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La lezione mancata
Breve storia dei numeri
primi
Alessandro Zaccagnini Dipartimento di Matematica e Informatica, Università di Parma, Parma.
Facciamo una breve panoramica deipiù importanti risultati sulla distri-buzione dei numeri primi. Andre-
mo sostanzialmente in ordine cronologi-
co presentando i risultati dei matematici
più importanti del XIX secolo. Di seguito
parleremo della Congettura di Riemann
ed infine faremo il punto della situazio-
ne sui quattro problemi proposti da Lan-
dau nel 1912. In diversi casi, daremo
dimostrazioni moderne dei risultati che
presenteremo, pur rispettando essenzial-
mente il lavoro dei grandi matematici di
cui parleremo.
La storia fino al XIX secolo
Euclide
Euclide per primo ha dimostrato che l’insieme
dei numeri primi è infinito. Qui diamo una di-
mostrazione leggermente diversa da quella che
la tradizione gli attribuisce.
Teorema 1 (Euclide). Esistono infiniti numeri
primi.
Dim. Consideriamo un numero intero positivo
N ed osserviamo che
p | N ! + 1 =⇒ p > N
Dunque l’insieme dei numeri primi è illimitato
superiormente.
Per esempio il più piccolo numero primo p che
divide 5! + 1 = 121 = 112 è necessariamente
> 5. Questa dimostrazione ha il pregio di forni-
re automaticamente una limitazione dal basso
per qualsiasi divisore non banale di N ! + 1, non
necessariamente primo. Vedi la nota 1.
Eulero
Molti secoli dopo, Eulero ha dato una dimostra-
zione alternativa dello stesso fatto, molto impor-
tante per almeno due motivi: in primo luogo,
perché per la prima volta intervengono concetti
non strettamente aritmetici nelle considerazio-
ni sui numeri primi, e in secondo luogo perché
questa dimostrazione dà, come sottoprodotto,
un’indicazione della densità dei numeri primi
nell’insieme dei numeri naturali.
Teorema 2 (Eulero). La serie∑
p
1
p
è divergente
dove la notazione indica che la somma è fatta solo sui
numeri primi.
Il Teorema di Eulero non solo implica che i
numeri primi sono infiniti, ma anche che sono
piuttosto densi, più dei quadrati perfetti solo per
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fare un esempio, altrimenti la serie dell’enuncia-
to non divergerebbe. Questo risultato, dunque, è
estremamente più forte del Teorema di Euclide.
La dimostrazione è relativamente semplice e for-
nisce una buona illustrazione di come si possono
far interagire al meglio concetti di natura arit-
metica e altri di natura analitica; in altre parole,
“discreto” e “continuo” possono tranquillamente
e proficuamente coesistere.
Lemma 3. Per N → +∞ si ha∏
p≤N
(
1− 1
p
)−1 ≥ ∑
n≤N
1
n
=
∫ N
1
dx
x
+O(1)= log(N) +O(1)
Dim. L’uguaglianza a destra nell’enunciato deri-
va dal fatto che stiamo essenzialmente confron-
tando l’integrale di una funzione decrescente con
una opportuna somma di Riemann. Sviluppando
ciascun fattore a sinistra in serie geometrica di
ragione 1/p, otteniamo∏
p≤N
(
1− 1
p
)−1
=
∏
p≤N
(
1 +
1
p
+
1
p2
+
1
p3
+ . . .
)
=
∑
n∈A(N)
1
n
dove
A(N) = {n ∈ N∗ : p | n⇒ p ≤ N}
⊃ {1, 2, . . . , N}
Per esempio, per N ≥ 11 l’addendo 1/198 com-
pare nella forma (1/2) ·(1/32) ·1 ·1 ·(1/11) poiché
198 = 2 ·32 ·11. In generale, possiamomoltiplica-
re fra loro un numero finito di serie assolutamen-
te convergenti e riordinarne i termini. In altre
parole, A(N) è il semigruppo moltiplicativo di N∗
generato dai numeri primi che non superanoN .
Prendendo il logaritmo ed usando la formula
di Taylor al primo ordine otteniamo
log
∏
p≤N
(
1− 1
p
)−1
=
∑
p≤N
1
p
+O(1)≥ log log(N) +O(1)
che è una versione quantitativamente forte del
Teorema di Eulero.
Definizione 4 (Funzione zeta). Per s reale, s > 1,
poniamo
ζ(s) =
∑
n≥1
1
ns
=
∏
p
(
1− 1
ps
)−1
(1)
L’uguaglianza a destra (identità di Eulero) si
dimostra come nel Lemma precedente, prima
moltiplicando fra loro le serie geometriche asso-
lutamente convergenti di ragione p−s relative ai
numeri primi p fino ad un certo valore N , e poi
prendendo il limite per N che tende all’infinito.
È la versione analitica del Teorema Fondamentale
dell’Aritmetica. Da questa deduciamo ancora una
volta il Teorema di Euclide: il criterio integrale per
le serie ci dà
ζ(s) ≥
∫ +∞
1
dt
ts
=
1
s− 1
=⇒ lim
s→1+
ζ(s) = +∞
e quindi esistono infiniti numeri primi. Infatti,
se ne esistessero solo un numero finito, l’identi-
tà di Eulero implicherebbe un valore finito per
quest’ultimo limite, perché il prodotto avrebbe
solo un numero finito di fattori. Vedi la nota 2.
Gauss
Gauss capí che la chiave per capire la distribuzio-
ne dei numeri primi risiede nello studiare la loro
densità, cioè quanti numeri primi, approssima-
tivamente, cadono nell’intervallo [1, N ] quando
N tende all’infinito.
Definizione 5.
pi(N) = |{p ≤ N}| =
∑
p≤N
1
Gauss aveva l’abitudine di calcolare i numeri
primi in intervalli di 1000 interi consecutivi, co-
me passatempo. Basandosi sui dati cosí raccolti,
formulò la seguente
Congettura 6 (Gauss). Per N → +∞ si ha
pi(N) ≈ li(N) =
∫ N
0
dt
log(t)
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dove il simbolo ≈ indica un’uguaglianza approssima-
ta.
Integrando n + 1 volte per parti e stimando
l’integrale che resta, si vede facilmente che
li(N) =
N
logN
n∑
k=0
k!
(logN)k
+ On
(
N
(logN)n+2
)
(2)
per ogni n ∈ N fissato. Se prendiamo n = 0
nella (2) otteniamo in particolare che li(N) ∼
N/ log(N), dove f ∼ g significa che f/g → 1
quando N → +∞.
Congettura 7 (Forma debole).
lim
N→+∞
pi(N)
li(N)
= lim
N→+∞
pi(N) log(N)
N
= 1 (3)
Al primo ordine, dunque, non c’è molta diffe-
renza fra li(N) ed N/ log(N), ma dal punto di
vista numerico, come Gauss aveva intuito, li(N)
è un’approssimazione di pi(N) molto più accu-
rata: si veda la Figura 1. Prendendo n = 1
nella (2) e trascurando errori di ordine più pic-
colo si ritrova, essenzialmente, la formula pro-
posta da Legendre sulla base di dati che oggi
possiamo giudicare del tutto insufficienti, e cioè
pi(N) ∼ N/(log(N) − 1). Questa è leggermen-
te più accurata, dal punto di vista numerico,
della relazione pi(N) ∼ N/ log(N), ma eviden-
temente equivale alle altre due contenute nella
Congettura 7.
Sia ora pn l’n-esimo numero primo. Le due
funzioni pi(N) e pn sono sostanzialmente l’una
l’inversa dell’altra, nel senso preciso che pi(pn) =
n. La forma debole della Congettura di Gauss
equivale alla formula asintotica pn ∼ n log(n).
Questo è pienamente compatibile con il Teorema
di Eulero visto sopra. Vedi la nota 3.
Dirichlet
Facciamo una brevissima digressione per ricor-
dare un importante risultato di Dirichlet, che
dimostrò l’esistenza di infiniti numeri primi in
tutte le progressioni aritmetiche che ne possono
contenere almeno due. Dirichlet riutilizzò le tec-
niche di Eulero e per primo introdusse l’analisi
Figura 1: Confronto tra la quantità di numeri primi e la
formula di Gauss. Si noti che pi(N) < li(N)
per tutti questi valori. Si noti inoltre che la
colonna a destra è ampia circa la metà di quella
centrale.
complessa nella Teoria dei Numeri, prima anco-
ra di Riemann, anche se in una forma che oggi
appare rudimentale.
Teorema 8 (Dirichlet, 1837). Per ogni q ∈ N∗ ed
ogni a ∈ Z tali che (q, a) = 1 esistono infiniti numeri
primi p ≡ a mod q.
Non c’è lo spazio per approfondire i dettagli, e
quindi citiamo brevemente due importanti que-
stioni lasciate aperte dal lavoro di Dirichlet. La
prima riguarda il fatto che Dirichlet teneva q fissa-
to, dimostrando una forma appropriata del Teo-
rema di Eulero 2 dove la somma è fatta solo sui
numeri primi p ≡ a mod q, mentre è ora rico-
nosciuta l’importanza di avere risultati uniformi,
cioè che valgono per un gran numero di progres-
sioni simultaneamente. Inoltre, per le applicazio-
ni (citiamo, fra le tante, solo quella al problema
di Goldbach) è necessario avere, allo stesso tem-
po, anche relazioni quantitative dello stesso tipo
della Congettura 6 di Gauss, se possibile con un
termine d’errore esplicito. Vedi la nota 4.
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Chebyshev
Chebyshev fu il primo a fornire un’evidenza
quantitativa alla Congettura di Gauss.
Definizione 9. Poniamo
λ = lim inf
N→+∞
pi(N) log(N)
N
e
Λ = lim sup
N→+∞
pi(N) log(N)
N
Teorema 10 (Chebyshev). Si ha 0.92 . . . ≤ λ ≤
Λ ≤ 1.105 . . . .
Questo significa che il vero ordine di gran-
dezza quando N → +∞ della funzione pi(N)
è effettivamente N/ log(N).
Teorema 11 (Chebyshev). Se λ = Λ allora λ =
Λ = 1.
In altre parole, se il limite nella Congettura 7
esiste, allora vale 1. Chebyshev introdusse due
funzioni per “contare” i numeri primi, oltre al-
la funzione pi definita qui sopra: una di queste,
chiamata ψ, ha un’interpretazione aritmetica del
tutto naturale.
Definizione 12 (Funzione ψ di Chebyshev).
ψ(N) = log mcm{1, 2, 3, . . . , N}
Non daremo l’intera dimostrazione del Teo-
rema di Chebyshev 10, ma solo le idee neces-
sarie per ottenere la minorazione con il valore
log(2) al posto di 0.92 . . . . Cominciamo da una
disuguaglianza fondamentale.
Lemma 13.
ψ(N) =
∑
p≤N
⌊ log(N)
log(p)
⌋
log(p) ≤ pi(N) log(N)
Inoltre ψ(N) ≥ (1 + o(1))pi(N) log(N) +
O(N(logN)−1)
Dim. Per dimostrare l’uguaglianza a sinistra è
sufficiente osservare che, dato un numero primo
p ≤ N , la suamassima potenza che non superaN
è quella con esponente ap =
⌊
log(N)/ log(p)
⌋
=
max{m ∈ N : pm ≤ N}, per poi ricordare la ca-
ratterizzazione elementare del minimo comune
multiplo. Inoltre, per ogni y ∈ (1, N ] abbiamo
ψ(N) ≥
∑
y<p≤N
log p ≥ (pi(N)− pi(y)) log y
La disuguaglianza cercata segue scegliendo y =
N(logN)−2, poiché pi(y) ≤ y.
Dimostrazione (Teorema di Chebyshev). Per
m ∈ N poniamo
Im =
∫ 1
0
xm(1− x)m dx
= B(m+ 1,m+ 1) =
m!2
(2m+ 1)!
Per i nostri scopi presenti non è strettamen-
te necessario osservare che Im è un valore
della funzione Beta di Eulero. Ci basta la
disuguaglianza
0 < Im ≤
(
max
x∈[0,1]
x(1− x))m = 1
4m
La funzione integranda è un polinomio a
coefficienti interi di grado 2m: dunque∫
xm(1−x)m dx = (−1)m x
2m+1
2m+ 1
+· · · ∈ Q[x]+R
e inoltre, a parte il valore della costante di inte-
grazione, i coefficienti di questa primitiva sono
numeri razionali con denominatore ≤ 2m + 1.
Valutiamo una primitiva in 0 e in 1, e poi mol-
tiplichiamo il risultato per il minimo comune
multiplo degli interi fra 1 e 2m+ 1: il risultato è
un intero positivo; quindi
Im expψ(2m+ 1) ∈ N∗
=⇒ ψ(2m+ 1) ≥ log(I−1m ) ≥ 2m log(2)
Usando il Lemma 13 otteniamo pi(2m + 1) ≥
2m log(2)/ log(2m + 1). Osservando infine che
pi(2m) ≥ pi(2m+ 1)− 1 perm ≥ 1, con qualche
breve calcolo si ottiene la tesi.
Vedi la nota 5.
Mertens
Mertens riuscì a semplificare la dimostrazione
dei Teoremi di Chebyshev e a rendere più pre-
cisa la stima del risultato del Teorema di Eule-
ro 2. L’idea da cui si può partire è il calcolo di
log(N !) effettuato in due modi diversi. Da una
parte la formula di Stirling, in una versione non
Ithaca: Viaggio nella Scienza III, 2014 • Breve storia dei numeri primi 70
particolarmente precisa, ci dà
log(N !) =
∑
n≤N
log(n)
=
∫ N
1
log(t) dt+O(log(N))
= N log(N) +O(N)
dove anche questa volta confrontiamo l’integrale
di una funzione monotòna con una sua somma
di Riemann.
Il secondo passo è quello di scomporre in fat-
tori primi N !, tenendo conto del fatto che solo
i numeri primi p ≤ N possono comparire nella
fattorizzazione:
log(N !)
=
∑
p≤N
(⌊N
p
⌋
+
⌊N
p2
⌋
+
⌊N
p3
⌋
+ . . .
)
log(p)
= N
∑
p≤N
log(p)
p
+O(N). (4)
L’uguaglianza a destra si dimostra trascurando
le parti intere e il contributo delle potenze per-
fette. Per ottenere l’uguaglianza a sinistra è suf-
ficiente osservare che, scelto un numero primo
p ≤ N , vi sono esattamente bN/pc suoi multi-
pli che non superano N , e questi contribuiscono
un’unità all’esponente di p nella fattorizzazione
di N !. Inoltre, vi sono bN/p2cmultipli di p2 che
non superanoN , che contribuiscono un’ulteriore
unità, e cosí via. La somma qui sopra al centro è
solo apparentemente infinita poiché bN/pkc = 0
per k sufficientemente grande. Per esempio, la
massima potenza di 2 che divide 100! è quella
con esponente 50 + 25 + 12 + 6 + 3 + 1 = 97, poi-
ché nell’intervallo [1, 100] ci sono 50 numeri pari,
25 multipli di 4, 12 multipli di 8, 6 multipli di
16, 3 multipli di 32 ed infine un solo multiplo di
64. Ciascuno di questi contribuisce all’esponente
in questione come affermato. Abbiamo dunque
dimostrato il seguente risultato:
Teorema 14 (Mertens). Per N → +∞ si ha∑
p≤N
log(p)
p
= log(N) +O(1)
Una conseguenza è la formula asintotica, che
precisa il Teorema di Eulero 2,∑
p≤N
1
p
= log log(N) +O(1) (5)
che si deduce dalla precedente mediante uno
strumento della stessa sofisticazione della for-
mula di integrazione per parti, detta Formula di
sommazione parziale; si veda l’Appendice. Da que-
sta formula asintotica segue una dimostrazione
molto semplice del Teorema di Chebyshev 11: in-
fatti, se pi(N) ∼ LN/ log(N) per qualche L ∈ R+,
allora la somma a primo membro della (5) vale
(L+ o(1)) log log(N). In altre parole, se esiste il
limite nella Congettura 7, Eq. (3), allora vale 1.
Resta sempre il problema di dimostrare che que-
sto limite esiste. La dimostrazione originale di
Chebyshev, precedente rispetto alle scoperte di
Mertens, utilizzava le proprietà analitiche della
funzione ζ di Riemann, di cui parleremo sotto.
Naturalmente i Teoremi di Chebyshev 11 e
di Mertens 14 seguono immediatamente dalla
Congettura di Gauss 6, con la formula di som-
mazione parziale, ma possono essere ricavati di-
rettamente ed elementarmente, come abbiamo,
seppur solo in parte, visto. Vedi la nota 6.
Riemann
Riemann scrisse un solo breve articolo [1] sulla
Teoria dei Numeri, nel quale indicò la strada che
portò, una quarantina d’anni più tardi, alla di-
mostrazione della Congettura di Gauss, che oggi
si chiama Teorema dei Numeri Primi. La chiave di
tutto il ragionamento di Riemann è quella di con-
siderare la funzione ζ con argomento complesso.
Possiamo riassumere i punti cruciali del suo la-
voro come segue, in un certo senso, scattando
6 istantanee del procedimento suggerito da Rie-
mann, e portato a termine dai suoi successori, per
indicare la plausibilità della sua argomentazione.
È opportuno ricordare che all’epoca della pubbli-
cazione del lavoro citato (1859) l’analisi comples-
sa come la conosciamo oggi quasi non esisteva
e quindi, ciò che a noi appare ragionevole, ol-
tre 150 anni dopo, era allora straordinariamente
innovativo.
1. Dimostrazione dell’Identità di Eulero (1) per
tutti i numeri complessi s = σ+it con σ > 1.
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2. Equazione funzionale e prolungamento
analitico della funzione ζ a C \ {1}.
3. Espressione di ζ come prodotto di Weierstrass
sugli zeri.
4. Stima del numero degli zeri di ζ nella striscia
critica 0 ≤ σ ≤ 1.
5. Espressione di ψ(N) mediante un oppor-
tuno integrale complesso su un cammino
illimitato contenuto nel semipiano σ > 1.
6. Deformazione del cammino di integrazione:
connessione fra ψ e gli zeri della funzione ζ
(la formula esplicita).
Del primo punto ci siamo, sostanzialmente,
già occupati sopra, poiché |p−s| = p−σ, e σ >
1 per ipotesi, e quindi si può ripetere la stessa
dimostrazione del Lemma 3. Per la precisione,
Riemann lavorava con la funzione pi, e non con la
funzione ψ che risulta tecnicamente più comoda.
Teorema 15 (Equazione funzionale). Posto
ξ(s) =
1
2
s(s− 1)pi−s/2Γ
(s
2
)
ζ(s)
= pi−s/2Γ
(s
2
+ 1
)
(s− 1)ζ(s)
si ha che ξ è olomorfa su C e soddisfa la relazione
ξ(s) = ξ(1− s).
Poiché le proprietà di ζ sono note nel semi-
piano σ > 1, l’equazione funzionale permette
di dedurle nel semipiano σ < 0. In particolare,
ζ(s) 6= 0 in σ > 1 e quindi la funzione ζ non
si annulla nemmeno in σ < 0, a parte i cosid-
detti zeri “banali” ai poli di Γ, situati in −2, −4,
−6, . . . . Si noti che ξ è reale sull’asse reale e sul-
la retta di equazione σ = 12 . Questo è cruciale
per dimostrare numericamente che gli zeri com-
plessi della funzione zeta (tutti quelli noti fino
ad oggi) si trovano sulla retta σ = 12 : si veda la
discussione sulla Congettura di Riemann, più
avanti.
La regione del piano complesso con 0 ≤
σ ≤ 1 si dice “striscia critica”: sono gli zeri
in questa zona che determinano la bontà delle
approssimazioni di pi(N).
Lasciamo da parte il prodotto di Weierstrass
per la funzione ζ (più precisamente, per la fun-
zione ξ) che è un argomento strettamente legato
all’analisi complessa e ci costringerebbe ad una
digressione. Ci limitiamo ad osservare che è un
ingrediente fondamentale nella dimostrazione,
fra le altre cose, della Formula di Riemann-von
Mangoldt 16 qui sotto e della regione libera da
zeri. Per l’equazione funzionale e il principio
di riflessione, gli zeri complessi ρ = β + iγ del-
la funzione zeta sono disposti simmetricamente
rispetto all’asse reale e rispetto al punto s = 12 .
Per la dimostrazione del Teorema dei Numeri
Primi 18 è indispensabile avere informazioni più
precise sulla loro distribuzione, da almeno due
punti di vista. Il primo è la loro densità.
Teorema 16 (Formula di Riemann–von Man-
goldt). Per T → +∞ si ha
N(T ) = |{ρ = β + iγ : ζ(ρ) = 0,
β ∈ (0, 1), γ ∈ [0, T ]}|
=
T
2pi
log
T
2pi
− T
2pi
+O(log T ) (6)
La dimostrazione è un’applicazione non ba-
nale del principio dell’argomento alla funzione
ξ. Il termine principale proviene dalla formu-
la di Stirling generalizzata per la funzione Γ di
Eulero presente nell’equazione funzionale di ξ.
Il termine d’errore proviene essenzialmente da
arg(ζ(12 + iT )).
Teorema 17 (Formula esplicita). Per N → +∞
vale la relazione
ψ(N) = log mcm{1, 2, 3, . . . , N}
= N −
∑
ρ
Nρ
ρ
+O(logN)
dove la somma è fatta su tutti gli zeri ρ = β + iγ con
β ∈ (0, 1) ed è intesa in senso simmetrico, con ρ e ρ
presi insieme.
La dimostrazione dipende dalla relazione
fondamentale valida per c > 1
ψ(x) =
1
2pii
∫ c+i∞
c−i∞
−ζ
′
ζ
(s)xs
ds
s
(7)
dove x > 1 ed x 6∈ N. Questa trasformazione
integrale, di cui vedremo più avanti l’inversa, si
chiama trasformata di Mellin ed è formalmente
simile alla trasformata di Fourier. Vedi la nota 7.
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Hadamard — de la Vallée Poussin
Sono stati necessari quasi 40 anni per dimostrare
rigorosamente tutte le affermazioni di Riemann
(tranne quella sulla famosa Congettura, natural-
mente): si può dire, senza esagerare troppo, che
l’analisi complessa sia stata creata nella secon-
da metà del XIX secolo proprio per raggiungere
questo obiettivo. Il risultato finale, il Teorema dei
Numeri Primi, è stato dimostrato, indipendente-
mente e quasi simultaneamente, da Hadamard e
de la Vallée Poussin nel 1896.
Teorema 18 (dei Numeri Primi). Esiste una
costante positiva c tale che
pi(x) = li(x) +
O
(
x exp
(−c(log x)3/5(log log x)−1/5))
Questo equivale alla relazione ψ(x) = x +
O(x exp(−c1(log x)3/5(log log x)−1/5)), che è più
facile da dimostrare grazie alla (7). Si veda una
spiegazione nella didascalia della Figura 2. L’in-
grediente mancante, che spiega anche la curiosa
funzione nel termine d’errore, è un’altra informa-
zione sulla distribuzione degli zeri della funzio-
ne ζ. Per la precisione, questo è l’unico punto
del programma attribuito sopra a Riemann che
non è presente nell’originale, visto che è sostan-
zialmente inutile per dimostrare semplicemente
che il limite nella Congettura di Gauss 6 esiste,
mentre è indispensabile per valutare la bontà
dell’approssimazione. L’apparente anacronismo
dei due risultati citati è dovuto al fatto che il Teo-
rema dei Numeri Primi realmente dimostrato da
Hadamard e de laVallée Poussin era leggermente
più debole di quello enunciato qui perché, ovvia-
mente, non avevano a disposizione il risultato
seguente, ma il meccanismo della loro dimostra-
zione non cambia se non marginalmente inseren-
do la versione della regione libera da zeri trovata
da Vinogradov e Korobov, indipendentemente,
nel 1958.
Teorema 19 (Regione libera da zeri, Vinogradov
e Korobov). Esiste una costante c > 0 tale che se
ζ(β + iγ) = 0 con β ∈ [0, 1] e γ > 0 allora
β < 1− c
(log γ)2/3(log log γ)1/3
Questa regione libera da zeri si usa insieme
alla Formula Esplicita nella sua versione troncata
di cui si parla nella didascalia della Figura 2. In
effetti si ha
ψ(x) = x−∑
ρ=β+iγ
|γ|≤T
xρ
ρ
+O
( x
T
(log(xT ))2 + log x
)
(8)
La scelta ottimale per T è quella che rende il
termine sugli zeri (una somma finita) dello stesso
ordine di grandezza, essenzialmente, di x/T . Si
ha
ψ(x) = x+
O
{ max
0<γ≤T
xβ
} ∑
0<γ≤T
1
γ
+
x
T
(
log xT
)2 (9)
dove abbiamo scritto implicitamente ρ = β + iγ
per il generico zero non banale di zeta. Si ricor-
di che gli zeri sono disposti simmetricamente
rispetto all’asse reale. Il massimo può essere sti-
mato usando la regione libera da zeri fornita dal
Teorema 19, mentre per la somma utilizziamo la
stima per il numero degli zeri della funzione zeta
con parte immaginaria |γ| ≤ T data dal Teore-
ma 16, con la sommazione parziale. In definitiva,
possiamo scrivere
ψ(x) = x+
O
(
x(log T )2 exp
{
−c log x
(log T )2/3(log log T )1/3
}
+
x
T
(
log xT
)2)
(10)
Ora scegliamo T come funzione di x in modo
che
1
T
≈ exp
{
−c log x
(log T )2/3(log log T )1/3
}
per rendere approssimativamente uguali i due
termini a destra nella (10). Questo accade se T =
T (x) soddisfa (log T )5/3(log log T )1/3 ≈ log x: in-
vertendo la relazione funzionale si trova log T ≈
(log x)3/5(log log x)−1/5. Infine, sostituendo e
semplificando otteniamo
ψ(x) = x+
O
(
x exp{−c1(log x)3/5(log log x)−1/5}
) (11)
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dove c1 è un’opportuna costante positiva. Co-
me si vede, c’è una relazione “meccanica” fra
l’ampiezza della regione libera da zeri e la
dimensione del termine d’errore nella (11).
Vedi la nota 8.
Selberg — Erdo˝s
La dimostrazione del Teorema dei Numeri Pri-
mi data da Hadamard e de la Vallée Poussin in-
dipendentemente nel 1896, originata dalle idee
di Riemann, è tanto intrinsecamente legata alle
proprietà della funzione zeta come funzione olo-
morfa, da far considerare improbabile, se non
proprio impossibile, dimostrare lo stesso risulta-
to usando solo l’analisi reale. In effetti, per alcuni
decenni è stata informalmente osservata l’equiva-
lenza espressa dal seguente teorema, dimostrato
poi rigorosamente da Wiener nel 1927.
Teorema 20 (Wiener).
ζ(1 + it) 6= 0
per ogni t ∈ R \ {0}
⇐⇒ pi(N) ∼ N
log(N)
Con una certa sorpresa, dunque, nel 1948 i Teo-
rici dei Numeri accolsero la scoperta, da parte di
Selberg ed Erdős, della cosiddetta dimostrazione
elementare, che non fa uso dell’analisi complessa.
Il suo cuore è il risultato qui sotto.
Teorema 21 (Formula di Selberg).
ψ(N) log(N) +
∑
p≤N
ψ
(
N
p
)
log(p)
= 2N log(N) +O(N)
Una conseguenza immediata di questa e del-
le formule di Mertens viste sopra è il prossimo
Corollario, che fornisce una dimostrazione al-
ternativa del Teorema di Chebyshev 11, poiché
implica che λ ≤ 1 ≤ Λ.
Corollario 22. Si ha λ+ Λ = 2.
Per ottenere che λ = Λ = 1 è necessaria una
lunga e complicata analisi di tipo tauberiano che
qui omettiamo. Nelle applicazioni del Teorema
dei Numeri primi è però di fondamentale im-
portanza avere delle buone stime per il termine
d’errore ψ(N)−N : in questo campo, le tecniche
“elementari” appaiono più deboli delle tecniche
analitiche. Vedi la nota 9.
La Congettura di Riemann
La Congettura e le sue forme
equivalenti elementari
Congettura 23 (Riemann). Tutti gli zeri complessi
di ζ della forma β + iγ con γ 6= 0 hanno β = 12 .
Questo equivale a dire che
pi(N) = li(N) +O
(
N1/2 logN
)
(12)
ψ(N) = N +O
(
N1/2(logN)2
)
Un’implicazione è conseguenza diretta della For-
mula Esplicita del Teorema 17, o meglio della
sua versione “troncata” (8) descritta nella dida-
scalia della Figura 2, e della Formula di Riemann-
von Mangoldt del Teorema 16: basta sceglie-
re T = x1/2 nella (9). L’altra dipende dalla
trasformazione integrale che lega ζ a ψ
−ζ
′
ζ
(s) = s
∫ +∞
1
ψ(x)
xs+1
dx
=
s
s− 1 + s
∫ +∞
1
ψ(x)− x
xs+1
dx (13)
valida per σ > 1, che è l’inversa della (7). La
connessione fra pi e ζ, data originariamente da
Riemann nel suo articolo, è più complicata e in-
diretta, e, poiché coinvolge esplicitamente il loga-
ritmo della funzione ζ, è più difficile da trattare.
Vedi la nota 10.
Una versione debole della Congettura di
Riemann
Sia
Θ = sup{β : ∃γ ∈ R tale che ζ(β + iγ) = 0}
La simmetria degli zeri rispetto ad s = 12 implica
che 12 ≤ Θ ≤ 1. Sia
Θ′ = inf{α ∈ R : pi(N) = li(N) +O(Nα)}
Teorema 24. Si ha Θ = Θ′.
La formula (13) mostra esplicitamente l’impor-
tanza di maggiorazioni forti perR(x) = ψ(x)−x.
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Figura 2: Il cammino d’integrazione nella (7), la retta verticale dei numeri complessi di parte reale c, viene deformato
in un rettangolo R, con vertici in c± iT e −U ± iT , più le due “code” verticali, da c+ iT a c+ i∞ e la sua
simmetrica, per poter usare il Teorema dei Residui sul rettangolo R. Si deve scegliere T con cura (non deve
coincidere con l’ordinata di qualche zero di ζ), mentre U è sostanzialmente irrilevante. Il contributo del polo
della funzione integranda in s = 1 dà il termine principale della Formula Esplicita nel Teorema 17, e gli zeri di
ζ compresi nel rettangolo danno il termine secondario. Vi sono naturalmente dei termini d’errore, provenienti
dalle code verticali, dai due segmenti ad altezza ±T e dal segmento verticale sull’ascissa −U che devono essere
accuratamente stimati. Facendo tendere separatamente U e T a +∞ si ottiene la Formula Esplicita. In realtà,
per le applicazioni è di gran lunga più utile la versione della Formula Esplicita in cui compare T , che poi può
essere scelto in funzione di x: questa scelta dipende dall’ampiezza della regione libera da zeri disponibile. In
definitiva, il procedimento illustrato sopra permette di scrivere ψ(x) = x−∑ρ∈R xρ/ρ+ E(x, T, U) dove E
indica un “errore” che è funzione di x, T ed U e che raccoglie i contributi indicati sopra. Gli zeri non banali
della funzione ζ sono confinati all’interno della regione colorata. Riemann ha congetturato che tutti gli zeri
complessi di ζ (esclusi dunque quelli sull’asse reale negativo), siano sulla retta σ = 12 .
Il più semplice risultato in questo direzione è pro-
prio il Teorema appena enunciato: in un verso si
dimostra come abbiamo detto sopra, prendendo
T = x1−Θ nella (9); questo implica che Θ′ ≤ Θ.
L’altra disuguaglianza si ottiene osservando che
se R(x) = O
(
xΘ
′+ε
)
allora la funzione definita
implicitamente dall’integrale all’estrema destra
della (13) può essere prolungata analiticamente
al semipiano σ > Θ′: dunque la funzione a pri-
momembro, in questo semipiano, non può avere
poli diversi da s = 1 e di conseguenza ζ non ha
zeri in questa regione. In sostegno della Conget-
tura di Riemann si noti la sua connessione con
l’ampiezza delle colonne al centro e a destra nel-
la Figura 1: la seconda è, come previsto, ampia
circa la metà della prima. Vedi la nota 11.
Risultati numerici
Ci limitiamo a qualche breve cenno ai più
importanti risultati numerici.
1. I “primi” 1013 zeri sono sulla retta σ = 12 :
Gourdon [2].
2. Almeno il 40% degli zeri di ζ (in senso
asintotico) è sulla retta critica: Conrey [3].
3. Gli zeri al di fuori della retta critica (sempre
se ne esistono) sono relativamente pochi, in
un senso quantitativo preciso: Huxley [4].
4. Per tutti gli x > 3 per cui è stato calcolato
il valore esatto di pi(x) si ha pi(x) < li(x),
ma Littlewood [5] ha dimostrato nel 1914
che li(x)− pi(x) cambia segno infinite volte
quando x→ +∞.
Vedi la nota 12.
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Il Teorema di Beurling
In questo e nei prossimi paragrafi discutiamo di
alcune equivalenze, in qualche caso parziali, fra
la Congettura di Riemann e risultati di altri cam-
pi della matematica. Alcune di queste equivalen-
ze sono “elementari” nel senso che gli enunciati
che vedremo non fanno intervenire l’analisi com-
plessa o altra matematica avanzata: è uno dei
tanti esempi di enunciati semplici e comprensibi-
li che nascondono difficoltà molto profonde, di
cui la Teoria dei Numeri è cosí ricca. A parte i
problemi di Landau, con cui concluderemo que-
sta trattazione, ci basti ricordare il Teorema di
Fermat. Cominciamo senz’altro con il Teorema
di Beurling [6].
Teorema 25 (Beurling, 1955). Sia C lo spazio vet-
toriale generato da {ρθ : 0 < θ ≤ 1} definite
da
ρθ(x) = ρ(θ/x)− θρ(1/x) per x ∈ (0, 1]
dove ρ(x) = x−[x] è la parte frazionaria di x. SiaCp
la chiusura di C in Lp([0, 1]). Allora ζ non ha zeri
con parte reale β > 1/p se e solo se Cp = Lp([0, 1]).
Non è del tutto sorprendente che la funzione
ζ sia legata alla funzione parte frazionaria. La
formula di sommazione parziale dà, dopo un
breve calcolo, la relazione
ζ(s) =
s
s− 1 − s
∫ +∞
1
ρ(t)
ts+1
dt (14)
Questa formula fornisce, in modo del tutto ele-
mentare, il prolungamento analitico della funzio-
ne ζ al semipiano dei numeri complessi di parte
reale positiva, privato, evidentemente, del punto
s = 1, poiché ρ è una funzione limitata. Vedi la
nota 13.
La Congettura di Mertens
Passiamo ora a descrivere alcune equivalenze
elementari, nel senso spiegato qui sopra.
Definizione 26 (Funzione di Möbius). Sia
µ(n) =

1 se n = 1,
0
se esiste un primo p
tale che p2 | n,
(−1)k se n = p1 · · · pkcon p1 < · · · < pk
Poniamo
M(N) =
∑
n≤N
µ(n) (15)
e ricordiamo la stima elementare∑
n≤N
µ2(n) =
6
pi2
N +O
(
N1/2
)
Se un intero generico n ha un numero pari o
dispari di fattori primi distinti con uguale “pro-
babilità,” allora ci si può aspettare cheM(N) =
O(N1/2 log2N). Questo equivale alla Conget-
tura di Riemann. Infatti, M è la somma dei
coefficienti della serie di Dirichlet∑
n≥1
µ(n)
ns
=
1
ζ(s)
e la stima qui sopra implica che 1/ζ è olomorfa
nel semipiano σ > 12 , e quindi ζ non si annulla
nello stesso semipiano. Le due relazioni
∞∑
n=1
µ(n)
n
= 0 e
∑
n≤N
µ(n) = o(N) (16)
sono equivalenti al Teorema dei Numeri Primi
nella forma congetturata da Gauss. La prima
delle due è stata enunciata per la prima volta da
Eulero e dimostrata da Landau: la dimostrazio-
ne dell’equivalenza non è semplice. Le due rela-
zioni fondamentali soddisfatte dalla funzione µ
sono
∑
d|n
µ(d) =
{
1 se n = 1,
0 se n > 1
(17)
∑
n≤x
µ(n)
[x
n
]
=
{
0 se x ∈ (0, 1)
1 se x ≥ 1 (18)
Vedi la nota 14.
Il Teorema di Franel e Landau
Passiamo ad una cosa ancor più elementare:
parliamo di frazioni con denominatori limitati.
Definizione 27 (Frazioni di Farey). Sia N un
intero ≥ 1. Poniamo
FN =
{a
q
: 0 < a ≤ q ≤ N e (a, q) = 1
}
= {x1 < x2 < · · · < xΦ(N) = 1}
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Per esempio
F5 =
{1
5
,
1
4
,
1
3
,
2
5
,
1
2
,
3
5
,
2
3
,
3
4
,
4
5
, 1
}
Notiamo che Φ(N) = |FN | ∼ 3N2/pi2 quando
N → +∞.
Teorema 28 (Franel e Landau). La Congettura di
Riemann vale se e solo se per tutti gli ε > 0
∆(N) =
Φ(N)∑
n=1
∣∣∣xn − n
Φ(N)
∣∣∣ = O(N1/2+ε)
Ricordando la definizione (15), la chiave della
dimostrazione è la relazione
Φ(N)∑
n=1
f(xn) =
∑
k≥1
M
(N
k
) k∑
j=1
f
( j
k
)
(19)
valida per ogni funzione f di periodo 1. Posto
xn = n/Φ(N) + δn per n = 1, . . . , Φ(N), valutia-
mo la (19) con f(x) = e2piix, osservando che, per
una nota proprietà delle radici k-esime dell’unità,
la somma interna a destra della (19) vale 0 quan-
do k > 1 e vale 1 quando k = 1. In definitiva, il
secondo membro valeM(N). Dunque
M(N) =
Φ(N)∑
n=1
e2pii(n/Φ(N)+δn)
=
Φ(N)∑
n=1
e2piin/Φ(N)(e2piiδn − 1) +
Φ(N)∑
n=1
e2piin/Φ(N)
L’addendo all’estrema destra vale 0 se N > 1,
mentre per l’altro possiamo usare la disugua-
glianza |e2piiδn − 1| = 2| sin(piδn)| ≤ 2pi|δn|, ot-
tenendo in definitiva |M(N)| ≤ 2pi∆(N), che
dimostra una delle due implicazioni. L’altra im-
plicazione è più complessa da dimostrare, ma si
basa anch’essa sulla (19). Vedi la nota 15.
Il Teorema di Robin
Sorprendentemente, la Congettura di Riemann
può essere espressa in modo assolutamente
elementare come segue.
Definizione 29 (Numero armonico). Sia n un
intero ≥ 1. Poniamo
Hn =
n∑
i=1
1
i
Teorema 30 (Robin). La Congettura di Riemann è
vera se e solo se per ogni n ≥ 1 si ha
σ(n) =
∑
d|n
d ≤ Hn + exp(Hn) log(Hn) (20)
Informalmente, se la Congettura di Riemann
fosse falsa esisterebbe una successione divergen-
te (xj)j∈N tale che pi(xj) > li(xj) + x1/2+δj , dove
δ > 0 è una quantità fissata. Usando i numeri
primi in [1, xj ] si potrebbe costruire un intero nj
con un valore σ(nj) più grande della norma e
tale da falsificare, seppur di poco, la (20).
I problemi di Landau
Nel 1912 il grande matematico tedesco Edmund
Landau propose una lista di importanti problemi
aperti all’International Congress inMathematics,
a Cambridge.
Congettura 31. È vero che n2+1 è primo per infiniti
n?
Congettura 32. È vero che n = p1 + p2 ha sempre
soluzione se n ≥ 4 è pari?
Congettura 33. È vero che pn+1−pn = 2 per infiniti
n?
Congettura 34. È vero che esiste un numero primo
tra n2 ed (n+ 1)2 per ogni n?
Vedi la nota 16.
Il primo problema di Landau: valori
primi di polinomî
Hardy & Littlewood [7] hanno congetturato che
|{n ≤ N : n2 + 1 è primo}| ∼ C N
log(N)
per una certa costante esplicita C > 0. Fermat ha
osservato che il polinomio X2 + Y 2 rappresenta
p = 2 e tutti i numeri primi p ≡ 1 mod 4. Fried-
lander & Iwaniec [8] ed Heath-Brown [9] hanno
dimostrato che i polinomî X2 + Y 4 e X3 + 2Y 3
assumono valori primi per infiniti valori interi
delle variabili. L’unico caso noto ad oggi di poli-
nomio in una variabile che assume infiniti valori
primi è quello del Teorema di Dirichlet 8. Vedi
la nota 17.
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Il secondo problema di Landau, o
problema di Goldbach
Hardy & Littlewood [7] hanno congetturato che
r2(n) = |{(p1, p2) : p1 + p2 = n}|
∼ C
∏
p|n
p>2
p− 1
p− 2
n
(log(n))2
per una certa costante esplicita C > 0, se n è
pari e grande. Oggi è noto che il numero degli
n ≤ N pari per cui questa formula non è accurata
non supera N/(logN)A per ogni A > 0 fissato
ed N ≥ N0(A). Pintz [10] ha dimostrato che
|{n ≤ N : n è pari e r2(n) = 0}| ≤ N2/3
per N sufficientemente grande. Vinogradov [11]
ha dimostrato che tutti i numeri dispari n ≥ N0 si
possono rappresentare come somma di 3 numeri
primi. Helfgott [12] ha recentemente chiuso la
questione dimostrando che N0 = 7. In questo
particolare problema, la Congettura di Riemann
non è utile. Vedi la nota 17.
Il terzo problema di Landau, o problema
dei primi gemelli
Hardy & Littlewood [7] hanno congetturato che,
se h > 0 è un intero pari fissato, allora
|{p ≤ N : p+ h è primo}| ∼
C
∏
p|h
p>2
p− 1
p− 2
N
(log(N))2
per N → +∞, e per una certa costante esplicita
C > 0. Partendo da risultati rivoluzionari di
Goldston, Pintz & Yıldırım (2006–2013), Zhang
[13] ha dimostrato recentemente la congettura
lim inf
n→+∞(pn+1 − pn) ≤ C < +∞
Zhang ha fornito la maggiorazione C ≤ 7 · 107.
Maynard [14] (19 novembre 2013) dà C ≤ 600.
Secondo Maynard il limite del metodo è C = 12.
Siamo dunque lontani dall’avere C = 2, e lonta-
nissimi dalla versione quantitativa congetturata
da Hardy & Littlewood. Vedi la nota 19.
Il quarto problema di Landau: numeri
primi fra quadrati
La Congettura di Riemann implica che
pn+1 − pn = O
(
p1/2n (log pn)
2
)
Infatti, dalla (12) valutata in x ed in x+ y segue
che pi(x + y) − pi(x) > 0 se y > Cx1/2(log x)2
dove C è una costante sufficientemente grande.
Si congettura (Cramér, 1932) che
lim sup
n→+∞
pn+1 − pn
(log pn)2
< +∞
Baker, Harman & Pintz [15] hanno dimostrato
che
pn+1 − pn = O
(
p0.525n
)
Si può congetturare che pi(x+y)−pi(x) ∼ y/ log x
se y ≤ x, purché y non sia troppo piccolo. Questa
relazione è probabilmente vera, per esempio, se
y = xα, dove α > 0 è fissato; in questo caso si
avrebbe pn+1 − pn = O(pαn).
La formula di sommazione
parziale
Diamo la formula di sommazione parziale con
un breve cenno della sua dimostrazione. Se φ ∈
C1([1, x]) ed (an)n∈N è una successione di numeri
complessi qualsiasi, allora
∑
n≤x
anφ(n) = A(x)φ(x)−
∫ x
1
A(t)φ′(t) dt
dove
A(x) =
∑
n≤x
an (21)
Posto N = bxc e usando il fatto che A è costante
fra due interi consecutivi, si ha∫ x
1
A(t)φ′(t) dt
=
N−1∑
n=1
∫ n+1
n
A(t)φ′(t) dt+
∫ x
N
A(t)φ′(t) dt
=
N−1∑
n=1
A(n)
∫ n+1
n
φ′(t) dt+A(N)
∫ x
N
φ′(t) dt
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Si integra e si trova una somma “telescopica” do-
ve si sfrutta il fatto che A(n+ 1)−A(n) = an+1.
Riordinando la somma si trova la (21).
Note e spunti per letture ulteriori
Introduzione storica
Si veda il bell’articolo di Bateman & Diamond
[16].
Nota 1
La nostra dimostrazione del Teorema di Euclide
è diversa da quella data di solito, e ricorda il
Teorema di Wilson: p ≥ 2 è un numero primo
se e solo se p | (p − 1)! + 1. Per esempio, 6! +
1 = 721 = 7 · 103, mentre 10! + 1 = 3628801 =
11 · 329891. Si tratta di una delle più semplici, e
inutili, caratterizzazioni dei numeri primi.
Nota 2
La funzione ζ era stata già introdotta in casi par-
ticolari già un secolo prima di Eulero: ricordia-
mo solo il cosiddetto Problema di Mengoli del
1644, che, nel linguaggio moderno, corrisponde
ad esprimere il valore di ζ(2) = pi2/6 in termini
finiti.
Nota 3
Si osservi che la (2) è una serie asintotica: si può
prendere n arbitrariamente grande, ma non esi-
ste il limite per n → +∞ del secondo membro
per il Teorema di Hadamard sul raggio di con-
vergenza delle serie di potenze. Una discussione
dei metodi per il calcolo numerico esatto di pi(N)
si trova in Deléglise & Rivat [17], a cui si deve il
valore di pi
(
1018
)
: naturalmente, questi numeri
primi non sono conosciuti individualmente. Il
valore esatto di pi
(
1025
)
dato nella Figura 1 è sta-
to annunciato nel maggio del 2013 da J. Buethe,
J. Franke, A. Jost e T. Kleinjung.
Sono note disuguaglianze precise per pn: qui
diamo due delle più semplici.
n
(
log(n) + log(log(n))− 1)
≤ pn ≤ n
(
log(n) + log(log(n))
)
dove quella a sinistra è valida per n ≥ 2 e l’altra
per n ≥ 6. Sono dovute a Dusart [18] e Rosser
[19] rispettivamente. La formula di Legendre è
discussa in Pintz [20].
Nota 4
La distribuzione dei numeri primi nelle progres-
sioni aritmetiche è trattata in grande dettaglio in
Davenport [21] con particolare attenzione agli
aspetti quantitativi, inclusa l’uniformità in q,
nonché alla sua rilevanza per applicazioni come
il Problema di Goldbach.
Nota 5
La definizione usuale della funzione ψ di
Chebyshev è
ψ(x) =
∑
n≤x
Λ(n)
dove
Λ(n) =

log(p) se esistem ∈ N∗
tale che n = pm, p primo,
0 altrimenti.
Λ è detta funzione di von Mangoldt. Quest’ul-
tima, a sua volta, può essere definita mediante
l’identità −ζ ′/ζ(s) = ∑n≥1 Λ(n)/ns, che si ottie-
ne derivando il logaritmo dell’Identità di Eulero
(1). Una importante proprietà di Λ è espressa
dall’identità
∑
d|n Λ(d) = log(n).
La dimostrazione della minorazione nel Teore-
ma 10 è quella di Nair [22], dove si trova anche
la maggiorazione corrispondente.
Nota 6
Si noti che l’uguaglianza a sinistra nella (4) può
essere riscritta come
log(N !) =
∑
n≤N
ψ
(N
n
)
la quale a sua volta suggerisce che ψ(N) ∼ N ,
equivalente alla Congettura di Gauss 6.
Legendre [23] ha dimostrato che l’esponen-
te νp(N) cercato nella dimostrazione del Teo-
rema 14, e cioè la massima potenza del nu-
mero primo p che divide N !, vale esattamente
(N − sp(N))/(p− 1), dove sp(N) indica la som-
ma delle cifre di N quando è scritto in base p.
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Infatti, è sufficiente scrivere N = N1p + r con
r ∈ [0, p− 1] e procedere per induzione, suppo-
nendo che la formula di Legendre valga perN1 e
osservando infine che questa è banale se N < p
cioè se N1 = 0, poiché νp(m) = 0 se m < p. In
alternativa, si può sfruttare il fatto che la j-esima
cifra diN scritto in base p è
⌊
N/pj
⌋−p⌊N/pj+1⌋.
Nota 7
L’articolo originale di Riemann [1] è tradotto e
dettagliatamente commentato in Edwards [24];
si veda anche Davenport [21], §8. È certo che Eu-
lero conosceva l’equazione funzionale (almeno
in casi particolari): infatti quest’ultima si può ot-
tenere formalmente manipolando la definizione
di ζ ed usando con cautela proprietà non ovvie
della funzione Γ. Il suo punto di partenza può
essere stata la formula (14): si sostituisce lo svi-
luppo in serie di Fourier per ρ, integrando poi
la serie termine a termine. Per i dettagli si veda
Titchmarsh [25], p. 15 oppure Hardy [26], §2.2.
Per la teoria generale della funzione ζ , oltre al-
le monografie di Edwards e Titchmarsh appena
menzionate, si veda anche Ivić [27]. Una discus-
sione della formula esplicita per la funzione pi si
trova in Zagier [28], del quale consigliamo in par-
ticolare i grafici che rendono evidente la bontà
dell’approssimazione scoperta da Riemann.
Osserviamo che le relazioni (7) e (13) rap-
presentano una coppia trasformata e anti-
trasformata di Mellin, che formalmente sono tra-
sformazioni dello stesso tipo di quella di Fourier,
e il cui esempio più noto è la coppia e−x, Γ(s).
Infatti, ricordiamo che per σ = <(s) > 0 e c > 0
si ha
Γ(s) =
∫ +∞
0
e−xxs−1 dx ⇐⇒
e−x =
1
2pii
∫ c+i∞
c−i∞
Γ(s)x−s ds
e, in generale, sotto opportune condizioni di
sommabilità per f si ha
M(f, s) =
∫ +∞
0
f(x)xs−1 dx ⇐⇒
f(x) =
1
2pii
∫ c+i∞
c−i∞
M(f, s)x−s ds
Prendendo formalmente y = log x nell’integrale
a sinistra si trova la trasformazione di Fourier.
Per la precisione, ψ(x−1) è l’anti-trasformata di
Mellin di −s−1ζ ′/ζ(s).
Nota 8
La dimostrazione dettagliata del Teorema dei
Numeri Primi 18 si trova in Davenport [21].
Nota 9
La dimostrazione elementare del Teorema dei
Numeri Primi è all’origine di una controversia
sulla priorità fra Selberg, che ha certamente sco-
perto le formule che portano il suo nome, ed Er-
dős, che le ha usate per dedurne, probabilmente
per primo, il Teorema dei Numeri Primi. Per i
dettagli e per informazioni di prima mano, si ve-
da Goldfeld [29]. La dimostrazione elementare
è presentata nel Capitolo 22 di Hardy &Wright
[30] e in Levinson [31]. È anche istruttivo legge-
re la recensione che Ingham [32] scrisse dei due
lavori di Selberg e di Erdős, nella quale mette in
luce le analogie strutturali tra la dimostrazione
elementare e quella analitica. Ulteriori dettagli
sull’equivalenza dimostrata da Wiener si trova-
no nel libro di Ingham [33], §2.11. Una semplice
dimostrazione del Teorema dei Numeri Primi
che sfrutta solo proprietà della funzione zeta in
una regione limitata del semipiano σ ≥ 1, e dun-
que nello spirito di quella originale di Wiener, si
trova in Newman [34]. Si veda anche Zagier [35].
La Congettura di Riemann
Nota 10
Si vedano Bombieri [36] e Conrey [37] per del-
le ampie panoramiche in cui la Congettura di
Riemann è inquadrata nel suo contesto generale.
È opportuno notare che non soltanto pi(x) −
li(x) cambia segno infinite volte, ma, più in gene-
rale, pi(x)− li(x) = Ω±(x1/2(log log log x)/ log x)
(Littlewood [5]), dove f = Ω±(g) signi-
fica che lim infx→+∞ f(x)/g(x) < 0 e
lim supx→+∞ f(x)/g(x) > 0. Un risultato
più forte vale se la Congettura di Riemann è falsa.
Vedi anche Ingham [33] §§4.8–4.9.
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Nota 11
Si veda la discussione nel Capitolo 4 di Ingham
[33].
Nota 12
Si veda Gourdon [2]. La funzione ξ è reale sulla
retta σ = 12 ed esiste una formula accurata per
la funzione N(T ) definita nella (6): si contano i
cambiamenti di segno di ξ fra s = 12 ed s =
1
2 +iT .
Si veda Conrey [3] per il secondo risultato enun-
ciato. Si può dimostrare che il numero di zeri
ρ = β + iγ con γ ∈ [0, T ] e β 6= 12 è o(N(T )).
I cosiddetti Teoremi di densità forniscono stime
molto precise per il loro numero: naturalmen-
te, se è vera la Congettura di Riemann non ve
ne sono affatto. Bays & Hudson [38] hanno di-
mostrato nel 2000 che pi(x) > li(x) per qualche
x ≤ 1.39822 · 10316.
Nota 13
Questa caratterizzazione della Congettura di Rie-
mann è oggetto di risultati recenti di numerosi
autori, tra cui citiamo Baez-Duarte & Balazard.
Nota 14
La stima elementare citata è il Teorema 333 di
Hardy & Wright [30]. La dimostrazione della
prima delle (16) si trova nel §5.6 di Edwards
[24]. La Congettura di Mertens originale è fal-
sa: ne abbiamo dato una versione leggermente
indebolita.
Diamo un cenno alla dimostrazione delle for-
mule (17) e (18): la prima si dimostra osservando
che µ(pm) = −µ(m) se p è un numero primo che
non divide m. Usando iterativamente questa
proprietà, se n > 1 il primo membro può essere
riscritto come (1 + µ(p1)) · · · (1 + µ(pk)) dove p1,
. . . , pk sono i fattori primi distinti di n, e questa
quantità vale evidentemente 0. Sia ora f(x) il
primo membro della (18) e osserviamo che f è
costante a tratti e ovunque continua a destra su
R+ \ N (poiché bx/nc = bbxc/nc per ogni x ≥ 1
e per ogni n ∈ N∗), e che su N∗ può avere di-
scontinuità di salto. Per concludere è dunque
sufficiente dimostrare che f è continua a sinistra
in tutti gli N naturali con N ≥ 2. Scelto ε > 0
sufficientemente piccolo, osserviamo che
f(N)− f(N − ε)
=
∑
n≤N−ε
(⌊N
n
⌋
−
⌊N − ε
n
⌋)
µ(n) + µ(N)
=
∑
n|N
µ(n) = 0
e dunque la formula (18) segue dalla (17). Il pas-
saggio cruciale della catena di uguaglianze qui
sopra è quello in cui si riconosce che se N ≥ 2 è
intero ed ε ∈ (0, 1), allora bN/nc = b(N − ε)/nc
se n non è un divisore di N .
Una dimostrazione alternativa richiede di scri-
vere bx/nc = ∑m≤x/n 1 nella definizione di f e
di procedere con lo scambio delle somme ed un
riordinamento degli addendi, un trucco standard
della Teoria dei Numeri. Concludiamo notando
che la (17) può essere interpretata come una sorta
di ortogonalità rispetto al prodotto scalare (n,m),
massimo comun divisore fra n edm.
Nota 15
La formula (19) segue dalla (18) mediante
scambio della somma, usando il fatto che∑
m≤x
M
( x
m
)
=
∑
m≤x
∑
n≤x/m
µ(n)
=
∑
n≤x
µ(n)
∑
m≤x/n
1 =
∑
m≤x
µ(m)
⌊ x
m
⌋
Infatti, se xn = a/q con a e q primi fra loro e
q ≤ N , allora f(xn) compare al secondo mem-
bro della (19) con un pesoM(N/q) +M(N/2q) +
M(N/3q) + . . . , dove la somma è finita perché
M(x) = 0 per x < 1, e si usa la relazione qui
sopra con x = N/q. Tutti i dettagli si possono
trovare in Edwards [24] §12.2.
Nota 16
Per i dettagli si veda Lagarias [39].
I problemi di Landau
I quattro problemi di Landau sono discussi
dettagliatamente in Pintz [40].
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Nota17
L’osservazione di Fermat è il Teorema 251 di Har-
dy &Wright [30]. La Congettura di Hardy & Lit-
tlewood è un caso particolare della Congettura
di Schinzel & Sierpiński sui valori primi assunti
da polinomî in una variabile.
Congettura 35 (Schinzel & Sierpiński). Dato f ∈
Z[n] di grado d ≥ 1 sia
ω(p) = card({f(N) mod p}) =
card({h mod p : ∃n ∈ Z t.c. f(n) ≡ h mod p})
Se f è irriducibile suZ ed ω(p) < p per tutti i numeri
primi p, allora f assume valore primo per infiniti
n ∈ N.
Le due condizioni su f sono evidentemente
necessarie, e la seconda è automaticamente ve-
rificata per p > d. In generale, Bateman & Horn
hanno addirittura congetturato che, se sono sod-
disfatte le ipotesi della congettura di Schinzel &
Sierpiński ed f ha primo coefficiente positivo,
allora
card({n ∈ N : f(n) ≤ x ed è primo})
∼ C(f) x
1/d
log x
per x→ +∞,
dove C(f) > 0 è un’opportuna costante esplicita
che può essere definita mediante un prodotto
infinito sui numeri primi che dipende essenzial-
mente dai valori ω(p). Si vedano le note per il
Capitolo introduttivo di Halberstam & Richert
[41].
Nota 18
Un’argomentazione euristica elementare in so-
stegno delle formule asintotiche congetturate da
Hardy & Littlewood nel secondo e terzo pro-
blema di Landau si può trovare in Zaccagnini
[42].
Nota 19
Citiamo i risultati in norma L2 per ψ(x + y) −
ψ(x)− y: poniamo
J(x, y) =
∫ 2x
x
∣∣ψ(t+ y)− ψ(t)− y∣∣2 dt
una quantità che potremmo chiamare varian-
za dei numeri primi. Selberg [43] ha dimostra-
to che la Congettura di Riemann implica che
J(x, y) = O(xy(log(2x/y))2), uniformemente
per 1 ≤ y ≤ x. Questo significa che la formu-
la asintotica vale “quasi ovunque” anche per y
molto piccolo rispetto ad x, se è vera la Con-
gettura di Riemann. In particolare, la relazione
ψ(t+y)−ψ(t) ∼ y vale per quasi tutti i t ∈ [x, 2x]
non appena y ≥ (log x)2+ε.
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