We analyze Neuberger's double pass algorithm for the matrix-vector multiplication R(H) · Y (where R(H) is (n − 1, n)-th degree rational polynomial of positive definite operator H), and show that the number of floating point operations is independent of the degree n, provided that the number of sites is much larger than the number of iterations in the conjugate gradient. This implies that the matrix-vector product (H) −1/2 Y ≃ R (n−1,n) (H)·Y can be approximated to very high precision with sufficiently large n, without noticeably extra costs.
Introduction
In 1998, Neuberger proposed the nested conjugate gradient [1] for solving the propagator of the overlap-Dirac operator [2] 
with the sign function sgn(H w ) ≡ H w (H 2 w ) −1/2 approximated by the polar approximation,
where H w = γ 5 D w , and D w is the standard Wilson-Dirac operator plus a negative parameter −m 0 (0 < m 0 < 2), and the coefficients b l and d l are:
b l = sec 2 π 2n l − 1 2 , d l = tan 2 π 2n l − 1 2 .
In principle, any column vector of D −1 = D † (DD † ) −1 can be obtained by solving the system
with conjugate gradient, provided that the matrix-vector product S(H w )Y can be carried out. Writing
one can obtain {Z (l) } by solving the system
with multi-shift conjugate gradient [3, 4] . In other words, each (outer) CG iteration in (3) contains a complete (inner) CG loop (5) , i.e., nested conjugate gradient. Evidently, the overhead for the nested conjugate gradient is the execution time for the inner conjugate gradient loop (5) as well as the memory space it requires, i.e., (2n + 3) large vectors, each of 12N site double complex numbers, where N site is the number of sites, and 12 = 3 (color) × 4 (Dirac) is the degrees of freedom at each site for QCD. The memory storage becomes prohibitive for large lattices since n is often required to be much larger than 16 in order to achieve a reliable approximation for the sign function. To minimize the memory storage for {P (l) , Z (l) }, Neuberger [5] observed that one only needs the linear combination n l=1 b l Z (l) rather than each Z (l) individually. Since Z (l) i and its conjugate vector P (l) i at the i-th iteration of the inner CG are linear combinations of their preceedents {P (l) j , Z (l) j , j = 0, · · · , i − 1} in the iteration process, thus it is possible to obtain their updating coefficients {α
i } in the first pass, and then use them to update the sum n l=1 b l Z (l) successively in the second pass, with memory storage of only 5 vectors, independent of the degree n of R (n−1,n) .
At first sight, the double pass algorithm seems to be slower than the single pass algorithm. However, in the test run, Neuberger found that the double pass actually ran faster by 30% than the single pass, and remarked that the speedup most likely reflects the cache usage in the testing platform, the SGI O2000 (with four processors, each with 4MB cache memory).
In this paper, we analyze the number of floating point operations (F 2 ) for the double pass algorithm, and show that it is independent of the degree n of R (n−1,n) , provided that the number of lattice sites (N site ) is much larger than the number of iterations (L i ) of the CG loop. The last condition is amply satisfied even for a small lattice (e.g., N site = 8 3 × 24 = 12288), since L i is usually less than 1000 (after the low-lying eigenmodes of H 2 w are projected out). On the other hand, the number of floating point operations (F 1 ) for the single pass is a linearly increasing function of n. It follows that there exists a threshold n Z such that F 2 ≤ F 1 for n ≥ n Z , where the exact value of n Z depends on the implementation of the algorithms.
In practice, the double pass is faster than the single pass algorithm 1 , even long before n reaches the threshold n Z . By timing the speed of each subroutine, we can identify the cause for the extra slow down in the single pass algorithm, which is unlikely to be eliminated, due to the memory bandwidth.
Nevertheless, the most interesting result is that the speed of the double pass algorithm is almost independent of the degree n. This implies that the matrix-vector product (H 2 w ) −1/2 Y ≃ R (n−1,n) (H 2 w )Y can be approximated to very high precision with sufficiently large n, without noticeably extra costs.
The outline of this paper is as follows. In section 2, we outline the single and double pass algorithms for the iteration of the (inner) CG loop (5), and analyze their major differences. In section 3, we estimate the number of (double precision) floating point operations for the single pass and the double pass respectively. In section 4, we perform some tests to compare the double pass with the single pass. In section 5, we conclude with some remarks.
The single and double pass algorithms
In the section, we outline the single and the double pass algorithms for the inner CG loop (5) , and point out their major differences.
For the single pass algorithm, with the input vector Y , we initialize the vector variables {Z (l) , P (l) }, R, A, B and the scalar variables α, β, {γ (l) } as
Then we iterate (j = 0, 1, · · ·) according to:
together with the following updates for l = 2, · · · , n:
The loop terminates at the i-th iteration if R i+1 |R i+1 / Y |Y is less than the tolerance (tol).
Since we are only interested in the linear combination n l=1 b l Z
i+1 can be expressed in terms of {R j , j = 0, · · · , i}, thus we can write
where c j can be derived as [5] 
with
Therefore, the r.h.s. of (16) can be evaluated with the CG loop (6)-(11), requiring only the storage of 5 large vectors (Z (1) , P (1) , R, A, B), provided that the coefficients {c j , j = 0, · · · , i} are known. However, from (17), the determination of c j at any j-th iteration requires some values of {α}, {β} and {γ} which can only be obtained in later iterations. Thus we have to run the first pass, i.e., the CG loop (6)- (11) , to obtain all coefficients of {α}, {β} up to the convergence point i, and then compute all {c j , j = 0, · · · , i} according to (17) and (13) . Finally, we run the second pass, i.e., going through (6), (7), (9), (11) , and adding c j R j to the r.h.s. of (16), successively from j = 0 to the convergence point i. At first sight, it seems that the double pass would take more time than the single pass. However, theoretically, it can be shown that the number of floating point operations in the double pass is less than that of the single pass, provided that the number of lattice sites is much larger than the number of iterations of the inner CG loop, and the degree n of the rational polynomial R (n−1,n) is sufficiently large. This can be seen as follows.
Evidently, all operations in (6)-(12) and (14)-(15) are proportional to the number of lattice sites N site times the number of iterations L i . On the other hand, the computations of the coefficients {γ} (13) and {c j } (17) do not depend on N site , but only on L i (up to a small term proportional to L 3 i ). Thus, for N site ≫ L i , we can neglect (17), and focus on the major difference between the single pass and the double pass, namely, the number of operations in (14)-(15), which is proportional to 2(n−1)N site L i , versus the number of operations in (6), (7), (9), (11) plus the vector update on the r.h.s. of (16), which is proportional to N site L i . Obviously, the number of operations in the single pass is a linearly increasing function of n, while that of the double pass is independent of n, thus it follows that the double pass must be faster than the single pass for sufficiently large n. It turns out that the double pass is already faster than the single pass at n = 16, for QCD on the 8 3 × 24 lattice with gauge configuration generated at β = 5.8.
The number of floating point operations
Now we proceed to count the the number of floating point operations for the single pass and the double pass algorithms respectively. For our codes, the number of floating point operations for the single pass is
while for the double pass is
where N site is the number of sites of the lattice, L i is the number of iterations of the CG loop, n ev is the number of projected eigenmodes of H 2 w , and n is the degree of the rational polynomial R (n−1,n) . In the single pass, Eq. (19), (n − 1)p is the effective number of the (n − 1) updates in (14)-(15), since the higher l vectors are not updated after Z l converges. The value of p depends on the convergence criteria as well as the rational polynomial R (n−1,n) and its argument. Similarly, in the double pass, the sum in (17) only includes the terms which have not yet converged at the iteration j, and the reduction in the number of floating point operations can be taken into account by the factor q in (20). (The value of q is about 0.95 for convergence up to the zero in the IEEE double precision representation).
Note that the constants and the coefficients in (19)-(20) may be different for another implementation, however, the number of different terms and their dependences on the variables N site , L i , n, and n ev should be the same for any codes of the single and the double pass algorithms.
For the double pass, it is clear that the first term on the r.h.s. of Eq. (20) is the most significant part, since the number of lattice site (N site ) is usually much larger than the number of iterations (L i ) of the CG loop such that the second and the third terms on the r.h.s. of (20) can be neglected. For example, N site = 8 3 × 24, L i = 1000, n = 16, n ev = 32 and q = 0.95, then the first term is 6888N site L i ≃ 8.5 × 10 10 , while the sum of the second and the third terms only gives ∼ 2.8 × 10 8 . Thus we can single out the most significant part of F 2 ,
which comes from the first pass (6)-(11) and the second pass (6), (7), (9), (11) plus the vector update on the r.h.s. of (16). Similarly, for the single pass, the most significant part of F 1 is the first term on the r.h.s. of (19),
which comes from the operations in (6)- (11) , and (14)-(15). Evidently, from (22) and (21), F 1 is a linearly increasing function of n while F 2 is independent of n. Thus it follows that the double pass must become faster than the single pass for sufficiently large n. However, we could not estimate the threshold n T such that the double pass becomes faster than the single pass for n > n T , since (22) and (21) have not taken into account of the different speeds of various floating point operations. Rather, from (22) and (21), we can obtain the threshold n Z ,
such that F 1 ≥ F 2 for n ≥ n Z . Here the value of p depends on the convergence criterion for removing {P (l) , Z (l) } from the updating list, as well as the rational polynomial R (n−1,n) and its argument. For the tests in the next section, we have n Z ≃ 34 , p = 0.83, 59 , p = 0.48.
where p ∼ 0.83 for the polar approximation (2), and p ∼ 0.48 for the Zolotarev approximation (29). Although the countings in (19) and (20) are based on our codes (and for R (n−1,n) with argument H 2 w ), the essential features of (19) and (20) should be common to all implementaions of the single pass and the double pass algorithms. In other words, the numerical constants in (22) and (21) may change from one implementaion to another, however, the existence of a threshold n Z must hold for any implementation.
The salient feature of (20) and (21) is that the number of floating point operations for the double pass is almost independent of n. Thus one can choose n as large as one wishes, with only a negligible overhead. For example, for the 16 3 × 32 lattice, with L i = 1000, n ev = 20, and q = 0.95, the increment of F 2 from n = 16 to n = 200 is less than 0.05%. In other words, one can approximate (H 2 w ) −1/2 Y (i.e., preserve the chiral symmetry) to any precision as ones wishes, without noticeably extra costs. This is the virtue of Neuberger's double pass algorithm, which may have been overlooked in the last five years.
Tests
In Table 1 , we list the number of floating point operations and the CPU time for computing one column of the inverse of 
where L o is the number of iterations of the outer CG loop (25), the subscript k = 1(2) stands for the single (double) pass respectively. Obviously, the most significant part of G k is the first term on the r.h.s. of (26), thus
In Table 1 , the remarkable feature of the double pass algorithm is demonstrated: the number of floating point operations (G 2 ) or the CPU time is almost independent of n. Thus n can be increased to 192 or any higher value such that the chiral symmetry is preserved to any precision as one wishes. The chiral symmetry breaking or the error of the rational approximation R (n−1,n) due to a finite n can be measured by
which is shown in the last column of Table 1 . By comparing G 2 and G 1 , we see that G 1 ≃ G 2 at n Z ≃ 34, in agreement with the theoretical estimate (24) for p = 0.83, where p is obtained by measuring the effective number of the (n − 1) vector pairs {P (l) , Z (l) , l = 2, · · · , n} which are updated before Z (l) converges.
Note that, at n = 16, G 2 is 36% more than G 1 , but the double pass is already faster than the single pass. This suggests that there must be some comparably slow floating point operations in the single pass but not in the double pass. Evidently, only the vector operations (14)-(15) are in the single pass but not in the double pass. It turns out that these operations (14)-(15) are much slower than those in the second pass, as demonstrated in the third and the sixth columns in Table 1 . Further, it is instructive to measure the average CPU time per floating point operation for all different kinds of vector operations in our codes. The results are shown in Table 2 .
Now it is clear that the average CPU time per FPO for the first three vector operations in Table 2 are much longer than that for the Wilson matrix times a vector. The efficiency of the last operation is mainly due to the fact that the CPU does not waste much time in waiting for the data transferring from/to the memory, since it has been busy working on the SU(3) arithmetics. On the other hand, the first three vector operations are very simple, so the CPU finishes a computation faster than the speed of transferring data from/to the memory, thus the CPU ends up wasting much time in waiting for the data ready. Since the competition between the single pass and the double pass lies in the speed of the vector operations in (14)-(15) versus that of the vector operations in (6), (7) , (9), (11) plus the vector update on the r.h.s. of (16), this explains why the double pass can be faster than the single pass, even long before n reaches n Z . Note that turning on SSE2 only speeds up the Wilson matrix multiplication routine, but not the simple vector operations. At this point, it is interesting to repeat the tests of Table 1 , but replacing the polar approximation (2) with the Zolotarev optimal rational approximation,
and the coefficients d ′ 0 , b ′ l and c ′ l are expressed in terms of Jacobian elliptic functions [6, 7] with arguments depending only on n and λ 2 max /λ 2 min (λ max and λ min are the maximum and the minimum of the the eigenvalues of |H w |). The results are listed in Table 3 .
Comparing Table 1 with Table 3 , it is clear that for the single pass, Zolotarev optimal approximation is much better than the polar approximation, in terms of the speed as well as the precision of the approximation (σ). However, for the double pass, the polar approximation seems to be as good as the Zolotarev approximation since the degree n can be pushed to a very large value, with negligible extra CPU time. In other words, with the double pass algorithm, it Then the matrix-vector product (H 2 w ) −1/2 Y can be evaluated as 1
Here the summation on the r.h.s. of (36) is obtained by running the second pass of the CG loop {(6), (7), (9), (11)}, and adding l j R j to the sum successively from j = 0 to i. It is well known that (any positive definite Hermitian matrix) H 2 w can be tridiagonalized by Lanczos iterations [8, 9] as well as the conjugate gradient. The connection between the Lanczos iterations and the conjugate gradient for the tridiagonalization of a positive definite Hermitian matrix has been well established [8] , and both have almost the same performance in practice. In Ref. [10] , the Lanczos approach was proposed for the matrix-vector product (H 2 w ) −1/2 Y , and its variant (replacing Lanczos iterations with the conjugate gradient) was used in Ref. [11] .
The only difference between the Lanczos (CG) algorithm and Neuberger's double pass algorithm is the diagonalization of the tridiagonal matrix T and the computation of the coefficients {l j } (37) in the former versus the computation of the coefficients {c j } (17) in the latter. Since the number of floating point operations for the diagonalization of a symmetric tridiagonal matrix T is ≃ 3L 3 i (where L i is the number of iterations of the inner CG loop, or the size of T ), it is compatible with that of computing the coefficients {c}, i.e., the last term on the r.h.s. of (20). Thus we expect that the performance (speed and accuracy) of Lanczos (CG) algorithm and Neuberger's double pass algorithm are compatible.
In Table 4 , we compare the Lanczos (CG) algorithm with Neuberger's double pass algorithm, by computing one column of D −1 (m q ) (for 16 bare quark masses) on the 16 3 ×32 lattice with SU(3) gauge configuration generated by the Wilson gauge action at β = 6.0. Other parameters are: m 0 = 1.30, n ev = 20 (the number of projected eigenmodes), λ max /λ min = 6.260/0.215 (after projection), and the tolerances for the outer and inner CG (Lanczos) loops are 1.0 × 10 −11 and 2.0 × 10 −12 respectively. The number of iterations for the outer CG loop is L o = 347, while the average number of iterations for the inner CG loop is ∼ 300. Evidently, these seemingly different algorithms have almost the same speed as well as the accuracy (σ).
Thus, for quenched lattice QCD, one has several compatible options to compute the quenched quark propagator (D c + m q ) −1 = (1 − rm q ) −1 [D −1 (m q ) − r] , r = 1 2m 0 , even though we have chosen Neuberger's double pass algorithm to solve D −1 (m q ) in our recent investigation [12] . Nevertheless, for lattice QCD with dynamical quarks, the quark determinant detD(m q ) could not be computed directly with existing algorithms and computers. If detD(m q ) is incorporated through the dynamics of 2n pseudofermion fields (where n can be regarded as the degree n in the rational polynomial R (n−1,n) ), then an additional degree of freedom (or the fifth dimension with N s = 2n sites) has to be introduced. Thus a relevant question is how to reproduce detD(m q ) accurately with the minimal N s . A solution has been presented in Ref. [13] . On the other hand, it would be interesting to see whether there is an algorithm to drive the dynamics of these N s pseudofermion fields such that the cost is almost independent of N s = 2n.
