Solving First Order Autonomous Algebraic Ordinary Differential Equations
  by Places by Falkensteiner, Sebastian & Sendra, J. Rafael
Solving First Order Autonomous Algebraic
Ordinary Differential Equations by Places
Sebastian Falkensteiner∗ J.Rafael Sendra†
Abstract
Given a first-order autonomous algebraic ordinary differential equation,
we present a method for computing formal power series solutions by means
of places. We provide an algorithm for computing a full characterization of
possible initial values, classified in terms of the number of distinct formal
power series solutions extending them. In addition, if a particular initial
value is given, we present a second algorithm that computes all the formal
power series solutions, up to a suitable degree, corresponding to it. Fur-
thermore, when the ground field is the field of the complex numbers, we
prove that the computed formal power series solutions are all convergent in
suitable neighborhoods.
keyword Algebraic autonomous differential equation, algebraic curve, local para-
metrization, place, formal power series solution, analytic solution.
1 Introduction
A first-order algebraic ordinary differential equation (AODE) is a polynomial re-
lation among a function and its derivatives. If the independent variable does not
explicitly appear in the relation, the AODE is called autonomous. In this paper
we are looking for formal power series solutions of first-order autonomous AODEs.
More precisely, we are looking for truncations of formal power series up to a suit-
able degree, so that the truncation can be extended uniquely to a formal solution.
The problem of finding formal power series solutions of AODEs has a long
history and has been extensively studied in the literature. Denef and Lipshitz con-
sider AODEs of any order and their general formal power series solutions (see [7]).
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As a consequence of their results, one can make an ansatz of unknown coefficients,
plug it into the differential equation and compare coefficients. We will refer to this
process as the direct method. A comparison of this approach with our method is
illustrated in Example 3.
A method to compute generalized formal power series solutions, i.e. power
series with real exponents, can be found in [11]. There, the authors introduce a
parametric version of the Newton polygon method and use it to study generalized
formal power series solutions of AODEs. For a more detailed insight into this
method we refer to [4] and [5].
In [2] the recursive Newton-Puiseux method for first-order (not necessarily
autonomous) AODEs is presented. The author gives necessary conditions in each
step for the existence of the next coefficient of the Puiseux series solutions; see
Proposition 2.1. in [2]. If the degree in y′ is one, the method is indeed algorithmic
and the existence of Puiseux solutions is guaranteed; see Theorem 3.8. Moreover,
the obtained solutions, for the first-order and first-degree AODE, are shown to be
convergent in the sense of Puiseux series; see Theorem 3.10. In addition, these
results can be extended to the dicritical case (see [4]).
There are contributions to obtain other types of solutions such as rational
general solutions; see e.g. [9], [10]. Extensions to algebraic general solutions and
first-order non-autonomous AODEs can be found in [3], [14], [15] and [18].
In this paper we compute all formal power series solutions of a first-order
autonomous AODE, in the sense explained at the beginning of this section. In
particular, we use the known bounds for computing places to ensure termination.
Up to our knowledge, this cannot be achieved by any of the other methods. Our
approach strongly depends on geometric methods. More precisely, we associate a
plane curve to the given first-order autonomous AODE, and we use the places of
this curve to analyze the existence, and actual computation, of formal power series
solutions.
The structure of the paper is as follows. Section 2 is devoted to recall the
preliminary theory on algebraic curves to be used throughout the paper. In Section
3 we show that every non-constant formal power series solution defines a place of
the associated curve. Moreover, we give a sufficient and necessary condition on a
place of the curve to contain in its equivalence class a formal power series solution
of the original differential equation. From this characterization, since all elements
in the class are related by means of the substitution of formal power series of order
one, the formal power series solution can be determined. Using this strategy, and
choosing as ground field the field of complex numbers, we prove that every formal
power series solution is convergent in a certain neighborhood of zero.
Using the previous ideas, and some intermediate results which are presented in
Section 4, in Section 5 we outline two algorithms that are illustrated by examples.
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The first algorithm provides a characterization of all possible initial tuples, i.e. the
first two coefficients of the formal power series solutions, of the equation. More
precisely, the algorithm decomposes the points of the affine plane into sets such
that the number of formal power solutions, centered at each point in the set, is the
same. The output of the algorithm is described in finite terms. On the other hand,
for any particular initial tuple, the second algorithm determines the coefficients of
all solutions, starting with this initial tuple, up to a suitable order such that it is
distinguished from the other solutions.
2 Preliminaries
In this section we recall some basic notions on differential algebra and algebraic
geometry that will be used throughout this paper. For further details, we refer to
[13], [16] and [19].
Let K be an algebraically closed field of characteristic zero and n ∈ N. We
denote by K{y} the ring of differential polynomials in y with coefficients in K. A
differential polynomial is of order n ≥ 0 if the n-th derivative y(n) is the highest
derivative appearing in it.
In the following, we consider irreducible first-order autonomous algebraic ordi-
nary differential equations (AODEs) of the form
F (y, y′) = 0, (1)
where F ∈ K[y, y′] \ K[y]. For technical reasons, that will be clear below and in
subsequence sections, we will also assume that F is not of the form y′ − λ with
λ ∈ K. We observe that none of the assumptions implies any loss of generality.
Indeed, if F is reducible, one might consider each irreducible component of the
factorization and proceed accordingly. If F does not depend on the first derivative,
it is just an algebraic equation, and finally, the case y′ = λ is trivial.
Our goal is to decide the existence and, in the positive case, actually determine
the formal power series solutions of (1), in the sense explained in Section 1. Our
strategy to approach this problem consists in analyzing an algebraic curve asso-
ciated to the given AODE. This algebraic curve is introduced as follows. Let F
be as in (1). We consider y and y′ as independent variables, let us say y and z.
So, F (y, z) ∈ K[y, z]. F is non-constant because F /∈ K[y], and hence it defines a
plane affine algebraic curve, say C(F ), over K; namely,
C(F ) = {(a, b) ∈ K2 | F (a, b) = 0}.
We call C(F ) the corresponding curve of F . Observe that because of our assump-
tions C(F ) is irreducible and it is neither a vertical line nor the y-axis.
3
Let K[[t]] be the ring of formal power series in the indeterminate t and coeffi-
cients in K. Assume that
y˜ =
∑
i≥0
cit
i ∈ K[[t]]
is a formal power series solution of (1). Then, substituting 0 for t, we get that
(c0, c1) ∈ C(F ). So, we get a first necessary condition on the initial tuples of the
solution. Furthermore, the constant solutions of (1) are the first coordinates of
the intersection points of C(F ) and the line z = 0. In order to deal with the other
coefficients of the non-constant formal power solutions, one may proceed as follows.
Let (c0, c1) ∈ C(F ) and let the coefficients ci, with i > 1, in y˜, be undetermined.
Then, for every k ≥ 1, there exists a differential polynomial Rk ∈ K{y} of order
at most k such that
F (k) = SF · y(k+1) +Rk,
where SF = ∂F∂y′ is the separant of F (see e.g. [16][page 6]). Then, if SF (c0, c1) 6= 0,
we can use the above formula to recursively determine ck, for k > 1, namely
ck = −Rk−1(c0, . . . , (k − 1)!ck−1)
k!SF (c0, c1)
. (2)
However, if the separant does vanish at (c0, c1), a formal power series solution can-
not be derived using the previous reasoning. We observe that, under our assump-
tions, the set of points (c0, c1), for which the above direct method does not work, is
finite and non-empty. Indeed, since F /∈ K[y], then SF is not identically zero. Fur-
thermore, degy,z(SF (y, z)) = degy,z(F )− 1 and since F is irreducible, by Bézout’s
theorem (see e.g. [19]), the number of common zeros of {F (y, z) = 0, SF (y, z) = 0},
counted with multiplicity, is equal to degy,z(F )(degy,z(F )−1), which is not 0 since
F is not of the form y′ − λ.
Therefore, in order to complete the analysis still finitely many points on C(F )
need to be analyzed. For this purpose, we will use the places of C(F ). Let us
recall this notion. A pair P = (A,B) ∈ K[[t]]2 is called a local parametrization
of C(F ) if F (A,B) = 0 holds, and not both power series A and B are constant.
c = (A(0), B(0)) is called the center of the local parametrization P . The order of
A at the center c (similarly for B), denoted by ordc(A), is defined as ord(A−A(0)).
P is called reducible, if there exists another local parametrization P∗ ∈ K[[t]]2 and
r > 1 such that P = P∗(tr). Otherwise P is called irreducible. We also recall that
the units in K[[t]] are exactly the power series of order 0.
Now, let S ∈ K[[t]] with 1 ≤ ord(S) < ∞ and let P be a local parametriza-
tion. By using the usual substitution for formal power series, P(S) is again a
local parametrization of the same curve with the same center. Finally, we recall
that two local parametrizations P1,P2 ∈ K[[t]]2 of the same curve C are called
equivalent if there exists S ∈ K[[t]] with ord(S) = 1, such that P1(S) = P2.
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This is an equivalence relation. A place is the equivalence class of an irreducible
local parametrization of the curve. The center of the place is the common cen-
ter point of all local parametrizations in the equivalence class. In the sequel, in
case of non ambiguity, we will not distinguish between places and irreducible local
parametrizations.
We finish this preliminary section recalling some properties and concepts re-
lated to places that will be used later. Let P = (a0 + antn + · · · , b0 + bmtm + · · · )
be the representative of a place of C(F ) with anbm 6= 0 and n,m > 0. Then, the
tangent vector v¯ of C(F ) at (a0, b0) through the place defined by P is (see Section
5.3. in [19])
v¯ =

(an, bn), if n = m,
(an, 0), if n < m,
(0, bm), if n > m.
(3)
We recall that the order of the place (A,B) centered at c is min{ordc(A), ordc(B)}.
The order of a place is related to the multiplicity of its center as follows. The
multiplicity of C(F ) at c is equal to the sum of the orders of all places of C(F )
centered at c; see e.g. Theorem 5.8(i),(ii) in [19].
A simple point of C(F ) with a tangent parallel to one of the axes is called a
ramification point. We distinguish between ramification points w.r.t. z, where
the tangent is parallel to the z-axis, and ramification points w.r.t. y, where the
tangent is parallel to the y-axis. Finally, let c ∈ C(F ) be simple, and let (A,B)
define a place at c; see above the relationship between the multiplicity of a point
and the orders of the places centered at the point. Then by (3) we get that c is a
z-ramification point if and only if ordc(A) > ordc(B) = 1, and it is a y-ramification
point if and only if ordc(B) > ordc(A) = 1.
3 Solution Places
In this section we state our main result that shows how the places of C(F ) and
the non-constant formal power solutions of (1) relate. We start showing that non-
constant formal power solutions always define places of the associated curve C(F ).
Lemma 3.1. Let y˜ =
∑
i≥0 cit
i be a non-constant solution of (1). Then
(i) (y˜, y˜′) defines a place of C(F ) with center at (c0, c1); and
(ii) A place of C(F ) can be defined by at most one formal power series solution
of (1).
We will refer to (y˜(t), y˜′(t)) as the place defined by the solution y˜(t).
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Proof. (i) F (y˜, y˜′) = 0 and y˜ is non-constant by assumption. So P = (y˜, y˜′)
defines a local parametrization at the center (y˜(0), y˜′(0)) = (c0, c1). For proving
the irreducibility of P , let
y˜ = c0 + cst
s + · · · with cs 6= 0, s > 0
and let us assume that there exists another local parametrization P∗ = (A,B) and
an r > 1 such that P = P∗(tr). We express A,B as
A = a0 + ant
n + · · · , B = b0 + bmtm + . . . ,
where an, bm 6= 0. Then
y˜ = c0 + cst
s + · · · = A(tr) = a0 + antrn + · · · ,
y˜′ = c1 + scsts−1 + · · · = B(tr) = b0 + bmtrm + · · · .
Hence, s = rn and if s = 1, then r = 1 follows. If s > 1, we get s − 1 = rm and
therefore, r(n−m) = 1 implying r = 1. Thus, P is irreducible in both cases.
(ii) Let y˜1, y˜2 ∈ K[[t]] be solutions of (1) defining the same place of C(F ). Then,
there exists S ∈ K[[t]] of order 1, such that (y˜1(S), y˜′1(S)) = (y˜2, y˜′2). Therefore,
y˜′2 = (y˜1(S))
′ = y˜′1(S)S
′ = y˜′1(S).
Since (y˜1, y˜′1) is a local parametrization, we have that y˜′1 6= 0, and hence S ′ = 1.
So, using that ord(S) = 1, we get that S = t. Thus y˜2 = y˜1.
Based on the previous lemma, we introduce the following concept.
Definition 3.2. We say that a place of C(F ) is a solution place if it is definable
by a non-constant formal power series solution of (1).
Taking into account that the orders of the coordinates of all the local parametriza-
tions in a place are the same, a necessary condition for a place (A,B) for being a
solution place is that ord(A′) = ord(B). This motivates the next concept.
Definition 3.3. Let (A,B) ∈ K[[t]]2 be a place of C(F ). We say that (A,B) is
order-suitable if ord(A′) = ord(B). Moreover, we call c ∈ C(F ) a suitable center,
if there exists an order-suitable place centered at c.
The next theorem shows that the two previous notions are equivalent.
Theorem 3.4. Let P be a place of C(F ). Then P is a solution place if and only
if P is a order-suitable place.
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Proof. Clearly a solution place is an order-suitable place.
Conversely, let P be order-suitable and let (A,B) ∈ K[[t]]2 be a representative
of P . Let S be a formal power series of order at least 1, with unknown coefficients.
Since P is of suitable order, A′(S)S ′ = B(S) can be expressed as
(akS
k + ak+1S
k+1 + · · · ) · S ′ = bkSk + bk+1Sk+1 · · ·
with akbk 6= 0. Now factoring out Sk on both sides and multiplying by the inverse
of the series ak + ak+1S + · · · we get the equivalent differential equation
S ′ = (ak + ak+1S + · · · )−1(bk + bk+1S + · · · ). (4)
Following the idea of the method of Limits, see e.g. Section 12.2. in [12], and com-
paring coefficients we obtain a unique formal power series solution S =
∑
i≥1 sit
i
with ord(S) = 1. For the constant coefficients in (4) we have s1 = bkak 6= 0.
The i-th coefficient with i ≥ 1 on the left hand side is equal to (i + 1)si+1. On
the right hand side, due to the well-known formulas for the substitution, product
and inversion of formal power series, we obtain a polynomial in s1, . . . , si+1 (and
ak, . . . , ak+i, bk, . . . , bk+i). Hence, the coefficients of S are recursively given. Thus,
F (A(S), (A(S))′) = F (A(S), B(S)) = 0 and A(S) is a solution of (1). Let us
assume that A(S) is constant. This is the case if and only if A is constant. Then
also B(S) = (A(S))′ = 0 and therefore B = 0 in contradiction to the assumption
that (A,B) is a local parametrization. Thus P is a solution place.
Remark 3.5. In the previous proof, we have seen that if one starts from a local
parametrization (A,B) with coefficients in a subfield L of K, then S has coefficients
in L. Hence, the non-constant formal power series solution A(S) belongs to L[[t]].
Theorem 3.6. Let K = C. Then, all formal power solutions of (1) are analytic.
Proof. The statement is trivial for the case of constant solutions. Let y˜ be a non-
constant formal power solution of (1). By Lemma 3.1, there is a unique solution
place P defined by y˜. On the other hand, let (A(t), B(t)) be the irreducible local
parametrization of P generated by the Newton-Puiseux method (see e.g. [19]). By
[6][Theorem 1.7.2], we get that A,B are analytic. Furthermore, from Section 12.2
in [12], we know that (4) has a convergent solution S in a certain neighborhood of
its center if A and B are convergent. Thus, y˜ = A(S) is analytic.
4 Critical Sets
In Section 3 we have seen that the non-constant formal power series solutions
of (1) are related to the places in C(F ) that are of suitable order. To proceed
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algorithmically with the ideas in Section 3, we need to ensure that almost all, i.e.,
all but finitely many, points in C(F ), are suitable centers; note that, as already
observed, points in K2 \ C(F ) cannot generate solutions. For this purpose, we
introduce the notion of critical set.
Definition 4.1. We say that S ⊂ C(F ) is a critical set if S is finite, and every
point C(F ) \ S is the center of at least one solution place.
We observe that, because of Theorem 3.4, a point in C(F ) is the center of at
least one solution place if and only if it is of suitable order for (1). In the following,
we prove that there always exist critical sets for the equation (1). For this, we first
prove the next technical lemma.
Lemma 4.2. Let c = (c0, c1) ∈ C(F ) and let (A,B) be a local parametrization of
C(F ) centered at c. c is an order-suitable center if and only if both (i) and (ii)
hold, where
(i) if c1 6= 0 then ordc(A) = 1.
(ii) if c1 = 0 then ordc(A) = ordc(B) + 1.
Proof. Let A = c0 + artr + · · · , B = c1 + asts + · · · where arbs 6= 0. If c is
order-suitable, then ord(A′) = ord(B). Therefore, if c1 = 0 then r − 1 = s, and
if c1 6= 0 then r = 0. Thus, (i) and (ii) hold. Conversely, if (i) and (ii) hold
then ord(B) = 0 = r − 1 if c1 6= 0 and ord(B) = c = r − 1 if c1 = 0. Thus,
ord(A′) = ord(B). So c is order-suitable.
Corollary 4.3. Let c = (c0, c1) ∈ C(F ) with c1 6= 0. If c is simple and not of
z-ramification, then it is a suitable center.
Proof. Let (A,B) be a local parametrization of C(F ) centered at c. Since c is
simple, min(ordc(A), ordc(B)) = 1 (see Section 2). Since c is not of z-ramification,
ordc(A) = 1 (see Section 2). By assumption, c1 6= 0 and therefore, by Lemma 4.2,
c is a suitable center.
We conclude the section by proving the existence of critical sets. For this, we
will use the following notation. If F is a nonempty subset of K[y, z] we denote by
V(F) the affine variety of K2 defined by F ; i.e. the zero-set of F over K.
Theorem 4.4. V({F (y, z), z}) ∪V({F (y, z), SF (y, z)}), where SF is the separant
of F , is a critical set of C(F ).
Proof. Let S = V({F (y, z), z})∪V({F (y, z), SF (y, z)}). If c = (c0, c1) ∈ C(F ) \S,
then F (c) = 0, c1 6= 0, and SF (c) 6= 0. Therefore, by Corollary 4.3, we get that c
is a suitable center.
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The fact that S is finite follows by applying Bézout’s theorem as follows: F
is irreducible, and by our general assumptions F 6= z. So, V({F (y, z), z}) is
finite. Moreover, degy,z(SF ) < degy,z(F ) and SF is not zero, because under our
hypotheses F does depend on z. Thus, V({F (y, z), SF (y, z)}) is finite too.
Remark 4.5. We observe that the places centered at the points in V({F, z}) \
V({F, SF}) are not solution places. Indeed, let c be in the previous set. Then,
c1 = 0, and SF (c) 6= 0. So, by equation (2), there exists a unique formal power
solution of (1) initialized at c. But, y˜ = c0 is indeed a constant solution. Thus,
the place centered at c is not a solution place.
5 Algorithms and Examples
In this section, using the results from Section 3, we derive two different algorithms
and illustrate them by some examples. In addition, we compare our method with
the direct method (see Section 1) by commenting on a main difference and illustrate
it with an example.
Given c ∈ K2, the first algorithm computes truncated expressions for all formal
power series solutions of (1), with c ∈ K2 as initial tuple, so that the output
truncation of any two different solutions do not coincide. The second algorithm
classifies all initial tuples c ∈ C(F ) by the number of distinct formal power series
solutions initialized at c.
In both algorithms, we focus on non-constant solutions. Note that the constant
solutions are precisely the points on C(F ) with a zero in the second component.
For this purpose, we will use two auxiliary algorithms. The first auxiliary
algorithm, denoted by LocalParametrization(F, c), provides a set containing the
truncation of a representative of each place centered at c ∈ C(F ), so that any
two output truncated local parametrizations do not coincide. More precisely, the
algorithm works at follows. After a suitable change of coordinates we may assume
w.l.o.g. that c is the origin. In this situation, we apply to the irreducible polyno-
mial F ∈ K[y][z] the algorithm described in [19][Section 3.2.] to compute the set
R of all roots of F up to a given order N , in the field of formal Puiseux series.
Alternatively one may use the rational Puiseux expansion algorithm described in
[8]. In [8] (see also [17]), upper bounds for the number of terms of the singular part
of the Puiseux expansions in R are given; for instance 2(degy(F )− 1) degz(F ) + 1
is an upper bound. So, N can be taken bigger or equal to this quantity. In this
situation, we recall that the positive order elements in R correspond to the places
of C(F ) centered at c (see Theorem 4.1. in [19][page 107]). Thus, the positive order
elements in R provide (truncated) local parametrizations of the form (c0 +λtk, B)
for some k ∈ N, λ ∈ K, and B ∈ K[[t]]. Finally, analyzing equivalences among
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these (truncated) local parametrizations one gets the (truncated) places at c (see
e.g. [8] or [17]).
For the second auxiliary algorithm, we recall that, for a given N ∈ N, in the
proof of Theorem 3.4 we have seen how to compute the coefficients s1, . . . , sN of the
reparametrization S =
∑
i≥1 sit
i, namely with the ansatz of unknown coefficients
and coefficient comparison. Let (A,B) be a solution place with A = c0 + artr +
· · · , B = c1 + bsts + · · · and arbs 6= 0. We note that only {ar, . . . , ar+i} and
{c1, bs . . . , bs+i−1} are required to compute the i-th coefficient of S. Hence, in
order to compute (truncated) solutions up to order N , the first N coefficients of
the local parametrization have to be computed. We will refer to this constructible
method as Reparametrization(A,B,N).
If K = C, starting from the representation of a local parametrization as men-
tioned above, one can decide whether this branch is real or not and transform it
into a real one by the substitution t 7→ λt, where λ is a root of unity; see [1][Section
5.10]. Moreover, by Remark 3.5, we can check whether the solutions are real for a
given initial tuple.
Now, we proceed with the description of the proposed algorithms.
Algorithm 1
Input: A first-order autonomous AODE F (y, y′) = 0, satisfying the general as-
sumptions of (1), and an initial tuple c = (c0, c1) ∈ K2.
Output: A set consisting of the truncations of all non-constant formal power series
solutions with initial tuple (c0, c1) such that for every two different solutions
the output truncations are different.
1: Set Uc = ∅.
2: if F (c) = 0 then compute R := LocalParametrization(F, c).
3: for every (A,B) ∈ R do
4: if ord(A′) = ord(B) then
5: S := Reparametrization(A,B,max{deg(A′), deg(B)})
6: Set Uc = Uc ∪ {A(S)}.
7: end if
8: end for
9: end if
10: return Uc.
Theorem 5.1. Algorithm 1 is correct.
Proof. Since R is a finite set and LocalParametrization and Reparametrization ter-
minate, the algorithm terminates. Let S be the set of all non-constant formal
power solutions of (1) at c. By Theorem 3.4, Uc contains the truncations of the
elements in S.
10
Now, let us prove that #(S) = #(Uc). We first observe that R contains as
many elements as places centered at c, and each of them is a truncation of a place.
The computed truncations can be expressed in the form (A,B) = (c0 + tr, c1 +
bkt
k + · · ·+ bk+N tk+N) and are distinct due to [17][Lemma 1 and Lemma 2], where
the multiplicity of C(F ) at c is an upper bound for the calculated coefficients until
the first distinct appears. Clearly, N ≥ multc(C(F )) and therefore all computed
(truncations of) local parametrizations are different.
Let (A˜, B˜) = (c0+tr˜, c1+b˜k˜t
k˜+· · ·+b˜k˜+N tk˜+N) be another computed truncation.
If r˜ 6= r, then obviously the truncated solutions obtained via them are different.
So let us assume that r˜ = r and set k˜ = k. Moreover, let m be the first index
such that bs+m 6= b˜s+m. Then the (m + 1)-st coefficient sm+1 and s˜m+1 of the
reparametrizations S and S˜ are the first different coefficients; note that in (4) by
the recursive construction for sm+1 and s˜m+1 all terms on the right hand side are
the same except for the only summand where bk+m (b˜k+m respectively) appears,
namely bk+ms
m
1
ak
and b˜k+ms
m
1
ak
. Therefore, the coefficients
[tr+m]A(S) = rsr−m1 sm+1 + ( terms in s1, . . . , sm)
[tr+m]A˜(S˜) = rs˜r−m1 s˜m+1 + ( terms in s˜1, . . . , s˜m)
are different.
Algorithm 2
Input: A first-order autonomous AODE F (y, y′) = 0 as in (1).
Output: A partition of the points of C(F ) such that the number of non-constant
formal power series solutions with this point as initial tuple is the same.
1: Compute the variety B = V(F, z) ∪ V(F, SF ) containing all critical points.
2: For every critical point apply Algorithm 1 to decide how many non-constant
solutions are centered at it.
3: Collect in the sets Ai the critical points providing i non-constant solutions for
i ≥ 0.
4: Replace A1 by A1 ∪ (C(F ) \ B).
5: return A0,A1, . . . which are non-empty.
We want to emphasize that in Algorithm 1 the set A1 has always infinitely
many elements. However, we can give back this set in closed form as we indicate
in the last step of the algorithm.
Theorem 5.2. Algorithm 2 is correct.
Proof. By Theorem 4.4, B is either empty or finite. So the algorithm terminates.
Now, the correctness of Algorithm 2 follows from Def. 4.1 and Theorem 5.1.
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Example 1. Consider the AODE
F (y, y′) = y′2 − y3 − y2 = 0
with F ∈ C[y, y′]. The corresponding curve C(F ) is a rational cubic with a double
point at the origin (see Fig. 1 left). We apply Algorithm 2 to decompose the
points of C(F ) depending on the existence of non-constant analytic solutions. In
Step 1, we get B = V({z2 − y3 − y2, z}) = {(0, 0), (−1, 0)}. Let c1 := (0, 0) and
c2 := (−1, 0). In Step 2 we apply Algorithm 1 to the critical points.
For c1 we get two places locally parametrized by (t, t+O(t2)) and (t,−t+O(t2)).
So,R = {(t, t), (t,−t)}. Since none of the places are order-suitable, we get Uc1 = ∅.
For c2 we get the place (A,B) := (t2−1, t− t3) which is order-suitable. Therefore,
we apply Algorithm Reparametrization to (A,B, 3). We obtain S = t
2
− t3
24
+ t
5
240
.
Thus, Uc2 = {A(S)} = {−1 + t
2
4
− t4
24
}.
Therefore, the output of the algorithm is A0 := {c1}, A1 := C(F )\{c1}, which
means that: (1) at every point in A1 there exists exactly one non-constant formal
power solution that is, indeed, analytic; (2) there is no non-constant analytic
solution at c1; (3) {0,−1} are the only constant solutions.
Now, to further illustrate the method, we take c = (1,
√
2) ∈ A1. A local
parametrization at c is (A,B) = (1+t,
√
2+ 5
√
2t
4
+ 7
√
2t2
32
− 3
√
2t3
128
+O(t4)). Applying
Algorithm Reparametrization to (A,B, 3) we get S =
√
2t+ 5t
2
4
+ 2
√
2t3
3
+O(t4) that
provides the solution
A(S) = 1 +
√
2t+
5t2
4
+
2
√
2t3
3
+O(t4).
Example 2. Consider the following AODE
F (y, y′) = ((y′ − 1)2 + y2)3 − 4(y′ − 1)2y2 = 0
with F ∈ C[y, y′]. The corresponding curve C(F ) is a rational degree 6 curve with
a non-ordinary singularity at c = (0, 1) (see Fig. 1 right). We apply Algorithm 2.
In Step 1, we get B = {(0, 1), (α, 0), (4β
9
, γ)} where α6 + 3α4 − α2 + 1 = 0, β2 = 3,
and 27γ2 − 54γ + 19 = 0. In Step 2 we apply Algorithm 1 to the critical points.
Let c1 := (0, 1). We get the following four places
P1 = (t2, 1 +
√
2t+O(t2)) P2 = (−t2, 1−
√
2t+O(t2))
P3 = (t, 1 + t22 + 3t
4
16
+O(t6)) P4 = (t, 1− t22 − 3t
4
16
+O(t6)).
So, R = {(t2, 1+√2t), (−t2, 1−√2t), (t, 1+ t2
2
+ 3t
4
16
), (t, 1− t2
2
− 3t4
16
)}. Observe that
only P3,P4 are order-suitable. We apply to them Algorithm Reparametrization.
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Figure 1: Plot of C(F ) of Example 1 (left) and Example 2 (right)
One obtains S = t+ 1
6
t3+ 17
240
t5 for P3, and S = t− 16t3+ 17240t4 for P4, that generate
two solutions at (0,−1), namely (truncated)
y˜1 = t+
t3
6
+
17t5
240
, y˜2 = t− t
3
6
+
17t5
240
.
Thus, Uc1 = {y˜1, y˜2}.
Let cα := (α, 0) where α6 + 3α4 − α2 + 1 = 0. We get the place(
α + t,
(
11
19
α5 +
36
19
α3 +
4
19
α
)
t+
(
953
13718
α4 +
4119
13718
α2 +
1847
6859
)
t2 + · · ·
)
which is not order-suitable (compare to Remark 4.5). Thus, Ucα = ∅.
Let cβ,γ :=
(
4β
9
, γ
)
, where β2 = 3, and 27γ2 − 54γ + 19 = 0. We get the place
(4β
9
− t2, γ − 4
√
27
3
t+ · · · ) which is not order-suitable. Thus, Ucβ,γ = ∅.
Therefore, the output of Algorithm 2 is A0 := {cα, cβ,γ}, A1 := C(F ) \ B, and
A2 := {c1}, where α, β, γ are as above. Moreover, the constant solutions are {α}.
To summarize: (1) At c1 there are two non-constant analytic solutions. (2) At
each point in C(F ) \ B there is exactly 1 non-constant analytic solution. (3) At
cα there is no non-constant analytic solution. (4) At cβ,γ there is no non-constant
analytic solution.
In the last part of the section we compare our method with the direct method
(see Section 1). The direct method consists in computing the solutions of F (c0, c1) =
· · · = F (k)(c0, . . . , ck+1) = 0 in K. However, finding an upper bound M ∈ N such
that every solution of F (c0, c1) = · · · = F (M)(c0, . . . , cM+1) = 0 can be extended
to a solution y˜ =
∑
i≥0 cit
i of F (y, y′) = 0 is in general an unsolved problem. This
difficulty does no appear in our method as the following example illustrates:
Example 3. Let us consider the family of irreducible AODEs
Gm(y, y
′) = (y′ − 1)2 − y2m+1 = 0,
13
where m ∈ N. Set F1 = (y′ − 1)2 and F2 = y2m+1. Then Gm = F1 − F2. It is
straightforward to see that for each k ≥ 1, the differential polynomial F (k)1 is the
sum of a linear C∗-combination of terms of the form y(i)y(j), with i + j = k + 2
and i, j > 1, and the term 2(y′ − 1)y(k+1).
Moreover, for each 1 ≤ k ≤ 2m, the differential polynomial F (k)2 is a linear C-
combination of terms of the form y2m−ifi(y′, . . . , y(k−i)), where fi is a non-constant
monomial and 0 ≤ i ≤ k − 1. Hence, for 0 ≤ k ≤ m and c = (0, 1) the equations
G(2k)m (c, c2, . . . , ck+1) = 0
hold if and only if ck+1 = 0. However, since
G(2m+1)m (c, 0, . . . , 0) = −(2m+ 1)! 6= 0,
c cannot be extended to a formal power series solution. This is exactly the result
obtained by Theorem 3.4: for every m the curve C(Gm) has a tangent vector
parallel to the z-axis at c and therefore is not a suitable center.
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