Actuaries are often asked to provide a range or confidence level for the loss reserve along with a point estimate. Traditional methods of loss reserving do not provide an estimate of the variance of the estimated reserve and actuaries use various ad hoc methods to derive a range for the indicated reserve. Regression models for loss reserving are getting increasing attention in actuarial research as they provide an estimate of the variance of the loss reserve, along with a point estimate. However, these methods are rarely used in practice, both because of their complexity and the lack of their historical use. In this paper we use a Monte Carlo simulation method to compare loss reserve estimation methods, including traditional methods, and regression based methods of loss reserving. Our approach is similar to that of Stanard [S], where he compares several traditional actuarial methods using simulation techniques. However, we use different methods for simulating loss triangles, and compare the estimated reserve based on several characteristics.
A COMPARATIVE STUDY OF THE PERFORMANCE OF LOSS RESERVING METHODS THROUGH SIMULATION L Introduction
Loss reserving, or projecting losses to their ultimate value, is an important actuarial function. The loss development factor (LDF) method attempts to estimate the pattern with which losses for a given cohort of claims changes over time. This method produces a point estimate of the required reserve, and is probably the most commonly used actuarial technique for projecting losses to their ultimate value. However, actuaries are often asked to provide a range or the variability associated with the point estimate of the loss reserve.
In the last decade, a variety of methods have been suggested by actuaries for this purpose. Thomas Mack [3] developed a methodology to estimate the variability of the estimated loss reserves when the LDF method is used. However, his method may not be appropriate in many situations as the selection of the development factors is often judgmental. Randall Holmberg [2] has also presented a model by which actuaries can estimate the variability of their loss reserve estimates. Regression modeling of the loss triangle, which can provide both a point estimate and the variability associated with the point estimate, is getting increasing attention from actuaries. Regression methods provide an estimator of the variance more directly. These methods, however, are rarely used by actuaries both because of their complexity and the reluctance to use a methodology that is not widely used. It is desirable to thoroughly test a new methodology before it can be accepted as an appropriate technique and used in practice. Comparisons of forecasting methods based on historical data are not generally considered an objective method for testing forecasting methods. Such studies are likely to be biased by the preference of the investigator.
Alternatively, statistical simulation is a well-accepted technique for comparing various methods of estimation when the properties of the estimators cannot be studied analytically. Stanard [5] used this technique to compare various traditional methods of loss reserving. We shall apply the same technique to compare the traditional methods with the regression method of loss reserving. Our study is more comprehensive in the sense that it uses a variety of methods to simulate the loss triangles.
We have selected the LDF method as one of the methods to compare because it is the most commonly used traditional actuarial method. We have included the Buhlmann complementary loss ratio method (which Standard refers to as the additive model), because this method was the best of the tested methods per the Stanard [5] study. We have compared these loss reserve estimation methods and regression methods. The various loss reserve estimation regression models considered in this study differ in the number of the parameters used in modeling the loss triangle.
Our approach is to simulate random loss triangles by a variety of methods, and estimate the corresponding loss reserves using the traditional, Buhlmann complementary loss ratio model, and log-regression models. We assume that the ultimate losses, hence the reserves, are known with certainty. We compute the deviations of the estimated reserves from the actual reserves derived by various methods. We expect this deviation to be small for a good reserving method. We use several criteria to compare the estimated deviations of actual versus estimated reserves under the various reserving methods.
In Section II, the particular methods of simulating random loss triangles are described. We do not claim that these methods capture all the intricacies of the claims process. However, we do believe that they generate loss data triangles that are stochastic and do not provide an apparent advantage to any particular method of loss reserve estimation, A particular method of reserve estimation may incorporate some underlying assumptions about the claims process and will obviously provide a better estimate of the loss reserve if those assumptions are satisfied. In practice it may not be possible to test the assumptions underlying a particular loss reserve estimation method. If a statistical test is applied, it can only detect a gross violation of the assumptions and cannot confirm that those assumptions are in fact true.
Loss development factor methods have an extensive history of use in actuarial practice, which preceded the investigation and documentation of the assumptions underlying these methods. Given the current and historical familiarity with loss development factor methods, the assumptions underlying these methods are in some sense secondary to the methods themselves. Or, in other words, given their widespread historical use and technical adequacy as loss development estimation methods, actuaries would presently be using loss development factor methods even if no studies about the underlying assumptions were ever published. This is a major consideration which led us to use a variety of methods to simulate the random loss triangles.
We are comparing a traditional loss development factor loss reserve estimation method, the Buhlmann complementary loss ratio method, and three fxed regression loss estimation models to estimate the loss reserves. These methods and models are briefly described in Section III. Section IV discusses the criteria used to compare the results of the simulations. One can definitely define comparison criteria other than those used here. However, the criteria used are comprehensive, and an estimator performing better in the criteria considered will likely be a good estimator with respect to other reasonable criteria. We have also provided a brief summary of the results of the simulations for the aggregate loss reserves in this section. Appendix B provides the individual accident year results of our computations. Section V makes several observations on the results and draws some conclusions based on this simulation study.
II. Simulating Random Loss Triangles:
Modeling a claims process to generate the random elements of a loss triangle is quite complicated. There does not appear to be any study that derives a severity distribution for losses where the individual loss amount may change over time. Stanard [5] and Pentikainen and Rantala [4] describe methods of simulating random loss triangles. Their methods are findamentally different. The Stanard method is based on a loss severity distribution of individual claim amounts whereas Pentikainen and Rantala [4] use an aggregate stochastic claim process.
The various methods of loss triangle simulation used here do not satisfy the assumptions underlying the various methods of loss reserving compared. For example, for logregression modeling, it is assumed that the incremental losses are independent. However, this assumption is violated by all the methods used for simulating the random loss triangles. Similarly the random loss triangle simulation methods do not satisfy the basic requirement of the LDF method that the future development is completely determined by the latest available data. One can then infer that our study tests the robustness of the various methods of loss reserving.
While we have defined and used particular methods of random loss triangle simulation in this analysis, similar methods may have been used in earlier actuarial studies. We have not performed an exhaustive literature search, and therefore make no specific attribution, believing that our application of these methods of generating random loss triangles is original.
We have used four different techniques for simulating the loss triangles. The Pentikainen and Rantala [4] method is one of them. As we shall see later, the log-regression method of loss reserving requires that the incremental losses be positive. If this is not the case, some subjective judgments need to be made. One way to treat such incidences is to delete such observations from the data set. To be uniform and consistent, we have selected loss triangle simulation methods that will generate positive incremental losses. Stanard's method does not satisfy this requirement and is not used.
For all the methods utilized in this study, eleven accident years are considered. It is further assumed that the losses completely mature at the 1 I th year of development, i.e., the first accident year is at the ultimate loss level and no finther development is expected. Since we require complete knowledge of the ultimate losses for a proper comparison of the reserve estimation results of the different estimation methods, we generate a complete history for each accident year. However, in estimating the reserves, only the top half of the loss triangle is available to the actuary as data, and is used to estimate the lower half of the triangle, particularly the last (rightmost) column, which represents the projection of ultimate losses. We shall denote by b,j the losses for the accident year i at the end of the period i + j -1 and by Si,j the corresponding incremental losses. For simplicity, i and j are assumed to vary from 1 to 1 I.
Random Reporting Factor:
The steps of this random loss triangle generation method are: (i) Generate N, the frequency of losses, as Poisson with mean 100
(ii) Generate N log-normally distributed random variables with parameters p (7.3659) and u (1.517427) and add them together. This is our ultimate loss for accident year 1 and let us denote it by Sr. These parameters correspond to a severity mean of 5000 and a coefficient of variation of 3.
(iii) Generate 10 uniform random numbers Xj and compute Tj=0.1+0.5*Xj+00.5*ln(j), j=1,2 ,... 10. Uj= Tr + Tz+ . . . Tj.
(iv) The loss for accident year 1 at delay j, L1.j is given by Lr,j= Sr * (1 -ExP(-UJ) and Ll. ,I = SI.
(v) Repeat steps (i) through (iv) for the accident years 2 through 11 except that the ultimate losses for the accident year i are multiplied by I .06yi -1) or accident year losses are inflated 6% a year.
This method may look like a development factor model. However, this method does not strictly satisfy the assumptions of the loss development factor model. The ratio of the expected losses ELi, j+rl ELt, j is a constant, not the conditional expectation. It also does not satisfy the assumption of independence of incremental losses.
Random Backward Development Factor:
This method is similar to method 1 except that the factors are computed backward. The steps of the method are:
(i) Generate N, the frequency of losses as Poisson with mean 100.
(ii) Generate N log-noonnally distributed random variables with parameters tr (7.3659) and o (1.5 17427) and add them together. This is our ultimate loss for accident year 1 and let us denote it by Sr.
where (iii) G enerate lognormal variates Yrr .j for j = 1,2 ..lO with parameters aj and bj aj =(j+(i-1)"2)/100and bj = (j + (i -1)"2)/500. Yj is actually a randomly generated development factor for the period j to j+l.
(iv) Losses reported at the end of year j for the accident year 1, LI, 10, are Sr/ Yto. The reported losses at earlier valuation dates are computed by dividing by Yj SUCC&V~Y.
(v) Repeat the steps (i) through (iv) for the accident years 2 through 11 except that ultimate losses for the accident year j are multiplied by the l.OSh(i -1) or accident year losses are inflated 6% a year.
The aj and bj parameter are selected so that Yj is greater than one with very high probability.
Individual Losses With Changing Severity:
This method is based on the ideas of Stanard [5] and Buhlmann, Schnieper and Straub [ 11. As in Stanard, we assume an exponential delay in reporting and settlement with the added assumption that the severity distribution varies with delay. The actual method is described below:
(i) Generate N, the frequency of losses as a Poisson variate with mean 100.
(ii) For each N, generate a uniform variate X 1 for the occurrence date, and exponential variates Xz and XI, mean 2 and 5 respectively, for the reporting delay and the settlement delay. Based on these values, individual claims amounts are determined as follows.
(iii) If X 1 + X2 is greater than j, the loss amount for this claim by delay j is zero.
(iv) The claim amounts for a claim follow a Pareto distribution. The percentile level of an individual loss remains constant over time but the shape and scale parameters change until the claim is settled. The Pareto distribution function and the parameter values by delay are given in Appendix A. After settlement, the claim value or the loss amount does not change. As we require that the ultimate values of the claim be known, we truncate X r + X2 + X s at 11. This provides loss amounts for each claim for delays 1 to 11. These are added together appropriately to get the aggregate losses at each delay period.
(v) Repeat the steps (i) through (iv) for the accident years 2 through 11 except that ultimate losses for the accident year i are multiplied by the l.O6"(i -1) or accident year losses are inflated 6% a year.
Pentikainen and Rantala Method:
This method is based on the procedure described by Pentikainen and Rantala [4] . Our implementation may differ slightly from theirs. We shall describe the computational steps of this method very briefly and the reader is encouraged to review the original PentikainenRantala paper for a complete understanding of the method. The computational steps of this method are:
(i) We assume a reporting pattern for a cohort of aggregate losses. This pattern is constant over time and includes pure IBNR. The pattern used is 0.220,O. 180, 0.150, 0.120, 0.100, 0.080, 0.060, 0.040, 0.027, 0.016, 0.007 and will be denoted byX(i),j= 1,2... Il.
(ii) Claims for the accident year i reported at delay j are given by Si,, = K*X(j) *XP(i)* q(i, j)*inf(t) where K is a parameter and related to the overall loss level for accident year I, X(j) is j th element of the reporting pattern of aggregate losses discussed earlier, XT'(i) =( This method is based on randomizing the aggregate losses of all the claims for an accident year. Claims reporting and inflation are modeled by auto-regressive processes. We further restrict the inflation rate to a minimum of 3%. This method also has an exposure growth of 1 percent.
One can see that each of the four methods of generating loss triangles has several parameters. As these parameters are changed, the simulated triangles may exhibit significantly different development patterns. A particular method of loss reserving, considered best with a selected set of loss triangle generation parameters, need not be better for any other set of loss triangle generation parameters. The simulation conducted here emphasizes more on a variety of methods of loss triangle generation than on the sensitivity of the loss triangle generation methods over a range of possible parameters.
We note here, that in the simulation of random loss triangles by methods 1, 2, and 3, as described above, individual claim severity is unlimited. In actual practice individual losses will have an upper limit in most cases. Occurrence of an individual very large loss in the simulation process may cause an individual accident year loss to be out of line with other accident year losses in an individual loss triangle.
It is worth stating that the computations for the simulations were performed in EXCEL We have, however, implemented our own module to generate the uniform random variate.
III. Methods of Loss Reserving:
We assume that there is no further development beyond year n or, equivalently, L i, m is the ultimate loss value for the accident year i. We further assume that all S i, j are positive and let Z i j denote the In(S i, j). To simplify the later exposition of our estimation process, we further assume that the accident year loss inflation rate is 6% and there is no exposure growth except for method 4 in which constant exposure growth of 1 percent is assumed. WeknowL;,j,i=l,...n,and j=l,...n+l-iandareinterestedinestimatingLi.jfori =2 ,... nandj=n+2-i ,... n.
We shall use two traditional methods of loss reserving and three regression models. The two traditional methods are the loss development factor method and the Buhlmann complementary loss ratio method. The loss development factor method is the most commonly used actuarial technique and the Buhlmann loss ratio method was chosen for this analysis because this method outperformed other actuarial methods in the simulation study by Stanard [5] .
The three regression models we have selected for comparison are similar and the differences among them lie in the number of parameters fitted These methods are described next.
I, Loss Development:
We compute: 6,j= Li.j*l/Ll,j f, = 2,fi.j /(n -j) and an estimated L ,, n is given by i,,,=Li,n.i+l*Un.i*l 
This method of loss reserving has not been commonly applied in North America and is suitable for application to paid loss data. It is based on the presumption that the proportion of losses paid at a particular delay remains constant over time. This proportion is estimated from the historical loss experience and is used to forecast the future. We compute:
n-j+* Mj = ,C, (S,j *(I + infl)"(n -i))/(n -j + 1) for j = 2,3...n and Si,j= ?$*(I +infl)"(i-n) forj=n+2-i ,.,, n,andi=2,3...n, where infl is the inflation for losses and assumed to be 6%
Regression Models
Our discussion of the regression models considered in our analysis is very brief. These models are discussed in greater detail by Zehnwirth [7] and Verral [6] among others. We have used an unbiased estimator for the loss reserves as recommended by Verral [6] rather than Bayes or maximum likelihood estimates (MLE). In these models the incremental losses are assumed to follow some stochastic distribution, Usually some transformation is applied to the incremental losses before the model parameters are estimated. Although various transformations have been investigated, the logarithmic transformation is most commonly used. Let us describe the methodology briefly with the log transformation for completeness. Readers not familiar with the methodology are encouraged to review the papers by Verrall [6] and Zehnwirth [7] . Let Zij be the logarithm.of the incremental loss for accident year i and delay j. We assume that
Zi,j=p+ai+pj+Ei,j where ).I, a;, flj are the parameters of the model and E ,, j, are assumed independent identically distributed normal variates with mean 0 and variance 02, and are the error terms or the random noise. We make the usual assumption that al, gr are zero to make the model of full rank. The parameters of the model are estimated by the least squares method, Under the assumption of the normality of the error terms, the estimates are also h&Es. We use the unbiased estimate for the forecasting and do require that the errors are independent and normally distributed.
The three regression models investigated in this paper are: Model 1. oi and pi are all different for i, j = 2,3, n Model2,oi=(i-l)*a fori= 2,...11andj3jareall differentfor j=2,3,...n.
Model3,oi=(i-l)*oand&=(j-l)*B+y*ln(j)fori,j= 2,3,...n
The main difference among the three models lies in the number of parameters used to fit the data. In the actual application of regression models, one will select the model which provides the best fit to the data based on the evaluation of the residuals and other statistics of the fitted models. However, such an approach is not feasible in simulation. The number of parameters used in the three regression models are 21, I2 and 4 respectively. Zehnwirth [7] emphasizes parsimony when applying the regression models for forecasting, Obviously regression model 1 has too many parameters and model 3 too few to capture the essence of a random loss triangle. In selecting these regression models, our purpose is not to compare these models with each other but to see the effect of using lesser numbers of parameters in regression modeling.
The parameters are estimated by the method of least squares and used to forecast ultimate losses. We refer the reader to Verrall [6] , who has provided a complete description of the estimation method and an unbiased estimator of the lower triangle for model I The other regression models require revisions to the design matrix, and modification of the appropriate equations, from those described in Verrall [6] .
IV. Comparison of Procedures
We have generated 5000 realizations of hypothetical loss triangles for each of the simulation methods described earlier for generating such loss triangles. For each of the 5000 sets of hypothetical data, the reserves were estimated by the loss development method, Buhlmann complementary loss ratio method, and the regression loss reserve estimation methods 'as previously outlined. The deviations between the loss reserve estimates and the actual reserves were computed.
An important property of a good estimator is that it is unbiased. Stanard [S] in his study used this criterion for comparing various loss reserve estimators. If an estimator was unbiased, the average deviation of estimated versus actual reserves, over many simulations, will be negligible.
Between two unbiased estimators, statisticians prefer the estimator with the smaller variance. Between biased estimators, the estimator with the minimum mean square error is preferred. In our context, this means that the average squared deviations between the estimated and actual reserves should be small. This is an important criterion for a reserve estimation method in the insurance context. The reserves are an important component of the insurer's financial reporting. A reserving method which provides estimates with small biases, but for which the individual simulation (data set) estimates vary a lot from the actual reserves, may not be an appropriate reserve estimation method. One will prefer the reserve estimates to be closer to the true value. We have used root mean square error and the average absolute deviation of the estimated versus the actual reserve, to test the closeness of the reserve estimators to the actual reserve values. We have also computed the average percentage error. A reserve estimation method which generates a smaller percentage error in the estimate is better. Another criterion used to compare the various loss reserving methods was to compute the correlation between the actual reserves and the estimated reserves. One would expect a high correlation for a good reserving method.
Summarizing briefly our observations based upon our analysis (refer to Table 1 , below), we compare the reserve estimates for each of the loss reserve estimation methods, for each ofthe random loss triangle simulation methods:
Random Reporting Factor
It is easy to see that the Buhlmann complementary loss ratio method is clearly the best loss reserve estimation method for the random reporting factor method of random loss triangle simulation. The regression models of loss reserve estimation have performed better than the loss development factor method. The correlation for all the reserving methods is low and surprisingly is smallest for the Buhlmann complimentary loss ratio method which is probably the best of all the methods.
It is interesting to note that regression model 2 has performed slightly better than regression model 1. The main difference between these models is that regression model 2 estimates accident year inflation, and allows one parameter for that model component, whereas regression model 1 allows an inflation parameter for each accident year. Our results indicate that parsimony in the regression model is very important, and that over parametrization may provide inferior results.
Random Backward Development Factor
Regression model 3 appears to be the best method for this loss simulation method based on aggregate combined accident years' forecast. However, examining the individual accident year forecasts, one will identify the Buhlmann complementary loss ratio method being superior. Regression model 3 does not capture the payout pattern correctly. The other regression models have performed better than the loss development factor method.
The Buhlmann method again shows poor correlation with the actual reserves while the other methods show a reasonable correlation level.
We conclude that the Buhlmann method, and regression model 2, perform better for this method of random loss triangle simulation than the other tested methods.
Individual Losses With Changing Severity
Loss development method has performed very well for this loss simulation method.
Regression model 2 appears to be better overall. Regression model 3 performs poorly, perhaps because of an insufficient number of model parameters
Pentikainen and Rantala Method
Regression models 1 and 2 outperformed the other methods. The loss development factor method performed better than the Buhlmann complementary loss ratio method and regression model 3.
Tables 1 summarizes our results for each of the four methods of random simulation of the hypothetical loss triangles. Appendix B provides similar statistics for individual accident years. As can be seen Corn these tables, one or the other of the three regression models considered in this analysis is generally better than the LDF method. The Buhlmann method is slightly better in some cases. However, we had assumed that the inflation rate is known for the Buhlmann method. We are therefore utiliig additional information for this method, and obtaining slightly better answers. Such information will ordinarily not be available in actual practice. Actual loss data will be tainted by both exposure changes and the inflationary loss cost changes which will vary over time. One should note that for most of the methods of random loss generation the effect of inflation has a minimal impact on the ultimate answer derived by traditional methods. Inflation affects the weighting given to individual accident years in the total reserve. For regression models, intlation will affect the forecast in a much more complicated fashion.
Although no particular method can be identified as superior to other methods in every situation, the performance of regression models is in general quite good. It is worth noting that we have not performed a sensitivity analysis of the individual methods of simulating the loss triangles. By changing the inflation rate or the reporting pattern, for example, one may find that the performance of the individual methods of loss reserving will be different. However, we suspect that the overall performance will be similar. best answers in all situations, but are stable directly the variance or the contidence interval for the reserve estimate. One should also note that the regression models studied are a priori fixed. In actual practice, the structure of the models will be determined from a much wider set of possible models based on an analysis of the data under review. It is expected that the testing and selection of an appropriate loss reserving regression model should improve the ultimate loss reserve forecast in actual application.
It is true that actuaries do not apply the more traditional LDF method blindly. The array of development factors is typically examined carefully before a selection of particular factors entering the reserve estimation is made. The appropnateness of the LDF method is determined for the given data set before the results of any such analysis are accepted. However, professional judgment, and the selection of an appropriate model is much more important when regression loss reserve estimation methods are used. Therefore, an important step is missing for the regression methods as applied in this study. For the Buhlmann method, we have assumed knowledge of the inflation rate in addition to what is assumed known for other methods. In practice, inflation will not be known precisely, and the loss triangle will be distorted by exposure changes and inflation. This method may therefore not be as well behaved in practice, as in the simulation studies presented here.
The point estimation of the loss reserve has been the primary focus of this study and we have not considered the variability of loss reserves around the point estimate. Vernal [6] has outlined the procedures for computing the variance of the forecast including both the forecasting error and the parameter uncertainty.
One should note that the overall peFformance of the LDF method is quite satisfactory. The closeness of the answers of the various methods gives a comfort that the actuarial methods of loss reserve estimation are generally well behaved. These results also tell us that regression modeling provides estimates similar to traditional actuarial methods and one should not hesitate to use them. Given the advantage that regression methods also estimate the variability of the estimated reserve, it is expected that their use in the actuarial field will increase. 
