To provide improvements in efficiency and the ability to respond to changing external conditions, an artificial neural network (ANN) model is used to characterize the contents of reservoir(s) and water tower(s) sufficient to meet water demands. Maintaining water levels and daily treatment quantities can be effective to reduce the formation of disinfection byproducts (DBPs). Predictive models are developed to investigate the effects of maximum daily temperatures, incoming solar radiation and total daily precipitation (which influences water demands) and DBP formation at the water treatment plant.
Introduction and Background

Introduction
Safe drinking water is key to maintaining human health. About 80% of all diseases arise as a result of use of unsafe and contaminated drinking water as a source (OCWA 2009) . The daily treatment rates of water treatment facilities are of concern in relation to potential harmful effects on human health. The daily treatment rates from a water treatment facility are governed by many factors including size of community, daily water needs, fire control, industry, agricultural, and climate variables. Of all of these factors, climate variables are of greatest interest because climate directly impacts human water uses, and thus demand. If water treatment plant operators improve their understanding of the influence of climate on daily water demands, they will be able to improve their anticipation for daily water needs. This will, in turn, improve efficiency and water quality from the water treatment plant by ensuring reservoirs and water storage towers are maintained at levels which are better able to meet daily needs.
The purpose of this research is to investigate the effect of maximum daily temperatures, incoming solar radiation and total daily precipitation on the daily treatment rates for the water treatment plant using both stepwise regression analysis and ANN, and to evaluate both methods. The overall goal is to develop a model from many years' data which will assist operators at the water treatment plant in predicting daily water demands, and so reduce concentrations of dissolved organic carbon (DOC), a precursor of DBPs which are carcinogens.
Background
There are different approaches to water demand forecasting, including various statistical and mathematical techniques, and artificial intelligence techniques such as artificial neural networks. Wong and Mui (2007) developed a mathematical model for determining the water demand for toilet flushing in high-rise residential buildings in Hong Kong. Babel et al. (2007) developed a multiple coefficient water demand forecast and management model for the domestic sector. ANNs are one of the data-driven techniques used for the modeling of complex and nonlinear dynamic systems. In recent years, ANNs have been applied to many water resources engineering problems for the prediction and forecasting of hydrologic variables. ANNs have been used for flow prediction, flow and pollution simulation, parameter identification, and to model complex nonlinear input-output time series. Yurdusev et al. (2009) used an adaptive neuron fuzzy inference system (ANFIS) to forecast monthly water use associated with several socioeconomic and climatic factors including average monthly water bills, population, number of households, gross national product, monthly observed average temperature, monthly total rainfall, monthly observed average humidity, and inflation rate. The results for the ANFIS model have shown that it can be successfully used to establish a monthly water consumption prediction model. Such a prediction model can be used to forecast future water demands. It should be kept in mind that such forecasting exercises are data dependent.
More reliable data will improve future forecasts. Akhtar et al. (2009) developed an ANN flow forecasting model that makes use of spatial precipitation obtained from pre-processing based on hydrological concepts of travel time and flow length for the Ganges River basin. As well, Gopakumar et al. (2007) applied ANN for modeling of daily river flows in a humid tropical river basin with seasonal rainfall patterns. An ANN model using the rainfall data from the two stations and past discharge data of one station is developed by Gopakumar et al.; the performance of the model is acceptable for the monsoon period while the predictions are poor for the low flow period.
The research described herein is focused on the nonlinear modeling of daily flows using neural network methods. The predictive models developed have higher accuracy than traditional regression methods.
Case Study Area
Treatment Plant Water Source
The Union water treatment plant relies on surface water from Lake Erie. Lake Erie is the eleventh largest freshwater lake in the world by surface area; however it is the smallest by depth and volume of the Great Lakes (Colborn et al., 1990; Huddart et al., 1998) . Of the Great Lakes, Erie is not only the warmest but also the most biologically productive (Hodge and Bubelis, 1991) . This, in turn, may affect raw water quality. There are two water quality parameters that fluctuate throughout the year in the water treatment plant's raw water: algal blooms and turbidity. Seasonal algal blooms and zebra mussels may cause problems with taste and odor because of increased DOC in the raw water. As well, an increase in the DOC will increase the formation of disinfection byproducts (DBPS). Turbidity is affected greatly by storm events which influence the mixing of the water in Lake Erie. Increased turbidity increases the need for sludge blow off in the clarifiers, reduces filter run times, and increases chlorine demand (OCWA, 2009 ). To maintain an adequate level of residual disinfectant in the distribution system, higher disinfectant doses of chlorine are applied during the summer. Generally, the conditions affecting the disinfection efficiency and the requirements to maintain disinfectant residuals in the distribution systems simultaneously affect the formation of DBPs (McBean et al., 2008) .
Treatment Process
In the summer months, raw water is treated at the intake with chlorine to prevent the buildup of zebra mussels. From the intake, the raw water traverses through both coarse screens and traveling screens to remove large debris before it reaches the low lift pumps. The low lift pumps deliver water to the main water treatment facility located approximately 0.5 km from the Lake. Alum, polymer, carbon, and chlorine are added to the water just before it enters one of the four clarifiers at Union, to induce coagulation and flocculation. Clean water is skimmed off the top and then sent to the filter gallery for filtration. The clarifiers and filters work together to reduce turbidity and thus increase the effectiveness of chlorine disinfection. After filtration, chlorine is added to the water just before it enters the reservoir where it is stored until needed. Upon leaving the reservoir, ammonia is added to create chloramines. Chloramines allow the water distributed by the Union plant to maintain its needed chlorine residual to the ends of its very large system. When water is needed, the high lift pumps fill the Leamington, Kingsville and Essex water towers from where water can be distributed, as shown in Figure 16 .1. 
Study Area
The Union water treatment plant is located in Ruthven, a small village in Essex County, Ontario. The plant supplies water to four municipalities in southwestern Ontario (see Figure 16. 2): Leamington, Kingsville and parts of Essex and Lakeshore. Essex is largely an agricultural community with the greatest concentration of greenhouses in Canada. The 1 100 acres of greenhouse production account for 83% of the provincial total. 
Field Methods And Data Collection
Daily water treatment levels were obtained from unpublished data by personnel and management of the Union water treatment plant. Daily logs of flow values have been recorded since the early 1970s. Climate data were obtained from unpublished data from the Harrow agricultural research station run by Agriculture and Agrifood Canada. Located 22 km from the Union water plant, climate data from the Harrow station was seen as a suitable substitute for the often incomplete climate records of the plant's weather station. Data used in this study were from the 11 y period 1997-2007.
Stepwise Multiple Linear Regression Analysis
A forward stepwise multiple linear regression analysis was used to test for correlation between daily water treatment rates of the Union water plant with the climate data (maximum daily temperature, total precipitation and incoming solar radiation), using Sigmastat Software (Version 3.5). Outgoing flow values were used as the dependent variable while maximum daily temperature, total precipitation and incoming solar radiation were used as independent variables. To determine if all assumptions for regression were satisfied, the data sets were tested for normality. Data that failed normality testing were log-transformed. A sample of output from the program is shown in Figure 16 .3 with n = 4000, where n is the number of observations. where: Q = daily outgoing flows from the water plant (mgd), Tm = daily maximum temperature (K), and Rs = daily incoming solar radiation (J/m 2 ).
Analysis of the Results of Stepwise Multiple Regression
Data may be biased since climate data were gathered over 11 y. When tested on a yearly basis, the same data set passes the normality test but for our modeling yearly data sets were insufficient since we were interested in a predictive model based on a long term data set. A yearly model based on 1999 data remains only useful for 1999. Extrapolating data for 2011 from the 1999 data set would prove difficult and illogical. The long term data set provides a strong backbone from which to base extrapolation. While keeping its apparent bias in mind, the model produced an adjusted R 2 = 0.71, indicating it is able to account for approximately 71% of the variability of the data set. Failing normality, the model's true R 2 may be significantly different. In order to increase the R 2 and prediction accuracy, we propose and develop a model using artificial neural networks.
Prediction of Daily Flow Using ANN
Data Process in ANN
The same dataset used in the stepwise multiple regression analysis is used for the ANN study. For an ANN, it is common practice to split the available data into two subsets: a training set and an independent validation set to as-sess the generalization property of the trained network. Therefore, the dataset of 1997-2006 was employed as the training set and the dataset of 2007 as the validation set. To recast the dataset to the dimensionless units, it is necessary to normalize the data matrix where the variables have been measured in different units. The inputs and output parameters of the prediction net were normalized between 0 and 1 using the following functions:
where:
x(p,i) = normalized value in sampled data type p with index i of x actual (p,i) that has maximum and minimum values x max (p,i) and x min (p,i) respectively. Once the best-trained network is found, all the transformed data returns to their original values, which can be expressed as:
ANN Model Selection
An unresolved issue in the literature on ANNs concerns the architecture to be used for a given problem. The desirable network architecture contains as few hidden units and connections as possible, but which are necessary for a good approximation of the true function. In this research, a feed-forward neural network (FFNN) was trained with the back-propagation algorithm using a sigmoid function as an activation function. Back-propagation uses supervision in which the network is trained using data for which inputs, as well as outputs, are known. The algorithm is a generalization of the least mean squares approach, and modifies network weights to minimize the mean squared error between the desired and the actual outputs of the network. A detailed description of the back-propagation algorithm was reported elsewhere (Rodriguez et al., 2004 ). The FFNN model consists of an input layer, an output layer, and one or more hidden layers. A BPNN starts as a network of nodes arranged in three layers-the input, hidden, and output layers. The input and output layers serve as nodes to buffer input and output for the model, respectively, and the hidden layer serves to provide a means for input relations to be represented in the output. Before any data have been run through the network, the weights for the nodes are random. Figure 16 .4 shows the structure of a three layer BPNN. Given input node x k , hidden node h k , and output node y k , we can calculate the values of each of the latter two of these based on the earlier ones plus sets of weights, W (1) and W (2) between layers. Given training set {x n }and desired target outputs {t n }, to find W (1) and W (2) we minimize networks error, defined by:
We use a back-propagation algorithm to train this neural network. To avoid the converging BPNN at local minimums and slow converging speed of traditional BPNN algorithm, we propose an improved BPNN algorithm by introducing adaptive learning rate and modified momentum rates. Modified momentum vector is calculated as:
( 16.5) where:
(16.5a) α = learning rate (α>0), and η = momentum factor (0 ≤ η < 1). If D(k) and D(k -1) have the same sign, which means there is still a margin to increase the learning rate and the convergence, and hence double α may be employed; otherwise, we use one-half α.
The calculation of adaptive learning rate proceeds as follows:
( 16.6) where:
(16.6a)
Factor-Relationship Network
We want to find the relationship between daily flows and combinations of temperature, precipitation and solar radiation. We first build the BPNN, a factor-relationship neural network (FRNN), whose input layer contains three nodes corresponding to temperature, precipitation and solar radiation, and with one node in the output layer, which indicates the relative flow output. The hidden layers nodes number according to Kolmogorov theory should be 7 (= 3·2+1).
Time Series Prediction Network
After obtaining the nonlinear relationship learning network, FRNN, one important thing is to predict three key daily parameters of temperature (pre_T), precipitation (pre_P), and solar radiation (pre_S), since when inputting the data of pre_T, pre_P and pre_S into a prediction network, the output value of flow should also be considered as prediction flow. Prediction should be based on the rules and facts learned from historical data. To obtain pre_T, pre_P and pre_S, we introduce an isomorph of BPNN called a time-series prediction neural network (TSPNN). We adopt the last five recent time series data as input for the TSPNN, to predict the value of the next (6th) data, for example, we use consecutive daily data x p,T+0 , x p,T+1 , x p,T+2 , x p,T+3 and x p,T+4 to predict x p,T+5 , which is the output of the TSPNN's output layer, where p is an index (p = 1, 2, 3). Hence, we can train or learn the TSPNN for further prediction. The TSPNN contains five nodes in the input layer, eleven nodes in the hidden layer, and one node in the output layer. The total process for the prediction of daily flows with neural networks method is illustrated in Figure 16 .5.
Data preprocessing
Factors Relationship Neural Network (FRNN) learning ( 
Analysis of the Results of ANN Method
The ANN model for the daily flow prediction was implemented using computer software coded in Matlab 7.1. With the series validated data set, Table  16 .1 shows the experimental predicted daily flow results along with the associated absolute and percentage errors with the whole year data set of 2007. The mean absolute error and percentage errors were 1.653 and 13.70, respectively. Although the absolute errors were small, the percentage error may increase due to the low value of experimental flow. More uniformity may be achieved by taking larger numbers of experimental data points pertaining to low flow values. In general, the performance of any functional technique will be better if more data are taken near the domain boundaries. Figure 16 .7 shows observed values versus predicted values using ANN with R 2 = 84%. The ANN is approximately 14% better in accuracy, compared with the regression method in which R 2 = 71%. The main reason for regression method's low R 2 is that the dataset failed normality. 
ANN Model versus Stepwise Regression Predictions
Discussion and Conclusion
Both methods, the stepwise regression analysis and ANN, determined that only maximum daily temperature and incoming solar radiation were required to predict daily treatment levels. Total daily precipitation rates were omitted from the model. This is not surprising because precipitation is sporadic when compared to the other two variables, and may not directly affect daily flows on the day of a precipitation event. The effect may not be felt until days later, with, for example, decreases in lawn watering. As well, precipitation would have little effect on water needs during the winter months because many of the water uses are not influenced by precipitation levels. Maximum temperature and incoming solar radiation are directly related to many factors that affect daily water flows such as changing seasons and outdoor activities, but probably the most significant is the amount of water consumed by local greenhouses. Unlike contemporary farming, greenhouses utilize treated water for irrigation. Regardless of the time of the year, maximum temperatures and incoming solar radiation directly impact the consumption of water within the greenhouse, which is directly related to evapotranspiration from the leaves of plants. Therefore, the greater the rate of evapotranspiration, the greater the demand for water from the Union water treatment plant. With the highest concentration of greenhouses in Canada contained within the distribution system of Union, this need can be very great. The application of the ANN model with the back-propagation learning algorithm to predict daily flows of the Union water treatment plant has been demonstrated in this work. The prediction error of the model for the mean flow stress has been found to be smaller (1.653). The ANN model clearly indicates that it can be learned from the training data set and able to predict more accurately, the output of unseen test data in different phase regions. Well trained ANN models provide fast, accurate and consistent results, making them superior to the conventional stepwise regression method. The ANN could be a good forecast tool to study nonlinear phenomena such as predicting treated water demand.
Accurate prediction of daily flows is closely related to water quality, especially the level of disinfection byproduct formation. The consequence of chlorine and organic matters is DBPs which are carcinogenic, for example trihalomethanes and haloacetic acids. The high temperature, high incoming solar radiation, the consumption of water by the greenhouses, algal blooms, and buildup of zebra mussels will cause low water level and high water demands. The low water level, algal blooms and build-up of zebra mussels will increase organic matter as well as chlorine dose demand and significantly increase DBP formation. Only if we can foresee the low water level, a strategy can be made to decrease the formation. Figure 16 .8 shows the DOC variations during a year and Figure 16 .9 shows the DBP formation fluctuation during a year. 
