Abstract. We consider the one-dimensional Stark-Wannier type operators
Introduction
In this paper we consider the following operators on R
where q is a smooth function slowly growing at infinity: |q (k) (x)| ≤ c < x > α−k , α < 1, k = 0, 1, 2, < x >= (1 + x 2 ) 1/2 , and v is periodic, v(x + 1) = v(x), v ∈ L 1 (T), The spectral properties of this model have been extensively discussed in both mathematical and physical literature, see [1-5, 7, 10, 15-17] and references therein. If v = 0 the spectrum of H is purely absolutely continuous:
σ(H) = σ ac (H) = R.
( 1.3)
It is known that the spectrum of (1.1) remains absolutely continuous and covers the whole axis under rather weak smoothness requirements on the potential v. In fact, (1.3) can be proved for v ∈ H s (T), s > 0, see [7, 17] . On the other hand there are examples of very singular periodic perturbations such as an array of δ ′ potentials for which the spectrum has no a.c. component or even is pure point, see [2, 3, 15] . It was argued by Ao [1] that the spectral nature depends on the gap structure of the periodic perturbation. He conjectured that if the size of the n-th gap behaves as n −α the spectrum is pure point for α < 0 (at least for "non-resonant" F ) and continuous for α > 0. In the critical case α = 0, which corresponds to a comb of δ function potentials, a transition from pure point to continuous spectrum is expected as F grows (see also [9, 14] for related phenomena in the random setting). Furthermore, the spectral nature in this critical case seems to depend also on the number theoretical properties of F [7] . In [16] the following sufficient condition for the stability of the a.c. spectrum was established. Then, an essential support of the absolutely continuous spectrum of the operator H coincides with the whole axis.
Condition (1.4) corresponds to α > 0 in Ao language. Some intermediate results were obtained in [17] .
Remark. If v ∈ L 1 (T) then the essential spectrum of H, σ ess (H), fills up the real axis:
σ ess (H) = R.
(1.5)
The proof of this fact is a simple compactness type argument, for the sake of completeness we outline it in appendix 3. The goal of the present paper is to show that the result of theorem 1.1 is optimal. We consider operator (1.1) with q(x) = κ ln < x >:
To avoid cumbersome general conditions we consider the case where the Fourier coefficients of v,v(n) = 1 0 dxe i2πnx v(x), satisfy for some n 0 ≥ 2 v(n) = v 0 (ln n) −β , n ≥ n 0 , v 0 = 0, 0 < β < 1 2 .
(1.7)
Remark that (1.7) implies
Our main result is the following theorem. F ∈ Q and κ = 0 the spectrum of (1.6) is purely singular continuous.
Remarks.
If
π 2
F
is rational and κ = 0 the spectrum of (1.6) is absolutely continuous except, may be some discrete set of the eigenvalues, see [7] and also subsection 2.1.
2. With some extra efforts the methods of the present paper can be made work 1 The rest of the paper is devoted to the proof of theorem 1.2. The basis for our analysis is the asymptotic constructions of [7] that we combine with the ideas of the works [6, 8, 14] . In [7] operator (1.1) with q = 0 and v(x) = V l δ(x − l) was considered. It was shown that the spectral properties of this model can be characterized by the asymptotic behavior as l → +∞ of the solutions of the following discrete system ψ(l + 1) = W (l)ψ(l), ψ(l) ∈ C 2 , (1 F ∈ Q and κ = 0) the constructions of [7] lead to model (1.8), (1.9) with
This system is close to the case of discrete Schrödinger operators with strongly mixing decaying potentials and the techniques of [6, 8, 14] can be applied.
2. Reduction to a strongly mixing model.
Some preliminary reductions.

Prüfer type coordinates.
To derive the desired spectral properties we study the solutions of the equation
the link between the behavior of solutions and spectral results being provided by Gilbert-Pearson subordinacy theory [12, 13] . As soon as the a.c. spectrum is concerned the whole line operator can be replaced by a right half -line operator with some self-adjoint boundary conditions in a point x = R. Indeed, since − d 2 dx 2 + v is bounded from below and −F x − q → +∞ as x → −∞, the spectrum of the left half-line operator is discrete. So, the absolutely continuous parts of the whole line operator and the right half-line operator are unitarily equivalent and by subordinacy theory to prove theorem 1.2 it is sufficient to show that (i) for a.e. E ∈ R there exist a solution subordinate on the right; (ii) for any E ∈ R there is no solution which is in L 2 on the right. Recall that a real solution ψ 1 (x, E) of (2.1) is called subordinate on the right if for any other linearly independent solution ψ(x, E) one has
The main part of the paper is devoted to the proof of part (i), (ii) being obtained as a simple by-product of our constructions, see proposition 2.1.
To study the asymptotic behavior of the solutions of (2.1) we employ Prüfer type transformation which is known to be extremely useful in the cases of small or decaying randomness, see [6, 8, 11, 14] .
First, we perform a Liouville transformation in (2.1), setting for x sufficiently large
The resulting function Q satisfies the Schrödinger equation
2)
Let us further apply a Prüfer type transformation:
It is not difficult to check that 4) provided N 2 ≥ N 1 are sufficiently large:
The constants C here and below are uniform with respect to E in compact subsets of R but may depend on q and v.
2.1.2.
Reduction to a discreet system. First we are going to analyse R along a sequence x = x l , where x l = [x l ] − 1/2,x l being defined by the relation
2 one has the following inequalities
Here
See appendix 1 for the proof. It follows immediately from lemma 2.1 and (2.2) that for x ∈ [x l , x l+1 ], and any
(2.5) Here and below the constants in O(·) are independent of the choice of initial conditions in (2.1), uniform with respect to E in compact subsets of R, but may depend on q and v.
Consider the expression ln
R(x l ) . By (2.2), (2.3) and lemma 2.1, 6) which means in particular that
Therefore, if we control R(x l , E) we will have sufficient control for all x. It follows from lemma 2.1 and (1.2), (2.5) that
We use γ as a general notations for universal positive constants, they may change from line to line. Combining (2.6), (2.8) one obtains
In a similar way,
where
The basic properties of I l (E) are described by the following lemma.
admits a representation of the form
where I l (E) is a C 1 function of E, satisfying the estimates
The proof of this lemma is given in appendix 1.
To derive a closed system for R(x l ), θ(x l ) we need the following refinement of
Then,
See appendix 1 for the proof. Representations (2.9), (2.10) together with above lemma give:
Assume now that F π 2 ∈ Q:
We will consider R(x l ), ϕ(x l ) along the subsequence l = qk. Set
ThenR,φ solve the system: and
Case of
Consider the second sum
Summing by parts, one gets
In a similar way, one has
).
In particular,
This means that there exists
which together with (2.4), (2.7) allows to conclude that any solution ψ of (2.1) satisfies for sufficiently large N
with some constants C 1 (ψ), C 2 (ψ) depending on ψ. Therefore, for 2E ′ q ∈ Z all solutions have the same rate of L 2 norm growth as N → +∞, and there is no subordinate solution on the right. By Gilbert-Pearson theory [12, 13] , this implies that the singular continous spectrum of H is empty, the point spectrum is contained in the set {E : 2E ′ q ∈ Z} and Σ ac (H) = R.
Notice also that for κ = 0, H is unitary equivalent to H + F .
2.2.
Case κ = 0: reduction to a model system.
Adiabatic regime.
Since s(k), b(k), b 1 (k) are slowly varying functions of k equations (2.15), (2.16) can be treated adiabatically except for relatively small vicinities of the stationary points K m defined by the equation
For the sake of definiteness we will assume that κ > 0. So, it is the limit m → +∞ that we will be interested in.
We are going to studyR(k),φ(k) along the subsequence
to be fixed later. First we consider the intervals
Let us rewrite (2.15), (2.16) in the form
Summing by parts one gets
(2.25) The last sum in (2.25) can be estimated as folows.
Next we consider the sums
m . Proceeding in the same way as in (2.25) one gets
On the other hand if
Therefore, one has
Representations (2.15), (2.16), (2.26), (2.27) allow to conclude that for any
(2.31) The sums in the r.h.s. of (2.31) allow some further simplifications. One has
In a similar way, 
In this vicinity one has
. By (2.21),
one can consider ρ as a new spectral parameter. From now on we fix η in such a way that
Notice that
and
On the interval δ m system (2.38) can be approximated by the differential equation 
is a solution of (2.41). Here H λ (z) stands for the standard Hermite function: it satisfies the equation
Let us introduce the matrix solutions Ψ ± (y):
As y → +∞,
uniformely with respect to m sufficiently large. The determinat of Ψ ± (y) does not depend on y:
Using Ψ − one can rewrite full equation (2.38) in the form
It folows directly from (2.40), (2.41) that
which together with (2.39) implies
provided (2.37) is satisfied. This means that for m sufficiently large
In a similar way, setting
Comparing (2.46), (2.51) and taking into account (2.44), (2.47), (2.50), (2.52) we obtain
By (2.42) the expression Ψ −1
Clearly,
As a consequence, 
Note that Φ 1 , Φ ± 2 are smooth functions of ρ satisfying
It follows from lemma 2.2 that
where κ m = Λ −m 1 , 1 < Λ 1 < Λ to be fixed later. Then (2.58) implies
Therefore, one can rewrite (2.54) in the form
As a simple consequence of (2.60)(=(2.54)) one obtains Proposition 2.1. The operator H has no point spectrum.
Proof. (2.60) impliesR
As a consequence, one getsR
Combining this estimate with (2.51), (2.52), (2.30), (2.13), (2.7), (2.4) one can check easily that for any solution ψ
Therefore, ψ can not belong to L 2 .
Analysis of the model system
In this section we study the model system
3.1. Positivity of the Lyapounov exponent.
3.1.1. Prüfer coordinates for (3.1). We denote by χ α (m) the solution of (3.1) satisfying
M 0 is supposed to be a large fixed number. Define the Prüfer variables R α (m), ϕ α (m) by
They solve
From (3.2) we have
Note that
As a consequence,
Next two subsubsections are devoted to the proof of the following result. 
Estimates of sum (3.5).
To prove proposition 3.1 we are going to analyse the sums
and show that they are o(n(M )). In this part of the paper we follow closely the arguments of [6, 8, 14] . We start by a technical lemma, which is essentially lemma 10.1 of [6] . Consider the sums of the form
Lemma 3.1. One has
the supremum being taken over all intervals I ⊂ R, |I| = 1.
Here and below B(K, Λ) are positive constants that depend only on K, Λ, they may change from line to line.
The proof of this lemma is given in appendix 2. Applying (3.9) to sum (3.8) one gets the following result. Fix an interval I ⊂ R, |I| = 1.
provided M is sufficiently large.
We will prove (3.10) with Σ 2 (M ) replaced by the sum
the others cases being similar. We break sum (3.11) into two parts:
, where 1 ≪ M 1 ≪ M to be specified later. The first sum can be estimated trivially
Clearly, f n ∞ ≤ 1. By (2.59), (2.55), (2.56), (3.6),
From (3.9), (3.13), one gets for any δ ≥ 0, t ≥ 0, :
provided tM −2β 1 is suficiently small:
m −4β with a sufficiently small constant c one gets
for some suitable constant c 1 . We consider the cases
In the first case we set
Choose ς j in such a way that
This gives
which means that (3.16) is satisfied provided M is sufficiently large. Combining (3.12), (3.15), (3.17) one gets (3.10) with, say,
Consider the case
Then (3.16) is satisfied provided
As a consequence, one obtains (3.10) for any ε 0 , ε 1 such that
Since the right hand sides of (3.10) belong to l 1 , lemma 3.2 implies immediately provided ε < ε 0 .
Estimates of Σ 1 (M ). Consider sum (3.7). Iteration of (3.3) gives
for any T > 0. Returning to (3.7) one gets for M sufficiently large and T , 1 ≪ T ≪ M , to be specified below,
We choose T as follows:
Then for the first sum one has the trivial estimate
We next consider sum (3.20) and prove the followng estimate. 
It is sufficient to prove (3.24) for the sum Clearly, one has,
Applying (3.9) one gets for t, δ ≥ 0
Clearly, δ = M 1−2β−z verifies these conditions. As a consequence, one gets (3.24).
Notice that choosing z <
1−2β 2
one makes the r.h.s. of (3.24) to be in l 1 , which implies: 2φ(m, s) ).
(3.26)
a r (m, s) being independent of ρ. Break sum (3.26) into two:
, where M 1 , 2T ≤ M 1 ≤ M to be choosen later. For the first sum we have
To estimate the second one we apply (3.9) with L = Λ, k = 1 ± Λ −s :
As a consequence, for δ satisfying
one has mes{ρ ∈ I :
Therefore, one can get the desired estimate (3.25) by choosing M 1 and δ exactly in the same way as M 1 and δ in the proof of lemma 3.2. This lemma together with lemma 3.3 lead to proposition 3.1.
Decaying solutions of (3.1).
In this subsection we construct a decaying solution to (3.1). Consider the solutions
.
,
Applying the results of the previos subsection one gets for a.e. ρ
So, v(m) has a limit v ∞ as m → +∞, and
Combining this representation with (3.27), (3.28) one gets
This means that z(m) has a limit z ∞ and
Notice that by (3.27) z 
Growing and decaying solutions of (2.60).
Let us consider the solution Q α of (2.1) corresponding to the following initial data:
where M is sufficiently large number,
e −iα , M 0 being the same as in section 3. We denote byχ α (m) theχ(m) corresponding to Q α :
e −iϕ(x qk m ) , R, ϕ being the Prüfer coordinates associated to
One has the following proposition. Proof.χ α (m) satisfieŝ
We apply to (4.1) the following variation parameter type transformation:
det Ψ(m) = 0 for a.e. ρ. This transformation brings (4.1) to the form
−γm
One can rewrites (4.2) in the form
As a consequence, for M sufficiently large, one has
which, in particular, implies that
Returning toχ α one getsχ
Note that g(m) = g(m), so, g j α are real. The decaying solution of (2.60) can be now constructed as follows. Consider the solution Q d of (2.2) defined by
∈ R. Then the correspondingχ(m) has the form
and by propositions 4.1, admits the estimatê
for some constant h 2 . In particular,
which means that Q d is nontrivial solution. We are now able to complete the proof of theorem 1.2. Let R d and R i be R's associated to Q d and Q 0 respectively. Combining propositions 3.1, 3.2, 4.1 and (4.3), (2.52), (2.51), (2.30), (2.13), (2.7) one gets the following result.
provided N is sufficiently large. Here µ * = r * (2 ln Λ) 1−2β . This means in particular that for a.e ρ, Q d is a subordinate solution of (2.2),
Appendix 1
In this appendix we prove lemmas 2.1, 2.2, 2.3. Proof of lemma 2.1. First we consider the integral
Indeed, for |x − x l | ≤ 4, (A1.1) is trivial. For |x − x l | ≥ 4 we write the integral J as the sum
To estimate J (1) we represent it as the sum
Integrating by parts one gets the representation
which leads to the estimate
Combining (A1.2, A1.3), we get (A1.1).
Consider the integrals
the integration by parts in the first one gives immediatly
The second integral can be represented in the form
Combining (A1.1), (A1.4), (A1.6) one obtains lemma 2.1. Proof of lemma 2.2. First we remark that up to the terms of order O(l 1/2 ) the expression I l (E) can be replaced by I * l (E),
Indeed, one has x * l − x l = O(1), which together with lemma 2.1 implies
To estimate I * l (E) we write it as the sum
It follows from (A1.1) that for
As a consequence, |I
Consider the derivatives
We write them as
As a consequence, dI
By (A1.9), the same estimate is valid for 
Here χ l (x) = χ(l −1+ν (x − X l )),χ l (x) = χ(l −1+ν (x − X l )), 0 < ν <ν < 1/2. First we consider I 02 l . Integrating by parts and using (A1.4), (A1.6) one gets
Consider the integral
One has (A1.13) =
Since χ is an even function the last integral here vanishs. Therefore, one has (A1.13) =
As a consequence, |I The expression I 00 l admits the representation
At the last step here we used the fact that χ is an even function. The expression (A1.16) allows some further simplifications
one gets 17) or combining (A1.14), (A1.15), (A1.16)
which together with (A1.7), (A1.8), (A1.10), (A1.11), (A1.18) gives the representation of lemma 2.2, I l (E) being given by
Proof of lemma 2.3. Consider the integral
We break it into three parts
, 0 < ν < 1/2 to be fixed later. We start by estimating the two first integrals here. Write them as the sums
Under assumptions (2.12) one has for any integer m, m ≥ 1, k ∈ R,
So, the r.h.s. of (A1.22) can be simplified:
dye 2ikπy v(y). As a consequence, one obtains
So, repeating the procedure one gets
Consider the expressions (A1.24), (A1.25). The first one may be represented as
Expression (A1.25) has the form
Combining (A1.27), (A1.28), (A1.29), one obtains
Next we consider the expression
We fix now ν in such a way that 1/4 < ν < 1/3.
As a consequence, one obtains
The integral in the r.h.s may be represented as
We represent X N (t) as follows
For (I) one has the obvious estimate
Consider expression (II). One can write C(t) in the form
where h = 0 at the end points of I. Clearly,
Therefore,
Combining (A2.5), (A2.6) one gets
which together with (A2.4) leads to the inequality
In the same way one obtains
Combining (A2.8), (A2.9) one gets
R is supposed to be sufficiently large. The roots here are defined on the complex plane with the cut along negative imaginary semi-axes and is positive for positive values of the arguments. Applying (A3.4) to (A3.3) we arrive at
We consider
submitted to the boundary condition: z 1 (R) + z 2 (R) = 0. We are going to treat the anti-diagonal part V as a perturbation. To this purpose, we rewrite (A3. 
Since pE, J are bounded in order to prove (A3.1) it is sufficient to show that 15) provided R is sufficiently large. Here l p (L q ) norms are defined by
, △ n = [n + R, n + 1 + R].
Moreover, since t(x), t(x)Ψ 1 (x) belong to l 2 (L ∞ ), C v is a compact operator. The same is true for C v VR v . Indeed, R is a bounded operator from L 2 to l 2 (L ∞ ): loc , provided g ∈ l 2 (L 1 ) and moreover, one has the estimate 
