ABSTRACT A LTE-advanced heterogeneous network consists of many macrocells, and within each macrocell, there can have many picocells and user equipments (UEs). A UE within a macrocell can request resource blocks (RBs) from either the macrocell or a picocell within the macrocell. In this paper, two optimal problems are defined for the association of UEs, RBs, and heterogeneous cells. We show that both problems are equivalent to a 0/1 knapsack problem and, therefore, can be solved in pseudo-polynomial time by dynamic programming. Based on above two optimal problems, we, then, propose a cell selection and resource allocation (CSRA) scheme to solve the problem of allocating a UE to its macrocell or to a picocell within the macrocell. The design goal of picocells is to unload the traffic for the macrocell. When there are available RBs and UEs within the picocell, the CSRA scheme offloads UEs to the picocell to release the most number of RBs for the macrocell. Only when there are not enough RBs within a picocell and there are available RBs within the macrocell, for load balancing, the CSRA scheme moves some UEs to the macrocell. The CSRA scheme stops whenever the picocell is not overloaded or the macrocell does not have available RBs. Simulation results show that our proposed scheme performs better than the cell range expansion scheme in terms of goodput, loss rate, and delay.
problem. By showing that both problems are equivalent to a 0/1 knapsack problem, we can solve them efficiently in pseudo-polynomial time by dynamic programing. Fourth, based on above the problems, we propose a Cell Selection and Resource Allocation (CSRA) scheme, which dynamically and intelligently move PUEs and/or MUEs among the macrocell and picocells.
If there are available RBs within the picocell, our methodology is to assign some MUEs from the macrocell to a picocell. This is consistent with the principle of deploying picocells for sharing loads with the macrocell. The CSRA schemes aims at releasing the most number of RBs for the macrocell under the constraint of both available RBs within the picocell and movable UEs within the macrocell. One possible alternative goal is we move the most number of UEs from the macrocell to the picocell, which is not adopted in this paper since we consider releasing RBs more important than moving UEs. Only when there are no RBs available within a picocell whereas there are some RBs within the macrocell, for load balancing we move some PUEs to the macrocells until the picocell is not overloaded or until there are no available RBs within the macrocell.
This remaining paper is organized as follows. Related Work is introduced in Section II. The problems are described and defined in section III. CSRA scheme is described in detail in section IV. Simulation results are in Section V. Two scenarios that represent an even distribution and an uneven distribution of UEs among the macrocell and picocells are simulated and analyzed. Section VI is conclusion.
II. RELATED WORKS
Resource allocation is an important research topic and has been studied in [7] and [8] . Although resource allocation for wired and wireless networks bears some similarities such as caching and offloading, we cannot apply previous results from wired networks directly to joint user association with resource allocation in wireless networks. One of the most distinct characteristic is a wireless UE has a transmission range and can only attach to and get services from neighboring cells which cover the UE.
In addition, the association of users to macrocell-only networks and to HetNets is different. For HetNets, one concern in selecting cells by power levels of downlink channels as in macrocell-only networks is most UEs will select macrocells as their serving BSs for their high transmission power. Hence, the function of picocells to unload traffic for macrocells is not as effective as expected. A UE unit may pick a macrocell as its serving station while there is a picocell nearby which would be more energy efficient [9] . Therefore, the selection would be different if the decision is based on uplink power levels. Since the transmission distance is an important factor for transmission quality, choosing near stations with less path losses will have advantages for both energy consumption and channel utilization [9] .
To tackle the above problem, a CRE scheme was proposed [4] , [10] - [12] . For CRE, a biased value is added to expand the coverage range of a picocell, and therefore to increase the chance of choosing a picocell as the serving cell. Loads are used as a base to determine bias values for CRE in [10] . However, a fixed bias value may not be adequate for various load conditions. A variable bias value for each BS was also proposed in [13] . Adaptively selecting between high and low bias values by referring to Signal-to-Interference plus Noise power ratio (SINR) values is also suggested in [11] . One dilemma with CRE is how to adjust offset values to include appropriate number of UEs into a small cell. The setting of CRE values are affected by loads of the small cell, loads of the macrocell, and the UE density. A low load in the small cell, a high load in the macrocell, and a low UE density favor the choice of a high offset and vice versa.
Instead of using CRE, three different cell selection methods based on SINR, Reference Signal Received Power (RSRP), and Reference Signal Received Quality (RSRQ) are suggested and compared in [9] . Assuming full buffer model, results show that the scheme based on RSRQ has the best throughput for cell-edge UEs. The adoption of CRE brings about a new problem, a PUE within the CRE region (CRE-PUE) experiencing a high power interference from its macrocell.
To avoid CRE-PUEs being severely influenced by the macrocell, enhanced Inter-Cell Interference Coordination (eICIC) was proposed in [14] . In the eICIC, some portions of subframes are designated as normal subframes in the macrocell and Non-Protected Subframes (NPSs) in the picocell, and other portions of subframes are specified as Almost Blank Subframes (ABSs) in the macrocell and Protected Subframes (PSs) in the picocell [4] , [5] , [14] . In the macrocell, MUEs transmit data by normal subframes and transmit cell-specific reference signals and cell-acquisition channels in reduced transmission power during ABSs for mitigating interference to CRE-PUEs. In the picocell, PUEs transmit data using PSs and CRE-PUEs transmit data in NPSs. The ratio of ABS subframes to normal subframes (ABS ratio) and its effect to average data rate for CRE-UEs is studied in [10] . Adjusting the amount of ABS subframes by loads is proposed in [14] . In [4] , a Reduced Power Inter-Cell Interference Coordination (RP-ICIC) scheme is proposed which shows that by reducing the transmission power from the macrocell, the user throughput is less sensitive to ABS ratios compared to the standard eICIC.
A technique called Coordinated MultiPoint transmission and reception (CoMP) was proposed in [15] to reduce interference among multiple cell sites for LTE-Advanced. On downlink CoMP transmission, there are Coordinated Scheduling/Beamforming (CS/CB), Dynamic Cell Selection (DCS) and Joint Transmission (JT) as in Fig 1. We can category them either by the number of participating cells ( Fig. 1 (a) ) or by the number of simultaneously transmissions within a time slot (Fig. 1 (b) . If we categorize them by the number of participating cells ( Fig. 1 (a) ), DCS and JT belong to the same group, in which joint processing is supported and multiple cells are involved in transmitting data to a UE unit. Their difference is that DCS dynamically selects the best cell to send frames to a UE unit, and JT simultaneously selects multiple cells to send frames to a UE unit. For CS/CB, only single cell is involved in sending data to a UE unit. Alternatively, we can category them by the number of simultaneous transmissions for each time slot (Fig. 1 (b) ). Then we can have CS/CB and DCS as one group and JT as another group. A UE unit is associated with a cell in one time slot for CS/CB and DCS. On the other hand, a UE unit is associated with more than one cell in one time slot for JT.
The user association for HetNets has been studied extensively [16] - [31] . Most user association papers focus on improving the load balancing [16] - [20] , energy efficiency [21] - [25] , or throughput [26] - [30] . A comprehensive survey of user association in 5G networks can be found in [31] for HetNets.
For achieving the load balancing, an optimization problem is formulated to maximize the network utility of proportional fairness with constraints of resources, energy, and backhaul [16] . The problem is decoupled into a low-level backhaul allocation problem and a high-level user allocation problem. Both rate maximization and proportional fairness are investigated for user association in multiple-input-multiple-output HetNets [17] . For the centralized algorithms, decomposition methods are proposed to solve the problems of rate maximization and proportional fairness. Then a repeated game model is introduced for distributed algorithms. Two types of operations are considered. Either the service provider sets the price or the users bid for the transmission opportunities. Both cases converge to the Nash equilibrium. Interference is taken into account for user association and resource allocation in [18] . The Markov approximation with convex optimization as its roots is introduced. The drawback of the Markov approximation is there are no interactions between UEs and BSs. Then a noncooperative game is formulated for including interactions and competitions, and a log-linear algorithm is designed. By providing randomness to the algorithm, the performance is further improved. In [19] , joint user association and user scheduling are investigated for load balancing over the downlink of HetNets. A network utility maximization problem is formulated. Since the problem is nonconvex, an approximation function is adopted. The approximation gap is near zero when UE number is large enough. In addition, the Alternative Direction Method of Multipliers (ADMM) is proposed for user association to speed up the convergence time. In [20] , the logarithmic utility function which is similar to proportional fairness is adopted as the objective for load balancing, and the association problem is also solved by the dual-decomposition method. Results shows by simply multiplying an appropriate factor to the SINR value of a small cell will lead to a near-optimal solution.
For improving the energy efficiency, the energy-efficient maximization problem is formulated as a mixed-integer nonlinear fractional programing problem with a nonconcave nonlinear object function and nonlinear constraints [21] . With fractional programing and changing of variables, the problem is transformed to be a concave mixed-integer nonlinear programing problem, which can be solved by branch-andbound method. To reduce time complexity, a suboptimal two-step scheme is proposed for allocating the RBs and adjusting the transmission power, respectively. In [22] , the presence of uncertainty for energy harvesting by small BSs is identified as a crucial problem in small cell networks. For the low data requirement scenario, the main interest is on energy consumption. A network energy consumption minimization problem is proposed, and a close-form solution for the optimal density of micro BSs and the optimal bias values is derived [23] . Both energy efficiency and spectral efficiency are studied in [24] . The scenario is millimeterwave backhaul small-cell networks. With growing number of small cells, some small cells may not connect to the core network directly. They send their traffic to neighboring small cells until reaching the core network. In [25] , user allocation and power allocation are jointly considered. They formulate a mixed integer programing problem, and the problem is transformed to a convex optimization problem by relaxing the user association indicator. A Lagrangian dual decomposition, an iterative gradient algorithm, and a load-aware scheme based on log-utility function under power control are proposed.
The main goals are on improving the performance of edge users and performance gains in [26] . Carrier aggregation is an encouraging approach for increasing broadband capacities [27] . However, the non-contagious carrier aggregation is not easy to realize. An optimal problem is formulated based on the proportional fairness for joint resource allocation and carrier aggregation. Logarithmic utility function for delaytolerant applications and sigmoidal-like utility function for real-time applications are suggested. In [28] , echo state networks, an RNN framework, is used and the unlicensed band is investigated for the resource allocation. In [29] , the power allocation is added to maximize uplink throughput, and a matching game is developed to model interactions among femtocells, femtocell BSs, and access controllers. The formulated optimal problem is solved by geometric programing and dual-decomposition methods. The mobility behavior of users and the topology changes are tracked for user association in 5G millimeter-wave [30] . Results show that both the handover frequency and the system throughput are significantly improved.
From the above, previous works usually are limited in their scope due to the complexity of the optimization problem [30] . It is common that specific network utility functions are adopted or special constraints are applied for solving optimization algorithms [30] . The cell allocation problem is often formulated into an integer programing problem [13] , whereas most of previous methods for cell association by integer linear programming has not considered the spectral efficiency of RB structure of LTE networks [32] , [33] . In fact, UEs at different positions relative to the BS will need different RBs to meet their Quality of Service (QoS) requirements. Most existing algorithms of user association use the dual-decomposition method and solve the dual decomposition by subgradient update, which is slow in convergence time [16] , [19] .
Our CSRA scheme considers the spectral efficiency, and assumes different RB requirements for UEs with different channel qualities [32] . We view and solve the load balancing problem among the macrocell and picocells with different objective functions from previous studies [16] - [20] . To the best of our knowledge, we are the first to solve the problem of releasing the most RBs for the macrocell if there are available RBs in the picocell using the 0/1 knapsack problem. We are also the first to tackle the problem of releasing the RBs for a picocell by the least number of RBs from the macrocell if the picocell is overloaded. The process is stopped whenever the overloaded condition in the picocell is resolved or the macrocell has no available RBs for the picocell.
III. PROBLEM FORMULATION
A LTE-Advanced network consists of many macrocells, and within each macrocell there are many kinds of small cells, which include picocells, femtocells, and microcells. A UE unit can be within a macrocell or move between macrocells. In this paper, we focus on the scenario when a UE unit is within a macrocell. Since our CSRA scheme is designed for associating a UE unit with a cell during one time slot, CSRA scheme can be used in CS/CB and DCS but not in JT.
A. SYSTEM SCENARIO Our scenario is shown in Fig 2. There are many picocells within a macrocell. For simplicity, we only show three picocells, in which picocell 1 and picocell 2 have light loads and picocell 3 is overloaded with too many PUEs. For picocell 1 and picocell 2, we can move some MUEs to become PUEs. For picocell 3, there are many PUEs within picocell 3 and we associate some of them to the macrocell so that picocell 3 will not be overloaded.
B. PROBLEM DEFINITIONS
An MUE or a PUE can choose either the macrocell or the picocell as its serving cell. First, we introduce four related parameters. If an MUE i chooses original macrocell as its serving cell, the number of RBs needed from original macrocell at time t is denoted as D MM i (t). Since an MUE can move and arrive at different places at different times, the RBs needed are different at different times. On the other hand, if an MUE i chooses a picocell as its serving cell, the number of RBs needed from the picocell at time t is denoted as D MP i (t). Similarly, if a PUE i chooses the original picocell as its serving cell, the number of RBs needed from original picocell at time t is denoted as D PP i (t). If a PUE i chooses a macrocell as its serving cell, the number of RBs needed from the macrocell at time t is denoted as D PM i (t). Definition 1: An MUE i (PUE i) can choose a nearby picocell (macrocell) as its serving cell at time t and become a PUE (MUE) if there are D MP i (t) (D PM i (t)) of available RBs at the picocell (macrocell). We denote the MUE i (PUE i) as a Candidate MUE (CMUE) (Candidate PUE (CPUE)).
An MUE (PUE) will not degrade its performance to switch to a picocell (macrocell). An MUE (PUE) will only switch to a picocell (macrocell) if there are enough resources. The RBs needed can be for uplink and downlink transmissions.
Definition 2: An n-MUE selection problem is to select a set of n CMUEs, C m n = {mc m 1 , mc m 2 , . . . , mc m n }, from a set of m CMUEs, C m = {mc 1 , mc 2 , mc m }, to release at least m n RBs for the macrocell, subject to the constraint of δ p (t) RBs within the picocell. The problem can be formulated as solving the following inequalities.
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is the number of remaining RBs at current time for the picocell. Note that if there are more than one CMUE available and if one CMUE is selected and connected to a picocell, the other originally qualified CMUEs may no longer be selected as CMUEs. For example, if there are two CMUEs (MUE r and MUE s) at current time and the CMUE r is selected to connect with a picocell, the other MUE s may no longer be a CMUE since the remaining RBs in the picocell may be less than D MP s (t). For our problem, we modify our objective from releasing at least m n RBs to releasing as many RBs as possible to form an optimization problem.
Definition 3: An n-MUE optimal selection problem is to select a set of n CMUEs from a set of m CMUE for releasing the most RBs for the macrocell, subject to the constraint of δ p (t) RBs within the picocell, where m ≥ n ≥ 1, m, n ∈ N . That is, we want to solve the following optimization problem:
s.t.
in which δ p (t) is the number of remaining RBs at current time for the picocell j. The n-MUE optimal selection problem is to release the most of RBs for the macrocell while still meeting the RB requirements of picocell j. Similarly, we have following two definitions.
Definition 4: An n-PUE selection problem is to select a set of n CPUEs, C p n = {pc p 1 , pc p 2 , . . . , pc p n }, from a set of p CPUEs, C p = {pc 1 , pc 2 , . . . , pc p }, to release at least p n RBs for the picocell, subject to δ m (t) RBs within the macrocell. The problem can be formulated as the following inequalities.
where
is the number of remaining RBs at current time for the macrocell. Note again that if there are more than one CPUE, after one CPUE being selected and connected to a macrocell, the remaining RBs may not be enough for other PUEs. For solving our problem, we modify our objective from releasing at least p n RBs to releasing as many RBs as possible and form the following optimization problem, Definition 5: An n-PUE optimal selection problem is to select a set of n CPUEs from a set of p CPUEs, for releasing the most RBs for the picocell, subject to the constraint of δ m j (t) available RBs within the macrocell, where p ≥ n≥ 1,p, n ∈ N . That is, we want to solve the following optimization problem:
where δ m (t) is the number of remaining RBs at current time for the macrocell.
IV. CELL SELECTION AND RESOURCE ALLOCATION (CSRA) SCHEME
We first present theorems to show that both an n-MUE optimal selection problem and an n-PUE optimal selection problem are equivalent to a 0/1 knapsack problem, which means both problems are NP-complete problems. We adopt dynamic programing to solve both problems. We then introduce our CSRA selection scheme with two flowcharts and two algorithms. Fig. 3 is the flowchart for a picocell to switch MUEs to PUEs by calling a low-traffic algorithm (algorithm1), and Fig. 4 is the flowchart for a macrocell to accommodate PUEs from overloaded picocells by calling a high-traffic algorithm (algorithm 2). We also present the signaling for the CSRA scheme.
A. BOTH PROBLEMS ARE EQUAVILENT TO A 0/1 KNAPSACK PROBLEM Theorem 1: An n-MUE optimal selection problem is equivalent to a 0/1 knapsack problem. Proof: According to (2), we want to solve the following optimization problem:
This can be rewritten as the following optimization problem:
A 0/1 knapsack problem is defined as follows [34] :
where N is the total number of selected items, w i is the weight of the i th object, v i is the value of the ith object, p i is limited to 0 or 1, and W is the maximum weight capacity. By the mapping of Table 1 , we let the number of selected items be the number of CMUEs, the maximum weight capacity be the remaining RBs in the picocell, the value of item i be the released RBs for the macrocell if an MUE i joins a picocell, and the weight of item i be the required RBs from a picocell if an MUE i joins the picocell. It is proved that an n-MUE optimal selection problem is equivalent to a 0/1 knapsack problem.
Theorem 2: An n-MUE optimal selection problem is an NP-complete problem.
Proof: It is obvious that we can transform a 0/1 knapsack problem into an n-MUE optimal selection problem in polynomial time. Since the decision problem form of the knapsack problem is NP-complete [34] , the n-MUE optimal selection problem is an NP-complete problem.
Corollary 1: An n-PUE optimal selection problem is equivalent to a 0/1 knapsack problem.
Proof: The proof is similar to Theorem 1. Corollary 2: An n-PUE selection problem is an NP-complete problem.
Proof: This can be proved similar to Theorem 2.
B. APPLYING DYNAMIC PROGRAMING AND ANALYZING TIME COMPLEXITY FOR BOTH PROBLEMS
The picocell BS or the macrocell BS will decide the Modulation and Coding Scheme (MCS) and then calculate the RBs needed. We describe how to calculate RBs needed for a PUE and an MUE. Parameters in (7)- (11) are listed in Table 2 . In Table 2 , cell A or cell B can either denote a macrocell or a picocell. Table 3 denotes modulation schemes and codes rates are affected by CQI values [35] . Their RBs requirements can be calculated as follows:
• The RBs needed for a UE i in cell A selecting cell A:
.
• The RBs needed for a UE i in cell A selecting cell B instead:
We select some MUEs from a macrocell and move them to picocells when the loads in macrocells are high and the loads in picocells can accept more MUEs, or we select some PUEs from picocells to macrocells if picocells are overloaded and the loads in macrocells are able to accept more PUEs. The total allocated RBs for PUEs in a picocell can be calculated as
where N P is the total number of PUEs in a picocell and letter A in M AP i and Code rat e AP i denotes a UE originally in cell A, which can be a macrocell or a picocell.
Similarly, the total assigned RBs for MUEs in a macrocell can be calculated as follows:
where N M is the total number of MUEs in a macrocell and letter B in M BM i and Code rat e BM i denotes a user originally in cell B.
The remaining NPS RBs in a picocell is as in (11) .
where RB TTI is the total number of RBs for a Transmission Time Interval (TTI), and β is the ratio of ABS subframes (the mute ratio of the macro cell). That is, β = (the number of ABS subframes/total subframes). Similarly, the total remaining RBs for a picocell consisting of PS subframes and NPS subframes are as (12) .
That is, the remaining PS RBs in a picoaell is as in (13) .
And since a macrocell can only send data during NPS frames, the remaining NPS RBs in a macrocell are as follows:
Since both an n-MUE selection problem and an n-PUE selection problem are equivalent to a 0/1 knapsack problem, we can solve them in pseudo-polynomial time by dynamic programming [34] , [35] . In the following we will first apply dynamic programming to solve an n-MUE selection problem. Let D MM i (RBs) be the value for CMUE i connecting to the macrocell and D MP i (RBs) be the value for CMUE i connecting to the picocell. Given a set of n CMUEs numbered from 1 to n and a picocell BS with a total capacity of k available RBs, the total added RBs to the macrocell if the CMUE i choosing the picocell BS, C MP [i, k], are given as:
in which 0 ≤ k ≤ R P NPS(+)PS . The first condition of (15) means that if there are no CMUEs or no RBs, the value of C [i, k] is set to zero. The second condition of (15) states that if there are not enough RBs in the picocell for CMUE i, we cannot allocate CMUE i from the macrocell to the picocell. The third condition of (15) represents that there are enough RBs in the picocell for CMUE i. We switch CMUE i to become a PUE if the change of association will increase the value of C MP [i, k], the total RBs released for the macrocell.
Similarly, we can modify the dynamic programing of 0/1 knapsack problem to solve our n-PUE selection problem. Let D PP i (RBs) be the value for CPUE i connecting to the picocell BS and D PM i (RBs) be the value for CPUE i connecting to the macrocell. Given a set of n CPUEs and a macrocell with k available RBs, the total increased RBs to the picocell BS by choosing the macrocell, C PM [i, k], are given as
in which 0 ≤ k ≤ R M NPS . The time complexity of applying dynamic programing using (15) and (16) can be analyzed as follows [34] , [36] . Assume there are n CMUEs and R P NPS(+)PS RBs. To count
. That is, the computing of CMUE i is dependent on results from computing CMU (i − 1). To apply dynamic programing using (15) , a simple way is that we enumerate all CMUEs from CMUE 1 to CMUE n. Then for each CMUE i, the total number of consumed RBs is changed between 0 and R P NPS(+)PS . We begin with CMUE 1, increase RBs from 0 to R P NPS(+)PS, and store results for following computations of CMUE 2. Then we continue with CMUE 2 by results from calculating CMUE 1. We also change RBs from 0 to R P NPS(+)PS, and record results. The process is continued until we finish computing of CMUE n. Therefore, the time complexity of dynamic programing using (15) is O(n(R P NPS(+)PS )). Similarly, assume there are n CPUEs and R M NPS RBs. The time complexity of dynamic programing using (16) is O(n(R M NPS )).
C. DETAILS OF CSRA SCHEME
For the scenario of a macrocell and many picocells within it, the CQI report and loads are exchanged via x2 interface between a macrocell and picocells. If there are multiple small picocells, p 1 , p 2 , · · · , p i+j , which consist of i low-load picocells and j high-load picocells, where i, j ∈ N . We form two groups, low-load picocells which can accept more UEs and high-picocells which are overloaded and may seek help from the macrocell. Fig. 3 is the flowchart for a picocell BS to switch MUEs to PUEs. For the group of low-load picocells numbered from p l1 to p li , all picocell BSs can move their neighboring MUEs to PUEs in parallel. A picocell first receives CQI values from UEs. Then the picocell receives a CQI report from the macrocell. If there are remaining RBs within a picocell (R P NPS > 0) by (11), we enter a low-traffic algorithm (algorithm 1). A low-traffic algorithm moves some MUEs from the macrocell to the picocell. The picocell notifies selected MUEs and the Mobility Management Entity (MME) about the changes of association. If the RBs are not enough within a picocell, we also allocate PSs to the picocell. If there are remaining RBs within the picocell (R P NPS+PS > 0) after adding the allocation of PSs to the picocell by (12), we still enter the lowtraffic mechanism. The picocell also notifies selected MUEs and MME about the changes of association. Note that δ p (t) in Definition 3 can be either R P NPS or R P NPS+PS . Otherwise, the picocell sends a CQI report and a signal to the macrocell for a high-traffic algorithm (Algorithm 2). Fig. 4 is the flowchart for a macrocell BS to switch PUEs from overloaded picocell BSs to MUEs. The macrocell first collects received CQI values from PUEs and sends a CQI report to picocells within the macrocell. Then the macrocell waits for CQI reports and traffic loads from those overloaded picocells. The loads of the picocells are used later for deciding to move how many PUEs within each picocell. Then the macrocell sorts overloaded picocells from high to low in accordance with loads: p h1 , p h2 , · · · , p hj , and moves PUEs for picocell BSs from high to low sequentially. That is, we serve picocell p h1 first if there are RBs in the macrocell to ease picocell p h1 from overloaded condition, and then we serve picocell p h2 if there are remaining RBs in the macrocell to ease picocell p h2 from overloaded condition, and so on. For each picocell, if there are remaining RBs within the macrocell (R M NPS > 0) by (14), we enter the high-traffic algorithm (algorithm 2) and notify selected PUEs and MME for switching connections to the macrocell. If there are no available RBs or all overloaded picocells are processed, the high-traffic algorithm is terminated.
Note that in Fig. 3 we allocate MUEs to PUEs until there are no available RBs within the picocell or until there are no switchable MUEs within the picocell. That is, the allocation is stopped only when we cannot switch more MUEs to the picocell. In Fig. 4 , the allocation of PUEs to the MUE is stopped whenever the picocell is not overloaded, even if we can switch more PUEs to the MUE. The flowchart for a macrocell BS in Fig. 3 is consistent with the principle of deploying picocell BSs for sharing loads with the macrocell, and the flowchart for a macrocell BS in Fig. 4 is for load balancing, whereas keeping the principle of deploying picocell BSs for sharing loads with the macrocell.
Algorithm 1 shows the low-traffic algorithm, which is used for mitigating the load of a macrocell when there are available RBs within the picocell. A low-traffic algorithm moves some MUEs to a picocell. We input two parameter values, the set of N MUEs near the picocell S M N and the set of W remaining RBs in the picocell R P w . We output an approximation solution, C S M N , R P w . For each MUE i, we calculate the RBs requirement for an MUE i in the macrocell (D MM [i]) using (7) (15) (line 7, Algorithm 1). Then we output the approximation solution. From section B, we can see that the time complexity of Algorithm 1 is O( S M N R P w ). Algorithm 2 shows the high-traffic algorithm, which is used for mitigating the load of a picocell when there are available RBs within the macrocell. A high-traffic scheme
end
moves some PUEs from a picocell to the macrocell so that the picocell will not be overloaded. We input the set of N PUEs, S P N , and the set of remaining RBs in the macrocell, R M w , and output an approximation solution, C S P N , R M w , and i, j. We calculate the number of RBs for a PUE staying in the picocell (D PP [i]) using (7) and the number of RBs for a PUE to change to an MUE (D PM [i]) using (8) (line 2, Algorithm 2). The termination condition of Algorithm 2 is different from Algorithm 1. We test if the picocell i has left the overloaded condition using (13) (line 12, Algorithm 2). Algorithm 2 is terminated and the approximation solution is returned as long as there are available PS frames in the picocell which means picocell i is not overloaded (line 15, Algorithm 2). Only when the picocell is still overloaded do we move a PUE to become an MUE. This is to ensure we do not switch too many PUEs to the macrocell. If the returned values (i, j) is not equal to ( S P N , R M w ), we know the picocell cell has left the overloaded condition. The rest of high-traffic algorithm is similar to Algorithm 1. The time complexity of Algorithm 2 is O( S P N R M w ).
D. SIGNALING FOR CSRA SCHEME
The signaling for CSRA is shown in Fig. 5 . There may have many UEs and picocells within a macrocell and we only show a PUE, an MUE, and a picocell here for simplicity. Fig. 5(a) shows the signaling when the remaining RBs in the picocell are enough and we call the low-traffic algorithm. Fig. 5(a) consists of six steps. 1) Each UE reports its CQI to its nearby picocell and macrocell.
2) Both the picocell and the macrocell collects the CQI feedbacks from PUEs and MUEs.
3) The macrocell sends a CQI report, which includes CQI values of nearby MUEs that can be switched to the picocell. By CQI feedbacks, the picocell can use (8) to decide how many RBs needed for a MUE connecting to the picocell,
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and can use (7) to calculate how many RBs released for the macrocell.
4) The picocell decides if low-traffic algorithm is applied using (12) , which means there are remaining RBs in the picocell so we can offload some UEs from the macrocell.
5) If we can apply low-traffic algorithm, the picocell sends a large bias value to the selected MUE to force the MUE to connect to the picocell, and sends a message to notify the Mobility Management Entity (MME) about the change.
6) The selected MUE connects to the picocell and becomes a PUE, and the MME handles the update. Fig. 5(b) shows the condition when the remaining RBs in the picocell are not enough such that the picocell BS is overloaded. Fig. 5(b) consists of eight steps.
1)−4) are the same as Fig. 5 (a) . 5) If a picocell is overloaded, the picocell sends a CQI report of PUEs connecting to the macrocell. By CQI feedbacks, the macrocell can use (8) to decide how many RBs needed for a PUE connecting to the macrocell, and can use (7) to calculate how many RBs released for the picocell.
6) Then if the condition of high-traffic algorithm is satisfied by (14) and the picocell is overloaded by (12) , the macrocell calls the high-traffic algorithm to offload some PUEs from the picocell to the macrocell. 7) If a PUE is selected to connect to the macrocell, the macrocell sends a message to inform the selected PUE to switch to the macrocell, and the macrocell also sends a message to the MME to inform the change. We can either explicitly notify the selected PUE to connect to the macrocell or we can send a negative bias value to force the PUE to connect to the macrocell. 8) The PUE connects to the macrocell and becomes an MUE, and the MME updates the change of the connection.
V. SIMULATIONS
We use LTE-sim [37] to simulate our results. The simulation parameters are listed in Table 4 . There are five MHz of bandwidth for the allocation 25 RBs. One macrocell and two picocells denoted as picocell 1 and picocell 2 are simulated. The radius of a macrocell is 500 m and the radius of a picocell is 150 m. The transmission power for a macrocell and a picocell is set to be 46 dBm and 30 dBm, respectively. The ABS ratio is set to be 50 percent. The number of UEs is varied between 20 and 100 with a gap of 10. Each UE generates a Constant Bit Rate (CBR) flow of 32 kbps and a video flow of 128 kbps. Proportion fair scheduling is adopted. We compare our scheme with CRE of bias value 3, bias value 6, and bias value 9. We will call them CRE_Biased_3, CRE_Biased_6, and CRE_Biased_9, respectively. To understand the effect of UE distributions to the performance, two sets of simulation scenarios are explored. In the first scenario, 80 percent of UEs move between picocell 1 and the macrocell and 20 percent of UEs move between picocell 2 and the macrocell. In the second scenario, 50 percent of UEs move between picocell 1 and the macrocell and 50 percent of UEs move between picocell 2 and the macrocell. The speed of UEs is 30 km/h. The direction of UE movement is generated randomly and whenever a UE touches the boundary of a cell, the UE will change its direction and move in the opposite direction. The following three parameters are simulated.
• Packet loss rate p l : packet loss rate p l is the number of packets not correctly received divided by the number of total transmitted packets. Packet loss rate
, where r i is total number of packets correctly received by the UE i and s i is total number of packets sent to UE i, and n is the number of UEs.
• Average UE goodput u ag : Average UE goodput u ag represents the correctly received data rates by all UEs divided by total UEs. That is, average UE goodput u ag = n i=1 r i n * no. of bits packet .
• Average UE delay u ad : Average user delay u ad denotes average delay of all UEs. We only count packets correctly received. We first show the results of scenario 1, in which 80% of UEs move between picocell 1 and the macrocell. Fig. 6 shows that our scheme has higher average user goodput than all other three schemes for picocell 1 when there are more than VOLUME 6, 2018 70 users. The order from high to low is our proposed scheme, CRE_Biased_3, CRE_Biased_6, and CRE_Biased_9. The CRE_Biased_9 scheme has the lowest average user goodput because it moves the most number of UEs from the macrocell to the picocell 1. The CRE_Biased_6 scheme has the second lowest average user goodput and moves more UEs from the macrocell to the picocell 1 than the CRE-Biased_3 scheme. Our scheme is not bound to a fixed bias value for selecting UEs from the macrocell to the picocell 1. As a result, our scheme can maintain a goodput for the picocell 1 when UE number increases. The trend of average user goodput for CBR traffic or video traffic is similar and is not shown here. Fig. 7 shows the packet loss rate of picocell 1 for four schemes. Our scheme has the lowest packet loss rate, followed by CRE_Biased_3, CRE-Biased_6, and CRE_Biased_9, respectively. This figure shows that using a fixed bias value can lead to moving inappropriate UEs to picocell 1 and thus causing a high packet loss rate for the picocell 1. Our scheme has much lower loss rate compared to other three schemes because we move an MUE in the macrocell to become a PUE in the picocell 1 only when there are enough RBs in the picocell 1. On the other hand, other three schemes move MUEs to the picocell 1 solely depending on the bias value without referring to available RBs within the picocell 1. Now we show the average user goodput of picocell 2 in Fig. 8(a) and total user goodput of picocell 2 in Fig. 8(b) . For the average user goodput, since there are only 20% of UEs between picocell 2 and the macrocell, PUEs have enough bandwidth in picocell 2 and maintain a stable goodput value of around 160 kbps, which is the combined traffic of one CBR flow (32kbps) and one video flow (128kbps). The difference of four schemes is shown in total goodput. For CRE_Biased_3, CRE_Biased_6, or CRE_Biased_9, the MUEs moved from the macrocell to the picocell 2 are uniquely limited by the bias value although the picocell 2 is able to accept more MUEs from the macrocell to the picocell 2 without degrading the performance of individual PUE in the picocell 2. Our scheme instead can allocate more MUEs to the picocell 2 and still maintain a stable goodput for each PUE. As a result, our scheme has the highest total goodput for picocell 2. The order from high to low is our scheme, CRE_Biased_9, CRE_Biased_6, and CRE_Biased_3. Fig. 9 shows the average user goodput in the macrocell. CRE_Biased_9 scheme has the best goodput but scarifies the average user goodput of picocell 1 (Fig. 6 ). In this scenario 1, our scheme decides that the load in the picocell 2 is low so more MUEs can be associated with the picocell 2, and the load in the picocell 1 varies between high and low so UEs are adaptively associated with the picocell 1 or the macrocell. As a result, in the macrocell the goodput of our scheme is still better than CRE_Biased_6 scheme and CRE_Biased_3 scheme but is not as high as CRE_Biased_9 scheme. Fig. 10 shows simulated results of packet loss rate of the MUEs. CRE_Biased_9 scheme has the lowest packet loss rate, our scheme has the second lowest packet loss rate, CRE_Biased_6 scheme ranks the third in the packet loss rate and CRE_Biased_3 scheme has the worst packet loss rate. An interesting point is that as the number of UEs grows from 50 to 90 UEs, our scheme intelligently allocates more UEs to picocells and has the trend of narrowing the difference in packet loss rates with the CRE_Biased_9 scheme. As shown in Fig. 11 , our proposed scheme has the lowest average delay of all UEs in the macrocell and picocells. Our proposed scheme effectively balances the loads between the macrocell and picocells. We again find that a fixed bias value is not able to dynamically adjust to changing network conditions. For CRE_Biased_3 scheme, it has a higher average delay time than our scheme because there are high packet loss rates for MUEs in the macrocell (Fig. 10) , and not enough MUEs are switched to the picocell 2 ( Fig. 8(b) ). On the other hand, for the CRE_Biased_9 scheme the cause of long average delays is the large loss rates of PUEs in the picocell 1 (Fig. 7) since many MUEs are switched to the picocell 1 to ease the load of the macrocell. The same argument explains that the average delay of the CRE_Biased_6 scheme falls between the CRE_Biased_3 scheme and the CRE_Biased_9 scheme.
In the second scenario, we assume that 50 percent of UEs move between picocell 1 and the macrocell and 50 percent of UEs move between picocell 2 and the macrocell. This negative effect of allocating too many UEs to picocells by the CRE_Biased_9 scheme and the CRE_Biased_6 scheme can be seen in Fig. 12 . Fig. 12 shows average user goodput of picocell 1 versus number of UEs between 20 and 100. The average goodput of our scheme does not degrade as many as the other three schemes when the number of users increases. The CRE_Biased_9 scheme, CRE_Biased_6 scheme, and CRE_Biased_3 scheme begin to degrade quickly when the number of users is increased to 40, 50, and 60, respectively. The figure of average goodput for the Picocell 2 is not shown here since it also follows a similar trend. Fig. 13 is average macrocell user goodput versus number of UEs. It shows that a larger bias value will lead to a better goodput for the macrocell. Our scheme does not allocate as many MUEs to two picocells as the CRE_Biased_9 scheme and CRE_Biased_6 scheme when UE number is high. Fig. 14 shows average user goodput versus number of UEs. Our proposed scheme performs better than other three schemes when UE number is more than 70 and is competitive with the other three schemes when UE number is between 20 and 70.
VI. CONCLUSIONS
An n-PUE optimal selection problem and an n-MUE selection problem are defined for the association of UEs between picocells and macrocells. We show that both an n-PUE optimal selection problem and an n-MUE selection problem are equivalent to a 0/1 knapsack problem, and therefore we can solve them in pseudo-polynomial time by dynamic programming. Then we propose a CSRA scheme to associate UEs between picocells and macrocells effectively. Our objective is to offload the most number of RBs for a macrocell without overloading picocells within the macrocell. Simulation results show that our proposed scheme performs better than schemes with fixed bias values in terms of goodputs, loss rates, and delays. This is because our proposed scheme considers cell loads and dynamically adjusts to network conditions for associating UEs.
