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M -quantile estimators are a generalised form of quantile-like M -estimators intro-
duced by Breckling and Chambers (1988). Quantiles are a type of M -quantile based
on the least absolute deviation, and the lesser known expectiles are based on least
squares. So just as the median and mean are types of M -estimators, the quantile
and the expectile are types of M -quantile estimators. Another type of M -quantile
is based on the Huber estimator which utilises a tuning constant that adjusts the
robustness of the estimator in the presence of outliers. The tuning constant pro-
vides an intermediary estimator between the quantile and the expectile. With this
robustness property, the mild distributional assumptions of M -estimation, and the
quantile-like framework; altogether it makes these Huber M -quantile estimators very
versatile.
Huber M -quantiles are not scale-equivariant, hence a nuisance scale parameter
is required. Different estimates of this scale parameter can lead to substantial dif-
ferences to the M -quantile estimates hence it is important to investigate the role
and cause of these differences. Four scale estimators were investigated, including
the most commonly used M -quantile scale estimator, a ‘naive’ median absolute de-
viation (MAD), which was found to be erroneously generalised to M -quantiles. A
second proposed scale estimator using maximum likelihood was shown to be non-
robust and unsuitable for general M -quantile estimation. Two scale estimators were
found to be more suitable; the ‘corrected’ MAD and a new estimator which is pro-
posed based on the method of moments (MM). Each of these methods was shown
to perform better than the naive MAD estimator and were comparatively similar
to each other. Furthermore, it was highlighted that the corrected MAD estimator
was unaffected by changes to the tuning constant which is useful. The MM scale
estimator provides an appropriate alternative.
Although M -quantile estimation had already been extended to binary data,
there had yet to be a further extension to M -quantiles for categorical data. A
method is presented which enables this application to categorical data. Instead of
generalising the pre-existing binary M -quantile estimation method to categorical
data, first a simpler definition of binary M -quantiles is proposed. This results in
a simple relationship between the probability and the M -quantile of binary data,
iii
iv
and the estimates are comparable in performance to the pre-existing estimates.
The main advantage of the proposed method is that it can be easily generalised
to categorical data. Estimates of the categorical M -quantile can be made through
estimates of categorical probabilities through a multinomial logistic model. This
categorical M -quantile method was shown to perform well in small area estimation
with contaminated data, as well as computationally efficient relative to the other
categorical methods in small area estimation.
In order to widen the applications of M -quantiles some new methods are pro-
posed utilising M -quantile q-scores. These q-scores provide ordered indices cor-
responding to where observations lie on the conditional distribution, and are fun-
damental to the use of M -quantiles in small area estimation. It is shown that
the q-scores are actually values from a distribution function related to the data
distribution and the influence function. Through an understanding of this rela-
tionship an inverse M -quantile function can be derived which has useful properties
for use in model diagnostics. Methods which utilise these q-scores and this inverse
M -quantile function are proposed for assessing normality of regression residuals,
identifying distributional characteristics of the residual distribution, variable selec-
tion, and calculating an optimal tuning constant with contaminated data. Following
these diagnostic tools some further diagnostic plots are shown to help verify when
M -quantile regression estimates are appropriately fitted in practice.
The methods in this thesis advance M -quantile estimation methods and en-
hances the potential to be used in practice more widely.
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M -quantiles are a generalised form of quantile-like estimators introduced by Breck-
ling and Chambers (1988). They are a specific type of M -estimator which utilise a
‘quantile-like’ loss function. Quantiles are a type of M -quantile based on the least
absolute deviation, and the lesser known expectiles are based on least squares. So
just as the median and mean are types of M -estimators, the quantile and the ex-
pectile are types of M -quantile estimators. M -quantiles are not bound to just these
two types, and can include a broad range of different loss functions. One such func-
tion is the Huber loss function. Huber M -quantiles utilise a tuning constant that
can adjust the robustness of the estimator in the presence of outliers. Hence these
M -quantiles offer versatility and flexibility with these ‘quantile-like’ and robustness
properties. Further details of their technical framework are presented in the next
chapter.
Huber M -quantile regression models have predominantly been applied in the
area of small area estimation (SAE). Though, since M -quantiles are so flexible and
not well known they have capacity to be useful in new applications in other statistical
areas. As data analysis problems continue to diversify in scientific fields there must
also be a diverse range of statistical methods which can address the problem. If M -
quantile research continues to advance then it increases the potential for development
of the estimators which in turn will diversify their applications.
M -quantile estimators offer a unique way of capturing heterogeneity of groups.
Capturing group effects is usually done through random-effects models which dis-
tinguish between groups via a latent variable. However an ensemble of M -quantile
models can also capture group effects by indexing each unit, which will cluster
together if they share relevant group-level characteristics. This clustering can be
captured through an ‘averaging’ of these indices, which then offers group-level in-
dices which capture the group effect. The advantage of this method is that it does
not require any random effects and hence distributional assumptions. This high-
lights one of the main advantageous features of M -quantile models and why it is
1
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worthwhile for these methods to be advanced, as this thesis intends to do.
Naturally M -quantiles have shortfalls too, which also need to be addressed. Per-
haps the most considerable shortfall is their lack of interpretability. Estimators like
the mean, median, and quantile are well understood and are intuitively conceivable
to general audiences. However M -quantiles are certainly not. And this is not just
due to a lack of familiarity due to their relatively recent introduction to the liter-
ature, but more so due to the lack of intuitiveness. This is a considerable barrier
to the advancement of M -quantiles in practice, regardless of their usefulness as a
statistical tool.
The aims of this thesis are threefold; firstly to strengthen the theory of the cur-
rently established M -quantile methods, second, to diversify the possible applications
to different data types, and thirdly, to enhance the usability and interpretability of
M -quantiles for the general domain. Hence the overall aim is to make advances
in M -quantile estimation which will strengthen and further the applicability of the
methods in practice.
Chapter 2 of this thesis provides a thorough background to M -quantile estima-
tion. A brief introduction to robust estimation via M -estimation is presented before
defining M -quantiles and their characteristics. The developments of M -quantile re-
gression models for various data types including continuous, binary and count data
are then described. Furthermore, their use in SAE is outlined and further details are
presented on how M -quantiles uniquely capture group-level effects using q-scores.
The information in this chapter provides the context, terminology and background
required for the subsequent chapters.
Chapter 3 addresses the first of the three aims in strengthening the theory of
current M -quantile estimation by focussing on the nuisance M -quantile scale pa-
rameter. To ensure that Huber M -quantiles are scale equivariant a scale parameter
is required which must be simultaneously estimated with the M -quantile estimate.
This chapter assesses the scale estimators which are currently employed and chal-
lenges their appropriateness. One further M -quantile scale estimator is proposed
using the method of moments and a distribution with a close relationship to M -
quantiles called the asymmetric least information distribution. The suitability of
the current and proposed M -quantile scale estimators are assessed based on differ-
ent criteria in a range of different contexts using simulations and real data. Finally
the scale estimators are discussed highlighting the advantages and disadvantages of
each estimator, with a final suggestion on the best estimator for M -quantile estima-
tion.
Chapter 4 addresses the second aim of diversifying the applications of M -
quantiles to different data types. In this chapter a method to apply M -quantile
estimation to categorical data is presented. No such estimators have been intro-
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duced to the literature, so this presented M -quantile estimator is the first for data
where the response variable is multi-category. The conceptual difficulty of this M -
quantile extension is discussed and an alternative approach to binary data is also
presented. The generalisation of this new binary M -quantile approach to categor-
ical data is shown and its characteristics explored. An approach to SAE using
categorical M -quantiles is then detailed, with an extensive simulation study to as-
sess the performance and also to compare it to SAE methods which use multinomial
random-effects models.
The third and last of the thesis aims is addressed in chapter 5 where the us-
ability and interpretability of M -quantile models is improved. The primary focus of
this chapter is on q-scores, which are unit-level indices calculated from M -quantile
models and used for SAE. The distributional characteristics of q-scores are explored
extending research by Jones (1994). It is then shown how these characteristics can
be used to determine an ideal choice of tuning constant, how to assess normal-
ity and also assess conditional distributions more generally for regression models.
Lastly some diagnostic plots using q-scores are suggested with examples from various
different data applications.
Finally chapter 6 summarises the findings of the preceding chapters and draws
conclusions from them. Following this, future research areas for M -quantiles are
discussed which will continue the advancements of M -quantile estimation beyond
this thesis.
Chapter 2
Background and literature review
2.1 M-estimation
Robust estimation is an area of statistics which uses estimators that are robust to
violations to certain underlying inferential assumptions. Many common statistical
techniques require strong assumptions of the distribution, randomness or indepen-
dence of the data. It is the relaxation of the distributional assumptions which is often
the primary focus in robust estimation, particularly through dealing with the effects
of outliers and small sample sizes. Although robust estimators are useful when the
assumptions cannot be made reliably, the downside is that the estimators may lack
efficiency or may be biased. An appropriate estimation technique should be utilised
which sensibly takes into account this trade-off using any available information.
Robust estimation was theoretically formalised by Huber (1964) as a general
estimating approach called M -estimation (‘maximum likelihood type’ estimation).
M -estimation involves the minimisation of a loss function ρ(·) such that the M -
estimator θ̂ is the solution to:









In most cases where ρ(·) is differentiable and convex, it is easier to solve using the
influence function ψ(y; θ) = ∂
∂θ





ψ(yi; θ̂) = 0 (2.2)
where θ̂ is the estimator of θ defined by the functional:
E[ψ(Y ; θ)] =
∫ ∞
−∞
ψ (y; θ) f(y)dy = 0. (2.3)
4
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This functional equation represents a population moment condition from which es-
timation is performed with sample data using equation 2.1 or 2.2.
M -estimators cover a broad class of estimators. Of particular interest are loca-
tion M -estimators which have the form:













ψ(yi − θ̂) = 0. (2.5)
Common examples of these locationM -estimators include the sample mean ρ(y; ȳ) =
(y − ȳ)2, the sample median ρ(y; ỹ) = |y − ỹ|, and maximum likelihood estimation
ρ(y; θ) = − log f(y; θ) (which is not restricted to location estimates).
The concept of robustness is a broad one. So it is worth clarifying that robustness
in the context of M -estimation implies a resistance to the influence of outliers.
The influence function, as the name would suggest, influences the degree in which
observations are weighted. If an M -estimator down-weights outliers which could
otherwise have a significant effect on the estimate, then it is robust. More accurately,
an M -estimator is recognised as being robust to outliers if the influence function is
a bounded function. A bounded influence function ensures that arbitrarily large
outliers do not over-influence the estimate. Hence since the estimate is less sensitive
to such outliers, it is said to be robust.
Huber (1964) introduced a now widely used robust M -estimator for location
with the loss function:




, if |y − θ| < k
k|y − θ| − k
2
2
, if |y − θ| ≥ k
(2.6)
which is expressed as the influence function:
ψk(y − θ) =
{
y − θ, if |y − θ| < k
ksgn(y − θ), if |y − θ| ≥ k
(2.7)
or alternatively, ψk(y−θ) = max[−k,min(y−θ, k)], where k is a pre-selected tuning
constant. This influence function is known as Huber’s influence function, and it
down-weights observations that exceed the intervals set by the tuning constant k.
In this context, these observations that are down-weighted are said to be ‘Huberised’.
The Huber estimator is convenient because it is equivalent to the mean when k →∞
and the median when k → 0, hence the tuning constant can flexibly control the
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robustness of the estimate. The Huber estimator is outlier-robust if k is finite. A
common choice of k in practice is 1.345 as it represents the point of 95% efficiency
under a standard normal distribution.
Huber (1964) shows that M -estimators have desirable asymptotic properties
under certain conditions, including asymptotic normality and a defined asymptotic
variance. However a notable limitation of M -estimators is that in general they are
not scale-equivariant, i.e. θ(ax1, . . . , axn) 6= aθ(x1, . . . , xn), unless coupled with a
scale parameter. Hence generally a simultaneous estimate of scale is required for M -








where σ is the scale parameter. The consequence of ensuring scale-equivariance
is that this nuisance scale parameter must also be estimated. However some M -
estimators including the mean and median are naturally scale-equivariant hence do
not require a scale parameter.
Huber extended these M -estimation methods to regression (Huber, 1973). Let
(yi,xi; i = 1, . . . , n) be observed data with yi the response variable and x
T
i =
(xi,0, . . . , xi,p) be the i-th row of the n × (p + 1) design matrix. Set xi,0 = 1 ∀i
to represent the intercept, and all other columns represent the explanatory variables




ψ(yi − xTi β̂)xi = 0
where β̂T =
(
β̂0, . . . , β̂p
)
is the p-vector of regression coefficients.
Regression M -estimators are equivalent to a weighted least-squares estimation
approach to regression, if we define the weights to be:
wi =
ψ(yi − xTi β̂)





wi(yi − xTi β̂)xi = 0.
This can be solved by first selecting an initial trial coefficient β̂[0] which is then used
to calculate initial weights. Standard weighted least squares procedures can then be
used to get an updated estimate of the regression coefficient β̂[1]. Recalculating the
weights and iteratively repeating this process will eventually converge on a solution
for β̂. This process is known as iteratively reweighted least-squares (IRLS).
Using this M -estimation framework for regression, outlier-robust influence func-
tions could be used in applications with heavy-tailed residual distributions. Bassett
and Koenker (1978) describes the least absolute deviation (LAD or L1) regression
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estimator which estimates the conditional median. And following this, the least me-
dian of squares (LMS) and least trimmed squares (LTS) were proposed by Rousseeuw
(1984).
LAD regression for the median was generalised to all quantiles by Koenker
and Bassett (1978). Quantile M -estimators are defined as the minimisation of the
following loss function where Qq is the q-th quantile estimator:
ρ(Q)q (y −Qq) = 2
[
(1− q)Iy≤Qq + qIy>Qq
]
|y −Qq| (2.8)
where q ∈ (0, 1), and I is an indicator function. For the linear regression case where
Qq(xi) = x
T
i βq the quantile regression coefficient βq is estimated by:






ρ(Q)q (yi − xTi βq)
)
(2.9)
which can be solved using linear programming methods. Note that IRLS is not pri-
marily used for quantiles because the influence function ψ
(Q)
q (·) is not continuous so
convergence is not guaranteed using this method. The uniqueness of the solution for
equation 2.9 is not guaranteed, but this shortfall is generally not an issue. Quantile
regression remains to be a useful and widely used tool.
A common criticism of quantile regression is that with different values of q,
crossing over can occur. Hence for a given xi and two quantiles of interest, q1 and q2,
where q1 < q2, then the resulting quantile estimates Qq1(xi) > Qq2(xi) can feasibly
occur. This is problematic because clearly it is theoretically impossible for quantiles
to do this. However there have been a number of methods introduced to deal with
this problem. See Koenker (1984), He (1997) and Chernozhukov, Fernández-Val,
and Galichon (2010) for an introduction to some of the more common methods.
Quantile regression has become increasingly popular due to the intuitive ap-
proach to estimating not just the centre of the conditional distribution, but the entire
distribution. The mathematical and asymptotic theory of the quantile estimators
has continued to grow and many fields have utilised the methods in practice, includ-
ing economics, ecology, finance and epidemiology. The initial frequentist approach
to quantile regression was also extended to a Bayesian approach by Yu and Moyeed
(2001). This was done by assigning the asymmetric Laplace distribution (ALD) as
the likelihood function and an improper uniform as the prior distribution. The ALD
is employed because the minimisation of equation 2.9 is equivalent to the maximum
likelihood estimate under an ALD assumption, i.e. f(y;Qq) = exp[−ρ(Q)q (y − Qq)]
where f(·) is the ALD density function. Bayesian approaches to quantile regression
have since developed widely also.
A quantile-like extension was later proposed which does guarantee unique so-
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lutions, but at the expense of losing robustness (Newey and Powell, 1987). These
were named expectiles, with µq being the q-th expectile where q ∈ (0, 1). Just as
quantiles are a generalisation of the median, expectiles are a generalisation of the
mean. The loss and influence function for an expectile are respectively given by:
ρ(E)q (y − µq) = 2
[
(1− q)Iy≤µq + qIy>µq
]
(y − µq)2 (2.10)
and
ψ(E)q (y − µq) = 2
[
(1− q)Iy≤µq + qIy>µq
]
(y − µq). (2.11)
So the expectile is merely the L2 version of the quantile, and it can be solved
through IRLS as the influence function is continuous. Though expectiles have less
of an intuitive interpretation compared to quantiles, expectiles still provide quantile-
like estimates with guaranteed uniqueness, greater efficiency and simpler algorithms.
However, since the expectile influence function is unbounded, expectile estimation
is not robust.
Newey and Powell (1987) show the usefulness of expectiles in testing for het-
eroscedasticity and conditional symmetry of the conditional distribution. Since then
many other contributions have been made to expectile methods, and like quantiles,
continue to develop and widen its applicability and theoretical properties.
2.2 M-quantiles for continuous data
Breckling and Chambers (1988) further generalised this idea of quantile-like esti-
mators explicitly to an M -estimation framework. So an M -quantile (Mq) is the
M -estimator that exhibits the following loss function:
ρq(y −Mq) = 2
[




ψq(y −Mq) = 2
[
(1− q)Iy≤Mq + qIy>Mq
]
ψ(y −Mq) (2.13)
where ρ(·) and ψ(·) can be any appropriate loss or influence function. Hence the
population q-th M -quantile is the solution to:∫ ∞
−∞
ψq (y −Mq) f(y)dy = 0. (2.14)
So M -quantile estimators can be considered a type of estimator where the loss
or influence function has this ‘quantile-like’ structure. The functions within this
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structure, ρ(·) and ψ(·), are open to specification, e.g. ψ(y−Mq) = y−Mq specifies
the expectile. Additionally to quantiles and expectiles, M -quantiles using Huber’s
influence function have been introduced. This Huber M -quantile (Mq,k) requires a
pre-selected q and k and the influence function is given by:
ψq,k(y −Mq,k) = 2
[








−(1− q)k, if y −Mq,k ≤ −k
(1− q)(y −Mq,k), if − k < y −Mq,k ≤ 0
q(y −Mq,k), if 0 < y −Mq,k < k
qk, if y −Mq,k ≥ k.
(2.16)
This ψq,k(·) influence function is used throughout the thesis and maintains this
definition in all instances. It follows from equation 2.15 that the sample Huber




ψq,k(yi − M̂q,k) = 0 (2.17)
and is solved using IRLS as previously described.
M -quantiles based on the Huber influence function can be thought of as robust
expectiles. As previously mentioned, the Huber influence function is favourable as
it provides a tuning constant k which provides a balance between the robustness
and the efficiency of the estimator. It also provides an intuitive middle ground
between the expectile (where k →∞) and the quantile (where k → 0), as depicted
in Figure 2.1. With any finite choice of k, the influence function remains bounded
hence remains robust, and additionally unique solutions are guaranteed through
IRLS. It should be noted that M -quantile regression suffers the same problem of
crossing over as quantile regression does. This ongoing problem with quantile-like
regression approaches is not addressed, but it is worth keeping in mind this shortfall.
Throughout the remainder of the thesis the term ‘M -quantile’ will imply a Huber
M -quantile unless otherwise stated, and the q-th M -quantile with tuning constant
k will be denoted as Mq,k. Furthermore, the M -quantile estimator or M -quantile
estimates may sometimes be referred merely as the M -quantile or M -quantiles. This
is done to be concise, and only when the context makes the distinction clear.
Breckling and Chambers (1988) also extended M -quantile estimation to the
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M−quantile (q = 0.5, k = 1.5)
Mean
Figure 2.1: The median and mean of an asymmetric distribution with
Mq=0.5,k=1.5 in between.
regression case, where M̂q,k(xi) = x
T








xi = 0. (2.18)
While some M -estimators such as the quantile and expectile are naturally scale-
equivariant, M -quantiles are not. To ensure the estimator is scale-equivariant it is
necessary to include a scale parameter σq,k. This parameter must then be simulta-









xi = 0. (2.19)
It is desirable for this scale estimator to also be outlier-robust to maintain the overall
robustness of the M -quantile estimator.
One common robust scale estimator (along with the inter-quartile range) is the
median absolute deviation (MAD). The MAD was introduced to robust statistics
by Hampel (1974) and since then it has been a popular choice in robust estimation








where medi() is the median estimator of all i observations in the sample, and
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Φ−1(3
4
) ≈ 0.6745 ensures the MAD is consistent with the standard deviation of
a normal distribution. The MAD estimator is intuitive for symmetric distributions
because it is proportional to the length of the smallest symmetric interval around
the median that includes 50% of the observations.
The first proposal of a scale estimator for M -quantile regression, which has since
been widely accepted, was suggested by Chambers and Tzavidis (2006) which makes
use of the MAD estimator:
σ̂q,k =





which essentially aims to find the MAD of the residuals. However, this MAD es-
timator of the residuals is not actually the traditional MAD expression. The full
MAD expression from equation 2.20 applied to the residuals would be:
σ̂q,k =





The difference between these two expressions of σ̂q,k is that Chambers and Tzavidis
(2006) has assumed that medi(yi − xTi β̂q,k) = 0. This assumption is common
when estimating the mean or median because the corresponding residuals will centre
around zero when the residual distribution is symmetric. However in M -quantile
estimation when q 6= 0.5 the residuals will not be centred around 0 since estimates
all across the residual distribution are made. Hence the assumption that medi(yi −
xTi β̂q,k) = 0 cannot be justified, meaning that the corrected MAD estimator in
equation 2.22 should be the more appropriate choice over the ‘naive’ estimator in
equation 2.21. It remains to be seen in chapter 3 what consequences making this
improper assumption has on the M -quantile estimator.
The importance of the scale parameter in M -quantile estimation is not limited to
just ensuring equivariance. The scale parameter also has a role in which observations
are Huberised by the tuning constant k. Since the role of the scale parameter is to
standardise the observations, it affects which observations fall outside the tuning
constant threshold and are consequently Huberised. More explicitly, residuals are
Huberised when: ∣∣∣∣∣yi − M̂q,k(xi)σ̂q,k
∣∣∣∣∣ ≥ k.
which is equivalent to ∣∣∣yi − M̂q,k(xi)∣∣∣ ≥ kσ̂q,k. (2.23)
Hence it is important that the estimator of the scale parameter is sensibly chosen to
allow for appropriate Huberising by k. The effect that different scale estimators have
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on the M -quantile estimator is also explored in chapter 3, including a comparison
between the naive and corrected versions of the MAD scale estimator.
2.2.1 Applications of M-quantiles using q-scores
Until recently, there were rather few published accounts of any development or
applications of M -quantile regression models. One of the earlier and more impor-
tant applications of M -quantiles was introduced by Kokic et al. (1997). This paper
applied M -quantile regression to obtain performance measures which had very prac-
tical uses. The data set used to exhibit this was measuring farm productivity across
different farm variables. The response variable of interest was the gross returns
from each farm, measured against five covariates: labour, land, livestock, capital
and materials. The performance measure for the i-th farm could be found from the
M -quantile regression model through finding the value q∗i which solves:
Mq∗i ,k(xi) = yi.
These q∗i performance measures have since been referred to as M -quantile coeffi-
cients, q-values and q-scores; the latter will be used throughout this thesis. These
q-scores can be thought of as ordered indices between 0 and 1, where the higher
the q-score the higher yi lies on the conditional distribution given xi. The q-scores
derived using quantile regression will represent which quantile corresponds to the
observation yi on the conditional distribution, hence in this case the q-scores would
be uniformly distributed. More generally, q-scores from M -quantiles can be viewed
as similar indices of yi given xi, but not necessarily uniform.
The q-scores can be calculated by first calculating the M -quantile estimates for
a uniform grid of q, e.g. q = 0.001, . . . , 0.999. In general, fitting M -quantile models
across a range of q is referred to as ensemble modelling, and is often implemented
since specific values of q are rarely of interest, except of course q = 0.5. So a fitted
ensemble M -quantile model across a grid of q will give fitted values M̂q,k(xi) for
each xi. The i-th q-score can be found quite simply by selecting the value q̂
∗ in
which M̂q̂∗,k(xi) is closest to yi. If the M -quantile crossing over problem occurs this
will affect the credibility of the q-scores, hence in practice it is important to check
this does not occur.
The introduction of these q-scores opened up a new area of possible applica-
tions. The q-scores described by Kokic et al. (1997) were extended and found to
be very useful and applicable in SAE (Chambers and Tzavidis, 2006). Typically,
random-effects models are used in SAE which will be described further in section 2.4.
However, these models require strong distributional assumptions of not only the ran-
dom effects, but also the residuals. Chambers and Tzavidis (2006) proposed that
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the q-scores which are derived for each sampled unit could then be aggregated to-
gether in their respective small areas. These aggregated (mean or median) q-scores
can then be used to represent the area effects. The robustness properties of the
M -quantile models, as well as weaker distributional assumptions make it ideal when
sample sizes are small such as the case in SAE. They can also be easily adapted to
multilevel estimation problems, as was done by Tzavidis and Brown (2010) in their
application to modelling pupil performance in London schools.
Since the publication of Chambers and Tzavidis (2006), there have been nu-
merous applications of M -quantile models in SAE. Tzavidis, Salvati, et al. (2008)
demonstrated its usefulness in the context of poverty mapping by detailing the
methodology and then applying it to poverty data from Albania. Giusti, Pratesi,
and Salvati (2009) later used M -quantiles to model poverty in Tuscany. M -quantiles
were also used in estimating acidity in north-eastern US lakes (Pratesi, Ranalli, and
Salvati, 2008), and in an analysis of temporal gene expression data (Vinciotti and
Keming, 2009).
Non-parametric M -quantile models through the use of penalised splines were
suggested by Pratesi, Ranalli, and Salvati (2009). Importantly, this allowed for non-
linear relationships to be modelled. Salvati, Ranalli, and Pratesi (2011) developed
these non-parametric M -quantile models in the SAE context. It was shown that
these models outperform the standard mixed models when outliers are present in
the data. However, there were shortfalls due to the poor coverage of the estimator
of the mean-square error (MSE). This shortfall was rectified through a bootstrap
technique described in Marchetti, Tzavidis, and Pratesi (2012).
Another recent development in M -quantile models was by Salvati, Tzavidis,
et al. (2012) who enhanced M -quantile SAE models through the use of geographi-
cally weighted regression. This method incorporates the spatial aspects of the data
through fitting parameters locally rather than globally.
Recently, Bianchi et al. (2015) proposed an alternative approach to M -quantile
estimation using maximum likelihood. As previously stated, maximum likelihood
estimation is equivalent to minimisation of the M -estimate loss function when
ρ(y; θ) = − log f(y; θ). Hence given the influence function ψq,k(·) and the corre-
sponding loss function ρq,k(·), a density can be found from the simple rearrangement
f(y;θ) = exp[−ρq,k(y;θ)]. This mimics the same idea applied to quantile regres-
sion by Yu and Moyeed (2001) using the ALD. To generalise this to M -quantiles a
new density function was proposed by Bianchi et al. (2015) which was named the


































































tion will be denoted as ALI(µq,k, σq,k, q, k) and the standard ALI distribution is
ALI(0, 1, q, k). Formulas for the cumulative distribution function and moments of
the ALI distribution are in Bianchi et al. (2015).
The ALI distribution is a very general and flexible distribution which include
the normal distribution when q = 0.5 and k → ∞ and the ALD when k → 0,
which includes the Laplace distribution when q = 0.5. The µq,k ∈ R and σq,k > 0
parameters act as the location and scale parameter respectively, while q ∈ (0, 1)
skews the distribution right or left depending on whether q is less than or greater
than 0.5. The k > 0 parameter increases the tails of the distribution as k gets
smaller. It is important to note that the spread of the distribution is also increased
as q goes further away from 0.5. The ALI distribution is related to M -quantile
estimation where µq,k acts as the M -quantile location estimate, σq,k as the nuisance
scale parameter and q and k the preselected parameters corresponding to which
quantile-like index is of interest and which tuning constant is desired. A selection
of ALI densities are shown in Figure 2.2.
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2.3 M-quantiles for discrete data
While M -quantile estimation has now become well established for continuous vari-
ables, the same cannot be said about discrete variables. Attempts have been made
to define M -quantiles for specific discrete distributions such as the Bernoulli distri-
bution (Chambers, Salvati, and Tzavidis, 2016), the Poisson distribution (Tzavidis,
Ranalli, et al., 2015) and the negative binomial distribution (Chambers, Dreassi, and
Salvati, 2014). All these attempts extended the methods of robust generalised linear
models (GLMs) by Cantoni and Ronchetti (2001). These methods incorporated a
quasi-likelihood approach to robust GLMs through the use of an influence function
to control response variable outliers and a weight function to control the leverage of
covariates. Through extending these methods it was required that a term a(β) be













where ri = (yi − µi) /σ (µi), µi = g−1(xTi β), µ′i = ∂µi/∂β, g(·) is a link function,
w(·) is a weight function designed to reduce the influence of observations with high











For binomial and Poisson models a(β) can be calculated explicitly as demonstrated
by Cantoni and Ronchetti (2001).
Cantoni and Ronchetti (2001) added the consistency term a(β) otherwise the
estimator could lead to inconsistent estimates of the mean; particularly for asym-
metric distributions. Fisher consistency requires that the condition E(U) = 0 is met,






equals 0 because E(yi) = µi. Introducing influence functions does not guarantee







will not equal 0 if Y is symmetric
and ψ(·) is not, and vice versa. So using a robust influence function such as Hu-
ber’s required this adjustment a(β) to the quasi-likelihood function and hence the
estimating equations.
This quasi-likelihood approach by Cantoni and Ronchetti (2001) was extended
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with ri,q,k = (yi −Mq,k(xi)) /σ (Mq,k(xi)), Mq,k(xi) = g−1(xTi βq,k), M ′q,k(xi) =











The a(βq,k) term ensures that Mq,k(xi) is Fisher consistent with the expectile re-
gardless of the tuning constant k. For asymmetric distributions where the mean is
not equal to the median this can be a problem, since Mq,k(xi) should approach the
median as k → 0, not remain at the mean. This issue is discussed in further detail
in chapter 4.
2.3.1 Discrete data and q-scores
As discussed, q-scores are an important aspect of M -quantile regression because
they provide relative positions on the residual distribution, and have shown to be
very useful in SAE. For continuous response data q-scores are intuitively constructed
without difficulty because yi = Mq∗i ,k(xi) will always have a solution. However this
is not necessarily the case when the response is discrete such as with binary and
count data. In both these cases this formulation will not always have a solution
because when yi = 0 there is no such M -quantile which will equal 0. This is because
the link function correctly ensures that all estimates be greater than 0. One may
argue that in this case q∗i should equal zero but issues arise when one considers that
every yi = 0 will likely have a different xi. This means that the corresponding q
∗
i
values will remain constant at 0 regardless of a varying xi. Chambers, Salvati, and
Tzavidis (2016), Tzavidis, Ranalli, et al. (2015) and Chambers, Dreassi, and Salvati
(2014) each suggest possible solutions to calculating q-scores for binary and count
data.
For binary response data, Chambers, Salvati, and Tzavidis (2016) suggest three
methods to calculate q-scores but focus on one in particular which defines the q-score




i βq∗i , where
y∗i = logit (0.5 [Mq=0.5,k(xi) + yi]) . (2.29)
The issue with this approach is that it does not provide intuitive q-scores. For
example, suppose the probability estimate Mq=0.5,k(xi) is very close to zero then it
would be expected that yi = 0. Then in this case an expected q-score would be very
close to 0.5 because this is a very typical and likely outcome. If instead yi = 1 then
the q-score should be very close to one since it is very unlikely to occur and must be
considered somewhat of an outlier. However, q-scores derived using equation 2.29 do
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not fit this intuitive characteristic. In chapter 4 these q-scores are explored further
and an improved method is provided.
The approach applied to count response data is similar since counts of zero
suffer the same problem as the binary response case. Tzavidis, Ranalli, et al. (2015)
and Chambers, Dreassi, and Salvati (2014) offer almost identical approaches with a
Poisson and a negative binomial distribution assumption respectively. The q-scores








, if yi = 0
yi, if yi = 1, 2, . . .
(2.30)
where ε > 0 is a small preselected constant. So essentially all values of yi are treated
as in the continuous case except when yi = 0, where an adjustment is made. Two
issues arise with this approach. Firstly, adjusting only when yi = 0 and not a general
adjustment to all values of yi creates a forced skewness in the q-scores, and secondly
it requires a subjective selection of another nuisance parameter ε. It should be noted
that no alternative q-score approaches for count data are presented in this thesis,
and this remains an area of future research.
2.4 Small area estimation
Commonly, sampling surveys are used to measure characteristics of a population
within a large region, e.g. a country. These regions are usually divided into subre-
gions or subpopulations where inferences at this level may also be required. Due to
cost and time constraints the sample sizes within the subregions may not be large
enough to give reliable estimates directly from the sample. In such cases indirect
estimates are required to ‘borrow strength’ from the population to infer about the
subpopulation. Hence SAE is the estimation of subpopulations (small areas) where
sample sizes are small enough to benefit from an indirect or model-based approach.
These small areas can be geographic subregions such as provinces within a country,
but also non-geographic subgroups such as socioeconomic or age-sex groups.
The most common indirect approach to SAE is through the use of linear mixed
models (Rao, 2005). Let yij be the variable of interest for the i-th unit in small area j.
The vectors xij and zij represent units from the respective fixed and random-effects
design matrices, which are known for the entire population. The fixed and random-
effects parameters are given by β and γj respectively, where the latter specifies the
random effect for the j-th small area. Finally, εij denotes the residual. The linear
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ijγj + εij. (2.31)














where Nj is the population size of small area j, sj denotes the nj units sampled in
area j, and rj the units in area j not sampled out of the Nj. This estimator known
as the empirical best linear unbiased predictor or EBLUP.
As briefly described earlier, the M -quantile small area estimator is found based
on aggregated q-scores within the small areas. Let q̂∗j be the aggregated q-scores



















It was shown in a simulation study in Chambers and Tzavidis (2006) that the M -
quantile small area estimator performs relatively similarly to the EBLUP even under
ideal structured models for the EBLUP.
2.4.1 Small area estimation for discrete data
SAE can be extended to binary and count data through the use of generalised linear
mixed models (GLMM). Let g(·) be a link function, yij be distributed from the






Clearly, this is very similar to the standard linear mixed model in equation 2.31, and















2.4.2 Small area estimation for categorical data
To extend small area estimators to categorical data it is necessary to extend the
binary data approaches to the categorical case. To extend the small area estimator
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in equation 2.34 to categorical data requires a multinomial logistic random-effects
model. Hartzel, Agresti, and Caffo (2001) unified multinomial logistic random-
effects model ideas and presented a model for non-ordered categorical data. Sup-
pose there were G categories in the data and let yij be the G-vector of categorical
responses for unit i in area j, with probabilities πij = (πij1, . . . , πijG). Also let xij
be the explanatory fixed-effect variables for each unit and zij be the random-effect
variables. Finally let βg be the fixed-effect parameter vector associated with the
g-th category and γjg be the random-effect parameter vector, which is dependent
on both the area and the category. If category G is arbitrarily set to be the base-
line category then the the multinomial logistic random-effects model for the g-th






= xTijβg + z
T
ijγjg. (2.35)
The additional requirement of the model is specifying the structure of γj = (γj1, . . . ,
γj(G−1)). Hartzel, Agresti, and Caffo (2001) recommend that γj ∼ MVN(0,Σ)
where the covariance matrix Σ is unconstrained. It is important that it is uncon-
strained to allow the logit estimates for each category to have a different variance.
It also ensures that there is a correlation structure between categories because as-
sumed independence between categories is unrealistic since they arise from the same
area j. Also, if the logit estimates for one category increases, then intuitively the
logit estimate for the other categories will decrease since they must sum to one; this
would imply a negative correlation. Furthermore, it is important that Σ is uncon-
strained to ensure that the model is structurally the same regardless of the baseline
category. Constraints on Σ could then lead to estimates of πijg varying due to the
arbitrary choice of the baseline category which is clearly an undesirable property.
Molina, Saei, and José Lombard́ıa (2007) used a multinomial logistic random-
effects model for SAE on labour force data with three categories: unemployed,
employed and inactive. However the model they used specifies equal variance and
perfect correlation for γj , hence this constraint on the random-effects structure is
very restrictive.
A less restrictive random effects structure as described by Hartzel, Agresti, and
Caffo (2001) was utilised in SAE by Scealy (2010) and Saei and Taylor (2012). No
restrictions on Σ were employed in these cases, and were generally shown to yield
improved results to the constrained method by Molina, Saei, and José Lombard́ıa
(2007). López-Vizcáıno, Lombard́ıa, and Morales (2013) also applied multinomial
logistic random-effects model to SAE but with constrained independence between
the categories of the random effects.
As of yet there have been no similar categorical extensions to M -quantile esti-
mation, but a method is proposed in chapter 4.
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2.5 Application to farm data
To show how M -quantile estimation is applied to a real data example a farm data
set will be used. Chambers and Tzavidis (2006) demonstrated the application of
M -quantile regression in SAE using this farm data set. The farm data set will be
used in chapters 3 and 5 to motivate the practical application of M -quantiles with
the use of the methods presented in those chapters.
The farm data set is comprised of 1,652 broadacre farms spread across 29 regions
of Australia. The response variable of interest is the total costs of the farm in the
reference year (Farm Cost), with two covariates being the area (Farm Area) and
value (Farm V alue) of the farm. Hence the fitted regression model used is:
ln(Farm Cost) = β0,q,k + β1,q,k ln(Farm V alue) + β2,q,k ln(Farm Area) + rq,k
(2.36)
where rq,k are the residuals. It is of specific interest to find out how the relationship
between these variables differ between the 29 regions (small areas). A scatterplot of
the log of the variables is shown in Figure 2.3.
2.6 Summary
The information in this chapter provides background from which the material in
the subsequent chapters will build from. Firstly, M -estimation was introduced and
from this, M -quantile estimation for continuous data was described. Secondly, the
practical uses of these M -quantiles using q-scores were outlined. Thirdly, the M -
quantile extensions to discrete data were described including the challenges of q-
scores. Finally, a brief introduction to SAE was stated, and how M -quantiles can
be used in this field. The following three chapters build from these pre-existing
methods to advance M -quantile estimation, specifically in nuisance M -quantile scale
estimation, categorical data and model diagnostics.
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Farm costs















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































M -quantile estimation for continuous data requires estimating equations with an
added scale parameter to ensure that the M -quantile location estimator is scale-
equivariant. This scale parameter is a nuisance parameter because the estimate is
not of immediate interest. But although it is a nuisance parameter, it plays an
important role in M -quantile estimation beyond ensuring equivariance.
Suitable estimation of the scale parameter σq,k is important for M -quantile esti-
mation because this parameter can greatly affect which observations are Huberised
by the tuning constant k. This was highlighted in equation 2.23. So for exam-
ple, given a finite value of k, as σq,k → 0 the proportion of observations that are
Huberised increases to 1. Similarly, as σq,k →∞ the proportion of Huberised obser-
vations approaches 0. A suitable σq,k will lead to a desirable number of observations
being Huberised, which will ensure an appropriate level of robustness. Generally it
is the more extreme observations which are intended to be Huberised.
The more the observations are Huberised the more outlier-robust the estimates
of βq,k will become, however it is important not to Huberise too many observations
unnecessarily due to decreasing efficiency. Both σq,k and the tuning constant k con-
trol the level at which the unscaled observations should be Huberised. It is therefore
important to ensure that this interaction between σq,k and k behaves appropriately
across different distributions and different values of q.
Another motivation for exploring the suitability of the scale estimator is for
tuning constant selection. A common criticism of estimators which depend on tuning
constants like the Huber estimator is that they often require a subjective choice.
To remove this subjectivity the tuning constant can be selected based on some
optimisation criteria. For example, with the standard Huber estimator (Mq=0.5,k)
the tuning constant is optimised by maximising the asymptotic efficiency (Wang
22
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et al., 2007). M -quantile tuning constants could be optimised similarly. Due to the
dependence between σq,k and k in regard to Huberising it is important to consider
σq,k when trying to optimise k. If σq,k were to be less variable around changes to
q and k then the tuning constant can be optimised with less sensitivity to these
changes.
Appropriately estimating a nuisance scale parameter is not just for ensuring scale
equivariant M -quantile estimates. Not only does it ensure appropriate Huberising it
also has potential for better selection of tuning constants as q varies. It is important
to understand the effect that the scale estimator has on the M -quantile estimates,
and also how this effect differs between different scale estimators.
3.2 Four approaches to M-quantile scale estima-
tion
Four different approaches to M -quantile scale estimation for continuous data are
explored in this chapter. This includes three approaches already introduced to
M -quantiles: a ‘naive’ median absolute deviation (nMAD) estimator, a ‘corrected’
median absolute deviation (cMAD) estimator and a maximum likelihood (ML) es-
timator. It also includes a proposed approach using a method of moments (MM)
estimator. These four scale approaches are first individually described and their
attributes detailed, before their differences in practice are explored via a simulation
study and application to real data.
3.2.1 Naive median absolute deviation approach
This naive MAD approach is a widely used method of estimating σq,k in M -quantile
estimation. This is because it is defined this way in the seminal M -quantile re-
search in Chambers and Tzavidis (2006). This scale estimator is calculated using
equation 2.21. As discussed, this scale estimator is referred to as a ‘naive’ MAD ap-
proach because of the assumption that the median of the residuals will be zero. Not
making this assumption leads to a ‘corrected’ MAD estimator which is described in
the next section. Nevertheless, the naive MAD (nMAD) estimator still qualifies as
a viable scale estimator as it is invariant to scale, sign and location shifts.
Scale estimators can be expressed similarly to location M -estimators because
they can depend on solutions to estimating equations which use influence functions.
So in a regression case with p parameters in the βq,k vector, the additional scale
parameter makes a total of p + 1 parameters. In this case the influence function is
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 ψq,k (yi−xTi βq,kσq,k )xi
sign
{∣∣∣yi−xTi βq,kσq,k ∣∣∣− Φ−1(34)}
 .
The estimates are then found by solving n−1
∑n
i=1ψnMAD(yi,xi; β̂q,k, σ̂q,k) = 0.
Estimating the scale parameter using these estimating equations is equivalent to
using equation 2.21. The benefit of expressing the scale estimator using influence
functions is it provides a simple way to ensure the estimator is robust to outliers by
checking the function is bounded. In this case clearly the sign function is bounded.
Since this nMAD scale approach was introduced there have been no published
accounts of how well the approach performs and what effect it has on the estimates
of the βq,k parameter. As mentioned, MAD scale estimators including the nMAD is
intuitive for symmetric distributions because it corresponds to a symmetric interval
around the median. However when asymmetry is introduced the nMAD estimator
loses this intuitive meaning since symmetry is lost. Asymmetry can be introduced in
two ways for M -quantiles, as shown in Figure 3.1. Firstly and most obviously when
the data distribution is asymmetric. Rousseeuw and Croux (1993) argue that the
use of the MAD on highly skewed distributions may be inefficient and impractical.
Also in this case the estimator will Huberise more observations on the skewed side
of the distribution, which may not be ideal. The second type of asymmetry is when
q 6= 0.5. When q is extreme the location estimate will be far from the median, and
hence in this case the nMAD is hardly measuring the absolute deviation around the
median. Its intuitive meaning as an estimator is lost in these instances.
Further biases arise from the constant Φ−1(3/4) which ensures the nMAD esti-
mator is consistent with the standard deviation when there is a normal data distri-
bution. However when the data are not normal or when q 6= 0.5 this constant loses
its relevance. It remains to be seen whether these potential issues actually lead to
undesirable properties of the βq,k estimates.
3.2.2 Corrected median absolute deviation approach
The aforementioned ‘corrected’ MAD scale estimator is shown in equation 2.22 which
represents the traditional MAD estimator. The M -quantile regression estimator




 ψq,k (yi−xTi βq,kσq,k )xi
sign
{∣∣∣yi−xTi βq,k−medi(yi−xTi βq,k)σq,k ∣∣∣− Φ−1(34)}
 .
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Huberised observations
Mq,k Mq,k
Figure 3.1: Two examples of when M -quantiles have shortfalls due to asymme-
try. On the left an asymmetric data distribution with symmetric boundaries of
where data will be Huberised. And on the right a symmetric data distribution
but an M -quantile with small q is estimated. In both cases the symmetric Huber
boundaries may not be ideal.
The corrected MAD estimator is obviously very similar to the naive MAD estimator.
However there is one significant difference. The corrected MAD estimator is much
less sensitive to changes to q and k. In fact for a null regression model (βq,k = β0,q,k)
the corrected MAD estimator is invariant to any variation of q and k due to the
location-shift invariance of the median:
σ̂q,k =















The scale estimator in this case is only dependent on yi. Beyond this basic null
model the result does not hold, but still it is expected that the corrected MAD scale
estimator will not vary as much as the naive estimator. This will be explored in
greater depth later in the chapter.
It is worth noting that Rousseeuw and Croux (1993) introduce two other scale
estimators with 50% breakdown points. These two estimators would also be in-
variant to changes in q and k, hence would not differ much from a corrected MAD
estimator in the context of M -quantile estimation. This is not to suggest that these
two scale estimators may not be utilised in M -quantile estimation, but instead that
if the corrected MAD is suitable then so too would the suggestions by Rousseeuw
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and Croux (1993).
If optimising the tuning constant is of specific interest then the less sensitive the
scale estimator is to changes to q and k the better. If it is sensitive then it makes
it difficult to converge on an optimal value of k. In this context the corrected MAD
estimator may be a more appropriate choice in theory over the naive approach.
Although this corrected MAD estimator may be an improvement to the naive
estimator, it still shares some of the limitations with the nMAD estimator mentioned
in the previous section. Namely, the potential impracticality with asymmetric dis-
tributions and the consistency term Φ−1(3
4
) which may also be impractical under
non-normal conditions.
3.2.3 Maximum likelihood approach
By assuming that the conditional distribution is from the ALI distribution (see
equation 2.24), maximum likelihood estimation (MLE) can be performed to estimate
the scale parameter σq,k as well as the location parameter µq,k (Bianchi et al., 2015).
It is assumed that q and k are fixed. These parameters can be found through
maximising the log-likelihood function:









It is also worth noting that Bq,k is invariant to µq,k and σq,k so can be removed from
















The first expression in this vector for the maximum likelihood (ML) approach is
identical to the MAD approaches, but the second expression in the vector is different.
This results in different scale estimates.
Maximum likelihood estimation has many benefits, however for M -quantile esti-
mation there are two significant problems. Firstly, it requires a strong distributional
assumption which thereby reduces the robustness of the estimator. Having weak dis-
tributional assumptions is one of the attractive features of M -quantile estimation, so
it is certainly problematic to add this assumption. Secondly, the second expression
in the influence function is not bounded, hence the scale estimator is not outlier-
robust. So regardless of the choice of k, the ML scale estimator is vulnerable to
outliers which contravenes with an attractive property of M -quantiles.
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So the ML approach requiring strong distributional assumptions and a non-
robust scale estimator makes it an unattractive choice in theory. However, it remains
to be seen whether these adverse properties are of much consequence in practice.
The algorithm for simultaneously estimating βq,k and σq,k is presented by Bianchi
et al. (2015). The authors also propose a method for tuning constant selection. By
no longer treating k as fixed it can be interpreted as a third parameter in the density
function. Hence βq,k, σq,k and k can be estimated by maximising the log-likelihood
function (3.1). There is no closed form solution to estimating the tuning constant,
however Bianchi et al. (2015) propose the use of the compass search algorithm or
the Nelder-Mead method.
3.2.4 Method of moments approach
Huber (1964) addressed the problem of estimating a nuisance scale parameter for
the Huber estimator (equation 2.7). Three proposals were introduced but it was
the ‘Proposal 2’ method that was preferred by Huber. The ‘Proposal 2’ method for
simultaneously estimating the Huber estimator for the location (µk) and scale (σk)




















which is equivalent to the M -estimator with influence function vector:
ψk(yi;µk, σk) =








where the Φ indicates it is the expected value when x ∼ N (0, 1). This ‘Proposal
2’ was based on the minimax solution for robust scale estimation where σ̂k remains
unbiased when y ∼ N (0, 1). It can also be viewed as method of moments estimation







Then the first moment µ1 of Y is:
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which is equated to EΦ {ψ2k(x)} and solved. This ensures that µ̂k and σ̂k are both
consistent with the parameters of the normal distribution when X in equation 3.3
is normal.
Huber preferred the ‘Proposal 2’ to the MAD approach in the context of re-
gression (Huber, 1977) because it fits best into the least squares framework and is
computationally efficient; sentiments also shared by Schrader and Hettmansperger
(1980). Hampel et al. (1986, p. 105) states in reference to Andrews et al. (1972, p.
239) that the MAD approach was demonstrated as being superior however no such
claims are made. Andrews et al. (1972) merely states that three-point descending
M -estimators are an improvement on ‘Proposal 2’ estimators with large k, without
any direct comparison to the MAD approach.
Both the MAD and ‘Proposal 2’ approaches are still used today in robust Huber
estimation, for example the rlm function in R (R Core Team, 2017) offers both
options. With the MAD being the only current approach for M -quantiles, it then
seems natural to extend the ‘Proposal 2’ approach from Huber estimation to Huber
M -quantile estimation.
Estimating using a more generalised method of moments approach toM -quantiles
with the ψq,k(·) influence function requires a different distributional assumption. The
normal distribution cannot be assumed as with the Huber estimator because the M -
quantile location parameter will be shifted away from the mean when q 6= 0.5. This
shift from the mean will also affect the scale estimator, resulting in both the lo-
cation and scale estimators being inconsistent with the parameters of the normal
distribution. Essentially a distribution is required which mirrors the asymmetry of
introducing a q-index as with ψq,k(·). Since the ALI distribution is derived from the
influence function, it is the obvious choice.
Through the use of the ALI distribution the natural extension of the method of
















where the Ω indicates it is the expected value when u ∼ ALI(0, 1, q, k). By making
this distributional assumption it ensures that the estimators are consistent with the
first two moments of the ALI distribution, i.e. the location and scale parameter.
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Unlike the ML approach the distributional assumption is only required for the first
two moments rather than the full distribution. The standardisation property of the
ALI distribution, i.e. if u ∼ ALI(µ, σ, q, k), then (u−µ)/σ ∼ ALI(0, 1, q, k), ensures
consistency of the estimates.
To simultaneously get estimates of βq,k and σq,k for the MM approach, iterations




























where eventually the iterations will converge on a solution. The R code to perform
M -quantile regression using this approach is given in section B.1.
3.3 Asymptotic variance
The asymptotic variance of any M -estimator can be expressed in sandwich form (see
Huber (1967) and White (1982) for details). So for all four approaches described
the asymptotic variance of the β̂q,k and σ̂q,k estimators can be estimated using this
sandwich estimator.
Let θ̂q,k = (β̂q,k, σ̂q,k) be a (p + 1) vector of M -quantile regression estimators,
then the sandwich estimator of the asymptotic variance of θ̂q,k is:















It can also be shown that θ̂q,k
d−→ N (θq,k, V (θ̂q,k)). The expanded expressions of
V̂ (θ̂q,k) for each of the four approaches are shown in section A.1, and empirical
comparisons are made in the next section.
3.4 Simulation study
The proposed MM approach provides an alternative to the preexisting nMAD,
cMAD and ML approaches to M -quantile estimation. However it remains to be
seen which of the four approaches performs the best in practice. The quality of
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an estimator is typically assessed by which has the minimum mean squared error
(MSE). All four approaches have estimating equations which ensure that the loca-
tion M -quantile estimates are unbiased, so provided the algorithm converges it can
be assured there is no bias. Therefore to ascertain which of the four approaches
has the minimum MSE only the variance needs to be considered. However assessing
the performance of these approaches solely on which estimator has the least vari-
ance would be a very narrow assessment. For M -quantiles, other properties of the
estimator need to be assessed. These specific properties are:
• How smoothly the M -quantile estimates transition from the quantile to the
expectile estimates as k increases.
• How smoothly the observations are Huberised across all values of q.
• The sensitivity of the scale estimates to changes in q and k.
Furthermore since M -quantiles do not have distributional assumptions it is desirable
that these properties are maintained across a range of distribution types. To assess
how well the four approaches exhibit these properties a simulation study is required.
3.4.1 Description of the simulation
For simplicity the simulations were performed on null models where the only regres-
sion coefficient to be estimated is β0,q,k, i.e. there are no covariates. This is because
covariate coefficients will not be as sensitive to different scale estimators, hence they
would only complicate the simulation study. Nevertheless, a more complex com-
parison is made with real data in the next section where there are covariates. The
four M -quantile approaches were tested on three different data distributions: the
standard normal, standard log-normal (highly skewed) and the t-distribution with
df = 3 (heavy-tailed). Three different tunings constants were used, k = 0.5, 1.3, 3.0,
to capture any differences caused by k. And finally a uniform array of values for
q = 0.01, . . . , 0.99 were used for all simulations. Within the simulation study four
distinct properties of the M -quantile estimators were assessed:
1. The general effect of the location and scale estimates across the distributions,
q and k. Estimates of β0,q,k and σq,k were obtained by taking the mean of 100
simulated estimates each from a sample size of n = 104.
2. The asymptotic variance is estimated for each of the three distributions and
each chosen q and k. This was estimated using plug-in estimates from a
simulated sample of n = 106.
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3. The smoothness of the transition from the quantile to the expectile estimates
as k increases. M -quantile estimates were obtained by taking the mean of 100
simulated estimates each from a sample size of n = 104.
4. The proportion of Huberised residuals across q and k. These proportions were
obtained by taking the mean of 100 simulations each from a sample size of
n = 104.
Generally n was chosen to be rather large to ensure that the true trends were
captured. Further descriptions and results of these simulations are reported below.
3.4.2 M-quantile estimates
The location β0,q,k and scale estimates σq,k for the three different distributions, q
and k are shown in Figures 3.2 and 3.3 respectively.
From what can be observed in Figure 3.2 the location estimates are relatively
similar across all four approaches. A closer inspection reveals that the nMAD es-
timates do not vary as much across q, compared to the ML approach which varies
the most. For the normal and t-distribution the estimates of the four approaches
converge closer together as k increases, whereas the opposite appears to occur for
the log-normal distribution.
Conversely to location estimates, there appears to be substantial differences in
the scale estimates as shown in Figure 3.3. As already stated, the scale estimates
for the cMAD approach are invariant to changes in q and k, as is displayed in the
figure. However the other three approaches change quite substantially across q and k.
The nMAD approach generally estimates the largest values, especially as q becomes
extreme where the scale estimates become increasingly large. Hence the nMAD
scale estimates have this convex shape for all distributions across q. For symmetric
distributions the nMAD and cMAD approaches have the same scale estimates when
q = 0.5. Conversely to the nMAD approach, the ML approach generally estimates
the lowest scale values, and as q becomes extreme it gets closer to 0. This gives a
concave shape for all distributions across q. And generally in between the nMAD
and ML estimates lie the estimates from the MM approach. Interestingly, the scale
estimates for the MM approach differ in shape across q, with a concave shape for the
normal distribution, but a convex shape for the other distributions. As k increases
the scale estimates for the ML and MM approach increases also, while the nMAD
appears almost invariant to changes in k.








































































































































Figure 3.2: Estimates of the location parameters β0,q,k across q for three different
distributions and k = 0.5, 1.3, 3.0.























































































































































Figure 3.3: Estimates of the scale parameters σq,k across q for three different
distributions and k = 0.5, 1.3, 3.0.
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3.4.3 Asymptotic variance
The asymptotic variance of the M -quantile estimates will depend not only on the
data distribution but also the values of q and k. The asymptotic variance of the
location β0,q,k and scale estimates σq,k for each of the four approaches is shown in
Figures 3.4 and 3.5.
Generally the asymptotic variances of β0,q,k are reasonably similar across the
four approaches, especially for the t-distribution. For the normal distribution the
smallest variance is from the nMAD approach, particularly with smaller k. The
other three approaches have only minor differences for the normal distribution across
k. The log-normal distribution reveals the cMAD approach to generally have the
smallest variance, which becomes more pronounced as k increases. The ML and MM
approaches yield almost identical variances across all distributions and variations of
k. But overall, the MAD approaches generally have a lower asymptotic variance for
β0,q,k compared to the ML and MM approaches which are very similar.
The asymptotic variance of the scale estimators σq,k are displayed in Figure 3.5.
As expected the cMAD approach yields the same variance regardless of q and k.
Out of the other three approaches the asymptotic variance for the ML approach is
generally the smallest, with the nMAD approach generally being the largest. The
reason for such a small variance for the ML approach is because the scale estimates
are generally the smallest which is shown in Figure 3.3 and they become very close to
0 as q gets more extreme. This effectively restricts the scale estimator from varying
too much. Other noticeable trends show a very high variance for high values of q
for the log-normal distribution, except for the invariant cMAD approach.
3.4.4 Smooth transition from quantile to expectile
As mentioned in section 2.2, the Huber M -quantile estimator provides a versatile
middle-ground between the quantile where k → 0, and the expectile where k →
∞. Hence a favourable property of M -quantile estimators is that they transition
smoothly from the quantile to the expectile as k increases.
Figure 3.6 demonstrates how smooth this transition is by comparing the es-
timates of the M -quantile intercept parameter β0,q,k of the four approaches to the
scale-invariant quantiles and expectiles as k increases. The y-axis in the figure shows
the difference between the M -quantile and the quantiles, hence y = 0 represents the
quantile estimates. An ideal β0,q,k will be close to the quantile when k = 0.5 and
close to the expectile at k = 3.0 with the estimate for k = 1.3 in between.
For all three distributions with k = 0.5 the nMAD approach returns β0,q,k es-
timates which are the furthest from the quantile. Furthermore, estimates for the
nMAD approach on the t-distribution are all very similar across all three values of



























































































































































Figure 3.4: Asymptotic variances of the M -quantile intercept estimator β̂0,q,k
for each of the four approaches for three different distributions, three different
tunings constants and across values of q.

































































































































































Figure 3.5: Asymptotic variances of the scale estimator σ̂q,k for each of the four
approaches for three different distributions, three different tunings constants and
across values of q.
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k. This suggests that the nMAD approach is the least sensitive to variations in k.
There are clear problems with the ML approach when q is close to 0 or 1. Even
when k = 3.0, the β0,q,k estimates for extreme q tend towards the quantile. This is
especially noticeable in the normal distribution. The ML approach clearly does not
transit uniformly from quantile to expectile as k increases. This is due to the very
small estimates of σq,k which occur for extreme q. Very small values of σq,k result in
high proportions of observations being Huberised (which is further explored in the
next section), and the more values which are Huberised by k the closer the estimate
will be to the quantile. This constraining feature reveals that the ML approach is
not appropriate with extreme q, such as when q < 0.2 or q > 0.8.
The cMAD and MM approach perform similarly and both quite well. They each
show a suitable level of sensitivity to k and transition smoothly from quantile to
expectile across q. For all three distributions, estimates for k = 0.5 are close to the
quantile, and for k = 3.0 are close to the expectile. Even the log-normal distribution
with its extreme skewness still maintains an appropriate looking transition for the
cMAD and MM approaches.
3.4.5 Proportions of Huberised residuals
Traditional robust methods aim to reduce the influence of heavy-tailed outliers when
estimating the centre of distribution. However when estimating M -quantiles with
extreme q the estimate is already near the tail, and it would be unreasonable to
reduce the influence of observations close to the actual M -quantile estimate. The
tuning constant should be set to Huberise just the outliers, and not too many of the
observations closer to the estimate.
The proportion of Huberised observations across q is an important indicator
in determining the appropriateness of an M -quantile estimator. As already seen,
the ML approach with extreme q estimates M -quantiles close to the quantile due to
small estimates of σq,k leading to most observations being Huberised. This highlights
the importance of a stable level of Huberised observations across q. One difficulty
with M -quantile estimation is knowing which observations should be Huberised.
Especially when q 6= 0.5 or with an asymmetric data distribution, where applying the
tuning constant symmetrically is not ideal (see Figure 3.1). Hence an appropriateM -
quantile estimator should Huberise observations similarly across q and k. Figure 3.7
reveals the proportions of Huberised observations for each of the four approaches.
The general trend for all approaches is that fewer observations are Huberised as
k increases which is expected, and also fewer when q is closer to 0.5.
The most variability in proportions across q is expectedly found in the ML ap-
proach, especially when k = 3.0. For the ML approach the proportion of Huberised
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Figure 3.6: Expectile and β0,q,k estimates for k = 0.5, 1.3, 3.0 compared to the
quantile.
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observations is always close to 1 at extreme q, regardless of k. This is an undesirable
property. Although when k = 0.5 the ML approach Huberises more evenly across
q, it generally is problematic in that it Huberises all observations as q gets closer to
0 or 1.
In general the nMAD approach Huberises the observations less than the other
three approaches. And importantly, this approach has proportions which vary the
least across q. The one concerning aspect of the nMAD approach is that for k = 1.3
very few observations are Huberised at extreme values of q. This means that for
a given k, the M -quantiles for the nMAD approach are not as robust to outliers
compared to the other approaches for extreme q. This explains why the nMAD M -
quantile estimates remained quite similar to the expectile in the previous section.
The cMAD and MM approaches generally Huberise the observations in a convex
shape across q, with the cMAD approach being more variable. The log-normal
distribution for k = 3.0 shows that for the cMAD approach, a high proportion of
observations are Huberised for q close to 1. For the log-normal and t-distribution
the MM approach has the least variation across q and varies relatively similarly
to the other approaches for the normal distribution. Hence in general it suggests
that the MM approach Huberises observations the least erratically across different
distributions and values of q.
3.4.6 Results
The four M -quantile estimation approaches result in considerably different proper-
ties in practice, solely due to the way in which σq,k is estimated. The simulation
study assessed these differences to help understand which estimator has the most
favourable properties. No single approach was clearly found to universally be the
best; all four approaches had their advantages and disadvantages.
The nMAD approach is commonly used in practice. The scale estimates varied a
lot across q, but very little across k, for all three distributions. The variation across q
is caused by the increasingly large estimates of σq,k as q becomes more extreme. The
consequences of this is that these relatively large estimates will scale the observations
down to reduce the number of observations which are Huberised. Consequentially
the nMAD M -quantile estimates at extreme q are at risk of not being outlier-robust.
The lack of sensitivity to changes to k, especially in heavy-tailed distributions, is
another shortfall and consequentially it does not provide smooth transitions from
quantile to expectile. Instead the M -quantile estimates tend to be closer to the
expectile, even for relatively small k.
The cMAD approach produces scale estimates which are invariant to changes
in q and k. This leads to favourable properties particularly as it provides a smooth
































































































































































































Figure 3.7: Proportion of Huberised residuals across q for three different distri-
butions and k = 0.5, 1.3, 3.0.
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transition from quantiles to expectiles, and has relatively low asymptotic variances
for both the location and scale estimators. The only minor criticism of the cMAD
approach is that due to the fixed scale there are large proportions of Huberised
observations at extreme q compared to q = 0.5.
The ML approach is not a desirable approach because the scale estimator is
not robust to outliers. So unsurprisingly, the simulation study revealed undesirable
properties in practice. Most notably, the ML scale estimates were very close to
zero when q was extreme. This is due to the ALI distribution assumption which
is very skewed when q is extreme. So when the data distribution is symmetric the
ML estimates compensate with decreased scale estimates. The variance of the ALI
distribution increases as the scale increases and as q becomes more extreme. So
when q becomes more extreme and the variance of the data distribution remains
constant, the estimate of the scale decreases to accommodate this. Essentially, the
ML approach is not robust to violations to the ALI distribution assumption which
is a shortfall of MLE. These very small scale estimates at the extremes of q lead to
M -quantile estimates which are very close to the quantile, regardless of k.
The MM approach also has distributional assumptions related to the ALI dis-
tribution, but just the first two moments. The relaxation of this assumption is
important as it disregards the skewness which appeared to be the reason for the ML
approach performing poorly. The simulation study shows how the MM approach
performs much better than the ML approach due to the scale estimates not being
forced to be too small for extreme q. Hence there is a smooth transition from quan-
tiles to expectiles and in general the MM approach performed best at ensuring that
observations were Huberised across q evenly.
So although the M -quantile estimates in Figure 3.2 appeared all quite similar
across all four approaches, there are considerable differences caused by the different
scale estimators. These differences arise in other properties which were explored
in the simulation study. The nMAD and ML approaches were revealed to have
deficiencies as M -quantile estimators. However the cMAD and the proposed MM
approach were revealed to perform relatively well. The cMAD approach is a sim-
ple approach which offers invariant scale estimates across q and k which is a nice
property as it leaves potential for better ways of optimising k. The MM approach
lacks simplicity but appears to perform even better than the cMAD approach when
it comes to Huberising evenly across q.
While all approaches offer some useful attributes, the cMAD and MM approach
were shown to be the best M -quantile approaches in the simulation study. These
two approaches should be considered when M -quantile estimation is used in general
practice.
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3.5 Application to real data: Farm data
To compare the differences between the four approaches in a real data application,
M -quantile estimation is applied to the farm data described in section 2.5. Estimates
of the four parameters β̂0,q,k, β̂1,q,k, β̂2,q,k, σ̂q,k were made for each approach across a
uniform range of q for k = 1.345 (a common default choice of k). Following this, the
q-scores were calculated for each of the four approaches. And lastly the proportions
of Huberised residuals were calculated for each approach across q.
The M -quantile estimates for specific choices of q are shown in table 3.1 and
across all q in Figure 3.8. All the regression estimates for q = 0.5 were very similar for
all four approaches, but considerable differences emerge for extreme q. For q = 0.01
and q = 0.99 the differences between the estimates for the different approaches are
very clear. The nMAD and ML approaches consistently have the largest differences
in almost all estimates. For example, β0,q=0.01,k is 3.066 for the nMAD approach
compared to 4.061 for the ML approach. This highlights a non-trivial difference in
the M -quantile estimates.
Comparisons of the estimates from the cMAD and MM approaches reveal rather
similar values across all q, which is due to the rather similar scale estimates. Almost
all estimates from these two approaches lie between the estimates from the nMAD
and ML approaches.
The large differences in the σq,k estimates is clearly affecting the regression
coefficients, highlighting the importance of having a suitable scale estimate. Through
inspecting Figure 3.8 with reference to the quantile and expectile estimates it is
evident that the nMAD estimates are drawn to the expectile for extreme q and the
ML estimates are drawn to the quantile estimates. The other two approaches remain
somewhere in the middle which is to be expected when k = 1.345. It is also worth
pointing out how the quantile estimates are rather erratic across q as opposed to the
smooth M -quantile estimates. This highlights another motivating factor to perform
M -quantile estimation over quantile estimation.
Figure 3.9 shows the proportion of observations which were Huberised at a
given q, for each of the four approaches. This figure explains the differences in the
estimates, because the different scale estimates affect the proportion of residuals
that become Huberised. For q close to 0.5 there is not much difference but as q
becomes extreme the proportions diverge. These divergent patterns are similar to
what was shown in the simulation study, with the nMAD approach Huberising very
few, and the ML approach Huberising almost all residuals for extreme q. The other
two approaches are more stable across q, but still Huberise more at extreme q. The
MM approach performs slightly better than the cMAD approach which gets close
to Huberising all observations at very extreme q.
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Figure 3.8: Plots of the estimates for the four farm data parameters across q for
each of the four approaches to scale estimation, including quantile and expectiles
for reference (not needed for σq,k).
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Table 3.1: M -quantile regression estimates for the four approaches
Intercept β0,q,k Farm Value β1,q,k
nMAD cMAD ML MM nMAD cMAD ML MM
q=0.01 3.066 3.612 4.061 3.635 0.421 0.367 0.305 0.364
q=0.1 2.185 2.055 2.103 2.055 0.542 0.549 0.537 0.548
q=0.5 2.229 2.229 2.228 2.228 0.590 0.590 0.591 0.591
q=0.9 2.475 2.486 2.555 2.522 0.619 0.619 0.617 0.618
q=0.99 1.877 2.928 4.087 2.890 0.766 0.683 0.616 0.685
Farm Area β2,q,k Scale σq,k
nMAD cMAD ML MM nMAD cMAD ML MM
q=0.01 0.229 0.234 0.254 0.234 1.902 0.596 0.054 0.545
q=0.1 0.214 0.215 0.221 0.215 0.971 0.568 0.309 0.560
q=0.5 0.197 0.197 0.197 0.197 0.558 0.561 0.531 0.538
q=0.9 0.181 0.182 0.186 0.183 0.798 0.564 0.277 0.449
q=0.99 0.076 0.097 0.104 0.097 1.671 0.598 0.055 0.623
The distribution of the q-scores across q for each approach is shown in Fig-
ure 3.10. The plot shows how the differences in the nuisance scale parameter can
also lead to differences in q-scores. The four figures reveal the same trends with
the nMAD and ML approach being considerably different, and in between these two
approaches are the relatively similar cMAD and MM approach. Because the nMAD
estimates are close to the expectiles for extreme q this results in more extreme q-
scores close to 0 and 1. On the other hand, the ML approach has the fewest q-scores
at the extremes due to the estimates being close to the quantiles.
So the application to the farm data substantiates what was found in the simu-
lation study. The scale estimates for the nMAD approach are too large for extreme
q, and too small for the ML approach. This results in either no or all observations
being Huberised which has adverse consequences either way. The cMAD and MM
scale estimates are relatively similar and both Huberise better at extreme q.
3.6 Summary
The scale parameter in M -quantile estimation is important for ensuring equivari-
ance. The consequence of this scale parameter is that it can affect the M -quantile
estimator through which observations get Huberised. To ensure M -quantile esti-
mates maintain favourable properties the scale estimates should ensure that obser-
vations are not Huberised too little or too much across q. It was found that the
nMAD approach Huberised too few observations, especially when q was extreme.
Conversely the ML approach Huberised too many observations at extreme q. Both
the cMAD and MM approach maintained stabler scale estimates across q ensuring
that observations were Huberised more evenly across q. The cMAD approach offered
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Figure 3.9: Proportion of Huberised residuals for the farm data for each of the
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Figure 3.10: Histograms of q-scores for the farm data for each of the four
approaches to scale estimation.
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the stablest scale estimates across q, though this results in increased proportions of
Huberised observations. The MM scale estimator increased as q got more extreme
allowing for stabler proportions. These differences between the cMAD and MM
scale estimators were not substantial and so it is recommended that either of the
two is appropriate for M -quantile estimation. The cMAD approach is perhaps the
better default choice because it is simpler and having stable scale estimates across
q is better for tuning constant selection.
Chapter 4
M-quantile estimation for nominal
data
4.1 Introduction
M -quantile estimation was originally applied specifically to continuous data (Breck-
ling and Chambers, 1988). Robust estimation in general is often targeted at contin-
uous data with outliers, however this is not to say that discrete data do not require
robust estimation. Discrete data such as nominal (binary and categorical) and count
data commonly occur in practice, and it is certainly possible that such data also
require robust estimation in certain instances where outliers are present. For robust
estimation the focus is to down-weight the effect of extreme observations which can
occur with all data types.
In recent decades robust methods for discrete data have been widely explored,
but only in recent years have these methods been extended to M -quantiles. M -
quantile estimation was extended to binary outcomes (Chambers, Salvati, and Tza-
vidis, 2016), and counts through a Poisson distribution (Tzavidis, Ranalli, et al.,
2015) and also a negative binomial distribution (Chambers, Dreassi, and Salvati,
2014). These extensions were all based on the methodology of robust GLMs in-
troduced by Cantoni and Ronchetti (2001). This provided a framework for robust
regression to be applied to any response variable from the exponential family. How-
ever in some ways, which will be discussed, this framework is not entirely appropriate
for M -quantiles.
Firstly, this chapter presents why this extension of Cantoni and Ronchetti (2001)
is not entirely appropriate for M -quantiles. The intention of these criticisms is to
insight discussion on what a binary M -quantile estimator is and what it should be.
Following this, an alternative M -quantile estimator for nominal data will be defined
based on the continuous estimator. This alternative estimator is first introduced
47
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in relation to binary data and then this is generalised to categorical data types.
The primary benefit of this new estimator is not as an improved replacement of
the current method for binary data, but instead in providing framework for simpler
generalisations from binary to categorical responses. Simulation studies will then
be conducted to assess the performance of these proposed models in comparison
to other methods in the context of SAE. Furthermore, the categorical M -quantile
model will be fitted to real data using employment data from the United Kingdom.
4.2 Quasi-likelihood approach to discrete M-quantile
estimation
All current methods for M -quantile estimation for discrete data are based on GLMs
via robust quasi-likelihood estimation which were introduced by Cantoni and Ronchetti
(2001). So before describing the discrete M -quantile estimator, this robust quasi-
likelihood estimator must first be introduced.
Quasi-likelihood estimation does not require a specific distributional assump-
tion like maximum likelihood estimation. Instead, quasi-likelihood relies on the
assumption that there is a known relationship between the mean and variance of a
random variable, so given a random variable Y , then E(Y ) = µ, and V (Y ) = V (µ).
For Bernoulli and Poisson random variables we know this variance relationship to
be V (µ) = µ(1 − µ) and V (µ) = µ respectively. Although quasi-likelihood is not
robust, this relaxed distributional assumption makes it an appropriate method to
generalise into a robust framework.
Quasi-likelihood estimates are found by solving the quasi-score function which
was originally defined by Wedderburn (1974) as:
n∑
i=1












is the Pearson residual, µi = g
−1(xTi β), and g(·) is the link function.
Clearly E(Ui) = 0 since E(yi) = µi, hence the quasi-likelihood estimator of the mean
is Fisher consistent.
Cantoni and Ronchetti (2001) introduced a generalised extension to quasi-likelihood
for robust estimation with influence functions, leading to a slight modification to





µ′i − a(β) (4.3)






. If the influence function ψ(·) is bounded then the
estimates are considered robust. Note that if ψ(·) is chosen to be the identity func-
tion the function reduces back to the original quasi-likelihood function. The a(β)
constant ensures that E [Ui,ψ] = 0 and hence the robust quasi-likelihood estimator
of the mean is Fisher consistent regardless of ψ(·).
This a(β) term is very important in ensuring that the down-weighting of the
residuals through the influence function does not compromise the consistency of
the estimator. This occurs when a symmetric influence function is used on an
asymmetric variable or vice versa. For example, suppose the Huber estimator is used
with a relatively small tuning constant on distribution Y which is right-skewed, then
the Huberising effect will not balance out like in symmetric distributions but instead
disproportionately down-weight the right-tail of Y resulting in an underestimate
of µ. The influence function in this case causes the estimator to be inconsistent,
hence a Fisher consistency term must be added. With a continuous, symmetric
heavy-tailed distribution the robust Huber estimates of the mean remain consistent
because the Huberising due to the tuning constant has equal effect on both tails of
the distribution. Since in almost all practical cases discrete data are asymmetric,
the symmetric Huber influence function down-weights each of the tails unequally
leading to a biased estimate of µ unless a consistency term is added. Hence the
Fisher consistency term is essential to the robust extension of GLMs using influence
functions.
Several publications have extended the robust quasi-likelihood method by Can-
toni and Ronchetti (2001) to M -quantiles for application to binary and count data.
This extension requires the estimation of Mq,k instead of µ using the Huber M -
quantile influence function ψq,k(·). This extension is very simple, with the M -








, Mq,k,i = g







This M -quantile estimator is essentially just the robust quasi-likelihood estima-
tor with the ψq,k(·) influence function. This consequently means that the Fisher
consistency term a(βq,k) ensures that regardless of k, the M -quantile estimates will
be consistent with the q-th expectile of Y , just as the robust GLM is always consis-
tent with the mean. This may be a desirable property of the M -quantiles in certain
CHAPTER 4. M -QUANTILE ESTIMATION FOR NOMINAL DATA 50
practices, however it is a property which has its shortfalls also.
One of the most fundamental and useful characteristics of the Huber M -quantile
estimator on continuous variables is that it offers a unifying and intermediary es-
timator between the quantile and the expectile, through the use of a single tuning
constant k (see Figure 2.1). As k decreases, the M -quantile transitions from the ex-
pectile to the quantile. However for the discrete M -quantile estimator defined above
this fundamental M -quantile concept is no longer applicable, since the consistency
term ensures the M -quantile estimate is consistent with the expectile. M -quantile
estimators are typically not applied to serve as robust estimates of expectiles, hence
it seems flawed to adapt the method of Cantoni and Ronchetti (2001) which was
developed to provide robust estimates of the mean. While this current proposal of
discrete M -quantile estimation is suitable with some properties such as robustness,
this shortfall begs the question of whether there are alternative methods which are
conceptually more suitable.
4.3 Simplified approach to discrete M-quantile es-
timation
To explore alternatives to discrete M -quantile estimation it seems appropriate to
return to the basic principles of M -quantiles for continuous variables, and then
redefine for discrete variables. So for a univariate, continuous variable Y with density
f(·), the scale unadjusted M -quantile with a given q and k is defined as:
E [ψq,k (y −Mq,k)] =
∫ ∞
−∞
ψq,k (y −Mq,k) f(y)dy = 0 (4.4)
hence the intuitive extension to the discrete case, where Y is now a discrete variable,
would be:
E [ψq,k (y −Mq,k)] =
∞∑
y=−∞
ψq,k (y −Mq,k)P (Y = y) = 0. (4.5)









just as it is for continuous data without a scale adjustment, except Mq,k would
require a link function (Mq,k = g
−1(η)) to ensure estimates are kept within the same
domain as Y . This most simple discrete M -quantile estimator does not maintain a
quasi-likelihood structure but it remains conceptually simple and analogous to the
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continuous estimator. It remains to be seen how well it performs compared to the
quasi-likelihood discrete M -quantile estimator.
The estimating equation in equation 4.6 has no nuisance scale parameter and
the inclusion of one like in the continuous case can be questioned. In the previous
chapter the importance of scale-equivariance for continuous variables was detailed.
However, scale-equivariance with discrete variables is a different matter. Consider
a normal distribution where Y ∼ N (µ, σ), then cY ∼ N (cµ, cσ) which remains a
normal distribution just with altered parameters. However if Y is discrete such as
a binomial or Poisson random variable then there is no such c 6= 1 where cY is also
the same distribution, or even the same domain. So in the discrete case a scale
adjustment to the data is not intuitive, hence adjusting for the scale is similarly not
intuitive.
The scale adjustment for the quasi-likelihood estimators ensure that both con-
tinuous and discrete data can be used, however if specifically using an estimator
for discrete data it is impractical. In the specific context of M -quantiles, scale-
equivariance is useful to standardise the residuals so that the choices of the tuning
constant k can remain constant regardless of the scale of the data, e.g. k = 1.345. If
scale adjustment is ignored for discrete variables then selecting k will be dependent
on the scale of the data. For example, with count data a larger k would be expected
with larger counts. Selecting an optimal k is an important aspect of M -quantile
estimation so the choice of k should be a considered one which should depend on
the data to allow for optimal efficiency and robustness. Hence having a discrete
M -quantile estimator which requires a data-dependent choice of k is not necessarily
an issue, but a reminder that care must be taken when selecting it.
So although the robust quasi-likelihood extension to M -quantiles was applicable
to a generalised set of discrete distributions, it is relatively complex compared to the
simple expression in equation 4.6. As discussed, the Fisher consistency term and the
scale adjustment terms can be justifiably removed, which leaves simplified expres-
sions to obtain discrete M -quantile estimates for specific distributions. M -quantiles
based on the quasi-likelihood estimator are referred to as the quasi-likelihood ap-
proach throughout the remainder of the chapter. Discrete M -quantiles estimated
through the use of estimating equation 4.6 are referred to as the simplified approach.
This simplified approach will be applied to binary and categorical data.
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4.4 Binary data
4.4.1 Binary expectiles
Before exploring M -quantiles for binary data using the simplified approach the ex-
pectiles are first defined. Expectiles act as a simpler starting point because they are
naturally scale equivariant, and provide a foundation in which M -quantiles can be
extended from. So suppose the binary responses are Y ∼ Bernoulli(π), then the
binary expectile (µq) can be derived by solving equation 4.5:
E[ψ(E)q (Y − µq)] =
1∑
y=0





2(1− q)(y − µq)Iy≤µq + 2q(y − µq)Iy>µq
}
P (Y = y)
= 2 {(1− q)(−µq)P (Y = 0) + q(1− µq)P (Y = 1)}
= 2 {−µq(1− q)(1− π) + (1− µq)qπ}
which can be equated to 0 and rearranged to make µq the subject:
µq =
qπ
(1− q)(1− π) + qπ
. (4.7)
This can also be rearranged to make π the subject:
π =
µq(1− q)
µq(1− 2q) + q
. (4.8)
Though this result is simple, it is elegant in the fact that since q is a preselected
constant then there is a closed form relationship between the probability (π) and the
expectile (µq) of any Bernoulli variable. So if π̂ is a maximum likelihood estimate
then with the invariance estimator property any function of π̂ must be the maximum
likelihood estimate of that function. Hence in order to estimate the expectile of a
binary variable one only needs to estimate π which can be done using GLMs.
Some of the properties of µq include:
• µq → 0 as q → 0 or π → 0.
• µq → 1 as q → 1 or π → 1.
• µq = π when q = 0.5.
• 1− µq(Y ) = µ1−q(1− Y ).
• When π + q = 1, µq = 0.5.
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When the data is binary but not {0, 1}, i.e. Y ∈ {a, b}, the relationship between
µq and π becomes:
µq =
a(1− q)(1− π) + bqπ
(1− q)(1− π) + qπ
.
4.4.2 Binary M-quantiles
Beyond the expectile case, the binary M -quantile where Mq,k is found by solving




(1− q)(1− π) + qπ
, if (value < k)&(value > 1− k)
kqπ
(1− q)(1− π)
, if (value < k)&(value < 1− k)
1− k(1− q)(1− π)
qπ
, if (value > k)&(value > 1− k)




Mq,k(1− 2q) + q
, if (value < k)&(value > 1− k)
Mq,k(1− q)
Mq,k(1− q) + qk
, if (value < k)&(value < 1− k)
k(1− q)
q(1−Mq,k) + k(1− q)
, if (value > k)&(value > 1− k).
So the case where Mq,k < k and Mq,k > 1 − k is simply the expectile which is
expressed above.
And extending to the case when Y ∈ {a, b}:
Mq,k =

a(1− q)(1− π) + bqπ
(1− q)(1− π) + qπ




, if (value < k)&(value < 1− k)
b− k(1− q)(1− π)
qπ
, if (value > k)&(value > 1− k).
Hence just as with the expectile, the binary M -quantile can be estimated directly
from an estimate of π, however it is a piecewise function of π dependent on k.
4.4.3 Binary expectile regression
It has now been shown that the binary expectile µq with a given q can be expressed
as a simple closed-form function of π. In the regression case it is a simple matter of
estimating π conditional on the covariates to get estimates of µq. So by performing
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a logistic regression on the binary response variable estimates of π can be obtained,
which can then be used to estimate µq. Let X be the n× (p+ 1) design matrix and
β = (β0, . . . , βp) be the logistic regression coefficient vector. Then:
πi =
exp(xTi β)
1 + exp(xTi β)
(4.9)
which is the standard logistic regression expression. Note that πi is used instead
of πi(xi) to keep notation concise. For the remainder of the chapter the subscript
i on a parameter indicates it is conditional on regression covariates xi. So given
































exp(xTi β + log
q
1−q )




exp(xTi β + logit(q))
1 + exp(xTi β + logit(q))
.
Hence there is a simple relationship between the expectile and probability regression
coefficients:
xTi βq = x
T
i β + logit(q) (4.10)
where βq is the expectile regression coefficient vector for a given q. This shows that
the binary expectile regression coefficient βq is just an intercept adjustment of the
logistic regression coefficient β.
4.4.4 Binary M-quantile regression
Extending from expectiles where Mq,k < k,Mq,k > 1 − k to binary M -quantiles
the regression equations can be calculated for the other two cases, firstly when
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1 + exp(xTi βq)





, if (value < k)&(value < 1− k)
exp(xTi βq)− k
exp(xTi βq)
, if (value > k)&(value > 1− k).
If k ≥ 1 then only the expectile case needs to be considered, hence k only causes
different estimates when 0 < k < 1. If k < 0.5 then the expectile formulation
will not be used at all since 0 < Mq,k < 1, and hence this cannot be met: Mq,k <
























Figure 4.1: Examples of M -quantile binary fit with q = 0.2, 0.5, 0.8 for three
different values of k = 0.2, 0.5, 0.8. The x-axis X denotes an arbitrary covariate
with a positive trend with Y , a hidden binary variable.
k,Mq,k > 1−k. It is also worth noting that these three expressions form a piecewise
continuous function across X only when k ≥ 0.5, and will have discontinuities at
Mq,k = k and Mq,k = 1 − k when k < 0.5. This is shown in Figure 4.1. For use in
practice it would be advisable to choose tuning constants 0.5 ≤ k ≤ 1.
The M -quantile is preferable to the expectile when robustness is required in the
presence of outliers. This raises the question of what an outlier is when the response
variable is binary. If the response variable is restricted to {0, 1} then there can
hardly be outliers. However in the regression case one could suggest that outliers
are present if P (Y |xi;β) is close to 0. Or in other words, that given the covariates,
the probability of getting a response observation is so close to zero, that it must be
considered an outlier. In this case an outlier is exacerbated by high-leverage points.
M -quantile regression with binary responses is best suited to when these outliers
are present, as the estimates will be less influences by these points.
There remains a problem with estimating M -quantiles based on estimates of
π. M -quantiles are robust estimators, however π̂ is not hence the robustness of
the M -quantile estimates would be compromised by non-robust estimates of π. It is
therefore important to estimate π using robust methods also, which is possible using
the quasi-likelihood estimator proposed by Cantoni and Ronchetti (2001). So the
simple approach relies on first fitting a robust GLM using Huber’s influence function
to estimate π. This is equivalent to Mq=0.5,k for the quasi-likelihood approach. The
CHAPTER 4. M -QUANTILE ESTIMATION FOR NOMINAL DATA 57
M -quantiles can then be calculated from this estimate. There is one problem with
this, it relies on two tuning constants; one for estimating π using the quasi-likelihood
and the other for Mq,k using the simplified approach. The same tuning constant
cannot be used since they have differing effects and the first can be chosen between
(0,∞) whereas the second between (0, 1). However, it is possible to create a mapping
function between the tuning constants for the two approaches. This will unify the
two tuning constants allowing only one tuning constant to be selected.
4.4.5 Mapping tuning constants between the quasi-likelihood
and simplified approaches
The simplified approach to binary M -quantiles can have tuning constants between
(0, 1), but the quasi-likelihood approach can have values between (0,∞). This makes
it difficult to directly compare binary M -quantile estimates between the two ap-
proaches for a given k. Also, as mentioned, it is a difficulty for the simplified
approach which requires two tuning constants. So to simplify this, a relationship
between the two tuning constants must be understood. To compare the two ap-
proaches we must be able to map each tuning constant to the other where they each
have the same Huberising effect. Denote kq as the tuning constant for the quasi-
likelihood approach and ks for the simplified approach. If we note that the upper




the simplified approach is ks = 1−Mq,k. Then if Mq,k is the same for both approaches















q). These mapping functions can now makes it possible
to directly compare the effect of tuning constants on the respective estimates for
any given k.
One of the primary purposes of M -quantile estimation is to provide robust
estimates, so if ks < 1 then it would be impractical to use a non-robust estimate
of π to estimate the M -quantiles. Therefore the best procedure to estimate binary
M -quantiles using the simplified approach is:
1. Decide on an appropriate tuning constant ks.
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2. Calculate kq based on ks.
3. Estimate π using robust GLM methods as shown in Cantoni and Ronchetti
(2001), with kq.
4. Calculate M -quantile estimates Mq,k for a given q using π and ks.
So essentially the simplified approach is derived directly from the robust quasi-
likelihood estimator for π, whereas the approach by Chambers, Salvati, and Tzavidis
(2016) is a methodological extension of the robust quasi-likelihood estimator specif-
ically designed for M -quantiles. For the remainder of the thesis tuning constants
denoted merely as k are assumed to be kq ∈ (0,∞) unless otherwise stated.
To show the general differences the two approaches have on the M -quantile
regression fitted values, two simple simulations are performed. The first is with a
Bernoulli random variable simulated from Y ∼ Bernoulli(2X) where X ∼ N (0, 1)
and a sample size of n = 1, 000. And the second simulation uses the same data
except with outliers added by switching yi to 1 when xi < −2, which results in
approximately 2% of outliers. M -quantile regression models for each approach were
conducted with q = 0.05, 0.25, 0.5, 0.75, 0.95, and for four different values of k =
0.7, 1.0, 1.5, 100. Figure 4.2 shows the results of the first simulation without outliers
and Figure 4.3 the second simulation with outliers.
For the first plot it shows that without outliers and with large k the two ap-
proaches are identical. Also of note, as k decreases the estimates for the quasi-
likelihood approach barely change. This is due to the effect of the consistency
constant. However the simplified approach M -quantile fitted lines are steeper as
k decreases, hence more likely to be closer to 0 or 1. Once k < 1 (equivalent to
ks < 0.5) the fitted line becomes discontinuous. If k were to tend towards 0 this
fitted line would become closer to a step function. This is intuitive because this is
essentially the quantile function which is also a step function for Bernoulli random
variables.
The second plot showing the binary M -quantiles with outliers shows consider-
able differences between the two approaches. Again, the quasi-likelihood approach
maintains similar estimates for different values of k. The fitted values for q = 0.95 us-
ing the quasi-likelihood approach are significantly influenced by the outliers whereas
the estimates for all other q appear mostly robust to the outliers. However, the sim-
plified approach maintains fitted values that are not as sensitive to the outliers for
all values of q, this is assisted by the constraint that the slopes must be equal across
all q. This means that for q = 0.95 the estimates appear quite robust to the outliers,
however for smaller q the estimates are mildly affected by the outliers.
These results show how the constraint of the estimates being intercept adjust-
ments across q for the simplified approach turns out to be beneficial in cases with













































































































































































































































































































Figure 4.2: Fitted values for q = 0.05, 0.25, 0.5, 0.75, 0.95 for four different values
of k = 0.7, 1.0, 1.5, 100, for non-outlier data. The x-axis X denotes an arbitrary
covariate with a positive trend with Y , a binary variable represented by grey
circles.
outliers, since the tail M -quantiles are less sensitive. However the discontinuous
property of the simplified approach for k < 1 is a shortfall which must be under-
stood when selecting k.
4.4.6 Binary M-quantile regression q-scores
M -quantile estimation is particularly useful in practice due to q-scores. Hence it is
important that q-score calculations give intuitive values for binary data (e.g. close
to 0.5 if typical, close to 0 or 1 if extreme). Chambers, Salvati, and Tzavidis (2016)
proposed a method for calculating q-scores for binary data using equation 2.29. This
method can be used on both the quasi-likelihood and simplified approach. While
this q-score method was shown to provide good small area estimates, it does have

































































































































































































































































Figure 4.3: Fitted values for q = 0.05, 0.25, 0.5, 0.75, 0.95 for four different values
of k = 0.7, 1.0, 1.5, 100, for outlier data. The x-axis X denotes an arbitrary
covariate with a positive trend with Y , a binary variable represented by grey
circles.
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some minor flaws.
Generally, the objective of a q-score is to assign each observation an index
between (0, 1) where q-scores close to 0.5 are considered ‘typical’ and q-scores close
to 0 or 1 are considered ‘extreme’. Furthermore, these q-scores should be continuous
across the full range of (0, 1). So the characteristics of a good q-score estimator is
one that ranges between (0, 1) and the q-scores close to 0.5 represent observations
which are typical outcomes given the conditional distribution. These characteristics
are important to ensure that q-scores are not inherently biased towards the tails of
the distributions or skewed to one tail.
While a ‘typical’ q-score for continuous data is relatively simple to conceptualise,
the binary case is not. In the binary case there are two situations where a typical
observation can be found: when 0 is observed when the probability of 0 is high,
and when 1 is observed when the probability of 1 is high. So for example, suppose
πi = 0.99 then the observation yi = 1 is very much expected, hence the corresponding
q-score should be q∗i ≈ 0.5. Conversely, if the observation was actually yi = 0 then
this would not typically occur hence the q-score should be close to 0. Perhaps the
simplest equation to capture these characteristics is:
q∗i =
1− πi + yi
2
.
This equation ensures that the ‘typical’ observations would have q-scores close to
0.5, and ‘non-typical’ observations will be close to 0 or 1. Consider the example
above, the corresponding q-scores would be q∗i = 0.505 and q
∗
i = 0.005 respectively,
which are both close to what is expected. Furthermore this equation ensures that the
q-scores can be any value between (0, 1) since the probability also has this support.
So this very simple derivation of the q-scores offers a new way of defining binary
q-scores, and in practice it can be estimated very simply also.
Consider the logistic regression case where βq=0.5 is the expectile regression
coefficient with q = 0.5 used to estimate the probability. So the estimated prob-
ability for the i-th binary observation yi is logit(π̂i) = x
T
i β̂q=0.5. So similarly to








i β̂q=0.5 + logit
(




is based on the expectile result in equation 4.10. Although this estimator of q-
scores is based on the expectile derivation it can still be applied with an M -quantile
estimator, i.e. β̂q=0.5,k and π̂i = expit(x
T
i β̂q=0.5,k).
To display the differences between the current binary q-score approach by Cham-
bers, Salvati, and Tzavidis (2016) and this new approach, a simple simulation study
was performed. Figure 4.4 shows the q-scores from the two different approaches us-
































































































































































Figure 4.4: Simulated Y ∼ Bernoulli(π) data on the left figure where π =
expit(2X) fitted line shown. On the right are the corresponding q-scores for the
current and proposed approaches.
ing a very simple simulated example. The first plot displays the simulated data with
known logistic relationship shown, and the second plot displays the corresponding
expectile q-scores, i.e. k →∞ since no outliers were introduced. It is clear how the
proposed approach includes q-scores distributed all across (0, 1) and are very close
to 0.5 for extreme X, as is expected. The current approach has no q-scores close to
0.5, and none even within the range of (0.4, 0.6). In the continuous case, expectile
q-scores in this range indicate values close to the mean, however it can be seen in the
first plot that there are values close to the mean when X is extreme. Hence to keep
the binary q-scores similar to continuous q-scores the proposed approach should be
employed. Further comparisons of the two q-score approaches in SAE are made in
a more rigorous simulation study in a later section.
4.4.7 SAE using binary M-quantiles
M -quantile approaches to SAE rely on aggregated q-scores within the small areas.
So as Chambers, Salvati, and Tzavidis (2016) showed the binary small area estimates
can be calculated using aggregated q-scores within areas, similarly to the continuous











where M̂q̂∗j ,k(xij) = expit(x
T
ijβ̂q̂∗j ,k), sj denotes the units sampled in area j and rj
the units in area j not sampled. So essentially the M -quantile estimate M̂q̂∗j ,k(xij)
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is an estimate of the proportion at area j given xij .
4.4.8 Simulation study for binary M-quantile SAE
The simulation study performed in Chambers, Salvati, and Tzavidis (2016) is repli-
cated here to explore differences between not only the quasi-likelihood and simplified
approach to binary M -quantile estimation but also the current and proposed q-
score approaches. Hence together there are four combinations of binary M -quantile
SAE methods to investigate. Furthermore, for each method a tuning constant of
k = 1.345 was used and also the expectile with k set arbitrarily large to 100. As well
as the M -quantile methods, the estimator using a GLMM (in equation 2.34) with
logistic link function is compared as well as the direct estimator which is simply the
sample proportion. Explicitly, the ten methods in the simulation study are:
Dir Direct estimator (sample proportion).
GLMM SAE using a GLMM with logistic link function.
MQ-QC Quasi-likelihood M -quantile approach with current q-score approach and k =
1.345.
Exp-QC Quasi-likelihood expectile approach with current q-score approach.
MQ-QP Quasi-likelihood M -quantile approach with proposed q-score approach and
k = 1.345.
Exp-QP Quasi-likelihood expectile approach with proposed q-score approach.
MQ-SC Simplified M -quantile approach with current q-score approach and k = 1.345.
Exp-SC Simplified expectile approach with current q-score approach.
MQ-SP Simplified M -quantile approach with proposed q-score approach and k =
1.345.
Exp-SP Simplified expectile approach with proposed q-score approach.
For this simulation a population of N = 5, 000 was generated in J = 50 small
areas each with population size Nj = 100, j = 1, . . . , J . Values for the single ex-
planatory variable xij were simulated from Uniform(−1, j/4), j = 1, . . . , J, i =
1, . . . , Nj. Response variable values were then simulated from Bernoulli(πij) where
πij = expit(ηij), ηij = xijβ+uj and β = 1. The small area effects uj were simulated
from N (0, 0.25).
From this simulated population two different scenarios were used with two dif-
ferent sample sizes. Samples for each scenario were chosen with a simple random
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sample of nj = 10 and nj = 20 taken from each small area giving a total sample
population of n = 500 and n = 1, 000 respectively. Additionally, a scenario with
added outliers was performed where (1%) of the sample were randomly selected
and the xij values were replaced with 20 and the corresponding yij values set to 0
(very improbable for large xij). Each of these four scenarios with the two different
sample sizes and outliers or no outliers, were replicated R = 1, 000 times and the
predicted small area proportions p̂j were estimated using the different estimating
methods. The performance of the estimators were evaluated in respect to the bias
R−1
∑R





The results of the simulation study are shown in Table 4.1 and Figure 4.5.
It is apparent that there are noticeable differences between the M -quantile and
q-score approaches. The most notable finding from this simulation study is that
the proposed q-score approach improves the bias greatly and slightly improves the
RMSE compared to the current q-score approach. And when comparing the two
M -quantile approaches both with the proposed q-score approach there is very little
difference, except the quasi-likelihood approach has less bias, especially when there
are no outliers. So this simulation suggests that the best method for binary M -
quantile SAE is the quasi-likelihood approach with the proposed q-score approach
(MQ-QP). This method performs so well that it performs similarly to the estimator
using GLMM when there are no outliers, and much better when outliers are present.
Although the simplified approach does not perform quite as well, it is similar enough
to be a useful, simpler alternative to the quasi-likelihood approach.
4.5 Categorical response
4.5.1 Extending binary M-quantiles to categorical
The previous section compared two M -quantile approaches to binary data, the
pre-existing quasi-likelihood approach by Chambers, Salvati, and Tzavidis (2016)
and the proposed simplified approach. It was shown that the quasi-likelihood ap-
proach performed slightly better. In light of this finding it was logical to extend the
quasi-likelihood M -quantile approach to categorical data based on a multinomial
logistic regression approach. However, the multinomial logistic regression approach
relies on the estimates of the probabilities summing to one. Intuitively, the cat-
egorical M -quantile estimates should not sum to one which made it infeasible to
extend the quasi-likelihood approach to categorical data. Since the simplified ap-
proach to binary M -quantile estimation can be performed based on first estimating
the probability of a Bernoulli variable, the extension to categorical data from bi-
nary data is therefore a simple one. By simply estimating the probability vector














































































































































































































































































































































































































Figure 4.5: Simulation results: Bias and RMSE of all J = 50 predicted small
area proportions for each method.
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Table 4.1: Simulation results: Bias and RMSE of predicted small area propor-
tions.
nj = 10 nj = 20
Method No outliers Outliers No outliers Outliers
Median values of Bias
Dir 0.0004 -0.0005 -0.0000 -0.0003
GLMM 0.0018 -0.0196 0.0007 -0.0140
MQ-QC 0.0042 0.0045 0.0032 0.0037
Exp-QC 0.0045 -0.0196 0.0037 -0.0178
MQ-QP -0.0002 -0.0006 -0.0007 -0.0010
Exp-QP -0.0001 -0.0241 -0.0005 -0.0216
MQ-SC 0.0614 0.0616 0.0547 0.0547
Exp-SC 0.0295 0.0089 0.0254 0.0077
MQ-SP 0.0058 0.0058 0.0047 0.0045
Exp-SP -0.0001 -0.0241 -0.0005 -0.0215
Median values of RMSE
Dir 0.1148 0.1148 0.0773 0.0773
GLMM 0.0523 0.0595 0.0443 0.0499
MQ-QC 0.0512 0.0513 0.0448 0.0449
Exp-QC 0.0511 0.0616 0.0447 0.0503
MQ-QP 0.0505 0.0505 0.0442 0.0442
Exp-QP 0.0504 0.0596 0.0441 0.0507
MQ-SC 0.0911 0.0910 0.0754 0.0737
Exp-SC 0.0622 0.0573 0.0538 0.0473
MQ-SP 0.0513 0.0513 0.0447 0.0447
Exp-SP 0.0504 0.0596 0.0441 0.0505
π = (π1, π2, . . . , πG) under a multinomial distribution assumption the expectiles
and M -quantiles can be calculated similarly to the Bernoulli case. So although the
quasi-likelihood approach performs slightly better in the binary case, the simplified
approach can be easily extended to categorical data which makes this approach a
more versatile alternative.
4.5.2 Categorical expectiles
Let Y ∼Multinomial(1,π) forG distinct categories represented by an n×Gmatrix,
then the multinomial expectile (µq) can be derived by solving E[ψq(Y − µq)] = 0
in much the same way as the Bernoulli case, giving:
µqg =
qπg
(1− q)(1− πg) + qπg
, g ∈ 1, 2, . . . , G.
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4.5.3 Categorical expectile regression
The extension to regression requires estimates of π|X which can be found using
multinomial logistic regression. Let β be the p× (G− 1) matrix of the multinomial

















where βg is the g-th column of β, and πiG represents the probabilities of the ref-
erence group, which is arbitrarily chosen to be the G-th or last group. Expressing
the probabilities like this ensures that the probabilities must sum to one which is
obviously an important requirement.
With estimates of π we can then calculate the estimates of the multinomial
expectiles. However calculating the regression estimates of µq is not as simple as
the binary case since (1 − πg) 6= πG. But through the use of equation 4.7 and
equations 4.13 and 4.14, µq can be expressed as:
µqig =






























where xTi βqg = x
T
i βg + logit(q). Equation 4.15 does simplify to expit(x
T
i βqg) when
G = 2 for the binomial case, as required.
To visualise these categorical expectiles Figure 4.6 shows fitted lines for simu-
lated data.
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Figure 4.6: Categorical expectiles of simulated data with G = 3 and q =
0.01, 0.25, 0.5, 0.75, 0.99.
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4.5.4 Categorical M-quantile regression









i βg)− exp(xTi βg) + exp(xTi βqg)
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i βg)− exp(xTi βg)
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if (value > k)&(value > 1− k).
(4.18)
























exp(xTi βg + log
1− q
q
), if (value > k)&(value > 1− k).
(4.19)
It is worth noting that the sum of the M -quantiles will not sum to one, this
is only a characteristic of when q = 0.5, k → ∞, i.e. the probability. The sum
of the M -quantiles does not even sum to a constant dependent on q, but instead
it is dependent on X hence the sum cannot simply be universally integrated into
the model structure. The effect of the tuning constant k on the fitted values is
shown in Figure 4.7, which is similar to the binary M -quantile fitted values shown
in Figure 4.1. For small k there is a large discontinuity, and the difference between
k = 1.345 and the expectile (k = 100) is minor.
So applying the simplified approach to categorical responses is just like the
binomial response case. A tuning constant and q is selected, a robust estimate of
the probabilities is made and then M -quantiles are calculated. It is important to
ensure that when the tuning constant is finite that robustness of the estimate of π
is kept, which is why the robust GLM method by Cantoni and Ronchetti (2001) was
used in the binomial case. However the extension to multinomial was not shown
in Cantoni and Ronchetti (2001), though recent unpublished work by Dr. Nicola





















Figure 4.7: Examples of the categorical M -quantile regression fit with q = 0.5
for three different values of k = 0.7, 1.345, 100. The fitted values for k = 100
represent the probabilities.
Salvati has provided an extension to the trinomial case treating the two non-reference
response groups marginally as though they were each binary. A brief description of
this method as well as the derivation of the covariance matrix of the estimator is
shown in appendix A.2. Extending these methods beyond the trinomial case to a
general multinomial with G groups remains an open problem. Until this is solved
when G > 3 then standard non-robust estimates of π must be used for categorical
M -quantile estimation.
4.5.5 Categorical M-quantile regression q-scores
Having shown how categorical M -quantiles can be estimated it is now required
to derive categorical M -quantile q-scores. Calculating q-scores is essential for SAE,
which was the original motivation for constructing such estimates. Deriving q-scores
for univariate response variables is relatively straightforward because each individual
unit can be represented by a single q-score. Multinomial response variables with
G > 2 groups are not univariate hence cannot be expressed by a single value, but
instead a q-score vector of length G.
Calculating the q-score vector for each unit can be done very similarly to the
binary case detailed in section 4.4.6 except performed marginally. Suppose q̂∗i =
(q̂∗i1, . . . , q̂
∗
iG) is the q-score vector, then the g-th element of the vector can be defined
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as the solution to y∗ig = x
T
i β̂q̂∗i ,g, where
y∗ig = x
T
i β̂q=0.5,g + logit
(




As discussed, in the binary case ‘typical’ q-scores close to 0.5 occur when the
estimated probability is close to the corresponding observation, e.g. πi = 0.99 with
yi = 1. For the categorical case a ‘typical’ q-score vector will have all elements close
to 0.5, with all probabilities close to the corresponding observation. Suppose G = 3,
then the q-score vector of a ‘typical’ unit would be close to (0.5, 0.5, 0.5), which for
example could occur when π̂i = (0.01, 0.98, 0.01) and yi = (0, 1, 0).
4.5.6 SAE using categorical M-quantiles
With categorical q-scores established it is simple to calculate the M -quantile small
area estimates. This is very similar to the binary case in equation 4.12, except done
marginally. In the binary case the M -quantile estimator is M̂q̂∗j ,k(xij) where q̂
∗
j is
an aggregate of all q-scores in area j. This M -quantile estimate acts as an estimate
of the proportion at area j. In the categorical case M -quantile q-scores are a vector
where each group represents an element, hence the g-th element of q̂∗j is aggregated




ijg. Hence the M -quantile
estimate for group g and area j is M̂q̂∗jg ,k,g(xij).
And then the M -quantile small area estimates of the proportion of observations











These estimates p̂∗jg cannot act as an estimate of a proportion because they are not
guaranteed to sum to one. Hence to ensure the proportions sum to one across groups








4.5.7 Simulation study for categorical M-quantile SAE
The purpose of this simulation study is to assess how well categorical M -quantile
estimation works in SAE of categorical proportions and whether it performs better
than methods by Molina, Saei, and José Lombard́ıa (2007) with common group
random effects and Saei and Taylor (2012) with unconstrained random effects. For
simplicity these will respectively be referred to as the Molina and Saei methods. For
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the categorical M -quantile method a tuning constant of k = 1.345 was used and
also the expectile with k set arbitrarily large to 100 was used. Hence altogether, the
small area proportions were estimated using the following five methods:
(a) Direct estimator (sample proportion).
(b) Molina method.
(c) Saei method.
(d) M -quantile with k = 1.345.
(e) M -quantile with k = 100.
For simplicity, this SAE simulation study for categorical data was kept as similar as
possible to the binary data simulation study. So like the binary simulation study, a
population of N = 5, 000 was generated in J = 50 small areas each with population
size Nj = 100, j = 1, . . . , J . Values for the single explanatory variable xij were
simulated from Uniform(−1, j/4), j = 1, . . . , J, i = 1, . . . , Nj, and xij = (1, xij).
Instead of a Bernoulli response variable, a categorical response variable with G = 3
groups was simulated from Multinomial(ni = 1,πij) where πij = (πij1, πij2, πij3)
and πijg = exp(ηijg)/(1 +
∑3
g=2 exp(ηijg)) when g = 2, 3. For g = 1, πij1 = 1/(1 +∑3
g=2 exp(ηijg)), and ηijg = xijβg + ujg where βg is the column of β corresponding







The small area effects ujg were simulated in two different ways, reflecting two dif-
ferent approaches to constructing the variance matrix of the multinomial random
effects Σ as discussed in section 2.4.2. The first approach was based on Molina,
Saei, and José Lombard́ıa (2007) where uj2 was simulated from N (0, 0.25) and then
uj2 = uj3. The second approach based on Hartzel, Agresti, and Caffo (2001) where







The first approach is referred to as the constrained Σ approach and is in concordance
with the Molina model. The second approach is referred to as the unconstrained Σ
approach which is in concordance with the Saei model.
From this simulated population of N = 5, 000, two different scenarios were used
with two different sample sizes. Samples for each scenario were chosen with a simple
random sample of nj = 10 and nj = 20 taken from each small area giving a total
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sample population of n = 500 and n = 1, 000 respectively. Additionally, a scenario
with added outliers was included where 1% of the sample were randomly selected
and the xij values were replaced with 20 and the corresponding yij values set to
be from category g = 3. This group is highly improbable for large values of xij.
Each of these four scenarios with the two different sample sizes and outliers or no
outliers, were replicated R = 100 times and the predicted small area proportions p̂jg
were estimated using the five different estimating methods. The performance of the
estimators were evaluated for each of the three groups within each of the 50 small
areas with the bias R−1
∑R





The results of the constrained Σ simulation are shown in Table 4.2 and Fig-
ure 4.8. As the data is simulated to fit the Molina SAE model it is expected that
it should perform well without outliers. This is definitely so in regard to bias where
overall it performs the best, but the other methods perform quite well also except for
the M -quantile method which shows a clear bias. Interestingly, in regard to RMSE
for all models without outliers, all methods perform very similarly. Only on very
close inspection can it be seen that the Molina method and the expectile perform
slightly better than the others. So all methods have a substantially lower RMSE
than the direct estimates and all perform comparably without outliers, with the one
exception being that the M -quantile method is noticeably biased.
Greater differences between the methods emerge when outliers are introduced.
The M -quantile bias becomes quite small and the RMSE becomes the lowest of the
methods in general. The Molina method is perhaps the most adversely affected by
the outliers with noticeably poor performing values shown in the boxplot. The Saei
and expectile methods perform very well considering they are not robust estimators,
with their bias and RMSE only generally being slightly worse than the M -quantile
method.
The results of the unconstrained Σ simulation are shown in Table 4.3 and Fig-
ure 4.9. In the scenarios with no outliers the methods by Molina and Saei each show
small bias, but noticeably smaller RMSE for the Saei method. This is expected
since the simulated data have random effects for each group in concordance with
this method. The Saei method also performs better than the Molina method in the
presence of outliers in terms of both bias and RMSE.
When comparing with the M -quantile and expectile methods the Saei method
performs similarly even with outliers. The M -quantile method has considerable bias
with no outliers but the expectile method does not have this same problem. When
outliers are introduced the M -quantile method has less bias and is comparable to
the Saei method. In regard to RMSE all four SAE methods reach similar values.
Without outliers the Saei method is slightly better and with outliers the M -quantile
method is slightly better. So in general this shows that the Saei, M -quantile and



























































































































































































































































































































































Figure 4.8: Results for constrained Σ simulation: Bias and RMSE of all J = 50
predicted small area proportions for each method.
CHAPTER 4. M -QUANTILE ESTIMATION FOR NOMINAL DATA 75
Table 4.2: Results for constrained Σ simulation: Bias and RMSE of predicted
small area proportions for the G = 3 groups.
Median values of Bias
No outliers Outliers
nj = 10 g = 1 g = 2 g = 3 g = 1 g = 2 g = 3
Direct -0.0030 0.0021 0.0028 -0.0033 0.0004 0.0055
Molina -0.0017 0.0002 0.0014 -0.0016 -0.0301 0.0313
Saei -0.0017 0.0004 0.0017 -0.0011 -0.0183 0.0198
MQ -0.0073 0.0116 -0.0043 -0.0122 0.0158 -0.0038
Expectile -0.0013 -0.0003 0.0019 -0.0006 -0.0256 0.0254
nj = 20
Direct -0.0010 0.0018 -0.0000 -0.0017 -0.0008 0.0020
Molina -0.0003 0.0006 0.0005 -0.0008 -0.0265 0.0263
Saei -0.0002 0.0001 0.0006 0.0005 -0.0140 0.0141
MQ -0.0056 0.0113 -0.0059 -0.0102 0.0155 -0.0054
Expectile -0.0004 0.0002 0.0008 0.0003 -0.0219 0.0215
Median values of RMSE
No outliers Outliers
nj = 10 g = 1 g = 2 g = 3 g = 1 g = 2 g = 3
Direct 0.1041 0.1249 0.0796 0.1041 0.1245 0.0796
Molina 0.0402 0.0373 0.0246 0.0405 0.0506 0.0418
Saei 0.0394 0.0418 0.0280 0.0401 0.0535 0.0435
MQ 0.0411 0.0424 0.0262 0.0427 0.0442 0.0266
Expectile 0.0397 0.0397 0.0256 0.0404 0.0506 0.0403
nj = 20
Direct 0.0699 0.0834 0.0561 0.0699 0.0834 0.0561
Molina 0.0345 0.0327 0.0222 0.0346 0.0447 0.0370
Saei 0.0344 0.0361 0.0263 0.0352 0.0436 0.0389
MQ 0.0349 0.0360 0.0232 0.0359 0.0387 0.0236
Expectile 0.0334 0.0327 0.0228 0.0337 0.0419 0.0351
expectile methods are all viable options in regard to performance in bias and RMSE,
except care should be taken when using the M -quantile method since misspecifying
the tuning constant can lead to relatively large bias if no outliers are present.
In addition to assessing the performance of the different methods in terms of
bias and RMSE, the computation times for the models were also assessed. There
were considerable differences in computation times between methods, as shown in
Table 4.4. This table shows the time in seconds to compute one iteration of the four
scenarios, each for the constrained and unconstrained Σ simulations. The expectile
method was the fastest which took 28.03 seconds to respectively perform one itera-
tion. The M -quantile method was the next fastest at around 45 seconds, and then
the Saei method was the third fastest which took over 150 seconds for both simu-
lations. This left the Molina method as the slowest method which took over seven
minutes or fifteen times slower than the expectile method. Hence the M -quantile






































































































































































































































































Figure 4.9: Results for unconstrained Σ simulation: Bias and RMSE of all
J = 50 predicted small area proportions for each method.
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Table 4.3: Results for unconstrained Σ simulation: Bias and RMSE of predicted
small area proportions for the G = 3 groups.
Median values of Bias
No outliers Outliers
nj = 10 g = 1 g = 2 g = 3 g = 1 g = 2 g = 3
Direct 0.0017 -0.0014 0.0004 0.0005 -0.0018 0.0007
Molina 0.0007 -0.0006 -0.0002 0.0009 -0.0288 0.0298
Saei 0.0011 -0.0009 -0.0002 0.0007 -0.0180 0.0178
MQ -0.0044 0.0107 -0.0057 -0.0093 0.0166 -0.0061
Expectile 0.0015 -0.0017 0.0011 0.0019 -0.0257 0.0254
nj = 20
Direct -0.0022 -0.0003 -0.0013 -0.0028 -0.0011 0.0011
Molina -0.0004 0.0006 -0.0001 -0.0004 -0.0250 0.0261
Saei -0.0007 -0.0001 0.0006 -0.0017 -0.0104 0.0113
MQ -0.0050 0.0106 -0.0067 -0.0093 0.0147 -0.0045
Expectile -0.0005 -0.0004 0.0006 0.0002 -0.0212 0.0205
Median values of RMSE
No outliers Outliers
nj = 10 g = 1 g = 2 g = 3 g = 1 g = 2 g = 3
Direct 0.1031 0.1260 0.0832 0.1031 0.1260 0.0832
Molina 0.0426 0.0573 0.0424 0.0427 0.0671 0.0535
Saei 0.0411 0.0524 0.0395 0.0412 0.0608 0.0501
MQ 0.0420 0.0539 0.0394 0.0423 0.0561 0.0393
Expectile 0.0414 0.0534 0.0386 0.0420 0.0613 0.0480
nj = 20
Direct 0.0683 0.0806 0.0551 0.0683 0.0806 0.0551
Molina 0.0377 0.0508 0.0384 0.0376 0.0585 0.0485
Saei 0.0378 0.0457 0.0338 0.0373 0.0496 0.0405
MQ 0.0373 0.0499 0.0355 0.0386 0.0524 0.0353
Expectile 0.0368 0.0475 0.0349 0.0367 0.0523 0.0419
and expectile approaches were much faster than the Molina and Saei approaches so
may be preferable with larger datasets or when there are time constraints.
4.5.8 Application to labour force data
To demonstrate how the categorical M -quantile models perform in SAE with real
data, labour force data from the United Kingdom (UK) was used. The data was
collected by the Office for National Statistics for the Labour Force Survey (LFS)
in 2000. This data set was used in Molina, Saei, and José Lombard́ıa (2007), and
following this Saei and Taylor (2012) used it to compare their method, so it seems
appropriate to compare both of these methods to the M -quantile method using
this data set. Data was collected across 406 unitary authorities and local authority
districts (small areas) within the UK. Each small area is associated within a Gov-
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Table 4.4: Computation time in seconds for one iteration of the constrained and
unconstrained Σ simulations.
Time (s) Molina Saei MQ Expectile
Constrained Σ 455.50 194.78 45.72 28.03
Unconstrained Σ 433.44 150.09 45.75 28.03
ernment Office Region (GOR) and a socioeconomic classifier (Cluster). Within each
small area a sample was taken in six sex-age categories which classified whether the
individual was employed, unemployed or inactive in the workforce (workforce sta-
tus). The sample size within the 406 small areas ranged between 52 and 2,702, with
a median sample size of 344. Finally, the number of registered unemployed indi-
viduals and total individuals in each small area sex-age category was also available.
The objective of the analysis of this labour force data is to estimate the population
proportions of workforce participation within each small area.
Small area estimates for this data set were calculated for the Molina, Saei and
categorical M -quantile methods with k = 1.345, all using sex-age, GOR, Cluster and
number of registered unemployed individuals as explanatory variables. These esti-
mates are shown in the ternary plots in Figure 4.10. Each point on the ternary plots
represents the proportions of each of the 406 small areas. The points for the three
SAE methods are closer together compared to the direct estimates as expected due
to shrinkage. The Molina and Saei estimates look very similar and the M -quantile
estimates are even closer together, showing greater shrinkage. Nevertheless this plot
shows that all three methods reach realistic estimates as they are comparable to the
direct estimates.
As shown in the simulation study the results favoured the method where the sim-
ulated structure was the same as the model structure. Without outliers the Molina
method performed best for the constrained Σ simulation, and the Saei method for
the unconstrained Σ simulation. To eliminate this structural bias a further sim-
ulation study is performed based on the UK LFS data. A simulated population
was constructed from the data set as it contained the population size for each of
the 406 small areas. To simplify the simulation, the sex-age classifier was not con-
sidered leaving just the GOR, Cluster and registered unemployed numbers as the
explanatory variables. The population numbers within each workforce category was
assumed to be equivalent to the sample proportion. So the artificial population pro-
portions were identical to the sample proportions except for minor rounding error.
One adjustment was made to the two small areas which had no sampled unem-
ployed individuals, in these two cases the population proportion for unemployment
was fixed to 0.01 and inactive was reduced by 0.01.
With the artificial population created the simulation could be constructed. Sam-
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Figure 4.10: Ternary plots of the predicted small area proportions for the four
methods using the UK LFS data.
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ples from each small area were taken to be the same size as the samples in the real
data set, and were randomly taken based on the artificial population proportion of
the small area. Using this sample, estimates of the population proportions for each
of the three workforce categories were made using the same five methods in the
previous simulation study. A total of 100 replicated resamples were performed from
the same fixed artificial population. It should be noted that the samples within each
small area have no artificially added outliers as they are effectively simulated from
a multinomial distribution, but variations between small areas may be a source of
irregularity that is not easily captured by the random-effects models.
The results of this LFS simulation are shown in Table 4.5 and Figure 4.11.
Firstly the Saei method did not converge on an estimate for unknown reasons, so
no results can be shown. This does highlight the difficulty and instability of the
algorithm for this method. The other methods did converge on solutions and it
appears that in terms of bias all methods were relatively similar with mostly very
small bias. The one exception is minor bias in the M -quantile method. But in regard
to RMSE the Molina method is considerably worse compared to the M -quantile and
expectile methods. Overall it appears that the expectile method performed the best
considering both bias and RMSE. Note that the direct estimator performed rather
well due to the simulation taking direct samples based on population proportions.
Table 4.5: Results for LFS simulation: Bias and RMSE of predicted small area
proportions for the G = 3 groups, across each method.
Median values of Bias
g = 1 g = 2 g = 3
Direct -0.0000 -0.0000 0.0001
Molina -0.0000 0.0037 -0.0025
Saei NA NA NA
MQ -0.0093 0.0077 0.0026
Expectile 0.0008 0.0008 -0.0009
Median values of RMSE
g = 1 g = 2 g = 3
Direct 0.0085 0.0264 0.0261
Molina 0.0063 0.0320 0.0303
Saei NA NA NA
MQ 0.0096 0.0227 0.0206
Expectile 0.0068 0.0222 0.0208
4.6 Summary
Generalising M -quantiles from binary to categorical data proved to be difficult based
on the current binary quasi-likelihood approach. However by proposing a simpler



















































































































Direct Molina Saei MQ Expectile
Bias RMSE
Figure 4.11: Results for LFS simulation: Bias and RMSE of all d = 406 pre-
dicted proportions for each small area and each workforce category, across each
method.
binary approach to M -quantiles it was found that generalising to categorical M -
quantiles becomes rather straight-forward. Furthermore the simplified binary M -
quantile estimator provides an alternative to the quasi-likelihood estimator without
too much sacrifice in the way of bias and RMSE.
A new approach to binary q-scores was introduced which was shown to be better
than the one proposed in Chambers, Salvati, and Tzavidis (2016), both theoretically
and practically in the simulation study. And again this method can easily be ex-
tended to the categorical case.
The approach to categorical M -quantile estimation is the first of its kind. Con-
sequentially M -quantile approaches to SAE can now be applied to categorical data.
The simulation studies showed that the categorical M -quantile and expectile per-
form relatively well in SAE compared to pre-existing methods that utilise multino-
mial random-effects models. When there were no outliers introduced the M -quantile
with k = 1.345 showed substantial bias, which was lost when outliers were intro-
duced. This shows the importance of selecting an appropriate tuning constant based
on the data, and if the data show no distinct signs of outliers then the expectile esti-
mator is a valid choice. Importantly the simulation studies showed that categorical
M -quantile methods are effective in SAE and perform better than random-effects






M -quantile regression models are flexible and robust and do not require strong as-
sumptions. This makes these models potentially useful across a very general range of
areas for data analysis. However, M -quantiles have mainly been utilised in applica-
tion to SAE. The models for SAE require the use of q-scores which were introduced
in section 2.2.1. These q-scores offer ordered indices between (0, 1) of the observa-
tions in the conditional distribution, which provides a useful representation of the
observations for any regression analysis.
The main purpose of this chapter is to explore q-scores in more depth while intro-
ducing new applications for them. First an inverse M -quantile function is presented
which provides a theoretical basis for q-scores. It is then shown how theoretical
q-scores can be expressed for any given distribution. This leads to methods for as-
sessing residual distributions including assessing for normality. Another method is
introduced for tuning constant selection with contaminated data, and also a method
for regression model selection. A range of diagnostic plots are also introduced which
highlight the usefulness of M -quantile regression models to assess the model fit and
residual distribution.
Overall, the methods presented in this chapter aim to broaden the applications
of M -quantile regression models. By aiding the interpretability of the model output
through diagnostic plots the models become more accessible to general data analysts.
And offering new methods for in-depth analysis of the residual distribution widens
the usability of M -quantile regression.
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Figure 5.1: The two probability densities for F (·) and G(·). The data distribu-
tion F (·) is arbitrarily chosen to be normal and the M -quantile comes from the
Huber M -quantile with k = 1.345. In this case G(Mq) = q.
5.2 Inverse M-quantile function
The functional form of an unscaled general M -quantile (Mq) with a given q is defined
by: ∫ ∞
−∞
ψq(y −Mq)dF (y) = 0 (5.1)
where ψq(y) = 2 [(1− q)Iy≤0 + qIy>0]ψ(y), ψ(·) is some appropriate influence func-
tion and F (·) is a distribution function. We know that when ψ(y) = |y −Mq| then
the solution Mq will be the quantile, i.e. F (Mq) = q. Jones (1994) showed that
expectiles, and more generally M -quantiles, are themselves quantiles of not F (·),
but a different distribution G(·). In other words, for a given M -quantile with known
influence function and known F (·), G(Mq) = q. Hence G(·) can be considered to be
an inverse M -quantile function where instead of choosing q and deriving Mq with
known ψ(·), one can choose Mq and derive q with known G(·). See Figure 5.1 for a
visual depiction of the relationship between F (·) and G(·).
Jones (1994) proves that this function G(·) is monotone and is actually itself a
distribution function, and shows that G(·) can be derived by expanding the integral
in equation 5.1 and rearranging to make q the subject. So for general M -quantiles
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ψ(y −Mq)dF (y)− 2q
∫ Mq
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which can be expressed as a distribution function G(x) on y ∼ F (y) like so:
G(x;F ) =
∫ x
−∞ ψ(y − x)dF (y)∫ x
−∞ ψ(y − x)dF (y)−
∫∞
x
ψ(y − x)dF (y)
. (5.3)
Though Jones (1994) showed this generally for M -quantiles the Huber M -
quantile was not explicitly derived, and the nuisance scale parameter was not in-
cluded. It is important to note that when adapting equation 5.3 to include a scale
parameter then this parameter must not depend on q, otherwise it will not serve
as a distribution function. Hence the corrected MAD scale estimator would be
suitable which was shown to be invariant to q for the univariate case. So for the








dF (y) = 0. (5.4)
























This function is comprised of two unique definite integrals which can be expanded
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F (x+ kσq,k) + k
where H(t) =
∫ t
−∞ ydF (y) is the partial expectation. These two integrals can then








[2H(x)−H(a−)−H(a+)− 2xFy(x)] + b−Fy(a−) + b+Fy(a+)− k
(5.6)
where a− = x− kσq,k, a+ = x+ kσq,k, b− = xσq,k − k, and b
+ = x
σq,k
+ k. The density
function gk(x;F ) of this distribution can also be determined.
Theoretically, an alternative way of finding the M -quantile estimate Mq,k if
F (·) is known is by solving for x: Gk(x;F ) = q. However in practice F (·) is not
known and also one of the benefits of using M -quantile estimation is to alleviate the
distributional assumptions, so it is not practical to actually use Gk(·) for estimation
purposes. Instead it can be used as a diagnostic tool to assess the M -quantile
estimates and provide a post hoc assessment of the residual distribution.
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5.3 Using Gk to assess normality
The inverse M -quantile function Gk(·) shown in equation 5.6 can be used to compare
the empirical data distribution to any given parametric distribution F (·). This is
because Gk(Mq,k;F ) = q so if Gk(M̂q,k;F ) ≈ q then the data distribution must ap-
proximately follow F (·). Typically assessing for a normal distribution is of interest.
In order to make calculations using Gk(·) with known F (·) the function H(·)
must be derived. In general this will require numerical integration techniques. How-
ever for the normal distribution this can be expressed more simply. Let y ∼ N (µ, σ),
then H(·) can be simplified using the transformation z = y−µ
σ
, which gives y = µ+σz








































































































So the inverse M -quantile function can be formulated under a normality assumption
without difficulty. It is now possible to assess whether an observed distribution is
normal or not. In a univariate setting, with data y, normality can be assessed by
using the follow steps:
1. Calculate M -quantile estimates M̂q,k(y) with the corrected MAD (cMAD)
scale estimator σ̂q,k across a uniform grid of q, e.g. q = 0.01, 0.02, . . . , 0.99.
Using the cMAD scale estimator ensures σ̂q,k is not dependent on q or k and
is consistent with the standard deviation under normality.








where Φ is the assumed
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standard normal since µ = M̂q=0.5,k(y) and σ = σ̂q,k when y is normal.
3. If y is approximately normal then q̂∗ ≈ q, so they will have a one-to-one
relationship or q̂∗ will also be uniform as we know q to be.
The final assessment of this one-to-one relationship can be performed using a scat-
terplot of q against q̂∗, in what is very similar to a P-P plot. However since it is using
M -quantiles this plot is referred to as an M-M plot. The advantage of an M-M plot
over conventional P-P and Q-Q plots is that it is dependent on the robust estimates
rather than the raw data. This means that if the raw data follow a contaminated
normal distribution and the M -quantile estimates are robust to the contamination
then the M-M plot will reveal a normal distribution. The P-P and Q-Q plots will
not as they plot the observations more directly. The M-M plot would not serve as an
alternative to these plots, but can be useful when detecting whether the robustness
of the estimator was suitable given the data.
Generally, assessing normality is most common in regression when assessing the
residual distribution given X. So extending these methods to the regression case is
far more useful. Suppose there is a response variable y with design matrix X, then
y can be assessed for normality at a given x0 by following these steps:
1. Calculate M -quantile regression estimates β̂q,k with the cMAD nuisance scale
estimator σ̂q,k across a uniform grid of q.
2. Calculate predicted M -quantiles given x0, M̂q,k(x0) = x
T
0 β̂q,k.








where Φ is the assumed
standard normal since µ = M̂q=0.5,k(x0) and σ = σ̂q,k when y|x0 is normal.
4. If y|x0 is approximately normal then q̂∗ ≈ q, so they will have a one-to-one
relationship or q̂∗ will also be uniform as we know q to be. Construct M-M
plot to assess.
Furthermore, if the conditional distribution of y|x0 is homogeneous for all x0
then the entire residual distribution can be assessed for normality by taking the
mean or median of all fitted values for each q. So step 3 can be performed using the
mean or median of the fitted values instead of the single fitted value for a given x0.
To demonstrate an example of this in practice a simple simulation study with
three different residual distributions is used: the standard normal, the standard
log-normal and the t-distribution (df = 3). A sample of n = 1, 000 was used with
response variable defined as yi = 2xi + ri where xi is simulated from a standard
normal distribution, and the residual ri simulated from the three aforementioned
distributions. M -quantile regression was performed with q = 0.01, 0.02, . . . , 0.99 and































































































































































Figure 5.2: M-M plot with q = 0.01, 0.02, . . . , 0.99 and k = 1.345 for the stan-
dard normal, the standard log-normal and the t-distribution (df = 3) as the
residual distributions (n = 1, 000).
k = 1.345. As the simulation ensures a homogeneous conditional distribution the
median of the residuals was taken for each q. The resulting M-M plot is constructed
in Figure 5.2. The figure shows the M-M plot for the normal residuals with an
expected one-to-one relationship, and the non-normal residuals resulting in non-
linear relationships.
This method for assessing the residual distribution is not just restricted to the
normal distribution and can be adapted to any other distribution. However numer-
ical methods will be required in order to calculate the integral in H(x).
5.4 The q-score distribution
5.4.1 Using Gk to assess q-score distribution
Another way of interpreting the inverse M -quantile function is that it is a parametric
approach to calculating q-scores. As previously mentioned, q-scores are usually
calculated by matching yi to its closest q
∗
i -th M -quantile estimate on a grid of q,
i.e. Mq∗i ,k = yi. These q-scores will have a distribution within (0, 1), which will
be uniform in the special case when the quantiles are estimated. For general M -
quantiles this q-score distribution does not follow a known parametric distribution
like the uniform distribution. However, the inverse M -quantile function can be used
to construct this q-score distribution for any given underlying residual distribution
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Figure 5.3: Distributions of q-scores for the standard normal distribution and
three different tuning constants k = 0.5, 1.345, 3.0, as well as the the standard
log-normal distribution and t-distribution (df = 3) each with k = 1.345
.
F (·).
Consider Figure 5.3 which shows the q-score distributions for the standard nor-
mal distribution with three different tuning constants, as well as the standard log-
normal distribution and t-distribution (df = 3). The q-score distribution is affected
by two factors; the distribution type and k. The most obvious relationship in Fig-
ure 5.3 is that the symmetric data distributions cause a symmetric q-score distribu-
tion about q = 0.5. The right-skewed log-normal distribution creates higher density
of q-scores closer to 0, for left-skewed data distributions this would lead to higher
densities closer to 1. The effect of the heavy-tailed t-distribution on the q-score
distribution is that it makes it flatter with less density in the extremes of q. This
is also the effect of estimating with smaller k, which is intuitive since as k → 0 the
q-score distribution will approach a uniform distribution.
In practice having an understanding of these q-score distributions can help
quickly determine residual distributions when performing M -quantile regression. By
plotting a histogram of the estimated q-scores using the grid method and comparing
to a reference distribution, the skewness and heavy-tailedness of the residual distri-
bution can be quickly assessed. The comparison of the residual q-score histogram
against a theoretical normal reference q-score distribution can help distinguish the
nature of the residual distribution. If the q-scores are flatter than this reference line
then it indicates there are outliers hence meriting the use of a small k. Conversely
if the q-score distribution is similar to the normal reference line it indicates that a
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larger k may be chosen, since it is clear that the residual distribution is not heavy-
tailed relative to a normal distribution. However, a more precise method of using
q-scores and inverse M -quantile functions to optimise k is possible, and is presented
in a later section.
5.4.2 Approximating the q-score distribution with the beta
distribution
From what is observed from the q-score distribution we know that the distribution
lies between (0, 1), has flexible shapes as shown in Figure 5.3, and the uniform
distribution is a special case when the q-scores are calculated from the quantile
estimates. These three characteristics are also shared by the beta distribution.
Although the distribution of q-scores for M -quantiles does not always exactly follow
a beta distribution they are similar enough for the beta distribution to be able to
approximate the q-score distribution.
Figure 5.4 shows a q-score distribution generated from cMAD M -quantile esti-
mates with k = 1.345 for a standard normal data distribution. This is compared
to a beta distribution with parameters α = β = 0.608 which were estimated using
the method of moments to ensure the mean and variance of the two distributions
were equal. Clearly the two distributions are very similar in shape, though not ex-
actly. Due to the flexibility of the beta distribution the q-score distribution could
be approximated for a range of data distributions and choices of k.
The benefit of having a parametric distribution which can approximate the
q-score distribution is in M -quantile inference using q-scores. Since q-scores are
generally used in M -quantile models such as in SAE, it is useful to have an ap-
proximate distributional assumption to estimate the moments of the q-scores. A
good approximation from a beta distribution with known mean, variance, skewness,
etc. allows for useful properties of the q-scores to be estimated. For example, the
M -quantile small area estimates are based on averages of q-scores, hence parametric
confidence intervals could be constructed using a beta distribution approximation.
Another use for the beta distribution approximation could be to map the M -
quantile to the quantile. So given a good approximation between the two distribu-
tions then the q-score q∗i would be equivalent to the Fβ(q
∗
i )
th quantile where Fβ is
the distribution function for the beta distribution. The beta distribution approxi-
mations may rarely be good enough to use this relationship but it would provide a
quick and simple mapping function if accuracy was not highly important.
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Figure 5.4: Distribution of q-scores from cMAD M -quantile estimator with k =
1.345 for a normal data distribution compared to a Beta(α = 0.608, β = 0.608)
distribution.
.
5.5 Using Gk to find optimal k
A common criticism of robust estimation using tuning constants is it often relies on
subjective choice. However the inverse M -quantile function can be used to select a
tuning constant without this subjectivity.
Consider the case of a contaminated normal distribution Fcont ∼ (1−α)Φ+αH,
where H is an unknown contaminating distribution and 0 ≤ α < 1 is a known level of
contamination. Robust estimation limits the effect of the contaminated distribution.
With Huber M -quantile estimation this contamination is limited using the tuning
constant k. Clearly, the higher the contamination level α, the lower k will need to
be. Ideally, the robust estimates on Fcont aim to be as close to Φ as possible. In
other words, the contaminated distribution should be down-weighted in such a way
that the contamination effect is negligible.
As previously shown in section 5.3, the inverse M -quantile function can verify
whether the M -quantile estimates are approximately normal or not. If there is con-
tamination then these estimates are at risk of being affected by the contamination.
However, with an appropriate tuning constant k, the estimates will not be as sus-
ceptible to the contamination. So in the contaminated normal case, the optimal k
will be such that the M -quantile estimates of Fcont are as close as possible to Φ.
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Hence finding this optimal k can be found for the univariate case with y ∼ Fcont
using the following steps:
1. Create a grid of possible tuning constants k, e.g. k = 0.5, 0.6, . . . , 3.0, and let
kj be the j-th value of k in the grid.
2. For each kj, calculate M -quantile estimates M̂q,kj(y) with the cMAD scale
estimator σ̂q,kj for a uniform grid of q, e.g. q = 0.01, 0.02, . . . , 0.99.










calculates the inverse M -quantile function assuming that Y ∼ Φ, and hence a
high tuning constant of k = 3 is set as this is appropriate with normal data.
4. For each kj calculate dj =
∑
q (q̂
+ − q)2 as a measure of the deviation of q̂+
from q. The smaller dj is, the less deviation.
5. Find jmin such that djmin is the minimum value of dj∀j.
6. Choose kjmin as the optimal tuning constant.
So the inverse M -quantile function Gy,k=3(·; Φ) in step 3 is used as this would be
appropriate if the data were normal. If this were the case then the M -quantile
estimates would result in no deviation between q̂+ and q. However the contaminat-
ing data ensures there is some deviation. This method finds the value of k which
corresponds with M -quantile estimates being the closest to the estimates under no
contamination. The closer that q̂+ is to q, the closer the M -quantile estimates of
the contaminated data are to what they would be under no contamination. So this
method can be viewed as finding k which minimises the effect of the contamination
on the M -quantile estimates.
The effectiveness of this method can be displayed using simulations. We set
the contamination distribution H to be N (µ = 0, σ = 10) and simulate n = 1, 000
observations from Fcont. Three different levels of contamination are considered with
α = 0, 0.05, 0.2. Figure 5.5 displays the results with the optimal k decreasing from
k = 3.0, 2.1, 1.2 as contamination α increases as expected.
To extend these methods to regression where we assume that the residual dis-
tribution is from Fcont, the calculation of q̂
+ in step 3 must be adapted. There are
two possible adaptations which can be used:
1. Assess optimal k at a pre-selected x0, where M̂q,kj(x0) = x
T
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Figure 5.5: Finding the optimal tuning constant k for three different contami-
nation levels α = 0, 0.05, 0.2. The dotted line marks where the lowest value of dj
is and hence the optimal value of kj .

















By following all the other steps an optimal value of kjmin can be reached.
5.6 Assessing fit of M-quantile regression models
M -quantile regression models have been widely used in recent years, however the
assessment of the model-fit has yet to be thoroughly explored. One of the main
advantages of M -quantile models over traditional approaches is that the conditional
distribution can be explored in a lot more depth through the various values of q in an
ensemble model. For example, insights into the heteroscedasticity and skewness are
gained through M -quantile ensemble modelling. The simultaneous fitting of many
values of q as an ensemble model allows for a more thorough inspection of the data,
however it creates additional challenges in verifying whether the model fits well or
not. It may be that for some values of q the model fits well, but not for others.
For example, at q = 0.5 the model fit may appropriately capture the centre of the
conditional distribution but may not fit the upper tail well at q = 0.99. Constructing
useful diagnostic tools for ensemble models can be challenging, especially when
coupled with the difficulty in the interpretation of M -quantile estimates.
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This section presents some diagnostic plots to help address these issues. More
specifically the aim is to have a suite of diagnostic plots which can:
(a) Validate the fit of the model.
(b) Locate the cause of the problem if the model fit is not suitable.
(c) Inspect the conditional distribution, including its symmetry, skewness and het-
eroscedasticity.
In each subsection below a description is given for some suggested diagnostic
plots, along with instruction on how to interpret the plot and what information it
provides. Examples of these diagnostic plots, as well as aforementioned plots in this
chapter such as M-M plots, are then applied to various data sets.
5.6.1 Fitted values vs. q-scores
The fitted values for q = 0.5 are plotted on the x-axis against the q-scores, with
an added Locally Weighted Scatterplot Smoothing (LOWESS) line to highlight the
trend. The purpose of this plot is to assess whether the q-scores are distributed
uniformly across the fitted values. A homoscedastic, symmetric conditional distri-
bution will have q-scores equally on either side of 0.5. If there is a trend of q-scores
across fitted values then this would suggest that there is a linear model fitting a
non-linear trend in the data and would suggest that the model needs to be altered
or an M -quantile model with splines be used. If there is no apparent trend across
the fitted values, and the q-scores are not centred around 0.5, then this suggests that
there is an asymmetric conditional distribution. Knowledge of the expected q-score
distributions as detailed in a previous section can be used to further understand the
conditional distribution.
5.6.2 Fitted values vs. residuals
In any standard regression model it is common practice to assess the relationship
between the fitted values and residuals. For M -quantile regression models, fitted
values and residuals can be determined for each value of q. So for this diagnostic
plot a selection of values of q are selected and the fitted values versus residuals are
overlaid on one plot, with different colours for different values of q. An appropriate
selection of q would be q = 0.01, 0.05, 0.01, 0.25, 0.5, 0.75, 0.9, 0.95, 0.99. A LOWESS
line can again be used to show the general trends. Similarly to the previous plot, if
there is a trend over fitted values then the model is not fitting the data very well. If
the residuals appear evenly scattered across the fitted values then this would indicate
homoscedasticity. Furthermore asymmetry can be easily inspected.
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5.6.3 Proportion of residuals less than zero
A well-fitted M -quantile model will have the same proportion of residuals below and
above zero across fitted values, for any given q. So for symmetric data, you would
expect half the residuals rq,k to be less than 0 for q = 0.5, whereas for q = 0.99
only a small proportion of residuals would be less than 0. Each value of q should be
centred around a constant proportion which decreases as q increases. To assess this
proportion, first create a binary variable with rq,k < 0, then use this as a response
variable for a logistic regression model with the same covariates as used in the M -
quantile model. The fitted values of this logistic regression represent the conditional
estimates of the proportion of residuals less than 0. These fitted proportions are
then plotted on the y-axis against the fitted values of the original M -quantile model
on the x-axis. Each value of q is identified with a different colour. Ideally all values
of q will have a constant estimated proportion across the fitted values.
5.6.4 Symmetry assessment
A method to assess the symmetry of the conditional distribution is by compar-
ing the mean distances between the fitted values M̂q=0.5−t,k(x) and M̂q=0.5+t,k(x) to
M̂q=0.5,k(x) for various values of t, e.g. t = 0.01, 0.05, 0.1, ..., 0.45, 0.49). For example
for t = 0.4, a symmetric conditional distribution will have the same distance be-
tween M̂q=0.1,k(x) and M̂q=0.5,k(x) as M̂q=0.5,k(x) and M̂q=0.9,k(x). So basically this
plot assesses the symmetric differences in the mean fitted values compared to the
fitted values for q = 0.5. In asymmetric distributions one of the tails will be longer
than the other leading to differences in these mean fitted values. This plot shows the
mean distances less than q = 0.5 on the x-axis against the mean distances greater
than q = 0.5 on the y-axis. A one-to-one relationship of these distances suggests a
symmetric distribution. A right-skewed distribution will yield larger distances above
the one-to-one line, and below for left-skewed distributions.
5.6.5 Coefficients over q
To help understand characteristics of the conditional distribution of y, the model
coefficients βq,k can be viewed across q. While the intercept coefficient will generally
vary with q, the slope coefficients will only vary if there is some kind of heteroscedas-
ticity or sources of problems with the model fit. To make all coefficients comparable
on the same plot they are shifted by the mean coefficients across q. This centres the
coefficients around zero.
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5.6.6 Application to data
To display how the diagnostic plots outlined in this chapter perform in practice, they
are produced for various data sets. Five different data sets of differing nature are
used. This includes the farm data set described in section 2.5. And to offer more
diversity four additional data sets were selected to display the diagnostic plots.
These data sets are listed below, as well as the response and explanatory variables
used in the M -quantile regression models:
Animals Estimating log brain weight using log body weights for 62 different species of
animals.
NOx emissions Estimating log NOx concentration using log car emissions and square root of
wind speed.
Verbal test Estimating school-level mean verbal test scores using staff salary, percent of
white-collared fathers, socioeconomic status, teacher’s verbal test scores and
mother’s education.
Toxicity Estimating carboxylic acid toxicity using seven attributes of the various car-
boxylic acids.
A linear M -quantile regression model with q = 0.01, ..., 0.99 and k = 1.345 is
fitted to all data sets and the eight aforementioned plots are produced:
(1) Assessing normality using a M-M plot.
(2) Histogram of q-scores with reference q-score line for normal data.
(3) Optimal k selection.
(4) Fitted values vs. q-scores.
(5) Fitted values vs. residuals.
(6) Proportion of residuals less than zero.
(7) Symmetry assessment.
(8) Coefficients over q.
The diagnostic plots for each of the five data sets are shown in Figures 5.6-
5.10. A description of what can be inferred about each of the M -quantile regression
models from the plots is presented.
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Figure 5.6: Diagnostic plots for farm data
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Figure 5.7: Diagnostic plots for animals data
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Figure 5.8: Diagnostic plots for NOx emissions data






























































































































































































































































































Figure 5.9: Diagnostic plots for verbal test data






































































































































































































































































































Figure 5.10: Diagnostic plots for toxicity data
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Farm data
The diagnostic plots for the farm data set is shown in Figure 5.6. The top two plots
show that the q-scores are very close to the q-scores from normally distributed data,
as they both follow the red dotted reference line. Having a residual distribution so
close to a normal distribution indicates that there are not many outliers hence it
is not surprising that the optimal tuning constant in the third plot is at the upper
limit of k = 3.0. The fourth plot shows the q-scores scattered symmetrically around
0.5 however the red LOWESS line suggests that for the middle fitted values the
q-scores are more likely to be higher than 0.5, a trend also suggested in the fifth
plot, especially for q = 0.01. This trend appears to be quite minor though, with the
LOWESS lines perhaps being over-influenced by the lower and higher fitted values
where there is less data. The sixth plot shows a desirable stability in the proportions
of residuals less than 0. The symmetry assessment in the seventh plot indicates a
slight left-skew of the data, which is shown in a closer inspection of the second plot
which shows q-scores more frequent closer to 1 rather than 0. Finally the last plot
shows the coefficients behaving erratically for small q. It appears that the first slope
coefficient decreases sharply when q < 0.05 which results in the intercept coefficient
increasing significantly too. Hence this identifies a point of further exploration.
Animal data
The diagnostic plots for the second data set for animals is shown in Figure 5.7. The
M-M plot indicates that the M -quantiles for k = 1.345 are similar to what would
be expected under normality, however the q-scores in the second plot suggest it is
not too similar. Furthermore the third plot shows an optimal tuning constant of
k = 1.2 which is close to the default k = 1.345 which was chosen. This indicates
there are outliers present, and that the well fitting M-M plot suggests that these
outliers are being appropriately Huberised. This is suggested by the optimal tuning
constant being close to the tuning constant used. The fourth and fifth plots show
there may be a problem with the linear fit with a suggestion of a curved fit being
more appropriate. The sixth plot shows the proportions of residuals are not very
stationary, with proportions changing over the fitted values. The seventh figure
suggests a left skewed distribution, and lastly there is a noticeable change to the
coefficients at q = 0.2. A change like this indicates that there are outliers in the
lower part of the distribution which no longer get Huberised for q beyond this point.
The histogram of q-scores also suggests outliers in the lower part of the distribution,
with a mild spike in q-scores less than 0.05.
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NOx emission data
The third data set for NOx emissions offers a good example of how the diagnostic
plots behave with a large number of data (Figure 5.8). The first three plots strongly
suggest that the residual distribution is very close to a normal distribution. The
fourth and fifth plots indicate a slight underestimation for the lower fitted values.
Otherwise, the proportions of residuals less than 0 in the sixth plot shows reasonably
constant trends, there is a strong suggestion of symmetry in the seventh plot, and
the last plot shows homoscedasticity with the slopes rather constant across q.
Verbal test data
The verbal test data set is very small in comparison, with only a sample size of
n = 20. The diagnostic plots in Figure 5.9 show some limitations when the sample
size is this small. The M-M plot shows that at q ≈ 0.15 and q ≈ 0.8 there is sudden
divergence from normality. The second plot hints that this may happen due to
the gaps in data at these areas on the residual distribution. The q-scores are either
distributed near the centre or the extremes. This gap in data around the q = 0.1, 0.9
region is leading to sensitivity to changes in the M -quantile estimates across q. The
last plot shows this also. The peaks of q-scores in the extremes indicates outliers
which is why the third plot suggests a small tuning constant of k = 0.5. The fourth
and fifth plot show some suggestion of a non-linear relationship however with so few
data it is difficult to be sure of this. The sixth plot clearly does not perform that
well with erratic lines due to the small sample size. The seventh plot shows a hint of
a right-skewed distribution but mostly symmetric. Overall this reveals the shortfalls
of some of these plots with small sample sizes.
Toxicity data
The diagnostic plots for the toxicity data in Figure 5.10 show a definite non-normal
residual distribution. The M-M plot is definitely showing this, and the second and
seventh plot show there is a clear right-skewed distribution, with perhaps some
outliers present as the optimal k appears to be between 1.5 and 2.5. The fourth and
fifth plot show a reasonably good fit with no strong trends present. The sixth plot is
again quite erratic but it shows that for very small q the proportion of residuals less
than 0 remains relatively high around 0.2. This is due to the skewness. Finally, the
coefficient plot shows a considerable change in the slope for the seventh explanatory
variable over q which should be inspected further.
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5.7 Model selection using q-scores
Model selection in regression analysis is typically done via forward, backward or
stepwise selection based on some criteria to assess model fit, e.g. AIC, Mallow’s Cp
or adjusted R2. In this section a simple backward selection approach using q-scores
is introduced.
Consider a full M -quantile regression model with all possible explanatory vari-
ables included. As is often the case some explanatory variables do not have an effect
on the response variable hence may not be required in the regression model. Suppose
the q-scores of the full model were calculated, where each explanatory variable in
the model is contributing towards the q-score estimates. The stronger the effect the
explanatory variable has on the response variable, the more of an effect it has on the
q-score calculation. So if the removal of an explanatory variable does not affect the
resulting q-scores then that indicates that that explanatory variable does not have
an effect on the response variable, hence can be removed from the regression model.
Consider a case where the full model is merely one explanatory variable which is
actually independent of the response variable. Then theoretically the q-scores should
be the same regardless of whether the explanatory variable was included or not. In
other words, the q-scores of the full model compared to the reduced model will have
a perfect correlation. What this means is that the stronger the correlation between
the q-scores in the full model and the reduced model, the less of an association there
is between the response variable and the explanatory variable which was removed.
The q-score model selection method involves systematically removing explana-
tory variables one at a time which upon their removal have a minimal effect on the
q-scores. This effect on the q-scores can be measured using the correlation between
the q-scores of the full model and the reduced model. If the correlation coefficient is
greater than an arbitrarily high value, for example 0.95, then this effect can be con-
sidered minimal. This threshold correlation coefficient value can be modified from
0.95 depending on the required strength of the effect of the explanatory variables.
More precisely the model selection process for a full model with p explanatory
variables is as follows:
(1) Calculate the q-scores for the full M -quantile regression model.
(2) Remove the first explanatory variable from the model and recalculate the q-
scores. Return this explanatory variable and then remove the next one, until
q-scores are calculated for the removal of all p explanatory variables.
(3) Calculate the correlation coefficients for the relationship between each of the p
sets of q-scores and the q-scores for the full model.
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(4) Identify the highest correlation coefficient, and if it is higher than 0.95 then
remove the corresponding explanatory variable.
(5) Repeat steps 1-4 except instead of the full model use the reduced model with
the removed explanatory variable.
(6) Continue until no correlations are greater than 0.95. The remaining explanatory
variables are the selected variables.
To illustrate this method in practice consider the toxicology data set above.
This data set was comprised of a response variable with measurements of carboxylic
acid toxicity, with seven explanatory variables representing different attributes of
the carboxylic acids. For simplicity, the response variable is denoted by y and the
seven explanatory variables as x1, . . . , x7. The full regression model is given by:
y = β0,q,k + β1,q,kx1 + β2,q,kx2 + β3,q,kx3 + β4,q,kx4 + β5,q,kx5 + β6,q,kx6 + β7,q,kx7.+ rq,k
The q-scores for this full model as well as the seven reduced models with each
explanatory variable are calculated, and scatterplots of the relationships between
these q-scores are shown in Figure 5.11. Most reduced model q-scores have a very
high correlation with the full model q-scores, except for the model without x1 which
indicates that this variable has the largest association with y. The reduced model
with the highest correlation is for the reduced model without x4, and this correlation
is greater than 0.95. Hence this x4 explanatory variable should be removed.
The q-scores for this reduced model should be kept and now treated as the new
full model. This model should be further reduced by removing each of the remaining
variables one at a time until no correlations are greater than 0.95. For this toxicology
data set this will be repeated until three variables remain as shown in Figure 5.12.
There are no correlations left under 0.95 hence the model selection approach stops,
selecting the x1, x3, x6 explanatory variables. It is worth noting that a standard
backward selection approach based on AIC selects the same model, although this
will not be the case in general.
The advantages of this model selection approach as opposed to the standard
approaches such as AIC is it can be applied very generally to any regression model
where M -quantiles can be fitted. The M -quantile regression models and the model
selection method require no strong assumptions which is beneficial. Hence so long
as there is a suitable model fit then this model selection approach can be applied.
The model selection approach is not without flaws, and the main one is that it can
be very slow with large sample sizes, in which case the aforementioned standard
methods or cross-validation methods are likely to be better.





































































































































































































































































































































































































































































































































































































































































































Figure 5.11: Relationships between the q-scores for the full toxicology model
and the reduced models, with the correlation coefficients in the lower panels.
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Figure 5.12: Relationships between the q-scores for the full toxicology model
(with x1, x3 and x6) and the reduced models, with the correlation coefficients in
the lower panels.
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This M -quantile model selection method introduces the idea of how q-scores can
be used to compare regression models. The usefulness and problems with the method
remain a future research area which will be further explored in the subsequent
chapter.
5.8 Summary
A range of methods for M -quantile regression have been presented which add to
the usefulness and interpretation of these models. Most of these methods utilise the
q-scores which are unique to M -quantile models. The q-scores offer a new way of
representing the conditional distribution which can be used in any regression anal-
ysis. They provide a means to assess the full nature of the conditional distribution
as well as comparing to parametric distributions by using the inverse M -quantile
function. This function also provides a way to select a tuning constant which most
appropriately Huberises the residuals. Furthermore, the q-scores and inverse M -
quantile function offer ways to assess the model fit through diagnostic plots. The
methods presented in this chapter enhance the usability of M -quantile models as
well as improve their interpretability, and offer applications to more general areas
outside of SAE.
Chapter 6
Summary and further research
6.1 Summary
M -quantile estimation is a versatile and useful form of estimation which has po-
tential use in a range of areas. However, due to the relatively short time since it
was introduced to the literature it has remained somewhat underdeveloped as a
statistical tool. Huber M -quantiles provide a general suite of estimation options
incorporating overarching techniques of M -estimation, quantile regression and ro-
bust estimation. This includes commonly used estimates such as the mean, median,
quantiles and expectiles. The flexibility introduced by the tuning constant k pro-
vides an opportunity to optimise the trade-off between efficiency and robustness,
while the quantile-like index q allows for more comprehensive estimation of the data
distribution. With such a general estimation method there is potential for a wide
range of applications.
Despite this potential, M -quantile estimation has not been widely used in prac-
tice, with the exception of SAE. It is not so surprising that this is so. Perhaps the
biggest limitation of M -quantiles is their lack of interpretability. Unlike the median
or quantile, the M -quantile is very difficult to interpret, and there is no simple intu-
itive way of explaining it without knowledge of basic M -estimation. If one cannot
understand the estimator, one certainly will not pursue its use in practice. A sec-
ond limitation to its use in practice is due to the subjectivity in the choice of the
tuning constant. Having to choose the tuning constant requires further knowledge
on the best way to do this, which further complicates the estimation process. If
the tuning constant could be optimised based on the data this would eliminate this
subjectivity and reduce the complicatedness. Furthermore, it would also provide a
measure of required robustness given the data. A third reason why M -quantiles may
not be an attractive option to a researcher is due to an unfamiliarity of the uses of
quantile-like estimates beyond the quantiles. More generally M -quantile estimation,
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including quantile estimation, is effective in detecting heterogeneity and skewness
of residual distributions.
Before alleviating these limitations and also to enhance the potential for M -
quantile estimation it is essential that the standard framework of the estimators are
both theoretically and practically sound. The advances made in this thesis were
aimed to improve the usability of M -quantile estimators as well as strengthen the
theory of the estimators.
One essential, though seemingly unimportant, element of M -quantile estimation
is estimating the nuisance scale parameter to ensure equivariance. Focussing on
the scale parameter had been overlooked in the literature, and the effect of this
estimate on the M -quantile estimate was previously not well understood. Hence it
was important to address this gap of understanding and investigate scale estimators
used in M -quantile estimation. Firstly, the most commonly used scale estimator, a
‘naive’ MAD, was found to be erroneously generalised to M -quantiles, and a second
scale estimator using MLE was shown to be non-robust. Two scale estimators were
found to be more suitable for M -quantile estimation; the ‘corrected’ MAD and the
introduced estimator based on the method of moments (MM). Each was shown to
be better than the naive MAD estimator and both were robust. Furthermore, it
was highlighted that the corrected MAD estimator was insensitive to changes to q
and k. As finding an optimal k is important to M -quantile estimation in practice,
it is useful to have the scale estimator unchanging with k which provides a better
and less dynamic platform to optimise k. In cases when the stability of the scale
estimator may not be practical, the MM scale estimator provides an appropriate
alternative.
Although M -quantile estimation had already been extended to binary data,
there had yet to be a further extension to M -quantiles for categorical data. This
extension was non-trivial since binary M -quantiles need not sum to one like proba-
bilities, hence the multinomial logistic framework could not be employed. However,
through redefining the M -quantiles for binary data based on a simple mathematical
relationship between the probability and the M -quantile, the categorical extension
became possible. This categorical M -quantile method was shown to be useful in
SAE with contaminated data, as well as computationally efficient relative to the
methods using multinomial random-effects models. Furthermore, the redefined M -
quantile approach to binary data provides an alternative to the current one which
sometimes has convergence issues. While this redefined binary M -quantile method
generally does not perform as well, it is similar enough as a viable alternative. Nev-
ertheless the simplification of the approach to nominal data provided an effective
means to utilise M -quantiles with categorical data which was shown to be useful in
SAE, especially in the presence of outliers.
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Perhaps the most useful aspect of M -quantile estimation is the ability to calcu-
late q-scores. These q-scores provide an index for each data point corresponding to
where it lies on the residual distribution. These q-scores are fundamental to the use
of M -quantiles in SAE, however the characteristics of the q-scores had not been well
explored. It was shown that the q-scores are actually probabilities from a distribu-
tion function G(·) related to the data distribution F (·) and the influence function.
The distribution function for G(·) behaves like an inverse M -quantile function where
instead of estimating the M -quantile with a given q, the q index can be determined
for any M -quantile on a known distribution F (·). This inverse M -quantile function
has useful properties for use in model diagnostics. It was shown how the inverse M -
quantile function can be used to assess for normality of the residuals, and secondly it
was shown how it can be used to identify distribution characteristics of the residual
distribution. Thirdly, and most importantly, the inverse M -quantile function can be
used to calculate an optimal k with contaminated data. The optimal k is the value
at which the Huberising effect is most resistant to the contamination, while max-
imising k to maintain high efficiency. Following these diagnostic tools some further
diagnostic plots were shown to help verify when M -quantile regression estimates
are appropriately fitted in practice. The methods, tools and plots presented in this
chapter enhance the usability of M -quantiles for broader statistical purposes and
make them more user-friendly for more general researchers. So the interpretability
of the M -quantiles were improved through a broader understanding of the q-scores
which are merely probabilities of being less than the M -quantile estimate based on
an adjusted residual distribution. Admittedly, this interpretability is not completely
redeemed and remains a limitation to M -quantiles.
The methods in this thesis advance M -quantile estimation methods and en-
hances the potential to be used in practice more widely. Each chapter addressed the
aims of the thesis. Chapter 3 strengthened the theory of M -quantiles by identify-
ing a problem with the scale estimators and presenting alternatives which perform
better in general. In chapter 4 the applications of M -quantiles was diversified to
categorical data, and lastly chapter 5 enhanced the usability and interpretability of
M -quantiles through the introduction of diagnostic tools and insights into q-score
characteristics. However there still remains a lot of future work that is required in
order to continue the advancement of M -quantile estimation.
6.2 Further research
While the methods outlined in this thesis add to the overall advancement of M -
quantile estimation, there remain further advancements which can strengthen, ex-
tend and improve the usability of the M -quantiles even further.
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With the nuisance scale estimator now well explored in chapter 3, the corrected
MAD scale estimator was shown to be generally the most appropriate for M -quantile
estimation. As stated, this is partially due to this estimator being the least sensitive
to choices of q and k. The benefit of having a scale estimator resilient to changing
q and particularly k is it provides a fixed framework from which an optimal tuning
constant can be selected. However selecting an optimal tuning constant begs the
question of how it should be optimised.
Often a tuning constant of k = 1.345 is used in concordance with 95% efficiency
for normal data. But what if efficiency is not a particular concern or if your data
is not normal? Then this value is essentially arbitrary. Instead of using this value,
then one would suggest a post-analysis of the down-weighted residuals should be
performed to assess the appropriateness of the tuning constant choice. This can be
cumbersome, and also subjective. One common criticism of M -quantile estimation
is this subjectivity involved in choosing the tuning constant. Although it can be
argued that an ‘expert’ choice of tuning constant is suitable, there is still value in
a less subjective tuning constant selection. At the very least, this can help validate
the expert choice. And beyond this it can provide those inexperienced in M -quantile
estimation a value of k from which to start from. So a means to optimise k with some
more objective guidance is certainly valuable, and an important aspect of improving
the usability of M -quantiles.
In chapter 5 it was shown that the tuning constant k could be optimised using
the inverse M -quantile function on contaminated continuous data. But this is merely
one way of optimising k, and is specifically useful for contaminated data problems.
The optimal tuning constant for the q = 0.5 case with continuous data was calculated
by Wang et al. (2007) through maximising the asymptotic efficiency. This method
of optimisation could be generalised to the M -quantile case with general q. Perhaps
the greatest obstacle for this generalisation is determining whether to optimise k
for a general (global) q or conditional on q (local). Exploring methods for both of
these options, and comparing and contrasting their performance in practice would
be very useful. Furthermore the inverse M -quantile method could also be compared
and assessed to these methods. Investigating other methods of optimising k could
also be sought, including cases with non-continuous data.
Finding an optimal value of k is conditional on using the Huber influence func-
tion which has become the default choice in M -quantile estimation. However there
are cases in which the Huber function is not an ideal choice. The ideal influence
function in terms of efficiency is a function of the data distribution. So clearly, one
single influence function such as the Huber function cannot be ideal when the data
distribution changes. Generally the Huber influence function will perform well on
symmetric data distributions with heavy tails. This is because the Huber function
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is itself symmetric. However there are two general scenarios where the Huber func-
tion does not perform as well in respect to efficiency: when the data distribution is
asymmetric, and secondly, when estimating M -quantiles away from the centre, i.e.
when q 6= 0.5. This was highlighted in figure 3.1.
The symmetry of the Huber function allows it to Huberise both tails of a dis-
tribution evenly. However, when the tails of the data distribution are asymmetric
the Huberising may be unbalanced. In this case it would be ideal to Huberise more
observations in the heavier skewed tail. A tuning constant to adjust for the asym-
metry would rectify this problem, although a second tuning constant would perhaps
over-complicate the estimator. However further research into this may find that the
gain in efficiency due to a more practical asymmetric Huberising may be worth the
added complication.
In cases when q is specified away from 0.5 the M -quantile estimate will be
away from the centre of the data distribution. However the Huber function will
still Huberise symmetrically around the M -quantile estimate. So when the M -
quantile estimate is in the tail the Huberising may occur for a large proportion of
the observations close to the centre. The result is a down-weighting of too many
observations which reduces the efficiency of the estimator. This problem can be
further assessed and potential solutions could be made. For example, an adjustment
to k could be made as a function of q to compensate for the M -quantile estimate
being off centre.
These same issues with asymmetric distributions also occur with non-continuous
data such as binary and count data. Each of these distributions are asymmetric
except for special cases. Hence addressing the impact of a symmetric based influence
function on these distributions may also be worthwhile to research in the future.
Another area of research relating to the nuisance scale parameter could be to
explore the parameter space and relationship between the location and scale parame-
ters. There are infinitely many combinations of parameters which fit the M -quantile
estimating equation, and only four such possibilities were introduced. An optimal
M -quantile parameter set could be identified, and then certain estimators could
be compared to this set. Perhaps even a projection of the possible parameter sets
could be found. Such a projection could then provide a way to correct estimates to
a pre-chosen universal and unique M -quantile parameter set.
In chapter 4 an M -quantile method was described for categorical data, based on
a simplified expression of M -quantiles for Bernoulli variables. Although attempts
were made to generalise the method for binary data by Chambers, Salvati, and Tza-
vidis (2016) to categorical data it was not feasible due to the lack of the constraint
in the summation to one of the binary M -quantiles. The proposed method is rather
simple and lacks the quasi-likelihood framework that Chambers, Salvati, and Tza-
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vidis (2016) employed. This simplification has consequentially created shortfalls for
the categorical M -quantile model, and improvements can potentially be made.
One of the most noticeable shortfalls of the categorical M -quantile model is that
all M -quantile estimates are based on the estimate of the probability. As was shown
in the binary case the Chambers, Salvati, and Tzavidis (2016) generally performs
better than the proposed method, mainly due to the greater flexibility across q
and a weaker distributional assumption. The consequence of the M -quantiles being
a function of the probability and q is a restriction to the model fit. Firstly the
slope coefficients across all q must be the same, with only intercept adjustments
differentiating the M -quantiles. Hence the fit of the probabilities in the centre of
the data distribution dictates the fit in the extremes of the data distribution when
q is close to 0 or 1. This is a concerning property. Secondly, the effect of the tuning
constant k is an adjustment to the fitted probabilities which causes a single-break
discontinuity when k is small which is an undesirable property. Thirdly, the proposed
binary and categorical M -quantile model is based on the assumption that the data
is from the Bernoulli or multinomial distribution. This is in conflict with one of the
most desirable features ofM -quantiles which is its lack of distributional assumptions.
The dependence on the probability is also a concern to the robustness of the M -
quantiles, as the probability is a mean which is not robust. To overcome this, robust
estimates of the probabilities are required, but robust estimates of the probabilities
for categorical data is a challenging area of research where improvements could
be made. Currently, robust methods of the probabilities is limited to a trinomial
case which needs to be generalised to a multinomial case with any given number of
groups. This is an area where future research would be valuable.
With these non-trivial shortfalls present in the categorical M -quantile model it
shows that there is room for improvement. Constructing an M -quantile estimator
which does not have these shortfalls is an area of future research. The proposed
model offers a basic portrayal of categorical M -quantiles and how they can be used
in SAE. Perhaps it provides the framework from which better M -quantile models
can be constructed. Alternatively there may be a way to generalise the Chambers,
Salvati, and Tzavidis (2016) method to categorical data which would likely be an
improvement to the proposed method.
Another issue that the categorical M -quantile model faces is the bias of the small
area estimates shown in chapter 4. This bias exists because when k is finite the M -
quantiles at q = 0.5 are not consistent with the probabilities. If an improved model
cannot be constructed perhaps an adjustment term can be added to the proposed
model. This adjustment could rectify the issue of bias when k is small and improve
its applicability in SAE.
In chapter 5 it was shown how q-scores for M -quantiles are in fact distribution
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function probabilities of a different, but known distribution. And in SAE the area-
level q-scores are just aggregated unit-level q-scores within each small area. Future
research could be directed at exploring the asymptotic properties of the q-scores
and then subsequently whether the q-score aggregations have certain distributional
qualities. If so they would open up improved capabilities for inference in SAE,
including confidence intervals for both unit-level and aggregated q-scores. The beta
distribution approximation of the q-score distribution across (0, 1) may be the best
starting point.
Finally, to make M -quantile estimation usable for general users an R package
should be implemented. This R package could provide all functions for M -quantile
estimation as well as their use in SAE. This would also provide a domain for all M -
quantile codes to be deposited in one place, with the potential for others to improve
and build on the library of code. It will also provide documentation to guide users
performing M -quantile estimation. This will greatly add to the usability of M -
quantiles for analysts in the general domain.
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Appendix A
Appendix One
A.1 Asymptotic variance calculations
As previously stated in equation 3.8, the asymptotic variance of an M -estimator can
be found using a sandwich estimator withA(θq,k) andB(θq,k). The four approaches
to M -quantile estimation with different scale estimators all use influence functions
which are presented in chapter 3. The explicit derivations of these sandwich esti-
mators are shown in this section. Calculations for the naive and corrected MAD
are so similar that only the former is shown, with the extension to the latter being
trivial. Hence the naive MAD approach is simply referred to as the MAD approach.
So derivations of A(θq,k) and B(θq,k) for the three approaches are provided below.
Before showing the derivations the notation is introduced. For simplicity the q
and k subscripts are removed in this section so the M -quantile regression parameter
θq,k = (βq,k, σq,k) is changed to θ = (β, σ). Now let εi =
yi−xTi β
σ
and let εhi |ba be
shorthand notation of εhi Iεi∈(a,b). The mean of ε
h
i |ba can be thought of as the empirical
partial h-th moment of εi. When h = 0, ε
0
i |ba is the indicator function.
First derivations of A(θ) are made. Though A(θ) is a (p + 1) square matrix,
there are four distinct equations to solve, the partial derivatives based on βj and σ
of the location influence functions and the scale influence function. Note that βj is
the j-th element of β. For all three approaches the (p+1) influence function vectors
all have the same first p elements, and it is only the final element which identifies σ
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where m ∈ 1, . . . p indicates which of the first p elements of the influence function
vector is being differentiated.
The partial derivatives of the final element of the influence function vector differs







































































































ε2i |kσ0 + qkε1i |∞kσ
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(1− q)2ε2i |0−kσ + q2ε2i |kσ0
)
.
Hence A(θ) are constructed for all three approaches.
For B(θ) there are three distinct equations, with the first being the same for
all approaches:
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For the ML approach:






































ε4i |kσ0 + q2k2ε2i |∞kσ
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− 1.













































ε4i |kσ0 + q4k4ε0i |∞kσ
)
− γ2q,k.
Hence B(θ) is now constructed for all three approaches and the asymptotic variance
can be calculated by plugging in θ̂ into the equations (which is θ̂q,k in chapter 3).
The R code for these derivations is given in section B.1.
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A.2 Robust trinomial estimation
A method for robust GLMs was proposed by Cantoni and Ronchetti (2001) which
allowed for robust estimates of π when the response variable was binary. This
method can be extended to categorical data with G = 3, by solving marginally two
of the three categories in a similar way to the binary case. Due to the restriction on
there being G = 3 groups this method is suitable for trinomial data only. However
this is not to suggest that a generalisation to multinomial data with G > 3 is not
feasible.
Robust estimation of (π1,π2,π3) using a Huber influence function is done by
first selecting a reference group, say group 3 for example. Let yi be the trinomial
response vector for the i-th unit out of a total of n, and let there be p covariates
requiring regression coefficients for group g: βg = (βg0, . . . , βgp)
T , where g ∈ {1, 2}.
So β = (βT1 ,β
T
















Estimates of β are made using the influence function vector ψ(yi;xi,β) where the
element for the g-th group and the p-th covariate is given by:








which is almost identical to the proposal by Cantoni and Ronchetti (2001). Hence
Vig = πig(1− πig), wi are weights, and a(βgp) is a Fisher consistency term. This can
then be solved almost identically to the binary case.




















And then with this estimate of the covariance matrix of the coefficient vector, the
variance of the predicted multinomial M -quantiles can be found using the delta
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Where g ∈ 1, 2, 3, including the reference group at G = 3.
Appendix B
Appendix Two - Code
B.1 Code for M-quantile scale estimation
### Density function for ALI distribution
dALID <- function(x, q, k, mu = 0, sig = 1) {
B <- sig/(2*k*(1-q))*exp(-k^2*(1-q)) - sig*sqrt(pi/(4*(1-q)))*(erf(-k*sqrt(1-q))) +
sig*sqrt(pi/(4*q))*erf(k*sqrt(q)) + sig/(2*k*q)*(exp(-k^2*q))
ifelse(x <= mu-k*sig, 1/B*exp(-2*(1-q)*(-k*((x-mu)/sig) - k^2/2)),
ifelse(x <= mu & x > mu-k*sig, 1/B*exp(-2*(1-q)*(((x-mu)/sig)^2/2)),
ifelse(x <= mu+k*sig & x > mu, 1/B*exp(-2*q*(((x-mu)/sig)^2/2)),
ifelse(x > mu+k*sig, 1/B*exp(-2*q*(k*((x-mu)/sig) - k^2/2)), -1))))
}
### Distribution function for ALI distribution
pALID <- function(x, q, k, mu = 0, sig = 1) {
B <- sig/(2*k*(1-q))*exp(-k^2*(1-q)) - sig*sqrt(pi/(4*(1-q)))*(erf(-k*sqrt(1-q))) +
sig*sqrt(pi/(4*q))*erf(k*sqrt(q)) + sig/(2*k*q)*(exp(-k^2*q))
ifelse(x <= mu-k*sig, sig/(2*B*k*(1-q))*exp(2*k*(1-q)*((x-mu)/sig) + k^2*(1-q)),
ifelse(x <= mu & x > mu-k*sig, sig/(2*B*k*(1-q))*exp(-k^2*(1-q)) +
(sig/B)*sqrt(pi/(4*(1-q)))*(erf(((x-mu)/sig)*sqrt(1-q)) - erf(-k*sqrt(1-q))),
ifelse(x <= mu+k*sig & x > mu, sig/(2*B*k*(1-q))*exp(-k^2*(1-q)) -
(sig/B)*sqrt(pi/(4*(1-q)))*erf(-k*sqrt(1-q)) +
(sig/B)*sqrt(pi/(4*q))*(erf(((x-mu)/sig)*sqrt(q))),
ifelse(x > mu+k*sig, sig/(2*B*k*(1-q))*exp(-k^2*(1-q)) -
(sig/B)*sqrt(pi/(4*(1-q)))*erf(-k*sqrt(1-q)) +
(sig/B)*sqrt(pi/(4*q))*(erf(k*sqrt(q))) -
sig/(2*B*k*q)*(exp(-2*k*q*((x-mu)/sig) + k^2*q) - exp(-k^2*q)), -1))))
}
### M-quantile estimator for method of moments (MM) approach
QRLM.MM <- function (x, y, q = 0.5, k2 = 1.345, case.weights = rep(1, nrow(x)),
var.weights = rep(1, nrow(x)), ..., w = rep(1, nrow(x)),
maxit = 20, acc = 1e-04, test.vec = "resid")
125
APPENDIX B. APPENDIX TWO - CODE 126
{
irls.delta <- function(old, new) sqrt(sum((old - new)^2)/max(1e-20, sum(old^2)))
irls.rrxwr <- function(x, w, r) {
w <- sqrt(w)








else x <- as.matrix(x)
if (is.null(colnames(x)))
colnames(x) <- paste("X", seq(ncol(x)), sep = "")
if (qr(x)$rank < ncol(x))
stop("x is singular: singular fits are not implemented in rlm")
if (!(any(test.vec == c("resid", "coef", "w", "NULL")) || is.null(test.vec)))
stop("invalid testvec")
if (length(var.weights) != nrow(x))
stop("Length of var.weights must equal number of observations")
if (any(var.weights < 0))
stop("Negative var.weights value")
if (length(case.weights) != nrow(x))
stop("Length of case.weights must equal number of observations")
w <- (w * case.weights)/var.weights





n1 <- nrow(x) - ncol(x)
qest <- matrix(0, nrow = ncol(x), ncol = length(q))
qwt <- matrix(0, nrow = nrow(x), ncol = length(q))
qfit <- matrix(0, nrow = nrow(x), ncol = length(q))
qres <- matrix(0, nrow = nrow(x), ncol = length(q))
qscale <- NULL
# Initial scale estimate from MAD
scale <- median(abs(resid/sqrt(var.weights)))/0.6745
for(i in 1:length(q)) {
for (iiter in 1:maxit) {
if (!is.null(test.vec))
testpv <- get(test.vec)
gamma <- 4*((1-q[i])^2*k2^2*pALID(-k2, q[i], k2) +
q[i]^2*k2^2*(1-pALID(k2, q[i], k2)) +
(1-q[i])^2*(integrate(function(x) {x^2*dALID(x, q[i], k2)}, -k2, 0)$value) +
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q[i]^2*(integrate(function(x) {x^2*dALID(x, q[i], k2)}, 0, k2)$value) )
scale <- sqrt(sum(ifelse(resid <= 0, 4*(1-q[i])^2*pmin(resid^2,(k2*scale)^2),
4*q[i]^2*pmin(resid^2,(k2*scale)^2)))/(n1*gamma))




w <- psi.huber(resid/(scale * sqrt(var.weights)), k = k2) * case.weights
ww <- 2 * (1 - q[i]) * w
ww[resid > 0] <- 2 * q[i] * w[resid > 0]
w <- ww




convi <- irls.delta(testpv, get(test.vec))
else convi <- irls.rrxwr(x, wmod, resid)
conv <- c(conv, convi)





warning(paste("rlm failed to converge in", maxit, "steps at q = ", q[i]))
qest[, i] <- coef
qscale[i]<-scale
qwt[, i] <- w
qfit[, i] <- temp$fitted.values
qres[,i] <- resid
}
list(fitted.values = qfit, residuals = qres, q.values = q,
q.weights = qwt, coef = qest, qscale = qscale)
}
### M-quantile estimator for corrected MAD (cMAD) approach
QRLM.cMAD <- function (x, y, offset, k = 1.345, case.weights = rep(1, nrow(x)),
var.weights = rep(1, nrow(x)), init.weights = rep(1, nrow(x)),
maxit = 50, acc = 1e-04, q = 0.5)
{
psi.fn <- function(u, k = 1.345) pmin(1, k/abs(u))
irls.delta <- function(old, new) sqrt(sum((old - new)^2)/max(1e-20,
sum(old^2)))
if (qr(x)$rank < ncol(x))
stop("X matrix is singular")
if (length(var.weights) != nrow(x))
APPENDIX B. APPENDIX TWO - CODE 128
stop("Length of var.weights must equal number of observations")
if (any(var.weights < 0))
stop("Negative var.weights value")
if (length(case.weights) != nrow(x))
stop("Length of case.weights must equal number of observations")
if (any(case.weights < 0))
stop("Negative case.weights value")
if (length(init.weights) != nrow(x))
stop("Length of init.weights must equal number of observations")
if (any(init.weights < 0))
stop("Negative init.weights value")
if (missing(offset))
offset <- matrix(0, nrow = nrow(x), ncol = length(q))
if (nrow(offset) != nrow(x))
stop("Offset row dimension incorrect")
if (ncol(offset) != length(q))
stop("Offset column dimension incorrect")
w <- (init.weights * case.weights)/var.weights
temp <- lm.wfit(x, y - offset[, round(mean(1:length(q)))],






scale <- median(abs(resid/sqrt(var.weights) -
median(resid/sqrt(var.weights))))/qnorm(3/4)
qest <- matrix(0, nrow = ncol(x), ncol = length(q))
qwt <- matrix(0, nrow = nrow(x), ncol = length(q))
qfit <- matrix(0, nrow = nrow(x), ncol = length(q))
qres <- matrix(0, nrow = nrow(x), ncol = length(q))
qscale <- numeric(length(q))
for (i in 1:length(q)) {
for (iiter in 1:maxit) {
resid.old <- resid
scale <- median(abs(resid/sqrt(var.weights) -
median(resid/sqrt(var.weights))))/qnorm(3/4)




w <- psi.fn(resid/(scale * sqrt(var.weights)), k = k)
w <- (w * case.weights)/var.weights
ww <- 2 * (1 - q[i]) * w
ww[resid > 0] <- 2 * q[i] * w[resid > 0]
w <- ww
temp <- lm.wfit(x, y - offset[, i], w, method = "qr")
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coef <- temp$coef
resid <- temp$residuals
convi <- irls.delta(resid.old, resid)
conv <- c(conv, convi)





warning(paste("QRLM failed to converge in", maxit,
"steps at q = ", q[i]))
qest[, i] <- coef
qwt[, i] <- w
qfit[, i] <- offset[, i] + temp$fitted.values
qres[, i] <- resid
qscale[i] <- scale
}
list(fitted.values = qfit, residuals = qres, q.values = q,
q.weights = qwt, coefficients = qest, scale = qscale)
}
### Estimate asymptotic variance of MAD approach
MADx.var <- function(y, x, beta, sigma, q, k, dist = "norm", two.par = TRUE) {
ddist <- get(paste("d", dist, sep = ""))
pdist <- get(paste("p", dist, sep = ""))
nd <- ncol(x)
n <- nrow(x)





m0 <- function(lower, upper)
pdist(upper, par1, par2) - pdist(lower, par1, par2)
m1 <- function(lower, upper)
integrate(function(x) {(x)*ddist(x, par1, par2)}, lower, upper)$value
m2 <- function(lower, upper)
integrate(function(x) {(x)^2*ddist(x, par1, par2)}, lower, upper)$value
m3 <- function(lower, upper)
integrate(function(x) {(x)^3*ddist(x, par1, par2)}, lower, upper)$value
m4 <- function(lower, upper)
integrate(function(x) {(x)^4*ddist(x, par1, par2)}, lower, upper)$value
} else {
m0 <- function(lower, upper)
pdist(upper, par1) - pdist(lower, par1)
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m1 <- function(lower, upper)
integrate(function(x) {(x)*ddist(x, par1)}, lower, upper)$value
m2 <- function(lower, upper)
integrate(function(x) {(x)^2*ddist(x, par1)}, lower, upper)$value
m3 <- function(lower, upper)
integrate(function(x) {(x)^3*ddist(x, par1)}, lower, upper)$value
m4 <- function(lower, upper)







A <- matrix(NA, nd + 1, nd + 1)
for (i in 1:nd) {
for (j in 1:nd) {
A[i, j] <- (2/sigma)*((1-q)*m0(l1, mu) + q*m0(mu, u1))*t(x[,i])%*%x[,j]/n
A[i, nd + 1] <- (2/sigma^2)*((1-q)*m1(l1, mu) + q*m1(mu, u1))*mean(x[,i])
A[nd + 1, j] <- 2*(ddist(sigma*qnorm(3/4), par1, par2) -
ddist(-sigma*qnorm(3/4), par1, par2))*mean(x[,j])
A[nd + 1, nd + 1] <- (2*qnorm(3/4))*(ddist(mu - sigma*qnorm(3/4), par1, par2) +
ddist(mu + sigma*qnorm(3/4), par1, par2))
}
}
B <- matrix(NA, nd + 1, nd + 1)
for (i in 1:nd) {
for (j in 1:nd) {
B[i, j] <- 4*((1-q)^2*k^2*m0(-Inf, l1) + (1-q)^2/(sigma^2)*m2(l1, mu) +
q^2/sigma^2*m2(mu, u1) + q^2*k^2*m0(u1, Inf))*t(x[,i])%*%x[,j]/n
if (k > qnorm(3/4)) {
B[i, nd + 1] <- 2*((1-q)*(-k)*m0(-Inf, l1) + (1-q)/(sigma)*m1(l1, l2) -
(1-q)/(sigma)*m1(l2, mu) - q/(sigma)*m1(mu, u2) +
q/(sigma)*m1(u2, u1) + q*k*m0(u1, Inf))*mean(x[,i])
B[nd + 1, j] <- 2*((1-q)*(-k)*m0(-Inf, l1) + (1-q)/(sigma)*m1(l1, l2) -
(1-q)/(sigma)*m1(l2, mu) - q/(sigma)*m1(mu, u2) +
q/(sigma)*m1(u2, u1) + q*k*m0(u1, Inf))*mean(x[,j])
} else {
B[i, nd + 1] <- 2*((1-q)*(-k)*m0(-Inf, l2) - (1-q)/(sigma)*m1(l2, l1) -
(1-q)/(sigma)*m1(l1, mu) - q/(sigma)*m1(mu, u1) -
q/(sigma)*m1(u1, u2) + q*k*m0(u2, Inf))*mean(x[,i])
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B[nd + 1, j] <- 2*((1-q)*(-k)*m0(-Inf, l2) - (1-q)/(sigma)*m1(l2, l1) -
(1-q)/(sigma)*m1(l1, mu) - q/(sigma)*m1(mu, u1) -
q/(sigma)*m1(u1, u2) + q*k*m0(u2, Inf))*mean(x[,j])
}






### Estimate asymptotic variance of ML approach
MLx.var <- function(y, x, beta, sigma, q, k, dist = "norm", two.par = TRUE) {
ddist <- get(paste("d", dist, sep = ""))
pdist <- get(paste("p", dist, sep = ""))
nd <- ncol(x)
n <- nrow(x)





m0 <- function(lower, upper)
pdist(upper, par1, par2) - pdist(lower, par1, par2)
m1 <- function(lower, upper)
integrate(function(x) {(x)*ddist(x, par1, par2)}, lower, upper)$value
m2 <- function(lower, upper)
integrate(function(x) {(x)^2*ddist(x, par1, par2)}, lower, upper)$value
m3 <- function(lower, upper)
integrate(function(x) {(x)^3*ddist(x, par1, par2)}, lower, upper)$value
m4 <- function(lower, upper)
integrate(function(x) {(x)^4*ddist(x, par1, par2)}, lower, upper)$value
} else {
m0 <- function(lower, upper)
pdist(upper, par1) - pdist(lower, par1)
m1 <- function(lower, upper)
integrate(function(x) {(x)*ddist(x, par1)}, lower, upper)$value
m2 <- function(lower, upper)
integrate(function(x) {(x)^2*ddist(x, par1)}, lower, upper)$value
m3 <- function(lower, upper)
integrate(function(x) {(x)^3*ddist(x, par1)}, lower, upper)$value
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m4 <- function(lower, upper)





A <- matrix(NA, nd + 1, nd + 1)
for (i in 1:nd) {
for (j in 1:nd) {
A[i, j] <- (2/sigma)*((1-q)*m0(l1, mu) + q*m0(mu, u1))*t(x[,i])%*%x[,j]/n
A[i, nd + 1] <- (2/sigma^2)*((1-q)*m1(l1, mu) + q*m1(mu, u1))*mean(x[,i])
A[nd + 1, j] <- 2/sigma*(-k*(1-q)*m0(-Inf, l1) + 2*(1-q)/sigma*m1(l1, mu) +
2*q/sigma*m1(mu, u1) + k*q*m0(u1, Inf))*mean(x[,j])
A[nd + 1, nd + 1] <- 2/sigma^2*(-k*(1-q)*m1(-Inf, l1) +




B <- matrix(NA, nd + 1, nd + 1)
for (i in 1:nd) {
for (j in 1:nd) {
B[i, j] <- 4*((1-q)^2*k^2*m0(-Inf, l1) + (1-q)^2/(sigma^2)*m2(l1, mu) +
q^2/sigma^2*m2(mu, u1) + q^2*k^2*m0(u1, Inf))*t(x[,i])%*%x[,j]/n
B[i, nd + 1] <- 4/sigma*(k^2*(1-q)^2*m1(-Inf, l1) +
(1-q)^2/sigma^2*m3(l1, mu) + q^2/sigma^2*m3(mu, u1) +
k^2*q^2*m1(u1, Inf))*mean(x[,i])
B[nd + 1, j] <- 4/sigma*(k^2*(1-q)^2*m1(-Inf, l1) + (1-q)^2/sigma^2*m3(l1, mu) +
q^2/sigma^2*m3(mu, u1) + k^2*q^2*m1(u1, Inf))*mean(x[,j])
B[nd + 1, nd + 1] <- (4/sigma^2*(k^2*(1-q)^2*m2(-Inf, l1) +
(1-q)^2/sigma^2*m4(l1, mu) + q^2/sigma^2*m4(mu, u1) +






### Estimate asymptotic variance of MM approach
MMx.var <- function(y, x, beta, sigma, q, k, dist = "norm", two.par = TRUE) {
ddist <- get(paste("d", dist, sep = ""))
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pdist <- get(paste("p", dist, sep = ""))
nd <- ncol(x)
n <- nrow(x)





m0 <- function(lower, upper)
pdist(upper, par1, par2) - pdist(lower, par1, par2)
m1 <- function(lower, upper)
integrate(function(x) {(x)*ddist(x, par1, par2)}, lower, upper)$value
m2 <- function(lower, upper)
integrate(function(x) {(x)^2*ddist(x, par1, par2)}, lower, upper)$value
m3 <- function(lower, upper)
integrate(function(x) {(x)^3*ddist(x, par1, par2)}, lower, upper)$value
m4 <- function(lower, upper)
integrate(function(x) {(x)^4*ddist(x, par1, par2)}, lower, upper)$value
} else {
m0 <- function(lower, upper)
pdist(upper, par1) - pdist(lower, par1)
m1 <- function(lower, upper)
integrate(function(x) {(x)*ddist(x, par1)}, lower, upper)$value
m2 <- function(lower, upper)
integrate(function(x) {(x)^2*ddist(x, par1)}, lower, upper)$value
m3 <- function(lower, upper)
integrate(function(x) {(x)^3*ddist(x, par1)}, lower, upper)$value
m4 <- function(lower, upper)





A <- matrix(NA, nd + 1, nd + 1)
for (i in 1:nd) {
for (j in 1:nd) {
A[i, j] <- (2/sigma)*((1-q)*m0(l1, mu) + q*m0(mu, u1))*t(x[,i])%*%x[,j]/n
A[i, nd + 1] <- (2/sigma^2)*((1-q)*m1(l1, mu) + q*m1(mu, u1))*mean(x[,i])
A[nd + 1, j] <- (8/sigma^2)*((1-q)^2*m1(l1, mu) +
q^2*m1(mu, u1))*mean(x[,j])#*t(x[,i])%*%x[,j]/n
A[nd + 1, nd + 1] <- (8/sigma^3)*((1-q)^2*m2(l1, mu) + q^2*m2(mu, u1))
}
}
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gamma <- 4*((1-q)^2*k^2*pALID(-k, q, k) + q^2*k^2*(1-pALID(k, q, k)) +
(1-q)^2*(integrate(function(x) {x^2*dALID(x, q, k)}, -k, 0)$value) +
q^2*(integrate(function(x) {x^2*dALID(x, q, k)}, 0, k)$value) )
B <- matrix(NA, nd + 1, nd + 1)
for (i in 1:nd) {
for (j in 1:nd) {
B[i, j] <- 4*((1-q)^2*k^2*m0(-Inf, l1) + (1-q)^2/(sigma^2)*m2(l1, mu) +
q^2/sigma^2*m2(mu, u1) + q^2*k^2*m0(u1, Inf))*t(x[,i])%*%x[,j]/n
B[i, nd + 1] <- 8*((1-q)^3*(-k)^3*m0(-Inf, l1) + (1-q)^3/(sigma^3)*m3(l1, mu) +
q^3/sigma^3*m3(mu, u1) + q^3*k^3*m0(u1, Inf))*mean(x[,i])
B[nd + 1, j] <- 8*((1-q)^3*(-k)^3*m0(-Inf, l1) + (1-q)^3/(sigma^3)*m3(l1, mu) +
q^3/sigma^3*m3(mu, u1) + q^3*k^3*m0(u1, Inf))*mean(x[,j])
B[nd + 1, nd + 1] <- 16*((1-q)^4*(-k)^4*m0(-Inf, l1) +
(1-q)^4/(sigma^4)*m4(l1, mu) + q^4/sigma^4*m4(mu, u1) +







QSCORE <- function(y, yhatq, qvals)
{
n <- length(y)
if(nrow(yhatq) != n) stop("y-dimensions do not agree")
Q <- length(qvals)
if(ncol(yhatq) != Q) stop("q-dimensions do not agree")
qvec <- c(qvals[1]/n,qvals,(n-1+qvals[Q])/n)
qscore <- rep(0,n)




if(y[i]>yhatq[i,nq[lq]]) nq <- nq[lq]





if(nq==Q) fac <- runif(1)
else fac <- (y[i]-yhatq[i,nq])/( yhatq[i,nq+1]-yhatq[i,nq])





if(nq==1) fac <- runif(1)









B.2 Code for M-quantile estimation for nominal
data
### Robust estimates of trinomial probabilities
# Code by Nicola Salvati
RobMultifun <- function (x, y, ni=rep(1,nrow(x)), maxit = 500, acc = 1e-06,
















irls.delta <- function(old, new) abs(max(old-new))/abs(max(old))
if (qr(x)$rank < ncol(x))
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stop("X matrix is singular")
n<-nrow(x)










#We fit the multinomial for computing the starting values
temp.rob <- multinom(y~x-1, trace = F,Hess=TRUE)
beta.old1<-as.numeric(coef(temp.rob)[1,])
beta.old2<-as.numeric(coef(temp.rob)[2,])




























a.const <- apply(x*as.vector((1/n)*sqrt(V)*w.x*esp.cond), 2,sum)























if (done>maxit) warning(paste("RobMultinom failed to converge in", maxit,



















indic <- ifelse(jinf+1<=1 & jsup>=1,1,0)
esp.cond <- -k*pbinom(jinf,ni,probab)+






























if (done>maxit) warning(paste("RobMultinom failed to converge in", maxit,
"steps at q = ", q[i],"in equation 2"))
convi.all <- irls.delta(c(beta.old1,beta.old2), c(beta.new1,beta.new2))
conv.all <- c(conv.all, convi.all)





warning(paste("RobMultinom failed to converge in", maxit, "steps"))
eta1 <- x%*%beta.old1
eta2 <- x%*%beta.old2



















# Asymptotic estimated variance of the robust estimator beta1
mu <- ni*probab1






















indic1 <- ifelse(jinf+1<=1 & jsup>=1,1,0)
indic2 <- ifelse(jinf+1<=1 & jsup>=1 & ni==2,1,0)
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esp.carre.cond <- k^2*(pbinom(jinf,ni,probab)+
1-pbinom(pmin(jsup,ni),ni,probab))+


















indic1 <- ifelse(jinf+1<=1 & jsup>=1,1,0)
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vest[1,]<-as.numeric(diag(as.var))
# Asymptotic estimated variance of the robust estimator beta2
mu <- ni*probab2






















indic1 <- ifelse(jinf+1<=1 & jsup>=1,1,0)
indic2 <- ifelse(jinf+1<=1 & jsup>=1 & ni==2,1,0)
esp.carre.cond <- k^2*(pbinom(jinf,ni,probab)+
1-pbinom(pmin(jsup,ni),ni,probab))+
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matQ <- matQ1-matQ2
if(k==Inf)
{ esp.psi.score <- 1/sqrt(V)
} else {
indic1 <- ifelse(jinf+1<=1 & jsup>=1,1,0)























list(fitted.values = qfit, residuals = qres, coefficients = qest, var.est = vest)
}
### Create dummy variable from categorical vectors





name <- sub("^(.*\\$)", "", name)
name <- sub("\\[.*\\]$", "", name)
}
else {
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if (length(x) > 1)
stop("More than one variable provided to produce dummy variable.")
name <- x
x <- data[, name]
}
if (drop == FALSE && class(x) == "factor") {
x <- factor(x, levels = levels(x), exclude = NULL)
}
else {
x <- factor(x, exclude = NULL)
}
if (length(levels(x)) < 2) {
if (verbose)
warning(name, " has only 1 level. Producing dummy variable anyway.")
return(matrix(rep(1, length(x)), ncol = 1, dimnames = list(rownames(x),
c(paste(name, sep, x[[1]], sep = "")))))
}
mm <- model.matrix(~x - 1, model.frame(~x - 1), contrasts = FALSE)
colnames.mm <- colnames(mm)
if (verbose)
cat(" ", name, ":", ncol(mm), "dummy varibles created\n")
mm <- matrix(fun(mm), nrow = nrow(mm), ncol = ncol(mm), dimnames = list(NULL,
colnames.mm))





### Calculate categorical M-quantiles for three groups











ni <- apply(Y1, 1, sum)
kn <- ifelse(k>=100, 1, k^2/(1+k^2))
if (J == 3) {
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beta_hat<- t(RobMultifun(x = X, y = Y1, ni = ni, k = k, maxit = maxit)$coef)
}
fitted <- array(NA, c(nrow(X), J, length(q)))
mn.coef <- array(NA, c(ncol(X), J-1, length(q)))
# Coef
for (i in 1:length(q)) {
mn.coef[,,i]<- beta_hat + c(log(q[i]/(1-q[i])),rep(0, ncol(X)-1))
# Fitted
m <- cbind(1/(1 + apply(exp(X%*%beta_hat + log((1-q[i])/q[i])), 1, sum) ),
exp(X%*%beta_hat + log(q[i]/(1-q[i])))/
(1 + apply(exp(X%*%beta_hat), 1, sum) -
exp(X%*%beta_hat) +exp(X%*%beta_hat + log(q[i]/(1-q[i])))))
l <- cbind(kn/(apply(exp(X%*%beta_hat + log((1-q[i])/q[i])), 1, sum) ),
kn*exp(X%*%beta_hat + log(q[i]/(1-q[i])))/
(1 + apply(exp(X%*%beta_hat), 1, sum) - exp(X%*%beta_hat)))
u <- cbind(1 - kn*apply(exp(X%*%beta_hat + log((1-q[i])/q[i])), 1, sum),
1 - kn*(1 + apply(exp(X%*%beta_hat), 1, sum) -
exp(X%*%beta_hat))/exp(X%*%beta_hat + log(q[i]/(1-q[i]))))
MP <- m < kn & m > 1 - kn
LP <- l < kn & l < 1 - kn





out = list(fitted = fitted, coef = mn.coef)
}
### Calculate categorical q-scores







p <- multMQ(Y1, X, q = 0.5, k = k)$fitted[,,1]
qu<-NULL
for (h in 1:NCOL(Y1))




ni <- apply(Y2, 1, sum)
a <- pbinom(Y2-1, ni, p)
b <- pbinom(Y2, ni, p)










q <- cbind(tapply(qu[,1]*weights, SLL, sum)/tapply(weights, SLL,sum),
tapply(qu[,2]*weights, SLL, sum)/tapply(weights, SLL,sum),
tapply(qu[,3]*weights, SLL, sum)/tapply(weights, SLL,sum))
return(qscores=q)
}
B.3 Code for M-quantile diagnostic plots
### Inverse M-quantile funciton for normal distribution
Gms.cMAD <- function(y, s, k = 1.345) {
numerator <- -k*pnorm(y-k*s)+(1/s)*(-dnorm(y)+dnorm(y-k*s)-
y*(pnorm(y)-pnorm(y-k*s)))





norm.fit <- function(m.1, k = 1.345) {
q <- (1:length(m.1$q.values))/(length(m.1$q.values) + 1)
plot(q, Gms.cMAD((apply(m.1$fitted.values, 2, median) -
apply(m.1$fitted.values, 2, median)[(length(q)+1)/2])/m.1$scale,
s = 1, k = k), ylab = expression(paste(hat(q), "*")))
abline(0,1, col = 2, lwd = 2, lty = 2)
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}
# Q-score histogram
qhist <- function(Qdata, k = 1.345) {
nt = 10000
hist(Qdata, 20, col = "grey", prob = T, main = "", xlab = "q")
Gn <- Gms.cMAD(qnorm(seq(1/nt, 1-(1/nt), length.out = nt)), 1, k = k)
hGn <- hist(Gn, 100, plot = F)
with(hGn, lines(mids, density, type = "l", col = "red", lty = 2, lwd = 2))
legend("top", "Normal q-scores", col = 2, lty = 2, lwd = 2)
}
# Optimal k
optk <- function(y, X, q = seq(0.01, 0.99, 0.01), k = 1.345,
kgrid = seq(0.5, 3, 0.1)) {
kmat <- numeric(length(kgrid))
for (i in 1:length(kgrid)) {
m2 <- QRLM.cMAD(x = X, y = y, k = kgrid[i], q = q, maxit = 200)
kmat[i] <- sum((Gms.cMAD(apply(m2$residuals, 2, median) -
apply(m2$residuals, 2, median)[50], m2$scale, k = 3) - q)^2)
}
plot(kgrid, kmat, ylab = expression(d[j]), xlab = expression(k[j]))
abline(v=kgrid[which.min(kmat)], lty = 2, col = "grey80")
}
# Fitted vs q-scores
fit.q <- function(m.1, Qdata.1, main = "",
qvals = c(0.01, 0.05, 0.25, 0.5, 0.75, 0.95, 0.99)){
qs <- (1:length(m.1$q.values))/(length(m.1$q.values) + 1)
cols <- brewer.pal(length(qvals), "Spectral")
plot(m.1$fitted[ , qs == 0.5], Qdata.1, xlab = "Fitted values",
ylab = "Q-scores", col = "grey", main = main)
rect(par("usr")[1], par("usr")[3], par("usr")[2], par("usr")[4], col = 0)
points(m.1$fitted[ , m.1$q.values == 0.5], Qdata.1, col = "grey")
lines(lowess(x = m.1$fitted[ , qs == 0.5], y = Qdata.1), col = 2, lwd = 2)
abline(h=0.5, lty = 2)
legend("bottomleft", paste0("q=",qvals), col = cols, lty = 1, cex = 0.7)
}
# Fitted vs residuals
fit.res <- function(m.1, main = "",
qvals = c(0.01, 0.05, 0.25, 0.5, 0.75, 0.95, 0.99)){
qs <- (1:length(m.1$q.values))/(length(m.1$q.values) + 1)
cols <- brewer.pal(length(qvals), "Spectral")
plot(-100, -100, ylim = c(min(m.1$resid), max(m.1$resid)), main = main,
xlim = c(min(m.1$fitted), max(m.1$fitted)), xlab = "Fitted values",
ylab = "Residuals")
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rect(par("usr")[1], par("usr")[3], par("usr")[2], par("usr")[4], col = 0)
for (i in 1:length(qvals))
points(m.1$fitted[, qs==qvals[i]], m.1$resid[,qs==qvals[i]],
col = addTrans(cols[i], 90))
for (i in 1:length(qvals))
lines(lowess(x = m.1$fitted[ , qs==qvals[i]], y = m.1$resid[, qs==qvals[i]]),
lty = 1, col = cols[i],lwd = 2)
legend("topright", paste0("q=",qvals), col = cols, pch = 19, cex = 0.7)
}
# Proportions of residuals
prop.res <- function(m.1, X, cd = c(1,5,10,25,50,75,90,95,99)/100, main = "") {
cols <- brewer.pal(length(cd), "Spectral")
qs <- (1:length(m.1$q.values))/(length(m.1$q.values) + 1)
plot(-1,-1, xlim = c(min(m.1$fitted), max(m.1$fitted)), ylim = c(0,1),
xlab = "Fitted values",
ylab = expression(paste("Proportion of ", r[q]," < 0")), main = main)
rect(par("usr")[1], par("usr")[3], par("usr")[2], par("usr")[4], col = 0)
bin <- matrix(NA, nrow = length(cd), ncol = nrow(m.1$fitted))
for(i in 1:length(cd)) {
resp <- m.1$resid[, qs == cd[i]] < 0
glm1 <- glm(resp ~ X[,-1], family = "binomial")
bin[i,] <- glm1$fitted
ord <- order(m.1$fitted[, qs == cd[i]])
lines(m.1$fitted[ord, qs == cd[i]], bin[i, ord], col = cols[i], lwd = 2)
}
legend("bottomright", paste0("q=",cd), col = cols, lty = 1, cex = 0.7)
}
# Assess symmetry
sym.comp <- function(m.1, cvalues = c(1,seq(5, 45, 5), 49)/100, main = ""){
cols <- brewer.pal(length(cvalues), "Spectral")
qs <- (1:length(m.1$q.values))/(length(m.1$q.values) + 1)
plot(-100, 100, main = main,
xlim = c(0, mean(abs(m.1$fitted[,qs == 0.5] - m.1$fitted[,1]))),
ylim = c(0, mean(m.1$fitted[,length(qs)] - m.1$fitted[,qs == 0.5])),
xlab = expression(M["q=0.5"](x)- M["q=0.5-t"](x)),
ylab = expression(M["q=0.5+t"](x)- M["q=0.5"](x)))
rect(par("usr")[1], par("usr")[3], par("usr")[2], par("usr")[4], col = "white")
for (i in 1:length(cvalues)){
points(mean(abs(m.1$fitted[, qs == 0.5] - m.1$fitted[, qs == cvalues[i]])),
mean(m.1$fitted[, qs == (1-cvalues[i])] - m.1$fitted[,qs == 0.5]),
col = cols[i], pch = 19, cex = 2)
}
abline(0, 1, lty = 2)
legend("topleft", paste("t =", cvalues), col = cols[length(cols):1],
pch = 19, cex = 0.5)
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}
# Coefficients
coef.q <- function(m.1, main = "") {
qs <- (1:length(m.1$q.values))/(length(m.1$q.values) + 1)
m1.coef <- t((m.1$coef-apply(m.1$coef, 1, mean)))
matplot(qs, m1.coef, main = main, type = "l", xlab = "q",
ylab = "Coefficient estimates", lwd = 2, lty = 1:ncol(m1.coef),
col = 1:ncol(m1.coef))
leg <- c(expression(paste(beta[0], " ")), expression(beta[1] ),expression(beta[2]),
expression(beta[3]), expression(beta[4]), expression(beta[5]), expression(beta[6]),
expression(beta[7]), expression(beta[8]),expression(beta[9]),expression(beta[10]))
legend("bottomright", leg[1:ncol(m1.coef)], lty = 1:ncol(m1.coef),
col = 1:ncol(m1.coef), lwd = 2)
}
### Diagnostic plots of M-quantiles
MQ.diag.plots <- function(y, X, q = seq(0.01, 0.99, 0.01), k = 1.345) {
require(RColorBrewer)
m.1 <- QRLM.cMAD(x = X, y = y, k = k, q = q, maxit = 500, acc = 1e-8)
Qdata <- QSCORE(y = y, yhatq = m.1$fitted.values, qvals = q)
par(mfrow = c(4, 2), mar = c(4.2,4.2,1, 0.5))
norm.fit(m.1, k)
qhist(Qdata, k)
optk(y, X, q, k)
fit.q(m.1, Qdata)
fit.res(m.1)
prop.res(m.1, X)
sym.comp(m.1)
coef.q(m.1)
}

