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A version of the Penrose transform is introduced in split signature. It relates cohomological
data on CP3 \RP3 and the kernel of differential operators on M , the (real) Grassmannian
of 2-planes in R4. As an example we derive the following cohomological interpretation of
the so-called X-ray transform
H1c
(
CP3 \RP3,O(−2)) ∼=→ ker(2,2 : Γ ω(M, ε˜[−1])→ Γ ω(M, ε˜[−3]))
where Γ ω(M, ε˜[−1]) and Γ ω(M, ε˜[−3]) are real analytic sections of certain (homoge-
neous) line bundles on M , c stands for cohomology with compact support and 2,2 is
the ultrahyperbolic operator. Furthermore, this gives a cohomological realization of the so-
called “minimal” representation of SL(4,R). We also present the split Penrose transform in
split instanton backgrounds.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The Penrose transform is a well-known transform which relates the cohomological data on P, the complex 3-projective
space, and the spaces of solutions of certain differential operators on M, the Grassmannian of complex 2-planes in C4, i.e.
the complexiﬁcation of the conformal compactiﬁcation of the Minkowski space, see [7,13]. On the other hand, there is a
well-known transform in real integral geometry which is called the X-ray (or Radon) transform: a smooth function f (or
section of an appropriate line bundle) on the totally real submanifold P = RP3 can be integrated along lines to yield a
function φ on M , the Grassmannian of 2-planes in R4, see [16,23]. It is a classical result that φ is a solution to the ultrahy-
perbolic wave equation and that all 2 such solutions determine a unique f on RP3, see [18]. Following Atiyah, locally one
can think of the function f (when f is real analytic) as a preferred Cech cocycle, see [2]. However, globally this cohomolog-
ical description of the X-ray transform breaks down. Nevertheless, this suggests that there might be a relation between the
X-ray transform and the Penrose transform. There has been substantial research on ﬁnding the precise relationship between
the Penrose transform and the X-ray transform, see [12,14,28,23,5,6]. As we will see in this paper, the cohomological inter-
pretation of the X-ray transform via the Penrose transform is obtained by working with cohomology theory with compact
support rather than the usual cohomology theory, see transform (1.1).
In [12], the authors have introduced a version of the Penrose transform which yields a family of transformations in
real integral geometry one of which is the X-ray transform. In this paper we introduce another version of the Penrose
transform in the split signature which deals with cohomological data. First, we note that, using their version of split Pen-
rose transform, it is straightforward to obtain the isomorphism in the abstract. In fact, if one restricts their corresponding
isomorphism (which deals with smooth sections) to real analytic sections and uses an appropriate long exact sequence
then one obtains the isomorphism in the abstract, see Section 7 for details. However, there are some advantages to this
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we do not need to deal with less known concepts such as “involutive” structures as in [12]. It is relatively simple because
a major part of it can be done using the complex Penrose transform with no extra work. More importantly, our version of
split Penrose transform makes it possible to deﬁne the X-ray transform locally as in the Penrose transform.
Now we explain various real forms of the Penrose transform, see [10]. The group SL(4,C) acts on the spaces involved in
the Penrose transform and, furthermore, the Penrose transform is SL(4,C)-equivariant. It is interesting to look at the real
forms of the Penrose transform. In the introduction, for simplicity, we only consider the Penrose transform for O(−2) which
is a very important case.
There are three real forms:
(1) Euclidean: This corresponds to the real form Spin(5,1) of SL(4,C) which gives the totally real submanifold S4 of M.
In this case we have the ﬁbration π :P→ S4, see [2]. Using this ﬁbration, we have the following Penrose transform in the
Euclidean case
H1
(
π−1(U ),O(−2))→ ker|U
which is an isomorphism. Here U is a nonempty open subset of S4 and ker|U is just the space of harmonic functions
(more precisely sections of a line bundle) on U . Note that, globally we have the isomorphism
H1
(
P,O(−2))→ kerS4
which is trivial because both spaces are zero. In contrast, as we will see, the Penrose transform produces very interesting
global isomorphisms in other real forms. For a detailed discussion of the Penrose transform in the Euclidean picture see [2].
(2) Minkowski: This corresponds to the real form SU(2,2) of SL(4,C) which gives the totally real submanifold M0 ∼=
S1 × S3, the compactiﬁed Minkowski space, of M. There is a Penrose transform in this case which is due to Wells, see [27].
It gives a bijective Penrose transform
H1
(
Q ,O(−2))→ kerω3,1
where Q is a certain ﬁve-dimensional real submanifold of P, 3,1 is just the wave operator on M0 and ω stands for real
analytic solutions. In order to construct this transform, one can consider small neighborhoods of Q in P, apply the usual
Penrose transform and then restrict the data to M0. It is easy to see that this transform is injective, but the hard part is to
prove that this transform is surjective.
(3) Split: This corresponds to the real form SL(4,R) of SL(4,C) which gives the totally real submanifold M = Gr(2,R4),
the Grassmannian of 2-planes in R4, of M. This case was known in a particular form before the appearance of the Penrose
transform. More precisely, there is a well-known transform
Γ
(
RP3, ε(−2)) R→ ker2,2
where Γ (RP3, ε(−2)) is the space of smooth homogeneous functions on R4 \ 0 of homogeneity −2 and 2,2 is the ultra-
hyperbolic operator on M acting on appropriate line bundles on M , see Section 6. This transform is known as the X-ray
transform or Radon transform, see [16,23]. It is well-known that this transform gives a bijection. It is possible to prove this
result using a version of the Penrose transform adapted for the split case, see [12].
In all these versions of the Penrose transform (complex, Euclidean, Minkowski and split), the output of the transform is
the space of solutions of the corresponding Laplacian. Moreover the input of the transformation is, roughly speaking, the
ﬁrst cohomology group of O(−2) except in the split case. It is natural to ask if there is a version of the Penrose transform
in the split signature relating the ﬁrst cohomology group of O(−2) to the space of solutions of the ultrahyperbolic equation.
Here we propose a version of the split Penrose transform which deals with the ﬁrst cohomology group with supports. As
an example we show that there is an isomorphism
H1c
(
CP3 \RP3,O(−2)) P→ ker(2,2 :Γ ω(M, ε˜[−1])→ Γ ω(M, ε˜[−3])) (1.1)
where Γ ω(M, ε˜[−1]) and Γ ω(M, ε˜[−3]) are real analytic sections of certain (homogeneous) line bundles on M and c stands
for cohomology with compact support. It is worth noting that H1(CP3 \RP3,O(−2)) is zero, see [15].
It is possible to obtain a local version of the split Penrose transform as well. More precisely we will show that for any
open subset U of M there is a map
H1Φ
(
U ′′,O(−2)) P→ ker(2,2 :Γ ω(U , ε˜[−1])→ Γ ω(U , ε˜[−3]))
where U ′′ is the corresponding open subset of P \ P and Φ is a speciﬁc family of supports, see Section 3. Moreover this
transform is an isomorphism for suitable open subsets U of M .
Here is a sketch of the paper. In Section 2, we give the relevant materials from sheaf theory that we need in the split
Penrose transform. In Section 3, we review the well-known complex Penrose transform. In Sections 4 and 5, the split Penrose
transform is introduced and discussed. In Section 6, we ﬁnish the split Penrose transform and give some examples. Section 7
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In Section 8, we discuss the split Penrose transform in split instanton backgrounds. It is well-known that the Penrose
transform has applications in representation theory, see [7]. Finally, in Section 9, we discuss the possible applications of the
split Penrose transform to representation theory (especially representations of SL(4,R)).
2. Preliminaries
First we review some cohomology theory that we will need, see [8] for the details.
Suppose that X is a (Hausdorff) topological space and F is a sheaf of abelian groups on X . If Y is a locally closed subset
of X (e.g. open or closed), then we set FY to be the extension of F |Y to X by zero. We recall that the stalk of FY at x is
Fx or zero depending on whether x ∈ Y or x /∈ Y respectively.
A family of supports on X is a family Φ of closed subsets of X such that
• a closed subset of a member of Φ is a member of Φ ,
• Φ is closed under ﬁnite unions.
Φ is called paracompactifying family of supports if in addition
• each element of Φ is paracompact,
• each element of Φ has a (closed) neighborhood which is in Φ .
If S is a subspace of X and Φ is a family of supports on X , then it is easy to see that
Φ|S := {A ∈ Φ|A ⊂ S}
is a family of supports on S (and X ).
Suppose that Φ is a family of supports on X . The set of global sections of F whose supports are in Φ is denoted by
ΓΦ(X,F). It is well-known that the functor F → ΓΦ(X,F) is left exact and its p-th right derived functor is denoted by
HpΦ(X,F). If S ⊂ X and Φ is a family of supports on S then we denote HnΦ(S,F |S) by HnΦ(S,F).
Now suppose that Y is a closed subset of X . Then it is well-known that one has the following canonical exact sequence
of sheaves on X
0→FU →F →FY → 0
where U = X \ Y . This exact sequence gives rise to the following exact sequence
0→ H0Φ(X,FU ) → H0Φ(X,F) → H0Φ(X,FY ) → H1Φ(X,FU ) → H1Φ(X,F) → H1Φ(X,FY ) → ·· ·
for any family of supports Φ . The following lemma characterizes various terms of this exact sequence.
Lemma 2.1.
(a) The natural maps
H∗Φ(X,FY ) → H∗Φ|Y (Y ,F)
are isomorphisms.
(b) Suppose that Φ is a paracompactifying family of supports. Then, there are natural isomorphisms
H∗Φ(X,FU )
∼=→ H∗Φ|U (U ,F)
Proof. These are standard facts in sheaf theory, see [8]. 
This lemma has the following corollary.
Corollary 2.2. Suppose that Y is a closed subset of X and Φ is a paracompactifying family of supports on X. Then we have the following
canonical exact sequence of abelian groups
0→ H0Φ|U (U ,F) → H0Φ(X,F) → H0Φ|Y (Y ,F) → H1Φ|U (U ,F) → H1Φ(X,F) → H1Φ|Y (Y ,F) → ·· ·
for any sheaf of abelian groups F where U = X \ Y .
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closed subsets of X , then we drop the index Φ . If Φ is the family of all compact subsets of X , we use c instead of Φ .
With this terminology, we note that if X is compact and Φ is the set of all closed subsets of X then the exact sequence in
Corollary 2.2 becomes
0→ H0c (U ,F) → H0(X,F) → H0(Y ,F) → H1c (U ,F) → H1(X,F) → H1(Y ,F) → ·· · (2.1)
Twisting sheaf. Suppose that X is a smooth (or complex) manifold and π : X˜ → X is a 2-covering of X with σ : X˜ → X˜
the involution satisfying π ◦ σ = π . Then there is a canonical locally constant sheaf C˜ on X such that for any open subset
U ⊂ X , C˜(U ) is just the set of complex-valued locally constant functions on U˜ := π−1(U ) such that they are odd with
respect to σ . We call this sheaf the twisting sheaf. In general, if F is a sheaf of abelian groups on X , then the twisted sheaf
of F , denoted by F˜ , is deﬁned to be the sheaf which consists of sections of π−1F odd with respect to σ . In the same way,
if E is a smooth (or holomorphic) vector bundle over X then we can deﬁne the twisted vector bundle E˜ .
It is easy to see that, for any sheaf F on X , we have a natural isomorphism
F ⊕ F˜ ∼= π∗π−1F
(this is just the analog of the decomposition of functions into the sum of even and odd functions). Here π−1F is the inverse
image sheaf of F and π∗ stands for the direct image functor. It is also easy to see that there are natural isomorphisms
Hn
(
X,π∗π−1F
)∼= Hn( X˜,π−1F)
for any n. Therefore we have natural isomorphisms
Hn(X,F) ⊕ Hn(X, F˜) ∼=→ Hn( X˜,π−1F) (2.2)
for any n. This is the generalization of the simple fact that every function on X˜ can be uniquely written as a sum of odd
and even functions with respect to σ .
Conventions. We use ε, O and ω for smooth, holomorphic and real analytic objects. For example, if V is a real analytic
vector bundle on a real analytic manifold X , we use Γ (X, εV ) to denote the set of global smooth sections of V and
Γ ω(X, εV ) to denote the set of global real analytic sections of V .
3. Review of the complex Penrose transform
First, we recall the deﬁnitions of the basic geometric spaces on which the complex Penrose transform operates. We refer
to [13] and [24] for more details on the geometry of twistors.
The vector space of twistors T is by deﬁnition a four-dimensional complex vector space endowed with an Hermitian
form Φ of type (+ + − −). We have the fundamental twistor diagram
F
μ ν
P M
where P is the space of complex lines in T, M is the Grassmannian of complex 2-planes in T, F is the space of pairs of
nested 1- and 2-dimensional subspaces of T, and where μ and ν are the natural holomorphic maps. Both maps μ and ν
are ﬁber bundle maps where the ﬁbers of μ are isomorphic to CP2 and the ﬁbers of ν are isomorphic to CP1. Given any
open subset U of M we set
U ′ := ν−1(U ), U ′′ := μ(U ′)
which are open subspaces of F and P respectively. Suppose that V is a holomorphic vector bundle on P and OV is the
sheaf of holomorphic sections of V . One can summarize the complex Penrose transform in three steps as follow (see [13]):
(1) Pull-back step:
There are natural maps
μ∗ : Hn
(
U ′′,OV
)→ Hn(U ′,μ−1OV )
We recall that the map μ :U ′ → U ′′ is called elementary if its ﬁbers are connected and have vanishing ﬁrst Betti number.
If the map μ :U ′ → U ′′ is elementary then
μ∗ : H0
(
U ′′,OV
)→ H0(U ′,μ−1OV )
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μ∗ : H1
(
U ′′,OV
)→ H1(U ′,μ−1OV )
are bijections.
(2) Middle step:
There is an exact sequence of sheaves on F
0−→ μ−1OV −→Oμ∗V dμ−→ Ω1μ(V )
dμ−→ Ω2μ(V ) −→ 0
where Ωnμ(V ) = Oμ∗V ⊗ Ωnμ (Ωnμ is the sheaf of holomorphic relative n-forms on F with respect to the ﬁbration μ), dμ
is the induced exterior derivative on forms and μ∗V is the pull-back vector bundle. This exact sequence gives rise to a
spectral sequence. More precisely there is a spectral sequence
Ep,q1 = Hq
(
U ′,Ω pμ(V )
) ⇒ Hp+q(U ′,μ−1OV )
where the differentials d1 : E
p,q
1 → Ep+1,q1 are induced by the relative exterior derivative dμ :Ω pμ(V ) → Ω p+1μ (V ).
(3) Push-forward step:
The Leray spectral sequence of ν :U ′ → U relates Hq(U ′,Ω pμ(V )) with cohomology groups on U with coeﬃcients in the
direct image sheaves vq∗Ω pμ(V ).
For appropriate holomorphic vector bundles V on P, these steps give a map from H1(U ′′,OV ) to the (co)kernel of
differential operators between vector bundles on U . We introduce the vector bundles and differential operators on M which
appear in the Penrose transform, see [13] (we make no distinction between primed and unprimed spinor bundles). We
denote the universal vector bundle of M by H . We use the following notations
Hn := the n-th symmetric product of H
O[−1] := H ∧ H
O[1] := the dual ofO[−1]
O[k] := ⊗kO[1] for k ∈ Z
Finally, for any vector bundle E on M, we denote E ⊗O[k] by E[k]. For any n  1, there are ﬁrst order linear differential
operators (see [13])
Dn :Γ (M,OHn[−1]) → Γ (M,OH⊗Hn−1[−2])
We denote the kernel of Dn on an open subset U of M by Zn(U ) which is the set of “holomorphic massless ﬁelds on U of
helicity n/2”. Finally we have the Laplacian operator (wave operator)
 :Γ
(
M,O[−1])→ Γ (M,O[−3])
We also denote the kernel of D0 on an open subset U of M by Z0(U ).
Using these vector bundles and differential operators, we can give the Penrose transform applied to O(−n − 2) (n 0).
More precisely, we have a transform
H1
(
U ′′,O(−n − 2)) P−→Zn(U ) (3.1)
Moreover, if the map μ :U ′ → U ′′ is elementary then this transformation is a bijection, see [13] Theorems 5.1 and 6.1.
Remark 3.1. We note that M = Gr(2,R4) is the real counterpart of M= Gr(2,C4). Therefore all the canonical vector bundles
on M and natural differential operators between them as above can be deﬁned on M completely similarly (which are,
in fact, the restrictions to M). We use the same conventions to denote these objects on M . For example we denote the
counterpart of O[−1] on M by ε[−1] and the counterpart of the Laplacian is the ultrahyperbolic operator
2,2 :Γ
(
M, ε˜[−1])→ Γ (M, ε˜[−3])
see [12,3].
Following the complex Penrose transform we would like to present the split Penrose transform in three steps. As we
will see, in our approach to the split Penrose transform, the second and third steps are essentially the steps in the complex
Penrose transform combined with a direct limit process. In the following sections we introduce the split Penrose transform.
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We would like to obtain a split version of the Penrose transform. The complex Penrose transform is an SL(4,C)-
equivariant transform. Different real forms of SL(4,C) lead to different versions of the Penrose transform. Here we consider
the real form SL(4,R). This amounts to considering M , the Grassmannian of 2-planes in R4, as a totally real submanifold
of M. By the split Penrose transform we mean a transform which identiﬁes cohomological data on P (or appropriate open
subsets of it) with the solutions of relevant differential equations on M .
First we introduce the appropriate geometric setting for the transformation in the split signature. Suppose that T is a
real vector subspace of T of real dimension 4. Then we have the following “real” analog of the twistor diagram (see [14])
F
μ0 ν0
P M
where P is the space of real lines in T , M is the Grassmannian of real 2-planes in T , F is the space of pairs of nested 1-
and 2-dimensional subspaces of T and where μ0 and ν0 are the natural projection maps. Both maps μ0 and ν0 are ﬁber
bundle maps where the ﬁbers of μ0 are isomorphic to RP2 and the ﬁbers of ν0 are isomorphic to RP1. In fact P, F and M
are the complexiﬁcations of P , F and M respectively.
Both manifolds M and F have double covers M˜ and F˜ . More precisely, M˜ is the Grassmannian of oriented 2-planes in T
and F˜ is the space of pairs of nested 1-dimensional and oriented 2-dimensional subspaces of T . This gives us the following
diagram.
F˜
μ˜0 ν˜0
P M˜
We can consider the corresponding twisting sheaves on M and F . Moreover, we note that the pull back of the twisting
sheaf on M via ν0 is just the twisting sheaf on F . We see that these double coverings and consequently the corresponding
twisting sheaves have an extension to appropriate open subsets of M and F. More precisely, consider any non-degenerate
symmetric bilinear form (,) on T coming from an inner product on T . Let Mr be the set of planes p ∈ M on which the
restriction of (,) is non-degenerate. It is easy to see that Mr is an open subset of M which contains M . Moreover there is a
natural double cover M˜r of Mr coming from (,) whose restriction to M is just its natural double cover M˜ . In the same way,
Fr := ν−1(Mr) has a natural double cover F˜r . Moreover ν extends to a canonical map ν : F˜r → M˜r .
Following the complex case, for any open subset U of M we deﬁne the following open sets
U ′R := ν−10 (U ), U ′′R := μ0
(
U ′R
)
We note that U˜ ′R = ν˜0−1(U˜ ).
The last space which enters into our picture is the following space
G := ν−1(M)
In other words, G is the space of pairs of complex lines L and real 2-planes K such that L is contained in the complex
plane spanned by K . It is easy to see that F ⊂ G ⊂ F. By abuse of notation we denote the restriction of μ :F→ P to G by
μ :G → P as well. We have the following simple lemma (see [12] or [20]).
Lemma 4.1. The map μ :G \ F → P \ P is a diffeomorphism.
We note that G also has a double cover G˜ which is just the space of pairs of complex lines L and oriented real 2-planes
K such that L is contained in the complex plane spanned by K . Therefore there is a twisting sheaf on G coming from this
double cover. We note that we have the inclusions F ⊂ G ⊂ Fr and natural inclusions F˜ ⊂ G˜ ⊂ F˜r and hence the twisting
sheaves are compatible. Moreover we have the following lemma (see [12]).
Lemma 4.2. For any sheaf of abelian groups F on G, we have canonical isomorphisms
νn∗ F˜ ∼= ν˜n∗F
where ν :G → M is the restriction of ν :F→M and νn∗ is the n-th direct image functor.
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G
μ ν
P M
where μ and ν are the obvious maps as always. Like the complex case, for an open subset U of M we also deﬁne
U ′ := ν−1(U )
5. Split Penrose transform: the pull-back step
In this section we provide the ﬁrst step of the split Penrose transform. In the ﬁrst step, given an open subset U of M , we
would like to start with a ﬁrst cohomology group on an appropriate open subset of P and identify it with a ﬁrst cohomology
group on U ′ . First of all, it is not clear which open set of P to take. Moreover, it turns out that the usual cohomology theory
would not suﬃce and we will need to use cohomology theory with supports. As we will see later, the right open set of P
corresponding to U is
U ′′ := μ(U ′ \ F )
The family of supports on U ′′ which appears in the split Penrose transform is the following
Φ(U ) := {A ⊂ U ′′∣∣μ−1(A) is a closed subset of U ′}
Remark 5.1. Note that there is a canonical map π :P \ P → M sending a complex line in C4 to the plane generated by its
real and imaginary parts in R4. Then it is easy to see that U ′′ = π−1(U ′).
For the pull-back step we need the following proposition.
Proposition 5.2. Suppose that X and Y are real analytic manifolds and f : X → Y is a surjective smooth map of maximal rank. If
f : X → Y is elementary, i.e. the ﬁbers are connected and have vanishing ﬁrst Betti number, then the natural maps
f ∗ : Hn(Y ,ωV ) → Hn
(
X, f −1ωV
)
are isomorphisms for n = 0,1 and any real analytic vector bundle V on Y . Here ωV denotes the sheaf of real analytic sections of V .
Proof. It is easy to see that, since the ﬁbers of f are connected, for any sheaf F on Y the natural map
f ∗ : H0(Y ,F) → H0(X, f −1F)
is an isomorphism. On the other hand, we note that these hypotheses imply that H1(X, f −1εV ) = 0, see [9]. The following
exact sequence
0→ ωV → εV → εV
ωV
→ 0
gives rise to the exact sequence
0→ H0(Y ,ωV ) → H0(Y , εV ) → H0
(
Y ,
εV
ωV
)
→ H1(Y ,ωV ) → 0
because H1(Y , εV ) = 0. Similarly, the exact sequence
0→ f −1ωV → f −1εV → f −1 εV
ωV
→ 0
gives the exact sequence
0→ H0(X, f −1ωV )→ H0(X, f −1εV )→ H0(X, f −1 εV
ωV
)
→ H1(X, f −1ωV )→ 0
because H1(X, f −1εV ) = 0. The desired conclusion is immediate. 
Now we can give the pull-back step of the split Penrose transform.
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sign)
H1Φ(U )
(
U ′′,OV
) P0−→ H1(U ′, μ˜−1OV )
Moreover, if the maps μ0 :U ′′R → U ′R and μ˜0 : U˜ ′′R → U ′R are elementary then P0 is an isomorphism.
Proof. Clearly the natural map
μ∗ : H1Φ(U )
(
U ′′,OV
)→ H1
μ−1Φ(U )
(
U ′ \ F ,μ−1OV
)
is an isomorphism, see Lemma 4.1. Here μ−1Φ(U ) is deﬁned to be the family of sets μ−1A where A ∈ Φ(U ). Since the
twisting sheaf on G \ F is trivial, we have a canonical isomorphism (up to sign)
H1
μ−1Φ(U )
(
U ′ \ F ,μ−1OV
)→ H1
μ−1Φ(U )
(
U ′ \ F , μ˜−1OV
)
Using Corollary 2.2, we obtain the following exact sequence
H0
(
U ′R ,
˜μ−10 OV
)→ H1
μ−1Φ(U )
(
U ′ \ F , μ˜−1OV
)→ H1(U ′, μ˜−1OV )→ H1(U ′R , ˜μ−10 OV ) (5.1)
where the family is chosen to be the set of all closed subsets of U ′ . So the middle map composed with the previous maps
provides the desired map
H1Φ(U )
(
U ′′,OV
) P0−→ H1(U ′, μ˜−1OV )
Now suppose that the maps μ0 :U ′′R → U ′R and μ˜0 : U˜ ′′R → U ′R are elementary. Then from Proposition 5.2, both maps
H0
(
U ′′R ,OV
)→ H0(U ′R ,μ−10 OV )
H1
(
U ′′R ,OV
)→ H1(U˜ ′R , μ˜0−1OV )
are isomorphisms. This implies that the natural maps
Hn
(
U ′R ,μ
−1
0 OV
)→ Hn(U˜ ′R , μ˜0−1OV )
are isomorphisms for n = 0,1. By isomorphism (2.2), Hn(U ′R , ˜μ−10 OV ) = 0 for n = 0,1. This implies that the middle map in
the exact sequence (5.1) is an isomorphism. Hence the map P0 is an isomorphism. 
The importance of this theorem is that even though we start with cohomology groups on open subsets other than the
ones that the usual Penrose transform suggests and we work with cohomology theory with supports, after passing to G we
obtain the cohomology groups which can be handled by the complex Penrose transform as we will see in the next section.
6. Split Penrose transform: second and third steps and examples
As we saw in the last section there is a canonical (up to sign) map
H1Φ(U )
(
U ′′,OV
)→ H1(U ′, μ˜−1OV )
for any open subset U of M . Now we want to transform this cohomological data on U ′ down to U . This can be done by
a direct limit process. More precisely, suppose that {Ui} is a fundamental system of neighborhoods of U in Mr . The ﬁbers
of ν :F→M are compact, so {U′i = ν−1(Ui)} forms a fundamental system of neighborhoods for U ′ . Therefore the canonical
map
lim−→
i
H1
(
U′i, μ˜−1OV
)→ H1(U ′, μ˜−1OV )
is an isomorphism, see [8]. Now we can invoke the complex Penrose transform to transform the terms in this direct limit
down to M (the twisting sheaf introduces no diﬃculties by Lemma 4.2). This transformation clearly commutes with the
direct limit and hence we obtain data on U . In other words, the second and third steps of the split Penrose transform are
basically those in the complex Penrose transform. Now, we give some examples to clarify the split Penrose transform.
The ﬁrst important class of examples is obtained by taking V to be a line bundle. Suppose that OV =O(−n − 2) where
n 0. Then the split Penrose transform gives the following theorem.
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H1Φ(U )
(
U ′′,O(−n − 2)) P→ Z˜n(U )ω
where Z˜n(U )
ω
is the set of real analytic twisted massless ﬁelds on U of helicity n/2, see Remark 3.1. Moreover if the maps μ0 :U ′′R →
U ′R and μ˜0 : U˜ ′′R → U ′R are elementary then the above map is an isomorphism.
Proof. By Theorem 5.3 we have a map
H1Φ(U )
(
U ′′,O(−n − 2)) P0−→ H1(U ′, ˜μ−1O(−n− 2))
By the above discussion we have an isomorphism
lim−→
i
H1
(
U′i, ˜μ−1O(−n − 2)
)→ H1(U ′, ˜μ−1O(−n − 2))
Now the complex Penrose transform (steps 2 and 3) gives an isomorphism
H1
(
U′i, ˜μ−1O(−n − 2)
)→ ˜Zn(ν(Ui))
see transform (3.1) and Lemma 4.2. Therefore we obtain a map
H1Φ(U )
(
U ′′,O(−n − 2))→ lim−→
i
˜Zn
(
ν(Ui)
)
But it is clear that
Z˜n(U )
ω ∼= lim−→
i
˜Zn
(
ν(Ui)
)
Therefore we obtain the desired transform. If the maps μ0 :U ′′R → U ′R and μ˜0 : U˜ ′′R → U ′R are elementary, then by Theo-
rem 5.3, the transform P is an isomorphism. 
Note that for n = 0 we obtain a map
H1Φ(U )
(
U ′′,O(−2)) P→ ker(2,2 :Γ ω(U , ε˜[−1])→ Γ ω(U , ε˜[−3]))
This is a local version of the X-ray transform. The global picture is also interesting. More precisely, if we take U = M , then
it is easy to see that U ′ = G , U ′′R = P and U ′′ = P \ P . Moreover the maps μ0 :U ′′R → U ′R and μ˜0 : U˜ ′′R → U ′R are elementary.
Therefore, the ﬁrst step of the split Penrose transform provides an isomorphism. Finally, it is easy to see that Φ(M) is just
the set of all compact subsets of P \ P . Therefore we obtain the following isomorphism
H1c
(
P \ P ,O(−2)) P→ ker(2,2 :Γ ω(M, ε˜[−1])→ Γ ω(M, ε˜[−3]))
This is the cohomological interpretation of the X-ray transform as we will see in the next section.
7. Comparison between two versions of the split Penrose transform
The ﬁrst version of the split Penrose transform appeared in [12]. In this section we explain the relationship between the
two versions of the split Penrose transforms. We must point out that our version of the split Penrose transform deals with
real analytic objects whereas the version in [12] deals with smooth (C∞) objects.
First we recall the split Penrose transform as in [12] which we call the “smooth” Penrose transform to distinguish it
from our version. In the smooth Penrose transform one starts with smooth data on RP3 (namely smooth sections of vector
bundles) and identify that with the (co)kernel of certain differential operators on M . The diagram for the smooth split
Penrose transform is also
G
μ ν
P M
The main step in the smooth Penrose transform is to interpret smooth data on RP3 as some data on G . Even though G is
not a complex manifold, it is very close to be one (see Lemma 4.1). More precisely, there is an “involutive” structure on G .
This involutive structure can be used to deﬁne the involutive cohomology, for the details see [12]. The key theorem in the
smooth Penrose transform is
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0→ Γ (P,OV ) → Γ (P , V ) → H1in
(
G, μ˜∗V
)→ H1(P,OV ) → 0
where Γ (P,OV ) is the set of global holomorphic sections of V , Γ (P , V ) is the set of global smooth sections of V |P and H1in(G, μ˜∗V )
is the ﬁrst “involutive cohomology” group associated to μ˜∗V .
Therefore, up to ﬁnite-dimensional spaces, Γ (P , V ) → H1in(G, μ˜∗V ) is an isomorphism. Now the next step in the smooth
Penrose transform is to interpret H1in(G, μ˜
∗V ) as smooth data on M . Due to the introduction of the involutive cohomology,
the other steps of the smooth Penrose transform are more involved. Nevertheless, similar to the complex Penrose transform,
one can identify H1in(G, μ˜
∗V ) as smooth data on M (note that the ﬁbers of μ :G → M are copies of CP1), for the full
description of the smooth Penrose transform see [12,3].
As an example of the smooth Penrose transform, one has the so-called X-ray (or sometimes called Radon) transform
Γ
(
P , ε(−2)) R→ ker(2,2 :Γ (M, ε˜[−1])→ Γ (M, ε˜[−3]))
which is a bijection, see [16] for a full discussion on the Radon transform. We recall that ε(−1) is the universal line bundle
on P =RP3 and ε(−2) = ε(−1) ⊗ ε(−1).
As one might guess, the split Penrose transform must be hidden in the smooth Penrose transform. First of all we have
the following theorem.
Theorem 7.2. For any holomorphic vector bundle V on P, there is a natural one-to-one map j : H1c (P \ P ,OV ) → H1in(G, μ˜∗V ) for
which the following diagram is commutative
0 Γ (P,OV ) Γ ω(P , V )
i
H1c (P \ P ,OV )
j
H1(P,OV ) 0
0 Γ (P,OV ) Γ (P , V ) H1in(G, μ˜∗V ) H1(P,OV ) 0
where i :Γ ω(P , V ) → Γ (P , V ) is just the inclusion map.
Proof. We recall the construction of the exact sequence in Theorem 7.1. Consider the Dolbeault complex associated to V ,
0→ Γ (P, V ) ∂¯→ Γ (P, ε0,1V ) ∂¯→ Γ (P, ε0,2V ) ∂¯→ Γ (P, ε0,3V )→ 0
where Γ (P, ε0,iV ) is the set of smooth V -valued (0, i)-forms on P. We denote this complex by Γ (V ). Then we can consider
the sub-complex Γ∞(V ) of Γ (V ) consisting of sections which are zero along P to inﬁnite order, see [12]. Then one considers
the following exact sequence of complexes
0→ Γ∞(V ) → Γ (V ) → Γ (V )
Γ∞(V )
→ 0
The corresponding exact sequence of the cohomology groups yields the exact sequence in Theorem 7.1
0→ Γ (P,OV ) → Γ (P , V ) → H1in
(
G, μ˜∗V
)→ H1(P,OV ) → 0
We can go further and consider a sub-complex of Γ∞(V ). Set Γ0(V ) to be the sub-complex of Γ∞(V ) consisting of sections
which are zero in a neighborhood of P . Since any holomorphic section of V which is zero in a neighborhood of P is
identically zero, the corresponding exact sequence of cohomology groups of the exact sequence
0→ Γ0(V ) → Γ (V ) → Γ (V )
Γ0(V )
→ 0
yields
0→ Γ (P,OV ) → Γ ω(P , V ) → H1c (P \ P ,OV ) → H1(P,OV ) → H1(P ,OV )
We claim that H1(P ,OV ) = 0. In fact it is known that any compact totally real submanifold Y of a complex manifold
X is a holomorphic set (i.e. there are open Stein submanifolds Y ⊂ · · · ⊂ S2 ⊂ S1 of X which form a fundamental sys-
tem of neighborhoods for Y ), see [25]. This, in particular, implies that for any coherent analytic sheaf F on X we have
Hn(Y ,F) = 0 if n > 0. Clearly P is a compact totally real submanifold of P and OV is a coherent analytic sheaf on P and
hence H1(P ,OV ) = 0. Therefore we obtain the following exact sequence
0→ Γ (P,OV ) → Γ ω(P , V ) → H1c (P \ P ,OV ) → H1(P,OV ) → 0
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chasing shows that j is injective. 
Using map j, we can consider H1c (P\ P ,OV ) as a subspace of H1in(G, μ˜∗V ). Therefore, when applying the smooth Penrose
transform, one can keep track of H1c (P \ P ,OV ). In particular for O(−2) one can see the compatibility between the split
Penrose transform and the X-ray transform. More precisely, we have the following cohomological description of the X-ray
transform.
Proposition 7.3. There is a natural isomorphism
H1c
(
P \ P ,O(−2))∼= Γ ω(P , ε(−2))
and hence an injection
H1c
(
P \ P ,O(−2))→ Γ (P , ε(−2))
Moreover the following diagram is commutative
H1c (P \ P ,O(−2))
P
Γ (P , ε(−2))
R
kerω2,2 ker2,2
whereR is the X-ray transform.
8. Split Penrose transform in split instanton backgrounds
In this section we explain the split Penrose transform in the presence of split instantons, see [26,17] for the Euclidean
case. First we need to explain what we mean by split instantons. Here is a short review of the SDYM equations in the
split signature. The space of 2-forms on M has a natural decomposition into two subspaces of self-dual and anti-self-dual
2-forms, see [14]. For a given Lie group G , a G-SDYM ﬁeld on M is a vector bundle V with structure group G and a
connection ∇ on V compatible with G whose curvature is self-dual, see [1,20,21]. By a split instanton, we mean a U (n)-
SDYM ﬁeld on M . A split instanton (V ,∇) is called real analytic if both V and ∇ are real analytic.
It is known that there is a canonical holomorphic vector bundle E on P= CP3 associated to any split instanton (V ,∇)
on M , see [20]. It is easy to describe E on P \ P . Consider the ﬁbration π :P \ P → M as in Remark 5.1. Then it is easy to
see that (π∗∇)(0,1) deﬁnes a holomorphic structure on π∗V provided that (V ,∇) is an SDYM ﬁeld. Then E is deﬁned to be
this holomorphic vector bundle on P \ P and one can see that it has a (unique) extension to P.
By the split Penrose transform in split instanton backgrounds we mean the split Penrose transform of E , the holomorphic
vector bundle on P associated to a split instanton (V ,∇) on M .
From now on suppose that (V ,∇) is a real analytic split instanton on M and E is the holomorphic vector bundle on P
associated to it. Since (V ,∇) is real analytic, it has an extension to a holomorphic vector bundle equipped with a holomor-
phic connection on an open neighborhood of M in Mr . We denote this holomorphic vector bundle and its connection by
(Vh,∇h). From the construction of E , one can see that
Lemma 8.1. The (holomorphic) vector bundles μ∗E and ν∗Vh are canonically isomorphic on some open neighborhood in Fr contain-
ing G.
This lemma together with the ﬁrst part of the split Penrose transform provides a bijection
P0 : H1c
(
P \ P , E(n))→ H1(G, ˜ν∗Vh(n))
where E(n) := E ⊗ O(n) and ν∗Vh(n) := ν∗Vh ⊗ μ∗O(n). Since ν∗V h is trivial on the ﬁber of ν , it is easy to compute
the direct images of ˜ν∗Vh(n). More precisely, νn∗ ˜ν∗Vh(n) = νn∗μ∗O(n) ⊗ Vh . Therefore, the only remaining task to ﬁnish
the split Penrose transform in the presence of split instantons is computing the differential operators. As explained before,
the second and third parts of the split Penrose transform are essentially the same as ones the complex Penrose transform.
Therefore, we only need to know what the differential operators are in the complex picture. Fortunately, they have been
studied in the complex and Euclidean picture, see [7,11,17,26]. These differential operators are just the ordinary ones (i.e.
when there are no split instanton backgrounds) coupled with ∇ . In other words, the ordinary derivatives are replaced by
covariant derivatives, see [17]. As an example we have the following
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it. Then there is a bijection
P : H1c
(
P \ P , E(−2))→ ker(V :Γ ω(M, V˜ [−1])→ Γ ω(M, V˜ [−3]))
Here V [−1] := V ⊗ ε[−1] and V [−3] := V ⊗ ε[−3]. The operator V is the operator obtained by coupling ∇ with 2,2 , see [17].
The transform in the above theorem is the X-ray transform in the split instanton background. We recall how the operator
V looks like in local coordinates. There are local coordinates (x1, x2, x3, x4) on M where 2,2 is given by
2,2 := ∂21 + ∂22 − ∂23 − ∂24
where ∂i := ∂∂xi , see [1]. If A =
∑
i Ai dxi is the connection form of ∇ then V , in these local coordinates, is given by
V = (∂1 + A1)2 + (∂2 + A2)2 − (∂3 + A3)2 − (∂4 + A4)2
9. Relations of the split Penrose transform with representation theory
Finally we give some applications of the split Penrose transform in representation theory and discuss the possible gen-
eralizations of it.
The complex Penrose transform can be used to realize some unitary representations of SU(2,2) on sheaf cohomology
groups on subsets of CP3, see [7] Section 10 and references therein. In the same way, we can realize representations of
SL(4,R) via the split Penrose transform. More precisely, SL(4,R) acts on CP3 \RP3 transitively. Hence it acts on cohomology
groups H1c (CP
3 \ RP3,O(n)). Via the split Penrose transform, these cohomology groups are identiﬁed with the kernel of
certain differential operators on M . As we saw, H1c (CP
3 \RP3,O(−2)) is identiﬁed with the kernel of the ultrahyperbolic
operator on M which is the so-called minimal representation of SL(4,R) ∼= SO0(3,3), see [19]. Therefore, the natural action
of SL(4,R) on H1c (CP
3 \RP3,O(−2)) gives a realization of the minimal representation of SL(4,R). Since this representation
is unitarizable, it would be interesting to ﬁnd an SL(4,R)-invariant inner product on H1c (CP
3 \ RP3,O(−2)). Clearly one
can realize other representations of SL(4,R) via the split Penrose transform and it would be interesting to see how these
cohomological interpretations can shed light on the representation theory of SL(4,R).
As for the generalizations of the split Penrose transform, one can see that it easily generalizes to SL(n,R) (n 4). More
precisely, the split Penrose transform gives a transform from compact cohomological data on CPn \ RPn to real analytic
data on Gr(2,Rn), the Grassmannian of 2-planes in Rn , see [4]. It seems possible to derive a version of the split Penrose
transform for the Funk transform (i.e. in the case of SL(3,R)) as well, see [5].
More generally, one can ask for the split Penrose transform for any real semisimple (or reductive) group G . More
precisely, the split Penrose transform must relate cohomology groups with supports on open G-invariant subsets of
GC/PC \ G/P and real analytic data on G/Q where P and Q are parabolic subgroups of G and GC and PC are com-
plexiﬁcations of G and P (we assume that P = G ∩ PC), see [7] for the generalizations of the complex Penrose transform.
There is a transform in representation theory due to W. Schmid which is similar to the Penrose transform, see [22]. One
can study the relationship of the split Penrose transform and Schmid’s transform. The setting for Schmid’s transform is not
exactly as the one for the split Penrose transform but nevertheless there are some similarities which indicate that there
might be a close relation between them.
Acknowledgements
I would like to thank Professor I. Frenkel for introducing the subject to me. The author is very grateful to him for
support, very useful discussions and his comments on the earlier version of the paper. I would also like to thank Professor
M. Kapranov and Professor G. Zuckerman for helpful and informative conversations.
References
[1] M. Aryapoor, Self-dual Yang–Mills equations in split signature, Adv. Math. 224 (5) (2010) 2022–2051.
[2] M.F. Atiyah, Geometry of Yang–Mills Fields, Scuola Normale Superiore Pisa, Pisa, 1979.
[3] T.N. Bailey, M.G. Eastwood, Twistor results for integral transforms, in: Radon Transforms and Tomography, South Hadley, MA, 2000, in: Contemp. Math.,
vol. 278, American Mathematical Society, 2000, pp. 77–86.
[4] T.N. Bailey, M.G. Eastwood, Zero-energy ﬁelds on real projective space, Geom. Dedicata 67 (3) (1997) 245–258.
[5] T.N. Bailey, M.G. Eastwood, R. Gover, L.J. Mason, The Funk transform as a Penrose transform, Math. Proc. Cambridge Philos. Soc. 125 (1) (1999) 67–81.
[6] T.N. Bailey, M.G. Eastwood, R. Gover, L.J. Mason, Complex analysis and the Funk transform, J. Korean Math. Soc. 40 (4) (2003) 577–593.
[7] R.J. Baston, M.G. Eastwood, The Penrose Transform. Its Interaction with Representation Theory, Oxford Mathematical Monographs, Oxford Science
Publications, The Clarendon Press, Oxford University Press, New York, 1989.
[8] G.E. Bredon, Sheaf Theory, second edition, Graduate Texts in Mathematics, vol. 170, Springer-Verlag, New York, 1997.
[9] N. Buchdahl, On the relative de Rham sequence, Proc. Amer. Math. Soc. 87 (2) (1983) 363–366.
[10] A. D’Agnolo, C. Marastoni, Real forms of the Radon–Penrose transform, Publ. Res. Inst. Math. Sci. 36 (3) (2000) 337–383.
[11] M.G. Eastwood, The generalized Penrose–Ward transform, Math. Proc. Cambridge Philos. Soc. 97 (1) (1985) 165–187.
346 M. Aryapoor / Differential Geometry and its Applications 30 (2012) 334–346[12] M.G. Eastwood, Complex methods in real integral geometry, With the collaboration of T.N. Bailey, C.R. Graham, in: The Proceedings of the 16th Winter
School “Geometry and Physics” (Srn, 1996), Rend. Circ. Mat. Palermo (2) Suppl. No. 46 (1997) 55–71.
[13] M.G. Eastwood, R. Penrose, R.O. Wells Jr., Cohomology and massless ﬁelds, Comm. Math. Phys. 78 (3) (1980/81) 305–351.
[14] V. Guillemin, S. Sternberg, An ultra-hyperbolic analogue of the Robinson–Kerr theorem, Lett. Math. Phys. 12 (1) (1986) 1–6.
[15] R. Harvey, The theory of hyperfunctions on totally real subsets of a complex manifold with applications to extension problems, Amer. J. Math. 91
(1969) 853–873.
[16] S. Helgason, The Radon Transform, second edition, Progress in Mathematics, vol. 5, Birkhäuser Boston, Inc., Boston, MA, 1999.
[17] N. Hitchin, Linear ﬁeld equations on self-dual spaces, Proc. Roy. Soc. London A 370 (1980) 173–191.
[18] F. John, The ultrahyperbolic differential equation with four independent variables, Duke Math. J. 4 (2) (1938) 300–322.
[19] T. Kobayashi, B. Orsted, Analysis on the minimal representations of O(p,q), I, II, III, Adv. Math. (2003).
[20] L.J. Mason, Global anti-self-dual Yang–Mills ﬁelds in split signature and their scattering, J. Reine Angew. Math. 597 (2006) 105–133.
[21] L.J. Mason, N.M.J. Woodhouse, Integrability, Self-Duality, and Twistor Theory, London Mathematical Society Monographs. New Series, vol. 15, Oxford
Science Publications, The Clarendon Press, Oxford University Press, New York, 1996.
[22] W. Schmid, Homogeneous complex manifolds and representations of semisimple Lie groups, in: Representation Theory and Harmonic Analysis on
Semisimple Lie Groups, in: Math. Surveys and Monographs, vol. 31, American Mathematical Society, 1989, pp. 223–286. Ph.D. dissertation, University
of California, Berkeley, 1967.
[23] G. Sparling, Inversion for the Radon line transform in higher dimensions, R. Soc. Lond. Philos. Trans. Ser. A Math. Phys. Eng. Sci. 356 (1749) (1998)
3041–3086.
[24] R.S. Ward, R.O. Wells Jr., Twistor Geometry and Field Theory, Cambridge Monographs on Mathematical Physics, Cambridge University Press, Cambridge,
1990.
[25] R.O. Wells Jr., Holomorphic hulls and holomorphic convexity, in: Proceedings of the Conference on Complex Analysis, in: Rice Univ. Studies, vol. 54,
Rice University, Houston, Texas, 1967.
[26] R.O. Wells Jr., The conformally invariant Laplacian and the instanton vanishing theorem, in: Seminar on Differential Geometry, in: Ann. of Math. Stud.,
vol. 102, Princeton University Press, Princeton, NJ, 1982, pp. 483–498.
[27] R.O. Wells Jr., Hyperfunction solutions of the zero-rest-mass ﬁeld equations, Comm. Math. Phys. 78 (4) (1980/81) 567–600.
[28] N.M.J. Woodhouse, Contour integrals for the ultrahyperbolic wave equation, Proc. Roy. Soc. London A 438 (1992) 197–206.
