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We shall use a Renormalization Group (RG) scheme in order to prove the classical KAM result
in the case of a non-analytic perturbation (the latter will be assumed to have continuous deriva-
tives up to a sufficiently large order). We shall proceed by solving a sequence of problems in
which the perturbations are analytic approximations of the original one. We shall finally show
that the sequence of the approximate solutions will converge to a differentiable solution of the
original problem.
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1. THE KAM PROBLEM
The first proof of the celebrated KAM theorem was presented by A.N. Kolmogorov in
1954 (see [19]). The theorem shows that if one adds a small perturbation to an integrable
hamiltonian system, not all the invariant tori that foliate the phase space of the integrable
system get destroyed. In fact, provided the perturbation is small, most of the phase space of
the perturbed system is still occupied by invariant (though "distorted") tori. Kolmogorov’s
result was later improved by V.I.Arnold [1, 2] and J.Moser [20, 21], the latter being the
first to prove the KAM theorem in the case of a Ck perturbation.
The KAM theorem is strictly related to a well known perturbative series expansion,
called the Lindsted Series, whose convergence had troubled mathematicians since Poin-
caré’s time. Even though Kolmogorov’s, Arnold’s and Moser’s work indirectly showed
that the Lindstedt series is convergent for analytic perturbation, it was only in 1988 that
Eliasson, in [10] proved it directly. By working on the series terms, Eliasson showed the
mechanisms underlying the compensations that happen inside the series. Such compen-
sations are shown to counter the effect of the huge contributions arising among the series
terms due to the repeated occurrence of small denominators. Later on, Gallavotti, Chier-
chia, Gentile et al., noticed that Eliasson’s method could be performed using the same
diagrams that physicists had been using since Feynman. Namely one can represent the
Fourier coefficients X̂k(q) of the terms of the Taylor expansion of the formal solution∑
kXkε
k (the Lindstetd series) by means of special Feynman diagrams: tree graphs, i.e.
ones without loops. The coefficient X̂k(q) will be given by a sum running over all tree
graphs with k vertices. The analogies between the methods used in Quantum Field Theory
and Eliasson’s proof of KAM were explained by the authors mentioned above in many
influential papers (see for instance [8, 7, 14, 13, 12, 16]), where the convergence of the
Lindstedt series for an analytic perturbation is proven by using a multiscale analysis. One
groups the "bad terms" (particular subgraphs called resonances, which will be responsi-
ble for contributions inside X̂k(q) of the order k!s for s > 1) that plague the Lindstedt
series, into particular families inside which the diverging contributions compensate each
other. Both the classical proof and the diagrammatic proof admit a natural interpretation in
1
2terms of the Renormalization Group(RG), see in particular [12] which is explicitly based
on a renormalization scheme inspired by the Wilsonian RG (For an explicit comparison
between RG in QFT, in statistical mechanics and in classical mechanics see [15]) . Fur-
thermore, the compensations devised by Eliasson and later reinterpreted by Gallavotti in
terms of diagrams can be shown to be identical to the so called Ward identities of QFT,
corresponding to a well known gauge symmetry.
Making the latter interpretation explicit, J. Bricmont, K. Gawe¸dzki and A. Kupiainen in
[5] gave yet another proof of the KAM theorem using the RG: here the small denominators
are treated separately scale by scale, and the mechanism responsible for the compensations
that make the Lindstedt series converge is explicitly shown to rely on the gauge symmetry
expressed by the Ward identities. Even though the Lindsted series converges only for ana-
lytic perturbations, the RG scheme used in [5] exploits a mechanism whose applicability is
very general and not restricted to the convergence of such series. In the present paper, we
use such mechanism in order to prove the classical KAM theorem in the case of a finitely
many times differentiable perturbation, hence in a situation where the Lindsted series does
not converge. In order to do that, and following Moser’s original approach (see [20]), we
solve a series of approximate problems obtained by applying an ultraviolet cutoff to the
perturbation. Furthermore the use of the Ward identities has to be slightly modified to fit
the approximate scheme that we have to use due to the presence of a non-analytic perturba-
tion. We shall see that our "modified identities", instead of implying that certain quantities
vanish as in the original scheme [5], will produce certain non zero terms which decay fast
to zero and do not spoil the iteration.
2. THE HAMILTONIAN
We restrict ourselves to study the Hamiltonian function of a system of rotators with
a perturbation depending only on the angles (the treatment of the general case, where
the perturbation depends on the actions as well, provides only heavier notation without
shedding any further light on the proof):
H(I, θ) =
I2
2
+ λV (θ),(2.1)
where θ = (θ1, . . . , θd) ∈ Td are the angles describing the positions of the rotators and
I = (I1, . . . , Id) ∈ R
d are the conjugated actions. It generates the equations of motion{
I˙(t) = −λ∂θV (θ(t))
θ˙(t) = I(t).
(2.2)
When λ = 0 the trajectories are bound to run on the invariant tori Tω := {(ω, θ) | θ ∈
Td} and take the simple form {
I(t) = ω ≡ I(0)
θ(t) = θ0 + ωt.
(2.3)
When λ > 0 the perturbation is "turned on", and we are interested in investigating
the persistence of invariant tori and quasi-periodic solutions of (2.1). We shall study such
problem in the special case of a non-analytic perturbation V , the latter being assumed to
be Cℓ+1 for a sufficiently large integer ℓ, whose size will be estimated later on. Namely the
goal of this paper is the proof of the following classical result:
3Theorem 1. Let H be the Hamiltonian (2.1), with a perturbation V such that its Fourier
coefficients satisfy ∑q |q|ℓ+1|v(q)| ≤ C (i.e. ∂V ∈ Cℓ), and fix a frequency ω satisfying
the diophantine property
|ω · q| ≥ γ|q|−ν for some γ ∈ R, ν > d.(2.4)
Provided |λ| is sufficiently small, if ℓ = ℓ(ν) is large enough, then for s < 23ℓ − d there
exists a Cs embedding of the d-dimensional torus in Td × Rd, given by Id + Xλ : Td →
Td , Yλ : T
d → Rd, such that the solutions of the differential equation
ϕ˙ = ω(2.5)
are mapped into the solutions of the equations of motion generated by H , and the trajec-
tories read {
θ(t) = ωt+Xλ(ωt)
I(t) = Yλ(ωt),
(2.6)
running quasi-periodically on a d-dimensional invariant torus with frequency ω.
Remark 2. A crude estimate for ℓ(ν) is given at page 15 immediately after (8.7). Such a
bad lower bound on ℓ shows that also our bound on s is far from optimal: indeed in [6]
and [26] it is proved that, provided the perturbation is of class Cℓ for ℓ > ℓ0 = 4ν + 3,
then the embedding of the torus is of class Cℓ−ℓ0 . For ℓ as large as we require, it is always
s(ℓ) < ℓ− ℓ0.
Plugging (2.6) into the equations of motion (2.2) we get a well known equation for X :
D2X(θ) = −λ∂θV (θ +X(θ)), where D := ω · ∂θ.(2.7)
Trying to invert the operatorD will lead us to deal with the infamous “small denominators”:
if we formally write the Fourier expression for D−1, the latter has the form 1(ω·q) , whose
denominators can become arbitrarily small as q varies in Zd. As we shall see, a crucial role
in controlling the size of such denominators will be played by the so-called Diophantine
condition (2.4), which express the fact that ω cannot satisfy any resonance relation, not
even approximately.
3. THE RG SCHEME AND THE PLAN OF THE PAPER
As we already mentioned above, the main inspiration for the scheme used in this paper
(and for most of the main techniques used) has been [5], however we are in debt to [6]
and [26] for many fruitful ideas on how to adapt the proof to the case of a non-analytic
perturbation, .
From now on, we shall work with Fourier transforms, denoting by lower case letter the
Fourier transform of functions of θ, which will be denoted by capital letters:
X(θ) =
∑
q∈Zd
e−iq·θx(q), where x(q) = 1
(2π)d
∫
Td
eiq·θX(θ)dθ.(3.1)
In view of the discussion at the end of the previous section, let us define
W0(X ; θ) := λ∂θV (θ +X(θ)).(3.2)
4Denote by G0 the operator (−D2)−1 acting on Rd-valued functions on Td with zero aver-
age. In terms of Fourier transforms,
(G0x)(q) =
{
x(q)
(ω·q)2 for q 6= 0
0 for q = 0;
(3.3)
and we can write (2.7) as the equations{
X = G0PW0(X)
0 =
∫
Td
W0(X ; θ)dθ
(3.4)
where P projects out the constants: PX = X − ∫
Td
X(θ)dθ.
Since we are not granted analyticity, we are not able to solve (3.4) by directly applying
a renormalization scheme as in the case of an analytic perturbations (See for instance [5]);
we shall instead proceed by means of analytic aproximations, which we know how to treat.
Let us set for j = 1, 2, . . . the constants γj , αj , α¯j as follows
γj := M8
j
αj :=
1
γj−2
=
1
M8j−2
α¯j =
1
γj+1
(3.5)
where M will be a large constant that we shall fix at the end of the proof. We define the
analytic approximations
V j(ξ) :=
∫
Td
V (θ)Dγj (ξ − θ)dθ =
∑
|q|∞≤γj
v(q)eiq·ξ .(3.6)
where
DN(θ) =
d∏
i=1
sin (N + 12 )θi
sin θi2
(3.7)
is the so-called Dirichlet Kernel
With the latter setup, we get a sequence of “analytically” perturbed Hamiltonians:
H(I, θ) =
I2
2
+ λV j(θ),(3.8)
givinge rise to a sequence of “analytic” problems
X(θ) = G0PW
j
0 (X ; θ).(3.9)
where
W j0 (X ; θ) ≡ λ∂θV
j(θ +X(θ))(3.10)
We shall first show how the renormalization scheme introduced in [5] can be employed to
solve (3.9) for a fixed j, and then modify the scheme to deal with all the j’s at once, and
get a uniform upper bound for the coupling constant 0 < |λ|.
We shall start our RG scheme in the same fashion as in [5], and decompose
G0 = G1 + Γ0(3.11)
5where Γ0 will effectively involve only the Fourier components with |ω ·q| larger thanO(1)
andG1 the ones with |ω·q| smaller than that. Now we see that, if we writeX = Y +Zj0(Y ),
eq. (3.9) becomes
Y + Zj0(Y ) = G1PW
j
0 (Y + Z
j
0(Y )) + Γ0PW
j
0 (Y + Z
j
0(Y )).(3.12)
If Zj0(Y ) solves the large denominators problem, i.e.
Zj0(Y ) = Γ0PW
j
0 (Y + Z
j
0(Y ))(3.13)
one is left with the new effective problem
Y = G1PW
j
1 (Y ) where W
j
1 (Y ) ≡W
j
0 (Y + Z
j
0(Y )).(3.14)
In order to exploit inductively the renormalization procedure above, we notice that Eq.
(3.13) is equivalent to the fixed point equation
W j1 (Y ) = W
j
0 (Y + Γ0W
j
1 (Y )),(3.15)
so that setting
F j1 (Y ) ≡ Y + Γ0W
j
1 (Y )(3.16)
the discussion above translates into the claim
F j1 (Y ) is a solution to (3.9) ⇐⇒ Y = G1PW j1 (Y )(3.17)
(see Eq. (3.12)-(3.14)). Thus (3.9) reduces to the claim (3.17) up to solving the easy large
denominators problem (3.15) and up to replacing the maps W j0 by W j1 .
Suppose now that after n− 1 inductive steps, the solution of Eq. (3.9) is given by
F jn−1(Y ) = Y + Γn−2W
j
n−1(Y )(3.18)
where Y must satisfy the equation
Y = Gn−1PW
j
n−1(X¯)(3.19)
and Gn−1 contains only the denominators |ω · q| ≤ O(ηn) where 0 < η ≪ 1 is fixed once
for all. The next inductive step consists of decomposing Gn−1 = Gn +Γn−1 where Γn−1
involves |ω · q| of order ηn and Gn the ones smaller than that.
If we define the maps W jn(Y ) as the solutions of the fixed point equation
W jn(Y ) = W
j
n−1(Y + Γn−1W
j
n(Y )),(3.20)
and set
F jn(Y ) = F
j
n−1(Y + Γn−1W
j
n(Y )),(3.21)
we infer that F jn(Y ) is the solution of (3.9) if and only if Y = GnPW jn(Y ), completing
the following inductive step. Finally it is easy to recover the inductive formulae
W jn(Y ) = W
j
0 (Y + Γ<nW
j
n(Y ))(3.22)
F jn(Y ) = Y + Γ<nW
j
n(Y ),(3.23)
where Γ<n=
∑n−1
k=0 Γk.
Using (3.22) and (3.23) we see that, if F jn(0) converges for n→∞ to F j , we have
F jn(0) = Γ<nW
j
n(0)
= Γ<nW
j
0 (Γ<nW
j
n(0))
= Γ<nW
j
0 (F
j
n(0)),(3.24)
6and taking the limit for n→∞,
F j = G0W
j
0 (F
j)(3.25)
and F j is the solution of (3.9) we were looking for.
This scheme, applied directly to the map W j0 , would provide an approximate solution to
(3.9) for any fixed j, but that would not work, as either |λ| or the set of allowed frequencies
(labeling the preserved invariant tori), could shrink to zero as j goes to infinity, making the
procedure useless. Instead we shall show that, by applying the above scheme to a slightly
modified map W˜ j0 , one can obtain a sequence of “modified” problems, the sum of whose
solutions will converge to a Cs solution of our original problem, for all s < 23ℓ−d, provided
ℓ is big enough and |λ| ≤ λ0.
We can assume inductively, as discussed earlier, that for |λ| ≤ λ0 and k = 0, . . . j − 1
we have constructed real analytic functions Xk(θ) such that
Xk(θ) = G0PW
k
0 (Xk; θ),(3.26)
From now on we shall write X¯ := Xj−1 = G0W j−10 (Xj−1) and set
W˜ j0 (Y ) = W
j
0 (X¯ + Y )−W
j−1
0 (X¯).(3.27)
We notice that if the fixed point equation
Y = G0W˜
j
0 (Y )(3.28)
has a solution Yj , then Xj ≡ X¯ + Yj , is the solution to (3.9) for k = j. Now we shall
apply word by word the same scheme explained above, but to the map W˜ j0 (Y ) instead of
W j0 (Y ). So one gets exactly the same iterative equations for the new effective problems
and for the relative maps, with the only difference that we shall get a solution to a slightly
different problem. Without repeating the mechanism of the scheme, which was explained
above, we write the fundamental iterative equations for the new maps:
W˜ jn(Y ) = W˜
j
n−1(Y + Γn−1W˜
j
n(Y ))(3.29)
F jn(Y ) = F
j
n−1(Y + Γn−1W˜
j
n(Y )).,(3.30)
where with a slight abuse of notation, instead of writing F˜ jn, we used the same symbol
F jn as in (3.21) to denote a different map (see the discussion leading to (3.20) and (3.21)).
Let us remind that F jn(Y ) is the solution of (3.28), if and only if Y = GnPW˜ jn(Y ). The
inductive formulae (3.22) and (3.23) will obviously read
W˜ jn(Y ) = W˜
j
0 (Y + Γ<nW˜
j
n(Y ))(3.31)
F jn(Y ) = Y + Γ<nW˜
j
n(Y ),(3.32)
Once again we shall use (3.31) and (3.32) to see that, if F jn(0) converges for n→∞ to
F j , and get
F jn(0) = Γ<nW˜
j
0 (F
j
n(0)),(3.33)
which taking the limit for n→∞ will show that F j is the solution of (3.28).
At this point let us try to clarify the reason why we had to set an alternative RG scheme
in order to deal with a non-analytic perturbation. For any fixed j the "naive" iteration
would give us a good control on the convergence (in n) of the renormalized solutions to
the solution of the j-th problem, the latter turns out to be analytic in some j-dependent
strip whose width shrinks to zero as j grows. Thus increasing j one eventually loses all the
7analyticity and using the bound obtained by the simple iteration one is not able to show the
convergence to a smooth map for j → ∞. On the other hand, using a "double" iterative
procedure we do not look for bounds for the solution Xj itself, instead we get certain
bounds for the difference Y j := Xj −Xj−1 between the solution of the j-th problem and
the one of the (j − 1)-th problems. In this manner the convergence of Xj = Xj−1 + Y j
can be recovered by looking at the telescopic series
∑
j Y
j
. At the price of losing some
of the regularity possessed by the original perturbation, the estimates recovered for Y j are
able to counter the vanishing of analyticity, so that one still gets a smooth solution in the
limit for j →∞. The details relative to this discussion are carried out in the final estimates
of Section 9.
The strategy of a "double" iteration in order to prove a Ck KAM theorem has been
employed, in a somehow different fashion, in the papers [6] and [26]. In these works the
core of the analogy with the discussion above (and with our use of the modified scheme,
that is), is best expressed by the Bernstein-Moser Theorem (see [6] p.47).
The rest of the paper is organized as follows. In section 4 we define the functional spaces
in which some preliminary bounds on the approximated perturbations V j are established.
In Section 5 we define the cutoff function Γ and the functional spaces in which we want to
solve our iterative scheme. In Section 6 we prove some preliminary bounds on the maps
w˜n and fn which we are able to construct, using a Banach Fixed point Theorem, in a
uniform complex neighborhood of Td but only for |λ| ≤ λn, where λn is a sequence of
positive real numbers converging to zero.
In section 7, in order to extend the previously constructed maps to a uniform disk |λ| ≤
λ0 and obtain the required iteration, we introduce the Ward identities. To briefly explain
how the latter enter the proof let us omit the indices j and decompose w˜n(y) = w˜n(0) +
Dw˜n(0)y + δ2w(y). We shall see that the linear term is the only problematic one for the
iteration; in fact at each iterative step the constant part is easily dealt with by using the
Diophantine condition plus the analyticity of w˜n, while the bounds on the high order terms
follow easily since we are allowed to take y as small as we want and to shrink the domain
of analyticity by a small quantity at each step.
The problem with the linear part arises when, while performing an iterative step, one
has to invert the operator R := 1 − Dw˜nΓn. Such inversion is problematic since in the
Fourier space Γn ∼ O((ω · q)−2) ∼ O(η−2n), which is obviously large. In the Fourier
space the operator Dw˜n, has a kernel which is a function of two momenta, label them
(q, q′): on the off diagonal, i.e. where q 6= q′, such kernel can still be easily bounded using
the Diophantine condition plus the analyticity, so as to compensate the large size of Γn and
allow for the inversion of R. However, on the diagonal q = q′ the trick "Diophantine +
analyticity" does not work anymore and we are bound to face the problem of resonances
, i.e. terms in the Von Neumann series of R consisting of repeated products of factors of
the type (ω · q)−2 which can become arbitrarily large (∼ O(η−2nk), for all k); this would
irremediably spoil the iteration unless one is able to show that some compensations arise.
At this point the Ward identities come into play and save the day. Expanding (in a sense
that will be made more precise later) Dw˜n(q, q) = an + bn(ω · q) + cn(ω · q)2 + · · · ,
our "revised" Ward identities allow one to conclude that the coefficients an and bn decay
to zero so fast as n grows to ∞, that during the iteration one actually gets Dwn(q, q) ∼
O(λ(ω · q)2), so that Dw˜nΓn ∼ λ and R can be inverted. Note that in the analytic KAM
proofs one gets from the "standard" Ward identities an = bn = 0.
In Section 8 with the help of the identities we worked out in the previous Section, we
prove Proposition 3 which we refer to as the "main Proposition" since, as briefly discussed
8after its statement, it will naturally yield the main argument required in order to prove
Theorem 1. In Section 9 we finally prove Theorem 1 using Proposition 3 and extending
the functions fn constructed in Section 6 to |λ| ≤ λ0. In the Appendix the reader can find
the proofs of the more technical results which, for the sake of brevity, have been omitted
in the main sections.
4. SETUP AND PRELIMINARY RESULTS
4.1. Spaces. From now on, for q ∈ Zd we shall write |q| :=
∑d
i=1 |qi| and we shall denote
x¯ ≡ xj−1 the inductive solution of the (j − 1)-th analytic problem that we introduced in
section 3, that is
x¯ = G0w
j−1
0 (x¯) x¯(0) = 0.(4.1)
Recalling the definition (3.6), we write V j(θ) =∑q vj(q)eiq·θ by setting
vj(q) =
{
v(q) for |q| ≤ γj
0 for |q| > γj ,
(4.2)
We shall denote
H ≡ {(w(q))q∈Zd ∈ R
d | ‖w‖ :=
∑
q
|w(q)| <∞}(4.3)
B(r) ≡ {w ∈ H | ‖w‖ ≤ r}.(4.4)
and let H∞(B(r),H) denote the Banach space of analytic functions w : B(r) → H
equipped with the supremum norm.
We shall assume inductively the following decay:
|x¯(q)| ≤ CεAj
e
− |q|4γj
|q|ℓ/3
with Aj :=
j−1∑
k=0
ℓ!
(
4
M8k−5
) ℓ
3
,(4.5)
where M is as in (3.5) and ε→ 0 when |λ| → 0. The validity of the inductive bound (4.5)
at a first step j0 can be easily recovered from the proof of the analytic KAM theorem; see,
for instance, the bounds proven in [5], Section 7.
Remark 3. Since we are not looking for optimal estimates, we shall leave the dependence
of λ on γ implicit. However the classical KAM result in the non-degenerate case states
that, fixed a ν > d− 1, there exists a positive, γ-independent δ such that if |λ| ≤ γ2δ then
Theorem 1 holds (see [24]).
From now on C,C1, C2, C3 . . . will denote different constants which can vary from
time to time. We can omit their dependence on the parameters when we think it is not
important.
4.2. A priori bounds for the approximate problems. For σ > 0, denote by Ξσ the
complex strip
Ξσ := {ξ ∈ C
d : |Imξ| < σ},(4.6)
clearly there exists a C > 0 such that for all j, the maps V j defined in (3.6) obey
sup
ξ∈Ξ
γ
−1
j
|V j(ξ)| ≤ C.(4.7)
The bound (4.7) implies the following
9Lemma 1. Let (4.5) be valid for a suitably small ε and write the Taylor expansion
∂V j(θ + X¯(θ) + Y ) =
∞∑
n=0
1
n!
V jn+1(θ + X¯(θ))(Y, . . . , Y ).(4.8)
For each |σ| < 15γj , there exists b > 0, such that the coefficients V
j
n+1(θ+X¯(θ)) belonging
to the space of n-linear maps L(Cd, . . . ,Cd;Cd), have Fourier coefficients that decay
according to the following bound∑
q∈Zd
eσ|q|‖vjn+1(q;x)‖L(Cd,...,Cd;Cd) < bn!(2γj)
n.(4.9)
The proof of the Lemma can be found in the Appendix A-1
In view of the latter Lemma, let us introduce a translation τβ by a vector β ∈ Cd,
(τβY )(θ) = Y (θ − β). On H, τβ is given by (τβy)(q) = y(q)eiq·β . It induces a map
w 7→ wβ from H∞(B(r0),H) to itself if we set
wβ(y) = τβ(w(τ−βy))(4.10)
The fixed-point equations, (3.29) and (3.31) may be written in the form
w˜jnβ(y) = w˜
j
(n−1)β(y + Γn−1w˜nβ(y))(4.11)
w˜jnβ(y) = w˜
j
0β(y + Γ<nw˜nβ(y))(4.12)
Remark 4. Note that, because of the definitions (3.27) and (4.10), one has
w˜j0β(y) = τβw
j
0(x¯+ τ−βy)− τβw
j−1
0 (x¯)(4.13)
and the right hand side is not wj0β(x¯+ y)− w
j−1
0β (x¯).
Similarly, the equations (3.30) and (3.32) translate in the Fourier space to the relations
f jnβ(y) = f
j
(n−1)β(y + Γn−1w˜
j
nβ(y))(4.14)
f jnβ(y) = y + Γ<nw˜
j
nβ(y)(4.15)
Proposition 1. Assume the inductive bound (4.5) holds. Let |Imβ| < 18γj , and ‖y‖ ≤ α
2
3 ℓ
j ,
see (3.5). We have ∑
q∈Zd
|w˜j0β(y; q)| ≤ |λ|Cd,ℓα
2
3 ℓ
j(4.16)
and furthermore, writing
w˜j0β(y) = w˜
j
0β(0) +Dw˜
j
0β(0)y + δ2w˜
j
0β(y),(4.17)
where Dw˜ stands for the gradient of w˜, we have
|w˜j0β(0; q)| ≤ C1|λ|
α
2
3 ℓ
j
|q|
ℓ
3
(4.18)
‖Dw˜j0β(0)y‖ ≤ C2|λ|(4.19)
‖δ2w˜
j
0β(y)‖ ≤ C3|λ|α
ℓ
j(4.20)
The proof of this Proposition can be found in the Appendix A-2
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4.3. Cauchy Estimates. Let h, h′ be Banach spaces, we define H∞(h;h′) as the space
of analytic functions w : h→ h′ equipped with the supremum norm. Setting
(4.21) δkw(x) = w(x) −
k−1∑
s=0
1
s!
Dsw(0)(y),
we shall make use of the following Cauchy estimates throughout the paper:
sup
‖y‖≤r−δ
‖Dw(y)‖ ≤ sup
‖y‖≤r
1
δ
‖w(y)‖(4.22)
sup
‖y‖≤r′µ
‖δkw(y)‖ ≤
µk
1− µ
sup
‖y‖≤r′
‖w(y)‖(4.23)
Furthermore we shall also need the following estimate: let wi ∈ H∞(B(r) ⊂ h ;h′) for
i = 1, 2, and w ∈ H∞(B(r′) ⊂ h′ ;h′′), then, if sup‖y‖h≤r ‖wi(y)‖h′ ≤
1
2r
′
, we have
sup
‖y‖h≤r
‖w ◦ w1(y)− w ◦ w2(y)‖h′′ ≤
2
r′
sup
‖y′‖h′≤r
′
‖w(y′)‖h′′ sup
‖y‖h≤r
‖w1(y)− w2(y)‖h′
(4.24)
5. THE CUTOFF AND N-DEPENDENT SPACES
To define the operators Γn - that establish our renormalization - we will divide the real
axis in scales. We shall fix η ≪ 1 (once and for all) and introduce the so-called "standard
mollifier" by
(5.1) h(κ) =
{
Cκe
1
κ2−1 if |κ| < 1
0 if |κ| ≥ 1
with the constant C chosen such that
∫
R
hdx = 1. Now let us define χ¯ ∈ C∞(R) by
χ¯(κ) := 1−
2
1− η
∫ ∞
1+η
2
h
(
2(|κ| − y)
1− η
)
dy(5.2)
so that
(5.3) χ¯(κ) =
{
1 if |κ| < η
0 if |κ| ≥ 1
and
sup
κ∈R
|∂κχ¯(κ)| , sup
κ∈R
|∂2κχ¯(κ)| ≤ C,(5.4)
for a suitable constant C. We set
χ¯n(κ) = χ¯(η
−nκ)(5.5)
and set
χ0(κ) = 1− χ¯1(κ)
χn(κ) = χ¯n(κ)− χ¯n+1(κ) for n ≥ 1.(5.6)
Finally we define the diagonal operator Γn : H → H
Γn(q, q
′) =
χn(ω · q)
(ω · q)2
δq,q′ := γn(ω · q)δq,q′ ,(5.7)
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so that {q : Γn−1(q, q) 6= 0} = {ηn+1 ≤ |ω ·q| ≤ ηn−1}. The formulae coming from our
renormalization scheme suggest us to define n-dependent norms and spaces. For n ≥ 2 we
set the quotient space H−n := h/
−n
∼ , where h is the space of functions {w : Zd → Cd}
and −n∼ is the equivalence relation in h defined by
w
−n
∼ w′ ⇐⇒ w(q) = w′(q) for all |ω · q| ≤ ηn−1(5.8)
We makeH−n Banach spaces by endowing them with the norms
‖w‖−n =
∑
|ω·q|≤ηn−1
|w(q)|.(5.9)
Remark 5. It might be useful to stress that when we shall write an equalityw = w′ between
two elements of H−n, that means by definition w
−n
∼ w′; hence as functions over Zd, w
and w′ coincide only on the set {q : |ω · q| ≤ ηn−1}
Next we consider the projection
Pn(y)(q) =
{
y(q) if |ω · q| ≤ ηn−1
0 otherwise.
(5.10)
and define the spaces
Hn ≡ PnH,(5.11)
equipped with the norm inherited fromH:
‖y‖ ≡
∑
q
|y(q)| =
∑
|ω·q|≤ηn−1
|y(q)|,(5.12)
Remark 6. For y ∈ Hn, ‖y‖ = ‖y‖−n, even though in general ‖ · ‖ 6= ‖ · ‖−n,
Note the natural embeddings for n ≥ 2:
Hn → Hn−1 → H→ H−n+1 → H−n(5.13)
We shall denote by Bjn(r) the open ball in Hn of radius rj .
If we define the cutoff with “shifted kernel”
Γn[κ](q) = γn(ω · q + κ)(5.14)
we can prove the following:
Lemma 2. For i = 0, 1, 2 and |κ| ≤ ηn, the cutoff functions obey the following estimates
‖∂iκΓn−1[κ]‖ ≤ Cη
−(2+i)n(5.15)
Proof. The proof is trivial, since for κ˜ = κ+ ω · q we have, by definition,
Γn−1[κ](q) = χn−1(κ˜)/κ˜
2(5.16)
and χn−1(κ) = 0 for |κ| ≤ ηn−1. 
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6. N-DEPENDENT BOUNDS
Our final goal is to show that the maps w˜jn and f jn exist for all j and n, provided λ is
small enough in an n-independent way. However for later purposes it will be useful to
show first some simple n-dependent bounds, uniform in β. Such bounds are carried out
quite easily in the next proposition:
Proposition 2. For any sufficiently small r > 0, there exists a sequence of positive numbers
λn
n→∞
−→ 0 such that for |λ| ≤ λn and |Imβ| ≤ αj/2 the equations (4.12) have a unique
solution w˜jn ∈ H∞(B(α
2
3 ℓ
j r
n),H) with
sup
y∈B(α
2
3
ℓ
j r
n)
‖w˜jn‖ ≤ Cd,ℓα
2
3 ℓ
j |λ|(6.1)
whereCd,ℓ is as in Proposition 1. Furthermore the maps f jnβ defined by Eqs. (4.15) belong
to H∞(B(α
2
3 ℓ
j r
n),H). They satisfy the bounds
sup
‖y‖≤α
2
3
ℓ
j r
n
‖f jnβ(y)‖ ≤ 2α
2
3 ℓ
j r
n.(6.2)
Moreover, wjnβ and f
j
nβ are analytic in λ and β and they satisfy the recursive relations
(4.11) and (4.14), respectively.
Deferring the proof of Proposition 2 to the Appendix A-3 let us point out that the maps
w˜nβ that have been constructed in Proposition 2 only for |λ| ≤ λn will be analytically
extended to a uniform disk |λ| ≤ λ0 in Proposition 3, provided that, as n increases, we
shrink the strip in which β is allowed to vary. However we shall make use of the bounds
obtained in Proposition 2 for the maps f jn (which shall be analytically extended to |λ| ≤ λ0
as well) in the beginning of Section 9.
7. THE WARD IDENTITIES (REVISED)
7.1. The identities. We shall prove in this section some properties of the maps wjn which
will be essential in the proof of the main Proposition. As mentioned in Section 3, they
will come into play when trying to bound the diagonal part of the kernel of Dw˜n(y).
Such bounds will show that compensations happen among the so-called resonances, the
latter being the particular terms that make the convergence of the Lindstedt series (see p.1
and p.7) problematic. For the definition of “resonances” see also [7, 10, 14, 13, 12]. We
shall work out some identities which can be considered as "revised" Ward identities (for
the "standard" Ward identities see [5, 10, 12, 15]) for the maps w˜jn that we constructed in
Proposition 2. We shall omit the indeces j, writing X = X¯ , V = Vj , V̂ = Vj−1, W = W j
and U = W j−1, and the summations over repeated indeces will be understood. The basic
identity reads∫
Td
W˜ γn (Y ; θ)dθ =
∫
Td
Y α(θ)∂γW
α
0 (X + Y + Γ<nW˜n(Y ); θ)dθ
+
∫
Td
GnU
α
0 (X ; θ)∂γW˜
α
n (Y ; θ)dθ,(7.1)
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whose proof is given in the Appendix A-4. Once (7.1) is proven, we can transpose it into
the Fourier space language:
w˜γn(y; 0) = −
∑
q 6=0
iqγyα(q)wα0 (x+ y + Γ<nw˜n(y);−q)
−
∑
q 6=0
iqγχ¯n(ω · q)x¯
α(q)w˜αn (y;−q),(7.2)
so it immediately follows that
w˜γn(0; 0) = −
∑
q 6=0
iqγχ¯n(ω · q)x¯
α(q)w˜αn (0;−q).(7.3)
Differentiating (7.2) with respect to yα(q) and evaluating it at y = 0, we get
∂w˜γn(y; 0)
∂yα(q)
∣∣∣
y=0
= −iqγwα0 (x+ Γ<nw˜n(0);−q)
−
∑
q′ 6=0
iq′γχ¯n(ω · q
′)x¯β(q′)
∂w˜βn(y; q
′)
∂yα(q)
∣∣∣
y=0
(7.4)
7.2. An interpolation of the linear term’s kernel. To use the identities we obtained in
the last section we have to introduce smooth interpolations of the kernels of the mapsDw˜n,
constructed in Proposition 2 for |λ| ≤ λn. Such interpolations will prove essential in order
to exhibit the compensations that occur inside the diagonal part of the kernel Dw˜n (among
the "resonances") . Differentiating (4.12) we get
Dw˜nβ(y) = [1−Dw˜0β(yn)Γ<n]
−1
Dw˜0β(yn) with yn ≡ y + Γ<nw˜nβ(y).(7.5)
We will show that the diagonal part of the kernel Dw˜nβ(y; q, q) depends on q only through
ω · q. In order to show this, for p ∈ Zd, let tp : L(H;H) → L(H;H) be the continuous
automorphism that maps a ∈ L(H;H) into tpa ∈ L(H;H):
(tpa)(q, q
′) = a(q + p, q′ + p),(7.6)
that is, tp shifts the kernel of the operator a by p. For n = 0 we have that tpDw˜j0β = Dw˜
j
0β
for all p ∈ Zd, since the kernel Dw˜j0β(y; q, q′) is function of q − q′ only. The latter
observation and the definition (5.14) allow us to conclude that, applying tp to (7.5), we get
tpDw˜
j
nβ(y) =
[
1−Dw˜j0β(yn)Γ<n(ω · p)
]−1
Dw˜j0β(yn),(7.7)
showing that tpDw˜jnβ(y) depends on p only through ω · p. Therefore we can define a
smooth interpolation of tpDw˜jnβ(y) in the following way: denote π
j
0β(y) = Dw˜0β(y) and
define for n ≥ 1 and |κ| ≤ ηn,
πjnβ(κ; y) =
[
1− πj0β(yn)Γ<n(κ)
]−1
πj0β(yn).(7.8)
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Inequality (10.12) shows that for y ∈ B(α
2
3 ℓ
j r
n) ⊂ H, ‖yn‖ ≤
1
2α
2
3 ℓ
j , so Proposition 1
and the Cauchy estimate (4.22) imply for such y
‖πj0β(yn)‖L(H;H) ≤ sup
‖y‖≤ 12α
2
3
ℓ
j
‖Dw˜j0β(y)‖L(H;H)
≤
2
α
2
3 ℓ
j
sup
‖y‖≤α
2
3
ℓ
j
‖w˜j0β(y)‖ ≤ |λ|2Cd,ℓ.(7.9)
The latter discussion implies that πjnβ(κ; y) is analytic for |λ| ≤ λn, |Imβ| < α¯j , y ∈
B(α
2
3 ℓ
j r
n) ⊂ H, and C∞ for |κ| ≤ ηn with norm, say,
‖πjnβ(κ; y)‖L(H;H) ≤
√
|λ|.(7.10)
Furthermore πjnβ(κ; y) is a smooth interpolation of the kernel of tpDw˜nβ(y), meaning that
for p ∈ Zd
tpDw˜nβ(y) = π
j
nβ(ω · q; y).(7.11)
Differentiating Eq. (7.8) with respect to κ we get the useful identity
∂κπ
j
nβ(κ; y) = π
j
nβ(κ; y)∂κΓ<n(κ)πnβ(κ; y).(7.12)
For ‖y‖ ≤ α
2
3 ℓ
j r
n and |κ| ≤ ηn the following recursive relation holds:
πjnβ(κ; y) =
[
1− πj(n−1)β(κ; y˜)Γn−1(κ)
]−1
πj(n−1)β(κ; y˜)(7.13)
where y˜ = y + Γn−1w˜nβ(y).
8. THE MAIN PROPOSITION
To simplify the notations, we shall denote by Bjn the open ball in Hjn of radius α
2
3 ℓ
j r
n
and by Ajn the space H∞(Bjn,H−n). Finally Γ will stand for Γn−1.
Proposition 3. (a) There exist positive constants rj , λ0, and α¯j,n where
α¯(j;n) =
n+ 2
2n+ 2
α¯j n ≥ 1,(8.1)
such that, for |Imβ| ≤ α(j;n) and |λ| ≤ |λ0| there exist solutions w˜jnβ ≡ w˜jn of
Eqs. (4.11) such that w˜jn belong to Ajn, and are analytic in λ.
(b) Writing
w˜jn(y) = w˜
j
n(0) +Dw˜
j
n(0)y + δ2w˜
j
n(y)(8.2)
we have
|w˜jn(0; q)| ≤ ε
(
2n+1 − 1
) α 23 ℓj
|q|
ℓ
3
for 0 < |ω · q| ≤ ηn−1(8.3)
‖δ2w˜
j
n‖Ajn ≤ εα
ℓ
jr
3
2n(8.4)
where ε→ 0 as λ→ 0.
(c) Furthermore
‖Dw˜jn(y)‖L(n;−n) ≤ εη
2n(8.5)
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Remark 7. The reason why Proposition 3 is our "main" Proposition lies in the mecha-
nism of our RG scheme and, at this point, it can be understood by looking at the for-
mal manipulation in Section 3 starting with Eq. (3.24) (mutatis mutandis, i.e. changing
W jn → W˜
j
n). Provided w˜n exists and it is as small as yielded by Proposition 3 (see in
particular the bound (8.6) directly implied by (8.3)), then, using the recursion (4.14), the
sequence f jn(0) = Γ<nw˜jn(0) can be proved to be Cauchy and to converge to the required
solution of (3.28) (see Eq. (3.25)). For the technical details on how Proposition 3 implies
Theorem 1 see Section 9.
8.1. Proof of (a). First of all, we show that (8.3) implies for all n ≥ 1:
‖Pw˜jn(0)‖−n ≡
∑
|ω·q|≤ηn−1
|w˜jn(0; q)| ≤ εα
2
3 ℓ
j r
2n(8.6)
In fact the diophantine condition (2.4), forces the sum defining the norm to be taken over
q such that |q| ≥ γ 1ν η−n−1ν , hence we can estimate∑
|ω·q|≤ηn−1
|wn(0; q)| ≤
∑
|q|≥γ
1
ν η−
n−1
ν
|wn(0; q)|
≤ ε
(
2n+1 − 1
)
α
2
3 ℓ
j
∑
|q|≥γ
1
ν η−
n−1
ν
1
|q|
ℓ
3
≤ εγ
d− ℓ
3
ν α
2
3 ℓ
j
(
2n+1 − 1
)
η
n−1
ν
( ℓ3−d)
≤ εα
2
3 ℓ
j r
2n(8.7)
for ε = ε(d, γ, ν) and ℓ ≥ 12ν logη(r/2) + 3d.
Remark 8. Note that (8.6) can be trivially improved with
‖w˜jm(0)‖−n ≤ εα
2
3 ℓ
j r
2n(8.8)
for all m ≤ n. Anyway we shall not need the latter bound and in the following we shall
always use (8.6).
Consider now the equation (4.11). The decomposition (8.2) implies
w˜jn(y) = w˜
j
n−1(0) +Dw˜
j
n−1(0)(y + Γw˜
j
n(y)) + δ2w˜
j
n−1(y + Γw˜
j
n(y))(8.9)
from which, setting H = (1 − Dw˜jn−1(0)Γ)−1 and H˜ = 1 + ΓHDw˜
j
n−1(0) = (1 −
ΓDw˜jn−1(0))
−1
, we deduce that
w˜jn(y) = Hw˜
j
n−1(0) +HDw˜
j
n−1(0)y + u(y)(8.10)
where
u(y) = Hδ2w˜
j
n−1(y + Γw˜
j
n(y)) = Hδ2w˜
j
n−1(ΓHw˜
j
n−1(0) + H˜y + Γu(y))(8.11)
The bound (8.5) with n replaced by n− 1, together with Lemma 2 and the definition of the
norms imply
‖H‖L(−n+1;−n+1) , ‖H˜‖L(−n+1;n−1) ≤ 1 + Cε ≤ 2,(8.12)
for |λ| small enough.
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To solve Eq. (8.11) we use the Banach Fixed Point Theorem. Once u is given, we can
recover the existence of w˜jn solving (8.10). The solution of (8.11) can be given as the fixed
point of the map G defined by
G(u) = Hδ2w˜
j
n−1(y˜) with y˜ = ΓHw˜
j
n−1(0) + H˜y + Γu(y).(8.13)
We shall show that G is a contraction in the ball
Bj = {u ∈ H∞(Bj,δn−1,H−n+1) | ‖u‖Bj ≡ sup
y∈Bj,δn−1
‖u(y)‖−n+1 ≤ 2εα
ℓ
jr
3
2 (n−1)},
(8.14)
where Bj,δn−1 ⊂ Hn−1 is the open ball of radius α
2
3 ℓ
j r
n−δ for 0 ≤ δ < 1 and rj = rj(δ).
Indeed, for y ∈ Hn−1 such that ‖y‖n−1 ≤ α
2
3 ℓ
j r
n−δ
, we get y˜ ∈ Hn−1 with
‖y˜‖n−1 ≤ 2Cη
−2n‖w(n−1)β(0)‖−n+1 + 2α
2
3 ℓ
j r
n−δ + 2Cη−2nεαℓjr
3
2 (n−1)
≤ 2Cη−2nεα
2
3 ℓ
j r
2(n−1) + 2α
2
3 ℓ
j r
n−δ + 2Cη−2nεαℓjr
3
2 (n−1)
≤
1
2
α
2
3 ℓ
j r
n−1(8.15)
for r small enough. Thus δ2w˜jn−1 is defined at y˜, since the latter is in the domain of
definition of w˜jn−1. It follows that G(u) : B
j,δ
n−1 → H−n+1. Moreover
‖G(u)(y)‖−n+1 ≤ 2 sup
y∈Bj,δn−1
‖δ2w
j
n−1‖−n+1 ≤ 2εα
ℓ
jr
3
2 (n−1),(8.16)
where we used the bounds (8.4) and (8.12). Hence G : Bj → Bj .
To prove that G is a contraction, we use the estimate (4.24) for
y˜i(y) = ΓHw˜
j
n−1(0) + H˜y + Γui(y)(8.17)
and ui ∈ B, i = 1, 2. We get immediately that y˜i ∈ Hn−1 and by inequality (8.15),
‖y˜i‖ ≤
1
2α
2
3 ℓ
j r
n−1
. Hence the bounds (4.24), (8.4), (8.12), together with the relations
between the n-dependent spaces and their norms, imply
‖G(u1)− G(u2)‖Bj = sup
y∈Bj,δn−1
‖Hδ2w˜
j
n−1(y˜1)−Hδ2w˜
j
n−1(y˜2)‖−n+1
≤ 4α
− 23 ℓ
j r
−n+1 sup
y∈Bjn−1
‖δ2w˜
j
n−1(y)‖−n+1 sup
y∈Bj,δn−1
‖y˜1 − y˜2‖−n+1
≤ 4α
1
3 ℓ
j εr
1
2 (n−1) sup
y∈Bj,δn−1
‖y˜1 − y˜2‖−n+1
≤ 4α
1
3 ℓ
j εr
1
2 (n−1)Cη−2n sup
y∈Bj,δn−1
‖u1(y)− u2(y)‖−n+1
≤
1
2
‖u1(y)− u2(y)‖Bj(8.18)
for r and ε small enough, proving the contractive property of G on Bj . Hence the existence
of the fixed point u ∈ Bj of G solving the equation (8.11) and providing w˜jn : Bj,δn−1 →
H−n+1 given by (8.10). Using the natural embeddings we may consider Bjn a subset of
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Bj,δn−1, and w˜jn may be regarded as an element of the space Ajn. Note also that, since
y˜ = y + Γw˜jn(y) (see (8.11)), the inequality (8.15) can be rewritten as
‖y + Γw˜jn(y)‖ ≤
1
2
α
2
3 ℓ
j r
n−1 for y ∈ Bjn(8.19)
which implies that y + Γw˜jn(y) ∈ B
j
n−1 for such y.
8.2. Proof of (b). In view of the decomposition (8.10), we write
w˜jn(y) = w˜
j
n(0) +Dw˜
j
n(0)y + δ2w˜
j
n(y),(8.20)
where
w˜jn(0; q) = Hw˜
j
n−1(0; q) + u(0; q)
Dw˜jn(0) = HDw˜
j
n−1(0) +Du(0)
δ2w˜
j
n(y) = δ2u(y)(8.21)
Let us first iterate the bound (8.3). Note that, with the projection P defined at page 4
Pw˜jn(0; q) = PHPw˜
j
n−1(0; q) + Pu(0; q)(8.22)
since H = HP . Since u ∈ Bj (See definition (8.14)), we have for 0 < |ω · q| ≤ ηn−1
|u(0; q)| ≤ ‖u(0)‖−n+1 ≤ 2εα
ℓ
jr
3
2 (n−1).(8.23)
and Eq. (8.22), using the estimate (8.3), yields
|w˜jn(0; q)| ≤ (2
n − 1) ε
α
2
3 ℓ
j
|q|
ℓ
3
+ |u(0; q)|;(8.24)
we omitted here the technical details of the estimate ofPHPw˜jn−1(0; q), which is obtained
by expanding H in a Neumann series; such details are carried out at p. 21 in the estimate
of the quantity (8.52). At this point the inequality (8.24), in view of (8.23), seems less than
what we need to iterate (8.3), but in fact it is much more, as we need a bound only for
|Imβ| ≤ α(j;n). For such β, using the estimate (8.23) we get for 0 < |ω · q| ≤ ηn−1
|uβ(0; q)|e
(α¯j,n−1−α¯j,n)|q| = |uβ′(0; q)| ≤ 2εα
ℓ
jr
3
2 (n−1)(8.25)
where
β′ = β − i
(α¯j,n−1 − α¯j,n)
|q|
q so that |Imβ′| ≤ α¯j,n−1.(8.26)
From the definition (8.1) we can write αj,n−1 − αj,n = αj2n(n+1) . It follows from (8.25)
that for 0 < |ω · q| ≤ ηn−1
|uβ(0; q)| ≤ 2εα
ℓ
jr
3
2 (n−1)e(
αj
2n(n+1) )|q|
≤ 2ε
α
2
3 ℓ
j
|q|
ℓ
3
r
3
2 (n−1) [2n(n+ 1)]
ℓ
3
ℓ!
6
≤ ε
α
2
3 ℓ
j
|q|
ℓ
3
(8.27)
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for r small enough. Now, combining (8.24) and (8.27) we get the desired bound:
|w˜jn(0; q)| ≤
(
2n+1 − 1
)
ε
α
2
3 ℓ
j
|q|
ℓ
3
for |ω · q| ≤ ηn−1(8.28)
We can now iterate (8.4) for δ2w˜jn(y) = δ2u(y) (See (8.21)). We already proved that
for ‖y‖n−1 ≤ α
2
3 ℓ
j r
n−δ we have ‖u(y)‖−n+1 ≤ 2εαℓjr
3
2 (n−1) (see (8.14)). We can apply
the estimate (4.23) with k = 2 and γ = rδ , so that for‖y‖n ≤ α
2
3 ℓ
j r
n we get
‖δ2w˜
j
−n(y)‖n ≤ sup
‖y‖n−1≤α
2
3
ℓ
j r
n
‖δ2u(y)‖−n+1
≤
r2δ
1− rδ
sup
‖y‖n−1≤α
2
3
ℓ
j r
n−δ
‖u(y)‖−n+1
≤
r2δ−
3
2
1− rδ
2εαℓjr
3
2n.(8.29)
Taking δ > 34 and r small enough, we infer that ‖δ2w˜
j
n(y)‖−n ≤ εα
ℓ
jr
3
2n, which concludes
the inductive proof of (b).
8.3. Proof of (c). This is the part where the identities introduced in section 7.2 are needed.
We will make use of the maps πnβ : B(rnj ) ⊂ H → L(H;H), constructed for |λ| ≤ λn.
In view of the embeddings (5.13) such maps can be viewed as
πjnβ : B
j
n ⊂ Hn → L(Hn;H−n).(8.30)
We shall show that they can be extended to |λ| ≤ λ0, and the bound (8.5) will be proven
by
Lemma 3. Denote by Dn the disk {κ ∈ C||κ| ≤ ηn} and splitting πjnβ(κ; 0) into its
diagonal and off diagonal parts
πjnβ(κ; 0) = σ
j
nβ(κ) + ρ
j
nβ(κ),(8.31)
where σjnβ(κ; q, q′) = π
j
nβ(κ; 0; q, q
′)δq,q′ . The maps
πjnβ : Dn ×B
j
n → L(Hn;H−n)(8.32)
extend analytically to |λ| ≤ λ0, their extensions will still be smooth interpolations of the
kernel of tpDwnβ(y), i.e.
tpDw
j
nβ(y) = π
j
nβ(ω · p; y) and tpπ
j
nβ(κ; y) = π
j
nβ(κ+ ω · p; y)(8.33)
they will depend analytically on β and y and belong to C∞(Dn). For i = 0, 1, 2, they obey
the bounds
‖∂iκδ1π
j
nβ(κ; y)‖L(Hn;H−n) ≤ εα
ℓ
3
j r
1
2+in(8.34)
‖∂iκσ
j
nβ(κ)‖L(Hn;H−n) ≤ εη
(2−i)n(8.35)
|∂iκρ
j
nβ(κ; q, q
′)| ≤ ε
1
|q − q′|
ℓ
3
,(8.36)
where δ1πjnβ(κ; y) ≡ π
j
nβ(κ; y)− π
j
nβ(κ; 0).
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Remark 9. By using the diophantine condition as we did at p. 15 in order to get (8.6), we
see that the bound (8.36) implies
‖∂iκρ
j
nβ(κ)‖L(Hn;H−n) ≤ εr
n
2 ,(8.37)
for ℓ large enough.
Taking p = 0 in (8.33) and combining Eqs. (8.34), (8.35) and (8.36) we obtain (8.5), so
we are only left with
Proof. (Of Lemma 3) Differentiating (4.11) with respect to y we get
Dwjn(y) =
(
1−Dwjn−1(y˜)Γn−1
)−1
Dwjn−1(y˜)(8.38)
where y˜ = y + Γn−1w˜jnβ(y). The right hand side is well defined for y ∈ B
j,δ
n−1 ⊂ Hn−1,
in fact by inequality (8.19), y˜ ∈ Bjn−1 for such y’s. Lemma 2 and the inductive hypotheses
(8.5) imply that
‖Dw˜jn(y˜)Γn−1‖L(H−n+1;H−n+1) ≤ Cε(8.39)
Using the relation (7.13) we define
πjnβ(κ; y) =
[
1− πj(n−1)β(κ; y˜)Γn−1(κ)
]−1
πj(n−1)β(κ; y˜).(8.40)
The relations (8.33) follow by simply applying tp to (8.38) and (8.40). By the inductive
hypotheses, for κ ∈ Dn−1 and y ∈ Bj.δn , π
j
nβ(κ; y) ∈ L(Hn;H−n) and it is an analytic
function of its arguments. Hence, by induction, it coincides for |λ| ≤ λn with the maps
πnβ constructed in section 7.2. Note that
πjnβ(κ; 0) =
[
1− πj(n−1)β(κ; 0˜)Γn−1(κ)
]−1
πj(n−1)β(κ; 0˜),(8.41)
where 0˜ = Γw˜jnβ(0).
To get an a priori bound from (8.40), we formulate an easy Lemma
Lemma 4. Let Hjn(κ, y) ≡
[
1− πj(n−1)β(κ; y)Γn−1(κ)
]−1
. For y ∈ Bjn−1 and all m ≤
n
‖∂iκH
j
m(κ, y)‖L(Hn−1,H−n+1) ≤ 2η
−i(m−1) for i = 0, 1, 2(8.42)
Proof. For i = 0 (8.39) implies trivially that ‖Hjm(κ, y)‖L(Hn−1,H−n+1) ≤ 2. For i = 1
we have
‖∂κH
j
m(κ, y)‖L(Hn−1,H−n+1) =
= ‖Hjm(κ, y)∂κ
(
πj(m−1)β(κ; y)Γm−1(κ)
)
Hjm(κ, y)‖L(Hn−1,H−n+1)
≤ 2η−(m−1).(8.43)
In the same fashion one gets
‖∂2κH
j
m(κ, y)‖L(Hn−1,H−n+1) ≤ 2η
−2(m−1)(8.44)

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From the latter Lemma, (8.40) and the inductive hypotheses we get the a priori bound
‖∂iκπ
j
nβ(κ; y)‖L(Hn−1;H−n+1) ≤ Cεη
(2−i)(n−1).(8.45)
To prove (8.34) we note the identity
Hn(κ; y˜)π
j
(n−1)β(κ, y˜) = π
j
(n−1)β(κ, y˜)
[
1− Γn−1π
j
(n−1)β(κ; y˜)
]−1
≡ πj(n−1)β(κ, y˜)H˜
j
n(κ; y˜),(8.46)
which, for y ∈ Bj,δn−1 yields
δ1π
j
nβ(κ; y) = π
j
nβ(κ; y)− π
j
nβ(κ; 0)
= Hjn(κ; y˜)π
j
(n−1)β(κ; y˜)− π
j
(n−1)β(κ; 0˜)H˜
j
n(κ; 0˜)
= Hjn(κ; y˜)
[
πj(n−1)β(κ; y˜)(H˜
j
n)
−1(κ; 0˜)−(Hjn)
−1(κ; y˜)πj(n−1)β(κ; 0˜)
]
H˜jn(κ; 0˜)
= Hjn(κ; y˜)
[
πj(n−1)β(κ; y˜)
(
1− Γn−1(κ)π
j
(n−1)β(κ; 0˜)
)
−
(
1− πj(n−1)β(κ; y˜)Γn−1(κ)
)
πj(n−1)β(κ; 0˜)
]
H˜jn(κ; 0˜)
= Hjn(κ; y˜)
[
πj(n−1)β(κ; y˜)− π
j
(n−1)β(κ; 0˜)
]
H˜jn(κ; 0˜)
= Hjn(κ; y˜)
[
δ1π
j
(n−1)β(κ; y˜)− δ1π
j
(n−1)β(κ; 0˜)
]
H˜jn(κ; 0˜).
(8.47)
From Lemma 4 with i = 0 the inductive hypotheses and (8.47) we get the a priori bound
for y ∈ Bj,δn−1
‖δ1π
j
nβ(κ; y)‖L(Hn;H−n) ≤ ‖δ1π
j
nβ(κ; y)‖L(Hn−1;H−n+1) ≤ 8εα
ℓ
3
j r
n−1
2 .(8.48)
To get (8.34) with i = 0, we restrict to y ∈ Bjn and using (4.23) we extract
‖δ1π
j
nβ(κ; y)‖L(Hn;H−n) = ‖δ1δ1π
j
nβ(κ; y)‖L(Hn;H−n)
≤ sup
y∈Bjn
‖δ1δ1π
j
nβ(κ; y)‖L(Hn;H−n)
≤
rδ
1− rδ
sup
y∈Bj,δn−1
‖δ1π
j
nβ(κ; y)‖L(Hn;H−n)
≤
rδ
1− rδ
8εα
ℓ
3
j r
n−1
2 ≤ εα
ℓ
3
j r
n
2 .(8.49)
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To get (8.34) with i = 1 we first obtain another a priori bound for y ∈ Bj,δn−1 by differenti-
ating (8.47) with respect to κ and using (8.45) and the inductive hypotheses:
‖∂κδ1π
j
nβ(κ; y)‖L(Hn;H−n) =
= ‖∂κH
j
n(κ; y˜)
[
δ1π
j
(n−1)β(κ; y˜)− δ1π
j
(n−1)β(κ; 0˜)
]
H˜jn(κ; 0˜)
+Hjn(κ; y˜)∂κ
[
δ1π
j
(n−1)β(κ; y˜)− δ1π
j
(n−1)β(κ; 0˜)
]
H˜jn(κ; 0˜)
+Hjn(κ; y˜)
[
δ1π
j
(n−1)β(κ; y˜)− δ1π
j
(n−1)β(κ; 0˜)
]
∂κH˜
j
n(κ; 0˜)‖L(Hn;H−n)
≤ 4η−nεα
ℓ
3
j r
n−1
2 + 4εα
ℓ
3
j r
n−1
3 η−n + 4η−nεα
ℓ
3
j r
n−1
2
≤ 12εα
ℓ
3
j r
n−1
3 ,(8.50)
then we consider again the ball Bjn to squeeze the correct estimate out:
‖∂κδ1π
j
nβ(κ; y)‖L(Hn;H−n) ≤
rδ
1− rδ
12εα
2
3 ℓ
j r
n−1
3 ≤ εα
2
3 ℓ
j r
n
3 .(8.51)
The same procedure (establish an a priori bound, then restrict the domain of y’s) yields
(8.34) with i = 2.
Leaving the more difficult bound (8.35) for last, we can now iterate (8.36). In order to
do that inductively, we write
ρjnβ(κ) =
[
1− π(0;κ)j(n−1)βΓn−1(κ)
]−1
πj(n−1)β(0;κ)︸ ︷︷ ︸
Υjn(κ)
+Rjn(κ)(8.52)
where
Rjn(κ; q, q
′) ≡
(
1
1− (π(0) + δπ)Γ
δπΓ
1
1− π(0)Γ
π(0) +
1
1− (σ + δπ)Γ
δπ
)
(8.53)
with π = πj(n−1)β(κ) e δπ = δ1π
j
(n−1)β(κ; 0˜). Using the inductive hypotheses it is not
hard to show that
‖∂iκR
j
n(κ)‖L(Hn;H−n) ≤ εα
ℓ
3
j .(8.54)
In order to estimate the first term in (8.52) we notice that it can be written as
Υjn(κ; q, q
′) =
∞∑
k=0
∑
q1,...,qk
π(0; q, q1)Γ(q1) · · ·π(0; q, qn)Γn−1(qn)π(0; qn, q
′)(8.55)
where, again, π = πj(n−1)β(κ). The k-th term in the series reads (leaving the sums over
repeated qj’s understood) 1∑
0≤i1≤i2···≤ik=k
[σ(q)Γ(q)]
i1 ρ(q, qi1)Γ(qi1) · · · ρ(qi2−1, qi2)Γ(qi2)
[σ(qi2 )Γ(qi2 )]
i3−i2 ρ(qi2 , qi3)Γ(qi3) · · · ρ(qi4−1, qi4)Γ(qi4)
· · · [σ(qi4 )Γ(qi4)]
ik−1−ik−2 ρ(qik−2 , qik−1)Γ(qik−1 ) · · · ρ(qk, q
′),(8.56)
1To be very exact and consistent with the expression if k is not even, we should take the sum over 0 ≤ i1 ≤
i2 · · · ≤ ik+1 = k, and perform some formal changes in a couple of subindices; we hope the reader will forgive
us.
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Using the inductive hypothesis again, and the diophantine condition (2.4), we get
Υjn(κ; q, q
′) ≤ ε
∞∑
k=0
εk
k∑
j=1
∑
|ω·qi|≤ηn−1
η−2n
|q − q1|
ℓ
3
η−2n
|q1 − q2|
ℓ
3
· · ·
η−2n
|qj − q′|
ℓ
3
(8.57)
(∗)
≤ ε
∞∑
k=0
εk
k∑
j=1
[
η−2n2ℓ
(
2γ−1ηn−1
) ℓ
ν (
ℓ
3−d)
]j
1
|q − q′|
ℓ
3
≤
1
2
ε
1
|q − q′|
ℓ
3
(8.58)
for ℓ large enough and ε small enough. To obtain (*) we repeatedly used the estimate
∑
|ω·p|≤ηn−1
1
|q − p|
ℓ
3
1
|p− q′|
ℓ
3
≤
2ℓ
(
2γ−1ηn−1
) ℓ
ν (
ℓ
3−d)
|q − q′|
ℓ
3
(8.59)
for all |ω · q|, |ω · q′| ≤ ηn−1 and q 6= q′, which is obtained by using the diophantine
condition as in (8.6) and Minkowski inequality for the ℓp spaces: ‖f+g‖p ≤ ‖f‖p+‖g‖p.
Now combining (8.54) and (8.58) we get
|ρnβ(κ; q, q
′)| ≤ εα
ℓ
3
j +
1
2
ε
1
|q − q′|
ℓ
3
for |ω · q|, |ω · q′| ≤ ηn−1.(8.60)
Reasoning exactly in the same way we did at p. 17, we notice that the last bound holds for
all |Imβ| ≤ α¯(j;n−1), hence we can shift β, and making use of the diophantine property
of ω (Cf. p.17) we get for |Imβ| ≤ α¯(j;n)
|ρnβ(κ; q, q
′)| ≤ ε
1
|q − q′|
ℓ
3
for |ω · q|, |ω · q′| ≤ ηn−1.,(8.61)
that is, (8.36) for i = 0. Without any difference one obtains (8.58) for ∂κρ and ∂2κρ, which
combined with (8.54) and the diophantine condition on ω (see (8.60)-(8.61)) yields (8.36)
for i = 1, 2.
To prove (8.35) we need to establish a Lemma that will follow from the discussion of
section 7 as a consequence of the Ward identity (7.4)(the indices j are omitted and the
upper indeces stand for the components):
Lemma 5. Assume the inductive hypotheses (4.5), |Imβ| ≤ α(j;n) and ε sufficiently small,
then the following inequalities hold
|σnβ(0; 0)| ≤ εr
n
2 ,(8.62)
|∂κσnβ(0; 0)| ≤ εη
2n.(8.63)
Proof. Using Eq.(7.4) evaluated at q = 0, we get
σγ,αn (κ; 0)
∣∣∣
κ=0
= πγ,αn (κ; y; 0, 0)
∣∣∣κ=0
y=0
= Dwγ,αn (y; 0, 0)
∣∣∣
y=0
= −
∑
q∈Zd
iqγχ¯n(ω · q)x¯
β(q)ρβ,αn (0;−q, 0),(8.64)
so (8.62) follows from the decay of the coefficients x¯(q) and from (8.37)
|σnβ(0; 0)| ≤ ‖ρn(0)‖L(Hn;H−n) ≤ εr
n
2 .(8.65)
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Using (7.12) we get
∂κσn(0; 0)
α,γ =
∑
q
πα,δn (0; 0; q, 0)∂κγ<n(ω · q)π
γ,δ
n (0; 0;−q; 0)
=
∑
q
Dw˜α,δn (0; q, 0)∂κγ<n(ω · q)Dw˜
γ,δ
n (0;−q; 0),(8.66)
using (7.4) the latter takes the form
∂κσn(0; 0) = Zn +Qn,(8.67)
where
Zα,γn =−
∑
q
qαqγ
(
wδ0(x¯+ Γ<nw˜n(0);−q)
)
×
× ∂κγ<n(ω · q)
(
wδ0(x¯+ Γ<nw˜n(0);−q)
)(8.68)
and
Qα,γn =
∑
q,q′,q′′
iq′αχ¯n(ω · q
′)x¯β(q′)πβ,δn (0; 0; q
′, q)∂κγ<n(ω · q)·(8.69)
· iq′′γ χ¯n(ω · q
′′)x¯β
′
(q′′)πβ
′,δ
n (0; 0; q
′′, q).
The expression summed in the right hand side of (8.68) is odd in q, hence Zn vanishes, so,
using Lemma 2 and (8.45), we have
|∂κσn(0; 0)| = |Qn| ≤ ‖πn‖L(Hn;H−n)‖‖∂κΓ<n(κ)‖‖πn‖L(Hn;H−n)
≤ Cε2η2n−2 ≤ εη2n(8.70)
for ε small enough. 
Using (8.40) we write
σjnβ(κ) =
[
1− σ(n−1)β(κ)Γn−1(κ)
]−1︸ ︷︷ ︸
Kj
nβ
(κ)
σ(n−1)β(κ) + S
j
n(κ)(8.71)
where
Sjn(κ) ≡ diag
(
1
1− (σ +R)Γ
RΓ
1
1 − σΓ
σ +
1
1− (σ +R)Γ
R
)
(8.72)
with σ = σj(n−1)β(κ) e R = ρ
j
(n−1)β(κ) + δ1π
j
(n−1)β(κ; 0˜). Using the inductive hypothe-
ses it is not difficult to show that
‖∂iκS
j
n(κ)‖L(Hn;H−n) ≤ εr
n
2(8.73)
as R appears as a factor in both terms of (8.72).
We shall now describe a crucial property of Kjn(κ): fixing n and |κ| ≤ ηn, we have that
Kjm(κ; q) restricted to the set {q ∈ Zd : |ω · q| ≤ ηn−1}, is the identity for all m ≤ n− 2.
In fact, for such κ’s and q’s, we have |ω · q + κ| ≤ ηn−2. On the other hand Γm(κ) is
supported on the set |ω · q + κ| ≥ ηm, i.e. whenever ηn−2 ≤ ηm, we have Γm(κ) = 0.
Summarizing for m ≤ n− 2 and |κ| ≤ ηn
Kjm(κ; q) =
[
1− σ(n−1)β(κ)Γn−1(κ)
]−1
(q) = Id(q), for |ω · q| ≤ ηn−1.(8.74)
So, for all m ≤ n− 2 and |κ| ≤ ηn we have
σjmβ(κ; q) = σ
j
(m−1)β(κ; q) +R
j
m(κ; q) for |ω · q| ≤ ηn−1.(8.75)
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In view of (8.74) we notice that "on the scale n", σm stays almost constant until m =
n − 2, in fact if we assume ‖∂2σj0β(κ)‖L(Hn;H−n) ≤
1
16ε which we can always do, it
follows from (8.75) and (8.73),
‖∂2κσ
j
(n−2)β(κ)‖L(Hn;H−n) ≤ ε
(
1
16
+
n−2∑
k=1
r
k
2
)
=
1
8
ε.(8.76)
Now we can prove (8.35). For i = 0 we use (8.71) twice and make use of the fact that
for all m σjm(q;κ) = σjm(0; κ˜) with κ˜ := κ+ ω · q, so we get
σ
j
nβ(κ) = K
j
nβ(κ)K
j
(n−1)β(κ)σ(n−2)β(κ) +K
j
nβ(κ)S
j
n−1(κ) + S
j
n(κ)
=Kjnβ(κ)K
j
(n−1)β(κ)
 Z κ˜
0
Z κ′
0
∂
2
σ(n−2)β(κ
′′; 0)dκ′′ dκ′ + κ˜∂σ(n−2)β(0; 0) + σ(n−2)β(0; 0)
!
+Kjnβ(κ)S
j
n−1(κ) + S
j
n(κ)
(8.77)
from which, using Lemma 4, (8.62), (8.63) and (8.73) we get
‖σjnβ(κ)‖L(Hn;H−n) ≤ ε
(
κ˜2
4
+ κ˜η2(n−2) + r
n−2
2
)
+ 2εr
n−1
2
j + εr
n
2
j
≤ εη2n.(8.78)
Differentiating (8.77) with respect to κ and using Lemma 4, (8.62), (8.63) and (8.73), we
get
∂κσ
j
nβ(κ) = ∂κ
(
Kjnβ(κ)K
j
(n−1)β(κ)
)
σ(n−2)β(κ)
+Kjnβ(κ)K
j
(n−1)β(κ)∂κσ(n−2)β(κ) + ∂κK
j
nβ(κ)S
j
n−1(κ)
+Kjnβ(κ)∂κS
j
n−1(κ) + ∂κR
j
n(κ),(8.79)
and proceeding as in (8.78) we get
‖∂κσ
j
nβ(κ)‖L(Hn;H−n) ≤ εη
n.(8.80)
In the same way we get obtain the bound
‖∂2κσ
j
nβ(κ)‖L(Hn;H−n) ≤ ε.(8.81)
which concludes the proofs of Lemma 3, of (c) (p. 14) and, hence, of Proposition 3. 
9. PROOF OF THEOREM 1
In this section we shall show that Y jn ≡ F jn(0) converges to an analytic function Y j
with zero average for n → ∞, solving (3.28). Furthermore Xj ≡
∑j
i=0 Y
i converges
to a differentiable function X with zero average for j → ∞, solving (3.4), which proves
Theorem 1.
First of all in Proposition 2 we constructed for |λ| ≤ λn the analytic maps f jnβ from
Bjn ⊂ H to H, satisfying the relations (4.14) and (4.15) and obeying the bound
sup
y∈Bjn
‖f jnβ‖ ≤ 2α
2
3 ℓ
j r
n.(9.1)
They may be also viewed as analytic maps from Bjn ⊂ Hn to H. As such they may be
analytically extended to |λ| ≤ λ0 for n ≥ n0 by iterated use of (4.14) if we recall the
bound (8.19). The new maps are clearly bounded uniformly in n (e.g. by 2α
2
3 ℓ
j r
n0
j ). Let us
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prove now the convergence in H of yjnβ ≡ f
j
nβ(0) obtained this way. The recursion (4.14)
implies
yjnβ = f
j
nβ(0) = f
j
(n−1)β(Γn−1w˜
j
nβ(0)) = y
j
(n−1)β + δ1f
j
(n−1)β(Γn−1w˜
j
nβ(0)).(9.2)
Using Lemma 2, the bound (8.6) and (4.23) we infer
‖yjnβ − y
j
(n−1)β‖ = ‖δ1f
j
(n−1)β(Γn−1w˜
j
nβ(0))‖
≤ sup
‖y‖≤Cη−2nεα
2
3
ℓ
j r
2n
‖δ1f
j
(n−1)β(y)‖
≤
Cη−2nεrn+1
1− Cη−2nεrn+1
sup
‖y‖≤α
2
3
ℓ
j r
n−1
‖f j(n−1)β(y)‖ ≤ Cη
−2nεα
2
3 ℓ
j r
n(9.3)
The sequence is hence Cauchy, and therefore it converges in H:
yjnβ
n→∞
−→ yjβ(9.4)
with
‖yjβ‖ ≤ Cεα
2
3 ℓ
j(9.5)
uniformly in the strip |Imβ| ≤ 12 α¯j . This last estimate implies that, pointwise,
|yj(q)| ≤ Cεα
2
3 ℓ
j e
−
α¯j
2 |q|.(9.6)
For |λ| ≤ λn, Eqs (4.15) and (4.12) imply that
yjn ≡ f
j
n(0) = Γ<nw˜
j
0(y
j
n) and w˜
j
0(y
j
n) = w˜
j
n(0).(9.7)
From the first Eq. in (9.7) we get yjn(q)|q=0 = 0 and from the second one using (7.3) and
(8.6) it follows
∣∣∣w˜j0(yjn; 0)∣∣∣ = ∣∣w˜jn(0; 0)∣∣ =
∣∣∣∣∣∣
∑
q 6=0
q χ¯n(ω · q)x¯(q) · w˜
j
n(0;−q)
∣∣∣∣∣∣
≤ ‖Pw˜jn‖−n ≤ εα
2
3 ℓ
j r
2n(9.8)
By analyticity these relations have to hold also for |λ| ≤ λ0, so we can take the limit for
n −→∞ in Eqs. (9.7) and infer that
yj(0) = 0 , yj = G0w˜
j
0(q; y
j) for q 6= 0.(9.9)
Once we have constructed inductively yj(0) we set xj ≡ yj + xj−1; using (9.9), the
inductive hypotheses on xj−1 and (3.27) we get xj(q)|q=0 = 0 and for q ≥ 0,
xj = y
j + xj−1 = G0w˜
j
0(q; y
j) +G0w
j−1
0 (q;xj−1)
= G0w
j
0(q;xj−1 + y
j)−G0w
j−1
0 (q;xj−1) +G0w
j
0(q;xj−1)
= G0w
j
0(q;xj),(9.10)
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so xj solves (3.26) for k = j. Furthermore, using (4.5) and (9.6) we get
|xj(q)| ≤ |y
j(q)|+ |xj−1(q)| ≤ Cεα
2
3 ℓ
j e
−
α¯j
2 |q| + CεAj
e
− |q|4γj
|q|
ℓ
3
≤ Cεℓ!
(
4α2j
α¯j
) ℓ
3
e−
α¯j
4 |q|
|q|
ℓ
3
+ Cε
j−1∑
k=0
ℓ!
(
4
M8k−5
) ℓ
3 e
− |q|4γj
|q|
ℓ
3
= Cεℓ!
(
4
M8j−5
) ℓ
3 e−
α¯j
4 |q|
|q|
ℓ
3
+ Cε
j−1∑
k=0
ℓ!
(
4
M8k−5
) ℓ
3 e
− |q|4γj
|q|
ℓ
3
≤ CεAj+1
e
− |q|4γj+1
|q|
ℓ
3
,(9.11)
that is (4.5) for xj .
If we can show that xj converges for j → ∞ to some function x, we can take the limit
for j →∞ on both sides of (9.10) to obtain
x(0) = 0 , x = G0w0(q;x) for q 6= 0(9.12)
which is the Fourier transformed version of (3.4). To conclude the proof of Theorem (1) we
only have to show that for j →∞, xj(q)→ x(q), for all q 6= 0, with
∑
q∈Zd |q|
s|x(q)| <
∞ (which implies X ∈ Cs). In order to do that, we define uj := xj − x0 so that
lim
j→∞
xj − x0 = lim
j→∞
uj =
∞∑
j=1
uj − uj−1,(9.13)
and using (9.6) we get, for all s
|(uj(q)− uj−1(q))| =
∣∣yj(q)∣∣ ≤ Cεα 23 ℓj e− α¯j2 |q|
≤ 2s+d83(s+d)(s+ d)!Cε
α
2
3 ℓ−s−d
j
|q|s+d
= Cs,dε
α
2
3 ℓ−s−d
j
|q|s+d
,(9.14)
from the latter bound we get for s < 23ℓ,∑
q∈Zd
|q|s lim
j→∞
|uj(q)| ≤
∑
q∈Zd
∞∑
j=1
|q|s |uj(q)− uj−1(q)|
≤
∑
q∈Zd
∞∑
j=1
Cs,dε
α
2
3 ℓ−s−d
j
|q|d
<∞.(9.15)
Finally ∑
q∈Zd
|q|s|x(q)| =
∑
q∈Zd
|q|s
∣∣∣∣ limj→∞ xj(q)
∣∣∣∣ = ∑
q∈Zd
|q|s
∣∣∣∣ limj→∞ uj(q) + x0(q)
∣∣∣∣ <∞(9.16)
which implies that X ∈ Cs and proves Theorem 1.

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APPENDIX
A-1. Proof of Lemma 1. First of all we notice that, if |Im ξ| ≤ 14γj then |Im (ξ+X¯(ξ))| ≤
1
2γj
, in fact ∣∣ImX¯(ξ)∣∣ = ∣∣Im (X¯(ξ)− X¯(Re ξ)) ∣∣
≤
∣∣X¯(ξ)− X¯(Re ξ)∣∣
≤
1
4γj
sup
ξ∈Ξ 1
4γj
∣∣∂ξX¯(ξ)∣∣
≤
1
4γj
sup
ξ∈Ξ 1
4γj
∑
q
|q||x¯(q)|eiq·ξ
≤
1
4γj
∑
q
|q||x¯(q)|e
|q| 14γj
≤
1
4γj
(10.1)
using (4.5) for ε (i.e. |λ|) small enough; hence from the Cauchy estimates for analytic
functions we get
‖V jn+1(θ +X(θ))‖L(C2d,...,C2d;C2d) ≤ Cn! (2γj)
n for some C ∈ R(10.2)
and finally using Cauchy Theorem we have for all η ∈ R such that |η| ≤ 14γj∣∣∣vjn+1(q;x)(Y1, . . . , Yn)∣∣∣=
=
∣∣∣∣ 1(2π)d
∫
Td
V jn+1(θ+iη+X¯(θ + iη))(Y1, . . . , Yn)e
iq·(θ+iη)dθ
∣∣∣∣
≤
1
(2π)d
∫
Td
∣∣∣V jn+1(θ + iη + X¯(θ + iη))(Y1, . . . , Yn)∣∣∣ e−q·η
≤ Cn! (2γj)
n
e−q·η|Y1| · · · |Yn|(10.3)
hence
‖vjn+1(q;x)‖L(Cd,...,Cd;Cd) ≤ Cn! (2γj)
n
e−q·η(10.4)
and taking η = 14γj
q
|q| we get
2
∑
q∈Zd
eσ|q|‖vjn+1(q;x)‖L(Cd,...,Cd;Cd) ≤ C
∑
q∈Zd
e
(σ− 14γj
)|q|
︸ ︷︷ ︸
:=b<∞
n!(2γj)
n(10.5)
for all 0 < σ < 15γj .
✷
2note that with such choice of η, because of (10.1), the complex number θ + iη +X(θ + iη) belongs to the
analyticity strip of the integrand function
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A-2. Proof of Proposition 1. Let us set
w
j(n)
0 (x¯; q, q1, . . . , qn) ≡
1
n!
vjn+1(x¯; q −
∑
j
qj)(10.6)
inserting the Fourier expansion of Y , we can compute∑
q∈Zd
|w˜j0β(y; q)| =
∑
q∈Zd
|τβw
j
0(x¯+ τ−βy; q)− τβw
j−1
0 (x¯; q)|
= |λ|
∞∑
n=0
∑
q,q1,...,qn
∣∣∣eiβ·(q−P qj)wj(n)0 (x¯; q, q1, . . . , qn)(y(q1), . . . , y(qn))
−
∑
q
eiβ·qwj−10 (x¯; q)
∣∣∣
= |λ|
∞∑
n=1
∑
q,q1,...,qn
∣∣∣eiβ·(q−P qj)wj(n)0 (x¯; q, q1, . . . , qn)(y(q1), . . . , y(qn))
+
∑
q
w˜j0β(0; q)
∣∣∣
(10.7)
now (4.19) follows immediately from Lemma 1, and (4.20) follows from Lemma 1 and
‖y‖ ≤ α
2
3 ℓ
j
To prove (4.18), for |η| ≤ 14γj , we use (10.1), the hypotheses on V of Theorem 1 and
(3.5) to get ∣∣∂V j(θ + iη + X¯(θ + iη))− ∂V j−1(θ + iη + X¯(θ + iη))∣∣
=
∣∣∣∣∣∣
∑
γj−1<|q|≤γj
qv(q)eiq·(θ+iη+X¯(θ+iη))
∣∣∣∣∣∣
≤
∑
γj−1<|q|≤γj
|q||v(q)|e
|q| 12γj
≤
1
γℓj−1
∑
γj−1<|q|≤γj
|q|ℓ+1v(q)e
|q| 12γj ≤ C
1
γℓj−1
.(10.8)
Then we choose |η| = 14γj
q
|q| and use (10.8) to proceed as in Lemma 1 in order to get
|w˜jβ0(0; q)| =
∣∣∣eiβ·q (wj0(x¯; q)− wj−10 (x¯; q))∣∣∣
≤ e|Imβ||q|
λ
(2π)d
∫
Td
∣∣(V j − V j−1)(θ + iη + X¯(θ + iη))∣∣ eiq·(θ+iη)dθ
≤ |λ|C
1
γℓj−1
e
(|Imβ|− 14γj )|q| ≤ |λ|C
(8γj)
ℓ/3
γℓj−1|q|
ℓ/3
≤ ε
α
2
3 ℓ
j
|q|ℓ/3
(10.9)
for all |Imβ| < 18γj = α¯j .
Finally, in view of (4.17) we combine (4.18), (4.19), (4.20) and for ℓ large enough we
obtain (4.16). This concludes the proof of the Proposition.
✷
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A-3. Proof of Proposition 2. Consider the fixed point equation (4.12) and write it as
w = F(w), for w = w˜j0β and
F(w)(y) = w˜j0β(y + Γ<nw(y)).(10.10)
Let
Bjn =
w ∈ H∞(B(α 23 ℓj rn),H) | ‖w‖Bjn ≡ sup
y∈B(α
2
3
ℓ
j r
n)
‖w(y)‖ ≤ Cd,ℓα
2
3 ℓ
j |λ|
 ,
(10.11)
where Cd,ℓ is as in Prop. 1. Let us choose λn such that Cη−2nCd,ℓλn ≤ rn for all n, with
C as in Lemma 2. It follows from the latter that for w ∈ Bjn and y ∈ B(α
2
3 ℓ
j r
n) ⊂ H,
‖y + Γ<nw(y)‖ ≤ α
2
3 ℓ
j r
n + Cη−2nCd,ℓα
2
3 ℓ
j |λ| ≤ 2α
2
3 ℓ
j r
n ≤
1
2
α
2
3 ℓ
j ,(10.12)
so F(w) is defined in B(α
2
3 ℓ
j r
n) and, by Proposition 1,
‖F(w)‖Bjn ≤ Cd,ℓα
2
3 ℓ
j |λ|.(10.13)
Hence F : Bjn → Bjn. For w1, w2 ∈ Bjn use (4.24) to conclude that
‖F(w1)−F(w2)‖Bjn = sup
‖y‖≤α
2
3
ℓ
j r
n
‖w˜j0β(y + Γ<nw1(y))− w˜
j
0β(y + Γ<nw2(y))‖
≤
2
α
2
3 ℓ
j
Cd,ℓα
2
3 ℓ
j |λ|Cη
−2n‖w1 − w2‖Bjn
≤ 2rn‖w1 − w2‖Bjn
≤
1
2
‖w1 − w2‖Bjn ,(10.14)
i.e. F is a contraction. It follows that (4.12) has a unique solution w˜jnβ in Bjn satisfying the
bound (6.1), which, besides, is analytic in λ and β.
Consider now for n ≥ 2 the map F ′:
F ′(w)(y) = w˜0β(y + Γn−1w˜nβ(y) + Γ<n−1w(y));(10.15)
again F ′ is a contraction in Bjn since, for ‖y‖ ≤ α
2
3 ℓ
j r
n
, we have
‖y + Γn−1w˜nβ(y) + Γ<n−1w(y)‖ ≤ 3α
2
3 ℓ
j r
n ≤
1
2
α
2
3 ℓ
j(10.16)
for r sufficiently small. But from Eqs. (4.12) one deduces that w˜jnβ and w˜j(n−1)β ◦(
1 + Γn−1w˜
j
nβ
)
, both in Bjn, are its fixed points (just plug them into (10.15)), hence by
uniqueness they have to coincide, and (4.11) follows.
By virtue of the estimate (10.12) and definition (4.15),
sup
‖y‖≤α
2
3
ℓ
j r
n
j
‖f jnβ(y)‖ = sup
‖y‖≤α
2
3
ℓ
j r
n
j
‖y + Γ<nw˜
j
nβ(y)‖ ≤ 2α
2
3 ℓ
j r
n.(10.17)
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The recursion (4.14) follows easily from Eq. (4.11):
f jnβ(y) = y + Γ<nw˜
j
nβ(y)
= y + Γn−1w˜
j
nβ(y) + Γ<n−1w˜
j
nβ(y)
= y + Γn−1w˜
j
nβ(y) + Γ<n−1w˜
j
(n−1)β(y + Γn−1w˜
j
nβ(y))
= f j(n−1)β(y + Γn−1w˜
j
nβ(y)).(10.18)
✷
A-4. Derivation of the modified Ward identity. We shall prove (7.1), starting with n =
0,
∫
Td
W˜ γ0 (Y ; θ)dθ =λ
∫
Td
(∂γV )(θ +X(θ) + Y (θ))dθ −
∫
Td
(∂γ V̂ )(θ +X(θ))dθ
= λ
∫
Td
∂γ (V (θ +X(θ) + Y (θ))) dθ
− λ
∫
Td
(∂αV )(θ +X(θ) + Y (θ)) (∂γY
α(θ) + ∂γX
α(θ)) dθ
+ λ
∫
Td
∂γ
(
V̂ (θ +X(θ))
)
dθ − λ
∫
Td
(∂αV̂ )(θ +X(θ))∂γX
α(θ)dθ.
(10.19)
The first and the third term in the right hand side vanish, and by integrating the second and
the fourth term by parts we get
∫
Td
W˜ γ0 (Y ; θ)dθ = −λ
∫
Td
∂γ(∂αV )(θ +X(θ) + Y (θ)) (Y
α(θ) +Xα(θ)) dθ
− λ
∫
Td
∂γ(∂αV̂ )(θ +X(θ))X
α(θ)dθ.(10.20)
Writing (∂αV )(θ + X¯(θ) + Y (θ)) = Wα0 (X + Y ; θ), we get :
∫
Td
W˜ γ0 (Y ; θ)dθ =
∫
Td
Y α(θ)∂γW
α
0 (X + Y ; θ)dθ +
∫
Td
Xα(θ)∂γW˜
α
0 (Y ; θ)dθ.
(10.21)
that is (7.1) for n = 0, since X(θ) = G0U0(X¯ ; θ). To prove the claim for n ≥ 1, we use
the relation (3.31):
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∫
Td
W˜ γn (Y, θ)dθ =
∫
Td
W˜ γ0 (Y + Γ<nW˜n(Y ); θ)dθ
(∗)
=
∫
Td
(
Y + Γ<nW˜n(Y )
)α
∂γW
α
0 (X + Y + Γ<nW˜n(Y ); θ)dθ
+
∫
Td
Xα∂γW˜
α
n (Y ; θ)dθ
(∗∗)
=
∫
Td
Y α∂γW
α
0 (X + Y + Γ<nW˜n(Y ); θ)dθ
+
∫
Td
Γ<nW
α
0 (X + Y + Γ<nW˜n(Y ); θ)∂γW
α
0 (X + Y + Γ<nW˜n(Y ); θ)dθ
−
∫
Td
Γ<nU
α
0 (X ; θ)∂γW
α
0 (X + Y + Γ<nW˜n(Y ); θ)dθ
+
∫
Td
Xα∂γW
α
0 (X + Y + Γ<nW˜n(Y ); θ)dθ
−
∫
Td
G0U
α
0 (X ; θ)∂γU
α
0 (X ; θ)
(∗∗∗)
=
∫
Td
Y α∂γW
α
0 (X + Y + Γ<nW˜n(Y ); θ)dθ
+
∫
Td
GnU
α
0 (X ; θ)∂γW
α
0 (X + Y + Γ<nW˜n(Y ); θ)dθ
(10.22)
where (*) comes from (10.21), (**) from X = G0U0(X), finally (***) is obtained from
X¯ − Γ<nU0(X¯)= GnU0X¯ plus∫
Td
Γ<n(θ − θ
′)Wα0 (X+Y +Γ<nW˜n(Y ); θ)∂γW
α
0 (X+Y +Γ<nW˜n(Y ); θ
′)dθdθ′
−
∫
Td
G0(θ − θ
′)Uα0 (X ; θ)∂γU
α
0 (X ; θ
′)dθdθ′ = 0
(10.23)
which is obtained performing two integrations by parts and using the symmetry of Γ<n
and G0; the latter shows that the l.h.s. in (10.23) is equal to its opposite, hence it vanishes.
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