Abstract-The unrestricted block relocation problem (BRP) is a fundamental operational issue in modern warehouse and yard management, which, however, is very challenging to solve. In this paper, to advance our understanding on this problem and to provide a substantial assistance to practice, we (i) develop a general framework to derive lower bounds on the number of necessary relocations and demonstrate its connection to existing ones; (ii) analyze new critical structures and obtain a lower bound that dominates existing ones; (iii) build a new and strong mixed integer programming (MIP) formulation for the BRP, and design a novel MIP formulation based iterative procedure to compute exact BRP solutions. Our computational results on standard test instances show that the new lower bound could be significantly stronger, and our new MIP computational methods have superior performances over a state-of-the-art formulation.
I. INTRODUCTION
T HE block relocation problem (BRP) is a fundamental operational issue in modern warehouse and yard management, especially for material handling in a container yard or a steel slab yard. For example, in a container yard, heavy and large containers, i.e., blocks in this context, are stored temporarily in stacks (i.e., columns) as in Figure 1 . Before those containers can be shipped to different destinations, they will be retrieved according to the prioritized retrieval list. One prioritized list is illustrated by the numbers on containers in Figure 1 , where the smaller number the higher priority. Clearly, if a container of a lower priority is piled on top of another one with a higher priority, e.g., container 13 is on top of container 12, retrieving the latter one can only be done after moving the former one to somewhere else (typically to another stack). Moving a container (or block in generally) from a stack to another one is often referred to as a relocation [1] . In practice, as containers, steel slabs and other blocks are large and heavy, moving them needs powerful and expensive handling equipment, and the associated operations are time and energy consuming. Hence, to retrieve blocks from the yard following their retrieval priorities, an essential issue is to determine a move sequence to complete the task with the least number of relocations, which is referred to as the aforementioned BRP [2] or container relocation problem [3] if specified to containers. With the rapid automation of warehouse and yard operations, the BRP and its different variants have received a lot of attention from engineers and scholars, and many studies have been published in the literature after its formal introduction [1] in 2006. For example, many well-defined mixed integer programming (MIP) formulations and sophisticated exact or heuristic algorithms have been designed and analyzed (e.g., [4] , [5] and references therein). Nevertheless, the BRP has been proven to be NP-hard and is computationally very challenging for practical-scale instances [6] . According to our numerical study, a state-of-the-art formulation may take hours to derive a feasible relocation plan for a rather small-scale instance. Certainly, such a computational performance does not ensure its application in practice. With little quantitative support, the current practice is often based on operators' experience or following fixed relocation rules, leading to many unnecessary relocations and a heavy operational burden.
To change such a situation, especially to provide a substantial assistance to practice, we address in this paper two critical issues of the BRP, i.e., a stronger lower bound on the number of necessary relocations, and a computationally more effective mathematical formulation. Indeed, we develop a general framework to understand the number of necessary relocations, which interprets all known lower bounds on that number and leads us to derive a much stronger lower bound. Moreover, a deep insight on our new formulation inspires us to develop a novel iterative computational procedure. Overall, we mention that our new results either theoretically dominate the state-of-the-art in the literature or drastically outperform existing formulations.
The remaining part of this paper is organized as follows. In Section II, we classify variants of the BRP into a few classifications and review existing literature. In Section III, we present a general framework to derive lower bounds on the number of necessary relocations, demonstrate its connection to existing ones, and apply it to analyze critical structures and obtain a stronger lower bound. In Section IV, we build an MIP formulation for the BRP. Also, a novel MIP formulation based iterative procedure is developed to compute exact BRP solutions. Performances of our new lower bound and computational methods are reported in Section V. Section VI concludes this paper with a discussion on future research.
II. LITERATURE REVIEW
Up to now, many solid studies have been published on different variants of the BRP. In this section, we classify existing publications according to their natures, review those publications, and describe their significant contributions.
A. Problem Classification
According to physical restrictions, retrieval specifications, and the capacity of handling equipment, there exist four major features in defining and formulating a BRP model. They are (i) what restrictions are imposed on moves, (ii) whether retrieval priorities of blocks are distinct, (iii) whether all the blocks are to be retrieved, and (iv) whether only one block can be moved at a time. We explain them in the following.
(i) Restricted vs. Unrestricted: In practice, the first block in the current prioritized retrieval list is often referred to as the target block. As mentioned, the target block can only be retrieved after blocks piled above it are relocated to other stacks. Those necessary relocations are called forced moves [5] . If only forced moves are allowed to retrieve every block in the list, the BRP is called the restricted one. Otherwise, it is called the unrestricted one.
(ii) Distinct vs. Duplicate: If each block is of a distinct priority, the BRP is call the BRP with distinct priorities. Otherwise, it is called the BRP with duplicate priorities.
(iii) Complete vs. Incomplete: If all blocks in one row (i.e., one bay) are to be retrieved, the problem is called the BRP with a complete retrieval. Otherwise, it is called the BRP with an incomplete retrieval.
(iv) Individual vs. Batch: If the handling equipment (e.g., a crane or straddle carrier) can move exactly one block at a time, the BRP is called the BRP with individual moves. Otherwise, it is called the BRP with batch moves [7] . The latter one is often seen in steel industry.
Clearly, there are 2 4 = 16 different variants based on particular specifications on those four features. Accordingly, we group subjects of existing publications as in Table I after performing a rather exhaustive review. We mention that studies on the BRP problems with other extensions, e.g., those with stochastic factors or vehicle routing decisions, are not included. Among those in Table I , variants 1 and 9 are most popular, i.e., the restricted BRP and the unrestricted BRP with distinct priorities, the complete retrieval and individual moves. The reason behind is that they have the fundamental structures that do not depend on particular working conditions or facilities. Moreover, we can argue that other variants are relaxations of them. For example, we can convert an instance of variant 15, i.e., the unrestricted BRP with duplicate priorities, the incomplete retrieval and individual moves, to an instance of variant 9 by assigning distinct priorities to blocks of the same priority and considering no-to-retrieve blocks (blocks that are not to be retrieved) with the lowest priorities. Then, any feasible solution to the latter instance is also feasible to the former one, if retrieval moves of no-to-retrieve blocks are ignored. Hence, computing variant 1 or 9 provides a basic strategy to handle more involved variants. Although many research efforts have been devoted to the BRP variants, as noted in the following reviews, existing results might not be able to efficiently deal with their practical instances, which, therefore, inspires us to perform a study to gain a deeper understanding and to develop efficient solution methods.
B. Literature on Restricted BRP Variants
We first give a review on existing studies on variant 1, which is the default BRP in this subsection, and then describe relevant work on variants 3 and 5.
1) Theoretical analysis. To the best of our knowledge, the study in [1] is the first analytical one in the literature. As the number of relocations is the primary concern of the BRP, they give a lower bound on this number. Since then, this lower bound has been successively improved by different scholars [8] - [11] . Although the lower bound of [1] is rather weak, Galle et al. [12] show that the expected minimum number of relocations approaches to it if the number of stacks grows to infinite and the priorities of blocks are uniformly distributed. Additionally, some upper bound estimations on that number have also been developed [6] , [13] , [14] .
2) Exact tree search algorithms. To directly solve the BRP problems, we note that there are three main types of tree search based exact algorithms. They are branch-and-bound (B&B) algorithms, A* based algorithms, and other tree search algorithms. Simple B&B algorithms have been developed by Kim and Hong [1] and Wu and Ting [15] . More sophisticated B&B algorithms are developed by Expsito-Izquierdo et al. [16] and Tanaka and Takii [10] . Along with B&B algorithms, Zhang et al. [8] have proposed iterative deepening A* algorithms (IDA) that take advantages of two new lower bounds and several probe heuristics [9] . Since then, a couple of more A* algorithms have been introduced, including [17] where an A* algorithm makes use of existing lower bounds and an existing upper bound, and [11] where new lower bounds and several existing lower bounds are integrated for a better performance. Finally, we note that Ku and Arthanari [18] design a bidirectional search algorithm, which incorporates a search space reduction technique, called the abstraction method, within a tree search algorithm.
3) Mathematical programming formulations. The BRP is often formulated into mathematical programs that can be computed by state-of-the-art solvers or packages. To the best of our knowledge, Wan et al. [19] develop the first binary formulation, which is then improved by Tang et al. [20] with a significantly better computational performance. Caserta et al. [6] present another binary formulation called BRP-II. Later, it is improved in [16] by replacing some constraints, and is enhanced in [14] by removing superfluous variables, tightening some constraints, and applying a pre-processing step to fix several variables. We mention that a relocation sequence based reformulation is proposed in Zehendner and Feillet [13] to support a column generation algorithm for the BRP. Additionally, a couple of stronger binary formulations are proposed very recently by Galle et al. [21] and da Silva et al. [22] . 4) Heuristic solution procedures. Because of the complexity of the BRP, most of the existing heuristics are ruled-based heuristics [1] , [6] , [20] and look ahead heuristics [15] , [23] . There are also some MIP based heuristics [19] , a beam search heuristic [15] and a fast chain heuristic [24] . 5) Relevant research on variants 3 and 5. Research on variants 3 and 5 is rather sparse. For variant 3, Caserta et al. [2] develop a dynamic programming algorithm, and a heuristic method, i.e., a customized corridor method, that adopts the dynamic programming algorithm as a subroutine to achieve a stronger solution capacity. Also, Expósito-Izquierdo et al. [25] design a fast knowledge-based heuristic algorithm and two exact A* search algorithms for variant 3. In addition to their focuses on variant 1, papers [1] , [10] , and [22] present some analysis on variant 5.
C. Literature on Unrestricted BRP Variants
Similar to our review on the restricted BRP, we first focus on existing studies on variant 9, which is the default BRP in this subsection, and then describe relevant work on variants 10, 11 and 13. 1) Theoretical analysis. We mention that the lower bound on the number of necessary relocations by Kim and Hong [1] , which is originally developed for variants 1 and 5, is also applicable to variant 9, and has been considered as the basis for further improvements. Forster and Bortfeldt [3] propose a stronger lower bound for variant 13, which is also applicable to variant 9. Recently, two new stronger lower bounds are proposed by Tanaka and Mizuno [26] and Tricoire et al. [27] . Regarding the upper bound, Caserta et al. [6] propose a closedform upper bound. In addition to the lower bound, Tanaka and Mizuno [28] propose two dominance properties associated with optimal solutions to reduce solution space. Their result is further complemented by two new dominance properties presented in Tanaka [29] .
2) Exact tree search algorithms. In addition to their focus on the restricted BRP, Zhu et al. [9] also develop IDA algorithms for the unrestricted BRP. By using their derived dominance properties, Tanaka and Mizuno [28] and [29] develop some strengthened B&B algorithms in the search tree. Together with a new lower bound, the B&B algorithms are further improved in Tanaka and Mizuno [26] . A recent B&B algorithm for the BRP is developed by Tricoire et al. [27] , which incorporates fast heuristics and another new lower bound.
3) Mathematical programming formulations. Caserta et al. [6] develop the first binary integer program for the unrestricted BRP, which is referred to as BRP-I. Note that, it could not provide a satisfactory performance even on small scale instances. Petering and Hussein [30] present a more compact MIP formulation, which is called BRP-III. Compared to BRP-I, BRP-III has much fewer integer decision variables, and demonstrates a faster computational performance. However, it can only solve 69 out of 520 benchmark instances as shown in [22] . Recently, da Silva et al. [22] propose two new binary formulations, referred to as BRP-m1 and BRP-m2 respectively, both of which demonstrate significantly better computational performances over BRP-III. Between them, BRP-m2 is a little bit more efficient as it can solve 181 benchmark instances while BRP-m1 can solve 154 instances. 4) Heuristic solution procedures. As for fast heuristics for the unrestricted BRP, Caserta et al. [6] propose a simple rulebased heuristic. Petering and Hussein [30] extend the heuristic and develop a look-ahead heuristic. Tricoire et al. [27] develop four fast heuristics and a pilot method which incorporates a fast metaheuristic called rake search.
5) Relevant research on variants 10, 11 and 13. Regarding other variants, Zhang et al. [7] propose a lower bound for variant 10, and develop both inexact and exact tree search algorithms. Expsito-Izquierdo et al. [25] develop a simple domainspecific knowledge-based heuristic for variant 11, which aims to minimize the probability that a relocated block requires new relocations in the future. They also develop an exact A*-based search algorithm which embeds that heuristic. For variant 13, Forster and Bortfeldt [3] develop a heuristic tree search algorithm that includes a suitable branching procedure using move sequences of promising single moves. Similarly, Jin et al. [31] , [32] develop tree search based look-ahead heuristics. da Silva et al. [22] , in addition to their focus on variant 9, also give formulations for variant 13 .
Overall, we note in the literature that current studies on the unrestricted BRP is insufficient, and it still remains as a challenging problem. For example, most benchmark instances in [22] cannot be solved in a reasonable time using the stateof-the-art formulation. Also, existing research on analyzing lower bounds of the number of relocations is developed rather from individual structures, with little insight to establish a systematic strategy. To change such a situation, we perform a study on developing a general framework to understand lower bound derivations, demonstrating its application to obtain a stronger lower bound, and developing a computationally friendly MIP formulation, as well as an MIP formulation based exact algorithm in the remainder of this paper.
III. DERIVATIONS OF LOWER BOUNDS ON THE NUMBER
OF RELOCATIONS Different from existing studies on deriving particular lower bounds on the number of necessary relocations, we present a completely new framework to estimate that number systematically. It reveals fundamental connections among existing lower bounds. Then, we identify a few new results that generalize traditional understandings. Finally, under the proposed framework, we obtain a new lower bound that dominates all existing ones. We believe that the overall derivation is novel, and will substantially advance our understanding on the BRP.
A. A General Framework for the Derivation of Lower Bounds
We first introduce several well-established concepts that are critical to have a deep appreciation of the BRP.
Consider one bay with B blocks piled on S stacks. Let B = {1, 2, ..., B} be the set of blocks, noting that a smaller ID has a higher priority, and S = {1, 2, ..., S} be the set of stacks. Also, we denote the overall organization of those blocks, i.e., their positions in stacks, by C. For a given C, block b is called a badly placed (BP) block if it is piled above some block(s) that should be retrieved before it, i.e., b's priority is lower than those of blocks below it. Otherwise, b is a well placed (WP) block [3] . Clearly, BP blocks are the causes of relocations. For the instances displayed in Figure 2 (a) and (b), the blocks with priority numbers in bold and underlined are BP blocks, and other blocks are WP blocks.
Next, we define types of block moves. Since block retrieval moves, which are mixed with relocation moves in the move sequence, are not our concern, we only define different relocation moves. According to [3] , there are four types of moves. A BB (i.e., Bad-Bad) move is a move relocating a BP block to a stack and after which the block is again a BP block. A BG (i.e., Bad-Good) move is a move relocating a BP block to a stack and after which the block becomes a WP block. Two other moves, i.e., GB move and GG move, are defined likewise. In Figure 2 (a), the move relocating block 5 to stack 2 is a BB move, the move relocating block 5 to stack 1 is a BG move, the move relocating block 3 to stack 2 is a GB move, and the move relocating block 3 to stack 1 is a GG move. It is straightforward that a BP block cannot be retrieved if no BG move is implemented on it.
Extending from individual blocks, we introduce the concept of the priority of stack s, which is the highest priority of a block piled in stack s if it is not empty, and +∞ (i.e., the lowest priority) otherwise. For the instance displayed in Figure   2 (a), the priorities of the four stacks are respectively 7, 2, 3 and 1 from the left to the right. Obviously, the priority of a stack will be lower or remain the same if some block(s) is removed from it. Another important concept is the top k th layer, which consists of the top k th block of each stack when every stack has at least k blocks. For the instances displayed in Figure 2 (a) and (b), the top 2 nd layers consist of blocks {8, 4, 11, 6} and blocks {6, 14, 5, 4} respectively. Similarly, we define the top k layers that include all blocks from the top 1 st to the top k th layers. For the instances displayed in Figure 2 (a) and (b), the top 2 layers include blocks {7, 2, 3, 5; 8, 4, 11, 6} and blocks {16, 17, 18, 19; 6, 14, 5, 4} respectively.
In the following, we present a few critical properties that are actually behind all derivations of lower bounds on the number of relocations in the BRP. Those properties render a general framework for us to analyze lower bound derivations in a systematical fashion. Specifically, let f (B) be the function that returns the least number of relocations implemented on block set B ⊆ B across all feasible move sequences that complete the retrieval task of the given initial configuration C. Moreover, function f mt with mt ∈ {BB, BG, GB, GG} returns the least number of relocations of each particular move type across all feasible move sequences. Similarly, f BG returns that least number of all non-BG moves. Theorem 1. The following inequalities hold.
Proof. Note that a relocation move must be either a BG move or a non-BG move, i.e., a BB, GB, or GG move. Nevertheless, a feasible move sequence with the least number of total relocations might have more BG moves (non-BG moves, respectively) than another feasible move sequence. Hence, according to the definitions of f , f BG and f BG , the first inequality follows. By applying the same argument, we have the second inequality.
Clearly, the inequalities in Theorem 1 provide a useful tool in analyzing the number of relocations through considering specific types of moves. Indeed, this idea can be further generalized to consider subsets of blocks. Let {B k i : i = 1, . . . , n k } be a partition of the complete block set B, for k = 1, 2. Then, the next result can be proven easily using the same argument presented in the proof of Theorem 1.
Theorem 2. The following inequalities hold.
Remarks:
We highlight that Theorems 1 and 2 present fundamental results. They enable us to derive strong lower bounds through understanding and analyzing particular move types and/or subsets that are more accessible than a complete move sequence or the whole configuration. Indeed, basically all existing lower bounds can be obtained and interpreted easily by inequalities presented in those two theorems. Hence, they provide a general and effective framework in performing a lower bound study. Moveover, we note that this framework can be directly applied with minor changes to study more involved BRP variants, such as those with duplicate priorities. In the next subsection, we discuss existing lower bounds and their connections to this framework, and its application to develop a new and stronger lower bound.
B. A Revisit of Existing Lower Bounds
In this subsection, we review and discuss important structural properties of the BRP that have been used in the development of four lower bounds in the literature. In particular, we demonstrate how those lower bounds can be derived and interpreted using the general framework in Theorems 1 and 2. In the remainder of this paper, we assume, without loss of generality, that no directly retrievable block exists in the initial configuration C. Property 1. At least one BG move has to be implemented on a BP block.
Argument and Lower Bound Development:
From the definition, it is clear that a BP block cannot be retrieved until it becomes a WP. So the property follows.
Kim and Hong [1] introduce and analyze this property, and then propose a lower bound of the number of relocations. Specifically, their lower bound is set to the number of BP blocks in the initial configuration. The time complexity of an algorithm to compute this lower bound can be O(B). As the first lower bound appears in the literature, it is referred to as LB1 by Zhu et al. [9] .
Revisit and Demonstration: Let B 1 be the collection of BP blocks in the initial configuration. Property 1 can be expressed as f
1 . Given the facts that {{b} : b = 1, . . . , B} is a partition of B and B 1 ⊂ B, we have
which exactly gives LB1 as a valid lower bound. Illustration: For the instances displayed in Figure 2 Property 2. At least one BB move has to be implemented on one block of the top 1 st layer, if the highest priority of blocks in this layer is lower than the lowest priority of all stacks.
If the condition of Property 2 is satisfied, the first block to be moved is BP, and remains BP after the move, i.e., a BB move.
Forster and Bortfeldt [3] introduce and analyze this property, and then propose a lower bound based on both Properties 1 and 2. Specifically, their lower bound is set to LB1+1 if the condition of Property 2 is satisfied in the initial configuration C and LB1 otherwise. The time complexity of an algorithm to compute the lower bound can be O(B). As the second lower bound appears in the literature, it is referred to as LB2 by Tricoire et al. [27] .
Revisit and Demonstration: Let B 2 be the collection of blocks of the top 1 st layer. Property 2 can be expressed as:
satisfies the condition of Property 2 (B 2 satisfies P2 for short). Given the fact that B 2 ⊆ B, we have
which exactly gives LB2 as a valid lower bound. Illustration: For the instance displayed in Figure 2 (a), we have
The priorities of all four stacks are respectively 7, 2, 3, 1 from the left to the right, and the lowest one is 7. As the highest priority of blocks in B 2 is 2, which is higher than 7. Hence, B 2 does not satisfy P2, and LB2=LB1=2. For the instance displayed in Figure 2 (b), we have B 2 = {16, 17, 18, 19}. The priorities of all four stacks are respectively 2, 1, 5, 4 from the left to the right, and the lowest one is 5. The highest priority of blocks in B 2 is 16, which is lower than 5. Hence, B 2 satisfies P2, and LB2=LB1+1=8+1=9.
Property 3. At least one non-BG move has to be implemented on a block in each of the top k layers, if : (1) the target block is not in the top k layers, and (2) the highest priority of BP blocks in the top k layers is lower than the lowest priority of all stacks after removing the top k − 1 layers.
Condition (1) in Property 3 ensures that the target block remains unmoved until at least one block has been relocated from each of the top k layers. Hence, the first move of a block from each of the top k layers is a relocation. Moreover, a BP block (e.g., a block above the target block) exists among each of the top k layers. Condition (2) ensures that any BP block in one of the top k layers remains BP after the first relocation implemented in that layer. Therefore, the first move of a block in each of the top k layers is a non-BG move.
Tricoire et al. [27] introduce and analyze this property, and propose a lower bound based on both Properties 1 and 3. Specifically, their lower bound is set to LB1+k, as long as the maximum top k layers satisfy the conditions of Property 3 in the initial configuration C. This lower bound is referred to as LB3 as it probably is the third lower bound appeares in the literature, Note that, LB3 generalizes and dominates LB2 [27] since Property 3 generalizes Property 2.
The time complexity of an algorithm to compute LB3 can be O(B), although the conditions of Property 3 have to be checked several times (i.e., for k = 1, · · · , K, and K < B/S). Our reasoning is as follows. Revisit and Demonstration: Let B 3 be the collection of blocks in the top k layers. Property 3 can be expressed as:
satisfies the conditions of Property 3 (B 3 satisfies P3 for short). Given the fact that B 3 ⊆ B, we have
Hence, if B 3 is the maximum top k layers satisfying P3, this derivation exactly gives LB3 as a valid lower bound.
Illustration: For the instance displayed in Figure 2 (a) , B 3 = {7, 2, 3, 5} for k = 1. The target block is 1 and is not in B 3 . The priorities of all four stacks are respectively 7, 2, 3, 1 from the left to the right, and the lowest one is 7. The highest priority of BP blocks in B 3 is 5, which is higher than 7. Therefore, B 3 does not satisfy P3 for k = 1. Therefore, no B 3 satisfies P3, and LB3=LB1+k=2+0=2. For the instance displayed in Figure 2 (b) , B 3 = {16, 17, 18, 19; 6, 14, 5, 4} for k = 2. The target block is 1 and is not in B 3 . The priorities of all four stacks after removing the top 1 (=2-1) layer of blocks are respectively 2, 1, 5, 4 from the left to the right, and the lowest one is 5. The highest priority of BP blocks in B 3 is 6, which is lower than 5. Therefore, B 3 satisfies P3 for k = 2. We can further evaluate a larger B 3 by setting it to {16, 17, 18, 19; 6, 14, 5, 4; 2, 12, 7, 8}, i.e., k = 3. Again, the target block is 1 and is not in B 3 . The priorities of all four stacks after removing the top 2 (=3-1) layers of blocks are respectively 2, 1, 7, 8 from the left to the right, and the lowest one is 8. The highest priority of BP blocks in B 3 is 6, which is higher than 8. Hence, B 3 does not satisfy P3 for k = 3. As a conclusion, we have the maximum B 3 that satisfies P3 when k = 2, and LB3=LB1+k=8+2=10.
Property 4. Consider the initial configuration C where the target block is piled in stack s. We perform an experiment by relocating each block above the target block once without considering stack height limit or moving blocks in other stacks.
If some of the relocated block(s) cannot be transformed to be WP in any of such experiments, we can conclude with respect to C that either (1) at least one BB move has to be implemented on one of the relocated blocks, or (2) at least one GB or GG move has to be implemented on a block with the highest priority in one of the other S − 1 stacks.
Since all the relocated blocks are BP in C, i.e., above the target block, the condition of Property 4 ensures that some of them have to be implemented with BB moves if the priorities of other S−1 stacks are not lowered beforehand. The priority of a stack can be lowered only if its block with the highest priority, i.e., a WP block, is retrieved or relocated. Since the target block is below the relocated blocks, any WP block cannot be retrieved before completely relocating those blocks. Therefore, the priorities of other S − 1 stacks can only be lowered by relocating WP blocks, i.e., conducting G-B or G-G moves. In conclusion, at least one non B-G move has to be implemented on one of the relocated blocks or a block with the highest priority in one of the other S − 1 stacks.
Tanaka and Mizuno [26] introduce and analyze this property, and propose a new lower bound based on both Properties 1 and 4, which is referred to as LB-N. They further have a slight modification by considering stack height limit in a specific situation. As such a change is rather minor, we do not include it in the following discussions to minimize distractions.
Specifically, their LB-N is set to LB1+1 if the condition of Property 4 is satisfied according to an iterative procedure, and LB1 otherwise. First, they check the condition of Property 4 for the initial configuration. If satisfied, they increase LB-N by 1 and terminate. Otherwise, they remove the target block as well as all blocks above it, and recheck the condition of Property 4 for the updated configuration (and the updated target block). They repeat the above procedure until LB-N = LB1 + 1 or all the blocks are removed. Note that, if a block is removed then all blocks above it are removed, which suggests that an initially BP (WP, respectively) block remains BP (WP, respectively) after the removal. Hence, the validity of the aforementioned iterative procedure is guaranteed [26] .
For a target block i, the time complexity of checking the condition of Property 4 can be B i log S, where B i is the number of blocks above block i at the beginning of the iteration if stacks are sorted in the increasing order of their priorities beforehand [26] . The log S comes from the dichotomy to select an appropriate stack for each relocated block. However, the priority of the stack of the target block is changed after removing blocks during each iteration. The time complexity of finding the new order of the stack is O(log S), since priorities of other stacks remain unchanged and dichotomy can be used. Then stacks have to be resorted with a time complexity of O(S). Therefore, the time complexity of the whole algorithm for LB-N is O(BS).
Revisit and Demonstration: During one iteration, let B 4 be the collection of the blocks above the target block and blocks of the highest priorities in each of the other S −1 stacks (if not empty). Then, Property 4 can be expressed as:
satisfies the condition of Property 4 (B 4 satisfies P4 for short). Given the fact that B 4 ⊆ B, we have
which exactly gives LB4 as a valid lower bound. Illustration: For the instance displayed in Figure 2 (a) , blocks 5 and 6 are above the target block in stack 4, blocks of the highest priorities in other three stacks are respectively blocks 7, 2 and 3 from the left to the right. Hence, B 4 = {5, 6; 7, 2, 3}. Since one of blocks 5 or 6 cannot become WP if both of them are relocated only once, B 4 satisfies P4, and we set LB4=LB1+1=2+1=3. For the instance displayed in Figure 2 (b), blocks 17, 14, 12 and 10 are above the target block in stack 2, the blocks of highest priorities in the other three stacks are respectively blocks 2, 5 and 4 from the left to the right. Hence, B 4 = {17, 14, 12, 10; 2, 5, 4}. Since block 17 cannot be relocated once to be WP, B 4 satisfies P4, and we have LB4=LB1+1=8+1=9.
C. New Structural Properties
In this subsection, we present two new structural properties with respect to some subsets of the initial configuration. As indicated in our general framework, they help us to identify more necessary moves in the whole retrieval process.
Theorem 3. (Property 5) Pick a block from each of the S stacks to form a virtual layer. At least one non-BG move has to be implemented on blocks of this virtual layer, if : (1) there exists a block piled below the virtual layer such that its priority is higher than the highest priority of blocks in the virtual layer, and (2) the highest priority of BP blocks in the virtual layer is lower than the lowest priority of all stacks after removing blocks above the virtual layer.
Proof. Consider the first move of a block in the virtual layer. Without loss of generality, assume that it is implemented on block b. We will prove that this move is a non-BG move.
When block b is the first one in the virtual layer to be relocated, other blocks in the virtual layer remain in their initial positions. Then we consider the following two situations. (i) If block b is initially WP, it cannot be retrieved, since condition (1) ensures that a block with a higher priority has not been retrieved yet. So, this first move must be a GB or GG move. (ii) Otherwise, if block b is initially BP, it cannot be relocated to be WP, since condition (2) ensures that any destination stack is with a higher priority. Therefore, this first move is a BB move. In conclusion, the first move in the virtual layer must be a non-BG move, Theorem 3 is proved.
Illustration:
Let B 5 be a virtual layer. For the instance displayed in Figure  2 (b), we can have B 5 = {2, 12, 18, 8}, and the highest priority of its blocks is 2. Note that block 1 is below the virtual layer and its priority is higher than 2. The priorities of all four stacks after removing blocks above the virtual layer are respectively 2, 1, 5 and 8 from the left to the right, and the lowest one is 8. As the highest priority of BP blocks in B Here we design an algorithm to find a virtual layer B 5 that satisfies P5. We first pick the topmost block of each stack to form an initial virtual layer. Then we check the conditions of Property 5 for each block in the virtual layer: (i) for a WP block, check whether its priority is lower than the highest priority of blocks below the virtual layer, (ii) for a BP block, check whether its priority is lower than the lowest priority of all stacks after removing blocks above the virtual layer. If a block of a stack does not satisfy P5, we replace it with the block directly below it, and then recheck. Pseudo code of the overall algorithm is shown in Appendix A.
The time complexity of the above algorithm is O(BS). We reasoning it as follows. (i) Each block is checked at most once with a time complexity of O(1), and might be replaced with its directly lower block. (ii) If a block is replaced, we update the highest priority of blocks below the current virtual layer and the lowest priority of stacks after removing blocks above the current virtual layer. (iii) The two updates can be finished with S − 1 and 1 comparison operations respectively, if the highest priority of blocks below the replacing block is computed beforehand. (iv) The highest priority of blocks below each block in each stack can be computed as preprocessed data with a time complexity of O(B). Following the calculation B × (1 + S − 1 + 1) + B = B(S + 2), we conclude the time complexity of the overall algorithm as O(BS).
Utilizing the general framework in Theorems 1 and 2, we take advantage of Theorem 3 to derive the following corollary. Corollary 1. (Property 6) Given k non-overlapping virtual layers, each of which satisfies P5, then at least k non-BG moves will be implemented on blocks of those virtual layers.
Unlike the conventional concept of top k layers used in Property 3, those virtual layers in Corollary 1 are not necessarily to be top layers or piled consecutively. Moreover, given the top k layers that satisfies P3, any virtual layer formed by blocks in the top k layers satisfies P5. Hence, it can be easily seen that Property 3 is a special case of Property 6.
Corollary 2. With the same configuration C, Property 6 subsumes Property 3 as a special case.
It is straightforward that our lower bound can be clearly improved by using those more general results. We will include Property 5/6, together with the next structural property, in our lower bound derivation presented in the next subsection.
Illustration: For the instance displayed in Figure 2 (b), we can have three non-overlapping virtual layers B In the following, we extend to consider a more complex subset of blocks where two virtual layers share an overlapped block. Note that this type of structures, which demonstrate a rich set of structural properties, have never been considered in any prior research, to the best of our knowledge.
Theorem 4. (Property 7)
Consider two virtual layers (one above the other) such that both of them satisfy P5 and they share exactly one WP block. If the priority of the shared WP block is equal to the lowest priority of all stacks after removing all blocks above the upper layer, then either at least 2 non-BG moves will be implemented on blocks in the two virtual layers, or at least 1 GB and 1 BG moves will be implemented on the shared WP block.
Proof. We consider the first move of a block in each of those two virtual layers. Without loss of generality, we assume that those moves are implemented on block b 1 for the upper layer and block b 2 for the lower layer respectively.
We consider the following two situations. (i) If block b 1 is the shared WP block, then the move on block b 1 is a GB move, and a BG move is needed for block b 1 in the latter moves. Therefore, at least 1 GB move and 1 BG move have to be implemented on the shared WP block. (ii) If block b 1 is not the shared WP block, then the move on block b 1 is a non-BG move since the upper virtual layer satisfies P5. Since the shared WP block is not moved, all blocks of the lower virtual layer remain in their initial positions after the move of block b 1 . Then the move on block b 2 is also a non-BG move since the lower virtual layer satisfies P5. Therefore, at least 2 non-BG moves have to be implemented on blocks in those two virtual layers. In conclusion, Theorem 4 is proved.
Illustration:
Let B 7 be two virtual layers sharing one WP block. For the instance displayed in Figure 2 ( The consideration of BG moves has been shown in Property 1, which is rather straightforward due to the initially BP blocks. Nevertheless, it is worth pointing out that the possible BG move presented in Theorem 4 is actually for an initially WP block, which definitely is not obvious. This new understanding, as well as the consequently strengthened lower bound derivation, is obtained through a deeper analysis and a more involved reasoning on a particular structure. Hence, we believe that, with the support from our general framework, a more comprehensive understanding on the BRP and stronger lower bounds can be expected by studying more sophisticated structures and deriving richer insights.
Here we design an algorithm to find a block set B 7 (i.e., two overlapped virtual layers) that satisfies P7. Given a WP block on a stack s, whose priority is lower than the lowest priority of other S − 1 stacks. We first try to pick S − 1 blocks each from one of the other S − 1 stacks, together with the WP block, to form the upper virtual layer that satisfies P5. We then try to pick another S − 1 blocks each from one of the other S − 1 stacks and below the previously picked block of that stack, together with the WP block, to form the lower virtual layer that satisfies P5. If both the two virtual layers are formed successfully, then the corresponding B 7 satisfies P7. Otherwise, an eligible B 7 is not found. The pseudo code is omitted here due to its similarity to that of deriving just one virtual layer, i.e., a B 5 . For a shared WP block, the procedure of finding an eligible B 7 consists of finding two virtual layers one below the other, and the time complexity of the procedure is O(BS). Moreover, given that the number of such WP blocks is less than B, the time complexity of the overall algorithm can therefore be O(B 2 S).
D. A Stronger Lower Bound
In this subsection, by fully making use of both existing and new properties, we present a new lower bound that could be much stronger than all existing ones. Specifically, Properties 1, 4, 5 and 7 will be explored and evaluated to design this new lower bound, which is referred to as LB4. As Properties 2, 3 and 6 are generalized by Property 5, we do not include them in our derivations.
Property 1 is used firstly, since it does not influence the use of other three Properties. Property 7 is used before Property 5, since two relocations can be derived from less blocks with Property 7 (i.e., 2S − 1) than with Property 5 (i.e., 2S). Property 5 is used before Property 4, since one relocation can be derived from less blocks with Property 5 (i.e., exactly S) than with Property 4 (i.e., at least S).
In our algorithm, we first set LB4 to LB1. Secondly, we pick the maximum number of block sets B 7 that satisfy P7 and are not overlapped, and increase LB4 by 2 times of the number of such block sets. Thirdly, we pick the maximum number of block sets B 5 from unpicked blocks, which satisfy P5 and are not overlapped. We increase LB4 by the number of such block sets. Finally, we remove all picked blocks as well as all blocks above them, and compute LB-N for the updated configuration. We increase LB4 by 1, if a block set B 4 that satisfies P4 is found by the iterative procedure of LB-N in the updated configuration. Pseudo code of the algorithm for LB4 is shown in Appendix B.
Based on Theorems 1 and 2, we next prove that LB-4 is a valid lower bound that dominates all existing ones. 
satisfies P4 exists
which exactly gives LB4 as a valid lower bound. As discussed above Corollary 2, given the top k layers of LB3, any virtual layer formed by blocks in the top k layers satisfies P5. Assume that at most m (m ≤ k) blocks are picked from the top k blocks of each stack to form sets B 
Moreover, LB4 dominates LB-N, since LB4 = LB-N if m = n = 0, and LB4 ≥ LB1 + 1 ≥ LB-N otherwise. In conclusion, Theorem 5 is proved.
The time complexity of our algorithm for LB4 is O(B 2 S). More specifically, the complexity of the procedure related to Property 7 is O(B 2 S), and complexities of the procedures related to Property 5 and Property 4 are both O(BS).
Illustration: For the instance displayed in Figure 2 (a), no set B 7 or B 5 is picked, but a set B 4 = {5, 6; 7, 2, 3} is picked. Therefore, LB4= 2 + 2 × 0 + 0 + 1= 3. For the instance displayed in Figure 2 (b) , a set B 7 = {16, 17, 19; 6, 14, 4; 5}) is firstly picked, two sets B 5 1 = {2, 12, 18, 8} and B 5 2 = {3, 10, 7, 9}) are subsequently picked, and no set B 4 is picked. Therefore, LB4= 8 + 2 × 1 + 2 + 0= 12. Given that LB1, LB2, LB3 and LB-N for this instance are respectively 8, 9, 10 and 9, it indicates that LB4 is much stronger.
IV. EXACT COMPUTATIONAL METHODS
In addition to the derivations of the lower bounds on the number of relocations, we present in this section a new MIP model that can be directly computed by an MIP solver to derive an optimal solution. Moreover, after observing that some strong MIP relaxations of the BRP can be computed quickly, we develop an MIP formulation based exact algorithm that can further improve our solution capacity. As shown in Section V, comparing to the state-of-the-art formulation, those two approaches have significantly better computational performances.
A. A New MIP Formulation of BRP
Because of the specifications of BRP, we note that all existing MIP formulations define 0-1 variables for each block regarding its dynamic position(s) among stacks during the whole retrieval process [6] , [22] , [30] . Clearly, real instances will incur large numbers of binary variables, which cause these formulations difficult to compute. In this paper, we introduce 0-1 variables to define the adjacency relationship between a pair of blocks and lift-up and lift-down operations involved in a relocation move, without considering stacks in the retrieval process. With this strategy, the number of variables can be reduced significantly, and our formulation, as shown in Section V, is computationally much more friendly than the stateof-the-art one. Next, we introduce necessary notations for sets and parameters to support our model development. Recall that B := {1, . . . , B} and S := {1, . . . , S} have been introduced to represent the sets of blocks and stacks, respectively. B * = B ∪ {B + 1}: the extended set of blocks, noting that block B + 1, a virtual block, represents the floor, regardless of stacks.
C ∈ {0, 1} B×(B+1) : the matrix representing the initial configuration of blocks. Specifically, C ij = 1 if block i is piled directly upon block j, and 0 otherwise.
H: the height limit (in terms of blocks) of stacks, i.e., the maximum number of blocks can be piled on a stack.
L: the lower bound of the number of relocations.
T : the number of relocation turns, where a relocation turn (turn in short) includes a relocation move and all the subsequent retrieval moves before the next relocation move [22] . It is set as an upper bound of the number of relocations. T = {1, 2, ..., T }: the set of relocation turns, which naturally partitions the complete retrieval process into T stages. For simplicity, we also use 0 to denote the initial stage before any relocation.
With those notations, our BRP problem can be precisely stated as follows. Problem 1. Given an initial configuration C with B blocks (of distinct priorities) piled on S stacks with height limit H, and a crane that moves one block at a time, we need to determine a sequence of moves with the least number of relocations to retrieve all blocks.
Next, we define decision variables and present the complete MIP formulation. As mentioned, 0-1 variables are introduced to describe the adjacency relationship between a pair of blocks and lift-up and lift-down operations involved in every relocation turn. To facilitate an easy understanding, constraints and their interpretations are presented groupwise based on their connections.
Variables:
x ijt : equals 1 if block i is piled directly upon block j at the end of turn t, and 0 otherwise. Note that i = j. y − ijt : equals 1 if block i is directly relocated from (i.e., liftedup from) block j during turn t, and 0 otherwise. Note that i = j. y + ijt : equals 1 if block i is directly relocated to (i.e., lifteddown to) and piled upon block j during turn t, and 0 otherwise. Note that i = j. z ijt : equals 1 if block i is readily retrieved from the top of block j during turn t, and 0 otherwise. Note that i < j.
u it : the number of blocks below block i at the end of turn t, which can be relaxed to a continuous variable in our formulation.
Objective function:
Constraints: (i) Initial and dynamic relationships between blocks.
This set of constraints defines the dynamic adjacency relationship, due to lift-up and lift-down operations and retrieval moves in a relocation turn, between blocks i and j during the retrieval process.
(ii) Restrictions on the lift-up operation per turn.
i∈B j∈B * \{i}
guarantee exactly one lift-up operation is performed per turn among the first L turns, and no more than one can be done in any subsequent turn. Also, (Y − -2) suggests that, given that the number of necessary relocations could be less than T , empty turns will be arranged after actual relocation turns. Constraints in (Y − -3)-(Y − -4) ensure the feasibility of a lift-up operation using the block relationship from the previous turn. Note that as the virtual block representing the floor is introduced, the right-hand-side of (Y − -4) equals 0 if block i is not the topmost one in a stack. (iii) Restrictions on the lift-down operation per turn. (iv) Restrictions on the retrieval moves per turn.
Constraints in (Z-1) ensure that a retrieval move is implementable, i.e., a retrieved block is not blocked by laterretrieved blocks. Constraints in (Z-2) guarantee that the prioritized retrieval list is followed throughout the retrieval process.
(v) Restrictions on the stack height limit per turn.
This set of constraints impose the height limit on stacks. We mention that variables u it in (U-3) are relaxed to continuous ones without impacting the feasibility of our formulation.
Overall, our MIP formulation, which is referred to as BRP-m3 following the convention in the literature, is summarized as follows.
Remarks: (i) Note that parameter T is needed in our formulation (as well as in all other MIP formulations), while the minimum number of relocations is unknown beforehand.
In our numerical study, we adopt the optimal value of the restricted BRP to derive this bound, which has been utilized in the state-of-the-art formulation BRP-m2 [22] . Moreover, a stronger lower bound L is preferred as shown in (Y − -1) and (Y + -1). Hence, the new stronger lower bound presented in Section III can be directly applied.
(ii) One non-trivial issue associated with traditional MIP formulations is symmetricity, noting that stacks are identical. This issue could incur a heavy computational burden for an MIP solver. Nevertheless, given that our variable definitions do not depend on stacks, this issue is naturally removed from our formulation. Moreover, comparing to the state-of-the-art formulation BRP-m2, we note that our BRP-m3 is of a smaller size with less numbers of discrete variables and inequalities.
(iii) When the stack height limit is negligible or not imposed, e.g., stacks of steel plates in a steel factory, all variables u it and constraints in (U-1), (U-2) and (U-3) can simply be eliminated from the formulation. Indeed, we note that BRP-m3 has a much stronger performance compared to existing ones under such a situation.
B. An MIP Relaxation Based Iterative Procedure
We note in our study that some MIP formulations of the relaxed BRP problems have superior computational performances. This observation inspires us to make use of those relaxations within an algorithmic framework to compute the original BRP. To this end, we present a study that develops an MIP relaxation based iterative procedure to derive exact BRP solutions. To the best of our knowledge, no similar algorithm design has been reported in the literature on the BRP.
Let a direct blockage be a blockage formed by two blocks piled in a way such that the lower priority one is directly on top of the higher priority one in the same stack. For the instance displayed in Figure 2 (a) (see Section III), block 6 and block 1 form a direct blockage, but block 5 and block 1 do not. Unlike the original BRP that focuses on the relocation moves, the next problem, which is a relaxation to the BRP, considers the number of direct blockages. Recall that L is a lower bound to the BRP, we define the new problem as follows.
Problem 2. Given an initial configuration C with B blocks (of distinct priorities) piled on S stacks with height limit H, and a crane that moves one block at a time and retrieves blocks from 1 to B sequentially. Determine a sequence of moves to retrieve all blocks in a way such that after its L relocations (and all applicable retrieval moves), the sum of L and the number of direct blockages in the resulting configuration is minimized.
We next show that it is a relaxation to the original BRP.
Theorem 6. Problem 2 is a relaxation of the BRP defined in Problem 1.
Proof. We prove it according to the following criteria: (1) any feasible solution of Problem 1 is a feasible one to Problem 2, and (2) its corresponding value with respect to Problem 2 is less than or equal to that with respect to Problem 1.
On one hand, we consider a feasible solution of the BRP with U relocations and other retrieval moves. Since we have L ≤ U , it is naturally feasible to Problem 2.
On the other hand, according to [33] , the number of direct blockages in any configuration is a lower bound of the number of necessary relocations for that configuration. So, for any move sequence feasible to the BRP, after implementing its first L relocations and applicable retrieval moves, the number of direct blockages in the resulting configuration is less than or equal to the number of relocations in the remaining sequence. Therefore, the second criterion is satisfied. In conclusion, Problem 2 is a relaxation of the BRP.
In the following, we present an MIP formulation for Problem 2, which is referred to as BRP-m3R. Because of its connection and similarity to Problem 1, we re-use variables and constraints for model development. Nevertheless, we highlight that T is defined with respect to {1, 2, ..., L}. Also, to better describe our iterative procedure, we keep the constant L in the objective function of this formulation.
BRP-m3R : L + min i∈B j∈B,j<i
Next, we develop the following algorithm (in pseudo code) where BRP-m3R is computed and updated over and over to strengthen the lower bound of BRP-m3, and finally produces the strongest lower bound, i.e., the optimal value of BRP-m3.
update set T in BRP-m3R and solve BRP-m3R 5: L ← the optimal value of BRP-m3R 6: end while 7: return an optimal solution of the last BRP-m3R
Theorem 7. The IS algorithm converges to an optimal solution of the BRP in a finite number of iterations.
Proof. Note that in this iterative procedure, we first solve BRP-m3R, i.e., the formulation of Problem 2, with L relocations to optimality. If the optimal value equals L, then we get a feasible solution of the BRP, since all blocks, including those in the remaining configuration, have been retrieved or are simply retrievable. As L is a lower bound of the BRP, the optimal value of the current BRP-m3R is that of BRPm3. Otherwise, we increase L to that optimal value, update BRP-m3R, and then resolve it. Hence, the lower bound L always increases before reaching optimality. Given that the number of relocations in the BRP is finitely bounded (e.g., the closed-form upper bound of the BRP in [6] ), it follows naturally that the algorithm converges to an optimal solution in a finite number of iterations.
It is worth mentioning that although BRP-m3R will be computed possibly several times in this iterative scheme, the total solution time could be be much less than that of BRPm3 if (i) BRP-m3R is easy to solve and (ii) the initial lower bound L is tight. Indeed, if the strong lower bound derived in Section III is applied, generally only a couple of iterations are needed. Moreover, the aforementioned algorithm, referred to as the basic iterative scheme, can be enhanced by a few simple techniques listed below. As a result, as demonstrated in Section V, our overall solution capacity can be further improved.
Remarks:
A couple of fast heuristics to generate initial solutions for Problem 2 at the beginning of each iteration have been designed to support a commercial solver with a fast computation. Also, note that BRP-m3 (BRP-m3R, respectively) without height limit is a relaxation to that with height limit. Given that the former is much easier to compute, a practical strategy is to derive its optimal solution and verify whether height limit is violated over relocation turns. If not, that optimal solution is also optimal to the latter one (i.e., with height limit). If violated, a reparation heuristic is designed to convert that solution into a feasible one, and might again be optimal. The overall enhanced IS algorithm in pseudo code is presented in Appendix C. Moreover, the upper bound of the number of relocations is not needed in our IS algorithms.
V. COMPUTATIONAL RESULTS
In this section, we report our numerical results of the lower bounds, MIP formulations, and the IS algorithms. Following the tradition in [6] , [22] , [30] , our test bed includes 13 groups, with 40 instances per group, from an instance set generated in [2] . Note that those instances are represented in "a-b" format with "a" denoting the current stack height, i.e., the number of blocks per stack, and "b" denoting the number of stacks. Also, for each instance, we consider two different situations, where there is no height limit and the height limit is set to H + 2 with H being the instance's current stack height [27] .
All experiments are carried out on a desktop computer with the Windows 10 Professional 64-bit operating system, 32 GB RAM, and an Intel Core i7 7700 CPU with four 3.6-4.2 GHz cores and eight threads. Algorithms are implemeted in C++ using CPLEX 12.61 and compiled with the Visual Studio 2013 C++ compiler. For all instances, the time limit is set to 3,600 seconds, the number of threads used is set to 4, and other parameters are in default settings. When the time limit is reached before obtaining an optimal solution, we set the solution time to 3,600 seconds in our report.
A. Strength of Lower Bounds
In this subsection, we compare our new lower bound, i.e., LB4, with respect to existing ones appearing in the literature, i.e., LB1, LB2, LB3 and LB-N. To be fair, we remove all retrievable blocks in the initial configurations before computing. Otherwise, the strength of LB2 and LB3 will be weakened.
The first comparison is displayed in Figure 3 , which reports the average relative gaps between the lower bounds and the actual optimal values, i.e., the average of (opt-LB)/opt with opt being the optimal value and LB be one of the aforementioned lower bounds. The numerical results clearly confirm that our LB4 often has much smaller relative gaps, and strictly dominates all existing lower bounds for the test bed. Moreover, for instances with larger height limits and less stacks, the dominance of LB4 is more significant.
Our second comparison is on the largest differences between the lower bounds and the actual optimal values in every group, i.e., opt − LB, as shown in Figure 4 . Obviously, the overall trend in Figure 4 largely agrees with that in Figure 3 , showing LB4 outperforms other lower bounds. We highlight two more points. The first one is that existing lower bounds are actually close to each other and demonstrate similar patterns. Nevertheless, LB4 could be very different from them. Note that LB4 could be 4 relocations larger than LB1 in group 5-4, while other lower bounds are not more than 2 relocations than LB1. Another one is that, in the worst case, LB4 is less than the optimal value by just a couple of relocations. This observation is critical to our IS algorithms, which indicates that their convergences can be achieved in only a couple of iterations if LB4 is adopted for initializations.
In Figure 5 , we finally present and compare the percentages of instances over which the lower bounds are equal to the optimal values. Again, our LB4 has a clearly better performance over all existing lower bounds over all instances. In particular, for instances of small scales, our LB4 is very likely (more than 70%) to be the optimal value. Certainly, with larger height limit, such possibility becomes smaller, which can be explained by the increasing complexity of larger instances.
B. Computational Results without Height Limit
In this subsection, we present the performance data of our computational methods, and benchmark with those of BRPm2, which has been shown to be the most effective one in the literature [22] . For BRP-m2, rather than trivially setting the height limit to B, we set it to B − S + 1, which can be easily argued that spreading irretrievable blocks among stacks is always preferred. Table II provides and compares CPLEX performance data of MIP formulations BRP-m2 (i.e., m2) and BRP-m3 (i.e., ). Columns "#Feasible" and "#Optimal" give the numbers of instances with feasible and optimal solutions before the time limit, respectively. Column "Time(s)" represents the average solution time in seconds on all instances of each group. As we use the time limit as the solution time when an instance cannot be solved, the average solution time could be misleading and biased against BRP-m3. To do a fair comparison, we include two more columns "Time*(s)" and "#Nodes*", which provide the average solution time and the average number of B&B nodes over instances solved to optimality by BRP-m2. Based on the results in Table II , we note that our new MIP formulation BRP-m3 has a superior computational performance over the known best one BRP-m2. In terms of instances solved with feasibility and optimality, BRP-m3 has almost 75% more over BRP-m2. From Table II , we can find that, much more instances can be solved to feasibility or optimality using formulation BRP-m3 than using BRP-m2, especially for difficult instance groups. Regarding the computational time, our new formulation has a drastically stronger power. Especially for instances that can be solved by BRP-m2, it is often the case that BRP-m3 solves to optimality a few hundred times quicker, with averagely two orders magnitude faster than BRP-m2. A similar comparison can be found in the numbers of B&B nodes. It is worth pointing out that for the unique instance in 4-6 exactly solved by BRP-m2, our BRPm3 model generates an optimal solution without any B&B operation, while BRP-m2 involves 1,447 B&B nodes. Indeed, we observe that a large portion of instances in each group can be solved without any B&B operation. Hence, we believe that BRP-m3 is fundamentally different from existing ones, and is very close to the ideal formulation of the BRP.
In Table III we benchmark computational performances of IS algorithms, including the basic (i.e., IS) and the enhanced (i.e., IS*) implementations, with respect to BRP-m2 and BRP-m3. As can be seen, although those IS algorithms are iterative procedures, they actually perform better than BRPm2 and BRP-m3, with 86% and 89% more instances solved to optimality than BRP-m2. Especially for the challenging instances in group 5-5 and 5-6, the enhanced IS* clearly outperforms regular MIP formulations by solving significantly more instances.
C. Computational Results with Height Limit
In this subsection, we present and analyze the performances of our computational methods on instances with height limit. Similar to Table II, we first provide and compare in Table IV CPLEX performance data of MIP formulations BRP-m2 (i.e., m2) and BRP-m3 (i.e., m3).
Based on Table IV , we note again that BRP-m3 has a superior performance over BRP-m2, except group 3-5. Generally, on those instances with height limit, BRP-m3 is able to compute 30% and 39% more with feasible and optimal solutions respectively over BRP-m2. Also, for instances exactly solved by BRP-m2, it is common that BRP-m3 solves to optimality 5-40 times quicker, with averagely 7 times faster than BRPm2. A similar comparison can be found in the numbers of B&B nodes. Regarding group 3-5, although BRP-m3 fails to dominate BRP-m2 completely, it still demonstrates a powerful solution capacity. Among 38 instances optimally solved by BRP-m2, 37 ones actually can be successfully computed by BRP-m3 roughly using 5% of BRP-m2's computational time. In Table V we benchmark IS algorithms with respect to BRP-m2 and BRP-m3. On difficult instances that BRP-m2 does very poorly, e.g., those in group 3-8, 4-5 and 4-6, the enhanced IS* has a clearly advantage. Overall, it is able to solve 54% more instances to optimality over BRP-m2. It is worth noting that although the basic IS performs roughly the same as BRP-m3, the enhanced IS* is significantly better than BRP-m3. Hence, it verifies the benefits of including enhancement techniques on improving our solution capacity.
D. Analysis on Influence of Height Limit
In this subsection, we analyze the influence of height limit on the performances of different computational methods. The numbers of instances solved to optimality are shown in Figure  6 . From this figure, we note that the instances without height limit are actually more challenging to compute for BRPm2. One explanation is that more binary variables have to be introduced to describe the possible stack height during the retrieval process, resulting in a significantly increased dimensionality. As our modeling approach only needs variables describing the relationship between each pair of blocks, it naturally avoids that issue. Another observation is that although the height limit has a non-trivial impact on the basic IS algorithm, enhancement techniques can actually largely reduce that impact, rendering the enhanced IS algorithm the most robust solution method.
VI. CONCLUSION
In this paper, we study the unrestricted BRP with distinct retrieval priorities, the complete retrieval and individual moves. Our results include a general framework to derive strong lower bounds on the number of necessary relocations, a set of demonstrations with respect to existing lower bounds and a new but stronger one. Moreover, we develop two new exact computational methods: a new MIP formulation for the BRP, and a novel MIP formulation based iterative procedure. Our computational results show that the newly proposed lower bound greatly outperforms all existing ones in the literature, and is often less than the optimal value by just a couple of relocations. Also, comparing to a recently published stateof-the-art formulation, our two new computational methods demonstrate superior performances, especially on instances without height limit, where our methods could be multi-order magnitude faster. Future research directions include a further study on the derivation of strong lower bounds under the presented general framework for other BRP variants. Naturally, strong lower bounds can be supplied to develop fast B&B algorithms. Regarding the new MIP formulations, one direction is to perform polyhedral studies to gain theoretical understandings and to achieve computational improvements. f ound ← true 5: for each s in S do 6: if block b T s does not satisfy P5 then 7: if there exist block(s) below b f ound ← false; break APPENDIX C ENHANCED ITERATIVE SCHEME Note that, the details of two fast heuristics and a reparation heuristic therein are omitted for space limitation. generate initial solutions by fast heuristics 5: update and compute BRP-m3R without height limit 6: sln1, L ← the optimal solution and objective value 7: end while 8: if sln1 satisfies height limit then 9: return sln1 10: end if 11: repair sln1 if it violates heights limit, and get sln2 12: if objective value of sln2 equals L then generate initial solutions by fast heuristics 19: update and compute BRP-m3R with height limit 20: sln3, L ← the optimal solution and objective value 21: end while 22: return sln3
