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ON FREELY INDECOMPOSABLE MEASURES
HARI BERCOVICI AND JIUN-CHAU WANG
Abstrat. We show that a probability measure is not a nontrivial free onvolution
if it puts no mass in an interval whose endpoints are atoms. The proof uses analyti
subordination.
1. Introdution
Given two probability measures µ, ν on the real line R, we denote by µ⊞ν their free
onvolution (see [8℄ for the denition of free onvolution). If ν is a point mass, then
the measure µ⊞ν is just a translation of µ. A measure of the form µ⊞ν, where neither
µ nor ν is a point mass, is said to be freely deomposable. Several lasses of measures
are known to be freely indeomposable. For instane, Belinshi proved in [2, 3℄ that
a measure with nontrivial ontinuous singular part is freely indeomposable. More
reently, Chistyakov and Götze observed in [6℄ that measures with nite support are
freely indeomposable (this result also follows from the desription given in [4℄ of the
atoms of a free onvolution.) Both of these lasses of measures are weakly dense in
the set of all Borel probability measures on R.
In this note we will prove that µ is freely indeomposable if there are points α < β
suh that µ({α}) > 0, µ({β}) > 0, and µ((α, β)) = 0. We also prove analogous
results for free multipliative onvolutions ⊠ of measures dened on the positive
half-line R+ = [0,+∞), and on the irle T = {ζ ∈ C : |ζ | = 1}.
2. Additive Free Convolution
Given a probability measure µ on R, we dene the analyti funtion Gµ on C
+ =
{z ∈ C : ℑz > 0} by
Gµ(z) =
∫ ∞
−∞
1
z − t
dµ(t), ℑz > 0.
Note that the measure µ is ompletely determined by the imaginary part of Gµ. Set
C
− = −C+. A free onvolution µ1 ⊞ µ2 is haraterized analytially by the identity
(2.1) G−1µ1⊞µ2(w) = G
−1
µ1
(w) +G−1µ2 (w)−
1
w
,
where G−1µ denote the inverse of Gµ relative to omposition, and w belongs to an
appropriate Stolz angle at zero in C−, say |ℜw| < −ℑw < ε for some ε > 0.
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It was shown by Biane [5℄ (f. also [9℄ for an earlier partial result) that, given
measures µ1 and µ2, there exist analyti funtions ω1, ω2 : C
+ → C+ suh that
(2.2) Gµ1⊞µ2(z) = Gµ1(ω1(z)) = Gµ2(ω2(z)), z ∈ C
+.
The funtions ω1, ω2 are uniquely determined, and they satisfy
lim
y→+∞
ωj(iy)
iy
= 1, j = 1, 2.
Moreover, as observed in [4℄, relation (2.1) an be rewritten as
(2.3) ω1(z) + ω2(z) = z +
1
Gµ1⊞µ2(z)
, z ∈ C+.
The following result is proved in [4℄.
Theorem 2.1. Assume α is an atom of the measure µ1 ⊞ µ2. Then
(1) the limits αj = limε↓0 ωj(α + iε) exist, j = 1, 2.
(2) α1 + α2 = α.
(3) µ1({α1}) + µ2({α2}) = (µ1 ⊞ µ2)({α}) + 1.
(4)
lim
ε↓0
ωj(α+ iε)− αj
iε
=
µj({αj})
(µ1 ⊞ µ2)({α})
, j = 1, 2.
Part (1) atually ours in the proof of Theorem 7.4 of [4℄, while (4) is only impliit
in that proof. The relevant alulation goes as follows for j = 1:
ω1(α + iε)− α1
iε
=
(ω1(α + iε)− α1)Gµ1(ω1(α + iε))
(α+ iε− α)Gµ1⊞µ2(α + iε)
.
By Lemma 7.1 in [4℄, the numerator and denominator of the last fration onverge
respetively to µ1({α1}) and (µ1 ⊞ µ2)({α}) as ε→ 0
+
.
Corollary 2.2. Assume that α and β are atoms of µ1 ⊞ µ2, and write them as
α = α1 + α2, β = β1 + β2
as in the preeding theorem. Then either α1 = β1 or α2 = β2.
Proof. If α1 6= β1 and α2 6= β2, then
2 < 2 + (µ1 ⊞ µ2)({α}) + (µ1 ⊞ µ2)({β}) =
µ1({α1}) + µ1({β1}) + µ2({α2}) + µ2({β2}) ≤ 2,
a ontradition. 
From this point on, we will assume that µ1 and µ2 are not point masses, µ1⊞µ2 has
two atoms α < β, and (µ1⊞µ2)((α, β)) = 0. Let us write α = α1+α2 and β = β1+β2
as in Corollary 2.2. Exhanging µ1 and µ2 if neessary, we may assume that α2 = β2.
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Furthermore, replaing µ2 by µ2 ⊞ δ−α2 , we may assume that α2 = β2 = 0 so that
α = α1 and β = β1 are atoms of µ1 as well as µ1 ⊞ µ2.
Lemma 2.3. The funtions ω1 and ω2 an be extended meromorphially aross
(α, β). Both ontinuations are real-valued on (α, β), with the exeption of at most
one pole.
Proof. Sine ω1, ω2, and 1/Gµ1⊞µ2 take values in C
+
, they have Nevanlinna represen-
tations
ωj(z) = rj + z +
∫ ∞
−∞
1 + tz
t− z
dσj(t), j = 1, 2,
1
Gµ1⊞µ2(z)
= s + z +
∫ ∞
−∞
1 + tz
t− z
dσ(t),
for z ∈ C+, where rj , s ∈ R, and σj , σ are nite positive Borel measures on R. The
identity (2.3) implies that σ1+σ2 = σ. Now, the assumption that (µ1⊞µ2)((α, β)) = 0
implies thatGµ1⊞µ2 an be ontinued analytially aross (α, β), and this ontinuation,
whih we still denote by Gµ1⊞µ2 , is real-valued and stritly dereasing on (α, β).
Sine α, β are atoms of µ1 ⊞ µ2, we have
lim
t↓α
Gµ1⊞µ2(t) = +∞,
and
lim
t↑β
Gµ1⊞µ2(t) = −∞.
Hene, there exists a unique γ ∈ (α, β) so that Gµ1⊞µ2(γ) = 0. It follows that the
funtion 1/Gµ1⊞µ2 an be extended meromorphially to (α, β), with a single simple
pole at γ. This means that σ((α, γ)) = σ((γ, β)) = 0 and σ({γ}) > 0. Therefore
σj((α, γ)) = σj((γ, β)) = 0, and this implies the laimed properties of ωj. 
We will need one more detail about the boundary behavior of ωj whih is given
by the following result.
Lemma 2.4. Let ω : C+ → C+ be an analyti funtion and α, γ ∈ R. Assume that
(1) ω an be ontinued analytially aross (α, γ); and also use ω to denote this
ontinuation.
(2) ω is real-valued on (α, γ).
(3) limε↓0 ω(α+ iε) = α.
(4) the limit
a = lim
ε↓0
ω(α+ iε)− α
iε
is nite.
Then
lim
z→α,ℜz>α
ω(z)− α
z − α
= a,
In partiular, limt↓α ω(t) = α.
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Proof. Note that the limit in (4) always exists, and belongs to (0,+∞]. This is alled
the Julia-Carathéodory derivative of ω at α (see Exerises 6 and 7 in [7, Chapter I℄).
Let us also note that the funtion ω is stritly inreasing on (α, γ). It will be easier
to work with the funtion
ω˜ ≡ ϕ ◦ ω ◦ ϕ−1,
where
ϕ(z) =
z − γ
z − α
, z ∈ C+.
The assumptions means that
(1) ω˜ an be extended meromorphially to (−∞, 0).
(2) ω˜ is real-valued on (−∞, 0), with the exeption of at most one pole, say, at
t0 ∈ (−∞, 0).
(3) limy→+∞ ω˜(iy) =∞, and
(4) the limit
lim
y→+∞
ω˜(iy)
iy
=
1
a
6= 0.
The Nevanlinna integral representation for ω˜ is therefore
ω˜(z) = r +
z
a
+
1 + t0z
t0 − z
σ({t0}) +
∫ ∞
0
1 + tz
t− z
dσ(t), z ∈ C+,
where r ∈ R, and σ is a nite positive Borel measure on [0,+∞). Observe now that∣∣∣∣ tt− z
∣∣∣∣ ≤ 1, t ∈ [0,+∞), ℜz < 0,
and the dominated onvergene theorem easily yields
lim
z→∞,ℜz<0
ω˜(z)
z
=
1
a
.
This is immediately seen to be equivalent to the onlusion of the lemma. 
We are now ready for the main result of this setion. We denote by δt the unit
point mass at t.
Theorem 2.5. Let µ1, µ2 be probability measures on R, and α < β. If α and β are
atoms of µ1 ⊞ µ2, and (µ1 ⊞ µ2)((α, β)) = 0, then either µ1 or µ2 is a point mass.
Proof. Assume to the ontrary that neither µ1 nor µ2 are point masses. We may,
and do, assume that α and β are atoms of the measure µ1. With the notation used
earlier, Lemma 2.4 and (2.3) imply that
lim
t↓α
ω2(t) = 0 = lim
t↑β
ω2(t).
Sine ω2 is stritly inreasing on (α, γ) and (γ, β), the point γ must really be a
pole of ω2 so that ω2((α, γ)) = (0,+∞), ω2((γ, β)) = (−∞, 0). We will prove that
µ2 = δ0 by showing that Gµ2 an be ontinued analytially aross R \ {0}, and the
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ontinuation is real-valued on R \ {0}. Indeed, x a point x0 ∈ R \ {0}. There is
a unique t0 ∈ (α, β), t0 6= γ, suh that ω2(t0) = x0. Moreover, ω2 is onformal in a
neighborhood of t0, so that it has an analyti inverse (with respet to omposition)
ϕ dened in a neighborhood V of x0, with the property that ϕ|V ∩R is real-valued.
Therefore, we dedue from (2.2) that
Gµ2(w) = Gµ1⊞µ2(ϕ(w)), w ∈ V ∩ C
+.
Now, Gµ1⊞µ2 is analyti in a neighborhood of t0, and therefore the omposition
Gµ1⊞µ2 ◦ϕ ontinues analytially to a neighborhood of x0. This ontinuation is real-
valued in an interval around x0 sine Gµ1⊞µ2 is real-valued in an interval around
t0. 
3. Multipliative Free Convolution on R+
Given a measure µ on R+ = [0,+∞), dierent from δ0, we set
(3.1) ψµ(z) =
∫
tz
1− tz
dµ(t),
and
(3.2) ηµ(z) =
ψµ(z)
1 + ψµ(z)
, z ∈ C \ R+.
The measure µ is determined by the funtion ψµ(z) sine z(ψµ(z) + 1) = Gµ
(
1
z
)
.
Note that the funtion ηµ is haraterized by the properties that ηµ(z¯) = ηµ(z),
limt↑0 ηµ(t) = 0, and arg ηµ(z) ∈ [arg z, pi) for all z ∈ C \R+. For two suh measures
µ1, µ2, their free multipliative onvolution µ1 ⊠ µ2 is haraterized by the relation
(3.3) η−1µ1⊠µ2(w) =
1
w
η−1µ1 (w)η
−1
µ2
(w), w < 0.
As in the ase of additive free onvolution, the funtion ηµ1⊠µ2 is subordinated to
ηµj (see [5℄). More preisely, there exist analyti funtions ω1, ω2 : C \R+ → C \R+
suh that
(3.4) ηµ1⊠µ2 = ηµ1 ◦ ω1 = ηµ2 ◦ ω2,
and one an also rewrite (3.3) as
(3.5) ηµ1⊠µ2(z) =
1
z
ω1(z)ω1(z),
for all z ∈ C \R+. The funtions ω1, ω2 are uniquely determined, and they have the
following properties:
(1) limt↑0 ωj(t) = 0, j = 1, 2.
(2) arg z ≤ argωj(z) < pi for all z ∈ C
+
, j = 1, 2.
(3) ωj(z¯) = ωj(z) for z ∈ C \ R+, j = 1, 2.
The analogue of Theorem 2.1 for free multipliative onvolution is proved in [1℄.
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Theorem 3.1. Let α > 0 be an atom of the measure µ1 ⊠ µ2. Then
(1) the limits
1
αj
= lim
ε↓0
ωj
(
1
α
+ iε
)
, j = 1, 2,
exist.
(2) α1α2 = α.
(3) µ1({α1}) + µ2({α2}) = (µ1 ⊠ µ2)({α}) + 1.
(4)
lim
ε↓0
ωj
(
1
α
+ iε
)
− 1
αj
iε
=
µj({αj})
(µ1 ⊠ µ2)({α})
, j = 1, 2.
Assume now neither µ1 nor µ2 is a point mass, α, β ∈ (0,+∞) are atoms of µ1⊠µ2,
α < β, and (µ1 ⊠ µ2)((α, β)) = 0. Then we an write α = α1α2 and β = β1β2 by
Theorem 3.1. As in the additive ase, we may assume that α2 = β2 = 1 so that
α1 = α and β1 = β are atoms of the measure µ1.
Theorem 3.2. Let α < β be two positive real numbers suh that α and β are both
atoms for the measure µ1 ⊠ µ2. If (µ1 ⊠ µ2)((α, β)) = 0, then either µ1 or µ2 is a
point mass.
Proof. With the above notations, we assume that α1 = α, β1 = β, and α2 = β2 = 1.
The proof proeeds as that of Theorem 2.5. Thus, assuming that µ1 and µ2 are not
point masses, we show
(1) ηµ1⊠µ2 ontinues meromorphially aross
(
1
β
, 1
α
)
,
(2) ηµ1⊠µ2 is real-valued on
(
1
β
, 1
α
)
, with the exeption of a simple pole γ ∈(
1
β
, 1
α
)
,
(3) ω1 and ω2 also have ontinuation properties in (1) and (2),
(4) ω2
((
1
β
, γ
))
= (1,+∞), ω2
((
γ, 1
α
))
= (−∞, 1),
(5) ηµ2 is real and analyti on R \ {1}, hene µ2 = δ1.
The formula dening ψµ1⊠µ2(z) makes sense for z ∈
(
1
β
, 1
α
)
, so that (1) and (2)
follow immediately from the assumptions on the measure µ1 ⊠ µ2. The proof of
(3) is analogous to that of Lemma 2.3. More preisely, we an use the Nevanlinna
representation for funtions entering the identity
logω1(z) + log ω2(z) = log ηµ1⊠µ2(z) + log z, z ∈ C
+,
where the prinpal value of the logarithm is used. Property (4) then follows easily
from Lemma 2.4, and the fat that ω2 must be an inreasing funtion on the intervals(
1
β
, γ
)
and
(
γ, 1
α
)
. Finally, (5) follows from the relation
ηµ1⊠µ2(z) = ηµ2(ω2(z))
by loally inverting ω2 around any point in R \ {1}. 
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It should be emphasized that the above result does not hold when α = 0. An
example is provided by the measures
µ1 =
1
3
δ0 +
2
3
δ1, µ2 =
2
3
δ1 +
1
3
δ2.
The free onvolution µ = µ1⊠µ2 satises µ({0}) = µ({1}) = 1/3, while µ((0, 1)) = 0.
The easiest way to see this is to view µ as the distribution of the operator p1(1+p2)p1,
where p1 and p2 are freely independent selfadjoint projetions in a W
∗
-probability
spae (A, τ), and τ(p1) = τ(p2) = 1/3 (We refer to [8℄ for the notions of a W
∗
-
probability spae and of free independene.)
4. Free Multipliative Convolution on T
For a probability measure µ on the unit irle T, the funtions ψµ and ηµ are
dened again by (3.1) and (3.2), but their domain of denition is now the unit disk
D = {z ∈ C : |z| < 1}. Assume that∫
T
ζ dµ1(ζ) 6= 0 6=
∫
T
ζ dµ2(ζ).
Then the free multipliative onvolution µ1 ⊠ µ2 is also haraterized by (3.3) in a
neighborhood of w = 0. The subordination funtions ω1, ω2 map D to D, ω1(0) =
ω2(0) = 0, and relations (3.4) and (3.5) are satised in D. Relation (3.5) is satised
even when µ1 or µ2 has rst moment equal to zero.
It is proved in [1℄ that Theorem 3.1 remains valid in this ontext. The only hanges
needed in the statement are that the limits must be replaed by radial limits. Thus,
the formula in part (1) of Theorem 3.1 beomes
αj =
1
αj
= lim
r↑1
ωj(rα),
while part (4) beomes
lim
r↑1
αj − ωj(rα)
(1− r)α
=
µj({αj})
(µ1 ⊠ µ2)({α})
.
Theorem 4.1. Let µ1 and µ2 be two probability measures on T, and I ⊂ T be an
open ar with endpoints α, β. If α and β are atoms of µ1⊠µ2, and (µ1⊠µ2)(I) = 0,
then either µ1 or µ2 is a point mass.
Proof. Write α = α1α2 and β = β1β2, where α1, β1 are atoms of µ1 and α2, β2 are
atoms of µ2. We may assume that α2 = β2 = 1 so that α1 = α and β1 = β. As in
the earlier results, we show that
(1) ηµ1⊠µ2 ontinues analytially aross I = {ζ : ζ ∈ I},
(2) |ηµ1⊠µ2(ζ)| = 1 for all ζ ∈ I,
(3) ω1 and ω2 also have the ontinuation properties stated in (1) and (2),
(4) ω2
(
I
)
= T \ {1},
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(5) ηµ2 ontinues analytially aross T \ {1}, and |ηµ2(ζ)| = 1 for ζ ∈ T \ {1}.
Consequently, µ2 = δ1.
The ontinuation in (1) and (2) is given diretly by the formula dening ηµ1⊠µ2 .
Observe that the zeros of ηµ1⊠µ2 have no aumulation points in I, and therefore the
Blashke produt B orresponding with these zeros is also analyti aross I. Let us
write the deompositions (see [7, Chapter II℄)
ηµ1⊠µ2(z) = B(z) exp
(∫
T
z + ζ
z − ζ
dσ(ζ)
)
,
ωj(z) = Bj(z) exp
(∫
T
z + ζ
z − ζ
dσj(ζ)
)
, j = 1, 2, z ∈ D,
where σ, σ1, and σ2 are nite positive Borel measures on T. Relation (3.5) implies
that
zB(z) = B1(z)B2(z),
for all z ∈ D, and that
σ = σ1 + σ2.
Thus, the Blashke produts B1 and B2 are also analyti aross I. Moreover, the
fat that |ηµ1⊠µ2(ζ)| = 1 for ζ ∈ I implies that σ(I) = 0. We dedue that σ1(I) =
σ2(I) = 0, and this implies property (3) above. Note that property (3) implies that
|ω′2(ζ)| ≥ 1 for all ζ ∈ I.
The proof of (4) follows from the fat that limζ∈I, ζ→α ω2(ζ) = limζ∈I, ζ→β ω2(ζ) = 1.
To see this, one must use the analogue of Lemma 2.4, whih an be proved by using
the onformal equivalene between C+ and D. Finally, (5) follows from the identity
ηµ1⊠µ2(z) = ηµ2(ω2(z))
by loally inverting ω2 around any point in T \ {1}. 
Referenes
[1℄ S. T. Belinshi, The atoms of the free multipliative onvolution of two probability distributions,
Integral Equations and Operator Theory 46 (2003), 377-386.
[2℄ , A note on regularity for free onvolutions, Ann. Inst. H. Poinaré Probab. Statist. 42
(2006), no.5, 635-648.
[3℄ , The Lebesgue deomposition of the free additive onvolution of two probability distribu-
tions, Arxiv: math. OA/0603104.
[4℄ H. Berovii and D. V. Voiulesu, Regularity questions for free onvolution, Nonselfadjoint
operator algebras, operator theory, and related topis, 37-47, Oper. Theory Adv. Appl. 104,
Birkhäuser, Basel, 1998.
[5℄ Ph. Biane, Proesses with free inrements, Math. Z. 227 (1998), no.1, 143-174.
[6℄ G.P. Chistyakov and F. Götze, The arithmeti of distributions in free probability, Arxiv: math.
OA/0508245.
[7℄ J. B. Garnett, Bounded Analyti Funtions, Aademi Press, New York, 1981.
8
[8℄ D. V. Voiulesu, K. J. Dykema, and A. Nia, Free Random Variables, CRM Monograph Series,
Vol.1, Amerian Mathematial Soiety, Rhode Island, 1992.
[9℄ D.V. Voiulesu, The analogues of entropy and Fisher's information measure in free probability.
I, Comm. Math. Phys. 155 (1993), no.1, 71-92.
9
