Abstract. A category of Brauer diagrams, analogous to Turaev's tangle category, is introduced, and a presentation of the category is given; specifically, we prove that seven relations among its four generating homomorphisms suffice to deduce all equations among the morphisms. Full tensor functors are constructed from this category to the category of tensor representations of the orthogonal group O(V ) or the symplectic group Sp(V ) over any field of characteristic zero. The first and second fundamental theorems of invariant theory for these classical groups are generalised to the category theoretic setting. The major outcome is that we obtain new presentations for the endomorphism algebras of the module V ⊗r . These are obtained by appending to the standard presentation of the Brauer algebra of degree r one additional relation. This relation stipulates the vanishing of an element of the Brauer algebra which is quasi-idempotent, and which we describe explicitly both in terms of diagrams and algebraically. In the symplectic case, if dim V = 2n, the element is precisely the central idempotent in the Brauer subalgebra of degree n + 1, which corresponds to its trivial representation. Since this is the Brauer algebra of highest degree which is semisimple, our generator is an exact analogue for the Brauer algebra of the Jones idempotent of the Temperley-Lieb algebra. In the orthogonal case the additional relation is also a quasi-idempotent in the integral Brauer algebra. Both integral and quantum analogues of these results are given, the latter of which involve the BMW algebras.
Introduction
The fundamental theorems [W] of classical invariant theory are concerned with generators and relations for invariants of classical group actions, and can be formulated in different ways [GW] . A linear formulation [W] of the first and second fundamental theorems describes a spanning set of the vector space of invariant linear functionals on tensor modules, and all the linear relations among the elements of this set. There is also a commutative algebraic formulation which describes the invariants of classical group actions on the coordinate ring of an appropriate module [GW] . The fundamental theorems in this case give a presentation of the algebra of invariant functions as a commutative algebra. The two formulations are equivalent.
Another formulation, which is more frequently encountered in representation theory, is in terms of the (non-commutative) endomorphism algebras of tensor modules. The first fundamental theorem (FFT) in this formulation [GW] describes the endomorphism algebra as the homomorphic image of some known algebra, which is the group algebra of the symmetric group in the case of the general linear group following Schur, and the Brauer algebra [Br] with appropriate parameters in the case of the orthogonal or symplectic group by work of Brauer. However, except in type A (GL n ) there does not seem to exist a standard form of the second fundamental theorem (SFT) in this formulation. A reasonable expectation is that the SFT should provide convenient presentations for these endomorphism algebras, which cannot be deduced from the other two formulations of the SFT in any easy way, except in the case of the general linear group. Since there is a large (non-commutative) algebra of endomorphisms, one might expect that there should be only a small number of relations necessary to generate the ideal of all relations, other than the "Brauer relations". This does indeed turn out to be the case, with a single explicitly described idempotent generating all additional relations as an ideal of the Brauer algebra.
These results permit an analysis of the generic quantum case, which we present, and should lead to results for quantum groups at roots of unity, and for the case where the base field has positive characteristic. This is because our generating elements in both cases are sums of diagrams with coefficients ±1.
In [LZ2, LZ3] , the orthogonal group O(V ) over C with dim V = 3 was investigated (together with its quantum analogue at generic q). We obtained a single idempotent E in the Brauer algebra of degree r ≥ 4, which generates a two-sided ideal that is equal to the kernel of the algebra homomorphism from the Brauer algebra to the endomorphism algebra End O(V ) (V ⊗r ) (the kernel is trivial if r < 4). Thus
End O(V ) (V ⊗r ) can be presented in terms of the standard generators and relations of the Brauer algebra with the single additional relation E = 0.
Remarkably, the situation has turned out to be the same for all the orthogonal groups [LZ4] and symplectic groups [HX] over any field K of characteristic zero. The methods used in the papers [LZ2, LZ3, LZ4] and [HX] are quite different. In [LZ2, LZ3] , we analysed the radical of the Brauer algebra to prove our result, making extensive use of the theory of cellular algebras [GL96, GL03, GL04] . The paper [HX] relied on results on the detailed structure and representations [DHW, HW, RS, X] of the Brauer algebra and BMW algebra [BW] . In particular, it made essential use of a series of earlier papers of Hu and collaborators. In contrast, invariant theory featured much more prominently in [LZ4] .
In the present paper we give a unified treatment of the SFTs for all the orthogonal and symplectic groups in the endomorphism algebra formulation, following a categorical approach inspired by works on quantum invariants of links [J, T1, R, RT, ZGB] .
Recall that a key algebraic result in quantum topology is that the category of tangles is a strict monoidal category with braiding [FY1, FY2, T1] (also see [RT, T2] ) in the sense of Joyal and Street [JS] . The set of objects of this category is N = {0, 1, 2, . . . }, and the vector spaces of morphisms have bases consisting of nonisotopic tangle diagrams. We define a similar, but much simpler category B(δ), the category of Brauer diagrams with parameter δ ∈ K. The space of morphisms of B(δ) is spanned by Brauer diagrams (see Definition 2.1), which include the usual Brauer diagrams [Br] as a special case, as endomorphisms of an object of the category.
Let G be either the orthogonal group O(V ) or the symplectic group Sp(V ), and denote by T G (V ) the full subcategory of the category of finite dimensional G-representations with objects V ⊗r (r ∈ N). There exists an additive functor F : B(ǫm) −→ T G (V ), which is given by Theorem 3.4. Here ǫm = ǫ(G) dim V with ǫ(G) = 1 for O(V ) and −1 for Sp(V ). The functor F is shown to be full in Theorem 4.8 (1) . This significantly generalises the FFTs for the orthogonal and symplectic groups. Both the linear and endomorphism algebra versions of FFT are now special cases of Theorem 4.8 (1) , and their equivalence becomes entirely transparent.
For each pair of objects r, s in the category B(ǫm), the functor F induces a linear map F s r : Hom B(ǫm) (r, s) −→ Hom T G (V ) (V ⊗r , V ⊗s ). A simple description of the subspace KerF s r is obtained in Theorem 4.8(2), which contains the linear version of SFT as a special case.
When s = r, the domain of F r r is the Brauer algebra of degree r, the range is the endomorphism algebra End T G (V ) (V ⊗r ), and the map is an algebra homomorphism. In this case, we want to understand the algebraic structure of the kernel of the map F r r . We explicitly construct an element in the Brauer algebra which generates KerF r r as a two-sided ideal (KerF r r = 0 only when r > d, see Theorem 4.6). The result for the symplectic group is given in Theorem 5.9, and that for the orthogonal group in Theorem 6.10. This leads to a presentation of End T G (V ) (V ⊗r ) upon imposing the condition that this element vanishes. In the case of O(V ), the generating element we obtain is shown to be equal to that obtained in [LZ4] . In the symplectic case, the element of [HX] is a scalar multiple of the one obtained here (Remark 5.10). However our approach yields an explicit formula for the element, both in terms of generators and relations, and in terms of diagrams; moreover we show that the element is (a multiple of) the central idempotent corresponding to the trivial representation of the Brauer algebra on n + 1 strings, if r = 2n. We note that B r (−2n) is semisimple if and only if r ≤ n + 1 (see §7 below). Thus our generating element is an exact analogue of Jones' 'augmentation' idempotent [J, GL98] .
We remark that notwithstanding the fact that convenient formulae for our generating elements involve rational numbers with large denominators, the elements are actually sums of diagrams with coefficients ±1. This permits reduction modulo primes, and an approach to the case of positive characteristic ( §7).
The category of Brauer tangle diagrams provides an appropriate framework for uniformly treating the SFTs of the orthogonal and symplectic groups in the endomorphism algebra formulation because to move between the linear, commutative algebraic and endomorphism algebra formulations, we need to consider arbitrary Brauer diagrams, not only those in the Brauer algebras.
The categorical framework is also the most natural setting for studying the invariant theory of quantum groups [D, L] . In Section 8.3 we present some generalisations of our results to the quantum case, where we show that similar results hold, with the Brauer algebras replaced by the Birman-Murakami-Wenzl algebras.
The category of Brauer diagrams
We begin with a discussion on Brauer diagrams, which could be thought of as a highly simplified version of the tangle diagrams of [FY1, FY2, T1] (also see [RT, T2] ). Tangles in this paper are neither oriented nor framed. In fact we shall find it easier to work with the (equivalent) category of Brauer diagrams, with no reference to tangles.
2.1. The category of Brauer diagrams. Let N = {0, 1, 2, . . . }.
Definition 2.1. For any pair k, ℓ ∈ N, a (k, ℓ) (Brauer) diagram, (or Brauer diagram from k to ℓ) is a partitioning of the set {1, 2, . . . , k + ℓ} as a disjoint union of pairs. This is thought of as a diagram where k + ℓ points (the nodes, or vertices) are placed on two parallel horizontal lines, k on the lower line and ℓ on the upper, with arcs drawn to join points which are paired. We shall speak of the lower and upper nodes or vertices of a diagram. The pairs will be known as arcs. If k = ℓ = 0, there is by convention just one Brauer (0, 0)-diagram. Figure 1 below is a (6, 4) Brauer diagram. Remark 2.2. Such a diagram may be thought of as the image of a tangle diagram (i.e. ambient isotopy class of (k, ℓ) tangles) under projection to a plane. It is straightforward that if overcrossings and undercrossings are identified in a tangle projection, the only invariants of a tangle are the number of free loops and the set of pairs of boundary points, each of which is the boundary of a connected component of the tangle. Hence the identification with Brauer diagrams. We shall therefore not use tangles explicitly.
There are two operations on Brauer diagrams: composition defined using concatenation of diagrams and tensor product defined using juxtaposition (see below). Definition 2.3. Let K be a commutative ring with identity, and fix δ ∈ K. Denote by B ℓ k (δ) the free K-module with a basis consisting of (k, ℓ) Brauer diagrams. Note that B There are two K-bilinear operations on diagrams.
These operations are defined as follows. 
Both operations are clearly associative.
Definition 2.4. The category of Brauer diagrams, denoted by B(δ), is the following pre-additive small category equipped with a bi-functor ⊗ (which will be called the tensor product):
(1) the set of objects is N = {0, 1, 2, . . . }, and for any pair of objects k, l,
; the composition of morphisms is given by the composition of Brauer diagrams defined by (2.1); (2) the tensor product k ⊗ l of objects k, l is k + l in N, and the tensor product of morphisms is given by the tensor product of Brauer diagrams of (2.1).
It follows from the associativity of composition of Brauer diagrams that B(δ) is indeed a pre-additive category. 
′ to the nodes to get the arcs of D ♯ . We shall meet the contravariant functor
3. Generators and relations. Generators and relations for tangle diagrams were described in [FY1, FY2, T1, RT, T2] . The corresponding result for Brauer diagrams is the main result of this section.
Theorem 2.6.
(1) The four Brauer diagrams
, , generate all Brauer diagrams by composition and tensor product (i.e., juxtaposition). We shall refer to these generators as the elementary Brauer diagrams, and denote them by I, X, A and U respectively. Note that these diagrams are all fixed by ♯ , and that * fixes I and X, while A * = U and U * = A. (2) A complete set of relations among these four generators is given by the following, and their transforms under * and ♯ . This means that any equation relating two words in these four generators can be deduced from the given relations.
The relations (2.3)-(2.8) are depicted diagrammatically in Figures 2, 3 and 4.
Proof. We first prove (1) . The fact that the elementary Brauer diagrams I, X, A and U generate all Brauer diagrams under the operations of • and ⊗ may be seen as follows. Fix the nodes of an arbitrary diagram D from k to ℓ, and draw all the arcs as piecewise smooth curves, in such a way that there are at most two arcs through any point, and that no two crossings or turning points have the same vertical coordinate. We may now draw a set of horizontal lines (possibly after a small perturbation of the diagram) such that 
with Y being one of A, U or X. Such an expression will be called a regular expression, and the factors D i elementary diagrams. A product of elementary diagrams in which Y = X for each factor will be called a permutation diagram. An example of a particular regular expressions is given in Figure 5 . This completes the proof of (1 The discussion above shows that to prove the Theorem, it will suffice to show that (2.10) Any two regular expressions for a scaled diagram are equivalent.
We shall extend the notion of equivalence to any expression of the form To prove (2.10) we require some analysis of regular expressions and equivalence. We shall return to the proof after carrying this out.
Definition 2.8.
(
We shall repeatedly apply the following elementary observation, which we refer to as the "commutation principle".
Remark 2.9.
(1) Let E 1 , E 2 be elementary diagrams such that
Part (2) of the Remark states the obvious relations among diagrams depicted in Figure 6 . They follow from the fact that (A ⊗ B)
′ , B, B ′ of appropriate valency, and the relation (2.2). The next two results will be used in the reduction of the proof of Theorem 2.6 (2) to a single case. Proof. Let D, D ′ be two regular expressions for D, and suppose for the moment that P is an elementary permutation diagram. Then P • D and P • D ′ are regular expressions for P • D, and hence are equivalent by hypothesis. Now P • P • D is a regular expression, and it is evident that
, whence D and D ′ are equivalent. This proves the Lemma for elementary P and Q = id.
Applying the above statement repeatedly, we see that for any permutation diagram P , if any two regular expressions for P • D are equivalent, the same is true for D. A similar argument applies to prove the corresponding statement for D • Q, for any permutation diagram Q.
It follows that in proving (2.10), we may pre-and post-multiply D by arbitrary permutation diagrams, and replace D by the resulting scaled diagram.
For the second reduction, we require the following definitions.
Definition 2.11.
, and similarly define the regular expression L(D) for L (D) . Note that if E is elementary, then so is E ⊗ I, so that the above definition makes sense.
Lemma 2.12.
(1) For any regular expression
Then the same sequence of moves using the relations in Theorem 2.6 (2) which convert (D) . A similar argument proves the corresponding statement for R (D) .
To prove the converse, suppose that any two regular expressions for R(D) are equivalent, and that D 1 and D 2 are two regular expressions for D. Then R(D 1 ) and R(D 2 ) are two regular expressions for R (D) , and hence by hypothesis are equivalent. Hence by the above,
The following lemma is the key computation involving the relations in Theorem 2.6 (2). Figure 5 . Let E be an elementary diagram of type A or X which does not 'commute with'
is equivalent to a shorter regular expression unless s = 0 and a(E) = a(E 0 ). In the latter case, E • T s is the identity multiplied by δ.
Let T s be as above and let E be elementary of type A or X. Then E • T s is equivalent to a shorter regular expression (possibly multiplied by δ) or to
Proof. Consider first the case where t(E) = A. If s = 0 and a(E) = a(E 0 ), the claim follows from the loop removal relation (2.6).
Repeating this argument s times, we see that E • T s is equivalent to a regular expression of length s + 1 which includes F • E 0 as a subexpression, where t(F ) = A and a(F ) = a + 1. Applying (2.8), we see that F • E ∼ I ⊗k for some k, and hence E • T s is equivalent to a regular expression of length s − 1.
If a(E) = a + s, then by (2.5), E • E s ∼ E, and we have again shortened
or the * of (2.5), we again reduce the length to show that E • T s is equivalent to a shorter regular expression.
Finally if a(E) = a − 1, we use commutation to show that E • T s is equivalent to a regular expression of length s + 1 with a subexpression of the form E ′ • E 0 , where
for some k, and this completes the proof of (1). Now consider the case where t(E) = X. If a + 1 ≤ a(E) ≤ a + s − 1, then after applying the commutation rule, E • T s is equivalent to a regular expression of length s + 1 which has a subexpression of the form E • E a(E)+1 • E a(E) . But using the braid relation (2.4), this is equivalent to
. Again using commutation, we may now move the last factor below E 0 (since a(E)+1 ≥ a+2).
⊗r for some r, and hence E •T s is equivalent to a shorter regular expression. If a(E) = a − 1, then we may use commutation to
Again applying (2.7), we obtain a factor E • E, and applying (2.3), we again shorten the regular expression E • T s . This completes the proof of (2).
The statement (3) is a summary of the previous two statements.
Completion of the proof of Theorem 2.6 (2). It remains to prove (2.10). It follows from Lemmas 2.12 and 2.10 that to complete the proof of the theorem, it suffices to prove (2.10) for any scaled diagram which can be obtained from D by raising or lowering, or multiplication by a permutation diagram. It follows that we may take
Hence we shall be done if we prove the following result.
(2.11) Any two regular expressions for D = δ N U ⊗r are equivalent.
We shall prove (2.11) by induction on r, starting with r = 0. For convenience, we adopt the following local convention:
(1) scaled diagrams will be simply called "diagrams";
(2) a regular expression D is said to be "δ-equivalent" to another regular expression D ′ if it can be changed to δ k D ′ for some k ∈ Z + by the relations in Theorem 2.6 (2).
Let r = 0 and suppose
0 . We need to show that D is δ-equivalent to the empty regular expression; we do this by showing that every non-empty regular expression for the empty scaled diagram is δ-equivalent to one of shorter length.
Now by valency considerations, we must have D 1 = A and D n = U. Let i be the least integer such that t(D i ) = U; then for all j < i, t(D j ) = A or X. Applying Lemma 2.13 repeatedly, we see that since at least one of the D j for j < i is of type A, D is δ-equivalent to a shorter regular expression. This proves the result for r = 0 Now take r > 0 and let
Then since at least r of the D i must have type U, we have n ≥ r. Moreover if n = r, which happen only if N = 0, then the D i are all of type U, and have odd abscissa, and any such regular expression represents D. Any two such regular expressions (which will be called minimal) are equivalent by the commutation rule (see Remark 2.9).
It therefore suffices to show that if n > r, then D is δ-equivalent to a shorter regular expression.
Clearly we have t(
, and we conclude by induction on r that D ′ is δ-equivalent to a shorter regular expression. Thus we are finished. Let p = p(D) be the least index such that D p is of type U. We have seen that if p = 1 then we are finished by induction. It will therefore suffice to show that D is either equivalent to a regular expression
Thus we take p > 1; then t(D p ) = U, and t(D i ) = A or X for i < p. We now apply Lemma 2.13 to conclude that either we may commute one of the
In the first case, we obtain a regular expression with small p-value; in the second case, in the diagram D 1 • · · · • D n if the nodes are numbered 1, 2, . . . , 2r from left to right, node a(D p ) would be joined to node a(D p ) + p. Hence p = 1, which has been excluded.
In the third case, suppose i is the largest index such that 1 ≤ i ≤ p − 1 and
by application of Remark (2.9), or else we are in the situation of Lemma 2.13 (1). In the former case, we have reduced p; in the latter, by loc. cit.
We have now shown that either D is δ-equivalent to a shorter regular expression, or equivalent to a regular expression which has the same length as D but a smaller p value.
This completes the proof of (2.11), and hence of Theorem 2.6.
Remark 2.14. We note that to prove part (2) of the theorem, we could have proceeded by regarding B(δ) as a quotient category of the category of (unoriented) tangles (see Remark 2.5) and deduce the relations among the generators of Brauer diagrams from a complete set of relations among the generators of tangles given in [T1, §3.2] (suppressing information about orientation). This way we obtain all relations except the one which enforces the removal of free loops and multiplication by powers of δ, i.e., (2.6).
2.4. Some useful diagrams. We shall find the following diagrams useful in later sections of this work. Let
• U and I q = I ⊗q . These are depicted as diagrams in Figure 7 ,
Figure 7.
We shall also need X s,t , the (s + t, s + t) Brauer diagram shown in Figure 8 .
The following result is easy.
Lemma 2.15.
That is, I r = id r for any object r of B(δ).
(2) The following relation holds.
Corollary 2.16. For all p, q and r, define the linear maps
11). These are mutually inverse.
This is clear since by Lemma 2.12, L and R are mutually inverse. 
This is easily seen in terms of diagrams.
2.5. The Brauer algebra. For any object r in B(δ), the set of morphisms B r r (δ) from r to itself form a unital associative K-algebra under composition of Brauer diagrams. This is the Brauer algebra of degree r with parameter δ, which we will denote by B r (δ). The first two results of the following lemma are well known.
Lemma 2.18.
(1) For i = 1, . . . , r − 1, let s i and e i respectively be the (r, r) Brauer diagrams shown in Figure 10 below. Then B r (δ) has the following ... presentation as K-algebra with anti-involution * . The generators are {s i , e i | i = 1, 2, . . . , r − 1}, and relations
where the last five relations being valid for all applicable i.
(2) The elements s 1 , . . . , s r−1 generate a subalgebra of B r (δ), isomorphic to the group algebra KSym r of the symmetric group Sym r . (3) The map * of Lemma 2.17 restricts to an anti-involution of the Brauer algebra.
Parts (1) and (2) follow from Theorem 2.6, noting that any regular expression for a diagram in B r (δ) contains an equal number of factors of type A and U. The stated relations are precise analogues of the relations in Theorem 2.6 (2). Part (3) is easy to prove. However we note that * s i = s r+1−i and * e i = e r+1−i . This is different from the standard cellular anti-involution * of the Brauer algebra. We remark that multiplying the last relation above by e i on the left and using two of the earlier relations, we obtain e i s i+1 e i = e i , a relation which we shall often use, together with its transform under * : e i s i−1 e i = e i . Now we prove some technical lemmas for later use. Lemma 2.19. Let Σ ǫ (r) = σ∈Sym r (−ǫ) |σ| σ ∈ B r (δ), where ǫ = ±1 and |σ| is the length of σ. Represent Σ ǫ (r) pictorially by Figure 11 .
Then the following relations hold for all r.
(1)
Proof. Part (1) (1) is a (r − 2)!-multiple of a Z-linear combination of Brauer diagrams; thus the second term is still defined over Z despite having the coefficient
. The same remark applies to similar terms appearing in Lemma 2.21 and its proof. 
...
(2.12)
Proof. For k = 0, the formula is an identity. The important case is k = 1, where the formula becomes
(2.13)
To prove it, we first obtain from Lemma 2.19(1) with ǫ = −1 the following relation.
Using Lemma 2.19(2) to the first diagram on the right hand side, and applying Lemma 2.19(3) and the corresponding relation under the anti-involution * to the second diagram, we obtain (2.13). The general case can be proven by induction on k. From (2.12) at k, we obtain r · · · ... ...
Using (2.13) in the second term on the right hand side, we arrive at the k + 1 case of (2.12). This completes the proof.
A covariant functor
Let K be a field. Let V = K m be an m-dimensional vector space with a nondegenerate bilinear form (−, −), which is either symmetric or skew symmetric. When the form is skew symmetric, non-degeneracy requires m = 2n to be even. Let G denote the isometry group of the form, so that G = {g ∈ GL(V ) | (gv, gw) = (v, w), ∀v, w ∈ V }. Then G is the orthogonal group O(V ) if the form is symmetric, and the symplectic group Sp(V ) if the form is skew symmetric.
Given a basis {b 1 , . . . , b m } for V , let {b 1 , . . . ,b m } be the dual basis of V , identified with V * via the map v(∈ V ) → φ v (∈ V * ) where φ v (x) := (v, x); thus (b i , b j ) = δ ij . For any positive integer t, the space V ⊗t is a G-module in the usual way:
, which permits the identification of V ⊗t with its dual space
it is independent of the basis, and is invariant under G. We shall consider various G-equivariant maps β : V ⊗s → V ⊗t for s, t ∈ Z ≥0 . Among these we have the following.
(3.1)
They have the following properties.
. Denote the identity map on V by id.
(1) The element c 0 belongs to (V ⊗ V ) G and satisfies P (c 0 ) = ǫc 0 . (2) The maps P ,Č andĈ are all G-equivariant, and
Proof. Equation (3.2) reflects standard properties of permutations, and the relations (3.3) are evident. We prove the other relations. Consider for examplê
The far right hand side is i ǫ = ǫ dim V . This proves the first relation of (3.4). The proofs of the remaining relations are similar, and therfore omitted.
Definition 3.2. We denote by T G (V ) the full subcategory of G-modules with objects V ⊗r (r = 0, 1, . . . ), where V ⊗0 = K by convention. The usual tensor product of G-modules and of G-equivariant maps is a bi-functor T G (V ) × T G (V ) −→ T G (V ), which will be called the tensor product of the category. We call T G (V ) the category of tensor representations of G.
Note that Hom G (V ⊗r , V ⊗t ) = 0 unless r + t is even. The zero module is not an object of T G (V ), thus the category is only pre-additive but not additive.
Remark 3.3. The category T G (V ) is also a strict monoidal category with a symmetric braiding in the sense of [JS] , where the braiding is given by the permutation maps
We have the following result.
Theorem 3.4. There is a unique additive covariant functor F : B(ǫm) −→ T G (V ) of pre-additive categories with the following properties: (i) F sends the object r to V ⊗r and morphism
where F (D) is defined on the generators of Brauer diagrams by
(3.7)
(ii) F respects tensor products, so that for any objects r, r ′ and morphisms
Proof. We want to show that the functor F is uniquely defined, and gives rise to an additive covariant functor from B(ǫm) to T G (V ). By Lemma 3.1, the linear maps in (3.7) are all G-module maps, and by Theorem 2.6(1), the above requirements define F on all objects of B(ǫm); it is clear that F respects tensor products of objects. As a covariant functor, F preseves composition of Brauer diagrams, and by (ii) F respects tensor products of morphisms. It remains only to show that F is well-defined.
To prove this, we need to show that the images of the generators satisfy the relations in Theorem 2.6(2). This is precisely the content of equations (3.4)-(3.6) in Lemma 3.1(2).
Hence for any morphism
Remark 3.5. The functor F is a tensor functor between braided strict monoidal categories.
are well defined and are mutually inverse isomorphisms.
(2) For each pair k, ℓ of objects in B(ǫm), the functor F induces a linear map (3.8) and the following diagrams are commutative.
Proof. Part (1) follows by applying the functor F to Corollary 2.16, using Theorem 3.4. Now for any
Since F preserves both composition and tensor product of Brauer diagrams, (F (D) ). This proves the commutativity of the first diagram in part (2). The commutativity of the other diagram is proved in the same way.
We shall require the next lemma, which is surely well known. Nevertheless, we supply a proof by adapting some computations in [ZGB] to the present context.
where A r and U r are the capping and cupping operations defined above. Then
The map J : B r r (ǫm) → K is referred to as the Jones trace on the Brauer algebra.
) for the map defined by
The result follows.
Theory of invariants of the orthogonal and symplectic groups.
Henceforth we assume that K is a field of characteristic zero.
4.1.
The fundamental theorems of invariant theory. Let G be either the orthogonal group O(V ) or the symplectic group Sp(V ). For any t ∈ N, the space V ⊗t is a G-module, and hence so is its dual space V ⊗t * = Hom K (V ⊗t , K). The space of invariants (V ⊗t * ) G = Hom G (V ⊗t , K) consists of linear functions on V ⊗t which are constant on G-orbits. One formulation of the first fundamental theorem of classical invariant theory for the orthogonal and symplectic groups [W, GW] is as follows.
Theorem 4.1. The space (V ⊗t * ) G is zero if t is odd. If t = 2r is even, any element of (V ⊗t * ) G is a linear combination of maps of the form γ α (α ∈ Sym 2r ), where
Now Sym 2r evidently acts transitively on the set of γ α through its action on V ⊗r by place permutations: for π ∈ Sym 2r , π.γ α := γ α • π −1 = γ πα . Moreover the centraliser H in Sym 2r of the involution (12)(34) . . . (2r − 1, 2r) , which is isomorphic to Sym r ⋉ (Z/2Z) r , clearly takes γ 1 to ±γ 1 . Hence if T r := Sym 2r /(Sym r ⋉ (Z/2Z) r ) is a left transversal of Sym r ⋉ (Z/2Z) r in Sym 2r , it follows that each function γ α is equal to ±γ β , with β ∈ T r , and hence that Corollary 4.2. With notation as in Theorem 4.1, and writing T r for the transversal above, (V ⊗t * ) G is spanned by {γ α | α ∈ T r }. 
since Sym(S) acts on m + 1 positions, and therefore the alternating sum has a factor which is an element of Λ m+1 (V ), which is zero since m = dim(V ).
Remark 4.5. (i) When the form is symmetric, the inner sum in the third line of Equation (4.3) may be zero for the trivial reason that an involution in S might fix γ. Thus some of the relations above are trivial in the orthogonal case.
(ii) Although απ may not be in T r above, it is always the case that γ απ = ±γ β for some β ∈ T . Thus the Lemma does provide linear relations among the γ α for α ∈ T r .
The second fundamental theorem for the orthogonal and symplectic groups [W] may be stated as follows [GW] . 
Categorical generalisations of the fundamental theorems.
We now return to the category B(ǫm) of Brauer diagrams with parameter ǫm (where ǫ = ǫ(G)) and the covariant functor F : B(ǫm) −→ T G (V ). Recall that the group algebra KSym r is embedded in the Brauer algebra B r (ǫm) of degree r. In particular, Σ ǫ (r) belongs to B r r (ǫm). Let φ r = F (Σ ǫ (r)) ∈ End G (V ⊗r ) = H r r . Then for any r vectors
In particular, if r = m + 1, then φ r = 0 as an element in H 
The first and second fundamental theorems of classical invariant theory for the orthogonal and symplectic groups can be respectively interpreted as parts (1) and (2) of the following theorem. . Hence without loss of generality, we may assume that ℓ = 0. When ℓ = 0, the theorem is true trivially when k is odd. Thus we only need to consider the case ℓ = 0 and k = 2r.
(1). By Corollary 4.2, every element of H 0 2r is a linear combination of functionals γ α for α ∈ T r . As remarked in Remark 4.3, the elements of T r are in canonical bijection with pairings of the set [1, 2r] , i.e. the partitioning of [1, 2r] into a disjoint union of pairs. Let D be the diagram corresponding to α ∈ T r . Then F (D) = γ α . Thus F 0 2r is surjective, and so is also F ℓ k for all k and ℓ. This proves part (1) of the theorem.
(2). Note that every (2r, 0) Brauer diagram is mapped by F to a γ α of the form (4.1). Thus if r ≤ d, then KerF 
, and since we have 
By appropriately choosing σ, we can ensure that A • σ −1 is of the form shown in Figure 13 and the other vertices all appear at the left end and right end. Here t denotes the number of edges in A • σ −1 with both vertices in {1, 2, . . . , i}, and t ′ that of the edges with both vertices in {i + 2n + 2, i + 2n + 3, . . . , 2r}. Note that after such a σ is chosen, π ∈ Sym S ′ acting on A • σ −1 permutes only vertices labeled by •. Thus every term on the right hand side of (5.2) is of the form Figure 13 with the same t and in Figure 14 , and E is the product of some e i 's composed with a permutation in Sym 2n+1+q−p (D 3 and E may not be unique). Analogously, 
Lemma 5.2. The element Φ is a linear combination of Brauer diagrams with integral coefficients, thus is defined over the ring Z of integers.
Proof. We claim that each
is an integral sum of Brauer diagrams despite the appearance of the denominator. This is obvious when k = 0 since
For k > 0, we let τ := Σ(n+1)•(I n+1−2k ⊗U ⊗k ) and β :
It is important to observe that both τ and β are invariant under the interchange of the end points of each A or U and under permutations of the A factors or U factors. Thus they are 2 k k! multiples of Z-linear combinations of Brauer diagrams; that is,
are Z-linear combinations of Brauer diagrams. It is obvious from the symmetry of Σ(n + 1) that any permutation of the bottom n+1−2k vertices in τ does not change τ ; similarly permutations of the top n+1−2k vertices in β do not change β. Thus
This proves the claim, and hence the lemma.
Lemma 5.3. The element Φ has the following properties:
Proof. Part (3) follows from the fact that * Ξ k = Ξ k for all k. Part (2) immediately follows from (1).
Since * (e i • Φ) = Φ • e n+1−i , we only need to show that e i • Φ = 0 for all i in order to prove part (1) . In view of the symmetrising property of Σ(n + 1), it suffices to show that e n • Φ = 0. Consider (I n−1 ⊗ A 1 ) • Ξ k , which can be shown to be equal to
. . .
by using Lemma 2.21 with δ = −2n. Note that each Brauer diagram summand of the first term has n + 1 − 2k through strings, while the summands in the second term have n − 1 − 2k through strings. Using (5.4) one shows by simple calculation that
Hence (I n−1 ⊗ A 1 ) • Φ = 0, which implies statement (1). To prove part (4), we note that the trace of
is equal to the dimension of the subspace F (Φ)(V ⊗(n+1) ), since
is an idempotent by part (2). In order to evaluate tr
, we first consider tr
, which is given by
where the last step uses Lemma 2.19(2) with ǫ = −1. Using (2.13), one can show that 2k ...
Putting these formulae together, we arrive at
There is a binomial coefficient identity stating that the far right hand side is equal to zero. Hence F (Φ) is the zero map on V ⊗(n+1) .
The corollary below follows from Lemma 6.2 and the fact that πΣ(n + 1)π
Corollary 5.4. The element Φ/(n + 1)! is the central idempotent in B n+1 n+1 (−2n) which corresponds to the trivial representation ρ 1 of B n+1 n+1 (−2n), defined by ρ 1 (s i ) = 1 and ρ 1 (e i ) = 0 for all i. It generates a 1-dimensional two-sided ideal of B n+1 n+1 (−2n). Remark 5.5. Another formula for Φ/(n + 1)! was given in terms of Jucys-Murphy elements in [IMO] .
5.3. The main theorem. Recall the natural embedding of the Brauer algebra of degree s in that of degree t for any t > s.
Definition 5.6. For each r > n, let Φ r be the two-sided ideal in the Brauer algebra B r r (−2n) generated by Φ. Remark 5.7. A priori, elements such as
We have the following result. 
We first want to show that
From the formula for Φ, we obtain
Thus Σ(r) ∈ Υ(r) ≥1 .
Note that for any z ∈ Υ(r − 2k) ≥1 , Σ(r)(z ⊗ I 2k )E r r (k)Σ(r) belongs to Υ(r) ≥k+1 . We can always re-write Υ(r) k as
] , and (5.5) is proved. Now consider Σ(2n + 1). It follows from (5.5) that Σ(2n + 1) 2 can be expressed as a linear combination of elements in Φ 2n+1 and also elements of the form
Using the symmetrising property of Σ(2n + 1), we can write this element as Σ(2n + 1)(
By Corollary 4.10, Ψ ij = 0 for all i, j ≥ 1 + n 2
. Hence Σ(2n + 1) 2 belongs to Φ 2n+1 , and so does also Σ(2n + 1).
The following is one of the main results of this paper. Proof. Only the second statement requires proof. Thus we assume that r ≥ n + 1. Consider first the case r = n + 1. Then there is only one D(p, q) with p = n and q = 0 (see Figure 12 ). Using Σ(n + 1) = Φ − [
Note that 
. Now we use induction on r to show that the theorem holds for r > n + 1. If p = 0, the diagram corresponds to Σ(2n + 1), which belongs to Φ 2n+1 by Lemma 5.8. Assume n ≥ p ≥ 1, and let r = 2n + 1 − p + q. Consider D(p, q) • Σ(2n + 1 − p) by using the the formula
We obtain an expression for D(p, q) of the form
where c k are scalars, D 0 ∈ Φ r , and Remark 5.10. Any element which generates the kernel KerF n+1 n+1 = Φ n+1 must be a nontrivial scalar multiple of Φ. It was proved in [HX] that for all r ≥ n + 1, KerF r r is generated by a single generator belonging to KerF n+1 n+1 . Therefore, our Φ provides an explicit formula for this generator (up to a scalar multiple). This is evident from the definition of these elements. They also have the following properties.
Lemma 6.2.
Proof. Both (1) and (2) (ii) we only need to consider subsets S of [1, 2r] which will not lead to the trivial vanishing of A S discussed in Remark 4.5 (i). With these modifications, the arguments following (5.1) may be repeated verbatim, leading to the conclusion that KerF Post-multiplying the diagram in Figure 17 by the invertible element X m+1−p,p , we obtain Figure 16 up to a sign. This completes the proof.
Remark 6.5. Figure 17 is the p = q analogue of Figure 14 . In the present case, diagrams of the form Figure 14 with p > q vanish identically, since Σ +1 (m + 1) is the total antisymmetriser in Sym m+1 . 
The case k = 1 of (6.1) can be obtained by setting t = i and s = m + 1 − i. Now use induction on k. Post-composing
By using (6.2) in the bottom half of the second diagram on the right hand side, we obtain (6.1) for k + 1, completing the proof. 
, the lemma states that the E i are the elements defined in [LZ4, Definition 4.2] with the same notation. . This will be done in two steps.
(i). We first show that for each i ≤ m 2 , there exist scalars x i (j) such that
The case i = 0 is obvious as we have E 0 = A(1, m + 1). Thus we only need to consider the case with i ≥ 1.
Let us label the vertices of E i (see Figure 16 ) in the bottom row by 1, 2, . . . , m + 1 from left to right, and those in the top row by 1
Since A(1, m + 1) has through strings only, a Brauer diagram in E i can only have the following types of edges (an edge is represented by its pair of vertices)
and the numbers of edges in L × R and in L ′ × R ′ must be equal. Thus it follows Lemma 6.2(2) and the antisymmetrising property of A(1, i) and A(i + 1, m + 1) that E i is a linear combination of Ξ i (j).
(ii). To determine the scalar x i (0), we observe that the terms in A(1, m+ 1) which do not contain s i make up −1 = c i (0). Now we determine the x i (k) for all k > 0. By Lemma 6.2(3), e i E i = 0. Using (6.1) in this relation, we obtain
The recurrent relation with
The following result is an easy consequence of Lemma 6.7. Recall the elements X s,t ∈ Sym s+t shown in Figure 8 .
Corollary 6.9. For all i = 0, 1, . . . , m + 1, we have
Proof. It is easy to show pictorially that X i,M +1−i Ξ i (j)X m+1−i,i = Ξ m+1−i (j) for all j ≤ i. Since c i (j) = c m+1−i (j), this proves the claim of the corollary.
6.3. The main theorem. The following theorem is Theorem 4.3 in [LZ4] , which is the main result of that paper. generates KerF r r . Using some general properties of the symmetric group and Corollary 6.3, we showed in [LZ4, §7] that E i−1 is contained in the ideal generated by E i for each i = 1, . . . , ℓ. The theorem follows.
The case of positive characteristic
The following statement is an immediate consequence of [RS, Theorem 2.3 ].
Lemma 7.1. Let n, r ∈ Z >0 . The following are equivalent for the Brauer algebras over Z.
(1) The Brauer algebra B r (n) is semisimple.
(2) The Brauer algebra B r (−2n) is semisimple.
(3) r ≤ n + 1.
It follows from this that n+1 is the largest value of r such that B r (n) and B r (−2n) are semisimple. The idempotents we have found are thus each in the 'last' Brauer algebra which is semisimple. This is in complete analogy with the situation in the Temperley-Lieb algebra when q is a root of unity, where the radical of the Jones trace function is the idempotent corresponding to the trivial representation of the 'last' semisimple Temperley-Lieb algebra (see [GL96, Cor. 3.7, Remark 3.8]) .
Note that our basic setup in this paper remains the same over the ring Z of integers. Since we will deal with the orthogonal and symplectic groups simultaneously in this section, we write the functor F as 
2 ) of Lemma 6.2 are linear combinations of Brauer diagrams over Z.
Lemma 7.2. We have Φ ∈ KerF r −1,r and E k ∈ KerF r 1,r (for all k) over any field K. Proof. For the elements E k , the claim immediately follows from their definition and of Theorem 7.3 (2). It was also proved in [LZ4] .
Next note that by Lemma 5.2, Φ is defined over Z. It follows from Lemma 7.1 that B r (−2n) is semi-simple over K, and KerF r −1,r is the 2-sided ideal of B r (−2n) corresponding to the one-dimensional simple module. The element Φ is a central quasi-idempotent contained in this 2-sided ideal.
The following result is a generalisation of Theorem 4.8 to fields of positive characteristic.
Theorem 7.3. Over any field K of characteristic char(K) ≥ m + 2,
(1) the functor F ǫ : B(ǫm) −→ T G (V ) is full; (2) the map F ℓ ǫ,k is injective if k+ℓ ≤ 2d, and KerF
In the orthogonal case, this was proved in [LZ4, Theorem 9.4 ] as an application of [1, Prop. 21] . Although the symplectic case is surely in the literature, we have been unable to find it, and therefore provide the following sketch of the argument, which may be found in [ALZ] . Note that it provides a proof of the second fundamental theorem in positive characteristic for the symplectic groups.
. Then we may consider the symplectic Lie algebra G R over R, and the corresponding R-forms V R and B R = (B r (−m)) R . Note that by Lemma 5.2 we may regard Φ as an element of B R . It is shown in [ALZ] , that if M is a tilting module for G R and K is a field with φ : R → K a ring homomorphism, then End
is a tilting module. This implies (cf. [ALZ, Cor. 3.4 
, and the result follows. Scholium 7.4. Let K be a field of characteristic char(K) ≥ m + 2. Then the kernel of the algebra homomorphism F r ǫ,r : B r (ǫm) −→ End G (V ⊗r ) as a two-sided ideal in the Brauer algebra is generated by Φ in the case of the symplectic group (i.e., ǫ = −1), and by E = E ℓ with ℓ = m+1 2 in the case of the orthogonal group (i.e., ǫ = 1).
Remark 7.5. Recent results of Hu and Xiao show that Scholium 7.4 is valid for all fields K such that char(K) > 2.
8. Quantum analogues.
8.1. Background. Let U q + (resp. U q − ) be the quantised enveloping algebra in the sense of [LZ1, §6] of the Lie algebra o m (C) (see [LZ1, 8.1.2] for the definition) (resp. sp m (C)), over the field K = C(q), where in the latter case we require that m = 2n is even. Write A q for the subring of C(q) consisting of rational functions with no pole at q = 1. Denote by V q = K m the quantum analogue of the natural representation of U q . The study of the endomorphism algebras End Uq (V ⊗r q is closely analogous to the classical case we have been considering, which may be thought of as the limit as q → 1 of the quantum case, in a way we shall shortly make precise.
In particular, there are homomorphisms from certain specialisations of the BirmanMurakami-Wenzl algebra BMW r (q) to End Uq (V ⊗r q ), and the classical case is essentially the limit of the quantum case in the sense that lim q→1 BMW r (q) = B r , the Brauer algebra. Let us recall the details (see [LZ2, §4] ). Let y, z be indeterminates over C and write A = C[y ±1 , z]. The BMW algebra BMW r (y, z) over A is the associative A-algebra with generators g ±1 1 , . . . , g ±1 r−1 and e 1 , . . . , e r−1 , subject to the following relations:
The braid relations for the g i :
The Kauffman skein relations:
The de-looping relations:
The next four relations are easy consequences of the previous three.
It is easy to show that BMW r (y, z) may be defined using the relations (8.1), (8.3), (8.5) and (8.7) instead of (8.1), (8.2) and (8.3), i.e. that (8.2) is a consequence of (8.5) and (8.7).
8.2. Specialisations and integral forms. Now in both the orthogonal and symplectic cases, V q is the simple U q -module correponding to the highest weight ε 1 using the standard notation for the weights as in [Bour] , and we have the following decomposition of V ⊗2 q : (8.8)
where L λ is the simple module corresponding to the dominant weight λ, and L 0 is the trivial module. The eigenvalues of the R-matrixŘ on these respective components are as follows (see [LZ1, (6.12 Now define two C-algebra homomorphisms ψ ± : A → A q as follows. ψ + (y) = q 1−m , ψ + (z) = q − q −1 , ψ − (y) = −q −1−m , ψ − (z) = q − q −1 . We then obtain two A q -algebras BMW ± r (q) := A q ⊗ ψ ± BMW r (y, z), and we write BMW ± r (K) := K ⊗ ι BMW ± r (q), where ι is the inclusion of A q into K. It follows from (8.6) that in these two specialisations, we have e have A q -forms U q (A q ), V ⊗r q (A q ) such that U q (A q ) acts on V ⊗r q (A q ), and the projections to the components in (8.8) are defined over A q , so that the decomposition (8.8) is compatible with the A q forms. We may therefore take lim q→1 := C ⊗ ψ 1 − of all A q -modules in (8.9), where ψ 1 : A q → C takes q to 1. It is well known that lim q→1 (U q ǫ ) = sp m (C) if ǫ = −1, and o m (C) if ǫ = +1, and that lim q→1 (BMW ǫ r (q)) = B r (ǫm). In the proof of the next result we shall make extensive use of the cellular structure of BMW ǫ r (q) and its relationship to the cellular structure of B r (ǫm), as described in [LZ2, Proposition 7.1] .
We therefore recall the following facts from loc. cit.. (iii) In the orthogonal case, there is an idempotent in BMW + m+1 (q) which generates Ker(η q ).
If we write σ i ∈ B r (−m) for the transposition (i, i + 1), then with a slight abuse of notation, we have lim q→1 (g i ) = σ i and lim q→1 e i = e i . Taking limits, the relations above show that Φ 1 := lim q→1 Φ q is central in B d+1 (−m) and satisfies e i Φ 1 = Φ 1 e i = 0 and σ i Φ 1 = Φ 1 σ i = Φ 1 for all i. It follows that Φ 1 = cΦ, for some non-zero scalar c, and hence by (i), that Φ q generates Ker(η q ).
(iii) In the orthogonal case, it follows from Theorem 6.10 that Ker(η) is generated by an idempotent element Φ ∈ B m+1 (m), which may be taken to be a scalar multiple of E ℓ . Now B m+1 (m) is semisimple, and hence there are primitive central idempotents I 1 , . . . , I s ∈ B m+1 (m) such that I 1 + · · · + I s = 1. Hence Φ = ΦI 1 + · · · + ΦI s . Suppose without loss of generality that ΦI j = 0 if j ≤ t, and ΦI j = 0 if j > t. Then the ideal genrated by Φ is equal to that which is generated by Ψ := I 1 + · · · + I t . For clearly Φ ⊆ I 1 + · · · + I t , but conversely if ΦI j = 0, the two sided ideal generated by ΦI j includes the simple ideal generated by I j , and hence I j itself. So I 1 + · · · + I t ⊆ I 1 , . . . , I t ⊆ Φ . We shall show that there is an element Ψ q ∈ BMW + m+1 (q) with properties analogous to those of Φ q in (i), but for Ψ. First observe that by the same agrgument as in (ii) (using Lemma 8.1) the algebra BMW + m+1 (q), and hence BMW + m+1 (K), whose cell modules have the same Gram matrices, are semisimple. It follows that there are unique primitive central idempotents Φ 1,q , . . . , Φ t,q ∈ BMW + m+1 (K) which correspond to the same cells as Φ 1 , . . . , Φ t respectively (recall that Λ parametrises the cells of both BMW + m+1 (K) and B m+1 (m), and hence also their minimal two-sided ideals). For each i, there is an element f i (q) ∈ A q such that f i (q)Ψ i,q ∈ BMW + m+1 (q). Using the same argument as in (ii), f j (q) may be chosen so that lim q→1 (f j (q)Ψ j,q ) = f j (1)I j = 0. Then Ψ q := f 1 (q)f 2 (q) . . . f t (q)(Φ 1,q + · · · + Φ t,q ) ∈ BMW + m+1 (q), and satisfies:(i) Ψ 2 q = F (q)Ψ q , where F (q) = f 1 (q) . . . f t (q) and (ii) lim q→1 (Ψ q ) = F (1)Ψ. It now follows from (i) that Ψ q generates Ker(η q ).
We remark finally that Hu and Xiao [HX] have also contributed to the subject of this section.
8.3. Further comments. The invariant theory of quantum groups [D, L] in a broad sense has been extensively studied. One aspect of it is the quantum group theoretical construction [R, RT, ZGB] (see [T2] for a review) of the Jones polynomial of knots [J] and its cousins. It was in this context that the braided monoidal category structure of the category of quantum group representations rose to prominence.
In the quantum case, the right replacement of the category of Brauer diagrams is the category of (nondirected) ribbon graphs [RT, T2] , also known as the category of framed tangles. The Reshetikhin-Turaev functor [RT] gives rise to a full tensor functor from this category to the category of tensor representations of the symplectic quantum group, or the orthogonal quantum group defined in [LZ1] . This is the quantum analogue of Theorem 4.8 (1) .
The FFT of invariant theory for quantum groups is best understood in terms of endomorphism algebras (see e.g., [DPS, LZ1] ). However, in order to establish a quantum analogue of FFT in the polynomial formulation, one has to go beyond commutative algebra and consider quantum group actions on noncommutative algebras. This was developed in [LZZ] .
