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State-transition models are employed to project future prevalence rates of risk factors and diseases
within populations. Sensitivity analysis should be performed to assess the reliability of the results but
often the number of inputs of the model is so huge, and running the model is so time-consuming, that
not all methods of sensitivity analysis are practically available.
Screening methods detect which inputs have a major inﬂuence on the outputs. We brieﬂy review
the available screening methods, and discuss one in particular, Morris’ OAT Design. We applied the
method under different assumptions to a module of the RIVM Chronic Diseases Model, where we
projected the rates of never smokers, former smokers and current smokers in time up to the year 2050,
based on smoking rates, start, stop and quit rates from 2003 and information on selective mortality in
smokers from the literature. Different assumptions with regard to the interval of the inputs used for
screeing led to different conclusions, especially with regard to the importance of quit and relapse rates
versus initial prevalence rates. This should not to be read as a lack of validity of the method, but it
shows that any sensitivity method cannot be automated in a form that runs without expert guidance on
the ranges.
& 2011 Elsevier Ltd. Open access under the Elsevier OA license.1. Background
State-transition models are employed to project future trends
of risk factors and disease prevalence rates within populations.
Sensitivity analysis should be performed to assess the reliability
of the results and to detect the input variables that contribute
most to the variability of the output. The number of input
variables in a state-transition model is often large and software
to run this type of models often has long running times, so that
Monte Carlo methods for probabilistic sensitivity analysis (PSA)
are practically not feasible. Because of that, this kind of analysis is
rarely applied to state-transition models.
This research originated from the wish to perform sensitivity
analysis on a particular state-transition model, the RIVM Chronic
Diseases Model [1]. This model has been employed by the RIVM
(the Dutch National Institute for Public Health and the Environ-
ment) to forecast the future distribution of risk factors and severalStatistics and Bioinformatics,
n, Leiden, The Netherlands.
H.C. van Houwelingen),
.
sevier OA license.chronic diseases within the Dutch population and to support
decision making on health policies.
With thousands of inputs, performing a full PSA including all
input variables of the Chronic Diseases Model is unpractical, so a
preliminary choice of the most important inputs should be made.
A particular type of sensitivity analysis methods has been
developed for this situation, which are called screening methods.
One of the main purposes of a screening method is to detect those
inputs that are un-inﬂuential for the output variability in order to
perform the more sophisticated PSA method on only the subset of
the most important inputs.
We applied a particular screening method, Morris’ OAT Design,
to the RIVM Chronic Diseases Model. Morris’ OAT Design is one
of the most used screening methods [3], but not in association
with state-transition modelling, where inputs are of different
magnitude.
We will ﬁrst brieﬂy review existing screening methods. Within
the screening methods we will look in more detail at Morris’ OAT
Design and describe its procedure and some aspects to be taken
into account when applying this method.
We will then give a description of the model on which we
perform the Morris’ method: the RIVM Chronic Diseases Model.
Next, the experimental plans will be described and the results
will be shown. Finally, the usefulness of the method will be
discussed.
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2.1. Screening methods
The main objective of a screening method is to detect inputs
which are un-inﬂuential, that is, do not contribute importantly to the
variability of the output. Once the inputs have been screened, more
sophisticated PSA method can be used on the remaining inputs.
Screening methods can also be used to verify the model structure, to
validate the model or to perform a pre-calibration exercise.
Ideally one would like to use global method that screens the
whole input space. However, in practise running time of models is
often prohibitive for doing so, and also numerical complexity
might force one to use more local methods [2]. The simplest
methods are the one-at-a-time (OAT) experiments. The inﬂuence
of each input is obtained by varying each input in turn, while
keeping the others constant. In practice, for each input two
extreme values are chosen (generally equidistant from the stan-
dard value of the input). Then the model output is evaluated at
these extremes and compared to the output obtained at the
standard value of the input. This kind of method is quite simple
and its computational cost is low: generally the number of model
evaluation is of the order of k, where k is the number of model
inputs. However, this kind of methods does not track interactions
among inputs and its results are only valid for the particular point
of the input space that has been chosen as standard. Furthermore,
the results depend on the model characteristics, (i.e. if the model
is non-monotonic, the method could erroneously detect impor-
tant inputs as not inﬂuential) [3].
A method that avoids these shortcomings has been proposed
by Morris [4]. This method consists of many OAT experiments
performed at different points of the input space. With Morris’ OAT
design it is possible to determine which inputs have linear and
additive effects and which have non-linear effects or are involved
in interactions with other inputs. It is also possible to trace non-
monotonic input–output relationships and the method is model
independent, that is, it does not rely on a priori assumptions
about model characteristics. Although this method does not
require any a priori assumptions about the model, its perfor-
mance depends on the level of complexity of the model itself.
The number of model evaluations for this methods is of the
order of ln(kþ1), where l is linked to the number of values
the input is allowed to assume within its range [5] and k is the
number of inputs. An extensive description of the method with
the subsequent modiﬁcation [6] is given in the following section.
Another OAT design is Cotter’s method [7], also called sys-
tematic fractional replicate design. Each factor is allowed to vary
from a maximum value to a minimum and vice versa, while the
others stay at either a low or a high level. This method does not
require any assumption about interactions, but it can leave an
important input undetected.
A different approach to the problem is represented by the
group screening designs. With these methods the inputs are
initially grouped into subsets. By changing the composition of
the different subsets the most inﬂuential inputs are found.
Andres’ Iterated Fractional Factorial Design (IFFD) [8] and
Bettonvil’s Sequential Bifurcation (SB) [9] belong to this type of
methods, which are suitable in cases where a few inputs deter-
mine most of the output variability.
Since several RIVM Chronic Diseases Model inputs are of the
same kind, their inﬂuence is highly correlated. Methods like the
IFFD and SB therefore might not work properly in this setting, as
interchanging of two correlated inputs will hardly inﬂuence the
outcome. Also, because of this correlation, and because of the
structure of our model, we do not expect that only a few factors
are inﬂuential. As Morris’ method furthermore carries out a moreglobal screening of the input space than Cotter’s method, we
employed Morris’ method and investigated its characteristics and
suitability for this model.2.2. Morris’ method
Morris’ method consists of several randomized one-at-a-time
experiments in which the inﬂuence of an input on the output is
assessed; that means that one input is varied keeping the others
constant.
Morris’ method has the following steps:1) a base xn value for the rescaled input vector x is randomly
chosen (sampling for each xi a value from a set Oi).
For simplicity the input vector is rescaled so that xiA[0,1]
from the actual change of the inputs.2) one of the k components of xn, let say the ith, is randomly
chosen and increased or decreased by Di (with equal prob-
ability) such that the new vector xð1Þ ¼ ðx1,. . .,xi1,xi7Di,
xiþ1,. . .,xkÞAO: if xi¼maxi the component can only be
decreased, if xi¼mini the component can only be increased.3) Some sensitivity measure for the ith input is then computed. In
the standard Morris’ method this is the elementary effect
EEiðxð1ÞÞ ¼
yðxð1ÞÞyðxnÞ
7Di
ð1Þ
This sensitivity measurement approximates the derivative of
the output at this region of the input space.4) another component, let say the jth, is randomly chosen among
those that have not been changed and randomly increased or
decreased by Dj, ja i, such that the new vector xð2Þ ¼
ðx1,. . .,xi7Di,. . .,xj7Dj,. . .,xkÞAO, and the sensitivity measure
for the jth input is then computed
EEjðxð2ÞÞ ¼
yðxð2ÞÞyðxð1ÞÞ
7Dj
ð2Þ
The last step is repeated n times.
In our case we chose n so that all the inputs are increased
(or decreased) exactly once, but other choices are possible. The
whole procedure is performed several times; let us say r, in order to
obtain for each input r values of the sensitivity measure. Then for
every input a set of r values of the sensitivity measure is available.
Finally Morris’ method computes some ﬁnal sensitivity mea-
sures from these values: these are the mean li and the standard
deviation ri of the sensitivity measure. The greater li, the greater
the overall impact of input i on the output is, while a high standard
deviation ri indicates that the input has a non-linear effect or that
it is involved in interactions with other inputs. If the input–output
relationship is non-monotonic, the elementary effects can be of
opposite sign and cancel each other out in the computation of li.
For this reason it has been proposed [6] to calculate the mean of
the absolute values of the elementary effects li
n.
Borgonovo [10] describes a method of decomposing the
change in output into a set of sensitivity measures for ﬁnite
changes, allocating effects to sensitivity measures representing
different orders of interaction. Here we limit ourselves to the
overall measure of change.
For application of the method, several entities have to be
chosen. First of all, a range of variation {mini, maxi} has to be
chosen for the unscaled input i. Second, depending on this,
a discrete number p has to be chosen that determinates the
number of values which the input is allowed to take within the
range. The choice of r depends on p; the choice of p¼4 and r¼10
has been suggested [11–13].
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rescaled input xi is going to be changed. Practically the ith input
can then assume a value within the set
Oi ¼ 0,
1
p1 ,
2
p1 ,. . .,1
 
ð3Þ
It has been suggested that Di should be chosen as Di¼p/[2(p1)]
[5–13]. In this case, the range is divided into p/2 overlapping sub-
ranges, which all span more than half of the sampling range.
The intersection of two subsets will be greater with greater p.
However, the exploratory properties are better when intervals do
not overlap, as in this case the input-parameter space is explored
with greater resolution, given the same number of samples. As
a simple example, consider the function y¼cos(x) with xA[p,2p]
and take p¼4. In this case, it is clear that Di¼p/2 (p–1)¼2/3 does
not work in detecting the non-monotonic behavior while Di¼1/
(p1)¼1/3 does.
For these reasons we explored the case of an alternative
choice, Di¼1/(p1), which divides the range into p1
non-overlapping subsets, in addition to using the usual choice.
Fig. 1 shows the sub-ranges in which the input range is divided by
the different choice of Di for p¼4 and p¼10.
Fourth, a sensitivity measurement has to be chosen, which
traces how the output of interest changes if the input is changed.
The sensitivity indices on which the Morris’ method is based are
the so called elementary effects, deﬁned by Morris [4] as
EEiðxÞ ¼
yðx1,. . .,xi1,xi7Di,xiþ1,. . .,xkÞyðxÞ
7Di
ð4Þ
where x¼ ðx1,. . .,xkÞ is the vector which components are the
inputs of the model while yðxÞ is the output of the model.
The elementary effect can be seen as an approximation of the
partial derivative at point x. Several sensitivity indices exist inFig. 1. Examples of input range partition. Subsets in which the input ranges are
divided in the case Di¼1/(p1) (1/3 for p¼4; 1/9 for p¼10) and in the case Di¼
p/[2(p1)] (2/3 for p¼4; 5/9 for p¼10).literature (see Borgonovo [2] for a review) and some issues
related to their choice have been raised [14–16], but in this paper
we present only results using the standard elementary effect.
A ﬁfth aspect of themethod is the sampling procedure of the input
vector xi* . After sampling xi* we choose randomly to apply a step of
Di or þDi, except when x*i ¼0 or xi* ¼1, when only þDi or Di are
possible. However, if we use Di¼1/(p1), then randomly sampling
the base value xi* from Oi according to a uniform distribution, will
imply that not all p1 non-overlapping subset in which the range is
divided have the same probability of being explored. In particular, a
subset which includes as one of its endpoint mini or maxi has
probability of being explored equal to 3/(2p) while this is equal
to 1/p for the other subsets. In such a situation, all the sensitivity
measures will be determined more by the values of the elementary
effect of the extreme part of the input range than by that of the inner
regions. A reasonable way to avoid this is to select the base values for
the inputs not from a uniform distribution but from the distribution
1=½2 ðp1Þ if xni Afmini,maxig
1=ðp1Þ if xni AOi\fmini,maxig
(
ð5Þ
2.3. The RIVM Chronic Diseases Model
The model on which sensitivity analysis has been performed is
the RIVM Chronic Diseases Model (CDM) [17]. This is a tool to
describe the effects of changes in risk factors, such as smoking,
alcohol, etc., on the related chronic diseases and the mortality due
by these risk factors, such as cardiovascular disease, cancer, etc.
The mathematical model structure is that of a multi-state
transition model, based on the life table method. The model states
are deﬁned by risk factor classes and disease states. State transi-
tions are possible between classes for any risk factor, any disease
state, and to death. The model describes the life course of cohorts
in terms of changes between risk factor classes and changes
between disease states over the simulation time period. Risk
factors and diseases are linked through relative risks on disease
incidence. The main model parameters are: the population numbers (in the year in which we start modeling),
 initial risk factor class prevalence rates and transition rates for
all risk factors,
 initial prevalence rates, incidence rates and excess mortality rates
for all diseases, and remission rates when applicable to a disease,
 relative risk values speciﬁed by risk factor and disease.
All model parameters and variables are speciﬁed by gender and
5-year age-classes. The time step used for modelling is 1 year. The
main model outcome variables are incidence rates, prevalence rates
and mortality counts speciﬁed by disease, and integrative measures
such as total and disability-adjusted life years [18].
The outputs of interest in this example, that span only a
limited part of the RIVM Chronic Diseases Model outputs, are
the projected prevalence rates of never smokers, smokers, former
smokers for the whole Dutch population aged 15 and older up to
year 2055. The inputs relevant to these outputs (a total of 360)
that have to be screened are: risk factor transition rates (starting rates, quitting rates,
relapsing rates) speciﬁed by gender and within gender by
5-year age classes. These rates are derived from 2003 data, but
assumed to apply also to future years. never smokers, smokers and former smokers prevalence rates in
2003 speciﬁed by gender and within gender by 5-year age classes the relative risks of getting speciﬁc diseases (coronary heart
disease, other coronary heart disease, congestive heart failure,
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disease, diabetes, lung cancer, stomach cancer, oesophagus
cancer, larynx cancer, bladder cancer, kidney cancer, pancreas
cancer, oropharyngeal cancer) speciﬁed by gender and within
gender by 5-year age classes.
2.4. Experimental plan
Two aspects of the Morris’ method were varied, using three
different experimental plans (Table 1). For all three experimentalTable 1
Differences among the experimental plans.
EXP1 EXP2 EXP3
Di p
2ðp1ÞðmaximiniÞ
p
2ðp1ÞðmaximiniÞ
p
2ðp1ÞðmaximiniÞ
Input vector
sampling
procedure
Equal probabilities (5) (5)
Input ranges Different for each
kind of input
Different for each
kind of input
Equal
Fig. 2. Estimated mean of the absolute values of the elementary effects rescaled to [
smokers, smokers and former smoker from 2005 up to 2055 and for the three experi
prevalence rates speciﬁed by 5-years age classes for males; inputs 16–30: smokers prev
speciﬁed by 5-years age classes for males; inputs 46–60: start rates speciﬁed by 5-year
for males; inputs 75–90: quit rates speciﬁed by 5-years age classes for females; inputs
relapse rates speciﬁed by 5-years age classes for females.plans (EXP 1, EXP 2, EXP 3) we chose p¼4. The value of Di for the ﬁrst
plan is p/[2(p1)], while for the other two it is 1/(p1). The base
values xi* have been selected from Oi according to a uniform
distribution for the ﬁrst experimental plan, and according to the
distribution deﬁned in Eq. (5) for the others. This ensures that
the subsets in which the input range is divided (overlapping in the
ﬁrst case, not overlapping in the other cases) have the same
probability of being selected. The experiment EXP 3 differs from the
ﬁrst two by using different input ranges (mini, maxi). The ranges are
chose as follows:
EXP 1 and 2: we took the maximum and the minimum
value of a particular type of input over all age and gender groups,
and took their difference as the range, centering the range on the
nominal values of each input (the value currently in use for
the CDM).
EXP 3: here we took the width of the ranges the same for all
inputs, namely 0.3. The ranges are centered as before at the
nominal value of the input.
As suggested in literature [11–13], we choose r¼10. Table 1
summarizes the differences among the three experimental plans.
For each experiment the sensitivity indices l, l* and r have been
calculated and rescaled to [0,1].0,1]. The values have been computed for the projected prevalence rate of never
mental plans EXP 1, EXP 2 and EXP 3. Black¼1, white¼0. Inputs 1–15: smokers
alence rates speciﬁed by 5-years age classes for females; inputs 31–45: start rates
s age classes for females; inputs 61–75: quit rates speciﬁed by 5-years age classes
91–105: relapse rates speciﬁed by 5-years age classes for males; inputs 106–120:
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Fig. 2 shows the indices ln for the output projected prevalence
rate of never smokers/smokers/former smokers in the Dutch
population aged 15 and older at projected-years 2005–2055 calcu-
lated for the three different experimental plans EXP 1, EXP 2 and
EXP 3. 240 of the 360 inputs we considered did not have any effect
on the outputs for all the experimental plans: these inputs are the
relative risks. The results on the other inputs shown in Fig. 2 shows
(not surprisingly) that the proportion of never smokers were not
inﬂuenced by quit and relapse rates, while rates of former and
current smokers were inﬂuenced by both start, quit and relapse
rates. The inﬂuence of starting prevalence rates was important for
short-term projects, but their inﬂuence was estimated differently in
EXP 3, where they were important only on very short term, while a
longer inﬂuence was seen in EXP 1 and 2. In EXP 1 and 2, the
projected number of former smokers was mostly inﬂuenced by the
relapse rates, while in EXP 3 quit rates were more important.
In general the ranking obtained in EXP 1 is almost the same as
that of EXP 2 for any projected year. This means that no relevant
differences are seen if we divide input range into two overlapping
subsets instead of three non-overlapping subsets.
The choice of the experimental plan EXP 3 produces almost
always great differences in results. This clearly means that the
choice of the input ranges heavily inﬂuences the screening of the
inputs.
For our model we concluded that the relative risks, that
determine the force of selective mortality, are of less importance
for projections of the number of future smokers than the para-
meters inﬂuencing smoking rates.
Behaviour of l and r was consistent with the behaviour of ln
(results not shown).4. Discussion
When a model has a large number of inputs, not all of them
will have an inﬂuence on the output of interest. For this reason it
could be very useful to detect all those inputs with an irrelevant
impact on the output in order to proceed with the analysis by
focusing the research only on the most important variables.
Screening methods can be employed to tackle this issue.
Morris’ OAT design is one of the most popular and commonly
used screening experiments. We compared different versions of
this method in the application to a state-transition model
(the RIVM Chronic Diseases Model). In our application we
changed: (1) the range of variation for every input and (2) the
way of generating the base value for the input vector. We did use
the simple version of this method (random sampling of trajec-
tories). Recently, sampling schemes have been developed that
explore the input space more efﬁciently by maximizing the
dispersion of sampling trajectories in the input space [19].
In our application, the choice of the value of Di seems to have
minimal inﬂuence on the ranking of the inputs, probably because
the input–output relationships in our example model are almost
linear and monotonic.
What mostly inﬂuences the results of the method is the choice
of the input ranges. Completely different ranks are obtained if we
consider ranges having all the same width (EXP 3) instead of
different inputs having different ranges (EXP 1 and EXP 2).
Therefore the choice of range should be carefully considered [3]
and systematic use of expert opinions could be used to determine
these ranges.
Another issue with the Morris’ method we encountered during
the analysis is the way of grouping the inputs into an inﬂuential
set and a non-inﬂuential set. Since the method provides onlyrankings of inputs on the basis of the sensitivity index, it is not
possible to deﬁne a threshold that separates the important factors
from the unimportant ones in a standard and mathematical way.
This disadvantage of the method could be avoided by ﬁxing as a
criterion a particular percentage of reduction in the number of
inputs the researcher would like to reach.5. Conclusions
The results produced by the Morris’ method applied to the
analysis of the RIVM Chronic Diseases Model led to different
conclusions. Using ranges that seemed sensible gave signiﬁcantly
different results from using ranges that were set to a standard
value. This should not to be read as a lack of validity of the method,
but it shows that any sensitivity method cannot be automated in a
form that runs without expert guidance on the ranges.Conﬂict of interest statement
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