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Quantum metrology is a general term for methods to precisely estimate the value of an unknown
parameter by actively using quantum resources. In particular, some classes of entangled states can
be used to significantly suppress the estimation error. Here, we derive a formula for rigorously
evaluating an upper bound for the estimation error in a general setting of quantum metrology
with arbitrary finite data sets. Unlike in the standard approach, where lower bounds for the error
are evaluated in an ideal setting with almost infinite data, our method rigorously guarantees the
estimation precision in realistic settings with finite data. We also prove that our upper bound shows
the Heisenberg limit scaling whenever the linearized uncertainty, which is a popular benchmark in
the standard approach, shows it. As an example, we apply our result to a Ramsey interferometer,
and numerically show that the upper bound can exhibit the quantum enhancement of precision for
finite data.
PACS numbers: 03.65.Wj, 03.67.-a, 02.50.Tt, 06.20.Dk
I. INTRODUCTION
High-precision measurement is one of the most im-
portant techniques for developing science and technol-
ogy. Quantum metrology is a general term for methods
to precisely estimate the value of an unknown param-
eter by actively using quantum resources like entangle-
ment and squeezing [1–3]. For example, when we use
a separable state on an N -partite system in a Ramsey
interferometer, an estimation error of phase, δφ, scales
as O(1/
√
N) (the standard quantum limit, SQL). On
the other hand, when we use an entangled state like a
Greenberger-Horne-Zeilinger (GHZ) state with the same
number of particles, δφ scales as O(1/N) (the Heisenberg
limit, HL). Such quantum enhancement of precision has
been experimentally achieved in several quantum systems
like quantum optics [4], ions [5], and atoms [6].
One of the main goal of quantum metrology theory
is to derive a fundamental lower bound on the estima-
tion error. So far many different benchmarks for the
estimation error have been proposed and analyzed [3].
The most popular benchmark is the root mean squared
error (RMSE), and there are two standard approaches
for analyzing the RMSE. One is to apply a linear ap-
proximation of an estimation method to the RMSE. The
approximated RMSE is called a linearized uncertainty
(LU). The other is to analyze the classical and quantum
Crame´r-Rao bounds (CRBs), which are lower bounds on
the RMSE for a class of estimation methods. LU and
CRBs show the SQL scaling for separable states and the
HL scaling for some entangled states.
From a theoretical viewpoint, LU and CRBs both are
interesting and important quantities. From an experi-
mental viewpoint, however, there are two problems with
the use of these quantities. First problem is about their
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φ-dependency. LU and CRB are functions of the param-
eter to be estimated. The true value of the parameter
is unknown in experiments, which is the reason why we
try to estimate it. This means that we cannot know the
exact values of LU and CRB in experiments, although
it is possible to estimate their values from experimental
data. Second problem is about their invalidity for finite
data. In experiments an amount of available data is fi-
nite. A linear approximation is used in the derivation of
the LU, while many estimation methods used in quan-
tum metrology like a maximum-likelihood estimator are
nonlinear functions of data, and the nonlinearity is not
negligible for finite data. CRBs are lower bounds of the
RMSE, and they are not attainable when the amount of
data is finite [7]. Unattainable lower bounds on an esti-
mation error cannot be used to guarantee an estimation
precision. Because the final goal of quantum metrology
experiments is a highly precise estimation of an unknown
parameter, it is best to rigorously guarantee an estima-
tion precision, if possible. In order to do that, we need an
upper bound on an estimation error satisfying two con-
ditions: (1) be independent of the unknown parameter
φ, and (2) be valid for finite data.
In this paper, we derive an upper bound satisfying
these two conditions for a general setting in quantum
metrology. In Sec. II, we explain the setting, notation,
and our approach. In Sec. III, we introduce an estima-
tion method called a least squares estimator and give a
theorem about the estimator. The upper bound shown
in the theorem makes it possible to rigorously guarantee
the estimation precision in experiments with finite data,
which is not possible by the standard approach of quan-
tum metrology theory. We sketch the proof, and the
details are given in Appendix B. In Sec. IV, we prove
that the upper bound shows the scaling same as the LU,
which means that the upper bound shows the HL scal-
ing whenever the LU shows it. As an example, we apply
our method to a Ramsey interferometer with N atoms,
and perform Monte Carlo simulations for N = 1 ∼ 100.
2FIG. 1. A procedure for quantum metrology: first, we pre-
pare a known quantum state ρ on a probe system. Second,
the state undergoes a dynamical process with an unknown
parameter φ. Third, we perform a known measurement on
the probe system and obtain an outcome. Fourth, we repeat
the steps described above n times. Then we obtain data con-
sisting of n outcomes. Finally, we calculate an estimate of φ
from the data with an estimation method.
The numerical results indicate that the upper bound can
exhibit the quantum enhancement of precision for finite
data. In Sec. V, we discuss how to treat known and un-
known systematic errors in our approach. We summarize
this paper In Sec. VI.
II. PRELIMINARIES
A. Procedures and assumptions
We consider the following procedure of quantum
metrology (Fig. 1):
Step. 1 Prepare a known quantum state ρ on a probe
system.
Step. 2 The state undergoes a dynamical process κφ with
an unknown parameter φ. Our aim is to estimate
φ ∈ Φ := [φmin, φmax], where φmin and φmax are
upper and lower values of possible φ and are as-
sumed to be known.
Step. 3 After the dynamical process, the state changes
to a state ρφ = κφ(ρ), which depends on φ. We
perform a known measurement on the state and
obtain a measurement outcome.
Step. 4 Repeat steps 1 to 3 a number n of times [8]. Then
we have data consisting of n outcomes, xn =
{x1, . . . , xn}.
Step. 5 Calculate an estimate of the parameter, φestn (x
n),
from the data by a data processing method φest.
This function from data to a real value is called
an estimator.
The measurement performed in Step. 3 is described
by a positive operator-valued measure (POVM) Π =
{Πx}x∈X , which is not necessarily a projective measure-
ment. We assume that the measurement outcomes are
bounded, i.e., −∞ < a ≤ x ≤ b < +∞. This assump-
tion is valid in practice, because there are technical cut-
offs on observable values of measurement outcomes in
any experiment. The probability distribution is given by
p(x|ρφ,Π) = Tr[ρφΠx]. Let E[Π|ρφ] andV[Π|ρφ] denote
the expectation and variance of measurement outcome of
Π, respectively. The expectation is a function of φ, and
let f denote the function, i.e., f(φ) := E [Π|ρφ]. We as-
sume that f is injective and that the derivative df
dφ
does
not take zero for any φ ∈ Φ. Let Rf denote the range
of f , i.e., Rf := {f(φ)|φ ∈ Φ}. Then g := f−1 exists for
Rf , and we have φ = g (E [Π|ρφ]). So, if we know the
value of the expectation, we can calculate the value of φ.
B. Estimators
For given data xn, we define the sample mean Sn :=
1
n
∑n
i=1 xi, where xi is the i-th outcome in the n out-
comes. The sample mean converges to the expectation
E[Π|ρφ] in the limit of n going to infinity (the law of
large numbers). It might seem natural to consider a di-
rect inversion estimator, φDIn (x
n) := g(Sn). In general,
however, the direct inversion estimator does not work
well, because the sample mean is a random variable and
can be out of Rf , which is caused by a statistical fluc-
tuation originated from the finiteness of n. The inverse
function g = f−1 may not exist outside Rf , and we may
not be able to calculate φDIn (x
n) there. Even if g exists,
φDIn (x
n) can be out of Φ.
One solution to avoid this problem of φDI men-
tioned above is a maximum-likelihood estimator (MLE),
φMLn (x
n) := argminφ′∈Φ
∏n
i=1 p(xi|ρφ′ ,Π). Unlike φDIn ,
an estimate of the MLE always exists and takes a value
in Φ. The MLE has good statistical properties, for ex-
ample, it attains the Crame´r-Rao bound in the limit of n
going to infinity [9]. The asymptotic (n ∼ ∞) behavior
of the MLE is well known in classical statistics [10], but a
rigorous analysis for finite n is an open problem. Instead
of the MLE, we consider a different estimator relatively
easier to be analyzed.
C. Standard benchmarks
Let us choose an estimator φest. The estimates
φestn (x
n) depend on data and probabilistically fluctuate.
This means that we can observe estimates deviated from
the true parameter φ. This difference is called an esti-
mation error of the estimator. To evaluate an estimation
error is an important topic in quantum metrology.
As explained in Sec I, the most popular benchmark is
the root mean squared error (RMSE), which is defined
as
(δφ)RMSE :=
√
E
[
|φestn − φ|2
]
. (1)
Generally speaking, a direct analysis of the RMSE itself
is difficult, since the RMSE is a function of the dynamics
κφ and our choice of the initial state ρ, measurement Π,
3and estimator φest. There are two approaches to reduce
the degree of this difficulty for analyzing the RMSE.
The first approach is to approximate the RMSE for
the DI estimator. When the number of repetition n is
sufficiently large, we can approximate the RMSE of the
DI estimator as follows:
(δφ)RMSE(ρ, κφ,Π, φ
est = φDI, n) ≈ (δφ)LU := BLU√
n
,(2)
where
BLU :=
√
V[Π|ρφ]∣∣∣ ddφE[Π|ρφ]∣∣∣ . (3)
In this approximation, the nonlinearity of the DI esti-
mator is ignored. In other words, the R.H.S. of the Eq.
(2) is the RMSE of the linearized DI estimator, and it is
called the linearized uncertainty (LU). The details of this
approximation are given in Appendix A2. An advantage
of the LU is that the analysis is easy, because it consists
of the variance and derivative of expectation with respect
to a single outcome. Estimates of BLU such as
√
V[Π|ρφ]∣∣∣ ddφE[Π|.ρφ]∣∣∣
∣∣∣∣∣∣
φ=φDIn (x
n)
(4)
are calculated in some experiments [11–13].
The second approach is to analyze an asymptotic lower
bound of the RMSE, which is independent of our choice
of estimator. Let us introduce two classes of estimators in
statistical estimation theory. When the expectation of an
estimator with respect to n equals to the true parameter,
the estimator is called unbiased for n. When the deriva-
tive of the expectation converges to one in the limit of n
going to the infinity, the estimator is called asymptoti-
cally unbiased. For any unbiased estimator with respect
to n, the following inequality holds under certain normal
conditions [9, 14, 15]:
(δφ)RMSE(ρ, κφ,Π, φ
est, n) ≥ 1/
√
n · FC(φ, ρ,Π) (5)
≥ 1/
√
n · FQ(φ, ρ), (6)
where FC and FQ are quantities called the classical and
quantum Fisher information, respectively. The Eqs. (5)
and (6) are called the classical and quantum Crame´r-Rao
inequality for finite n, respectively. Most of estimators
in quantum metrology, which include DI an MLE, are bi-
ased for finite n, which is originated from the nonlinear
parametrization of probability distributions. This means
that the Crame´r-Rao inequalities for finite n is not ap-
plicable for quantum metrology. However, most of “nat-
ural” estimators in quantum metrology, which includes
DI and MLE again, are asymptotically unbiased. For
any asymptotically unbiased estimator, the following in-
equality holds under certain normal conditions [9, 14, 15]:
lim
n→∞
√
n · (δφ)RMSE (ρ , κφ,Π, φest, n)
≥ 1/
√
FC(φ, ρ,Π) (7)
≥ 1/
√
FQ(φ, ρ). (8)
where Eqs. (7) and (8) are called classical and quantum
Crame´r-Rao inequalities for asymptotic n, respectively.
The MLE attains the classical Cramer-Rao bound (CRB)
for asymptotic n [9]. An advantage of the CRBs is their
generality for our choice of estimator and measurement.
The classical CRB is independent of estimators, and the
quantum CRB is independent of measurement. So, clas-
sical and quantum CRBs are used for evaluating ultimate
performances of a combination of ρ and Π or ρ, respec-
tively.
From a theoretical viewpoint, LU and CRBs are inter-
esting and important quantities. However, they are not
suitable for rigorously evaluating an estimation error in
experiments with finite n because of the following two
reasons. (1) LU and CRBs are functions of the unknown
parameter φ, and we cannot know their exact values in
experiments. Of course, we can estimate their values by
calculating quantities like Eq. (4), but the calculated
values are estimates that can be different from the exact
value. (2) LU and CRBs are not valid for finite n as ex-
plained in this subsection. When n is sufficiently large,
we may be able to validate the use of them, but it is un-
clear which n can be interpreted as sufficiently large. In
order to rigorously evaluate an estimation error for finite
n, we need another benchmark.
D. Confidence intervals
Roughly speaking, confidence intervals are intervals in-
cluding the true parameter with high probability. We
propose the size of an confidence interval as a new bench-
mark in quantum metrology. When an interval I is a
function of data and is independent of φ, the function is
called an interval estimator. We would like to find an
interval estimator such that the interval estimates I(xn)
include φ with high probability. When I(xn) ∋ φ holds
with probability at least 1 − ǫ for any φ ∈ Φ, the inter-
val estimator is called a confidence interval with (1− ǫ)-
confidence level. For example, I = Φ is a confidence
interval with 1-confidence level. This example is trivial
and useless. We need a nontrivial and useful confidence
interval. The following two properties are required for a
“nontrivial” and “useful” confidence interval in quantum
metrology experiments.
Property. 1 Its size converges to zero in the limit of n
going to infinity.
Property. 2 Its size can show a quantum enhancement
when we use a quantum resource in quantum
metrology experiments.
4In this paper, we propose a new confidence interval and
prove that it has two properties mentioned above.
Before moving on to our results, let us note their dif-
ference from known results. Confidence interval and con-
fidence level are well known concepts in classical statis-
tics, and there are many statistical techniques to calcu-
late them for finite data [16]. Most of these techniques
are, however, based on the normal distribution approxi-
mation (NDA), and a confidence interval calculated with
the NDA is called an approximate confidence interval.
The NDA is valid when the number of measurement tri-
als n is sufficiently large (the central limit theorem), but
again, it is not clear which n can be considered as suffi-
ciently large. Therefore, it is not rigorous to apply ap-
proximate confidence intervals for finite data in experi-
ments. In contrast to an approximate confidence interval,
a confidence interval calculated without any assumption
on probability distribution is called an exact confidence
interval. Our new confidence interval is an exact confi-
dence interval, and to the best of our knowledge, it is the
first exact confidence interval for quantum metrology.
An exact confidence region, which is a generalization
of confidence interval to higher dimensional spaces, for
quantum tomography was proposed in [17]. The estima-
tion object in quantum tomography is quantum state,
process, or measurement, which includes multi param-
eters. Some readers might think that the result in
[17] would be applicable for quantum metrology because
quantum metrology is an estimation problem of quantum
process with single parameter, but this is not correct.
Quantum process tomography and quantum metrology
are different problems from statistical viewpoints, and
the result for quantum tomography obtained in [17] is
not applicable for quantum metrology. The main dif-
ference is from the difference of their parametrization of
probability distribution. In quantum tomography, the
probability distribution of measurement outcome can be
linearly parametrized by the estimation object. In quan-
tum metrology, on the other hands, the estimation object
is single parameter, but the parametrization of probabil-
ity distribution is nonlinear. In general, statistical es-
timation problems with linearly parametrized and non-
linearly parametrized probability distributions have dif-
ferent statistical properties. For example, the classical
CRB for finite data is attainable in the linear case, but it
is not attainable in the nonlinear case [18]. Actually, in
quantum tomography, there exists an unbiased estima-
tor that attains the equality of the classical Cramer-Rao
inequality for any finite data, but in quantum metrol-
ogy, there do not exist any unbiased estimators that at-
tain the equality for finite data. This is caused from the
difference of their parametrizations. Therefore quantum
process tomography and quantum metrology are differ-
ent problems in statistical estimation. Additionally, the
linearity of the parametrization in quantum tomography
is used in the derivation of the exact confidence region in
[17], and the result is not applicable for quantum metrol-
ogy. In order to derive an exact confidence interval that
reflects quantumness of resources in quantum metrology,
we need new mathematical techniques.
III. RESULTS
We consider the least squares (LS) estimator,
φLSn (x
n) := argmin
φ′∈Φ
|Sn − f(φ′)| . (9)
Same as the MLE, the LS estimates φLSn (x
n) always exist
and take values in Φ. Let us define
SLSn := argmin
r′∈Rf
|r′ − Sn| , (10)
Vmax := (b − a)2/4, (11)
Vn :=
1
n− 1
n∑
i=1

xi − 1
n
n∑
j=1
xj


2
, (12)
L := max
φ′∈Φ
∣∣∣∣∣
{
df
dφ
(φ′)
}−3
· d
2f
dφ2
(φ′)
∣∣∣∣∣ . (13)
Note that Vn is the unbiased sample variance of the data
and satisfies E[Vn] = V [Π|ρφ]. Using the quantities in-
troduced above, we define three functions of data xn and
an user-specified constant ǫ.
δ1(x
n, ǫ) :=
1∣∣∣ dfdφ(φLSn )∣∣∣
√
2
n
Vmax ln
2
ǫ
+
L
n
Vmax ln
2
ǫ
, (14)
δ2(x
n, ǫ) :=
1∣∣∣ dfdφ(φLSn )∣∣∣
{√
2
n
Vn ln
4
ǫ
+
8(b− a)
3(n− 1) ln
4
ǫ
}
+
L
2
{√
2
n
Vn ln
4
ǫ
+
8(b− a)
3(n− 1) ln
4
ǫ
}2
, (15)
δ(xn, ǫ) :=
{
δ1(x
n, ǫ) if n = 1
min {δ1(xn, ǫ), δ2(xn, ǫ)} if n ≥ 2 (16)
The following theorem guarantees that the deviation
of the LS estimates from the true parameter is upper
bounded by δ with high probability.
Theorem 1 For any number of measurement trials n ≥
1, user-specified constant ǫ ∈ (0, 1) , and true parameter
φ ∈ Φ,
|φLSn (xn)− φ| ≤ δ(xn, ǫ) (17)
holds with probability at least 1− ǫ.
Theorem 1 means that the δ defined in Eq. (16) is a rig-
orous “error bar” on LS estimates φLSn (x
n) for arbitrary
finite data. On the other words, φ = φLSn (x
n)± δ(xn, ǫ)
holds with high probability 1 − ǫ, where we choose the
value of ǫ as small as we like. The δ(xn, ǫ) becomes larger
as we choose smaller ǫ. This means that, if we require a
5higher confidence level for a fixed n, the “error bar” be-
comes larger for safe. If we want to keep the confidence
level, we need to increase the number of measurement.
We sketch the proof of Theorem 1, with the details
shown in the Appendix B. The LS estimator is a non-
linear function of the sample mean, which is the origin
of the main difficulty for the analysis. We use the Tay-
lor expansion up to the second order with the remainder,
and reduce the problem to an analysis on the deviation of
the sample mean from the true expectation, |Sn − f(φ)|.
In the reduction, we use the contractivity of the LS esti-
mator, i.e.,
|SLSn − f(φ)| ≤ |Sn − f(φ)|, ∀xn, φ ∈ Φ. (18)
The contractivity is one of the two main keys in this
proof, and this is the reason why we choose the LS esti-
mator. After the reduction, we use two inequalities for
evaluating |Sn−f(φ)|. One is Hoeffding’s inequality [19],
which is well known in classical statistics. The other is
the empirical Bernstein inequality [20], which is a new
mathematical tool developed for finite data analysis in
machine learning. The empirical Bernstein inequality is
the second key in this proof. It enables us to show a re-
lation to the linearized uncertainty explained later. By
combining these inequalities, contractivity, and Taylor
expansion, we obtain Theorem 1.
It is important that δ(xn, ǫ) depends only on data xn
and user-specified constant ǫ, and that it is independent
of the true parameter φ. (The probability distribution
of δ(xn, ǫ) depends on φ.) So, we can calculate δ(xn, ǫ)
without knowing φ. Let us introduce a data-dependent
interval,
Iǫ(x
n) := Φ∩[φLSn (xn)−δ(xn, ǫ), φLSn (xn)+δ(xn, ǫ)] .(19)
Theorem 1 guarantees that this interval estimator Iǫ is
an exact confidence interval with (1− ǫ)-confidence level.
For example, when we choose ǫ = 0.01, we obtain a confi-
dence interval Iǫ=0.01(x
n) that includes φ with probabil-
ity at least 99%. What we do after Step. 4 in quantum
metrology experiments is to choose a value of ǫ as we like
and to calculate the LS estimate φLSn (x
n) and δ(xn, ǫ)
from data obtained. Then we have an estimate of the
unknown parameter φ with a rigorous error bar.
IV. ANALYSIS
The main purpose of this paper is to propose an ex-
act confidence interval satisfying Properties 1 and 2 ex-
plained in Sec. II D. By definition of δ in Eq. (16), our
new exact confidence interval Iǫ satisfies the Property 1.
In this section, we theoretically and numerically prove
that Iǫ also satisfies the Property 2. In Sec. IVA we
show relations to the LU and quantities calculated in ex-
periments. Especially the relation to the LU indicates
that δ shows a quantum enhancement for asymptotically
large n whenever the LU shows it. In Sec. IVB, we per-
form a numerical simulation of a Ramsey interferometer.
The result indicates that, even for finite n, δ can show
the quantum enhancement when a quantum resource is
used in quantum metrology.
A. Relation to LU
First, we explain a relation between δ and the LU. By
definition, δ2 decreases as O(1/
√
n), and the coefficient
of the dominant term is given by
√
2Vn ln
4
ǫ
/
∣∣∣ dfdφ(φLSn )∣∣∣.
This coefficient converges to BLU
√
2 ln 4
ǫ
in the limit of n
going to infinity because Vn and φ
LS
n converge to V[Π|ρφ]
and φ, respectively. So, we would expect that δ have the
scaling same as the LU with respect to n andN . Actually
we can prove the following inequality:
lim
n→∞
{√
n ·E [δ(xn, ǫ)]} ≤ BLU
√
2 ln
4
ǫ
, (20)
where E denotes the expectation with respect to data
xn. The proof is shown in the Appendix C. The logic
mentioned above and Eq. (20) guarantee that, on aver-
age, δ(xn, ǫ) scales same as the LU. The upper bound δ
shows the HL scaling, whenever the LU shows it. This
is important especially in noisy cases. The quantum en-
hancement of precision can be suppressed when the dy-
namical process κφ is noisy [21], and recently there are
many proposals for recovering the quantum enhancement
with respect to the LU [22–24] and CRB [25–27]. Eq.
(20) indicates that the recovery method with respect to
LU also works well for δ.
Next, we explain a relation between δ and quantities
calculated in experiments. As explained in Sec. II C,
estimates ofBLU, such as Eq. (4), have been calculated in
some quantum metrology experiments. Such a quantity
also appears in δ. Let define an estimate of BLU as
BestLU :=
√
Vn∣∣∣ dfdφ(φLSn )∣∣∣ . (21)
Then the dominant part of δ2 is rewritten as
BestLU
√
2
n
ln 4
ǫ
. This means that δ2 is a sum of an estimate
of BLU with a coefficient originated from the value of the
confidence level and the higher order, i.e., O(1/n), terms.
The coefficient and higher order terms are corrections
for guaranteeing the statistical rigorousness. Therefore
our result is not what is totally different from the con-
ventional method in experiments, but it is an extention
from such a rough method toward rigorously treating fi-
nite data.
B. Example: Ramsey interferometer
We apply our result to a Ramsey interferometer with
N atoms. For a separable probe state of N atoms, the
LU scales as the SQL scaling, O(1/
√
N). On the other
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FIG. 2. Numerical result on expected deviations (E[δ] with ǫ = 0.1, and E[|φLSn − φ|]) in a Ramsey interferometer using a
separable or GHZ initial state of N atoms. Expectations were calculated by a Monte Carlo sampling with 5000 repetitions.
Panel (a) is for their N-dependency with n = 3000, and panel (b) is for their n-dependency with N = 100. Both panels indicate
that δ for the GHZ state shows the HL scaling up to N = 100 for finite n.
hand, for an entangled state like a GHZ state, the LU
can scale as the HL scaling, O(1/N). We consider two
combinations of initial state and measurement. One is a
combination of a separable state
[
1√
2
(|e〉+ |g〉)
]⊗N
and
the measurement of the total energy, and the other is that
of a GHZ state 1√
2
(|e〉⊗N + |g〉⊗N ) and the measurement
of the parity, where |e〉 and |g〉 are excited and ground
states of an atom, respectively. In the cases, we have
BLU = 1/
√
N for the separable state and BLU = 1/N for
the GHZ state.
We performed Monte Carlo simulations for the cases
with N=1∼100, n=1∼10000, φmin = 0, φmax = π/400,
φ = π/4000, and ǫ = 0.1 (90%-confidence level). The
details are given in the Appendix D. In order to analyze
typical behaviors of δ, we calculated expectations of δ
and compared them to expectations of |φLSn − φ|. Fig. 2
(a) and (b) are the results. In both panels (a) and (b),
the vertical axes are for expected deviations. Solid and
dashed (black) lines are E[δ(xn, ǫ)] and E[|φLSn (xn)−φ|]
for the separable state, respectively. Chained and dotted
(red) lines are E[δ(xn, ǫ)] and E[|φLSn (xn) − φ|] for the
GHZ state, respectively. The expectations were calcu-
lated by a Monte Carlo sampling with 5000 repetitions.
In panel (a), the horizontal axis is the number of atoms,
N . Plots in the panel express the scaling of the expected
deviations with respect to N with a fixed number of mea-
surement trials, n = 3000. The expectations of δ are
larger than those of |φLSn − φ|, which is consistent with
Theorem 1. Panel (a) also indicates that, up to N = 100,
the expectation of δ for the GHZ state scales as the HL
scaling, although that for the separable state scales as
the SQL scaling. In panel (b), the horizontal axis is the
number of measurement trials, n. Plots in the panel ex-
press the scaling of the expected deviations with respect
to n with a fixed number of atoms, N = 100. The ex-
pectations of δ for both states scale as O(1/
√
n), and δ
for the GHZ state is, on average, 10(=
√
N in the panel)
times smaller than δ for the separable state.
In conclusion of the numerical simulations, the expec-
tations of δ with 90%-confidence level are larger than the
expectations of the actual deviations for both separable
and entangled states, which is consistent with Theorem 1.
Furthermore, Fig. 2 indicates that, compared to the sep-
arable state, the entangled state gives smaller deviation
of estimates and smaller error bar δ. Eq. (20) guaran-
tees that δ shows the HL scaling for asymptotically large
n whenever the LU shows the scaling, and Fig. 2 in-
dicates that δ can also show the quantum enhancement
of precision for finite n. Note that the Ramsey interfer-
ometer is mathematically equivalent to a Mach-Zehnder
interferometer [28], which means that δ can show the
quantum enhancement of precision in an optical interfer-
ometer with a N00N states.
V. DISCUSSION
In this section, we discuss how to apply our result to
some cases in which unknown systematic errors exist.
A. Partially unknown systematic errors
In Theorem 1, it is assumed that we perfectly know ρ,
Π, and the functional form of κφ. This assumption may
not be valid when there exists a systematic error in exper-
iments. In the standard approach of quantum metrology
theory, a model for the systematic error is introduced,
and it is assumed that the model correctly characterizes
7the error and that we know the value of a noise parame-
ter in the model [21–27, 29–32]. Theorem 1 is applicable
for such a perfectly known systematic error. Even if the
model is correct, however, the value that we think of
as the noise parameter may be different from the true
value in an experiment. Theorem 1 and the standard
approach are not directly applicable for such a partially
unknown systematic error. However, we can obtain an
exact confidence interval for quantum metrology with a
partially unknown systematic error, by modifying Theo-
rem 1 based on the worst case of the noise parameter.
Here let us consider the case that the noise is partially
unknown, i.e., the noise model is correct, but we do not
know the value of a noise parameter in the model. Sup-
pose that there is an imperfection of the preparation of
initial state and that it is characterized by a noise model
with a parameter η1, The time evolution is characterized
by the true parameter of interest φ and noise parameter
η2, There is an imperfection in the measurement appa-
ratus, and it is characterized by a noise model with a
parameter η3 (η1, η2, and η3 can be multi-parameters.)
Suppose that the noise parameters,η := (η1, η2, η3), are
unknown, but that we know a region E including the
true noise parameters, i.e., η ∈ E. In this case, the prob-
ability distribution of the measurement outcome is given
by
p(x|φ,η) = Tr [κφ,η2(ρη1)Πx,η3 ] . (22)
We know the function form of the probability distribu-
tion, but we do not know the true values of φ and η.
Then the functional forms of f and g depends on the
values of η, and the value of δ depends on η as well. To
clarify this noise-dependency of φLSn and δ, let us use new
notations, φLSn (x
n,η) and δ(xn, ǫ,η).
Let η′ := (η′1, η
′
2, η
′
3) denote the values that we think
as the true values of η. In general, η′ and η are different.
We want to evaluate the difference between φLSn (x
n,η′),
which is a LS estimate calculated from data and incorrect
noise parameter, and φ. We have∣∣φLSn (xn,η′)− φ∣∣
≤ ∣∣φLSn (xn,η′)− φLSn (xn,η)∣∣+ ∣∣φLSn (xn,η)− φ∣∣ (23)
≤ ∣∣φLSn (xn,η′)− φLSn (xn,η)∣∣+ δ(xn, ǫ,η) (24)
≤ max
η∈E
{∣∣φLSn (xn,η′)− φLSn (xn,η)∣∣+ δ(xn, ǫ,η)} ,(25)
where Eq. (24) holds with probability at least 1− ǫ. Let
us define
δ˜(xn, ǫ,η′)
:= max
η∈E
{∣∣φLSn (xn,η′)− φLSn (xn,η)∣∣+ δ(xn, ǫ,η)} .(26)
We obtain the following theorem.
Lemma 1 For any number of measurement trials n ≥ 1,
user-specified constant 0 < ǫ < 1, unknown true param-
eter φ ∈ Φ, unknown true noise parameters η ∈ E, and
user-specified noise parameters η′,∣∣φLSn (xn,η′)− φ∣∣ ≤ δ˜(xn, ǫ,η′) (27)
holds with probability at least 1− ǫ.
Lemma 1 provides an exact confidence interval for quan-
tum metrology with partially unknown noise.
The first term in the R.H.S. of Eq. (26) is the effect of
the partially unknown noise. This is a systematic error.
The second term in the R.H.S. of Eq. (26) corresponds to
the statistical error. When a noise is partially unknown
and we choose an incorrect value for the noise parameter,
any estimator φest cannot converge to the true parameter
φ. So, when n goes to infinity, δ converges to 0 but δ˜ does
not. To avoid this problem in the case that the noise is
partially unknown, we need to estimate the parameter of
interest φ and noise parameters η both. This simultane-
ous estimation of φ and η is a theoretically interesting
and practically important problem, but it is out of the
main topic of this paper.
B. Physical vs statistical models
Here, we explain a possible method for treating un-
known statistical errors, which is different from the way
described in the previous subsection. An experimental
setup of quantum metrology is characterized by an ini-
tial state ρ, a dynamical process κφ, and a measurement
Π. Let us call a set (ρ, κφ,Π) a physical model of the
experiment. Let us call the function form of the expecta-
tion f a statistical model for the experiment. Recall that
the calculation of the LS estimate and δ requires only f .
So, if we know the statistical model, we can use Theorem
1 even if we do not perfectly know the physical model.
Our strategy is as follows:
• Step 1′. We perform a pre-experiment before start-
ing a quantum metrology experiment for an un-
known φ. We set a known value of φ and perform
quantum metrology experiments.
• Step 2′. We repeat the pre-experiment for many
different known values of φ.
• Step 3′. We estimate the statistical model f from
the data obtained in the pre-experiments.
If the numbers of known φs and measurement trials for
each known φ are sufficiently large, we have a precise
estimate of the statistical model f , and we can use the
estimate of f instead of the true f in Theorem 1. The
method consisting of Steps from 1′ to 3′ is exactly same
as experiments for observing interference fringes in quan-
tum metrology [13, 33, 34]. The precision of estimating
f depends on the way of sampling φs and the choice of
estimator for f . To establish a method for rigorously
evaluating a total precision of interference fringe obser-
vation and quantum metrology for estimating unknown
φ after the pre-experiments is an open problem, which is
important for practical quantum metrology.
8VI. SUMMARY
We considered a general setting of quantum metrol-
ogy, proposing a least squares estimator and deriving an
explicit formula of an exact confidence interval for the
estimator with arbitrary finite number of measurement
trials. The explicit formula makes it possible to calcu-
late a rigorous error bar, δ, on the least squares esti-
mates in experiments. We showed that the error bar δ
scales same as the linearized uncertainty, which is a pop-
ular benchmark in the standard approach of quantum
metrology, for asymptotically large number n of mea-
surement trials. This means that δ asymptotically shows
the Heisenberg limit scaling whenever the linearized un-
certainty shows the scaling. As an example, we applied
our results to a Ramsey interferometer with N atoms
and performed Monte Carlo simulations for N = 1∼100
and n = 1∼ 10000. The numerical result indicates that,
when a GHZ state is used as an initial state, δ shows
the Heisenberg limit scaling for finite n. It means that δ
can also exhibit the quantum entrancement of precision
for finite n. To the best of our knowledge, this is the
first result that makes it possible to rigorously guarantee
an estimation precision in quantum metrology with finite
data, and we hope it finds application in the analysis of
experimental data.
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APPENDIX
We explain the details of our results. In Sec. A, we
give a summary of assumptions and the derivation of the
linearized uncertainty. In Sec. B, we give the proof of
Theorem 1. In Sec. C, we give the proof of Eq. (20).
In Sec. D, we explain the details of the Ramsey inter-
ferometer and Monte Carlo simulation mentioned in Sec.
IVB.
Appendix A: Notations and Assumptions
In this section, for convenience we give a summary
of assumptions. We also explain a relation between the
RMSE and LU.
1. List of Assumptions
Theorem 1 holds under the following four assumptions.
A1. We know ρ, Π, and the functional form of κφ, i.e.,
we know f .
A2. The measurement outcomes are bounded, i.e.,
−∞ < a ≤ x ≤ b < +∞, ∀x ∈ X .
A3. f is injective for φ ∈ Φ.
A4. The derivative of f is always non-zero on Φ, i.e.,∣∣∣ dfdφ ∣∣∣ 6= 0, ∀φ ∈ Φ.
Assumption A1 is the standard assumption not only in
quantum metrology, but also in statistical parameter es-
timation. Assumption A2 is necessary for the use of Ho-
effding’s inequality (Lemma 2) and empirical Bernstein
inequality (Lemma 3) in the proof of Theorem 1. Un-
bounded outcomes can exist theoretically, but outcomes
are always bounded in experiments since there is a tech-
nical limit, or cutoff, on an observable range of measure-
ment outcomes. So, assumption A2 is natural in exper-
iments. Assumption A3 is necessary for the uniqueness
of the least squares estimates for any data, and assump-
tion A4 is necessary for avoiding the divergence of δ1
and δ2. In Sec. A 2, we explain that assumptions A3 and
A4 are required in the use of the linearized uncertainty,
which means that A3 and A4 are implicitly assumed in
the standard approach using the LU.
2. Linearized uncertainty and Assumptions
We explain a relation between the RMSE and LU (Eq.
(A8)), which clarifies the role of assumptions A3 and A4
for the LU. The RMSE of an estimator φest is defined by
(δφ)RMSE(φ
est, n|φ) :=
√
E[(φestn (x
n)− φ)2]. (A1)
Let us choose the DI estimator φDI as the estimator. The
DI estimates do not necessarily exist for any data. As-
sumption A3 guarantees the existence of the DI estimates
only for Sn ∈ Rf . When Sn is out of Rf , the DI esti-
mate may not exist. A3 is a necessary condition for the
existence, but it is not a sufficient condition. However,
let us ignore this fact, i.e., we assume that DI estimates
exist for any data. By definition,
f(φDIn ) = Sn (A2)
9holds. We have
V[Π|ρφ] = n ·E[(Sn −E[Π|ρφ])2] (A3)
= n ·E[{f(φDIn )− f(φ)}2]. (A4)
We apply the Taylor expansion to f ,
f(φDIn ) = f(φ) +
df
dφ
(φ) · (φDIn − φ) +O(|φDIn − φ|2),(A5)
and suppose that n is sufficiently large that the nonlinear
terms in the Taylor expansion, O(|φDIn −φ|2), is negligible.
Then
V[Π|ρφ] = n ·
(
df
dφ
)2
E[(φDIn − φ)2] (A6)
≈ n ·
(
df
dφ
)2
(δφ)RMSE(φ
DI, n|φ)2 (A7)
holds. Since df
dφ
6= 0 holds from assumption A4, we obtain
(δφ)RMSE(φ
DI, n|φ) ≈ 1√
n
√
V[Π|ρφ]∣∣∣ ddφE[Π|ρφ]∣∣∣ (A8)
= (δφ)LU. (A9)
Eq. (A8) means that the linearized uncertainty is an ap-
proximated RMSE of the DI estimator, which is derived
by ignoring the existence problem of the estimator and
the nonlinearity of f . This is the reason why we call
(δφ)LU a linearized uncertainty.
In the derivation of Eq. (A8), the following two con-
ditions are required in addition to assumptions A3 and
A4.
C1. DI estimates exist for Sn /∈ Rf .
C2. The number of measurement trials n is sufficiently
large that the nonlinearity of f around φ is negli-
gible.
In the standard approach using the LU, assumptions A1,
A3, A4, and conditions C1 and C2 are implicitly as-
sumed. On the other hand, Theorem 1 does not require
C1 and C2. Especially the disuse of C2 is important to
analyze finite data, because it is unclear which n can be
considered as “sufficiently” large in C2.
Appendix B: Proof of Theorem 1
In this section we show the proof of Theorem 1. We
derive an upper bound of P[
∣∣φLSn − φ∣∣ > δ] = 1 −
P[
∣∣φLSn − φ∣∣ ≤ δ]. It is difficult to directly analyze this
quantity, because φLSn is a nonlinear function of Sn and
is a biased estimator. On the other hand, the following
two lemmas hold for Sn.
Lemma 2 (Hoeffding’s inequality [19]) Let X be a
random variable with X ∈ [a, b] and X1, X2, . . . , Xn be
a sequence of i.i.d. random variables satisfying Xi =
X(i = 1, . . . , n), respectively. Then for any 0 < ǫ < 1
and n ≥ 1,
P
[
|Sn −E[X ]| >
√
2
n
Vmax ln
2
ǫ
]
≤ ǫ (B1)
holds.
Lemma 3 (Empirical Bernstein inequality [20])
Let X be a random variable with a ≤ X ≤ b and
X1, X2, . . . , Xn be a sequence of i.i.d. random variables
satisfying Xi = X(i = 1, . . . , n), respectively. Then for
any 0 < ǫ < 1 and n ≥ 2,
P
[
|Sn −E[X ]| >
√
2
n
Vn(Xn) ln
4
ǫ
+
8(b− a)
3(n− 1) ln
4
ǫ
]
≤ ǫ(B2)
holds[35], where
Vn(X
n) :=
1
n− 1
n∑
i=1

Xi − 1
n
n∑
j=1
Xj


2
. (B3)
Note that Vmax in Hoeffding’s inequality is independent
of data, and that Vn(X
n) in the empirical Bernstein in-
equality is dependent of data.
First, we reduce the analysis of
∣∣φLSn (xn)− φ∣∣ to that
of |Sn−E[Π|ρφ]|. Let r denote the argument of g. Using
the Taylor expansion of g(r) around SLSn up to the 2nd
order with the remainder in the Lagrange form, we obtain
the following inequality.∣∣φLSn (xn)− φ∣∣
=
∣∣g(SLSn )− g(r)∣∣ (B4)
=
∣∣∣∣dgdr (SLSn )(r − SLSn ) + 12 d
2g
dr2
(r′)(r − SLSn )2
∣∣∣∣ (B5)
≤
∣∣∣∣dgdr (SLSn )
∣∣∣∣ · ∣∣r − SLSn ∣∣+ 12
∣∣∣∣d2gdr2 (r′)
∣∣∣∣ · ∣∣r − SLSn ∣∣2 ,(B6)
where r′ is some real number between r and
SLSn . By combining Eq. (B6) with
∣∣∣d2gdr2 (r′)∣∣∣ =∣∣∣∣{ dfdφ(φ′)}−3 · d2fdφ2 (φ′)
∣∣∣∣ ≤ L and the contractivity, we ob-
tain ∣∣φLSn (xn)− φ∣∣
≤
∣∣∣∣dgdr (SLSn )
∣∣∣∣ · |Sn − r| + 12L |Sn − r|2 . (B7)
Then δ <
∣∣φLSn − φ∣∣ implies
δ <
∣∣∣∣dgdr (SLSn )
∣∣∣∣ · |Sn − r| + 12L |Sn − r|2 . (B8)
By solving this quadratic inequality with δ > 0, we can
show that Eq. (B8) is equivalent to
|Sn − r| > 1
L


√∣∣∣∣dgdr (SLSn )
∣∣∣∣
2
+ 2δL−
∣∣∣∣dgdr (SLSn )
∣∣∣∣

 .(B9)
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By substituting δ = δ1 and δ = δ2 into Eq. (B9), we
obtain
1
L


√∣∣∣∣dgdr (SLSn )
∣∣∣∣
2
+ 2δ1L−
∣∣∣∣dgdr (SLSn )
∣∣∣∣


=
√
2
n
Vmax ln
2
ǫ
, (B10)
1
L


√∣∣∣∣dgdr (SLSn )
∣∣∣∣
2
+ 2δ2L−
∣∣∣∣dgdr (SLSn )
∣∣∣∣


=
√
2
n
Vn(xn) ln
4
ǫ
+
8(b− a)
3(n− 1) ln
4
ǫ
, (B11)
where we used the equalities dg
dr
=
(
df
dφ
)−1
from assump-
tion A3 and df
dφ
(φLSn ) 6= 0 from assumption A4 (note that
φLSn (x
n) ∈ Φ holds for any xn). From Lemmas 2 and 3,
we obtain
P
[∣∣φLSn − φ∣∣ > δ]
≤ P
[
|Sn − r| > min
{√
2
n
Vmax ln
2
ǫ
,
√
2
n
Vn(xn) ln
4
ǫ
+
8(b− a)
3(n− 1) ln
4
ǫ
}]
(B12)
≤ ǫ. (B13)

Appendix C: Proof of Eq. (20)
Here we show the proof of Eq. (20):
lim
n→∞
{√
n ·E [δ(xn, ǫ)]}
≤ lim
n→∞
{√
n ·E [δ2(xn, ǫ)]
}
(C1)
= lim
n→∞
{
E
[∣∣∣∣dgdr (SLSn )
∣∣∣∣√Vn
]}√
2 ln
4
ǫ
(C2)
≤ lim
n→∞


√√√√
E
[∣∣∣∣dgdr (SLSn )
∣∣∣∣
2
]√
E [Vn]


√
2 ln
4
ǫ
(C3)
=
√√√√ lim
n→∞E
[∣∣∣∣dgdr (SLSn )
∣∣∣∣
2
]
·
√
V[Π|ρφ]
√
2 ln
4
ǫ
,(C4)
where we used the Cauchy-Schwarz inequality and the
equality E[Vn] = V[Π|ρφ]. From the Taylor expansion,
we have
dg
dr
(SLSn ) =
dg
dr
(r) +O(|SLSn − r|). (C5)
At the limit of n to infinity, |SLSn − r| converges to 0
because of the contractivity, |SLSn −r| ≤ |Sn−r|, and the
law of large numbers. Then
lim
n→∞
E
[∣∣∣∣dgdr (SLSn )
∣∣∣∣
2
]
=
∣∣∣∣dgdr (r)
∣∣∣∣
2
(C6)
holds, and we obtain
lim
n→∞
{√
n ·E [δ(xn, ǫ)]}
≤
∣∣∣∣dgdr (r)
∣∣∣∣
√
V[Π|ρφ]
√
2 ln
4
ǫ
(C7)
=
√
V[Π|ρφ]∣∣∣dE[Π|ρφ]dφ ∣∣∣
√
2 ln
4
ǫ
. (C8)

Appendix D: Details of Ramsey interferometer
simulation
In this section, we explain the details of a Ramsey
interferometer and the Monte Carlo simulation. When
we use a separable state of N atoms for the initial state,
the LU scales as the SQL scaling, O(1/
√
N). On the
other hand, when we use an entangled state, the LU can
scale as the HL scaling, O(1/N). The procedure of the
Ramsey interferometer is as follows.
1. Prepare an initial state |φ〉 of N atoms. Each atom
is a two-level system.
2. Each atom independently undergoes a free evolu-
tion, exp
(
iφ2σ3
)
.
3. After the evolution, we perform a π2 -pulse along an
axis, cosφ0 ·σ1+sinφ0 ·σ2, where φ0 is a reference
phase to be user-tuned.
4. Perform a projective measurement of an observable,
A.
5. Repeat 1 to 4 a number n of times.
We consider the following two combinations of the ini-
tial state |ψ〉 and measured observable A.
(1) A product state and energy measurement
Let us choose a product state,
|φ〉 =
[
1√
2
(|e〉+ |g〉)
]⊗N
(D1)
as the initial state, where |e〉and |g〉 are the excited
and ground states, respectively. We observe the
total energy,
J3 :=
N∑
j=1
σ
(j)
3 , (D2)
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where σ
(j)
3 := I
⊗(j−1) ⊗ σ3 ⊗ I⊗(N−j). The
set of possible measurement outcomes is X =
{−N,−(N − 1), . . . , N − 1, N}. In this combina-
tion, the probability distribution is given by
p(x|ρφ,Π) = N !
[(N + x)/2]![(N − x)/2]!
×
{
1 + sin(φ − φ0)
2
}N+x
2
{
1− sin(φ− φ0)
2
}N−x
2
,(D3)
and we obtain the following equalities:
f(φ) = N sin (φ− φ0), (D4)
df
dφ
= N cos (φ− φ0), (D5)
V[Π|ρφ] = N cos2(φ − φ0), (D6)
Vmax = N
2, (D7)
BLU =
1√
N
, (D8)
{
df
dφ
}−3
· d
2f
dφ2
= − 1
N2
sin (φ− φ0)
cos3(φ− φ0) . (D9)
From Eq. (D4), f is a periodic function with period
2π. In order to satisfy assumptions A3 and A4, the
size of Φ must be at most smaller than π.
(2) A GHZ state and parity measurement
Let us choose a GHZ state,
|ψ〉 = 1√
2
(|e〉⊗N + |g〉⊗N ) (D10)
as the initial state. We observe the parity,
P = (+1)Ng(−1)Ne, (D11)
where Ng and Ne are the particle number operators
for |g〉 and |e〉, respectively. The set of possible
measurement outcomes is X = {−1,+1}. In this
combination, the probability distribution is given
by
p(x|ρφ,Π) = 1
2
{
1 + x · cosN
(
φ− φ0 + π
2
)}
.(D12)
In this case, we have the following equalities:
f(φ) = cosN
(
φ− φ0 + π
2
)
, (D13)
df
dφ
= −N sinN
(
φ− φ0 + π
2
)
, (D14)
V[Π|ρφ] = sin2N
(
φ− φ0 + π
2
)
, (D15)
Vmax = 1, (D16)
BLU =
1
N
, (D17){
df
dφ
}−3
· d
2f
dφ2
=
1
N
cosN
(
φ− φ0 + π2
)
sin3N
(
φ− φ0 + π2
) . (D18)
From Eq. (D13), f is a periodic function with pe-
riod 2π/N . In order to satisfy assumptions A3 and
A4, the size of Φ must be at most smaller than
π/N .
Note that J3 and P are commuting, and that these are
reduced from the measurement of particle numbers for
each energy level in an experiment [33]. Mathematically
these are different observables, but the same measure-
ment apparatus is used for both of two in the experi-
ment. So, in cases (1) and (2), their initial states are dif-
ferent, their observables are different, and their POVMs
are same. In general, the LU is larger than or equivalent
to the CRB, but in cases (1) and (2) their LUs coincide
with their CRBs, respectiely. This is the reason why we
choose different observables.
We performed a Monte Carlo simulation for cases (1)
and (2) with the following parameters: φmin = 0, φmax =
π/400, φ = π/4000, and ǫ = 0.1 (90%-confidence level).
The reference phases are chosen as φ0 = −π/8 for case
(1) and φ0 = π/2−π/10N . We show the result in Fig. 3,
where BLU and φmax−φmin are added to Fig. 2. In both
panels (a) and (b) of Fig. 3, vertical axes are for expected
deviations, E[δ(xn, ǫ)] and E[|φLSn (xn) − φ|]. Solid and
dashed (black) lines are E[δ(xn, ǫ)] and E[|φLSn (xn)−φ|]
for the separable state, respectively. Chained and dotted
(red) lines are E[δ(xn, ǫ)] and E[|φLSn (xn) − φ|] for the
GHZ state, respectively. The expectations were calcu-
lated by a Monte Carlo sampling with 5000 repetitions.
Each horizontal axis in panels (a) and (b) is for the num-
ber of atoms N and the number of measurement trials n,
respectively. As explained in Sec. IV B, these panels indi-
cate that δ for the GHZ state shows the Heisenberg limit
scaling, O(1/N) for finite n. The scalings of E[δ(xn, ǫ)]
with respect to N and n are independent of ǫ, and the
quantum enhancement on δ appears not only for ǫ = 0.1
but also for other values of ǫ,
Solid blue and orange lines in Fig. 3 are BLU√
n
√
2 ln 4
ǫ
for cases (1) and (2), respectively. Eq. (20) guarantees
thatE[δ(xn, ǫ)] becomes smaller than the new lines in the
limit of n going to infinity. Panel (b) indicates that two
lines for E[δ(xn, ǫ)] (solid black and chained red lines)
become closer to the blue and orange lines as n becomes
larger, respectively. However, lines for E[δ(xn, ǫ)] are
still larger than BLU√
n
√
2 ln 4
ǫ
at n = 10000. This means
that n = 10000 cannot be considered as a “sufficiently”
large number.
Solid green lines in Fig. 3 are for φmax − φmin =
π/400 ≈ 0.008. Because φLSn (xn) is always included in Φ
for any data, ∣∣φLSn − φ∣∣ ≤ φmax − φmin (D19)
holds with probability 1. So, φmax − φmin gives a trivial
100%-confidence interval. In panel (a) of Fig. 3, E[δ]
for the separable state (solid black line) is larger than
φmax − φmin (the solid green line) for all N between 1 to
100. This means that, on average, n = 3000 is not enough
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FIG. 3. Numerical result on expected deviations (E[δ] with ǫ = 0.1, and E[|φLSn − φ|]) in a Ramsey interferometer using a
separable or GHZ initial state of N atoms. Expectations were calculated by a Monte Carlo sampling with 5000 repetitions. Solid
blue and orange lines are BLU√
n
√
2 ln 4
ǫ
for the separable and GHZ states, respectively. Solid green lines are for φmax − φmin,
which is a trivial 100%-confidence interval. Panel (a) is for their N-dependency with n = 3000, and panel (b) is for their
n-dependency with N = 100. Both panels indicate that δ for the GHZ state shows the HL scaling, O(1/N), for finite n.
for obtaining a nontrivial 90%-confidence interval in case
(1), while the number is enough in case (2) with N ≥ 10.
In panel (b), E[δ] for the separable state (solid black line)
becomes smaller than φmax − φmin (solid green line) for
n ≥ 6000. If we perform measurement trials more than
6000 times for the separable state, it is expected to obtain
a non-trivial 90%-confidence interval
Finally we analyze the behaviors of δ1 and δ2. In both
panels (a) and (b) of Fig. 4, vertical axes are for ex-
pected deviations, E[δ1(x
n, ǫ)] and E[δ2(x
n, ǫ)]. Solid
and dashed (black) lines are E[δ1(x
n, ǫ)] and E[δ2(x
n, ǫ)]
for the separable state, respectively. Solid and dashed
(red) lines are E[δ1(x
n, ǫ)] and E[δ2(x
n, ǫ)] for the GHZ
state, respectively. In panel (a), the horizontal axis is
the number of atoms, N . Plots in the panel express the
scaling of the expected δ1 and δ2 with respect to N with
a fixed number of measurement trials, n = 3000. E[δ1]
for the separable state (solid black) is almost constant,
although the other three plots decrease as N becomes
large. This is caused by the difference between scalings
of Vmax and Vn. Roughly speaking, Vn and V[Π|ρφ] has
the same scaling with respect to N . From Eqs. (D5),
(D6), (D7), (D9), (D14), (D15), (D16), and (D18), we
have the following scalings of δ1 and δ2 with respect to
N for fixed ns.
δ1 =
{
O(1) (the separable state)
O(1/N) (the GHZ state)
, (D20)
δ2 =


O(1) (the separable state, small n)
O(1/
√
N) (the separable state, sufficiently large n)
O(1/N) (the GHZ state)
.(D21)
The scaling of dashed black line is between O(1/
√
N)
and O(1), which means that n = 3000 is not small and is
not sufficiently large. In panel (b), the horizontal axis is
the number of measurement trials, n. Plots in the panel
express the scaling of the expected δ1 and δ2 with respect
to n with a fixed number of atoms, N = 100. Plots
for the separable and GHZ states have a same behavior,
i.e., E[δ1] < E[δ2] for small n and E[δ1] > E[δ2] for
large n. For small n, a correction term, 8(b−a)3(n−1) ln
4
ǫ
, in
δ2 is not negligible, and δ1 < δ2 holds. For large n, the
correction term becomes negligible, and δ1 > δ2 becomes
true because Vn ≤ Vmax holds.
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