Face alignment is a common technology in face recognition and face verification field. Previous works mostly pay attention to improving the accuracy of prediction and ignored the practicability of the method. In this paper, we aim at providing a two-stage face alignment network for mobile platform. Firstly, the network was trained with residual label which is the difference between ground truth and mean shape. Secondly, the input data in the second stage is composed of the original data and generated heatmap which enriched the data types. Finally, a new loss function is used to enhance the convergence of local region. Experimental results show that our method not only provides high precision but also improve the real-time processing performance on the mobile platforms.
I. INTRODUCTION
Face alignment refers to the location of the key parts of a given face image, which is one of the key steps in face recognition [46] , [47] , [48] , face verification [18] , [19] , [25] , face beautification and other applications.
Before the rapid development of deep neural network technology, most face alignment algorithms use classical machine learning algorithms to locate key points such in [3] , [4] , [6] , [8] , [13] . The advantages of these methods are fast operation speed and small model. For example, Cootes et al. [38] , [39] presented active appearance models (AAM) to control modes of shape which construct an efficient iterative matching algorithm by learning the relationship between perturbations in the model parameters and the induced image errors. Cristinacce et al. [50] presented an efficient and robust model matching method which uses a joint shape and texture appearance model to generate a set of region template detectors and improves localization accuracy on two datasets. Lee et al. [7] proposed a method that combined gaussian process regression trees (GPRT) in The associate editor coordinating the review of this manuscript and approving it for publication was Peter Peer . a cascade stage to get accurate key locations. Kowalski and Naruniec [40] presented a face alignment pipeline based on novel k-cluster regression forests with weighted splitting and showed state-of-the-art results at that time. Tuzel et al. [41] proposed a cascade in which each stage consists of a mixture of regression experts that learns a customized regression model and achieved the current optimal results.
Last few years, with the development of deep learning technology, more people pay attention to applying deep learning technology to solve face alignment tasks [9, 17, 21, 25] . For instance, Bhagavatula et al. [1] proposed a method simultaneously extract the 3D shape and the semantically consistent 2D alignment, which achieved current optimal results of 3D face alignment. Zhou et al. [42] presented a cascade coarse-to-fine convolutional network to localize extensive facial landmarks and got high accuracy. Kumar and Chellappa [49] designed a pose conditioned dendritic convolution neural network (PCD-CNN), where a classification network is followed by a second and modular classification network, which trained in an end-to-end fashion to obtain accurate landmark points. Kowalski et al. [10] presented a deep alignment network (DAN) which contains multiple types of feature and achieved state-of-the-art at that time. Bulat and Tzimiropoulos [45] proposed a method which built upon the idea of convolutional part heatmap regression and ranked 1st in the 3D Face Alignment in the Wild (3DFAW) Challenge. Wu et al. [9] proposed that face boundary information should be used to enhance the learning of network features and a discrimination network is used to judge the quality of the heatmap. Finally, the key points are obtained by regression network.
In addition, there are some approaches to improve the speed of the algorithms. Ren et al. [6] proposed a locality principle for feature extraction called learning binary features (LBF), which realized 300 FPS on a mobile phone. Guo et al. [34] proposed a practical facial landmark detector (PFLD), which was cutting-edge and exhibited remarkable performance, but it was still unable to achieve real-time capabilities on the low-power mobile platform.
From the introduction of face alignment technology to the present, most researchers pay attention to improving the positioning accuracy of the algorithm and have neglected the problems in the application of the algorithm, such as being time-consuming and having a large model.
To this end, we proposed a CPU real-time face alignment approach for mobile terminals and 90 FPS can be achieved on the ARM platform. Therefore, it can carry out real-time and accurate face key points location in the actual product.
Based on our previous work [52] , in order to solve the problem of some local region is difficult to converge, a new loss function is used to enhance the convergence of local region.
To summarize, the three main contributions of this work are as follows:
• The residual between ground truth and mean shape is used as the training label, and the joint heatmap and original map as the input of second-stage deepens the feature learning of the landmarks.
• A two-stage face alignment network is proposed using the convolution and global pooling structure with realtime ARM speed of 90 FPS.
• A new loss is used to train the proposed method that can solve the problem of inaccurate location of some parts.
The paper will be presented in four chapters. First, we introduce the research status of face alignment and structure of the paper. In the second part, we describe the algorithm flow and structure of the proposed method. The third part is the comparison experiments between our method and the previous methods in the operation platform and prediction accuracy. The last part is the summary and conclusion.
II. PROPOSED METHOD
In this section, the illustration of our architecture is showed in Fig. 1 . Two network stages are consisted of convolution, global pooling, activation layers and BN layers. The role of the transform stage is to calculate predict landmarks of first stage, training label and heatmap of the second stage. Firstly, we discuss the data fusion with heatmap and its advantages with training network. Then, we focus on the proposed network and training labels in the method. Finally, we present the details of how the new loss function work together with the network to refine the predict landmarks.
In addition, the procedure of the proposed method is summarized in algorithm1.
A. DATA FUSION WITH HEATMAP
The heatmap has corresponding applications in the field of computer vision such as population density estimation, human posture judgment and pedestrian detection. Therefore, we also try to apply it to face alignment to strengthen the characteristics of key parts. We designed to generate a heatmap in the second stage and combine it with the original input. A landmark heatmap is an image with high-intensity values around landmark locations where intensity decreases with distance from the nearest landmark. The generation of the heatmap depends on the prediction value generated in the first stage, and the generation of the prime value of the heatmap is derived from Equation (1) in the transform layer.
where H (x, y) denotes the pixel value of the generated heatmap, while S i denotes the coordinates of the predicted landmarks obtained in the first stage. While . designates the absolute deviation between the pixel and the i-th landmark. S pre1 is a vector of predicted result after stage 1. The value of S pre1 is equal to the sum of S out1 and S m . The heatmap values are calculated in a circle of radius 8 around each landmark. The closer the coordinates of the heatmap value are to the landmarks, the closer the pixel value is to 1. On the contrary, the farther the coordinates are from the landmarks, the closer the pixel value is to 0. The generated heatmap is shown in Fig 2. The reason as to why the radius is 8 is because this is a parameter for generating a heatmap of key points of the human face. If the radius is too large, the information of heatmap is too redundant, and if the radius is too small, the information of heatmap is too little, which is of little use to the diversity of input information in the network. 
B. PROPOSED NETWORK
When designing the network, according to some experience, the larger the feature map, the related convolution and pooling will be more time-consuming. Therefore, we did not set a large input and intermediate feature map when setting the parameters of the network structure. The convolution layer generally uses a 3 * 3 convolution kernel. The specific parameter settings are shown in Table 1 .
In the proposed network, the input of the network is set to 112 * 112, because too large image input will cause more time to be consumed in the first layer of convolution at every stage, on the contrary, too small input will cause less information. The combination of convolution and pooling will take less time than multi convolution layers, and it can save the fine-grained features. Several pooling layers need to be connected at the end of each stage. After the connection operation, there will be a full connected layer. Because the output size of the pooling layer will affect the size of the whole model, we suggest setting the output size of the pooling layer to 64, so that the model size will have certain advantages in the migration and loading on the mobile platform. The heatmap is generated by the output results of key points in the first stage and transferred to the second stage as input of the second stage. As a way to increase the representation of features, the heatmap increases the kinds of features learned by the network of second stage and strengthens the local feature information of the key points. The convolution and pooling structure allow the network to be faster and exhibit good learning ability. Therefore, the proposed two-stage network structure can give consideration to both time and good expression ability.
C. TRAINING LABEL WITH RESIDUAL
The development of face alignment starts from the earliest Active Appearance Models [38] , [39] and Constrained Local Models [50] , [51] , moving to Cascaded Shape Regression (CSR) [4] , [3] , [6] , [7] , [40] , [41] and deep learning methods [42] , [43] , [20] , [44] , [45] . The traditional face alignment cascade regression methods have some research results which show that the good face shape initialization can improve the regression results [4] , [8] , [20] , [36] , [37] , so we use the difference between the ground truth and mean shape as the learning label of the first stage. Simultaneously, this approach has a similar application in deep learning method recent years, such as DAN [10] . In DAN, the input image is transformed for each stage so that the current estimates of the landmarks are aligned with the canonical face shape. This normalization step allows the further stages of DAN to be invariant to a given family of transforms [10] . However, our method is different from DAN, we directly adopt the difference between the ground truth and the predicted value (which equal to the sum of the output value in the first stage and the mean shape) as the training label in the second stage.
As for mean shape which is an average shape of face image placed in the detection box returned by the face detector [3] , [6] , [15] .
The formulas for calculating the training labels of the first and second stages are as follows. The second stage begins training after the first stage of training is completed. The training label used in the second stage is the difference between the ground truth and the predicted value after the first stage, as shown in Equation (3).
where S gt is a vector of ground truth landmark locations, S m is a vector of standard landmark locations, and S out1 is the output result of stage 1. The value of S pre1 is equal to the sum of S out1 and S m .
D. LOSS FUNCTION
The design of loss function plays an important role in the quality of network training, especially when the training datasets contain different categories of features and data imbalances. L1 norm loss function, also known as least absolute deviation, L2 norm loss function, also known as least square error. L1 and L2 losses are commonly used to calculate the loss of predicted values and ground truth values, and the penalties for each key point are then similar, often leading to some points being difficult to learn and not able to easily converge. Therefore, this loss function focuses on the key points that converge poorly in the process of network learning. By increasing its penalty coefficient, it has a greater gradient in the back propagation. Thus, the expression and generalization ability of the network are improved. Mathematically, the loss can be written in the following general form: in which,
where d n i 2 designates the distance/error of the i-th landmark of the n-th input, . 2 demotes the Euclidean distance, K is the number of landmarks per face to detect, N denotes the number of training images in each process, w i denotes the weight of each point, and h w denotes the ratio of rich samples to rare samples in unbalanced sample datasets. For example, the data of opening eyes in the training dataset is about five times that of closing eyes, and the h w is set to 5. The result of training will be better for closing eyes.
III. EXPERIMENTS

Datasets:
We evaluated our method on three challenging datasets including 300W [12] , COFW [26] , and AFLW [31] .
300W dataset [12] is a widely used, open benchmark dataset. The full test set consists of a common subset and a challenging subset. COFW dataset originally has 29 manually annotated landmarks. The COFW-68, which has been re-annotated with 68 landmarks by [27] , is used in the present study. In this way, the results can be easily compared with the previous methods. AFLW dataset [31] contains face images with a large variety in appearance and environmental conditions. The size of each dataset is listed in Table 2 .
Crop all the training images and resize them to 112×112 according to the provided bounding boxes, because too large image input will cause more time to be consumed in the first layer of convolution at every stage, on the contrary, too small input will cause less information. We cut the detected face by rotation, scaling and mirroring and expand the image of the original dataset into 20 images as the training set, because the images generated by this operation can contain more posture angles and face sizes. Therefore, the network has strong robustness to the location of the face detection box, even if there is a certain deviation in the position of the face detection box or the detection box is a little bit small, the landmarks of the face returned by the network are still accurate.
Evaluation metric: Following most previous works [8] , [9] , [20] , [34] , normalized root-mean-square error (NRMSE) is employed to measure the accuracy, which averages normalized errors over all annotated landmarks.
In this paper, the results are presented using two metrics. The mean distance between the predicted landmarks and the ground truth landmarks is divided by the inter-pupil distance (distance between the eye centers) or inter-ocular distance (distance between the outer eye corners) [8, 5, 6] .
The formula for calculating the normalized root-meansquare error (NRMSE) of the model is shown as follows:
where P pre i and P gt i accordingly denote the i-th landmark coordinates of the predicted and ground-truth facial landmark positions. P leye and P reye denote the pupil or outer corner locations of the left eye and the right eye, respectively. L denotes the number of landmarks. Finally, the NRMSEs are averaged for all testing face samples in the present experiments as the averaged error comparisons for evaluation.
In addition, the cumulative error distribution (CED) curve is also used to compare the methods. Besides the accuracy, the processing speed is also compared.
The models and approaches are evaluated on a 3.10 GHz Intel Core i5-4440 CPU and 1.8 GHz Cortex-A17 ARM (which used in RK3288) and 2.0 GHz Cortex-A57 ARM (which used in NVIDIA Jetson TX2). NVIDIA Jetson TX2 is a popular mobile device used in many areas of artificial intelligence. We abbreviate three different CPU processors as I5, A17 and A57.
A. COMPARISON WITH DIFFERENT TRAINING HYPERPARAMETERS
In order to verify the settings of parameters in the training of network and the new loss function, the model was trained on two datasets and compared. In Table 3 , the results are similar when the batch size is set to 32 and 64. When batch size is smaller, the prediction results of the model will be slightly worse. Larger ones are more suitable for the convergence of network, but too large of a batch will lead to too slow training of the network. Therefore, choosing a suitable batch is important.
For the learning rate parameter, it was determined that the convergence of the network is the best when set to 0.0001. If it is set slightly smaller, the convergence of the network will fall into local optimum, and the results are not accurate enough. In common datasets, such as 300W and COFW, it is found that large pose face images are only a small part of them, making it difficult to converge well for this part of scarce data. As a consequence, the loss is increased for the key points with larger errors in the phase of network backpropagation, allowing it to converge faster in the right direction. From the results, h w parameter set to 5 achieves the best result. If other datasets are used for training, this parameter can be adjusted accordingly.
B. COMPARISON WITH DIFFERENT TRAINING LABELS AND NETWORKS
In this paper, the data enhancement method is used to enhance the training data of the network to obtain more training data with different postures and different face sizes. The input graph of the network is the extended data of the original image data after face detection and rotation, scaling and translation operations. After expansion, the data size is 112×112, and the data preprocessing method includes subtracting the average value of 127.5 and multiplying by the scale factor size of 0.0078125. The network training batch is 32, the learning rate is set to 0.0001, and the weight attenuation is set to 0.0005. The test data set is 300W and COFW_68, and the model test within the present study implements the same face detection algorithm. Because inter-pupil normalization is very common in many papers. Therefore, in this section, this metric is used for comparation experiments. The test results are shown in Tables 4 and 5 , where the number of frames processed per second is represented by FPS.
Model description: 1) One_stageis a model that was trained using the one stage network. 2) Without_conv_poolis a model that was trained using the two stages network without convolution and global pooling structure. 3) Without_heatmapis a model that was trained using the two stages network without heatmap in the second stage.
4)
Ours_res is a model that was trained using the two stages network with convolution and global pooling structure. 5) Ours_gt is a model that was trained using the two stages network with convolution and global pooling structure but using a different training label. The first three models mentioned above were trained using the residual error between ground truth and mean shape as label, while the last model directly takes the real ground truth landmark of the image as the training label. In addition, the models are compared with other network architectures [32] , [33] , such as ShuffleNet v2 and MobileNet v2. It should be noted that all units of time are milliseconds (ms) in the following tables.
From the results of the tables, it can be seen that the positioning accuracy of the two-stage network model is higher than that of the one-stage model. The reason may be that the one-stage network only preliminarily learns the amount difference between the ground truth and the mean shape, but the network learning is not precise enough, and it is difficult to get in place in one step. Therefore, the two-stage network model has certain advantages in the positioning results. When there is no convolution and global pooling structure, the time is reduced by 22%, but the accuracy is also reduced by 14:16%.
It can be seen from the comparison of the tables that the model with the residual as the label has better test performance. The reason may be that the network using the ground truth value as a label needs to be initialized from 0 and then learn the coordinates of a landmark. This is harder to learn for the network. Directly learning the residual between the ground truth and the average shape is equivalent to giving the network a standard landmark initial value. The closer the initial value of the network is to the true value, the easier the network will converge.
In order to verify the effect of heatmap on network regression learning, we compared it with the network model without heatmap. we can see from the comparison results in the tables that the network with heatmap has better performance and only increases a short time. The network with heatmap achieved 7.9:10% improvement in terms of mean error and only lost a slight amount of time.
Compared with other lightweight networks [32, 33] , the network performance exhibited in the present study has improved 4-8 times, and the network test error is smaller. Analyzing the reasons, it is regarded that the present network is a two-stage cascade regression, which can gradually reduce the prediction error. This method has great advantages for key points prediction. However, the lightweight network is not a multi-stage cascade network, making it difficult to accurately locate the key points at one time.
C. COMPARISON WITH EXISTING APPROACHES
In applications such as face recognition and face verification, the face alignment algorithm is more like a pre-processing step. Since the time consumption is too long, it will directly affect the user experience of the product, so the algorithm that satisfies the speed and precision is more practical. Therefore, we will compare the running speed and accuracy with other current algorithms on different platforms.
For dataset COFW-68, we follow [9] to use inter-ocular normalization for evaluation. Because of large pose face images, we follow [8] to use face size as the normalizing factor in the AFLW [31] dataset. All the methods listed in Table 7 are evaluated using the same metric. The time in the tables is estimated from the original time of paper to i5 CPU and ARM. . CED curves are provided to evaluate the accuracy difference in Fig. 5 . The method proposed in the present study is compared against the state-of-the-art methods on the 300W dataset using CED curves. The results show that the method of PFLD and LAB have less mean normalized error, and is followed by the present approach. The prediction errors below 0.05 are nearly 70% and have good stability.
Besides the accuracy, the processing speed is also compared. As can be seen from the comparison, the present method is remarkably faster than other approaches in CPU times, and meeting the real-time requirements of mobile terminals. In addition, a test is also performed on a Cortex-A17 and Cortex-A57 ARM processor. The details of time on Intel CPU and ARM are presented in the Table 6 , 7, and 8.
In Table 6 , we compare four traditional face alignment methods, ESR, SDM, LBF and CFSS. It can be seen that our method has obvious advantages in positioning accuracy and running speed compared with ESR, SDM and LBF, the accuracy and running time of our proposed method are improved by 2:17% and 92:66% respectively. Although the accuracy of mean error has reduced by 0.49, the running time of the algorithm is nearly 20 times lower than that of CFSS.
In order to keep consistent with the methods of comparison in the measurement of error, we use two metrics of normalization on the 300W dataset. As can be seen from the tables that the deep learning methods proposed in recent years have significantly improved the positioning accuracy, but it is also very time-consuming. For example, the running time of DAN and LAB reach 150ms and 1500ms on I5 processor respectively. As a contrast, the running time of our proposed method is improved by 3000:1800% and only a small amount of accuracy has been lost, as shown from the Table 6 and 7.
To verify the effectiveness of the new loss shown in Fig. 9 , the results of mean error on different losses in Table 6 are reported. ''Ours_res_loss'' is a model that was trained using the new loss function with two stages network. From the comparison results above, compared with using Euclidean loss, the proposed method model trained with the new loss achieved 4:5.4% improvement in terms of mean error.
Although our approach does not reach state-of-the-art, we have made a great trade-off between running speed and predict accuracy and will be more suitable for deployment and application on mobile platforms.
D. RESULTS
As can be seen from the details of the predicted landmarks in Fig. 9 between two results of the same face image, it solves the problem of inaccurate location of some parts, such as closed eyes and large angle cheeks. The comparison between ''Ours_res'' [52] and ''Ours_res_loss'' indicates the effectiveness of the new loss compared to the Euclidean loss.
IV. CONCLUSION
Aiming at the shortcomings of the mobile platform, we proposed a real-time, high-precision face alignment method for the mobile platform. The constructed network structure can well learn the location information of key parts, a new loss function has been proposed which can enhance local convergence. The experimental results show that the prediction of new loss in the eyes and cheeks is significantly improved, the overall test mean error has also decreased. Next work, we will pay attention to improving the accuracy of face alignment while maintaining real-time performance. At the same time, we will also try to focus on real-time 3D face alignment. SHUANG LI received the B.Eng. degree from the Beijing University of Chemical Technology, in 2017. He is currently a Research Assistant of artificial intelligence with the Institute of Semiconductors, Chinese Academy of Sciences (ISCAS). His research interests include deep learning, pattern recognition, and image cognitive computation. VOLUME 8, 2020 
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