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Abstract
We present a proof algorithm associated with the dipole splitting algorithm (DSA). The
proof algorithm (PRA) is a straightforward algorithm to prove that the summation of all
the subtraction terms created by the DSA vanishes. The execution of the PRA provides a
strong consistency check including all the subtraction terms –the dipole, I, P, and K terms–
in an analytical way. Thus we can obtain more reliable QCD NLO corrections. We clearly
define the PRA with all the necessary formulae and demonstrate it in the hadron collider
processes pp→ µ+µ−, 2 jets, and n jets.
1E-mail address : kouhei@phys.sci.kobe-u.ac.jp .
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1 Introduction
The present article follows Ref. [1]. We would like to start with a summary of Ref. [1]. At
the CERN Large Hadron Collider (LHC), the standard-model higgs boson was discovered in
the year 2012 during run 1 with collision energies of 7 and 8 TeV. Run 2, with an energy of
13 TeV, is planned to start in 2015. In order to identify the discovery signals, we need both
precise experimental results and precise theoretical predictions. For the precise theoretical
predictions, at least the inclusion of the quantum chromodynamics (QCD) next-to-leading
order (NLO) corrections is required. One of the most successful procedures to obtain the
QCD NLO corrections for multiparton leg processes is the Catani–Seymour dipole sub-
traction procedure [2, 3]. This procedure has been already applied to the huge number of
processes happening at the LHC. A partial list of the achievements there is collected in the
bibliography of Ref. [1].
Now that the dipole subtraction has been applied to so many processes, we can see
some drawbacks about the use of the procedure. Among these drawbacks, we would like to
point out three difficulties. The first difficulty is to confirm whether the subtraction terms
created are necessary and sufficient ones, and whether the expression of each term includes no
mistake. The second difficulty is for one person to reproduce the results in an article written
by another person, in particular, the difficulty of specifying all the subtraction terms used.
This difficulty is equally valid in the inverse case, namely, the difficulty for one person to tell
the other person all the subtraction terms used in a reasonably short form without confusion.
The third difficulty is about the use of computer packages in which the dipole subtraction
procedure is automated. Publicly available packages are presented in Refs. [4–10]. Users
sometimes have difficulties in understanding the algorithms implemented in the packages
and the outputs of the run.
In order to solve some of these difficulties, it is required that a practical algorithm to
use the dipole subtraction is clearly defined, and that the documentation of the algorithm
includes the clear presentation of all the subjects in the wishlist as shown in Ref. [1] :
1. Input, output, creation order, and all formulae in the document,
2. Necessary information to specify each subtraction term,
3. Summary table of all subtraction terms created,
4. Associated proof algorithm.
We succeeded in constructing an algorithm that allows the clear presentation of all the entries
in the wishlist. It is named the dipole splitting algorithm (DSA). The DSA has been already
presented, focusing on the entries 1–3 at the wishlist, in Ref. [1]. Thus, the purpose of this
article is to present the last entry in the wishlist, “ 4.Associated proof algorithm”.
An associated proof algorithm means a straightforward algorithm to prove that the sum-
mation of all the subtraction terms created by the DSA vanishes. The proof algorithm is
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abbreviated as PRA hereafter. What the PRA proves is expressed in a formula, as follow.
The QCD NLO corrections for an arbitrary process in a hadron collider are written as
σNLO = σR + σV + σC , (1.1)
where the symbols σR, σV and σC represent the real correction, the virtual correction, and the
collinear subtraction term, respectively. In the framework of dipole subtraction, the NLO
corrections are reconstructed as
σNLO = (σR − σD) + (σV + σI) + σP + σK , (1.2)
where the symbols σD, σI, σP, and σK represent the dipole, I, P, and K terms, respectively.
The quantities (σR − σD), (σV + σI), σP, and σK are separately finite. When the NLO cross
section in Eq. (1.1) is equated with the cross section in Eq. (1.2), we obtain the identity for
the arbitrary process as
σsubt = σD + σC − σI − σP − σK = 0 . (1.3)
We call this relation the consistency relation of the subtraction terms. The PRA is a straight-
forward algorithm to prove the consistency relation in Eq. (6.1) for any given process, if all
the subtraction terms –the dipole, I, P, and K terms– are created by the DSA.
We clarify the main advantages of the PRA. Since the relation in Eq. (6.1) includes all
the subtraction terms –the dipole, I, P, and K terms– created, the proof of the consistency
relation gives the confirmation of all the terms. As mentioned above, the subtracted cross
sections (σR − σD) and (σV + σI) are separately finite. When we use any wrong collection or
wrong expression for the dipole or the I term, the subtracted cross sections would diverge. In
this way, at least the divergent parts of the dipole and I terms are confirmed by the successful
cancellation against the real and virtual corrections. Compared to the dipole and I terms,
the P and K terms σP, and σK are separately finite themselves, and confirmation by the
cancellation is impossible. The PRA can provide the precious confirmation including the P
and K terms. This is the first advantage of the PRA. The PRA is executed in an analytical
way and does not rely on any numerical evaluation. All the dipole terms are integrated over
the soft and collinear regions of the phase space in an analytical way in d dimensions. The
expressions for the integrated dipole terms are available in Refs. [2, 3]. The PRA utilizes
the integrated dipole terms and all the steps of the PRA are executed in an analytical way
that does not require any numerical evaluation. This is the second advantage of the PRA.
In consequence, we can have a strong consistency check of all the subtraction terms by the
execution of the PRA, and we can obtain more reliable QCD NLO corrections as a results.
In the dipole subtraction procedure, some algorithms to create the subtraction terms
may be constructed. The construction of a straightforward algorithm to prove the consis-
tency relation in Eq. (6.1), is not always possible for all of them. The cancellations in the
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consistency relation are realized between cross sections with the same initial states and the
same reduced Born processes. In the DSA, the subtraction terms created are classified by
real processes and the kind of the parton splitting. The classification of the subtraction
terms is converted to the classification by the initial states and the reduced Born processes.
Then we can easily identify the cross sections that cancel each other in Eq. (6.1). The sys-
tematical identification of the cancellations for an arbitrary process makes possible for us
to construct a straightforward proof algorithm of the consistency relation. In the original
article about Catani–Seymour dipole subtraction [2], the dipole terms are constructed to
subtract the soft and collinear divergences from the real corrections, and then the dipole
terms are analytically integrated over the soft and collinear regions in d-dimensional phase
space. The integrated dipole terms are transformed to the I, P, and K terms. The method
of the transformation is explained for proton–proton collider case in Sec. 10 in Ref. [2]. The
PRA is just the transformation in a different order. The PRA is constructed in such a way
that when the subtraction terms are created by the DSA, the consistency relation of the
subtraction terms can be proved just by following well defined steps in a straightforward
algorithm.
The present paper is organized as follows : The PRA is defined in Sec. 2. All the necessary
formulae are collected in Appendix A. The PRA is demonstrated in the processes, pp →
µ+µ−, 2 jets, and n jets in Sec. 3, 4, and 5, respectively. The results of the PRA in the dijet
and n jets processes are summarized in Appendices B and C, respectively. Sec. 6 is devoted
to the summary.
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2 Proof algorithm
2.1 Definition
The prediction of the cross section including the QCD NLO corrections is generally written
as
σprediction = σLO + σNLO , (2.1)
where the symbol σLO represents the leading order (LO) cross section or a distribution, and
the symbol σNLO represents the QCD NLO corrections to the LO cross section. The LO
cross section does not appear in the present paper hereafter. For a given collider process the
real emission processes that contribute to the collider process are written as Ri . The set
consisting of all the real emission processes is denoted as
{Ri} = {R1,R2, ...,Rnreal} , (2.2)
where nreal is the number of all the real processes. When the NLO corrections are treated
within the framework of the DSA [1], they are expressed as
σNLO =
nreal∑
i=1
σ(Ri) . (2.3)
In the DSA, all the corrections are classified by the real processes Ri, and each contribution
is denoted as σ(Ri). The cross section σ(Ri) is defined as
σ(Ri) =
(
σR(Ri)− σD(Ri)
)
+
(
σV(B1(Ri)) + σI(Ri)
)
+ σP(Ri) + σK(Ri) , (2.4)
where the cross sections σR(Ri) and σV(B1(Ri)) represent the real and virtual corrections,
respectively. The process B1(Ri) is the Born process reduced from Ri by the rule B1(Ri) =
Ri -(a gluon in final state), in Ref. [1]. The cross sections σD(Ri), σI(Ri), σP(Ri), and σK(Ri)
represent the contributions of the dipole, I, P, and K terms, respectively. The cross sections
are factorized into the parton distribution function (PDF) and the subpartonic cross sections
as
σ(Ri) =
∫
dx1
∫
dx2 fF(xa)(x1)fF(xb)(x2) ×[(
σˆR(Ri)− σˆD(Ri)
)
+
(
σˆV(B1(Ri)) + σˆI(Ri)
)
+ σˆP(Ri) + σˆK(Ri)
]
, (2.5)
where fF(xa/b)(x1/2) represents the PDF and the subscript F(xa/b) denotes the field species
of the initial state parton in the leg a/b as defined in Ref. [1]. The symbols σˆR(Ri) and
σˆV(B1(Ri)) represent the partonic real and virtual corrections, respectively. The quantities
σˆ(Ri), with the subscripts, D, I, P, and K, represent the contributions of the dipole, I, P,
and K terms to the partonic cross sections, respectively. The definitions of all the partonic
cross sections are collected in Appendix A.1. In order to specify the jet observables the
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corresponding jet functions, F
(n/n+1)
J , must be multiplied by all the cross sections. The use
of the jet functions in the dipole subtraction is explained in Ref. [2]. For compact expression,
we do not show the jet functions explicitly in the present article.
In the original calculation method for the QCD NLO corrections, the corrections can be
constructed as
σNLO =
nreal∑
i=1
σorig(Ri), (2.6)
where the symbol σorig(Ri) denotes each correction belonging to the real process Ri. nreal is
the same number as in Eq. (2.3). The cross section σorig(Ri) consists of three terms :
σorig(Ri) = σR(Ri) + σV(B1(Ri)) + σC(Ri) , (2.7)
where the symbols σR(Ri) and σV(B1(Ri)) are the same real and virtual corrections as appear
in Eq. (2.4). σC(Ri) represents the collinear subtraction term. When the NLO cross section
in Eq. (2.6) is equated with the cross section in Eq. (2.3), we obtain the identity for an
arbitrary process as
nreal∑
i=1
σsubt(Ri) = 0 , (2.8)
where the cross section σsubt(Ri) is defined as
σsubt(Ri) = σorig(Ri)− σ(Ri)
= σD(Ri) + σC(Ri)− σI(Ri)− σP(Ri)− σK(Ri) . (2.9)
The cross section σsubt(Ri) includes all the subtraction terms. We call the relation in Eq. (2.8)
the consistency relation of the subtraction terms. The aim of the PRA is to prove the con-
sistency relation for an arbitrary collider process. In order to construct the proof algorithm
in separate steps, we reconstruct the dipole term σD(Ri) into four terms as
σD(Ri) = σD(Ri, I) + σD(Ri, P) + σD(Ri, K) + σD(Ri, dip2) . (2.10)
The definitions of the four terms will be given in Sec. 2.3–2.6, respectively. Using the four
terms, we can rewrite the σsubt(Ri) in Eq. (2.9) as
σsubt(Ri) = [ σD(Ri, I)− σI(Ri) ] + [ σD(Ri, P) + σC(Ri)− σP(Ri) ]
+ [ σD(Ri, K)− σK(Ri) ] + σD(Ri, dip2) . (2.11)
The execution of the proof algorithm proceeds according to the steps in such a way that the
first three terms in square brackets are calculated in turn. At this stage, we can define all
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the six steps of the PRA as follows :
Step 1. Convert the dipole terms σD(Ri) to the integrated form,
2. σD(Ri, I)− σI(Ri) = −σI(Ri, (2) -1/2, NfVff¯) ,
3. σD(Ri, P) + σC(Ri)− σP(Ri) = 0 ,
4. σD(Ri, K)− σK(Ri) = −σK(Ri, dip1, (3)/(4) -1, Nfh) ,
5. σsubt(Ri) = −σI(Ri, (2) -1/2, NfVff¯ )− σK(Ri, dip1, (3)/(4) -1, Nfh)
+ σD(Ri, dip2) ,
6.
nreal∑
i=1
σsubt(Ri) = 0 . (2.12)
All the six steps will be separately explained in Sec. 2.2–2.7, respectively. The premise for
the execution of the PRA for a given process is that all the dipole, I, P, and K terms are
created by the DSA in Ref. [1].
2.2 Step 1 : Integrated dipole terms σ
D
Step 1 of the PRA is to convert all the dipole terms, which are created by the DSA, into
the integrated form. The contribution of each dipole term to the partonic cross section is
generally written in d dimensions,
σˆD(Ri, dipj) =
1
SRi
Φ(Ri)d ·
1
ns(a)ns(b)
D(Ri, dipj )IJ,K , (2.13)
where Ri is a real correction process and dipj is the category to which the dipole term
belongs. SRi is the symmetric factor of the process Ri. The spin degree of freedom, ns(a/b),
is determined as ns(quark) = 2 and ns(gluon) = d − 2 = 2(1 − ǫ). Each dipole term is
specified with three legs I, J, and K of the real process Ri. The dipole term is generally
written as
D(Ri, dipj )IJ,K = −
1
sIJ
1
xIJK
1
T2
F(yemi)
〈Bj |Tyemi · Tyspe V
yemi
IJ,K | Bj〉 , (2.14)
where the details of the notation expressing the dipole terms are explained in Ref. [1]. The
category Dipole j (in short, dipj) and the subcategory of the splittings are shown in Fig. 1
in Appendix A.2. It is noted that in the DSA we introduce the field mapping, y = f(x˜),
and in Eq. (2.14) the legs of the reduced Born process Bj, on which the color and helicity
operators act, are specified with the elements (yemi, yspe) of set {y}.
The partonic cross section of the dipole term in Eq. (2.13) is converted to the integrated
form as
σˆD(Ri, dipj, xa/b) = −
Ad
SRi
·
∫ 1
0
dx
1
T2F(yemi)
V(x; ǫ) · Φa/b(Bj , x)d [ yemi, yspe ] , (2.15)
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where the overall factor Ad is defined as
Ad =
αs
2π
(4πµ2)ǫ
Γ(1− ǫ)
. (2.16)
The phase space Φa/b(Bj , x)d is defined in d dimensions in Eq. (A.35)/(A.36). The explicit
expressions of the integrated dipole terms depend on four types of dipole terms, final–final
(FF), final–initial (FI), initial–final (IF), and initial–initial (II). The four types are defined
in Ref. [2] and [1]. The types of dipole terms are denoted by subcategories :
σˆD(Ri, dipj ) ⊃ σˆD(Ri, dipj, FF/FI/IF/II ) . (2.17)
The expressions are separately shown in Eqs. (A.20), (A.28), (A.39), and (A.56), respectively
in Appendix A.2. The expression of the the factor V(x; ǫ) is determined in each type as
V(x; ǫ) =

VF(xi)F(xj)(ǫ) δ(1− x) : FF (ij, k) ,
VF(xi)F(xj)(x ; ǫ) : FI (ij, a) ,
VF(xa/b),F(yemi)(x ; ǫ) : IF (ai, k) ,
V˜F(xa/b),F(yemi)(x ; ǫ) : II (ai, b) .
(2.18)
The concrete expressions of the universal singular functions, VF(xi)F(xj)(ǫ), VF(xi)F(xj)(x ; ǫ),
VF(xa/b), F(yemi)(x ; ǫ), and V˜F(xa/b), F(yemi)(x ; ǫ), further depend on the kinds of splittings, which
are written with the factor 1/T2
F(yemi)
in Eqs. (A.21), (A.29), (A.40), and (A.57), respectively.
The symbol, [ yemi, yspe ], is defined as
[ yemi, yspe] = s
−ǫ · 〈Bj |Tyemi · Tyspe | Bj〉d , (2.19)
where the Lorentz scalar, s, also depends on the types, FF, FI, IF, and II, which are defined
in Eqs. (A.27), (A.38), (A.55), and (A.71), respectively. The quantity 〈Bj |Tyemi ·Tyspe| Bj〉
is the color-correlated Born squared amplitude after the spin–color summed and averaged in
d dimensions.
Thanks to the notation employed in the DSA [1], we have a simple and universal expres-
sion for the integrated dipole term in Eq. (2.15). The expression can be further abbreviated
in a fixed form as
σˆD(Ri, dipj, xa/b) = −
Ad
SRi
· (Factor 1) · (Factor 2) , (2.20)
where Factors 1 and 2 are denoted as
(Factor 1) =
∫ 1
0
dx
1
T2F(yemi)
V(x; ǫ) , (2.21)
(Factor 2) = Φa/b(Bj , x)d [ yemi, yspe ] . (2.22)
Once the concrete expressions of Factors 1 and 2 are determined, the integrated dipole term
is also uniquely determined. Factor 1 is universal in the category with the same splitting and
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has a spectator in the same state among the initial and final states. In order to summarize
all the integrated dipole terms in a short form, it is sufficient that the information on the
reduced Born process, the kind of splitting, and Factors 1 and 2 is supplied in a table format.
The summary tables for the dijet process are shown in Tables 3–13 in Appendix B. These
tables can be a template of the format for the summary tables for an arbitrary process.
We would like to show here two examples in the real process R1 = uu¯ → uu¯g, which
contributes to the dijet process pp → 2 jets + X . The creation of the dipole terms by the
DSA is explained in Ref. [1].
• Example 1: Table 4 in Appendix B.1 in Ref. [1], 1. (13, 2) .
The reduced Born process is taken as
B1 = u(ya)u¯(yb)→ u(y1)u¯(y2) , (2.23)
and the field mapping for this dipole term is made as
(ya, yb; y1, y2) = (a, b ; 1˜3, 2˜) . (2.24)
The contribution to the cross section is written as
σˆD(R1, dip1) =
1
SR1
Φ(R1)d ·
1
ns(u)ns(u¯)
D(R1, dip1)13,2 , (2.25)
and the dipole term is written as
D(R1, dip1 )13,2 = −
1
s13
1
CF
V13,2 〈B1 |T1 · T2 | B1〉 . (2.26)
The dipole term is of final–final type term and is converted to the integrated form in
Eq. (A.20) as
σˆD(R1, dip1, FF ) = −
Ad
SR1
·
1
CF
Vfg(ǫ) · Φ(B1)d [ 1, 2 ] , (2.27)
where the color–correlated Born squared amplitude is denoted as
[ 1, 2 ] = (sy1,y2)
−ǫ · 〈B1 |Ty1 · Ty2| B1〉d , (2.28)
with the Lorentz scalar sy1,y2 = 2P(y1) · P(y2). The expression of the dipole term is
further abbreviated in the fixed form in Eq. (2.20) with Factors 1 and 2 as
(Factor 1) =
1
CF
Vfg(ǫ) , (2.29)
(Factor 2) = Φ(B1)d [ 1, 2 ] . (2.30)
In the summary table, in addition to Factors 1 and 2, we can explicitly specify the
reduced Born process and the kind of splitting, which are B1 and (1)-1 in the present
case. Actually, the integrated dipole term is shown with the above information in the
first one, 1. (a, b ; 1˜2, 3˜), in Table 3 in Appendix B.1.
10
• Example 2: Table 4 in Ref. [1], 18. (a1, b) .
The reduced Born process and the field mapping are determined as
B3u = g(ya)u¯(yb)→ u¯(y1)g(y2) and (ya, yb; y1, y2) = (a˜1, b˜ ; 2, 3) . (2.31)
The cross section and the dipole term are written as
σˆD(R1, dip3u) =
1
SR1
Φ(R1)d ·
1
ns(u)ns(u¯)
D(R1, dip3u)a1,b , (2.32)
D(R1, dip3u)a1,b = −
1
sa1
1
x1,ab
1
CA
〈B3u |Tya · Tyb V
ya
a1,b
| B3u〉 . (2.33)
The dipole term is of initial-initial type and is converted to the integrated form in
Eq. (A.56) as
σˆD(R1, dip3u, II, xa) = −
Ad
SR1
·
∫ 1
0
dx
1
CA
V˜f, g(x; ǫ) · Φa(B3u, x)d [ a, b ] , (2.34)
where the symbol [ a, b ] is denoted as
[ a, b ] = (sxa, yb)
−ǫ · 〈B3u |Tya · Tyb| B3u〉d , (2.35)
with the Lorentz scalar sxa, yb = 2 pa · pb. Factors 1 and 2 in Eq. (2.20) are determined
as
(Factor 1) =
∫ 1
0
dx
1
CA
V˜f, g(x; ǫ) , (2.36)
(Factor 2) = Φa(B3u, x)d [ a, b ] . (2.37)
The integrated dipole term is shown in the entry 18. (a˜1, b˜ ; 2, 3) in Table 3.
In this way, all the dipole terms can be converted into the integrated form. Then the
summary tables of all the dipole terms created by the DSA are converted to summary tables
of the integrated dipole terms with the necessary information. One original dipole term is
converted to one integrated dipole term, and the total number of dipole terms is conserved
through the conversion. As an example, for the dijet process, all the summary tables of the
dipole terms created by the DSA are shown at Tables 4–14 in Appendix B.1 in [1]. All the
summary tables are converted into the summary tables of the integrated dipole terms as
Tables 3–13 in Appendix B in the present article.
2.3 Step 2 : σ
D
(I)− σ
I
Step 2 of the PRA is to prove the relation
σD(Ri, I)− σI(Ri) = −σI(Ri, (2) -1/2, NfVff¯ ) . (2.38)
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The relation in Eq. (2.38) stands for an arbitrary process and is regarded as an identity. The
left-hand side of Eq. (2.38) is the first term in square brackets in Eq. (2.11). We define the
three cross sections σD(Ri, I), σI(Ri), and σI(Ri, (2) -1/2, NfVff¯ ) in Eq. (2.38) as follows.
We first define the cross section σD(Ri, I). In Step 1 all the dipole terms are converted
into the integrated form. Among them, we take only the dipole terms in the Dipole 1
category. The Dipole 1 includes splittings (1)–(4) with the cases of the spectator in the
final/initial state denoted as subcategory -1/2, which are shown in Fig. 2 in Appendix A.3.
We extract the following parts from all the expressions, depending on splittings (1)–(4) and
on the subcategory -1/2. For the dipole terms with splitting (1)-1, we take all of the singular
function Vfg(ǫ) in Eq. (A.22). For the dipole terms with splitting (1)-2, we extract the part
δ(1 − x)Vfg(ǫ) from the singular function Vfg(x ; ǫ) in Eq. (A.30). Then, for both of the
splittings (1)-1 and -2, the partonic cross sections σˆD(Ri, I, (1)-1/2) are extracted as the
same expression :
σˆD(Ri, I, (1)-1/2) = −
Ad
SRi
·
1
CF
Vfg(ǫ) · Φ(B1)d [ yemi, yspe ] . (2.39)
The cross section is obtained by multiplying the PDFs by the partonic cross section in
Eq. (2.39), as shown in Eq. (2.5). In the cases of the other splittings, the partonic cross
sections are defined as follows, and the cross sections are similarly obtained by the multi-
plication of the PDFs. For splitting (2)-1, we take all of Vgg(ǫ) in Eq. (A.23), and, for the
splitting (2)-2, we extract the part δ(1 − x)Vgg(ǫ) from Vgg(x ; ǫ) in Eq. (A.31). Then, for
both splittings (2)-1/2, the cross section σˆD(Ri, I, (2)-1/2) is defined as
σˆD(Ri, I, (2)-1/2) = −
Ad
SRi
·
1
CA
Vgg(ǫ) · Φ(B1)d [ yemi, yspe ] . (2.40)
For splitting (3)-1, we extract the part δ(1 − x)Vfg(ǫ) from V
f,f(x ; ǫ) in Eq. (A.41), and,
for splitting (3)-2, we extract the same part δ(1 − x)Vfg(ǫ) from V
f,f(x ; ǫ) in V˜f,f (x; ǫ) in
Eq. (A.59). Then, for both splittings (3)-1/2, the partonic cross sections σˆD(Ri, I, (3)-1/2)
are extracted as the identical expression in Eq. (2.39). For splitting (4)-1, we extract the part
δ(1− x)Vg(ǫ) from V
g,g(x ; ǫ) in Eq. (A.42), and, for the splitting (4)-2, we extract the same
quantity δ(1 − x)Vg(ǫ) from V
g,g(x ; ǫ) in V˜g,g(x; ǫ) in Eq. (A.60). Then, for both splittings
(4)-1/2, the cross sections σˆD(Ri, I, (4)-1/2) are defined as
σˆD(Ri, I, (4)-1/2) = −
Ad
SRi
·
1
CA
Vg(ǫ) · Φ(B1)d [ yemi, yspe ] . (2.41)
In Eqs. (2.39), (2.40), and (2.41), the color-correlated Born squared amplitude, [ yemi, yspe ],
is denoted as
[ yemi, yspe] = (syemi, yspe)
−ǫ · 〈B1 |Tyemi · Tyspe | B1〉d , (2.42)
with the Lorentz scalar syemi,yspe = 2P(yemi) · P(yspe). The partonic cross section σˆD(Ri, I)
is the summation of all the existing partonic cross sections σˆD(Ri, I, (1) ∼ (4)-1/2) defined
above. The formulae for σˆD(Ri, I) are collected in Appendix A.3.
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Next we define the cross section σI(Ri). The partonic cross section σˆI(Ri) is the contri-
butions of the I terms that are created by the DSA [1]. The contribution of each I term is
written as
σˆI(Ri)IK = −
Ad
SB1
·
1
T2
F(I)
VF(I) · Φ(B1)d [ I,K ] , (2.43)
where again the notation is defined in Ref. [1]. The SB1 is the symmetric factor of the reduced
Born process B1(Ri). In the DSA, the creation of the I terms is ordered by the species of
the first leg I, (1)–(4), which are shown in Fig. 7 in Appendix A.8. There are four cases for
the choices for the first leg I, and each case has further choices for the second leg K in the
final/initial state denoted as -1/2. The factor VF(I)/T
2
F(I) is determined in each case as
1
T2
F(I)
VF(I) =
{
1
CF
Vf (ǫ) : (1), (3)− 1/2 ,
1
CA
Vg(ǫ) : (2), (4)− 1/2 ,
(2.44)
where the universal singular functions Vf(ǫ) and Vg(ǫ) are defined in Eqs. (A.73) and (A.45),
respectively. The symbol [ I,K ] is denoted as
[ I, K ] = s−ǫIK .〈B1 |TI · TK | B1〉d , (2.45)
with the Lorentz scalar sIK = 2 pI · pK . The partonic cross section σˆI(Ri) is the summation
of all the created I terms as
σˆI(Ri) =
∑
I,K
σˆI(Ri)IK . (2.46)
Similar to the case σD(Ri, I), the cross section σI(Ri) is obtained by multiplying the PDFs
by the partonic cross section σˆI(Ri). The formulae for the I term σI(Ri) are collected in
Appendix A.8.
The third cross section σI(Ri, (2) -1/2, NfVff¯) is defined as follows. We take only the
I terms that belong to the splitting (2)-1/2 in Fig. 7. Among them we extract the part
NfVff¯ (ǫ) in the function Vg(ǫ) in Eq. (A.45). The extracted part is defined as the partonic
cross section,
σˆI(Ri, (2) -1/2, NfVff¯ )IK = −
Ad
SB1
·
Nf
CA
Vff¯(ǫ) · Φ(B1)d [ I,K ] , (2.47)
where the leg I is in the final state and the field species is a gluon. By definition, the term
exists only if the reduced Born process B1(Ri) includes any gluon in the final state. This
statement is equivalent to saying that the term exists only if the real process Ri includes
two or more gluons in the final state. The partonic cross section σˆI(Ri, (2) -1/2, NfVff¯) is
the summation of all the existing cross sections in Eq. (2.47). The formula is also added
in Appendix A.8. Now that all three terms in Eq. (2.38) are defined, we can interpret the
equation in such a way that the extracted part from the integrated dipole term, σˆD(Ri, I),
cancels the I term, σI(Ri), except for the part σI(Ri, (2) -1/2, NfVff¯). The remaining part
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σI(Ri, (2) -1/2, NfVff¯ ) is canceled by a term created in a different real process. The mecha-
nism of the cancellation will be clarified in Step 6 in Sec. 2.7.
Finally, we see one example. We take the same real emission process as used in Step 1,
R1 = uu¯→ uu¯g. The reduced Born process, B1(R1) = uu¯→ uu¯, does not include any gluon
in the final state, and the right-hand side of Eq. (2.38) does not exist. Then the relation to
be proved is written as
σD(R1, I)− σI(R1) = 0 . (2.48)
First we construct the partonic cross section σˆD(R1, I). All the integrated dipole terms of
σˆD(R1) are summarized in Table 3 in Appendix B.1. Among all the 21 dipole terms, we take
only the first twelve terms in the category Dipole 1. Following the definition of σD(Ri, I)
given above, we extract the cross section as
σˆD(R1, I) = −
Ad
SR1
·
1
CF
Vfg(ǫ) · Φ(B1)d
(
[1, 2] + [2, 1] + [1, a] + [1, b] + [2, a] + [2, b]
+ [a, 1] + [a, 2] + [b, 1] + [b, 2] + [a, b] + [b, a]
)
, (2.49)
with the symmetric factor SR1 = 1. Second, we construct the contribution of the I terms,
σI(R1). The I terms that are created by the DSA are summarized in Table 15 in Appendix
B.2 in ref. [1]. The twelve I terms are written as
σˆI(R1) = −
Ad
SB1
·
1
CF
Vf(ǫ) · Φ(B1)d
(
[1, 2] + [2, 1] + [1, a] + [1, b] + [2, a] + [2, b]
+ [a, 1] + [a, 2] + [b, 1] + [b, 2] + [a, b] + [b, a]
)
, (2.50)
with the symmetric factor SB1 = 1. Using the relations SR1 = SB1 = 1 and Vf (ǫ) = Vfg(ǫ),
we prove the relation in Eq. (2.48). Step 2 for the process R1 is completed. The result is
shown in Eq. (B.1) in Appendix B.1. As mentioned above, in this example, the right-hand
side of Eq. (2.38) does not exist. Cases where the right-hand side exists will be seen in Sec. 4
and Sec. 5.
2.4 Step 3 : σ
D
(P) + σc − σP
Step 3 of the PRA is to prove the relation
σD(Ri, P) + σC(Ri)− σP(Ri) = 0 . (2.51)
The left-hand side of Eq. (2.51) is the second term in the square brackets in Eq. (2.11). We
define the three cross sections σD(Ri, P), σC(Ri), and σP(Ri) in Eq. (2.51) as follows.
First we define the cross section σD(Ri, P). The quantity is extracted from the integrated
dipole terms converted in Step 1 in the following way. We choose only the dipole terms
with splittings (3), (4), (6), and (7), as shown in Fig. 3 in Appendix A.4. For the initial–final
dipole terms, namely, splittings (3)-, (4)-, (6)-, and (7)-1, we extract the factors (−1/ǫ+ln x)·
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P ff, gg, fg, gf(x) in the functions Vf,f (x ; ǫ), Vg,g(x ; ǫ), Vf,g(x ; ǫ), and Vg,f(x ; ǫ) in Eqs. (A.41)–
(A.44), respectively. For the initial–initial dipole terms, namely, splittings, (3)-, (4)-, (6)-,
and (7)-2, we extract the same factors in the functions V˜f,f(x; ǫ), V˜g,g(x; ǫ), V˜f,g(x; ǫ), and
V˜g,f (x; ǫ) in Eqs. (A.59)–(A.62). For all the dipole terms with splittings (3)-, (4)-, (6)-, and
(7)-1/2, the partonic cross sections σˆD(Ri, P) are defined as the universal expression
σˆD( Ri, P, dipj, xa/b) =
Ad
SRi
∫ 1
0
dx
(
1
ǫ
− ln x
)
1
T2F(yemi)
P F(xa/b)F(yemi)(x)×
Φa/b(Bj, x)d [ yemi, yspe] , (2.52)
where the factor P F(xa/b) F(yemi)(x)/T2
F(yemi)
depends on the splittings as written in Eq. (A.77).
The symbol [ yemi, yspe] is defined in Eqs. (A.54) and (A.70) for the initial–final and initial-
initial dipole terms, respectively. The cross section σD(Ri, P) is obtained by multiplying the
PDFs with the partonic cross section σˆD( Ri, P ). The formulae for σD(Ri, P) are collected
in Appendix A.4.
Second, we define the cross section σC(Ri). This quantity is the collinear subtraction
term that is introduced in the QCD NLO corrections as in Eq. (2.7). Some algorithms
to create collinear subtraction terms for an arbitrary process may be available. We in-
troduce here an algorithm that is analogous with the algorithm to create the P term in
the DSA [1]. The input is taken in a real process Ri . As with the DSA, Ri defines
the set {x} = {xa, xb ; x1, ..., xn+1}. The field species and the momenta are denoted as
F({x}) = {F(xa),F(xb) ; F(x1), ...,F(xn+1)} and {pa, pb ; p1, ..., pn+1}. Then we check whether
the process Ri can have splittings (3), (4), (6), and (7), shown in Fig. 6 in Appendix A.7.
We start with splitting (3), including the leg-a (xa). When the process Ri can have splitting
(3), a pair (xa, xi) is chosen and the new element xa˜i is created with the field species F(xa˜i),
which is the species of the root of the splitting : in the present splitting (3), a quark. The
reduced Born process B1 is taken in the same one as determined for the dipole terms in
the DSA. The B1 associates the set {y} = {ya, yb ; y1, ..., yn}, the field species F({y}) =
{F(ya),F(yb) ; F(y1), ...,F(yn)}, and the momenta, P({y}) = {P(ya),P(yb) ; P(y1), ...,P(yn)}.
There are two possible cases, F(xa˜i) = F(ya) or F(xa˜i) = F(yb), which are denoted as
yemi = ya or yemi = yb, respectively. For both cases, the collinear subtraction terms with
leg-a (xa) are created as
σˆC(Ri, dip1, xa) =
Ad
SB1
∫ 1
0
dx
( 1
ǫ
− lnµ2F
)
P ff(x) · Φa(B1, x)d 〈B1〉 , (2.53)
where SB1 is the symmetric factor of the Born process B1 and the Altarelli–Parisi splitting
function P ff(x) is defined in Eq. (A.46). The symbol 〈B1〉 represents the square of the matrix
elements of the process B1 after the spin-color is summed and averaged in d dimensions,
which is written with the input momenta as
〈B1〉 = |MB1( P(ya),P(yb) → P(y1), ...,P(yn) ) |
2 . (2.54)
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In the case in which yemi = ya or yemi = yb , the input momenta in the initial state are
determined as (P(ya),P(yb)) = (xpa, pb) or (pb, xpa), respectively. It is noted that, when the
final state of Ri includes identical fields, one kind of splitting has as many possible pairs
(xa, xi) as the number of identical fields. In this case, only one pair is taken and the other
pairs must be discarded. For instance, the process Ri = u(xa)u¯(xb) → g(x1)g(x2)g(x3) has
three pairs (xa, x1), (xa, x2), and (xa, x3) for splitting (3). Among them, only one pair, for
instance, (xa, x1), is taken and the others, (xa, x2) and (xa, x3), must be discarded. The
discard rule is the same as the creation algorithm of the P term in the DSA. The creation
algorithm shown above is similarly applied for leg-b (xb) and for the other splittings (4),
(6), and (7). We summarize the general formulae for the collinear subtraction term in
an arbitrary process as follows. The collinear subtraction terms consist of terms with the
different splittings, and, equivalently, different reduced Born processes as
σˆC(Ri) =
∑
dipj
σˆC(Ri, dipj), (2.55)
where each term σˆC(Ri, dipj) can have the contributions with leg-a (xa) and leg-b (xb) as
σˆC(Ri, dipj) = σˆC(Ri, dipj, xa) + σˆC(Ri, dipj, xb) . (2.56)
The collinear subtraction term with the reduced Born process Bj and leg-a/b is universally
written as
σˆC(Ri, dipj, xa/b) =
Ad
SBj
∫ 1
0
dx
( 1
ǫ
− lnµ2F
)
P F(xa/b)F(yemi)(x) · Φa/b(Bj , x)d 〈Bj〉 , (2.57)
where the splitting function P F(xa/b)F(yemi)(x) is determined as shown in Eq. (A.106). The
formulae for the collinear subtraction term are collected in Appendix A.7.
The third cross section σP(Ri) is the contribution of the P terms created by the DSA [1].
The input for the creation is taken in a real process Ri and the creation of the P terms is
ordered by splittings, (3), (4), (6), and (7), and also by the spectators in final/initial states
denoted as -1/2, which are shown in Fig. 8 in Appendix A.9. The partonic cross section
σˆP(Ri) is written in 4 dimensions as the universal form
σˆP(Ri, dipj, xa/b) =
A4
SBj
∫ 1
0
dx
1
T2
F(yemi)
P F(xa/b)F(yemi)(x) · ln
µ2F
x sxa/b,yspe
·
Φa/b(Bj, x)4 〈 yemi, yspe〉 , (2.58)
where the factor A4 is denoted as A4 = αs/2π and SBj is the symmetric factor of the process
Bj. The definition of the factor P
F(xa/b)F(yemi)(x)/T2
F(yemi)
is the same as the factor for the
cross section σˆD(Ri,P) in Eq. (A.77). The definition of the Lorentz scalar sxa/b,yspe is also the
same as in Eq. (A.79). The symbol 〈 yemi, yspe〉 represents the color-correlated Born squared
amplitude in 4 dimensions as 〈 yemi, yspe〉 = 〈Bj |Tyemi ·Tyspe| Bj〉4 . The formulae for the P
term σP(Ri) are collected in Appendix A.9.
16
We see one example in the same process as used in Step 1 and 2, R1 = uu¯→ uu¯g. The
relation to be proved for the process is written as
σD(R1, P) + σC(R1)− σP(R1) = 0 . (2.59)
As shown in Table 3 in Appendix B.1, the dipole terms include splittings, (3), (6)u, and (6)u¯,
which have the following reduced Born processes respectively :
B1 = uu¯→ uu¯ , (2.60)
B3u = gu¯→ u¯g , (2.61)
B3u¯ = ug → ug . (2.62)
Then the relation in Eq. (2.59) is divided into three independent relations :
σD(R1, P, dipj) + σC(R1, dipj)− σP(R1, dipj) = 0 (2.63)
for dipj = dip 1, 3u, and 3u¯. First, we construct σD(R1, P). We only show the expressions
for the terms σD(R1, P, dip1, xa) and σD(R1, P, dip3u) for convenience as
σD(R1, P, dip1, xa) =
Ad
SR1
∫ 1
0
dx
(
1
ǫ
− ln x
)
1
CF
P ff(x) Φa(B1, x)d×(
[a, 1] + [a, 2] + [a, b]
)
, (2.64)
σD(R1, P, dip3u) =
Ad
SR1
∫ 1
0
dx
(
1
ǫ
− ln x
)
1
CA
P fg(x) Φa(B3u, x)d×(
[a, 1] + [a, 2] + [a, b]
)
, (2.65)
with the symmetric factor SR1 = 1. In Eq. (2.64), the color-correlated Born squared ampli-
tudes are denoted as
[ a, 1/2/b ] = (sxa, y1/2/b)
−ǫ · 〈B1 |Tya · Ty1/2/b | B1〉d , (2.66)
where the Lorentz factors are written as sxa, y1/2 = 2 pa · P(y1/2) and sxa, yb = 2 pa · pb. The
corresponding quantities in Eq. (2.65) are written in such a way that B1 is replaced with
B3u in Eq. (2.66). Next we construct the collinear subtraction term σC(R1). The algorithm
to create the collinear subtraction term is executed as follows. The process R1 associates
set {x} as R1 = u(xa)u¯(xb) → u(x1)u¯(x2)g(x3). The process R1 can have splitting (3) with
leg-a and the pair (xa, x3) is chosen. The reduced Born process B1 associates set {y} as
B1 = u(ya)u¯(yb) → u(y1)u¯(y2), and the relation F(xa˜3) = F(ya) = u stands. The process
R1 can also have splitting (6)u with leg-a and the pair (xa, x1) is chosen. The reduced
Born process B3u associates set {y} as B3u = g(ya)u¯(yb) → u¯(y1)g(y2) and the relation
F(xa˜1) = F(ya) = g stands. Then we write down the collinear subtraction terms as
σˆC(R1, dip1, xa) =
Ad
SB1
∫ 1
0
dx
( 1
ǫ
− lnµ2F
)
P ff(x) · Φa(B1, x)d 〈B1〉 , (2.67)
σˆC(R1, dip3u) =
Ad
SB3
∫ 1
0
dx
( 1
ǫ
− lnµ2F
)
P fg(x) · Φa(B3u, x)d 〈B3u〉 , (2.68)
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with the symmetric factors SB1 = SB3 = 1. Then we construct the third term σP(R1). The
P terms created by the DSA are summarized in Table 20 in Appendix B.3 in Ref. [1]. We
write down the terms σP(R1, dip1, xa) and σP(R1, dip3u) as
σˆP(Ri, dip1, xa) =
A4
SB1
∫ 1
0
dx
1
CF
P ff(x) · Φa(B1, x)4×[
ln
µ2F
x sxa,y1
〈a, 1〉+ ln
µ2F
x sxa,y2
〈a, 2〉+ ln
µ2F
x sxa,yb
〈a, b〉
]
, (2.69)
σˆP(R1, dip3u) =
A4
SB3
∫ 1
0
dx
1
CA
P fg(x) · Φa(B3u, x)4×[
ln
µ2F
x sxa,y1
〈a, 1〉+ ln
µ2F
x sxa,y2
〈a, 2〉+ ln
µ2F
x sxa,yb
〈a, b〉
]
. (2.70)
Now that all the terms are explicitly written down, we start the calculation from the
summation, σˆD(R1, P, dip1, xa) + σˆC(R1, dip1, xa), as
σˆD(R1, P, dip1, xa) + σˆC(R1, dip1, xa) =
Ad
SB1
∫ 1
0
dxP ff(x) Φa(B1, x)d
[
(
1
ǫ
− lnx
)
1
CF
(
s−ǫxa, y1〈a, 1〉+ s
−ǫ
xa, y2〈a, 2〉+ s
−ǫ
xa, yb
〈a, b〉
)
+
( 1
ǫ
− lnµ2F
)
〈B1〉
]
, (2.71)
where the relation SR1 = SB1 = 1 is used. We expand the factor with the Lorentz scalar as
s−ǫ = 1− ǫ ln s, and also expand the squared amplitude 〈B1〉 by using the color conservation
law as
〈B1〉 =
1
CF
〈B1|Tya · Tya | B1〉 = −
1
CF
(
〈a, 1〉+ 〈a, 2〉+ 〈a, b〉
)
. (2.72)
The use of the color conservation law in the dipole subtraction is explained in Ref. [2]. Then
we obtain the expression as
σˆD(R1, P, dip1, xa) + σˆC(R1, dip1, xa) =
Ad
SB1
∫ 1
0
dx
1
CF
P ff(x) · Φa(B1, x)d×[
ln
µ2F
x sxa,y1
〈a, 1〉+ ln
µ2F
x sxa,y2
〈a, 2〉+ ln
µ2F
x sxa,yb
〈a, b〉
]
. (2.73)
Since the expression is now finite in 4 dimensions, it is safely reduced back to 4 dimensions,
which becomes nothing but the term σˆP(Ri, dip1, xa) in Eq. (2.69). In this way, the relation
σD(R1, P, dip1, xa) + σC(R1, dip1, xa)− σP(R1, dip1, xa) = 0 (2.74)
is proved. Finally, we calculate the summation σˆD(R1, P, dip3u) + σˆC(R1, dip3u) as
σˆD(R1, P, dip3u) + σˆC(R1, dip3u) =
Ad
SB3
∫ 1
0
dxP fg(x) Φa(B3u, x)d
[
(
1
ǫ
− ln x
)
1
CA
(
s−ǫxa, y1〈a, 1〉+ s
−ǫ
xa, y2
〈a, 2〉+ s−ǫxa, yb〈a, b〉
)
+
( 1
ǫ
− lnµ2F
)
〈B3u〉
]
. (2.75)
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Similar to the calculation in Eq. (2.71), we expand the factor with the Lorentz scalar and
use the color conservation law as 〈B3u〉 = −
(
〈a, 1〉+ 〈a, 2〉+ 〈a, b〉
)
/CA. Then the quantity
in Eq. (2.75) becomes finite in 4 dimensions, which is equal to the term σˆP(R1, dip3u). The
relation in Eq. (2.63) for dip3u is proved. The relations in Eq. (2.63) for the remaining cases,
Dipole 1 with leg-b and Dipole 3u¯, are similarly proved. Thus the relation in Eq. (2.59) is
proved and Step 3 for the process R1 is completed. The results are shown in Eqs. (B.2) and
(B.3) in Appendix B.1.
2.5 Step 4 : σ
D
(K)− σ
K
Step 4 of the PRA is to prove the relation,
σD(Ri, K)− σK(Ri) = −σK(Ri, dip1, (3)/(4) -1, Nfh) . (2.76)
The left-hand side of Eq. (2.76) is the third term in the square brackets in Eq. (2.11). We
define the three cross sections in Eq. (2.76) as follows.
We first define the cross section σD(Ri, K). The integrated dipole terms are separated
into the four terms shown in Eq. (2.10). Among them, we have already defined the terms,
σD(Ri, I) and σD(Ri, P) in Sec. 2.3 and 2.4, respectively. The term σD(Ri, dip2) is defined
as the dipole term with splitting (5) in the category Dipole 2, which is concretely shown in
Sec. 2.6. Then the term σD(Ri, K) is defined as the remaining term in Eq. (2.10) as
σD(Ri, K) = σD(Ri)− σD(Ri, I)− σD(Ri, P)− σD(Ri, dip2) . (2.77)
All the poles 1/ǫ2 and 1/ǫ in the integrated dipole term σD(Ri) are extracted by the three
terms σD(Ri, I/P/dip2). Then the cross section σD(Ri, K) is finite and defined in 4 dimen-
sions. The term σD(Ri, K) is classified by the splittings shown in Fig. 4 in Appendix A.5.
We start with the category Dipole 1, which includes the splittings (1), (2), (3), and (4). For
splittings (1)/(2)-2, the remaining factors CF(g(x)− 3h(x)/2) and CA(2g(x)− 11h(x)/3) in
the functions Vfg(x ; ǫ) and Vgg(x ; ǫ) in Eqs. (A.30) and (A.31), respectively, are taken. We
only show here the full expression for the splitting (1)-2 with leg-a as
σˆD( Ri, K, dip1, (1)-2, xa ) = −
A4
SRi
∫ 1
0
dx
(
g(x)−
3
2
h(x)
)
· Φa(B1, x)4 〈 yemi, yspe 〉 . (2.78)
For splittings (3)/(4)-1, the remaining terms V
f,f/g,g
other (x ; ǫ) in the functions V
f,f/g,g(x ; ǫ) in
Eqs. (A.41)/(A.42), respectively, are taken. The cross section for splitting (3)-1 with leg-a is
written as
σˆD( Ri, K, dip1, (3)-1, xa ) = −
A4
SRi
∫ 1
0
dx
1
CF
Vf,fother(x ; ǫ) · Φa(B1, x)4 〈 yemi, yspe 〉 . (2.79)
For splittings (3)/(4)-2, the terms (Vf,fother(x; ǫ)+CF g(x)+K˜
ff (x)) and (Vg,gother(x; ǫ)+CA g(x)+
K˜gg(x)), in V˜f,f (x; ǫ) and V˜g,g(x; ǫ) in Eqs. (A.59) and (A.60), respectively, are extracted.
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The expression for splitting (3)-2 is written as
σˆD( Ri, K, dip1, (3)-2, xa ) = −
A4
SRi
∫ 1
0
dx
1
CF
(
Vf,fother(x ; ǫ) + CF g(x) + K˜
ff (x)
)
×
Φa(B1, x)4 〈 yemi, yspe 〉 . (2.80)
As mentioned above, the cross section σD(Ri, K) is defined in 4 dimensions, and so in
Eqs. (2.78)–(2.80) the overall factor A4, the phase space Φa(B1, x)4, and the reduced Born
squared amplitude 〈 yemi, yspe 〉, are all defined in 4 dimensions. The formulae for σˆD(Ri,K, dip1)
are collected in Eqs. (A.80)–(A.82) in Appendix A.5. Then we proceed to the Dipole 3 and 4
category, i.e., splittings (6) and (7), respectively. For splittings (6)/(7)-1, the terms V
f,g/g,f
other
(x ; ǫ) in Eqs. (A.43)/ (A.44) are taken. For splittings (6)/(7)-2, the terms (Vf,g/g,f(x; ǫ)other
+K˜fg/gf (x)) in Eqs. (A.61)/ (A.62) are taken. The formulae for splittings (6)/(7)-1/2 are
collected in Eqs. (A.83) and (A.84).
Next we define the cross section σK(Ri). This quantity is the contribution of the K terms
created by the DSA [1]. The K terms are classified into categories Dipole 1 and 3/4 with sub-
categories (3)/(4)-0/1/2 and (6)/(7)-0/2, respectively, as shown in Fig. 9 in Appendix A.10.
The contributions to the partonic cross sections are denoted as σˆK(Ri, dip1, (3)/(4)-0/1/2)
and σˆK(Ri, dip3/4, (6)/(7)-0/2), respectively. The explicit expressions for the cross sections
are collected in Eqs. (A.114)–(A.116) and Eqs. (A.117) and (A.118), respectively. We show
here the expression for the cross section in Dipole 1 with splitting (3)/(4)-1 and with leg-a
as
σˆK(Ri, dip1, (3)/(4)-1, xa) =
A4
SB1
∫ 1
0
dx
γF(yspe)
T2F(yspe)
h(x) · Φa(B1, x)4 〈 yemi, yspe〉 . (2.81)
This term has a special feature that the factor γF(yspe)/T
2
F(yspe) is determined by the field
species of the spectator, F(yspe), unlike the other terms.
The third cross section, σK(Ri, dip1, (3)/(4) -1, Nfh), is defined as follows. When the cross
section σˆK(Ri, dip1, (3)/(4)-1) in Eq. (2.81), which is in the category Dipole 1 with splitting
(3)/(4)-1, has the gluon in the final state of the reduced Born process as the spectator, i.e.,
F(yspe) = gluon, the factor γF(yspe)/T
2
F(yspe) is determined as γg/T
2
g = 11/6 − 2TRN f/3CA
in Eq. (A.121). From the factor we extract the second term, −2TRN f/3CA, and define
σK(Ri, dip1, (3)/(4) -1, Nfh) as
σK(Ri, dip1, (3)/(4) -1, Nfh) =
A4
SB1
∫ 1
0
dx
(
−
2
3
TRNf
CA
)
h(x) · Φa/b(B1, x)4 〈 yemi, yspe〉 .
(2.82)
Now all three cross sections in Eq. (2.76) are defined.
The relation in Eq. (2.76) is separated into three independent ones,
σD(Ri, K, dip1)− σK(Ri, dip1) = −σK(Ri, dip1, (3)/(4) -1, Nfh) , (2.83)
σD(Ri, K, dip3)− σK(Ri, dip3) = 0 , (2.84)
σD(Ri, K, dip4)− σK(Ri, dip4) = 0 , (2.85)
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because the cancellations are realized between the cross sections with the same reduced Born
processes. In order to prove the relations in Eqs. (2.83)–(2.85) in a systematic way, we also
divide Step 4 into substeps defined as follows.
For the relation with Dipole 1 in Eq. (2.83), Step 4 is divided into three substeps as
4-1. σˆD(K, dip1, (1)–(4)-2, g)
 + σˆD(K, dip1, (3)/(4)-1/2,V
a,a
other)

− σˆK(dip1, (3)/(4)-0) = 0 , (2.86)
4-2. σˆD(K, dip1, (1)/(2)-2, h)− σˆK(dip1, (3)/(4)-1) = −σˆK(dip1, (3)/(4) -1, Nfh) , (2.87)
4-3. σˆD(K, dip1, (3)/(4)-2, K˜
aa
)− σˆK(dip1, (3)/(4)-2) = 0 , (2.88)
where the argument Ri in the cross sections is omitted as σˆ(Ri,X)→ σˆ(X) for the compact
notation. The cross section σD(Ri, K, dip1) is reconstructed into four terms as
σD(Ri, K, dip1) = σˆD(K, dip1, (1)–(4)-2, g)
 + σˆD(K, dip1, (3)/(4)-1/2,V
a,a
other)

+ σˆD(K, dip1, (1)/(2)-2, h) + σˆD(K, dip1, (3)/(4)-2, K˜
aa
(x)) , (2.89)
which appear in Eqs. (2.86)–(2.88). We define the four terms as follows. The term σˆD(K, dip1,
(1)–(4)-2, g) is defined in such a way that, in the case with splittings (1)–(4)-2 in Eqs. (A.80)
and (A.82), the terms including the function g(x) are extracted. The expressions are shown
in Eq. (A.86). The symbol ‘’ in the term σˆD(K, dip1, (1) ∼ (4)-2, g)
 means that, when
all the existing terms of the σˆD(K, dip1, (1) ∼ (4)-2, g) are summed, the expressions include
the summation of the color-correlated Born squared amplitudes such as
〈a, 1〉+ 〈a, 2〉+ ...+ 〈a, n〉+ 〈a, b〉 . (2.90)
The color conservation law can be applied to the summation and the color correlations are
factorized as
n∑
i=1
〈a, i〉+ 〈a, b〉 = −〈a, a〉 = −T2
F(ya) · 〈B1〉 . (2.91)
The next term σˆD(K, dip1, (3)/(4)-1/2,V
a,a
other) is defined in such a way that, in the case with
splittings (3)/(4)-1/2 in Eqs. (A.81) and (A.82), the terms Va,aother(x ; ǫ) are extracted. The
expressions are shown in Eqs. (A.87) and (A.88). The meaning of the symbol ‘’ in the term
σˆD(K, dip1, (3)/(4)-1/2,V
a,a
other)
 is the same as in the previous term σˆD(K, dip1, (1)–(4)-2, g)
.
The third term σˆD(K, dip1, (1)/(2)-2, h) is defined in such a way that the terms including
the function h(x) in splittings (1)/(2)-2 in Eq. (A.80) are extracted. The expressions are
written in Eq. (A.89). The last term σˆD(K, dip1, (3)/(4)-2, K˜
aa
) is defined in such a way that
the terms K˜
ff/gg
(x) in splittings (3)/(4)-2 in Eq. (A.82) are extracted, which are written in
Eq. (A.90). The way of executing substeps 4-1–4-3 is demonstrated in the example later in
the present subsection.
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For the relations with Dipole 3 and 4 in Eqs. (2.84) and (2.85), Step 4 is divided into
two substeps as
4-1. σˆD(K, dip3/4, (6)/(7)-1/2,V
a,b
other)
 − σˆK(dip3/4, (6)/(7)-0) = 0 , (2.92)
4-2. σˆD(K, dip3/4, (6)/(7)-2, K˜
ab
)− σˆK(dip3/4, (6)/(7)-2) = 0 , (2.93)
where again the argument Ri is abbreviated. The cross section σD(Ri, K, dip3/4) is recon-
structed into two terms as
σD(Ri, K, dip3/4) = σˆD(K, dip3/4, (6)/(7)-1/2,V
a,b
other) + σˆD(K, dip3/4, (6)/(7)-2, K˜
ab
) .
(2.94)
The terms Va,bother(x ; ǫ) in Eqs. (A.83) and (A.84) are extracted and the cross sections σˆD(K,
dip3/4, (6)/(7)-1/2, Va,bother) are defined in Eqs. (A.92) and (A.93), respectively. The meaning
of the symbol ‘’ for this term is the same as in the case of Dipole 1. The terms K˜
ab
(x) in
Eq. (A.84) are extracted and the cross sections σˆD(K, dip3/4, (6)/(7)-2, K˜
ab
) are defined in
Eq. (A.94). The method of execution is demonstrated in the following example.
We demonstrate the execution of Step 4 in the same process as used in the previous
sections, R1 = uu¯→ uu¯g. The relation in Eq. (2.76) is written for the process R1 as
σD(R1, K)− σK(R1) = 0 , (2.95)
where the right-hand side of Eq. (2.76) does not exist, because the reduced Born process
B1(R1) = uu¯ → uu¯ does not include any gluon in the final state. The integrated dipole
terms σD(R1) are summarized in Table 3 in Appendix B.1. The dipole terms include three
categories, Dipole 1, 3u, and 3u¯, and the relation in Eq. (2.95) is separated into the three as
σD(R1, K, dip1)− σK(R1, dip1) = 0 , (2.96)
σD(R1, K, dip3u)− σK(R1, dip3u) = 0 , (2.97)
σD(R1, K, dip3u¯)− σK(R1, dip3u¯) = 0 . (2.98)
First, we prove the relation for Dipole 1 in Eq. (2.96). In order to prove it, we have the
three steps as shown in Eqs. (2.86)–(2.88) :
4-1. σˆD(K, dip1, (1)/(3)-2, g)
 + σˆD(K, dip1, (3)-1/2,V
f,f
other)

− σˆK(dip1, (3)-0) = 0 , (2.99)
4-2. σˆD(K, dip1, (1)-2, h)− σˆK(dip1, (3)-1) = 0 , (2.100)
4-3. σˆD(K, dip1, (3)-2, K˜
ff
)− σˆK(dip1, (3)-2) = 0 . (2.101)
σˆD(R1, K, dip1) with leg-a is written as a summation of the possible splittings :
σˆD(R1, K, dip1, xa) = σˆD(R1, K, dip1, (1)-2, xa) + σˆD(R1, K, dip1, (3)-1, xa)
+ σˆD(R1, K, dip1, (3)-2, xa) . (2.102)
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We explicitly prove the relations in Eqs. (2.99)–(2.101) with leg-a as follows. The relations
with leg-b are also similarly proved. σˆD(R1, K, dip1, xa) is reconstructed into the four terms
in Eq. (2.89) as
σD(R1, K, dip1) = σˆD(K, dip1, (1)/(3)-2, g)
 + σˆD(K, dip1, (3)-1/2,V
f,f
other)

+ σˆD(K, dip1, (1)-2, h) + σˆD(K, dip1, (3)-2, K˜
ff
) , (2.103)
where each term is written as
σˆD(K, dip1, (1)/(3)-2, g)
 = −
A4
SR1
∫ 1
0
dx g(x) Φa(B1)4 ( 〈1, a〉+ 〈2, a〉+ 〈a, b〉 ) , (2.104)
σˆD(K, dip1, (3)-1/2,V
f,f
other)
 = −
A4
SR1
∫ 1
0
dx
1
CF
Vf,fother(x ; ǫ) · Φa(B1)4
( 〈a, 1〉+ 〈a, 1〉+ 〈a, b〉 ) , (2.105)
σˆD(K, dip1, (1)-2, h) = −
A4
SR1
∫ 1
0
dx
(
−
2
3
h(x)
)
Φa(B1)4 ( 〈1, a〉+ 〈2, a〉 ) , (2.106)
σˆD(K, dip1, (3)-2, K˜
ff
) = −
A4
SR1
∫ 1
0
dx
1
CF
K˜ff (x) · Φa(B1)4 〈 a, b 〉 . (2.107)
Here the argument xa is suppressed. Next we write down the cross sections of the K terms,
σˆK(R1, dip1, (3)-0/1/2). The K terms created by the DSA are summarized in Table. 20 in
Appendix B.3 in Ref. [1]. They are written down as
σˆK(R1, dip1, (3)-0, xa) =
A4
SB1
∫ 1
0
dx K
ff
(x) · Φa(B1)4 〈B1〉 , (2.108)
σˆK(R1, dip1, (3)-1, xa) =
A4
SB1
∫ 1
0
dx
3
2
h(x) · Φa(B1)4 ( 〈a, 1〉+ 〈a, 2〉 ) , (2.109)
σˆK(R1, dip1, (3)-2, xa) =
A4
SB1
∫ 1
0
dx
−1
CF
K˜
ff
(x) · Φa(B1)4 〈 a, b 〉 . (2.110)
Then we execute from step 4-1. We calculate the summation σˆD(K, dip1, (1)/(3)-2, g)
 +
σˆD(K, dip1, (3)-1/2,V
f,f
other)
 as
σˆD(K, dip1, (1)/(3)-2, g)
 + σˆD(K, dip1, (3)-1/2,V
f,f
other)
 =
A4
SR1
∫ 1
0
dx Φa(B1)4×
〈B1〉 ( CFg(x) + V
f,f
other(x ; ǫ) ) ,
(2.111)
where we use the color conservation law as 〈a, 1〉 + 〈a, 1〉 + 〈a, b〉 = −CF〈B1〉. Noting the
relations K
ff
(x) = Vf,fother(x ; ǫ) + CF g(x), and SR1 = SB1 = 1, the relation in Eq. (2.99) is
proved. Then we proceed to step 4-2. The left-hand side of the relation in Eq. (2.100) is
calculated as
σˆD(K, dip1, (1)-2, h)− σˆK(dip1, (3)-1) =
A4
SB1
∫ 1
0
dx Φa(B1)4
3
2
h(x) ×
[
( 〈1, a〉+ 〈2, a〉 )− ( 〈a, 1〉+ 〈a, 2〉 )
]
= 0 , (2.112)
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where the relation 〈a, 1/2〉 = 〈1/2, a〉 is used. In step 4-3 the relation in Eq. (2.101) is trivial
with Eqs. (2.107) and (2.110). In this way the relation with leg-a in Eq. (2.96) is proved.
Finally, we prove the relation for Dipole 3u in Eq. (2.97). To prove it, we have two
substeps as
4-1. σˆD(K, dip3u, (6)-1/2,V
f,g
other)
 − σˆK(dip3u, (6)-0) = 0 , (2.113)
4-2. σˆD(K, dip3u, (6)-2, K˜
fg
)− σˆK(dip3u, (6)-2) = 0 . (2.114)
σˆD(R1, K, dip3u) is written as the summation
σˆD(R1, K, dip3u) = σˆD(R1, K, dip3u, (6)-1) + σˆD(R1, K, dip3u, (6)-2), (2.115)
which is reconstructed as
σˆD(R1, K, dip3u) = σˆD(K, dip3u, (6)-1/2,V
f,g
other)
 + σˆD(K, dip3u, (6)-2, K˜
fg
) . (2.116)
The two terms are written as
σˆD(K, dip3u, (6)-1/2,V
f,g
other)
 = −
A4
SR1
∫ 1
0
dx
1
CA
Vf,gother(x ; ǫ) · Φa(B3u)4
( 〈a, 1〉+ 〈a, 2〉+ 〈a, b〉 ) , (2.117)
σˆD(K, dip3u, (6)-2, K˜
fg
) = −
A4
SR1
∫ 1
0
dx
1
CA
K˜fg(x) · Φa(B3u)4 〈 a, b 〉 . (2.118)
Referring to the K terms with splittings (6)u-0/2 in Table.20 in Ref. [1], the contributions
of the K terms are written down as
σˆK(dip3u, (6)-0) =
A4
SB3u
∫ 1
0
dx K
fg
(x) · Φa(B3u)4 〈B3u〉 , (2.119)
σˆK(dip3u, (6)-2) =
A4
SB3u
∫ 1
0
dx
−1
CA
K˜
fg
(x) · Φa(B3u)4 〈 a, b 〉 . (2.120)
Then we start from step4-1. The left-hand side of Eq. (2.113) is calculated as
σˆD(K, dip3u, (6)-1/2,V
f,g
other)
 − σˆK(dip3u, (6)-0) =
A4
SB3u
∫ 1
0
dx Φa(B3u)4×
〈B3u〉 (Vf,gother(x ; ǫ)−K
fg
(x) )
= 0 , (2.121)
where we use the relations SR1 = SB3u = 1, the color conservation 〈a, 1〉 + 〈a, 1〉 + 〈a, b〉 =
−CA〈B3u〉, and K
fg/gf
(x) = V
f,g/g,f
other (x ; ǫ). In step 4-2, the relation in Eq. (2.114) trivially
stands with Eqs. (2.118) and (2.120). Then the relation in Eq. (2.97) is proved.
In a similar way, the relations for Dipole 1 with leg-b and for Dipole 3u¯ can be proved.
Then the relation in Eq. (2.95) is proved and Step 4 for the process R1 is completed. The
results are shown in Eqs. (B.4) and (B.5) in AppendixB.1. In this example, the right-hand
side of Eq. (2.76), σK(Ri, dip1, (3)/(4) -1, Nfh), does not exist. The presence or absence of
the right-hand side is the same as the right-hand side σI(Ri, (2) -1/2, NfVff¯ ) in Eq. (2.38) in
Step 2. The cases where the right-hand side exists will be seen in Sec. 4 and 5.
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2.6 Step 5 : σsubt
Step 5 of the PRA is to write down the cross section σsubt(Ri) in Eq. (2.11). We substitute
the first three terms in square brackets by the proved relations in Eqs. (2.38), (2.51), and
(2.76) in Steps 2, 3, and 4, respectively. Then we obtain σsubt(Ri) in the expression
σsubt(Ri) = −σI(Ri, (2) -1/2, NfVff¯ )−σK(Ri, dip1, (3)/(4) -1, Nfh)+σD(Ri, dip2) . (2.122)
The cross sections σI(Ri, (2) -1/2, NfVff¯) and σK(Ri, dip1, (3)/(4) -1, Nfh) are defined in
Step 2 and 4 in Sec. 2.3 and 2.5, respectively. We here define the cross section σD(Ri, dip2)
as follows.
The term σD(Ri, dip2) is nothing but the integrated dipole terms in the category Dipole 2
with splitting (5)-1/2 in Fig. 1 in Appendix A.2. The term is written as the summation of
the two terms with splittings (5)-1 and -2 :
σˆD(Ri, dip2) = σˆD( Ri, dip2, (5)-1 ) + σˆD( Ri, dip2, (5)-2 ) . (2.123)
The expressions for the two terms are shown in Eqs. (A.96) and (A.97), respectively, in
Appendix A.6. For use in the last step, Step 6, we reconstruct the two terms into two
different ones as
σˆD(Ri, dip2) = σˆD( Ri, dip2, (5)-1/2, Vff¯ ) + σˆD( Ri, dip2, (5)-2, h) . (2.124)
The term σˆD( Ri, dip2, (5)-1/2, Vff¯ ) is defined in such a way that, for the splitting (5)-1, all
the terms are taken, and, for the splitting (5)-2, the term including the function Vff¯ (ǫ) in
Eq. (A.32) is extracted. The term σˆD( Ri, dip2, (5)-2, h) is defined in such a way that, for the
splitting (5)-2, the term with the function h(x) in Eq. (A.32) is extracted. The expressions
are written as
σˆD( Ri, dip2, (5)-1/2, Vff¯ ) = −
Ad
SRi
·
1
CA
Vff¯(ǫ) · Φ(B2)d [ yemi, yspe] , (2.125)
σˆD( Ri, dip2, (5)-2, h) = −
A4
SRi
∫ 1
0
dx
TR
CA
2
3
h(x) · Φa/b(B2, x)4 〈 yemi, yspe〉 . (2.126)
The first term σˆD(Ri, dip2, (5)-1/2,Vff¯) is defined in d dimensions with the color-correlated
Born squared amplitude, [ yemi, yspe] = (syemi, yspe)
−ǫ· 〈 yemi, yspe〉d . The second term σˆD(Ri,
dip2, (5)-2, h) is finite in 4 dimensions, and so the squared amplitude is defined in 4 di-
mensions as 〈 yemi, yspe〉4. The formulae for the term σD(Ri, dip2) are collected in Ap-
pendix A.6. As mentioned in Steps 2 and 4, the terms σI(Ri, (2) -1/2, NfVff¯ ) and σK(Ri,
dip1, (3)/(4) -1, Nfh) on the right-hand side of Eq. (2.122) exist only if the process Ri in-
cludes two or more gluons in the final state. The term σD(Ri, dip2) exists only if Ri includes a
quark–antiquark pair (qq¯ pair) in the final state. For instance, if the final state of Ri includes
neither a gluon nor a qq¯ pair, the cross section σsubt(Ri) vanishes itself as σsubt(Ri) = 0 .
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Finally, we show one example in the process used in the previous sections, R1 = uu¯ →
uu¯g. We have seen the results for R1 in Steps 2, 3, and 4 in Eqs. (2.48), (2.59), and (2.95),
respectively. In Eq. (2.11), we substitute the three terms in the square brackets by the three
relations and obtain the expression for σsubt(R1) as
σsubt(R1) = σD(R1, dip2) . (2.127)
Since the process R1 includes only one gluon in the final state, the first two terms on the
right-hand side of Eq. (2.122) do not exist. The cross section σD(R1, dip2) is written as the
summation of the two terms as in Eq. (2.123). Referring to Table 3 in Appendix B.1, the
two terms in the category Dipole 2 are written as
σˆD( R1, dip2, (5)-1) = −
Ad
SR1
·
1
CA
Vff¯(ǫ) · Φ(B2)d [1, 2] , (2.128)
σˆD( R1, dip2, (5)-2) = −
Ad
SR1
∫ 1
0
dx
1
CA
Vff¯(x ; ǫ)
[
Φa(B2, x)d [1, a] + Φb(B2, x)d [1, b]
]
,
(2.129)
where the reduced Born process is determined as B2 = u(ya)u¯(yb)→ g(y1)g(y2). σD(R1, dip2)
is reconstructed into the two terms in Eq. (2.124) as
σˆD( R1, dip2, (5)-1/2, Vff¯ ) = −
Ad
SR1
·
1
CA
Vff¯ (ǫ) · Φ(B2)d
(
[1, 2] + [1, a] + [1, b]
)
, (2.130)
σˆD( R1, dip2, (5)-2, h) = −
A4
SR1
∫ 1
0
dx
TR
CA
2
3
h(x)×(
Φa(B2, x)4 〈1, a〉+ Φb(B2, x)4 〈1, b〉
)
. (2.131)
The results are summarized in Eqs. (B.6)–(B.9) in Appendix B.1. In this way, we write down
the term σsubt(R1) and Step 5 for R1 is completed. In Sec. 4 and 5, we will see the cases
where the two terms σI(Ri, (2) -1/2, NfVff¯ ) and σK(Ri, dip1, (3)/(4) -1, Nfh) in Eq. (2.122)
exist.
2.7 Step 6 :
∑
i
σsubt(Ri) = 0
For a given collider process, the set of all the real emission processes is denoted as {Ri} =
{R1,R2, ...,Rnreal} in Eq. (2.2). Steps 1–5 are repeated over all the real processes, R1,R2, ...,
Rnreal, and we obtain the corresponding cross sections as σsubt(Ri)
{σsubt(Ri)} = {σ(R1), σ(R2), ..., σ(Rnreal)} . (2.132)
Each cross section is obtained in the expression in Eq. (2.122). Step 6 of the PRA is to
prove that the summation of all the cross sections σsubt(Ri) vanishes as
nreal∑
i=1
σsubt(Ri) = 0 . (2.133)
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We can prove the relation in Eq. (2.133) in a systematic way as follows. For the process
Ri, which has two or more gluons in the final state, we introduce a set, Con(Ri), defined as
Con(Ri) = {Ri, {R
C
i }}, where the subset {R
C
i } is defined with the massless quark flavors as
{RCi } = {R
C,uu¯
i , R
C,dd¯
i , R
C,ss¯
i , ...}. The element of the process R
C,qq¯
i is defined in such a way
that two gluons in the final state of Ri are replaced with the qq¯ pair as
RC,qq¯i = Ri − (gg)final + (qq¯)final. (2.134)
We call the process RC,qq¯i the gg – qq¯ conjugation of the process Ri. The process R
C,qq¯
i exists
for all the massless quark flavors, for instance, q = u, d, s, c, and b, at the energy scale of the
LHC. Then we introduce the cross section σ(Con(Ri)) as
σ(Con(Ri)) = −σI(Ri, (2) -1/2, NfVff¯)− σK(Ri, dip1, (3)/(4) -1, Nfh)
+ σD(R
C,qq¯
i , dip2) ·Nf . (2.135)
Here the cross sections with different quark flavors σD(R
C,qq¯
i , dip2) have the same con-
tributions and the summation of the cross sections with all the massless quark flavors is
equal to the multiplication of the number of massless quark flavors, Nf , by the cross sec-
tion with the single flavor. The cross section σD(R
C,qq¯
i , dip2) is separated into two terms,
σˆD( R
C,qq¯
i , dip2, (5)-1/2, Vff¯ ) and σˆD( R
C,qq¯
i , dip2, (5)-2, h), as shown in Eq. (2.124). On the
right-hand side of Eq. (2.135), we prove the two relations of the cancellation as
−σI(Ri, (2) -1/2, NfVff¯ ) + σˆD( R
C,qq¯
i , dip2, (5)-1/2, Vff¯ ) ·Nf = 0 , (2.136)
−σK(Ri, dip1, (3)/(4) -1, Nfh) + σˆD( R
C,qq¯
i , dip2, (5)-2, h) ·Nf = 0 , (2.137)
which leads to the cancellation of σ(Con(Ri)) as
σ(Con(Ri)) = 0 . (2.138)
We introduce the set {Con(Ri)}, which consists of all the possible sets Con(Ri) for the
processes {Ri}. We further introduce the set Self. The set Self contains the process Ri,
the final state of which includes one or no gluon, and the final state includes no qq¯ pair.
As mentioned in the previous sections, for any element Ri of the set Self, the cross section
σsubt(Ri) itself vanishes as
σsubt(Ri) = 0 . (2.139)
Using the sets {Con(Ri)} and Self, the left-hand side of Eq. (2.133) is always reconstructed
as
nreal∑
i=1
σsubt(Ri) =
∑
{Con(Ri)}
σ(Con(Ri)) +
∑
Self⊃Rj
σsubt(Rj) , (2.140)
where the symbol
∑
{Con(Ri)}
represents the summation over all the sets Con(Ri) of the set
{Con(Ri)}, and the symbol
∑
Self⊃Rj
represents the summation over all the processes Rj of
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the set Self. Due to the cancellations, σ(Con(Ri)) = 0 and σsubt(Rj) = 0, the relation in
Eq. (2.133) is proved.
We briefly explain why the terms σI(Ri, (2) -1/2, NfVff¯) and σK(Ri, dip1, (3)/(4) -1, Nfh),
and the term σD(R
C,qq¯
i , dip2) cancel each other, as shown in Eq. (2.138). The cancellations
in Eq. (2.133) are always realized between the cross sections with the same initial states
and the same reduced Born processes. Among them, the cancellation inside σsubt(Ri) itself
is calculated in Steps 1–5, and the results are generally written in Eq. (2.122). When the
process Ri includes two or more gluons in the final state, the reduced Born process B1(Ri)
includes one or more gluon in the final state. The 1-loop virtual correction of the process
B1(Ri) is denoted as (MLO(B1(Ri)) ·M1-loop(B1(Ri))
⋆+c.c.) . In the original calculation of the
QCD NLO correction without the dipole subtraction, the soft and collinear divergences of
the 1-loop corrections are canceled by the real corrections of the processes Ri and R
C, qq¯
i . The
1-loop corrections to the gluon legs in the final state include the contribution of the quark
loops to the gluon propagators. The collinear divergence from the quark loop is canceled
by the collinear divergence from the collinear limit of the qq¯ splitting in the real correction
RC, qq¯i . In the dipole subtraction the collinear divergence from the quark loop is subtracted by
the I term σˆI(Ri, (2)-1/2, NfVff¯ ), and the collinear divergence from the collinear limit of the
qq¯ splitting is subtracted by the dipole term σˆD( R
C,qq¯
i , dip2, (5)-1/2, Vff¯ ). Then the can-
cellations of the collinear divergences from the quark loop and the qq¯ splitting in the original
calculation are represented in the dipole subtraction as in Eq. (2.136). It is supposed that
the remaining finite term, σˆD(R
C,qq¯
i , dip2, (5)-2, h), in σˆD(R
C,qq¯
i , dip2) is transferred into the
K term σK(Ri), and identified as the term σK(Ri, dip1, (3)/(4) -1, Nfh) in the construction of
the dipole subtraction by the authors in Ref. [2]. The relation is represented in Eq. (2.137).
In this way, the cancellation σ(Con(Ri)) = 0 is understood. The above explanation simulta-
neously also becomes the explanation of why σsubt(Rj) for any Rj ⊂ Self completely cancels
inside itself as σsubt(Rj) = 0.
We see one example of the cancellation σ(Con(Ri)) = 0. We take the process R8u = uu¯→
ggg in Table 10 in Appendix B.8 in the dijet process. After the execution of Steps 1–5, we
obtain the cross section σsubt(R8u) in Eq. (B.58) as
σˆsubt(R8u) = − σˆI(R8u, (2)-1/2, NfVff¯)− σˆK(R8u, dip1, (3)-1, Nfh) , (2.141)
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where the two terms are written in Eqs. (B.54) and (B.57) as
σˆI(R8u, (2)-1/2, NfVff¯ ) = −
Ad
SB1
·
Nf
CA
Vff¯ (ǫ)Φ(B1)d ·(
[1, 2] + [2, 1] + [1, a] + [1, b] + [2, a] + [2, b]
)
, (2.142)
σˆK(R8u, dip1, (3)-1, Nfh) = −
A4
SB1
∫ 1
0
dx
TRNf
CA
2
3
h(x) ×[
Φa(B1, x)4
(
〈a, 1〉+ 〈a, 2〉
)
+ Φb(B1, x)4
(
〈b, 1〉+ 〈b, 2〉
)]
.
(2.143)
For the process R8u, the set Con(R8u) is determined as Con(R8u) = {R8u, {R
C
8u}} with the
subset {RC8u} = {R
C,uu¯
8u ,R
C,dd¯
8u , ...}. The gg –uu¯ conjugation of the process R8u is written as
RC,uu¯8u = uu¯→ uu¯g, which is nothing but the process R1 used in the examples in the previous
sections. Then the cross section σ(Con(R8u)) is written down as
σ(Con(R8u)) = −σI(R8u, (2) -1/2, NfVff¯)− σK(R8u, dip1, (3)/(4) -1, Nfh)
+ σˆD( R1, dip2, (5)-1/2, Vff¯ ) ·Nf + σˆD( R1, dip2, (5)-2, h) ·Nf , (2.144)
where the last two terms are obtained in Eqs. (2.130) and (2.131). The color-correlated Born
squared amplitudes in Eqs. (2.130) and (2.131) are extracted as ([1, 2] + [1, a] + [1, b]) and
〈1, a/b〉. The reduced Born process of R1 in the category Dipole 2 is fixed as B2(R1) =
u(ya)u¯(ya) → g(y1)g(y2). The reduced Born process B2(R1) has two gluons in the final
state and, in that sense, the legs of two gluons, y1 and y2, are symmetric. When we re-
quire in Eq. (2.135) that the contributions of the I and K terms, σI(Ri, (2) -1/2, NfVff¯) and
σK(Ri, dip1, (3)/(4) -1, Nfh), are canceled by the integrated dipole term σˆD( R
C,uu¯
i , dip2) at
the level of the square of the matrix elements, |M|2, on each phase-space point, the summation
of the color-correlated Born squared amplitudes in σˆD( R
C,uu¯
i , dip2) must be symmetrized
about the color factor insertion operators on the identical fields. In the present case, the
summation in the term σˆD(R1, dip2) must be symmetrized about the color factor operators,
Ty1 and Ty2 , on the two gluon legs, y1 and y2, as
[1, 2] + [1, a] + [1, b] =
1
2
(
[1, 2] + [2, 1] + [1, a] + [2, a] + [1, b] + [2, b]
)
, (2.145)
〈1, a/b〉 =
1
2
(
〈1, a/b〉+ 〈2, a/b〉
)
. (2.146)
Using the symmetrized expressions in Eqs. (2.145) and (2.146), and the relation of the sym-
metric factors, SB1(R8u) = 2SR1 = 2, we prove the two relations of the cancellation in
Eqs. (2.136) and (2.137) for R8u. Then we prove the cancellation as σ(Con(R8u)) = 0.
We will see the full treatment of Step 6.
∑
i σsubt(Ri) = 0, in the dijet process in Sec. 4.
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σˆD(R1u = uu¯→ µ
−µ+g) : SR1 = 1,
Dip j Bj Splitting (ya, yb; y1, y2) Factor 1 Φ(Bj) [yemi, yspe]
Dip 1 uu¯→ µ−µ+ (3)− 2 1. (a˜3, b˜ ; 1, 2)
∫
dxV˜f,f (x)/CF Φa(B1) [a, b]
2. (a˜, b˜3 ; 1, 2) Φb(B1) [b, a]
Table 1: Integrated dipole terms: σD(R1) .
3 Drell-Yan : pp→ µ+µ− +X
3.1 Results of the DSA
The subtraction terms –the dipole, I, P and K terms– for the Drell–Yan process have been
created by the DSA in Sec. 3 in Ref. [1]. Here we summarize the results. There are three
real emission processes as follows :
R1 = uu¯→ µ
−µ+g ,
R2 = ug → µ
−µ+u ,
R3 = u¯g → µ
−µ+u¯ , (3.1)
and the set {Ri} is denoted as {Ri} = {R1,R2,R3}. The dipole, I, and P/K terms that
belong to the process R1 are summarized in Tables 1, 2, and 3, respectively, in Ref. [1]. The
dipole and P/K terms that belong to the process R2 are summarized in Tables 1 and 3,
respectively, in ref. [1]. Those for the R3 are summarized in Tables 1 and 3 in Ref. [1].
3.2 Execution of the PRA
For the subtraction terms created by the DSA we execute the PRA as follows. We start
with the execution for the process R1. Since the final state of R1 does not include two or
more gluons, nor any qq¯ pair, the relation to be proved is written as
σsubt(R1) = 0 . (3.2)
To prove the relation, we start from Step 1. The dipole terms created by the DSA in Table
1 in Ref. [1] are converted to the integrated dipole terms shown in Table 1 in the present
article. Then we proceed to Step 2, where we prove the relation
σD(R1, I)− σI(R1) = 0 . (3.3)
Referring to Table 1 and Appendix A.3, the integrated dipole term σˆD(Ri, I) is written as
σˆD(R1, I) = −
Ad
SR1
·
1
CF
Vf(ǫ) · Φ(B1)d
(
[a, b] + [b, a]
)
. (3.4)
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Referring to Table 1 in Ref. [1] and Appendix A.8, the contribution of the I terms σI(R1)
is written as the same expression in Eq. (3.4) with the relation SR1 = SB1 = 1. Then the
relation in Eq. (3.3) is proved. In Step 3, we prove the relation
σD(R1, P) + σC(R1)− σP(R1) = 0 . (3.5)
Referring to Table 1 and Appendix A.4, the integrated dipole term σD(R1, P) is written as
σˆD(R1, P) =
Ad
SR1
∫ 1
0
dx
(
1
ǫ
− ln x
)
1
CF
P ff(x)
[
Φa(B1, x)d [a, b] + Φb(B1, x)d [b, a]
]
. (3.6)
With Appendix A.7, the collinear subtraction term is created as
σˆC(R1) =
Ad
SB1
∫ 1
0
dx
( 1
ǫ
− lnµ2F
)
P ff(x)
[
Φa(B1, x)d 〈B1〉+ Φb(B1, x)d 〈B1〉
]
. (3.7)
Then we calculate the summation as
σˆD(R1, P) + σˆC(R1) =
Ad
SB1
∫ 1
0
dx
1
CF
P ff(x) ln
µ2F
x sab
[
Φa(B1, x)d 〈a, b〉+ Φb(B1, x)d 〈b, a〉
]
,
(3.8)
where we use the color conservation as 〈B1〉 = −〈a, b〉/CF = −〈b, a〉/CF. The summation in
Eq. (3.8) is finite and reduced to 4 dimensions. The summation in 4 dimensions is shown to
be equal to the P term σP(R1), which is created in Table 3 in Ref. [1] and is written down
in Appendix A.9. In this way, the relation in Eq. (3.5) is proved. In Step 4, we prove the
relation
σD(R1, K)− σK(R1) = 0 . (3.9)
With Table 1 and Appendix A.5, the term σˆD(R1, K) is written as
σˆD( R1, K) = −
A4
SR1
∫ 1
0
dx
1
CF
(
Vf,fother(x ; ǫ) + CF g(x) + K˜
ff (x)
)
×[
Φa(B1, x)4 〈a, b〉+ Φb(B1, x)4 〈b, a〉
]
. (3.10)
With Table 3 in Ref. [1] and Appendix A.10, the term σˆK(R1) is written as
σˆK(R1) =
A4
SB1
∫ 1
0
dx
[
Φa(B1, x)4
(
K
ff
(x) 〈B1〉 −
1
CF
K˜
ff
(x) 〈 a, b 〉
)
+ (a↔ b)
]
(3.11)
The present process, R1 = uu¯→ µ
−µ+g, is so simple that we do not have to divide Step 4
into substeps in Eqs. (2.86)–(2.88). Using the relations K
ff/gg
(x) = V
f,f/g,g
other (x ; ǫ) + CF g(x),
〈a, b〉 = −CF〈B1〉, and SR1 = SB1 = 1, the relation in Eq. (3.9) is proved. Then we obtain
the relation in Eq. (3.2) in Step 5.
Next we apply the PRA to the process R2 = ug → µ
−µ+u. The relation to be proved is
written as
σsubt(R2) = 0 . (3.12)
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σˆD(R2 = ug → µ
−µ+u) : SR2 = 1,
Dip j Bj Splitting (ya, yb; y1, y2) Factor 1 Φ(Bj) [yemi, yspe]
Dip 4u uu¯→ µ−µ+ (7)u− 2 1. (a˜, b˜3 ; 1, 2)
∫
dxV˜g,f (x)/CF Φb(B4u) [b, a]
Table 2: Integrated dipole terms: σD(R2) .
In Step 1, the dipole term in Table 1 in Ref. [1] is converted to the integrated dipole term
shown in Table 2. For the process R2, Step 2 does not exist because the final state does not
include any gluon, and the reduced Born process B1(R2) does not exist. Then we proceed
to Step 3, where we prove the relation
σD(R2, P) + σC(R2)− σP(R2) = 0 . (3.13)
Referring to Table 1 and Appendix A.4, the term σˆD(R2, P) is written as
σˆD(R2, P) =
Ad
SR2
∫ 1
0
dx
(
1
ǫ
− lnx
)
1
CF
P gf(x) Φb(B4u, x)d [b, a] . (3.14)
With Appendix A.7, the collinear subtraction term σC(R2) is created, and, with Table 3 in
Ref. [1] and Appendix A.9, the P term σP(R2) is written down. It is shown that the three
terms σˆD(R2,P), σˆC(R2), and σˆP(R2) satisfy the relation in Eq. (3.13). In Step 4 we prove
the relation
σD(R2, K)− σK(R2) = 0 . (3.15)
With Table 1 and Appendix A.5, the term σˆD(R2, K) is written as
σˆD( R2, K ) = −
A4
SR1
∫ 1
0
dx
1
CF
(
Vg,fother(x ; ǫ) + K˜
gf(x)
)
Φb(B4u, x)4 〈b, a〉 . (3.16)
With Table 3 in Ref. [1] and Appendix A.10, the term σˆK(R2) is written down, and is shown
to be equal to σˆD(R2,K) in Eq. (3.16). In Step 5, we obtain the relation in Eq. (3.12). In a
similar way, we can prove the relation for the process R3 as
σsubt(R3) = 0 . (3.17)
Finally, we come to the last step, Step 6. All the real processes in the set {Ri} belong
to the set Self as Self = {R1,R2,R3}, and any set Con(Ri) does not exist. Then we calculate
the summation of the cross sections σsubt(Ri) as
3∑
i=1
σsubt(Ri) =
∑
Self⊃Rj
σsubt(Rj) = 0 , (3.18)
where we use the cancellations in Eqs. (3.2), (3.12), and (3.17) for R1, R2, and R3, respec-
tively. The contributions of the different flavors, d, s, c, and b, are identical to the process
with the up quark, u, and the executions of Step 1–6 are also identical. Thus the execution
of the PRA for the Drell–Yan process is completed.
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4 Dijet : pp→ 2 jets +X
4.1 Results of the DSA
The DSA for the dijet process has been executed in Sec. 4 in Ref. [1]. We here summarize
the results. The real processes are denoted as
R1u = uu¯→ uu¯g , (R1d)
R2u = uu→ uug , (R2u¯,R2d,R2d¯)
R3u = ug → uuu¯ , (R3u¯,R3d,R3d¯)
R4u = uu¯→ dd¯g , (R4d)
R5ud = ud→ udg , (R5u¯d¯)
R6ud¯ = ud¯→ ud¯g , (R6u¯d)
R7u = ug → udd¯ , (R7u¯,R7d,R7d¯)
R8u = uu¯→ ggg , (R8d)
R9u = ug → ugg , (R9u¯,R9d,R9d¯)
R10u = gg → uu¯g , (R10d)
R11 = gg → ggg , (4.1)
where the processes that have identical expressions for the cross sections with different quark
flavors are written in round brackets, e.g., (R1d) for the process R1u. The dipole terms are
summarized in Tables 4–14 in Appendix B.1 in Ref. [1], the I terms in Tables 15–19 in
Appendix B.2 in Ref. [1], and the P and K terms in Tables 20–30 in Appendix B.3 in
Ref. [1]. The details of the creation are explained in Ref. [1].
4.2 Execution of the PRA
We start from Step 1. The dipole terms σD(Ri) for the processes, R1, ...,R11, at Tables 4–14
in Appendix B.1 in Ref. [1], are converted into integrated ones in Tables 3–13 in Appendices
B.1–B.11 in the present article, respectively. The results of Steps 2–5 for R1, ...,R11 are
shown after Tables 3–13 in Appendices B.1–B.11, respectively. Here we write down the
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results of Step 5 as follow :
σˆsubt(R1u) = σˆD(R1u, dip2) ,
σˆsubt(R2u) = 0 ,
σˆsubt(R3u) = σˆD(R3u, dip2) ,
σˆsubt(R4u) = σˆD(R4u, dip2) ,
σˆsubt(R5ud) = 0 ,
σˆsubt(R6ud¯) = 0 ,
σˆsubt(R7u) = σˆD(R7u, dip2) ,
σˆsubt(R8u) = − σˆI(R8u, (2)-1/2, NfVff¯ )− σˆK(R8u, dip1, (3)-1, Nfh) ,
σˆsubt(R9u) = − σˆI(R9u, (2)-1/2, NfVff¯ )− σˆK(R9u, dip1, (3)/(4)-1, Nfh) ,
σˆsubt(R10u) = σˆD(R10u, dip2) ,
σˆsubt(R11) = − σˆI(R11, (2)-1/2, NfVff¯)− σˆK(R11, dip1, (4)-1, Nfh) , (4.2)
where the expressions for the cross sections on the right-hand sides are all written in Ap-
pendix B. Then we proceed to Step 6. We construct the sets Con(Ri) and Self as
Con(R8u) = {R8u, {R1u,R4u}} , (4.3)
Con(R9u) = {R9u, {R3u,R7u}} , (4.4)
Con(R11) = {R11, {R10u,R10d}} , (4.5)
Self = {R2u,R5ud,R6ud} . (4.6)
We also introduce also the set as {Con(Ri)} = {Con(R8u),Con(R9u),Con(R11)}. Referring
to the explicit expressions for σˆsubt(Ri) in AppendixB, we can prove the cancellations of
σ(Con(Ri)) in Eq. (2.135) for Ri = R8u, R9u, and R11 as
σ(Con(Ri)) = 0 . (4.7)
Among them, the cancellation σ(Con(R8u)) = 0 is concretely shown in Sec. 2.7. Then we
obtain the cancellation of the summation
∑
σsubt(Ri) as
11∑
i=1
σsubt(Ri) =
∑
{Con(Ri)}
σ(Con(Ri)) +
∑
Self⊃Rj
σsubt(Rj) = 0 . (4.8)
Thus the execution of the PRA for the dijet process is completed.
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5 n jets : pp→ n jets +X
In this section, we deal with the three real processes among all those that contribute to the
collider process pp→ n jets+X as
R1 = uu¯→ (n + 1)-g ,
R2 = uu¯→ uu¯+ (n− 1)-g ,
R3 = uu¯→ dd¯+ (n− 1)-g , (5.1)
and prove the cancellation of the cross section as σ(Con(R1)) = 0 in Step 6 of the PRA. We
first apply the DSA to the three processes. Since the expressions of the created subtraction
terms are too long, we do not show the expressions explicitly. Then we apply the PRA to the
subtraction terms created by the DSA. The results of the PRA are collected in AppendixC.
The results of Step 1 for R1, R2, and R3, are shown in Tables 14, 15, and 16, respectively. The
results of Steps 2–5 for R1, R2, and R3 are shown after Tables 14, 15, and 16, respectively.
We would like to clarify two points to notice in obtaining the results of the PRA. Both of
the points concern the expressions of the integrated dipole term σˆD(Ri). We explain them
in the following two paragraphs, respectively.
The first point is about the expressions of the integrated dipole terms converted in Step 1.
When the reduced Born process includes identical fields, the field mapping, which is deter-
mined for each dipole term, has the freedom to choose the emitter-spectator pair (yemi, yspe)
among the identical fields in set {y}. Using the freedom of the field mapping, we can
transform the integrated dipole terms into an identical expression. We call this opera-
tion the unification of the integrated dipole terms. We show one example in the process
R1 = u(xa)u¯(xb)→ g(x1)g(x2)...g(xn+1). The creation of the dipole terms starts from split-
ting (2)-1, where the reduced Born process is fixed with set {y} as
B1(R1) = u(ya)u¯(yb)→ g(y1)g(y2)...g(yn) . (5.2)
Then we can choose the three legs (xi xj , xk) in the final state in set {x} as
(x1 x2, x3), (x1 x2, x4), ..., (x1 x2, xn+1),
(x1 x3, x2), (x1 x3, x4), ..., (x1 x3, xn+1),
...
...
...
(xn−1 xn, x1), (xn−1 xn, x2), ..., (xn−1 xn, xn−2) . (5.3)
The total number of pairs is n+1C2·(n−1). One field mapping is fixed for each pair (xi xj , xk),
and specifies the two legs of the emitter and the spectator in set {y} as (yemi, yspe). All the
specified pairs (yemi, yspe) for the pairs (xi xj , xk) in Eq. (5.3) are written in the expression
(yα, yβ), where the indices α and β take any value among 1, ..., n, with the condition α 6= β.
Using the freedom of the field mapping we can reconstruct all the field mappings in such a
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way that they have an identical pair (yemi, yspe); for instance, (y1, y2). We call this operation
unification. After the operation of unification, the summation of the integrated dipole terms
in splitting (2)-1 is rewritten as
σˆD(R1, (2)-1) = −
Ad
SR1
·
1
CA
Vgg(ǫ) · Φ(B1)d [1, 2] × ndeg , (5.4)
where the degeneracy factor, ndeg, is determined as ndeg = n+1C2 · (n− 1). We can apply the
operation of unification to all the other integrated dipole terms as well. The unification of all
the dipole terms may be described as follows : “The results of Step 1 are transformed into
the unification expression.” Actually, in Tables 14, 15, and 16, the results are represented
in the unification expression. Compared to the format of Tables 3–13 in the Appendix B,
the entry (ya, yb : y1, ..., yn) is replaced with the entry (yemi, yspe), and the new entry for the
degeneracy factor ndeg is added. The dipole term σˆD(R1, (2)-1) in Eq. (5.4) is represented by
the first one, 1. (y1, y2), with the degeneracy factor ndeg in Table 14. Referring to Table 14,
for instance, we can read out the integrated dipole term σˆD( R1, I ) used in Step 2 as
σˆD( R1, I ) = −
Ad
SR1
Φ(B1)d
[
Vgg(ǫ)
CA
[
[1, 2] · n+1C2 (n− 1) +
(
[1, a] + [1, b]
)
· n+1C2
]
+
Vfg(ǫ)
CF
[(
[a, 1] + [b, 1]
)
· (n+ 1)n+
(
[a, b] + [b, a]
)
· (n+ 1)
]]
. (5.5)
The advantage of the table format in the unification expression is that the length of the table
is shorter than the original format. The disadvantage is that the one-to-one correspondences
between the original dipole terms and the integrated dipole terms are lost. The format of
Tables 14, 15, and 16, can be a template to show the results in the unification expression.
The second point is about the symmetric expression of the integrated dipole terms used
for Steps 2, 3, and 4. In order that the integrated dipole terms σˆD(Ri, I/P/K) cancel the
I, P, and K terms σˆI/P/K(Ri) at the level of the squared amplitude [yemi, yspe] on each phase
space point, the summation of the color-correlated Born squared amplitudes [yemi, yspe] in
the integrated dipole terms σˆD(Ri, I/P/K) must be symmetrized over the legs of the identical
fields. We call this operation symmetrization of the integrated dipole terms. To demonstrate
the symmetrization, we take the same process R1. The reduced Born process B1(R1) in
Eq. (5.2) has n identical fields at in the legs y1, ..., yn. Then the color-correlated Born squared
amplitude [1, 2], for instance, in Eq. (5.5) can be symmetrized over the legs y1, ..., yn as
[1, 2] =
1
n(n− 1)
n∑
i,k=1
[i, k] , (5.6)
with the condition i 6= k. We call this operation symmetrization. The symmetrization is
allowed by the freedom of the field mapping over the identical fields. The freedom is the
same one by which the operation of unification is allowed, as explained above. When the
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symmetrization is applied to all the terms in the integrated dipole term σˆD(R1, I) in Eq. (5.5),
the expression is transformed as
σˆD( R1, I ) = −
Ad
SB1
Φ(B1)d
[
1
CA
·
1
2
Vgg(ǫ)
[ n∑
i,k=1
[i, k] +
n∑
i=1
(
[i, a] + [i, b]
) ]
+
1
CF
Vfg(ǫ)
[ n∑
k=1
(
[a, k] + [b, k]
)
+ [a, b] + [b, a]
]]
, (5.7)
where we use the relation of the symmetric factors SR1 = (n + 1) · SB1 = (n + 1) ! . The I
term σˆI(R1) is created by the DSA in such an expression that the factor Vgg(ǫ)/2 in Eq. (5.7)
is replaced with the factor Vgg(ǫ)/2 +NfVff¯(ǫ). Then the integrated dipole term σˆD(R1, I)
in Eq. (5.7) is able to cancel the I term σˆI(R1) at the integrand level, which means that, on
each phase-space point of Φ(B1)d, the color-correlated Born squared amplitudes [yemi, yspe]
in the two terms σˆD(R1, I) and σˆI(R1) cancel each other. In this way, we prove the relation
in Step 2 as
σˆD( R1, I )− σˆI(R1) = − σˆI(R1, (2)-1/2, NfVff¯) , (5.8)
where the term σˆI(R1, (2)-1/2, NfVff¯) is written in Eq. (C.2). In a similar way in Steps 3 and
4, the integrated dipole terms σˆD(R1, P/K), are symmetrized and can be canceled against
the P/K terms σˆP/K(R1), as shown in Eqs. (C.3)/(C.4), respectively.
Finally, we show the relation of cancellation in Step 6 as
σ(Con(R1)) = 0 . (5.9)
The set Con(R1) is denoted as Con(R1) = {R1, {R2,R3}} . After the execution of Steps 1–5
for R1, R2, and R3, the cross section σ(Con(R1)) is written down as
σ(Con(R1)) = −σˆI(R1, (2)-1/2, NfVff¯)− σˆK(R1, dip1, (3)-1, Nfh) + σˆD(R2, dip2) ·Nf ,
(5.10)
where the three terms on the right-hand side are defined in Eqs. (C.2), (C.5), and (C.17), re-
spectively. The integrated dipole term σˆD(R2, dip2) is separated into two terms, σˆD(R2, dip2,
(5)-1/2, Vff¯ ) and σˆD(R2, dip2, (5)-2, h), which are defined in Eqs. (C.18) and (C.19), respec-
tively. After the symmetrization of the integrated dipole term σˆD(R2, dip2), the three terms
on the right-hand side of Eq. (5.10) cancel each other in the way shown in Eqs. (2.136) and
(2.137). Then the relation in Eq. (5.9) is proved. In the present section, we only prove the
cancellation σ(Con(R1)) = 0, and do not prove the whole relation of the cancellation in
Step 6 as
∑nreal
i=1 σsubt(Ri) = 0. The execution of the DSA and the PRA for all the processes
{Ri} contributing to the process pp→ n jets can be regarded as the execution for an almost
general process with an arbitrary large number n. The dipole terms created by the DSA
have very long and general expressions. The proofs of the relations in the PRA also become
long and general. For these reasons, we do not present the execution of the DSA and PRA
for all the processes {Ri} in the present article.
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6 Summary
In the dipole subtraction procedure, we create the subtraction terms and write down the
expressions for the phase-space integration. While creating the subtraction terms and writing
down the expressions, we sometimes have the chance to make mistakes. The main reason
for this is that many subtraction terms exist for the multiparton processes and each term is
not so simple. Among the subtraction terms the singular parts of the dipole and I terms are
confirmed by cancellation against the real and virtual corrections during the calculation of
the NLO corrections. The P and K terms are finite and confirmation by the cancellation is
impossible. The summation of all the subtraction terms created must vanish as
σsubt = σD + σC − σI − σP − σK = 0 . (6.1)
We call this relation the consistency relation of the subtraction terms. The proof of the
consistency relation provides one confirmation of the P and K terms as well as all the
other subtraction terms. The cancellations in the consistency relation are realized between
subtraction terms with the same initial states and the same reduced Born processes. In
Ref. [1], we presented the dipole splitting algorithm (DSA), which is an algorithm to create
the subtraction terms. In the DSA, the subtraction terms are classified by the real processes
{Ri} and the kinds of splittings. The classification can be translated as the classification
by the initial states and the reduced Born processes. Thanks to such a classification in the
DSA, we can construct a straightforward algorithm to prove the consistency relation. In
this article, we have presented the proof algorithm (PRA) with the necessary formulae and
demonstrated the PRA in the example processes. The PRA is defined in Sec. 2 and all the
formulae are collected in AppendixA. The PRA is demonstrated in the Drell–Yan, dijet,
and n jets processes in Sec. 3, 4, and 5, respectively. The results of the PRA for the dijet
and the n jets are summarized in Appendixes B and C, respectively. In Step 1 of the PRA,
the dipole terms are converted to the integrated dipole terms. We showed two templates for
the tables representing the integrated dipole terms in Appendixes B and C. In the tables
in Appendix B, one integrated dipole term corresponds to one original dipole term. In the
tables in Appendix C, the integrated dipole terms are transformed to as many identical
expressions as possible. The transformed expression is called the unification expression.
The executions of the PRA in the Drell–Yan and the dijet processes can be easily com-
pleted by hand manipulation. For more complicated multiparton processes, execution by
hand manipulation will be too long and may not be realistic. Thus, automation of the PRA
as a computer code is desirable and may be realized in the future. The extension of the DSA
and PRA to include massive quark cases is also left for future work. The extension should
be straightforward because the algorithm structure of the dipole subtraction procedure with
massive quarks in Ref. [3] is almost identical to the massless case in Ref. [2]. Beginners
who start to use dipole subtraction may have some difficulties creating and confirming the
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subtraction terms. Thus, the DSA in Ref. [1] and the PRA in the present article may serve
as supplementary materials by which beginners can learn how to create and confirm the
subtraction terms. The reason for this is that the DSA and PRA are well defined with all
the formulae in the documents and what the user needs to do is just to follow the steps in
the straightforward algorithm. We hope that the DSA and PRA will help users to obtain
reliable predictions at QCD NLO accuracy.
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A Formulae for PRA
A.1 Cross sections: σˆ(Ri)
The partonic cross sections in Eq. (2.5) are defined as
σˆR(Ri) =
1
SRi
Φ(Ri)d · |M(Ri)|
2
d , (A.1)
σˆD(Ri) =
1
SRi
Φ(Ri)d ·
1
ns(a)ns(b)
D(Ri) , (A.2)
σˆV(B1) =
1
SB1
Φ(B1)d · |Mvirt(B1)|
2
d , (A.3)
σˆI(Ri) =
1
SB1
Φ(B1)d · I(Ri) , (A.4)
σˆP(Ri) =
∫ 1
0
dx
∑
Bj
1
SBj
Φa(Ri : Bj , x)4 · P(Ri, xa : Bj, xpa) + (a↔ b) , (A.5)
σˆK(Ri) =
∫ 1
0
dx
∑
Bj
1
SBj
Φa(Ri : Bj , x)4 ·K(Ri, xa : Bj , xpa) + (a↔ b) . (A.6)
The phase spaces including the flux factors are defined as
Φ(Ri)d =
1
F(pa, pb)
n+1∏
i=1
∫
dd−1pi
(2π)d−1
1
2Ei
· (2π)dδ(d)
(
pa + pb −
n+1∑
i=1
pi
)
, (A.7)
Φ(B1)d =
1
F(pa, pb)
n∏
i=1
∫
dd−1pi
(2π)d−1
1
2Ei
· (2π)dδ(d)
(
pa + pb −
n∑
i=1
pi
)
, (A.8)
Φa(Ri : Bj , x)4 =
1
F(xpa, pb)
n∏
i=1
∫
d3pi
(2π)3
1
2Ei
· (2π)4δ(4)
(
xpa + pb −
n∑
i=1
pi
)
. (A.9)
The exact definitions of the factors and the symbols are given in the DSA in Ref. [1]. The
jet functions F
(n/n+1)
J (p1, ..., pn/n+1) must be multiplied by the partonic cross sections in
Eqs. (A.1)–(A.6). For the real correction in Eq. (A.1), the jet function with (n + 1) fields is
multiplied as
σˆR(Ri) =
1
SRi
Φ(Ri)d · |M(Ri)|
2
d · F
(n+1)
J (p1, ..., pn+1) . (A.10)
For the cross sections in Eqs. (A.3)–(A.6), the jet function with n fields, F
(n)
J (p1, ..., pn),
is multiplied. For the dipole term in Eq. (A.2), the jet function F
(n)
J is multiplied and n
momenta of the arguments are identified with the n reduced momenta (P(y1), ...,P(yn)).
The use of the jet functions in the dipole subtraction is explained in Ref. [2]. For compact
notation, we do not show the jet functions explicitly in the present article.
We summarize the PRA as follows. We clarify the subsections where the various cross
sections appearing in the PRA are defined in Appendix A. The cross section σsubt(Ri) is
defined as
σsubt(Ri) = σD(Ri) + σC(Ri)− σI(Ri)− σP(Ri)− σK(Ri) . (A.11)
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The term σD(Ri) is the integrated dipole term that is converted in Step 1, and the formulae
are collected in Appendix A.2. The integrated dipole term σD(Ri) is separated into four
terms as
σD(Ri) = σD(Ri, I) + σD(Ri, P) + σD(Ri, K) + σD(Ri, dip2) . (A.12)
The formulae for the four terms, σD(Ri, I/P/K) and σD(Ri, dip2), are collected in Appendixes
A.3, A.4, A.5, and A.6, respectively. Then σsubt(Ri) is reconstructed as
σsubt(Ri) = [ σD(Ri, I)− σI(Ri) ] + [ σD(Ri, P) + σC(Ri)− σP(Ri) ]
+ [ σD(Ri, K)− σK(Ri) ] + σD(Ri, dip2) . (A.13)
The formulae for the terms σC(Ri) and σI/P/K(Ri) are collected in Appendix A.7, A.8, A.9,
and A.10, respectively. In Steps 2, 3, and 4, the following relations are proved :
Step 2. σD(Ri, I)− σI(Ri) = −σI(Ri, (2) -1/2, NfVff¯) ,
3. σD(Ri, P) + σC(Ri)− σP(Ri) = 0 ,
4. σD(Ri, K)− σK(Ri) = −σK(Ri, dip1, (3)/(4) -1, Nfh) , (A.14)
where the terms σI(Ri, (2) -1/2, NfVff¯) and σK(Ri, dip1, (3)/(4) -1, Nfh) are defined in Ap-
pendixes A.8 and A.10, respectively. We substitute the first three terms in square brackets
in Eq. (A.13) by the three relations in Eq. (A.14), and obtain σsubt(Ri) in the expression
Step 5. σsubt(Ri) = −σI(Ri, (2) -1/2, NfVff¯ )− σK(Ri, dip1, (3)/(4) -1, Nfh)
+ σD(Ri, dip2) . (A.15)
In the last step, we prove that the summation of all the terms σsubt(Ri) vanishes as
Step 6.
nreal∑
i=1
σsubt(Ri) = 0 . (A.16)
A.2 Integrated dipole term: σD
The integrated dipole term is universally written as
σˆD(Ri) = −
Ad
SRi
·
∫ 1
0
dx
1
T2
F(yemi)
V(x; ǫ) · Φa(Bj, x)d [ yemi, yspe] , (A.17)
where the overall factor Ad is defined as
Ad =
αs
2π
(4πµ2)ǫ
Γ(1− ǫ)
. (A.18)
The integrated dipole term is classified into four types as
σˆD(Ri, dipj ) ⊃ σˆD(Ri, dipj, FF/FI/IF/II ) , (A.19)
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tFigure 1: The classification of the dipole term σD
which are defined as follows.
Dij,k: Final-Final dipole
Dipole 1 (1)-1, (2)-1,
Dipole 2 (5)-1:
σˆD(Ri, dipj, FF ) = −
Ad
SRi
·
1
T2
F(yemi)
VF(xi)F(xj)(ǫ) · Φ(Bj)d [ yemi, yspe] . (A.20)
Definition of the symbols
Universal singular functions :
1
T2
F(yemi)
VF(xi)F(xj)(ǫ) =

1
CF
Vfg(ǫ) : Dipole 1 (1)-1 ,
1
CA
Vgg(ǫ) : Dipole 1 (2)-1 ,
1
CA
Vff¯ (ǫ) : Dipole 2 (5)-1 .
(A.21)
Vfg(ǫ) = CF
[
1
ǫ2
+
3
2ǫ
+ 5−
π2
2
]
, (A.22)
Vgg(ǫ) = 2CA
[
1
ǫ2
+
11
6ǫ
+
50
9
−
π2
2
]
, (A.23)
Vff¯(ǫ) = TR
[
−
2
3ǫ
−
16
9
]
. (A.24)
Phase space :
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Φ(Bj)d =
1
F(pa, pb)
n∏
i=1
∫
dd−1pi
(2π)d−1
1
2Ei
· (2π)dδ(d)
(
pa + pb −
n∑
i=1
pi
)
. (A.25)
Color-correlated Born squared amplitude :
[ yemi, yspe] = (syemi, yspe)
−ǫ · 〈Bj |Tyemi · Tyspe | Bj〉d . (A.26)
Lorentz scalar :
syemi,yspe = 2P(yemi) · P(yspe) . (A.27)
Dij,a: Final-Initial dipole
Dipole 1 (1)-2, (2)-2,
Dipole 2 (5)-2:
σˆD(Ri, dipj, FI, xa/b) = −
Ad
SRi
∫ 1
0
dx
1
T2
F(yemi)
VF(xi)F(xj)(x; ǫ) · Φa/b(Bj, x)d [ yemi, yspe] .
(A.28)
Definition of the symbols
Universal singular functions :
1
T2F(yemi)
VF(xi)F(xj)(x; ǫ) =

1
CF
Vfg(x ; ǫ) : Dipole 1 (1)-2 ,
1
CA
Vgg(x ; ǫ) : Dipole 1 (2)-2 ,
1
CA
Vff¯(x ; ǫ) : Dipole 2 (5)-2 .
(A.29)
Vfg(x ; ǫ) = δ(1− x)Vfg(ǫ) + CF
[
g(x)−
3
2
h(x)
]
, (A.30)
Vgg(x ; ǫ) = δ(1− x)Vgg(ǫ) + CA
[
2g(x)−
11
3
h(x)
]
, (A.31)
Vff¯ (x ; ǫ) = δ(1− x)Vff¯ (ǫ) + TR
2
3
h(x). (A.32)
g(x) =
(
2
1− x
ln
1
1− x
)
+
+
2
1− x
ln(2− x) , (A.33)
h(x) =
(
1
1− x
)
+
+ δ(1− x) . (A.34)
Phase spaces :
Φa(Bj , x)d =
1
F(xpa, pb)
n∏
i=1
∫
dd−1pi
(2π)d−1
1
2Ei
· (2π)dδ(d)
(
xpa + pb −
n∑
i=1
pi
)
, (A.35)
Φb(Bj , x)d =
1
F(pa, xpb)
n∏
i=1
∫
dd−1pi
(2π)d−1
1
2Ei
· (2π)dδ(d)
(
pa + xpb −
n∑
i=1
pi
)
. (A.36)
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Color-correlated Born squared amplitude :
[ yemi, yspe] = (syemi, xa/b)
−ǫ · 〈Bj |Tyemi · Tyspe| Bj〉d . (A.37)
Lorentz scalar :
syemi, xa/b = 2P(yemi) · pa/b . (A.38)
Dai,k: Initial-Final dipole
Dipole 1 (3)-1, (4)-1,
Dipole 3 (6)-1,
Dipole 4 (7)-1:
σˆD(Ri, dipj, IF, xa/b) = −
Ad
SRi
∫ 1
0
dx
1
T2
F(yemi)
VF(xa/b), F(yemi)(x; ǫ) · Φa/b(Bj , x)d [ yemi, yspe] .
(A.39)
Definition of the symbols
Universal singular functions :
1
T2
F(yemi)
VF(xa/b), F(yemi)(x; ǫ) =

1
CF
Vf,f(x; ǫ) : Dipole 1 (3)-1 ,
1
CA
Vg,g(x; ǫ) : Dipole 1 (4)-1 ,
1
CA
Vf,g(x; ǫ) : Dipole 3 (6)-1 ,
1
CF
Vg,f(x; ǫ) : Dipole 4 (7)-1 .
(A.40)
Vf,f(x ; ǫ) = δ(1− x)Vfg(ǫ) +
(
−
1
ǫ
+ ln x
)
P ff(x) + Vf,fother(x ; ǫ) , (A.41)
Vg,g(x ; ǫ) = δ(1− x)Vg(ǫ) +
(
−
1
ǫ
+ lnx
)
P gg(x) + Vg,gother(x ; ǫ) , (A.42)
Vf,g(x ; ǫ) =
(
−
1
ǫ
+ ln x
)
P fg(x) + Vf,gother(x ; ǫ) , (A.43)
Vg,f(x ; ǫ) =
(
−
1
ǫ
+ ln x
)
P gf(x) + Vg,fother(x ; ǫ) . (A.44)
Vg(ǫ) =
1
2
Vgg(ǫ) +NfVff¯ (ǫ) . (A.45)
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P ff(x) = CF
(
1 + x2
1− x
)
+
= CF
[
3
2
δ(1− x) +
1 + x2
(1− x)+
]
, (A.46)
P gg(x) = δ(1− x)
(11
6
CA −
2
3
NfTR
)
+ 2CA
[(
1
1− x
)
+
+
1− x
x
− 1 + x(1 − x)
]
, (A.47)
P fg(x) = CF
1 + (1− x)2
x
, (A.48)
P gf(x) = TR[x
2 + (1− x)2] . (A.49)
Vf,fother(x ; ǫ) = δ(1− x) CF
(
2
3
π2 − 5
)
− lnx · P ff(x)
+CF
[
−
(
4
1− x
ln
1
1− x
)
+
−
2
1− x
ln(2− x) + 1− x− (1 + x) ln(1− x)
]
, (A.50)
Vg,gother(x ; ǫ) = δ(1− x)
[
CA
(
2
3
π2 −
50
9
)
+
16
9
NfTR
]
− ln x · P gg(x)
+ CA
[
−
(
4
1− x
ln
1
1− x
)
+
−
2
1− x
ln(2− x)
+ 2
(
−1 + x(1− x) +
1− x
x
)
ln(1− x)
]
, (A.51)
Vf,gother(x ; ǫ) = ln
1− x
x
P fg(x) + CF x , (A.52)
Vg,fother(x ; ǫ) = ln
1− x
x
P gf(x) + TR 2x(1− x) . (A.53)
Color correlated Born squared amplitude :
[ yemi, yspe] = (sxa/b, yspe)
−ǫ · 〈Bj |Tyemi · Tyspe| Bj〉d . (A.54)
Lorentz scalar :
sxa/b, yspe = 2 pa/b · P(yspe) . (A.55)
Dai,b: Initial-Initial dipole
Dipole 1 (3)-2, (4)-2,
Dipole 3 (6)-2,
Dipole 4 (7)-2:
σˆD(Ri, dipj, II, xa/b) = −
Ad
SRi
∫ 1
0
dx
1
T2F(yemi)
V˜F(xa/b), F(yemi)(x; ǫ) · Φa/b(Bj , x)d [ yemi, yspe] .
(A.56)
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Definition of the symbols
Universal singular functions :
1
T2F(yemi)
V˜F(xa/b), F(yemi)(x; ǫ) =

1
CF
V˜f,f(x; ǫ) : Dipole 1 (3)-2 ,
1
CA
V˜g,g(x; ǫ) : Dipole 1 (4)-2 ,
1
CA
V˜f,g(x; ǫ) : Dipole 3 (6)-2 ,
1
CF
V˜g,f(x; ǫ) : Dipole 4 (7)-2 .
(A.57)
V˜a,b(x; ǫ) = Va,b(x; ǫ) + δab T 2a g(x) + K˜
ab(x) , (A.58)
V˜f,f(x; ǫ) = Vf,f(x; ǫ) + CF g(x) + K˜
ff (x) , (A.59)
V˜g,g(x; ǫ) = Vg,g(x; ǫ) + CA g(x) + K˜
gg(x) , (A.60)
V˜f,g(x; ǫ) = Vf,g(x; ǫ) + K˜fg(x) , (A.61)
V˜g,f(x; ǫ) = Vg,f(x; ǫ) + K˜gf(x) . (A.62)
K˜ab(x) = P abreg(x) ln(1− x) + δ
ab T 2a
[(
2
1− x
ln(1− x)
)
+
−
π2
3
δ(1− x)
]
. (A.63)
K˜ff (x) = P ffreg(x) ln(1− x) + CF
[(
2
1− x
ln(1− x)
)
+
−
π2
3
δ(1− x)
]
, (A.64)
K˜gg(x) = P ggreg(x) ln(1− x) + CA
[(
2
1− x
ln(1− x)
)
+
−
π2
3
δ(1− x)
]
, (A.65)
K˜fg(x) = P fg(x) ln(1− x) , (A.66)
K˜gf (x) = P gf(x) ln(1− x) . (A.67)
P ffreg(x) = −CF(1 + x) , (A.68)
P ggreg(x) = 2CA
[
1− x
x
− 1 + x(1− x)
]
. (A.69)
Color correlated Born squared amplitude :
[ yemi, yspe] = (sxa/b, yspe)
−ǫ · 〈Bj |Tyemi · Tyspe| Bj〉d . (A.70)
Lorentz scalar :
sxa/b, yspe = 2 pa · pb . (A.71)
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A.3 Integrated dipole term: σ
D
(I)
Dipole 1 (1)-1/2, (2)-1/2, (3)-1/2, (4)-1/2:
t
Figure 2: The classification of the integrated dipole term σD(I).
(1)− 1/2 : σˆD( Ri, I, (1)-1/2 ) = −
Ad
SRi
·
1
CF
Vf (ǫ) · Φ(B1)d [ yemi, yspe] ,
(2)− 1/2 : σˆD( Ri, I, (2)-1/2 ) = −
Ad
SRi
·
1
CA
Vgg(ǫ) · Φ(B1)d [ yemi, yspe] ,
(3)− 1/2 : σˆD( Ri, I, (3)-1/2 ) = −
Ad
SRi
·
1
CF
Vf (ǫ) · Φ(B1)d [ yemi, yspe] ,
(4)− 1/2 : σˆD( Ri, I, (4)-1/2 ) = −
Ad
SRi
·
1
CA
Vg(ǫ) · Φ(B1)d [ yemi, yspe] . (A.72)
Definition of the symbols
Universal singular functions :
Vf (ǫ) = Vfg(ǫ) , (A.73)
Vg(ǫ) =
1
2
Vgg(ǫ) +NfVff¯(ǫ) . (A.74)
Color correlated Born squared amplitude :
[ yemi, yspe] = (syemi, yspe)
−ǫ · 〈B1 |Tyemi · Tyspe | B1〉d . (A.75)
Lorentz scalar : syemi,yspe = 2P(yemi) · P(yspe) .
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A.4 Integrated dipole term: σ
D
(P)
Dipole 1 (3)-1/2, (4)-1/2,
Dipole 3 (6)-1/2,
Dipole 4 (7)-1/2:
t
Figure 3: The classification of the integrated dipole term σD(P)
σˆD( Ri, P, dipj, xa/b) =
Ad
SRi
∫ 1
0
dx
(
1
ǫ
− lnx
)
1
T2
F(yemi)
P F(xa/b) F(yemi)(x)
· Φa/b(Bj, x)d [ yemi, yspe] . (A.76)
Definition of the symbols
Splitting functions :
1
T2F(yemi)
P F(xa/b) F(yemi)(x) =

1
CF
P ff(x) : Dipole 1 (3)-1/2 ,
1
CA
P gg(x) : Dipole 1 (4)-1/2 ,
1
CA
P fg(x) : Dipole 3 (6)-1/2 ,
1
CF
P gf(x) : Dipole 4 (7)-1/2 .
(A.77)
Color correlated Born squared amplitude :
[ yemi, yspe] = (sxa/b, yspe)
−ǫ · 〈Bj |Tyemi · Tyspe| Bj〉d . (A.78)
Lorentz scalars :
sxa/b, yspe =
{
2 pa/b · P(yspe) : (3), (4), (6), (7)-1 , Initial-Final ,
2 pa · pb : (3), (4), (6), (7)-2 , Initial-Initial .
(A.79)
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A.5 Integrated dipole term: σ
D
(K)
Dipole 1 (1)-2, (2)-2,
(3)-1/2, (4)-1/2,
Dipole 3 (6)-1/2,
Dipole 4 (7)-1/2:
t
Figure 4: The classification of the integrated dipole term σD(K)
Dipole 1
(1)-2 : σˆD(Ri, K, dip1, (1)-2, xa) = −
A4
SRi
∫ 1
0
dx
(
g(x)−
3
2
h(x)
)
· Φa(B1, x)4 〈 yemi, yspe 〉 ,
(2)-2 : σˆD(Ri, K, dip1, (2)-2, xa) = −
A4
SRi
∫ 1
0
dx
(
2g(x)−
11
3
h(x)
)
· Φa(B1, x)4 〈 yemi, yspe 〉 ,
(A.80)
(3)-1 : σˆD(Ri, K, dip1, (3)-1, xa) = −
A4
SRi
∫ 1
0
dx
1
CF
Vf,fother(x ; ǫ) · Φa(B1, x)4 〈 yemi, yspe 〉 ,
(4)-1 : σˆD(Ri, K, dip1, (4)-1, xa) = −
A4
SRi
∫ 1
0
dx
1
CA
Vg,gother(x ; ǫ) · Φa(B1, x)4 〈 yemi, yspe 〉 ,
(A.81)
(3)-2 : σˆD(Ri, K, dip1, (3)-2, xa) = −
A4
SRi
∫ 1
0
dx
1
CF
(
Vf,fother(x ; ǫ) + CF g(x) + K˜
ff (x)
)
· Φa(B1, x)4 〈 yemi, yspe 〉 ,
(4)-2 : σˆD(Ri, K, dip1, (4)-2, xa) = −
A4
SRi
∫ 1
0
dx
1
CA
(
Vg,gother(x ; ǫ) + CA g(x) + K˜
gg(x)
)
· Φa(B1, x)4 〈 yemi, yspe 〉 . (A.82)
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Dipole 3/4
(6)-1 : σˆD(Ri, K, dip3, (6)-1, xa) = −
A4
SRi
∫ 1
0
dx
1
CA
Vf,gother(x ; ǫ) · Φa(B3, x)4 〈 yemi, yspe 〉 ,
(7)-1 : σˆD(Ri, K, dip4, (7)-1, xa) = −
A4
SRi
∫ 1
0
dx
1
CF
Vg,fother(x ; ǫ) · Φa(B4, x)4 〈 yemi, yspe 〉 ,
(A.83)
(6)-2 : σˆD(Ri, K, dip3, (6)-2, xa) = −
A4
SRi
∫ 1
0
dx
1
CA
(
Vf,gother(x ; ǫ) + K˜
fg(x)
)
· Φa(B3, x)4 〈 yemi, yspe 〉 ,
(7)-2 : σˆD(Ri, K, dip4, (7)-2, xa) = −
A4
SRi
∫ 1
0
dx
1
CF
(
Vg,fother(x ; ǫ) + K˜
gf (x)
)
· Φa(B4, x)4 〈 yemi, yspe 〉 . (A.84)
Reconstruction of Dipole 1
σD(Ri, K, dip1) = σˆD(K, dip1, (1)–(4)-2, g)
 + σˆD(K, dip1, (3)/(4)-1/2,V
a,a
other)

+ σˆD(K, dip1, (1)/(2)-2, h) + σˆD(K, dip1, (3)/(4)-2, K˜
aa
) , (A.85)
σˆD(K, dip1, (1)–(4)-2, g) = −
A4
SRi
∫ 1
0
dxΦa(B1, x)4 〈 yemi, yspe 〉 g(x)×{
1 : (1)-, (3)-, (4)-2 ,
2 : (2)-2 .
(A.86)
σˆD(K, dip1, (3)-1/2,V
f,f
other) = −
A4
SRi
∫ 1
0
dx
1
CF
Vf,fother(x ; ǫ) · Φa(B1, x)4 〈 yemi, yspe 〉 , (A.87)
σˆD(K, dip1, (4)-1/2,V
g,g
other) = −
A4
SRi
∫ 1
0
dx
1
CA
Vg,gother(x ; ǫ) · Φa(B1, x)4 〈 yemi, yspe 〉 , (A.88)
σˆD(K, dip1, (1)/(2)-2, h) = −
A4
SRi
∫ 1
0
dxΦa(B1, x)4 〈 yemi, yspe 〉 h(x)×{
−3/2 : (1)-2 ,
−11/3 : (2)-2 ,
(A.89)
σˆD(K, dip1, (3)/(4)-2, K˜
ff/gg
) = −
A4
SRi
∫ 1
0
dx
1
CF/A
K˜ff/gg(x) · Φa(B1, x)4 〈 yemi, yspe 〉 .
(A.90)
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Reconstruction of Dipole 3/4
σD(Ri, K, dip3/4) = σˆD(K, dip3/4, (6)/(7)-1/2,V
a,b
other) + σˆD(K, dip3/4, (6)/(7)-2, K˜
ab
) ,
(A.91)
σˆD(K, dip3, (6)-1/2,V
f,g
other) = −
A4
SRi
∫ 1
0
dx
1
CA
Vf,gother(x ; ǫ) · Φa(B3, x)4 〈 yemi, yspe 〉 , (A.92)
σˆD(K, dip4, (7)-1/2,V
g,f
other) = −
A4
SRi
∫ 1
0
dx
1
CF
Vg,fother(x ; ǫ) · Φa(B4, x)4 〈 yemi, yspe 〉 , (A.93)
σˆD(K, dip3/4, (6)/(7)-2, K˜
fg/gf
) = −
A4
SRi
∫ 1
0
dx
1
CA/F
K˜fg/gf (x) · Φa(B3/4, x)4 〈 yemi, yspe 〉 .
(A.94)
The cross sections with leg-b (xb), σˆD( Ri, K, dipj, xb ), are obtained by the replacements
Φa(Bj, x)4 → Φb(Bj, x)4 in the above formulae for leg-a (xa).
Definition of the symbols
Color-correlated Born squared amplitude :
〈 yemi, yspe〉 = 〈Bj |Tyemi · Tyspe| Bj〉4 . (A.95)
51
A.6 Integrated dipole term: σ
D
(dip2)
Dipole 2 (5)-1/2:
t
Figure 5: The classification of the integrated dipole term σD(dip2)
Dipole 2
(5)-1 : σˆD( Ri, dip2, (5)-1) = −
Ad
SRi
·
1
CA
Vff¯(ǫ) · Φ(B2)d [ yemi, yspe] , (A.96)
(5)-2 : σˆD( Ri, dip2, (5)-2, xa/b) = −
Ad
SRi
∫ 1
0
dx
1
CA
Vff¯ (x ; ǫ) · Φa/b(B2, x)d [ yemi, yspe] .
(A.97)
Reconstruction of Dipole 2
σˆD( Ri, dip2, (5)-1/2, Vff¯ ) = −
Ad
SRi
·
1
CA
Vff¯(ǫ) · Φ(B2)d [ yemi, yspe] , (A.98)
σˆD( Ri, dip2, (5)-2, h, xa/b ) = −
A4
SRi
∫ 1
0
dx
TR
CA
2
3
h(x) · Φa/b(B2, x)4 〈 yemi, yspe〉4 . (A.99)
Definition of the symbols
Color-correlated Born squared amplitude :
[ yemi, yspe] = (syemi, yspe)
−ǫ · 〈 yemi, yspe〉d , (A.100)
〈 yemi, yspe〉d/4 = 〈B2 |Tyemi · Tyspe| B2〉d/4 . (A.101)
Lorentz scalar : syemi, yspe = 2P(yemi) · P(yspe) .
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A.7 Collinear subtraction term: σ
C
Input:Ri
Dipole 1 (3), (4),
Dipole 3 (6),
Dipole 4 (7):
t
Figure 6: The classification of the collinear subtraction term σC
σˆC(Ri) =
∑
dipj
σˆC(Ri, dipj) . (A.102)
σˆC(Ri, dipj) = σˆC(Ri, dipj, xa) + σˆC(Ri, dipj, xb) . (A.103)
σˆC(Ri, dipj, xa/b) =
αs
2π
1
Γ(1− ǫ)
∫ 1
0
dx
[
1
ǫ
(
4πµ2
µ2F
)ǫ
P F(xa/b)F(yemi)(x)
]
×
1
SBj
Φa/b(Bj, x)d 〈Bj〉 , (A.104)
=
Ad
SBj
∫ 1
0
dx
( 1
ǫ
− lnµ2F
)
P F(xa/b)F(yemi)(x) · Φa/b(Bj, x)d 〈Bj〉 . (A.105)
Definition of the symbols
Born squared amplitude : 〈Bj〉 = 〈Bj |Bj〉d .
Splitting functions :
P F(xa/b)F(yemi)(x) =

P ff(x) : Dipole 1 (3) ,
P gg(x) : Dipole 1 (4) ,
P fg(x) : Dipole 3 (6) ,
P gf(x) : Dipole 4 (7) .
(A.106)
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A.8 I term: σ
I
Input: B1(Ri)
Legs: (1)-1/2, (2)-1/2, (3)-1/2, (4)-1/2.
t
Figure 7: The classification of the I term σI
σˆI(Ri)IK = −
Ad
SB1
·
1
T2
F(I)
VF(I) · Φ(B1)d [ I,K ] . (A.107)
Definition of the symbols
Common factor :Ad is the same as in Eq. (2.16).
Universal singular functions :
1
T2F(I)
VF(I) =
{ 1
CF
Vf (ǫ) =
1
CF
Vfg(ǫ) : (1), (3)− 1/2 ,
1
CA
Vg(ǫ) =
1
CA
(
1
2
Vgg(ǫ) +NfVff¯ (ǫ)
)
: (2), (4)− 1/2 .
(A.108)
Color-correlated Born squared amplitude :
[ I, K ] = s−ǫIK .〈B1 |TI · TK | B1〉d . (A.109)
σˆI(Ri, (2) -1/2, NfVff¯ )IK
σˆI(Ri, (2) -1/2, NfVff¯)IK = −
Ad
SB1
·
Nf
CA
Vff¯ (ǫ) · Φ(B1)d [ I,K ] . (A.110)
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A.9 P term: σ
P
Input:Ri
Dipole 1 (3)-1/2, (4)-1/2,
Dipole 3 (6)-1/2,
Dipole 4 (7)-1/2:
t
Figure 8: The classification of the P term σP.
σˆP(Ri, dipj, xa/b) =
A4
SBj
∫ 1
0
dx
1
T2F(yemi)
P F(xa/b)F(yemi)(x) · ln
µ2F
x sxa/b,yspe
· Φa/b(Bj, x)4 〈 yemi, yspe〉 . (A.111)
Definition of the symbols
Common factor :
A4 =
αs
2π
. (A.112)
Splitting functions : P F(xa/b)F(yemi)(x)/T2
F(yemi)
is the same as in Eq. (A.77).
Lorentz scalar : sxa/b, yspe is the same as in Eq. (A.79).
Color-correlated Born squared amplitude :
〈 yemi, yspe〉 = 〈Bj |Tyemi · Tyspe| Bj〉4 . (A.113)
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A.10 K term: σ
K
Input:Ri
Dipole 1 (3)-0/1/2, (4)-0/1/2,
Dipole 3 (6)-0/2,
Dipole 4 (7)-0/2:
t
Figure 9: The classification of the K term σK
Dipole 1 (3)/(4)
σˆK(Ri, dip1, (3)/(4)-0, xa) =
A4
SB1
∫ 1
0
dx K
ff/gg
(x) · Φa(B1, x)4 〈B1〉 , (A.114)
σˆK(Ri, dip1, (3)/(4)-1, xa) =
A4
SB1
∫ 1
0
dx
γF(yspe)
T2
F(yspe)
h(x) · Φa(B1, x)4 〈 yemi, yspe〉 , (A.115)
σˆK(Ri, dip1, (3)/(4)-2, xa) =
A4
SB1
∫ 1
0
dx
−1
CF/A
K˜
ff/gg
(x) · Φa(B1, x)4 〈 yemi, yspe〉 . (A.116)
Dipole 3/4 (6)/(7)
σˆK(Ri, dip3/4, (6)/(7)-0, xa) =
A4
SB3/4
∫ 1
0
dx K
fg/gf
(x) · Φa(B3/4, x)4 〈B3/4〉 , (A.117)
σˆK(Ri, dip3/4, (6)/(7)-2, xa) =
A4
SB3/4
∫ 1
0
dx
−1
CA/F
K˜
fg/gf
(x) · Φa(B3/4, x)4 〈 yemi, yspe〉 .
(A.118)
The cross sections with leg-b (xb), σˆK(Ri, dipj, xb), are obtained by the replacements Φa(Bj, x)4
→ Φb(Bj, x)4 in the formulae for leg-a (xa).
Definition of the symbols
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Color-correlated Born squared amplitude : 〈 yemi, yspe〉 is the same as in Eq. (A.113).
Relations of the functions, K
ff/gg
(x), V
f,f/g,g
other (x ; ǫ), and g(x) :
K
ff/gg
(x) = V
f,f/g,g
other (x ; ǫ) + CF/A g(x) , (A.119)
K
fg/gf
(x) = V
f,g/g,f
other (x ; ǫ) . (A.120)
The factor T2
F(yspe)/γF(yspe) :
γF(yspe)
T2F(yspe)
=
{
3
2
: F(yspe) = quark ,
11
6
− 2
3
TRN f
CA
: F(yspe) = gluon .
(A.121)
σK(Ri, dip1, (3)/(4) -1, Nfh, xa/b)
σK(Ri, dip1, (3)/(4) -1, Nfh, xa/b) =
A4
SB1
∫ 1
0
dx
(
−
2
3
TRNf
CA
)
h(x) · Φa/b(B1, x)4 〈 yemi, yspe〉 .
(A.122)
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B Summary for the dijet process
B.1 σˆsubt(R1u)
Step1 σˆD(Ri) = −
Ad
SRi
·
(
Factor 1
)
· Φa(Ri : Bj , x)d [ yemi, yspe] .
σˆD(R1u = uu¯→ uu¯g) : SR1 = 1,
Dip j Bj Splitting (ya, yb; y1, y2) Factor 1 Φ(Bj) [yemi, yspe]
Dip 1 uu¯→ uu¯ (1)− 1 1. (a, b ; 1˜3, 2˜) Vfg/CF Φ(B1) [1, 2]
2. (a, b ; 1˜, 2˜3) Φ(B1) [2, 1]
(1)− 2 3. (a˜, b ; 1˜3, 2)
∫
dxVfg(x)/CF Φa(B1) [1, a]
4. (a, b˜ ; 1˜3, 2) Φb(B1) [1, b]
5. (a˜, b ; 1, 2˜3) Φa(B1) [2, a]
6. (a, b˜ ; 1, 2˜3) Φb(B1) [2, b]
(3)− 1 7. (a˜3, b ; 1˜, 2)
∫
dxVf,f (x)/CF Φa(B1) [a, 1]
8. (a˜3, b ; 1, 2˜) Φa(B1) [a, 2]
9. (a, b˜3 ; 1˜, 2) Φb(B1) [b, 1]
10. (a, b˜3 ; 1, 2˜) Φb(B1) [b, 2]
(3)− 2 11. (a˜3, b˜ ; 1, 2)
∫
dxV˜f,f (x)/CF Φa(B1) [a, b]
12. (a˜, b˜3 ; 1, 2) Φb(B1) [b, a]
Dip 2u uu¯→ gg (5)− 1 13. (a, b ; 1˜2, 3˜) Vff¯/CA Φ(B2u) [1, 2]
(5)− 2 14. (a˜, b ; 1˜2, 3)
∫
dxVff¯ (x)/CA Φa(B2u) [1, a]
15. (a, b˜ ; 1˜2, 3) Φb(B2u) [1, b]
Dip 3u gu¯→ u¯g (6)− 1 16. (a˜1, b ; 2˜, 3)
∫
dxVf,g(x)/CA Φa(B3u) [a, 1]
17. (a˜1, b ; 2, 3˜) Φa(B3u) [a, 2]
(6)− 2 18. (a˜1, b˜ ; 2, 3)
∫
dxV˜f,g(x)/CA Φa(B3u) [a, b]
Dip 3u¯ ug → ug (6)− 1 19. (a, b˜2 ; 1˜, 3)
∫
dxVf,g(x)/CA Φb(B3u¯) [b, 1]
20. (a, b˜2 ; 1, 3˜) Φb(B3u¯) [b, 2]
(6)− 2 21. (a˜, b˜2 ; 1, 3)
∫
dxV˜f,g(x)/CA Φb(B3u¯) [b, a]
Table 3: Summary table of σˆD(R1u). The universal singular functions are abbreviated as
Vij(ǫ) = Vij, Vij(x ; ǫ) = Vij(x), V
a,a′(x; ǫ) = Va,a
′
(x), and V˜a,a
′
(x; ǫ) = V˜a,a
′
(x) .
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σˆsubt(R1u = uu¯→ uu¯g)
Step2
σˆD( R1, I )− σˆI(R1) = 0 . (B.1)
Step3
σˆD( R1, P ) + σˆC(R1)− σˆP(R1) = 0 , (B.2)
which is separated into three relations for Dipoles 1, 3u, and 3u¯ as
σˆD( R1, P, dipj ) + σˆC(R1, dipj)− σˆP(R1, dipj) = 0 . (B.3)
Step4
σˆD( R1, K )− σˆK(R1) = 0 , (B.4)
which is separated into three relations for Dipoles 1, 3u, and 3u¯ as
σˆD( R1, K, dipj )− σˆK(R1, dipj) = 0 . (B.5)
Step5
σˆsubt(R1) = σˆD(R1, dip2) . (B.6)
σˆD(R1, dip2) = σˆD( R1, dip2, (5)-1/2, Vff¯ ) + σˆD( R1, dip2, (5)-2, h) . (B.7)
σˆD(R1, dip2, (5)-1/2, Vff¯ ) = −
Ad
SR1
·
1
CA
Vff¯(ǫ) · Φ(B2)d
(
[1, 2] + [1, a] + [1, b]
)
.
(B.8)
σˆD(R1, dip2, (5)-2, h) = −
A4
SR1
∫ 1
0
dx
TR
CA
2
3
h(x) ×(
Φa(B2, x)4 〈1, a〉+ Φb(B2, x)4 〈1, b〉
)
. (B.9)
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B.2 σˆ
subt
(R2u)
Step1 σˆD(R2u = uu→ uug ) : SR2 = 2,
Dip j Bj Splitting (ya, yb : y1, y2) Factor 1 Φ(Bj) [yemi, yspe]
Dip 1 uu→ uu (1)− 1 1. (a, b ; 1˜3, 2˜) Vfg/CF Φ(B1) [1, 2]
2. (a, b ; 1˜, 2˜3) Φ(B1) [2, 1]
(1)− 2 3. (a˜, b ; 1˜3, 2)
∫
dxVfg(x)/CF Φa(B1) [1, a]
4. (a, b˜ ; 1˜3, 2) Φb(B1) [1, b]
5. (a˜, b ; 1, 2˜3) Φa(B1) [2, a]
6. (a, b˜ ; 1, 2˜3) Φb(B1) [2, b]
(3)− 1 7. (a˜3, b ; 1˜, 2)
∫
dxVf,f (x)/CF Φa(B1) [a, 1]
8. (a˜3, b ; 1, 2˜) Φa(B1) [a, 2]
9. (a, b˜3 ; 1˜, 2) Φb(B1) [b, 1]
10. (a, b˜3 ; 1, 2˜) Φb(B1) [b, 2]
(3)− 2 11. (a˜3, b˜ ; 1, 2)
∫
dxV˜f,f (x)/CF Φa(B1) [a, b]
12. (a˜, b˜3 ; 1, 2) Φb(B1) [b, a]
Dip 3u gu→ ug (6)− 1 13. (a˜1, b ; 2˜, 3)
∫
dxVf,g(x)/CA Φa(B3u) [a, 1]
14. (a˜1, b ; 2, 3˜) Φa(B3u) [a, 2]
15. (a˜2, b ; 1˜, 3) Φa(B3u) [a, 1]
16. (a˜2, b ; 1, 3˜) Φa(B3u) [a, 2]
17. (b˜1, a ; 2˜, 3) Φb(B3u) [a, 1]
18. (b˜1, a ; 2, 3˜) Φb(B3u) [a, 2]
19. (b˜2, a ; 1˜, 3) Φb(B3u) [a, 1]
20. (b˜2, a ; 1, 3˜) Φb(B3u) [a, 2]
(6)− 2 21. (a˜1, b˜ ; 2, 3)
∫
dxV˜f,g(x)/CA Φa(B3u) [a, b]
22. (a˜2, b˜ ; 1, 3) Φa(B3u) [a, b]
23. (b˜1, a˜ ; 2, 3) Φb(B3u) [a, b]
24. (b˜2, a˜ ; 1, 3) Φb(B3u) [a, b]
Table 4: Summary table of σˆD(R2u).
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σˆsubt(R2u = uu→ uug )
Step2
σˆD( R2u, I )− σˆI(R2u) = 0 . (B.10)
Step3
σˆD( R2u, P ) + σˆC(R2u)− σˆP(R2u) = 0 , (B.11)
which is separated into two relations for Dipoles 1 and 3u as
σˆD( R2u, P, dipj ) + σˆC(R2u, dipj)− σˆP(R2u, dipj) = 0 . (B.12)
Step4
σˆD( R2u, K )− σˆK(R2u) = 0 , (B.13)
which is separated into two relations for Dipoles 1 and 3u as
σˆD( R2u, K, dipj )− σˆK(R2u, dipj) = 0 . (B.14)
Step5
σˆsubt(R2u) = 0 . (B.15)
61
B.3 σˆ
subt
(R3u)
Step1 σˆD(R3u = ug → uuu¯) : SR3 = 2,
Dip j Bj Splitting (ya, yb : y1, y2) Factor 1 Φ(Bj) [yemi, yspe]
Dip 2u ug → gu (5)− 1 1. (a, b ; 1˜3, 2˜) Vff¯/CA Φ(B2u) [1, 2]
2. (a, b ; 2˜3, 1˜) Φ(B2u) [1, 2]
(5)− 2 3. (a˜, b ; 1˜3, 2)
∫
dxVff¯ (x)/CA Φa(B2u) [1, a]
4. (a, b˜ ; 1˜3, 2) Φb(B2u) [1, b]
5. (a˜, b ; 2˜3, 1) Φa(B2u) [1, a]
6. (a, b˜ ; 2˜3, 1) Φb(B2u) [1, b]
Dip 3u gg → uu¯ (6)− 1 7. (a˜1, b ; 2˜, 3)
∫
dxVf,g(x)/CA Φa(B3u) [a, 1]
8. (a˜1, b ; 2, 3˜) Φa(B3u) [a, 2]
9. (a˜2, b ; 1˜, 3) Φa(B3u) [a, 1]
10. (a˜2, b ; 1, 3˜) Φa(B3u) [a, 2]
(6)− 2 11. (a˜1, b˜ ; 2, 3)
∫
dxV˜f,g(x)/CA Φa(B3u) [a, b]
12. (a˜2, b˜ ; 1, 3) Φa(B3u) [a, b]
Dip 4u uu¯→ uu¯ (7)− 1 13. (a, b˜1 ; 2˜, 3)
∫
dxVg,f(x)/CF Φb(B4u) [b, 1]
14. (a, b˜1 ; 2, 3˜) Φb(B4u) [b, 2]
15. (a, b˜2 ; 1˜, 3) Φb(B4u) [b, 1]
16. (a, b˜2 ; 1, 3˜) Φb(B4u) [b, 2]
(7)− 2 17. (a˜, b˜1 ; 2, 3)
∫
dxV˜g,f(x)/CF Φb(B4u) [b, a]
18. (a˜, b˜2 ; 1, 3) Φb(B4u) [b, a]
Dip 4u¯ uu→ uu (7)− 1 19. (a, b˜3 ; 1˜, 2)
∫
dxVg,f(x)/CF Φb(B4u¯) [b, 1]
20. (a, b˜3 ; 1, 2˜) Φb(B4u¯) [b, 2]
(7)− 2 21. (a˜, b˜3 ; 1, 2)
∫
dxV˜g,f(x)/CF Φb(B4u¯) [b, a]
Table 5: Summary table of σˆD(R3u).
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σˆsubt(R3u = ug → uuu¯)
Step2
σˆD( R3u, I ) = 0 and σˆI(R3u) = 0 . (B.16)
Step3
σˆD( R3u, P ) + σˆC(R3u)− σˆP(R3u) = 0 , (B.17)
which is separated into three relations for Dipoles 3u, 4u, and 4u¯ as
σˆD( R3u, P, dipj ) + σˆC(R3u, dipj)− σˆP(R3u, dipj) = 0 . (B.18)
Step4
σˆD( R3u, K )− σˆK(R3u) = 0 , (B.19)
which is separated into three relations for Dipoles 3u, 4u, and 4u¯ as
σˆD( R3u, K, dipj )− σˆK(R3u, dipj) = 0 . (B.20)
Step5
σˆsubt(R3u) = σˆD(R3u, dip2) . (B.21)
σˆD(R3u, dip2) = σˆD( R3u, dip2, (5)-1/2, Vff¯ ) + σˆD( R3u, dip2, (5)-2, h) . (B.22)
σˆD(R3u, dip2, (5)-1/2, Vff¯ ) = −
Ad
SR3u
·
1
CA
Vff¯ (ǫ) · Φ(B2)d
(
[1, 2] + [1, a] + [1, b]
)
· 2 .
(B.23)
σˆD(R3u, dip2, (5)-2, h) = −
A4
SR3u
∫ 1
0
dx
TR
CA
2
3
h(x) ×(
Φa(B2, x)4 〈1, a〉+ Φb(B2, x)4 〈1, b〉
)
· 2 . (B.24)
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B.4 σˆ
subt
(R4u)
Step1 σˆD(R4u = uu¯→ dd¯g) : SR4 = 1,
Dip j Bj Splitting (ya, yb : y1, y2) Factor 1 Φ(Bj) [yemi, yspe]
Dip 1 uu¯→ dd¯ (1)− 1 1. (a, b ; 1˜3, 2˜) Vfg/CF Φ(B1) [1, 2]
2. (a, b ; 1˜, 2˜3) Φ(B1) [2, 1]
(1)− 2 3. (a˜, b ; 1˜3, 2)
∫
dxVfg(x)/CF Φa(B1) [1, a]
4. (a, b˜ ; 1˜3, 2) Φb(B1) [1, b]
5. (a˜, b ; 1, 2˜3) Φa(B1) [2, a]
6. (a, b˜ ; 1, 2˜3) Φb(B1) [2, b]
(3)− 1 7. (a˜3, b ; 1˜, 2)
∫
dxVf,f (x)/CF Φa(B1) [a, 1]
8. (a˜3, b ; 1, 2˜) Φa(B1) [a, 2]
9. (a, b˜3 ; 1˜, 2) Φb(B1) [b, 1]
10. (a, b˜3 ; 1, 2˜) Φb(B1) [b, 2]
(3)− 2 11. (a˜3, b˜ ; 1, 2)
∫
dxV˜f,f (x)/CF Φa(B1) [a, b]
12. (a˜, b˜3 ; 1, 2) Φb(B1) [b, a]
Dip 2d uu¯→ gg (5)− 1 13. (a, b ; 1˜2, 3˜) Vff¯/CA Φ(B2d) [1, 2]
(5)− 2 14. (a˜, b ; 1˜2, 3)
∫
dxVff¯(x)/CA Φa(B2d) [1, a]
15. (a, b˜ ; 1˜2, 3) Φb(B2d) [1, b]
Table 6: Summary table of σˆD(R4u).
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σˆsubt(R4u = uu¯→ dd¯g)
Step2
σˆD( R4u, I )− σˆI(R4u) = 0 . (B.25)
Step3
σˆD( R4u, P ) + σˆC(R4u)− σˆP(R4u) = 0 , (B.26)
which includes only Dipole 1.
Step4
σˆD( R4u, K )− σˆK(R4u) = 0 , (B.27)
which includes only Dipole 1.
Step5
σˆsubt(R4u) = σˆD(R4u, dip2d) . (B.28)
σˆD(R4u, dip2d) = σˆD(R4u, dip2d, (5)-1/2, Vff¯ ) + σˆD(R4u, dip2d, (5)-2, h) . (B.29)
σˆD(R4u, dip2d, (5)-1/2, Vff¯ ) = −
Ad
SR2d
·
1
CA
Vff¯(ǫ) · Φ(B2)d
(
[1, 2] + [1, a] + [1, b]
)
.
(B.30)
σˆD(R4u, dip2d, (5)-2, h) = −
A4
SR2d
∫ 1
0
dx
TR
CA
2
3
h(x) ×(
Φa(B2, x)4 〈1, a〉+ Φb(B2, x)4 〈1, b〉
)
. (B.31)
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B.5 σˆ
subt
(R5ud)
Step1 σˆD(R5ud = ud→ udg) : SR5 = 1,
Dip j Bj Splitting (ya, yb : y1, y2) Factor 1 Φ(Bj) [yemi, yspe]
Dip 1 ud→ ud (1)− 1 1. (a, b ; 1˜3, 2˜) Vfg/CF Φ(B1) [1, 2]
2. (a, b ; 1˜, 2˜3) Φ(B1) [2, 1]
(1)− 2 3. (a˜, b ; 1˜3, 2)
∫
dxVfg(x)/CF Φa(B1) [1, a]
4. (a, b˜ ; 1˜3, 2) Φb(B1) [1, b]
5. (a˜, b ; 1, 2˜3) Φa(B1) [2, a]
6. (a, b˜ ; 1, 2˜3) Φb(B1) [2, b]
(3)− 1 7. (a˜3, b ; 1˜, 2)
∫
dxVf,f (x)/CF Φa(B1) [a, 1]
8. (a˜3, b ; 1, 2˜) Φa(B1) [a, 2]
9. (a, b˜3 ; 1˜, 2) Φb(B1) [b, 1]
10. (a, b˜3 ; 1, 2˜) Φb(B1) [b, 2]
(3)− 2 11. (a˜3, b˜ ; 1, 2)
∫
dxV˜f,f (x)/CF Φa(B1) [a, b]
12. (a˜, b˜3 ; 1, 2) Φb(B1) [b, a]
Dip 3u gd→ dg (6)− 1 13. (a˜1, b ; 2˜, 3)
∫
dxVf,g(x)/CA Φa(B3u) [a, 1]
14. (a˜1, b ; 2, 3˜) Φa(B3u) [a, 2]
(6)− 2 15. (a˜1, b˜ ; 2, 3)
∫
dxV˜f,g(x)/CA Φa(B3u) [a, b]
Dip 3d ug → ug (6)− 1 16. (a, b˜2 ; 1˜, 3)
∫
dxVf,g(x)/CA Φb(B3d) [b, 1]
17. (a, b˜2 ; 1, 3˜) Φb(B3d) [b, 2]
(6)− 2 18. (a˜, b˜2 ; 1, 3)
∫
dxV˜f,g(x)/CA Φb(B3d) [b, a]
Table 7: Summary table of σˆD(R5ud).
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σˆsubt(R5ud = ud→ udg)
Step2
σˆD( R5ud, I )− σˆI(R5ud) = 0 . (B.32)
Step3
σˆD( R5ud, P ) + σˆC(R5ud)− σˆP(R5ud) = 0 , (B.33)
which is separated into three relations for Dipoles 1, 3u, and 3d as
σˆD( R5ud, P, dipj ) + σˆC(R5ud, dipj)− σˆP(R5ud, dipj) = 0 . (B.34)
Step4
σˆD( R5ud, K )− σˆK(R5ud) = 0 , (B.35)
which is separated into three relations for Dipole 1, 3u, and 3d as
σˆD( R5ud, K, dipj )− σˆK(R5ud, dipj) = 0 . (B.36)
Step5
σˆsubt(R5ud) = 0 . (B.37)
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B.6 σˆ
subt
(R6ud¯)
Step1 σˆD(R6ud¯ = ud¯→ ud¯g) : SR6 = 1,
Dip j Bj Splitting (ya, yb : y1, y2) Factor 1 Φ(Bj) [yemi, yspe]
Dip 1 ud¯→ ud¯ (1)− 1 1. (a, b ; 1˜3, 2˜) Vfg/CF Φ(B1) [1, 2]
2. (a, b ; 1˜, 2˜3) Φ(B1) [2, 1]
(1)− 2 3. (a˜, b ; 1˜3, 2)
∫
dxVfg(x)/CF Φa(B1) [1, a]
4. (a, b˜ ; 1˜3, 2) Φb(B1) [1, b]
5. (a˜, b ; 1, 2˜3) Φa(B1) [2, a]
6. (a, b˜ ; 1, 2˜3) Φb(B1) [2, b]
(3)− 1 7. (a˜3, b ; 1˜, 2)
∫
dxVf,f (x)/CF Φa(B1) [a, 1]
8. (a˜3, b ; 1, 2˜) Φa(B1) [a, 2]
9. (a, b˜3 ; 1˜, 2) Φb(B1) [b, 1]
10. (a, b˜3 ; 1, 2˜) Φb(B1) [b, 2]
(3)− 2 11. (a˜3, b˜ ; 1, 2)
∫
dxV˜f,f (x)/CF Φa(B1) [a, b]
12. (a˜, b˜3 ; 1, 2) Φb(B1) [b, a]
Dip 3u gd¯→ d¯g (6)− 1 13. (a˜1, b ; 2˜, 3)
∫
dxVf,g(x)/CA Φa(B3u) [a, 1]
14. (a˜1, b ; 2, 3˜) Φa(B3u) [a, 2]
(6)− 2 15. (a˜1, b˜ ; 2, 3)
∫
dxV˜f,g(x)/CA Φa(B3u) [a, b]
Dip 3d¯ ug → ug (6)− 1 16. (a, b˜2 ; 1˜, 3)
∫
dxVf,g(x)/CA Φb(B3d¯) [b, 1]
17. (a, b˜2 ; 1, 3˜) Φb(B3d¯) [b, 2]
(6)− 2 18. (a˜, b˜2 ; 1, 3)
∫
dxV˜f,g(x)/CA Φb(B3d¯) [b, a]
Table 8: Summary table of σˆD(R6ud¯).
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σˆsubt(R6ud¯ = ud¯→ ud¯g)
Step2
σˆD( R6ud¯, I )− σˆI(R6ud¯) = 0 . (B.38)
Step3
σˆD( R6ud¯, P ) + σˆC(R6ud¯)− σˆP(R6ud¯) = 0 , (B.39)
which is separated into three relations for Dipoles 1, 3u, and 3d¯ as
σˆD( R6ud¯, P, dipj ) + σˆC(R6ud¯, dipj)− σˆP(R6ud¯, dipj) = 0 . (B.40)
Step4
σˆD( R6ud¯, K )− σˆK(R6ud¯) = 0 , (B.41)
which is separated into three relations for Dipoles 1, 3u, and 3d¯ as
σˆD( R6ud¯, K, dipj )− σˆK(R6ud¯, dipj) = 0 . (B.42)
Step5
σˆsubt(R6ud¯) = 0 . (B.43)
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B.7 σˆ
subt
(R7u)
Step1 σˆD(R7u = ug → udd¯) : SR7 = 1,
Dip j Bj Splitting (ya, yb : y1, y2) Factor 1 Φ(Bj) [yemi, yspe]
Dip 2u ug → ug (5)− 1 1. (a, b ; 1˜, 2˜3) Vff¯/CA Φ(B2u) [2, 1]
(5)− 2 2. (a˜, b ; 1, 2˜3)
∫
dxVff¯(x)/CA Φa(B2u) [2, a]
3. (a, b˜ ; 1, 2˜3) Φb(B2u) [2, b]
Dip 3u gg → dd¯ (6)− 1 4. (a˜1, b ; 2˜, 3)
∫
dxVf,g(x)/CA Φa(B3u) [a, 1]
5. (a˜1, b ; 2, 3˜) Φa(B3u) [a, 2]
(6)− 2 6. (a˜1, b˜ ; 2, 3)
∫
dxV˜f,g(x)/CA Φa(B3u) [a, b]
Dip 4u uu¯→ dd¯ (7)− 1 7. (a, b˜1 ; 2˜, 3)
∫
dxVg,f(x)/CF Φb(B4u) [b, 1]
8. (a, b˜1 ; 2, 3˜) Φb(B4u) [b, 2]
(7)− 2 9. (a˜, b˜1 ; 2, 3)
∫
dxV˜g,f(x)/CF Φb(B4u) [b, a]
Dip 4d ud¯→ ud¯ (7)− 1 10. (a, b˜2 ; 1˜, 3)
∫
dxVg,f(x)/CF Φb(B4d) [b, 1]
11. (a, b˜2 ; 1, 3˜) Φb(B4d) [b, 2]
(7)− 2 12. (a˜, b˜2 ; 1, 3)
∫
dxV˜g,f(x)/CF Φb(B4d) [b, a]
Dip 4d¯ ud→ ud (7)− 1 13. (a, b˜3 ; 1˜, 2)
∫
dxVg,f(x)/CF Φb(B4d¯) [b, 1]
14. (a, b˜3 ; 1, 2˜) Φb(B4d¯) [b, 2]
(7)− 2 15. (a˜, b˜3 ; 1, 2)
∫
dxV˜g,f(x)/CF Φb(B4d¯) [b, a]
Table 9: Summary table of σˆD(R7u).
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σˆsubt(R7u = ug → udd¯)
Step2
σˆD( R7u, I ) = 0 and σˆI(R7u) = 0 . (B.44)
Step3
σˆD( R7u, P ) + σˆC(R7u)− σˆP(R7u) = 0 , (B.45)
which is separated into four relations for Dipoles 3u, 4u, 4d, and 4d¯ as
σˆD( R7u, P, dipj ) + σˆC(R7u, dipj)− σˆP(R7u, dipj) = 0 . (B.46)
Step4
σˆD( R7u, K )− σˆK(R7u) = 0 , (B.47)
which is separated into four relations for Dipoles 3u, 4u, 4d, and 4d¯ as
σˆD( R7u, K, dipj )− σˆK(R7u, dipj) = 0 . (B.48)
Step5
σˆsubt(R7u) = σˆD(R7u, dip2) . (B.49)
σˆD(R7u, dip2)) = σˆD(R7u, dip2, (5)-1/2, Vff¯ ) + σˆD(R7u, dip2, (5)-2, h) . (B.50)
σˆD(R7u, dip2, (5)-1/2, Vff¯ ) = −
Ad
SR7u
·
1
CA
Vff¯(ǫ) · Φ(B2)d
(
[2, 1] + [2, a] + [2, b]
)
.
(B.51)
σˆD( R7u, dip2, (5)-2, h) = −
A4
SR7u
∫ 1
0
dx
TR
CA
2
3
h(x) ×(
Φa(B2, x)4 〈2, a〉+ Φb(B2, x)4 〈2, b〉
)
. (B.52)
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B.8 σˆ
subt
(R8u)
Step1 σˆD(R8u = uu¯→ ggg) : SR8 = 6,
Dip j Bj Splitting (ya, yb : y1, y2) Factor 1 Φ(Bj) [yemi, yspe]
Dip 1 uu¯→ gg (2)− 1 1. (a, b ; 1˜2, 3˜) Vgg/CA Φ(B1) [1, 2]
2. (a, b ; 1˜3, 2˜) Φ(B1) [1, 2]
3. (a, b ; 2˜3, 1˜) Φ(B1) [1, 2]
(2)− 2 4. (a˜, b ; 1˜2, 3)
∫
dxVgg(x)/CA Φa(B1) [1, a]
5. (a, b˜ ; 1˜2, 3) Φb(B1) [1, b]
6. (a˜, b ; 1˜3, 2) Φa(B1) [1, a]
7. (a, b˜ ; 1˜3, 2) Φb(B1) [1, b]
8. (a˜, b ; 2˜3, 1) Φa(B1) [1, a]
9. (a, b˜ ; 2˜3, 1) Φb(B1) [1, b]
(3)− 1 10. (a˜1, b ; 2˜, 3)
∫
dxVf,f (x)/CF Φa(B1) [a, 1]
11. (a˜1, b ; 2, 3˜) Φa(B1) [a, 2]
12. (a˜2, b ; 1˜, 3) Φa(B1) [a, 1]
13. (a˜2, b ; 1, 3˜) Φa(B1) [a, 2]
14. (a˜3, b ; 1˜, 2) Φa(B1) [a, 1]
15. (a˜3, b ; 1, 2˜) Φa(B1) [a, 2]
16. (a, b˜1 ; 2˜, 3) Φb(B1) [b, 1]
17. (a, b˜1 ; 2, 3˜) Φb(B1) [b, 2]
18. (a, b˜2 ; 1˜, 3) Φb(B1) [b, 1]
19. (a, b˜2 ; 1, 3˜) Φb(B1) [b, 2]
20. (a, b˜3 ; 1˜, 2) Φb(B1) [b, 1]
21. (a, b˜3 ; 1, 2˜) Φb(B1) [b, 2]
(3)− 2 22. (a˜1, b˜ ; 2, 3)
∫
dxV˜f,f (x)/CF Φa(B1) [a, b]
23. (a˜2, b˜ ; 1, 3) Φa(B1) [a, b]
24. (a˜3, b˜ ; 1, 2) Φa(B1) [a, b]
25. (a˜, b˜1 ; 2, 3) Φb(B1) [b, a]
26. (a˜, b˜2 ; 1, 3) Φb(B1) [b, a]
27. (a˜, b˜3 ; 1, 2) Φb(B1) [b, a]
Table 10: Summary table of σˆD(R8u).
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σˆsubt(R8u = uu¯→ ggg)
Step2
σˆD( R8u, I )− σˆI(R8u) = − σˆI(R8u, (2)-1/2, NfVff¯ ) . (B.53)
σˆI(R8u, (2)-1/2, NfVff¯ ) = −
Ad
SB1
·
Nf
CA
Vff¯(ǫ)Φ(B1)d ·(
[1, 2] + [2, 1] + [1, a] + [1, b] + [2, a] + [2, b]
)
. (B.54)
Step3
σˆD( R8u, P ) + σˆC(R8u)− σˆP(R8u) = 0 , (B.55)
which includes only Dipole 1 .
Step4
σˆD( R8u, K)− σˆK(R8u) = − σˆK(R8u, dip1, (3)-1, Nfh) , (B.56)
which includes only Dipole 1 .
σˆK(R8u, dip1, (3)-1, Nfh) = −
A4
SB1
∫ 1
0
dx
TRNf
CA
2
3
h(x) ×[
Φa(B1, x)4
(
〈a, 1〉+ 〈a, 2〉
)
+ Φb(B1, x)4
(
〈b, 1〉+ 〈b, 2〉
)]
. (B.57)
Step5
σˆsubt(R8u) = − σˆI(R8u, (2)-1/2, NfVff¯)− σˆK(R8u, dip1, (3)-1, Nfh) . (B.58)
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B.9 σˆ
subt
(R9u)
Step1 σˆD(R9u = ug → ugg) : SR9 = 2,
Dip j Bj Splitting (ya, yb : y1, y2) Factor 1 Φ(Bj) [yemi, yspe]
Dip 1 ug → ug (1)− 1 1. (a, b ; 1˜2, 3˜) Vfg/CF Φ(B1) [1, 2]
2. (a, b ; 1˜3, 2˜) Φ(B1) [1, 2]
(1)− 2 3. (a˜, b ; 1˜2, 3)
∫
dxVfg(x)/CF Φa(B1) [1, a]
4. (a, b˜ ; 1˜2, 3) Φb(B1) [1, b]
5. (a˜, b ; 1˜3, 2) Φa(B1) [1, a]
6. (a, b˜ ; 1˜3, 2) Φb(B1) [1, b]
(2)− 1 7. (a, b ; 1˜, 2˜3) Vgg/CA Φ(B1) [2, 1]
(2)− 2 8. (a˜, b ; 1, 2˜3)
∫
dxVgg(x)/CA Φa(B1) [2, a]
9. (a, b˜ ; 1, 2˜3) Φb(B1) [2, b]
(3)− 1 10. (a˜2, b ; 1˜, 3)
∫
dxVf,f (x)/CF Φa(B1) [a, 1]
11. (a˜2, b ; 1, 3˜) Φa(B1) [a, 2]
12. (a˜3, b ; 1˜, 2) Φa(B1) [a, 1]
13. (a˜3, b ; 1, 2˜) Φa(B1) [a, 2]
(3)− 2 14. (a˜2, b˜ ; 1, 3)
∫
dxV˜f,f (x)/CF Φa(B1) [a, b]
15. (a˜3, b˜ ; 1, 2) Φa(B1) [a, b]
(4)− 1 16. (a, b˜2 ; 1˜, 3)
∫
dxVg,g(x)/CA Φb(B1) [b, 1]
17. (a, b˜2 ; 1, 3˜) Φb(B1) [b, 2]
18. (a, b˜3 ; 1˜, 2) Φb(B1) [b, 1]
19. (a, b˜3 ; 1, 2˜) Φb(B1) [b, 2]
(4)− 2 20. (a˜, b˜2 ; 1, 3)
∫
dxV˜g,g(x)/CA Φb(B1) [b, a]
21. (a˜, b˜3 ; 1, 2) Φb(B1) [b, a]
Dip 3u gg → gg (6)− 1 22. (a˜1, b ; 2˜, 3)
∫
dxVf,g(x)/CA Φa(B3u) [a, 1]
23. (a˜1, b ; 2, 3˜) Φa(B3u) [a, 2]
(6)− 2 24. (a˜1, b˜ ; 2, 3)
∫
dxV˜f,g(x)/CA Φa(B3u) [a, b]
Dip 4u uu¯→ gg (7)− 1 25. (a, b˜1 ; 2˜, 3)
∫
dxVg,f(x)/CF Φb(B4u) [b, 1]
26. (a, b˜1 ; 2, 3˜) Φb(B4u) [b, 2]
(7)− 2 27. (a˜, b˜1 ; 2, 3)
∫
dxV˜g,f(x)/CF Φb(B4u) [b, a]
Table 11: Summary table of σˆD(R9u).
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σˆsubt(R9u = ug → ugg)
Step2
σˆD( R9u, I )− σˆI(R9u) = − σˆI(R9u, (2)-1/2, NfVff¯ ) . (B.59)
σˆI(R9u, (2)-1/2, NfVff¯) = −
Ad
SB1
·
Nf
CA
Vff¯ (ǫ) Φ(B1)d ·
(
[2, 1] + [2, a] + [2, b]
)
. (B.60)
Step3
σˆD( R9u, P ) + σˆC(R9u)− σˆP(R9u) = 0 , (B.61)
which is separated into three relations for Dipoles 1, 3u, and 4u as
σˆD( R9u, P, dipj ) + σˆC(R9u, dipj)− σˆP(R9u, dipj) = 0 . (B.62)
Step4
σˆD( R9u, K )− σˆK(R9u) = − σˆK(R9u, dip1, (3)/(4)-1, Nfh) , (B.63)
which is separated into three relations for Dipoles 1, 3u, and 4u as
σˆD( R9u, K, dip1 )− σˆK(R9u, dip1) = − σˆK(R9u, dip1, (3)/(4)-1, Nfh) , (B.64)
σˆD( R9u, K, dip3u )− σˆK(R9u, dip3u) = 0 , (B.65)
σˆD( R9u, K, dip4u )− σˆK(R9u, dip4u) = 0 . (B.66)
σˆK(R9u, dip1, (3)/(4)-1, Nfh) = −
A4
SB1
∫ 1
0
dx
TRNf
CA
2
3
h(x) ×[
Φa(B1, x)4 〈a, 2〉+ Φb(B1, x)4 〈b, 2〉
]
. (B.67)
Step5
σˆsubt(R9u) = − σˆI(R9u, (2)-1/2, NfVff¯ )− σˆK(R9u, dip1, (3)/(4)-1, Nfh) . (B.68)
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B.10 σˆ
subt
(R10u)
Step1 σˆD(R10u = gg → uu¯g) : SR10 = 1,
Dip j Bj Splitting (ya, yb : y1, y2) Factor 1 Φ(Bj) [yemi, yspe]
Dip 1 gg → uu¯ (1)− 1 1. (a, b ; 1˜3, 2˜) Vfg/CF Φ(B1) [1, 2]
2. (a, b ; 1˜, 2˜3) Φ(B1) [2, 1]
(1)− 2 3. (a˜, b ; 1˜3, 2)
∫
dxVfg(x)/CF Φa(B1) [1, a]
4. (a, b˜ ; 1˜3, 2) Φb(B1) [1, b]
5. (a˜, b ; 1, 2˜3) Φa(B1) [2, a]
6. (a, b˜ ; 1, 2˜3) Φb(B1) [2, b]
(4)− 1 7. (a˜3, b ; 1˜, 2)
∫
dxVg,g(x)/CA Φa(B1) [a, 1]
8. (a˜3, b ; 1, 2˜) Φa(B1) [a, 2]
9. (a, b˜3 ; 1˜, 2) Φb(B1) [b, 1]
10. (a, b˜3 ; 1, 2˜) Φb(B1) [b, 2]
(4)− 2 11. (a˜3, b˜ ; 1, 2)
∫
dxV˜g,g(x)/CA Φa(B1) [a, b]
12. (a˜, b˜3 ; 1, 2) Φb(B1) [b, a]
Dip 2u gg → gg (5)− 1 13. (a, b ; 1˜2, 3˜) Vff¯/CA Φ(B2u) [1, 2]
(5)− 2 14. (a˜, b ; 1˜2, 3)
∫
dxVff¯ (x)/CA Φa(B2u) [1, a]
15. (a, b˜ ; 1˜2, 3) Φb(B2u) [1, b]
Dip 4u u¯g → u¯g (7)− 1 16. (a˜1, b ; 2˜, 3)
∫
dxVg,f(x)/CF Φa(B4u) [a, 1]
17. (a˜1, b ; 2, 3˜) Φa(B4u) [a, 2]
18. (b˜1, a ; 2˜, 3) Φb(B4u) [a, 1]
19. (b˜1, a ; 2, 3˜) Φb(B4u) [a, 2]
(7)− 2 20. (a˜1, b˜ ; 2, 3)
∫
dxV˜g,f(x)/CF Φa(B4u) [a, b]
21. (b˜1, a˜ ; 2, 3) Φb(B4u) [a, b]
Dip 4u¯ ug → ug (7)− 1 22. (a˜2, b ; 1˜, 3)
∫
dxVg,f(x)/CF Φa(B4u¯) [a, 1]
23. (a˜2, b ; 1, 3˜) Φa(B4u¯) [a, 2]
24. (b˜2, a ; 1˜, 3) Φb(B4u¯) [a, 1]
25. (b˜2, a ; 1, 3˜) Φb(B4u¯) [a, 2]
(7)− 2 26. (a˜2, b˜ ; 1, 3)
∫
dxV˜g,f(x)/CF Φa(B4u¯) [a, b]
27. (b˜2, a˜ ; 1, 3) Φb(B4u¯) [a, b]
Table 12: Summary table of σˆD(R10u).
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σˆsubt(R10u = gg → uu¯g)
Step2
σˆD( R10u, I )− σˆI(R10u) = 0 . (B.69)
Step3
σˆD( R10u, P ) + σˆC(R10u)− σˆP(R10u) = 0 , (B.70)
which is separated into three relations for Dipoles 1, 4u, and 4u¯ as
σˆD( R10u, P, dipj ) + σˆC(R10u, dipj)− σˆP(R10u, dipj) = 0 . (B.71)
Step4
σˆD( R10u, K )− σˆK(R10u) = 0 , (B.72)
which is separated into three relations for Dipoles 1, 4u, and 4u¯ as
σˆD( R10u, K, dipj )− σˆK(R10u, dipj) = 0 . (B.73)
Step5
σˆsubt(R10u) = σˆD(R10u, dip2) . (B.74)
σˆD(R10u, dip2) = σˆD(R10u, dip2, (5)-1/2, Vff¯ ) + σˆD(R10u, dip2, (5)-2, h) . (B.75)
σˆD(R10u, dip2, (5)-1/2, Vff¯ ) = −
Ad
SR10u
·
1
CA
Vff¯(ǫ) · Φ(B2)d
(
[1, 2] + [1, a] + [1, b]
)
.
(B.76)
σˆD(R10u, dip2, (5)-2, h) = −
A4
SR10u
∫ 1
0
dx
TR
CA
2
3
h(x) ×(
Φa(B2, x)4 〈1, a〉+ Φb(B2, x)4 〈1, b〉
)
. (B.77)
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B.11 σˆ
subt
(R11)
Step1 σˆD(R11 = gg → ggg) : SR11 = 6,
Dip j Bj Splitting (ya, yb : y1, y2) Factor 1 Φ(Bj) [yemi, yspe]
Dip 1 gg → gg (2)− 1 1. (a, b ; 1˜2, 3˜) Vgg/CA Φ(B1) [1, 2]
2. (a, b ; 1˜3, 2˜) Φ(B1) [1, 2]
3. (a, b ; 2˜3, 1˜) Φ(B1) [1, 2]
(2)− 2 4. (a˜, b ; 1˜2, 3)
∫
dxVgg(x)/CA Φa(B1) [1, a]
5. (a, b˜ ; 1˜2, 3) Φb(B1) [1, b]
6. (a˜, b ; 1˜3, 2) Φa(B1) [1, a]
7. (a, b˜ ; 1˜3, 2) Φb(B1) [1, b]
8. (a˜, b ; 2˜3, 1) Φa(B1) [1, a]
9. (a, b˜ ; 2˜3, 1) Φb(B1) [1, b]
(4)− 1 10. (a˜1, b ; 2˜, 3)
∫
dxVg,g(x)/CA Φa(B1) [a, 1]
11. (a˜1, b ; 2, 3˜) Φa(B1) [a, 2]
12. (a˜2, b ; 1˜, 3) Φa(B1) [a, 1]
13. (a˜2, b ; 1, 3˜) Φa(B1) [a, 2]
14. (a˜3, b ; 1˜, 2) Φa(B1) [a, 1]
15. (a˜3, b ; 1, 2˜) Φa(B1) [a, 2]
16. (a, b˜1 ; 2˜, 3) Φb(B1) [b, 1]
17. (a, b˜1 ; 2, 3˜) Φb(B1) [b, 2]
18. (a, b˜2 ; 1˜, 3) Φb(B1) [b, 1]
19. (a, b˜2 ; 1, 3˜) Φb(B1) [b, 2]
20. (a, b˜3 ; 1˜, 2) Φb(B1) [b, 1]
21. (a, b˜3 ; 1, 2˜) Φb(B1) [b, 2]
(4)− 2 22. (a˜1, b˜ ; 2, 3)
∫
dxV˜g,g(x)/CA Φa(B1) [a, b]
23. (a˜2, b˜ ; 1, 3) Φa(B1) [a, b]
24. (a˜3, b˜ ; 1, 2) Φa(B1) [a, b]
25. (a˜, b˜1 ; 2, 3) Φb(B1) [b, a]
26. (a˜, b˜2 ; 1, 3) Φb(B1) [b, a]
27. (a˜, b˜3 ; 1, 2) Φb(B1) [b, a]
Table 13: Summary table of σˆD(R11).
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σˆsubt(R11 = gg → ggg)
Step2
σˆD( R11, I )− σˆI(R11) = − σˆI(R11, (2)-1/2, NfVff¯) . (B.78)
σˆI(R11, (2)-1/2, NfVff¯ ) = −
Ad
SB1
·
Nf
CA
Vff¯ (ǫ)Φ(B1)d ·(
[1, 2] + [2, 1] + [1, a] + [1, b] + [2, a] + [2, b]
)
. (B.79)
Step3
σˆD( R11, P ) + σˆC(R11)− σˆP(R11) = 0 , (B.80)
which includes only Dipole 1 .
Step4
σˆD( R11, K)− σˆK(R11) = − σˆK(R11, dip1, (4)-1, Nfh) , (B.81)
which includes only Dipole 1 .
σˆK(R11, dip1, (4)-1, Nfh) = −
A4
SB1
∫ 1
0
dx
TRNf
CA
2
3
h(x) ×[
Φa(B1, x)4
(
〈a, 1〉+ 〈a, 2〉
)
+ Φb(B1, x)4
(
〈b, 1〉+ 〈b, 2〉
)]
. (B.82)
Step5
σˆsubt(R11) = − σˆI(R11, (2)-1/2, NfVff¯ )− σˆK(R11, dip1, (4)-1, Nfh) . (B.83)
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C Summary for the n jets process
C.1 σˆsubt(R1)
Step1 σˆD(Ri) = −
Ad
SRi
·
(
Factor 1
)
· Φa/b(Ri : Bj , x)d [ yemi, yspe] × ndeg .
σˆD(R1 = uu¯→ (n+ 1)-g) : SR1 = (n+ 1) ! .
Dip j Bj Splitting (yemi, yspe) Factor 1 Φ(Bj) [yemi, yspe] ndeg
Dip 1 uu¯→ n-g (2)− 1 1. (y1, y2) Vgg/CA Φ(B1) [1, 2] n+1C2·(n−1)
(2)− 2 2. (y1, ya)
∫
dxVgg(x)/CA Φa(B1) [1, a] n+1C2·1
3. (y1, yb) Φb(B1) [1, b] n+1C2·1
(3)− 1 4. (ya, y1)
∫
dxVf,f (x)/CF Φa(B1) [a, 1] (n+1)·n
5. (yb, y1) Φb(B1) [b, 1] (n+1)·n
(3)− 2 6. (ya, yb)
∫
dxV˜f,f (x)/CF Φa(B1) [a, b] (n+1)·1
7. (yb, ya) Φb(B1) [b, a] (n+1)·1
Table 14: Summary table of σˆD(R1).
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σˆsubt(R1 = uu¯→ (n + 1)-g)
Step2
σˆD( R1, I )− σˆI(R1) = − σˆI(R1, (2)-1/2, NfVff¯) . (C.1)
σˆI(R1, (2)-1/2, NfVff¯ ) = −
Ad
SB1
·
Nf
CA
Vff¯ (ǫ) · Φ(B1)d
∑
i,K
[ i, K ] , (C.2)
where the indices of the summation take the values as i = 1, ..., n and K = 1, ..., n, a, b,
with the condition i 6= K.
Step3
σˆD( R1, P ) + σˆC(R1)− σˆP(R1) = 0 , (C.3)
which includes only Dipole 1 .
Step4
σˆD( R1, K )− σˆK(R1) = − σˆK(R1, dip1, (3)-1, Nfh) , (C.4)
which includes only Dipole 1 .
σˆK(R1, dip1, (3)-1, Nfh) = −
A4
SB1
∫ 1
0
dx
(
2
3
TRNf
CA
)
h(x) ×[
Φa(B1, x)4
n∑
k=1
〈a, k〉+ Φb(B1, x)4
n∑
k=1
〈b, k〉
]
. (C.5)
Step5
σˆsubt(R1) = −σˆI(R1, (2)-1/2, NfVff¯ )− σˆK(R1, dip1, (3)-1, Nfh) . (C.6)
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C.2 σˆ
subt
(R2)
Step1 σˆD(R2 = uu¯→ uu¯ (n− 1)-g ) : SR2 = (n− 1) ! .
Dip j Bj Splitting (yemi, yspe) Factor 1 Φ(Bj) [yemi,yspe] ndeg
Dip 1 uu¯→ uu¯ (1)− 1 1. (y1, y2) Vfg/CF Φ(B1) [1, 2] (n−1)·1
+(n− 2)-g 2. (y1, y3) Φ(B1) [1, 3] (n−1)·(n−2)
3. (y2, y1) Φ(B1) [2, 1] (n−1)·1
4. (y2, y3) Φ(B1) [2, 3] (n−1)·(n−2)
(1)− 2 5. (y1, ya)
∫
dxVfg(x)/CF Φa(B1) [1, a] (n−1)·1
6. (y1, yb) Φb(B1) [1, b] (n−1)·1
7. (y2, ya) Φa(B1) [2, a] (n−1)·1
8. (y2, yb) Φb(B1) [2, b] (n−1)·1
(2)− 1 9. (y3, y1) Vgg/CA Φ(B1) [3, 1] n−1C2·1
10. (y3, y2) Φ(B1) [3, 2] n−1C2·1
11. (y3, y4) Φ(B1) [3, 4] n−1C2·(n−3)
(2)− 2 12. (y3, ya)
∫
dxVgg(x)/CA Φa(B1) [3, a] n−1C2·1
13. (y3, yb) Φb(B1) [3, b] n−1C2·1
(3)− 1 14. (ya, y1)
∫
dxVf,f (x)/CF Φa(B1) [a, 1] (n−1)·1
15. (ya, y2) Φa(B1) [a, 2] (n−1)·1
16. (ya, y3) Φa(B1) [a, 3] (n−1)·(n−2)
17. (yb, y1) Φb(B1) [b, 1] (n−1)·1
18. (yb, y2) Φb(B1) [b, 2] (n−1)·1
19. (yb, y3) Φb(B1) [b, 3] (n−1)·(n−2)
(3)− 2 20. (ya, yb)
∫
dxV˜f,f (x)/CF Φa(B1) [a, b] (n−1)·1
21. (yb, ya) Φb(B1) [b, a] (n−1)·1
Dip 2u uu¯→ n-g (5)− 1 22. (y1, y2) Vff¯/CA Φ(B2u) [1, 2] 1·(n−1)
(5)− 2 23. (y1, ya)
∫
dxVff¯ (x)/CA Φa(B2u) [1, a] 1·1
24. (y1, yb) Φb(B2u) [1, b] 1·1
Dip 3u gu¯→ u¯+ (6)− 1 25. (ya, y1)
∫
dxVf,g(x)/CA Φa(B3u) [a, 1] 1·1
(n− 1)-g 26. (ya, y2) Φa(B3u) [a, 2] 1·(n−1)
(6)− 2 27. (ya, yb)
∫
dxV˜f,g(x)/CA Φa(B3u) [a, b] 1·1
Dip 3u¯ ug → u+ (6)− 1 28. (yb, y1)
∫
dxVf,g(x)/CA Φb(B3u¯) [b, 1] 1·1
(n− 1)-g 29. (yb, y2) Φb(B3u¯) [b, 2] 1·(n−1)
(6)− 2 30. (yb, ya)
∫
dxV˜f,g(x)/CA Φb(B3u¯) [b, a] 1·1
Table 15: Summary table of σˆD(R2u).
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σˆsubt(R2 = uu¯→ uu¯ (n− 1)-g )
Step2
σˆD( R2, I )− σˆI(R2) = − σˆI(R2, (2)-1/2, NfVff¯) . (C.7)
σˆI(R2, (2)-1/2, NfVff¯ ) = −
Ad
SB1
·
Nf
CA
Vff¯ (ǫ) · Φ(B1)d
∑
i,K
[ i, K ] , (C.8)
where the indices of the summation take the values i = 3, ..., n and K = 1, ..., n, a, b
with the condition i 6= K.
Step3
σˆD( R2, P ) + σˆC(R2)− σˆP(R2) = 0 , (C.9)
which is separated into three relations for Dipoles 1, 3u, and 3u¯ as
σˆD( R2, P, dipj ) + σˆC(R2, dipj)− σˆP(R2, dipj) = 0 . (C.10)
Step4
σˆD( R2, K )− σˆK(R2) = − σˆK(R2, dip1, (3)-1, Nfh) , (C.11)
which is separated into three relations for Dipoles 1, 3u, and 3u¯ as
σˆD( R2, K, dip1 )− σˆK(R2, dip1) = − σˆK(R2, dip1, (3)-1, Nfh) , (C.12)
σˆD( R2, K, dip3u )− σˆK(R2, dip3u) = 0 , (C.13)
σˆD( R2, K, dip3u¯ )− σˆK(R2, dip3u¯) = 0 . (C.14)
σˆK(R2, dip1, (3)-1, Nfh) = −
A4
SB1
∫ 1
0
dx
(
2
3
TRNf
CA
)
h(x) ×[
Φa(B1, x)4
n∑
k=3
〈a, k〉+ Φb(B1, x)4
n∑
k=3
〈b, k〉
]
. (C.15)
Step5
σˆsubt(R2) = −σˆI(R2, (2)-1/2, NfVff¯ )−σˆK(R2, dip1, (3)-1, Nfh)+σˆD(R2, dip2) . (C.16)
σˆD(R2, dip2) = σˆD( R2, dip2, (5)-1/2, Vff¯ ) + σˆD( R2, dip2, (5)-2, h ) . (C.17)
σˆD( R2, dip2, (5)-1/2, Vff¯ ) = −
Ad
SR2
·
1
CA
Vff¯(ǫ) · Φ(B2)d×(
[1, 2] · (n− 1) + [1, a] + [1, b]
)
. (C.18)
σˆD( R2, dip2, (5)-2, h ) = −
A4
SR2
∫ 1
0
dx
(
2
3
TR
CA
)
h(x)×(
Φa(B2, x)4 〈1, a〉+ Φb(B2, x)4 〈1, b〉
)
. (C.19)
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C.3 σˆ
subt
(R3)
Step1 σˆD(R3 = uu¯→ dd¯+ (n− 1)-g ) : SR3 = (n− 1) ! .
Dip j Bj Splitting (yemi, yspe) Factor 1 Φ(Bj) [yemi,yspe] ndeg
Dip 1 uu¯→ dd¯ (1)− 1 1. (y1, y2) Vfg/CF Φ(B1) [1, 2] (n−1)·1
+(n− 2)-g 2. (y1, y3) Φ(B1) [1, 3] (n−1)·(n−2)
3. (y2, y1) Φ(B1) [2, 1] (n−1)·1
4. (y2, y3) Φ(B1) [2, 3] (n−1)·(n−2)
(1)− 2 5. (y1, ya)
∫
dxVfg(x)/CF Φa(B1) [1, a] (n−1)·1
6. (y1, yb) Φb(B1) [1, b] (n−1)·1
7. (y2, ya) Φa(B1) [2, a] (n−1)·1
8. (y2, yb) Φb(B1) [2, b] (n−1)·1
(2)− 1 9. (y3, y1) Vgg/CA Φ(B1) [3, 1] n−1C2·1
10. (y3, y2) Φ(B1) [3, 2] n−1C2·1
11. (y3, y4) Φ(B1) [3, 4] n−1C2·(n−3)
(2)− 2 12. (y3, ya)
∫
dxVgg(x)/CA Φa(B1) [3, a] n−1C2·1
13. (y3, yb) Φa(B1) [3, b] n−1C2·1
(3)− 1 14. (ya, y1)
∫
dxVf,f (x)/CF Φa(B1) [a, 1] (n−1)·1
15. (ya, y2) Φa(B1) [a, 2] (n−1)·1
16. (ya, y3) Φa(B1) [a, 3] (n−1)·(n−2)
17. (yb, y1) Φb(B1) [b, 1] (n−1)·1
18. (yb, y2) Φb(B1) [b, 2] (n−1)·1
19. (yb, y3) Φb(B1) [b, 3] (n−1)·(n−2)
(3)− 2 20. (ya, yb)
∫
dxV˜f,f (x)/CF Φa(B1) [a, b] (n−1)·1
21. (yb, ya) Φb(B1) [b, a] (n−1)·1
Dip 2u uu¯→ n-g (5)− 1 22. (y1, y2) Vff¯/CA Φ(B2u) [1, 2] 1·(n−1)
(5)− 2 23. (y1, ya)
∫
dxVff¯ (x)/CA Φa(B2u) [1, a] 1·1
24. (y1, yb) Φb(B2u) [1, b] 1·1
Table 16: Summary table of σˆD(R3u).
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σˆsubt( R3 = uu¯→ dd¯ (n− 1)-g )
Step2
σˆD( R3, I )− σˆI(R3) = − σˆI(R3, (2)-1/2, NfVff¯) . (C.20)
σˆI(R3, (2)-1/2, NfVff¯) = −
Ad
SB1
·
Nf
CA
Vff¯(ǫ) · Φ(B1)d
∑
i, K
[ i, K ] , (C.21)
where the indices of the summation take the values i = 3, ..., n and K = 1, ..., n, a, b
with the condition i 6= K.
Step3
σˆD( R3, P ) + σˆC(R3)− σˆP(R3) = 0 , (C.22)
which includes Dipole 1.
Step4
σˆD( R3, K )− σˆK(R3) = − σˆK(R3, dip1, (3)-1, Nfh) , (C.23)
which includes Dipole 1.
σˆK(R3, dip1, (3)-1, Nfh) = −
A4
SB1
∫ 1
0
dx
(
2
3
TRNf
CA
)
h(x) ×[
Φa(B1, x)4
n∑
k=3
〈a, k〉+ Φb(B1, x)4
n∑
k=3
〈b, k〉
]
. (C.24)
Step5
σˆsubt(R3) = −σˆI(R3, (2)-1/2, NfVff¯ )−σˆK(R3, dip1, (3)-1, Nfh)+σˆD(R3, dip2) . (C.25)
σˆD(R3, dip2) = σˆD( R3, dip2, (5)-1/2, Vff¯ ) + σˆD( R3, dip2, (5)-2, h ) . (C.26)
σˆD( R3, dip2, (5)-1/2, Vff¯ ) = −
Ad
SR3
·
1
CA
Vff¯(ǫ) · Φ(B2)d×(
[1, 2] · (n− 1) + [1, a] + [1, b]
)
. (C.27)
σˆD( R3, dip2, (5)-2, h ) = −
A4
SR3
∫ 1
0
dx
(
2
3
TR
CA
)
h(x)×(
Φa(B2, x)4 〈1, a〉+ Φb(B2, x)4 〈1, b〉
)
. (C.28)
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