Abstract -Exact convergence analysis of the RLS and LMS algorithms in adaptive filtering is presented for the case of sinusoidal signal cancellation without the persistently exciting condition. This situation occurs when the number of tap coefficients of adaptive filter exceeds that of the complex sinusoids in the input signal. The convergent point of both algorithms is shown to be the one determined by the pseudo inverse of the deterministic covariance matrix. The convergence proof for the LMS algorithm is based on the Lyapunov function method.
Introduction
Adaptive filters are used in many area of signal processing applications such as noise cancellation, channel equalization and system identification and the recursive least squares (RLS) and least mean square (LMS) algorithms are often used [1] .
For tonal noise generated by periodic systems like rotating machines, the so-called anti-noise by a set of adaptive weights is used to cancel the noise. In [2, 3] rigorous results about convergence of the LMS algorithm have been derived where complex sinusoids with unit amplitudes and known frequencies are used as the input signals.
In this paper, a similar noise canceling problem in Fig. 1 If L ≤ K, the persistently exciting (PE) condition is met and by the least squares (LS) identification algorithm after L time steps w i (n) becomes to the corresponding tap of P (z), if it is of (L − 1)-th order FIR [4] . But if L > K, then the deterministic covariance matrix is rank deficient, that is, the PE condition is not satisfied and the corresponding normal equation becomes indeterminate. There seems to be no rigorous treatment for this case in the literature. This case is important in practical applications, since often we do not know K in advance and a larger L should be used for perfect noise cancellation as will be discussed later.
In this paper, first we show that the RLS algorithm converges to a unique point which is the minimum norm solution of the above normal equation with zero error signal. Second, we show that the LMS algorithm converges to the same point. Since the LMS algorithm for this case is expressed as a time-varying linear system, its rigorous convergence analysis is much more complicated than that for RLS. We use the Lyapunov function method in [3] with an argument in [2] .
The input signal x(n) is passed through the adaptive filter in Fig. 1 where the input vector and the tap weight vector are defined by
where (·) T denotes the transpose. The input signal
x(n) is assumed to be a sum of complex sinusoids so that we have
with
The output y(n) of the adaptive filter is
where (·) H denotes the Hermite transpose. After the effect of initial condition in P (z) fades out, the desired signal d(n) is expressed by
In the steady state w(n) = w, from (4) and (5) perfect noise cancellation is possible if
so that w must satisfy
where
and
is an over-determined system. In general, ψ does not lie in the range space of Φ, so there is no solution and perfect noise cancellation is not attained. One generic exception is the case where P (z) is of (L − 1)-th order FIR, that is, P k = w H p φ k with the impulse response
T . For this case (7) has a unique solution w p . If L = K, obviously (7) has a unique solution. If L > K, (7) is an under-determined system but Φ is of full row rank, so using the (Moore-Penrose) pseudo inverse Φ + of Φ, one solution is expressed as
In summary, for the case L ≥ K, perfect noise cancellation is possible for P (z) of any stable plant.
Analysis of RLS Algorithm
In this section we present an analysis of the RLS algorithm for the case L > K. It is well-known that the LS estimate at time n is given by the normal equation
where the deterministic covariance matrix Q(n) and cross covariance vector q(n) are defined by
for n > 0 where we assume that x(−L+1), . . . , x(0) are available, so that from (2) ,(5) and (11)
where for 0 ≤ ω < 2π
In this case, from (12) Q(n) is rank deficient and (10) is indeterminate. So it is unclear to which point the LS estimate is approaching. Next we show that by the RLS algorithm [1] 
w(n) converges to w opt in (9) with the following initialization
where I is the identity matrix with an appropriate size andQ(n) = Q(n)+Q(0) for n > 0. Then, (10) is replaced by
Let the eigenspace decomposition of Q(n)/n be
where for notational simplicity we omit the dependence on n in RHS in (18) and
. . , 0) with u i eigenvectors and λ i , the corresponding eigenvalues, respectively. From (12) and (13) it is obvious that u K+1 , . . . , u L corresponding to zero eigenvalues are orthogonal to φ 1 , φ 2 , . . . , φ K and hence q(n)/n. So from (17) and (18) we have
As n → ∞, the matrix in RHS of (19) tends to
This argument is adopted from [5] to our RLS case. Since D n (0)/n = 1, D n (ω)/n → 0 for ω = 0 as n → ∞, we have from (12) and (13)
(20) Using (20) it is easy to see that the convergent point of the RLS algorithm is given by (9).
Analysis of LMS algorithm
In this section we give a rigorous convergence analysis of the LMS algorithm for the case L > K. Though it is simpler than the RLS algorithm, the analysis is much harder. It is given by w(n) = w(n − 1) + µx(n)e * (n),
where µ is a positive step size and we assume that x(−L + 1), . . . , x(0) are available. The region guaranteeing the convergence will be discussed later. Since w opt and x(n) are in the range space of Φ H , so is w(n), if the initial vector w(0) is taken to 0. Writing w(n) as
from (2), (5) and (22) we have
