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Simulating Liquids on
Dynamically Warping Grids
Hikaru Ibayashi, Chris Wojtan, Nils Thuerey, Takeo Igarashi and Ryoichi Ando
Abstract—We introduce dynamically warping grids for adaptive liquid simulation. Our primary contributions are a strategy for
dynamically deforming regular grids over the course of a simulation and a method for efficiently utilizing these deforming grids for liquid
simulation. Prior work has shown that unstructured grids are very effective for adaptive fluid simulations. However, unstructured grids
often lead to complicated implementations and a poor cache hit rate due to inconsistent memory access. Regular grids, on the other
hand, provide a fast, fixed memory access pattern and straightforward implementation. Our method combines the advantages of both:
we leverage the simplicity of regular grids while still achieving practical and controllable spatial adaptivity. We demonstrate that our
method enables adaptive simulations that are fast, flexible, and robust to null-space issues. At the same time, our method is simple to
implement and takes advantage of existing highly-tuned algorithms.
Index Terms—Computer Graphics, Physics-based Animation, Fluid Simulation, Liquid, Adaptivity, Curvilinear Grids.
F
1 INTRODUCTION
L IQUID simulations for computer graphics have longdazzled audiences with their ability to reproduce vi-
sually intricate physical features like vibrant water splashes
and subtle ripples. Previous researchers have endeavored
to reproduce these effects by designing algorithms specific
to each phenomenon. Examples of this strategy include
thin sheets [1], [2], water droplets [3], foams [4], [5], [6],
underwater bubbles [7], [8] and capillary waves [9], [10].
An alternative to developing algorithms for specific phe-
nomena is to use spatially adaptive simulation. Unstruc-
tured grids have been the main ingredient to achieve this
goal. Examples of methods employing unstructured grids
include octrees [11], [12], tetrahedral grids [13], [14], [15],
[16], and Voronoi diagrams [17], [18], [19]. A central ben-
efit of adaptive simulations is the capability of simulating
large-scale phenomena at a feasible computational cost [12],
[20]. The main idea of our work is to enhance existing
regular grid algorithms to deliver dynamic spatial adap-
tivity without excessive computational overhead. Common
strategies for simulating with unstructured meshes come
with significant complications, namely inefficient memory
access and implementation complexity due to non-trivial
adaptive mesh refinement. Meanwhile, current adaptive
methods based on structured grids only offer limited types
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of deformation. In this context, we propose a novel adaptive
method with dynamically warping grids, which includes
four technical contributions:
• Deformation solver We present a new method to adap-
tively warp a Cartesian grid by iteratively solving a non-
linear system. Our deformation solver quickly adapts the
grids to the specific region of interest while taking into
account temporal coherence (Section 4).
• Advection Solver Compatible with existing algorithms
Our advection method is able to reuse off-the-shelf algo-
rithms like a narrow-band FLIP solver [21], the MacCor-
mack method [22], and sixth-order Weighted Essentially
Non-Oscillatory (WENO) interpolation [23] to advect the
velocity and the surface geometry (Section 5).
• Pressure solver on deforming grids We introduce a
new pressure solver specifically designed for simulat-
ing liquid with a deforming regular grid. Our solver is
straightforward to implement and avoids the null-space
issues typically associated with hexahedral mesh solvers.
(Section 6.1)
• Generalized Ghost Fluid method We propose a new
formulation to accurately treat free surface boundary con-
ditions extending the ghost fluid method [24]. We show
that our approach delivers second-order accuracy on our
warped grids and the technique generalizes to arbitrary
discretizations (Section 6.2).
2 RELATED WORK
Our work is based on Eulerian fluid simulations. Eule-
rian fluid animation has flourished since the introduction
of unconditionally stable semi-Lagrangian advection by
Stam [25]. Afterward, Foster and Fedkiw [26] enforced free-
surface boundary conditions to simulate liquids. Since then,
Marker-And-Cell (MAC) grids combined with the level-set
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Fig. 1. Liquid leaking out of a container with holes. Our dynamically warping grids adaptively capture detailed motions without the computational
expense of unstructured grids. The left image depicts the surface mesh and the corresponding FLIP particles color-coded by the grid cell size, while
the right image shows a cross-section. The simulation used 1283 cells and ran with 25 seconds per time step, and 1.8 minutes per video frame.
method have become the standard method for grid-based
liquid simulation. MAC grids were originally introduced
to graphics by Harlow and Welch [27] and to computer
graphics by Foster and Metaxas [28]. Since then, researchers
have continually extended them to support second-order
accurate boundary conditions for free surfaces [24], and
to handle two-way coupled rigid bodies [29]. Interested
readers are referred to the book by Bridson [30] for an
overview of the state-of-the-art in fluid animation. Because
we target adaptivity, the remainder of this section focuses
on methods related to adaptive simulation.
2.1 Arbitrary Lagrangian-Eulerian method
Our method is similar to the arbitrary Lagrangian-Eulerian
(ALE) method [31]. ALE method combines a Lagrangian
method with an Eulerian method in the sense that it uses
grids like Eulerian methods, but those grids move with
liquid like Lagrangian methods. Several works in computer
graphics also make use of ALE methods, such as translating
grids [32], [33] or adaptively refining grids [34]. We refer
interested readers to Donea et al. [35] for a comprehensive
overview of ALE methods. To the best of our knowledge,
our work is the first to computer graphics that applies the
ALE method for deforming uniform grids.
2.2 Unstructured meshes
Tetrahedral meshes have been widely used for adaptive sim-
ulations [13], [15], [16], [20], [36]. Working with tetrahedral
meshes requires high-quality mesh generation, an active
area of research [37], [38]. The cost of accessing an element
typically requires a tree traversal or hash table lookup,
which substantially lowers the cache hit rate. Researchers
have also used octree grids. Losasso et al. [11] and Setaluri
et al. [39] employed the Finite Volume Method on an octree
grid to discretize pressure and velocity similarly to the
MAC discretization. Nielsen and Bridson [40] and Ferstl et
al. [12] discretized them with the Finite Element Method,
where the pressure and the velocity are collocated. Some
have also investigated adaptive simplicial complexes [41],
[42] and Voronoi-based approaches with a particle-based
pressure solver [18], [19]. Sparse grid methods [39], [43] can
overcome many of these problems with slow access times.
Recently, Aanjaneya et al. [44] demonstrated that liquid
simulations are possible with a sparse grid discretization
based on power-diagrams. However, the necessity of such
specialized discretizations at the free surface illustrates the
difficulties that commonly arise for adaptive methods. Our
generalized boundary conditions in conjunction with the
warped regular grids circumvent such problems.
2.3 Structured grids
Curvilinear coordinates also bring adaptivity to structured
grids. The use of curvilinear coordinates dates back to the
original work of FLIP [45] and was introduced to graph-
ics by Azevedo and Oliveira [46]. Aside from curvilinear
grids, Zhu et al. [47] proposed to use a new extended
grid structure where grids were stretched horizontally or
vertically. Both of the methods used the Finite Volume
Method to discretize the pressure. Our work is related to
their methods in the sense that we also use stretched regular
grids. However, we further allow such grids to dynamically
warp over time, which gives more flexible adaptivity. In the
context of structured grids, Irving et al. [48] proposed tall
cells for liquid simulations, which vertically coarsened the
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grids away from the free surface, and Chentanez and Müller
[49] extended them to real-time applications.
2.4 Image warping
Image and video processing algorithms have similarly in-
vestigated deforming regular grids to adapt the image
content to various constraints. For still images, researchers
have demonstrated that feature-aware deformations can
help to preserve salient regions of an image [50]. Non-linear
deformations of video streams were likewise proposed to
robustly re-scale video content to different devices [51], or
to change the disparity of stereoscopic videos [52]. While
these approaches share our goal to achieve flexible deforma-
tions with regular grids, the target applications impose very
different constraints. Image deformation algorithms usually
assign a desired shape and size to each pixel. Because the
target deformation is fixed to each pixel, the problem can
often be reduced to a linear system. In contrast, adaptive
refinement algorithms are usually given a desired volume as
a function of space, so moving an element will, in fact, change
its desired volume. Because this is inherently a moving-
target problem, it inevitably results in a non-linear system. To
cope with this added difficulty, we propose a solution which
reduces the solution space in a problem-specific manner and
propose problem-specific speed-ups.
2.5 Hybrid approaches
Several researchers focused on combining Cartesian grids
with unstructured grids. For example, the methods of
Dobashi et al. [53] and Azevedo and Oliveira [46] devel-
oped overlapping grids to cover complex regions. Both
methods used Cartesian grids of different resolutions that
are translated and rotated. English et al. [54] introduced
Chimera grids, which decompose the simulation domain
into multiple regions of interest. These regions are individ-
ually discretized with different Cartesian grids and later
combined into a single linear system. Some researchers
exploited irregular meshes to capture detailed boundaries.
Feldman et al. [14] adapted irregular tetrahedra to the
curved boundaries of solids, while Brochu et al. [17] devised
Voronoi-based meshes to accurately capture the geometry
and the topology of free surfaces. These hybrid approaches
improve the average cache hit rate, and our method likewise
benefits from fast memory accesses provided by regular
grids. However, in contrast to many of these approaches,
we do not employ any cells with irregular connectivity. Our
grids purely consist of warped cubes, so many tasks like the
implementation and stability analyses are simpler.
2.6 Mesh-free methods
Adaptive Smoothed-Particle Hydrodynamics (SPH) meth-
ods are also studied in the engineering literature [55], [56]
as well as interactive applications [57]. Adams et al. [58]
proposed to dynamically subdivide SPH particles, while So-
lenthaler and Gross [59] used a hierarchy model to circum-
vent the numerical issues introduced by particle splitting
and merging. Particle representations are especially well
suited for splashes, and our FLIP-based solver also employs
particles to represent small structures.
Fig. 2. Merging bunny: the top image shows the spatial (physical)
coordinate and the bottom corresponding reference coordinate at the
same timings, illustrating the magnification of local feature. 128×64×128
resolution, 10 seconds per time step and 29 seconds per video frame.
2.7 Polynomial and spectral adaptivity
Some researchers designed specific basis functions for in-
creasing efficiency. Treuille et al. [60] extracted a represen-
tative basis by performing Principal Component Analysis
(PCA) on a set of training examples. De Witt et al. [61] used
a Laplacian eigenfunction basis and derived how the basis
coefficients change over time. Edwards and Bridson [62]
used the Discontinuous Galerkin method to simulate de-
tailed liquids on very coarse grids by representing pressure
with a high-order polynomial basis. This class of methods
is known as p-adaptivity, and our warping grids framework
could benefit from combining it with such high-order bases.
3 METHOD OVERVIEW AND DEFINITIONS
We solve the Navier-Stokes (NS) equations by an operator
splitting approach [30]. Our method consists of three in-
dependent building blocks: a grid deformation solver for
spatial adaptivity (Section 4), the advection of velocity and
surface geometry (Section 5), and a pressure solver for
warped grids (Section 6). We note that the majority of our
results use a narrowband FLIP solver [21] for additional
efficiency. We outline our approach in Algorithm 1, and
we describe each of the components in more detail in the
following sections.
Before we start discussing our algorithm, we would like
to define our terminology, which follows ALE practice [35].
We refer to coordinates in the physical space as ”spatial
coordinates”. Quantities defined in this coordinate can be
directly visualized (Figure 2 top). “Reference coordinate”,
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Algorithm 1: Simulation Loop
input : Velocity field and the level-set ut and φt.
output: New velocity field and the level-set ut+∆t and
φt+∆t.
1 Solve the grid deformation and get the mesh velocity
uD (Section 4)
2 Convert ut and uD to the reference coordinate ūt and
ūD
3 Advect u∗t ← Adv(ut) through ūt − ūD on the
reference coordinate (Section 5)
4 Advect φ∗t ← Adv(φt) through ūt − ūD on the
reference coordinate (Section 5)
5 Add force to u∗t
6 Project ut+∆t ← Proj(u∗t ) (Section 6)
7 Re-distance φt+∆t ← Redist(φt)
on the other hand, denotes the coordinate on uniform grids
(Figure 2 bottom). We exploit reference coordinates for the
convenience of calculation, but quantities in this coordinate
have no direct physical correspondences. Deformation solver
is the operation that produces a vector field that we use to
deform a uniform grid. “Mesh velocity” denotes the change
of this vector field over time.
4 DEFORMATION SOLVER
The problem of deforming a grid has been revisited many
times throughout the image- and geometry-processing lit-
erature. The most efficient of these algorithms address the
problem by assigning a desired deformation to each element
and then deforming each element to optimally match the
target. Because the target deformation is fixed to each element,
the problems can often be reduced to a linear system. How-
ever, in our application of adaptive refinement, the desired
deformation depends on interesting physical behaviors,
which will inevitably be a function of physical space. Thus,
the target deformations of the elements will change as the
grid deforms, and the system is fundamentally non-linear.
To cope with this difficulty, we exploit the structure of our
particular problem in order to both reduce the dimension
of our solution space (Section 4.1) and devise numerical
acceleration strategies (Section 4.4).
4.1 Defining the problem
We first note that our deformation aims to control element
volumes instead of completely general deformations. We can
exploit this to reduce the solution space of our deformations
from a 3-dimensional displacement vector field down to a
scalar field. To do this, we first note that the volume of an
element can be computed as the cell’s rest volume added
to divergence of the deformation field integrated over the
cell, according to the divergence theorem. Then we note that
the divergent part of a vector field is uniquely described by
the gradient of a scalar field, according to the Helmholtz
decomposition. Thus, we can remove all deformations that
are irrelevant to our sizing function by restricting each
element’s deformation to x(ξ, ϕ) = ξ +∇ξϕ, where ξ is the
reference coordinate and ϕ is a scalar field containing all of
Fig. 3. Combing a liquid: the left side of the zoomed image highlights our
warped grids adapting near the solid boundaries, making the accurate
interaction with cylinders possible.128×64×128 resolution, 12 seconds
per time step and 30 seconds per video frame.
the degrees of freedom in the deformation. In addition, to
encode the region of interest, i.e. the region a user wants
to emphasize, our solver is fed a user-defined scalar field,
which we call sizing function or fsize(x). Sizing function can
be interpreted as a field of sinks in the spatial coordinate.
By putting a large sink at a specific area, a user can make
nodes concentrated and obtain a fine grids there. Therefore,






Each time step, we solve for the scalar field ϕ and then
deform the grid according to x(ξ, ϕ). We store ϕ at cell
centers, and discretize the Laplacian operator by the seven-
point Laplacian matrix. We evaluate ∇ξϕ on vertices and
use it to displace the vertices. This nodal staggered dis-
cretization naturally avoids the null-space problems that
can occur on collocated discretizations. We solve Eq. (1)
by iteratively solving a linearized version of the equation
with ϕ on the right hand side fixed to the value produced
by the previous iteration. Each iteration imposes Neumann
boundary conditions nΩ · ∇ξϕ = 0, where nΩ is the
boundary of our grid (not the boundary of our simulation
domain). To make sure a solution exists in each iteration, we
re-normalize the right hand side by first offsetting it with a
constant γ such that
∫
Ω(fsize(x(ξ, ϕ)) + γ) dVξ = 0. Then,
to ensure a numerically stable scaling, we divide the vector
on the right hand side by its minimum value.
4.2 Sizing Function
As we described in Section 4.1, we propose a sizing function
that is defined by users to emphasize the region of interest.
We would like to note that although it gives us the intuition
of the sink field, our sizing function is heuristically de-
signed, and is not intended to mimic any particular physical
quantity in the real world. We adopted a criteria of using the
liquid surface and the region of large velocity as the region
of interest. There could be various ways to define a sizing
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function but we found that it becomes quite controllable
when formulated as a sum of exponential functions:









where φ̂ denotes the distance from the free surface and
||u|| denotes the magnitude of the velocity at point x. The
relative importance of these two terms is weighted by user-
weighted parameters αφ and βu. All of our examples use
the values αφ = 7 and βu = 0.5, except for Figure 6
where we have used a static warped grid generated from
the initial fluid condition with the same parameters. In
case a user wishes to emphasize another region of interest,
any additional term can be similarly added to Eq. (2). For
example, for a scene with detailed boundary interactions





where ψ̂ is the distance from the solid boundary, and we
set γψ = 7. We evaluate the sizing function at cell centers
and apply a small amount of blurring to ensure smoothness.
4.3 Temporal Deformation Penalty
Depending on the sizing function fsize, the solution to Eq. (1)
can produce temporally flickering deformations. We intro-
duce the following energy function to penalize the drastic















where ρ1 and ρ2 are tunable control parameters. Discretizing
the time derivatives with implicit Euler and minimizing


















where ϕt−1, ϕt, and ϕt+1 denote the value of ϕ at the
previous, current, and next time step. Finally, we add Eq. (4)
to Eq. (1) to get an equation for ϕ that trades off between






















We set ρ1 = 2∆t2 and ρ2 = ∆t4 throughout our examples.
Once again, we re-normalize the right-hand side of the
equation to ensure stability.
4.4 Speeding-up the Solver
Repeatedly solving the linear system in Eq. (5) can be
expensive. We accelerate our solver by exploiting the fact
that the left-hand side of our linear system remains the same
throughout our simulation, allowing us to pre-compute a
preconditioner at the beginning of a simulation. In our
work, we have employed an Algebraic Multigrid (AMG)
method provided by Demidov [63] as a preconditioner. For
coarsening and smoothing operators for AMG, we used
the Smoothed Aggregation technique and a Gauss-Seidel
smoother provided with the library. Our method benefits
from such a multigrid method since the domain of our de-
formation grids does not involve any irregular boundaries.
Unlike the pressure solver, our deformation solver does
not need to reach an accurate solution in practice. In our
case, we stop the iteration when the maximal change per
iteration is less than the half of a grid cell size. Further-
more, at each iteration we only perform three steps of the
Biconjugate gradient stabilized method (BiCGSTAB), and re-
evaluate the right-hand side of Eq. (5), which we found to
converge quickly and stably.
We solve the deformation by first constructing a multi-
resolution pyramid by repeatedly down-sampling grids by
a factor of two. We start with performing our deformation
solver from the coarsest resolution, upsample the solution
and continue to the next higher resolution. In our examples,
we solve only up to one level coarser resolution than the
finest resolution. The deformation at the finest resolution is
computed simply by subdividing the grids from the previ-
ous level. To prevent each solver iteration from overshooting
the solution, and thus leading to a poor convergence rate,
we damp each update by fifty percent .
5 ADVECTION
We follow an ALE formulation of the form [35]:
∂u(ξ)
∂t
+ c̄(ξ)∇ξu(ξ) = 0. (6)
where c̄ = ū(ξi) − ūD(ξi) and we denote vector qualntity
a in the spatial coordinate as ā when in the reference
coordinate. This can be interpreted as advecting the material
velocity u along convective velocity c̄, which is defined as
the difference of motion between fluid and the background





One may approximate Eq. (6) with a semi-Lagrangian ad-
vection in the spatial coordinate, but in our method, we use
reference coordinates to perform semi-Lagrangian advec-
tion. Finally, the convective velocity is obtained as follows,
c̄(ξi) = J
−1u(xi)− J−1uD(xi), (8)
where ξi and xi denote the corresponding cell centers on
respective coordinates, and J is the grid Jacobian, which
will be precisely defined in Section 6.1. One remarkable
benefit of our advection scheme is that it automatically
incorporates the effect of dynamically warping grids us-
ing starndard advection schemes. For example, we have
employed the MacCormack method [22] combined with
the WENO interpolation [23] to advect both the level-set
and the velocity, as well as the second-order Runge-Kutta
scheme for advecting FLIP particles. In addition, unlike
conventional unstructured adaptive methods, we do not
need to access a grid element by an O(logN) tree traversal.
6 PRESSURE SOLVER ON WARPED GRIDS
At the heart of our method’s adaptivity is a pressure solver
that runs on a warped grid while being numerically robust
and straightforward to implement. Our pressure solver also
includes a novel technique to realize second-order accurate
Dirichlet boundary conditions on a warped grid, which is
formulated via the generalization of the well-known ghost
fluid technique [24].
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Time Per Video Frame
Performance Profile for Leaking Scene (Average)
Deformation Solver 2.4 sec
Entire Pressure Projection 5.5 sec
Matrix Assembly 2.4 sec
PCG Solver 2.5 sec
PCG Iteration Count 31
FLIP Operations 6.7 sec
FLIP Particle Count 1.1× 106
Time Per Time Step 25 sec
Time Per Video Frame 110 sec
Maximal Volume Change Ratio 17
Fig. 4. Timings of our examples
6.1 Kinetic Energy Minimization
Our discretization uses piece-wise constant velocity vec-
tors stored at cell centers and piecewise trilinear pressure
samples stored on vertices. We derive our pressure solver














u, Ω, ρ denote the time step size, the intermediate
velocity after the advection, the liquid domain, and the
fluid density, respectively. We solve Eq. (9) based on the
Finite Element Method (FEM). We refer to the reference
coordinates with ξ = (ξ, η, τ) and the spatial (physical)
coordinates with x = (x, y, z). We express the trilinear
pressure function by a sum of shape functions weighted by





where Ni is the trilinear shape function defined on vertex
i. Taking the gradient of both sides of Eq. (10) with respect
to x (using the chain rule), and then substituting the result


















where n and Ωi denote the total cell count and a cubic cell






dVξ = dξ dη dτ . |J | is the determinant of a Jacobian matrix













where {}j denotes the jth component of a vector, and vk is
the position vector of vertex k of the warped cube element
in spatial coordinates. This Jacobian determinant encodes
the relative volume change by a change of coordinate |J | =
dVx/dVξ where dVx = dxdy dz. Taking the derivative of
Eq. (11) with respect to pressure and setting it to zero yields














(∇)T |J | ∗u dVξ, (13)
where [p] ∈ R8×1 is the discretized pressure on the eight
vertices of a grid cell. Note that we reserve [ ] for discretized
variables. (∇) ∈ R3×8 is the matrix encoding the gradient,
which maps nodal values to a cell-centered vector. Each












where I is the identity matrix. In our results, we set
ρ = 1 for convenience. We discretize Eq. (13) with an eight-
point Gaussian quadrature integration scheme (single-point
Gaussian quadrature is provably unstable, as we discuss in
Section 9). Boundary conditions of the system in the absence
of surface tension are p = 0 on free surfaces and n · ∇p = 0
on static solid boundaries [30], where n is the normal vector
of a solid. First-order accurate boundary conditions are
given by setting pi = 0 for vacuum vertices, and skipping
the evaluation of Eq. (11) for solid cells. We solve the linear
system using a preconditioned Conjugate Gradient method
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(PCG) with the modified incomplete Cholesky factorization1
provided by Bridson [30]. Once we have solved for the









where ξc denotes the cell center. Like other fluid simulation
methods, we extrapolate the new velocity outside of the
fluid domain after the velocity update.
6.2 Accurate Boundary Conditions
Accurate boundary conditions are essential for producing
visually pleasant liquid simulations [30]. For solid bound-
aries, We employ the method of Batty et al. [29] and scale
the diagonal entries of D and the intermediate velocity u∗
by the fraction of a cell not occupied by solid. Free sur-
face boundary conditions are less straightforward. Unfor-
tunately, first-order accurate Dirichlet boundary conditions
exhibit grid-aligned artifacts on the free surface. Enright et
al. [24] introduced the ghost fluid method to achieve second-
order accuracy for Dirichlet boundary conditions on a reg-
ular grid. Afterward, the method was extended to irregular
meshes where pressure was discretized by the Finite Volume
Method (FVM) [17], [36]. Inspired by their methods, we
generalize the ghost fluid technique to accurately handle
boundary conditions for any grid cell shape. Thus, our new
approach works not only for regular grids or tetrahedral
meshes, but also for our warped grid discretization. Further-
more, wherever our proposed method is applicable, there
is no longer a need to independently develop free surface
boundary conditions for each discretization.
We start by reviewing the ghost fluid method for the
standard MAC discretization on a regular grid. Consider
two nodes across the interface in one dimension. The veloc-



















where pL denotes the pressure on the “liquid” side of the
interface, pG denotes the ghost pressure on the “air” side
of the interface, and ∆x denotes the distance between the
nodes. According to Enright et al. [24], the ghost pressure
is given by pG = (φG/φL)pL, where φG and φL are the
level-set values at the nodes where pG and pL are evaluated.






4︷ ︸︸ ︷(φL − φG
φL




Note that the  term is exactly the first-order accurate free-
surface pressure boundary condition, and the 4 term is
a carefully-chosen multiplier that is used in the pressure
solver. Our insight here is that the ghost fluid method
can be regarded as an “upgrade” operation: The 4 term
explicitly converts the first-order accurate pressure gradient
discretization into a second-order accurate one.
1. With MIC(0) parameters τ = 0.97 and γ = 1.0
6.2.1 Generalized Ghost Fluid
We generalize this idea to higher dimensions with a novel














Here, Mφ is a 3 × 3 matrix that takes a first-order-accurate
discretization of the pressure gradient vector (∇)1[p] and
converts it into a second-order-accurate one (∇)2[p]. Mφ is
then integrated into the larger pressure solver matrix. The
exact forms of (∇)1 and (∇)2 will depend on the particular
mesh discretization (regular grid, tetrahedral mesh, etc.),
and our approach requires that the pressure gradient is
piecewise constant with unknown magnitude and a direc-
tion determined by the free surface geometry. We explain
how to compute (∇)1 and (∇)2 for our particular warped
grid discretization in Section 6.2.2.
We view the derivation of Mφ as a constraint-satisfaction
problem. We begin with a 3 × 3 matrix, consisting of 9
degrees of freedom. Mapping an arbitrary 3-dimensional
input vector to the given output vector (∇)2[p] will only pin
down three of these degrees of freedom. Because we will
eventually integrate Mφ into our symmetric-positive defi-
nite linear system, we also impose symmetry and positive-
definiteness onto Mφ. We utilize the remaining degrees of
freedom to optimize the numerical stability of Mφ. We work
out these details and provide the analytical form of Mφ in
Appendix A.
Once Mφ is computed, we can enjoy second-order accu-
rate free surface boundary conditions by simply replacing
D in Eq. (13) with DMφ in all cells that overlap the free
surface boundary. We also use the second order pressure
gradient in Eq. (20) to update the velocity in Eq. (16). We
would like to emphasize that our new approach not only
enforces second-order accurate boundary conditions, but it
also preserves the symmetry and positive-definiteness of the
system matrix and exhibits provably optimum numerical
conditioning. The resulting linear solver is remarkably sta-
ble and converges quickly.
6.2.2 Ghost Fluid Applied to our Discretization
Here, we derive the forms of (∇)1 and (∇)2 in our particular
discretization, which stores both pressures and level-set
samples at grid vertices. We can analytically enforce an ac-
curate p = 0 condition at the free surface by constraining the
pressure to be a multiple of the level set function [p] = [φ]P ,
as pointed out by Ando et al. [64]. To compute the first order
pressure gradient (∇)1[p], instead of satisfying the p = 0
condition exactly at the interface, we satisfy it at each node
outside of the liquid. We do this by again expressing the
pressure as a multiple of the distance function, but this time
we replace all level set values outside of the liquid by zero:
(∇)1[p] = (∇)[φ̊]P , where [φ̊] = [max(0, φ)] is a vector of
level-set values, with all entries outside of the liquid set
to zero. By expressing the pressure in this way, we only
allow one degree of freedom per cell and introduce trilin-
ear error terms (O(∆x∆y∆z) in three dimensions), which
conveniently does not affect the first-order accuracy of this
pressure gradient discretization. Plugging these pressure
gradient discretizations into Eq. (20) gives:
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Fig. 5. Breaking dam creating splahes and thin sheets by our dynami-
cally warping grids adapting to the surfaces: 128× 64× 128 resolution,






and we can divide by the unknown P to prescribe a rela-
tionship for Mφ for each boundary cell:
(∇)[φ] = Mφ(∇)[φ̊] (22)
Thus, for the purposes of solving for Mφ in Section 6.2.1,
we can use (∇)1 = (∇)[φ] and (∇)2 = (∇)[φ̊]. Note that
the level-set value φ must be the actual signed distance in
spatial coordinates. To calculate φ, we first compute the
level-set φ̄ in reference coordinates, and convert to φ in
spatial coordinates by:
φ = φ̄
/∣∣∣∣∣∣∇φ̄∣∣∣∣∣∣ = φ̄/∣∣∣∣∣∣J−1∇ξφ̄∣∣∣∣∣∣. (23)
This conversion operation is only valid for cells near the
boundary, but accurate distances in spatial coordinates are
only needed for boundary conditions anyway. Thus, we
perform this conversion only near the free surfaces before
the projection step.
7 VISUALIZATION
To visualize our simulation, we first construct a surface
mesh of FLIP particles on the Cartesian grids. Next, we
displace the vertices of the mesh as well as ballistic FLIP
particles through the deformation field. In our implementa-
tion, we use OpenVDB [43] to create this mesh.
8 RESULTS
We ran all of our examples on a Linux machine with
2.7GHz Intel Xeon E5-2697, using a target L∞ norm of
10−3 for the relative residual of the pressure solver. The
breaking dam set up of Figure 5 and the example of a bunny
falling into a basin in Figure 2 illustrate that our method
simulates detailed liquids. Our dynamically warping grids
Fig. 6. Expanding ripples with high adaptivity. Left: our second-order
accurate free surface boundary conditions capturing the subtle motion
of expanding ripples in a nearly open-space static pool. 128× 64× 128
resolution, 9 seconds per time step, 15 seconds per video frame and
the maximal volume ratio 200. Right: first-order accurate boundary
conditions with the same setup exhibit grid aligned artifacts. This ex-
ample employs a level-set surface tracker to demonstrate the accuracy
of our method, and the same scenario using FLIP is provided in the
supplemental video.
act to exaggerate the visually important geometric features,
such as splashes and thin liquid sheets. The cross-sections
shown in each figure illustrates the warped grid cells and
are color-coded by the local volume change induced by our
warping. A reference coordinate view of the latter example
is shown in the second row of Figure 2. It highlights that our
solver elegantly handles refining and coarsening obstacles
in the flow. Each time step took 12.5 and 10.5 seconds
for this example, of which the entire projection required
3.3 seconds and 1.6 seconds. The grid deformation solver
took 1.1 seconds and 1.0 seconds, and the maximal volume
differences were 7.4 and 15, respectively.
The liquid combing set up of Figure 3 highlights our
ability to handle the complex interaction with solid bound-
aries more accurately than a MAC solver at the same
resolution. A direct comparison with a MAC solver is
shown in Figure 10. In this example, the MAC solver is
not able to capture the small-scale splashes due to the lack
of resolution between the cylinders. In this case, we have
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Regular Setting Deformed Setting
First-order Accuracy Ours
Resolution L1 error Order L1 error Order
32 4.9× 10−3 N/A 2.3× 10−4 N/A
64 3.0× 10−3 0.73 5.2× 10−5 2.0
128 1.5× 10−3 0.95 1.3× 10−5 2.0
256 7.1× 10−4 0.95 3.4× 10−6 2.0
512 3.6× 10−4 1.1 9.1× 10−7 1.9
1024 1.9× 10−4 1.0 2.4× 10−7 1.9
First-order Accuracy Ours
Resolution L1 error Order L1 error Order
32 4.4× 10−3 N/A 1.3× 10−4 N/A
64 1.5× 10−3 1.6 2.8× 10−5 2.1
128 4.5× 10−4 1.7 5.6× 10−6 2.4
256 1.7× 10−4 1.4 1.3× 10−6 2.1
512 6.0× 10−5 1.5 3.3× 10−7 1.9
1024 2.3× 10−5 1.4 9.8× 10−8 1.8
Fig. 7. Numerical verification of our second-order accuracy for a Pois-
son’s problem: we solve ∇2p(x) = δ(x) with p = 0 boundary condi-
tions on the lines of solid circles. The colored contour plots show the
magnitude of our actual numerical solution. The top table refers to the
experiment with the regular setting (top left) and the bottom our warped
setting (top right). Both numerical experiments show the second-order
convergence.
increased the effective resolution around the obstacles by
using the distance to the cylinders as a region of interest in
Eq. (2). Each time step of this simulation took 12 seconds
on average. Our dynamic grid deformation solver took 1.2
seconds whereas the pressure projection took 2.6 seconds.
The maximal volume ratio was 18 on average.
The example of Figure 6 verifies that our method yields
the expected gain in visual quality when using second-order
accurate boundary conditions. We set up the scene with
four small droplets on a static pool with a high degree of
spatial adaptivity of a maximal volume ratio of 200. In this
example, our second-order accurate boundary conditions
shown on the left can capture both sharper splashes and
propagating ripples more accurately than the first-order
accurate boundary conditions shown on the right. Each time
step of this simulation took 8.9 seconds, and the pressure
projection took 5.7 seconds on average. In this specific
example, we have used a static warped grid (instead of
deforming it over time), and we used the level-set method
for tracking liquid surfaces to demonstrate our visual ac-
curacy. For clarification, we also provide an example of the
same setup using FLIP in the supplemental video. We note
that when FLIP is employed, a subtle noise on the surface
persists once the particles are perturbed. However, these
Fig. 8. Comparison of a drop falling into a pool using three different
solvers. Our method successfully captures the thin sheets of a crown
splash at 1283 resolution, while the MAC method fails to simulate such
detail without doubling the resolution. The adaptive method of Ando et
al. [20] successfully recovers small-scale details but leads to significantly
longer runtimes. Timing details are given in Table 1.
artifacts are orthogonal to our boundary conditions and
could be alleviated by post-processing the liquid surface.
The simulation of liquid leaking from a container with
holes in the bottom is shown in Figure 1. Our method
can reproduce the visually interesting streams of turbulent
water. A MAC solver, on the other hand, needs to double
the resolution to reproduce similar apparent detail. The
comparison with the MAC solver for this example at the
same resolution is shown in Figure 10, as well as in the
supplemental video. Each time step took 25 seconds, grid
deformation 2.4 seconds, and the pressure projection 5.5
seconds on average. The maximal volume ratio of this
example was 17 on average.
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Timings of Figure 8.
8.1 Numerical Verification
We additionally performed a numerical verification for our
free surface boundary conditions, and observe that it yields
second-order convergence into the analytical solution. We
set up our numerical test in 2D with a single point source
of divergence at the center, and solve ∇2p(x) = δ(x) with
the p = 0 boundary conditions enforced on the surface of a
circular domain. The analytical solution to this configuration
is given by p(x) = G(||x||) − G(r), where G and r denote
the Green’s function solution of Laplace’s equation, and the
radius of a circle.
We measured the average of the L1 norm of the error
on the surface, and examined the convergence factor by
doubling the resolution, similar to Enright et al. [65] and
Batty [66]. Our results in Figure 7 show that both with
and without the grid deformation the convergence rate
stays second-order. Interestingly, we also observed that the
convergence rate improves even more when our sizing func-
tion is applied. In this case, our method (with parameters
αφ = 7, βψ = 0 and γu = 0) further improves the solution
by increasing the effective resolution around the surface.
8.2 Timings
A detailed performance breakdown for our method is
shown in Figure 4. In all of our examples, the cost of the
grid deformation solver was less than 10 percent of the
whole simulation time, and the timings for the PCG solver
were close to the timings for assembling the linear system.
For the leaking scene example, the average total cost spent
on these two operations (deformation solver and the matrix
assembly) was 4.8 seconds. Hence, the computational over-
head of our method compared to a standard liquid solver is
approximately 19 percent. Note that since we highly depend
on the performance of a linear system solver for the grid
deformation as well as the pressure solver, we expect that
our solver can be sped up with more sophisticated methods,
such as a Schur complement solver [67]. Note that the
timings for the grid deformation of Figure 6 are omitted
since we did not dynamically warp the grid in this example.
8.3 Comparisons
Figure 8 shows a comparison of a drop falling into a pool
of liquid using three different solvers: our method, a regular
MAC solver and the adaptive method of Ando et al. [20].
Animations for all solvers are provided in the supplemental
video. For this setup, our method with 1283 resolution can
capture fine details, e.g., for the crown splash after the drop
impact. Such features are noticeably less detailed using a
regular MAC grid at the same resolution. Doubling the
resolution of the MAC grid would resolve the features,
Fig. 9. Pressure surface plot with a single strong velocity initiated at
the center pointing upward. Left: a single-point Gaussian quadrature
integration rule applied to integrate Eq. (13) exhibits oscillation due to
null-space issues. Right: our eight-point (four-point in 2D) Gaussian
integration rule removes the artifacts.
but leads to very significant increases in runtime. In this
case the MAC grid runtime is 2.58 times higher than our
1283 warped grid. The method of Ando et al. [20] enables
large-scale simulations with aggressive adaptivity, but the
overhead arising from the unstructured BCC-meshes can
counteract gains in performance at moderate resolutions.
The resulting simulation recovers small-scale details but
leads to an almost three times higher runtime than our
method. The timings of this comparison can be found in
Table 1.
9 DISCUSSION
We observe ringing artifacts when a naive single-point
Gaussian quadrature integration rule is employed to inte-
grate Eq. (13). This issue arises from a null-space in the sys-
tem. An example of our null-space is the pressure gradient
evaluated at the cell center with pressure values of −1, 1,
−1, 1 assigned on four vertices in counter-clockwise. In this
specific configuration, the pressure gradient unphysically
evaluates to zero. Such a null-space is known to induce
numerical instabilities when solving a linear system, and
researchers have taken care to eliminate such instabilities
[68], [69]. We circumvent this issue by switching to the
eight-point Gaussian quadrature integration rule. Figure 9
illustrates the comparison of the effect of our integration
scheme.
Like other fluid simulation frameworks, our method
also undergoes slight volume changes depending on the
accuracy of the employed velocity advection scheme and
surface tracker. Hence, we include the method introduced
by Kim et. [6] in our solver. We distribute the correction
term to the right-hand side of our pressure solver weighted
by the Jacobian of the cells. We found this simple technique
effectively recovers the original volume. We compute the
volume on the Cartesian coordinate by summing up the
Jacobians weighted by a cell fraction of fluid.
We note that an alternative to our discretization, aside
from the boundary conditions, is the method by Azevedo
and Oliveira [46] where FVM is employed. We prefer our
FEM-based discretization since the FVM is known to intro-
duce accuracy errors when computing pressure gradients
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Fig. 10. Comparison with the MAC method. Left side shows our method,
right side the MAC solver at the same resolution.
unless the circumcenter of an element is chosen as a sam-
pling location of pressure. As pointed out by Batty et al. [36]
the pressure differentiation degrades to the first-order accu-
racy if it is not evaluated at the circumcenter. We also note
that the method of Ferstl et al. [12] can be extended to use
our pressure solver. Our work introduces novel generalized
second-order accurate boundary conditions, which could
also be beneficial for these other discretizations.
Using a FLIP surface tracker adds persistent surface
noise to any discretization, and subtle surface bumps are
visible in our FLIP results as well. We create our surfaces
by extracting the surface in reference coordinates and then
warping it to spatial coordinates, so our warped grids will
warp the existing FLIP artifacts along with it. This warping
essentially makes isotropic FLIP artifacts smaller and more
anisotropic, depending on the sizing function. In the end,
these artifacts are orthogonal to our boundary conditions,
and they can be alleviated by post-processing the liquid
surface.
Currently, our deformation tends to produce thin ele-
ments on liquid surfaces, which has a side effect of robustly
capturing thin sheets of liquid. On the other hand, we see
that these thin features can introduce visible artifacts along
the elongated directions. In future work, we would like to
utilize methods developed for image warping [51], [52] to
address the issue. Such vector-valued solvers could enable
additional rotational displacements, allowing us to increase
the expressiveness of the achievable deformation, at the
expense of more computational degrees of freedom. Similar
to Zhu et al. [47], our warped grid could be used to produce
an effect similar to non-reflecting boundary conditions.
Our current implementation limits the scale of adaptiv-
ity, primarily because of the increased cost of deformation
solver and the limited CFL number. This issue is common
among spatially adaptive simulation methods, where a time
step size must be adjusted according to the ratio of the
maximum velocity and the minimum grid cell size. This re-
striction could be reduced by advecting grid points through
the velocity field, as demonstrated by Fan et al. [70] for
solids.
The types of grids generated by our method are naturally
limited to those with the connectivity of a regular grid.
Consequently, our method cannot create some grid configu-
rations like uniformly tiny cells all around the boundary of a
closed region but uniformly large cells in the interior. On the
other hand, we do not restrict the boundary of our grid to
the boundary of the simulation, so our method can certainly
create a region of fine cells surrounded by coarse cells.
We note that this topic only affects the calculation of the
deformation itself, and does not influence our generalized
boundary conditions, pressure solver, or advection strategy.
The numerical conditioning depends on element quality
in the same way as other curvilinear grid methods, and the
warping often results in an increased number of active cells
compared to a standard MAC solver at the same resolution.
Although our method benefits from the memory access
patterns of regular grids, our implementation is not yet
optimized to its full extent. Techniques such as the efficient
sparse grid methods [39], [43], [71], [72] were shown to yield
very high performance, but we point out that the fundamen-
tal ideas we introduce are orthogonal to the aforementioned
works. Our method for warping grids could be used in
conjunction with these techniques to further increase the
amount of resolved detail.
9.1 Momentum Preservation
We want to point out that our velocity field is not exactly
momentum preserving because of the moving mesh. Sup-
pose that we define momentum of an element i as:∫
Ωi
u(x)dV, (24)
where u(x) and Ωi denote the continuous function of veloc-
ity and the volumetric region of an element respectively. For
simplicity, we set ρ = 1 in this exposition, because density
















where ∂Ωi denotes the boundary of the region Ωi. Notice
that the second term of Eq. (25) on the right considers a
flux of momentum on the region boundary. We note that
our advection scheme, although it takes into account mesh
velocity, does not compute momentum flux on element
boundaries. Although this violation does not seem to be a
serious cause of visual artifacts so far, further investigation
is needed to achieve more accurate dynamics.
10 CONCLUSION
This paper presented dynamically warping grids for liquid
simulations. We devised a method to allow flexible spatial
adaptivity on regular grids. Consequently, our method can
capture complex and diverse liquid motions while retaining
the advantages of structured grids. We demonstrated that
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our method runs in harmony with off-the-shelf algorithms
for velocity advection and surface tracking.
We also combined novel generalized second-order ac-
curate boundary conditions with our FEM-based pressure
solver to enable subtle liquid surface dynamics. We proved
that this scheme has optimal convergence properties (sym-
metry, positive definiteness, and condition number, see
Appendix A), and we have verified its accuracy through
numerical experiments. We also presented a new grid de-
formation solver with temporal coherence, which requires
less than 10% of the overall calculations.
Altogether, we demonstrated that our method improves
the visual quality of liquid simulations through the use of
adaptivity, and without excessive computational overhead
or complicated implementations. In the future, we would
like to extend our method to handle moving solid bound-
aries, two-way coupled rigid bodies and surface tension
forces. We would also like to combine our approach with
sparse grid methods [39], [43], [44], to merge the fast lookup
times of sparse grids with our method’s ability to maintain




We can view Eq. (20) as a conversion between an arbitrary
source vector b to the target vector a:
a = Mφb. (26)
We introduce a rotation matrix R such that:
Ra = â = (âx ây 0)
T
Rb = b̂ = (b̂x 0 0)
T . (27)
We then apply this change of variables to simplify the
problem
â = MRb̂ (28)
such that MR = RMφRT and Mφ = RTMRR. We ensure
MR is symmetric and positive-definite by factoring it with
a Cholesky decomposition: MR = LRLTR, where LR is the
lower triangular matrix
LR =
c11 0 0c21 c22 0
c31 c32 c33
 . (29)














This also makes Mφ positive definite, because for all





> 0, by positive-definiteness of MR (31)
The positive definite property is extremely helpful for nu-
merical algorithms, but it imposes a constraint on the input
vectors a and b, namely that b̂TMRb̂ = b̂T â > 0. Physically,
this means that the angle between the first- and second-
order pressure gradients must be less than π/2 (they must
not point in opposite directions). In the rare event that this
condition is violated we resort back to the first order accu-
racy for safety. This is analogous to the strategy of clamping
small level-set values to prevent instability in the traditional
ghost fluid method. Using the Cholesky decomposition and
the zero entries of Eq. (27) to constrain MR gives us
MR =







This matrix still has three degrees of freedom, c22, c32, and
c33, which we use to optimize numerical stability of the





where λmax and λmin are the maximum and minimum eigen-
values of MR. According to Marshall and Olkin [73], the


















Our strategy will be to first manipulate our degree of free-
dom c22 on the right hand side to minimize the lower bound
on κ(MR). Then, we will try to optimize MR’s eigenvalues
such that κ(MR) is exactly equal to that lowest possible
condition number. We first analytically minimize the right





Next, we set c32 = 0, which conveniently factors the char-
acteristic polynomial of MR into a scalar times the upper
left 2 × 2 sub-problem that we already minimized. Finally,
we ensure that this third eigenvalue is neither a minimum
nor a maximum (it does not affect the condition number)
by setting it to the average of the other two eigenvalues,
which are guaranteed to be positive due to the positive-
definiteness property. At this point, we have constrained all
the degrees of freedom in MR, and its condition number
is equal to that of its optimized upper left sub-matrix (the
inequality in Eq. (35) becomes an equality). Therefore, it has
the minimum possible condition number. The final matrix is
given by:
MR =
âx/b̂x ây/b̂x 0ây/b̂x (â2x + 2â2y)/(âxb̂x) 0




This matrix MR achieves second-order accurate bound-
ary conditions, symmetric positive-definiteness, and prov-
ably optimum numerical conditioning. The resulting linear
solver is remarkably stable and converges quickly in prac-
tice.
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APPENDIX B
NUMERICAL VERIFICATION OF PRESSURE SOLVER
We ran our pressure solver on a Taylor Green vortex
velocity field, of which the analytical solution is known.
This experiment is absent of free surfaces but allows us
to accurately evaluate the behavior of the pressure solver
under deformation. We measure L1 error of pressure and
plot convergence as we double the grid resolutions while
keeping the sizing function constant (Figure 11 bottom left).
Figure 11 shows the result of varying resolutions ranging
from 32×32 to 1024×1024. The error measurements clearly
show that our pressure solver properly converges to the
analytical solution under refinement. As a consequence,
our method likewise yields the correct pressure gradient,
which is crucial to enforce incompressibility for the FLIP
simulations.














Fig. 11. Error plots of our Taylor Green vortex velocity experiment.
Pressure error (top), warped grid from our sizing function (bottom left),
and the log-log graph of the total error with respect to grid resolutions
(bottom right).
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[64] R. Ando, N. Thürey, and C. Wojtan, “A dimension-reduced pressure
solver for liquid simulations,” in Computer Graphics Forum, vol. 34,
no. 2. Wiley Online Library, 2015, pp. 473–480.
[65] D. Enright, F. Losasso, and R. Fedkiw, “A fast and accurate
semi-lagrangian particle level set method,” Comput. Struct., vol. 83,
no. 6-7, pp. 479–490, Feb. 2005. [Online]. Available: http:
//dx.doi.org/10.1016/j.compstruc.2004.04.024
[66] C. Batty, “A cell-centred finite volume method for the poisson problem
on non-graded quadtrees with second order accurate gradients,” J.
Comput. Phys., vol. 331, no. C, pp. 49–72, Feb. 2017. [Online].
Available: https://doi.org/10.1016/j.jcp.2016.11.035
[67] H. Liu, N. Mitchell, M. Aanjaneya, and E. Sifakis, “A scalable schur-
complement fluids solver for heterogeneous compute platforms,” ACM
Trans. Graph., vol. 35, no. 6, pp. 201:1–201:12, Nov. 2016.
[68] A. McAdams, E. Sifakis, and J. Teran, “A parallel multigrid poisson
solver for fluids simulation on large grids,” in Proceedings of
the 2010 ACM SIGGRAPH/Eurographics Symposium on Computer
Animation, ser. SCA ’10. Aire-la-Ville, Switzerland, Switzerland:
Eurographics Association, 2010, pp. 65–74. [Online]. Available:
http://dl.acm.org/citation.cfm?id=1921427.1921438
[69] B. Zhu, E. Quigley, M. Cong, J. Solomon, and R. Fedkiw,
“Codimensional surface tension flow on simplicial complexes,” ACM
Trans. Graph., vol. 33, no. 4, pp. 111:1–111:11, Jul. 2014. [Online].
Available: http://doi.acm.org/10.1145/2601097.2601201
[70] Y. Fan, J. Litven, D. I. W. Levin, and D. K. Pai, “Eulerian-on-lagrangian
simulation,” ACM Trans. Graph., vol. 32, no. 3, pp. 22:1–22:9, Jul. 2013.
[71] B. Van Opstal, L. Janin, K. Museth, and M. Aldén, “Large scale
simulation and surfacing of water and ice effects in dragons 2,”
in ACM SIGGRAPH 2014 Talks, ser. SIGGRAPH ’14. New
York, NY, USA: ACM, 2014, pp. 11:1–11:1. [Online]. Available:
http://doi.acm.org/10.1145/2614106.2614156
[72] J. Budsberg, M. Losure, K. Museth, and M. Baer, “Liquids in the croods,”
ACM DigiPro., 2013.
[73] A. W. Marshall and I. Olkin, “Norms and inequalities for condition
numbers, iii,” Linear Algebra and its Applications, vol. 7, no. 4, pp.
291–300, 1973.
