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11 Introduction
The aim of project FD2113 is to simulate future rainfall at a local scale, under scenarios of
climate change. This is achieved by modelling relationships between monthly atmospheric
data and local rainfall in the historical period, and then applying these models to future
atmospheric sequences projected by deterministic climate models. The FD2113 methodology
employs the steps outlined in Table 1: further details of Generalised Linear Models (GLMs)
or scaling relationships and point process models can be found in Leith (2006b) and Leith
(2006a) respectively. Table 1 highlights that the distribution of local scale rainfall obtained
via the methodology will be conditional on the climate model used in the ﬁrst step.
Climate model outputs are intended to provide plausible, rather than exact, scenarios
that agree with actual climate statistically rather than in detail (von Storch and Zwiers, 1999;
Smith, 2002). It will be seen in Section 2 that debiased monthly atmospheric sequences from
diﬀerent climate models do indeed share the same statistical structure. However, as will also
be seen in Section 2, the precise statistical properties diﬀer between models. This issue is
referred to as climate model uncertainty and has been widely addressed in the literature.
For example, Jenkins and Lowe (2003) show that even with respect to change in global-
average temperature, diﬀerent climate models give very diﬀerent projections (nine climate
models projected temperature changes by 2100 ranging from under 2◦C to over 5◦C). Wilby
and Harris (2006) ﬁnd that disagreements between diﬀerent Global Climate Models (GCMs)
over regional climate changes represents a signiﬁcant source of uncertainty. Thus is it now
widely accepted that climate change studies must employ ‘ensembles’ of diﬀerent climate
models (McAvaney et al., 2001), and this has resulted in a shift towards probabilistic climate
forecasting (Allen and Stainforth, 2002; Giorgi and Mearns, 2002). A number of articles
have addressed the issue of estimating the probability density functions (p.d.f.s) of future
climate properties. For example, New and Hulme (2000) develop a hierarchical model to
address uncertainty about future greenhouse gas emissions, climate sensitivity and climate
model speciﬁcation in order to establish a p.d.f. for changes in seasonal-mean temperature
and precipitation over the UK. Tebaldi et al. (2005) use Bayesian inference to combine
information from a multi-model ensemble of climate models and observations in order to
determine p.d.f.s for mean future temperature change on a regional scale. However, the use
of a probability density functions to represent the uncertainty in the properties of monthly
atmospheric sequences has not been investigated.
This report therefore proposes a framework for representing climate model uncertainty
regarding the future statistical properties of monthly atmospheric sequences, by considering
the properties from any one climate model to be sampled from an underlying distribution that
is common to all climate models. In Section 3, we outline a methodology for estimating this
distribution, given the available climate model output. Simulating from the this estimated
distribution then provides a computationally cheap way of obtaining the properties of future
atmospheric sequences, all consistent with climate model output. Section 4 presents the
results when these future atmospheric sequences are used to condition the GLMs referred to
in step 2 of Table 1, and Section 5 provides a discussion of both the methodology and results
presented in this report.
Before proceeding it is worth noting that in assessing the uncertainty in future climate
scenarios, we consider only the uncertainty in climate response to a given greenhouse gas
emissions scenario (taken to be the SRES A2 scenario in the example considered here, al-
2Deterministic climate models produce large scale monthly
atmospheric sequences.
⇓
Generalised Linear Models (GLMs) simulate non-stationary daily rainfall sequences
conditional on coarse scale monthly atmospheric sequences.
⇓
Scaling relationships estimate sub-daily rainfall properties
conditional on simulated daily rainfall properties.
⇓
Point process model simulates sub-daily rainfall.
Table 1: The FD2113 methodology.
though the methodology could of course be used in conjuction with any other scenario if
desired). This is considered to be an appropriate distinction since the two sources of uncer-
tainty are fundamentally diﬀerent in nature: one relates to our lack of understanding of the
climate system, whereas the other is concerned with future economic and political decisions.
2 Model for atmospheric time series, 2071-2100
The fundamental premise underlying this work is that outputs from diﬀerent climate models
share many of the same features. This is generally accepted (McAvaney et al., 2001); what
is new here is the interpretation that output sequences from diﬀerent climate models can be
described using statistical models with a common structure. In this section we demonstrate
that this is indeed the case for the data we consider, and establish the underlying structure
for the atmospheric variable sequences used in the FD2113 downscaling methodology.
2.1 Data
The climate model data used in this work were obtained from the Statistical DownScaling
Model (Wilby and Dawson, 2004) (SDSM) web site
http://www-staff.lboro.ac.uk/~cocwd/SDSM/archive.html. There are four GCMs avail-
able:
• CSIRO Mark 2, developed by the Commonwealth Scientiﬁc and Industrial Research
Organisation in Australia.
• CGCM2, developed by the Canadian Centre for Climate Modelling and Analysis (CC-
Cma).
• ECHAM4/OPYC3, developed by the Max-Planck-Institut (MPI) for Meteorology and
Deutsches Klimarechenzentrum in Hamburg, Germany.
• HadCM3, developed by the Hadley Centre, UK.
As outlined in the introduction, we require future monthly mean atmospheric sequences
with which to drive the GLMs referred to in step 2 of Table 1. The atmospheric variables of
3interest are thus temperature, sea-level pressure and relative humidity. As discussed in Leith
(2006b), the GLMs are ﬁtted using spatially averaged atmospheric sequences standardised
by month with respect to the 1961-1990 control period. Therefore, in the work presented
here, we model climate model output standardised in the same way. As in the previous
reports for this project, the future period of interest is 2071-2100.
Given that the aim of this report is to illustrate a methodology, we will concentrate on
the atmospheric sequences corresponding to only one site, Heathrow. Thus, in the following,
let Tit, Sit and Rit denote standardised monthly mean temperature, sea-level pressure and
relative humidity at Heathrow respectively, for GCM i = 1,...,4 and time t = 1,...,360 (i.e.
t = 1 being January, 2071). We let
Yit =



Tit
Sit
Rit


, Yi =




Yi1
. . .
Yi360



 and Y =




Y1
. . .
Y4



. (1)
Thus Yi is the vector of all available data from the ith GCM, and Y is the vector of data
from all of the GCMs.
2.2 Time series models
In this Section we present a time series model for the {Yi}. The {Yi} were modelled
separately for diﬀerent i (i.e. atmospheric sequences from diﬀerent climate models were
modelled separately) and it was found that the model structure was extremely similar across
GCMs. Using standard modelling techniques it was revealed that, for each GCM i, the
components of Yi are well described by regression models:
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where MV N denotes the multivariate normal distribution and {C
T
t ,C
S
t ,C
R
t } are vectors
of covariates at time t representing mean change by 2070, trend in 2070-2100 and seasonal
variation. For i = 1,...,4 we let
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4Each variable is thus represented in all climate models as a sum of a deterministic com-
ponent and a zero-mean error process. The errors for temperature have a second-order
autoregressive structure, those for pressure are uncorrelated and those for relative humidity
follow a ﬁrst-order autoregression. The covariates in the deterministic component are the
same for all climate models. A description of the variables included in C
T
t , C
S
t and C
R
t is
given in Table 2. The parameter estimates for θ
T
i , θ
S
i and θ
R
i are presented in Tables 3, 4 and
5 respectively. To highlight the patterns in the parameter estimates across GCMs, Figures
1, 2 and 3 present the estimates for θ
T
i , θ
S
i and θ
R
i graphically. We have included terms in
the models if they are signiﬁcant for two or more of the GCMs, as our aim is to establish
a general structure suitable for all climate models. Note that this means a large number of
harmonic terms have been included in order to represent seasonality. A potential criticism
of this model might therefore be that it is over-ﬁtted. However, it will be seen later that the
methodology presented in this report can account for over-ﬁtting, and thus we would rather
include too many terms at this stage than run the risk of omitting any that are necessary.
Our results show that the parameter estimates from the diﬀerent climate models exhibit
many similarities. For example, all GCMs show that:
• Temperature, sea-level pressure and relative humidity will exhibit an altered seasonality
in the future period (future sequences having been standardised with respect to control
period seasonality).
• Temperature will increase in the future (shown by parameter 1 in Figure 1), with this
increase continuing over the 2071-2100 period (parameter 2 in Figure 1).
• The annual cycle for temperature will also change over the 2071-2100 period (param-
eters 11 and 12 in Figure 1).
• After accounting for linear trend and seasonality in temperature, there remains a pos-
itive autocorrelation between the monthly values (parameters 13 and 14 in Figure 1).
• There is no linear trend in sea-level pressure between 2071 and 2100.
• Relative humidity will decrease in the future (shown by parameter 1 in Figure 3), with
this decrease continuing over the 2071-2100 period (parameter 2 in Figure 3).
• The annual cycle for relative humidity will also change over the 2071-2100 period
(parameters 13 and 14 in Figure 3).
• After accounting for linear trend and seasonality in relative humidity, there remains a
positive autocorrelation between the monthly errors (parameter 15 in Figure 3).
However despite similar patterns emerging in the parameter estimates from diﬀerent
GCMs, Tables 3 to 5 show that the precise parameter estimates are often signiﬁcantly diﬀer-
ent. For example, while the intercept estimates for the temperature model are all positive,
the precise values vary substantially, showing that GCM uncertainty is by no means negli-
gible. Modelling these uncertainties is the subject of Section 3.
5Parameter Description Temperature Sea-level Relative
(t = 1,...,360) pressure humidity
Intercept Mean shift by 2070 Y Y Y
t/120 Linear trend over 2071-2100 Y N Y
(units: decades)
cos(2tπ/12) First seasonal harmonic Y Y Y
(cosine component)
sin(2tπ/12) First seasonal harmonic Y Y Y
(sine component)
cos(2tπ/6) Second seasonal harmonic Y Y Y
(cosine component)
sin(2tπ/6) Second seasonal harmonic Y Y Y
(sine component)
cos(2tπ/4) Third seasonal harmonic Y Y Y
(cosine component)
sin(2tπ/4) Third seasonal harmonic Y Y Y
(sine component)
cos(2tπ/3) Fourth seasonal harmonic Y Y Y
(cosine component)
sin(2tπ/3) Fourth seasonal harmonic Y Y Y
(sine component)
cos(2tπ/24) Biannual cycle N Y Y
(cosine component)
sin(2tπ/24) Biannual cycle N Y Y
(sine component)
cos(2tπ/12)t/120 Interaction between ﬁrst seasonal Y N Y
harmonic (cosine component)
and linear trend
sin(2tπ/12)t/120 Interaction between ﬁrst seasonal Y N Y
harmonic (sine component)
and linear trend
Table 2: Deterministic explanatory variables used in the time series models for temperature,
sea-level pressure or relative humidity. Columns 3 to 5 show whether a particular variable
was included in C
T
t , C
S
t and/or C
R
t (‘Y’ indicates that the variable is included, ‘N’ that it
is not included).
6Model Intercept [1] t/120 [2] cos(2tπ/12) [3] sin(2tπ/12) [4]
CCCma 3.995 ( 0.161 ) 0.264 ( 0.091 ) -0.741 ( 0.221 ) -0.887 ( 0.176 )
CSIRO 5.415 ( 0.2 ) 0.414 ( 0.115 ) -0.442 ( 0.16 ) -0.114 ( 0.145 )
MPI 2.527 ( 0.211 ) 0.459 ( 0.117 ) -0.869 ( 0.247 ) -1.469 ( 0.199 )
HC 1.84 ( 0.17 ) 0.364 ( 0.11 ) -0.59 ( 0.22 ) -0.5 ( 0.209 )
Model cos(2tπ/6) [5] sin(2tπ/6) [6] cos(2tπ/4) [7] sin(2tπ/4) [8]
CCCma 0.12 ( 0.079 ) 0.476 ( 0.074 ) 0.289 ( 0.064 ) -0.152 ( 0.068 )
CSIRO -0.5 ( 0.053 ) -0.25 ( 0.046 ) 0.068 ( 0.042 ) -0.154 ( 0.041 )
MPI -0.416 ( 0.076 ) -0.451 ( 0.066 ) 0.334 ( 0.06 ) -0.048 ( 0.06 )
HC -0.369 ( 0.093 ) 0.091 ( 0.089 ) -0.255 ( 0.076 ) -0.058 ( 0.082 )
Model cos(2tπ/3) [9] sin(2tπ/3) [10] cos(2tπ/12)t/120 [11] sin(2tπ/12)t/120 [12]
CCCma 0.052 ( 0.059 ) -0.35 ( 0.062 ) 0.03 ( 0.125 ) -0.329 ( 0.101 )
CSIRO -0.339 ( 0.041 ) -0.327 ( 0.043 ) -0.034 ( 0.091 ) -0.135 ( 0.084 )
MPI 0.465 ( 0.06 ) -0.221 ( 0.053 ) -0.304 ( 0.134 ) -0.248 ( 0.114 )
HC 0.117 ( 0.076 ) -0.245 ( 0.074 ) -0.178 ( 0.146 ) -0.186 ( 0.13 )
Model φT
1 [13] φT
2 [14]
CCCma 0.282 ( 0.056 ) 0.054 ( 0.051 )
CSIRO 0.356 ( 0.051 ) 0.281 ( 0.049 )
MPI 0.333 ( 0.052 ) 0.142 ( 0.058 )
HC 0.232 ( 0.057 ) 0.064 ( 0.056 )
Table 3: Parameter estimates (and standard errors) for equations (2,5) for Temperature.
Numbers in square brackets correspond to parameter numbers in Figure 1.
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Figure 1: Parameter estimates for temperature. Parameter number corresponds to Table 3.
The dashed blue line at 0 is provided only as a reference value.
7Model Intercept [1] cos(2tπ/12) [2] sin(2tπ/12) [3] cos(2tπ/6) [4]
CCCma 0.029 ( 0.052 ) -0.243 ( 0.075 ) 0.129 ( 0.072 ) 0.229 ( 0.074 )
CSIRO -0.036 ( 0.05 ) -0.17 ( 0.071 ) -0.08 ( 0.071 ) -0.142 ( 0.066 )
MPI 0.159 ( 0.041 ) -0.074 ( 0.061 ) 0.083 ( 0.054 ) -0.11 ( 0.063 )
HC -0.084 ( 0.048 ) -0.138 ( 0.071 ) 0.011 ( 0.066 ) 0.031 ( 0.067 )
Model sin(2tπ/6) [5] cos(2tπ/4) [6] sin(2tπ/4) [7] cos(2tπ/3) [8]
CCCma -0.29 ( 0.072 ) -0.124 ( 0.072 ) 0.192 ( 0.074 ) 0.014 ( 0.074 )
CSIRO -0.116 ( 0.075 ) -0.033 ( 0.067 ) -0.065 ( 0.074 ) 0.191 ( 0.066 )
MPI -0.112 ( 0.052 ) -0.01 ( 0.064 ) 0.233 ( 0.051 ) 0.006 ( 0.063 )
HC -0.258 ( 0.069 ) -0.017 ( 0.067 ) 0.195 ( 0.069 ) -0.111 ( 0.067 )
Model sin(2tπ/3) [9] cos(2tπ/24) [10] sin(2tπ/24) [11]
CCCma -0.052 ( 0.072 ) -0.005 ( 0.068 ) 0.163 ( 0.078 )
CSIRO -0.192 ( 0.075 ) 0.047 ( 0.073 ) 0.07 ( 0.069 )
MPI -0.171 ( 0.052 ) 0.057 ( 0.053 ) -0.066 ( 0.062 )
HC -0.034 ( 0.069 ) 0.179 ( 0.071 ) -0.066 ( 0.066 )
Table 4: Parameter estimates (and standard errors) for equation (3) for sea-level pressure.
Numbers in square brackets correspond to parameter numbers in Figure 2.
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Figure 2: Parameter estimates for sea-level pressure. Parameter number corresponds to
Table 4. The dashed blue line at 0 is provided only as a reference value.
8Model Intercept [1] t/120 [2] cos(2tπ/12) [3] sin(2tπ/12) [4]
CCCma -0.723 ( 0.135 ) -0.342 ( 0.077 ) -0.192 ( 0.195 ) 0.39 ( 0.174 )
CSIRO -0.101 ( 0.109 ) -0.128 ( 0.063 ) -0.098 ( 0.148 ) 0.285 ( 0.157 )
MPI -0.805 ( 0.164 ) -0.385 ( 0.093 ) 0.481 ( 0.229 ) 1.124 ( 0.207 )
HC -1.593 ( 0.164 ) -0.525 ( 0.109 ) 1.053 ( 0.207 ) 0.539 ( 0.227 )
Model cos(2tπ/6) [5] sin(2tπ/6) [6] cos(2tπ/4) [7] sin(2tπ/4) [8]
CCCma 0.382 ( 0.09 ) 0.155 ( 0.088 ) -0.026 ( 0.084 ) -0.168 ( 0.08 )
CSIRO -0.011 ( 0.072 ) 0.052 ( 0.076 ) -0.171 ( 0.074 ) 0.049 ( 0.07 )
MPI 0.26 ( 0.096 ) 0.101 ( 0.083 ) -0.144 ( 0.077 ) -0.098 ( 0.078 )
HC 0.436 ( 0.095 ) 0.198 ( 0.117 ) -0.027 ( 0.089 ) -0.42 ( 0.096 )
Model cos(2tπ/3) [9] sin(2tπ/3) [10] cos(2tπ/24) [11] sin(2tπ/24) [12]
CCCma -0.002 ( 0.077 ) 0.009 ( 0.075 ) 0.068 ( 0.099 ) 0.057 ( 0.098 )
CSIRO -0.083 ( 0.068 ) 0.04 ( 0.071 ) -0.069 ( 0.076 ) -0.163 ( 0.077 )
MPI -0.203 ( 0.074 ) 0.011 ( 0.064 ) -0.025 ( 0.112 ) -0.001 ( 0.105 )
HC 0.255 ( 0.079 ) 0.002 ( 0.086 ) -0.233 ( 0.128 ) 0.177 ( 0.129 )
Model cos(2tπ/12)t/120 [13] sin(2tπ/12)t/120 [14] φR [15]
CCCma -0.273 ( 0.112 ) 0.39 ( 0.099 ) 0.166 ( 0.057 )
CSIRO 0.066 ( 0.089 ) -0.084 ( 0.089 ) 0.063 ( 0.05 )
MPI 0.237 ( 0.122 ) 0.17 ( 0.124 ) 0.278 ( 0.05 )
HC 0.205 ( 0.146 ) 0.434 ( 0.143 ) 0.265 ( 0.055 )
Table 5: Parameter estimates (and standard errors) for equation (4,7) for relative humidity.
Numbers in square brackets correspond to parameter numbers in Figure 3.
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Figure 3: Parameter estimates for relative humidity. Parameter number corresponds to
Table 5. The dashed blue line at 0 is provided only as a reference value.
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Figure 4: Schematic of Bayesian model for future atmospheric time series.
3 Hierarchical model for atmospheric time series, 2071-
2100
It has been shown in Section 2 that the atmospheric sequences {Yi} corresponding to the
diﬀerent climate models have the same general structure, and that this structure can be
described using a time series model. Thus each Yi may be represented by some joint distri-
bution with density fY (·|C,θi) say, where fY is the same for all i: it is just the parameters,
θi, that diﬀer. One could imagine that, given data from more climate models, the struc-
ture of the sequences would remain essentially the same but that no two models would
yield identical θs; therefore, from a large ‘population’ of climate models one would obtain
a complete distribution of θ values, from which the θ for any individual model is drawn.
This distribution may itself be represented as a joint density fθ(θ|Θ) say, where Θ is a
vector of “hyper-parameters” characterising the distribution. Thus, under this model our
{θi,i = 1,2,3,4} are viewed as four realizations from fθ(θ|Θ). This is referred to as a
hierarchical model.
To illustrate this concept we refer to the schematic shown in Figure 4. Here, ﬁve GCMs are
considered but data are only available from two of them (numbers 3 and 5); the remainder
are regarded as “potential” GCMs. Each of the time series in the ﬁgure has a similar
structure, of a trend with oscillation. This illustrates the idea that diﬀerent GCMs yield
time series with the same basic structure but with diﬀerences in their precise statistical
properties, which can be summarised via parameters in a descriptive statistical model. For
simplicity, in Figure 4 these parameters (denoted by θ1,...,θ5) are illustrated as if drawn from
10a univariate distribution. This corresponds to the distribution fθ(θ|Θ) in the discussion
above. Within this framework, it can be seen that the distribution fθ(θ|Θ) provides a
concise and interpretable summary of climate model uncertainty. We therefore proceed to
estimate this distribution, given the observed data {Yi,i = 1,...,4}.
We will employ Bayesian inference to estimate the distributions of our time series pa-
rameters, as a hierarchical model is most easily implemented in the Bayesian framework.
In this framework, probability is the fundamental measure of uncertainty, and information
about unknown quantities is expressed via probability distributions (Gelman et al., 2003).
Thus all parameters are treated as random variables, meaning that Θ is also considered to
be drawn from a distribution. The premise of Bayesian inference is that, before observing
{Yi,i = 1,...,4} we have a prior distribution for fθ,Θ(θ,Θ). This is then updated to give
the posterior distribution fθ,Θ(θ,Θ|Y) (i.e. the distribution of the parameters given the
observed GCM output). This posterior distribution contains all the current information
about the parameters (Gelman et al., 2003). With respect to the aims of project FD2113 as
a whole, we may then
• sample from the posterior to obtain any number of parameter sets for the time series
model presented in equations (2) and (5),
• simulate from these time series models to obtain atmospheric sequences for 2071-2100.
Bayesian time series models have often been used in the ﬁeld of environmental modelling
(see, for example, Johnson and Hoeting (2003), Shaddick and Wakeﬁeld (2002) and Tonellato
(2001)). Furthermore, as discussed in the Section 1, Bayesian methods have been used to
address climate model uncertainty. However, to our knowledge, the type of hierarchical
model presented here has not previously been used to deal with climate model uncertainty
in a time series setting.
3.1 Hierarchical model
Table 6 presents a graphical representation of our model. It is shown that the regression
parameters corresponding to the explanatory variables C (i.e. the parameters in equations
(2,3,4)) are assumed to have a joint distribution. This allows us to account for correlations
between these parameters. For example, given that for the temperature sequences a sig-
niﬁcant interaction was observed between the annual cycle and the linear trend, it is very
likely that the parameters for the annual cycle and the overall shift in temperature will
be correlated. Furthermore, it is also likely that the parameters corresponding to diﬀerent
atmospheric variables will be correlated.
It is less obvious that there will be associations between the parameters in equations
(2,3,4) and the autoregressive parameters in equations (5,6,7). Thus, for simplicity, these
two sets of parameters have been modelled as independent. Furthermore, the auto-regressive
parameters corresponding to temperature, φT
1 and φT
2, are assumed to be independent of
the autoregressive parameter for relative humidity, φR. Since the error processes (eT) and
(eR) represent residuals from regression models, it is reasonable to assume that they should
be stochastically stationary (this is conﬁrmed by the parameter estimates in Tables 3 and
5). This in turn imposes some restrictions on the autoregressive parameters in the model
11Hyper-
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Table 6: The hierarchical model.
(Priestley, 1981). Speciﬁcally, for φR we require
|φ
R| < 1, (10)
and for φT
1 and φT
2 this corresponds to the ‘stationary triangle’,
φ
T
2 + φ
T
1 < 1, φ
T
2 − φ
T
1 < 1 and |φ
T
2| < 1. (11)
Finally, the covariance matrix Σ is also modelled independently. The requirement that
Σ be positive-deﬁnite makes the implementation of a hierarchical model for Σ more com-
plicated1. Thus, we do not undertake inference about Σ in the following, and acknowledge
that this is a topic that requires further work (for a possible approach see Barnard et al.
(2000) and Liechty (2004)). However, due to the independence structure presented in Table
6, not modelling Σ at this stage does not aﬀect the results for the other parameters.
3.2 Distributional assumptions
Although Table 6 presents our model in a general form, to complete its speciﬁcation we need
to assign speciﬁc distributions to the parameters and hyper-parameters without reference
to the climate model data. These are referred to as our prior distributions. These priors
represent, in some sense, an assessment of our uncertainty regarding these parameters before
observing the GCM output. The prior distributions we have chosen are presented in Table
7.
We have assumed that β is drawn from a multivariate normal distribution with mean
µβ and covariance matrix V, where µβ is itself drawn from a multivariate distribution, also
1The WinBUGS software (see Section 3.3) does not directly allow for the implantation of a hierarchical
model for a covariance matrix.
12with covariance matrix V. The Wishart distribution has been used for V
−1: this ensures
that V is positive-deﬁnite (Gelman et al., 2003).
We have chosen to set the degrees of freedom of the Wishart distribution to ν = p + 2,
where p is the number of elements in β. This is a sensible choice as, while it is required that
ν ≥ p + 1 for the density to be ﬁnite, a less informative distribution is obtained for smaller
ν (Gelman et al., 2003). The speciﬁc value of ν = p + 2 is convenient as, if
W−1 ∼ Wishart(S,ν)2 then E[W] = S
ν−p−1, giving E[V] = R. The matrix R has itself
been chosen so that β will remain in a range that is plausible, without being too restrictive.
More speciﬁcally, the diagonal elements of R were chosen so that the expected central 95%
portion of the prior for βj, (−1.96
 
2Rjj,1.96
 
2Rjj), approximately matched the range of
values that might reasonably be entertained in the absence of any GCM data. To illustrate,
consider the future shift in temperature, β1. In order to determine R11, we calculated the
minimum and maximum values β1 would take if mean temperature shifted to the highest
or lowest average monthly temperature values observed in the control period. Let us denote
these values (βmin
1 ,βmax
1 ). We then chose R11 so that (−1.96
√
2R11,1.96
√
2R11), was
approximately equal to (βmin
1 ,βmax
1 ). The interpretation of this is that in the absence of
any GCM data we consider it unlikely that the mean climate in 2070 will lie outside the
extremes observed during the control period. For parameters corresponding to seasonality, a
similar approach was taken, but in this case the minimum and maximum values for βj were
calculated on the basis of future seasonality exhibiting either twice the amplitude observed
in the control period or no amplitude at all. Oﬀ-diagonal elements of R were assumed to
be 0. We note that this does not constrain matrices sampled from the posterior for V to
be diagonal: if the data indicate strong association between diﬀerent parameters, this will
come through when the model is ﬁtted.
Speciﬁcation of the priors for the autoregressive parameters was less straightforward as
we required these parameters to remain within their stationary regions: hence φT
1, φT
2 and φR
were assigned truncated normal prior distributions. The parameters µφT
1 , µφT
2 and µφR were
chosen to be uniform over the stationary parameter space. Uniform distributions (Gelman,
2006) with positive density between 0 and 1 were chosen for σφT
1 , σφT
2 and σφR.
3.3 Inference
In this Section we give details regarding the calculation of the posterior distribution fθ,Θ(θ,Θ|Y).
To calculate this posterior distribution we use Bayes rule, which states that
fθ,Θ(θ,Θ|Y) ∝ fθ,Θ(θ,Θ)fY (Y|θ,Θ) (12)
= fθ(θ|Θ)fΘ(Θ)fY(Y|θ). (13)
Thus the distributions presented in Tables 6 and 7 do in fact completely specify the pos-
terior distribution of the parameters. However, time series likelihoods such as fY (Y|θ) are
expensive to compute due to the autocorrelations in the data, so we simplify the problem by
summarising the {Yi,i = 1,...,4} using the parameter estimates presented in Tables 3 to 5.
This simpliﬁcation is possible because these parameter estimates are Maximum Likelihood
Estimates (MLEs). MLEs are asymptotically suﬃcient statistics, meaning that they, in a
2Using the WinBUGS parameterisation (see Section 3.3)
13Hyper-
parameters V
−1 ∼ Wishart(R,ν) σφT
2 ∼ Unif(0,1) σφR ∼ Unif(0,1)
σφT
1 ∼ Unif(0,1)
µβ ∼ MV N(0,V) µφT
2 ∼ Unif(−1,1) µφR ∼ Unif(−1,1)
U = |1 − µφT
2 |
L = −U
µφT
1 ∼ Unif(L,U)
⇓ ⇓ ⇓
Parameters β ∼ MV N(µβ,V) φT
2 ∼ N(µφT
2 ,σ2
φT
2 )[−1,1] φR ∼ N(µφR,σ2
φR)[−1,1]
where u = |1 − φT
2|
β = vect(β
T,β
S,β
R) l = −u
φT
2 ∼ N(µφT
2 ,σ2
φT
2 )[l,u]
Table 7: The prior distributions for the Bayesian model. The notation f(·)[L,U] denotes a
distribution truncated at the lower and upper limits [L,U].
certain sense, summarise all the information about the θi contained in the sample (Casella
and Berger, 1990). We denote the MLEs of θi by ˆ θi. From standard results (Dobson, 2001)
we know that
ˆ θi ∼ MV N(θi,Σˆ θi), (14)
approximately. In this work the Σˆ θi have been estimated using estimating equation theory
(see Liang and Zeger (1995) for further details). By using the {ˆ θi,i = 1,...,4} as our data,
rather than the original time series, we can drastically simplify the calculation of the posterior
distributions.
However, even employing this simpliﬁcation, it is not eﬃcient to calculate the posterior
distribution analytically. Instead, we use Markov chain Monte Carlo (MCMC) methods to
simulate random observations from the posterior distributions (see Gelman et al. (2003) for
further details). Treating the {ˆ θi,i = 1,...,4} as our data, the Bayesian software WinBUGS
was used to calculate the posterior distributions of the parameters. WinBUGS is a program
for Bayesian analysis of complex statistical models using MCMC techniques (Spiegelhalter
et al., 2004), which outputs a sample from the joint posterior of all model parameters.
It is freely available at http://www.mrc-bsu.cam.ac.uk/bugs/welcome.shtml along with
supporting documentation. Three independent chains of 100,000 iterations were run after an
initial burn-in period of 10,000 iterations. The three chains were initialised from a range of
starting values, and inspection of the trace plots and the Gelman-Rubin statistics (Gelman
and Rubin, 1992) suggested that convergence to the posterior had been reached before the
end of the burn in period.
143.4 Predictive posterior distribution
Given the posterior distribution for the hyperparameters, fΘ|Y(Θ|Y), we may simulate from
the posterior predictive distribution for θ (i.e. the marginal posterior distribution for θ).
That is to say we may simulate from the distribution of θ, corresponding to the population
of climate models, rather than one of the speciﬁc models used in the analysis. To do this we
repeatedly sample from the joint posterior for the hyperparameters, fΘ|Y(Θ|Y), and then
use these values to simulate from fθ(θ|Θ) (i.e. the prior for θ given Θ). Note that we use
the prior here because, given Θ, the distribution for θ does not depend on the data.
Figures 5, 6 and 7 show samples from the posterior predictive distributions for θ
T, θ
S
and θ
R respectively, with parameter numbers again corresponding to those given in Tables 3
to 5. The parameter estimates from the four climate models, previously presented in Figures
1 to 3, are also shown. Figures 5 to 7 show that the predictive posterior distributions cover a
range well beyond that of the observed estimates for {θi,i = 1,...,4}. This is not surprising
given that data from only four climate models were used to update the relatively vague prior
distributions. Nevertheless, the prior distributions have clearly been successfully updated
by incorporating the climate model data. For example, the mean shift in temperature (i.e.
parameter 1 in Figure 5) has an interquartile range well above zero, resulting from all four
estimates for this parameter being well above zero. Similarly, the distributions for the
parameters corresponding to annual seasonality in temperature (i.e. parameters 3 and 4
in Figure 5) both exhibit an interquartile range below zero, resulting from negative values
for these parameters in all models. Further, the parameter corresponding to mean shift in
relative humidity has more of its mass below zero as a result of all four observed climate
models showing the shift to be negative. We observe however, that unlike the distribution
for mean shift in temperature, the interquartile range for mean shift in relative humidity
crosses zero. This is because the observed climate models all project a greater increase in
temperature than they do a decrease in relative humidity.
We observe that the means of the posterior distributions are generally closer to zero than
the corresponding means of the climate model parameter estimates. This results from having
hyper-parameter prior distributions with mean 0 (see Table 7), without enough climate
model data to dominate the posterior distributions. This ‘shrinkage’ towards the prior mean
shows that the posterior mean is a compromise between the prior mean and the observed
values (Gelman et al., 2003). Finally, we address an issue raised in Section 2.2, namely the
possibility that the time series model is over-ﬁtted. The results presented here show that,
should this be the case, the posterior predictive distributions for the unnecessary parameters
will be shrunk towards zero. The more climate models show a parameter to be statistically
insigniﬁcant, the greater this shrinkage will be. This justiﬁes our decision to include any
explanatory variables signiﬁcant for two or more of the four climate models.
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Figure 5: Predictive posterior distributions for θ
T. Red crosses show the parameter estimates
from the four available climate models. Parameter numbers correspond to Table 3. The
dashed blue line at 0 is provided only as a reference value.
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Figure 6: Predictive posterior distributions for θ
S. Red crosses show the parameter estimates
from the four available climate models. Parameter numbers correspond to Table 4. The
dashed blue line at 0 is provided only as a reference value.
161 2 3 4 5 6 7 8 9 10 11 12 13 14 15
−
6
−
4
−
2
0
2
4
6
Parameter number
P
o
s
t
e
r
i
o
r
 
d
i
s
t
r
i
b
u
t
i
o
n
Figure 7: Predictive posterior distributions for θ
R. Red crosses show the parameter estimates
from the four available climate models. Parameter numbers correspond to Table 5. The
dashed blue line at 0 is provided only as a reference value.
4 Daily rainfall simulation
In this work we have presented a general time series model for sequences of monthly mean
temperature, sea-level pressure and relative humidity, output by deterministic climate mod-
els. We have also presented a way to estimate the posterior predictive distributions for the
parameters in this time series model. However, the aim of project FD2113 is to simulate local
scale rainfall sequences, under scenarios of climate change. Thus to relate the work presented
in this report with the aim of the project as a whole, we apply the following methodology:
• Simulate 200 parameter sets from the predictive posterior distributions discussed in
Section 3.4. This merely requires sampling from the MCMC output obtained when
ﬁtting the model.
• Simulate 200 diﬀerent atmospheric sequences for 2071-2100 using these parameter sets.
We observe that because we have not established a posterior predictive distribution for
the covariance matrix Σ in this work, for each separate simulation Σ was taken to be
one of {ˆ Σi,1 = 1,...,4}.
• Use GLMs driven by the atmospheric sequences to simulate daily rainfall for 2071-2100.
The right hand plot of Figure 8 presents the distributions of total annual rainfall obtained
by implementing this methodology. For comparative purposes, the left hand plot presents the
distributions of total annual rainfall obtained by simulating directly from the atmospheric
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Figure 8: Annual rainfall totals for Heathrow simulated a) Conditional on all available cli-
mate model output, b) Conditional on atmospheric time series simulated using the posterior
predictive distributions.
sequences from the four climate models, as this would be a simple and easily interpretable
means of incorporating climate model uncertainty. A more sophisticated variant might be
to weight the diﬀerent climate models according to some measure of their performance (e.g.
Wilby and Harris (2006)). If these weights were interpreted as probabilities, then diﬀerent
numbers of GLM simulations could be run for each climate model to obtain an overall
distribution.
However, simply pooling the rainfall simulations from the four available climate models
would in general underestimate the true uncertainty. This is because the results would be
constrained to lie between the limits set by the available data, while there is always the
possibility that another climate model will yield more extreme projections. Therefore, as
shown in Figure 8, greater uncertainty is indicated by using the hierarchical model. We
reiterate however, that with so few models available, the results from the hierarchical model
are extremely sensitive to our choice of prior distributions.
5 Conclusion
This report provides a coherent framework with which to think about climate model uncer-
tainty with regard to future monthly mean atmospheric sequences. It provides an opportu-
nity for analysts to combine their own assessments of likely future changes with the available
climate model output in a logically consistent way.
18Initial results using this framework have shown that it can be employed eﬀectively to
simulate a range of future atmospheric sequences. There remain however a number of issues
which require further attention. Firstly, the results presented here are based on the output
from only four climate models. It is imperative that subsequent applications use a greater
number of climate models. Furthermore, because so few climate models were available, our
results are very sensitive to our choice of prior distribution. A sensitivity analysis investigat-
ing the eﬀect of diﬀerent prior distributions would be extremely informative. Nevertheless,
we reiterate that the prior distribution must represent the analyst’s beliefs about future
climate before observing the climate model data, and so there is no single ‘correct’ prior
distribution.
The methodology described here assumes that all four climate models perform equally
well. However, in principle it may be extended to accommodate control period information
from both climate models and observations, which would eﬀectively provide a handle on
which climate models are best able to reproduce particular features of past climate. This
would oﬀer the potential to reduce the uncertainty in future scenarios by downweighting
under-performing climate models.
Finally, we have shown how the framework presented in this report may be related to
local scale rainfall simulation, by using atmospheric sequences sampled from the hierarchical
model to drive the GLMs discussed in Leith (2006b). In this way we may in turn simulate
a wide range of possible future rainfall sequences, accounting for climate model uncertainty.
This is vital for any prudent assessment of future ﬂood risk.
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