Sparse inverse covariance selection is a fundamental problem for analyzing dependencies in high dimensional data. However, such a problem is difficult to solve since it is NP-hard. Existing solutions are primarily based on convex 1 approximation and iterative hard thresholding, which only lead to sub-optimal solutions. In this work, we propose a coordinate-wise optimization algorithm to solve this problem which is guaranteed to converge to a coordinatewise minimum point. The algorithm iteratively and greedily selects one variable or swaps two variables to identify the support set, and then solves a reduced convex optimization problem over the support set to achieve the greatest descent. As a side contribution of this paper, we propose a Newton-like algorithm to solve the reduced convex subproblem. Finally, we demonstrate the efficacy of our method on synthetic data and real-world data sets. As a result, the proposed method achieves state-of-the-art performance in term of accuracy.
Introduction
In this paper, we mainly focus on the following nonconvex optimization problem:
Σ, X − log det(X),
where Σ ∈ R n×n is a given symmetric covariance matrix of the input data set, · 0,off counts the number of nondiagonal and non-zero elements of a square matrix, and s is a positive integer that specifies the sparsity level of the solution. X 0 means X is positive definite. ·, · stands for the standard inner product. The optimization problem in (1) is known as sparse inverse covariance selection in the literature [9, 13] . It provides a good way of analyzing dependencies in high dimensional data and captures varieties of applications in computer vision and machine learning (e.g. biomedical image analysis [10] , scene labeling [24] , brain functional network classification [35] ). The log-determinant function is introduced for maximum likelihood estimation, and the 0 norm is used to reduce over-fitting and improve the interpretability of the model. We remark that when the sparsity constraint is absent, one can set the gradient of the objective function f (·) to zero (i.e. Σ − X −1 = 0) and output Σ −1 as the optimal solution.
Problem (1) is very challenging due to the introduction of the combinatorial 0 norm. Existing solutions can be categorized into two classes: convex 1 approximation and iterative hard thresholding. Convex 1 approximation simply replaces the 0 norm by its tightest convex relaxation 1 norm. In the past decades, a plethora of approaches have been proposed to solve the 1 norm approximation problem, which include projected sub-gradient method [8] , (linearized) alternating direction method [23, 30] , quadratic approximation method [22, 21, 12, 11] , block coordinate descent method [9, 1] , Nesterov's first-order optimal method [17, 18, 6] , primal-dual interior point method [16] . Despite the popularity of convex methods, they fail to control the sparsity of the solution and often lead to sub-optimal accuracy for the original non-convex problem. Recent attention has been paid to solving the original non-convex problem directly by the researchers [27, 33, 5, 28] .
Iterative hard thresholding method considers iteratively setting the small elements (in magnitude) to zero in a gradient descent manner. By using this strategy, it is able to control the sparsity of the solution directly and exactly. Due to its simplicity, it has been widely used and incorporated into the optimization framework of penalty decomposition algorithm [19] and mean doubly alternating direction method [7] . In [19] , it is shown that for the general sparse optimization problem, any accumulation point of the sequence generated by the penalty decomposition algorithm always satisfies the first-order optimality condition of the problem.
Recently, A. Beck and Y. Vaisbourd present and analyze a new optimality criterion which is based on coordinatewise optimality [3] . They show that coordinate-wise optimality is strictly stronger than the optimality criterion based on hard thresholding. They apply their algorithm to principal component analysis and show that their method consistently outperforms the well-known truncated power method [31] . Inspired by this work, we extend their method to solve sparse inverse covariance selection problem. We are also aware of the work [20] where a cyclic coordinate descent decent algorithm (combined with a randomized initialization strategy) is considered to solve the sparse inverse covariance selection problem. However, their method only addresses the 0 norm regularized optimization problem and it fails to control the sparsity level of the solution.
Contributions: The contributions of this work are threefold. (i) We propose a new coordinate-wise optimization algorithm for sparse inverse covariance selection (See Section 2). The algorithm iteratively and greedily selects one variable or swap two variables to identify the support set, and then solves a reduced convex optimization problem over the support set. The algorithm is guaranteed to converge to a coordinate-wise minimum point of the original nonconvex problem. (ii) An efficient Hessian-free Newton-like algorithm to solve the convex subproblem is proposed (Section 3). The algorithm is guaranteed to converge to the global optimum of the convex problem. (iii) Extensive experiments have shown that our method consistently outperforms existing solutions (Section 4).
Notations: In this paper, boldfaced lowercase letters denote vectors and uppercase letters denote real-valued matrices. We denote λ(X) ∈ R n as the eigenvalues of X in increasing order. All vectors are column vectors and superscript T denotes transpose. We denote vec(X) ∈ R n 2 ×1 as a column vector obtained by stacking the columns of the matrix X ∈ R n×n . We use X, Y and X ⊗ Y to denote the Euclidean inner product and Kronecker product of X and Y, respectively. For any matrix X ∈ R n×n and any i, j ∈ {1, 2, ..., n}, we denote by X ij the element of X in i th row and j th column and use X k to denote the k position of vec(X). Therefore, we have X ij = X (j−1)×n+i . We denote e i as a unit vector with a 1 in the i th entry and 0 in all other entries. We use j ∈ {1, 2, ..., n 2 } to denote any position in a square matrix of size n × n where n is known from the context, and use row(j) and col(j) to denote the corresponding row and column for j. We denote E j is a square symmetric matrix with the entries (row(j), col(j)) and (col(j), row(j)) equal 1 and 0 in all other ones. Note that when row(j) = col(j), we have E j = e row(j) e T col(j) + e col(j) e T row(j) .
Coordinate-wise Optimization Algorithm
This section presents our coordinate-wise optimization algorithm which is guaranteed to converge after a finite amount of iterations to a coordinate-wise minimum point [2, 3] . We denoteS(X) andZ(X) as the index of non-Algorithm 1 CWOA: A Coordinate-wise Optimization Algorithm for Sparse Inverse Covariance Selection.
Input: Sparsity level s. Output: The solution X * .
diagonally non-zero elements and zero elements of X, respectively.
First of all, we notice that when the support set S is known, problem (1) reduces to the following convex optimization problem:
Our algorithm iteratively and greedily selects one variable or swaps two variables to identify the support set S, and then solves a reduced convex sub-problem in (2) to achieve the greatest descent.
We summarize our proposed method in Algorithm 1 and have a few remarks on it below.
• Two-stage algorithm. At each iteration of the algorithm, one or two variables of the solution are updated. At the first greedy pursuit stage, the algorithm greedily picks one coordinate i ∈Z(X k ) that leads to the greatest descent fromZ(X k ). This strategy is also known as forward greedy selection in the literature [25, 34] . At the second swap coordinates stage, the algorithm enumerates all the possible pairs (i, j) with i ∈S(X k ) and j ∈Z(X k ) that leads to the greatest descent and changes the two coordinates from zero/non-zero to non-zero/zero. At both stages, once the support set has been updated, Algorithm 1 runs a convex subproblem procedure to solve (2) over the support set to compute a more 'compact' solution.
• One-dimensional sub-problem. The problems in (3) and (4) reduce to the following optimization problem:
with V = X k for (3) and V = X k −X k i ·E i for (4) . We now discuss how to simplify problem (5) . Denoting Y = V −1 , we have the following equations:
Using the fact that X 0 ⇔ det(X) 0, we have
As Σ, E j = 2Σ j = 2Σ rc , we can simplify the problem (5) to the following one-dimensional convex problem:
• Fast matrix computation. In (6), we assume that Y = V −1 is available. This can be achieved by using the follow strategy. We keep a record of X −1 in every iteration. Once the solution X is changed to T = X + σE j , one can quickly estimate the inverse of T using the wellknown Sherman-Morrison-Woodbury formula 1 , we obtain the following formulation:
• Convergence analysis. We present the convergence results for Algorithm 1, which are analogous to the results in [3] .
Let X k be the sequence generated by algorithm 1. We have the following statements. (i) The sequence of function values f (X k ) are monotonically decreasing and Algorithm 1 stops after a finite number of iterations. (ii) Algorithm 1 outputs a coordinate-wise minimum point X * with f (X * ) ≤ f (P) for every P ∈ N .
Proof. (i) Note that it takes finite iterations for any convex optimization algorithm to produce an optimal solution with a given support set. Combining with the monotonicity of Algorithm 1, this conclusion directly follows.
(ii) First of all, we define:
Clearly, we have N = N 0 ∪ N 1 ∪ N 2 . Now we assume that point X * is generated by Algorithm 1.
For the case N 0 , X * is a global optimal point generated by the convex optimization subproblem on the given support set. Therefore, f (X * ) ≤ f (X) for any X ∈ N 0 .
For the case N 2 , we notice that Algorithm 1 terminates only if after the swap coordinates stage. For any i ∈S(X * ) and j ∈Z(X * ), we have the following inequality:
Therefore, we have that N 2 = ∅, which implicates that we cannot find any swap from support set and non-support set to achieve descent on the objective value. Thus, f (X * ) ≤ f (X) for any X ∈ N 2 . For the case N 1 , Algorithm 1 must perform greedy pursuit stage before entering the swap coordinates stage. The greedy stage terminates only if for any j ∈Z(X * ),
It implies that we have selected the element that leads to greatest descent as a new member of non-zero elements when X 0 ≤ s. We conclude that f (X * ) ≤ f (X), for any X ∈ N 1 .
Therefore, we conclude that X * is a coordinate-wise minimum point of problem (1) .
Remarks: (i) Algorithm 1 can be viewed as an improved version of classical greedy pursuit method for solving the sparsity-constrained inverse covariance selection problem. Given the fact that greedy pursuit methods achieve stateof-the-art performance in varieties of non-convex optimization problems (e.g. compressed sensing [25] , kernel learning [14] , and sensor selection [15] ), our proposed method is expected to achieve state-of-the-art performance as well.
(ii) Algorithm 1 is also closely related to forward-backward greedy method in the literature [34] . To obtain the greatest descent, while forward-backward strategy considers the removal step and adding step sequentially, the swapping strategy (refer to the swap coordinates stage in Algorithm 1) considers these two steps simultaneously. Thus, the swapping strategy is generally stronger than the forwardbackward strategy.
Convex Optimization Over Support Set
After the support set has been determined, one need to solve the reduced convex sub-problem as in (2) . In what follows, we present an efficient Newton-like algorithm to tackle this problem. This method has the good merits of greedy descent and fast convergence.
Following [26, 32, 29] , we develop a quadratic approximation around any solution X for the objective function using second-order Taylor expansion:
where the first-order and second-order derivatives of the objective function f (X) can be expressed as [12] :
Then, one can compute the Newton direction D t and employ an Arimijo-rule based step size selection to ensure positive definiteness and sufficient descent of the next iterate. We summarize our Newton-like algorithm in Algorithm 2. Note that the initial point X 0 has to be a feasible solution and the positive definiteness of all the following iterates X t will be guaranteed by the step size selection procedure (see step 7 in Algorithm 3). For notational convenience, we use the shorthand notation f t = f (X t ), G t = g(X t ) and H t = h(X t ) to denote the objective value, first-order gradient, and hessian matrix at the point X t , respectively.
Algorithm 2 Newton-like Optimization to Solve (2) for Optimization Over Support Set.
1: Input: X 0 such that X 0 0 and X Z = 0. 2: Output: X t 3: Initialize t = 0 4: for t = 1 to T out do 5:
Solve the following subproblem by Algorithm 3:
Perform step-size search to get α t such that: 7:
(1) X t+1 = X t + α t D t is positive definite and 8:
(2) there is sufficient decrease in the objective.
9:
Increment t by 1 10: end for Algorithm 3 A Modified Linear Conjugate Gradient to Find the Newton Direction D as in (9) .
Computing the Search Direction
This subsection focuses on finding the search direction in (9) . With the choice of X 0 0 and X 0 Z = 0, (9) boils down to the following optimization problem:
It appears that (10) is very difficult to solve. First, it involves computing and storing an n 2 × n 2 Hessian matrix H t . Second, it is a constrained optimization program with n × n variables and |Z| equality constraints. We carefully analyze (10) and consider the following solutions. For the first issue, one can exploit the Kronecker product structure of the Hessian matrix to avoid storing it. Recall that (A ⊗ B) vec(C) = vec(BCA), ∀A, B, C ∈ R n×n . Given any vector vec(D) ∈ R n 2 ×1 , using the fact that the Hessian matrix can be computed as H = X −1 ⊗ X −1 , the Hessian-vector product can be computed efficiently as: Hvec(D) = (X −1 ⊗ X −1 )vec(D) = vec(X −1 DX −1 ), which only involves matrix-matrix computation. For the second issue, (10) is, in fact, a unconstrained quadratic program with n 2 −|Z| variables. In order to deal with the variables indexed by Z, one can explicitly enforce the entries of Z for current solution and its corresponding gradient to 0. Therefore, the constraint ∆ Z = 0 can always be satisfied. Finally, linear conjugate gradient method can be used to solve (10) .
We summarize our modified linear conjugate gradient method for computing the search direction in Algorithm 3. The algorithm involves a parameter T in controlling the maximum number of iterations. Empirically, we found that a value of T in = 5 usually leads to good overall efficiency.
Computing the Step Size
Once the Newton direction D is computed, we need to find a step size α ∈ (0, 1] in order to ensure the positive definiteness of the next iterated result, i.e. X+αD, so that a sufficient decrease of the objective function will be resulted. We use Armijo's rule and try step size α ∈ {η 0 , η 1 , ...} with a constant decrease rate 0 < η < 1 until we find the smallest t ∈ N with α = η t such that X + αD is (i) positive definite, and (ii) satisfies the following sufficient decrease condition [26] :
where 0 < σ < 0.5. In our experiments, we set η = 0.1 and σ = 0.25.
We verify positive definiteness of the solution when we compute its Cholesky factorization (taking 1 3 n 3 flops). We note that the Cholesky factorization dominates the computational cost in the step-size computations. To reduce the computation cost, we can reuse the Cholesky factor in the previous iteration when evaluating the objective function (that requires the computation of log det(X)) and the gradient (that requires the computation of X −1 ).
The following theorem provides some theoretical insights of the line search program and establishes the global convergence of Algorithm 1. Theorem 1. Let {X t } be sequences generated by Algorithm 2. Assume that X t ∈ Ω {X | I X βI}. We have the following results: (i) There exists a strictly positive constant α < min(1, C1 , C 2 ) such that the positive definiteness and sufficient descent conditions (see step 7-8 of Algorithm 2) are satisfied. Here C 1 2β 2 (tr(Σ) + n/ ) and C 2
are some constants which are independent of the current solution X t . (ii) The sequence f (X t ) is non-increasing and converges to the global optimal solution.
Proof. Firstly, noticing D is the minimizer of (10), for any α ∈ (0, 1], ∀D Z = 0, we have: 
(i) Positive definiteness condition. By the descent condition, we have
where the first step uses that fact that 1 β 2 ≤ λ(H t ) ≤ 1 2 and n/ ≥ tr(X −1 ) ≥ n/β. Solving the quadratic inequality above gives λ n (D) ≤ C 1 . If X ∈ X , then for any α ∈ (0,ᾱ) withᾱ = min{1, C1 }, we have: 0 ≺ (1 − C1ᾱ ) I X −ᾱλ n (D)I X + αD.
(ii) Sufficient decrease condition. Then for any α ∈ (0, 1], we have that
The first step uses the L-Lipschitz continuity of the gradient of F (X) that:
; the second step uses the lower bound of the Hessian matrix that Combining the positive definiteness condition, sufficient decrease condition and the fact that α ∈ (0, 1], we finish the proof.
(ii) From (13) and (12), we have:
where α is a strictly positive parameter which is specified in 13. We let ν = ασ β 2 , which is a strictly positive parameter. Summing the inequality above over i = 0, ..., t − 1 and using the fact that f (X * ) ≤ f (X t ), we have:
As t → ∞, we have D t → 0. In addition, we derive the following results:
Based on the fact that X t 0, X t Z = 0, and G t S = 0, we conclude that X t is the global optimal solution for the convex optimization problem.
Remarks: Due to the self-concordant property of the objective function [4] , there always exists a strictly positive constant such that both sufficient decrease condition and positive definite condition can be satisfied. Thus, the solution is guaranteed to be in the interior of the constraint set X 0. Problem (2) reduces to a convex composite function minimization problem [26] .
Experiments
This section demonstrates the performance of the proposed Coordinated-Wise Optimization Algorithm (CWOA) on synthetic and real-world data sets. All codes are implemented in MATLAB on an Intel 3.20GHz CPU with 8 GB RAM. For further evaluation, we provide our code in the supplementary material.
• Data sets. Three types of data sets are considered in our experiments. (i) Gaussian random data sets. We generate a data matrix Z ∈ R m×n sampled from a standard normal distribution. The parameter m is fixed to 500. The covariance matrix Σ is computed by
We consider different values for n ∈ {500, 1000, 1500, 2000} and denote the data sets as 'Gaussian-Random-n'. (ii) Sparse-structured data sets. We generate the synthetic data in a similar manner as described in [19] . Roughly speaking, we first generate a true inverse covariance matrix X * which only contains p non-zero entries with fixing p = 500. Then we inject Gaussian noise to X * to obtain a noisy covariance matrix Σ. We consider different values for n ∈ {500, 1000, 1500, 2000} and denote the data sets as 'Sparse-Structure-n'. (iii) Realworld data sets. We use four well-known real-world data sets {'isolet', 'mnist', 'usps', 'w1a'} in our experiments, all of which can be download in the LIBSVM website 2 . The size of the data sets are 7797 × 617, 10000 × 780, 9298 × 256 and 49749 × 300, respectively. We construct Σ from the data sets using the same strategy as in Gaussian random data sets.
• Compared methods. We compared the following methods. (a) QUIC applies a Newton-like method [12] to solve the convex 1 regularized problem 3 . Since this method cannot control the sparsity of the solution, we solve the convex problem where the regulation parameter is swept over 2 {−10,−9,...,10} . Finally, the solution that leads to smallest objective value after a hard thresholding projection (which reduces to setting the small values of the solution in magnitude to 0) is selected. We use the default stopping criterion for QUIC-L1. (b) ADMM directly applies alternating direction method of multipliers to solve the non-convex 0 norm problem in (1) . (c) Penalty Decomposition Algo-2 https://www.csie.ntu.edu.tw/˜cjlin/ libsvmtools/datasets 3 Code: http://www.cs.utexas.edu/˜sustik/QUIC rithm (PDA) [19] decomposes the 0 norm problem into a sequence of penalty subproblems which are solved by a block coordinate descent method 4 . (d) CWOA is proposed in this paper to solve the original 0 norm problem. We initialize the solution with
. The four methods above are denoted as QUIC-L1, ADMM-L0, PDA-L0, and CWOA-L0, respectively. We vary the parameter s with the range {30, 70, 110, 150, 190, 230, 270} . We remark that this paper pays more attention to the solution quality of the non-convex optimization problem in (1) . When 1 convex relaxation is considered, the resulting problem is strongly convex and existing convex methods will exactly lead to the same unique solution. Therefore, we only select QUIC as the representative of convex methods for comparision.
• Quantitative Comparisons. We demonstrate the accuracy of all methods by comparing their objective values in Figure 1 . We also report their responding computational time in Figure 2 .
Several conclusions can be drawn. (i) CWOA-L0 consistently outperforms existing state-of-the-art approaches in all data sets in term of accuracy. In addition, with increasing sparsity level s, the gap between our method and others becomes larger in some data sets. (ii) The solutions generated by QUIC-L1 and PDA-L0 may not always satisfy the positive definite constraint and incur much larger objective values. In addition, ADM-L0 seems to present the second best results in terms of accuracy. (iii) While the computational time of the other methods are insensitive to the change in sparsity level s, the computational time of our method scales linearly with the sparsity level. This is expected since CWOA-L0 needs to solve the reduced convex problem for at least s times. (iv) The proposed method is slower than the compared method when the s is large. However, the computational time pays off since our method achieves much lower objective values.
• Convergence Behavior. First of all, we demonstrate the convergence behavior of Algorithm 1 with different sparsity level s on different data sets in Figure 3 . Since the methods {QUIC-L1, ADMM-L0, PDA-L0} may violate positive definite constraint or the sparsity constraint and our method always generates feasible solutions (X 0 and X 0,off ≤ s) in all iterations, we do not compare the objective values for different iterations of the algorithms.
We make two important observations from these results. (i) The objective value decrease monotonically. This is because Algorithm 1 is a greedy descent algorithm. (ii)We observe from Figure 3 {7, 3, 1, 1} iterations to perform the greedy pursuit stage and swap coordinates stage, respectively. Secondly, we demonstrate the convergence behavior of Algorithm 2 on Real-World-mnist data set with different s for different iterations t = {20, 30, 50, 70} of Algorithm 1 in Figure 4 . We make two important observations from these results. (i) The objective value decreases monotonically. (ii) The objective values stabilize after the 10th iteration, which means that our algorithm has converged, and the decrease of the objective value is negligible after the 10th iteration. This implies that one may use a looser stopping criterion without sacrificing accuracy.
• A Practical Example. We consider different methods to solve the sparse inverse covariance selection problem on a processed version of the 20 newsgroups data set 5 . We expect to obtain a small relation graph with 10 edges, thus, k is set to 20 in our experiments. Two conclusions can be drawn from Figure 5 . (i) Our method achieves the lowest objective value for solving the sparse inverse covariance selection problem. (ii) While the other methods QUIC-L1, ADMM-L0 and PDA-L0 generate weak relation patterns 'food-msg', 'team-season' and 'food-msg' respectively, our method CWOA-L0 is observed to output stronger relation patterns in this example.
Conclusions
In this paper, we have developed an effective and efficient coordinate-wise optimization algorithm for solving the non-convex 0 norm sparse inverse covariance selection problem. The algorithm is guaranteed to converge to a desirable coordinate-wise minimum point. Extensive experiments have shown that the proposed method achieves state-of-the-art performance.
