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1 Overview
In joint work with Davide Gaiotto and Greg Moore [1] we recently proposed a new
connection between hyperka¨hler geometry and the counting of BPS states in supersymmetric
field theory. While the story is motivated by physics, it leads to a concrete new recipe for
constructing complete hyperka¨hler metrics on the total spaces of certain complex integrable
systems.
The aim of this note is briefly to describe what this recipe is, and to comment on some
of the issues involved in converting it into an actual theorem.
Let us briefly describe some of the highlights.
• We begin with a collection of “integrable system data” described in Section 2.1 below.
These data include a complex manifold B containing a divisor D. For example, B
could be the complex plane, and D some collection of points. The data also include a
local system of lattices Γ over B′ = B \D, from which we build a 2r-torus bundle M′
over B′, with nontrivial monodromy around D. Finally, we have a “central charge”
homomorphism Z : Γ→ C, varying holomorphically over B′. From these data we build
a simple explicit hyperka¨hler metric gsf onM′. However, the metric gsf is incomplete,
and our main interest is in complete metrics.
• Naively we might hope to complete gsf by adding some degenerate torus fibers over D,
thus extendingM′ toM⊃M′, in such a way that gsf will extend toM. However, it
seems that this is impossible: roughly speaking, gsf is too homogeneous to have such
an extension. Instead, we construct a new metric g on M′, which differs from gsf by
certain “quantum corrections.”
• The quantum corrections are obtained by solving a certain explicit integral equation,
(4.8) below. The main new ingredient in this equation is a set of integer “invariants”
Ω(γ), which should be examples of generalized Donaldson-Thomas invariants in the
sense of [2, 3]. In particular, the Kontsevich-Soibelman wall-crossing formula for gen-
eralized Donaldson-Thomas invariants, as written in [2], plays an important role in the
construction. Indeed the original motivation for this construction was an attempt to
understand the physical meaning of the formula of [2].
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• Both the metrics gsf and g depend on a real parameter R > 0; in the limit as R→∞,
the torus fibers ofM′ collapse, in either metric. The corrections g−gsf are exponentially
suppressed in R when we are away from D: so as R → ∞, g looks very close to gsf
except in a small neighborhood of the singular fibers. Near the singular fibers the
quantum corrections become large, and in particular we expect that the corrected g
can be extended over the singular fibers.
This description of g near the R → ∞ limit should be thought of as an example of a
more general picture of the geometry of Calabi-Yau manifolds near their large complex
structure limit, proposed by Gross-Wilson [4], Kontsevich-Soibelman [5] and Todorov,
motivated by the Strominger-Yau-Zaslow picture of mirror symmetry [6].
• In many examples where our recipe can be applied, it turns out that the hyperka¨hler
metrics in question were already known to exist. The example we have studied in most
detail is that of rank-2 Hitchin systems with semisimple ramification [7]. We briefly
describe that example in Section 9 below.
• Our recipe has not really been tested so far, in the sense that nobody has tried hard
to use it to get new explicit information about interesting hyperka¨hler metrics. We
believe that this should be possible: at the very least it should be possible to get a
precise asymptotic series for g as R→∞.
I thank Cesar Garza, Tom Sutherland, and the anonymous referee for very useful com-
ments and for correcting several errors in an earlier draft of this note. I would also like to
thank Davide Gaiotto and Greg Moore for a very enjoyable collaboration.
This work is supported by National Science Foundation grants DMS-1160461 and DMS-
1151693.
2 Integrable system data
2.1 Data
Our construction begins with the following data:
Data 1: A complex manifold B, of dimension r (“Coulomb branch”).
Data 2: A divisor D ⊂ B (“discriminant locus”). Let B′ = B \D (“smooth locus”). We
use u to denote a general point of B′.
Data 3a: A local system Γg over B′, with fiber a rank-2r lattice, equipped with a nonde-
generate antisymmetric integer-valued pairing 〈, 〉. Abusing notation we will also
use 〈, 〉 to denote the inverse pairing on Γ∗g (not necessarily integer-valued.)
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Data 3b: A fixed lattice Γf (possibly trivial). We sometimes think of Γf as the fiber of a
trivial local system of lattices over B′.
Data 3c: A local system Γ of lattices over B′, given as an extension
0→ Γf → Γ→ Γg → 0. (2.1)
The pairing 〈, 〉 on Γg induces one on Γ which we also denote 〈, 〉. The radical of
this pairing is Γf .
Data 4: A homomorphism Z : Γ → C, varying holomorphically over B′. For any local
section γ of Γ we thus get a local holomorphic function Zγ on B′.
Data 5: A homomorphism θf : Γf → R/2piZ.
These data are subject to several conditions:
Condition 1: Zγf is a constant function on B′ for any γf ∈ Γf . (As a consequence, the
Γ∗-valued 1-form dZ actually descends to Γ∗g; we use this in formulating
Condition 2.)
Condition 2: 〈dZ ∧ dZ〉 = 0.
Condition 3: For any u ∈ B′, the dZγ(u) span T ∗u B′.
2.2 Integrable system
The above data are enough to determine an incomplete complex integrable system, i.e. a
holomorphic symplectic manifold M′ which is a fibration over a complex base manifold B′,
with fibers complex Lagrangian tori. We now describe M′.
For any fiber Γu of Γ, let TCharu(Γ, θf) be the set of twisted unitary characters of Γu,
i.e. maps θ : Γu → R/2piZ obeying
θγ + θγ′ = θγ+γ′ + pi〈γ, γ′〉, (2.2)
agreeing with θf when restricted to Γf ⊂ Γu. TCharu(Γ, θf) is topologically a torus (S1)2r.
Letting u vary, the TCharu(Γ, θf) are the fibers of a torus bundle M′ over B′. Any local
section γ of Γ then gives a function “evaluation on γ,”
θγ :M′ → R/2piZ. (2.3)
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These are the angular coordinates on the torus fibers of M′.
Now we want to construct the complex structure and holomorphic symplectic form on
M′. For this purpose note that we have canonical functions
Zγ :M′ → C, (2.4)
pulled back from the base B′. Differentiating gives a collection of 1-forms dθγ and dZγ on
M′, which are linear in γ and vanish for γ ∈ Γf , and hence can be organized into Γ∗g-valued
1-forms dθ and dZ. Then define the complex 2-form
ω+ = − 1
2pi
〈dZ ∧ dθ〉. (2.5)
There is a unique complex structure on M′ for which ω+ is of type (2, 0). We call this
complex structure J(ζ = 0), for a reason which will emerge momentarily.
The two-form ω+ gives a holomorphic symplectic structure on (M′, J(ζ = 0)). With
respect to this structure, the projection pi : M′ → B′ is holomorphic, and the torus fibers
M′u = pi−1(u) are compact complex Lagrangian submanifolds.
2.3 Affine structures
Although we do not use it explicitly in the rest of this note, it may be useful to mention
that our data determine an S1 worth of (symplectic) affine structures on B′. Fix some
ϑ ∈ R/2piZ. Then pick a patch U ⊂ B′ on which Γg admits a basis of local sections,
γ1, . . . , γ2r, in which 〈, 〉 is the standard symplectic pairing. Also choose a local splitting
ρ : Γg → Γ of (2.1). Then the functions
fi = Re(e
iϑZρ(γi)) (2.6)
are local coordinates on U (possibly after shrinking U). The transition functions on overlaps
U ∩ U ′ are valued in Sp(2r,Z) n R2r (the Sp(2r,Z) part comes from the choice of basis of
Γg, the R2r from the choice of splitting ρ.)
3 Semiflat hyperka¨hler metric
We now impose one more condition. Recall that a positive 2-form ω on a complex
manifold is a real 2-form for which ω(v, Jv) > 0 for all real tangent vectors v.
Condition 4: 〈dZ ∧ dZ¯〉 is a positive 2-form on B′.
3.1 Semiflat metric
Fix R ∈ R+. M′ carries a canonical 2-form,
ωsf3 =
R
4
〈dZ ∧ dZ¯〉 − 1
8pi2R
〈dθ ∧ dθ〉. (3.1)
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This form is of type (1, 1) in complex structure J(ζ = 0) and positive. So the triple
(M′, J(ζ = 0), ωsf3 ) determine a Ka¨hler metric gsf onM′. In fact this metric is hyperka¨hler.
As far as I know, the first place where this was shown is in [8] (albeit in somewhat different
notation); see also [9] for a more modern account. Alternatively, though, the hyperka¨hler
property is a consequence of the twistorial construction of the metric which we will give
below.
The superscript sf stands for “semi-flat”: this terminology first appeared in [4], where it
was used to refer to an important special case introduced in [10]. The reason for the name
is that gsf is flat when restricted to any torus fiber M′u, and M′u has half the dimension of
M′.
3.2 Twistorial description of the semiflat metric
Let us now describe a different, “twistorial” way of constructing the metric gsf ; this al-
ternative description is what we will generalize in our construction of the quantum-corrected
metric g below.
Any hyperka¨hler metric on a manifold M′ determines — and is determined by — a
collection of holomorphic symplectic structures (M′, J(ζ), $(ζ)) labeled by ζ ∈ CP1. In the
general theory of hyperka¨hler manifolds all ζ are on the same footing. However, for the
hyperka¨hler manifolds we are describing in this note, the points ζ = 0 and ζ =∞ will play
a distinguished role. It is then convenient to expand $(ζ) as
$(ζ) = − i
2ζ
ω+ + ω3 − i
2
ζω+ (3.2)
where ω+, ω3 are respectively the holomorphic symplectic form and Ka¨hler form, both relative
to the complex structure J(ζ = 0).
In the particular case of the hyperka¨hler metric gsf , we have written these 2-forms ex-
plicitly above in (2.5), (3.1). We will now give an alternative description of the holomorphic
symplectic forms $(ζ) corresponding to gsf , roughly by exhibiting explicit holomorphic Dar-
boux coordinates.
Let Tu denote the complex torus of twisted complex characters of Γu. Tu has canonical
C×-valued functions Xγ (γ ∈ Γu) obeying
XγXγ′ = (−1)〈γ,γ′〉Xγ+γ′ , (3.3)
and a Poisson structure
{Xγ, Xγ′} = 〈γ, γ′〉Xγ+γ′ . (3.4)
The Tu glue together into a local system over B′ with fiber a complex Poisson torus. Let T
denote the pullback of this local system to M′.
Now we consider a section X sf of T , depending on an auxiliary parameter ζ ∈ C×. Locally
this just means a collection of “coordinate” functions
X sfγ :M′ × C× → C× (3.5)
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(defined by X sfγ = (X sf)∗Xγ, with γ a local section of Γ). We often write these functions as
X sfγ (ζ), leaving the M′ dependence implicit. X sf(ζ) is given by a simple closed formula:
X sfγ (ζ) = exp
[
piR
Zγ
ζ
+ iθγ + piRζZ¯γ
]
. (3.6)
Now a direct computation shows1
$sf(ζ) =
1
8pi2R
〈d logX sf(ζ) ∧ d logX sf(ζ)〉. (3.7)
So the X sfγ (ζ) are “holomorphic Darboux coordinates” onM′, determining the holomorphic
symplectic structures for all ζ ∈ C×, and hence the hyperka¨hler metric gsf . In short: knowing
the functions X sfγ (ζ) is equivalent to knowing the hyperka¨hler metric gsf .
A global way of thinking about this construction is to say that for each ζ ∈ C× we pull
back the structure of holomorphic Poisson manifold from T to M′, using the section X sf(ζ)
of T .2 After pullback the Poisson structure is actually nondegenerate, i.e. it arises from a
holomorphic symplectic structure.
4 Instanton corrections to X
We explained above how the semiflat section X sf can be used to construct the holomorphic-
symplectic forms $(ζ) corresponding to the semiflat metric gsf . We now want to construct a
new, “quantum-corrected” section X . In the next section we will use X to build a quantum-
corrected metric g.
4.1 BPS degeneracies and Riemann-Hilbert problem
The key new ingredient determining the quantum corrections is:
Data 6: A function Ω : Γ→ Z.
For each local section γ of Γ this gives a locally defined integer-valued function Ω(γ)
on B′. I emphasize that Ω is not required to be continuous: indeed Condition 7 below
will imply that it is generally not continuous, but jumps in a specific way (governed by the
Kontsevich-Soibelman wall-crossing formula) at real-codimension-1 loci in B′.
Ω should obey a simple parity-invariance condition:
1Note that this computation uses Condition 2, the fact 〈dZ ∧ dZ〉 = 0 — if we did not impose this
condition, then computing the right side of (3.7) would produce a term 〈dZ ∧ dZ〉/ζ2, which would not
match the form of $sf(ζ).
2Of course T is a local system of tori, not a single torus, so the last sentence does not strictly make
sense; but locally we can view X sf(ζ) as a map into the space of local flat sections of T , which is a single
holomorphic Poisson torus.
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Condition 5: Ω(γ;u) = Ω(−γ;u).
We can now formulate the key ingredient in our construction, a certain Riemann-Hilbert
problem. We need a little notation. Any γ ∈ Γu gives a birational Poisson automorphism
Kγ of Tu, defined by
K∗γXγ′ = Xγ′(1−Xγ)〈γ,γ
′〉. (4.1)
Kγ and Kγ′ commute if and only if 〈γ, γ′〉 = 0. Define a ray associated to each γ ∈ Γu,
`γ(u) := Zγ(u)R−. (4.2)
Then to each ray ` running from the origin to infinity in the ζ-plane, associate a certain
birational Poisson automorphism of Tu (first written down in [2]),
S`(u) :=
∏
γ:`γ(u)=`
KΩ(γ;u)γ . (4.3)
We call the ` for which S`(u) 6= 1 “BPS rays.” Finally, we define an antiholomorphic
involution ρ of Tu by
ρ∗Xγ = X−γ. (4.4)
Now we can formulate the Riemann-Hilbert problem. Fix u ∈ B′. We seek a map
X :Mu × C× → Tu (4.5)
with the following properties:
1. X depends piecewise-holomorphically on ζ ∈ C×, with discontinuities only at the rays
`γ(u) for γ ∈ Γu with Ω(γ;u) 6= 0.
2. The limits X± of X as ζ approaches any ray ` from both sides exist and are related by
X+ = S−1` ◦ X−. (4.6)
3. X obeys the reality condition
X (−1/ζ¯) = ρ∗X (ζ). (4.7)
4. For any γ, limζ→0Xγ(ζ)/X sfγ (ζ) exists and is real.
We expect that the X with these properties should be unique if it exists, by analogy with
what is known for similar Riemann-Hilbert problems appearing in [11, 12].
7
4.2 Solving the Riemann-Hilbert problem
To find a solution of these conditions we contemplate the integral equation
Xγ(x, ζ) = X sfγ (x, ζ) exp
[
− 1
4pii
∑
γ′
Ω(γ′;u)〈γ, γ′〉
∫
`γ′ (u)
dζ ′
ζ ′
ζ ′ + ζ
ζ ′ − ζ log(1−Xγ′(x, ζ
′))
]
.
(4.8)
For any fixed x ∈ M′, (4.8) is a functional equation for the functions Xγ(x, ·) : C× → C×.
We claim that if we find a collection of functions Xγ obeying this equation, they are a solution
of our Riemann-Hilbert problem (in other words they obey the 4 conditions set out in the
last section).
A natural way to try to produce a solution of (4.8) is by iteration, beginning with
X = X sf . In [1] we sketch a proof that this iteration indeed converges for large enough R,
to the unique solution of (4.8), under “reasonable” growth conditions on the Ω(γ;u) (stated
more precisely in [1]):
Condition 6: Ω(γ;u) does not grow too quickly as a function of γ for fixed u.
Let us make a few remarks about this:
• This approach to the Riemann-Hilbert problem was inspired by the treatment of a
similar problem in [11, 12]. At least morally speaking, ours is an infinite-dimensional
version of the one discussed there, with the group GL(K,R) replaced by the group of
symplectomorphisms of the torus T .
• Our arguments are not strong enough to give uniform convergence of the iteration as
we vary u, since Ω(γ;u) and Zγ(u) depend on u; in particular, the correct notion of
“large enough R” may depend on u. Roughly speaking, the speed of the convergence
is set by the largest e−2piR|Zγ(u)| for which Ω(γ;u) 6= 0.
• We did not give a complete proof that the Xγ obey our asymptotic Condition 4; we
expect though that it should be possible to prove it directly, at least for large enough
values of the parameter R, along similar lines to what was discussed in [11, 12]. Es-
sentially the idea is that for large R the integrals in (4.8) have a finite limit as ζ → 0:
this is easy to check directly if we replace X by X sf , and we expect that this property
should be preserved by the iteration.
• The Xγ are “quantum-corrected” versions of the original functions X sfγ . As with the
X sfγ , the Xγ can be thought of as Xγ = X ∗Xγ for some section X of the complex torus
bundle T .
4.2.1 Sums over trees
We also give a formula for a solution Xγ of (4.8) as a sum over certain iterated integrals,
as follows. (It is not clear at the moment whether this sum actually converges or gives
instead only an asymptotic series.)
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We first introduce Q-valued invariants related to the Ω(γ) by a “multi-cover formula”
[2],
c(γ) =
∞∑
n=1
Ω(γ/n)
n2
. (4.9)
(Here we take Ω(γ/n) = 0 by definition whenever n does not divide γ.) We consider rooted
trees, with edges labeled by pairs (i, j) (where i is the node closer to the root), and each
node decorated by some γi ∈ Γ. Let T denote such a tree. Define a weight attached to T by
c(T ) = 1|Aut(T )|
∏
i∈Nodes(T )
c(γi)
∏
(i,j)∈Edges(T )
〈γi, γj〉. (4.10)
Let γT denote the decoration at the root node of T . We define a function GT (x, ζ) on (a
patch of) M inductively as follows: deleting the root node from T leaves behind a set of
trees Ta, and
GT (x, ζ) = 1
4pii
∫
`γT
dζ ′
ζ ′
ζ ′ + ζ
ζ ′ − ζX
sf
γT (x, ζ
′)
∏
a
GTa(x, ζ ′). (4.11)
Then a formal solution of (4.8) can be given as
Xγ(x, ζ) = X sfγ (x, ζ) exp
[∑
T
〈γ, γT 〉c(T )GT (x, ζ)
]
. (4.12)
4.3 Wall-crossing formula
Define the “locus of marginal stability” by
W = {u : ∃γ1, γ2 with Ω(γ1;u) 6= 0,Ω(γ2;u) 6= 0, Zγ1(u)/Zγ2(u) ∈ R+} ⊂ B′. (4.13)
This W is a union of countably many components (“walls”) each of which has real codimen-
sion 1 in B′. For our construction to work, the integers Ω(γ;u) must jump as u crosses any of
these walls. More precisely, they must jump in accordance with the celebrated wall-crossing
formula of Kontsevich and Soibelman [2]. We now describe this formula, essentially following
[2], with a few slight adaptations to our context.
Let V be a strictly convex cone in C with apex at the origin. Then for any u /∈ W , define
AV (u) =
∏
γ:Zγ(u)∈V
KΩ(γ;u)γ =
∏
`⊂V
S`(u), (4.14)
where the product is taken in order of increasing argZγ(u). AV (u) is a birational Poisson
automorphism of Tu.
3 Knowing AV (u) is sufficient to determine the Ω(γ;u) for γ with
Zγ(u) ∈ V ; thus we can think of AV (u) as a sophisticated kind of generating function.
Define a V –good path to be a path p ⊂ B′ along which there is no point u with Zγ(u) ∈ ∂V
and Ω(γ;u) 6= 0. (So as we travel along a V –good path, no BPS rays enter or exit V .)
3This statement needs a little amplification since the product in (4.14) may be infinite. One should
more precisely think of AV (u) as living in a certain prounipotent completion of the group generated by
{Kγ}γ:Zγ(u)∈V as explained in [2].
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Condition 7: If u and u′ are the endpoints of a V –good path p, then AV (u) and AV (u′)
are related by parallel transport in T along p.
Condition 7 is essentially the wall-crossing formula of Kontsevich and Soibelman [2]. It
is strong enough to determine all Ω(γ;u), if we have Data 1–4 and also know the Ω(γ;u0) for
some fixed u0. In fact, at first sight it might seem to imply simply that Ω(γ;u) are locally
constant functions of u on B′. This is almost right: what it actually implies is that Ω(γ;u)
are locally constant functions of u on B′ \W . The point is that when u hits W the order
of the factors in the product (4.14) is changed; as a result, for AV to remain constant, the
individual factors must in general also change. In other words, the Ω(γ;u) must jump.
Condition 7 determines precisely how the Ω(γ;u) jump when u crosses some component
of W . It is in this sense that it is a wall-crossing formula.
4.4 Absence of unwanted jumps in X
Under this condition, let us revisit the solution X of the Riemann-Hilbert problem, and
now vary the point u ∈ B as well as ζ ∈ C×. We have already noted that for any fixed u, X
is discontinuous along the BPS rays. Letting u vary this becomes the statement that X is
discontinuous along the locus
L = {(u, ζ) : ∃γ ∈ Γu with Zγ(u)/ζ ∈ R− and Ω(γ;u) 6= 0} ⊂ B′ × C×. (4.15)
If Condition 7 is not obeyed, it is straightforward to show that these cannot be the only
discontinuities of X : there must be additional jumps when u meets the walls of marginal
stability W ⊂ B′. Such additional jumps would be a problem for our construction of the
corrected hyperka¨hler metric below.
On the other hand, if Condition 7 is obeyed, then we claimed in [1] that X is actually
continuous. This statement would follow directly from uniqueness of the solution of our
Riemann-Hilbert problem, since Condition 7 says that the two Riemann-Hilbert problems
we obtain by approaching the wall W from two sides are actually the same.
5 Corrected metric
5.1 Construction
Having defined the section X (ζ) of T , we are ready to describe the corrected hyperka¨hler
metric g. The idea is similar to one we used above in our description of gsf . Namely, for each
ζ ∈ C×, we use X (ζ) to pull back a holomorphic symplectic structure $(ζ) from T toM′. As
we have noted, X (ζ) is not continuous; it has jumps along the locus pi−1(L) ⊂M′×C×, given
by (4.6). Fortunately this jump is by composition with a Poisson morphism of T , and thus
does not affect $(ζ). So $(ζ) is continuous, and depends holomorphically on ζ ∈ C×. In order
to define an honest holomorphic symplectic structure, $(ζ) should also be nondegenerate.
One expects this to be true at least for large enough R, since it is true for X sf and X differs
from X sf only by corrections that are exponentially suppressed at large R.
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Now our key claim is that
$(ζ) is of the form (3.2), where (ω±, ω3) are symplectic forms defining a hyperka¨hler
structure on M′.
This is our construction of the new hyperka¨hler metric g on M′.
5.2 Twistor space
Let us make a few comments about how the claim above is motivated. One obvious
necessary condition is $(−1/ζ¯) = $(ζ). This follows from the reality condition (4.7) (property
3 of the Riemann-Hilbert problem). We also need to see that $(ζ) has only a simple pole at
ζ = 0 (hence also at ζ = ∞.) This follows from our asymptotic condition on X (property
4 of the Riemann-Hilbert problem). So $(ζ) indeed determines a complex 2-form ω+ and a
real 2-form ω3. Of course this is still not enough to guarantee that these 2-forms fit together
into an hyperka¨hler structure on M′. The most delicate point is to show that indeed they
do.
For this we use the “twistor space” construction [13, 14]. We consider the space Z =
M × CP1. The 2-form $ equips Z with a complex structure for which the projection
to CP1 is holomorphic, and a fiberwise holomorphic symplectic form (globally twisted by
O(2)), obeying an appropriate reality condition. Moreover Z has a family of distinguished
holomorphic sections labeled by points x ∈ M′, given by the tautological-looking formula
sx(ζ) = (x, ζ). In this situation, the twistor space construction promises us a hyperka¨hler
metric onM′, provided that the normal bundle N(sx) to each such section is a direct sum of
copies of O(1). This condition on the normal bundle is the most delicate part of the story;
we argue in [1] that it is a consequence of the asymptotic conditions obeyed by the section
X as ζ → 0.
5.3 Improvement of singularities
So far we have described how to construct a “quantum-corrected hyperka¨hler metric” g
onM′. The reader may be wondering why we have bothered to do so much work. After all,
we already had a perfectly good hyperka¨hler metric gsf on M′.
However, gsf has one important deficiency (in all but the most trivial examples): it is
incomplete. The reason for this incompleteness is the fact that gsf is defined only on M′,
which has smooth torus fibers over all points of B′ ⊂ B, but does not include fibers over
points of the “singular locus” D ⊂ B. Typically one can complete M′ topologically to a
naturalM, with a projection pi :M→ B, such that the fiber over a point of D is some kind
of degenerate torus. One might then try to extend gsf to a metric on the whole M. This
however appears to be impossible.
One answer to the question “why is g better than gsf?” is that, if Ω is chosen appro-
priately, we expect that g does admit an extension to a metric on M, which in many cases
will be complete. So morally the statement is that the quantum corrections “improve” the
behavior of the metric near the singular locus D. We will discuss an example in the next
section.
11
6 Ooguri-Vafa metric
In [1] we discussed a model example of this phenomenon of improvement of singularities.
Fix some constant Λ ∈ C (which enters the story in a trivial way: it is safe to fix Λ = 1 if
you prefer.) We choose our data as follows:
Data 1: B is the disc {|u| < |Λ|}.
Data 2: The discriminant locus is D = {u = 0} ⊂ B. So B′ is the punctured disc.
Data 3: Γ = Γg is a local system of rank-2 lattices over B′. With respect to a local basis of
sections (γm, γe), with 〈γm, γe〉 = 1, the monodromy around the puncture u = 0 is
γe → γe, γm → γm + γe. Γf is trivial.
Data 4: With respect to the same local basis of sections, Zγe(u) = u, Zγm(u) =
1
2pii
(u log u
Λ
−
u). Note that analytically continuing around u = 0 we get Zγm → Zγm + Zγe ,
consistent with the monodromy of Γ; in other words Z is really globally defined.
Data 5: Since Γf is trivial, θf is trivial.
Data 6: For all u, we have Ω(γ;u) =
{
1 for γ ∈ {γe,−γe},
0 otherwise.
In this case our construction can be carried out very explicitly (for any value of the
parameter R): the integral equation (4.8) becomes simply an integral formula, or said oth-
erwise, the iterative procedure of finding a solution actually terminates after a single step.
So in this case we know the functions Xγ exactly. Applying our construction then yields an
hyperka¨hler metric g on a torus fibration M′ → B′, which can be written down explicitly
(it involves Bessel functions, but nothing worse). This is worked out in detail in [1].
Moreover, g admits an explicit smooth extension to a fibration M→ B, where M\M′
consists of the fiber over u = 0, a nodal torus. This extended g coincides with the well-known
“Ooguri-Vafa metric,” first written down in [15]. So in this case our construction is a new
picture of the hyperka¨hler structure on this known space.
One important drawback of this example is that it is only local — it is incomplete thanks
to the boundary of the disc B, and (as far as I know) has no suitable extension beyond this
boundary. This drawback is eliminated in more interesting examples. On the other hand
this example is extremely simple and computable, thanks to the fact that the γ for which
Ω(γ;u) 6= 0 generate an isotropic lattice for 〈, 〉. Sadly, this virtue is also eliminated in more
interesting examples.
7 More general singular loci
In more interesting examples we cannot so easily study the behavior of the metric on
M′ near the singular loci on B. Nevertheless, we expect that the Ooguri-Vafa metric just
discussed gives a kind of local model for what happens generally near the most generic kind
of singular locus. Namely, consider some component D0 ⊂ D, where
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• Zγ0(u)→ 0 for some specific γ0,
• Ω(γ0;u) = 1 for all u in a neighborhood of D0,
• γ0 is primitive (i.e. there exists some γ′ with 〈γ0, γ′〉 = 1),
• the monodromy of Γ around D0 is of “Picard-Lefshetz type”, i.e.
γ → γ + 〈γ, γ0〉γ0. (7.1)
The most essential difference between this situation and the Ooguri-Vafa metric we just
discussed is that we no longer require that Ω(γ;u) = 0 for all γ 6= ±γ0. Still, near D0 and
for large enough R, the quantum corrections coming from the charge γ0, with Ω(γ0;u) = 1,
should dominate all others, and so g should become similar to the Ooguri-Vafa metric. In
particular, at least for large enough R, g should admit a smooth extension over D0. This
remains to be rigorously understood. I emphasize that it depends crucially on the condition
Ω(γ0;u) = 1; otherwise we would have no reason (either mathematical or physical) to expect
such a smooth extension of g to exist.
All of the above admits an extension to the case where γ0 is not primitive, but rather
is k times a primitive vector. In this case, instead of being smooth, we expect that the
completed (M, g) has some mild singularities: there should be k orbifold singularities of
type Ak−1 lying over D0. This is still a significant improvement over the behavior of gsf .
The behavior of g near higher-codimension strata on D is more mysterious and should be
very interesting. At the moment it is not clear (at least to me) how to use our construction
to get really new information about it.
8 Pentagon
The next simplest example is already much more nontrivial. We fix a constant Λ ∈ C×
(which enters the story in a trivial way: it is safe to fix Λ = 1 if you prefer.)
Data 1: B is the complex plane, coordinatized by u.
Data 2: The discriminant locus is D = {u = ±2Λ3} ⊂ B. So B′ is the twice-punctured
plane.
Data 3: Introduce a family of complex curves
Σu = {y2 = z3 − 3Λ2z + u} ⊂ C2. (8.1)
For u ∈ B′, Σu is a noncompact smooth genus 1 curve. Define Γu = H1(Σu,Z). Γu
is a rank 2 lattice, the fiber of a local system Γ over B′. It is equipped with the
intersection pairing 〈, 〉. Γf is trivial.
Data 4: Introduce the 1-form λ = y dz. λ is a holomorphic 1-form on Σu, which would be
meromorphic if extended to the compactification of Σu (it has a pole of order 6 at
the point at infinity, with zero residue). Then for γ ∈ Γu,
Z(γ) =
1
pi
∮
γ
λ. (8.2)
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Data 5: Since Γf is trivial, θf is trivial.
Data 6: B is divided into two domains Bin and Bout (also sometimes called “strong coupling”
and “weak coupling” respectively) by the locus
W = {u : Z(Γu) is contained in a line in C} ⊂ B. (8.3)
See Figure 1. Since Bin is simply connected we may trivialize Γ over Bin by primitive
Figure 1: The space B in the example of Section 8, divided into two chambers by a wall.
cycles γ1, γ2 which collapse at the two points of D. We choose them so that
〈γ1, γ2〉 = 1. The set {γ1, γ2} does not extend to a global trivialization of Γ, since it
is not invariant under monodromy. However, the set {γ1, γ2, γ1+γ2,−γ1,−γ2,−γ1−
γ2} is invariant under the monodromy around infinity. Therefore the following
definition of Ω makes global sense:
For u ∈ Bin, Ω(γ;u) =
{
1 for γ ∈ {γ1,−γ1, γ2,−γ2},
0 otherwise.
(8.4)
For u ∈ Bout, Ω(γ;u) =
{
1 for γ ∈ {γ1,−γ1, γ2,−γ2, γ1 + γ2,−γ1 − γ2},
0 otherwise.
(8.5)
All of our conditions on the data are more or less trivial to check. The most interesting one
is the wall-crossing formula (Condition 7). Here the question is: choosing uin,out to be two
nearby points on opposite sides of W , and choosing V to be a narrow sector which contains
the rays `γ1(u) and `γ2(u) both for u = uin and for u = uout, do we have
AV (uin) = Kγ1Kγ2 ?= Kγ2Kγ1+γ2Kγ1 = AV (uout). (8.6)
This identity is indeed true: it is the “pentagon identity” given in [2]. This identity can
easily be checked by hand. We remark in passing that (as also noted in [2]) this identity
is also closely related to the five-term identity of the dilogarithm function and its quantum
counterpart (see e.g. [16, 17].)
This example has the virtue that for every u only finitely many Ω(γ;u) are nonvanishing.
This may lead to some technical simplifications (although we emphasize that there should
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be no essential difference between this case and the case where there are infinitely many
nonvanishing Ω(γ;u), so long as the Ω(γ;u) grow slowly enough with γ).
As we commented in the previous section, we expect that the metric g on M′ in fact
extends to a complete metric on a spaceM, obtained fromM′ by adding nodal torus fibers
over the two points of D, and that the metric around either of these nodal fibers looks like
the Ooguri-Vafa metric.
We believe that this complete metric actually has another name: it is the metric on a
certain moduli space of rank-2 Higgs bundles on CP1 with an irregular singularity at ∞.
This point of view is discussed at some length in [7]. Also, for any ζ ∈ C×, the complex
manifold (M, J(ζ)) is isomorphic to a partial compactification Mcyc0,5 of M0,5, consisting of
5-tuples of points (z1, . . . , z5) on CP1 where zi 6= zi+1 (with i taken mod 5). Our description
of this space is then closely related to the discussion in [18].
9 Hitchin systems
Finally I briefly describe a more geometric family of examples, considered in [7].
Fix a compact complex smooth curve C¯. Fix n > 0 marked points zi ∈ C¯, and let
C = C¯ \ {z1, . . . , zn}. Also fix parameters mi ∈ C and m(3)i ∈ R/2piZ associated to the
marked points. Assume the mi and m
(3)
i generic (in particular, the mi should be linearly
independent over Q.)
Data 1: B is the space of meromorphic quadratic differentials φ2 on C¯ with double poles at
each zi, of residue m
2
i . (So B is a complex affine space.) To stay consistent with
our previous notation we will use either u or φ2 to denote a point of B.
Data 2: D ⊂ B is the locus of φ2 which have at least one non-simple zero. So B′ is the
locus of φ2 having only simple zeroes.
Data 3: Let T ∗C be the holomorphic cotangent bundle to C. For any fixed u ∈ B, consider
the noncompact complex curve
Σu = {(z ∈ C, λ ∈ T ∗zC) : λ2 = φ2(z)} ⊂ T ∗C. (9.1)
For u ∈ B′, Σu is smooth. The obvious projection pi : Σu → C is a double covering,
branched over the zeroes of φ2. Σu has a natural compactification Σ¯u with a
projection p¯i : Σ¯u → C¯.
Σu is equipped with the involution λ 7→ −λ. Define Γu to be the subgroup of
H1(Σu,Z) odd under this involution. Γu is the fiber of a local system Γ over B′. It
is equipped with the intersection pairing 〈, 〉. Γf ⊂ Γ is the radical of the pairing
〈, 〉, which has rank n. This radical does not undergo any monodromy as we vary
u, so we can think of Γf as a single fixed lattice rather than a local system. Finally,
Γg = Γ/Γf .
Data 4: By slight abuse of notation let λ denote the Liouville (tautological) 1-form on T ∗C.
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Then for γ ∈ Γu, define
Z(γ) =
1
pi
∮
γ
λ. (9.2)
Data 5: The 1-form λ restricted to Σu extends meromorphically to Σ¯u, with simple poles
at the two preimages of zi; let z
±
i ∈ Σ¯u denote the preimage at which λ has residue
±mi. The lattice Γf has one generator γi,f for each puncture zi, given by the sum
of a counterclockwise loop around z+i and a clockwise loop around z
−
i . We define
θf by
θf(γi,f) = m
(3)
i . (9.3)
Data 6: The invariants Ω(γ;u) are defined in terms of the quadratic differential φ2, as
follows.
For any ϑ ∈ R/2piZ, define a ϑ-trajectory of φ2 to be a real curve c ⊂ C such that,
for any real tangent vector v to c, φ2(v⊗v) ∈ e2iϑR+; call a ϑ-trajectory maximal if
it is not properly contained in any other ϑ-trajectory. The maximal ϑ-trajectories
make up a singular foliation of C, with three-pronged singularities at the zeroes of
φ2.
Define the mass of a maximal ϑ-trajectory c to be
∫
c
|√φ2|. A generic maximal ϑ-
trajectory has infinite mass; we are interested in the exceptional trajectories which
have finite mass. Let a finite ϑ-trajectory be a maximal ϑ-trajectory with finite
mass, and a finite trajectory be a pair (c, ϑ) where c is a finite ϑ-trajectory. Finite
trajectories come in two types:
• Saddle connections : these are finite trajectories c which “run from one zero
of φ2 to another,” i.e., their boundary c¯ \ c consists of two points (which are
then necessarily zeroes of φ2).
• Closed loops : these are finite trajectories c with the topology of S1. When
such a trajectory occurs it sits in a 1-parameter family of such trajectories,
sweeping out an open annulus on C.
Given a finite trajectory (c, ϑ), define its lift `(c, ϑ) to be the closure of pi−1(c) on
Σ. `(c, ϑ) has no boundary; it is a single loop if (c, ϑ) is a saddle connection (it
is enlightening to draw a picture to see why), and the disjoint union of two loops
if (c, ϑ) is a closed loop. The 1-form e−iϑλ is real and nonvanishing on `(c, ϑ);
hence it induces an orientation on `(c, ϑ). Note that if (c, ϑ) is a finite trajectory
then (c, ϑ + pi) is as well, and `(c, ϑ) differs from `(c, ϑ + pi) only by orientation
reversal. By construction, `(c, ϑ) is invariant under the combination of the deck
transformation λ 7→ −λ and orientation reversal.
For any γ ∈ Γu, let SC(γ;u) be the set of all saddle connections (c, ϑ) with
[`(c, ϑ)] = γ, and let CL(γ;u) be the set of all isotopy classes of closed loops
(c, ϑ) with [`(c, ϑ)] = γ. Now finally we can define
Ω(γ;u) = #SC(γ;u) − 2#CL(γ;u). (9.4)
16
(The strange-looking coefficients +1 and −2 here are really necessary — otherwise
the wall-crossing formula (Condition 7) would not be satisfied!)
These data satisfy all of our Conditions 1-7. The most difficult to see are the last two.
Condition 6 follows from known results on quadratic differentials [19, 20] which say Ω(γ;u)
grows at most quadratically as a function of the coefficients of γ. The wall-crossing formula
(Condition 7) follows from a sort of inversion of the logic we have followed up to this point:
namely, below we will give a direct description of the complex spaces (M, J(ζ)) and the
functions Xγ(x, ζ) thereon which solve the Riemann-Hilbert problem and are continuous
except at the BPS rays. The existence of such functions Xγ(x, ζ) then implies the wall-
crossing formula (following the discussion of Section 4.4).
In [7] we argued that the hyperka¨hler space M in this example is a space of solutions
of Hitchin equations on C¯, with gauge group PSU(2), and with ramification at the marked
points zi (with semisimple residues). This is a much-studied space, considered in particular
in [21, 22, 23, 24]. In particular, it is known that the complex spaces (M, J(ζ)) are moduli
spaces of PSL(2,C) connections on C, with fixed eigenvalues of monodromy around zi, given
by µ± = exp(±2pii(ζ−1mi −m(3)i − ζm¯i)).
The Xγ(x, ζ) in this example are essentially functions considered earlier by Fock-Goncharov
in [25], themselves complexifications of the “shear coordinates” familiar in Teichmu¨ller the-
ory. The main issue in identifying the Fock-Goncharov coordinates with our Xγ(x, ζ) is
to prove that the Fock-Goncharov coordinates have the correct asymptotic behavior as
ζ → 0,∞. This is accomplished by applying the WKB approximation to a family of flat
connections on C of the form ∇(ζ) = ϕ/ζ +D + ϕ¯ζ.
There is a generalization of this story to encompass quadratic differentials with poles
of order greater than 2, also considered in [7]. This generalization in particular includes
the “pentagon” example of Section 8; it corresponds to considering quadratic differentials
ϕ2 = (z
3 − 3Λ2z + u)dz2 on CP1, with order-7 poles at z =∞.
Finally, we have extended many aspects of this story to the case of Hitchin equations with
higher rank gauge group PSU(K) [26]. In this case the coordinate functions Xγ involve more
general coordinate systems than those which were described explicitly by Fock-Goncharov
in [25]; conjecturally the Xγ exhaust the set of cluster coordinate systems.
10 DT invariants
Finally let us briefly consider another viewpoint on this story, which is really where it
began. The physical perspective on our construction makes clear that it should be closely
related to the theory of generalized Donaldson-Thomas invariants (henceforth just “DT
invariants.”) In this section I briefly sketch that relation and a few examples.
10.1 The dictionary
In the theory of DT invariants, one begins with a triangulated category D and constructs
the space Stab(D) of Bridgeland stability conditions on D [27]. Under some further condi-
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tions4 on D, one then expects to be able to construct DT invariants depending on a point of
Stab(D) [3, 2], whose dependence on the point of Stab(D) is governed by the wall-crossing
formula. In what follows I assume some familiarity with this story and formulate the ex-
pected dictionary between the hyperka¨hler data in our construction and the theory of DT
invariants. Many aspects of this dictionary are also described in Section 2.7 of [2].
We need a few technical preliminaries to “harmonize” the two sides first:
• On the hyperka¨hler data side: suppose given an example of our Data 1-6 obeying our
Conditions 1-7. Fix a basepoint u0 ∈ B′. Let B˜′ denote the universal cover of B′. Over
this cover we may globally trivialize the local system Γ, thus identifying all of its fibers
with Γu0 . The fiberwise homomorphism Z : Γ→ C can thus be thought of as a family
of homomorphisms from the fixed lattice Γu0 to C, depending on a point u˜ ∈ B˜′,
Z(u˜) : Γu0 → C. (10.1)
• On the DT theory side: suppose given an appropriate category D. Stab(D) is a
complex Poisson manifold, carrying a natural “forgetful” map to Hom(K(D),C) which
is a local Poisson isomorphism [27]. We will consider a single connected component
Stab0(D) ⊂ Stab(D).
We then have the following expected dictionary:
DT theory hyperka¨hler data
K(D) Γu0
Euler pairing 〈·, ·〉
stability functions Z : K(D)→ C Z(u˜) : Γu0 → C
DT invariants of D c(γ) ∈ Q from (4.9)
a quotient of a Lagrangian L ⊂ Stab0(D) B′
??? B
??? θf
This dictionary has one especially awkward feature: starting from the category D it is not
at all clear how to choose the complex Lagrangian submanifold L. Because of this problem,
at the moment we do not really have a recipe which begins with D alone and constructs a
corresponding hyperka¨hler space. In particular examples which we do understand, L always
has some nice geometric meaning (see the next section). It would be very interesting to
understand how to get L in a purely categorical way.
10.2 Examples
For many examples of our construction of hyperka¨hler metrics (probably in all the ex-
amples that come from an underlying supersymmetric quantum field theory, which includes
all of the examples discussed so far in this note), we expect that there is some triangulated
category D, fitting into the above dictionary. Let us now describe a few examples:
4which I am unfortunately not competent to summarize
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• LetD be the category of finite-dimensional modules over the Ginzburg dg algebra of the
A2 quiver. In recent work of Sutherland [28], one connected component Stab
0(D) ⊂
Stab(D) is identified with the universal cover of the total space of a particular C×
bundle over the moduli space M1,1 of elliptic curves. This result fits well into the
above dictionary: indeed we claim that the hyperka¨hler data corresponding to the
category D is that of the “pentagon” example of Section 8 above. The elliptic curves
appearing in Sutherland’s picture are the curves Σu of Section 8.
• Recent work of Bridgeland and Smith [29] is also relevant to this dictionary.
Begin with a real compact 2-manifold C, with n > 1 marked points. From the com-
binatorics of ideal triangulations of the curve C, one can build an associated quiver
Q(C), using a superpotential function first written down by Labardini-Fragoso [30].5
Let D(C) be the derived category of finite-dimensional modules over the Ginzburg dg
algebra of Q(C). Bridgeland and Smith show (roughly — for the precise statement
see [29]) that there is a component Stab0(D(C)) ⊂ Stab(D(C)), such that a point of
Stab0(D(C)) corresponds to a choice of complex structure on C and a meromorphic
quadratic differential thereon, with double poles at the marked points. Among other
things, this provides a family of nontrivial examples of categories D where one has a
geometric interpretation for at least a component of Stab(D).
This result fits in well with the dictionary proposed above: it is consistent with the
idea that the categories D(C) correspond to the hyperka¨hler data described in Section
9. Moreover, revisiting Section 9 we see that the mysterious Lagrangian subspace
L ⊂ Stab(D(C)) appearing in the dictionary has a nice meaning here: it corresponds
to fixing a particular complex structure on C and a choice of residues at the marked
points on C.
Bridgeland and Smith also consider a generalization corresponding to allowing mero-
morphic quadratic differentials with higher-order poles. This generalization in partic-
ular gives another proof of Sutherland’s results from [28] (by considering quadratic
differentials on CP1 with a single pole of order 7).
• More ambitiously, at least on physical grounds we expect that given a complete non-
compact Calabi-Yau threefold X, both sides of this dictionary should exist. Roughly
speaking, D = D(X) should be an appropriate version of the Fukaya category of X;
B should be the moduli space of complex structures in X; Γ should be H3(X,Z); Z
should be the period map; c(γ) should be DT invariants counting special Lagrangian
3-cycles in X. The Lagrangian submanifold L is the period domain of X; the fact that
it is Lagrangian is essentially Griffiths transversality. Finally, the hyperka¨hler space
M built by our construction is some version of the family of intermediate Jacobians
of X (I say “some version” because we are dealing with non-compact X).
The examples studied by Bridgeland and Smith, i.e. the examples of Section 9 above,
also fall into this class. The Calabi-Yau threefold X(C) in this case is a conic bundle
over the curve C, appropriately modified at the marked points; the Fukaya category
5This quiver and superpotential also appeared in the physics literature [31].
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D(X(C)) is equivalent to the category D(C) mentioned above. This equivalence will
also be explained in upcoming work of Bridgeland and Smith.
(Incidentally, following through our various claims about the hyperka¨hler space M in
these examples, we see that on the one hand M should be a version of the family of
intermediate Jacobians of X(C), while on the other hand M should be the PSU(2)
Hitchin system on C, with ramification at the marked points. So our claims would
imply that these two integrable systems the same. This equivalence is not really novel:
a version of it without the marked points was described in [32], a fact which gives us
some additional confidence in our whole picture.)
For general X, it is not clear a priori that the DT invariants will grow slowly enough
to satisfy our Condition 6. Nevertheless, on physical grounds we would expect the
hyperka¨hler manifold M to exist for general X.6 Thus we expect that either the
DT invariants do in fact grow slowly enough for us to prove that the Riemann-Hilbert
problem has a solution, or they grow more quickly but have some hidden extra structure
that allows the Riemann-Hilbert problem to have a solution anyway.
• Finally let me describe a non-example. It is natural to ask: what if we let D be the
Fukaya category of a compact Calabi-Yau threefold X — will there be corresponding
hyperka¨hler data then? It seems that the answer is “yes” — we can define the data
by the same recipe as we use for non-compact X — but these data would not satisfy
precisely our Conditions 1-7. In particular, Condition 4 (positive definiteness) will
certainly be violated. However, this violation is of a rather controlled sort; there is
just one negative direction. So, were this the only difficulty, the expected consequence
would be that the space M we obtain is not hyperka¨hler but pseudo-hyperka¨hler,
with one negative direction. (M in this case is the family of intermediate Jacobians
of X, fibered over the moduli space of polarized complex structures on X. These
intermediate Jacobians are quotients of H3,0 ⊕H2,1(X), and the negative direction is
coming from H3,0(X); it is related to the fact that when equipped with its “Griffiths”
complex structure, the intermediate Jacobian is not principally polarized.) However,
there is also a second, more serious difficulty: the invariants Ω(γ) counting special
Lagrangian 3-cycles in X are expected to grow very quickly as functions of γ (roughly
Ω(γ) ∼ exp c‖γ‖2), badly violating our Condition 6. As a result it is far from clear
whether our construction of hyperka¨hler metrics should be directly applicable to this
situation.
This difficulty is in some sense anticipated in the physics literature. Indeed, physics
does not predict directly that there is an hyperka¨hler manifold associated to a compact
Calabi-Yau threefold X. Rather it predicts the existence of a quaternionic-Ka¨hler
manifold. As in the hyperka¨hler case, it should be possible to construct the desired
quaternionic-Ka¨hler structure by beginning with a simple “semi-flat” metric gsf and
modifying it by quantum corrections.7 The semi-flat metric in this case was first
6The idea is thatM is the moduli space of the IIB string theory formulated on the 10-manifold X×S1×
R2,1.
7In this case “semi-flat” means that gsf is locally invariant under a Heisenberg group of isometries,
replacing the torus group that appeared in the hyperka¨hler case.
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described by Ferrara and Sabharwal in [33], and was recently discussed by Hitchin in
[34]. The description of the quantum corrections has been studied intensely in physics,
with various interesting partial results. In particular, some of the quantum corrections
are expected to be precise analogues of the ones we have described in the hyperka¨hler
case, indeed related by a “quaternionic-Ka¨hler/hyperka¨hler correspondence” [35, 36].
However, one also expects new quantum corrections in the quaternionic-Ka¨hler case
which do not have an hyperka¨hler analogue. As far as I know, there are no examples
yet of X where all quantum corrections have been fully described.
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