The perturbation of the Sturm-Liouville operator on a finite interval with Dirichlet boundary conditions by a convolution operator is considered. Local stability and global unique solvability of the inverse problem of recovering the convolution kernel from the spectrum, provided that the potential is given a priori, is known. In the present work, we establish uniform full stability of this inverse problem involving a uniform estimate of deviations of the convolution kernel via deviations of the spectrum and the potential within balls of any fixed radii.
Introduction
The most complete results in the inverse spectral theory are known for differential operators (see, e.g., monographs [1] [2] [3] [4] [5] [6] ). For integro-differential and other classes of nonlocal operators, the classical methods that allow to obtain global solution of inverse problems such that the Gel'fand-Levitan method and the method of spectral mappings do not work. Various aspects of inverse problems for integro-differential operators were studied in and other works. One of the first substantial studies in this direction was undertaken in [10] , where the boundary value problem L := L(q, M) of the following form was considered:
− y ′′ + q(x)y + x 0 M(x − t)y(t) dt = λy, 0 < x < π, y(0) = y(π) = 0,
where λ is the spectral parameter. We assume that q(x) ∈ L 2 (0, π) and M(x) ∈ L 2,π being complex-valued functions, where L 2,π := {f (x) : (π − x)f (x) ∈ L 2 (0, π)}. In [10] , it was established that the spectrum {λ n } n≥1 of the problem L has the form λ n = n 2 + ω + κ n , ω = 1 π π 0 q(x) dx, {κ n } ∈ l 2 , n ≥ 1,
while the assumptions on the function M(x) looked differently. Namely, it was assumed that However, according to Fubini's theorem, M 0 (x) ∈ L(0, π) implies M 1 (x) ∈ L(0, π). Moreover, from Lemma 2.4 in [12] (for η = 1) it follows that (3) is equivalent to M 0 (x) ∈ L 2 (0, π), i.e. M(x) ∈ L 2,π (see also Remark 1 in Section 6). Thus, we deal still with the same class of the functions M(x) as in [10] , where the following inverse problem was studied.
Inverse Problem 1. Given the spectrum {λ n } n≥1 , find the function M(x), provided that the potential q(x) is known a priori.
Developing the classical Borg method [36] (see also [3, 37] ), the uniqueness theorem for this inverse problem has been proved and the following theorem was established, which gives its local solvability and stability (alternatively, see [3] ). Theorem 1. For any boundary value problem L = L(q, M) with the spectrum {λ n } n≥1 there exists δ > 0 (which depends on L) such that if an arbitrary sequence {λ n } n≥1 obeys the condition {λ n −λ n } l 2 ≤ δ, then there exists a unique problem L(q,M) such that the sequence {λ n } n≥1 is the spectrum of L(q,M). Moreover, the following estimates hold: M k −M k L(0,π) ≤ C L {λ n −λ n } l 2 , k = 0, 1, Q −Q L 2 (0,π) ≤ C L {λ n −λ n } l 2 , (4)
where C L depends only on L.
Note that the group of estimates (4) is equivalent to the estimate M 0 −M 0 ≤ C {λ n −λ n } l 2 , i.e. M −M 2,π ≤ C {λ n −λ n } l 2 , where C depends only on C L and vice versa (see Remark 1) .
Here and below, we use the designations · := · L 2 (0,π) and f 2,π := (π − · )f ( · ) .
In [14] , global solvability of Inverse Problem 1 was established, i.e. the following theorem holds.
Theorem 2. Let a complex-valued function q(x) ∈ L 2 (0, π) be given. Then for any sequence of complex numbers {λ n } n≥1 of the form (2) there exists a unique (up to values on a set of measure zero) function M(x) ∈ L 2,π such that {λ n } n≥1 is the spectrum of the corresponding problem L(q, M).
The proof was based on reducing the inverse problem to the so-called main nonlinear integral equation (see equation (26) below) and proving its global solvability in L 2,π . This result was also briefly announced in [11] . Earlier, in [12] Theorem 2 was established in the particular case when q(x) ≡ const. We note that the case of arbitrary q(x) ∈ L 2 (0, π) is essentially more difficult. Afterwards, evolvement of the approach suggested in [12] and [14] allowed to obtain global solution also for other classes of integro-differential operators [18-20, 22-25, 28-34] . In order to simplify proving solvability of the main equation in each new case, in [38] a general approach has been developed for solving nonlinear equations of this type and for proving their uniform stability.
In the present paper, by evolving the method used in [14] we obtain the following refinement of the stability part in Theorem 1.
Theorem 3. For any fixed r > 0, there exists C r > 0 such that the estimate
is fulfilled as soon as {κ n } l 2 ≤ r, {κ n } l 2 ≤ r and q ≤ r, q ≤ r. Here κ n are determined in (2), whileκ n are determined by the analogous representatioñ
where {λ n } n≥1 is the spectrum of the boundary value problemL := L(q,M ).
It is easy to see that estimate (5) , in particular, implies estimates (4). However, unlike (4), estimate (5) is uniform with respect to the spectra and the potentials of the both involved problems L andL. Moreover, since these problems are allowed to have different potentials, Theorem 2 actually gives uniform full stability of Inverse Problem 1, i.e. uniform stability with respect to the complete set of input data. Note that the metric used in the right-hand side of (5), unlike that in (4), admits different mean values ω andω. Another advantage of the used approach is insensitivity of the proof of Theorem 3 to the multiplicity of the spectrum, while in [10] for using a simpler analog of Borg's method it was assumed that all eigenvalues were algebraically simple. Meanwhile, generalization of Borg's method to the case of multiple spectrum appeared to be quite nontrivial and technical task (see [37] ). It should be mentioned that for the inverse problem studied in [12] uniform stability was established in [35] . We note that uniform stability for the classical inverse Sturm-Liouville problem in the selfadjoint case was obtained in [39] under the additional natural restriction preventing neighboring eigenvalues to approach too close to each other. However, for Inverse Problem 1 as well as for the one in [12] no similar restriction is necessary.
The paper is organized as follows. In the next section, we study the transformation operator related to the sine-type solution of equation (1) as well as the characteristic function of the boundary value problem L, and derive the main nonlinear integral equation of the inverse problem. Section 3 is devoted to studying dependence of the transformation operator kernel on the functions q(x) and M(x). In Section 4, we provide the proof of global solvability and uniform full stability of the main equation. In Section 5, we prove uniform stability of recovering the kernel of the characteristic function from its zeros. In Section 6, we give the proof of Theorems 2 and 3, and provide a constructive procedure for solving the inverse problem (Algorithm 1).
Throughout the paper, one and the same symbol C r denotes different positive constants depending only on r, and for any symbol γ we envisage the designationγ := γ −γ.
Characteristic function and transformation operator
Let y = S(x, λ) = S(x, λ; q, M) be a solution of the equation in (1) under the initial conditions
Here and below, in order to emphasize dependence of a function f (x 1 , . . . , x n ) on some functions f 1 , . . . , f m , sometimes we will write f (x 1 , . . . , x n ; f 1 , . . . , f m ). By virtue of uniqueness of the solution S(x, λ), eigenvalues of L coincide with zeros (with account of multiplicity) of the entire function ∆(λ) := S(π, λ),
which is called characteristic function of the problem L.
For obtaining an appropriate representation of the function S(x, λ), we need the following auxiliary assertion.
with a continuous free term F 0 (x, t, τ ) has a unique solution F (x, t, τ ) = F (x, t, τ ; q, M) being, in turn, a continuous function too. Moreover, the following estimate holds:
where
Proof. The method of successive approximations gives
Let us show that
where F 0 and C are determined in (10) . Indeed, for k = 0 estimate (13) is obvious. Assuming it for some k = j ≥ 0, one can show it for k = j + 1. Indeed, according to (12) , we have
Since in the last two integrals 2x − t − τ − s ≤ 2(π − s) and t − τ − s ≤ π − s, respectively, substituting estimate (13) for k = j into the right-hand side of this inequality, we get the estimate
which coincide with (13) for k = j + 1. Thus, the series in (11) converges uniformly in the pyramid 0 ≤ τ ≤ t ≤ x ≤ π and, hence, its sum is a solution of equation (8) .
It remains to show that F 0 (x, t, τ ) ≡ 0 implies F (x, t, τ ) ≡ 0. Indeed, assuming the zero free term we determine F k (x, t, τ ) by formulae (12) , having put F 0 (x, t, τ ) := F (x, t, τ ). Then, obviously, F k (x, t, τ ) = F (x, t, τ ) for all k ≥ 0 and, by virtue of (13), we arrive at F (x, t, τ ) ≡ 0.
We note that the variable τ in equation (8) is, actually, a parameter, i.e. the assertion of Lemma 1 remains true, if one fixes τ ∈ [0, π).
The following lemma gives the transformation operator for the function S(x, λ).
Lemma 2. Put ρ 2 = λ. The following representation holds:
where the function P (x, t) = P (x, t; q, M) = F (x, t, 0; q, M)
is the solution of equation (8) for τ = 0 and with the free term
The function P (x, t) is continuous in the triangle 0 ≤ t ≤ x ≤ π. Moreover, P (x, · ) ∈ W 1 2 [0, x] for all x ∈ (0, π] and P ( · , t) ∈ W 1 2 [t, π] for all t ∈ [0, π), and also
Proof. By substitution it is easy to check that the Cauchy problem for the function y = S(x, λ) consisting of the equation in (1) and the initial conditions (6) is equivalent to the integral equation
Substituting the claimed representation (14) into equation (18) and multiplying by ρ, we obtain
cos ρs ds,
changing the variables and the order of integration, we get
According to (20)-(23), identity (19) holds for all ρ ∈ C if and only if the function P (x, t) satisfies the linear integral equation
which, in turn, in accordance with (15) and (16), is equivalent to equation (8) for τ = 0. The rest properties of the kernel P (x, t) immediately follow from the form of equation (24) . Using (7) and Lemma 2, by simple calculations we arrive at the following lemma, which gives a fundamental representation of the characteristic function. 
Here ω is determined in (2) and
Taking entireness of the function ∆(λ) into account, it is easy to see that
We remind that asymptotics (2) can be established using representation (25) by the known method (see, e.g., [1] ) involving Rouché's theorem. Moreover, using Hadamard's factorization theorem, by the standard approach (see, e.g., [3] ) one can prove the following lemma. (25) is uniquely determined by its zeros λ n , n ≥ 1. Moreover, the following representation holds:
The following lemma gives the inverse assertion (see, e.g., Lemma 3.3 in [12] ).
Lemma 5. Let an arbitrary complex sequence {λ n } n≥1 of the form (2) be given. Then the function ∆(λ) determined by (29) has the form (25) with a certain function v(x) ∈ L 2 (0, π) obeying (28) .
Relation (26) can be considered as a nonlinear equation with respect to the function M(x), to which we refer as main nonlinear equation or shortly main equation of the inverse problem. Let an arbitrary function q(x) ∈ L 2 (0, π) be given. Up to now we established that for any function M(x) ∈ L 2,π the function v(x) determined by formula (26) belongs to L 2 (0, π) and obeys the condition (28) . The following theorem gives the inverse assertion, which occupies the central place in our approach to solving Inverse Problem 1. (ii) Fix r > 0 and, besides (28), let v ≤ r and q ≤ r. Then the estimate M 2,π ≤ C r is fulfilled.
The proof of the first part of Theorem 4, which gives global solvability of the main nonlinear equation (26), was briefly given in [14] . Here we provide the complete detailed proof of this theorem including its second part, which plays an important role in proving uniform full stability of the main equation (see Theorem 5 in Section 4).
The proof of Theorem 4 is based on further properties of the kernel P (x, t; q, M) as an operator on the pair of functions q(x) and M(x), which will be established in the next section.
3. Properties of the mapping P (x, t; · , · ) In the present section, we reveal some important properties of the kernel P (x, t; q, M) regarding its dependence on the functions q(x) and M(x), which allow to prove global solvability of the main nonlinear equation (26) and its uniform full stability. First, we make the following observation.
Observation 1. For each fixed δ ∈ (0, π] the linear integral equation (8) can be restricted to the set
In other words, for (x, t, τ ) ∈ D δ the right-hand side of equation (8) In particular, due to (15) and (16) or (24), the kernel P (x, t) = P (x, t; q, M) on the trapezium
depends on values of M(s) only for s ∈ (0, δ). Lemma 6. The following representation holds:
where the function F (x, t, τ ) = F (x, t, τ ; q, M,M ) is a solution of equation (8) with the free term
Proof. Termwise subtracting equation (24) for the function P (x, t; q,M), i.e. after substituting M (x) instead of M(x), from the unchanged equation (24), we arrive at the following integral equation with respect to the function P M (x, t) :
where the function F 0 (x, t, τ ; q,M) is determined by (31) . Substituting the target representation (30) into equation (32), we conclude that the right-hand side of (30) is a solution of (32) if and only if the following relation holds:
where 
Taking (34)-(39) into account, we conclude that if the function F (x, t, τ ; q, M,M ) obeys conditions of the lemma, then equality (33) is fulfilled. Thus, the both sides of (30) satisfy one and the same equation (32), having a unique solution, which finishes the proof.
This lemma will be used for proving stability of the main equation, while the following its corollary, giving stepwise linearizability of the operator P (x, t; q, · ), plays a crucial role in proving Theorem 4. In what follows, for any fixed δ ∈ (0, π/2] we use the designations
Corollary 1. For any δ ∈ (0, π/2] the representation
holds, where the function F (x, t, τ ; q, M,M) is determined in Lemma 6.
Proof. According to Observation 1, formula (30) for (x, t) ∈ D 2δ involves M(x) andM (x) only for x ∈ (0, 2δ). TakingM(x) = M 1 (x), we getM (x) = M 2 (x) and, hence, (30) takes the form
Analogously one can get The following lemma gives estimates for the functions P (x, t; q, M), P q (x, t) and the function F (x, t, τ ; q, M,M ), determined in Lemma 6, on their domains of definition as well as an estimate for the function P M (x, t), determined by (30), on the trapezium D δ . Lemma 7. For any fixed r > 0, the following estimates hold:
as soon as the functions q(x),q(x), (π − x)M(x) and (π − x)M (x) (which involved) belong to the ball B π,r . Moreover, for any r > 0 and δ ∈ (0, π) the estimate
is fulfilled as soon as q(x), M(x),M (x) ∈ B δ,r .
Proof. According to Lemmas 2 and 6, respectively, each of the functions P (x, t; q, M) and F (x, t, τ ; q, M,M ) is a solution of an integral equation having one and the same form (8) but with different settings of the parameter τ and of the free term F 0 (x, t, τ ). Specifically, for P (x, t; q, M) we have τ = 0 and F 0 (x, t, 0) is determined by formula (16) , while for F (x, t, τ ; q, M,M) the free term is determined by formula (31) . Thus, the first and the third estimates in (44) are direct corollaries from (9), (10) as well as (16) and (31) , respectively.
The second estimate in (44) can be obtained analogously. Indeed, termwise subtracting equation (24) for the function P (x, t;q, M), i.e. after substitutingq(x) instead of q(x), from the unchanged equation (24), one can easily see that the function P q (x, t; M) is a solution of equation (8) with τ = 0 and with the free term 
Global solvability and uniform full stability of the main equation
In this section, we give the proof of Theorem 4, stating global solvability of the main nonlinear equation (26) and giving an estimate for its solution. Then we use the latter for proving the following theorem giving uniform full stability of the main equation.
Theorem 5. Fix an arbitrary r > 0 and let the functions v(x),ṽ(x), q(x),q(x) ∈ B π,r be given and satisfy (28) along with the analogous condition
Then the following estimate holds
where M(x) is the solution of equation (26) 
Before proceeding directly to the proof of Theorems 4 and 5, we carry out some auxiliary calculations. Consider the function F (x, t, τ ; q, M,M) determined in Lemma 6. According to (8) and (31), we have (52)
Then the solution h(x) of the linear integral equation
belongs to L 2 (0, π) and obeys the estimate h ≤ C r ϕ .
Proof. Using for an arbitrary function h(x) ∈ L 2 (0, π) the mutually inverse transformations
we obtain 
Moreover, by virtue of (51) and (56) along with Lemma 2.1 in [40] , we get
Hence, in particular, Θ( · · ; q, M,M) L 2 ((0,π) 2 ) ≤ C r . Thus, equation (57) has a unique square integrable solution z(x), which, by virtue of Lemma 1 in [38] , obeys the estimate z ≤ C r ϕ . Thus, according to (8) and (31), we arrive at the relation Thus, we arrive at the estimate
Let us show that
Analogously, using the third estimate in (44), we get the following estimates for other F k (ζ, τ )'s: 
Thus, the following common estimate holds:
which along with (59) and (π − x) θ h(x) ∈ L 2 (0, π), θ ∈ (1/2, 3/4), give
which implies (58). Further, according to (52), (57) and (58), we have π 0 z(x) dx = 0, which along with the second equality in (54) give
By virtue of Lemma 2.1 in [40] , we get h ≤ 3 z ≤ C r ϕ , which finishes the proof. Now we are in position to give the proof of Theorems 4 and 5.
Proof of Theorem 4. By virtue of (24) and (27) , we have where P (x, t) = P (x, t; q, M). Thus, equation (26) can be represented in the form
where The latter implies Let q ≤ r and v ≤ r. Then, according to (62), for any δ ∈ (0, π] we have g δ ≤ g ≤ α r , where α r depends only on r. Further, by virtue of (63) and (64) along with Lemma 7, we arrive at the estimates
for any δ 0 ∈ (0, π) as soon as M δ 0 ≤ 2α r and M δ 0 ≤ 2α r , where β r and γ r depend only on r. Choose δ 0 = δ 0 (r) ∈ (0, π) so that β r √ δ 0 ≤ α r and γ r δ 0 < 1. Then for any δ ∈ (0, δ 0 ], the operator
maps the ball B δ,2αr into itself and is a contraction mapping in B δ,2αr . Thus, according to the contraction mapping theorem, equation (61) has a unique solution M(x) on the interval (0, δ) that belongs to the ball B δ,2αr . Let us have already found a solution M 1 (x) of the main equation (26) on the interval (0, δ) for a certain δ ∈ (0, π/2] and let M 1 (x) ∈ B δ,Cr . Then we continue the function M 1 (x) to (δ, 2δ) by zero and seek a solution on (0, 2δ) in the form M 1 (x) + M 2 (x), where M 2 (x) = 0 on (0, δ). By virtue of (26), (27) , (40) , (49) and (50), we arrive at the following linear integral equation with respect to the function M 2 (x) on (δ, 2δ) :
Using the first estimate in (44) and (60), (66) as well as (51), we get
Hence, equation (65) Continuing the process, we obtain a solution M(x) of the main equation (26) on the entire interval (0, π) belonging to L 2 (0, T ) for each T ∈ (0, δ) and, in particular, M π/2 ≤ C r . This solution is unique. Indeed, let there exists another locally square integrable solutionM (x). Then for sufficiently small δ ∈ (0, δ 0 (r)] both the functions M(x) andM (x) on (0, δ) belong to the ball B δ,2αr and, according to the first part of the proof, they coincide a.e. on (0, δ). Then, by virtue of uniqueness of the continuation of solution, they coincide a.e. on (0, π).
It remains to prove that M(x) ∈ L 2,π and M 2,π ≤ C r . For this purpose, we rewrite the linear equation (65) for δ = π/2 in the form
where h(x) = (π − x)M 2 (x) and the function Ψ(x, t; q, M,M) is determined in (51). Note that we painlessly extended the interval (π/2, π) till (0, π), because h(x) = 0 on (0, π/2). By virtue of (28), the function ϕ(x) obeys (52). Indeed, subsequently using (66), (28) , (27) and (17), we calculate
q(x) dx − P (π, π; q, M 1 ) + P (π, 0; q, M 1 ) = 0.
By virtue of Lemma 8 and (67), we get h(x) ∈ L 2 (0, π) and h ≤ C r , which finishes the proof.
Proof of Theorem 5. First, let us prove the theorem in the particular case whenq(x) = q(x). Termwise subtracting (48) from (26) and using (27) along with Lemma 6, we get
where ϕ(x) = −2v(π − x), which, according to (28) , (46) and our assumption thatq(x) = q(x), satisfies (52). By virtue of (49)-(51), relation (68) can be rewritten in the form (53) with h(x) = (π − x)M (x). Using Lemma 8 along with the second part of Theorem 4, we obtain h ≤ C r ϕ , which coincide with estimate (47) forq(x) = 0. In the general case, whenq(x) may differ from q(x), we rewrite (48) in the form v 1 (x) = R(π, x; q,M),
where v 1 (x) = −ṽ(π −x)+R(π, x; q,M)−R(π, x;q,M). Subtracting (69) from (26), we get relation (68) with ϕ(x) = −2v(π − x) − 2R(π, x; q,M) + 2R(π, x;q,M). By virtue of (17), (27) , (28) and (46), we have
(x) dx − P (π, π; q,M) + P (π, 0; q,M) + P (π, π;q,M) − P (π, 0;q,M )
Thus, according to the first part of the proof, we obtain the estimate M 2,π ≤ C r ϕ , where ϕ ≤ C r ( v + p ) and p(x) = R(π, x; q,M) − R(π, x;q,M). Thus, it remains to show that
By virtue of (60), we have
Using the first and the second estimates in (44), we obtain (70).
Uniform stability of recovering the characteristic function kernel
Let λ n , n ≥ 1, be all zeros with account of multiplicity of an entire function ∆(λ) of the form
As was mentioned in Section 2, the numbers λ n have asymptotics (2) with ω = 0, and the function ∆(λ) is determined by them uniquely by formula (29) . Conversely, the function ∆(λ), constructed by formula (29) from any sequence {λ n } n≥1 of complex numbers of the form (2) with ω = 0, has the form (71) with some square integrable function v(x) possessing zero mean value on (0, π). Consider another sequenceλ n = n 2 +κ n , n ≥ 1, {κ n } ∈ l 2 , along with the corresponding functions
In this section, we prove the following theorem, which gives uniform stability of recovering the kernel v(x) from zeros {λ n } n≥1 of the function ∆(λ). is fulfilled as soon as {κ n } l 2 ≤ r and {κ n } l 2 ≤ r.
Before proceeding directly to the proof of Theorem 6, we provide several auxiliary assertions. First of all, we prove (73) in the particular case whenλ n = n 2 , n ≥ 1, i.e.ṽ(x) = 0. Proposition 1. For any r > 0, the estimate v ≤ C r {κ n } l 2 holds as soon as {κ n } l 2 ≤ r.
Proof. According to (29) , (71) and Parseval's equality, we calculate
Thus, one needs to prove that |a k | ≤ C r uniformly as {κ n } l 2 ≤ r. For this purpose, we factorize a k = a k,1 a k,2 , where a k,2 = 1 for r ≤ 1 and
Since
using the Cauchy-Bunyakovsky-Schwarz inequality, we get the estimate |a k,1 | = exp |j−k|≥r
Finally, we have |a k,2 | ≤ 0<|j−k|<r
which finishes the proof.
In what follows, without loss of generality, we assume r ∈ N. For k ∈ N we introduce the sets
Obviously, Ω r (k) ∪ Θ r (k) ≡ N. We also put α r,k := #Ω r (k) = min{k, 3r} + 3r − 1 ≤ 6r − 1. Proposition 2. For any r ∈ N, the estimates
By virtue of representation (71) and Proposition 1, we have the estimate
where A r,C depends only on r and C. The latter estimate holds also if |ρ − ρ k | = ξ r for any k ∈ N, because in this case we have |Imρ| ≤ |Imρ k | + |Im(ρ − ρ k )| ≤ C = r + ξ r . Furthermore, for |ρ − ρ k | = ξ r we have the estimate
Thus, we get the estimate
Further, we have j∈Ωr(k) j 2 < (k + 5m) 2α r,k ≤ C r k 2α r,k , k ∈ N.
Moreover, if |ρ − ρ k | = ξ r and j ∈ Ω r (k), then
Hence, we have |λ j − ρ 2 | ≥ k/ξ r as soon as |ρ − ρ k | = ξ r , j ∈ Ω r (k) and k ≥ ξ r , which along with (81)-(83) give (80) for k ≥ ξ r . Further, for k = 1, ξ r − 1 and j ∈ Ω r (k) we have j < k + 3r ≤ 8r, |λ j − ρ 2 | = |ρ − ρ j ||ρ + ρ j | ≥ (10r − j − r) 2 = r 2 for |ρ| = 10r.
Hence, for k < ξ r , estimate (80) follows from the following rough estimate:
|∆ k (k 2 )| < max |ρ|=10r ∆(ρ 2 ) j∈Ωr(k) j 2 λ j − ρ 2 ≤ 8 12r−2 max |ρ|=10r |∆(ρ 2 )| ≤ C r , k = 1, ξ r − 1.
Thus, we arrive at (80) for all k ∈ N. Thus, we get
The Cauchy-Bunyakovsky-Schwarz inequality gives θ k ≤ α k {κ n } l 2 , k ∈ N, where
which along with the second equality in (84) and Propositions 2 and 3 give Proof of Theorem 2. Let a complex-valued function q(x) ∈ L 2 (0, π) and a sequence of complex numbers {λ n } n≥1 of the form (2) be given. According to Lemma 5, the function ∆(λ), constructed by formula (29) , has the form (25) with some function v(x) ∈ L 2 (0, π) obeying (28) . By virtue of the first part of Theorem 4, the main equation (26) with these functions v(x) and q(x) has a unique solution M(x) ∈ L 2,π . Consider the corresponding boundary value problem L = L(q, M). Let∆(λ) be its characteristic function. Then, by virtue of Lemma 3, it has the form ∆(λ) = sin ρπ ρ − ωπ cos ρπ
where ω is determined in (2) and −ṽ(π − x) = R(π, x; q, M), 0 < x < π.
