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Thesis Abstract
This thesis aims at developing an immersed boundary method to provide an accurate
imposition of the boundary conditions while keeping the simplicity of implementation.
In this regard, first we attempt to develop a unified interpolation stencil that is used for
a ghost-cell and reconstruction immersed boundary methods to satisfy wall boundary
conditions in Cartesian-based numerical simulation of fluid flow with arbitrary bound-
aries. As other existing ghost-cell and reconstruction methods do, the numerical bound-
ary point is considered near the physical boundary and the required flow properties are
interpolated directly from the proximate points in the fluid region.
In this research, we propose a unified interpolation scheme based on a sequence of
one-dimensional interpolations. In contrast to typical standard stencils, the proposed
ones are versatile and do not require to be altered according to the irregularities in
boundary shape. Namely, the boundary condition can be accurately imposed with a
unique stencil for all numerical boundary points while preserving the convergence rate
of the flow solver.
Performance of the proposed method is studied by solving incompressible flows and
heat transfer around stationary and moving boundaries. As for the moving boundaries,
it has been reported that despite the adequate accuracy of the primary and secondary
variables computed by immersed boundary, an intolerable amount of oscillations are
observed in the surface stresses and thus in the non-dimensional forces, particularly
in the drag force. In order to decrease the non-physical oscillation, we make a com-
parison between the ghost-cell method and reconstruction-based direct forcing, which
reveals the superiority of reconstruction method in suppressing the spurious force os-
cillations which are produced near the boundary. Then, we opt for the reconstruction
approach combined with the unified interpolation stencil. Comparison of our numeri-
cal results with the existing numerical and experimental data shows general agreement,
which confirms the capability of the proposed method. Finally, the proposed immersed
boundary method is applied to simulate a set of cylinders falling under the gravity force.
This sedimentation process has been a highly challenging problem for moving immersed
boundary methods.
This work addressed some difficulties regarding the implementation of the immersed
boundary method to solve Navier-Stokes equations and provide second-order accuracy.The
obtained results demonstrated the capability of the interpolation scheme to satisfy the
boundary conditions for arbitrary geometries.
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Chapter 1
Introduction
1.1 Background
Accurate numerical simulation of fluid flows combined with heat transfer in geo-
metrically complex boundaries (stationary and moving ones) is of great interest in the
field of computational fluid dynamics. These problems were conventionally dealt by us-
ing a boundary-fitted mesh, which could be structured or unstructured. However, these
methods suffer from high per-grid-point computational costs due to either the coupling
process between boundary conditions and governing equations or coordinate transfor-
mations. When it comes to moving boundaries with large deformations, the situation
becomes worse due to the inevitable re-meshing strategies. Also, the complexity of the
geometry may destroy the quality of the mesh. In addition, using unstructured grid sig-
nificantly affects the efficiency of the flow solver. These complications brought a great
tendency to so called Cartesian methods including immersed boundary (IB) methods.
In these methods the body does not coincide with the background grid structure and
the entire simulation is carried out on a fixed Cartesian grid. Since the body is not
1
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aligned with the grid, the effect of the boundary are considered by introducing a forcing
term to the governing equations. The concept of immersed boundary method is intro-
duced by Peskin [1] to simulate the flow around the heart valves. From its inception,
several modifications of immersed boundary method have been proposed. Usually, they
are classified in two broad categories based on the way that the boundary conditions are
imposed to the solution [2]. The first category, into which the Peskin’s methods falls, is
called continuous forcing method. In their standard practice the flow field is represented
on an Eulerian grid while the immersed surface is reconstructed with a set of Lagrangian
markers and no-slip boundary condition is enforced on this Eulerian grid by a set of sin-
gular functions describing the force. These singular forces are calculated on Lagrangian
markers along the boundary surface and smeared into the nearby Eulerian grid points
by an appropriate delta function in continuous form of the governing equations. Having
considered these new force, they discretized the equation on the Cartesian grid. Peskin
[1] originally used method to address the fluid-structure interaction problems where he
obtained the force by a constitutive laws (Hook’s law) for elastic bodies.
The main drawback of this method is that the physical boundary is smeared in the
domain. Goldstein et al. [3] proposed a new approach using a feedback method to
calculate the forcing term to apply this method for rigid bodies. However, their method
introduces some oscillations to the solution and adds more limitations for the time step.
This feedback method later improved by Saiki et al. [4]. They were able to eliminate
the undesirable oscillation. Another method developed to tackle rigid bodies problem
proposed by Lai et al. [5]. They considered the boundary to move a little instead of being
stationary. Taira et al. [6] proposed new formulation for imposition of the boundary
conditions for rigid bodies without considering a constitutive relations.
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The main advantage of these methods is that they are independent of the spatial
discretization scheme. Therefore, they can be applied to the existing Navier-Stokes
solvers. However, because the boundary of the body becomes smeared, they are not
suitable for problems with high Reynolds number.
The other category is discrete forcing approach. In this method the forcing func-
tion is considered as a velocity corrector and is applied to some specific Eulerian nodes
near the immersed boundary after desritization of the governing equations. This ap-
proach of the boundary condition implementation does not blur the location of the sur-
face of the body and provides a sharp representation of the physical boundary although
the inevitable modification of discretization scheme to consider the effects of immersed
boundary might be somehow strenuous comparing with continuous forcing method. The
better spatial accuracy for boundary condition make this method well suited for flows at
high Reynolds number. The immersed boundary that Mohd-Yusof [7] uses in his work
with spectral method falls in this later category. Later, it was shown that this approach is
not compatible with the continuity equation [8] particularly for moving boundary prob-
lems and causes some oscillations on pressure field and consequently on the computed
forces near the boundary. Kim et al. [9] proposed to put a sink/source inside the body
to satisfy the mass conservation and mitigate the in appropriate oscillation. Fadlun et
al. [10] further introduced some improvements to the Mohd-Yusof [7] method. They
interpolated the velocity on the first grid point outside the physical boundary by using
other points on the fluid region. Another method was brought up based on the Mohd-
Yusof [7] and Fudlun et al. [10] by Balaras [11]. In this method, the normal line to
the body is considered as the interpolation direction. Gilmanov et al. [12] extended the
Balaras [11] method to the three-dimensional using an unstructured triangular mesh in
order to be able to handle arbitrary complex geometries. Moreover, a boundary surface
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that is discretized with triangular elements paves the way for their proposed reconstruc-
tion algorithm which perform the interpolation along the normal direction of the surface,
namely the triangular elements. Although the method provides a sharp representation
of the interface, actually it is restricted to stationary convex bodies. Another method in
this group is ghost-cell approach [13, 14, 15] which refers to the cell inside the physical
boundary that is used for implementation of the boundary conditions.
The main advantage of these methods that receive special attention from researchers
in the field of computational fluid dynamics is their ability to provide the sharp repre-
sentation of the boundary. Additionally, to implement the boundary conditions with this
method, any extra stability limitation is not imposed. The drawback is their dependency
to the spatial discretization scheme. It means that obtaining higher order of accuracy for
imposition of the boundary conditions requires to apply higher order of discretization
schemes.
In general, because of employing a fixed Cartesian grid and the fact that the body
does not conform the grid, immersed boundary methods have become a special tool in
tackling complex boundary problems with efficient flow solvers. Also, complexity of
the geometry does not have significant effect on grid complexity and quality. In this
way, by using the immersed boundary method, less memory and CPU are involved with
the simulation comparing with conventional body-fitted methods. The main disadvan-
tage of this method compared with traditional one is that the difficulty of imposition
of the boundary conditions. However, as explained, various ramifications of boundary
treatment have been proposed.
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1.2 Motivation
Fluid structure interaction problems are of great interest in many scientific and engi-
neering applications including airfoil oscillations, blood flow circulation and particle
sedimentation, to name but a few. In this regard, several efforts have been done to cou-
ple fluid and solid equations and properly impose the interface boundary conditions to
numerically simulate the problems with both body-fitted and immersed boundary meth-
ods. Simplicity and efficiency of the later methods make them very popular among the
researchers. However, despite many improvements related to the immersed boundary
methods, there are still some shortcomings with the existing approaches, in particular
the accuracy and versatility for both arbitrary fixed and moving bodies.
In this research, in order to develop an approach to implement the boundary condi-
tions for fixed and moving bodies, we first check different interpolation stencils to obtain
second-order accuracy for imposing of the boundary conditions for the fixed obstacles.
Then, seeking an efficient method which can handle moving boundary problems with a
lower level of spurious force oscillation, we opt for the reconstruction approach. The ca-
pability of the proposed methods is demonstrated by a numerical investigation of some
typical problems for both fixed and moving boundaries.
1.3 Organization of this thesis
In Chapter 2, the main idea behind the immersed boundary methods and the details of
the ghost-cell and reconstruction methods are presented. In Chapter 3, different interpo-
lation stencils are examined by solving the couette flow between two cylinders. Then,
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we use the stencil with which the higher convergence rate is obtained to perform some
numerical simulations. The results are compared with other numerical and experimental
works. The results of the applying the proposed interpolation stencil for the flow around
moving boundaries are demonstrated in Chapter 4 for different problems. In this chap-
ter, both predefined motions, such an oscillating cylinders and a hovering flat plate, and
interacting motions of rigid bodies are simulated to validate the method. In addition,
sedimentation of a single cylinder as well as a group of interacting cylinders under the
gravitational force is examined to demonstrate the capability of the present method for
fluid structure interaction problems. Chapter 5 summarizes the remarks of the work.
Chapter 2
Numerical procedure for immersed
boundary methods
2.1 Introduction
Encompassing a variety of methods, discrete forcing approach is considered as an ap-
proach in which the effect of the immersed body is taken into account in discrete form
of the governing equations by adding a proper forcing function to discretized equations.
Two main methods of this approach are direct forcing and ghost cell method.
In this research, although both ghost-cell immersed boundary method and recon-
struction algorithm are used and thoroughly discussed for simulating flows with complex
geometries on Cartesian grids, we touch upon the direct forcing method to demonstrate
the mathematical basis of discrete forcing approach.
In the ghost-cell method which is proposed by Majumdar et al. [16] the boundary
conditions are implemented via some ghost points. The basic idea of this method is to
enforce the no-slip boundary condition at the immersed interface by a boundary force
7
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estimated using the momentum equation. While this estimation for direct forcing is
made from an predictor-corrector method and imposed on the grid points inside the fluid
domain, in ghost point methods one calculates the variables on the ghost-points inside
the physical boundary which are a layer of the grid points adjacent to the body such
that to obtain a precise satisfaction of the boundary conditions. Tseng et al. [13] later
proposed a method which is an extension to the Fadlun et al. idea through a ghost-cell
approach to obtain more accurate representation of the boundary. Also, Pan et al. [17]
and Gao et al. [18] attempt to improve the method Tseng et al. [13]. Additionally, Mittal
et al. [14] further elaborated the ghost-cell method and proposed an interpolation normal
to the immersed boundary which refines the implementation of the Neumann boundary
conditions on the body. Moreover, the concept of the image point first introduced by
them.
It is worth mentioning that this method is very similar to ghost-fluid method intro-
duced by Fedkiw et al. [19, 20], they also used ghost-node in their work. However, a
distinction has to be made between two methods. The ghost-fluid method is commonly
used for fluid-fluid problems like the interface between two fluids and the boundary
conditions are implicitly implemented at the interface by constructing an artificial fluid.
The other IB method that we employed in our research and is quite similar to the
ghost-cell method in implementation is reconstruction approach. In this method the
variables are reconstructed on the first gird nodes outside the immersed boundary. Fad-
lun et al. [10] first introduced a reconstruction algorithm using a simple one-dimensional
interpolation scheme in the direction of the grid lines. The approach is simple and ap-
plicable to a wide range of boundaries. However, for complicated geometry, finding
the proper reconstruction direction is not straightforward. Later, Balaras [11] proposed
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an interpolation scheme along with the normal line to the immersed boundary surface.
It solves the ambiguity of the direction of the interpolation associated with the method
of Fadlun et al. [10]. But it is not suitable for all kinds of geometries such as non-
symmetric shapes. Further, Ikeno and Kajishima [21] reconstructed the velocities on the
first grid points both outside and inside the solid body to simulate incompressible turbu-
lent flows. In following sections the numerical process that is employed in this research
in explained. Then, the procedure of implementing both ghost-cell and reconstruction
approaches are illustrated. Also, the methods that we use to calculate the force on the
immersed bodies, fixed or moving, are described.
2.1.1 Governing equations
The problem of interest here is a fixed or stationary obstacle with an arbitrary shape
in a two-dimensional unsteady, viscous, incompressible flow. The governing equations
are the continuity equation and the Navier-Stokes equation in terms of the primitive
variables, i.e., The non-dimensional unsteady incompresible Navier-Stokes equations
for constant viscosity fluid are given as
∂u
∂t
= −∇ · (uu) + ∇p + 1
Re
∇2u + f in ΩF
∇ · u = 0 in ΩF
u = uB on Γ,
(2.1)
where, ΩF is the computational domain, Γ is the immersed boundary, u is a velocity
vector normalized by the reference velocity U; p denotes the pressure normalized by
ρU2, where ρ is the density of the fluid. The Reynolds number is defined as Re = UL/ν,
where L is the reference length and ν is the kinematic viscosity of the fluid. Here, the
body force, f, represents solely the forces resulted from the presence of solid obstacles
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(imposing at the vicinity of the boundary) and the other body forces are assumed to be
zero.
In the present research, we discretize this set of equations on a Cartesian mesh using
a staggered grid system, although in general a different discretization scheme may be
chosen separately. The spatial discretization is done by using the energy-conservative
second-order finite difference method [25]. The time integration is based on a fractional-
step method, where a pseudo-pressure is used to correct the velocity field so that the
continuity equation is satisfied at each computational time step. We use a third-order
Runge-Kutta/Crank-Nicolson (RK3/CN) scheme for the time integration of convection
and diffusion terms. The present simulation code is developed based on the DNS code
of Fukagata et al. [26], extended to deal with an inflow and outflow boundary condition
[27]; the base code without immersed boundary has been validated for a turbulent chan-
nel flow and a spatially developing turbulent boundary layer. The discretized form of
the algorithms is summarized as follow
Step 1: A predicted variation of velocity, δu∗∗ is calculated as
R(δu∗) = −∆t
[
αlGpl − ζ lAl−1 − γlAl − αl 1
Re
Lul
]
, (2.2)
where L is the discrete Laplacian operator, R is an operator defining as R = I − ∆t
2
1
Re
L
with I being the unit diagonal matrix. The coefficients αl, ζ l, and γl are the Runge-Kutta
integration coefficients at sub-step l). Moreover, G represents the discretized gradient
operator and A is the discrete advective operator.
Step 2: The first provisional velocity u∗ velocity is obtained, i.e.,
Chapter 2. Numerical procedure for immersed boundary methods 11
u∗ = un + δu∗ (2.3)
Step 3: The force due to the obstacle is calculated via direct forcing method , i.e.,
f =
um − u∗
∆t
. (2.4)
The term um represents the interpolated velocities which will be discussed in the next
section.
Step 4: The second provisional velocity u∗∗ is obtainable by
u∗∗ = u∗ + ∆t f. (2.5)
Step 5: The second provisional velocity is projected to divergence-free space. To do so,
one needs to obtain the variation of pressure.
DG(δp) =
1
∆t
Du∗∗, (2.6)
in which D is discretized divergence operator and δp the desired pressure variation.
Step 6: Pressure and velocity components must be calculated in the next sub-step.
ul+1 = u∗∗ − ∆t Gδp
pl+1 = pl + δp
(2.7)
It should be noted that the velocity and pressure after the last step of Runge-Kutta
method is taken as the velocity and pressure in the next time-step, n + 1.
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2.2 Direct forcing method
In order to obtain the force that represents the immersed body, we discretize the momen-
tum equation with the Euler method which reads as
un+1 − un
∆t
= Rn + fn (2.8)
where R = u ·∇u−∇p+ν∇2u shows the right hand side of the momentum equation con-
taining the advective, pressure gradient, and viscous term. The boundary force needed
to enforce no-slip boundary condition, f in the above equation is achievable by
fn =
un
b
− un
∆t
− Rn (2.9)
where un
b
denotes the velocity of the immersed boundary. It is worth mentioning that
in actual computation the force need not be obtained but the desired boundary velocity
might be directly impose to the solver.
That the implementation of the method for complex geometries and moving bound-
ary problems is convenient and relatively simple, makes the direct forcing method an
appealing choice. Its original form suffers, nevertheless, from some weak points that
has driven more researches in the filed for high fidelity method. For example in original
formulation (using fractional step method) un+1 is replaced by u∗ which means the actual
boundary condition is satisfied in provisional velocity not in velocity field at time step
n+1, i.e. un+1. To alleviate the problem the entire fractional step can be iterated or some
elaborated interpolation can be utilized [22].
Another defect in the original direct forcing method is the lack of an appropriate
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pressure boundary condition implementation at the vicinity of the immersed surface.
Originally in direct forcing we assume that close to the solid boundary the velocity gra-
dient is a linear function and may be interpolated by a linear function. By this assump-
tion, one does not need to have especial treatment for pressure boundary condition and
∂p
∂n
= 0 is imposed spontaneously, where n is the normal distance from the surface. How-
ever, the assumption does not hold for higher Reynolds flows thus employing involved
method seems inevitable [22].
2.3 Ghost-cell approach
One of the immersed boundary method that we employed to implement the boundary
conditions is the ghost-cell method. This approach is similar to the method that Mohd-
Yosuf [7] proposed to satisfy the boundary conditions at each time step. However, he
used a force which was a function of the location, fluid velocity and time. It is obvious
that the location of the ghost points are not coincident with the immersed boundary and
thus an interpolation/extrapolation is required to calculate the proper value for the ghost
points by using the fluid points near the considered node to impose the proper conditions
on the boundary. Also, this method does not add any additional user-defined parameters
or stability restrictions to the solution.
The first step in the ghost-cell method is to identify the ghost points inside the body.
The ghost points are the nodes nearest to the physical boundary that have at least one
neighbor on the fluid side. To do so, a proper description of the physical boundary would
be invaluable. Here, instead of representing the the physical geometry by piecewise
linear segment, we opt for the methodology introduced by Udaykumar et al. [23]: the
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Fig. 2.1: Description of the boundary with markers.
interface between the solid and fluid regions is represented as a series of interfacial
markers connected by piecewise quadratic curves.
In this method, once the the physical geometry is described as some Lagrangian
points in terms of their positions, calculating the shape characteristics such as normal to
the surface is fairly straightforward. In order to fit a polynomial for every Lagrangian
point of the physical body, they are defined in the arclength coordinates. In this way, the
position of the physical points are defined as
x(s) = axs
2 + bxs + cx
y(s) = ays
2 + bys + cy
The distance between the markers is set equal to the local grid size (Fig. 2.1). To ob-
tain the coefficients of the above expressions, the quadratic polynomial is fitted to every
marker (i) with its two neighbors (i + 1) and (i − 1). Implementations of this method-
ology to a wide range of problems have shown its efficiency [11, 23, 24]. After fitting
the polynomial to each marker, we need to obtain the normal vector to the boundary n.
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Fig. 2.2: The grid points of packet 3 × 3.
To do so, "x" and "y" components of the unit normal vector to the boundary can be
calculated at every point as
nx =
ys
(x2s + y
2
s)
1/2
ny = − xs
(x2s + y
2
s)
1/2
(2.10)
Having had a well-represented distribution of the physical boundary, we can start
identifying the ghost points, i.e., the seeking and tagging process around the physical
boundary. Given the location of every physical boundary point, we are able to determine
a box of 3×3 closest grid nodes around each of them as shown in Fig. 2.2 (we consider a
two-dimensional case for simplicity in explanation). To recognize which of these points
are inside the solid region, a normal vector λ from all of them to the physical boundary
is constructed. Then, the inner product of δ = n · λ determines whether the point is
inside the body or not. Since these two vectors are parallel to each other, the sign of the
inner product indicates if the two vectors are in the same direction or opposite direction.
When the two vectors are in the same direction, it denotes that the point is inside the
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×
×
(b)
Fig. 2.3: Process of finding the ghost points: (a) Identiying the points of packets 3 × 3
are in solid phase or fluid phase; (b) Ghost points.
body therefore the opposite direction for two vectors implies that the point is outside
the body. Figure 2.3(a) shows the determination of the locations of the grid nodes of
the 3 × 3 package for a group of physical boundary points. According to the definition,
the ghost point is any point in the package which is inside the body and has at least one
fluid-side neighbor belonging to the 3 × 3 box (Fig. 2.3(b)). The next step is computing
the value of the flow variables on the ghost points. The details of this calculation are
explained in the next section.
2.4 Reconstruction approach
The fundamentals of this method is analogous with the other direct forcing methods.
That is, calculating the forcing terms in a way that the boundary conditions on the body
to be satisfied an then distributing the forces to the surrounding grid nodes. However,
here we do not compute the force explicitly and its effect is considered implicitly by
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Fig. 2.4: Forcing points.
reconstructing the flow variables on some forcing points near the boundary. The main
difference of the reconstruction method with ghost-cell method is that in this approach
the boundary conditions are implicitly implemented on the forcing points outside the
solid body.
The procedure of finding forcing points in this method is similar to the identifying
the ghost-cell points. For this method, the same representation of the immersed bound-
ary are employed. After finding the so-called 3 × 3 package around the boundary and
determining that which of them are outside the body (Fig. 2.3(a)), we consider each of
the points that is outside the body and has at least one neighbor inside the boundary as
our forcing point. In this way, we are able to find the first grid nodes in the fluid region.
Fig. 2.4 shows the schematic of the identified forcing points. Identifying the forcing
points is the first step of the reconstruction algorithm and following to this step, we need
to interpolate the variables on this point in order to provide an accurate representation
of the solid body in the flow. Next chapter states the details of the interpolation scheme.
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2.5 Force calculation
A precise evaluation of the net hydrodynamic forces on the immersed body is one of
the important parts of the FSI problems. In this regard, first two methods of computing
forces applied in this study are described and compared. The first one is the point-wise
traction values of the coefficients with the help of radial basis function method. Since we
have to obtain surface elements and normal to the boundary by employing the ghost-cell
or reconstruction immersed boundary, the point-wise traction values of the net forces
are quite straightforward. However, there are some difficulties when the geometry of the
obstacle or its movement is complex. To cope with this difficulty, the second approach
which uses control volumes to obtain the net forces of the immersed boundary is applied.
2.5.1 Point-wise traction of the forces
The net force of the fluid on the body is defined as
F (t) = −
∮
Sb(t)
n · [−pI + T]ds
where S b denotes the surface of the immersed body and T is the viscous stress ten-
sor which expressed as µ(∇u + ∇uT). In this approach, to calculate the forces on the
immersed boundary, we use the normal lines which have to be constructed for every
Lagrangian point of the physical boundary during the process of identifying the ghost
points. In this way, the normal vector of the surface is extended to the fluid region with
the distance of the local grid size to find a corresponding point in the fluid section for
each Lagrangian point of the body. Figure 2.5 shows the schematic of the Lagrangian
points of the body and their corresponding points in the fluid domain.
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Fig. 2.5: Schematic of the points for calculating the force.
Then, the force on each physical points is calculated. Since the flow is solved on a
staggered grid, to compute the viscous stress, we need to interpolate the velocity com-
ponents on the grid nodes that is considered as the extension of the physical points. To
do so, we apply radial basis function to interpolate the velocity components on the des-
ignated points from the surrounded grid nodes. Moreover, to estimate the force on each
physical point, the pressure values on the physical points have to be extrapolated from
the values of the fluid region. It is worth mentioning that just the points outside the body
have to be used for pressure extrapolation and velocity interpolation. After finding the
value of F for each point, the summation of them is taken into account to calculate the
force on the body.
2.5.2 Control volume approach of computation of the forces
Although evaluating the body force using direct computation is fairly simple and accu-
rate, in some test cases like pitching airfoil it is not an easy task to be sure that the points
of the interpolation stencil are in the fluid region. Therefore, we use a control volume
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approach proposed by Nangia et al. [42] to calculate the lift and drag coefficients and
compare the results with the previous method.
In this method, the immersed boundary is surrounded by an arbitrary control volume.
Nangia et al. [42], in their paper, show that the changes in momentum within the control
volume and the momentum flux at the surface of the control volume provide a general
expression for calculating the force on the body which first derived by Noca [43] and
reads as
F (t) = − d
dt
∫
V(t)
ρudV +
∮
SCV(t)
n · [−pI − (u − uS)ρu + T]dS −
∫
Sb(t)
n · (u − uS)ρudS
(2.11)
where V(t) is the volume inside the control volume (CV) but the volume of the
immersed boundary is excluded and uS denotes the surface speed of the CV. The value
of the uS is selected in a way that the CV surrounds the moving boundary in every time
steps. In this approach, the normal vector of the control volume surface is outward but
the normal vector of the immersed surface is inward. Since we use Cartesian grid, we
can consider a rectangular CV for that obtaining the normal vector of control volume
surface is straightforward. Also, owing to considering the no-sip boundary condition
for the immersed boundary, the integral over S b vanishes. In order to calculate the first
term in Eq. (2.11), we need to calculate the value of the integral for two time steps
which results in spurious oscillations for moving boundary due to the discontinuity of
velocities in time particularly at the vicinity of the immersed boundary. However, by
applying the Reynolds transport theorem, Eq. (2.11) can be rewritten as
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F (t) = −
∫
V(t)
ρ
∂u
∂t
dV −
∫
∂V(t)
n · uSρudS +
∮
S CV(t)
n · [−pI − (u − uS)ρu + T]dS
−
∫
S b(t)
n · (u − uS)ρudS
(2.12)
Since S CV(t) = ∂VCV(t) and S b(t) = ∂Vb(t), we can consider ∂V(t) as S CV(t) ∪ S b(t).
In this way, Eq. (2.12) can be written as
F (t) = −
∫
V(t)
ρ
∂u
∂t
dV −
∮
§CV (t)
(n · uS)ρudS +
∮
S CV(t)
n · [−pI − (u − uS)ρu + T]dS
−
∮
S b(t)
(n · uS)ρudS −
∮
S b(t)
n · (u − uS)ρudS.
(2.13)
Having simplified Eq. (2.13), the modified equation for the net force is expressed as
F (t) = −
∫
V(t)
ρ
∂u
∂t
dV −
∮
§CV (t)
(n · uS)ρudS +
∮
S CV(t)
n · [−pI − (u − uS)ρu + T]dS
−
∮
S b(t)
n · (uρu)dS.
(2.14)
As it is mentioned earlier, V(t) denotes the volume inside the CV but not including
the immersed boundary, Vb(t). Therefore, the first integral can be considered as
∫
V(t)
ρ
∂u
∂t
dV =
∫
VCV (t)
ρ
∂u
∂t
dV −
∫
Vb(t)
ρ
∂u
∂t
dV
By applying the Reynolds transport theorem for the integral over the volume of im-
mersed body, we obtain
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∫
Vb(t)
ρ
∂u
∂t
dV =
d
dt
∫
Vb(t)
ρudV −
∮
S b(t)
(−n · uS)ρudS.
Moreover, by implementing no-slip boundary condition for the immersed body, we
can consider uS = u and by simplifying the equation, the net force expression reads as
F (t) = −
∫
VCV (t)
ρ
∂u
∂t
dV +
d
dt
∫
Vb(t)
ρudV +
∮
SCV(t)
n · [−pI − uρu + T]dS. (2.15)
Equation (2.15) has some numerical advantages over Eq. (2.11). In Eq. (2.15), there
is no time derivation outside the integrals over CV, which requires the evaluation of the
integral for two time steps. Therefore, the location of the CV can be changed in every
time step to ensure that it contains the immersed body without considering uS in the cal-
culation. Also, it has to be noted that the linear momentum integrals over the immersed
boundary is performed in the Lagrangian frame. However, the other integrals are evalu-
ated in the Eulerian frame. The details of the discretized equations for computations of
the integrals are provided in Appendix A.
Chapter 3
Interpolation stencils for immersed
boundary method for flow around
complex geometries
3.1 Introduction
Systems involving complex stationary or moving bodies surrounded by a fluid flow are
of great interest to many engineering and biological applications, such as airplane wings,
wind turbines and swimming of fish, to name a few. These problems are conventionally
solved by body-fitted grid-based methods, in which the governing equations are dis-
cretized on unstructured or structured grids that are aligned with the boundaries. Thus,
simulating the flow around moving or deformable obstacles is cumbersome due to com-
putationally expensive re-meshing procedures required at each time step.
In contrast, immersed boundary methods represent an attractive alternative approach
to tackle flows with complex geometries. In recent years, these methods have become
very appealing due to their simplicity, flexibility, and efficiency. The advantages of
23
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Cartesian-based methods make them suitable for Direct Numerical Simulation (DNS) of
complex turbulent flows where less numerical dissipation is of particular significance.
In all of the IB methods mentioned above, interpolations are needed in order to consider
the effect of the bodies. However, it is hardly possible to use just one interpolation sten-
cil for all points since there are always special cases. For instance, one of the points on
the interpolation stencil is inside the boundary and the value there is unknown (probably
it is another ghost point): in such a case, a different treatment is used [9, 15]. To avoid
such a complexity, which makes the coding especially cumbersome, we propose a new
method based on a one-dimensional interpolation in the direction of normal to the sur-
face and just using values in the fluid region, by which a single stencil can be employed
throughout the computational domain.
This chapter is organized as follows. Different interpolation stencils are introduced
and compared in Section 3.2; results of the numerical simulations, using ghost-cell
method, are presented and validated in Section 3.3; Section 3.4 describes the inter-
polation stencil for reconstruction approach; the result for forced convection problem
employing both ghost-cell and reconstruction approached are presented in Section 3.5;
and finally, conclusions are drawn in Section 3.6.
3.2 Interpolation scheme for ghost-cell approach
3.2.1 Image point
In order to find any flow properties that should be imposed on the ghost point, one
has to extrapolate those properties from the computational points in the fluid region.
However, such an extrapolation often causes numerical instabilities when the fluid points
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used for extrapolation is too close to the boundary [9, 16]. Although this extrapolation
is algebraically correct, the large negative weighting coefficients in the extrapolation
equation (even for a simple linear extrapolation) results in severe instabilities especially
at the very first time steps and the solution does not converge.
The technique we use here to avoid such numerical instabilities is to mirror-reflect
the location of the ghost point into the fluid domain along the normal vector n, as shown
in Fig. 3.1, similar to [14]. This mirror-reflected point is referred to as the image point,
whose coordinates (xip, yip) are given by
(xip, yip) = (xg + 2
∣∣∣xg − xph∣∣∣ nx, yg + 2∣∣∣yg − yph∣∣∣ ny), (3.1)
where (xph, yph) is the location of the intersection of physical boundary with the normal
line from the ghost point (xg, yg), and (nx, ny) denotes the components of normal vector
n. Since the image point can be in an arbitrary location, we need to compute the quantity
of interest on this image point ϕip = ϕ(xip, yip) by interpolating the values from some
neighboring nodes. Three different stencils for this interpolation will be introduced in
Section 3.2.2. Once ϕip is computed by a proper interpolation scheme, it is reflected
back to the ghost point in such a way that the boundary conditions on the surface are
satisfied. Since the distance between the physical boundary point and the ghost point δ1
and that between the physical boundary point and the image point δ2 are equal (see Fig.
3.1(a)), for Dirichlet boundary condition, the quantity at the ghost point ϕg = ϕ(xg, yg)
is simply calculated by
ϕg = 2ϕph − ϕip, (3.2)
where ϕph = ϕ(xph, yph) denotes the value that we want to impose at the physical bound-
ary point.
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Fig. 3.1: Schematics of the four-point interpolation stencil (Stencil 1): (a) overview; (b)
interpolation stencil for the intersection points.
Note that different image points should be defined for different quantities when they
are defined at different ghost points, such as in the case of staggered grid system. Also
note that, for the fixed bodies, we need to determine the location of the ghost points and
other points in the interpolation stencil just once; thus a small portion of the simulation
time is devoted to this determination.
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3.2.2 Interpolation stencils
In order to evaluate the local quantities on the image point, ϕip, it is needed to use
polynomials and the degree of the polynomial directly effects the accuracy. Although it
seems that the higher order the polynomial we use, the better the accuracy we obtain, in
practice, higher order polynomials cause numerical instability. In this regard, we pro-
pose two different interpolation stencils and do some investigation on the accuracy of
these stencils in imposition of the boundary conditions. Following describes the charac-
teristics of each stencil.
Stencil 1
The first stencil we propose here is as shown in Fig. 3.1 (referred to as Stencil 1).
The normal line from the ghost point to the immersed boundary is extended to the fluid
domain to find its intersections with two grid lines either horizontal or vertical, as indi-
cated by filled triangles in Fig. 3.1. As illustrated in Fig. 3.1(b), this one-dimensional
coordinate along the normal line is referred to as ξ.
As shown in Fig. 3.1(a), the location of the first two intersection points can be before
or after the image point. We use the values of the flow properties on these intersections,
ϕ1 = ϕ(ξ1) and ϕ2 = ϕ(ξ2) for calculating the value on the image point, ϕip = ϕ(ξip),
using the second-order Lagrange interpolation [28], i.e.,
ϕip =
(ξip − ξ1)(ξip − ξ2)
(ξph − ξ1)(ξph − ξ2)
ϕph +
(ξip − ξph)(ξip − ξ2)
(ξ1 − ξph)(ξ1 − ξ2)
ϕ1 +
(ξip − ξph)(ξip − ξ1)
(ξ2 − ξph)(ξ2 − ξ1)
ϕ2, (3.3)
which has the second-order accuracy with respect to the spacing between stencil points.
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The values at the interpolation stencils, i.e., ϕ1 and ϕ2, can be computed simply using
a one-dimensional linear interpolation from the two grid points around them, since the
points of interpolation stencil are defined on the grid-line. This is another advantage of
the proposed method in contrast to the other ghost-cell IB methods that requires bilinear
interpolation in general. Using the values at two neighboring grid points, ϕ1a and ϕ1b as
exemplified in Fig. 3.1(b), the interpolation formula for ϕ1 simply reads
ϕ1 = αϕ1a + (1 − α)ϕ1b, (3.4)
where α = δ/∆x (or δ/∆y) with δ being the distance between the intersection point and
the grid point 1a. The interpolation for ϕ2 is done similarly using ϕ2a and ϕ2b.
From above, the overall convergence rate of the proposed method is expected to be
of the second order.
Stencil 2
Another interpolation stencil we consider is illustrated in Fig. 3.2 (referred to as Stencil
2). This stencil is a three-point interpolation stencil. The main difference from Stencil
1 is that we use only two points closest to the image point (enclosed by lines in Fig.
3.2), which are either two intersection points or the physical boundary point and one
intersection point. In this case, the linear interpolation can be applied instead of Eq.
(3.3). If the two neighboring points are the two intersection points, it reads
ϕip =
(ξip − ξ2)ϕ1 + (ξ1 − ξip)ϕ2
ξ1 − ξ2
. (3.5)
Likewise, if the two neighboring points are the physical boundary point and the
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Fig. 3.2: Schematic of the three-point interpolation stencil (Stencil 2). Only the points
enclosed by the brown lines are used.
intersection point ξ1, it reads
ϕip =
(ξip − ξph)ϕ1 + (ξ1 − ξip)ϕph
ξ1 − ξph
. (3.6)
In this case, too, the expected overall convergence rate is the second order.
3.2.3 Convergence rate for different stencils
In order to assess the rate of convergence, we solve the flow between two concentric
cylinders using the proposed method. As shown in Fig. 3.3, the inner cylinder is rotating
at the angular velocity ω (i.e., uθ(R2) = ωR2) and the outer cylinder is fixed (i.e., uθ(R2) =
0), where R1 and R2 denote the radii of the inner and outer cylinders, respectively. Figure
3.4 shows the velocity profiles computed with different resolutions together with the
analytical solution for this problem, i.e.,
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Fig. 3.3: Schematics of the concentric cylinder problem.
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Fig. 3.4: The concentric cylinder problem: (a) velocity profiles in different resolutions;
(b) zoom-up view in the region enclosed by the circle inside Fig. 3.4(a).
uθ(r) =
1
R2
2
− R2
1
[
−(ωR21)r +
R2
1
R2
2
r
ω
]
, (3.7)
and the error is calculated as Error =
√∑
i
∣∣∣∣uθ(ri) − uθNu(ri)∣∣∣∣2, the L2 norm of the differ-
ence between Eq. (3.7) and the computed velocity uθNu .
Figures 3.5 to 3.6 show the convergence rate for the different stencils considered.
While these two stencils are supposed to enjoy a second order rate of convergence
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Fig. 3.5: Convergence rate for four-point stencil (Stencil 1).
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Fig. 3.6: Convergence rate for three-point stencil (Stencil 2).
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according to their definitions, the numerical experience reveals that only the last stencil,
namely stencil 2, has accomplished the theorized convergence rate. It stems from the
fact that in this stencil the distance between the stencil points is kept almost the same
(for all points involved in an interpolation process) and it is spontaneously a function of
the main solver grid resolution, as well. The case of first stencil might suffer from the
inconsistency in the first derivative of the function at the physical boundary point. In this
stencil, the desired function at the vicinity of the physical boundary is approximated by
a quadratic polynomial to acquire a value for the image point. Utilizing a linear extrapo-
lation between this image-point value and the physical boundary value, the value of the
ghost point is calculated. The stencil, however, can just assure that these two polyno-
mial meet the same value at the image point and does guarantee the same left and right
derivative at this point. Consequently, at the extrapolation step, a non-physical value for
the ghost point is inevitable provided that the ghost point is too close to the physical
boundary. It occasionally comes about and slightly declines the whole convergence rate.
One of the attractive features of the proposed method is its unified interpolation
procedure for any ghost points. In this benchmark problem, too, we exactly used the
interpolation stencils as described in Sec. 3.2 without any exceptions or any additional
treatments. In other schemes in literature, in contrast, there are usually many situations
where an exceptional stencil has to be used. For instance, the trilinear interpolation
scheme that Mittal et al. [14] employed to calculate the value of a generic variable in
three-dimensional simulation encounters special cases where one of the eight nodes in
the stencil is a ghost point. In this case, they replaced it with the corresponding physical
boundary point. As another example, Kim et al. [9] applied the bilinear interpolation for
the two-dimensional case, while they needed to substitute it by the linear interpolation
for some cases.
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Fig. 3.7: "Streamlines" of the flow around a circular cylinder at Re = 40.
Fig. 3.8: Instantaneous vorticity contours near a circular cylinder at Re = 100.
In the present method, in contrast, the interpolation is carried out simply in the direc-
tion normal to the surface. Therefore, as long as the surface curvature is locally smooth
such as surface in cylinder and airfoil, all the nodes of the stencil are automatically
defined outside the body.
3.3 Some numerical examples
In order to assess the capability of the proposed interpolation scheme, in this section,
results of the numerical simulations of flows around a circular cylinder and a square
cylinder are presented and validated. Following [9], in both problems, the size of com-
putational domain is set to be 70D×100D, where D is the cylinder diameter. The center
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Fig. 3.9: Mean streamwise velocity in the cylinder wake.
of the cylinder is located at 30D downstream the inlet. The number of the grid points
are 2048× 500 in the streamwise (x) and transverse (y) directions, respectively, whereof
about 30–40 grid points (depending on the problems) are uniformly distributed within
the cylinder diameter in every direction. A uniform velocity at the inlet and a convective
boundary condition at the outlet of the computational domain are imposed.
Table 3.1: Comparison of the results on the flow around a circular cylinder at Re = 40
(parameters a, b, Lw and θs are defined in Fig. 3.7).
Method a b Lw θs [
◦] CD
Present study Ghost-cell IBM 0.73 0.59 2.28 53.1 1.55
Linnick and Fasel [29] Continuous-forcing IBM 0.72 0.60 2.28 53.6 1.54
Taira and Colonius [6] Continuous-forcing IBM 0.73 0.60 2.30 53.7 1.54
Coutanceau and Bouard [30] Experiment 0.76 0.59 2.13 53.8 -
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Table 3.2: Comparison of the results on the flow around a circular cylinder at Re = 100.
Method CD CL rms St
Present study Ghost-cell IBM 1.43 0.29 0.160
Tseng and Ferziger [13] Ghost-cell IBM 1.42 0.29 0.164
Lai and Peskin [5] Continuous-forcing IBM 1.44 0.32 0.165
Kim et al. [9] Discrete-forcing IBM 1.33 0.32 0.165
Park et al. [31] Boundary-fitted (C-grid) 1.33 0.33 0.165
Naito and Fukagata [32] Boundary-fitted (O-grid) 1.33 0.23 0.165
Norberg [33] Empirical correlation − 0.23 0.164
(a) (b)
Fig. 3.10: "Streamlines" for a square cylinder at Re = 20 (steady flow regime): (a)
θ = 0◦; (b) θ = 29.7◦.
Table 3.3: Recirculation length Lw for a square cylinder with different inclination angles
θ at Re = 20.
Method θ = 0◦ θ = 29.7◦
Present study Ghost-cell IBM 1.79 1.49
Yoon et al. [34] Discrete-forcing IBM of Kim et al. [9] 1.8 1.44
Sharma and Eswaran [35] Body-fitted (Cartesian) 1.83 -
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3.3.1 Flow over a circular cylinder
The main reason for simulating the flow around a circular cylinder is the variety of
the numerical and experimental results at different Reynolds number that have been
obtained so far, which makes it possible to verify the proposed interpolation scheme.
The Reynolds number, based on the inlet velocity Uin, is defined as Re =
UinD
ν
, where ν
is the kinematic viscosity. In our study, the simulations around the circular cylinder at
Re = 40 and 100 are considered.
The drag coefficient is defined as CD =
FD
0.5ρU2
in
D
, where ρ is the fluid density and FD
is the drag force computed on the surface of the boundary. Similarly, lift coefficient
is defined as CL =
FL
0.5ρU2
in
D
, where FL is the lift force computed on the surface of the
boundary.
Table 3.1 presents the wake length Lw, the separation angle θs, the drag coefficient
CD, and two parameters on the wake shape a and b defined in Fig. 3.7 computed for
the flow at Re = 40. The present results agree well with those of the other simulations
[6, 29] and the experiment [30]. Note that "streamlines" presented in Fig. 3.7 are the
trajectories of fluid particles but not the streamlines with their strict definition; however,
since the results of present study are compared with the existing data of what they call
"streamlines," we follow the same manner.
With regard to the unsteady features of flow at higher Reynolds number, we per-
formed the simulation at Re = 100. This Reynolds number brings about vortex shedding
as shown in Fig. 3.8. In Fig. 3.9, the distributions of the x-component of the velocity at
three axial locations downstream of the cylinder, x/r = 2, 4, and 5 (where r denotes the
radius of the cylinder) are compared with the results of the Karniadakis and Triantfyl-
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Fig. 3.11: Instantaneous "streamlines" around a square cylinder at Re = 100.
Fig. 3.12: Instantaneous "streamlines" around an inclined square cylinder (Re = 130,
θ = 34.8◦).
lou [36] who employed spectral element for their simulation. As seen in the figure, our
results show close agreement with the reference for all three locations.
The drag coefficient, the root-mean-square fluctuations of lift coefficient CL rms, and
the Strouhal number (St = f D/Uin where f is the shedding frequency) obtained with the
present simulation are compared in Table 3.2 with those reported in literature obtained
using different techniques. The table also shows the values of CL rms and St calculated
using the empirical correlation derived from the compilation of a number of data [33].
Although some scatters are found even among previous studies, the present results are
found to be in reasonable agreement with the literature.
3.3. Some numerical examples 38
Table 3.4: Drag coefficient for a square cylinder at different Reynolds numbers, Re
(θ = 0◦).
Method Re = 20 Re = 60 Re = 100
Present study Ghost-cell IBM 2.16 1.56 1.45
Yoon et al. [34] Discrete-forcing IBM of Kim et al. [9] 2.3 1.54 1.46
Sharma and Eswaran [35] Body-fitted (Cartesian) 2.39 1.64 1.51
Okajima et al. [37] Body-fitted (Cartesian) 2.1 − −
Sohankar et al. [38] Body-fitted (Cartesian) − 1.62 −
Anzai et al. [39] Body-fitted (Cartesian) − − 1.51
Table 3.5: The mean pressure drag coefficient CDp and the mean friction drag coefficient
CD f for an inclined square cylinder (θ = 29.7
◦ at Re = 100).
Method CDp CD f
Present study Ghost-cell IBM 1.50 0.21
Yoon et al. [34] Discrete-forcing IBM of Kim et al.[9] 1.42 0.20
3.3.2 Flow over a square cylinder
As for the flow around a square cylinder, which has many different applications in en-
gineering such as skyscrapers, towering structures and long-spanned bridges [34], we
carried out some simulations to examine the capability of the proposed method to cap-
ture the flow around sharp edges. In addition, we compared some characteristics of the
flow past a square cylinder with and without inclination with other numerical results.
Recent studies showed that there are three different flow patterns around a square cylin-
der in the flow concerning the positioning of the four sharp edges [34]. Due to change of
the location of the separation points, three distinguishable flow patterns are steady (S),
vortex merging (VM), and main separation (MS).
As examples of the steady flow pattern, the flows around a square cylinder at θ = 0◦
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Fig. 3.13: Distribution of the mean pressure coefficient Cp on the surface of square
cylinder at Re = 100.
and 29.7◦ at Re = 20 are considered. Streamlines of the flow around square cylinder
at θ = 0◦ and 29.7◦ are presented in Fig. 3.10. It should be noted that, following [34],
the representative length is defined as the projection length but not the edge length of
the cylinder, which is identical to the edge length in θ = 0◦ case but not in θ , 0◦ as
can be noticed from Fig. 3.10. The flow is symmetric when θ = 0◦ but asymmetric for
the inclined cylinder. Table 3.3 quantitatively compares the re-circulation length in both
cases, showing good agreement between the present results and literature.
Subsequently, as an example of the MS pattern, a flow at Re = 100 without incli-
nation is considered. In this case, too, the grid is intentionally generated not to match
the boundary. The main objective here is to investigate whether the present method can
accurately reproduce the flow pattern and the period of vortex shedding. In Fig. 3.11,
two instantaneous streamlines are shown, which agree well with the result of Yoon et al.
[34].
The drag coefficients CD at different Reynolds numbers (Re = 20, 60, 100) are
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presented in Table 3.4. It shows good agreement with literature. However, CD computed
using IB methods (i.e., both present and Yoon et al. [34]) is slightly lower than those
obtained using the body-fitted Cartesian simulation. Among the references presented in
Table 3.4, Anzai et al. [39] ) used the simulation code identical to the present one except
for the treatment of boundary, which suggests that the slight difference observed in CD
is purely due to the different boundary treatments.
Finally, we examine the VM pattern, which appears when the Reynolds number and
the angle of incidence are high. Figure 3.12 shows instantaneous streamlines in a period
of vertex shedding of the flow around a cylinder at Re = 130 and θ = 34.8◦. The main
feature of this pattern is that two small vortices, which are formed after separation, merge
and reattach at two neighboring square edges. In this regard, Fig. 3.12 indicates that our
scheme properly captures this flow pattern. To have more quantitative comparison, the
profiles of mean pressure coefficient on the cylinder wall Cp = (pw − p∞)/((1/2)ρU2)
(where pw and p∞ denote the wall pressure and the free-stream pressure, respectively)
at Re = 100 and θ = 0◦, 29.7◦ are compared in Fig. 3.13. Table 3.5 compares the mean
pressure drag coefficient CDp =
∆p
0.5ρU2
in
D
and the friction drag coefficient CD f =
τ
0.5ρU2
in
D
(where τ is the wall shear stress) with the reference. Although slight difference can be
noticed in Cp profile, the present results are found to agree quantitatively well with the
reference [34]), which confirms the capability of the present method.
3.4 Interpolation scheme for reconstruction approach
Another immersed boundary method that is used to satisfy the boundary condition is
reconstruction method. Gilmanov et al. [40] first employed this method to imposition
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Fig. 3.14: Schematics of interpolation stencil for reconstruction approach.
the boundary conditions for moving boundaries. The main difference of this method
with ghost-cell approach is the location of the nodes that are used to reconstruct the
flow near the immersed boundary. In ghost-cell method, the ghost points are considered
inside the solid body. However, in hybrid method, the forcing points are in the fluid
region. The implementation of the boundary condition is carried out by interpolation
along the normal to the body surface, same as ghost-cell method.
The interpolation process in this method is similar to the ghost-cell approach. How-
ever, it is obvious that with this method, there is no need to consider any image point
inside or outside the boundary. We can perform first or second interpolation scheme in
the direction normal to the body. Figure 3.4 shows the schematic of the interpolation
stencil. As for the rate of convergence, we solved the flow of two concentric cylinders
with different resolution for this approach, too. The result of the convergence rate for
the first order interpolation is presented in Fig. 3.16. As seen, the rate is almost second
order.
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(a)
(b)
Fig. 3.15: Force coefficents for the flow around a circular cylinder: (a) drag coefficient;
(b) lift coefficient.
3.4.1 Numerical result
The problem of flow around a circular cylinder at Re = 100 earlier was solved with
ghost-cell method is simulated with reconstruction scheme here. The size of computa-
tional domain is again set to be 70D in the streamwise (x) direction and 100D in the
transverse (y) direction. The center of the cylinder is located at 30D downstream of the
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Fig. 3.16: Convergence rate for the reconstruction approach.
Table 3.6: Comparison of the results on the flow around a circular cylinder at Re = 100.
Method CD CL rms St
Present reconstruction method Reconstruction IBM 1.37 0.30 0.164
inlet. The computational grid is uniform in x direction and nonuniform in y direction.
The numbers of the computational cells are 2048 in x direction and 500 in y direction,
about 30 grid points are uniformly distributed within the cylinder diameter in every
direction. Also, a convective boundary condition is imposed at the outlet of the compu-
tational domain. Figure 3.15 and Table 3.6 show the result for drag and lift coefficient
ans Strouhal number. As it is seen in the figure, the results are in good agreement with
the references presented in Table 3.2.
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Fig. 3.17: Schematic of the interpolation stencil: (a) ghost-cell method; (b) reconstruc-
tion method. Purple, predefined boundary point to express the boundary shape; blue,
newly set boundary point on the line normal to the boundary; red, ghost or forcing
points; yellow image point; cross, intersection point. Gray thin vertical and horizontal
lines represent the grid lines.
3.4.2 Comparison with ghost-cell approach
In order to clarify the difference between ghost-cell and reconstruction methods, here
the principals of both method are summarized.
Ghost-cell Method
In ghost-cell method, the forcing point is inside the solid domain on the so-called
ghost point and the interpolation is undertaken along the normal direction through the
surface. As illustrated in Fig. 3.17(a), a ghost point (i.e., point G in the figure) is defined
as a grid point inside ΩS which has at least one neighbor point in ΩF . Besides, as a
direct extrapolation tends to produce large values on the ghost point close to the physical
boundary, the concept of image point (point I) is proposed by Mittal et al. [14], which
is defined as the reflection of the ghost point with respect to the corresponding physical
boundary into the fluid domain. After finding the velocity on image point, uI , it is
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simply reflected back to compute the velocity on the ghost point, uG (= um), i.e.,
uG = 2uB − uI . (3.8)
The velocity on the image point, uI , is computed here using Stencil 3. The procedure
for a ghost point G and the corresponding boundary point B is summarized as follows.
1. The image point I is defined by mirror-reflecting the ghost point, i.e., xI = xB+δn.
The unit normal vector n has already been computed as described above, and
δ = (xB − xG) · n.
2. The first outer intersection between the normal line and grid lines (point A) is
identified, and the value at point A (i.e., uA) is computed by a linear interpolation
from the two neighboring grid nodes on the same grid line. For instance, in the
situation exemplified in Fig. 3.17(a), the velocity is interpolated from the left and
right neighbors to point A along the horizontal grid line.
3. The value on the image point, uI , is computed using a linear interpolation along
the normal line, i.e., uI = λuA + (1 − λ)uB, where λ = (ξI − ξB)/(ξA − ξB) and ξ
denotes the coordinate on the normal line with its unit vector being n.
4. The value on the image point is reflected back to the ghost point by Eq. (3.8).
Reconstruction method
Another approach, so-called reconstruction method, is to enforce the grid points in-
side the fluid domain adjacent to physical boundary. By this approach, not only can one
easier improve the accuracy of the interpolation and consequently the overall accuracy
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of immersed boundary method but also the unfavorable large extrapolated values are
avoidable.
Akin to the procedure that was used in the ghost-cell method, we define the physical
boundary with a spline, identify the forcing point —a grid point in the fluid domain
which has at least a neighbor grid inside the solid domain— set the boundary point so
that the normal line is drawn, and find the auxiliary points along the normal line. This
set of points is used to assign the proper value for the forcing point, uF (= um). The
schematic configuration of these points is shown in Fig. 3.17(b). The procedure for a
forcing point F and the corresponding boundary point B is summarized as follows.
1. The first and second outer intersections between the normal line and grid lines
(points A1 and A2) are identified, and the values at these points are computed simi-
larly to the case of ghost-cell method described above, i.e., by linear interpolation
from grid nodes. For instance, in the situation exemplified in Fig. 3.17(b), the
interpolation for point A1 is done along the vertical grid line, while that for point
A2 is done along the horizontal grid line.
2. The value on the forcing points, uF , is computed by interpolation from points A1,
A2 and B via a quadratic polynomial along the normal line, i.e., uF = u0 +u1ξF +
u2ξ
2
F , where u0, u1, and u2 are obtained by solving the Vandermonde matrix, i.e.,
u0
u1
u2
 =

1 ξB ξ
2
B
1 ξA1 ξ
2
A1
1 ξA2 ξ
2
A2

−1 
uB
uA1
uA2
 , (3.9)
with the subscripts to ξ (i.e., the coordinate on the normal line) denoting respective
points.
Furthermore, comparison of Tables 3.2 and 3.6 for the time-averaged value of drag
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coefficient, CD, the root-mean-square (rms) value of lift coefficient, CL rms, and the
Strouhal number, St, implies that although there are some differences in the values,
CD and CL rms obtained using the present reconstruction method is within the range of
values reported in literature. To be more detail, CD computed using the reconstruction
method is closer to those computed using boundary fitted coordinates [31, 32]; in con-
trast, CL rms computed using the present ghost-cell method is closer to those computed
using boundary fitted coordinates and the empirical correlation by [33]. Therefore, it is
fair to state that there is no clear superiority or inferiority between these two methods as
far as the fixed boundary problem is concerned.
3.5 Forced convection of the flow around a circular cylin-
der
Flow and heat transfer around bluff bodies in the viscous incompressible flows have been
the subject of various numerical and experimental studies because of its variety of indus-
trial applications such as pipelines, tall buildings and cooling of different components
like bearing and its importance in fundamental physical studies, as well. Recently, there
has been a significant focus on the flow past the circular or square cylinders owing to the
simple geometry but striking phenomena for the flow past these bluff bodies undergoing
heat transfer. Also, these geometries are vastly used in industrial applications associated
with energy conversion and structural design.
In industrial applications, it is of great importance to maintain the proper use of
different components. Therefore, the performance of the cooling system is quite critical.
There are some parameters that affect the heat transfer performance such as geometry of
the immersed body, properties of the inlet flow like Reynolds and Prandtl numbers and
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the type of boundary conditions (uniform heat flux or constant wall temperature) which
are implemented at the surface of the obstacle.
So far, we have just validated the code for the velocity field. In this section, we
investigate on the forced convection heat transfer around fixed circular cylinders and the
results is verified to obtain more information about the capability of our interpolation
stencil in implementation of the temperature boundary conditions with ghost-cell and
reconstruction methods. Moreover, in this study, just the forced convection heat transfer
is considered and the effect of the internal heat generated by viscous dissipation and
thermal radiation are neglected.
To study the heat transfer of the flows, in addition to the Navier-Stokes equations
which was discussed earlier in this chapter, the energy equation has to be solved. The
energy equation reads as
∂T
∂t
= −∇ · (uT ) + 1
Re Pr
∇2T (3.10)
where T is the temperature and Pr denotes the Prandtl number, Pr = ν
α
in which ν is the
kinematic viscosity and α denotes the thermal diffusivity.
Nusselt number
One of the important parameters in heat transfer problems is the dimensionless Nusselt
number, Nu, which provides information about the heat transferring around an immersed
body. The Nusselt number indicates the ratio of the convective (including advection and
diffusion) to the conductive heat transfer across the immersed boundary along the normal
direction to the surface. This number is close to one for laminar flows and a so-called
slug flow. In higher Reynolds number regime when the flow is turbulent, Nu is typically
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in the range 100− 1000. The mathematical definition of Nu for an obstacle is expressed
as
Nu(xb) =
h(xb)R
k
, (3.11)
in which xb denotes the Lagrangian points on the immersed surface, R is the character-
istics length, k presents the thermal conductivity of the fluid and h(xb) is the the convec-
tive heat transfer of the flow and the body. According to the Fourier’s law and Newton’s
cooling law, h(xb) can be defined as
h(xb) =
−k ∂T
∂n
(xb)
(Tb − T∞)
, (3.12)
where Tb and T∞ denote the temperature of the body and the temperature away from
the wall, respectively, and ∂
∂n
denotes the partial derivative normal to the surface. By
substituting Eq. (3.12) into Eq. (3.11), the Nusselt number reads as
Nu(xb) =
1
(Tb − T∞)
−k ∂T
∂n
(xb)R
k
(3.13)
=
R
(Tb − T∞)
∂T
∂n
(xb).
In addition to the local Nusselt number, one can calculate the average Nusselt num-
ber as
Nu =
∫ R
0
hx(x)dx, (3.14)
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In order to calculate the Nusselt number, first the temperature gradient has to be com-
puted. Since the unit normal vectors of the surface for the Lagrangian points have been
obtained before (in the process of identifying the ghost points) we need to extend the
normal vectors to the fluid region to find some points with which we can calculate the
temperature gradient. In our work, we opt for using a constant distance, δ, from the
boundary to the fluid section for all the Lagrangian points. In this way, the normal
vector is extended to the fluid region with distance δ to find the points that are not nec-
essarily aligned with the background structured grid. Then, the value of the temperature
on these points, T f , are interpolated from the value of the nodes in the vicinity of them.
By so doing, computing the temperature gradient becomes quite straightforward which
is expressed as
∂T
∂n
(xb) =
T f − Tb
δ
.
Having calculated the temperature gradient of the immersed obstacle, an accurate
evaluation of the Nu number is achieved. In this way, the heat transfer from different
objects can be investigated.
In this secction, the results of the simulation of the two-dimensional numerical heat
transfer around a circular cylinder at Re = 100 (Section 3.3.1) and Pr = 2 is presented.
As for the implementation of the boundary conditions, both ghost-cell and reconstruc-
tion methods are applied and the results are compared with the simulation of Karnidakis
et al. [41] in which a spectral element methods is used.
Figure 3.18 shows the comparison of the Nusselt number obtained from the results
in which the ghost-cell method is used to impose the boundary condition for the upper
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Fig. 3.18: Comparison of the Nusselt number variation along the cylinder surface with
ghost-cell method.
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Fig. 3.19: Comparison of the Nusselt number variation along the cylinder surface with
reconstruction method.
surface of the cylinder. As seen, the result of the local Nu near the front stagnation point
shows major difference with the reference. It indicates that the heat transfer around the
stagnation point in not properly solved.
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Fig. 3.20: Temperature contour for flow around a fixed circular cylinder.
In Fig. 3.19 the Nusselt number along the cylinder periphery using the reconstruction
method is illustrated. As seen, unlike the ghost-cell method, for this method there is
close agreement with the reference. Figure 3.20 shows the temperature contours. It
can be seen that the vortices released from the cylinder surface engulf hot fluid and
after displacing away from the cylinder, they can transfer the heat. However, owing the
small temperature difference and low Reynolds number for this problem, a concrete heat
transfer is not observed.
3.6 Conclusions
In this chapter, the proposed interpolation stencil is used for the ghost-cell and recon-
struction immersed boundary method to satisfy wall boundary conditions in Cartesian-
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based numerical simulation of fluid flow with complex boundaries. The key technique
in the present method is to consider a one-dimensional interpolation along the line nor-
mal to the surface. Two different interpolation stencils are proposed and examined by a
benchmark problem on the flow between two concentric cylinders. It has been demon-
strated that the compact three-point stencil (Stencil 2) has the second order convergence
rate, while the four-point stencils did not attain the expected convergence rate.
This unified procedure can be used everywhere as far as the boundary is smooth.
Numerical instability due to the interpolation, which is often problematic in the con-
ventional discrete-forcing IB methods, is avoided by the present definition of the image
point. In addition, since the interpolation scheme used here is always one-dimensional
linear, implementation to any existing flow simulation code should be very easy.
The proposed scheme with Stencil 3 was used to simulate the flow past different
obstacles, which are typical of engineering-relevant applications. First, simulation of
the flow around the circular cylinder at two different Reynolds number were carried
out. The computed values of the wake parameter and the lift and drag coefficients were
found to be in good agreement with the literature. To verify the ability of the proposed
scheme in simulating flows near sharp edges, the flow over an inclined square cylinder
was studied as well. The results of our simulation are in good agreement with literature.
According to the results presented in this chapter, the proposed interpolation scheme
with Stencil 3, despite its simplicity, can be used for simulating the flow past arbitrary
geometries with an accuracy comparable to the existing schemes that require more com-
plicated interpolation procedures.
Using the same interpolation scheme with the reconstruction method to reconstruct
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the flow near the immersed boundary with forcing points outside the body agrees well
with the references.
As for the implementation of the heat boundary conditions on a stationary cylinder,
the result of Nu for the ghost-cell method near the stagnation point is significantly differ-
ent from the results presented by Karniadakis et al. [41]. However, the obtained Nusselt
number when the reconstruction method is applied agrees well with the reference.
Chapter 4
Extension of the unified interpolation
stencil for immersed boundary method
for moving boundary problems
4.1 Introduction
Fluid-structure interaction (FSI) problems have been commonly simulated by body-
fitted or unstructured-grid methods. However, massive computational cost and memory
requirements of these methods are always a crucial problem. Also, solving the flow
around a complex moving boundaries further increase the computational time. More-
over, the accuracy of the simulation significantly depends on the quality of the computa-
tional grid. In this way, when the geometry of the boundary is complex, the capability of
IB methods to solve the flow more accurate and efficient in comparison with body-fitted
with unstructured grids [2]. Solving the moving boundary problems in a fixed Cartesian
grid with the sharp representation of the geometry is of great preference that makes the
discrete forcing methods popular.
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However, the main drawback of these methods is the spurious force oscillations near
the immersed boundary for moving boundary problems. In this chapter, the sources
of force oscillations are investigated and different remedies are examined for the in-
line oscillating circular cylinder to observe the improvement of the fluctuations in drag
coefficient. The rest of this chapter is devoted to show the results of the simulation of
the flow around various moving boundaries in order to examine the capability of the
proposed interpolation scheme along with ghost-cell and reconstruction methods.
4.2 In-line oscillations of the circular cylinder
For the first problem, flow induced by the vibration of the bluff bodies are considered
which has a wide range of practical engineering applications such as marine technology.
A periodic oscillation of a circular cylinder in fluid at rest is one of the classic test cases
in this field. To simulate this flow, we need to set two non-dimensional parameters
that indicates some characteristics of the flow. The first one is Reynolds number which
here defined as Re = UmaxD/ν, where Umax is the maximum velocity of the oscillation,
D is the diameter of the cylinder, and ν is the kinematic viscosity. The second non-
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Fig. 4.1: Configuration of the oscillatory cylinder.
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(a) (b)
(c) (d)
Fig. 4.2: Vorticity contours for Re = 100 and KC = 5 at different phase angles: (a) 0◦;
(b) 95◦; (c) 193◦; (d) 288◦.
dimensional parameter is the Keulegan-Carpenter number also known as period number
and describes the relation between drag and inertia forces for the oscillatory bluff bodies,
KC = Umax/(fD), where f is the frequency of the oscillation. It is worth mentioning that
small Keulegan-Carpenter number indicates that the inertia in dominated and a two-
dimensional simulation makes scenes while the large numbers are associated to highly
turbulent drag forces thus essentially needs three-dimensional analysis.
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(a) (b)
(c) (d)
Fig. 4.3: Pressure contours for Re = 100 and KC = 5 at different phase angles: (a) 0◦;
(b) 95◦; (c) 193◦; (d) 288◦.
For current study, the motion of the cylinder is defined as
xc = −Asin(2pi f t)
where xc indicates the location of the center of the cylinder for every time steps and A
and f denote the amplitude and frequency of the oscillation, respectively. All quantities
are made dimensionless by the cylinder diameter D and the maximum velocity of the
oscillation Umax = 2pi f A such that non-dimensional diameter and maximum velocity
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Fig. 4.4: Comparison of velocity components for Re = 100 and KC = 5 at different
phase angles: (a) 180◦; (b) 210◦; (c) 330◦.
become D = 1 and Umax = 1, respectively. The Reynolds number is defined as Re =
UmaxD/ν. Figure 4.1 shows the configuration of the moving cylinder. In order to be able
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to compare our results with the numerical and experimental work obtained by Dütsch
et al. [44], the computation is carried out with Re = 100 and KC = 5. The size of the
computational domain is 40D× 40D and the Neumann boundary (∂u/∂n = 0) condition
are implemented to the all outer boundaries.
Figures 4.2 and 4.3 show the vorticity and pressure contour at four phase angles.
The comparison between these results and the experiment reported by [44] implies that
the method can properly capture the qualitative features of the vortex shedding in this
flow which is stable, symmetric and periodic. Also, the velocity profiles for the present
method along with the experimental results at four locations are plotted in Fig. 4.4. As
seen, the symmetric profile for u and anti-symmetric for v, as expected, along y direction
are obtained. The qualitative comparison of the results show good agreement with the
reference. However, the result for drag coefficient shows spurious oscillations that is
studied in the following section.
4.3 Temporal force oscillations
Although using immersed boundary methods for simulation of the moving boundary
problems greatly saves the computational cost, it produces spurious force oscillations
(SFO) on the body surface. Lee et al. [45] identified two main sources for these oscil-
lations. One source is the pressure discontinuity near the boundary. Since in discrete
forcing methods, the no-slip boundary conditions are implemented by some modifica-
tions of the velocity on some grid points near the boundary either by adding momentum
forces to governing equations for those nodes or by directly interpolating their values.
Either of them changes the pressure distribution near the boundary. The other source is
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related to the various description of the grid points in different time steps. For example,
when we apply ghost-cell method for moving boundaries, we face various definitions of
particular nodes in different time steps. It means that when the boundary advances into
the fluid region, for example for an in-line oscillating cylinder, some of the ghost points
may become fluid points near the boundary which may be used in the interpolation sten-
cils of the other ghost points. On the other hand, some fluid point may become ghost
points. This sudden changes of the representation of the geometry leads to non-physical
oscillations of the flow near to the solid body. Although it is not possible to rigorously
derive the magnitude of SFOs (since it is ultimately determined by the modification of
pressure field, which is a non-local quantity), under some assumptions the magnitude
of SFOs can be estimated as O(∆x2/∆t) [45, 46], and therefore it can be reduced by
decreasing the grid size (∆x) and increasing the time-step (∆t). However, decreasing
the grid size is not a preferable choice since it considerably drives up the computational
cost.
Although it is shown that the effect of these temporal oscillations on the velocity field
is not very serious, their influence is appeared in the calculation of the lift and drag forces
on the boundary for some consecutive time steps. In order to suppress these oscillations,
Kim and Choi [8] developed an immersed boundary method in a non-inertial reference
frame to simulate the moving boundaries. The main problem of this approach is the
difficulties in consideration of the interactions between more than one obstacles in the
fluid. Seo and Mittal [46] proposed the cut-cell method, but they could not completely
solve the problem. Yang and Balaras [15] suggested the filed extension approach that
extrapolates the velocity and pressure of the point that their description has changed
from one time step to another by using the values of the fluid near the surface. Also, the
sink/source proposed by Kim et al. [9] mitigates the effect of the oscillations.
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Fig. 4.5: Drag coefficient obtained using the ghost-cell method with ∆x = 0.04.
Fig. 4.6: Drag coefficient obtained using the ghost-cell method with ∆x = 0.02.
In this research, we examine different orders of interpolation with ghost-cell and
reconstruction approach in various resolution in order to suppress the force oscillation.
In the first step, we investigate the effect of the resolution on the force oscillation using
the ghost-cell method for imposing the boundary conditions. Figure 4.5 shows the drag
coefficients for an oscillating cylinder when the local grid size near the boundary is
∆x = 0.04. As seen, the drag coefficient is significantly affected by the oscillations. In
another attempt, the flow is solved with a finer mesh. The result is shown in Fig. 4.6.
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(a)
(b)
Fig. 4.7: Drag coefficient obtained using reconstruction approach with ∆x = 0.04: (a)
first order interpolation scheme; (b) second order interpolation scheme.
Obviously, the amplitude of the oscillation for finer grid is lower than what it is obtained
with coarser one (Fig. 4.5).
Since solving the moving boundary with finer mesh is considerably time consum-
ing, we attempt to investigate other solutions to remove the spurious oscillations. With
this in mind, a reconstruction algorithm is applied instead of ghost-cell approach to im-
pose the boundary conditions and the change in the time evolution of drag coefficient is
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(a)
(b)
Fig. 4.8: Drag coefficient obtained using reconstruction approach with second order
interpolation scheme: (a) ∆x = 0.02; (b) ∆x = 0.01.
observed. As for the interpolation stencil, the same scheme which we propose for ghost-
cell method is used here to calculate the flow variables on the forcing points. It goes
without saying that with this approach, it is not required to consider the image points to
better interpolate the values on the forcing points outside the body.
Figure 4.7 shows the evolution of the drag coefficient when the reconstruction al-
gorithm with first and second order interpolation is employed to satisfy the boundary
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Fig. 4.9: Comparison of time traces of the pressure at a computational point close to the
boundary, (x, y) = (−0.492, 0.008), computed using the ghost-cell and reconstruction
methods.
Fig. 4.10: Comparison of the drag coefficient using direct computing and control volume
methods.
conditions. As seen, the oscillations of the drag coefficient substantially decrease when
the reconstruction approach is employed. Also, the effect of the order of interpolation
scheme for removing the non-physical oscillation of the pressure field is shown.
As expected, using a higher order interpolation reduces the oscillation amplitude of
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the drag coefficients. Beside using a higher order interpolation stencil, increasing the
resolution of the solution brings about significant reduction in the amplitude of the os-
cillation of the force (Fig. 4.8). Figure 4.9 compares the temporal variations of pressure
at a computational point near the boundary between the ghost-cell and reconstruction
methods. The selected point belongs the fluid region for a certain time period, while it
is inside the solid region for the rest. It is clearly seen that the oscillation is significantly
lower in the reconstruction method than in the ghost-cell method. The oscillation in
the ghost-cell method is particularly strong in the time period of 5 < t < 7.5 when the
selected point is located inside the solid region. So far, the point-wise traction approach
(2.5.1) has been used to calculate the drag coefficient on the moving object. To exam-
ine the method of computing the hydrodynamic fores by considering a control volume
around the solid body (2.5.2), a comparison is made in Fig. 4.10. As seen, the amplitude
of the oscillation for two methods does not show significant difference. However, the
root-mean-square of the drag coefficient for control volume method is slightly closer to
the reference [44].
4.3.1 Two cylinders moving with respect to each other
This example which was first studied by Russell and Wang [47], can be considered as a
multiple moving boundary problem. The initial geometry is shown in Fig. 4.11, Hs in
the figure is equal 1.5. The size of the computational domain is 32D × 16D, where D
is the diameter of the cylinders and is set to 1. The initial position of the cylinders are
(8D, 8D) for the first cylinder and (24D, 9.5D) for the second cylinder. No-slip boundary
conditions are implemented for the cylinders and outer boundaries. To mitigate the
impulsive start of the cylinders, each cylinder first oscillates around its initial location
Chapter 4. Extension of the unified interpolation stencil for immersed boundary method for
moving boundary problems 67
for two periods and then moves toward the other cylinder. In order to validate our results,
the problem is solved at Re = 40 to be similar with the reference [48]. The motion of
the lower cylinder xlc is given by
xlc =
{
4
pi
sin(pit
4
), 0 ≤ t ≤ 16,
t − 16, 16 ≤ t ≤ 32,
and the position of the upper cylinder xuc is given by
xuc =
{
16 − 4
pi
sin(pit
4
), 0 ≤ t ≤ 16,
32 − t, 16 ≤ t ≤ 32,
Figure 4.12 shows the vorticity contours at the time that two cylinders are in the
closest locations with respect to each other and the time which they are in the longest
distance to each other. Further, the pressure contours at two times corresponding to the
Fig. 4.12 are illustrated in Fig. 4.13. The results show good qualitative agreement with
the result of Xu and Wang [48]. To validate our results quantitatively, we compare the
temporal evolution of the lift and drag coefficients in Fig. 4.14. As seen, the results of
present simulation show general agreement with the reference.
Fig. 4.11: Initial geometry of the flow around two cylinders moving with respect to each
other.
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(a)
(b)
Fig. 4.12: Contours of vorticity (a) cylinders closest together; (b) cylinders farthest apart.
4.3.2 Pitching airfoil
As another test case, we simulate the unsteady flow with low Reynolds number around
a pitching airfoil. The aerodynamic phenomena around flapping wings has always been
of great interest to the researchers in order to deign the unmanned aerial vehicle (UAV).
The oscillatory movements of the wings in birds and bees flights has inspired engineers
to use this flight pattern in different applications.
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(a)
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Fig. 4.13: Contours of pressure (a) cylinders closest together; (b) cylinders farthest apart.
In our study we investigate the flow around a NACA0012 airfoil at Re = 100 in a
free stream. The size of computational domain is 20c × 15c, where c = 1 is the airfoil
chord. The center of gravity of the airfoil is initially located at (9.5c, 0). The surface
location of the NACA0012 airfoil ya is expressed as
ya = ±0.6[0.2969
√
xa − 0.1260xa − 0.3516x2a + 0.2843x3a − 0.1015x4a]
where xa is between 0 to 1 and the trailing edge is blunted at xa = 1. To capture the flow
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(a)
(b)
Fig. 4.14: Drag and lift coefficients for upper cyinder in flow around two cylinders
moving with respect to each other at Re = 40.
around a very sharp trailing edge with our method, a higher resolution is required.
The schematic of the computational domain is shown in Fig. 4.15. Similar to other
test cases, we use a fixed Cartesian grid and just the airfoil oscillates in Lagrangian
frame-work. The airfoil is pitch-oscillating about the 1
4
chord location and the angle of
attack (AOA) of the airfoil for each time step is defined as
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Fig. 4.15: Schematic of the computational domain for the flow around a pitching airfoil.
(a)
(b)
Fig. 4.16: Pitching airfoil: (a) pressure contours; (b) vorticity contours.
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(a)
(b)
Fig. 4.17: Drag and lift coefficients for the pitching airfoil.
α = αmean + αampsin(2pift)
in which αmean denotes the mean AOA, αamp represents pitch oscillation amplitude and
f is the oscillation frequency which are set to 10◦, 15◦ and 0.1, respectively.
In Fig. 4.16, the stantanaous pressure and Vorticity contours for the pitching airfoil
when its phase is −4◦ are shown. The time evolution of aerodynamic loads for the airfoil
is illustrated in Fig. 4.17. For this problem, the hydrodynamic forces are computed
considering control volume around the airfoil. As seen, the results are fairly promising
and show the capability of the method for further simulations.
Chapter 4. Extension of the unified interpolation stencil for immersed boundary method for
moving boundary problems 73
Forcing points
Points of the interpolation stencil
Predeﬁned boundary points
Newly set boundary points
Fig. 4.18: Schematic of the interpolation stencil for a flat plate.
4.3.3 Flow Induced by a Hovering Flat Plate
As another problem with prescribed motion, we consider a rigid flat plate undergoing a
sinusoidal translational and rotational motion, described by
X(t) =
A
2
cos(2pi f t)ex, (4.1)
θ(t) =
pi
2
+ θm sin(2pi f t), (4.2)
where X(t) is the center of gravity of the plate and θ(t) is the angle between the plate
and horizontal axis. The non-dimensionalization is based on the chord length, c, and
the maximum velocity, Umax = piA f . The non-dimensional translational amplitude, A,
the rotational amplitude, θm, and the frequency, f , are set at A = 2.8, θm = pi/4, and
f = 0.25, to compare with literature. The Reynolds number is Re = Umaxc/ν = 75.
We perform the simulation in a square domain of 20c × 20c. The numbers of the
computational cells are 2048 in x direction (uniform) and 500 in y direction (nonuniform,
clustered around the plate). A no-slip boundary condition for the flat plate and a zero
normal derivative for the velocity at the outer boundaries are implemented.
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Fig. 4.19: Instantaneous vorticity contours of a hovering flat plate.
In order to implement the boundary conditions, we set the forcing points on both
sides of the plate. In this way, by employing sufficiently fine grid, at least one of the
forcing points is close enough to the end points and there is no need to apply any special
treatment for the end points of the plate. The schematic of the interpolation stencil is
shown in Fig. 4.18. A moving thin object is usually difficult to handle using discrete forc-
ing immersed boundary methods or ghost-cell methods, while it has been successfully
simulated using continuous forcing methods (see, e.g., Park and Sung [49]). However,
the present reconstruction method has a merit that it can directly be applied to this kind
of problem in contrast to the ghost-cell method requiring ghost points inside the body.
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Fig. 4.20: Force coefficients of a hovering flat plate for different grid sizes: (a) lift
coefficient; (b) drag coefficient.
Figure 4.19 depicts the vorticity field around the flat plate from t/T = 2 to 4, where
T = 1/ f = 4 is the period of oscillation. Comparison of the instantaneous vorticity
with the results obtained by Eldredge [50] and Luo et al. [51] shows that our simulation
properly captures the flow features. Note that Eldredge [50] considered an elliptic thin
airfoil with the aspect ratio of 10, and Luo et al. [51] considered the thickness 7% of the
chord length. In contrast, the flat plate in the present case does not have any thickness.
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Figure 4.20 shows the force coefficients obtained in our study, with three different
grid size, compared with those of references. Here, the lift and drag coefficients are
defined as CD = 2Fx/(ρU
2
maxc) and CL = 2Fy/(ρU
2
maxc), where Fx and Fy are the hori-
zontal and vertical forces acting on the plate, respectively. Despite the slight difference
in the considered geometry, the drag and lift coefficients show good agreement. For
both coefficients, the number of the peaks and their locations are similar to the previous
studies. As for the effect of grid size to the computational results, three different grids
are used. To do the simulations with constant Courant numbers, we use smaller time
steps for finer grids. As seen in Fig. 4.20, the main difference in the force coefficients
for different grids is the reduction of force oscillations for higher resolutions.
It is worth noting that it is not possible to directly apply the ghost-cell method for
this problem since the ghost points should be set inside the body. It might be possible to
develop a new method equivalent to the ghost-cell approach if we combine the present
interpolation stencil with, for instance, the idea of direct discretization approach pro-
posed by Sato et al. [52]. However, this is not straightforward and therefore left for the
future work.
4.3.4 Single cylinder falling in a channel
There are many applications in the industry that involve liquids which have interaction
with solid particle such as mining extraction, slurry flows and fluidization of the catalyst
beds, to name but a few. Although there are many examples of particulate flow in our
environment, our knowledge of this kind of flow is limited [53]. However, recently,
thanks to the development of the computers, many researchers are motivated to simulate
the particulate flows. In order to examine the reliability of our method, we solve the
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Fig. 4.21: x-component of the velocity of the falling cylinder.
Fig. 4.22: y-component of the velocity of the falling cylinder.
flow of a falling cylinder in the fluid. In our test case the fall of a rigid circular cylinder
is simulated in a vertical channel. The motion of the circular cylinder is governed by
m
dUc
dt
= F, (4.3)
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* * *
Fig. 4.23: Vorticity contour of the falling disk
I
dΩ
dt
= T, (4.4)
where m is the mass of the cylinder, F and T are the total force and torque acting on
the cylinder, I is moment of inertia for the cylinder, Uc is the translation velocity and
Ω is the angular velocity of the cylinder. For sedimentation of the single cylinder, the
total force F includes the gravity, buoyancy and hydrodynamic forces Fh which can be
written as
F = (1 − ρ f
ρs
)mg + Fh, (4.5)
where ρ f and ρs are density of the fluid and cylinder, respectively. The torque T is
expressed as
T = −
∑
l
(X
l
b −Xc) × Flb∆sl, (4.6)
where Xc is the position of the center of the cylinder and Fb is the boundary force.
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(a)
(b)
Fig. 4.24: (a) Vertical velocity of the center of the cylinder; (b) vertical position of the
center of the cylinder.
In this simulation, the channel dimension is [0, 8D] × [0, 24D] where D = 0.25 cm
is the diameter of the cylinder. The initial position of the cylinder is (4D, 16D), the
initial velocity is zero and the cylinder falls because of the gravity. The density of solid
body is ρs = 1.25 g/cm
3 and the kinematic viscosity of the fluid is ν = 0.1 cm2/s. The
results are non-dimensionalised and the characteristic velocity and length are Us and
D, respectively. The characteristic velocity is an estimated terminal velocity which is
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Fig. 4.25: Vorticity contours around the falling two cylinders at different time instants.
Vorticity is also dimensional (s−1).
expressed as
Us =
√
piD
2
(
ρs − ρ f
ρ f
)g. (4.7)
Figures 4.21 and 4.22 illustrate the velocity components contour at different times
during the fall. Figure 4.24 shows the vertical position and velocity of the center of
cylinder as it is falling until it reaches the terminal velocity. As shown, the results are
in good agreement with the previous studies. The terminal Reynolds number in our
simulation is ReT = 17.18, which is consistent with the literature. The results indicate
general qualitative and qualitative agreement with other numerical results [54].
4.3.5 Two Falling Cylinders — Drafting, Kissing, and Tumbling
The other test case is sedimentation of two circular cylinders in a vertical channel. It has
been shown that when two cylinders fall close to each other, three physical phenomena,
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Fig. 4.26: Time history of falling two circular cylinders: (a) horizontal position; (b)
vertical position.
namely drafting, kissing and tumbling, take place. Although two cylinders receive the
same gravitational acceleration, the upper cylinder falls faster than the lower cylinder
because of lower drag; this stage is called drafting. The distance between two cylinders
decreases until they touch each other, called the kissing. However, since the movement
of cylinders is unstable, the upper cylinder starts to tumble on the lower cylinder, trig-
gered by a small amount of asymmmetricity, and eventually two cylinders separate.
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To avoid cylinders from inter-penetrating each other, a collision model is imple-
mented. If the distance between two bodies becomes less than a certain threshold, a
repulsive force, F col = F p−p + F p−w (where p-p and p-w denote particle-particle and
particle-wall collisions, respectively), acts on the bodies and makes them move to the
opposite direction. With this repulsive force, the total force F in Eq. (3) can be re-written
as
F =
(
1 − ρ f
ρs
)
mg + Fh + F
col. (4.8)
The collision force is modeled similarly to Wu et al. [55]. The particle-particle collision
force for i-th cylinder, F
p−p
i
, is computed as
F
p−p
i
=

0 if Xi, j > (Ri + R j) + ζ,
2.4ε
N∑
j=1,i, j
2
(
Ri + R j
Xi, j
)14
−
(
Ri + R j
Xi, j
)8 Xi −X j
(Ri + R j)2
if Xi, j 6 (Ri + R j) + ζ,
(4.9)
where Ri represents the radius of i-th cylinder, Xi, j = |Xi −X j|, ε = [2RiR j/(Ri + R j)]2,
and ζ is the threshold set here to ζ = 3∆x. Similarly, F
p−w
i
is computed as
F
p−w
i
=

0 if Xi,k > 2Ri + ζ,
2.4ε
∑
k
2
(
Ri
Xi,k
)14
−
(
Ri
Xi,k
)8 Xi − xk
(Ri)2
, if Xi,k 6 2Ri + ζ,
(4.10)
where xk represents the position of wall element and Xi,k = |Xi − xk|.
The parameters are set exactly the same as Patankar et al. [56], who studied this
problem using a Lagrange-multiplier-based fictitious-domain method, as well as Jafari
et al. [57] and Wang et al. [58], who used the lattice Boltzmann method. The parameters
are given as dimensional values. The channel size is 2 cm × 8 cm, and the diameter of
the cylinders is D = 0.2 cm. The numbers of the computational cells are 512 in x direc-
tion and 2048 in y direction (both uniform). The fluid viscosity is µ = 1.00 g/cm s and
the density of fluid and cylinder are ρ = 1.00 g/cm3 and ρs = 1.01 g/cm
3, respectively.
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Initially, two cylinders are located exactly on the centerline (x = 1 cm) with a vertical
separation of 0.4 cm. Note that the results for this problem are presented in dimensional
form so as to simplify the comparison with literature (also given in dimensional form),
while the quantities in our simulation are made dimensionless based on D and g. Figure
4.25 shows the vorticity contours at different time instants, and Fig. 4.26 compares the
time history of the positions of two cylinders with the results of Jafari et al. [57]. As can
be observed, four stages of the interaction between two cylinders, i.e., drafting, kissing
(t = 1.50 s of Fig. 4.25), tumbling (t = 1.88 s), and separating (t = 2.75 s and 3.5 s)
processes, are properly captured by our method. Although relatively large difference is
observed between the present results and on and after tumbling process, it should be
noted that the tumbling is initiated by a contingent asymmmetricity stemming solely
from numerical errors, because two cylinders are perfectly aligned without any horizon-
tal offset at the initial time instant; namely, no physical asymmmetricity is contained in
this problem setting (in that sense, this problem setting is not well-posed, although it
has been studied by many researchers). Namely, without any numerical errors, the flow
will never become asymmetric and two cylinders will never depart from kissing stage
[59]. Such a tiny numerical difference is amplified to make the trajectories significantly
different on and after tumbling stage, as has also been observed in the previous study
[56].
4.3.6 Multiple cylinders falling in a channel
In this example we simulate the flow around more than two cylinder. In the first attempt,
sedimentation of three cylinders with two different configurations are considered.
The schematic of the initial positions for two configurations are shown in Fig. 4.27.
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Fig. 4.27: Configuration of three cylinders falling: (a) first configuration (longer dis-
tance); (b) second configuration (shorter distance).
The density of solid body is ρs = 1.25 g/cm
3 and the kinematic viscosity of the fluid is
ν = 0.1 cm2/s. The diameter of the cylinders is D = 0.25 cm. In the both configura-
tions, cylinder B is located along the centerline of the computational domain. However,
the distance between cylinder B and two other cylinders is 2D for the first configuration,
and is 1.25D for the second configuration.
As shown in Fig. 4.28, for both cases, the flow is symmetric. Also, Figures 4.29 to
4.32 show the evolution of the position and velocity of the cylinders. Comparison of the
results of two configurations illustrates the symmetricity of the flow and the effect of the
distance between the cylinders on their sedimentation.
To show the capability of the method to handle more complex configuration, sedi-
mentation of nine cylinders falling under the action of the gravity is simulated. The ini-
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Fig. 4.28: Vorticity contours of three cylinders falling at different time instants: (a) first
configuration; (b) second configuration.
tial position of the cylinders and the distance between the them are shown in Fig. 4.33.
In this example, The density of solid body is ρs = 1.25 g/cm
3 and the kinematic vis-
cosity of the fluid is ν = 0.1 cm2/s. The diameters of the cylinders are not the same
and two different sizes, D1 = 0.2 cm and D2 = 0.25 cm are considered. The size of the
channel is 8D × 24D, and the numbers of the computational cells are 512 in x direction
and 1563 in y direction (both uniform). The initial positions of the cylinders and the
distance between them are as shown in the left column (t = 0) of Fig. 4.33. Since we
have not found any reference value that we can compare the results, just the qualitative
behavior is examined. Figure 4.33 shows the vorticity contours of the sedimentation of
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Fig. 4.29: Evolution of the position of cylinders for the first configuration: (a) x-position;
(b) y-position.
the multiple cylinders at different time instants. As seen, a complicated sedimentation
process involving interaction among cylinders and surrounding fluid is well captured,
which demonstrates that the present method can be used for simulations of similar com-
plex problems.
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Fig. 4.30: Evolution of the position of cylinders for the second configuration: (a) x-
position; (b) y-position.
4.3.7 Forced convection of the flow around an oscillating cylinder
Having verified the heat transfer for the stationary objects in Chapter 3, we consider
the heat transfer of a moving cylinder in this section. In this regard, the heat transfer
of the in-line oscillating cylinder of section 4.2 is studied. For this problem, the initial
dimensionless temperature of the fluid is set to zero and the temperature of the cylinder
is one. The contours of the temperature at different phase are shown in Fig. 4.34. As
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Fig. 4.31: Evolution of the vrlocity of cylinders for the first configuration: (a) u-velocity;
(b) v-velocity.
seen, the heated cylinder makes an increase in the temperature of the fluid region where
the cylinder oscillates.
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Fig. 4.32: Evolution of the velocity of cylinders for the second configuration: (a) u-
velocity; (b) v-velocity.
4.4 Conclusions
In this chapter, the flow around the moving objects is presented to investigate the ca-
pability of the interpolation stencil to tackle arbitrary moving boundaries. Two distinct
but interwoven issues has been explored in this work. First, the implementation of an
immersed boundary method for moving boundary problems equipped with the unified
and versatile interpolation scheme. Second, trying to decrease the amplitude of the spu-
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Fig. 4.33: Vorticity contours for the multiple cylinders falling at different time instants.
rious force oscillation for the proposed method and to alleviate this inherent kink of all
direct forcing methods. From the comparison between the ghost-cell and reconstruction
methods for moving boundary problems, the reconstruction method has been shown to
have a strong merit in suppressing the spurious force oscillations. Therefore, use of the
reconstruction method is recommended for moving boundary problems.
Based on the output of the numerical results, we chose the reconstruction approach
and a series of well-known test cases were considered to assess the accuracy of the
method. Compared with the other numerical results and an experimental study, the ac-
curacy in captured velocity profile for a transversely oscillating cylinder in a fluid at
rest indicates the effectiveness of our method in the calculation of the primary variables
for the forced rigid moving boundary problems. In addition, the numerical results for
two circular cylinders moving with respect to each other are presented. Qualitative and
quantitative comparisons show generally good agreement with previous numerical sim-
ulations. For another test case, we consider flow around a pitching airfoil which has
various applications in fluid dynamics. However, because of our limitation for grid reso-
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Fig. 4.34: Temperature contours for Re = 100 and KC = 5 at different phase angles: (a)
0◦; (b) 95◦; (c) 193◦; (d) 288◦.
lution, the simulation is performed for Re = 100. Moreover, the results for the hovering
flat plate illustrates that apart from considering a flat plate without any thickness, we are
able to perfectly capture the features of the flow. Furthermore, the precise results for a
falling cylinder under its own gravity force, revealed another merit of this simple direct
forcing method, namely its potential for fluid-structure interaction problems. Finally,
the sedimentation of some cylinders were simulated to demonstrate the capability of the
present method for fluid-solid interactions in a more realistic problem. The proposed
method managed the computational complexity of this problem in terms of many body
motions, interactions and complicated fluid flow phenomena. . The comparisons show
the results are in generally good agreement with the references which indicate the capa-
bility of our simple implementation in solving moving boundary problems. Therefore,
extension of the proposed scheme for high Reynolds number flow and 3-D problems
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should be pursued in future.
Chapter 5
Summary and Conclusions
This study is divided to two main sections. In the first one, Several interpolation
stencils are examined for imposing the boundary conditions with immersed boundary
methods. Among them, the stencil that provides second-order accuracy is selected along
with ghost-cell scheme for simulation of the flow and heat transfer for various stationary
bodies. In the second section, implementation of the boundary conditions for the moving
obstacles is considered. In this way, the same interpolation stencil is used. However,
instead of ghost-cell method, reconstruction scheme is employed since it provides the
result with lower spurious force oscillations. Here, the important findings of the present
study is summarized.
5.1 Concluding remarks
A one-dimensional interpolation stencil along the normal line to the surface to compute
the value of the flow variables with ghost-cell method is presented. The unified stencil
is applicable to complex geometries without any special treatments. The capability of
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the scheme is examined by solving some classic problems of the fluid dynamics such
as the flow around circular cylinder at Re = 40 and 100. The results show fairly close
agreement with other numerical and experimental measurements. Most importantly, the
method maintains the second-order spatial accuracy of the underlying finite-difference
solver.
Moreover, the simple proposed interpolation stencil is used for solving the flow and
heat transfer for several moving problems. One of the main difficulties associated with
applying a discrete forcing immersed boundary method to moving-body problems is
producing spurious force oscillations on the solid boundary. This problem is addressed
in our study by increasing the order of interpolation scheme and changing the location
of the points, that we used to impose the boundary conditions, from the first layer of
grid nodes inside the body to first layer of gird nodes outside the immersed surface
which is called a reconstruction algorithm. In this way, the amplitude of the oscillations
are significantly reduced. It is shown that using a higher resolution can suppress the
oscillation to some extend, as well.
After reducing the force oscillations, the flow around various moving objects is
solved. First, the numerical solutions for in-line oscillations of a cylinder, the move-
ment of two cylinders with regard to each other are performed. For there are some other
numerical results with which we compare our outputs qualitatively and quantitatively.
Since, the comparisons show general agreement with the references that implies the
capability of the method in handling moving-boundary problems, we take another step
and employ the code for more challenging problems such as the pitching of a NACA
0012 airfoil, the hovering of a flat plate without any thickness and falling cylinder. For
flow induced by a hovering flat plate, the results are compared with other simulations
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with nearly similar geometries.
As for the flow around falling cylinder, the interaction between the fluid and solid
are investigated. The results show that we are able to capture the features of this flow.
As for the pitching airfoil, the ability of the method to obtain the physics of this com-
plex movement in low Reynolds number are studied. This test case better indicates the
capability of the method to solve the flow around sharp geometries.
5.2 Direction for future research
The results of our study indicates the capability of the proposed interpolation stencils
in solving the various problems. Extending the approach to the three-dimensional prob-
lems can be considered as an important step to develop that helps simulating different
phenomena. Also, the scheme can be extended to axisymmetric geometries and em-
ployed for a wide variety of geophysical and industrial process [60]. Moreover, solving
the flow for deformable bodies can be taken into account for future studies.
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Appendix A
Discretization of the integrals
In this section, the discretization of Eq. (2.15) for two dimensional staggered grid is
described. In our simulation, for the sake of simplicity, we only consider the rectangular
geometry for the control volume. By so doing, the direction of the unit normal vector
is always parallel to the coordinates axis. Figure A.1 shows the schematic of a control
volume and the location of the velocity components and pressure.
The first term in Eq. (2.15) implies the momentum change within the control volume
which contains the time derivation of the velocity. The discretization of this term is
expressed as
−
∫
Vn+1
CV
ρ
∂u
∂t
dV ≈ −
∫
Vn+1
CV
ρ
un+1 − un
∆t
dV = − 1
∆t
∫
Vn+1
CV
ρun+1dV +
1
∆t
∫
Vn+1
CV
ρundV (A.1)
The approximation of the momentum on a staggered grid is written as
∫
Vn+1
CV
ρudV ≈ ex
∑
ρui− 1
2
, j∆Vi− 1
2
, j + ey
∑
ρvi, j− 1
2
∆Vi, j− 1
2
(A.2)
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Fig. A.1: The location of the velocity and pressure on a staggered gird for calculating
hydrodynmic force
where (i− 1
2
, j) ∈ Vn+1
CV
in the first summation and (i, j− 1
2
) ∈ Vn+1
CV
in the second summation
denote the position 1
2
∆x away from the center of cell in x and y direction, respectively.
Furthermore, ∆V = ∆x∆y when the i − 1
2
, j and i, j − 1
2
are inside the CV and ∆V =
∆x∆y
2
if they are on the surface of the CV. It has to be noted that because of the requirements
of identifying ghost points for implementation of the boundary conditions ∆x = ∆y in
the vicinity of the immersed body where the CV is placed.
As for the second integral in Eq. (2.15) which is the change in the momentum of the
body, we need to perform the computation in the Lagrangian frame because the position
of the physical boundary points and their velocities are presented in the Lagrangian
reference. It can be shown that the integral over the Vb in the Eulerian frame is equal to
the integral over the Ib in the Lagrangian frame as
∫
Vb
ρu(x, t)dx =
∫
Ib
ρU(s, t)ds (A.3)
where U(s, t) denotes the velocity of the physical boundary which in our research is
defined in the arclength coordinates. In this regard, the time derivation of the integral is
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given by
d
dt
∫
Ib
ρU(s, t)ds ≈
∑
ρUn+1
i
∆si −
∑
ρUn
i
∆si
∆t
(A.4)
in which Ui and ∆si denote the velocity of the Lagrangian marker and the volume that
contains the marker, respectively.
Finally, the third integral in Eq. (2.15) is the integral over the control volume surface
which is a simple rectangular. In this regard, we can evaluate the integral on each edge
separately and sum the up. Here, the discrete approximation of the surface integral for
the bottom edge of the rectangular is presented. The evaluation of the integral for other
edges can be similarly performed.
∮
bottom
n · (−pI)dS =
∮
bottom
−(−p)dS (A.5)
≈
∑
−ey
−(pi, j − pi, j−1)
2
where i, j − 1
2
is on the bottom surface of the control volume.
∮
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n · (−uρu)dS = −ρ
∮
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−v(uex + vey)dS (A.6)
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∮
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