Currently, visual perceptions generated by visual prosthesis are low resolution with unruly color and restricted grayscale. This severely restricts the ability of prosthetic implant to complete visual tasks in daily scenes. Some studies explore existing image processing techniques to improve the percepts of objects in prosthetic vision. However, most of them extract the moving objects and optimize the visual percepts in general dynamic scenes. The application of visual prosthesis in daily life scenes with high dynamic is greatly limited. Hence, in this study, a novel unsupervised moving object segmentation model is proposed to automatically extract the moving objects in high dynamic scene. In this model, foreground cues with spatiotemporal edge features and background cues with boundary-prior are exploited, the moving object proximity map are generated in dynamic scene according to the manifold ranking function. Moreover, the foreground and background cues are ranked simultaneously, and the moving objects are extracted by the two ranking maps integration. The evaluation experiment indicates that the proposed method can uniformly highlight the moving object and keep good boundaries in high dynamic scene with other methods. Based on this model, two optimization strategies are proposed to improve the perception of moving objects under simulated prosthetic vision. Experimental results demonstrate that the introduction of optimization strategies based on the moving object segmentation model can efficiently segment and enhance moving objects in high dynamic scene, and significantly improve the recognition performance of moving objects for the blind.
Introduction
Potentially dry age-related macular degeneration (AMD) and ritinitis pigmentosa (PR) are the major retinal diseases causing blindness [1] , [2] . At present, no effective clinical treatments are put forward to restore the blind vision. By implanting visual prosthesis at the visual pathway to generate the electrical stimulation in the vision nerve has been proven as an effective technique to restore partial vision for the blind [3] . Currently, there are three main types of retinal prosthesis: epiretinal, subretinal and suprachoroidal prosthesis according to the location where the electrodes implanted [4] - [6] . Between them, two most commercially available devices are the Argus II and Alpha IMS, respectively. The Argus II is developed by Second Sight Medical Products, which have received FDA approval in USA in February 2013 and CE marking in Europe in March 2011.While the Alpha-IMS is developed by Retinal Implant AG, which obtained CE marking in Europe in July 2013 [2] . Up to this date, there are more than 200 cases that blind patients implanted the above devices. After implanting the devices, subjects have better performance on the visual tasks [7] , [8] .
Great progresses have been made in visual prosthesis, the electrodes number have increased from 16 (Argus I) to 60 (Argus II). However, due to the challenges in technique and biology, visual acuity in visual prosthesis is worse than normal vision [9] . The best visual acuity in Argus II and Alpha IMS that recent clinical reported was 20/1262 and 20/546, respectively [10] , [11] . This is still lower than the limit of visual acuity (20/200) for the legal blindness [12] . Although significant improvements for the activities of daily life in the implant with such visual acuity by accessing variety of daily visual tasks, it is still difficult to complete more complex visual tasks such as location and recognition in high dynamic scenes. The high density electrodes are needed in future designs. Meanwhile, prosthetic implants reported that the elicited phosphenes are unruly and have limited gray levels. Therefore, we can conclude that the visual perception elicited by the visual prosthesis can cause the poor understandings for the blind.
In visual prosthesis, image processing algorithms are introduced in the external video processing unit (VPU) to optimize the perception of objects in limited prosthetic vision. This is a variable way to improve the understanding of the visual perception for the prosthetic implants. Many studies have developed image processing strategies, and evaluating the performance by performing visual tasks in simulated prosthetic vision. Boyle et al. [13] adopted two traditional processing methods (inverse contrast and edge detection) and two image presentation techniques (distance mapping and importance mapping) to evaluate the subject perceptions under simulated prosthetic vision with different resolutions and gray scales. Van Rheede et al. [14] proposed image presentation strategies (Full-Field Presentation, Region of Interest (ROI) and Fish eye) based on retinal prosthetic vision. Results showed that the region of interest and fish eye methods increased the visual acuity of the prosthetic device user to produce favorable results during the static observation tasks. The Full-Field presentation method performs better in visual tasks that need external environmental information. Zhao et al. [15] studied the minimum information requirement of simulated prosthetic vision aimed at solving the task of object and scene recognition. Lu et al. [16] proposed the projection and nearest neighbor search methods to optimize the presentation of Chinese characters and Copyright c 2019 The Institute of Electronics, Information and Communication Engineers paragraphs. Results showed that the two optimized strategies increased the recognition of Chinese characters and the user's ability to read. Jea-Hyun Jung et al. [17] adopted a system of active confocal imaging based on the light-field technology. The system was able to help prosthetic users focus on the objects of interest interesting objects while weakening interference of background clutters. Jing Wang et al. [18] and N. Parikh [19] proposed image processing strategies based on improved itti-saliency detection method. The results demonstrated that the saliency map can provide clues for searching and performing tasks for users with visual prosthesis. Li et al. [20] proposed two image optimization processing strategies based on GBVS -saliency detection model, aims to optimize the presentation in simulated prosthetic vision. Results showed that the introduction of image processing methods can improve the performance of object recognition. Li et al. [21] proposed a real-time image processing strategy, which based on a novel saliency detection algorithm. Their results demonstrated that the effectiveness of adopting the novel saliency detection algorithm to improve the processing efficiency of strategy and the perception of objects in a scene. Guo et al. [22] proposed visual information optimization strategies, which focus on the recognition of the salient object detection in static life scenes. The optimization strategies are based on a two-stage salient object detection model and exploit the gray transform and zooming techniques to optimize the salient object presentation. For the two-stage salient object detection method, the saliency values are computed based on the ranking scores to each side of the background queries in the first stage. In the second stage, the saliency values are refined by the ranking scores to the foreground segmented from the first stage. The results showed the effectiveness of the optimization strategies and the significance for the future application of visual prosthesis.
Introduction of image processing algorithms has been proven to be beneficial for optimizing the visual presentation and improving object recognition performance. However, studies have rarely investigated the recognition of moving objects in high dynamic scenes under simulated prosthetic vision. A time-to-contact map based on depth image is proposed by McCarthy and Barnes [23] , which focus on free-moving incoming object perception. Results demonstrated that the effectiveness of the proposed method for emphasizing objects posing an imminent threat of collision. Jing Wang et al. [24] proposed two image processing strategies based on an improved background-subtraction (Vibe) technique [25] , aims to segment moving objects from daily scenes and optimize the presentation in simulated prosthetic vision. Results from their research showed that the adopted image-processing strategies increased the recognition and response accuracy in low resolution. But they only investigated the feasibility of perceiving a moving object in a static camera condition. However, the application of visual prosthesis is always in the moving camera and high dynamic scenes. Hence, we proposed an unsupervised moving object segmentation model that is effective and robust in high dynamic scenes, such as illumination changes and mobile camera. Using this model to segment the moving objects can make the processing strategies more suitable for the visual prosthesis application condition.
In this study, the ultimate goal is to improve the perception performance in simulated prosthetic vision. Thus, on the basis of the moving object segmentation method, Edge detection and gray transform are combined to construct two image optimization strategies. Moreover, psychological experiments are performed to evaluate the effectiveness of the optimization strategies in daily scenes. The results demonstrate that the moving object segmentation model has the superior in terms of accuracy and speed over other methods, and the proposed strategies are able to improve the perception in daily life for the recognition of moving objects under simulated prosthetic vision.
Material and Method

Subjects
The subjects participated in the experiment are 16 volunteers chosen from Xi'an University of technology. They (8 males and 8 females) are aged from 20 to 25 years. They are all with normal or corrected visual acuity. The experiment is performed in accordance with the Declaration of Helsinki.
Material
The materials used in the experiment were video sequences selected from our daily life. The visual field is 20
• that simulates the current prosthesis device. The resolution of each frame was normalized to 320*320. In order to avoid the influence of resolution, the visual field of the main object in the image are covered the angle of 12
• − 14 • .
Image Processing Strategies
In the image processing stage, input images are adjusted to the low resolution for simulating the implanted electrode array. When present the daily life scenes, the low resolution will lead to a visual features loss. Segmenting the moving object from the whole life scene and increasing the contrast between the foreground and background can optimize the moving object perception under simulated prosthetic vision. Therefore, a novel unsupervised moving object segmentation model is developed to extract the moving object in high dynamic and moving camera scenes. Furthermore, two image processing strategies are proposed to improve the perception in simulated vision, and then compared with direct lowering resolution (DLG) without any processing. Figure 1 shows the overview of the image processing strategies based on moving object segmentation model. 'SP' and 'FED' processing strategies are introduced to enhance the contrast of foreground and background. In 'SP' processing strategy, the gray-levels of background are linearly decreased to its half, the foreground is remained as the binary segmentation map. For the 'FED' processing strategy, the background is transformed the same as SP strategy, edge detection is used in the foreground to extract the contour information. In the final, the processing images are processed under prosthetic vision with low resolution corresponding to the implanted electrode array.
Moving Object Segmentation Method
Related Work
In current, the techniques of moving object segmentation are urged widely in many applications. Supervised and unsupervised methods are the two main categories in the moving object segmentation model. For the supervised methods, the manual annotations on given frames are needed to identify the objects, and are implemented always based on deep learning, which have good performance [26] , [27] . However, for the unsupervised one, they focus on automatic moving object segmentation without any annotations. Due to the lack of information prior, the unsupervised method is more difficult than the supervised one. Considering the application of visual prosthesis, the unsupervised methods are the focuses in this paper. In the unsupervised method, background subtraction (BS) is a common technique for the moving detection. In this model, the pixels that show changes from one frame to another are considered as foreground and others belonged to background. The detection performance is always relied on the background model. A Gaussian mixture model (GMM) are studied and used as the background model to deal with the dynamic background [28] , [29] . Apart from GMM, Kernel density es- timation (KDE) and other non-parametric models are proposed [30] . Also, the codebook model and improvements are proposed to represent the background [31] . But so far, these background modelling methods discussed above failed to deal with the scenes with simultaneous motion of camera and moving objects. Hence, more methods based on optical flow and trajectory arises to address the challenges of moving camera. For optical flow obtained from two adjacent frames, it is widely used in motion estimation, object segmentation and motion segmentation. Kwak et al. [32] utilizes optical flow to initialize the motion field, the Bayesian filters are maintained as background model. To optimize this model, Mark Random Fileds are employed by Zamalieva et al. [33] . In addition to that, Naranyan et al. [35] increase the robustness of this model by employing the orientation of optical flow. Deqing et al. [36] captures the long range correlations in natural scenes by adopting a fully connected layered model. In [37] , for the optical flow, its angle and magnitude are combined to maximize the object motion differences. In order to decrease the errors in optical flow, Tokmakov et al. [38] learned a coarse features of optical flow field by utilizing an deep learning network with end to end. Trajectory is the combination of optical flow in time sequences. Narayanan et al. [39] employed the point trajectories to tracked the motion. Ochs et al. [40] and Brox et al. [41] uses color features to analyse the long term trajectory. To classify the trajectories, Elqursh et al. [42] and Cui et al. [43] proposed a framework with Bayesian filtering and a statistic model. Moreover, Berger et al. [44] described the background by using the linear trajectories subspace. Wu et al. [45] utilizes the motion difference to segment objects by assuming the stronger of objects motion compared with motion of camera. But due to the large computational error in the moving edge, the accuracy of object detection and segmentation is influenced. Some improvements are needed to reduce the interference of moving edges. Xu et al. [46] proposed a variational model for the accurate optical flow estimation. Liu et al. [47] proposed a SIFT-flow method based on the constraint equation of the optical flow, this method improves the moving detection effects. However, due to occlusions and large displacement, the estimated optical flow may contain significant errors. Also, most methods don't consider flow estimation and object segmentation together. Hence, optical flow and trajectory-based method can't accurately label the foreground from the moving camera.
In this study, a novel unsupervised moving object segmentation method is proposed, which aims to automatically extract the moving objects in high dynamic scenes with moving camera for the visual information optimization of visual prosthesis. The whole processing flow is illustrated by Fig. 2 . The video sequences are first constructed as a graph with super-pixels. A foreground cues are generated by the integration of spatial edges map and the gradient magnitude of optical flow field. At the same time, the background cues are generated based on the boundary prior. For each super-pixel, we applied manifold ranking model to rank the foreground cues and background cues, simultaneously. The moving object maps are measured by integration of the ranking scores of foreground and background cues. Finally, the moving object segmentation maps are produced and refined by the grab-cut. In this method, a novel framework is proposed to detect the moving objects in high dynamic scene. Unlike other works, the proposed framework focuses on integrating foreground and background cues simultaneously rather than improving the optical flow accuracy. The simultaneously integration of the two cues can compensate the respective drawbacks. Meanwhile, the spatiotemporal edges are generated as a foreground cues instead of the optical flow field. This scheme can eliminate the foreground detection map errors caused by the occlusions and large displacements in the optical flow estimation. The background cues based on the boundary prior are exploited to refine the foreground ranking maps.
The Proposed Method
The proposed moving object segmentation method exploits the manifold ranking model with foreground cues and background cues to achieve the reliable moving object segmentation in moving camera scenes. We detailed describe the proposed method by the following sections:
Cues Extraction of Foreground and Background: motion features captured by optical flow between two consecutive frames are crucial for the moving object detection, but errors are still existed in optical flow estimation. In order to decrease the errors in detecting the target, similar to [48] , [49] , we explored a spatiotemporal foreground features to locate the moving object, which integrate the spatial edges and motion edge to compensate the errors of single motion features. For a video frame F(x), a spatial edge map E s (x) of the frame is computed first using 'sobel' operator. The optical flow field V of the pairs of the consecutive frame is estimated by [47] . Then, the temporal edge E t (x) is generated by Eq. (1).
where V(x) is the gradient magnitude of optical flow field V(x). Then, we combine the spatial and temporal edges as the spatiotemporal edge features using Eq. (2).
For the spatiotemporal edge map, distinct motion patterns and spatial gradient indicate the location of moving object. The high values of pixels within the spatiotemporal edge map are as the foreground cues to the subsequent processing.
To further decrease the influences of the errors in optical flow estimation, in this paper, the background cues are also be generated to estimate the moving object. For the background cues, we defined the pixels in the frame boundary to be the background cues based on the boundary prior. The boundary priors inspired by [50] indicated that humans tend to gaze at the image centre. This theory is used widely in saliency detection, image segmentation and related researches [51] - [53] . In this paper, the pixels in the boundaries of a given frame are as the background cues to be ranked to estimate the moving object.
Manifold Ranking: in the proposed moving object segmentation method, we model the segmentation as a manifold ranking problem with background and foreground cues, simultaneously. Manifold ranking labels the graph by employing the intrinsic manifold structure of data (e.g. images). Given a node as query, the other nodes are ranked with the relevance to the given query. In the manifold ranking, the relevance between the given queries and the other nodes is defined by a ranking function needed to be learned. For example, in a dataset X = {x 1 , . . . , x i , . . . , x n } ∈ R m×n , some data are set as queries and the others need to be ranked based on relevance with the queries.We define a ranking function f : x → R n , it can be treat as a vector
T that assigns a ranking score f i to each node X i . Meanwhile, we define a indicator vectory = [y 1 , . . . , y n ], in which y i = 1 if the X i is query node, else y i = 0. Next, a graph model G(V, E) are constructed, in which V are the dataset X and E are the edges. An affinity matrix W = W i j m×n is defined to weight the edges E. Based on G, the degree matrix D = diag{d 11 , . . . , d nn } is obtained, where d = j w i j . Thus, the optimal ranking function f ran of queries are captured by solving the following optimization [52] :
Where μ controls the balance between the smoothness constraint (the first term) and the fitting constraint (the second term).i and j indexes the super-pixels on on the graph. By setting the derivative to be zero, the ranking function can be written as:
Where α = (1 + μ) −1 , W is the unnormalized Laplacian matrix.
Graph Construction:Given the input video frame, superpixel segmentation is applied first by using SLIC [54] . Then, a graph model G(V, E) is constructed, in which nodes V are the set of super-pixels, E are the links of the adjacent superpixels. Based on the manifold ranking theory mentioned above, the weight w between two nodes is described as
Where i and j are the indexes of super-pixel nodes, c i and c j are the mean value of two super-pixels, respectively. σ is the constant to control the weight strength. Moreover, the affinity matrix W and degree matrix D are obtained.
Ranking with Foreground Cues:
For the foreground cues, we utilizes the nodes in the spatiotemporal edges proximity map as the queries, the other nodes are as the unlabelled data. The query nodes are the super-pixels in the spatiotemporal proximity map with high value, which are defined as
where E k (i) is value of i-th nodes in the spatiotemporal probability map. T is the adaptive threshold generated by otsu [55] . If the i-th node is query, the indicator vector y (i) = 1, else y (i) = 0. Hence, the indictor vector y is given. The object detection probability map P f o based on foreground cues is ranked by ranking functions, which is described as
wheref ran is the normalized version of f ran , and i indexes the nodes on the graph.
Ranking with Background Cues:
For the background cues, given the dissimilar of different side super-pixels in the image boundary, the nodes in the boundary are divided into four sides: the bottom, the top, the right and the left part to be ranked separately instead of the all the boundary nodes, simultaneously. The scheme is illustrated in Fig. 3 . This can decrease the effects of imprecise queries and improve the ranking effect. We selected the right boundary prior in details to describe the ranking scheme. For the right boundary, the right-side nodes are utilized as queries, the other nodes are as the unlabelled data. Hence, the indictor vector y is obtained, all the other nodes are ranked according to the ranking function. We normalized the ranking value, and the probability map based on top boundary is written as:
Where i indexes the super-pixel node on the graph,f ran is the normalized version of f ran . Similarly, we compute the other three maps P t , P l and P b by using top, left and bottom boundaries as queries, respectively. The object detection probability map P ba is obtained by integrating the four probability maps by the following process:
The final moving object detection map P is generated by combining the background and foreground cues, which are written as:
Obtained the final moving object map, we employed grab-cut method [56] to segment the detection result. We segment the moving probability map as a binary mask by setting an adaptive threshold, the binary mask is as the accurate region to the grab-cut. We can effectively segment the accurate moving objects. Due to the accurate location of the moving object instead of the manual rectangle region, the grab-cut method can get the relatively good results with efficient.
Prosthetic Vision Model
For the simulated prosthetic vision, a Gaussian distributionbased phosphene model is introduced [57] . The video images must be down-sampled to 24*24 and 32*32 resolution to match the number of electrodes in the visual prosthesis. In details, the images are divided into regions with fixed size, and the pixels in the regions are combined. The mean gray value of the pixels in the region is used as the central luminance value of the Gaussian points. The luminance distribution of simulated prosthetic vision is as the Gaussian curve. This model is described as:
whereA (u x , u x )is the gray value of the stimulated pixels and G (x, y) represents the Gaussian distribution function, which is shown as:
The images using the prosthetic vision model correspond to the electrode arrays. This process is called 'Lowering Resolution with Gaussian dots,(LRG)'.
Experimental Setup
Subjects are seated 60 cm in front of a 21 inches LCD monitor (Lenovo INC, BeiJing, 1280*1024 resolutions, 26
• visual fields). The videos display on the centre of the monitor, randomly. The experimental process is controlled by the psychological toolbox software 'PsychToolbox-3'. Before the start of the experiment, the subjects are provided with a list of the experimental objects. This helps the subjects familiarize themselves with the upcoming objects and the experimental protocol. During the experiment, the videos are divided into three groups ('DLG', 'SP' and 'FED') and randomly presented to the participants.
Data Analysis
The recognition score (RS) are used to quantify the recognition results. If the subjects are able to correctly recognize the objects and give the right name, RS is set to 2. If the subjects can not correctly name the object, they can describe the shape or specific features of objects, RS is set to 1. Otherwise, the RS is set to 0. The values of RS are normalized to the recognition accuracy (RA) under different processing strategies, as shown in Eq. (13). The software of Statistical Fig. 4 Qualitative comparison of our method with SAVOS [49] , calMoSeg [58] and SCUBU [59] models on the representative subset of the FBMS dataset Product and Service Solutions (SPSS) for Windows (SPSS Inc.) is adopted to perform statistical analysis. The results are expressed in the form of mean ± S EM (standard error of mean). A two-factor analysis of variance (ANOVA) is adopted as the metric to evaluate the effect of statistical significance of the resolution and processing strategies.
Results and Discussion
Results of Moving Object Segmentation
In order to illustrate the advantages of the moving object segmentation model, our method is compared with three state-of-art methods, which are SAVOS [49] , calMoSeg [58] and SCUBU [59] based on the Freiburg-Berkeley Motion Segmentation dataset (FBMS) [40] . The video sequences provided by the FBMS dataset (including 59 videoes) contains complex scenes with the camera motion such as translation, rotation and scaling transformations, which lead to a more challenge in moving object segmentation. The comparison of segmentation effects using the FBMS dataset is comprehensive. Before the evaluation, all the optical flows of different methods are estimated in davance by [47] . First, the qualitative comparisons are performed with other stateof art methods. Given the length of the paper, Fig. 4 shows the binary masks of the moving object segmented by different models, which including 12 representive videos selected from the FBMS-testing dataset. From the analysis of the images, we can conclude that the results processed by our method have advantage over others. It ensures the clarity and completeness of the object contour. Moreover, it is robust to the changes in scenes and completes the segmentation task well in multi-objects and moving camera scenes. Furthermore, the quantitative comparisons are executed using the metric of F − measure. In the quantitative evaluation, Precision reflects the proportion of cor- rect salient pixels with the salient pixels, while recall corresponds to the fraction of correctly assigned salient pixels with the ground truth. However, Precision and recall ignored the true negative assignments, so we utilized the F − measure metric that is the combination of precision and recall, which is defined as:
In the perception evaluation, the Precision is more important than recall. As suggested by many moving object detection works [49] , [58] , [59] , β 2 is often set to 0.3 to raise the importance to the Precision value.
In Table 1 , it shows the comparison of F − measure scores on the representative subset of FBMS dataset and the average F − measure scores on the whole FBMS dataset. The proposed method obtained a higher average score with other models, which increased 9% with SAVOS, 28% with calMoSeg and 85% with SCUBU, respectively. It demonstrated that the proposed method have more robustness in different moving camera scenes.
In Table 2 , the average time taken by each method are evaluated on an Intel Core I7 machine with 16GB RAM. The test video sequences are the resolution of 640*480. It showed that the proposed method have taken the sub-lowest average time. In our method, the learnt optimal ranking affinity matrix is computed only once, the only change is the indictor vector, which is a binary vector. The main time consumptions are included in the super-pixel segmentation and optical flow estimation. These results indicated that our method can detect and segment moving objects in moving camera scenes with superior efficiency.
Results of Moving Object Recognition
The recognition rate results of moving objects outdoor at two resolutions, 24*24 and 32*32 using the three different image processing strategy, DLG, SP and FED are shown in Fig. 5 . The RA score using DLG strategy at resolution of 24*24 is 44.06 ± 10.04%, which is the lowest RA score. However, the RA scores significantly (p < 0.001) improve to 75.68 ± 8.17% and 85.31 ± 8.65% under SP and FED strategies, respectively. The RA scores under DLG strategy at 32*32 resolution is 55.94 ± 12.92%, while, under SP and FED strategies, the average RA scores significantly improve to 85.34 ± 8.65% and 86.56 ± 7.69% (p < 0.001), respectively. The highest RA score is obtained in FED at the resolution of 32*32. The statistical analysis indicates that the processing strategies have significant effects (F strategy = 119.277, p < 0.001) on the RA score. Meanwhile, resolution has significant impact on RA scores (F strategy = 54.004, p < 0.01). For the two processing strategies, there is no significant interaction between them. Compared with SP and FED, the performance of object recognition is the worst in DLG. Without any optimization processing, it is hard for the prosthetic implants to recognize objects in dynamic scene, especially in mobile camera and insufficient contrast of luminance. According to the behavioural studies, larger, brighter and fast moving objects are biased by human attention [61] . Therefore, the moving segmentation model is introduced to extract the moving object from the whole scenes. Gray levels and edge information have an influence on the recognition of object and face when implanting visual prosthesis [62] - [64] . Based on the segmentation results, we attempt to reduce the gray levels to weaken the background and remain the binary mask and edge information to enhance the foreground. Thus, they can effectively increase the contrast between the foreground and background. The results demonstrated that SP and FED were significantly advantageous to DLG in guiding subjects to perceive moving objects.
Limitations
In the proposed method, occlusions and large displacement may occur in optical flow estimation when the moving objects are in high dynamic scene [47] . Although the spatiotemporal edges are proposed as the foreground cues instead of the optical flow field to eliminate the errors in optical flow estimation, the occlusions and large displacements can still cause the inaccuracy results in some extent. Also, the current optical flow estimation models have high computational cost, which can decrease the efficiency of moving object detection. Furthermore, in order to eliminate the detection errors of foreground ranking map, the background cues are exploited. The background cues rely on the boundary prior theory, which assumed that the pixels in the image boundaries tend to be the background pixels and the detection objects are always in the image center. However, the assumption sometimes may fail, especially when the moving objects touch the image border, which will lead to the accuracy results.
Conclusion
In this paper, an unsupervised moving object segmentation method is proposed that exploits the manifold ranking model fused background and foreground cues, simutaneously. Based on the moving segmentation results, two image optimization strategies are proposed to improve the perception of moving objects in simulated prosthetic vision. The experimental results demonstrated that the moving object segmentation method outperforms the existing methods. Furthermore, psychological experiments indicated that 'SP' and 'FED' strategies are benificial to optimize the perceptions of moving objects. It is hoped that the proposed moving object segmentation-based image processing strategies may make a great contribution to the further development of visual prosthesis, which assists the implants to obtain independent mobility in real-life. 
