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This paper deals with unusual numerical techniques for computation of higher order
singular points in nonlinear problems with single parameter. Based on the uniformly
extended system, a unified algorithm combining the homotopy and the pseudo-arclength
continuation method is given. Properties of the uniformly augmented system are listed
and proved. The effectiveness of the proposed algorithm is testified by three numerical
examples.
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1. Introduction
Considering a smooth parameterized nonlinear problem
f (x, α) = 0, (1.1)
where x ∈ X(X is a Hilbert space and we always take X = RN in real computation), α ∈ Rn(n ≥ 1) represents parameters,
and f is a nonlinear smoothmapping from X×Rn to X . As the parameter varies, the nonlinear dynamical system can exhibit
complicated performance around bifurcation points. Since the numerical analysis of continuation methods was developed
in the late 1970s by Keller, numerical bifurcation analysis has become awell establishedmathematical tool for the nonlinear
analysis of multifarious models arising from physics, engineering, chemistry, economics, finance, etc. How to find the
singular points with highest possible order is one of the tasks in the singularity analysis. There is a comprehensive account
of numerical methods for bifurcation problems that have been developed (refer to [1]). Several codes were developed
for numerical continuation and bifurcation analysis, such as AUTO developed by Doedel but with recent extensions in
[2], CONTENT developed in [3–5], etc. But these tools only offer continuation methods for lower order singularities. It is
well known that singular points of parameter-dependent problems are often regular points of certain extended systems.
Nonlinear problems with multiple parameters have been studied and numerous regular augmented systems have been
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constructed corresponding to viable higher order singular points, such as higher order folds, transcritical bifurcation points
and pitchfork bifurcation points (refer to [6–8] for their definitions and expressions). Different higher order singular points
of Eq. (1.1) can be obtained by solving these extended systems in the process of continuation (refer to [6–10] et al.). But
if parameter-dependent problem (1.1) has only one parameter, then regular augmented systems in [6–8] will be invalid.
Moreover, which kind of higher order singularity will occur is indeterminate before computation and different extended
systems are needed for detecting specific higher order singularity. Therefore it is difficult to choose a regular augmented
system for the detection of diverse higher order singular points.
For overcoming these difficulties caused by one-parameter and higher order singularities, a novel computationalmethod
for higher order singular points is proposed based on the following uniformly extended system
F(u) =
f (x, α)fx(x, α)φ
lTφ − 1
 = 0, (1.2)
where u = (xT , φT , α)T , lT is a bounded linear functional on X = N ⊕ V0, N = span{φ0} is the null space of f ∗x , lTφ0 ≠ 0 and
lTv0 = 0 means that v0 ∈ V0. Early literature shows that this uniformly augmented system was first introduced by Seydel
(see [11]). Then itwas discussed byMoore and Spence (see [12]), and adapted for computing symmetry breaking bifurcations
by Werner and Spence (see [13]). The extended system (1.2) will not be regular on diverse higher order singular points of
solution branch in Eq. (1.1), so that the general Newton’s iteration method cannot be used for computation. The proposed
method is introducing a homotopy parameter λ, and establishing the following homotopy equation (refer to [14–16], et al.)
G(u, λ) = λF(u)+ (1− λ)F 0u (u− u0) = 0, (1.3)
in which u0 satisfies −F 0u (u − u0) ∉ range Fu(u∗), where F 0u is the Jacobian matrix of F(u) at u0 and F 0u is invertible,
u∗ = (x∗T , φT0 , α∗)T is the theoretical higher order singular point; this is assured in probability 1 in [14,17]. Obviously, u = u0
is the solution of Eq. (1.3) when λ = 0, while solution u = u∗ of Eq. (1.3) is the solution of the uniformly extended system
(1.2) when λ = 1. These solutions are the higher order singular points to be obtained. Since −F 0u (u − u0) ∉ range Fu(u∗),
(u∗, 1) is a higher order fold of G(u, λ) = 0 with respect to λ.
In order to solve homotopy equation (1.3), the pseudo-arclength continuationmethod is employed and the corresponding
normalization equation is
N(u, λ; σ) = u˙Ts (u− us)+ λ˙s(λ− λs)− (σ − σs) = 0, (1.4)
in which σ represents a pseudo-arclength parameter, (us, λs) is one solution of homotopy Eq. (1.3), for example (u0, 0),
u˙s = du(σs)/dσ , λ˙s = dλ(σs)/dσ , and u˙Ts is the transpose of u˙s. The pseudo-arclength continuation method is to drop the
natural parametrization by λ and use the arclength as a parameter in process of continuation. It is an effective technique for
computation of folds; refer to [14,17], et al. for a detailed description. Augmented systems (1.3) and (1.4) will be regular on
the entirely homotopy trajectories, which include the higher order fold (u∗, 1); then the general Newton iteration method
can be used for solving augmented systems (1.3) and (1.4).
If (u∗, 1) is an m degree fold of G(u, λ) = 0 with respect to λ, then λ′(σ ∗) = λ′′(σ ∗) = · · · = λ(m−1)(σ ∗) = 0, while
λ(m)(σ ∗) ≠ 0 at σ = σ ∗, which is the root of λ(σ) = 1. Consequently, λ(σ) = 1 is a singular scalar equation. The main idea
here is transferring the higher order singularity of original problem (1.1) into the singular scalar equation λ(σ) = 1, which
is easily treated.
The paper is organized as follows. In Section 2, we give a brief review of definitions on higher order singular points and
prove some properties of the uniformly augmented system. The general algorithm is summarized in Section 3. In Section 4,
the effectiveness of the proposed approach is testified by three numerical examples.
2. Properties of the uniformly augmented system
In this section, we mainly discuss the relationship between singular points of the original one-parameter dependent
nonlinear problem and higher order folds of homotopy equation (1.3).
We will review some definitions and main results about higher order singular points at first; for a detailed statement,
refer to [6–8,14,17,18], among others. Considering problem (1.1), the notation fx, fα , fxx, fxα , fαα , fxxx, . . . are partial Frechét-
derivatives of f at (x, α) ∈ X × R.
Definition 1 ([6–8,17]). A point (x∗, α∗) is a fold point of f (x, α)with respect to α if
f (x∗, α∗) = 0, (2.1)
ker fx(x∗, α∗) ≠ {0}, (2.2)
fα(x∗, α∗) ∉ range fx(x∗, α∗). (2.3)
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In addition, a fold point (x∗, α∗) is a simple fold of f (x, α) if
dim ker fx(x∗, α∗) = codim range fx(x∗, α∗) = 1. (2.4)
(x∗, α∗) = (x(σ ∗), α(σ ∗)) is an (n+ 1)th order fold of f (x, α) if
α′′(σ ∗) = α(3)(σ ∗) = · · · = α(n)(σ ∗) = 0, α(n+1)(σ ∗) ≠ 0, (2.5)
where fx(x∗, α∗) denotes the Jacobian of f with respect to the variables x at (x∗, α∗) and α(i)(σ ∗) is i-th (1 ≤ i ≤ n + 1)
derivatives of α(σ)with respect to σ . The normal fold has degree 2 according to this definition.
Lemma 1 ([6,7,17]). For a simple fold (x∗, α∗), α′′(σ ∗) ≠ 0 is equivalent to
⟨ψ0, f ∗xxφ0φ0⟩ ≠ 0. (2.6)
And α(3)(σ ∗) ≠ 0 is equivalent to
⟨ψ0, f ∗xxxφ0φ0φ0 + 3f ∗xxφ0φ1⟩ ≠ 0 (2.7)
where ψ0 satisfies ψT0 f
∗
x = 0, and φ1 ∈ V0 is uniquely determined by the following equation
f ∗x φ1 + f ∗xxφ0φ0 = 0,
lTφ1 = 0. (2.8)
Definition 2 ([7,17]). Let
a = ⟨ψ0, f ∗xxφ0φ0⟩,
b = ⟨ψ0, f ∗xxφ0v0 + f ∗xαφ0⟩,
c = ⟨ψ0, f ∗xxv0v0 + 2f ∗xαv0 + f ∗αα⟩,
where v0 ∈ V0 can be found uniquely by f ∗x v0 + f ∗α = 0 and lTv0 = 0.
A bifurcation point (x∗, α∗) is the transcritical point f (x, α)with respect to α if
⟨ψ0, f ∗α ⟩ = 0, b2 − ac > 0, ab ≠ 0. (2.9)
Definition 3 ([8,17]). A point (x∗, α∗) is a pitchfork bifurcation point of f (x, α)with respect to α if
f (x∗, α∗) = 0, ⟨ψ0, f ∗α ⟩ = 0, ⟨ψ0, f ∗xxφ0φ0⟩ = 0, (2.10)
⟨ψ0, f ∗xxφ0v0 + f ∗xαφ0⟩ ≠ 0, ⟨ψ0, f ∗xxxφ0φ0φ0 + 3f ∗xxφ0φ1⟩ ≠ 0, (2.11)
where v0 has appeared in Definition 2, and φ1 ∈ V0 is the same as appeared in Lemma 1.
If f (x, α) = 0 is contact equivalent to αxˆ + xˆn = 0 or αxˆ − xˆn = 0 (n ≥ 3 is odd) locally at the pitchfork bifurcation
point (x∗, α∗), then the degree of (x∗, α∗) is n.
Through simple computation, we can find that the Jacobian matrix of equation (1.3) at (u∗, 1) = (x∗T , φT0 , α∗, 1) is
G∗u = Gu(u∗, 1) = Fu(u∗) =
 f
∗
x 0 f
∗
α
f ∗xxφ0 f
∗
x f
∗
xαφ0
0 lT 0
 . (2.12)
Theorem 1. One fold point (x∗, α∗) of order n in (1.1) with respect to α corresponds to a fold point (u∗, 1) of order n − 1
in (1.3) with respect to λ.
Proof. Assume that (x∗, α∗) is a fold point of order 3 in (1.1) with respect to α. Since Gλ(u∗, 1) = −F 0u (u∗ − u0), and from
the choice of u0, we have
Gλ(u∗, 1) = −F 0u (u∗ − u0) ∉ range Fu(u∗) = range Gu(u∗, 1); (2.13)
thus (u∗, 1) is a fold point in (1.3) with respect to λ. Next, we will show that the order of the fold (u∗, 1) is 2.
Let N(G∗u) = N(Fu(u∗)) = span{Φ0}; thenΦ0 = (aˆT , bˆT , cˆ)T satisfies Fu(u∗)Φ0 = 0, i.e.
f ∗x aˆ+ f ∗α cˆ = 0,
f ∗xxφ0aˆ+ f ∗x bˆ+ f ∗xαφ0cˆ = 0,
lT bˆ = 0.
(2.14)
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Multiplying both sides of the first formula above by ψT0 from the left-hand, we can get cˆ = 0 because of ψT0 f ∗α ≠ 0; then
aˆ = µφ0 (µ is an arbitrary constant, we take µ = 1 for consideration of simplicity) result from f ∗x aˆ = 0. Substitute them
into the left two formulas we have
f ∗x bˆ+ f ∗xxφ0φ0 = 0,
lT bˆ = 0. (2.15)
Comparing with (2.8), we know bˆ = φ1. ThusΦ0 = (φT0 , φT1 , 0)T .
Let N(G∗Tu ) = N(F Tu (u∗)) = span{Ψ0}; then Ψ0 = (a¯T , b¯T , c¯)T satisfies Ψ T0 Fu(u∗) = 0, that is
a¯T f ∗x + b¯T f ∗xxφ0 = 0,
b¯T f ∗x + c¯lT = 0,
a¯T f ∗α + b¯T f ∗xαφ0 = 0.
(2.16)
Multiplying both sides of the second formula above by φ0 from the right-hand, we can get c¯ = 0; then b¯ = νψ0 result
from b¯T f ∗x = 0, ν is an arbitrary constant; here we take ν = 1.
Substituting them into the other two formulas, we have a¯ = ξ , which satisfies
ξ T f ∗x + ψT0 f ∗xxφ0 = 0,
ξ T f ∗α + ψT0 f ∗xαφ0 = 0.
(2.17)
Thus Ψ0 = (ξ T , ψT0 , 0)T .
After step by step calculation, we can obtain
G∗uuΦ0Φ0 = Fuu(u∗)Φ0Φ0 =
 f ∗xxφ0φ0f ∗xxxφ0φ0φ0 + 2f ∗xxφ0φ1
0
 . (2.18)
Then
Ψ T0 G
∗
uuΦ0Φ0 = ξ T f ∗xxφ0φ0 + ψT0 (f ∗xxxφ0φ0φ0 + 2f ∗xxφ0φ1). (2.19)
We can find ξ T f ∗xxφ0φ0 = −ξ T f ∗x φ1 = ψT0 f ∗xxφ0φ1 by using (2.8) and (2.17).
Substituting into (2.19) and applying Lemma 1,
Ψ T0 G
∗
uuΦ0Φ0 = ψT0 (f ∗xxxφ0φ0φ0 + 3f ∗xxφ0φ1) ≠ 0. (2.20)
Therefore (u∗, 1) is a fold point of order 2 in (1.3) with respect to λ.
Here we show only for the case n = 3 similar to those in [19]. A more general case can be proved by the mathematical
induction method; one can do it similarly as Theorem 3.1 in the literature [7]. 
Theorem 2. A transcritical bifurcation point (x∗, α∗) in (1.1) with respect to α corresponds to a fold point (u∗, 1) of
order 2 in (1.3) with respect to λ.
Proof. Assume that (x∗, α∗) is a transcritical bifurcation point in (1.1) with respect to α. Since Gλ(u∗, 1) = −F 0u (u∗ − u0),
and from (2.13), (u∗, 1) is a fold point in (1.3) with respect to λ. Next, we will show that the order of the fold (u∗, 1) is 2.
According to Definition 2, we can infer that the null vector of G∗u is
Φ0 = (φT0 + β2vT0 , ωT0 , β2)T , (2.21)
where β2 = − ab , and ω0 ∈ V0 can be uniquely given by the following equation
f ∗x ω0 + f ∗xxφ0φ0 + β2(f ∗xxφ0v0 + f ∗xαφ0) = 0,
lTω0 = 0. (2.22)
The null vector of G∗Tu is Ψ0 = (ψT0 , 0, 0)T .
Consequently,
⟨Ψ0,G∗uuΦ0Φ0⟩ = ⟨ψ0, f ∗xx(φ0 + β2v0)(φ0 + β2v0)+ 2β2f ∗xα(φ0 + β2v0)+ β22 f ∗αα⟩
= a+ 2β2b+ β22 c =
a
b2
(ac − b2) ≠ 0.
Therefore (u∗, 1) is a fold point of order 2 in (1.3) with respect to λ. 
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Theorem 3. A pitchfork bifurcation point (x∗, α∗) in Eq. (1.1) with respect to α corresponds to a fold point (u∗, 1) of order 3 in
Eq. (1.3).
Proof. Suppose that (x∗, α∗) is the pitchfork bifurcation point of Eq. (1.1) with respect to α, Similarly (u∗, 1) is a fold point
in (1.3) with respect to λ and we need to show that the order of the fold (u∗, 1) is 3.
It is easy to verify that the null vectors of G∗u and G∗Tu areΦ0 = (φ0, φ1, 0)T and Ψ0 = (ψ0, 0, 0)T , respectively. Hence
⟨Ψ0,G∗uuΦ0Φ0⟩ = ⟨ψ0, f ∗xxφ0φ0⟩,
⟨Ψ0,G∗uuuΦ0Φ0Φ0 + 3G∗uuΦ0Φ1⟩ = −2⟨ψ0, f ∗xxxφ0φ0φ0 + 3f ∗xxφ0φ1⟩
in which
Φ1 = (φT1 + β1vT0 , ωT1 , β1)T , (2.23)
is uniquely determined by the following equation
G∗uΦ1 + G∗uuΦ0Φ0 = 0,
LTΦ1 = 0 (2.24)
where LT is a bounded linear functional on X × X × R.
β1 = −⟨ψ0, f
∗
xxxφ0φ0φ0 + 3f ∗xxφ0φ1⟩
⟨ψ0, f ∗xxφ0v0 + f ∗xαφ0⟩
∈ R, (2.25)
and ω1 ∈ V0 can be uniquely solved from the following equation
f ∗x ω1 + β1(f ∗xxφ0v0 + f ∗xαφ0)+ f ∗xxxφ0φ0φ0 + 3f ∗xxφ0φ1 = 0,
lTω1 = 0. (2.26)
According to (2.11), ⟨Ψ0, G∗uuΦ0Φ0⟩ = 0,while ⟨Ψ0, G∗uuuΦ0Φ0Φ0+3G∗uuΦ0Φ1⟩ ≠ 0. Applying Lemma 1 andDefinition 1,
we can get that (u∗, 1) is a fold point of order 3 in (1.3) with respect to λ. 
3. Algorithm
For solving the root σ ∗ of the singular scalar equation λ(σ) = 1, we proposed an iteration formula
σj+1 = σj −m (λ(σj)− 1)/λ˙(σj). (3.1)
Next we will state a sequence by formula (3.1), which is quadratically convergent to a fold of orderm in Eq. (1.3).
Theorem 4. Suppose that λ = 1 is a fold of order m in Eq. (1.3)with respect toλ, then the iteration sequences {σj} of (3.1) satisfies
| σj+1 − σ ∗ |≤ c | σj − σ ∗ |2 . (3.2)
This is a well known result, which can be proved directly by Taylor expanding (see [17,20] or other references for the proof).
Next, the algorithm is summarized as the following.
1. Choosing initial values us = u0, λs = 0, σs = 0;
2. In the process of solving, the approximation of u˙ and λ˙ is important. Differentiating (1.3) and (1.4) with respect to σ , we can
find 
Guu˙+ Gλλ˙ = 0,
u˙Ts u˙+ λ˙sλ˙ = 1.
(3.3)
Solving (3.3) at (us, λs) we can get
λ˙s = ±(1+ ‖ G−1u (us, λs)Gλ(us, λs) ‖2)−
1
2 ,
u˙s = −λ˙s(G−1u (us, λs)Gλ(us, λs)).
(3.4)
This is valid because of the normalized pseudo-arclength assumption. The choice of sign of λ˙s should be made correctly, or
else we may have to recompute the path in the direction we came from. Keeping the sign of λ˙s constant is perfectly safe.
Here the sign of λ˙s is chosen as positive as λ should increase from zero toward the final value of one.
In the computer programming, we just compute (3.4).
3. Let i = 0, σi = σs + 1.
4. At least three prediction methods can be used. Since the tangent predictor uses the knowledge of (u, λ) at σs, it can build
a higher order predictor. Here we make a tangent prediction
λ0(σi) = λs + (σi − σs)λ˙s,
u0(σi) = us + (σi − σs)u˙s. (3.5)
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5. Using the Newton iteration method to get u = u(σi), λ = λ(σi) from the augmented system
λF(u)+ (1− λ)F 0u (u− u0) = 0,
u˙Ts (u− us)+ λ˙s(λ− λs)− (σ − σs) = 0.
(3.6)
Since the complexity of homotopy path from λ = 0 to λ = 1 may lead to a bad initial estimate, many steps along the
homotopy path should be taken for the predictor until λ is close to one, and then the Newton method can be employed.
6. Similarly as (3.4), we compute
λ˙(σi) = 1/(λ˙s − u˙Ts (λFu + (1− λ)F 0u )−1(F(u)− F 0u (u− u0))),
u˙(σi) = −λ˙(σi)(λFu + (1− λ)F 0u )−1((F(u)− F 0u (u− u0)));
(3.7)
7. Outer iteration δσi = −m (λ(σi)− 1)/λ˙(σi), σi+1 = σi + δσi;
8. If | δσi |< ε, then u(σi) is the approximation solution of equation (1.2). Otherwise, let
λ0(σi+1) = λ(σi)+ δσiλ˙(σi),
u0(σi+1) = u(σi)+ δσiu˙(σi), (3.8)
i = i+ 1, and turn to step 5.
4. Numerical examples
Example 1 (Fold Point of Order 3). An exothermic chemical reaction in an infinite slab can be described by the following
boundary value problem
d2x
ds2
+ µ exp

x
1+ αx

= 0,
x(0) = x(1) = 0,
(4.1)
where x is the dimensionless temperature, µ is a rate parameter and α is related to the activation energy.
In the literature [6], it was shown that this problem has a fold pointµ = 5.2296 of order 3 with respect to the parameter
µ when α = 0.2458, which corresponds to the loss of criticality in the exothermic reaction. Discretizing the interval
[0, 1] into 20 equivalent parts and using the central difference on the mesh points, we can find the following result by
the proposed algorithm in Section 3.
i x( 12 ) µ λ δσ
1 4.5758 5.2213 0.9958 6.4426× 10−1
2 4.6957 5.2208 0.9990 3.5658× 10−1
3 4.7450 5.2207 0.9999 1.4687× 10−1
4 4.7551 5.2206 0.9999 2.9820× 10−2
5 4.7555 5.2206 1.0000 1.2548× 10−3
6 4.7555 5.2206 1.0000 2.2046× 10−6
Example 2 (Pitchfork Bifurcation Point). Oscillations in series-resonance circuits without excitation can be described by the
following boundary value problem
d2x
ds2
+ µx+ x3 = 0,
x(0) = x(π) = 0,
(4.2)
where a nonlinear inductor or capacitor is modeled by a cubic polynomial. µ = 1 is a pitchfork bifurcation point of the
above problem, discretizing the interval [0, π] into 32 equivalent parts and using the central difference on the mesh points,
we can find the following result by the unified algorithm in Section 3.
i x(π/2) µ λ δσ
1 2.1991×10−1 0.9641 0.9695 4.0404× 10−1
2 1.0343×10−1 1.0020 0.9906 3.5811× 10−1
3 −5.9682×10−3 0.9991 1.0000 −1.9828× 10−2
4 1.9298×10−4 0.9992 1.0000 5.9542× 10−4
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Example 3 (Transcritical Bifurcation Point). The following boundary value problem can be used to describe oscillations in
series-resonance circuits without excitation.
d2x
ds2
+ µx+ x2 = 0,
x(0) = x(π) = 0,
(4.3)
where a nonlinear inductor or capacitor is modeled by a square polynomial. µ = 1 is a transcritical bifurcation point of the
above problem, discretizing the interval [0, π] into 32 equivalent parts and using the central difference on the mesh points,
we can find the following result by the proposed algorithm in Section 3.
i x(π/2) µ λ δσ
1 6.1380× 10−2 0.9020 0.9889 1.2841× 10−1
2 3.0702× 10−2 0.9488 0.9973 1.2636× 10−1
3 1.7722× 10−4 0.9989 1.0000 7.2950× 10−4
4 1.4318× 10−8 0.9992 1.0000 5.6539× 10−8
By investigating such bifurcation problems from different backgrounds, it is shown that our algorithm is valid.
References
[1] W. Govaerts, Numerical Methods for Bifurcations of Dynamical Equlibria, SIAM, Philadelphia, 2000.
[2] E.J. Doedel, et al. AUTO 2000: continuation and bifurcation software for ordinary differential equations, tech. rep., Caltech, 2002.
[3] Yu.A. Kuznetsov, V.V. Levitin, CONTENT: a multiplatform environment for continuation and bifurcation analysis of dynamical systems, Centrum voor
Wiskunde en Informatica, Kruislaan 413, 1098 SJ Amsterdam, The Netherlands, 1997.
[4] A. Dhooge, W. Govaerts, Yu.A. Kuznetsov, MATCONT: a matlab package for numerical bifurcation analysis of ODEs, ACM Trans. Math. Software 29
(2003) 141–164.
[5] A. Dhooge, W. Govaerts, Yu.A. Kuznetsov, et al. Cl_matcont: a continuation toolbox in Matlab, Symposium on Applied Computing Proceedings of the
2003 ACM, Smposium on Applied Computing, Melboume, Florida, 2003, pp. 161–166.
[6] Zhong-hua Yang, H.B. Keller, A direct method for computing higher order folds, SIAM J. Sci. Stat. Comput. 7 (1986) 351–361.
[7] Zhong-hua Yang, Higher order folds in nonlinear problems with several parameters, JCM 7 (1989) 262–278.
[8] Zhong-hua Yang, Classification of pitchfork bifurcation and their computation, Sci. China (Series A) 32 (1989) 537–549.
[9] W. Govaerts, Computation of singularities in large nonlinear systems, SIAM J. Numer. Anal. 34 (1997) 867–880.
[10] P. Kunkel, in: R. Seydel (Ed.), Augmented Systems for Generalised Turning Points, in: Bifurcation and Chaos: Analysis, Algorithms, Applications, vol.
97, Birkhauser Verlag, Basel, 1991, pp. 231–236.
[11] R. Seydel, Numerical computation of branch points in nonlinear equations, Numer. Math. 33 (1979) 339–352.
[12] G. Moore, A. Spence, The calculation of turning points of nonlinear equations, SIAM J. Numer. Anal. 17 (1980) 567–576.
[13] B. Werner, A. Spence, The computation of symmetry breaking bifurcation points, SIAM J. Numer. Anal. 21 (1984) 388–399.
[14] H.B. Keller, Lectures on Numerical Methods in Bifurcation Problems, Tata Institute of Fundamental Research, Lectures on Mathematics and Physics,
Springer-Verlag, New York, 1987.
[15] Chen, Chuan-miao, Introduction to Scientific Computation, Science Press, Beijing, 2007 (in Chinese).
[16] S.H. Lui, H.B. Keller, T.W.C. Kwok, Homotopymethod for the large, sparse, real nonsysmetric eigenvalue problem, SIAM J. Matrix. Anal. Appl. 18 (1997)
312–333.
[17] Yang, Zhong-hua, Nonlinear Bifurcation:theories and Computations, Science Press, Beijing, 2007 (in Chinese).
[18] E.L. Allgower, K. Georg, Numerical path following, in: P.G. Ciarlet, J.L. Lions (Eds.), Techniques of Scientific Computing (Part 2), in: Handbook of
Numerical Analysis, vol. 5, North-Holland, 1997, pp. 3–203.
[19] A. Spence, B. Werner, Non-simple turning points and cusps, IMA J. Numer. Anal. 2 (1982) 413–427.
[20] C.T. Kelley, Iterative methods for linear and nonlinear equations, number 16 in frontiers in applied mathematics, SIAM, Philadelphia, 1995.
