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Resumo
Um problema relevante na F´ısica Estat´ıstica e na F´ısica Matema´tica consiste em deri-
var expresso˜es numericamente precisas e formas anal´ıticas exatas para calcular as distri-
buic¸o˜es de Le´vy α-esta´veis Pα(x; β). Na pra´tica, estas distribuic¸o˜es sa˜o usualmente expres-
sas em termos da integral de Fourier de sua func¸a˜o caracter´ıstica. De fato, expresso˜es na
forma fechada sa˜o relativamente escassas, dado o enorme espac¸o de paraˆmetros: 0 < α ≤ 2
(´ındice Le´vy), −1 ≤ β ≤ 1 (assimetria), σ > 0 (escala) e −∞ < µ < ∞ (deslocamento).
No aˆmbito formal, importantes resultados exatos dependem de func¸o˜es especiais, tais
como as func¸o˜es Meijer-G, Fox-H e somas finitas de func¸o˜es hipergeome´tricas, com ape-
nas alguns casos excepcionais expressos em termos de func¸o˜es elementares (distribuic¸o˜es
gaussiana e de Cauchy). De um ponto de vista mais pra´tico, me´todos como expanso˜es em
se´ries, por exemplo, permitem uma estimativa das distribuic¸o˜es de Le´vy com alta precisa˜o
nume´rica, pore´m a maioria das abordagens esta˜o restritas a um pequeno subconjunto dos
paraˆmetros, ale´m de fazerem o uso de algoritmos sofisticados relativamente demorados.
Como contribuic¸a˜o adicional a este problema, propomos novos me´todos para descrever as
distribuic¸o˜es esta´veis sime´tricas, com paraˆmetros β = 0, µ = 0, σ = 1. Obtemos uma
descric¸a˜o atrave´s de uma forma fechada anal´ıtica, via se´ries de poteˆncia formais fazendo
uso do procedimento da soma de regularizac¸a˜o de Borel (para α = 2/M , M = 1, 2, 3...).
Tambe´m obtemos uma expressa˜o aproximada (para 0 < α ≤ 2) que foi desenvolvida por
meio da divisa˜o do domı´nio da varia´vel de integrac¸a˜o em subintervalos (janelas), cons-
truindo a expansa˜o em se´ries adequada dentro de cada uma delas, em seguida, calculando
as integrais termo a termo.
Palavras-chave: Distribuic¸o˜es Esta´veis, Teorema do Limite Central, Se´ries Hiper-
geome´tricas, Se´ries Divergentes, Regularizac¸a˜o, Somabilidade, Aproximac¸a˜o em Se´ries.
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Abstract
A relevant problem in Statistical Physics and Mathematical Physics is to derive nu-
merically precise expressions and exact analytical forms to calculate the distributions of
Le´vy α-stable Pα(x; β). In practice, these distributions are usually expressed in terms of
the Fourier Integral of its characteristic function. In fact, known closed-form expressi-
ons are relatively scarce given the huge space of parameters: 0 < α ≤ 2 (Le´vy index),
−1 ≤ β ≤ 1 (asymmetry), σ > 0 (scale) and −∞ < µ < ∞ (offset). In the formal
context, important exact results rely on special functions, such as the Meijer-G, Fox-H
functions and finite sum of hypergeometric functions, with only a few exceptional cases
expressed in terms of elementary functions (Gaussian and Cauchy distributions). From a
more practical point of view, methods such as, e.g., series expansions allow an estimation
of the Le´vy distributions with high numerical precision, but most of the approaches are
restricted to a small subset of the parameters and, although sophisticated, these algo-
rithms are time-consuming. As an additional contribution to this problem, we propose
new methods to describe the symmetric stable distributions, with parameters β = 0,
µ = 0, σ = 1. We obtain a description through a closed analytical form, via formal power
series making use of the Borel regularization sum procedure (for α = 2/M , M = 1, 2, 3...
). Furthermore we obtain an approximate expression (for 0 < α ≤ 2) by dividing the
domain of the integration variable into sub-intervals (windows), performing proper series
expansion inside each window, and then calculating the integrals term by term.
Keywords: Stable Distributions, Central Theorem Limit, Hypergeometric Series,
Divergent Series, Regularization, Summability, Approach in Series.
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Capı´tulo1
Introduc¸a˜o
“A Histo´ria esta´ repleta de pessoas que,
como resultado do medo, ou por ig-
noraˆncia, ou por cobic¸a de poder, des-
tru´ıram conhecimentos de imensura´vel
valor que em verdade pertenciam a to-
dos no´s. No´s na˜o devemos deixar isso
acontecer de novo.”
Carl Sagan
Os me´todos estat´ısticos cada vez mais se tornam uma ferramenta imprescind´ıvel para
praticamente todos os pesquisadores, engenheiros, me´dicos, empresa´rios e muitos outros.
A´reas como a F´ısica Estat´ıstica, Biologia, Mecaˆnica Quaˆntica, assim como comportamento
populacional, bolsa de valores, possuem no seu aˆmago uma descric¸a˜o estat´ıstica [1–13].
Dentro desse universo de teoremas, ha´ um em especial de grande importaˆncia para a
simplificac¸a˜o do estudo das distribuic¸o˜es, o Teorema do Limite Central (TLC) [14]. Este
teorema garante que a soma infinita de varia´veis aleato´rias independentes e identicamente
distribu´ıdas, ou seja, que possuem a mesma distribuic¸a˜o de probabilidade, e com variaˆncia
finita, convirjam para uma distribuic¸a˜o Gaussiana.
Ha´ mais de 80 anos, Paul Le´vy deduziu uma generalizac¸a˜o do teorema do limite
central para o caso de varia´veis aleato´rias com uma divergeˆncia no segundo momento
central (i.e., variaˆncia infinita). Le´vy construiu uma expressa˜o geral para as distribuic¸o˜es
esta´veis e mostrou que o TLC e´ um caso especial do conjunto das distribuic¸o˜es de Le´vy
α-esta´veis Pα,β(x) que podem ser expressas como a transformada de Fourier de sua func¸a˜o
1
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caracter´ıstica, f(t) = eφ(t) , onde
φ(t) = iµt− σ|t|α
{
1 + iβ
t
|t| tan
(pi
2
α
)}
, (1.1)
para 0 < α < 1 e 1 < α ≤ 2. Para α = 1, a forma da func¸a˜o e´ dada por
φ(t) = iµt− σ|t|
{
1 + iβ
t
|t|
2
pi
ln |t|
}
, (1.2)
de modo que,
Pα,β(x) =
1
2pi
∞∫
−∞
f(t)e−ixtdt. (1.3)
O paraˆmetro α ∈ (0, 2] e´ denominado de ı´ndice de Le´vy, −1 ≤ β ≤ 1 e´ a assimetria,
µ e´ um nu´mero real chamado de paraˆmetro de deslocamento e σ ≥ 0 e´ o paraˆmetro de
escala [14].
Ha´ uma grande diversidade de processos estoca´sticos que podem ser descritos [8,9,15–
19] na forma da equac¸a˜o (1.3), de modo que ha´ uma grande motivac¸a˜o para o estudo das
poss´ıveis configurac¸o˜es da integral, devido ao fato de que a mesma na˜o possui uma forma
anal´ıtica fechada para a maioria dos valores poss´ıveis dos paraˆmetros. Um exemplo da
importaˆncia destas distribuic¸o˜es e´ a publicac¸a˜o de um artigo, por Holtsmark [20] no ano
de 1919 (anterior ao trabalho de Le´vy), onde este encontra uma func¸a˜o de distribuic¸a˜o de
probabilidade para as flutuac¸o˜es do campo gravitacional de estrelas sob certas condic¸o˜es
da distribuic¸a˜o de massa, dada por
∫
R3
exp i(t, x)p(x)dx = exp(−λ|t|3/2) t ∈ R3, (1.4)
onde λ e´ uma constante positiva que depende de propriedades f´ısica. Hoje sabe-se que
esta distribuic¸a˜o pertence a` classe das distribuic¸o˜es esta´veis sime´tricas com paraˆmetro
α = 3/2. Ha´ treˆs resultados cla´ssicos com uma expressa˜o fechada, que sa˜o os casos
sime´tricos com α = 1 e α = 2 correspondendo a`s distribuic¸o˜es de Cauchy e Gauss [21],
respectivamente, e o caso assime´trico com α = 1/2 e β = 1 que corresponde a distribuic¸a˜o
de Le´vy-Smirnov [11]. Existem na literatura va´rios trabalhos [22–24], com diferentes
me´todos para solucionar esta integral para um certo conjuntos de valores dos paraˆmetros.
Apesar disto, a quantidade de formas fechadas em termos de func¸o˜es elementares para as
2
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distribuic¸o˜es esta´veis e´ escassa frente ao espac¸o α− β.
Ha´ alguns trabalhos que usam expanso˜es em se´ries para descrever as distribuic¸o˜es
esta´veis para certos conjuntos de paraˆmetros e em especial o caso sime´trico β = 0 [25–27].
Um grande exemplo deste caso foi produzido por Bergstro¨m [28], na de´cada de 1950, onde
este desenvolve duas expanso˜es distintas para diferentes regio˜es de α.
• Para 0 < α < 1:
G′αβ(x) = −
1
pi
∞∑
k=1
(−1)k
k!
Γ(αk + 1)
x|x|αk sin k
(αpi
2
+ β − α arg x
)
. (1.5)
• Para α > 1:
G′αβ(x) =
1
pi
∞∑
k=1
(−1)kΓ
(
αk+1
α
)
k!α
xk cos
[
k
(
pi
2
+
β
α
)
+
β
α
]
. (1.6)
Para x < 0, arg x = pi. Ambas expresso˜es sa˜o se´ries infinitas que truncadas se tornam
expanso˜es assinto´ticas. A primeira para 1 ≤ α < 2, |x| → ∞ e a segunda para 0 < α < 2,
|x| → 0. Outro tipo de soluc¸a˜o encontrada na literatura consiste em representac¸o˜es en-
volvendo as func¸o˜es Meijer-G e Fox-H [29–33]. O uso de uma soma finita de func¸o˜es
hipergeome´tricas pode ser encontrado nos trabalhos de K. A. Penson et al. [34, 35]. Es-
tes pesquisadores encontraram uma forma exata g(α, β, x), com α e β racionais (ver a
refereˆncia [35]), usando a transformac¸a˜o inversa de Mellin, a fo´rmula da reflexa˜o de Euler
e a multiplicac¸a˜o de Gauss-Legendre, com diferentes representac¸o˜es envolvendo a trinca
de nu´meros (l, k, r):
• Para α = l/k < 1, β = α − 2r/k = −α, que se obte´m r = l, tem-se g(l/k,−l/k, x)
com x ≥ 0. Se β = α − 2r/k = α, que se obte´m r = 0, encontra-se g(l/k, l/k, x)
somente para x ≤ 0.
• Para α = l/k e a condic¸a˜o 1 < l/k ≤ 2 e |β| = |(l − 2r)/k| ≤ 2 − l/k, ha´ duas
func¸o˜es g(l/k, (l− 2r)/k, x), e g(l/k, (2r − l)/k, x) definidas em todo intervalo real.
• Para α = l/k < 1 e |β| = |(l − 2r)/k| < α a func¸a˜o e´ descrita atrave´s da de-
composic¸a˜o das func¸o˜es acima, de modo que, a expressa˜o e´ dada por g(l/k, (l −
2r)/k, x)θ(−x) + g(l/k, (2r − l)/k, x)θ(x), onde θ(x) e´ a func¸a˜o de Heaviside.
3
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Na primeira parte deste trabalho no´s constru´ımos um me´todo para obtenc¸a˜o de formas
anal´ıticas fechadas, via se´rie de poteˆncia formal [36] e da regularizac¸a˜o de somas de Borel-
Laplace [37–39], para as distribuic¸o˜es esta´veis sime´tricas com α = 2/M ,
PM(x) =
1
pi
∞∫
0
dt exp[−t2/M ] cos[tx]. (1.7)
O primeiro passo consistiu em procurar descrever estas distribuic¸o˜es por meio de func¸o˜es
hipergeome´tricas, visto que estas u´ltimas sa˜o praticamente onipresentes na representac¸a˜o
de uma imensa quantidade de outras func¸o˜es e diversas aplicac¸o˜es [40], ale´m de trabalhos
que associam ambas [23,34,35,41]. Apesar de termos atingindo o nosso objetivo, a soluc¸a˜o
obtida consistia de se´ries divergentes exceto para os casos triviais das distribuic¸o˜es de
Cauchy e Normal. Por outro lado, isto mostra a dificuldade por tra´s destas distribuic¸o˜es,
e nossa expressa˜o para os casos sem soluc¸a˜o na˜o possu´ıa aplicac¸a˜o pratica, principalmente
em ca´lculos nume´ricos. Para contornar este impasse, foi necessa´rio olhar o nosso resultado,
na˜o somente como uma se´rie de poteˆncia usual (ana´lise real), mas como uma se´rie de
poteˆncia formal.
A teoria geral das se´ries de poteˆncia formais e´ objeto de estudo da matema´tica ha´,
relativamente, bastante tempo. Leonhard Euler (1707-1783) se preocupou por bastante
tempo sobre as implicac¸o˜es e a importaˆncia das se´ries divergentes [42]. Toda a teoria
esta´ bem definida atrave´s de uma rigorosa estrutura de anel (com as operac¸o˜es de adica˜o,
subtrac¸a˜o e multiplicac¸a˜o bem definidas, mas na˜o ha´ divisa˜o): o anel (comutativo) das
se´ries de poteˆncia em x, com coeficientes em um corpo F cujos elementos sa˜o dados por
fx =
∑∞
n=0 cn x
n.
Isto permite que os objetos fx possuam uma construc¸a˜o genu´ına independentemente
das se´ries correspondentes na˜o possu´ırem um limite bem definido (ou mesmo quando o
limite na˜o existir [43]). De fato, do ponto de vista puramente matema´tico, estas se´ries
podem ser interessantes e u´teis. Por exemplo,
∑∞
n=1 n!x
n converge somente em x = 0 e em
nenhum lugar mais. Mas se forem interpretados como uma sequeˆncia de coeficientes, os
nu´meros n! sa˜o bem comportados. Enta˜o, uma abordagem para os estudo das se´ries for-
mais e´ trata´-las como objetos abstratos, por exemplo, como geradoras de func¸o˜es [44]. Vale
ressaltar que embora as se´ries formais na˜o sejam objeto de estudo comum na F´ısica, estes
me´todos tem achado aplicac¸o˜es em a´reas como f´ısica estat´ıstica [45–48], teoria quaˆntica
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de campos [49,50], e difrac¸a˜o o´tica [51].
Para os pro´positos do presente trabalho, um aspecto relevante e´ que a soluc¸a˜o formal
f = fx da equac¸a˜o diferencial Dx[f ] = 0, em pr´ıncipio, sempre pode ser regularizada
atrave´s de va´rios me´todos de soma-regularizac¸a˜o, dado que Dx e o espac¸o em que f
esta´ definido satisfac¸a certas condic¸o˜es. Este e´ exatamente o caso para as func¸o˜es hiper-
geome´tricas na˜o-convergentes [52].
Como segundo resultado, na tentativa de estender os valores de α ale´m do obtido no
primeiro caso, obtemos uma aproximac¸a˜o em se´rie, eficiente, para 0 < α ≤ 2. Nesta se-
gunda abordagem optamos por expandir no lugar do cosseno a exponencial do integrando
da distribuic¸a˜o de Le´vy.
Expandindo em se´ries de Taylor a exponencial, o primeiro problema que se apresenta e´
que o erro cresce a medida que nos afastamos do centro da expansa˜o. Para contornar este
problema, nos utilizamos da simetria do cosseno e dividimos o domı´nio de integrac¸a˜o da
transformada de Fourier em subintervalos que denominamos de janelas. Sa˜o constru´ıdas
aproximac¸o˜es em cada janela para no fim, quando somarmos, obtermos um aproximac¸a˜o
para as distribuic¸o˜es esta´veis sime´tricas.
As janelas foram definidas como (0, (pi/2)/x) (primeira janela) e as pro´ximas como,
In = ((pi/2)(4n − 3)/x, (pi/2)(4n + 1)/x) (para n = 1, 2, . . .). Para primeira janela foi
realizada uma expansa˜o, semelhante ao que foi realizado no resultado anal´ıtico, e descre-
vemos esta em termos de uma se´rie da func¸a˜o gama incompleta. Para as subsequentes foi
realizada a expansa˜o da exponencial no ponto tn = (pi/2)(4n− 1)/x. O cosseno apresenta
uma simetria para estas janelas que reduz a quantidade de termos necessa´rios para a
aproximac¸a˜o. Por fim, somamos todas as contribuic¸o˜es de modo a descrever, aproxima-
damente, a distribuic¸a˜o de Le´vy α-esta´vel sime´trica para 0 < α ≤ 2.
Esta tese esta´ definida da seguinte forma: No cap´ıtulo 2 no´s iniciamos com o estudo
do teorema do limite central e sua limitac¸o˜es. Em seguida e´ feita uma breve revisa˜o das
distribuic¸o˜es infinitamente divis´ıveis e esta´veis assim como sua conexa˜o com a genera-
lizac¸a˜o do teorema do limite central. Foi abordado o teorema atribu´ıdo a Paul Le´vy em
que se constro´i uma expressa˜o geral para estas distribuic¸o˜es em termos de uma integral
de Fourier da func¸a˜o caracter´ıstica. No cap´ıtulo 3 e´ abordada a teoria das func¸o˜es hi-
pergeome´tricas e devido ao fato desta ser soluc¸a˜o de uma equac¸a˜o diferencial de segunda
ordem com 3 pontos singulares escrita em sua forma mais geral, isto justifica formalmente
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sua conexa˜o com as outras func¸o˜es. Sa˜o exploradas diferentes representac¸o˜es assim como
as de Euler e Barnes. No final deste cap´ıtulo e´ mostrada sua relac¸a˜o com algumas func¸o˜es
elementares e especiais essenciais para a F´ısica. No cap´ıtulo 4 e´ feita uma introduc¸a˜o a`s
somas de regularizac¸a˜o e sua importaˆncia para o estudo das se´ries divergentes. Aqui sera˜o
abordadas as se´ries formais e dentro desse conjunto amplo as se´ries de Gevrey que pela
ana´lise de expanso˜es assinto´ticas e´ a pedra fundamental para a regularizac¸a˜o de Borel.
Para finalizar e´ mostrado um teorema que regulariza as func¸o˜es hipergeome´tricas por meio
da transformada de Borel e cuja soma e´ obtida via transformada de Laplace.
Como primeiro resultado, descrito no cap´ıtulo 5, no´s obtemos uma prova de que um
conjunto infinito das integrais da equac¸a˜o 1.7 podem ser escritas em termos de M−1F0.
Exceto para os casos Gaussiano e de Cauchy, respectivamente M = 1 e M = 2, as se´ries
correspondentes possuem o raio de convergeˆncia zero. Apesar disto, para M = 2, 3, 4...,
no´s podemos aplicar o resultado rigoroso da refereˆncia [53] e converter nossa soluc¸a˜o em
uma soma finita de func¸o˜es hipergeome´tricas generalizadas 1FM−2 que converge em todo
lugar. Enta˜o, no´s finalizamos com uma comparac¸a˜o entre a expressa˜o anal´ıtica fechada
para PM(x) e ca´lculos nume´ricos expl´ıcitos. No cap´ıtulo 6 descrevemos nosso segundo
resultado que consiste em um me´todo para construc¸a˜o de uma se´rie aproximativa para
0 < α ≤ 2 que consistiu na divisa˜o do domı´nio de integrac¸a˜o em janelas. Mostramos
o que esperar da aproximac¸a˜o de cada regia˜o e por fim e´ feita uma comparac¸a˜o com o
ca´lculo nume´rico da distribuic¸a˜o esta´vel sime´trica.
No cap´ıtulo 7 sa˜o realizadas as considerac¸o˜es finais e as perspectivas de novas abor-
dagens para obtenc¸o˜es de novas formas fechadas para as distribuic¸o˜es de Le´vy α-esta´veis.
Por fim no capitulo 8 e´ mostrado o fruto deste trabalho na forma da publicac¸a˜o de dois
artigos.
6
Capı´tulo2
Distribuic¸o˜es Esta´veis
“Simplicity is the ultimate sophistica-
tion.”
Leonardo da Vinci
2.1 O Teorema do Limite Central
Dentro da teoria da probabilidade ha´ um conjunto de teoremas de extrema importaˆncia
na generalizac¸a˜o das ideias associadas ao estudo de grandes populac¸o˜es. Por exemplo, um
conjunto de medidas que envolvem aferic¸o˜es em populac¸o˜es de bacte´rias, part´ıculas de
um sistema termodinaˆmico ou mesmo dados obtidos dentro da sociedade. O teorema do
limite central, assim como a lei dos grandes nu´meros, produz resultados que, ao mesmo
tempo que facilitam, nos mostram padro˜es dentro de processos estoca´sticos.
Matematicamente falando, o teorema do limite central surge quando no´s temos um
conjunto de varia´veis aleato´rias independentes com variaˆncia finita e identicamente dis-
tribu´ıdas, e queremos saber qual a distribuic¸a˜o associada a` combinac¸a˜o destas u´ltimas.
Muitos matema´ticos se debruc¸aram sobre este tipo de problema, ale´m de haver va´rias de-
monstrac¸o˜es e formas de considera´-lo. Dois matema´ticos franceses levam o cre´dito como
os primeiros a apresentarem este teorema. O primeiro deles foi Abraham de Moivre (1667-
1754), que simplesmente postula este teorema, e Pierre-Simon de Laplace (1749-1827) que
em 1812 publicou o livro The´orie analytique des probabilite´s [14]. Laplace foi o primeiro
a dar um tratamento mais formal a` teoria da probabilidade e deu um grande avanc¸o no
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problema da soma de varia´veis aleato´rias [14]. Mesmo isso sendo feito no se´culo XVII,
uma definic¸a˜o mais geral e uma demonstrac¸a˜o matema´tica deste teorema foi dada em
1901 pelo matema´tico russo Aleksander Lyapunov (1857-1918) [14,54,55]. Abaixo e´ dada
uma demonstrac¸a˜o do Teorema do limite central para o caso mais conhecido [56], que e´
quando as varia´veis aleato´rias possuem a mesma me´dia µ e a mesma variaˆncia σ2 (onde
a variaˆncia e´ finita).
Teorema 2.1.1. Seja X1, X2,... uma sequeˆncia de varia´veis aleato´rias independentes ou
com correlac¸a˜o de curto alcance e identicamente distribu´ıdas, cada uma com me´dia µ e
variaˆncia σ2. Enta˜o, a distribuic¸a˜o da varia´vel aleato´ria definida como a soma normali-
zada
Zn =
X1 + ...+Xn − nµ
σ
√
n
(2.1)
tende a` distribuic¸a˜o normal padra˜o quando n→∞.
f(Z) =
1√
2pi
e−
Z2
2 (2.2)
Demonstrac¸a˜o. Nosso objetivo e´ encontrar a distribuic¸a˜o que descreve Zn. Reescrevemos
Zn =
1√
n
∑
Wi, (2.3)
onde Wi =
Xi−µ
σ
.
Calculando a func¸a˜o caracter´ıstica de Zn, e levando em conta o fato que se as va´riaveis
Xi sa˜o independentes, Wi tambe´m o sa˜o, temos
MZn(v) = E
[
exp
(
iv
1
n
n∑
j=0
Wj
)]
,
MZn(v) =
n∏
j=1
E
[
exp
(
i
v√
n
Wj
)]
,
MZn(v) =
(
E
[
exp
(
i
v√
n
Wj
)])n
, (2.4)
onde E[x] representa o valor esperado de x.
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Expandido a exponencial em se´ries de Taylor, temos que
exp
(
i
v√
n
Wj
)
=
∞∑
k=0
(
i v√
n
Wj
)k
k!
, (2.5)
de modo que podemos escrever
E
[
exp
(
i
v√
n
Wj
)]
= 1 +
iv√
n
µWj −
v2
2n
σ2Wj −
iv3
6n3/2
E[W 3i ] + ..., (2.6)
e chamando de Rn os termos da se´ries a partir da terceira ordem,
E
[
exp
(
i
v√
n
Wj
)]
= 1 +
iv√
n
µWj −
v2
2n
σ2Wj +Rn, (2.7)
voltando para equac¸a˜o 2.4, podemos aplicar o logaritmo e obter
ln(MZn(v)) = nln
(
E
[
exp
(
i
v√
n
Wj
)])
,
ln(MZn(v)) = nln
(
1 +
iv√
n
µWj −
v2
2n
σ2Wj +Rn
)
, (2.8)
e´ fa´cil ver que µWj = 0 e σ
2
Wj
= 1, de modo que
ln(MZn(v)) = nln
(
1− v
2
2n
+Rn
)
. (2.9)
Sabendo que a se´rie para
ln(1− x) =
∞∑
k=1
(−x)k
k
, (2.10)
e escrevendo x = v
2
2n
−Rn, a equac¸a˜o 2.9 fica na seguinte forma
ln(MZn(v)) = −
v2
2
+ nRn −
(v
2
2
− Rn
n
)2
2n
− (
v2
2
− Rn
n
)3
3n2
. (2.11)
Finalmente, levando em conta que limn→∞Rn = 0, podemos escrever
lim
n→∞
ln(MZn(v)) = −
v2
2
, (2.12)
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ou seja,
lim
n→∞
MZn(v) = e
− v2
2 , (2.13)
que e´ a func¸a˜o caracter´ıstica associada a distribuic¸a˜o normal cuja me´dia e variaˆncia sa˜o
respectivamente, µ = 0 e σ2 = 1, ou seja,
f(Z) =
1√
2pi
e−
Z2
2 . (2.14)
A figura 2.1 mostra o exemplo de uma varia´vel aleato´ria cuja distribuic¸a˜o de probabi-
lidade e´ do tipo exponencial. A medida que se aumenta a quantidade de amostras a curva
se aproxima de uma gaussiana. Este comportamento mostra a importaˆncia deste teorema
para diversas a´reas da cieˆncia. Na figura 2.2 e´ poss´ıvel ver o agrupamento de pessoas a
partir da altura e fica evidente o formato de sino ta˜o caracter´ıstico da distribuic¸a˜o normal.
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Figura 2.1: Simulac¸a˜o atrave´s do me´todo de Monte Carlo que calcula a me´dia amostral
de uma populac¸a˜o que segue uma distribuic¸a˜o exponencial. E´ nota´vel o fato de a medida
que se aumenta o tamanho da amostra a forma da distribuic¸a˜o tende a` normal. [57].
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2.2 Distribuic¸o˜es infinitamente divis´ıveis
Como foi visto na sec¸a˜o anterior, a distribuic¸a˜o normal possui o papel de atrator para
os processos estoca´sticos cuja variaˆncia seja finita, ou seja, qualquer que seja a distribuic¸a˜o
de probabilidade a que uma varia´vel aleato´ria responda, a` medida que se aumenta o
nu´mero de co´pias desta, o comportamento convergira´ para a gaussiana. Considere como
primeiro contra-exemplo a distribuic¸a˜o de Cauchy que e´ dada por,
f(x) =
1
pi
q
q2 + x2
q > 0 (2.15)
o segundo momento e´ dado por,
E[X2] =
1
pi
∞∫
−∞
x2f(x)dx =
1
pi
∞∫
−∞
qx2
q2 + x2
dx
=
q
pi
 ∞∫
−∞
dx−
∞∫
−∞
q
q2 + x2
dx
 = q
pi
 ∞∫
−∞
dx−√qpi
2
 =⇒∞. (2.16)
Como e´ poss´ıvel observar, o segundo momento da distribuic¸a˜o de Cauchy e´ infinito, e
quando o teorema do limite central foi provado, usou-se a condic¸a˜o de que a variaˆncia
fosse finita. Na verdade a distribuic¸a˜o acima tem um comportamento bem distinto da
gaussiana, nem a me´dia e´ definida. Para analisar o que acontece com a combinac¸a˜o de
varia´veis aleato´rias com uma distribuic¸a˜o de Cauchy, consideremos a sua func¸a˜o carac-
ter´ıstica, φ(t) = e−q|t|, e´ fa´cil verificar por meio da transformada de Fourier que,
1
pi
q
q2 + x2
=
1
2pi
∞∫
−∞
e−q|t|e−ixtdt. (2.17)
Se construirmos uma varia´vel aleato´ria que consiste na soma de n varia´veis aleato´rias e
independentes com distribuic¸a˜o de Cauchy, esta u´ltima tera´ como func¸a˜o caracter´ıstica,
φ(t) =
[
e−q|t|
]n
= e−nq|t|, ou seja,
f(x) =
nq
n2q2 + x2
. (2.18)
Por mais que aumentemos o nu´mero de varia´veis, esta nunca tendera´ a` uma distribuic¸a˜o
normal, de modo que o teorema do limite central deixa de ser va´lido para distribuic¸o˜es
13
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desse tipo. A pergunta que surge e´: existe algum outro tipo de func¸a˜o que funcione
de forma semelhante a` gaussiana para situac¸a˜o onde a variaˆncia na˜o exista? Um dos
grandes nomes que puderam responder esta questa˜o foi Paul Le´vy (1886-1971) que derivou,
em 1934, uma expressa˜o que generaliza o limite central via distribuic¸o˜es infinitamente
divis´ıveis e, por fim, as leis esta´veis [14,54,59].
Definica˜o 2.2.1. L e´ dita ser uma distribuic¸a˜o infinitamente divis´ıvel se para cada n esta
pode ser representada como uma distribuic¸a˜o da soma Sn = X1,n + X2,n + ... + Xn,n de
n varia´veis aleato´rias independentes e identicamente distribu´ıdas com uma distribuic¸a˜o
comum Ln.
Proposic¸a˜o 2.2.1. Seja X uma varia´vel aleato´ria cuja func¸a˜o de distribuic¸a˜o e´ L(X) e
a func¸a˜o caracter´ıstica e´ φ. Enta˜o as seguinte afirmac¸o˜es sa˜o equivalente:
1. X tem distribuic¸a˜o infinitamente divis´ıvel.
2. Para todo n ≥ 1 existem varia´veis aleato´rias X1, X2,..., Xn independentes e identi-
camente distribu´ıdas tais que X possui a mesma lei de distribuic¸a˜o que X1 +X2 +
...+Xn.
3. Para todo n ≥ 1 existe uma func¸a˜o caracter´ıstica φn tal que φ = (φn)n.
Alguns exemplos sa˜o:
• Distribuic¸a˜o gaussiana: φ(t) = eiµt−σ2t22 e φn(t) = eiµn t−σ
2t2
2n
• Distribuic¸a˜o Gama: φ(t) = eix0t (1− iβt)−α e φn(t) = ei
x0
n
t (1− iβt)−αn
• Distribuic¸a˜o de Poisson: φ(t) = eλ(eit−1) e φn(t) = eλn (eit−1)
• Distribuic¸a˜o de Cauchy: φ(t) = eix0t−q|t| e φn(t) = ei
x0
n
t− q
n
|t|
As distribuic¸o˜es que pertencem a esta classe se mostraram de grande importaˆncia
devido ao fato de que quando a soma de varia´veis aleato´rias independentes e identicamente
distribu´ıdas (iid) tendem a` uma varia´vel com lei de distribuic¸a˜o L(X), esta e´ infinitamente
divis´ıvel. Esta propriedade tem implicac¸a˜o direta na Lei dos grande nu´meros [11,60].
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2.3 Distribuic¸o˜es esta´veis
Consideremos a partir de agora as varia´veis aleato´rias, X1, X2,... e Xn, e a seguinte
soma,
Sn =
X1 +X2 + ...+Xn
An
−Bn. (2.19)
Note que para o caso em que σ2 < ∞, enta˜o An ∼
√
n e X deve ser normal. A genera-
lizac¸a˜o para o teorema do limite central surge quando nos perguntamos quais as poss´ıveis
condic¸o˜es e a forma que X deve ter, para que Sn, no limite, possua a distribuic¸a˜o de X.
Se esta soma for escrita como,
Sn = X
(n)
1 +X
(n)
2 + ...+X
(n)
n , (2.20)
onde
X
(n)
k =
Xk
An
− Bn
n
, (2.21)
e Sn → X, enta˜o X obedecera´ a` uma lei de distribuic¸a˜o infinitamente divis´ıvel. Pore´m, a
forma como as varia´veis esta˜o postas restringe os tipos poss´ıveis de leis a serem seguidas,
de modo que se tornam mais restritos os poss´ıveis tipos de distribuic¸a˜o. Este seleto grupo
de distribuic¸o˜es obedecem a uma lei dita Esta´vel e pode ser definida da seguinte forma [54]:
Definica˜o 2.3.1. Uma varia´vel aleato´ria X e´ dita ter uma distribuic¸a˜o esta´vel se para
todo k > 0, e X
(n)
1 ,..., X
(n)
k independentes com a mesma distribuic¸a˜o de X, existem
constantes ak > 0, bk tais que
L(X(n)1 + ...+X(n)k ) = L(akX + bk). (2.22)
Proposic¸a˜o 2.3.1. X e´ o limite da distribuic¸a˜o da soma normalizada Sn (2.20) se, e
somente se, X possuir uma distribuic¸a˜o esta´vel [54].
Seguindo a proposic¸a˜o acima, Le´vy [61,62] e Khintchine [63] demonstraram uma forma
geral (ver os teoremas a seguir) para as distribuic¸o˜es esta´veis atrave´s de sua func¸a˜o carac-
ter´ıstica. Com isso, o teorema do limite central demonstrado anteriormente (2.1.1), nada
mais e´ que um caso particular, onde a gaussiana e´ um caso espec´ıfico dentro do universo
das distribuic¸o˜es esta´veis, que por sua vez esta˜o contidas no conjunto das infinitamente
divis´ıveis (2.3). De modo que podemos descrever o teorema do limite central generalizado
15
CAPI´TULO 2. DISTRIBUIC¸O˜ES ESTA´VEIS
da seguinte forma:
1. A soma de n co´pias de varia´veis aleato´rias iid cuja variaˆncia e´ finita tende a distri-
buic¸a˜o normal.
2. A soma de n co´pias de varia´veis aleato´rias iid cuja variaˆncia e´ infinita tende a uma
distribuic¸a˜o esta´vel (diferente da normal).
Teorema 2.3.1. Seja X uma varia´vel aleato´ria que obedece uma lei esta´vel. Sua func¸a˜o
caracter´ıstica f(t) e´ dada atrave´s da seguinte expressa˜o:
ln f(t) = iµt+ c1
0∫
−∞
{
eitu − 1− itu
1 + u2
}
du
|u|1+α
+c2
∞∫
0
{
eitu − 1− itu
1 + u2
}
du
u1+α
, (2.23)
denominada de representac¸a˜o integral canoˆnica, com paraˆmetros c1 ≥ 0, c2 ≥ 0, 0 < α ≤ 2
e β.
O leitor pode encontrar uma demonstrac¸a˜o para este teorema em [54, 59, 61]. Note
que para encontrar a expressa˜o para func¸a˜o de distribuic¸a˜o de probabilidade de uma lei
esta´vel se faz necessa´rio calcular a transformada de Fourier de 2.23, o que em primeira
ana´lise nos mostra a dificuldade de se obter uma expressa˜o que facilite o uso da mesma.
Ha´ um outro teorema, que sera´ demonstrado a seguir, que constro´i uma forma fechada
para esta representac¸a˜o canoˆnica [59].
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Figura 2.3: Representac¸a˜o do conjunto de distribuic¸o˜es de probabilidade para varia´veis
aleato´rias iid com segundo momento finito e infinito. Note que a Gaussiana possui uma
lei esta´vel e funciona como um atrator para todas as distribuic¸o˜es com momento finito.
Todas as outras leis esta´veis sa˜o atratores para o caso em que o segundo momento for
infinito.
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Teorema 2.3.2. f(t) = eφ(t) e´ a func¸a˜o caracter´ıstica de uma distribuic¸a˜o esta´vel de
expoente α, 0 < α < 1, e 1 < α ≤ 2 se, e somente se, tiver a forma
φ(t) = iµt− σ|t|α
{
1 + iβ
t
|t| tan
(pi
2
α
)}
, (2.24)
onde µ e´ real, σ ≥ 0, e β ∈ [−1, 1]. Para α = 1, a forma da func¸a˜o e´ dada por
φ(t) = iµt− σ|t|
{
1 + iβ
t
|t|
2
pi
ln |t|
}
. (2.25)
Demonstrac¸a˜o. O objetivo e´ encontrar uma forma fechada para representac¸a˜o integral
canoˆnica,
ln f(t) = iµt+ c1
0∫
−∞
{
eitu − 1− itu
1 + u2
}
du
|u|1+α
+c2
∞∫
0
{
eitu − 1− itu
1 + u2
}
du
u1+α
. (2.26)
Para 0 < α < 1 as integrais,
0∫
−∞
u
1 + u2
du
|u|1+α e
∞∫
0
u
1 + u2
du
u1+α
, (2.27)
sa˜o finitas, de modo que sera˜o associadas a` constante µ, tal que,
ln f(t) = iµ′t+ c1
0∫
−∞
(
eitu − 1) du|u|1+α + c2
∞∫
0
(
eitu − 1) du
u1+α
. (2.28)
Assumindo t > 0 e fazendo a substituic¸a˜o ν = −tu na primeira integral e ν = tu na
segunda, obteˆm-se
ln f(t) = iµ′t+ tα
c1 ∞∫
0
(
e−iν − 1) dν
ν1+α
+ c2
∞∫
0
(
eiν − 1) dν
ν1+α
 . (2.29)
Usando o teorema de Cauchy na segunda integral sobre o caminho, no primeiro quadrante
do plano complexo, formado pelos segmentos
−→
OR no eixo real,
−−→
iRO no eixo imagina´rio e
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o arco de c´ırculo com centro na origem e raio R. Fazendo R→∞, teˆm-se
∞∫
0
(
eiν − 1) dν
ν1+α
=
i∞∫
0
(
eiν − 1) dν
ν1+α
= i−α
∞∫
0
(
e−y − 1) dy
y1+α
= e−i
pi
2
αL(α), (2.30)
onde
L(α) =
∞∫
0
(
e−y − 1) dy
y1+α
< 0. (2.31)
Note que a primeira integral e´ o complexo conjugado da segunda, de modo que,
∞∫
0
(
e−iν − 1) dν
ν1+α
= ei
pi
2
αL(α). (2.32)
Substituindo na equac¸a˜o 2.29,
ln f(t) = iµ′t+ tαL(α)
[
c1e
ipi
2
α + c2e
−ipi
2
α
]
, (2.33)
e usando a fo´rmula de Euler,
ln f(t) = iµ′t+ tαL(α)
[
(c1 + c2) cos
(pi
2
α
)
+ i(c1 − c2)sen
(pi
2
α
)]
= iµ′t+ tαL(α)(c1 + c2) cos
(pi
2
α
)[
1 + i
(c1 − c2)sen
(c1 + c2) cos
(
pi
2
α
) (pi
2
α
)]
.(2.34)
Sabendo que 0 < α < 1, enta˜o cos
(
pi
2
α
)
> 0, de modo que se for posto,
σ = −L(α) cos
(pi
2
α
)
c ≥ 0
β =
c1 − c2
c1 + c2
− 1 ≤ β ≤ 1, (2.35)
encontra-se para t > 0 a seguinte expressa˜o,
ln f(t) = iµ′t− σtα
(
1 + iβ tan
(pi
2
α
))
. (2.36)
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Para t < 0 e sabendo que ln f(t) = ln f(−t),
ln f(t) = −iµ′(−t)− σ(−t)α
(
1− iβ tan
(pi
2
α
))
, (2.37)
e assim para qualquer t e´ poss´ıvel encontrar que
ln f(t) = iµ′t− σ|t|α
(
1 + iβ
t
|t| tan
(pi
2
α
))
. (2.38)
Para 1 < α ≤ 2, inserindo o fator u− u nas duas integrais e modificando a constante
µ, pode-se reescrever a equac¸a˜o 2.23 da seguinte forma,
ln f(t) = iµ′′t+ c1
0∫
−∞
(
eitu − 1− itu) du|u|1+α + c2
∞∫
0
(
eitu − 1− itu) du
u1+α
. (2.39)
Assumindo t > 0 e fazendo as mesmas substituic¸o˜es, ν = −tu e ν = tu, e´ poss´ıvel obter
ln f(t) = iµ′′t+ tα
c1 ∞∫
0
(
e−iν − 1 + iν) dν|ν|1+α + c2
∞∫
0
(
eiν − 1− iν) dν
ν1+α
 . (2.40)
Usando novamente o teorema de Cauchy e o mesmo caminho a` segunda integral da ex-
pressa˜o acima, pode-se obter que
∞∫
0
(
eiν − 1− iν) dν
ν1+α
=
i∞∫
0
(
eiν − 1− iν) dν
ν1+α
= i−α
∞∫
0
(
e−y − 1 + y) dy
y1+α
= e−i
pi
2
αM(α), (2.41)
onde
M(α) =
∞∫
0
(
e−y − 1 + y) dy
y1+α
> 0. (2.42)
Como a primeira integral e´ o complexo conjugado desta u´ltima, enta˜o,
∞∫
0
(
e−iν − 1 + iν) dν
ν1+α
= ei
pi
2
αM(α). (2.43)
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Substituindo em 2.40,
ln f(t) = iµ′′t+ tα
[
c1e
ipi
2
αM(α) + c2e
−ipi
2
αM(α)
]
, (2.44)
sabendo que cos
(
pi
2
α
)
< 0 para 1 < α ≤ 2, pode-se escrever a constante positiva σ da
seguinta forma,
σ = −M(α)(c1 + c2) cos
(pi
2
α
)
, (2.45)
fazendo β igual ao feito para 0 < α < 1 se e´ obtido a mesma expressa˜o.
Para α = 1 e novamente assumindo t > 0, a segunda integral da equac¸a˜o 2.23 pode
ser desenvolvida da seguinta forma:
∞∫
0
(
eitu − 1− itu
1 + u2
du
u2
)
=
∞∫
0
cos(tu)− 1
u2
du+ i
∞∫
0
(
sen(tu)− tu
1 + u2
)
du
u2
, (2.46)
sabendo que,
∞∫
0
1− cosx
x2
dx =
pi
2
, (2.47)
e escrevendo as integrais de forma conveniente fazendo-se o uso de limites, tem-se,
∞∫
0
(
eitu − 1− itu
1 + u2
du
u2
)
= −pi
2
t+ i lim
→0+
 ∞∫

sen(tu)
u2
du− t
∞∫

1
u(1 + u2)
du

= −pi
2
t+ i lim
→0+
−t t∫

senν
ν2
dν + t
∞∫

(
senν
ν2
− 1
ν(1 + ν2)
)
dν
 , (2.48)
mas sabendo que,
lim
→0+
t∫

senν
ν2
dν = ln t, (2.49)
a integral acima pode ser escrita como,
∞∫
0
(
eitu − 1− itu
1 + u2
du
u2
)
= −pi
2
t− it ln t+ itκ. (2.50)
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Como a primeira integral e´ o complexo conjugado, tem-se,
0∫
−∞
(
eitu − 1− itu
1 + u2
du
u2
)
= −pi
2
t+ it ln t− itκ. (2.51)
Substituindo na equac¸a˜o 2.23, e´ poss´ıvel concluir para t > 0,
ln f(t) = iµt+ c1
(
−pi
2
t+ it ln t− itκ
)
+ c2
(
−pi
2
t− it ln t+ itκ
)
= iµ′ − (c1 + c2)pi
2
t+ i(c1 − c2)t ln t. (2.52)
Para t < 0, usando novamente a relac¸a˜o ln f(t) = ln f(−t),
ln f(t) = −iµ′(−t)− (c1 + c2)pi
2
(−t)− i(c1 − c2)(−t) ln(−t)
= iµ′t− (c1 + c2)pi
2
|t|+ i(c1 − c2)t ln |t|, (2.53)
escrevendo as constantes abaixo,
c = (c1 + c2)
pi
2
β =
c2 − c1
c1 + c2
, (2.54)
e´ poss´ıvel escrever para qualquer t a seguinte expressa˜o,
ln f(t) = iµ′t− c|t|
[
1 + iβ
2
pi
t
|t| ln |t|
]
. (2.55)
A figura 2.4 mostra o gra´fico de algumas distribuic¸o˜es para um dado conjunto de
paraˆmetros.
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Figura 2.4: Exemplo de distribuic¸o˜es esta´veis para alguns valores dos paraˆmetro α, β,
µ e σ.
23
CAPI´TULO 2. DISTRIBUIC¸O˜ES ESTA´VEIS
2.4 Distribuic¸a˜o de Le´vy α-esta´vel sime´trica
Dada a forma canoˆnica fechada do teorema 2.3.2. A func¸a˜o de distribuic¸a˜o de uma lei
esta´vel pode ser escrita a partir da seguinte transformada de Fourier,
P (x) =
1
2pi
∞∫
−∞
ef(t)e−ixtdt. (2.56)
A integral acima admite uma forma anal´ıtica fechada para poucos valores dos paraˆmetros,
os casos mais conhecidos sa˜o:
• α = 2 (distribuic¸a˜o normal);
• α = 1 e β = 0 (distribuic¸a˜o de Cauchy).
Todos os paraˆmetros que esta˜o associados a` lei esta´vel reproduzem caracter´ısticas bem
espec´ıficas no seu comportamento funcional (2.4). O paraˆmetro α tambe´m e´ conhecido
como ı´ndice de Le´vy e e´ o que provoca a maior mudanc¸a na func¸a˜o. Dado um valor de
α, modificac¸o˜es em β provocam inclinac¸o˜es da curva, e e´ denominado de paraˆmetro de
assimetria. Realizando modificac¸o˜es no paraˆmetro σ a curva sofre uma mudanc¸a de escala,
sendo chamado de fator de escala. E por u´ltimo, o coeficiente µ e´ o fator de deslocamento,
ou seja, este provocara´ uma translac¸a˜o no eixo x. Considerando µ = 0 e β = 0, tem-se
uma curva centralizada e com simetria no eixo y [65]. Este caso especial das distribuic¸a˜o
esta´veis e´ denominada de distribuic¸a˜o de Le´vy α-esta´vel sime´trica, e e´ dada por,
Pα(x) =
1
2pi
∞∫
−∞
e−σ|t|
α
e−ixtdt, (2.57)
devido a` simetria da func¸a˜o, e´ poss´ıvel escrever em termos da transformada cosseno de
Fourier,
Pα(x) =
1
pi
∞∫
0
e−σ|t|
α
cos(xt)dt. (2.58)
24
CAPI´TULO 2. DISTRIBUIC¸O˜ES ESTA´VEIS
- 4 - 2 0 2 40 , 0
0 , 5
1 , 0
F(x
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x
 α = 2 α = 1
Figura 2.5: Distribuic¸o˜es esta´veis cujas formas fechadas sa˜o conhecidas: a distribuic¸a˜o
de Cauchy (α = 1 e β = 0, linha pontilhada vermelha), distribuic¸a˜o normal (α = 2, linha
so´lida preta).
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Uma propriedade de singular importaˆncia esta´ associada ao comportamento assinto´tico
das leis esta´veis [66]. Apesar da escassa quantidade de formas fechadas, podemos fazer
uma ana´lise a partir de uma expansa˜o em se´ries. Para isso, considere a integral 2.57,
escrita da seguinta forma:
Pα(x) =
1
pi
Re
 ∞∫
0
e−σt
α
e−i|x|tdt
 , (2.59)
fazendo a substituic¸a˜o z = i|x|t e lembrando que −i = e−ipi2 , tem-se,
Pα(x) =
1
pi|x|Re
−i ∞∫
0
e−
σ
|x|α e
−i piα2 zαe−zdz
 , (2.60)
fazendo a expansa˜o em se´rie de Taylor da func¸a˜o,
e−
σ
|x|α e
−i piα2 zα =
∞∑
k=0
(−1)kσk
k!|x|αk e
−ipiαk
2 zαk, (2.61)
e substituindo na integral,
Pα(x) =
1
pi
∞∑
k=0
(−1)kσk
k!|x|αk+1Re
−ie−ipiαk2 ∞∫
0
zαke−zdz
 (2.62)
sabendo que Re
[
−ie−ipiαk2
]
= −sen(αkpi
2
), e que a func¸a˜o Gama Γ(x) =
∫∞
0
yx−1e−ydy, e´
poss´ıvel enta˜o concluir que,
Pα(x) = − 1
pi
∞∑
k=0
(−1)kσk
k!|x|αk+1 Γ(αk + 1)sen
(
αkpi
2
)
. (2.63)
Como o seno se anula para k = 0, o somato´rio inicia em k = 1. Explicitando o primeiro
termos dos demais, esta expansa˜o se torna,
Pα(x) =
σ
pi
Γ(α + 1)
|x|α+1 sen
(αpi
2
)
+O (|x|−α(k+1)−1) . (2.64)
Da equac¸a˜o 2.64 e´ poss´ıvel encontrar o comportamento assinto´tico da distribuic¸a˜o de Le´vy
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sime´trica, analisando-a para grandes valores de x,
Pα(x) ∼ σ
pi
Γ(α + 1)
|x|α+1 sen
(αpi
2
)
∼ 1|x|α+1 , 0 < α < 2. (2.65)
Este comportamento condiciona que α > 0, caso contra´rio
∫
Pα(x)dx diverge. Ja´ para o
segundo momento central
∫
x2Pα(x)dx ∼
∫ |x|1−α, de modo que a variaˆncia e´ infinita para
0 < α < 2 [67, 68]. Todas as ditribuic¸o˜es esta´veis exceto a normal possuem uma cauda
que obedece a uma lei de poteˆncia 1|x|α+1 , que tem como consequeˆncia um decaimento
bem mais lento que o da normal (figura 2.6). As caudas-pesadas, caudas-longas ou leis
de Pareto, como sa˜o denominadas, fazem com que os dados mesmos distantes (menor
probabilidade) do centro da curva (maior probabilidade), tenham uma grande relevaˆncia
na amostra. Graficamente tambe´m e´ poss´ıvel notar a inexisteˆncia de um desvio padra˜o
que ao contra´rio e´ bem definido em um distribuic¸a˜o normal, enquanto esta vai para zero
muito rapidamente, as distribuic¸o˜es com cauda-pesada va˜o bem mais lentamente, e isto
produz resultados e propriedades bastante distintas e de u´til aplicac¸a˜o.
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Figura 2.6: Gra´fico semi-log das distribuic¸o˜es de Le´vy α-esta´vel sime´trica para α = 2
(linha so´lida preta), α = 1, 8 (linha pontilhada vermelha), α = 1, 5 (linha tracejada
azul) and α = 1 (linha de trac¸o longo verde). A cauda para α = 2 (normal) decai
mais rapidamente (decaimento exponencial) que as outras distribuic¸o˜es que possuem uma
cauda-pesada (decaimento de lei de poteˆncia) [64].
28
Capı´tulo3
Func¸o˜es Hipergeome´tricas
“Dentro de no´s ha´ uma coisa que na˜o
tem nome, essa coisa e´ o que somos.”
Jose´ Saramago
Neste cap´ıtulo faremos um breve estudo sobre a func¸a˜o hipergeome´trica, primeira-
mente abordando a func¸a˜o hipergeome´trica de Gauss e logo depois abordaremos a func¸a˜o
hipergeome´trica generalizada, sua relac¸a˜o com va´rias func¸o˜es elementares e especiais, as-
sim como a sua importaˆncia em diversos fenoˆmenos f´ısicos.
3.1 Func¸a˜o hipergeome´trica de Gauss
3.1.1 Equac¸a˜o Hipergeome´trica
O estudo das equac¸o˜es diferenciais e´ um dos ramos mais importantes da matema´tica,
tanto pelo interesse de diversas propriedades e riqueza de assuntos que envolvem o tema
em si quanto pela imensa quantidade de aplicac¸o˜es provenientes desse ramo de estudo.
Na F´ısica, grandes teorias e modelizac¸a˜o de sistemas esta˜o diretamente conectadas com
equac¸o˜es diferenciais: Mecaˆnica de Newton, formalismo de Lagrange, equac¸o˜es de Maxwell
e a equac¸a˜o de Schrodinger sa˜o alguns exemplos. Outro fato relevante de se notar e´ que
as equac¸o˜es diferenciais que surgem destes problemas sa˜o equac¸o˜es diferenciais lineares
de segunda ordem. Uma equac¸a˜o diferencial linear ordina´ria de segunda ordem pode ser
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escrita de forma geral como,
d2
dx2
y(x) + P (x)
d
dx
y(x) +Q(x)y(x) = F (x), (3.1)
onde P (x), Q(x) e F (x) sa˜o func¸o˜es reais ou complexas, no caso em que F (x) = 0 a
equac¸a˜o e´ dita homogeˆnea (que e´ o caso que iremos tratar). Outra caracter´ıstica recorrente
nas equac¸o˜es mais presentes nas aplicac¸o˜es, tanto da F´ısica quanto da pro´pria Matema´tica,
e´ a presenc¸a de pontos singulares nestas equac¸o˜es, especificamente treˆs pontos singulares
regulares. Mas o que significa um ponto ser singular regular? Os pontos no domı´nio de
uma equac¸a˜o diferencial podem ser denominados de ordina´rios e singulares [69–71].
Definica˜o 3.1.1. Se as func¸o˜es P (x) e Q(x) sa˜o ambas anal´ıticas num dado ponto x0,
enta˜o este e´ um ponto ordina´rio da equac¸a˜o diferencial. Se ao menos umas das func¸o˜es
P (x) e Q(x) na˜o forem anal´ıticas em x0, enta˜o x0 e´ um ponto singular da equac¸a˜o dife-
rencial.
Os pontos ordina´rios e singulares sa˜o importantes quando se tenta obter soluc¸o˜es na
equac¸a˜o diferencial pelo me´todo de se´ries. Os pontos singulares se classificam em regulares
e irregulares. Como buscamos apontar, os pontos que sa˜o regulares carregam um interesse
especial.
Definica˜o 3.1.2. Dada uma equac¸a˜o diferencial na forma
d2
dx2
y(x) + P (x)
d
dx
y(x) +Q(x)y(x) = 0, (3.2)
com P (x) e Q(x) sendo func¸o˜es racionais e x0 um ponto singular da equac¸a˜o diferencial.
Se as func¸o˜es
H1(x) = (x− x0)P (x) H2(x) = (x− x0)2Q(x) (3.3)
forem ambas anal´ıticas no ponto x0, enta˜o este e´ um ponto singular regular. Se pelo menos
uma das func¸o˜es na˜o for anal´ıtica, enta˜o x0 e´ um ponto singular irregular.
Se a condic¸a˜o de existeˆncia de treˆs pontos singulares regulares mais a condic¸a˜o de que
o ponto no infinito seja ordina´rio for imposta a` equac¸a˜o 3.2, esta pode ser escrita como
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d2
dx2
y(x) +
[
1− α− α′
x− x1 +
1− β − β′
x− x2 +
1− γ − γ′
x− x3
]
d
dx
y(x) +
+
[
αα′(x1 − x2)(x1 − x2)
x− x1 +
ββ′(x2 − x3)(x2 − x1)
x− x2 +
+
γγ′(x3 − x1)(x3 − x2)
x− x3
]
y(x)
(x− x1)(x− x2)(x− x3) = 0, (3.4)
onde x1, x2 e x3 sa˜o os pontos singulares regulares e α, α
′, β, β′, γ e γ′ sa˜o expoentes
associados respectivamente a estes pontos. A equac¸a˜o acima representa a forma mais
geral de uma equac¸a˜o diferencial, ordina´ria, linear, de segundar ordem, homogeˆnea com
treˆs pontos singulares regulares, e e´ chamada de equac¸a˜o de Riemann-Papperitz [71]. Se
for imposto que um dos pontos seja no infinito, a seguinte condic¸a˜o deve ser satisfeita,
α + α′ + β + β′ + γ + γ′ = 1, (3.5)
denominada de condic¸a˜o de Riemann. A equac¸a˜o 3.4 quando submetida a um conjunto
de transformac¸o˜es lineares pode-se deslocar a posic¸a˜o dos pontos regulares sem alterar a
forma da equac¸a˜o. Fazendo com que os pontos regulares x1, x2 e x3 sejam, respectiva-
mente, 0, 1 e ∞, e escrevendo
α + β + γ = a α + β′ + γ = b 1 + α− α′ = c (3.6)
obte´m-se,
x(1− x) d
2
dx2
y(x) + [c− (a+ b+ 1)x] d
dx
y(x)− aby(x) = 0. (3.7)
A equac¸a˜o acima e´ denominada de equac¸a˜o de Gauss ou equac¸a˜o hipergeome´trica [72].
Perceba-se que no´s partimos de uma equac¸a˜o diferencial de segunda ordem geral e ad-
mitimos a existeˆncia de treˆs pontos singulares regulares. Desse resultado chega-se a uma
importante conclusa˜o: a soluc¸a˜o de qualquer equac¸a˜o diferencial ordina´ria, linear, de
segunda ordem e homogeˆnea com treˆs pontos singulares regulares pode ser escrita em
termos de uma soluc¸a˜o da equac¸a˜o hipergeome´trica. A equac¸a˜o de Riemann-Papperitz
(3.4) admite ainda um conjunto de combinac¸o˜es envolvendo os expoentes e os pontos
regulares de modo que e´ poss´ıvel obter diferentes equac¸o˜es hipergeome´tricas. Levando-se
em conta todos os casos existentes, ha´ um conjunto de 24 soluc¸o˜es diferentes. Como o
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espac¸o soluc¸a˜o e´ bidimensional existem certas relac¸o˜es envolvendo estas soluc¸o˜es de modo
a se construir a soluc¸a˜o geral. Foi Ernst Eduard Kummer (1810-1893) quem encontrou as
24 soluc¸o˜es conhecidas como soluc¸o˜es de Kummer e suas relac¸o˜es denominadas de relac¸o˜es
de Kummer. Kummer tambe´m foi o primeiro a usar o termo “hipergeome´trica” para a
se´rie estudada por Gauss [72,73].
3.1.2 Func¸a˜o hipergeome´trica
Vamos a partir de agora encontrar uma soluc¸a˜o geral para equac¸a˜o hipergeome´trica
(3.7) a partir do ponto singular regular x = 0. Para isto sera´ usado o me´todo de Frobenius
que consistira´ na suposic¸a˜o de uma soluc¸a˜o dada pela se´rie,
y(x) =
∞∑
n=0
unx
n+r. (3.8)
Calculando as derivadas primeira e segunda e substituindo em (3.7), obte´m-se
x (1− x)
∞∑
n=0
(n+ r) (n+ r − 1)unxn+r−2 + [c− x (1 + b+ a)]
∞∑
n=0
(n+ r)unx
n+r−1 − ab
∞∑
n=0
unx
n+r = 0, (3.9)
realizando algumas multiplicac¸o˜es,
∞∑
n=0
(n+ r) (n+ r − 1)unxn+r−1 −
∞∑
n=0
(n+ r) (n+ r − 1)unxn+r +
c
∞∑
n=0
(n+ r)unx
n+r−1 − (1 + b+ a)
∞∑
n=0
(n+ r)unx
n+r −
ab
∞∑
n=0
unx
n+r = 0. (3.10)
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Agora e´ necessa´rio que todas as poteˆncias de x sejam as mesmas. Usando a substituic¸a˜o
m = n− 1 nos termos com poteˆncia xn+r−1 e retornando ao ı´ndice n, a equac¸a˜o se torna
∞∑
n=−1
(n+ r) (n+ r + 1)un+1x
n+r −
∞∑
n=0
(n+ r) (n+ r − 1)unxn+r +
c
∞∑
n=−1
(n+ r + 1)un+1x
n+r − (1 + b+ a)
∞∑
n=0
(n+ r)unx
n+r −
ab
∞∑
n=0
unx
n+r = 0. (3.11)
Desenvolvendo os termos com n = −1 de modo que os somato´rios iniciem do mesmo
ponto,
r (r − 1)u0xr−1 + cru0xr−1 +
∞∑
n=0
(n+ r) (n+ r + 1)un+1x
n+r −
∞∑
n=0
(n+ r) (n+ r − 1)unxn+r + c
∞∑
n=0
(n+ r + 1)un+1x
n+r −
(1 + b+ a)
∞∑
n=0
(n+ r)unx
n+r − ab
∞∑
n=0
unx
n+r = 0, (3.12)
reunindo os termos semelhantes,
[r (r − 1) + cr]u0xr−1 +
∞∑
n=0
{
[(n+ r + c) (n+ r + 1)]un+1 −
[(n+ r) (n+ r + b+ a) + ab]un
}
xn+r = 0, (3.13)
apo´s algumas manipulac¸o˜es e´ poss´ıvel mostrar que o termo (n+ r) (n+ r + b+ a) + ab,
pode ser escrito como,
(n+ r) (n+ r + b+ a) + ab = (n+ r + a) (n+ r + b) , (3.14)
de modo que se e´ obtida, a seguinte equac¸a˜o:
[r (r − 1) + cr]u0xr−1+
∞∑
n=0
[
(n+ r + c) (n+ r + 1)un+1−(n+ r + a) (n+ r + b)un
]
xn+r = 0.
(3.15)
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Por meio da igualdade de polinoˆmios surgem duas equac¸o˜es: uma equac¸a˜o indicial e uma
relac¸a˜o de recorreˆncia que sa˜o respectivamente dadas por
r (r + c− 1) = 0
un+1 =
(n+ r + a) (n+ r + b)
(n+ r + c) (n+ r + 1)
un. (3.16)
A equac¸a˜o indicial possui duas soluc¸o˜es dadas por r1 = 0 e r2 = 1 − c. Como e´ bem
sabido, as soluc¸o˜es obtidas pelo me´todo de Frobenius dependem da natureza do termo
|r1 − r2| = |0− (1− c)| = |c− 1|, (3.17)
de modo que sera´ trabalhado o caso em que sa˜o garantidas duas soluc¸o˜es linearmente
independentes. Com esse intuito se faz necessa´rio que c na˜o seja um nu´mero inteiro. Para
r1 = 0 a relac¸a˜o de recorreˆncia fica,
un+1 =
(n+ a) (n+ b)
(n+ c) (n+ 1)
un, (3.18)
calculando-se alguns termos e´ poss´ıvel encontrar o seguinte termo geral da se´rie
un =
a (a+ 1) (a+ 2) ... (a+ n− 2) (a+ n− 1) b (b+ 1) (b+ 2) ... (b+ n− 2) (b+ n− 1)
1.2.3...nc (c+ 1) (c+ 2) ... (c+ n− 2) (c+ n− 1) u0.
(3.19)
Fazendo a substituic¸a˜o na se´rie 3.8 encontra-se a primeira soluc¸a˜o da equac¸a˜o hiper-
geome´trica, dada por
y1(x) = u0
{
1 +
∞∑
n=1
a(a+ 1)...(a+ n− 1)b(b+ 1)...(b+ n− 1)
c(c+ 1)...(c+ n− 1)
xn
n!
}
, (3.20)
o termo que aparece entre chaves e´ descrito atrave´s da seguinte definic¸a˜o [74, 75].
Definica˜o 3.1.3. A func¸a˜o definida pela se´rie
2F1
[ a, b
c
;x
]
= 1 +
∞∑
n=1
a(a+ 1)...(a+ n− 1)b(b+ 1)...(b+ n− 1)
c(c+ 1)...(c+ n− 1)
xn
n!
(3.21)
e´ chamada de func¸a˜o hipergeome´trica.
Para a outra raiz r2 = 1−c, usando um procedimento semelhante ao que foi feito para
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primeira soluc¸a˜o, obte´m-se
y2 (x) = u
′
0x
1−c
2F1
 (−c+ a+ 1) , (−c+ b+ 1)
(2− c)
;x
 . (3.22)
Como as soluc¸o˜es y1(x) e y2(x) sa˜o linearmente independentes, logo a combinac¸a˜o linear
das mesmas formam a soluc¸a˜o geral da equac¸a˜o 3.7. Estas duas soluc¸o˜es fazem parte do
conjunto das 24 soluc¸o˜es de Kummer, onde as outras 22 podem ser obtidas calculando-se
a soluc¸a˜o nos outros pontos regulares e realizando as devidas transformac¸o˜es nos expoen-
tes. Com os ca´lculos anteriores foi poss´ıvel visualizar uma obtenc¸a˜o formal para func¸a˜o
hipergeome´trica. A partir de agora vamos trabalhar com algumas formas alge´bricas de
descrever esta func¸a˜o. Para isto precisamos fazer uso da func¸a˜o Gama e do s´ımbolo de
Pochhammer [69,71,75].
Definica˜o 3.1.4. Seja z um nu´mero pertencente ao conjunto dos nu´meros Complexos e n
pertencente ao conjunto dos nu´meros Naturais. O s´ımbolo de Pochhammer e´ definido
a partir da seguinte expressa˜o
(z)n = z(z + 1)(z + 2)...(z + n− 1); (z)0 = 1. (3.23)
Usando enta˜o o s´ımbolo de Pochhammer nos expoente a, b e c, a func¸a˜o hiper-
geome´trica pode ser escrita como
2F1
 a, b
c
;x
 = ∑
n=0
(a)n (b)n
(c)n
xn
n!
. (3.24)
Definica˜o 3.1.5. A func¸a˜o definida pela integral
Γ(x) =
∞∫
0
tx−1e−tdt, (3.25)
onde x pode assumir, inclusive, valores complexos, e´ chamada de func¸a˜o Gama.
A func¸a˜o Gama e´ uma das func¸o˜es especiais mais importantes. Ela possui conexo˜es
com muitas outras func¸o˜es e possui propriedades de grande interesse [71, 75]. Histori-
camente ela foi descoberta por Leonhard Paul Euler (1707-1783) quando trabalhava no
problema de encontrar uma func¸a˜o que estendia o domı´nio da func¸a˜o fatorial. A func¸a˜o
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gama como posta na pa´gina anterior e´ definida para o conjunto dos nu´meros complexos
cuja parte real seja maior que zero. Mas pode ser estendida analiticamente a menos
dos inteiros negativos incluindo o zero (sa˜o os polos da func¸a˜o), atrave´s da seguinte ex-
pressa˜o [72,75]
Γ(x) =
∞∑
0
(−1)n
n!(x+ n)
+
∞∫
1
tx−1e−tdt. (3.26)
Para se obter uma das propriedades mais importantes da func¸a˜o Gama e´ necessa´rio
integrar (3.25) por partes, de modo que se obte´m
∞∫
0
tx−1e−tdt = −tx−1e−t∣∣∞
0
+
∞∫
0
(x− 1)tx−2e−tdt. (3.27)
Observando o lado direito da equac¸a˜o o primeiro termo se anula e o segundo termo e´
simplesmente Γ(x− 1), ou seja, chega-se a` seguinte conclusa˜o
Γ(x) = (x− 1)Γ(x− 1). (3.28)
Supondo que x seja um nu´mero natural n, teˆm-se
Γ(n) = (n− 1)(n− 2)(n− 3)...1× Γ(1) (3.29)
ou seja,
Γ(n) = (n− 1)! (3.30)
pode ser escrito tambe´m
Γ(n+ 1) = n!, (3.31)
que mostra a associac¸a˜o que ha´ entre a func¸a˜o Gama e o fatorial, de modo que a primeira
pode ser pensada como um generalizac¸a˜o da u´ltima, como havia sido mencionado. Seja
agora z um nu´mero complexo e n um nu´mero natural, desenvolvendo a seguinte expressa˜o,
Γ(z + n) = (z + n− 1)! = (z + n− 1)(z + n− 2)...(z + 2)(z + 1)zΓ(z), (3.32)
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Figura 3.1: Gra´fico da func¸a˜o Gama, Γ(x), que representa uma generalizac¸a˜o do fatorial
e e´ uma das func¸o˜es especiais mais importantes.
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note que o termo que multiplica Γ(z) e´ exatamente o s´ımbolo de Pochhammer de z, de
modo que
Γ(z + n)
Γ(z)
= (z)n. (3.33)
Aplicando a relac¸a˜o acima em 3.24, teˆm-se uma outra forma de escrever a func¸a˜o hiper-
geome´trica, dada por
2F1
 a, b
c
;x
 = Γ(c)
Γ(a)Γ(b)
∑
n=0
Γ(a+ n)Γ(b+ n)
Γ(c+ n)
xn
Γ(n+ 1)
. (3.34)
A equac¸a˜o 3.34, ale´m de trazer a` superf´ıcie uma relac¸a˜o entra a func¸a˜o de Gauss e
a func¸a˜o Gama, permite calcular mais facilmente algumas operac¸o˜es. Como exemplo,
considere o operador d
dx
aplicado a 2F1
d [2F1]
dx
=
Γ(c)
Γ(a)Γ(b)
∑
n=1
Γ(a+ n)Γ(b+ n)
Γ(c+ n)
nxn−1
Γ(n+ 1)
, (3.35)
fazendo a substituic¸a˜o m = n− 1 e usando 3.28,
d [2F1]
dx
=
ab
c
Γ(c+ 1)
Γ(a+ 1)Γ(b+ 1)
∑
m=0
Γ(a+ 1 +m)Γ(b+ 1 +m)
Γ(c+ 1 +m)
xm
Γ(m+ 1)
d [2F1]
dx
=
ab
c
2F1
 a+ 1, b+ 1
c+ 1
;x
 . (3.36)
Aplicando d
n
dxn
e´ poss´ıvel mostrar por induc¸a˜o que
d [2F1]
dx
=
(a)n(b)n
(c)n
2F1
 a+ n, b+ n
c+ n
;x
 . (3.37)
Na pro´xima sec¸a˜o sera´ descrito o comportamento geral da convergeˆncia de uma se´rie
hipergeome´trica. No caso espec´ıfico da func¸a˜o de Gauss, a se´rie e´ convergente para |x| < 1
e divergente para |x| > 1, no caso de |x| = 1; esta converge absolutamente seRe(a+b−c) <
0, condicionalmente se 0 ≤ Re(a+ b− c) < 1 e diverge se Re(a+ b− c) ≥ 0 [72,73,75].
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3.1.3 Representac¸a˜o Integral
A func¸a˜o de Gauss, assim como sua generalizac¸a˜o, admite uma representac¸a˜o integral
que, ale´m de facilitar em algumas aplicac¸o˜es, permite construir extenso˜es anal´ıticas para
a se´rie 3.21. Existem duas representac¸o˜es integrais importantes e sa˜o creditadas a dois
matema´ticos que deram grandes contribuic¸o˜es ao desenvolvimento do estudo desta se´rie:
A representac¸a˜o integral de Euler e a representac¸a˜o integral de Barnes [75, 76]. Para o
desenvolvimento da representac¸a˜o integral se faz necessa´rio o uso da func¸a˜o Beta que e´
definida pela integral [69,71],
B(x, y) =
1∫
0
tx−1(1− t)y−1dt, (3.38)
que esta´ relacionada a` func¸a˜o Gama atrave´s da seguinte expressa˜o:
B(x, y) =
Γ(x)Γ(y)
Γ(x+ y)
. (3.39)
Partindo da expressa˜o 3.34 e reorganizando os termos como se segue,
2F1
 a, b
c
;x
 = Γ(c)
Γ(b)
∑
n=0
Γ(b+ n)
Γ(c+ n)
Γ(a+ n)xn
Γ(a)n!
, (3.40)
multiplicando pelo fator Γ(c−b)
Γ(c−b) , teˆm-se,
2F1
 a, b
c
;x
 = Γ(c)
Γ(b)Γ(c− b)
∑
n=0
Γ(b+ n)Γ(c− b)
Γ(c+ n)
Γ(a+ n)xn
Γ(a)n!
. (3.41)
Usando a relac¸a˜o entre as func¸o˜es Gama e Beta acima (3.39) e o s´ımbolo de Pochhammer,
2F1
 a, b
c
;x
 = Γ(c)
Γ(b)Γ (c− b)
∞∑
n=0
B (b+ n, c− b) (a)nx
n
n!
=
Γ(c)
Γ(b)Γ (c− b)
∞∑
n=0
1∫
0
tb+n−1 (1− t)c−b−1 dt(a)nx
n
n!
=
Γ(c)
Γ(b)Γ (c− b)
1∫
0
tb−1 (1− t)c−b−1
∞∑
n=0
(a)n
n!
(tx)n dt. (3.42)
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Note que o somato´rio
∑∞
n=0
(a)n
n!
(tx)n = 1+axt+ a(a+1)
2!
(xt)2 + ...+ a(a+1)...(a+n−1)
n!
(xt)n+ ...
e´ a se´rie de Taylor da func¸a˜o (1 − xt)−a para |x| < 1 (regia˜o de convergeˆncia da se´rie
hipergeome´trica). Substituindo, obte´m-se
2F1
 a, b
c
;x
 = Γ(c)
Γ(b)Γ (c− b)
1∫
0
tb−1 (1− t)c−b−1 (1− xt)−a dt. (3.43)
A expressa˜o acima e´ a representac¸a˜o integral de Euler para a func¸a˜o hipergeome´trica
[75,77].
A pro´xima representac¸a˜o integral surge no in´ıcio do se´culo XX quando o matema´tico
ingleˆs Ernest Barnes (1874− 1953) desenvolve uma nova forma de tratar a func¸a˜o hiper-
geome´trica [78]. Esta nova abordagem consiste em construir as soluc¸o˜es da equac¸a˜o de
Gauss como integrais de linha no plano complexo. A forma como sera´ tratada logo abaixo
sera´ fazendo-se o uso da transformada de Mellin [79], definida logo a seguir.
Definica˜o 3.1.6. A integral
M [f ] = F (s) =
∞∫
0
xs−1f(x)dx (3.44)
e´ chamada de transformada de Mellin da func¸a˜o f(x) com respeito ao paraˆmetro complexo
s. A transformada inversa e´ dada por
M−1[F ] = f(x) =
1
2pii
k+i∞∫
k−i∞
x−sF (s)ds. (3.45)
Para encontrar mais uma representac¸a˜o integral da func¸a˜o de Gauss, pode-se partir
da seguinte transformac¸a˜o de Mellin:
F (s) =
∞∫
0
xs−1 2F1
 a, b
c
;−x
 dx, (3.46)
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fazendo uso da representac¸a˜o integral de Euler na equac¸a˜o acima,
F (s) =
∞∫
0
xs−1
Γ(c)
Γ(b)Γ (c− b)
1∫
0
tb−1 (1− t)c−b−1 (1− xt)−a dtdx
=
Γ(c)
Γ(b)Γ (c− b)
1∫
0
tb−1 (1− t)c−b−1
∞∫
0
xs−1
(1 + xt)a
dxdt. (3.47)
Note que a integral em x e´ a transformada de Mellin da func¸a˜o (1 + xt)−a que e´ tabelada
e e´ igual a` t−s Γ(s)Γ(a−s)
Γ(a)
[80]. Substituindo e fazendo uso da relac¸a˜o 3.39,
F (s) =
Γ(s)Γ(a− s)Γ(c)
Γ(a)Γ(b)Γ(c− b)
1∫
0
tb−s−1 (1− t)c−b−1 dt
=
Γ(s)Γ(a− s)Γ(c)
Γ(a)Γ(b)Γ(c− b)
Γ(b− s)Γ(c− b)
Γ(c− s)
=
Γ(c)
Γ(a)Γ(b)
Γ(s)Γ(a− s)Γ(b− s)
Γ(c− s) . (3.48)
De acordo com as condic¸o˜es de existeˆncia dadas pelo teorema de inversa˜o de Mellin,
pode-se construir a transformac¸a˜o inversa, que e´ dada por,
2F1
 a, b
c
;x
 = 1
2pii
k+i∞∫
k−i∞
Γ(c)
Γ(a)Γ(b)
Γ(s)Γ(a− s)Γ(b− s)
Γ(c− s) (−x)
−sds, (3.49)
para 0 < k < min (Re(a), Re(b)) e c na˜o sendo um inteiro na˜o-positivo. Existem outras
formas mais precisas para se chegar a essa integral. Barnes em seu trabalho mostra que
a integral (vide teorema abaixo) e´ uma soluc¸a˜o (ale´m de outras integrais) da equac¸a˜o
hipergeome´trica (3.7) [78, 81]. Uma outra alternativa e´ mostrar que a integral (3.50) e´
anal´ıtica na regia˜o |arg(−x)| < pi e a partir do teorema de res´ıduos, analisando os polos
da func¸a˜o Gama, chegar a` expressa˜o da func¸a˜o de Gauss [82].
Teorema 3.1.1 (Representac¸a˜o Integral de Barnes).
2F1
 a, b
c
;x
 = 1
2pii
Γ(c)
Γ(a)Γ(b)
i∞∫
−i∞
Γ(−s)Γ(a+ s)Γ(b+ s)
Γ(c+ s)
(−x)sds (3.50)
para |arg(−x)| < pi.
41
CAPI´TULO 3. FUNC¸O˜ES HIPERGEOME´TRICAS
Existe uma representac¸a˜o similar a esta para generalizac¸a˜o da se´rie hipergeome´trica
pFq, e e´ vital para regularizac¸a˜o que sera´ feita via teorema de Borel no pro´ximo cap´ıtulo de
somas de regularizac¸a˜o. As representac¸o˜es de Euler e Barnes ja´ estendem analiticamente
o domı´nio desta func¸a˜o.
3.2 Func¸a˜o Hipergeome´trica Generalizada
Na sec¸a˜o anterior foi vista, de modo mais formal, a construc¸a˜o da func¸a˜o hiper-
geome´trica de Gauss 2F1 e algumas propriedades que servem de alicerce para esta, de
modo que permite ter uma visualizac¸a˜o mais ampla. A func¸a˜o de Gauss possui carac-
ter´ısticas e uma quantidade ta˜o imensa de relac¸o˜es com outras func¸o˜es que so´ o fato de
podermos escrever todas as soluc¸o˜es de uma certa equac¸a˜o diferencial (EDO homogeˆnea
de segunda ordem com treˆs pontos singulares) e´ justificativa suficiente para cogitar uma
generalizac¸a˜o da mesma.
Um dos primeiros trabalhos que tratam sobre a ideia de generalizar esta func¸a˜o e´ de
Clausen (1801-1885) com a introduc¸a˜o de dois paraˆmetros, um no denominador e outro
no numerador, ou seja, a se´rie 3F2 [83]. Nesta linha de pensamento surgiram, ainda no
comec¸o do se´culo XX, muitos teoremas que permitiram a construc¸a˜o de novas se´ries e
suas relac¸o˜es com as outras ja´ conhecidas [84–86]. A forma generalizada mais conhecida
atualmente para a se´rie hipergeome´trica trabalha com a possibilidade de construc¸a˜o desta
func¸a˜o a partir de p e q paraˆmetros. Sendo definida da seguinte forma [75]:
Definica˜o 3.2.1. A se´rie
pFq
 a
b
;x
 = 1 + a1a2...ap
b1b2...bq
x
1!
+ ...+
a1...(a1 + n− 1)...ap...(ap + n− 1)
b1...(b1 + n− 1)...bq...(bq + n− 1)
xn
n!
+ ...
=
∞∑
n=0
(a1)n(a2)n...(ap)n
(b1)n(b2)n...(bq)n
xn
n!
, (3.51)
onde a ≡ (a1, a2, . . . , ap) e b ≡ (b1, b2, . . . , bq), e´ chamada de func¸a˜o hipergeome´trica
generalizada.
Do mesmo modo que a func¸a˜o de Gauss obedece a` equac¸a˜o diferencial 3.7, sua ge-
neralizac¸a˜o tambe´m formara´ uma famı´lia de func¸o˜es que obedece a seguinte equac¸a˜o
diferencial [77],
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(
Ox
q∏
i=1
(Ox + bi − 1)− x
p∏
j=1
(Ox + aj)
)
pFq
[ a
b
;x
]
= 0, (3.52)
onde Ox ≡ x ddx . Se p e/ou q for zero, a colec¸a˜o de paraˆmetros a e/ou b sa˜o omitidos, e o
correspondente produto na equac¸a˜o Eq. (3.52) deve ser simplesmente entendido como a
unidade. Nestes casos a notac¸a˜o se torna
0Fq
[ —
b
;x
]
, pF0
[ a
—
;x
]
, 0F0
[ —
—
;x
]
. (3.53)
3.2.1 Convergeˆncia da se´rie pFq
A func¸a˜o hipergeome´trica obedece a certos crite´rios de existeˆncia que esta˜o associados
a` convergeˆncia da se´rie. Lembre-se que no caso da func¸a˜o de Gauss o me´todo de Frobe-
nius ja´ colocava sobre os paraˆmetros um dado intervalo de restric¸a˜o. A partir de agora
sera˜o tratados dois teoremas mais gerais que informam em quais condic¸o˜es a se´rie 3.51 e´
convergente.
Teorema 3.2.1. A se´rie
pFq
 a
b
;x
 = ∞∑
n=0
(a1)n(a2)n...(ap)n
(b1)n(b2)n...(bq)n
xn
n!
, (3.54)
converge absolutamente para todo x se p ≤ q e para |x| < 1 se p = q + 1, e diverge para
todo x 6= 0 se p > q + 1.
Demonstrac¸a˜o. Considere a seguinte raza˜o entre dois termos da se´rie 3.54,
an+1
an
=
(n+ a1)(n+ a2)...(n+ ap)
(n+ b1)(n+ b2)...(n+ bq)(n+ 1)
x
=
np(1 + a1
n
)(1 + a2
n
)...(1 + ap
n
)
nq+1(1 + b1
n
)(1 + b2
n
)...(1 + bq
n
)(1 + 1
n
)
x, (3.55)
calculando o limite do mo´dulo da raza˜o acima para n→∞, teˆm-se
lim
n→∞
|an+1
an
| = lim
n→∞
∣∣∣∣ npnq+1
∣∣∣∣
∣∣∣∣∣ (1 + a1n )(1 + a2n )...(1 +
ap
n
)
(1 + b1
n
)(1 + b2
n
)...(1 + bq
n
)(1 + 1
n
)
∣∣∣∣∣ |x|, (3.56)
este limite tende para zero se p ≤ q, e´ igual a |x| se p = q + 1 e tende ao infinito, exceto
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para x = 0, se p > q + 1. Pelo teste da raza˜o o teorema esta´ provado.
Agora esta´ provada a convergeˆncia da func¸a˜o de Gauss que corresponde ao caso p =
q + 1. Fica claro que para |x| = 1 o teste utilizado acima e´ inconclusivo. Para este outro
caso segue o teorema abaixo para um conjunto de paraˆmetros reais.
Teorema 3.2.2. A se´rie
pFq
 a
b
;x
 = ∞∑
n=0
(a1)n(a2)n...(ap)n
(b1)n(b2)n...(bq)n
xn
n!
, (3.57)
com p = q + 1 converge absolutamente para |x| = 1 se ∑qi=1 bi −∑pj=1 aj > 0.
Demonstrac¸a˜o. Considere o limite a seguir,
lim
n→∞
n
[
un
un+1
− 1
]
= lim
n→∞
n
[
(n+ b1)...(n+ bq)(n+ 1)
(n+ a1)...(n+ aq+1)
− 1
]
. (3.58)
E´ poss´ıvel escrever esta expressa˜o da seguinte forma:
lim
n→∞
n
nq+1 + nq (∑qi=1 bi + 1)− nq−1 − nq
(∑q+1
j=1 aj
)
+O(nq−1)
nq+1 +O(nq)

= lim
n→∞
n
nq
(∑q
i=1 bi −
∑q+1
j=1 aj + 1
)
+O(nq)
nq+1 +O(nq)
 , (3.59)
colocando o termo nq+1, obteˆm-se,
lim
n→∞
∑q
i=1 bi −
∑q+1
j=1 aj + 1 +O(n−1)
1 +O(n−1) . (3.60)
Pelo teste de Raabe o limite acima deve ser maior que 1, logo,
q∑
i=1
bi −
q+1∑
j=1
aj + 1 > 1 =⇒
q∑
i=1
bi −
q+1∑
j=1
aj > 0. (3.61)
Para o caso de os paraˆmetros serem complexos, a condic¸a˜o de convergeˆncia e´ dada por
Re
(∑q
i=1 bi −
∑q+1
j=1 aj
)
> 0 [87].
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Fica claro, com essa abordagem, que a se´rie hipergeome´trica generalizada se torna a
func¸a˜o quando satisfeitos os crite´rios de convergeˆncia. Como sera´ tratado posteriormente,
para as outras condic¸o˜es, esta se´rie e´ vista como uma soluc¸a˜o formal da equac¸a˜o diferencial.
Sempre se faz necessa´rio que, mesmo para os casos acima, e´ poss´ıvel se construir uma
extensa˜o anal´ıtica para a func¸a˜o hipergeome´trica generalizada.
3.2.2 Derivada e Representac¸a˜o Integral
A generalizac¸a˜o da func¸a˜o hipergeome´trica admite expresso˜es para o ca´lculo das deri-
vadas e representac¸o˜es integrais semelhantes. De modo que o ca´lculo e´ o mesmo, a menos
da nova quantidade de paraˆmetros. Sendo assim, as derivadas primeira e n-e´sima sa˜o
dadas por,
d [pFq]
dx
=
∏p
i=1 ai∏q
j=1 bj
pFq
 a1 + 1, ..., ap + 1
b1 + 1, ..., bq + 1
;x

dn [pFq]
dxn
=
∏p
i=1(ai)n∏q
j=1(bj)n
pFq
 a1 + n, ..., ap + n
b1 + n, ..., bq + n
;x
 . (3.62)
A representac¸a˜o integral de Euler da func¸a˜o hipergeome´trica generalizada pode ser escrita
da seguinte forma:
p+1Fq+1
 a, c
b, d
;x
 = Γ(c)
Γ(b)Γ (c− b)
1∫
0
tb−1 (1− t)c−b−1 pFq
 a
b
; tx
 dt. (3.63)
E no caso da representac¸a˜o integral de Barnes,
pFq
 a
b
;x
 = Cab
2pii
i∞∫
−i∞
Γ(−s)Γ(a + s)
Γ(b + s)
(−x)sds, (3.64)
onde as constantes Cab =
Γ(b)
Γ(a)
e Γ(a) =
∏p
i=1 Γ(ai).
Como ja´ tecemos em sec¸o˜es anteriores, a representac¸o˜es de Euler e Barnes tem im-
portaˆncia singular na teoria dessa famı´lia de func¸o˜es [77, 87]. Permitem demonstrar di-
versas conexo˜es entre diferentes tipos de func¸o˜es hipergeome´tricas [88,89], tanto na forma
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dos paraˆmetros quanto na quantidade. Como pode ser visto, na representac¸a˜o de Euler
ha´ uma conexa˜o entre as func¸o˜es p+1Fq+1 e pFq. Ja´ no caso de Barnes, a representac¸a˜o
abre uma nova forma teo´rica de estudo, ale´m de aumentar a abrangeˆncia do intervalo de
existeˆncia, permitira´, como sera´ visto, tomar uma soluc¸a˜o puramente formal e torna´-la
anal´ıtica.
3.2.3 Relac¸a˜o com outras func¸o˜es
A equac¸a˜o (3.52) permite uma estrutura de simetrias – um fato bem ilustrado para
alguns casos particulares em [89] – tornando poss´ıvel escrever uma dada pFq em ter-
mos de outras mFn. Esta equac¸a˜o, assim como a 3.7, contempla em alto grau diversas
equac¸o˜es, de modo que muitas func¸o˜es admitem serem representadas na forma de func¸o˜es
hipergeome´tricas generalizadas [40,75,90]. Abaixo segue alguns exemplos de func¸o˜es ele-
mentares:
Func¸a˜o elementar pFq
exp[x] 0F0
[
–
–
;x
]
sin[x] x0F1
[
–
3/2
;−x2
4
]
cos[x] 0F1
[
–
1/2
;−x2
4
]
sin−1[x] x2F1
[
1/2, 1/2
3/2
;x2
]
1
(1−x)−a 1F0
[
a
–
;x
]
log(1 + x) x2F1
[
1, 1
2
;−x
]
cosh(x) 0F1
[
–
1/2
; x
2
4
]
Ale´m das func¸o˜es acima, os polinoˆmios mais importantes no campo das func¸o˜es espe-
ciais que possuem uma imensa importaˆncia para a F´ısica [91], como e´ caso dos polinoˆmios
de Legendre que aparecem como parte da soluc¸a˜o da equac¸a˜o de Schro¨dinger para o a´tomo
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de Hidrogeˆnio, podem ser representados em termos de func¸o˜es hipergeome´tricas,
P2l(x) =
(−1)l(2l)!
22l(l!)2
2F1
 −l, l + 1/2
1/2
;x2

P2l+1(x) = x
(−1)l(2l + 1)!
22l(l!)2
2F1
 −l, l + 3/2
3/2
;x2
 , (3.65)
e a soluc¸a˜o radial desta mesma equac¸a˜o que e´ dada em termos dos polinoˆmios de Laguerre,
L(α)n =
 n+ α
α

1F1
 −n
α + 1
;x
 , (3.66)
onde
 n+ α
α
 e´ o coeficiente binomial. E´ poss´ıvel escrever um teorema geral sobre o
produto de func¸o˜es de Bessel,
Jµ(ix)Jν(ix) =
(ix)1/2(µ+ν)
2µ+νΓ(1 + µ)Γ(1 + ν)
2F3
 12(µ+ ν + 1), 12(µ+ ν) + 1
1 + µ, 1 + ν, 1 + µ+ ν
;x
 . (3.67)
Ha´ uma quantidade imensa de exemplos, tais como, as func¸o˜es de Jacobi, func¸o˜es de
Gegenbauer, func¸o˜es de Chesbyshev etc.
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Somas de Regularizac¸a˜o
“The divergent series are the invention
of the devil, and it is a shame to base on
them any demonstration whatsoever.”
Niels Henrik Abel
4.1 Se´ries divergentes
Um se´rie infinita corresponde a soma de uma quantidade intermina´vel de termos,
podendo ser representada por:
∞∑
n=1
an = a1 + a2 + ...+ an + .... (4.1)
A se´rie acima e´ dita convergente se a sequeˆncia das somas parciais,
sn = a1 + a2 + ...+ an, (4.2)
tende para um limite finito a medida que n→∞. Caso contra´rio a se´rie e´ divergente. O
surgimento desse tipo de soma remonta desde da antiguidade, com Arquimedes (287 a.C.
- 212 a.C.) quando tentava solucionar o problema da a´rea de um segmento parabo´lico.
Este conceito levou muito tempo para ser aceito e corretamente tratado do ponto de vista
formal pela matema´tica. Grande nomes nesta a´rea remontam ao se´culo XIX, como,
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Laplace, Lagrange, Fourier e Cauchy. Mas matema´ticos como Newton e Leibniz ja´ haviam
tratado sistematicamente estas somas.
O conceito de convergeˆncia foi bem estabelecido, principalmente com os trabalhos de
Cauchy [92, 93], estas se´ries traziam uma aplicac¸a˜o ı´mpar para grandes problemas da
F´ısica e outras cieˆncias. Mas e as se´ries divergente? Sa˜o realmente inu´teis? Matema´ticos
como Leonhard Euler (1707−1783), felizmente, deram atenc¸a˜o a estes objetos. Considere,
como exemplo, a se´rie de Grandi,
S = 1− 1 + 1− 1 + ..., (4.3)
usando a associatividade e´ poss´ıvel obter que,
S = (1− 1) + (1− 1) + (1− 1) + ... = 0
S = 1 + (−1 + 1) + (−1 + 1) + ... = 1. (4.4)
E´ claro que, como e´ bem sabido, para as se´ries infinitas, a reordenac¸a˜o dos termos nem
sempre e´ poss´ıvel, mesmo no caso das se´ries condicionalmente convergentes esta mani-
pulac¸a˜o leva a resultados distintos [94]. Considere agora a se´rie geome´trica,
s = 1 + q + q2 + ...qn + ..., (4.5)
como e´ bem sabido esta se´rie e´ convergente quando |q| < 1 e sua soma e´ dada por,
s =
1
1− q . (4.6)
Vamos pensar nesta soma no sentido completamente alge´brico, ou seja, deixemos de lado
por um momento os resultados usuais da ana´lise. A se´rie de Grandi pode ser escrita como,
s =
∞∑
n=0
(−1)n = 1
2
, (4.7)
ainda e´ poss´ıvel pensar sobre esta serie a partir da construc¸a˜o, na˜o das somas parciais,
pore´m da me´dia aritme´tica das somas parciais, de modo que,
lim
n→∞
s0 + s1 + ...+ sn
n+ 1
= lim
n→∞
n+1
2
n+ 1
=
1
2
. (4.8)
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Alguns matema´ticos, como Euler, associavam o valor 1/2 a esta se´rie? Mas por qual
motivo associar um valor a uma se´rie divergente? E por que este valor e´ mais aceita´vel
que 0 e 1? Uma das primeiras razo˜es e´ o fato que por dois procedimentos distintos era
poss´ıvel obter o mesmo valor de 1/2. E outro fato de grande relevaˆncia e´ que se uma se´rie
e´ convergente no sentido de Cauchy, ou seja,
∑∞
n=0 an = s, a soma aritme´tica utilizada
acima fornece o seguinte resultado,
lim
n→∞
s0 + s1 + ...+ sn
n+ 1
= s, (4.9)
ou seja, essa nova forma de soma produz os mesmos resultados da ana´lise usual para
as se´ries convergentes. Isto permitiu toda uma construc¸a˜o de novas formas de somar
as se´ries, conhecidas como somas de regularizac¸a˜o. Esta soma como definida acima e´
chamada de soma de Ce´saro. Estes novos me´todos na˜o sa˜o arbitra´rios, uma das condic¸o˜es
essenciais e´ a regularidade, ou seja, me´todos distintos devem produzir os mesmo valores
quando aplicados a`s mesmas se´ries [95–97].
Um outro caso e´ oriundo do teorema de Abel [95]. E´ poss´ıvel definir uma soma de
regularizac¸a˜o, conhecida como soma de Abel, da seguinte forma,
A(s) = lim
x→1−
∞∑
n=0
(an)
nxn, (4.10)
onde a se´rie de poteˆncia acima e´ convergente dentro do intervalo |x| < 1. Aplicando a
soma de Abel a` se´rie de Grandi, obtemos,
A(s) = lim
x→1−
∞∑
n=0
(−1)nxn = lim
x→1−
∞∑
n=0
(−x)n = lim
x→1−
1
1 + x
=
1
2
. (4.11)
Ha´ va´rios casos em que se e´ poss´ıvel encontrar se´ries que tenham um dado valor a` luz de
dada soma de regularizac¸a˜o. No caso da soma de Abel, ela se mostra mais poderosa que a
soma de Ce´saro visto que fornece valores a se´ries que sa˜o divergentes atrave´s desta u´ltima.
Os me´todos de soma de regularizac¸a˜o devem satisfazer duas condic¸o˜es fundamentais mais
uma opcional [98].
Definica˜o 4.1.1. Seja A um me´todo de regularizac¸a˜o que atribui valores a sequeˆncias. A
deve satisfazer as seguintes propriedades:
1. Regularidade Um me´todo e´ dito regular se, toda vez que uma sequeˆncia s converge
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a x, A(s) = x.
2. Linearidade A e´ dito se linear se este for um funcional linear sobre as sequeˆncias
definidas, de modo que A(kr + s) = kA(r) + A(s).
3. Estabilidade Se s e´ uma sequeˆncia inciando em s0 e s
′ e´ a sequeˆncia obtida pela
omissa˜o do primeiro valor e subtraindo-se do resto, de forma que s′n = sn+1 − s0,
enta˜o A(s) e A(s′) sa˜o definidas, e A(s) = s0 + A(s′).
Como exemplo de linearidade considere a se´rie divergente,
s1 = 1− 2 + 3− 4 + 5− 6..., (4.12)
sua soma de Abel e´ dada por,
A(s1) = − lim
x→1−
∞∑
n=0
n(−x)n = lim
x→1−
x
(1 + x)2
=
1
4
, (4.13)
ainda e´ poss´ıvel escrever que,
s1 = 1− 2 + 3− 4 + 5− 6 + 7...
s1 = 0 + 1− 2 + 3− 4 + 5− 6... (4.14)
de modo que,
s = 2s1 = 1− 1 + 1− 1 + 1− 1... (4.15)
que e´ a se´rie de Grandi cuja soma de Abel ja´ sabemos que e´ 1
2
. Sabendo disso, apliquemos
a soma de Abel da seguinte forma,
A(s) = A(s1) + A(s1) =
1
4
+
1
4
=
1
2
, (4.16)
que corresponde a` propriedade de linearidade.
4.2 Se´rie de poteˆncia formal e Regularizac¸a˜o
Dada uma equac¸a˜o diferencial e´ sabido que e´ poss´ıvel encontrar soluc¸o˜es na forma de
se´ries de poteˆncia [99]. Estas somas por sua vez podem na˜o convergir, principalmente
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quando a soluc¸a˜o esta´ associada a um ponto singular da equac¸a˜o. Assim como novos
tipos de somas surgiram para se´ries nume´ricas, como vistas na sec¸a˜o anterior, toda uma
teoria sobre como encontrar func¸o˜es anal´ıticas associadas a`s se´ries divergentes oriundas
de uma equac¸a˜o diferencial vem sendo constru´ıda do se´culo passado para ca´. Umas dos
me´todos mais importante na procura destas soluc¸o˜es e´ a soma de Borel (E´mile Borel
(1871− 1956)) [100]. E´ poss´ıvel iniciar este estudo a partir da definic¸a˜o abaixo:
Definica˜o 4.2.1. Considere uma sequeˆncia un infinita de nu´meros complexos, o objeto
definido como
uˆ(z) =
∞∑
n=0
unz
n, (4.17)
e´ chamado de se´rie de poteˆncia formal. O conjunto de todas as se´ries de poteˆncias formais
e´ representado por
C[[z]]. (4.18)
O termo “formal”implica que a se´rie esta´ sendo tomada como objeto de estudo antes
do uso da ana´lise, ou seja, puramente do ponto de vista alge´brico [42, 101]. Mas para o
caso em que uˆ converge, isto e´, se para ρ > 0 a se´rie de poteˆncia converge para todo z
com |z| < ρ, esta se´rie define uma func¸a˜o f(z) anal´ıtica em uma vizinhanc¸a da origem,
de modo que podemos afirmar que f e´ a soma de uˆ,
f = Suˆ. (4.19)
No pro´ximo cap´ıtulo, o teorema sobre a soma de Borel sera´ usado na func¸a˜o que
encontramos para descrever a distribuic¸a˜o de Le´vy. Apesar desta ser definida nos reais,
as ideias apresentadas aqui sa˜o obtidas para func¸o˜es anal´ıticas no plano complexo, o que
continua sendo va´lido para parte imagina´ria nula. De modo que se faz necessa´rio definir
o conceito de setor no plano complexo, principalmente porque as func¸o˜es, a priori, esta˜o
definidas em certas regio˜es que podem ser continuadas analiticamente.
Definica˜o 4.2.2. Seja d ∈ R, β > 0 e ρ ∈ (0,∞), o setor S = S(d, β, ρ) do plano
complexo e´ definido por
S(d, β, ρ) :=
{
z ∈ C; |d− arg(z)| < β
2
, 0 < |z| < ρ
}
, (4.20)
onde d, β e ρ sa˜o chamados de direc¸a˜o, aˆngulo aberto e raio de S(d, β, ρ), respectivamente.
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O primeiro uso realizado com as se´ries divergente e´ a expansa˜o assinto´tica. A ideia de
assintocidade existe na se´rie de Taylor, mas o termo expansa˜o assinto´tica esta´ associado
a`s se´ries formais, ou seja, na˜o se faz necessa´rio que a se´rie seja convergente para aproximar
bem uma dada func¸a˜o. O matema´tico franceˆs Henri Poincare´ (1854 − 1912) foi um dos
grandes nomes nessa teoria e aplicou-a no estudo da mecaˆnica celeste e no problema de
muitos corpos. A definic¸a˜o abaixo e´ conhecida como expansa˜o assinto´tica de Poincare´, e
funciona como uma expansa˜o de Taylor que produz aproximac¸o˜es sucessivas de func¸o˜es
[102–110].
Definica˜o 4.2.3. Considere uma func¸a˜o f(z) ∈ O(S), onde O(S) representa o conjunto
das func¸o˜es holomo´rficas sobre o setor S, e a se´rie de poteˆncia formal uˆ(z) =
∑∞
n=0 unz
n.
Dizemos que uˆ e´ uma expansa˜o assinto´tica de f sobre o setor S se para todo sub-setor
S ′ ⊂ S e todo N ∈ N, existe uma constante C > 0 tal que∣∣∣∣∣f(z)−
N−1∑
n=0
unz
n
∣∣∣∣∣ ≤ C|z|n, (4.21)
para todo z ∈ S ′.
4.2.1 K-Somabilidade
Assim como ha´ diversos me´todos de modo a um ser mais potente que o outro, somas
como a de Ce´saro, e como veremos posteriormente a de Borel, admitem uma generalizac¸a˜o.
No caso da soma de Ce´saro ha´ toda uma famı´lia de somas (C, k), ou no caso de Abel
(A, k), onde K ≥ 1 representa o rank da soma. Toda essa construc¸a˜o e´ conhecida como
k-somabilidade [111].
No caso da soma de Borel, a ideia das expanso˜es assinto´ticas e´ de vital importaˆncia.
Este me´todo possui grande aplicac¸a˜o na soluc¸a˜o de equac¸o˜es diferenciais e e´ descrito em
termos de uma transformada de Laplace. Por isso tambe´m e´ conhecida como somabilidade
de Borel-Laplace [112].
Existe no conjunto C[[z]] um subconjunto denominado de se´ries de Gevrey que e´
definido como:
Definica˜o 4.2.4. Para k > 0, a se´rie uˆ(z) =
∑∞
n=0 unz
n pertence a C[[z]] 1
k
, denominada
de se´ries de poteˆncia formal de Gevrey de ordem 1
k
, se existirem constantes positivas C e
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K tais que para qualquer n, tem-se
|un| ≤ CKnΓ
(
1 +
n
k
)
. (4.22)
Para o caso em que k → ∞, 1
k
= 0, a se´rie de Gevrey corresponde a uma se´rie
convergente usual. Em geral para 1
k
> 0 as se´ries sa˜o divergentes. No in´ıcio do se´culo XX
foi descoberto que o conjunto C[[z]] 1
k
esta´ notavelmente onipresente na ana´lise complexa
[113].
As se´ries de Gevrey possuem uma grande variedade de propriedades inclusive a pos-
sibilidade de serem soma´veis em setores do plano complexo. Estes objetos constituem o
ponto inicial da teoria da k-somabilidade, surgindo como soluc¸o˜es de equac¸a˜o diferenciais
lineares e na˜o-lineares, como e´ o caso da equac¸a˜o de Euler, y′ + y = 1/x, cuja soluc¸a˜o e´
regularizada a partir de se´ries divergentes. A se´rie hipergeome´trica, como sera´ visto na
sec¸a˜o posterior, e´ uma se´rie de Gevrey de ordem 1/(q− p). Assim como e´ poss´ıvel definir
uma expansa˜o assinto´tica a partir das se´ries formais usuais, ha´ uma definic¸a˜o associada
a`s se´ries de Gevrey denominada de expansa˜o assinto´tica de Gevrey de ordem k [114].
Definica˜o 4.2.5. Seja k > 0, uˆ(z) =
∑∞
n=0 unz
n ∈ C[[z]] 1
k
e u(z) ∈ O(S). Dizemos que
u(z) e´ a expansa˜o assinto´tica de uˆ(z), u(z) ∼=k uˆ(z), em S. Se para qualquer subsetor S ′
de S existirem constantes positivas C e K que para qualquer N , tem-se∣∣∣∣∣u(z)−
N−1∑
n=0
unz
n
∣∣∣∣∣ ≤ CKN |z|NΓ
(
1 +
N
k
)
z ∈ S ′. (4.23)
Definica˜o 4.2.6. Seja k > 0, d ∈ R e uˆ(z) ∈ C[[z]] 1
k
. Dizemos que uˆ(z) e´ k-soma´vel
na direc¸a˜o d ou soma´vel a` Borel se existir um setor S = S(d, β, ρ) com β > pi/k e
u(z) ∈ O(S) para o qual u(z) ∼=k uˆ(z) e´ verdade em S. Neste caso, u(z) e´ denominada
de soma de Borel de uˆ(z).
Quando β ≤ pi/k existem infinitos u′s que satisfazem a expansa˜o assinto´tica de Gevrey
em um setor com d qualquer e algum ρ > 0. Pore´m, no caso em que β > pi/k, a soma
de Borel nem sempre existira´, mas caso exista ela e´ u´nica, de modo que esta soma e´ bem
definida, assim como a caracterizac¸a˜o de k-somabilidade para uma se´rie divergente [115].
Uma dada soma de regularizac¸a˜o (Sk) pode ser vista como uma aplicac¸a˜o sobre o conjunto
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das se´ries k-soma´veis, e esta por sua vez e´ linear sobre a soma e o produto,
Sk(fˆ + gˆ) = Sk(fˆ) + Sk(gˆ)
Sk(fˆ gˆ) = Sk(fˆ)Sk(gˆ), (4.24)
e com relac¸a˜o a` diferenciac¸a˜o e integrac¸a˜o, temos,
Sk(fˆ ′) =
d
dz
Sk(fˆ)
Sk
 z∫
0
fˆ(w)dw
 = z∫
0
Sk(fˆ)(w)dw, (4.25)
de modo que este conjunto munido desta aplicac¸a˜o forma uma a´lgebra diferencial sobre
C, o que produz muitas propriedades para manipulac¸a˜o e demonstrac¸a˜o de teoremas
envolvendo estes objetos [115].
4.3 Soma de Borel para a func¸a˜o hipergeome´trica ge-
neralizada
4.3.1 Soma de Borel
Finalmente sera´ poss´ıvel descrever em que contexto existe a soma de Borel. Conside-
remos k > 0, d ∈ R e uˆ(z) ∈ C[[z]] 1
k
. As assertivas abaixo sa˜o equivalentes [52, 53, 115–
117,119,122]:
• uˆ(z) e´ k-soma´vel.
• Seja h(ξ) a transformada k-Borel formal de uˆ(z)
h(ξ) = (Bkuˆ) (ξ) =
∞∑
n=0
un
Γ(1 + n/k)
ξn, (4.26)
que e´ holomorfa em uma vizinhanc¸a da origem. A func¸a˜o h(ξ) pode ser continuada
analiticamente para um setor infinito S(d, ξ,∞) e possui um crescimento exponen-
cial de ordem k, ou seja, existem constantes A, K > 0 tais que
|h(ξ)| ≤ KeA|ξ|. (4.27)
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A condic¸a˜o de crescimento exponencial e´ essencial para existeˆncia da soma de Borel pois
e´ preciso definir a transformada de Laplace da func¸a˜o h(ξ):
u(z) = (Lh)(z) = 1
zk
∞(d)∫
0
e−(ξ/z)
k
h(ξ)d(ξk), (4.28)
onde z ∈ S(d, β, ρ) com β < pi/k e ρ > 0. A func¸a˜o u(z) e´ chamada de soma de Borel de
uˆ(z). Considerando j ≥ 2 e k1 > 0,..., kj > 0 satisfazendo 1k = 1k1 + ...+ 1kj , a transformada
iterada de Borel e´ dada por
H(ξ) =
(Bk1 ◦ ... ◦ Bkj uˆ) (ξ), (4.29)
e sua respectiva soma de Borel e´ dada pelas integrais de Laplace iteradas,
u(z) =
(Lk1 ◦ ... ◦ LkjH) (z). (4.30)
4.3.2 Regularizac¸a˜o de qFp−1
Como foi estudado no cap´ıtulo anterior a se´rie qFp−1 forma um conjunto de soluc¸o˜es
para a equac¸a˜o diferencial hipergeome´trica generalizada. Para q > p a se´rie e´ divergente
e na˜o temos uma func¸a˜o. Agora e´ poss´ıvel pensar no objeto
fˆ(z) = qFp−1
 a
b
; z
 , (4.31)
como uma se´rie formal que possui uma conexa˜o com a equac¸a˜o 3.52. A se´rie formal 4.31
pertence a` classe de Gevrey e admite ser regularizada via soma de Borel, o que e´ descrito
no teorema a seguir [53]:
Teorema 4.3.1. Assumindo que ai − aj /∈ Z (i 6= j). Enta˜o fˆ(z) e´ 1q−p-soma´vel em
qualquer direc¸a˜o d tal que d 6= 0(mod 2pi) e sua soma de Borel f(z) e´ dada por,
f(z) = Cab
q∑
j=1
Cab(j)(−z)aj pFq−1
 aj, 1 + aj − b
1 + aj − aˆj
;
(−1)p−q
z
 , (4.32)
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onde z ∈ S(pi, (q − p+ 2)pi,∞) e
Cab =
Γ(b)
Γ(a)
Cab(j) =
Γ(aj)Γ(aˆj − aj)
Γ(b− aj) . (4.33)
Como ja´ foi definido na sec¸a˜o anterior, Γ(a) =
∏q
i=1 Γ(ai), Γ(aˆj−aj) =
∏q
i=1,i 6=j Γ(ai−
aj) e aˆj e´ a omitindo-se a j-e´sima componente.
Demonstrac¸a˜o. O primeiro passo e´ aplicar a transformada 1-Borel (q − p) vezes a` se´rie
formal,
qFp−1 ⇒ fˆ(z) =
∞∑
n=0
(a)n
(b)n
zn
n!
. (4.34)
Aplicando Bˆ1 uma vez, obteˆm-se
(Bˆ1fˆ)(ξ) =
∞∑
n=0
(a)n
(b)n
1
n!
ξn
n!
, (4.35)
de modo que,
h(ξ) =
(
(Bˆ1)
q−pfˆ
)
(ξ) =
∞∑
n=0
(a)n
(b)n
1
n!
ξn
(n!)q−p
=
∞∑
n=0
(a)n
(b)n[(1)n]q−p
ξn
n!
. (4.36)
Note que h(ξ) corresponde a uma se´rie hipergeome´trica, mas agora com q − 1 termos no
denominador,
h(ξ) = qFq−1
 aj, 1 + aj − b
1 + aj − aˆj
; ξ
 . (4.37)
A func¸a˜o h(ξ) e´ holomorfa no conjunto C\[1,∞) e e´ de ordem exponencial. Logo, e´
poss´ıvel escrever a soma de Borel de f(z) a partir das integrais de Laplace iteradas,
f(z) =
(Lq−p1 h) (z) = 1z
∞∫
0
e−
S1
z dS1
1
S1
∞∫
0
e
−S2
S1 dS2...
1
Sq−p−1
∞∫
0
e
− ξ
Sq−p−1 h(ξ)dξ, (4.38)
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usando as substituic¸o˜es S1 = zu1, S2 = S1u2, S3 = S2u3, ... e ξ = Sq−p−1uq−p,
f(z)
∞∫
0
e−u1du1
∞∫
0
e−u2du2...
∞∫
0
e−uq−ph(u1...uq−pz)duq−p. (4.39)
Fazendo uso da representac¸a˜o de Barnes (3.64) para h(u1...uq−pz), obtemos que
f(z) =
Cab
2pii
∫
I
Γ(a + S)Γ(−S)
Γ(b + S)[Γ(1 + S)]q−p
(−z)S
∞∫
0
e−u1uS1 du1...
∞∫
0
e−uq−puSq−pduq−pdS
=
Cab
2pii
∫
I
Γ(a + S)Γ(−S)[Γ(1 + S)]q−p
Γ(b + S)[Γ(1 + S)]q−p
(−z)SdS
f(z) =
Cab
2pii
∫
I
Γ(a + S)Γ(−S)
Γ(b + S)
(−z)SdS. (4.40)
O caminho I vai de −i∞ a i∞ (4.1) de modo que os zeros da func¸a˜o Γ(a + S) ficam a`
esquerda. Usando o teorema dos res´ıduos a integral acima e´ dada por,
f(z) = Cab
q∑
j=1
∞∑
n=0
Γ (aˆj − aj − n) Γ(aj + n)
Γ (b− aj − n)
(−1)n
n!
(−z)−aj−n. (4.41)
Atrave´s da fo´rmula de reflexa˜o de Euler, Γ(x)Γ(1 − x) = pi/sen(pix), e´ poss´ıvel mostrar
que,
1
Γ(c− n) =
(1− c)n(−1)n
Γ(c)
, (4.42)
usando esta relac¸a˜o nos termos Γ (aˆj − aj − n) e Γ (b− aj − n), obteˆm-se,
f(z) = Cab
q∑
j=1
∞∑
n=0
Γ (aˆj − aj) Γ(aj + n)
(1 + aj − aˆj)n(−1)nq
(1 + aj − b)n(−1)n(p−1)
Γ(b− aj)
(−1)n
n!
(−z)−aj−n
= Cab
q∑
j=1
Cab(j)(−z)−aj
∞∑
n=0
(aj)n(1 + aj − b)n
(1 + aj − aˆj)n
(−1)(p−q)n
n!
(−z)−n, (4.43)
o somato´rio em n e´ uma func¸a˜o hipergeome´trica, de modo que podemos finalmente escre-
ver:
f(z) = Cab
q∑
j=1
Cab(j)(−z)aj pFq−1
 aj, 1 + aj − b
1 + aj − aˆj
;
(−1)p−q
z
 . (4.44)
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Figura 4.1: Representac¸a˜o do caminho I no plano complexo. Os zeros da func¸a˜o Γ(a+S)
ficam a` esquerda de I, e os zeros da func¸a˜o Γ(−S) ficam a` direita.
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Capı´tulo5
Distribuic¸a˜o de Le´vy α-esta´vel sime´trica para
α = 2M
“O sucesso e´ ir de fracasso em fracasso
sem perder entusiasmo.”
Winston Churchill
5.1 Considerac¸o˜es iniciais
Neste cap´ıtulo sera˜o mostrados os primeiros resultados obtidos neste trabalho. A
primeira parte consiste em dois teoremas que descrevem a distribuic¸a˜o de Le´vy α-esta´vel
sime´trica com paraˆmetro α = 2
M
, com M sendo um inteiro positivo, em termos de func¸o˜es
hipergeome´tricas.
O me´todo desenvolvido aqui pode ser dividido em duas partes. O primeiro passo
consiste em expandir o integrando da distribuic¸a˜o de Le´vy, com paraˆmetros α = 2
M
,
β = 0, σ = 1 e µ = 0, dada em termos da transformada cosseno de Fourier,
Pα(x) =
1
pi
∞∫
0
e−t
α
cos(xt)dt. (5.1)
em uma se´rie de poteˆncias e enta˜o integra´-la termo a termo. De modo que obtemos
uma expressa˜o, que deve ser analisada do ponto de vista da representac¸a˜o de se´ries de
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poteˆncia formal, descritas na sec¸a˜o 4.2, (ao contra´rio da usual convergeˆncia anal´ıtica),
para a distribuic¸a˜o PM(x). Como foi analisado no cap´ıtulo 3, as func¸o˜es hipergeome´tricas
possuem um alto grau de simetrias e associac¸o˜es com um imenso nu´mero de func¸o˜es.
Ale´m disso, ha´ na literatura diversas conexo˜es entre a func¸a˜o Gama e o comportamento
assinto´tico das distribuic¸o˜es de Le´vy. Portanto, no´s tentamos identificar e escrever nossa
expressa˜o para PM(x) em termos destas func¸o˜es.
O pro´ximo passo, nos casos em que as func¸o˜es hipergeome´tricas sa˜o divergentes, fa-
remos uso do procedimento geral de regularizac¸a˜o via soma de Borel descrito na sec¸a˜o
4.3, construindo finalmente nossa expressa˜o exata para PM(x) como uma soma finita de
func¸o˜es hipergeome´tricas.
5.2 Fo´rmula para distribuic¸a˜o de Le´vy esta´vel sime´trica
com α = 2M (M inteiro)
Nesta sec¸a˜o sera´ demonstrado o me´todo descrito acima, e este, por sua vez, se configura
nos seguintes teoremas [118].
Teorema 5.2.1. Seja Pα(x) a distribuic¸a˜o de Le´vy α-esta´vel com paraˆmetros de assime-
tria β = 0, me´dia µ = 0 e de escala c = 1. Sendo α = 2
M
onde M e´ um inteiro positivo,
temos enta˜o,
PM(x) = Γ
(
M
2
)
M
2pi
M−1F0
 a
—
;−M
M
4
x2
 , (5.2)
onde a = (a1, a2, ..., aM−1) e
ai =
2 +M
2M
+
i− 1
M
. (5.3)
Demonstrac¸a˜o. A distribuic¸a˜o de Le´vy Esta´vel Sime´trica, com as propriedades descritas
acima, pode ser escrita em termos de uma transformada cosseno de Fourier de sua func¸a˜o
caracter´ıstica 5.1. Nosso objetivo e´ mostrar que esta pode ser expressa em termos de uma
func¸a˜o hipergeome´trica. Para este fim, inicialmente expandimos o cosseno da equac¸a˜o 5.1
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em se´ries de Taylor,
Pα(x) =
1
pi
∞∫
0
e−t
α
∞∑
0
(−1)n(xt)2n
(2n)!
dt
=
1
pi
∞∑
0
(−1)n(x)2n
(2n)!
∞∫
0
e−t
α
t2ndt, (5.4)
fazendo a substituic¸a˜o u = tα,
Pα(x) =
1
αpi
∞∑
0
(−1)n(x)2n
(2n)!
∞∫
0
e−uu
2n+1
α
−1du, (5.5)
e usando a definic¸a˜o da func¸a˜o Gama (equac¸a˜o 3.25),
Pα(x) =
1
αpi
∞∑
0
(−1)n(x)2n
(2n)!
Γ
[
2n+ 1
α
]
. (5.6)
Fazendo a substituic¸a˜o α = 2
M
, temos,
PM(x) =
M
2pi
∞∑
n=0
(−1)n Γ [(1/2 + n)M ]
(2n)!
x2n. (5.7)
A raza˜o entre os termos n+ 1 e n e´ dada por
cn+1
cn
= −M
4
Γ [(3/2 + n)M ]
Γ [1 + (1/2 + n)M ]
x2
(n+ 1)
. (5.8)
Como ja´ foi mencionando anteriormente, e´ poss´ıvel expressar a raza˜o entre func¸o˜es Gama
como um s´ımbolo de Pochhammer Γ[x+n]/Γ[x] = (x)n. Enta˜o, subtraindo os argumentos
das func¸o˜es Gama,
(3/2 + n)M − 1− (1/2 + n)M = M − 1, (5.9)
e escrevendo X = 1 + (1/2 + n)M , temos que
Γ[(3/2 + n)M ]
Γ[1 + (1/2 + n)M ]
=
Γ[X +M − 1]
Γ[X]
= (X)M−1, (5.10)
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podemos expandir o s´ımbolo de Pochhammer e fatorizar M de modo a obter
(X)M−1 = MM−1 ((2 +M)/(2M) + n) ((2 +M)/(2M) + 1/M + n)
×((2 +M)/(2M) + 2/M + n)
× . . .× ((2 +M)/(2M) + (M − 2)/M + n). (5.11)
Enta˜o, no´s escrevemos
cn+1
cn
= −((2 +M)/(2M) + n)
× . . .× ((2 +M)/(2M) + (M − 2)/M + n) M
M
4
x2
(n+ 1)
. (5.12)
Observe que a raza˜o cn+1/cn e´ t´ıpica de uma func¸a˜o hipergeome´trica 3.55, composta
somente de termos an (tal que q = 0) dado por
an =
2 +M
2M
+
n− 1
M
=
1
2
+
n
M
. (5.13)
Para completar nossa prova, no´s multiplicamos toda a func¸a˜o por c0 = Γ[M/2]M/2,
extra´ıdo de 5.7.
No´s devemos observar o qua˜o nota´vel e´ matematicamente o fato de que um conjunto
infinito de distribuic¸o˜es α-esta´veis possa ser dado de forma ta˜o compacta, isto e´, como
uma simples FHG. Como um simples teste para o resultado acima, vamos considerar os
casos especiais M = 1 e M = 2. Lembrando que Γ[1/2] =
√
pi e
0F0
 –
–
; z
 = exp[z], 1F0
 a1
–
; z
 = (1− z)−a1 , (5.14)
no´s temos que
P1(x) =
1
2
√
pi
exp[−x
2
4
], P2(x) =
1
pi
1
(1 + x2)
, (5.15)
que representa, respectivamente, as distribuic¸o˜es Gaussiana (α = 2) e de Cauchy (α = 1),
como esperado.
Para M ≥ 3, PM(x) e´ dada pela equac¸a˜o 5.2 em termos de uma funca˜o hipergeome´trica
com p = M − 1 > q + 1 = 1, cujo raio de convergeˆncia, como foi demonstrado na sec¸a˜o
3.2.1, e´ zero. Enta˜o, a representac¸a˜o em se´ries na˜o converge, exceto trivialmente na
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origem. De modo que, exceto para os casos ja´ conhecidos na literatura, nossa expressa˜o
ate´ o presente momento so´ pode ser vista como uma se´rie de poteˆncia formal, o que na˜o e´
u´til na pra´tica. Mas como ja´ foi analisado, nossa expressa˜o pertence a` classe das se´ries de
Gevrey (sec¸a˜o 4.2.1) e e´ poss´ıvel regulariza-la´ por meio da soma de Borel. Deste modo,
finalmente e´ poss´ıvel escrever uma expressa˜o anal´ıtica dada a partir do seguinte teorema.
Teorema 5.2.2. A distribuic¸a˜o α-esta´vel sime´trica (β = 0) com µ = 0, σ = 1, e α =
2/M (M = 3, 4, . . .), e´ dada exatamente pela seguinte expressa˜o (convergente em todo
lugar)
PM(x) = Γ
[
M
2
]
M
2pi
1
C
M−1∑
j=1
Γ
[
dj − 1
2
]
Cj
(MM x2/4)
1
2
+ j
M
×1FM−2
 (dj − 1/2)
c(j)
;
4 (−1)M−1
MM x2
 , (5.16)
onde C =
∏i=M−1
i=1 Γ[di − 1/2], Cj =
∏i=M−1
i=1,i 6=j Γ[di − dj], dj = 1 + j/M , e
c(j) =
(
dj − 1
M
,dj − 2
M
, . . . , dj − (j − 1)
M
,dj − (j + 1)
M
,
dj − (j + 2)
M
, . . . , dj − (M − 1)
M
)
. (5.17)
Demonstrac¸a˜o. Os resultados acima sa˜o obtidos aplicando-se o teorema 4.3.1 a` nossa se´rie
(eq. 5.2).
Como foi discutido no cap´ıtulo 4, os procedimentos de somas de regularizac¸a˜o tem
como alvo contornar a divergeˆncia de se´ries de poteˆncia formais, mantendo ainda sua
estrutura alge´brica original. Portanto, a equac¸a˜o 5.16 e´ certamente a soluc¸a˜o anal´ıtica
exata da equac¸a˜o 5.1. A distribuic¸a˜o PM(x) agora e´ dada em termos de (M − 1) func¸o˜es
hipergeome´tricas 1FM−1, que por sua vez e´ convergente em todo lugar da reta real. Ale´m
disso, como a equac¸a˜o equac¸a˜o 5.16 depende somente de x2, a relac¸a˜o de simetria PM(x) =
PM(−x) e´ naturalmente assegurada (ver figura 5.2), como esperado no caso de β = 0.
Como uma ilustrac¸a˜o dos resultados acima, mostramos na figura 5.1 um ca´lculo
nume´rico das equac¸o˜es 5.1 e 5.16 para seis valores diferentes de M . A concordaˆncia e´
(aproximadamente) perfeita (claro que, ate´ a precisa˜o nume´rica intr´ınseca do algoritmo
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M
que gera as func¸o˜es hipergeome´tricas). Note tambe´m que devido ao argumento destas
u´ltimas na Eq. (5.16) serem da forma z = 1/x2, quer seja para fins anal´ıticos ou nume´ricos,
as aproximac¸o˜es de PM(x), para x pequeno ou x grande, podem ser obtidas a partir de
expanso˜es (se´ries) assinto´ticas de 1FM−1 [40, 75,89,90,123].
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M
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Figura 5.1: A distribuic¸a˜o de Le´vy PM(x) obtida atrave´s de ca´lculos nume´ricos na
integral da Eq. (5.1) (s´ımbolos) e o resultado anal´ıtico da Eq. (5.16) (curva cont´ınua),
para seis valores de M e x ≥ 0 (lembrando que PM(x) e´ uma func¸a˜o sime´trica de x para
o caso de β = 0). A concordaˆncia e´ excelente para qualquer valor de x no intervalo.
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M
- 1 , 0 - 0 , 5 0 , 0 0 , 5 1 , 0
0 , 1
0 , 2
0 , 3
0 , 4
0 , 5
P M
x
 M = 3 M = 4 M = 5 M = 6
Figura 5.2: A distribuic¸a˜o de Le´vy PM(x) obtida a partir de ca´lculos nume´ricos conjun-
tamente com o resultado anal´ıtico para M = 3, 4, 5 e 6, para x ∈ (−1, 1). Note que as
distribuic¸o˜es sa˜o sime´tricas, como esperado para β = 0. Esta simetria esta´ associada ao
argumento da func¸a˜o hipergeome´trica que possui paridade par e ao fator x2 que multiplica
esta u´ltima.
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Capı´tulo6
Aproximac¸a˜o para as distribuic¸o˜es esta´veis
sime´tricas
“Na˜o ha´ assunto ta˜o velho que na˜o
possa ser dito algo novo sobre ele.”
Fio´dor Dostoie´vski
6.1 Conceitos preliminares
Nesta cap´ıtulo abordaremos nosso segundo resultado que consiste em descrever a dis-
tribuic¸a˜o de Le´vy, para um conjunto maior dos valores do paraˆmetro α, atrave´s de uma
aproximac¸a˜o em se´rie [120].
No cap´ıtulo anterior, atrave´s da expansa˜o do cosseno na equac¸a˜o 5.1, foi poss´ıvel
mostrar que as distribuic¸o˜es esta´veis sime´tricas admitem uma representac¸a˜o em termos
de func¸o˜es hipergeome´tricas se α = 2/M . Nosso objetivo agora e´ construir uma expressa˜o
que represente estas func¸o˜es, de forma aproximada, para os outros valores poss´ıveis de
α. O ponto de partida e´ expandir, ao inve´s do cosseno, a func¸a˜o exponencial e assim
resolver integrais cujos termos sera˜o da forma (t− t0)m cos[xt]. O problema propriamente
posto e´ escolher o nu´mero de termos e o centro da expansa˜o que produzam o melhor
controle do erro nume´rico. Certamente, uma escolha u´nica de t0 para qualquer x e α na˜o
produzira´ bons resultados, visto que o erro cresce a` medida que nos afastamos do centro.
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A ideia proposta consiste em dividir o domı´nio da varia´vel de integrac¸a˜o em regio˜es, que
denominaremos de janelas, e construir as expanso˜es no interior destes subintervalos.
O conjunto de subintervalos escolhido e´ da forma In = ((pi/2)(4n− 3)/x, (pi/2)(4n +
1)/x) (para n = 1, 2, . . .), de modo que cos[xt] e´ um func¸a˜o ı´mpar com relac¸a˜o ao centro
(em tn = (pi/2)(4n − 1)/x) e igual a zero nos extremos de In. Desta forma, o intervalo
de integrac¸a˜o e´ dividido em janelas, onde a primeira e´ (0, (pi/2)/x) e as subsequentes sa˜o
descritas pelos In’s, veja a figura 6.1.
O truque de expandir a exponencial na˜o funciona muito bem para a primeira janela,
o cosseno na˜o apresenta o mesmo comportamento das outras regio˜es, de modo que usa-
remos um me´todo alternativo para esta. Contudo, para as outras janelas no´s devemos
desenvolver a ordem da expansa˜o. E como veremos a seguir, ate´ a quinta ordem, que
devido a` simetria sera˜o 3 termos, ja´ obtemos uma boa aproximac¸a˜o que melhora, e´ claro,
a` medida que aumentamos esse nu´mero, veja a figura 6.2.
6.2 Aproximac¸a˜o em se´ries para distribuic¸a˜o de Le´vy
α-esta´vel sime´trica
Para construc¸a˜o da nossa se´rie aproximativa o primeiro passo consiste em descrever a
primeira janela. Para isso, considere a seguinte func¸a˜o,
gα(x) =
1
pi
pi
2x∫
0
dt exp[−tα] cos[xt] (6.1)
fazendo a substituic¸a˜o u = tα, obtemos
gα(x) =
1
αpi
( pi2x)
α∫
0
du exp[−u] cos[xu 1α ]u 1α−1. (6.2)
Agora, expandindo o cosseno em se´rie de taylor ao redor de t0 = 0, obte´m-se
gα(x) =
1
αpi
∞∑
k=0
(−1)k x
2k
(2k)!
( pi2x)
α∫
0
du exp[−u]u 2k+1α −1. (6.3)
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p / 2 x 5 p / 2 x 9 p / 2 x- 0 , 2 5
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Figura 6.1: No´s dividimos a integral de Fourier, Eq. (5.1), em janelas na˜o sobrepostas
por partes na integrac¸a˜o. As linhas tracejadas indicam as bordas das janelas.
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A partir da definic¸a˜o da func¸a˜o Gama incompleta inferior,
γ(s, y) =
y∫
0
du exp[−u]us−1, (6.4)
a equac¸a˜o 6.3 pode ser escrita como gα(x) = S∞(x;α), onde
SK(x;α) =
1
αpi
k=K∑
k=0
(−1)k x
2k
(2k)!
γ
[2k + 1
α
,
( pi
2x
)α ]
. (6.5)
Vamos analisar a convergeˆncia da se´rie acima. Para isto usaremos o teorema do valor
me´dio generalizado de Cauchy [121] que afirma que,
Teorema 6.2.1. Seja o intervalo [a, b] ∈ R e duas func¸o˜es, f(x) e g(x), diferencia´veis
em (a, b). Se para todo x pertencente ao intervalo (a, b) tem-se que g′(x) 6= 0, enta˜o existe
pelo menos um c neste intervalo tal que,
f(b)− f(a)
g(b)− g(a) =
f ′(c)
g′(c)
. (6.6)
Calculando a derivada da func¸a˜o gama incompleta inferior, temos,
d[γ(α, y)]
dy
= yα−1e−y, (6.7)
note que a derivada acima e´ diferente de zero para qualquer c ∈ (0, b), de modo que,
podemos usar o teorema acima do seguinte modo. Considere c ∈ (0, y), e a seguinte raza˜o
entre as func¸a˜o gamas,
γ(α, y)− γ(α, 0)
γ(β, y)− γ(β, 0) =
γ(α, y)
γ(β, y)
Dy[γ(α, y)](c)
Dy[γ(β, y)](c)
= cα−β. (6.8)
Para α > β,
γ(α, y)
γ(β, y)
= cα−β ≤ yα−β
γ(α, y)
γ(β, y)
≤ yα−β. (6.9)
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Vamos analisar a convergeˆncia da se´rie pelo me´todo do teste da raza˜o, para isto, se faz
necessa´rio desenvolver a seguinte relac¸a˜o:
∣∣∣∣ak+1ak
∣∣∣∣ =
∣∣∣∣∣∣
(−1)k+1
αpi
x2k+2
(2k+2)!
γ [(2k + 3)/α, (pi/2x)α]
(−1)k
αpi
x2k
(2k)!
γ [(2k + 1)/α, (pi/2x)α]
∣∣∣∣∣∣
= x2
(2k)!
(2k + 2)(2k + 1)(2k)!
γ
[
2k+3
α
, ( pi
2x
)α
]
γ
[
2k+1
α
, ( pi
2x
)α
]
= x2
1
(2k + 2)(2k + 1)
γ
[
2k+3
α
, ( pi
2x
)α
]
γ
[
2k+1
α
, ( pi
2x
)α
] . (6.10)
Note que 2k+3
α
> 2k+1
α
para α ∈ (0, 2], de modo que e´ poss´ıvel mostrar que,
γ
[
2k+3
α
, ( pi
2x
)α
]
γ
[
2k+1
α
, ( pi
2x
)α
] ≤ [( pi
2x
)α] 2k+3α − 2k+1α
=
[( pi
2x
)α]2/α
γ
[
2k+3
α
, ( pi
2x
)α
]
γ
[
2k+1
α
, ( pi
2x
)α
] ≤ pi2
4x2
. (6.11)
Multiplicando ambos os lados da inequac¸a˜o acima pelo termo x2 1
(2k+2)(2k+1)
, temos que,
x2
1
(2k + 2)(2k + 1)
γ
[
2k+3
α
, ( pi
2x
)α
]
γ
[
2k+1
α
, ( pi
2x
)α
] ≤ x2 1
(2k + 2)(2k + 1)
pi2
4x2∣∣∣∣ak+1ak
∣∣∣∣ ≤ 1(2k + 2)(2k + 1) pi24 , (6.12)
calculando o seguinte limite para o lado direito da inequac¸a˜o,
lim
k→∞
1
(2k + 2)(2k + 1)
pi2
4
= 0, (6.13)
logo, podemos finalmente concluir que,
lim
k→∞
∣∣∣∣ak+1ak
∣∣∣∣ = 0, (6.14)
ou seja, a se´rie converge para todo x e α ∈ (0, 2].
A se´rie convergente S∞ descreve a integral exatamente na primeira janela. Pore´m, na
pra´tica, alguns termos ja´ reproduzem bons resultados nume´ricos. Por exemplo, na figura
6.2 e´ feita a comparac¸a˜o (para K = 5, ou seja, com um baixo custo computacional) com
um ca´lculo de integrac¸a˜o nume´rica da equac¸a˜o 5.1 no intervalo 0 ≤ t ≤ (pi/2)/x (primeira
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janela). O erro absoluto e´ tipicamente da ordem de 10−8.
Na segunda parte, iremos descrever as integrais para os intervalos subsequentes In.
Usando a substituic¸a˜o τ = xt, e sendo (n = 1, 2, . . .)
In(x;α) =
1
pix
pi
2
(4n+1)∫
pi
2
(4n−3)
dτ exp[−λτα] cos[τ ], (6.15)
para
λ = x−α. (6.16)
Considerando a expansa˜o em se´rie de Taylor (truncada ate´ a M -e´sima ordem),
exp[−λτα] ≈
m=M∑
m=0
cm(λ; τn) (τ − τn)m, (6.17)
onde,
τn = x tn =
pi
2
(4n− 1) e cm(λ; τn) = (d
m/dτmn ) exp[−λταn ]
m!
. (6.18)
Enta˜o, podemos aproximar
In(x;α) ≈ I(M)n (x;α) =
1
pix
m=M∑
m=1
cm(λ; τn)
pi
2
(4n+1)∫
pi
2
(4n−3)
dτ (τ − τn)m cos[τ ]. (6.19)
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Figura 6.2: Gra´fico de SK(x;α), equac¸a˜o 6.5, para K = 5 (curvas cont´ınuas) e sua
transformada de Fourier gα(x) calculada na primeira janela (s´ımbolos) para va´rios valores
de α. O erro absoluto e´ menor que 10−8.
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Figura 6.3: Gra´ficos do integrando da equac¸a˜o 5.1 e sua correspondente expansa˜o ate´ a
quinta ordem (M = 5) na segunda janela da varia´vel de integrac¸a˜o t, para alguns valores
de α e x. Em todos estes casos o erro absoluto nunca e´ maior que 10−3. A terceira,
quarta, etc., janelas mostram um comportamento similar.
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Devido a` paridade do integrando, a integral e´ na˜o nula somente para m ı´mpar. Ale´m
disso, temos o resultado exato (m ı´mpar)
pi
2
(4n+1)∫
pi
2
(4n−3)
dτ (τ − τn)m cos[τ ] = 2
pi∫
0
dτ τm sin[τ ]
=
2pi2+m
2 +m
1F2
 1 + m2
3
2
, 2 + m
2
;−pi
2
4
 , (6.20)
O termo 1F2
 a
b, c
; z
 e´ uma func¸a˜o hipergeome´trica. Note que o termo 1F2 gera valores
nume´ricos sem dependeˆncia com x ou α.
Finalmente, pela substituic¸a˜o da equac¸a˜o 6.20 na equac¸a˜o 6.19, obtemos
I(M)n (x;α) =
1
pix
∑
m=1,3,5,...,M
cm(λ; τn)
(
2pi2+m
2 +m
)
1F2
 1 + m2
3
2
, 2 + m
2
;−pi
2
4
 . (6.21)
Para x ≥ 0 e 0 < α ≤ 2, In converge de modo que In+1(x;α)/In(x;α) < 1 (a forma
exata depende do valor de α). A figura 6.3 exibe, para alguns valores de x e α, uma
boa concordaˆncia - com um erro absoluto de ∼ 10−3 - entre a se´rie (para M = 5) e o
integrando da equac¸a˜o 6.15.
Reunindo todos os ca´lculos anteriores, e´ poss´ıvel escrever a distribuic¸a˜o de Le´vy α-
esta´vel sime´trica aproximadamente como,
Pα(x) ≈ SK(x;α) +
n=N∑
n=1
I(M)n (x;α). (6.22)
E´ importante enfatizar que a forma exata dos termos cm(λ; τn) pode ser facilmente obtida,
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por exemplo,
c1(λ; τ) exp[λτ
α] = −αλτα−1,
6 c3(λ; τ) exp[λτ
α] = −α3λ3τ 3α−3 + (3α− 3)α2λ2τ 2α−3
−α(α− 1)(α− 2)λτα−3,
120 c5(λ; τ) exp[λτ
α] = αλτα−5((24 + 50α(λτα − 1)) + 35α2(1 + λτα(λτα − 3))
+10α3(−1 + λτα(7 + λτα(λτα − 6)))
+α4(1 + λτα(−15 + λτα(−5 + λτα)2)). (6.23)
Note que o nu´mero total de termos desta expressa˜o (Eq. 6.22) e´ dado por T = K + 1 +
N × (M + 1)/2.
Para ilustrar os resultados obtidos, mostramos a equac¸a˜o 6.22 na figura 6.4, conjunta-
mente a ca´lculos nume´ricos de alta precisa˜o da integral na equac¸a˜o 5.1 (usando um co´digo
desenvolvido para o programa Mathematica R©). No´s mostramos seis valores de α (de
0, 4 a 1, 9) usando K = N = 4 e M = 5, ou seja, tomando apenas 3 termos na expansa˜o
das janelas I
(5)
n . O erro absoluto obtido foi de 10−3. Para α . 1, foi constatado que a
convergeˆncia se torna muito lenta. De modo que, no presente caso foi utilizado N = 105.
O erro e´ controlado via nu´meros de janelas consideradas, de modo que, aumentando N ,
no´s melhoramos cada vez mais a aproximac¸a˜o. Isto esta´ exemplificado na figura 6.5, onde
foram utilizados os mesmos valores para K e M , mas com N = 50 para 0, 4 ≤ α ≤ 1, 9 e
N = 2× 105. Neste caso o erro obtido foi menor que 10−5.
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Figura 6.4: Comparac¸a˜o para va´rios valores de α ∈ [0, 4; 1, 9] do ca´lculo nume´rico da
equac¸a˜o (5.1) (s´ımbolos) e a aproximac¸a˜o em se´rie (truncada) dada pela equac¸a˜o (6.22)
(curvas cont´ınuas), onde K = N = 4 e M = 5. Resultados similares podem ser obtidos
para outros α’s (gra´ficos na˜o mostrados). Para α = 0, 1, o gra´fico mostrado e´ para
N = 105. O erro absoluto e´ menor que 10−3.
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Figura 6.5: O mesmo procedimento mostrado na figura 6.4 pore´m com N = 50 para
α ∈ [0, 4; 1, 9]. Para α = 0, 1, foi considerado N = 2× 105. O erro absoluto e´ menor que
10−5.
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Capı´tulo7
Concluso˜es
“When you know that your time is close
at hand maybe then you’ll begin to un-
derstand life down here is just a strange
illusion.”
Iron Maiden
7.1 Comenta´rios Finais
Nesta tese foi apresentado um novo me´todo para se obter formas anal´ıticas fecha-
das para a distribuic¸a˜o de Le´vy α-esta´vel sime´trica com paraˆmetro α = 2/M e cons-
tru´ımos uma se´rie, cujo truncamento em poucos termos, descreve as distribuic¸o˜es esta´veis
sime´tricas para qualquer α com erros da ordem de 10−3 (M = 5).
No cap´ıtulo 1 foi realizado um estudo sobre distribuic¸o˜es esta´veis e a sua importaˆncia
para a generalizac¸a˜o do teorema do limite central. Foi enfatizado que apesar da grande
importaˆncia destes objetos matema´ticos para cieˆncia em geral, expresso˜es anal´ıticas fecha-
das sa˜o escassas para quantidade de paraˆmetros (e seus valores) associados. No cap´ıtulo
2 foram descritas as principais propriedades das func¸o˜es hipergeome´tricas, e que devido
a esta ser soluc¸a˜o da equac¸a˜o diferencial hipergeome´trica faz com que possua associac¸a˜o
com muitas func¸o˜es, sejam elas elementares ou especiais. Isto, por sua vez, justifica a
nossa procura de descrever as distribuic¸o˜es de Le´vy α-esta´veis em termos destas func¸o˜es.
No processo de resoluc¸a˜o do problema nos deparamos com uma se´rie, que para valores de
80
CAPI´TULO 7. CONCLUSO˜ES
M > 2, era divergente e que poˆde ser denominada como uma se´rie de poteˆncia formal.
De modo que no cap´ıtulo 3 no´s descrevemos a ideia geral das somas de regularizac¸a˜o e
como encontrar formas anal´ıticas que representam estas se´ries por meio do me´todo de
regularizac¸a˜o de Borel-Laplace.
E´ noto´rio observar que ha´ outros trabalhos com me´todos distintos para descrever
estas distribuic¸o˜es, sejam de formas exatas (como fizemos aqui) ou aproximada por meio
de algoritmos e se´ries truncadas. Um em particular [34] por meio de um procedimento
engenhoso (embora um pouco complicado), assumindo valores racionais para α = l/k
e β = (l − 2r)/k. Neste trabalho os autores descrevem as distribuic¸o˜es de Le´vy por
meio de func¸o˜es Meijer, que sa˜o obtidas via transformada de Mellin aplicada na forma
geral da distribuic¸a˜o de Le´vy e manipulac¸o˜es por meio das fo´rmulas da reflexa˜o de Euler e
multiplicac¸a˜o de Gauss-Legendre [90], que podem ser desenvolvidas e os resultados podem
ser convertidos em func¸o˜es hipergeome´tricas. Em particular para l = 2r e k/l = M/2 o
intervalo de paraˆmetros coincide com o nosso caso. Contudo as expresso˜es sa˜o distintas,
onde no respectivo trabalho sa˜o do tipo l+1Fk e no nosso caso sa˜o 1FM−1. Isto na˜o e´
nenhuma surpresa, pois as func¸o˜es hipergeome´tricas possuem uma flexibilidade muito
grande de se transformarem umas nas outras [75,78,87,88].
Nesta tese tambe´m foi apresentada uma aproximac¸a˜o das distribuic¸o˜es esta´veis sime´tricas
em termos de uma se´rie truncada com func¸o˜es simples, por meio da divisa˜o do domı´nio
(janelas) da varia´vel de integrac¸a˜o da transformada de Fourier. Esta se´rie, com poucos
termos (k = 4, M = 5 e N = 4), apresentou um erro da ordem de 10−3 para α ≥ 0, 4. A`
medida que α se aproxima de zero a se´rie se torna lenta, sendo necessa´rio uma quantidade
bem maior de termos (N = 105). Ha´ na literatura, aproximac¸o˜es para distribuic¸a˜o de
Le´vy, via algoritmos e expanso˜es assinto´ticas [124, 125], pore´m vale ressaltar a complexi-
dade desses me´todos frente a` simplicidade da nossa expressa˜o, que consiste em coeficientes
da se´rie de Taylor da func¸a˜o exponencial, e da func¸a˜o gama incompleta. Ainda neste sen-
tido, nossa expressa˜o nume´rica se torna mais agrada´vel para pesquisadores de a´reas como
cieˆncias biolo´gicas e ate´ mesmo cieˆncias sociais que na˜o possuem uma alta formac¸a˜o ma-
tema´tica e precisam trabalhar com estes tipos de distribuic¸o˜es.
Como conclusa˜o, temos enta˜o, uma expressa˜o anal´ıtica fechada para distribuic¸a˜o de
Le´vy α-esta´vel com α = 2/M (M sendo um nu´mero inteiro) e uma expressa˜o que e´ versa´til
e de fa´cil manipulac¸a˜o, ale´m de uma ra´pida convergeˆncia para qualquer α, exceto α ≈ 0.
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Neste sentido, este trabalho contribuiu com novas fo´rmulas, ale´m de novas abordagens
para atacar estas distribuic¸o˜es cuja importaˆncia e´ ı´mpar em va´rios ramos da Cieˆncia.
7.2 Perspectivas
Ha´ um ano, foram apresentados os primeiros resultados do nosso trabalho atrave´s da
pre´-defesa, que teve a grande serventia de direcionar e contribuir na construc¸a˜o de uma
caminho ate´ o texto final materializado nesta tese. Naquela e´poca, foram apresentadas
perspectivas para este momento. Ja´ havia um trabalho publicado e almeja´vamos novos
resultados. Chegamos nesses resultados, de modo que fomos agraciados com a conclusa˜o
de nossas aspirac¸o˜es. Pore´m, ca´ estamos novamente, e todo este trabalho nos deixa
algumas questo˜es em aberto que nos proporcionam perspectivas:
1. Como generalizar ainda mais nosso resultado e encontrar uma forma anal´ıtica para
uma gama maior de valores associados aos paraˆmetros α, β, µ e σ.
2. Ha´ mais algum espectro de valores em que uma expansa˜o similar a` usada no teorema
5.2.1, e o procedimento de regularizac¸a˜o usado no teorema 5.2.2, podem ser usados?
3. A ideia do me´todo da janelas pode ser estendida a`s distribuic¸o˜es assime´tricas (β 6=
0)?
Na literatura ha´ um grande interesse nas distribuic¸o˜es de Le´vy α-esta´veis devido a`
sua conexa˜o com o Teorema do Limite Central, que e´ fundamental para uma vasta gama
de aplicac¸o˜es. Certamente, os questionamentos levantados acima carregam uma evidente
dificuldade, e isto mostra o porque de expresso˜es anal´ıticas para estas distribuic¸o˜es serem
ta˜o escassas. Parte do estudo realizado sob o segundo item listado, deu origem ao trabalho
posterior, onde foi necessa´rio usar uma se´rie aproximativa no lugar de uma formulac¸a˜o
exata. Prosseguimos no ı´mpeto de encontrar generalizac¸o˜es, na˜o so´ para as distribuic¸o˜es
sime´tricas, como as assime´tricas tambe´m. Esperamos, assim como ocorreu na pre´-defesa,
que tenhamos sucesso e, assim, em breve apresentar a` comunidade cient´ıfica novas con-
tribuic¸o˜es.
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Abstract
In practice, the Lévy α-stable distribution is usually expressed in terms of the
Fourier integral of its characteristic function. Indeed, known closed form
expressions are relatively scarce given the huge parameters space: a<0 2
Levy index ,( ́ )  b-1 1 s >skewness , 0( ) scale( ), and m-¥ < < ¥
shift( ). Hence, systematic efforts have been made towards the development of
proper methods for analytically solving the mentioned integral. As a further
contribution in this direction, here we propose a new way to tackle the pro-
blem. We consider an approach in which one ﬁrst solves the Fourier integral
through a formal (thus not necessarily convergent) series representation. Then,
one uses (if necessary) a pertinent sum-regularization procedure to the
resulting divergent series, so as to obtain an exact formula for the distribution,
which is amenable to direct numerical calculations. As a concrete study, we
address the centered, symmetric, unshifted and unscaled distribution (b = 0,
m = 0, s = 1), with a a= = M2M , = ¼M 1, 2, 3 . Conceivably, the pre-
sent protocol could be applied to other sets of parameter values.
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A relevant problem in the statistical and mathematical physics literature is to derive numerically accurate 
expressions to calculate Lévy α-stable distributions Pα(x; β). On the formal side, important exact results 
rely on special functions, such as Meijer-G , Fox-H and ﬁnite sums of hypergeometric functions, with 
only a few exceptional cases expressed in terms of elementary functions. Hence, from a more practical 
point of view, methods such as series expansions are in order, e.g., to allow for the estimation of 
the Lévy distribution with high numerical precision, even though most of the existing approaches are 
restricted to a subset of the distribution parameters and/or usually demand relatively time-consuming 
sophisticated algorithms. Here we present a rather simple truncated expansion for the case of symmetric 
Lévy distributions Pα(x) (β = 0). This is achieved by dividing the full range of integration into windows, 
performing proper series expansion inside each, and then calculating the integrals term by term. The 
obtained representation is convergent for any 0 < α ≤ 2. Moreover, its accuracy is directly controlled by 
the number of terms in the truncated expression, being straightforward to implement numerically. As we 
show with different examples, for almost all allowable α’s the calculations lead to Pα(x) with reasonable 
low absolute error for computationally inexpensive simulations.
© 2018 Elsevier B.V. All rights reserved.
1. Introduction
Stochastic analysis methods are useful to describe a large num-
ber of phenomena in natural and social systems, belonging to di-
verse areas, including physics, biology, economics, and sociology. 
A fundamental result in this context is the central limit theorem 
(CLT) [1–4]. The generalized CLT (GCLT), due to Paul Lévy and oth-
ers, has even broader implications, dealing with a whole family 
of stable distributions [5–9]. In the ‘classical’ case, a weak version 
of the CLT establishes that the sum of independent and identi-
cally distributed random variables of ﬁnite variance converges to a 
Gaussian distribution. The GCLT relaxes this condition of ﬁnite vari-
ance, but instead the sum converges to the so-called Lévy α-stable 
distribution, which is parameterized by the Lévy index 0 < α ≤ 2
[10–17].
* Corresponding author.
E-mail addresses: nehwtoncrisanto@gmail.com (J.C. Crisanto-Neto), 
luz@ﬁsica.ufpr.br (M.G.E. da Luz), ernesto@df.ufpe.br (E.P. Raposo), 
gandhi@dfte.ufrn.br (G.M. Viswanathan).
In the case of ﬁnite variance, the underlying dynamics is asso-
ciated with processes presenting normal diffusion, with Gaussian 
propagators and mean square displacement of the particles scal-
ing linearly with time. In contrast, a diverging variance is related 
to anomalous diffusion. In this case, the corresponding dynamics 
very often display long-range correlations, special kinds of disorder 
and randomness, and highly non-linear behavior. In this context, 
Lévy stable distributions have been used to model many-particle 
quantum problems [18], random lasers [19] and laser cooling [20], 
solid polymers [21], ﬁnancial data [22], and distinct aspects of 
thermodynamics [23,24], to cite just few examples. It has also im-
portant links to areas such as fractional calculus, relevant in topics 
such as viscoelastic, anomalous diffusion, and heat transfer [25,
26].
We can represent all the possible stable distributions [1]
through a Fourier transform. The α-stable Lévy distribution has the 
probability density function f (x; α, β, μ, σ) given by
f (x;α,β,μ,σ ) = 1
2π
∞∫
−∞
dt exp[φ(t)] exp[−ixt], (1)
https://doi.org/10.1016/j.physleta.2018.07.013
0375-9601/© 2018 Elsevier B.V. All rights reserved.
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