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Abstract
A reduced divisor D = V (f) ⊂ Cn is free if the sheaf Der(− logD) := {δ ∈
DerCn | δ(f) ∈ (f)OCn} of logarithmic vector fields is a locally free OCn-module.
It is linear if, furthermore, Der(− logD) is globally generated by a basis consist-
ing of vector fields all of whose coefficients, with respect to the standard basis
∂/∂x1, . . . , ∂/∂xn of the space DerCn of vector fields on Cn, are linear functions.
In principle, linear free divisors, like other kinds of singularities, might be expected
to appear in non-trivial parameterised families. As part of this thesis, however, we
prove that for reductive linear free divisors, there are no formally non-trivial families,
where a linear free divisor is reductive if its associated Lie algebra is reductive, thus
reductive linear free divisors are formally rigid.
To prove this and to understand better the class of free divisors, we introduce a
rigorous deformation theory for germs of free and linear free divisors. A (linearly)
admissible deformation is a deformation in which we deform a germ of a (linear) free
divisor (D, 0) ⊂ (Cn, 0) in such a way that each fiber of the deformation is still a
(linear) free divisor and that the singular locus of (D, 0) is deformed flatly. Moreover,
we explain how to use the de Rham logarithmic complex to compute the space of first
order infinitesimal admissible deformations and the Lie algebra cohomology complex
to compute the space of first order infinitesimal linearly admissible deformations.
v
Introduction
The main idea of this thesis is to introduce a deformation theory for germs of free
and linear free divisors.
The idea of using the approach described in this thesis comes from the work of C.
Sevenheck and D. van Straten [53], [54], where they deform a germ of a Lagrangian
singularity in such way that each fiber of the deformation is still Lagrangian.
Free divisors were introduced by K. Saito in [48], and linear free divisors by R.-O.
Buchweitz and D. Mond in [7]. Free divisors are ubiquitous in singularity theory. For
example, the discriminants of versal deformations of isolated complete intersection
singularities, of space curve singularities, and of singularities of functions on space
curves, are always free divisors. However, not much is known on the behavior of
free and linear free divisors under deformations.
A reduced divisor D = V (f) ⊂ Cn is free if the sheaf Der(− logD) := {δ ∈
DerCn | δ(f) ∈ (f)OCn} of logarithmic vector fields is a locally free OCn-module.
It is linear if, furthermore, Der(− logD) is globally generated by a basis consist-
ing of vector fields all of whose coefficients, with respect to the standard basis
∂/∂x1, . . . , ∂/∂xn of the space DerCn of vector fields on Cn, are linear functions.
The simplest example is the normal crossing divisor, but the main source of exam-
ples, motivating Saito’s definition, is deformation theory, where discriminants and
bifurcation sets are frequently free divisors.
The problem of deciding if a hypersurface D ⊂ Cn is free was solved by K. Saito
in [48]. In his paper, he proved that it is enough to find n logarithmic vector fields
such that the module they generate is closed under Lie brackets and such that the
determinant of the matrix of their coefficients is a reduced defining equation for D.
To find deformations of a germ of a (linear) free divisor we use a relative version
of Saito’s criterion in order to construct a deformation where each fiber is still a
(linear) free divisor and we deform the singular locus in a flat way.
Let us now fix (D, 0) ⊂ (Cn, 0) a germ of a free divisor and (S, s) a germ of a
complex space. An admissible deformation of (D, 0) over (S, s) consists of a flat mor-
1
phism φ : (X,x) −→ (S, s) with an isomorphism (D, 0) −→ (Xs, x) := (φ−1(s), x)
such that
Der(− logX/S)/mS,s Der(− logX/S) = Der(− logD)
where mS,s is the maximal ideal ofOS,s and Der(− logX/S) := {δ ∈ Der(− logX) | δ ∈
DerCn×S/S}. If, in addition, we suppose that (D, 0) is linear, then we define a linearly
admissible deformation of (D, 0) over (S, s) as an admissible deformation of (D, 0)
over (S, s) such that there exists a basis of Der(− logX/S) as OCn×S,(0,s)-module
consisting of vector fields all of whose coefficients are linear in x1, . . . , xn.
As in any other deformation theory, the first type of deformations that we study
are the infinitesimal (linearly) admissible deformations, i.e. the (linearly) admissible
deformations over T := Spec(C[t]/(t2)). To do so, for a germ of a free divisor
(D, 0), we introduce the space of isomorphism classes of infinitesimal admissible
deformations modulo the trivial deformations, which we will denote by FT 1(D).
Furthermore, for a germ of a linear free divisor (D, 0), we introduce the space of
isomorphism classes of infinitesimal linearly admissible deformations modulo the
trivial ones, and denote it by LFT 1(D).
In order to study the previous two spaces, we use two complexes from D-module
theory (see for example [8]) and Lie algebras cohomology (see [33]), respectively.
The first is the complex C• with modules
Cp := HomOCn
( p∧
Der(− logD),DerCn /Der(− logD)
)
and differentials
(dp(ψ))(δ1 ∧ · · · ∧ δp+1) :=
p+1∑
i=1
(−1)i[δi, ψ(δ1 ∧ · · · ∧ δ̂i ∧ · · · ∧ δp+1)]+
+
∑
1≤i<j≤p+1
(−1)i+j−1ψ([δi, δj ] ∧ δ1 ∧ · · · ∧ δ̂i ∧ · · · ∧ δ̂j ∧ · · · ∧ δp+1).
When the divisor D is linear, similarly, we introduce the complex C•0 defined by
Cp0 := HomC
( p∧
Der(− logD)0, (DerCn /Der(− logD))0
)
and the differentials
(dp0(ψ))(δ1 ∧ · · · ∧ δp+1) :=
p+1∑
i=1
(−1)i[δi, ψ(δ1 ∧ · · · ∧ δˆi ∧ · · · ∧ δp+1)]+
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+
∑
1≤i<j≤p+1
(−1)i+j−1ψ([δi, δj ] ∧ δ1 ∧ · · · ∧ δˆi ∧ · · · ∧ δˆj ∧ · · · ∧ δp+1)
where Der(− logD)0 and (DerCn /Der(− logD))0 are the weight zero part of the
graded modules Der(− logD) and DerCn /Der(− logD), respectively.
Introducing the above two complexes allows us to compute the two spaces that we
have just defined. In fact, the germ at the origin of the first cohomology sheaf of the
complex C• is isomorphic to FT 1(D), i.e. H1(C•)0 ∼= FT 1(D) and the germ at the
origin of the first cohomology sheaf of the complex C•0 is isomorphic to LFT 1(D),
i.e. H1(C•0)0 ∼= LFT 1(D).
Among linear free divisors, there is an important subclass: the reductive linear
free divisors, where a linear free divisor D ⊂ Cn is called reductive if its associated
Lie algebra gD is reductive, see [25]. Thanks to the theory of representations of
Lie algebras, see [19] and [33], we can say more in the case that (D, 0) is reductive:
LFT 1(D) = 0 and hence (D, 0) is formally rigid, where a germ of a (linear) free
divisor is called formally rigid if all its (linearly) admissible deformations are trivial,
i.e. formally isomorphic to the product deformation.
Another important class of free divisors are the Koszul free divisors, where a
free divisor D is Koszul if the principal symbols of a basis of Der(− logD) form a
regular sequence, see [45]. For this class of free divisors, F.J. Caldero´n Moreno and L.
Narvae´z Macarro, in [8] and in [12], were able to develop more deeply the D-module
theory. Thanks to their work, we are able to say something more in this case. In
fact, under some technical assumption, that are equivalent to the possibility to put
a logarithmic connection on DerCn and Der(− logD), we can say that all Hi(C•) are
constructible sheaves of finite dimensional complex vector spaces.
Another interesting fact is that if (D, 0) ⊂ (Cn, 0) is a germ of a free divisor such
that there exists a germ of a free divisor (D′, 0) ⊂ (Cn−1, 0) with (D, 0) = (D′ ×
C, 0), then to compute FT 1(D) it is enough to compute FT 1(D′), i.e. FT 1(D) ∼=
pi−1FT 1(D′), where pi : (D, 0) −→ (D′, 0) is the projection. This is in contrast
with the classical deformation theory of singularities, where if (X ′, 0) is a germ
of a non-rigid singularity, then the space T 1(X) of infinitesimal deformations of
(X, 0) = (X ′ × C, 0) is necessarily infinite dimensional.
If (D, 0) is the germ of a weighted homogenous free divisor, i.e. a free divisor
defined by weighted homogenous equation, then FT 1(D) is always finite dimensional
and if the divisor is a reduced plane curve of weighted degree k, then FT 1(D) ∼=
C[x, y]k/J(D)∩C[x, y]k, where C[x, y]k is the space of homogeneous polynomials of
degree k and J(D) is the Jacobian ideal of the divisor D.
In [16] and [18], T. de Jong and D. van Straten developed a deformation theory
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for germs of non-isolated singularities where the singular locus is deformed in a flat
way. Because a free divisor D ⊂ Cn, for n ≥ 3, is a non-isolated singularity where
the singular locus is Cohen-Macaulay of codimension 2 in Cn, so of codimension 1 in
D, see [2], we can apply their theory to the germs of free divisors in order to obtain
another description of their deformations. It turns out that the two approaches are
equivalent.
In the following paragraphs we give an outline of the thesis. In chapter 1, we
recall the notions of free divisor introduced by K. Saito and of linear free divisor
introduced by R.-O. Buchweitz and D. Mond. We describe the main properties of
the module of logarithmic vector fields and its relations with the modules of loga-
rithmic forms. We describe the relation between linear free divisors and subgroups
of GLn(C) and we point out that each linear free divisor can be seen as a discrimi-
nant in a prehomogeneous vector space. We expand the description of a basis of the
module of logarithmic vector fields given in [25]. Finally, we make use of the theory
developed in [27] to study the ring associated to the radical of the Jacobian of a free
divisor, in the case that the latter ideal is Cohen-Macaulay of codimension 2.
In chapter 2, we recall the basic notions of D-module theory for free divisors. We
recall the notion of logarithmic connection on a OCn-module. We show under which
assumptions we can define a logarithmic connection on DerCn and Der(− logD). We
recall the definitions of the logarithmic Spencer complex and of the logarithmic de
Rham complex and we show the connection between the two. Finally, we recall the
notion of Koszul free divisors and we show that for them, the logarithmic de Rham
complex is a perverse sheaf.
The third chapter contains the main results of this thesis. We introduce the
notions of admissible and linearly admissible deformations using the language of
functors, and we show that the functors defined are deformation functors in the
sense of M. Schlessinger, see [50]. We show how to use the Lie algebra cohomology
complex to compute the space of infinitesimal linearly admissible deformations and
the logarithmic de Rham complex to compute the space of infinitesimal admissible
deformations. We describe the properties of these spaces, with emphasis on the
cases of reductive linear free divisors and Koszul free divisors. We analyse in more
detail the case of weighted homogeneous free divisors. We describe how to use the
theory developed by T. de Jong and D. van Straten in [16] to introduce another way
to deform a free divisor and we show that the two approaches are equivalent.
Finally, there are three appendices. The first one concerning the classic functorial
deformation theory studied by M. Schlessinger, M. Artin and others. The second
one concerning Lie algebras, their representations and their cohomology. The third
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one contains two examples: one is the computation of LFT 1(D) for a non-reductive
linear free divisor in C5 and the other of FT 1(D) for a weighted homogeneous free
divisor in C2.
5
Chapter 1
Free and linear free divisors
This chapter is an exposition of the main objects used in this thesis. We recall the
notion of free and linear free divisors that were respectively introduced by K. Saito
in [48] and by R.O. Buchweitz and D. Mond in [7]. We give characterisations of
freeness and we describe the relations between linear free divisors and subgroups of
GLn(C). We show that each linear free divisor can be seen as a discriminant in a
prehomogeneous vector space. Furthermore, we describe the structure of logarithmic
vector fields for a linear free divisor. Finally, we study the rank and ring conditions
for free divisors, looking with particular interest at the radical of the Jacobian.
The material of this chapter is mainly taken from: [48], [25], [26] and [7].
1.1 Basic notions
In this section we recall the notions of logarithmic forms and logarithmic vector
fields, and the notions of free and linear free divisors. We show properties and
characterisations of freeness. Finally, we recall some important subclasses of free
divisors, such as Euler-homogeneous and locally quasi-homogeneous free divisors.
The notion of logarithmic differential forms and logarithmic vector fields were first
used by K. Saito in order to study the Gauss-Manin connection of the singularity A3.
He introduced the analytic sheaves Ω1S(logD) and DerS(− logD) of a reduced divisor
D in a smooth complex manifold S. The hypersurfaces D for which the sheaves of
OS-modules ΩqS(logD) and DerS(− logD) are locally free are called free divisors.
Saito gave a criterion, see Proposition 1.1.16, to decide whether given logarithmic
differential forms (resp. logarithmic vector fields) form a basis of Ω1S(logD) (resp.
DerS(− logD)).
The material of this section is mainly taken from [48] and [46].
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Proposition 1.1.1. ([48], (1.1)) Let U be a domain of Cn and let D ⊂ U be a
hypersurface of U defined by an equation f = 0, where f is holomorphic on U . Let
ω be a meromorphic q-form on U , which may have poles only along D. Then the
following four conditions for ω are equivalent
1. fω and fdω are holomorphic on U ;
2. fω and df ∧ ω are holomorphic on U ;
3. There exist a holomorphic function g, a holomorphic (q − 1)-form ξ and a
holomorphic q-form η on U such that
a) dimC(D ∩ {x ∈ U | g(x) = 0}) ≤ n− 2,
b) gω =
df
f
∧ ξ + η;
4. There exists an (n− 2)-dimensional analytic set A ⊂ D such that the germ of
ω at any point p ∈ D \A belongs to df
f
∧Ωq−1U,p + ΩqU,p, where ΩqU,p denotes the
module of germs of holomorphic q-form on U at p.
Definition 1.1.2. A meromorphic q-form on U is called a q-form with logarith-
mic poles along D or logarithmic q-form, if it satisfies the equivalent conditions of
Proposition 1.1.1.
Definition 1.1.3. Let D ⊂ Cn be a hypersurface and let fp = 0 be a reduced
equation for D, locally at p ∈ Cn. A meromorphic q-form is logarithmic along D at
p, if fpω and fpdω are holomorphic. We write
Ωqp(logD) := {germs of logarithmic q-form at p}
and denote the corresponding sheaf on Cn by Ωq(logD).
Notice that for q = 1 we have the following inclusions
Ω1Cn,p ⊂ Ω1p(logD) ⊂
1
fp
Ω1Cn,p,
where fp is a reduced equation for D, locally at p ∈ Cn.
Remark 1.1.4. By Definition and Proposition 1.1.1:
1. Ωq(logD), q = 0, . . . , n are coherent OCn-modules;
2.
⊕n
q=0 Ω
q(logD) is an OCn-exterior algebra;
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3.
⊕n
q=0 Ω
q(logD) is closed under exterior differentiation;
4. Ω0p(logD) = Ω
0
Cn,p;
5. Ωnp (logD) =
1
fp
ΩnCn,p.
Let us fix now a coordinate system x1, . . . , xn on Cn.
Remark 1.1.5. Let ω1, . . . , ωn be n elements of Ω1p(logD). Then the wedge product
ω1 ∧ · · · ∧ωn has a local presentation a(x)dx1 ∧ · · · ∧ dxn
fp
for a certain holomorphic
function a(x).
We can also study logarithmic vector fields along a divisor in a complex manifold.
These vector fields δ appear naturally as tangent vectors δ(p), p ∈ D, to the divisor
D in its smooth points. Later in Lemma 1.1.8, it is shown that the module of
logarithmic vector fields at a point is dual to the module of logarithmic differential
1-forms.
Definition 1.1.6. ([48], Definition 1.4) Let D ⊂ Cn be a hypersurface and let fp = 0
be a reduced equation for D, locally at p ∈ Cn. A holomorphic vector field δ on Cn
is called logarithmic if it satisfies the following equivalent conditions
1. For any smooth point p of D, the tangent vector δ(p) of p is tangent to D;
2. For any point p of D, the derivative δfp of the local equation for D belongs to
the ideal (fp)OCn,p.
We write
Derp(− logD) := {δ ∈ DerCn,p | δ(fp) ∈ (fp)OCn,p}
where DerCn,p is the set of germs of holomorphic vector fields on Cn at p and
Der(− logD) is the sheaf of germs of
⋃
p∈Cn
Derp(− logD).
Notice that Der(− logD) is not empty. In fact if fp is a reduced equation for
D ⊂ Cn locally at p ∈ Cn, then
fp ·DerCn,p ⊂ Derp(− logD) ⊂ DerCn,p .
Remark 1.1.7. By Definition 1.1.6 we get
1. Der(− logD) is a coherent OCn-submodule of DerCn, where DerCn is the sheaf
of holomorphic vector fields on Cn;
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2. Der(− logD) is closed under the Lie bracket product [·,·];
3. Let δ1, . . . , δn be any n elements of Derp(− logD). Write δ1 ∧ · · · ∧ δn =
g(x)∂/∂x1 ∧ · · · ∧∂/∂xn. Then g(x) belongs to the ideal (fp)OCn,p, i.e. at any
smooth point p ∈ D, δ1(p), . . . , δn(p) are tangent to the (n − 1)-dimensional
space D and therefore they are linear dependent.
Let us now consider the maps
DerCn,p×ΩqCn,p −→ Ωq−1Cn,p
defined by
(δ, ω) 7→ δ · ω, q = 1, . . . , n,
and
DerCn,p×ΩqCn,p −→ ΩqCn,p
defined by
(δ, ω) 7→ Lδ(ω), q = 1, . . . , n,
they are the pairing between forms and vector fields, and the Lie derivative.
Notice that both notions can be defined for logarithmic vector fields and differen-
tial forms. A priori they may only be defined as meromorphic forms. The following
Lemma shows that they are actually holomorphic.
Lemma 1.1.8. ([48], Lemma 1.6) The above notions of the inner product and the
Lie derivative are extended to
Derp(− logD)× Ωqp(logD) −→ Ωq−1p (logD) defined by (δ, ω) 7→ δ · ω,
Derp(− logD)× Ωqp(logD) −→ Ωqp(logD) defined by (δ, ω) 7→ Lδ(ω).
In addition, by the pairing
Derp(− logD)× Ω1p(logD) −→ OCn,p
each module is the dual OCn,p-module of the other.
Corollary 1.1.9. Ω1p(logD) and Derp(− logD) are reflexive OCn,p-modules. In par-
ticular, when n = 2, then Ω1(logD) and Der(− logD) are locally free OC2-modules.
All the previous material is devoted to give the following:
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Definition 1.1.10. A reduced divisor D ⊂ Cn is called a free divisor if the sheaf
Der(− logD) of logarithmic vector fields is a locally free OCn-module, or equivalently
if the sheaf Ω1(logD) is a locally free OCn-module.
Notice that any reduced plane curve is a free divisor by Corollary 1.1.9. For
example, if we consider the cusp singularityD ⊂ C2 given by f = x3−y2, then a basis
of Der(− logD) is formed by δ1 = 2x∂/∂x + 3y∂/∂y and δ2 = 2y∂/∂x + 3x2∂/∂y,
and a basis of Ω1(logD) is obtained by forming the dual basis to (δ1, δ2).
Definition 1.1.11. A non-zero element δ ∈ DerCn is homogeneous of polynomial
degree p if δ =
∑n
i=1 fi∂/∂xi and fi ∈ OCn is an homogeneous element of degree p,
for 1 ≤ i ≤ n. In this case we write pdeg(δ) = p.
Between all free divisors, an important role is played by the linear ones, i.e.
the free divisors D ⊂ Cn which have the property that Der(− logD) has a basis
consisting of vector fields that are homogeneous of degree one with respect to the
natural grading.
Definition 1.1.12. A reduced divisor D ⊂ Cn is called a linear free divisor if it
is free and there is a basis for Der(− logD) as OCn-module consisting of vector
fields all of whose coefficients, with respect to the standard basis ∂/∂x1, . . . , ∂/∂xn
of the space DerCn, are linear functions, i.e. they are all homogeneous polynomials
of degree 1.
Remark 1.1.13. With respect to the standard grading of DerCn, i.e., deg xi = 1
and deg ∂/∂xi = −1 for every i = 1, . . . , n, such vector fields have weight zero.
Remark 1.1.14. Let δ ∈ DerCn a weight zero vector field. Then there exists a
n × n matrix A with coefficients in C such that we can write δ = xA∂t, where
∂ = (∂/∂x1, . . . , ∂/∂xn).
Definition 1.1.15. We denote by Der(− logD)0 the finite dimensional Lie subal-
gebra of Der(− logD) consisting of the weight zero logarithmic vector fields.
Checking if a divisor is free or not directly from the definition is not very practical.
However, there is a nice criterion to understand it easily:
Proposition 1.1.16. (SAITO’S CRITERION) ([48], Theorem 1.8) i) The hyper-
surface D ⊂ Cn is a free divisor in the neighbourhood of a point p if and only if∧n Ω1p(logD) = Ωnp (logD), i.e. if there exist n elements ω1, . . . , ωn ∈ Ω1p(logD)
such that
ω1 ∧ · · · ∧ ωn = αdx1 ∧ · · · ∧ dxn
f
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where α is a unit. Then the set of forms {ω1, . . . , ωn} form a basis for Ω1p(logD).
Moreover, we have
Ωqp(logD) =
⊕
i1,...,iq
OCn,pωi1 ∧ · · · ∧ ωiq
for q = 1, . . . , n.
ii) The hypersurface D ⊂ Cn is a free divisor in the neighbourhood of a point p
if and only if there exist n germs of vector fields δ1, . . . , δn ∈ Derp(− logD) such
that the determinant of the matrix of coefficients [δ1, . . . , δn], with respect to some,
or any, OCn,p-basis of DerCn,p, is a reduced equation for D at p, i.e. it is a unit
multiple of fp. In this case, δ1, . . . , δn form a basis for Derp(− logD).
Definition 1.1.17. In the notation of the Proposition 1.1.16, the matrix [δ1, . . . , δn]
is called a Saito matrix of D.
Lemma 1.1.18. ([48], Lemma 1.9) Let δi =
∑n
j=1 a
j
i (x)∂/∂xj, i = 1, . . . , n, be a
system of holomorphic vector fields at p ∈ Cn such that
1. [δi, δj ] ∈
∑n
k=1OCn,pδk for i, j = 1, . . . , n;
2. det(aji ) = f defines a reduced hypersurface D.
Then for D = V (f), δ1, . . . , δn belongs to Derp(− logD), and hence δ1, . . . , δn forms
a basis of Derp(− logD).
There is also an algebraic version of Saito’s criterion that does not refer to vector
fields directly but characterizes the Taylor series of the function f defining a free
divisor:
Proposition 1.1.19. A formal power series f ∈ R = C[[x1, . . . , xn]] defines a free
divisor if it is reduced, i.e. squarefree, and there is an n× n matrix A with entries
in R such that
det A = f
and
(∇f)A ≡ (0, . . . , 0) mod f,
where ∇f = (∂f/∂x1, . . . , ∂f/∂xn) is the gradient of f , and the last condition just
expresses that each entry of the vector (∇f)A is divisible by f in R. The columns
of A can then be viewed as the coefficients of a basis, with respect to the partial
derivatives ∂/∂xi, of the logarithmic vector fields along the divisor f = 0.
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Example 1.1.20. The normal crossing divisor D = V (x1 · · ·xn) ⊂ Cn is a linear
free divisor. In fact Der(− logD) has basis x1∂/∂x1, . . . , xn∂/∂xn. Up to isomor-
phism it is the only linear free divisor among hyperplane arrangements. See Chapter
4 of [46].
We now describe another way to understand if a divisor is free or not by looking
at its singular locus. We prove the result only in the case of weighted homogeneous
divisors, and give references for the general case, because this proof contains material
useful for the remaining of the thesis.
Theorem 1.1.21. A reduced divisor D ⊂ Cn defined by an equation f ∈ OCn is free
at the origin if and only if OCn/J(D) is 0 or (n− 2)-dimensional Cohen-Macaulay,
where J(D) is the Jacobian ideal of D, i.e. the ideal of OCn generated by f and all
its partial derivatives.
Proof. Suppose that f is weighted homogeneous with respect to strictly positive
weights (a1, . . . , an). Consider then the Euler vector field δ0 =
∑n
i=1 aixi∂/∂xi.
Then δ0 ∈ Der(− logD) because δ0(f) = deg(f)f . Moreover, we define the submod-
ule
Ann(D) := {δ ∈ Der(− logD) | δ(f) = 0}
of Der(− logD). Then we have a decomposition
Der(− logD) = OCnδ0 ⊕Ann(D)
because δ− δ(f)
f
1
deg(f)
δ0 ∈ Ann(D) for any δ ∈ Der(− logD). Since any projective
module over a local ring is free, Der(− logD) is free if and only if Ann(D) is free.
We have an exact sequence
0 // Ann(D) α // OnCn
β // OCn γ // OCn/J(D) // 0 ,
where
α(
n∑
i=1
fi∂/∂xi) = (f1, . . . , fn)t for
n∑
i=1
fi∂/∂xi ∈ Ann(D),
β((g1, . . . , gn)t) =
n∑
i=1
gi∂f/∂xi for (g1, . . . , gn)t ∈ OnCn
and γ is the natural projection. Thus Ann(D) is free if and only if the homological
dimension of OCn/J(D) is less than three.
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Recall the Auslander-Buchsbaum equality (cf. [20], Theorem 19.9)
depth(OCn/J(D)) + hdim(OCn/J(D)) = dim(OCn) = n,
if OCn/J(D) 6= 0. On the other hand, we have dim(OCn/J(D)) ≤ n− 2, then
hdim(OCn/J(D)) ≤ 2
⇐⇒ depth(OCn/J(D)) ≥ n− 2 ≥ dim(OCn/J(D))
⇐⇒ depth(OCn/J(D)) = n− 2 = dim(OCn/J(D))
OCn/J(D) is Cohen-Macaulay of dimension n− 2,
if OCn/J(D) 6= 0. When OCn/J(D) = 0, Ann(D) is obviously free. Thus we have
proved the theorem in the case that f is weighted homogeneous.
For the proof in the general case see [2], §2.
Proposition 1.1.22. Let D be a divisor in Cn defined by a weighted homogeneous
equation. Then D is free at the origin of Cn if and only if it is free at every point
of Cn.
Proof. If D is a free divisor, then Der(− logD) is free at every point, in particular
it is free at the origin.
Assume that Der0(− logD) is free. Then there exists an open neighborhood U
of the origin such that D ∩ U is free at every point of U , because Der(− logD)
is coherent. Recall that D has a good C∗-action in Cn because D is defined by
a weighted homogeneous polynomial. Thus we know that Dery(− logD) is a free
OCn,y-module for any y ∈ Cn.
Notice that the previous result is false if we drop the hypothesis that D be
weighted homogeneous. It is enough to consider a surface in C3 with an isolated sin-
gularity away from the origin. For example, if we take D = V (x2+y2+z2+2z+4) ⊂
C3, then it is smooth at the origin and hence it is free there but at the singular point
it is not free by Theorem 1.1.21.
Proposition 1.1.23. Let D ⊂ Cn be a divisor. Suppose that D = ⋃ki=1Di is
the irreducible decomposition of D and that D is defined by the reduced equation
f = Πki=1fi, where fi corresponds to the irreducible component Di for i = 1, . . . , k.
Then
Der(− logD) =
k⋂
i=1
Der(− logDi).
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Proof. It is sufficient to prove the statement for k = 2. Consider then coprime
functions f1, f2 ∈ OCn . If δ ∈ DerCn then
δ ∈ Der(− logD) ⇐⇒ δ(f1f2) ∈ (f1f2)OCn
⇐⇒ f1δ(f2) + f2δ(f1) ∈ (f1f2)OCn
⇐⇒ δ(f1) ∈ (f1)OCn and δ(f2) ∈ (f2)OCn
⇐⇒ δ ∈ Der(− logD1) ∩Der(− logD2)
as required.
Proposition 1.1.24. Let D ⊂ Cn be a free divisor defined by a weighted homo-
geneous equation. Then Der(− logD) has a basis consisting of weighted homogeneous
vector fields.
Proof. If D is defined by a weighted homogeneous equation, then its Jacobian ideal
is weighted homogeneous and hence its syzygy module has a weighted homogeneous
basis consisting of n − 1 elements by Theorem 1.1.21. Now to obtain a basis of
Der(− logD) consisting of weighted homogeneous elements, it is enough to add the
Euler vector field to the n− 1 just obtained as basis of the syzygy module.
Theorem 1.1.25. Let D = V (f) be a reduced divisor in Cn defined by a homo-
geneous equation and let δ1, . . . , δn ∈ Der(− logD) be homogeneous and linearly in-
dependent over OCn. Then D is free with basis δ1, . . . , δn if and only if
∑n
i=1 pdeg(δi) =
deg(f).
Proof. If D is a free divisor with basis δ1, . . . , δn, it follows from Proposition 1.1.16
that
∑n
i=1 pdeg(δi) = deg(f).
Suppose now that
∑n
i=1 pdeg(δi) = deg(f). Since by hypothesis, δ1, . . . , δn are lin-
early independent, then det[δ1, . . . , δn] 6= 0. Moreover, we can write det[δ1, . . . , δn] =
gf with g ∈ OCn a non-zero homogeneous polynomial. Since deg(det[δ1, . . . , δn]) =∑n
i=1 pdeg(δi) = deg(f), we see that g ∈ C∗. The conclusion follows from Proposi-
tion 1.1.16.
We now recall some particular types of divisors. These are of special interest,
since they are a generalization of weighted homogeneous divisors. Often results
about free divisors are much simpler to prove for these types of divisors and can
then be generalized.
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Definition 1.1.26. A divisor D ⊂ Cn is strongly Euler-homogeneous at x if there
is a local equation f for D around x and a logarithmic vector field δ ∈ Derx(− logD)
vanishing at x such that δ(f) = f . If D is strongly Euler-homogeneous at each point,
we simply say that it is strongly Euler-homogeneous.
Definition 1.1.27. A divisor D ⊂ Cn is Euler-homogeneous at x if there is a local
equation f for D around x and a logarithmic vector field δ ∈ Derx(− logD) such
that δ(f) = f . If D is Euler-homogeneous at each point, we simply say that it is
Euler-homogeneous.
Notice that the set of points where a divisor is Euler-homogeneous is open. In ad-
dition, it is clear that strongly Euler-homogeneous divisors are Euler-homogeneous.
In stead, not all Euler-homogeneous divisors are strongly Euler-homogeneous. If we
consider D = V (z(x4 + xy4 + y5)) ⊂ C3, then D is Euler-homogeneous but is not
strongly Euler-homogeneous at points (0, 0, z0), where z0 6= 0. This example also
shows that in general the set of points where a divisor is strongly Euler-homogeneous
is not open. See [14], Section 1.
Definition 1.1.28. A divisor D in a n-dimensional complex manifold M is locally
quasi-homogeneous if at each point x ∈ D, there are local coordinates (U ;x1, . . . , xn)
centered at x with respect to which D ∩ U has a weighted homogeneous defining
equation with strictly positive weights.
Examples of locally quasi-homogeneous free divisors are free hyperplane arrange-
ments and discriminants of stable maps in Mather’s “nice dimensions”.
Definition 1.1.29. A divisor D in a n-dimensional complex manifold M is called
weakly locally quasi-homogeneous if at each point x ∈ D, there are local coordinates
(U ;x1, . . . , xn) centered at x with respect to which D∩U has a weighted homogeneous
defining equation with all weights ≥ 0 and at least one > 0.
It is obvious that a locally quasi-homogeneous divisor is also weakly locally quasi-
homogeneous and that a locally quasi-homogeneous divisor is Euler-homogeneous
at every point. However, the notions of weakly locally quasi-homogeneous and
locally quasi-homogeneous are not equivalent. In fact if we consider D = V (f) =
V (xy(x + y)(xz + y)) ⊂ C3 then, at any point, f is weighted homogeneous with
weights (1, 1, 0) and so D is weakly locally quasi-homogeneous. However, it is not
locally quasi-homogeneous because at the origin is not possible to find all strictly
positive weight such that f is weighted homogeneous. See [9], Section 1.
We now give a characterisation of free Euler-homogeneous divisors in terms of
logarithmic differential forms.
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Proposition 1.1.30. ([22], Proposition 1.29) Let D ⊂ Cn be a free divisor defined
locally at p ∈ Cn by a reduced fp ∈ OCn,p. Then D is Euler-homogeneous at p if
and only if there exists a basis ω1, . . . , ωn of Ω1p(logD) such that
dfp
fp
can be chosen
as ω1.
We now introduce a relative version of logarithmic vector fields. They will have
a key role in Chapter 3.
Definition 1.1.31. Let S be a complex space. Then DerCn×S/S is the set of vector
fields on Cn × S without components in the S direction, i.e.
DerCn×S/S := {χ ∈ DerCn×S | pi∗χ = 0},
where pi : Cn × S −→ S is the second projection.
Definition 1.1.32. Let S be a complex space and let D ⊂ Cn×S be a divisor. Then
Der(− logD/S) := Der(− logD) ∩DerCn×S/S .
Remark 1.1.33. DerCn×S/S and Der(− logD/S) are both coherent sheaves of OCn×S-
modules.
1.2 Linear free divisors and subgroups of GLn(C)
In this section, we recall how to associate to a linear free divisor in Cn a subgroup G◦D
of GLn(C) and also under which assumptions a subgroup of GLn(C) is isomorphic
to G◦D for some linear free divisor D ⊂ Cn.
The material of this section is mainly taken from: [25], [26], [7] and [24].
Definition 1.2.1. Let D ⊂ Cn be a divisor defined by a homogeneous polynomial
f ∈ C[x1, . . . xn] of degree n. Then we denote by LD the Lie algebra
{xA∂t | xA∂t(f) ∈ C · f} ⊂ Γ(Cn,Der(− logD))
of weight 0 global logarithmic vector fields.
Remark 1.2.2. D ⊂ Cn is a linear free divisor if and only if LD contains a basis
of Der(− logD) as OCn-module.
Definition 1.2.3. Let D = V (f) ⊂ Cn be a linear free divisor. We denote by GD
the subgroup
{A ∈ GLn(C) | A(D) = D} = {A ∈ GLn(C) | f ◦A ∈ C · f}
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of GLn(C) with identity component G◦D and Lie algebra gD.
Definition 1.2.4. ([52]) A Lie subgroup G of GLn(C) is reductive if it has finitely
many connected components, its Lie algebra g is reductive (see Definition B.1.28)
and the centre ZG◦ of the identity component of G consists of semisimple transfor-
mations.
For connected algebraic groups the definition of reductiveness, cf. [47] Definition
11.30, is simpler than the definition for Lie groups.
Definition 1.2.5. A connected algebraic group G is reductive if it has no normal
connected abelian subgroups except tori, or, equivalently, if its unipotent radical is
trivial.
Lemma 1.2.6. Any reductive algebraic group is reductive as Lie group.
Proof. It follows from [47], Aside 8.26, Theorem 9.13 and Theorem 15.1.
Definition 1.2.7. Let D ⊂ Cn be a linear free divisor. We call D reductive if gD
is a reductive Lie algebra, see Definition B.1.28.
Lemma 1.2.8. ([25], Lemma 2.2) G◦D is an algebraic subgroup of GLn(C) and
gD = {A | xAt∂t ∈ LD}.
The following Lemma appeared in the draft version of [25].
Lemma 1.2.9. Let D ⊂ Cn be a linear free divisor. If gD is reductive then G◦D is
reductive as algebraic group.
Proof. By definition, we have to show that G◦D has no connected normal commuta-
tive subgroups except tori. Let H be such a subgroup. Then its Lie algebra h is a
commutative ideal in gD by [47], Proposition 13.18 (b). In particular h is solvable
and hence contained in the radical of gD. The assumption that gD is reductive
means that this radical has no nilpotent part and it is therefore contained in the
semisimple part of Der(− logD). Thus, H is contained in the diagonal subgroup
(C∗)n ⊂ GLn(C) and is then a torus by [25], Lemma 3.6 (1).
Lemma 1.2.10. ([25], Lemma 2.3) The complement Cn \D of a linear free divisor
is an orbit of G◦D ⊂ GLn(C) with finite isotropy group.
Proof. For p ∈ Cn, the orbit G◦D · p is a smooth locally closed subset of Cn whose
boundary is a union of strictly lower dimensional orbits. The orbit map G◦D −→
G◦D · p sends In +  ·A to p+  · pA and induces a tangent map
gD  Tp(G◦D · p), A 7→ pAt. (1.1)
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For p /∈ D, Derp(− logD) and hence also LD are n-dimensional. Then by Lemma
1.2.8 and (1.1), TpG◦D · p and hence G◦D · p are n-dimensional, which implies the
finiteness of the isotropy group of p in G◦D. As this holds for all p /∈ D, the boundary
of G◦D · p must be D and then G◦D · p = Cn \D.
Reversing our point of view, we might try to find algebraic subgroups G ⊂ GLn(C)
that define linear free divisors. This requires, by definition, that G is n-dimensional,
connected and that by Lemma 1.2.10, there is an open orbit. The complement of the
open orbit D is then a candidate for a free divisor. Indeed D is a divisor: comparing
with (1.1), D is defined by the discriminant determinant
f := det(A1xt · · ·Anxt)
where A1, . . . , An is a basis of the Lie algebra g of G. As the entries of the defining
polynomial are linear, f is a homogeneous polynomial of degree n. Thus, if f is
not reduced, D can not be linear free. On the other hand, Lemma 1.1.18 shows the
following:
Lemma 1.2.11. ([25], Lemma 2.4) Let the n-dimensional algebraic group G acts
linearly on Cn with an open orbit. If f is reduced, then D is a linear free divisor.
Definition 1.2.12. We call a linear free divisor D = V (f) ⊂ Cn special if Aut(f) ⊂
SLn(C). This means that if χ ∈ Ann(D) = {δ ∈ Der(− logD) | δ(f) = 0} then
trace(χ) = 0.
Lemma 1.2.13. ([15], Corollary 2.9) Let D = V (f) ⊂ Cn be a reductive linear free
divisor. Then D is special.
Example 1.2.14. i) The normal crossing divisor of Example 1.1.20 is a reduc-
tive linear free divisor because gD = Cn.
ii) Consider the divisor D = V ((y2 + xz)z) ⊂ C3. This is a linear free divisor
because we can take the matrix
A =
x 4x −2yy y z
z −2z 0

as its Saito matrix. Moreover, if we consider σ the vector field represented
by the second column of A, i.e. σ = 4x∂/∂x + y∂/∂y − 2z∂/∂z, we have
that σ ∈ Ann(D) and trace(σ) = 3 and hence by Lemma 1.2.13, D is a non-
reductive linear free divisor.
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The following is an example of a series of locally quasi-homogeneous non-reductive
linear free divisors. See [25] for more details.
Example 1.2.15. ([25], Example 5.1) For n ≥ 2, consider the non-reductive group
Bn of n × n invertible upper triangular matrices. It acts on the space Symn(C) of
symmetric n× n matrices by transpose conjugation
B · S = BtSB
where B ∈ Bn and S ∈ Symn(C). The dimensions of Bn and Symn(C) are both
equal to (n+1)n/2. Moreover, the discriminant determinant f is reduced and defines
a linear free divisor D = V (f) ⊂ Symn(C) and Der(− logD)0 can be identified with
the Lie algebra of Bn. Let S be a n×n symmetric matrix of indeterminates and Sj
be the j × j matrix obtained by deleting the last n− j rows and columns of S, then
f =
∏n
j=1 det(Sj).
1.3 Linear free divisors and prehomogeneous vector spaces
In this section, we recall the notion of prehomogeneous vector spaces, as described
in [37], and describe the connection between them and linear free divisors. Preho-
mogeneous vector spaces have been partially classified in [49], [36], [38], [40] and
[39]. In the last part of the section, we describe which linear free divisors appear in
these classifications.
Basic notions and classification of irreducible linear free divisors
Definition 1.3.1. Let G be a connected linear algebraic group and ρ a rational
representation of G, i.e. it is a rational map of algebraic varieties, on a finite
dimensional vector space V , all defined over C. We call such a triplet (G, ρ, V ) a
prehomogeneous vector space if V has a Zariski dense G-orbit.
Definition 1.3.2. Let G be a connected linear algebraic group. A rational homo-
morphism χ : G −→ C∗ = C \ {0} is called a rational character of G. The group of
all rational character of G will be denoted by X(G).
Definition 1.3.3. Rational characters χ1, . . . , χl are called multiplicatively inde-
pendent if they generate a free abelian group of rank l in X(G).
Definition 1.3.4. Let (G, ρ, V ) be a triplet where ρ is not necessarily irreducible.
A non-constant function f ∈ OV is called a semi-invariant or relative invariant of
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the triplet (G, ρ, V ), if there is a rational character χ ∈ X(G) satisfying f(ρ(g)x) =
χ(g)f(x) for any g ∈ G and x ∈ V . The ring spanned by the semi-invariants of the
triplet (G, ρ, V ) is denoted by SI(G,V ).
Proposition 1.3.5. ([49], §4 Proposition 3) A semi-invariant is, up to a constant
multiple, uniquely determined by its corresponding character. In particular, any
semi-invariant is a homogeneous function.
Definition 1.3.6. Let χ ∈ X(G) then the set of semi-invariants with character χ
is denoted by SI(G,V )χ.
It is possible to describe easily the space of semi-invariants in the case that the
action of G has an open orbit.
Theorem 1.3.7. ([49]) If the action of G on the vector space V has an open orbit,
then the ring SI(G,V ) is a polynomial ring
SI(G,V ) = C[f1, . . . , fk]
for some collection of algebraically independent and irreducible semi-invariants f1, . . . , fk.
Moreover, if fi ∈ SI(G,V )χi, then χ1, . . . , χk are independent in the space of char-
acters X(G).
Corollary 1.3.8. Under the assumptions of Theorem 1.3.7, the set of characters
χ such that SI(G,V )χ 6= 0 forms a free abelian semigroup isomorphic to Nk. In
particular, if f is any semi-invariant with character χ, then f = ufa11 · · · fakk , where
u is a unit in C and the ai ≥ 0 are the unique integers such that χ =
∑k
i=1 aiχi in
the space X(G).
If we consider D = V (f) ⊂ Cn a linear free divisor and ρ : G◦D −→ GLn(C) the
inclusion map, then (G◦D, ρ,Cn) is a prehomogeneous vector space and the equation
f is a semi-invariant associated to a non-trivial character. Moreover, if h is a non-
zero semi-invariant and x /∈ D, then h(x) cannot vanish. If it did, then it would
vanish everywhere on the orbit of x, which is dense. In other words, the zero locus
of any semi-invariant must be contained in D.
Putting together these facts and Theorem 1.3.7, we have the following:
Proposition 1.3.9. Let D ⊂ Cn be a linear free divisor. Then SI(G◦D,Cn) =
C[f1, . . . , fk], for some collection of algebraically independent and irreducible semi-
invariants f1, . . . , fk, and f = f1 · · · fk is a reduced equation for D.
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Definition 1.3.10. Let D = V (f) ⊂ Cn be a linear free divisor and let χ ∈ X(G◦D)
be the non-trivial character associated to f . We define H = GLn(C)◦f ⊂ G◦D, where
GLn(C)f = kerχ is the isotropy group of f .
Definition 1.3.11. Let D ⊂ Cn be a linear free divisor. We call D semisimple if
H is semisimple. We call D abelian if H is abelian.
Proposition 1.3.12. ([26], Lemma 2.6) For a reductive linear free divisor D ⊂ Cn,
the number of irreducible components of D equals the dimension of the center of
G◦D. In particular, D is irreducible if and only if H is semisimple.
We now recall some basic concepts from theory of prehomogeneous vector spaces.
Definition 1.3.13. Two triplets (G, ρ, V ) and (G′, ρ′, V ′) are called equivalent if
there exist a rational isomorphism σ : ρ(G) −→ ρ′(G′) and an isomorphism τ : V −→
V ′, both defined over C, such that the following diagram is commutative for all g ∈ G
V
ρ(g)

τ // V ′
σρ(g)

V
τ // V ′
This equivalence relation is denoted by (G, ρ, V ) ∼= (G′, ρ′, V ′).
Proposition 1.3.14. ([37], Proposition 7.40) Let G be a reductive algebraic group.
Then a triplet (G, ρ, V ) is equivalent to its dual (G, ρ∗, V ∗), where ρ∗ is the contra-
gredient representation of ρ on the dual vector space V ∗ of V .
Definition 1.3.15. Let (SLn(C),Λ1, V (n)) denote the standard n-dimensional rep-
resentation of SLn(C). We say that two triplets (G, ρ, V ) and (G′, ρ′, V ′) are castling
transforms of each other, when there exist a triplet (G˜, ρ˜, V (m)) and a positive num-
ber n with m > n ≥ 1 such that
(G, ρ, V ) ∼= (G˜× SLn(C), ρ˜⊗ Λ1, V (m)⊗ V (n))
and
(G′, ρ′, V ′) ∼= (G˜× SLm−n(C), ρ˜∗ ⊗ Λ1, V (m)∗ ⊗ V (m− n)),
where ρ˜∗ is the contragredient representation of ρ˜ on the dual vector space V (m)∗ of
V (m).
Definition 1.3.16. A triplet (G, ρ, V ) is called reduced if there is no castling trans-
form (G′, ρ′, V ′) of (G, ρ, V ) with dimV ′ < dimV .
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Definition 1.3.17. We say that two triplets (G, ρ, V ) and (G′, ρ′, V ′) belong to the
same castling class when one is obtained from the other by a finite number of castling
transforms and in this case we write (G, ρ, V ) ∼ (G′, ρ′, V ′).
Proposition 1.3.18. ([49], §2 Proposition 12) Each castling class contains one and,
up to equivalence relation, only one reduced triplet.
In the case that two triplets are in the same castling class there are some inter-
esting consequences. In particular:
Proposition 1.3.19. ([26], Proposition 2.10) Suppose that (G, ρ, V ) ∼ (G′, ρ′, V ′).
Then the following statements hold true
1. The generic isotropy subgroups of (G, ρ, V ) and (G′, ρ′, V ′) are isomorphic;
2. dimG− dimV = dimG′ − dimV ′;
3. If (G, ρ, V ) is a prehomogeneous vector space then so is (G′, ρ′, V ′);
4. If (G, ρ, V ) is a prehomogeneous vector space and the complement of the open
orbit is a linear free divisor with group G, then the same goes for (G′, ρ′, V ′),
mutatis mutandis. The number of irreducible components of these divisors are
the same.
Remark 1.3.20. ([36]) Let (G, ρ, V ) be a triplet with G reductive and let l ≥ 1 be
an integer. Then we may assume that G = GL1(C)t × G1 × · · · × Gk with t ≤ l,
ρ is the composition of scalar multiplications of GL1(C)t on V = V1 ⊕ · · · ⊕ Vl and
ρ1 ⊕ · · · ⊕ ρl, where each Gi is a simple algebraic group and ρj is an irreducible
representation of G1 × · · · ×Gk on Vj.
In [49], M. Sato and T. Kimura classified irreducible prehomogeneous vector
spaces up to castling transformations. From Proposition 1.3.12, we know that irre-
ducible reductive linear free divisors live in irreducible representations of their group.
Thus, up to castling transformations, every irreducible reductive linear free divisor
appears as the complement of the orbit in one of the irreducible prehomogeneous
vector spaces classified by Sato and Kimura. Hence, we have:
Theorem 1.3.21. ([26], Theorem 2.11) Up to castling transformations, there are
only four irreducible reductive linear free divisors
1. D = {0} ⊂ C with H = {e};
2. D = V (y2z2 − 4xz3 − 4y3w = 18xyzw − 27w2x2) ⊂ C4 with G = GL2(C) and
H = SL2(C);
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3. D ⊂ C12 with G = SL3(C)×GL2(C) and H = SL3(C)× SL2(C);
4. D ⊂ C40 with G = SL5(C)×GL4(C) and H = SL5(C)× SL4(C).
Theorem 1.3.22. ([26], Theorem 2.12) The normal crossing divisor is the only
abelian linear free divisor.
New classifications
In [36], T. Kimura classified all the prehomogeneous vector spaces with k = 1 up
to castling transformations. Thus, up to castling transformations, every linear free
divisor with such a group appears as the complement of the open orbit in one of the
prehomogeneous vector spaces classified in the article. Hence we obtain:
Theorem 1.3.23. Up to castling transformations, there are just two linear free
divisors with G◦D = GL
t
1×G
1. D = V ((ae+ bf)(ce+ df)(ad− bc)) ⊂ C6 with G◦D = GL1(C)3 × SL2(C);
2. D = V ((ac− b2)(cd2 − 2bde+ ae2)) ⊂ C5 with G◦D = GL1(C)2 × SL2(C);
Definition 1.3.24. A prehomogeneous vector space (G, ρ, V ) is called 2-simple when
1. G = GL1(C)l ×G1 ×G2, with simple algebraic groups G1 and G2;
2. ρ is the composition of a rational representation ρ′ of G1×G2 of the form ρ′ =
ρ1⊗ρ′1+· · ·+ρk⊗ρ′k+(σ1+· · ·+σs)⊗1+1⊗(τ1+· · ·+τt) with k+s+t = l, where
ρi, σi (resp. ρ′j , τj) are non-trivial irreducible representations of G1 (resp. G2)
and the scalar multiplications GL1(C)l on each irreducible component Vi, where
V = V1 ⊕ · · · ⊕ Vl.
Definition 1.3.25. We say that a 2-simple prehomogeneous vector space (G, ρ, V )
is of type I if k ≥ 1 and at least one of (GL1(C)×G1×G2, ρi⊗ ρ′i) for i = 1. . . . , k,
is a non-trivial prehomogeneous vector space.
In [38], T. Kimura and others classified all 2-simple prehomogeneous vector spaces
of type I up to castling transformations and in [40] and [39] they listed all the semi-
invariants of the prehomogeneous vector space classified. Thus, up to castling trans-
formations, every linear free divisor with such a group appears as the complement of
the open orbit in one of the prehomogeneous vector spaces classified in the article.
Hence we obtain:
Theorem 1.3.26. Up to castling transformations, there are four linear free divisors
with such a G◦D
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1. D = V ((b2c2−2abcd+a2d2+b2e2+d2e2−2abef−2cdef+a2f2+c2f2)(−b2g2−
d2g2 − f2g2 + 2abgh+ 2cdgh+ 2efgh− a2h2 − c2h2 − e2h2)) ⊂ C8 with G◦D =
GL1(C)2 × SO3×SL2(C);
2. D = V ((bc−ad)(hi−gj)(deg− bfg− ceh+afh)(dei− bfi− cej+afj)) ⊂ C10
with G◦D = GL1(C)3 × Sp1×GL2(C);
3. D = V ((ad−bc)(gi−h2)(−d2e2g+2bdefg−b2f2g+2cde2h−2bcefh−2adefh−
c2e2i+ 2abf2h+ 2acefi− a2f2i)) ⊂ C9 with G◦D = GL1(C)2 × Sp1×GL2(C);
4. D ⊂ C15 with G◦D = GL1(C)4 × Sp1×SL3(C).
1.4 Structure of logarithmic vector fields
In this section we describe the structure of the module of logarithmic vector fields
for a linear free divisor, see [28] and [25], and we give a bound on the number of
semisimple vector fields in a basis of such module.
Let D ⊂ Cn be a linear free divisor defined by the homogeneous polynomial
f = det((δi(xj))i,j) ∈ C[x1, . . . , xn] of degree n, where δ1, . . . , δn is a basis of weight
zero vector fields of Der(− logD). Then δi(f) ∈ C ·f and there is the standard Euler
vector field χ =
∑n
i=1 xi∂/∂xi ∈ 〈δ1, . . . , δn〉C.
Since χ(f)/f = n 6= 0, we can assume that δ1 = χ and δi(f) = 0 for i = 2, . . . , n.
So δ2, . . . , δn is a degree zero basis of the annihilator Ann(D) of D. Since χ vanishes
only at the origin, the origin of the affine coordinate system x1, . . . , xn is uniquely
determined. A coordinate change between two degree zero bases of Der(− logD)
can always be chosen linear. Among all possible linear coordinate changes, let s+ 1
be the maximal number of linearly independent diagonal weight zero logarithmic
vector fields.
For δ ∈ DerCn a weight zero vector field, we write δS for its semisimple part and
δN for its nilpotent part. Then we have the following:
Theorem 1.4.1. ([25], Theorem 6.1) Let D = V (f) ⊂ Cn be a linear free divisor.
Then there exists a global degree zero basis χ, σ1, . . . , σs, ν1, . . . , νn−s−1 such that
1. [χ, σi] = 0 and [χ, νj ] = 0 for all i = 1, . . . , s and j = 1, . . . , n− s− 1;
2. the σi are simultaneously diagonalizable with eigenvalues in Q and σi(f) = 0;
3. the νj are nilpotent and νj(f) = 0;
4. [σi, νj ] ∈ Q · νj and
∑
j [σi, νj ]/νj + trace(σi) = 0;
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5. if δ ∈ Γ(Cn,Der(− logD)) is a weight zero vector field such that [χ, δ] = 0 and
[σi, δ] = 0 for i = 1, . . . , s, then δS ∈ 〈χ, σ1, . . . , σs〉C.
Moreover, s ≥ 1 and if s = n − 1 then f = x1 · · ·xn defines a normal crossing
divisor.
In Theorem 1.4.1, one can perform the Gauss algorithm on the diagonals σ1, . . . , σs.
Then σi ≡ xi∂/∂xi mod
∑n
j=s+1C · xj∂/∂xj .
The following Lemma is useful in many examples:
Lemma 1.4.2. ([25], Lemma 6.3) Let σ =
∑n
i=1wixi∂/∂xi. Then xi∂/∂xj is an
eigenvector of adσ for the eigenvalue wi − wj.
We now improve this description of Der(− logD), putting a lower bound on s
and noticing that each logarithmic vector field that is nilpotent annihilates each
irreducible component of D.
Proposition 1.4.3. Let D ⊂ Cn be a linear free divisor, let f = ∏ki=1 fi be a
reduced defining equation for D written as a product of irreducible polynomials and
let s+ 1 be the number of semisimple vector fields in the basis of Der(− logD) given
by Theorem 1.4.1. Then s+ 1 ≥ k.
Proof. We can suppose that f1, . . . , fk are the semi-invariant polynomials given by
Proposition 1.3.9 and let χ1, . . . , χk be the corresponding independent characters.
We want to show that there exist σ1, . . . , σk ∈ Der(− logD) such that dfj(σi) =
δijfj . This will conclude the proof because if they are not semisimple, we can take
their semisimple part and if they exist, they are automatically linearly independent.
Because χ1, . . . , χk are independent, so are deχ1, . . . , deχk as elements of the dual
space of gD. Hence there exist ν1, . . . , νk ∈ gD such that deχi(νj) = δij . Let
now σ1, . . . , σk be the corresponding vector fields on Cn. Because fi is a semi-
invariant with character χi, we have that fi(gx) = χi(g)fi(x) for all x ∈ Cn and
g ∈ G◦D. Differentiating the previous expression with respect to g, we have that
dxfi(σj) = deχi(νj)fi = δijfi.
Notice that if in the previous Proposition we consider the case k = 1, then the
inequality is strict because we always have s ≥ 1, as proved in Theorem 1.4.1.
Example 1.4.4. 1. Consider the linear free divisor D = V ((yz + xw)zw) ⊂ C4
with Saito matrix 
x 3x x z
y 0 2y −w
z z −z 0
w −2w 0 0

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This linear free divisor has 3 components and 3 semisimple vector fields in the
basis from Theorem 1.4.1.
2. Consider the linear free divisor D = V (y2z2 − 4xz3 − 4y3w + 18xyzw −
27x2w2) ⊂ C4 with Saito matrix
x 0 x y
y 3x y 2z
z 2y −z 3w
w z −3w 0

This linear free divisor has just 1 component but 2 semisimple vector fields in
the basis from Theorem 1.4.1.
Proposition 1.4.5. ([6], Proposition 11.8) Let G be a connected algebraic group
with Lie algebra g and ν ∈ g. Then ν is semisimple if and only if it is tangent to a
torus in G.
Proposition 1.4.6. Let D ⊂ Cn be a linear free divisor, let f = ∏ki=1 fi be a
reduced defining equation for D written as a product of irreducible polynomials and
let ν ∈ Der(− logD) be a nilpotent vector field. Then ν ∈ Ann(V (fi)) for all
i = 1, . . . , k.
Proof. To prove the statement it is enough to show that for every g ∈ SI(G◦D,Cn)
we have dg(ν) = 0.
Consider g ∈ SI(G◦D,Cn) with character χ and let v ∈ gD be the corresponding
nilpotent element to ν. Then we have that dg(ν) = deχ(v)g, so it is enough to prove
that deχ(v) = 0.
We can assume that the character χ : G◦D −→ C∗ is non-trivial, then χ induces
an isomorphism of a one dimensional quotient of G◦D, a torus, onto the image. The
corresponding one dimensional quotient of the Lie algebra gD is then isomorphic to
the Lie algebra of the 1-torus and thus consists of semisimple elements by Proposition
1.4.5. In particular, all nilpotent elements of gD must lie in the kernel of deχ.
Remark 1.4.7. The conclusion of Proposition 1.4.6 does not hold if ν is semisimple,
also if ν ∈ Ann(D).
Proof. Consider the linear free divisor D = V (f) = V ((yz + xw)zw) ⊂ C4 and
σ = x∂/∂x + 2y∂/∂y − z∂/∂z ∈ Der(− logD). Then σ(f) = 0 but σ(yz + xw) =
yz + xw 6= 0 and hence σ /∈ Ann(yz + xw).
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1.5 Ring and rank conditions for free divisors
In this section we consider R a n-dimensional local Cohen-Macaulay ring with max-
imal ideal m and A a n × n matrix over R with transpose Λ := At. We assume
that f := det(A) is a reduced non-zero divisor in R and set D := V (f). Notice
that by Cramer’s rule f annihilates M := coker(A) which is hence a module over
RD := R/(f)R.
The general theory
Definition 1.5.1. The k-th Fitting ideal of M is the ideal of R generated by the
(n− k)× (n− k) minors of A and is denoted by F k(M).
Notice that F k(M) is an invariant of M and is independent of the presentation
A. For more properties of Fitting ideals see Chapter 20 of [20].
We denote by mij the generator of F
1(M) obtained from A by deleting row i and
column j and by g1, . . . , gn the images in M of the standard basis of Rn.
Remark 1.5.2. By Cramer’s rule mijgk = m
k
j gi, for all i, j, k = 1, . . . , n.
Definition 1.5.3. We say that the ring condition (RC) holds for M (or A) if
R/F 1(M) is Cohen-Macaulay of codimension 2 and the map EndR(F 1(M)RD) ↪→
HomR(F 1(M)RD, RD) is surjective.
Notice that the previous property is a property of the pair (F 0(M), F 1(M)) and
hence of M .
Definition 1.5.4. We say that the rank condition (rc) holds for A if, possibly after
left multiplication by some invertible matrix over R, the ideal F 1(M) is generated
by the maximal minors of the matrix obtained from A by deleting one of its rows
and grade(F 1(M)) ≥ 2.
Remark 1.5.5. By the Hilbert-Burch Theorem (see [20], Theorem 20.15), (rc) im-
plies that F 1(M)RD is a maximal Cohen-Macaulay RD-module.
The next few Propositions and Lemmas appeared in a draft version of [27].
Proposition 1.5.6. (rc) is a property of M .
Proof. Let B be an invertible n× n matrix with entries in R. Then
(ad(AB))t = (ad(A))t(ad(B))t,
27
so if all the entries in (ad(A))t are linear combinations of the entries in the last row
then the same is true for (ad(AB))t. Thus if (rc) holds for A, then it holds also for
AB.
By linear algebra on R/m, left and right multiplication by invertible matrices
brings A to the form [
A0 0
0 Ir
]
where Ir is the r × r identity matrix and all entries of A0 lie in m. Evidently (rc)
holds for A if and only if holds for A0. So given a second square presentation matrix
A′ of M , we may assume that both A and A′ have entries in m and hence are
minimal presentations. Then by Nakayama’s Lemma, A and A′ have the same size
and there are invertible n × n matrices B and C such that A′ = BAC. It follows
that (rc) holds for A if and only if holds for A′.
Definition 1.5.7. Let S be a ring. A fractional ideal of S is a finitely generated
S-submodule of the ring of fraction Q(S) which contains a non-zero divisor.
We now prove that if A satisfies (rc), then M is a ring, i.e. it has a ring structure
with respect to which RD, embedded via r 7→ r · 1M , is a subring.
Lemma 1.5.8. An element r ∈ R is zero in RD if r ∈ fRp for all minimal primes
p over f . In particular, r is non-zero divisor if r /∈ pRp for all such primes.
Proof. With Spec(R) also D is Cohen-Macaulay and hence RD is unmixed, that is,
all associated primes of RD are minimal.
Lemma 1.5.9. If D is reduced then F 1(M)RD contains a non-zero divisor. In case
M is a ring and gn = 1M , some linear combination Un =
∑
j ujm
n
j is a non-zero
divisor in RD.
Proof. Let p be a prime divisor of D. By assumption, Rp is smooth and D is reduced.
So by Cohen’s structure Theorem (see [20], Theorem 7.7), the completion of Rp is
a formal power series ring R̂p = K[[t]], with K = R/m and t = f . Considering A as
a map from Spec(R) to a matrix space Spec(K[Xij ]), we can write f = det ◦A, from
which we obtain by the chain rule
1 =
∂f
∂t
=
∑
i,j
∂ det
∂Xij
◦A · ∂A
i
j
∂t
=
∑
i,j
mij
∂Aij
∂t
So there is an mij which is not in tK[[t]] = f̂Rp and hence not in fRp. Then the
claim follows from Lemma 1.5.8 by taking suitable linear combination of the mij . If
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M is a ring and gn = 1M , the latter can be written using Remark 1.5.2 as∑
i,j
ui,jm
i
j =
∑
i,j
ui,jgim
n
j =
∑
j
ujm
n
j = Un,
where uj =
∑
i ui,jgi.
Lemma 1.5.10. If there exist u1, . . . , un ∈ RD such that for some k ∈ {1, . . . , n},
Uk =
∑
j ujm
k
j is a non-zero divisor in RD, then g1, . . . , gn have the same relations
over RD as U1, . . . , Un and as the columns (mk1, . . . ,m
k
n) of ad(A). In case M is a
ring and gn = 1M , Un is a non-zero divisor in RD.
Proof. The first claim follows from the exactness of the 2-periodic sequence
· · · ad(A) // RnD A // RnD
ad(A) // RnD
A // · · · (1.2)
Generically on D, A has rank n − 1 by Lemma 1.5.8 and 1.5.9 and hence ad(A)
has rank 1. It follows, using Lemma 1.5.8, that
∑
k αkUk = 0 in RD is equivalent
to
∑
k αkm
k
j = 0 for all j. By the exactness of the 2-periodic sequence (1.2), this
is equivalent to (α1, . . . , αn)t being the column space of A and thus
∑
k αkgk = 0.
This proves the first claim.
Now, if M is a ring and gn = 1M , then by Remark 1.5.2, Uk = gkUn and the
second claim follows.
Proposition 1.5.11. If D is reduced, then M is isomorphic to a fractional ideal
between RD and Q(RD).
Proof. By left and right multiplication of A by invertible matrices, i.e. choosing a
new set of generators of M and a new set of generators for the relations among these
generators, one can arrange that mnn /∈ pk, for any k. By Lemma 1.5.8, this element
is then a non-zero divisor in F 1(M)RD. To see this, fix k and j and consider the
set
{(α1, . . . , αn) ∈ Kn |
∑
i
αim
i
j ∈ pk}.
By Lemma 1.5.9, this set is algebraic and not equal to Kn for some j(k). As
K = R/m is infinite, there exists (α1, . . . , αn) ∈ Kn such that for each k, there is a
j(k) such that ∑
i
αim
i
j(k) /∈ pk.
Left multiply ad(Λ) by some P ∈ GLn(K) with last row (α1, . . . , αn), this corre-
sponds to left multiplying A by a unit times P−1. Now mnj(k) /∈ pkRpk for any k.
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The sets
{(β1, . . . , βn) ∈ Kn |
∑
j
βjmnj ∈ pk}
depending on k are then once again algebraic and not equal to Kn. Thus there
exists (β1, . . . , βn) such that
∑
j β
jmnj /∈ pk for all k. As before, right multiplying
ad(Λ) by Q ∈ GLn(K) with last column (β1, . . . , βn). Now mnn is a non-zero divisor
in F 1(M)RD.
By Lemma 1.5.10, M embeds into Q(RD) by sending gk to mkn/m
n
n for k =
1, . . . , n. Since gn is sent to 1RD , the image of M contains a non-zero divisor and
thus M is a fractional ideal as claimed.
Evidently, many different embeddings of M into Q(RD) are possible and, in case
M has a multiplicative structure making it into a ring, there is no reason why the
embedding M ↪→ Q(RD) in Proposition 1.5.11 should be a multiplicative homomor-
phism. Nevertheless if A satisfies (rc), there is an embedding which achieves just
this. We shall need the following:
Lemma 1.5.12. ([17], Proposition 1.10) Let A′ be the matrix obtained from A by
deleting its last row and let I ⊂ R be the ideal generated by the maximal minors of
A′. If I has codimension 2, then the ideal ID := IRD has free resolution of the form
0 // Rn
Λ // Rn
(mn1 ,...,m
n
n) // ID // 0 .
Theorem 1.5.13. (cf. [27], Theorem 3.3) (rc) implies (RC) and that M is a ring
isomorphic to the ring EndR(F 1(M)RD), which is canonically embedded between
RD and Q(RD). Moreover, M is generated over RD by ψ1, . . . , ψn ∈ Q(RD) where
ψim
n
j = m
i
j
for all i, j = 1, . . . , n.
Proof. Suppose that F 1(M) is generated by the maximal minors of A′, where A′ is
the matrix obtained from A by deleting its last row, then Lemma 1.5.12 yields a
presentation
0 // Rn
Λ // Rn
(mn1 ,...,m
n
n) // F 1(M)RD // 0 .
Dualising this presentation with respect to RD gives the exact sequence
0 // HomR(F 1(M)RD, RD) // R
n
D
A // RnD
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so HomR(F 1(M)RD, RD) is isomorphic to kerRD(A) ∼= cokerRD(A) = M by exact-
ness of the 2-periodic sequence (1.2). However kerRD(A) = imageRD(ad(A)), again
by exactness of (1.2). Thus HomR(F 1(M)RD, RD) is generated by the homomor-
phisms ψ1, . . . , ψn, where
ψi(mnj ) = m
i
j
for all i, j = 1, . . . , n. Clearly all homomorphisms F 1(M)RD −→ RD map into
F 1(M)RD, so (RC) holds and M ∼= EndR(F 1(M)RD).
Now, EndR(F 1(M)RD) is a ring with multiplicative structure given by composi-
tion. In fact, it embeds as a fractional ideal inQ(RD) containing RD: pick a non-zero
divisor m ∈ F 1(M)RD and map ψ ∈ EndR(F 1(M)RD) to ψ(m)/m ∈ Q(RD). This
embedding is independent of choice of m: if m1 and m2 are both non-zero divisor
in F 1(M)RD, then
m1ψ(m2) = ψ(m1m2) = m2ψ(m1).
Under this embedding, composition in EndR(F 1(M)RD) becomes multiplication in
Q(RD).
Theorem 1.5.14. ([44], Theorem 3.4) If M is a ring and D is reduced, then (rc)
holds.
Combining Proposition 1.5.6 and Theorems 1.5.13 and 1.5.14, we have
Theorem 1.5.15. ([44], Theorem 3.4, Proposition 3.14) If D is reduced, then (rc)
holds for M if and only if M is a ring.
Remark 1.5.16. Let I ⊂ R be an ideal such that R/I is Cohen Macaulay of codi-
mension 2 and suppose f ∈ I is reduced. By Hilbert-Burch Theorem, we can consider
Λ′ the n × (n − 1) syzygy matrix of I. See [3], Theorem 5.1. Because f ∈ I, then
we can add an extra column to Λ′, obtaining a matrix Λ whose determinant is f .
Definition 1.5.17. In the notation of the Remark 1.5.16, we call the matrix Λ a
HB matrix factorisation of f ∈ I.
Proposition 1.5.18. Let Λ be an HB matrix factorisation of f ∈ I with transpose
A = Λt. If I is reduced, then
A satisfies (rc) ⇐⇒ F 1 = I ⇐⇒ J(f) ⊂ I ⇐⇒ (〈f〉, I) satisfies (RC) ,
where J(f) is the Jacobian ideal of f . If these conditions hold, then M = coker(A)
is a ring.
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Proof. This comes from putting together Theorem 1.12 from [17] with the fact that
F 1R(coker(A)) = I if and only if f + J(f) ⊂ I proved in Proposition 3.1 of [16].
The case of the radical of the Jacobian
Suppose now that D = V (f) ⊂ Cn is a free divisor. By Theorem 1.1.21, the Jacobian
ideal J(D) is Cohen-Macaulay of codimension 2 but in general, it is not reduced.
Consider then the ideal
√
J(D). If it is Cohen-Macaulay of codimension 2, then by
Hilbert-Burch Theorem it has a resolution
0 // On−1Cn
Λ′ // OnCn //
√
J(D) // 0 .
Because f ∈ J(D) ⊂ √J(D), we can add an extra column to Λ′, obtaining a HB
matrix factorisation Λ for f. We can then apply Proposition 1.5.18 and study the
ring M = coker(A), where A = Λt. We will write D˜ := Spec(M).
If we consider the normal crossing divisor D = V (x1 · · ·xn) ⊂ Cn, then
√
J(D) =
J(D) = (x2 · · ·xn, . . . , x1 · · · x̂i · · ·xn, . . . , x1 · · ·xn−1) and so it is Cohen-Macaulay
of codimension 2. In this case, it is easy to describe D˜. In fact, we have the following:
Proposition 1.5.19. Let D ⊂ Cn be the normal crossing divisor. Then D˜ is the
normalisation of D, i.e. the disjoint union of the components of D.
Proof. Because
√
J(D) = J(D) = (x2 · · ·xn, . . . , x1 · · · x̂i · · ·xn, . . . , x1 · · ·xn−1), we
can take
Λ =

x1 0 . . . 0 0
−x2 x2 . . . 0 0
0 −x3 . . . 0 0
...
...
...
...
0 0 . . . xn−1 0
0 0 . . . −xn xn

Applying rows and columns operations to Λ will give isomorphic modules. Hence
we can transform Λ is in the diagonal form
Λ =

x1 0 . . . 0 0
0 x2 . . . 0 0
...
...
...
...
0 0 . . . xn−1 0
0 0 . . . 0 xn

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It is now obvious that A = Λt is the presentation matrix of the normalisation of
D.
Proposition 1.5.20. Let D = V (f) ⊂ Cn be a free divisor and x ∈ Reg(D). Then
Mx ∼= OD,x.
Proof. Because we have the exact 2-periodic sequence (1.2) with det(A) = f , then
M is a rank 1 maximal Cohen-Macaulay OD-module. Consider now x ∈ Reg(D),
then Mx is a rank 1 Cohen-Macaulay module over the regular ring OD,x and hence
it is free of rank 1. This then implies that Mx ∼= OD,x.
Lemma 1.5.21. ([43], Exercise 1.6) Let S be a ring, I, P1, . . . , Pr ideals of S such
that P3, . . . , Pr are prime and suppose that I is not contained in any of the Pi. Then
there exists an element l ∈ I not contained in any Pi.
Proposition 1.5.22. Let D ⊂ Cn be a free divisor. Then D˜ is reduced.
Proof. By Proposition 1.5.20, Mx is reduced if x ∈ Reg(D), hence if g ∈ M such
that gk = 0 for some k, then Supp(g) ⊂ Sing(D) and so g ∈ H0Sing(D)(M).
By Theorem 3.8 from [32], H0Sing(D)(M) = 0 if and only if there exists l ∈
√
J(D)
a non-zero divisor of M . On the other hand, by Theorem 3.1 from [20], the set of
zero-divisors of M is equal to
⋃
P∈Ass(M) P . Because each associated prime of M
describes a component of D˜ and because M is Cohen-Macaulay, then P (
√
J(D)
for all P ∈ Ass(M). Then by Lemma 1.5.21, there exists l ∈ √J(D) a non-zero
divisor of M and so H0Sing(D)(M) = 0. As a consequence g = 0 and so M is
reduced.
Definition 1.5.23. A space X is weakly normal if every continuous function X −→
C which is holomorphic on the smooth part of X is in fact holomorphic on all of X.
Notice that any smooth space and any normal space is weakly normal, see [41]
for more details.
Example 1.5.24. Consider the free divisor D = V (f) = V (x(xz−y2)) ⊂ C3. Then√
J(D) = (x, y) and so we can take
A =
[
y −x
xz −xy
]
.
By Theorem 1.5.13, we know that we need to introduce a new generator, w := ψ1,
and that M is given by OC4/I, where I = (f, xw− xy, yw− xz,w2 − xz) = (x,w)∩
(xz − y2, y − w). Notice that D˜ is weakly normal, in fact if we consider ψ(y, z) ∈
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OC4/(x,w) and φ(x, z, w) ∈ OC4/(xz−y2, y−w) such that ψ(0, z) = φ(0, z, 0), then
we can define Φ(x, y, z, w) = ψ(y, z) + φ(x, z, w)− φ(0, z).
Proposition 1.5.25. Let D = V (f) ⊂ Cn be a linear free divisor. If n ≤ 4, then√
J(D) is Cohen-Macaulay of codimension 2.
Proof. Such linear free divisors are classified in [25]. The statement follows by a
direct computation.
Remark 1.5.26. There exist free divisors D = V (f) ⊂ Cn such that √J(D) is not
Cohen-Macaulay.
Proof. Consider A a 3 × 4 matrix of indeterminates and f the product of all the
3× 3 minors of A. Then D = V (f) ⊂ C12 is a reductive linear free divisor, see [7].
Then
√
J(D) is the intersection of 7 ideals: the ideal of the 3× 3 minors of A and
the 6 ideals Ii,j , where for 1 ≤ i < j ≤ 4, Ii,j is the ideal of 2 × 2 minors of the
columns i and j of A. A computation with the computer algebra system Macaulay
2, see [29], shows that the projective dimension is 4 and not 2.
Lemma 1.5.27. ([2], Proposition, §1) Let D = V (f) ⊂ Cn be a free divisor and let
δ1, . . . , δn be a basis of Der(− logD) such that δi(f) = gif for some gi ∈ OCn. Then
the Jacobian ideal of D is equal to the ideal of maximal minors of the n × (n + 1)
matrix obtained by using the column (g1, . . . , gn)t to augment the transpose of the
Saito matrix relative to δ1, . . . , δn.
Proposition 1.5.28. Let D ⊂ Cn be a free divisor, let S be a Saito matrix and
let I be the ideal of submaximal minors of S. Then V (J(D)) = V (I) and hence,√
J(D) =
√
I.
Proof. By Lemma 1.5.27, we have the inclusion J(D) ⊂ I and so V (I) ⊂ V (J(D)).
On the other hand, at a point on V (J(D)) the rank of S is smaller that n−1 and
so all the submaximal minors of S vanish. Hence, V (J(D)) ⊂ V (I).
Definition 1.5.29. An element g ∈ GLn(C) is a reflection if it has finite order
and its fixed point set is a hyperplane Hg. We call Hg the reflecting hyperplane of
g. A finite subgroup G ⊂ GLn(C) is called a reflection group if it is generated by
reflections. The set A(G) of reflecting hyperplanes of a reflection group G is called
the reflection arrangement of G.
Definition 1.5.30. A Coxeter group G ⊂ GLn(C) is a reflection group with pre-
sentation
〈r1, . . . , rn | (rirj)mij = 1〉,
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where mii = 1 and mij = mji ≥ 2 for i 6= j. In case there are no relations between
ri and rj, we make the convention that mij =∞.
Definition 1.5.31. Let G ⊂ GLn(C) be a Coxeter group. Then the reflection
arrangement A(G) is called a Coxeter arrangement.
For more details on Coxeter groups, we refer to the book of J.E. Humphreys [34].
Example 1.5.32. For any integer l ≥ 1, the Coxeter arrangement Al is defined by
V (
∏
1≤i<j≤l+1(xi − xj)) ⊂ {
∑l+1
i=1 xi = 0}.
Example 1.5.33. For any integer m ≥ 3, the Coxeter arrangement I2(m) is the
line arrangement consisting of the diagonals of a regular m-sided polygon centred at
the origin. Here diagonal means a line bisecting the polygon, joining two vertices or
the midpoints of opposite sides if m is even, or joining a vertex to the midpoint of the
opposite side if m is odd. For example, if m = 4 we have V (xy(x+ y)(x− y)) ⊂ C2.
Remark 1.5.34. ([46]) Let A be a Coxeter arrangement. Then A is free.
Example 1.5.35. Consider A2. We can describe it as V ((x−y)(2x+y)(x+2y)) ⊂
C2 with Saito matrix
S2 =
[
x 2y2
y 2x2 + 3xy − 3y2
]
Notice that the radical of the Jacobian ideal and the ideal of the submaximal minors
of S2 coincide and they are both equal to the maximal ideal (x, y). Notice also that
St2 satisfies (rc).
More in general, we have the following:
Proposition 1.5.36. ([27], 4.1) Let A be a Coxeter arrangement and let S be a
Saito matrix for A. Then St satisfies (rc).
Proposition 1.5.37. Consider a Coxeter arrangement A. Then √J(A) is Cohen-
Macaulay of codimension 2.
Proof. Let S be a Saito matrix for A and let I be the ideal of submaximal minors
of S. By Proposition 1.5.28,
√
J(A) = √I.
At a generic point of the singular locus of A, the arrangement is of type A2,
A1 + A1 or I2(m). In the first case I is radical by Example 1.5.35. In the second
case, we have a normal crossing and so I is radical. In the third case, I = (x, y)
because I2(m) is a central line arrangement. Hence I is radical at generic points.
By Proposition 1.5.36, S satisfies (rc) and so I is Cohen-Macaulay of codimension
2. This then implies that I is a radical ideal.
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Because
√
J(A) = √I = I, then also √J(A) is Cohen-Macaulay of codimension
2.
Proposition 1.5.38. (cf. [27], Proposition 4.25) Consider the Coxeter arrangement
Al. Then A˜l is Cohen-Macaulay, weakly normal and it is isomorphic to the union
Ll of the coordinate (l − 1) planes Li,j := {xi = xj = 0} ⊂ Cl+1.
Proof. By Proposition 1.5.28, Lemma 1.5.12 and the fact that the ideal of submax-
imal minors of a Saito matrix is radical, we can take a Saito matrix as presentation
matrix for the radical of the Jacobian ideal. The result follows from Lemma 4.24
and Proposition 4.25 of [27].
More in general, we have the following:
Proposition 1.5.39. Consider a Coxeter arrangement A of ADE-type. Then A˜ is
a Cohen-Macaulay and weakly normal space.
Proof. By Theorem 2.7 of [27], A˜ is Cohen-Macaulay.
Consider now x ∈ Reg(A). Then by Proposition 1.5.20, A˜x is smooth and hence
weakly normal. Furthermore, because we consider only ADE-type, at a generic
point p of the singular locus of A the arrangement is of type A2 or A1 +A1, and in
the first case A˜p is weakly normal by Proposition 1.5.38 while in the second case, it
is weakly normal by Proposition 1.5.19.
We need now only to check the set X of points of codimension 2 in A. However,
because A is Cohen-Macaulay, by Hartogs Theorem, each continuos function on A
that is holomorphic on A \X is actually holomorphic on all of A, and hence A˜ is
weakly normal by definition.
The previous result is false for other types of Coxeter arrangement. In fact we
have the following:
Example 1.5.40. Consider the reflection arrangement for I2(4) given by D =
V (xy(x− y)(x+ y)) ⊂ C2 with the transpose of the Saito matrix equal to
A =
[
x y
2y2 2x2 + 3xy − 3y2
]
By Theorem 1.5.13, we know that we need to introduce a new generator, z := ψ1.
Moreover, a direct Macaulay 2 computation shows that M is isomorphic to OC3/I,
where I = (y2 + z, x) ∩ (z, y) ∩ (y2 + 4z, x+ y) ∩ (y2 − 2z, x− y). Notice that D˜ is
the union of 4 smooth branches and that M is not weakly normal because the four
tangent spaces at the origin to the four components of M all lie in the xy-plane.
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The author does not know whether there exists a subclass of free divisors for
which the radical of the Jacobian ideal is Cohen-Macaulay of codimension 2.
37
Chapter 2
D-module theory for free
divisors
The aim of this chapter is to recall the basic concepts of D-module theory for free
divisors. This material will have a central role in the third chapter.
We recall the notion of logarithmic connection on a OCn-module and show how
the existence of such a logarithmic connection is equivalent to the existence of a
V0(DCn)-module structure. We show how to put the V0(DCn)-module structure
induced by the adjoint representation on DerCn and Der(− logD). We introduce
the logarithmic Spencer complex and the logarithmic de Rham complex and we
show the relations between the two complexes. Finally, we recall the notion of
Koszul free divisors and show that for them the de Rham logarithmic complex is
perverse.
The material of this chapter is essentially taken from [8] and [12].
2.1 V-filtration
In this section we introduce the notion of the V-filtration for a free divisor D ⊂ Cn
and we show the connection between this filtration and the module of logarithmic
vector fields of D.
Definition 2.1.1. We denote by DCn the sheaf of differential operators over Cn
defined by
DCn := {
∑
α=(α1,...,αn)∈Nn
pα
∂α1
∂x1
· · · ∂
αn
∂xn
| pα ∈ OCn}
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and by F • the filtration of DCn defined by the order of the operators, i.e.
F k(DCn) := {
∑
|α|≤k
pα
∂α1
∂x1
· · · ∂
αn
∂xn
| pα ∈ OCn},
where for α = (α1, . . . , αn) ∈ Nn, |α| =
∑n
i=1 αi.
Notice that by definition if x ∈ Cn, then GrF •(DCn,x) ∼= OCn,x[ξ1, . . . , ξn] for some
indeterminates ξ1, . . . , ξn.
We denote by DCn [?D] the sheaf of meromorphic differential operators with poles
along D and by Ω•Cn [?D] the meromorphic de Rham complex with poles along D.
Definition 2.1.2. Let D ⊂ Cn be a divisor defined by the ideal I. We define the
V-filtration relative to D on DCn by
VDk (DCn) := {P ∈ DCn | P (Ij) ⊂ Ij−k ∀j ∈ Z}
for all k ∈ Z, where Ij = OCn when j is negative. Similarly, we define
VDk (DCn,x) := {P ∈ DCn,x | P (f j) ⊂ f j−k ∀j ∈ Z},
where f is a local equation for D at x. If there is no confusion, we denote VDk (DCn)
and VDk (DCn,x) simply by Vk(DCn) and Vk(DCn,x), respectively.
Definition 2.1.3. A logarithmic differential operator is a differential operator of
degree zero with respect to the V-filtration.
Notice that by definition
Der(− logD) = DerCn ∩V0(DCn) = Gr1F •(V0(DCn)).
Furthermore, because
F 1(DCn) = OCn ⊕DerCn ,
we also have that
F 1(V0(DCn)) = OCn ⊕Der(− logD).
Remark 2.1.4. The inclusion Der(− logD) ⊂ GrF •(V0(DCn)) gives rise to a canon-
ical graded morphism of graded algebras
κ : SymOCn (Der(− logD)) −→ GrF •(V0(DCn)).
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Similarly, for x ∈ D, we have a canonical graded morphism of graded OCn,x-algebras
κx : SymOCn,x(Derx(− logD)) −→ GrF •(V0(DCn,x)),
which is the stalk of κ at x.
Definition 2.1.5. Consider δ =
∑n
i=1 ai∂/∂xi ∈ DerCn,x. Then the principal sym-
bol of δ is σ(δ) :=
∑n
i=1 aiξi ∈ GrF •(DCn,x) = OCn,x[ξ1, . . . , ξn].
It turns out that in order to describe V0(DCn,x), we need only to know a basis of
Der(− logD). In fact, we have the following:
Theorem 2.1.6. ([8], Theorem 2.1.4) Let D ⊂ Cn be a free divisor and x ∈ D.
Consider a basis δ1, . . . , δn of Derx(− logD). Each logarithmic operator P can be
written, in a unique way, as a polynomial
P =
∑
α=(α1,...,αn)∈Nn
βαδ
α1
1 · · · δαnn ,
where βα ∈ OCn,x. In other words, the ring of logarithmic operators is the OCn,x-
subalgebra of DCn,x generated by logarithmic derivations
V0(DCn,x) = OCn,x[δ1, . . . , δn] = OCn,x[Derx(− logD)].
Remark 2.1.7. As a immediate consequence of the previous Theorem, we obtain
an isomorphism
α : GrF •(V0(DCn,x)) −→ OCn,x[σ(δ1), . . . , σ(δn)].
Corollary 2.1.8. ([8], Corollary 2.1.6) If D is free at x, the morphism κx from the
symmetric algebra SymOCn,x(Derx(− logD)) to GrF •(V0(DCn,x)) of Remark 2.1.4 is
an isomorphism of graded OCn,x-algebras. As a consequence, if D is a free divisor,
the canonical morphism
κ : SymOCn (Der(− logD)) −→ GrF •(V0(DCn))
is an isomorphism.
Corollary 2.1.9. ([8], Corollary 2.1.7) V0(DCn) is a coherent sheaf of rings.
Proof. By Theorem 9.16 of [5], we have only to prove that GrF •(V0(DCn)) is co-
herent, but this sheaf is locally isomorphic to the polynomial ring OCn [T1 . . . , Tn],
which is coherent by Lemma 3.2, VI of [4].
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2.2 Equivalence between OCn-modules with a logarith-
mic connection and left V0(DCn)-modules
In this section we recall the notion of logarithmic connection for a OCn-module and
we show how a logarithmic connection allows us to introduce the logarithmic de
Rham complex. Finally, we describe the equivalence between the structure of left
V0(DCn)-module and the existence of a logarithmic connection. See [8] for more
details.
Definition 2.2.1. Let M be a OCn-module. A connection with logarithmic poles
along D on M or a logarithmic connection on M is a homomorphism over C
∇ : M−→ Ω1(logD)⊗M,
that verifies Leibniz’s identity
∇(hm) = dh⊗m+ h∇(m)
for any h ∈ OCn and m ∈ M, where d is the exterior derivative over OCn. We
denote Ωq(logD)⊗M by Ωq(logD)(M) for any q.
Let M be a OCn-module with ∇ a logarithmic connection. We can define the
following left OCn-linear morphism
∇′ : Der(− logD) −→ EndC(M)
δ 7→ ∇δ
where ∇δ(m) = 〈δ,∇(m)〉.
Notice that the morphism ∇′ verifies Leibniz’s condition
∇δ(hm) = δ(h)m+ h∇δ(m) (2.1)
for any δ ∈ Der(− logD), h ∈ OCn and m ∈M.
On the other hand, given a left OCn-linear morphism
∇′ : Der(− logD) −→ EndC(M)
verifying Leibniz’s condition (2.1), we can define
∇ : M−→ Ω1(logD)(M)
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with ∇(m) the element of Ω1(logD)(M) = HomOCn (Der(− logD),M) such that
∇(m)(δ) = ∇′(δ)(m).
This shows us the following:
Proposition 2.2.2. Let M be a OCn-module. A logarithmic connection ∇ on M
is equivalent to a OCn-linear map ∇′ : Der(− logD) −→ EndC(M) that verifies
Leibniz’s condition (2.1).
Definition 2.2.3. A logarithmic connection ∇ is integrable if, for each δ, δ′ ∈
Der(− logD), it verifies
∇[δ,δ′] = [∇δ,∇δ′ ], (2.2)
where [ , ] represents the Lie bracket in Der(− logD) and the commutator in EndC(M).
The following Example will have a crucial role in Chapter 3.
Example 2.2.4. Consider M = DerCn /Der(− logD). Then we can introduce on
M the map defined by
∇′(δ) = ∇δ = [δ,−].
Notice that ∇′ is OCn-linear. To see that, consider h ∈ OCn , δ ∈ Der(− logD)
and ν ∈ M. Then ∇hδ(ν) = [hδ, ν] = h[δ, ν] − ν(h)δ = h[δ, ν] = h∇δ(ν), because
ν(h)δ ∈ Der(− logD) and so it is zero in M. It is clear that it satisfies Leibniz’s
condition (2.1) and, by Jacoby identity, it satisfies also condition (2.2). Hence by
Proposition 2.2.2, ∇δ defines an integrable logarithmic connection on M.
Notice that if we take M = Der(− logD) or DerCn, then ∇′(δ) = [δ,−] does not
in general define a logarithmic connection on M because ∇′ is not OCn-linear.
Definition 2.2.5. Given a logarithmic connection ∇ onM and the exterior deriva-
tive d, we can construct a morphism
∇q : Ωq(logD)(M) −→ Ωq+1(logD)(M)
for each q = 1, . . . , n, defined by
∇q(ω ⊗m) = dω ⊗m+ (−1)qω ∧∇(m),
where ω and m are sections of the sheaves Ωq(logD)(M) and M, respectively.
Remark 2.2.6. Let ∇ be a logarithmic connection. Then ∇ is integrable if and
only if ∇q ◦ ∇q−1 = 0 for every q.
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Definition 2.2.7. Let M be a OCn-module with ∇ an integrable logarithmic con-
nection on M. We call the logarithmic de Rham complex of M and we denote by
Ω•(logD)(M), the complex of sheaves of complex vector spaces
0 //M ∇ // Ω1(logD)(M) ∇
1
// · · · ∇n−1 // Ωn(logD)(M) // 0 .
Example 2.2.8. Suppose that M = OCn and that the logarithmic connection
∇ is equal to the exterior derivative d : OCn −→ Ω1(logD), then the morphisms
∇q : Ωq(logD) −→ Ωq+1(logD) define the logarithmic de Rham complex of Saito.
See [48].
The following will have an important role in the third chapter.
Definition 2.2.9. Let M be a OCn-module and ∇ an integrable logarithmic con-
nection on M. We define the following complex
0 //M d
0
// HomOCn (
∧1 Der(− logD),M) d1 // . . .
. . . d
n−1
// HomOCn (
∧n Der(− logD),M) // 0
where the differentials are defined by
(dp(ψ))(δ1 ∧ · · · ∧ δp+1) :=
p+1∑
i=1
(−1)i∇δi(ψ(δ1 ∧ · · · ∧ δ̂i ∧ · · · ∧ δp+1))+
+
∑
1≤i<j≤p+1
(−1)i+j−1ψ([δi, δj ] ∧ δ1 ∧ · · · ∧ δ̂i ∧ · · · ∧ δ̂j ∧ · · · ∧ δp+1),
for p = 1, . . . , n− 1 and for p = 0, by
d0(m) := (δ 7→ ∇δ(m)).
Consider now the ring R := V0(DCn) = ∪k≥0Rk, where R0 := OCn ⊂ R1 and
Rk := F k(V0(DCn)). Then the ring Gr(R) is commutative and the canonical mor-
phism
α : SymR0(Gr1(R)) −→ Gr(R),
defined by
α(s1 ⊗ · · · ⊗ st) := s1 · · · st,
is an isomorphism. In this situation, R1 is an (R0, R0)-bimodule and a Lie algebra,
with [x, y] = xy − yx ∈ R1 because Gr(R) is commutative. In addition, R0 is
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a (R0, R0)-subbimodule of R1 such that the two induced structures of R0-module
over the quotient R1/R0 are the same.
Let TR0(R1) := R0 ⊕R1 ⊕ (R1 ⊗R0 R1)⊕ · · · be the tensor algebra of R1 and let
ψ : TR0(R1) −→ R = V0(DCn)
be the canonical morphism defined by the inclusion R1 ⊂ R. Then we have the
following:
Proposition 2.2.10. ([8], Proposition 2.2.5) The morphism ψ induces an isomor-
phism
φ :
TR0(R1)
J
−→ V0(DCn)
defined by
φ(i(y1)⊗ · · · ⊗ i(yt) + J) := y1y2 · · · yt,
where i is the inclusion of R1 in the tensor algebra and J is the two sided ideal
generated by the elements
1. a− i(a), for a ∈ R0 ⊂ R1;
2. i(x)⊗ i(y)− i(y)⊗ i(x)− i([x, y]), for x, y ∈ R1.
We now present the main result of the section:
Corollary 2.2.11. ([8], Corollary 2.2.6) Let D ⊂ Cn be a free divisor and let M
be a OCn-module. An integrable logarithmic connection on M gives rise to a left
V0(DCn)-module structure on M and vice versa.
Proof. A OCn-moduleM with an integrable logarithmic connection ∇ has a natural
structure of left V0(DCn)-module defined by its structure as OCn-module. Let µ be
the morphism of (OCn ,OCn)-bimodules
µ : R1 = OCn ⊕Der(− logD) −→ EndC(M)
defined by
µ(a)(m) := am, µ(δ)(m) := ∇δ(m),
for every a ∈ OCn , δ ∈ Der(− logD) and m ∈M. Moreover, µ induces a morphism
ν : TR0(R1) −→ EndC(M) and, as ν(J) = 0, we have a morphism
V0(DCn) ∼= TR0(R1)
J
−→ EndC(M),
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which defines a structure of V0(DCn)-module on M.
On the other hand, a left V0(DCn)-module structure on M defines an integrable
logarithmic connection ∇ on the OCn-module M by
∇′ : Der(− logD) −→ EndC(M)
∇δ(m) := δ ·m.
A left V0(DCn)-module structure on M defines a logarithmic de Rham complex.
This complex coincides with the one introduced in Definition 2.2.7. In local coor-
dinates (U ;x1, . . . , xn), with δ1, . . . , δn a local basis of Der(− logD) and ω1, . . . , ωn
its dual basis, the differential of the complex is defined by
∇p(U)(ω ⊗m) = dω ⊗m+
n∑
i=1
((ωi ∧ ω)⊗ δi ·m),
for any section ω ∈ Ω1Cn(logD) and m ∈M.
Example 2.2.12. In the case of the left V0(DCn)-module OCn, defined as V0(DCn)-
module in a natural way, P · g = P (g) for any holomorphic function g and any
logarithmic operator P . This canonical structure is obviously equivalent to the inte-
grable logarithmic connection over OCn defined naturally by the exterior derivative
∇δ(g) = δ · dg = δ(g).
2.3 V0(DCn)-modules
The aim of this section is to recall the basic properties of V0(DCn)-modules. For
more details see [12].
Let now M and N be left V0(DCn)-modules. Then we can introduce a natural
structure of left V0(DCn)-module on the OCn-module HomOCn (M,N ). The struc-
ture is defined by
(δh)(m) := −h(δm) + δh(m),
where δ is a logarithmic derivation and h and m are local sections respectively of
HomOCn (M,N ) and M.
In a similar way, we can introduce a natural structure of left V0(DCn)-module on
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the OCn-module M⊗OCn N . The structure is defined by
δ(m⊗ n) := (δm)⊗ n+m⊗ (δn),
where δ is a logarithmic derivation and m,n are local sections respectively of M
and N .
Remark 2.3.1. Consider the invertible sheaf OCn [mD] ⊂ OCn [?D]. If f is a re-
duced local equation of D at x ∈ D, then f−m is a local basis of OCn,x[mD] over
OCn,x.
Proposition 2.3.2. ([12],§2) The natural isomorphisms of OCn-modules
OCn [(m+m′)D] ∼= OCn [mD]⊗OCn OCn [m′D]
and
HomOCn (OCn [mD],OCn) ∼= OCn [−mD]
are isomorphisms also of V0(DCn)-modules.
Definition 2.3.3. LetM be a V0(DCn)-module that is locally free of finite rank over
OCn. Then we denote by M[mD] the locally free OCn-module M⊗OCn OCn [mD]
and by M∗ the locally free OCn-module HomOCn (M,OCn).
Notice that by Definition, M[mD] and M∗ are both endowed with a natural
structure of left V0(DCn)-module.
Proposition 2.3.4. ([12],§2) Let M be a V0(DCn)-module that is locally free of
finite rank over OCn and let N be a left V0(DCn)-module. Then the isomorphism
of OCn-modules M∗ ⊗OCn N ∼= HomOCn (M,N ) is also an isomorphism of left
V0(DCn)-modules.
Let us consider now P and Q two right V0(DCn)-modules. Then we can introduce
a natural structure of left V0(DCn)-module on the OCn-module HomOCn (P,Q). The
structure is defined by
(δh)(p) := h(pδ)− h(p)δ,
where δ is a logarithmic derivation and h and p are local sections respectively of
HomOCn (P,Q) and P.
Similarly, if we consider P a right V0(DCn)-module and N a left V0(DCn)-module,
then we can introduce a natural structure of right V0(DCn)-module on the OCn-
module P ⊗OCn N . The structure is defined by
(p⊗ n)δ := (pδ)⊗ n− p⊗ (δn),
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where δ is a logarithmic derivation and p, n are local sections respectively of P and
N .
The following two Propositions have a proof similar to assertions A.4 and A.6 of
[21], respectively. See [12], Lemma 2.1.
Proposition 2.3.5. Let M and N be left V0(DCn)-modules. Then one has the
isomorphism
HomV0(DCn )(OCn ,HomOCn (M,N )) ∼= HomV0(DCn )(M,N )
given by ψ 7→ ψ(1).
Proposition 2.3.6. Let M be a V0(DCn)-module that is locally free of finite rank
over OCn and let N be a left V0(DCn)-module. Then there is a natural isomorphism
in the derived category
RHomV0(DCn )(M,N ) ∼= RHomV0(DCn )(OCn ,M∗ ⊗OCn N ).
Proposition 2.3.7. ([12],§2) Let P, M and N be left V0(DCn)-modules. Then the
canonical isomorphisms of OCn-modules
M⊗OCn N ∼= N ⊗OCnM
and
(P ⊗OCnM)⊗OCn N ∼= P ⊗OCn (M⊗OCn N )
are also isomorphisms of left V0(DCn)-modules. If P is a right V0(DCn)-module,
then the second isomorphism is an isomorphism of right V0(DCn)-modules.
Remark 2.3.8. By [48], Ωn(logD) = Ωn ⊗OCn OCn [D].
Proposition 2.3.9. ([12], Proposition 2.2.1) The natural structure of right V0(DCn)-
module of Ωn(logD) coincides with the one of Ωn ⊗OCn OCn [D] coming from the
natural structure of right V0(DCn)-module on Ωn and the natural structure of left
V0(DCn)-module on OCn [D].
Remark 2.3.10. Let M be a left V0(DCn)-module. Then the OCn-module M⊗OCn
V0(DCn) is also a V0(DCn)-bimodule. The left structure is given by the left struc-
ture on M and V0(DCn), the right structure is given only by the right structure on
V0(DCn).
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Lemma 2.3.11. ([12], Lemma 2.2.2) Let M be a left V0(DCn)-module. Then there
exists a unique natural isomorphism of V0(DCn)-bimodules
V0(DCn)⊗OCnM∼=M⊗OCn V0(DCn)
that sends 1⊗m to m⊗ 1.
Corollary 2.3.12. ([12], Corollary 2.2.3) Let M and N be left V0(DCn)-modules.
Then there is a natural morphism of right V0(DCn)-modules
HomV0(DCn )(M,V0(DCn))⊗OCn N −→ HomV0(DCn )(M,N ⊗OCn V0(DCn))
that is an isomorphism if N is also locally free of finite rank over OCn.
Proposition 2.3.13. ([12], Proposition 2.2.4) Let P be a right V0(DCn)-module and
let M and N be left V0(DCn)-modules. Then one has the following isomorphism
(P ⊗OCnM)⊗V0(DCn ) N ∼= P ⊗V0(DCn ) (M⊗OCn N )
defined by (p⊗m)⊗ n 7→ p⊗ (m⊗ n).
Remark 2.3.14. Consider P a right V0(DCn)-module. Then the OCn-module P⊗OCn
V0(DCn) is a right V0(DCn)-module in two ways. The first one is given by the right
structure on P and the left structure on V0(DCn), the second one is given only by
the right structure on V0(DCn).
Lemma 2.3.15. ([12], Lemma 2.3.1) Let P be a right V0(DCn)-module. Then there
is a OCn-linear involution of P ⊗OCn V0(DCn) that interchange the two previous
structures of right V0(DCn)-module.
Corollary 2.3.16. ([12], Corollary 2.3.2) Let P be a right V0(DCn)-module that is
locally free of finite rank over OCn. Then P ⊗OCn V0(DCn) is locally free of finite
rank as right V0(DCn)-module with the first structure from Remark 2.3.14.
Theorem 2.3.17. ([12], Theorem 2.3.3) Let P be a right DCn-module and let M
be left V0(DCn)-module. Then the natural morphism
P ⊗OCnM−→ P ⊗OCn (DCn ⊗V0(DCn )M)
defined by
p⊗m 7→ p⊗ (1⊗m)
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is right V0(DCn)-linear and the induced morphism
(P ⊗OCnM)⊗V0(DCn ) DCn −→ P ⊗OCn (DCn ⊗V0(DCn )M)
is an isomorphism of right DCn-modules.
Corollary 2.3.18. ([12], Corollary 2.3.4) Let P be a right V0(DCn)-module that is
locally free of finite rank over OCn and letM be a left V0(DCn)-module that admits a
locally free resolution. Then there is a natural isomorphism in the derived category
of right DCn-modules
(P ⊗OCnM)
L⊗V0(DCn ) DCn ∼= P ⊗OCn (DCn
L⊗V0(DCn ) M).
2.4 An integrable logarithmic connection on DerCn and
Der(− logD)
This section is devoted to the construction of a structure of V0(DCn)-modules for
DerCn and Der(− logD). This new construction will have an important role in the
Chapter 3 and in particular in the proof of Theorem 3.4.8.
From Example 2.2.4, we know that the adjoint representation does not give rise
to a logarithmic connection either on DerCn or on Der(− logD). In particular,
if we consider M = DerCn or Der(− logD), then the map ∇′ : Der(− logD) −→
EndC(M) defined by ∇′(δ) = [δ,−] is not OCn-linear but satisfies the integrability
condition (2.2). Furthermore, in general if we force OCn-linearity from ∇′(δi) on a
chosen basis of Der(− logD), then we lose the integrability condition. In this section
we describe conditions which ensure us that we keep integrability. This implies that
under these conditions we are able to put on DerCn and on Der(− logD) a structure
of left V0(DCn)-modules.
Let us fix D ⊂ Cn a free divisor and δi =
∑n
j=1 aij∂/∂xj , i = 1, . . . , n a basis of
Der(− logD), where aij ∈ OCn for all i, j = 1, . . . , n. We know that Der(− logD)
forms a Lie subalgebra of DerCn , hence we can write
[δi, δj ] =
n∑
k=1
bijkδk,
where bijk ∈ OCn for all i, j, k = 1, . . . , n and similarly we can write
[δi,
∂
∂xj
] =
n∑
k=1
cijk
∂
∂xk
,
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where cijk ∈ OCn for all i, j, k = 1, . . . , n. In this way we obtain the data of 2n
matrices Bi := (bijk) and Ci := (c
i
jk) of holomorphic functions on Cn. Let us call
δ · ∂ := [δ, ∂] for any derivation ∂ and any logarithmic derivation δ. Then
δi · δt = Biδt, 1 ≤ i ≤ n
and
δi · ∂t = Ci∂t, 1 ≤ i ≤ n
where δ = (δ1, . . . , δn) and ∂ = (∂/∂x1, . . . , ∂/∂xn).
Lemma 2.4.1. For i, j = 1, . . . , n
δi(Cj)− δj(Ci) + [Cj , Ci] =
n∑
k=1
bijkCk
if and only if
n∑
k=1
akl
∂(bijk)
∂xr
= 0, ∀ l, r = 1, . . . , n.
Proof. We first notice that by definition cijk = −∂(aik)/∂xj . The first equality is an
equality between matrices, hence we can check it entry by entry. Let 1 ≥ l, r ≥ 0.
We now check the entry (l, r). In this case the expression becomes
−δi(∂(ajr)
∂xl
) + δj(
∂(air)
∂xl
) +
n∑
k=1
∂(ajk)
∂xl
∂(air)
∂xk
+
−
n∑
k=1
∂(aik)
∂xl
∂(ajr)
∂xk
= −
n∑
k=1
bijk
∂(akr)
∂xl
.
Consider now the Jacobi identity
[[δi, δj ],
∂
∂xl
] + [[δj ,
∂
∂xl
], δi] + [[
∂
∂xl
, δi], δj ] = 0.
The coefficient of ∂/∂xr of the previous expression is
δi(
∂(ajr)
∂xl
)− δj(∂(air)
∂xl
)−
n∑
k=1
∂(ajk)
∂xl
∂(air)
∂xk
+
+
n∑
k=1
∂(aik)
∂xl
∂(ajr)
∂xk
−
n∑
k=1
bijk
∂(akr)
∂xl
−
n∑
k=1
akr
∂(bijk)
∂xl
= 0.
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Hence, the first equality is satisfied if and only if
n∑
k=1
akr
∂(bijk)
∂xl
= 0.
Proposition 2.4.2. We can define a structure of left V0(DCn)-module on DerCn if
n∑
k=1
akr
∂(bijk)
∂xl
= 0, ∀ i, j, l, r = 1, . . . , n.
Proof. To define a structure of left V0(DCn)-module on DerCn , we define the action
of δi on any derivation ∂ by
δi • ∂ := [δi, ∂],
or in other words
δi • ∂t := Ci∂t, 1 ≤ i ≤ n.
The structure just introduced is well defined if and only if
(δiδj − δjδi) • ∂t = (
n∑
k=1
bijkδk) • ∂t.
An easy computation shows us that this is true if and only if
δi(Cj)− δj(Ci) + [Cj , Ci] =
n∑
k=1
bijkCk
hence we can conclude by Lemma 2.4.1.
Notice that the action on DerCn of any logarithmic derivation δ =
∑n
k=1 βkδk is
given by
δ • ∂t =
n∑
k=1
βkCk∂
t, (2.3)
hence this is not the adjoint action.
Lemma 2.4.3. For i, j = 1, . . . , n
n∑
k=1
alk
∂(bijr)
∂xk
= 0, ∀ l, r = 1, . . . , n
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if and only if
δi(Bj)− δj(Bi) + [Bj , Bi] =
n∑
k=1
bijkBk.
Proof. It is similar to the proof of Lemma 2.4.1.
Proposition 2.4.4. We can define a structure of left V0(DCn)-module on Der(− logD)
if
n∑
k=1
alk
∂(bijr)
∂xk
= 0, ∀ i, j, l, r = 1, . . . , n.
Proof. As the proof of Proposition 2.4.2.
Notice that, as in the case of DerCn , the action on Der(− logD) of any logarithmic
derivation δ =
∑n
k=1 βkδk is given by
δ • ∂t =
n∑
k=1
βkBk∂
t, (2.4)
hence also this action is not the adjoint one.
Corollary 2.4.5. Let D ⊂ Cn be a linear free divisor. Then DerCn and Der(− logD)
are left V0(DCn)-modules, where the action is given by (2.3) and (2.4), respectively.
Proof. In this case bijk ∈ C and so the two previous conditions are trivially fulfilled.
Corollary 2.4.6. Let D ⊂ C2 be a free divisor defined by a weighted homogeneous
equation. Then DerC2 and Der(− logD) are left V0(DC2)-modules.
Proof. Because D is defined by f a weighted homogenous equation and because
Der(− logD) is a free OC2-module of rank 2, then we can choose χ, δ as a basis
of Der(− logD), where χ is an Euler vector field and δ(f) = 0. Then [χ, δ] = αδ,
where α ∈ C and so all the bijk ∈ C. Hence the two previous conditions are trivially
fulfilled.
The author thinks that the approach used to put a logarithmic connection on
DerCn and Der(− logD) is a particular case of the notion of integrability up to
homotopy, see [1].
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2.5 The logarithmic Spencer complex
In this section, we recall the definition of the logarithmic Spencer complex and we
describe its basic properties.
Definition 2.5.1. Let D ⊂ Cn be a free divisor. We call the logarithmic Spencer
complex and we denote by Sp•(logD), the complex
0 // V0(DCn)⊗OCn
∧n Der(− logD) ε−n // · · ·
· · · ε−2 // V0(DCn)⊗OCn
∧1 Der(− logD) ε−1 // V0(DCn)
where the differentials are defined by
ε−p(P ⊗ (δ1 ∧ · · · ∧ δp)) :=
p∑
i=1
(−1)i−1Pδi ⊗ (δ1 ∧ · · · ∧ δ̂i ∧ · · · ∧ δp)+
+
∑
1≤i<j≤p
(−1)i+jP ⊗ ([δi, δj ] ∧ δ1 ∧ · · · ∧ δ̂i ∧ · · · ∧ δ̂j ∧ · · · ∧ δp),
for all 2 ≤ p ≤ n and for p = 1 we have
ε−1(P ⊗ δ) := Pδ.
Definition 2.5.2. We can augment the complex Sp•(logD) by another morphism
ε0 : V0(DCn) −→ OCn
defined by
ε0(P ) := P (1).
We call the new complex S˜p•(logD).
We denote by Sp•[?D] = DCn [?D]⊗DCn Sp• the meromorphic Spencer complex of
OCn [?D], where Sp• is the usual Spencer complex of OCn .
Theorem 2.5.3. ([8], Theorem 3.1.2) The complex Sp•(logD) is a locally free reso-
lution of OCn as a left V0(DCn)-module.
Proof. To see the exactness of S˜p•(logD) we define a discrete filtration G• such
that it induces an exact graded complex
Gk(V0(DCn)⊗OCn
p∧
Der(− logD)) := F k−p(V0(DCn))⊗OCn
p∧
Der(− logD),
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Gk(OCn) := OCn .
We have that
GrG•(V0(DCn)⊗OCn
p∧
Der(− logD)) = GrF •(V0(DCn))[−p]⊗OCn
p∧
Der(− logD),
GrG•(OCn) = OCn .
As the above filtration are compatible with the differential of the complex S˜p•(logD),
we can consider the complex GrG•(S˜p•(logD))
0 // GrF •(V0(DCn))[−n]⊗OCn
∧n Der(− logD) ψ−n // · · ·
· · · ψ−2 // GrF •V0(DCn))[−1]⊗OCn
∧1 Der(− logD) ψ−1 //
ψ−1 // GrF •(V0(DCn)) ψ0 // OCn // 0 ,
where the local expression of the differential is defined by
ψ−p(G⊗ (δj1 ∧ · · · ∧ δjp)) =
p∑
i=1
(−1)i−1Gσ(δji)⊗ (δj1 ∧ · · · ∧ δ̂ji ∧ · · · ∧ δjp),
for all 2 ≤ p ≤ p and for p = 1, 0 we have
ψ−1(G⊗ δi) = Gσ(δi), ψ0(G) = G0,
with δ1, . . . , δn a basis of Der(− logD). This complex is the Koszul complex of the
ring
GrF •(V0(DCn)) ∼= SymOCn (Der(− logD))
with respect to the GrF •(V0(DCn)) regular sequence σ(δ1), . . . σ(δn) in the ring
GrF •(V0(DCn)) and consequently, it is exact.
More generally, we can introduce the following:
Definition 2.5.4. Let D ⊂ Cn be a free divisor and let M be a V0(DCn)-module.
We denote by Sp•(logD)(M), the complex
0 // V0(DCn)⊗OCn
∧n Der(− logD)⊗OCnM ε−n // · · ·
· · · ε−2 // V0(DCn)⊗OCn
∧1 Der(− logD)⊗OCnM ε−1 // V0(DCn)⊗OCnM
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where the differentials are defined by
ε−p(P ⊗ (δ1 ∧ · · · ∧ δp)⊗m) :=
p∑
i=1
(−1)i−1Pδi ⊗ (δ1 ∧ · · · ∧ δ̂i ∧ · · · ∧ δp)⊗m+
−
p∑
i=1
(−1)i−1P ⊗ (δ1 ∧ · · · ∧ δ̂i ∧ · · · ∧ δp)⊗ (δim)+
+
∑
1≤i<j≤p
(−1)i+jP ⊗ ([δi, δj ] ∧ δ1 ∧ · · · ∧ δ̂i ∧ · · · ∧ δ̂j ∧ · · · ∧ δp)⊗m,
for all 2 ≤ p ≤ n and for p = 1 we have
ε−1(P ⊗ δ ⊗m) := Pδ ⊗m− P ⊗ δm.
Definition 2.5.5. We can augment the complex Sp•(logD)(M) by another mor-
phism
ε0 : V0(DCn)⊗OCnM−→M,
defined by
ε0(P ⊗m) := Pm.
We call the new complex S˜p•(logD)(M).
Theorem 2.5.6. ([12], (1.2)) Let M be a free OCn-module with an integrable log-
arithmic connection. The complex Sp•(logD)(M) is a locally free resolution of M
as a left V0(DCn)-module.
Proof. The proof is similar to the one of Theorem 2.5.3, see [12], (1.2).
Lemma 2.5.7. ([8], Lemma 3.1.3) Let f be a local equation of the free divisor
D ⊂ Cn at x ∈ D. For every logarithmic operator P ∈ V0(DCn,x), there exist, for
each integer p, a logarithmic operator Q ∈ V0(DCn,x) and an integer k such that
f−pP = Qf−k.
Remark 2.5.8. For every operator Q ∈ DCn,x[?D], we can always find a strictly
positive integer m such that fmQ ∈ V0(DCn,x). Equivalently, for each meromorphic
differential operator Q, there exist a positive integer p and a logarithmic operator
Q′ such that we can write Q = f−pQ′.
We now introduce several morphisms that we will use later.
Lemma 2.5.9. ([8], Lemma 3.1.5) We have the following isomorphisms
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1. OCn [?D]⊗OCn V0(DCn) ˜↪→DCn [?D]←˜↩V0(DCn)⊗OCn OCn [?D];
2. α : DCn [?D]⊗V0(DCn ) OCn ∼= OCn [?D], α(P ⊗ g) := P (g);
3. ρ : DCn [?D]⊗V0(DCn ) DCn [?D] ∼= DCn [?D], ρ(P ⊗Q) := PQ.
Proposition 2.5.10. ([8], Proposition 3.1.6) We have the following isomorphisms
of complexes of DCn [?D]-modules
1. DCn [?D]⊗V0(DCn ) Sp• ∼= Sp•[?D];
2. DCn [?D]⊗V0(DCn ) Sp•(logD) ∼= Sp•[?D].
2.6 The logarithmic de Rham complex
The aim of this section is to recall that the logarithmic de Rham complex and the
dual logarithmic Spencer complex are isomorphic complexes.
Consider D ⊂ Cn a free divisor. By the equality Ωp(logD) = ∧p Ω1(logD) and by
the fact that Ω1(logD) ∼= HomOCn (Der(− logD),OCn), we can construct a natural
isomorphism
γp : Ωp(logD) −→ HomOCn (
p∧
Der(− logD),OCn),
defined by
γp(ω1 ∧ · · · ∧ ωp)(δ1 ∧ · · · ∧ δp) := det(ωi · δj)1≤i,j≤p.
Similarly, for every divisor D ⊂ Cn, we have a standard canonical isomorphism
λp : HomOCn (
p∧
Der(− logD),OCn) −→ HomV0(DCn )(V0(DCn)⊗OCn
p∧
Der(− logD),OCn),
defined by
λp(α)(P ⊗ (δ1 ∧ · · · ∧ δp)) := P (α(δ1 ∧ · · · ∧ δp)).
Composing the two isomorphism γp and λp, we can construct a natural isomor-
phism
ψp = λp ◦ γp : Ωp(logD) −→ HomV0(DCn )(V0(DCn)⊗OCn
p∧
Der(− logD),OCn),
for p = 0, . . . , n, defined locally by
ψp(ω1 ∧ · · · ∧ ωp)(P ⊗ (δ1 ∧ · · · ∧ δp)) := P (det(ωi · δj)1≤i,j≤p).
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The previous definitions can be given in a more general setting:
Definition 2.6.1. If M is a left V0(DCn)-module, given an integer p ∈ {1, . . . , n},
there exist the following canonical isomorphisms
γpM : Ω
p(logD)(M) −→ HomOCn (
p∧
Der(− logD),M),
defined by
γp((ω1 ∧ · · · ∧ ωp)⊗m)(δ1 ∧ · · · ∧ δp) := det(ωi · δj)1≤i,j≤p ·m,
λpM : HomOCn (
p∧
Der(− logD),M) −→ HomV0(DCn )(V0(DCn)⊗OCn
p∧
Der(− logD),M),
defined by
λp(α)(P ⊗ (δ1 ∧ · · · ∧ δp)) := P (α(δ1 ∧ · · · ∧ δp))
ψpM = λ
p
M◦γpM : Ωp(logD)(M) −→ HomV0(DCn )(V0(DCn)⊗OCn
p∧
Der(− logD),M),
defined locally by
ψpM((ω1 ∧ · · · ∧ ωp)⊗m)(P ⊗ (δ1 ∧ · · · ∧ δp)) := P · det(ωi · δj)1≤i,j≤p ·m.
Proposition 2.6.2. The isomorphisms λ•M induce an isomorphism of complexes be-
tween HomOCn (
∧•Der(− logD),M) and HomV0(DCn )(V0(DCn)⊗OCn∧•Der(− logD),M).
Proof. The isomorphisms λ•M commute with the differentials on the two complexes
also because they are one the dual of the other.
Theorem 2.6.3. ([8], Theorem 3.2.1) IfM is a left V0(DCn)-module, the complexes
of sheaves of C-vector spaces Ω•(logD)(M) and HomV0(DCn )(Sp•(logD),M) are
canonically isomorphic.
Proof. The general case is solved if we prove the case M = V0(DCn), using the
isomorphisms
Ω•(logD)(M) ∼= Ω•(logD)(V0(DCn))⊗V0(DCn )M,
HomV0(DCn )(Sp•(logD),M) ∼= HomV0(DCn )(Sp•(logD),V0(DCn))⊗V0(DCn )M.
For M = V0(DCn), we obtain the right V0(DCn)-isomorphisms
φp = ψpV0(DCn ) : Ω
p(logD)(V0(DCn)) −→ HomV0(DCn )(Sp−p(logD),V0(DCn)),
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whose local expression are
φp((ω1 ∧ · · · ∧ ωp)⊗Q)(P ⊗ (δ1 ∧ · · · ∧ δp)) := P · det(ωi · δj)1≤i,j≤p ·Q.
To prove that these isomorphisms produce an isomorphism of complexes we have to
check that they commute with the differential of the complex. Thanks to the second
isomorphism of Proposition 2.5.10
DCn [?D]⊗V0(DCn ) Sp•(logD) ∼= Sp•[?D],
we obtain a natural morphism of complexes of sheaves of right V0(DCn)-modules
τ• : HomV0(DCn )(Sp•(logD),V0(DCn)) −→ HomDCn [?D](Sp•[?D],DCn [?D]),
locally defined by
τp(α)(R⊗ (δ1 ∧ · · · ∧ δp)) := f−kα(P ⊗ (fδ1 ∧ · · · ∧ fδp)),
where P is a local section of V0(DCn) such that Rf−p = f−kP . See Lemma 2.5.7.
The morphism τp are injective, because
α(P ⊗ (δ1 ∧ · · · ∧ δp)) = τp(α)(P ⊗ (δ1 ∧ · · · ∧ δp)).
Let us see the following diagram is commutative
Ωp(logD)(V0(DCn))
φp

jp // Ωp[?D](DCn [?D])
Φp

HomV0(DCn )(Spp(logD),V0(DCn)) τ
p
// HomDCn [?D](Spp[?D],DCn [?D])
for each p ≥ 0, where the Φp are the isomorphisms
Φp : Ωp[?D](DCn [?D]) −→ HomDCn [?D](DCn [?D]⊗
p∧
DerCn ,DCn [?D]),
defined by
Φp((ω1 ∧ · · · ∧ ωp)⊗Q)(P ⊗ (δ1 ∧ · · · ∧ δp)) := P · det(ωi · δj)1≤i,j≤p ·Q.
Given ω1, . . . , ωp local sections of Ω1(logD), Q and P local sections of DCn [?D] and
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δ1, . . . , δp local sections of DerCn , we have that
(τp ◦ φp)((ω1 ∧ · · · ∧ ωp)⊗Q)(R⊗ (δ1 ∧ · · · ∧ δp))
= f−kφp((ω1 ∧ · · · ∧ ωp)⊗Q)(P ⊗ (fδ1 ∧ · · · ∧ fδp))
= f−kP · det(ωi · fδj) ·Q = R · f−p det(ωi · fδj) ·Q = R · det(ωi · δj) ·Q
= (Φp ◦ jp)((ω1 ∧ · · · ∧ ωp)⊗Q)(R⊗ (δ1 ∧ · · · ∧ δp)),
where P is a local section of V0(DCn) such that Rf−p = f−kP . But Φ•, j• and
τ• are morphisms of complexes and τ• is injective, hence we deduce that the φp
commute with the differential and so define an isomorphism of complexes
φ• : Ω•(logD)(V0(DCn)) −→ HomV0(DCn )(Sp•(logD),V0(DCn)),
as we wanted to prove.
Corollary 2.6.4. If M is a left V0(DCn)-module, the complexes of sheaves of C-
vector spaces Ω•(logD)(M) and HomOCn (
∧•Der(− logD),M) are isomorphic.
Proof. It is a direct consequence of the Proposition 2.6.2 and of the Theorem 2.6.3.
Corollary 2.6.5. There exists a canonical isomorphism in the derived category
Ω•(logD)(M) ∼= RHomV0(DCn )(OCn ,M).
Proof. By Theorem 2.5.3, the complex Sp•(logD) is a locally free resolution of OCn
as a left V0(DCn)-module. So, we have only to apply the Theorem 2.6.3.
Notice that in the special case that M = OCn , we have that the complexes
Ω•(logD) and HomV0(DCn )(Sp•(logD),OCn) are canonically isomorphic and so,
there exists a canonical isomorphism
Ω•(logD) ∼= RHomV0(DCn )(OCn ,OCn).
2.7 Koszul free divisors
In this section, we recall the notion of Koszul free divisors and their basic properties.
Furthermore, we describe the theory of the logarithmic Spencer complex in the case
of Koszul free divisors.
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Definition 2.7.1. ([8], Definition 4.1.1) Let D ⊂ Cn be a divisor. We say that D
is a Koszul free divisor at x ∈ Cn if it is free at x and there exists a basis δ1, . . . , δn
of Derx(− logD) such that the sequence of symbols σ(δ1), . . . , σ(δn) is regular in
GrF •(DCn,x). If D is a Koszul free divisor at every point, we simply say that it is a
Koszul free divisor.
Notice that for a free divisor D, to be Koszul is equivalent to being holonomic in
the sense of Definition 3.8 from [48], i.e. the logarithmic stratification of D is locally
finite. See [25], Theorem 7.4.
Remark 2.7.2. If a basis of Derx(− logD) satisfies the condition of Definition
2.7.1, then every basis does.
Example 2.7.3. 1. The normal crossing divisor of Example 1.1.20 is Koszul
free.
2. ([11], Example 2.8) Consider the free divisor D = V (28z3 − 27x2z2 + 24x4z +
2432xy2z − 22x3y2 − 33y4) ⊂ C3 with Saito matrix
[δ1, δ2, δ3] =
 6y 4x
2 − 48z 2x
8z − 2x2 12xy 3y
−xy 9y2 − 16xz 4z
 .
Then the sequence of symbols σ(δ1), σ(δ2), σ(δ3) is regular in GrF •(DC3,x) for
any x ∈ C3 and so D is Koszul free.
3. ([11], Example 4.2) Consider the free divisor D = V (xy(x+ y)(y + xz)) ⊂ C3
with Saito matrix x x
2 0
y −y2 0
0 −z(x+ y) xz + y
 .
Then D is Euler-homogeneous but is not Koszul free.
Remark 2.7.4. ([11], Remark 2.4) Let D ⊂ Cn be a free divisor. Then D is Koszul
at x if and only if depth((σ(δ1), . . . , σ(δn)),GrF •(DCn,x)) = n, where δ1, . . . , δn is a
basis for Derx(− logD). Furthermore, by coherence, if a divisor is Koszul free at a
point, then it is a Koszul free divisor near that point.
Proposition 2.7.5. ([10], Example 1.11) Let D ⊂ C2 be a reduced divisor. Then
D is a Koszul free divisor.
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Proof. Suppose that f is a local reduced equation of D at x ∈ C2. Derx(− logD)
is a reflexive OC2,x-module and hence, it is free. So, we have only to check that
the symbols σ1, σ2 of a basis δ1, δ2 of Derx(− logD) form a GrF •(DCn,x)-regular
sequence. Let us suppose they are not. Then they have a common factor g ∈ OC2,x,
because they are symbols of order 1. If g is a unit, we divide one of them by g
and eliminate the common factor. If g is not a unit, it would be in contradiction
with Proposition 1.1.16, because the determinant of the Saito matrix of the basis
δ1, δ2 would have as factor g2, with g not invertible, while this determinant has to
be equal to f multiplied by a unit.
The Koszul free divisor behave well under products. In fact, we have the following:
Proposition 2.7.6. ([10], Proposition 1.10 1)) Let D ⊂ Cn be a divisor such that
there exists a divisor D′ ⊂ Cn−1 and D = D′ × C. Then D is a Koszul free divisor
if and only if D′ is a Koszul free divisor.
Proposition 2.7.7. ([10], Proposition 1.10 2)) Let D ⊂ Cn and D′ ⊂ Cr be two
divisors. Then
1. the divisor (D × Cr)⋃(Cn ×D′) ⊂ Cn+r is free if D and D′ are both free;
2. the divisor (D × Cr)⋃(Cn ×D′) ⊂ Cn+r is Koszul free if D and D′ are both
Koszul free.
Proposition 2.7.8. ([10], Corollary 4.2) Let D ⊂ Cn be a free divisor and let Σ ⊂ D
be a discrete set of points. If D is Koszul free at all y ∈ D \ Σ, then D is Koszul
free.
Proposition 2.7.9. ([10], Theorem 4.3) Every locally quasi-homogeneous free divi-
sor is Koszul free.
Corollary 2.7.10. Every free divisor that is locally quasi-homogeneous at the com-
plement of a discrete set is Koszul free.
Proposition 2.7.11. ([8], Proposition 4.1.2) Let D ⊂ Cn be a Koszul free divisor
at x ∈ Cn and consider δ1, . . . , δn a basis of Derx(− logD). Then we have that
σ(DCn,x(δ1, . . . , δn)) = GrF •(DCn,x)(σ(δ1), . . . , σ(δn)).
The following Theorem is a generalisation of Proposition 4.1.3 from [8]. The
statement, without a proof, is already present in Section 1.2 of [12].
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Theorem 2.7.12. Let D ⊂ Cn be a Koszul free divisor and let M be a V0(DCn)-
module that is locally free of finite rank over OCn. Then the complex DCn ⊗V0(DCn )
Sp•(logD)(M) is concentrated in degree 0.
Proof. We can work locally. Fix a point x ∈ D and a reduced equation f for D at
x. To prove that the complex DCn,x ⊗V0(DCn,x) Sp•(logD)(M)x is concentrated in
degree zero, we define a filtration G• such that the graded complex has the same
property. Consider
Gk(DCn,x ⊗OCn,x
p∧
Derx(− logD)⊗OCn,xMx)
:= F k−p(DCn,x)⊗OCn,x
p∧
Derx(− logD)⊗OCn,xMx.
Clearly, this filtration is compatible with the differentials of the complex. Consider
now the complex DCn,x ⊗V0(DCn,x) Sp•(logD)x with the filtration
Gk(DCn,x ⊗OCn,x
p∧
Derx(− logD)) := F k−p(DCn,x)⊗OCn,x
p∧
Derx(− logD),
also in this case, this filtration is compatible with the differentials of the complex.
Hence, we have that
GrG•(DCn,x ⊗V0(DCn,x) Sp•(logD)(M)x)
= GrG•(DCn,x ⊗V0(DCn,x) Sp•(logD)x)⊗OCn,xMx.
Because M is free and hence flat over OCn,x, to conclude is enough to show that
GrG•(DCn,x ⊗V0(DCn,x) Sp•(logD)x) is concentrated in degree zero. Because
GrG•(DCn,x ⊗OCn,x
p∧
Derx(− logD)) = GrF •(DCn,x)[−p]⊗OCn,x
p∧
Derx(− logD),
the complex GrG•(DCn,x ⊗V0(DCn,x) Sp•(logD)x) looks like
0 // GrF •(DCn,x)[−n]⊗OCn,x
∧n Derx(− logD) ψ−n // · · ·
ψ−2 // GrF •(DCn,x)[−1]⊗OCn,x
∧1 Derx(− logD) ψ−1 // GrF •(DCn,x) // 0 ,
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where the local expression of the differential is defined by
ψ−p(G⊗ (δj1 ∧ · · · ∧ δjp)) :=
p∑
i=1
(−1)i−1Gσ(δji)⊗ (δj1 ∧ · · · ∧ δ̂ji ∧ · ∧ δjp),
for p = 2, . . . , n and for p = 1
ψ−1(g ⊗ δi) := Gσ(δi),
where δi, . . . , δn is a basis of Derx(− logD). This complex is the Koszul complex of
the ring GrF •(DCn,x) with respect to the sequence σ(δ1), . . . , σ(δn). By hypoth-
esis, D is Koszul free and hence, this sequence is regular and so, the complex
GrG•(DCn,x ⊗V0(DCn,x) Sp•(logD)x) is concentrated in degree zero.
We now present Proposition 4.1.2 from [8] as a corollary of the previous Theorem.
Corollary 2.7.13. Let D ⊂ Cn be a Koszul free divisor and consider δ1, . . . , δn a
basis of Derx(− logD). Then the complex DCn,x⊗V0(DCn,x)Sp•(logD)x is a resolution
of the quotient module DCn,xDCn,x(δ1,...,δn) .
Proof. It is enough to apply Theorem 2.7.12 to M = OCn .
2.8 Perversity of the logarithmic de Rham complex
In this section we recall the notion of Spencer free divisors and show that every
Koszul divisor is Spencer. We recall the notion of admissible V0(DCn)-modules and
prove, in Theorem 2.8.8, that if D is Koszul, every free OCn-module is admissible.
Notice that the last property was stated without a proof as Proposition 1.2.3 in [12].
Finally, we show that the logarithmic the Rham complex is perverse if D is Koszul.
The last fact will have an important role in the third chapter and in particular in
the proof of Theorem 3.4.8.
Definition 2.8.1. LetM be a V0(DCn)-module that is locally free of finite rank over
OCn. We say that M is admissible if the complex DCn
L⊗V0(DCn ) M is concentrated
in degree 0 and if DCn ⊗V0(DCn )M is a holonomic DCn-module.
Notice that asking that the complex DCn
L⊗V0(DCn ) M is concentrated in degree 0
is equivalent to ask that the complex DCn ⊗V0(DCn ) Sp•(logD)(M) is concentrated
in degree 0.
Definition 2.8.2. A divisor D ⊂ Cn is said to be Spencer, if the module OCn is
admissible.
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Definition 2.8.3. A divisor D ⊂ Cn is said to be pre-Spencer, if the complex
DCn
L⊗V0(DCn ) OCn is concentrated in degree 0.
LetM be a V0(DCn)-module that is locally free of finite rank over OCn . Suppose
that x ∈ D and that Mx is generated by m1, . . . ,mr as OCn,x-module. Then the
left V0(DCn,x)-module structure on Mx is determined by the action of δ1, . . . , δn, a
basis of Derx(− logD)
δimj :=
r∑
k=1
aijkmk,
for all i = 1, . . . , n, j = 1, . . . , r and where aijk ∈ OCn,x.
Notice that in this situation, we have that m1, . . . ,mr also generate Mx over
V0(DCn,x). Hence, we have a surjection
pi : V0(DCn,x)r −→Mx.
Lemma 2.8.4. The kernel of pi is generated by
∆ij := (−aij1 , . . . ,−aijj−1, δi − aijj ,−aijj+1 . . . ,−aijr ),
for i = 1, . . . , n and j = 1, . . . , r.
Proof. By Theorem 2.1.6, we have that V0(DCn,x) = OCn,x[δ1, . . . , δn]. Consider
now P = (P1, . . . , Pr) ∈ ker(pi). We will prove the statement by induction on
p0 = max{degPj}.
If p0 = 0, then each Pi is in OCn,x and the statement is obvious. We suppose
now that the result holds when p0 < d. Let p0 = d. Note that if Q ∈ V0(DCn,x) =
OCn,x[δ1, . . . , δn], then we can rewrite it as
Q = Q1(δ1 − a1jj ) + · · ·+Qn(δn − anjj ) +R,
for all j = 1, . . . , r, where deg(Qi) < deg(Q) and deg(R) = 0. Without lost of
generality we can suppose that deg(P1) = p0, by the previous note, we can rewrite
P1 = Q1(δ1 − a111 ) + · · ·+Qn(δn − an11 ) +R
and hence
P = (P1, . . . , Pr) =
n∑
k=1
Qk∆k1 + (R,P ′2, . . . , P
′
r),
where P ′i ∈ V0(DCn,x) and deg(P ′i ) ≤ deg(Pi) for i = 2, . . . , r. Now there are two
possible cases
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1. max{degP ′j} < d;
2. max{degP ′j} = d.
In the first case, we can conclude applying the induction hypothesis to (R,P ′2, . . . , P ′r).
In the second case, we can apply the method before again and eventually, we will
be in the first case.
Corollary 2.8.5. In the situation before, the module DCn,x ⊗V0(DCn,x)Mx is pre-
sented as DrCn,x/L, where L is the submodule generated by ∆ij for i = 1, . . . , n and
j = 1, . . . , r.
Proposition 2.8.6. Let D ⊂ Cn be a Koszul free divisor at x and consider M a
V0(DCn)-module that is locally free of finite rank over OCn. Then we have that
σ(DCn,x(∆11, . . . ,∆nr)) = GrF •(DCn,x)(σ(∆11), . . . , σ(∆nr)).
Proof. Notice now that σ(∆ij) = (0, . . . , 0, σ(δi), 0, . . . , 0) with δi in the j-th place.
Similarly to Proposition 2.7.11, we have then that
σ(DCn,x(∆11, . . . ,∆nr)) = (σ(DCn,x(δ1, . . . , δn)))r =
= (GrF •(DCn,x)(σ(δ1), . . . , σ(δn)))r = GrF •(DCn,x)(σ(∆11), . . . , σ(∆nr)).
Corollary 2.8.7. If D ⊂ Cn is a Koszul free divisor and M is a V0(DCn)-module
that is locally free of finite rank over OCn, then DCn ⊗V0(DCn ) M is a holonomic
DCn-module.
Proof. For each x we have
GrF •(DCn,x ⊗V0(DCn,x)Mx) = GrF •(DCn,x)r/GrF •(DCn,x)(σ(∆11), . . . , σ(∆nr)),
but σ(∆ij) = (0, . . . , 0, σ(δi), 0, . . . , 0) with δi in the j-th place. Hence
GrF •(DCn,x)r/GrF •(DCn,x)(σ(∆11), . . . , σ(∆nr))
∼= (GrF •(DCn,x)/GrF •(DCn,x)(σ(δ1), . . . , σ(δn)))r
and so it has dimension n.
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Theorem 2.8.8. (cf. [12], Proposition 1.2.3) Let D ⊂ Cn be a Koszul free divisor
and let M be a V0(DCn)-module that is locally free of finite rank over OCn. Then
M is admissible.
Proof. It is a consequence of Theorem 2.7.12 and Corollary 2.8.7.
Corollary 2.8.9. Any Koszul free divisor is Spencer.
Proof. Apply Theorem 2.8.8 to M = OCn .
Remark 2.8.10. ([45], Example 3.1) The reciprocal of the previous Corollary is
false. It is enough to consider D = V (xy(x+ y)(x+ yz)) ⊂ C3 of Example 2.7.3, in
fact D is Spencer but not Koszul.
We can introduce the following functor in the derived category
DDCn : D
b
coh(DCn) −→ Dbcoh(DCn)
defined by
DDCn (M) := HomOCn (Ωn,RHomDCn (M,DCn))[n].
Similarly, we can consider the following functor in the derived category
DV0(DCn ) : D
b
coh(V0(DCn)) −→ Dbcoh(V0(DCn))
defined by
DV0(DCn )(M) := HomOCn (Ωn(logD),RHomV0(DCn )(M,V0(DCn)))[n].
Notice that by Proposition 3.1 of [12], if M is a V0(DCn)-module that is locally
free of finite rank over OCn , then DV0(DCn )(M) =M∗.
Proposition 2.8.11. ([12], Theorem 3.1.1) Let M be a V0(DCn)-module that is
locally free of finite rank over OCn. Then there is a natural isomorphism in the
derived category
RHomDCn (DCn
L⊗V0(DCn ) M,DCn) ∼= Ωn ⊗OnC (DCn
L⊗V0(DCn ) M∗[D])[−n].
Proof. There is a canonical isomorphism
RHomDCn (DCn
L⊗V0(DCn ) M,DCn) ∼= RHomV0(DCn )(M,DCn).
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Moreover, because V0(DCn) and M are coherent module, we have
RHomV0(DCn )(M,DCn) ∼= RHomV0(DCn )(M,V0(DCn))
L⊗V0(DCn ) DCn .
By Proposition 3.1 of [12], RHomV0(DCn )(M,V0(DCn)) is concentrated in degree n
and we have a natural isomorphism of V0(DCn)-modules
ExtnV0(DCn )(M,V0(DCn)) ∼= Ωn(logD)⊗OCnM∗.
Hence we have
RHomDCn (DCn
L⊗V0(DCn ) M,DCn) ∼= (Ωn(logD)⊗OCnM∗)
L⊗V0(DCn ) DCn [−n].
But we have that
(Ωn(logD)⊗OCnM∗)
L⊗V0(DCn ) DCn [−n]
∼= ((Ωn ⊗OCn OCn [D])⊗OCnM∗)
L⊗V0(DCn ) DCn [−n]
∼= (Ωn ⊗OCnM∗[D])
L⊗V0(DCn ) DCn [−n]
∼= Ωn ⊗OnC (DCn
L⊗V0(DCn ) M∗[D])[−n].
The following is a generalisation of Corollary 3.1.2 of [12], where the property is
stated only for V0(DCn)-modules that are locally free of finite rank over OCn .
Corollary 2.8.12. Let M be a V0(DCn)-module. Then there is a natural isomor-
phism in the derived category
DDCn (DCn
L⊗V0(DCn ) M) ∼= DCn
L⊗V0(DCn ) M∗[D].
Proof. It is explained in [13], Theorem 4.5 in the language of Lie-Rienhart algebras.
Corollary 2.8.13. Let M be a V0(DCn)-module that is locally free of finite rank
over OCn. If M is admissible, then also M∗[D] is admissible.
Proof. By definition of admissible module, DCn
L⊗V0(DCn ) M is concentrated in
degree zero and it is holonomic, but then its DCn dual has the same properties and
hence, by the previous Corollary, M∗[D] is admissible.
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The following is a generalisation of Corollary 3.1.5 of [12], where the property is
stated only for V0(DCn)-modules that are locally free of finite rank over OCn .
Corollary 2.8.14. Let M be a V0(DCn)-module. Then there exists a natural iso-
morphism in the derived category
Ω•(logD)(M) ∼= RHomDCn (OCn ,DCn
L⊗V0(DCn ) M[D]).
Proof. By Corollary 2.6.5, we have
Ω•(logD)(M) ∼= RHomV0(DCn )(OCn ,M).
Moreover, we have
RHomV0(DCn )(OCn ,M) ∼= RHomV0(DCn )(DV0(DCn )(M),DV0(DCn )(OCn))
∼= RHomV0(DCn )(M∗,OCn) ∼= RHomDCn (DCn
L⊗V0(DCn ) M∗,OCn)
∼= RHomDCn (DDCn (OCn),DCn(DCn
L⊗V0(DCn ) M∗))
∼= RHomDCn (OCn ,DCn
L⊗V0(DCn ) M[D]).
Corollary 2.8.15. ([12], Corollary 3.1.6) LetM be a V0(DCn)-module that is locally
free of finite rank over OCn. The following properties are equivalent
1. M∗ is admissible;
2. M[D] is admissible;
3. The de Rham logarithmic complex Ω•(logD)(M) is a perverse sheaf.
Theorem 2.8.16. Let D ⊂ Cn be a Koszul free divisor and let M be a V0(DCn)-
module that is locally free of finite rank over OCn. Then the de Rham logarithmic
complex Ω•(logD)(M) is a perverse sheaf.
Proof. By hypothesis D is Koszul and hence by Theorem 2.8.8,M[D] is admissible.
The result is direct consequence of Corollary 2.8.15.
Corollary 2.8.17. ([12], Corollary 3.1.8) LetM be a V0(DCn)-module that is locally
free of finite rank over OCn such that M∗ is admissible. Then there is a natural
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isomorphism in the derived category
Ω•(logD)(M) ∼= Ω•(logD)(M∗[−D])∨,
where ∨ denote the Verdier dual.
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Chapter 3
Deformation theory for free
divisors
This chapter contains the core part of this thesis: we introduce the notions of
admissible and linearly admissible deformation respectively for germs of free and
linear free divisors, and we show how to compute the space of first order infinitesimal
(linearly) admissible deformations.
After defining the notions of admissible and linearly admissible deformation, we
introduce two functors, one for each notion. Then we show how to use the de Rham
logarithmic complex, introduced in Section 2.2, to compute the space of first order
infinitesimal admissible deformations and we use the theory developed in Chapter 2
to show that for Koszul free divisors such that we can define an integrable logarithmic
connection by modifying the adjoint representation on DerCn and Der(− logD), as
described in Section 2.4, the space of infinitesimal admissible deformations is finite
dimensional. We show how to use the standard Lie algebra cohomology complex (see
B.3) to compute the space of first order infinitesimal linearly admissible deformations
and, using representation theory for reductive Lie algebras (see B.2), we show that
reductive linear free divisors are formally rigid. We describe in more details the
case of free divisors defined by a weighted homogeneous equation and show that in
this case, the space of infinitesimal admissible deformations is finite dimensional.
Finally, we show how to use the theory of deformations for non-isolated singularities
introduced in [16] and [18] by T. de Jong and D. van Straten to deform germs of
free divisors in another way and we show that the two approaches are equivalent.
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3.1 Admissible and linearly admissible deformations
In this section we introduce the notions of admissible and linearly admissible defor-
mation respectively for germs of free and linear free divisors, we define the associated
functors and we describe the basic properties of an (linearly) admissible deformation.
Let us fix on (Cn, 0) a set of coordinates x1, . . . , xn.
Definition 3.1.1. Let (D, 0) ⊂ (Cn, 0) be a germ of a free divisor and let (S, s)
be a complex space germ. An admissible deformation of (D, 0) over (S, s) con-
sists of a flat morphism φ : (X,x) −→ (S, s) of complex spaces, where (X,x) ⊂
(Cn × S, (0, s)), together with an isomorphism from (D, 0) to the central fibre of
φ, (D, 0) −→ (Xs, x) := (φ−1(s), x), such that
Der(− logX/S)/mS,s Der(− logX/S) = Der(− logD) (3.1)
where mS,s is the maximal ideal of OS,s.
Definition 3.1.2. Let (D, 0) ⊂ (Cn, 0) be a germ of a linear free divisor and let
(S, s) be a complex space germ. A linearly admissible deformation of (D, 0) over
(S, s) is an admissible deformation of (D, 0) over (S, s) such that there exists a set
of generators of Der(− logX/S) as OCn×S,(0,s)-module consisting of vector fields all
of whose coefficients are linear in x1, . . . , xn.
Definition 3.1.3. In the Definitions 3.1.1 and 3.1.2, (X,x) is called the total
space, (S, s) the base space and (Xs, x) ∼= (D, 0) the special fibre of the (linearly)
admissible deformation.
Let us now look at some examples of admissible deformations.
Example 3.1.4. 1. Consider f = xy(x−y)(x+y) ∈ C[x, y] as defining equation
of the germ of a free divisor (D, 0) ⊂ (C2, 0). Then we can consider the Saito
matrix
A0 =
[
x 0
y x2y − y3
]
.
We can now consider F = xy(x − y)(x + (1 + t)y) ∈ C[x, y, t] as defining
equation of germ of the hypersurface (X, 0) ⊂ (C3, 0). This is a one parameter
admissible deformation for (D, 0), in fact Der(− logX/C) is generated by the
columns of the following matrix
At =
[
x 0
y x2y − y3 + t(xy2 − y3)
]
.
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Notice that (X, 0) ⊂ (C3, 0) is a germ of a free divisor with Saito matrixx 0 0y 0 xy + y2
0 yt− x+ y −xt− 2x
 .
2. Consider f = x4 + y4 ∈ C[x, y] as defining equation of the germ of a free
divisor (D, 0) ⊂ (C2, 0). Then we can consider the Saito matrix
A0 =
[
x −y3
y x3
]
.
We can now consider F = x4 + y4 + tx2y2 ∈ C[x, y, t] as defining equation of
germ of the hypersurface (X, 0) ⊂ (C3, 0). This is a one parameter admissible
deformation for (D, 0), in fact Der(− logX/C) is generated by the columns of
the following matrix
At =
[
x −x2yt− 2y3
y xy2t+ 2x3
]
.
Notice that (X, 0) ⊂ (C3, 0) is not free.
3. Consider f = xyz(x− y)(x+ y)(x− z) ∈ C[x, y, z] as defining equation of the
germ of a free divisor (D, 0) ⊂ (C3, 0). Then we can consider the Saito matrix
A0 =
x 0 0y 0 x2y − y3
z xz − z2 0
 .
We can now consider F = xyz(x − y)(x + y)(x − (1 + t)z) ∈ C[x, y, z, t]
as defining equation of germ of the hypersurface (X, 0) ⊂ (C4, 0). This is a
one parameter admissible deformation for (D, 0), in fact Der(− logX/C) is
generated by the columns of the following matrix
At =
x 0 0y 0 x2y − y3
z xz − (1 + t)z2 0
 .
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We can write a (linearly) admissible deformation as a commutative diagram
(D, 0)

  i // (X,x)
φ

{∗}   // (S, s)
(3.2)
where i is a closed embedding mapping (D, 0) isomorphically onto (Xs, x). We
denote a (linearly) admissible deformation by
(i, φ) : (D, 0) 
 i // (X,x)
φ // (S, s) .
Remark 3.1.5. In the Definitions 3.1.1 and 3.1.2, the requirement that φ be a flat
morphism implies that (X,x) is a germ of a hypersurface in (Cn × S, (0, s)).
Definition 3.1.6. Given two (linearly) admissible deformations (i, φ) : (D, 0) ↪→
(X,x) −→ (S, s) and (j, ψ) : (D, 0) ↪→ (Y, y) −→ (T, t), of (D, 0) over (S, s) and
(T, t) respectively. A morphism of (linearly) admissible deformations from (i, φ)
to (j, ψ) is a morphism of the diagram (3.2) being the identity on (D, 0) −→ {∗}.
Hence, it consists of two morphisms (τ, σ) such that the following diagram commutes
(D, 0)
lL
i
zzuuu
uu
uu
uu
 r
j
$$H
HH
HH
HH
HH
(X,x)
φ

τ // (Y, y)
ψ

(S, s) σ // (T, t)
Definition 3.1.7. Two (linearly) admissible deformations over the same base space
(S, s) are isomorphic if there exists a morphism (τ, σ) with τ an isomorphism and
σ the identity map.
Proposition 3.1.8. Let (i, φ) : (D, 0) ↪→ (X,x) −→ (S, s) be a (linearly) admissible
deformation and let ψ : (T, t) −→ (S, s) be a morphism of complex space germs.
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Consider the commutative diagram
(D, 0)
iIψ∗i
wwnnn
nnn
nnn
nnn
 r
i
$$H
HH
HH
HH
HH
(X,x)×(S,s) (T, t)
ψ∗φ

τ // (X,x)
φ

(T, t)
ψ // (S, s)
where (X,x) ×(S,s) (T, t) := {(x, t) ∈ (X,x) × (T, t) | ψ(t) = φ(x)}, ψ∗φ, respec-
tively τ , are induced by the second, respectively the first, projection and ψ∗i =
(τ |(ψ∗φ)−1(t))−1 ◦ i. Then (ψ∗i, ψ∗φ) : (D, 0) ↪→ (X,x) ×(S,s) (T, t) −→ (T, t) is a
(linearly) admissible deformation of (D, 0) over (T, 0).
Proof. Because (X,x) ⊂ (Cn × S, (0, s)), then (Y, 0) := (X,x)×(S,s) (T, t) ⊂ (Cn ×
S, (0, s))×(S,s) (T, t) = (Cn × T, (0, t)). By Remark 3.1.5, (X,x) is an hypersurface
and hence it exists a F ∈ OCn×S,(0,s) such that X = V (F ), then, by construction,
Y = V (G), where G = F ◦ (id(Cn,0) × ψ). This implies that if σ ∈ Der(− log Y/T ),
then σ =
∑
i ασ
∗
i , where αi ∈ OCn×T,(0,t) and σ∗i =
∑n
j=1 ν
∗
i,j∂/∂xj for ν
∗
i,j =
νi,j ◦ (id(Cn,0) × ψ), where
∑n
j=1 νi,j∂/∂xj ∈ Der(− logX/S). This implies that
(ψ∗i, ψ∗φ) : (D, 0) ↪→ (X,x) ×(S,s) (T, t) −→ (T, t) is a (linearly) admissible defor-
mation.
Definition 3.1.9. The (linearly) admissible deformation of the previous Proposition
is called the induced (linearly) admissible deformation by ψ from (i, φ), or just the
pull-back deformation.
In the following, we denote by Art the category of local Artin rings with residue
field k and by Set the category of pointed sets with distinguished element ∗. We
can now introduce the functors relative to the two types of deformation that we are
interested in.
Definition 3.1.10. Let (D, 0) ⊂ (Cn, 0) be a germ of a free divisor. Define the
functor FDD : Art −→ Set by setting
FDD(A) :=
{
Isomorphism classes of admissible
deformations of (D, 0) over SpecA
}
.
If (D, 0) ⊂ (Cn, 0) is a germ of a linear free divisor, we define similarly the functor
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LFDD : Art −→ Set by setting
LFDD(A) :=
{
Isomorphism classes of linearly
admissible deformations of (D, 0) over SpecA
}
.
In order to fit into the general pattern as described in Appendix A, we need to
check some technical properties of the functors FDD and LFDD.
Theorem 3.1.11. Let (D, 0) ⊂ (Cn, 0) be a germ of a free divisor. Then the func-
tor FDD satisfies Schlessinger’s conditions (H1) and (H2) from Definition A.1.13.
Moreover, if (D, 0) is linear, then also the functor LFDD satisfies conditions (H1)
and (H2).
Proof. Let A′ −→ A and A′′ −→ A be maps in Art such that the latter is a small
extension, see Definition A.1.2. Consider now X ∈ FDD(A), X ′ ∈ FDD(A′) and
X ′′ ∈ FDD(A′′). Define Y := (D,OX′ ×OX OX′′), by Lemma A.1.18, it is flat over
A′ ×A A′′ and it is an element of FDD(A′ ×A A′′). Hence the map τA′,A′′,A of (H1)
is surjective.
We want to show now that τA′,A′′,A is a bijection in the case A′′ = k[] and
A = k. Let W ∈ FDD(A′ ×A A′′) restrict to X ′ and X ′′. Then we can choose
immersions q′ : X ′ ↪→ W and q′′ : X ′′ ↪→ W . Since these maps are all compatible
with the immersions from D, they agree with the chosen maps u′ : X ↪→ X ′ and
u′′ : X ↪→ X ′′, since in this case X = D. Now by the universal property of fibered
product of rings, there is a map Y −→ W compatible with the above maps. Since
Y and W are both flat over A′ ×A A′′, and the map becomes an isomorphism when
restricted to D, we find that, by Lemma A.1.20, Y is isomorphic to W and hence
they are equal as elements of FDD(A′ ×A A′′).
The previous proof works similarly also for the functor LFDD.
Notice that the above proof of (H2) works also for any small extension A′′ of k.
We now translate the requirement (3.1) of Definition 3.1.1 in a more geometrical
way and to describe its consequences.
Proposition 3.1.12. Let (D, 0) ⊂ (Cn, 0) be a germ of a (linear) free divisor.
Then a deformation of (D, 0) is a (linearly) admissible deformation if and only if
the singular locus of (D, 0) is deformed in a flat way.
Proof. Let f ∈ OCn,0 be a defining equation for (D, 0) and let φ : (X,x) −→ (S, s)
be a (linearly) admissible deformation of (D, 0). Any element of Der(− logD) can
be seen as a relation among f, ∂f/∂x1, . . . , ∂f/∂xn and similarly, any element of
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Der(− logX/S) can be seen as a relation among F, ∂F/∂x1, . . . , ∂F/∂xn, where
F ∈ OCn×S,(0,s) is a defining equation for (X,x). The requirement (3.1) of Definition
3.1.1 holds true if and only if any relation among f, ∂f/∂x1, . . . , ∂f/∂xn lifts to a
relation among F, ∂F/∂x1, . . . , ∂F/∂xn and this is equivalent to deform the singular
locus of (D, 0) in a flat way, see [30], Chapter I, Proposition 1.91.
Notice that by the previous Proposition and Theorem 1.1.21, OCn×S,(0,s)/J(X)rel
is a Cohen-MacaulayOCn×S,(0,s)-module, where J(X)rel = (F, ∂F/∂x1, . . . , ∂F/∂xn)
and F ∈ OCn×S,(0,s) is a defining equation for (X,x).
One might think that the requirement (3.1) forces also (X,x) to be a free divisor,
but by Example 3.1.4, we see that the total space of an admissible deformation
might not be free. However, we have the following:
Proposition 3.1.13. In the situation of Definition 3.1.1, the requirement (3.1)
implies that Der(− logX/S) is a locally free OCn×S,(0,s)-module of rank n.
Proof. By Proposition 3.1.12, the singular locus of (D, 0) is deformed flatly and so
OCn×S,(0,s)/J(X)rel is a flatOS,s-module and represents a deformation ofOCn,0/J(D),
where J(X)rel = (F, ∂F/∂x1, . . . , ∂F/∂xn) and J(D) = (f, ∂f/∂x1, . . . , ∂f/∂xn).
Hence, a free resolution ofOCn,0/J(D) lifts to a free resolution ofOCn×S,(0,s)/J(X)rel.
Because (D, 0) is free, then a free resolution of OCn×S,(0,s)/J(X)rel looks like
0 // OnCn×S,(0,s) // On+1Cn×S,(0,s)
(F,∂F/∂x1,...,∂F/∂xn) // OCn×S,(0,s) //
// OCn×S,(0,s)/J(X)rel // 0
But as explained in Proposition 3.1.12, we can identify Der(− logX/S) with the
syzygy module of (F, ∂F/∂x1, . . . , ∂F/∂xn), and hence, it is locally free of rank
n.
The “naive” idea of (linearly) admissible deformations is to construct families
where each fiber is a (linear) free divisor. However, as seen in the previous two
Propositions, the requirement (3.1) is a much stronger property. In fact we have the
following:
Remark 3.1.14. Let (D, 0) ⊂ (Cn, 0) be a singular free divisor with a quasi-
homogeneous defining equation f . Then we can consider (X, 0) = (V (f − t), 0) ⊂
(Cn × C, 0) and φ the projection on (C, 0). In this case each fiber is a free divisor
but this is not an admissible deformation of (D, 0)
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Proof. Because f is quasi-homogeneous, we can take χ, σ1, . . . , σn−1 as a basis of
Der(− logD), where χ = ∑ni=1 αixi∂/∂xi with α1, . . . , αn ∈ C is the Euler vector
field and σ1, . . . , σn−1 annihilate f . Hence χ(f) =
∑n
i=1 αixi∂f/∂xi = f . Notice
that because (X, 0) is non-singular, it is a free divisor in (Cn ×C, 0) and so we can
take as Saito matrix for (X, 0), the matrix
A =

1 0 · · · 0 0
0 1 · · · 0 0
0 0 · · · 0 0
...
...
...
...
0 0 · · · 1 0
∂f/∂x1 ∂f/∂x2 · · · ∂f/∂xn f − t

Let λi be the vector field represented by the i-th column of A. Consider now the
vector fields σ∗i = σi seen as a vector field in Cn × C and τi = tλi + ∂f/∂xiλn+1 −
∂f/∂xi
∑n
j=1 αjxjλj . Clearly, σ
∗
i (f − t) = σi(f) = 0 and so σ∗i ∈ Der(− logX/C).
Similarly, τi ∈ Der(− logX/C) because τi ∈ Der(− logX) and its coefficient of ∂/∂t
is equal to t∂f/∂xi + ∂f/∂xi(f − t) − ∂f/∂xi
∑n
j=1 αjxj∂f/∂xj = ∂f/∂xi(f −
χ(f)) = 0. This implies that we have an inclusion 〈σ∗1, . . . , σ∗n−1, τ1, . . . , τn〉 ⊂
Der(− logX/C). However, because σ1, . . . , σn−1 are the generators of Ann(D), then
any element of Der(− logX/C) that is a linear combination of λ1, . . . , λn is a linear
combinations of σ∗1, . . . , σ∗n−1. Consider now an element of Der(− logX/C) that can
be written as a linear combination of the λi involving λn+1. Because it is independent
of ∂/∂t, then the coefficient of λn+1 is forced to be in the Jacobian ideal of f . Because
t appear only in λn+1, this implies that, modulo the σ∗i , it is a linear combination
of τ1, . . . , τn. Hence σ∗1, . . . , σ∗n−1, τ1, . . . , τn generate Der(− logX/C).
Because f is singular, ∂f/∂xi ∈ (x1, . . . , xn) for all i = 1, . . . , n and so each τi has
weight bigger than zero, i.e. deg(∂f/∂xiαjxj)− deg(xj) > 0. This tells us that the
Euler vector field χ /∈ Der(− logX/C)/mC,0 Der(− logX/C) because χ has weight
zero and is not a linear combination of σ1, . . . , σn−1.
In the previous Remark, if the defining equation f is smooth, then the deformation
defined is an admissible deformation. In fact, we can suppose f = x1 and we can
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take as Saito matrix 
x1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
...
0 0 0 · · · 1

.
With a similar argument as the proof of the previous Remark, we have that Der(− logX/C)
is generated by the columns of the matrix
x1 − t 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
...
0 0 0 · · · 1
0 0 0 · · · 0

and hence the requirement (3.1) of the Definition 3.1.1 is fulfilled.
Definition 3.1.15. A (linearly) admissible deformation (i, φ) : (D, 0) ↪→ (X,x) −→
(S, s) is called trivial if it is isomorphic to the product deformation
(D, 0) 
 j // (D × S, (0, s)) p // (S, s)
with j the canonical inclusion and p the second projection.
Remark 3.1.16. Let (i, φ) : (D, 0) ↪→ (X,x) −→ (S, s) be a (linearly) admissible
deformation. Then it is a trivial (linearly) admissible deformation if and only if it
is trivial as deformation of (D, 0) as complex space germ.
Definition 3.1.17. A (linear) free divisor (D, 0) ⊂ (Cn, 0) is called rigid if all its
(linearly) admissible deformations are trivial and it is called formally rigid if all its
(linearly) admissible deformations are trivial but the isomorphisms involved are only
formal.
Definition 3.1.18. The complex space germ T consists of one point with local ring
C[] = C+  · C, 2 = 0, that is C[] = C[t]/(t2), where t is an indeterminate. Thus
T = Spec(C[t]/(t2)).
Definition 3.1.19. An infinitesimal (linearly) admissible deformation of a (linear)
free divisor (D, 0) ⊂ (Cn, 0) is a (linearly) admissible deformation of (D, 0) over T.
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Definition 3.1.20. Let (D, 0) ⊂ (Cn, 0) be a germ of a free divisor. Then FT 1(D) :=
FDD(C[t]/(t2)). If (D, 0) is linear, then LFT 1(D) := LFDD(C[t]/(t2)).
3.2 The shape of (linearly) admissible deformations
In this section, we show how to characterise a (linearly) admissible deformation from
the equation but also just looking at the logarithmic vector fields.
Definition 3.2.1. Consider f ∈ C[[x1, . . . , xn]] such that f(0) = 0. Then an un-
folding of f is a power series F ∈ C[[x1, . . . , xn, t1, . . . , tr]] with F (x, 0) = f(x), that
is
F (x, t) = f(x) +
∑
i∈Nr
i 6=(0,...,0)
gi(x)ti
for some gi ∈ C[[x1, . . . , xn]].
Proposition 3.2.2. ([30], Chapter II, Proposition 1.5) Consider a commutative
diagram of complex space germs
(X0, x)
f0

  // (X,x)
f

(S0, s)
  // (S, s)
where the horizontal maps are closed embeddings. Assume that f0 factors as
(X0, x)
  i0 // (Cn, 0)× (S0, s) p0 // (S0, s),
with i0 a closed embedding and p0 the second projection. Then there exists a com-
mutative diagram
(X0, x)
f0
&&
 _
i0

  // (X,x)
f
ww
 _
i

(Cn, 0)× (S0, s)
p0

  // (Cn, 0)× (S, s)
p

(S0, s)
  // (S, s)
with i a closed embedding and p the second projection. That is, the embedding of f0
over (S0, s) extends to an embedding of f over (S, s).
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The previous Proposition allows us to describe the defining equation of the total
space of an (linearly) admissible deformation.
Corollary 3.2.3. Any (linearly) admissible deformation of (D, 0) = (V (f), 0) ⊂
(Cn, 0) over a complex space germ (S, s) is of the form (X, (0, s)) = (V (F ), (0, s)) ⊂
(Cn × S, (0, s)), for some unfolding F of f with φ just the projection on (S, s).
Similarly as the classic deformation theory of singularities, see [30], we have the
following:
Remark 3.2.4. Let f ∈ OCn,0 be a defining equation for a germ of a (linear)
free divisor (D, 0) ⊂ (Cn, 0). Any infinitesimal (linearly) admissible deformation of
(D, 0) is of the form (X, 0) = (V (f +  · f ′), 0) ⊂ (Cn × T, 0), for some f ′ ∈ OCn,0
where φ is just the projection on T.
By Remark 3.1.16 and Chapter II, 1.4 from [30], we have the following:
Remark 3.2.5. An infinitesimal (linearly) admissible deformation (X, 0) = (V (f+
 · f ′), 0) −→ T is trivial if and only if there is an isomorphism
OCn×T,0/(f) ∼= OCn×T,0/(f +  · f ′)
which is the identity modulo  and which is compatible with the inclusion of OT
in OCn×T,0. Such an isomorphism is induced by an automorphism ϕ of OCn×T,0,
mapping xj 7→ xj + σj(x) and  7→  such that
(ϕ∗f) = (f(x+  · σ(x))) = (f +  · f ′),
where x = (x1, . . . , xn) and σ =
∑n
j=1 σj∂/∂xj.
We are now going to prove a relative Saito’s Lemma in order to be able to char-
acterise an (linearly) admissible deformation by logarithmic vector fields.
Lemma 3.2.6. Let (S, s) be a complex space germ with an embedding (S, s) ⊂ (Cr, 0)
and let t = (t1, . . . , tr) be coordinates on the ambient space (Cr, 0). Let (X,x) ⊂
(Cn × S, (0, s)) be a (linearly) admissible deformation of a germ of a (linear) free
divisor (D, 0) ⊂ (Cn, 0) and let hp = 0 be a reduced equation for (X,x), locally at
p = (x0, t0) ∈ (Cn × S, (0, s)). Suppose δ′i =
∑n
j=1 a
j
i (x, t)∂/∂xj ∈ Derp(− logX/S),
∀ i = 1, . . . , n. Then det(aji ) ∈ (hp)OCn×S,p.
Proof. Suppose that det(aji ) does not vanish at p. Hence it does not vanish in
a small neighbourhood U of p. This implies that δ1, . . . , δn are linearly indepen-
dent in U . Consider now the fibre Xt0 . We have that δ˜i =
∑n
j=1 a
j
i (x, t0)∂/∂xj ∈
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Der(− logXt0) and they are linearly independent, but this implies that Xt0 is n-
dimensional, contradicting the fact that (X,x) is a flat (linearly) admissible defor-
mation of (D, 0), that is (n− 1)-dimensional.
Proposition 3.2.7. Let (S, s) be a complex space germ with an embedding (S, s) ⊂
(Cr, 0) and let t = (t1, . . . , tr) be coordinates on the ambient space (Cr, 0). Let
(X,x) ⊂ (Cn×S, (0, s)) be a (linearly) admissible deformation of a germ of a (linear)
free divisor (D, 0) ⊂ (Cn, 0) and let hp = 0 be a reduced equation for (X,x), locally
at p = (x0, t0) ∈ (Cn×S, (0, s)). Then there exist δ′1, . . . , δ′n ∈ Derp(− logX/S) with
δ′i =
∑n
j=1 a
j
i (x, t)∂/∂xj, such that det(a
j
i ) is a multiple unit of hp.
Proof. By Proposition 3.1.13, Derp(− logX/S) is a free OCn×S,p-module of rank n.
Since Der(− logX/S) is coherent, then there exists a neighbourhood U of p such
that Der(− logX/S)|U is free. Let δ′1, . . . , δ′n be a basis of Der(− logX/S)|U with
δ′i =
∑n
j=1 a
j
i (x, t)∂/∂xj . By Lemma 3.2.6, det(a
j
i ) = ghp, where g is a holomorphic
function on U . Since ∂/∂x1, . . . , ∂/∂xn is a basis for p ∈ U \ X, then g does not
vanish on U \ X. At a smooth point p ∈ X, we can suppose X = V (x1) and
hence, we may choose as a basis of Der(− logX/S) on Reg(X)∩U the vector fields
x1∂/∂x1, . . . , ∂/∂xn. Thus g does not vanish anywhere on U \ (U ∩ Sing(X)), but
because codimU (U ∩ Sing(X)) > 1, then g does not vanish anywhere on U and so
it is a unit.
Lemma 3.2.8. Let R be a commutative ring, let A and B be two n × n matrices
with coefficients in R and let a1, . . . , an be the columns of A. Then
n∑
i=1
det[a1, . . . , ai−1, Bai, ai+1, . . . , an] = trace(B) det(A).
Proof. It is know that if we consider a n×n matrix C with columns c1, . . . , cn, then
dA det(C) =
n∑
i=1
det[a1, . . . , ai−1, ci, ai+1, . . . , an],
where d is the tangent map. Then we have the following equalities
n∑
i=1
det[a1, . . . , ai−1, Bai, ai+1, . . . , an] = dA det(BA)
=
d
dt
(det(A+ tBA))|t=0= det(A) d
dt
(det(I + tB))|t=0
= det(A)dI det(B) = det(A) trace(B).
81
Lemma 3.2.9. Let (S, s) be a complex space germ with an embedding (S, s) ⊂
(Cr, 0) and let t = (t1, . . . , tr) be coordinates on the ambient space (Cr, 0). Con-
sider (D, 0) = (V (f), 0) ⊂ (Cn, 0) a germ of a (linear) free divisor such that
Derx0(− logD) is generated by δ1, . . . , δn. Let δ′i =
∑n
j=1 a
j
i (x, t)∂/∂xj, i = 1, . . . , n,
be a system of holomorphic vector fields at (x0, s) ∈ (Cn × S, (0, s)) such that
1. δ′i|Cn,x0 = δi for all i = 1, . . . , n;
2. [δ′i, δ
′
j ] ∈
∑n
k=1OCn×S,(x0,s)δ′k for i, j = 1, . . . , n;
3. det(aji ) = h defines a reduced hypersurface X.
Then for X = {h(x, t) = 0}, δ′1, . . . , δ′n belongs to Der(x0,s)(− logX/S), {δ′1, . . . , δ′n}
is a free basis of Der(x0,s)(− logX/S) and X is a (linearly) admissible deformation
of (D, 0) over (S, s).
Proof. First of all we need to show that each δ′k ∈ Der(x0,s)(− logX/S). Because
[δ′k, δ
′
j ] = δ
′
k(δ
′
j)− δ′j(δ′k), where δ′k(δ′j) =
∑n
l=1 δ
′
k(a
j
l )∂/∂xl, then we have the follow-
ing equalities
δ′k(h) = δ
′
k(det[δ
′
1, . . . , δ
′
n]) =
n∑
j=1
det[δ′1 . . . , δ
′
j−1, δ
′
k(δ
′
j), δ
′
j+1, . . . , δ
′
n]
=
n∑
j=1
det[δ′1 . . . , δ
′
j−1, [δ
′
k, δ
′
j ] + δ
′
j(δ
′
k), δ
′
j+1, . . . , δ
′
n]
=
n∑
j=1
det[δ′1 . . . , δ
′
j−1, [δ
′
k, δ
′
j ], δ
′
j+1, . . . , δ
′
n] +
n∑
j=1
det[δ′1 . . . , δ
′
j−1, δ
′
j(δ
′
k), δ
′
j+1, . . . , δ
′
n].
By 2 and Lemma 3.2.6, det[δ′1 . . . , δ′j−1, [δ
′
k, δ
′
j ], δ
′
j+1, . . . , δ
′
n] ∈ (h)OCn×S,(x0,s) for all
j = 1, . . . , n, and so the first part of the last equality is in (h)OCn×S,(x0,s). Further-
more, if we consider the matrices A = [δ′1, . . . , δ′n] and B = (∂aik/∂xj)i,j=1,...,n, we
can apply Lemma 3.2.8 and obtain
n∑
j=1
det[δ′1 . . . , δ
′
j−1, δ
′
j(δ
′
k), δ
′
j+1, . . . , δ
′
n] =
n∑
i=1
∂aik
∂xi
h ∈ (h)OCn×S,(x0,s).
This shows that δ′k(h) ∈ (h)OCn×S,(x0,s) and so δ′k ∈ Der(x0,s)(− logX/S) for all
k = 1, . . . , n.
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Notice now that by 1 and 3, h|Cn,x0 = f . Moreover, by 1
Derx0(− logD) ⊂ Der(x0,s)(− logX/S)/mS,s Der(x0,s)(− logX/S).
Consider σ ∈ Der(x0,s)(− logX/S) such that σ|Cn,x0 /∈ Derx0(− logD). But σ(h) =
αh for some α ∈ OCn×S,(x0,s). Hence (σ(h))|Cn,x0 = σ|Cn,x0(f) = α|Cn,x0f and
so σ|Cn,x0 ∈ Derx0(− logD), but this is a contradiction. Hence Derx0(− logD) =
Der(x0,s)(− logX/S)/mS,s Der(x0,s)(− logX/S) and so X is a (linearly) admissible
deformation of (D, 0) over (S, s).
Consider σ ∈ Der(x0,s)(− logX/S). We want to prove that σ ∈
∑n
i=1OCn×S,(x0,s)δ′i.
By Cramer’s rule, h∂/∂xj ∈
∑n
i=1OCn×S,(x0,s)δ′i for all j = 1, . . . , n. Hence we can
consider hσ =
∑n
i=1 fiδ
′
i, for some fi ∈ OCn×S,(x0,s). By Lemma 3.2.6, we have that
det[δ′1, . . . , δ′i−1, σ, δ
′
i+1, . . . , δ
′
n] ∈ (h)OCn×S,(x0,s). Thus
hdet[δ′1, . . . , δ
′
i−1, σ, δ
′
i+1, . . . , δ
′
n]
= det[δ′1, . . . , δ
′
i−1, hσ, δ
′
i+1, . . . , δ
′
n]
= det[δ′1, . . . , δ
′
i−1, fiδ
′
i, δ
′
i+1, . . . , δ
′
n]
= fi det[δ′1, . . . , δ
′
n] = fih ∈ (h2)OCn×S,(x0,s).
Thus fi ∈ (h)OCn×S,(x0,s) for all i. This show that we can write σ =
∑n
i=1(fi/h)δ
′
i ∈∑n
i=1OCn×S,(x0,s)δ′i.
Notice that if we consider S to be a reduced point, then the previous Lemma is
the same statement of Lemma 1.1.18, but the proof is different from the one given
in [48].
We can now state and prove the main result of this section:
Theorem 3.2.10. Let (D, 0) = (V (f), 0) ⊂ (Cn, 0) be a germ of a free divi-
sor and let δ1, . . . , δn be a set of generators for Der(− logD). Any infinitesimal
admissible deformation of (D, 0) can be represented by n classes of vector fields
δ˜1, . . . , δ˜n ∈ DerCn /Der(− logD) such that the OCn×T,0-module generated by δ′1 =
δ1 +  · δ˜1, . . . , δ′n = δn+  · δ˜n is closed under Lie brackets. Moreover, if the deforma-
tion is linearly admissible, then the coefficients of all δ˜i need to be linear functions
too.
Proof. Let (X,x) ⊂ (Cn×T, 0) be a infinitesimal (linearly) admissible deformation
of (D, 0). By Remark 3.2.4, it is of the form (X, 0) = (V (f +  · f ′), 0) ⊂ (Cn ×
T, 0). By Proposition 3.2.7, the fact that (X, 0) is the total space of an infinitesimal
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(linearly) admissible deformation of (D, 0) implies that exists a n × n matrix A()
with coefficients in C[x1, . . . , xn, ] such that detA() = (f+·f ′), but 2 = 0 implies
that we can write A() = B+·C, where B and C are n×n matrices with coefficients
in C[x1, . . . , xn]. Hence f = detA(0) = detB and so B is a Saito matrix for (D, 0).
We can then take δi as the column of B and δ˜i as the column of C and this prove
that the Lie algebra Der(− logX/T) is generated by δ1 +  · δ˜1, . . . , δn +  · δ˜n as
required. Because Der(− logX/T) is a Lie algebra, then [δ′i, δ′j ] ∈ Der(− logX/T)
for all i, j = 1, . . . , n, but then [δ′i, δ
′
j ] ∈
∑n
k=1OCn×S,(x0,s)δ′k for i, j = 1, . . . , n.
We consider the classes of δ˜1, . . . , δ˜n modulo Der(− logD), because if δ˜1, . . . , δ˜n ∈
Der(− logD), then f ′ ∈ (f)OCn,0 and hence, by [30], Chapter II, 1.4, the admissible
deformation is trivial.
On the other hand, let δ˜1, . . . , δ˜n ∈ DerCn /Der(− logD) be n classes of vector
fields such that the OCn×T,0-module generated by δ1 +  · δ˜1, . . . , δn +  · δ˜n is closed
under Lie brackets. The determinant of the matrix of coefficients [δ1 + · δ˜1, . . . , δn+
 · δ˜n] is equal to f +  · f ′ and so by Lemma 3.2.9 it is enough to show that this
determinant is reduced. First, noticed that for  = 0 the determinant is equal to f
and hence, it is reduced. Now, reducedness is an open property and so the result
holds.
The last part of the statement is trivial.
3.3 The complexes C• and C•0
As seen in the Example 2.2.4, we can consider the OCn-module DerCn /Der(− logD)
and introduce on it the integrable logarithmic connection defined by ∇δ = [δ,−].
This fact allows us to treat DerCn /Der(− logD) as a V0(DCn)-module and hence
we can use the complex of Definition 2.2.9:
Definition 3.3.1. Let C• be the complex with modules
Cp := HomOCn (
p∧
Der(− logD),DerCn /Der(− logD))
and differentials
(dp(ψ))(δ1 ∧ · · · ∧ δp+1) :=
p+1∑
i=1
(−1)i[δi, ψ(δ1 ∧ · · · ∧ δ̂i ∧ · · · ∧ δp+1)]+
+
∑
1≤i<j≤p+1
(−1)i+j−1ψ([δi, δj ] ∧ δ1 ∧ · · · ∧ δ̂i ∧ · · · ∧ δ̂j ∧ · · · ∧ δp+1).
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Notice that
C0 = DerCn /Der(− logD)
and the map d0 is defined by
d0 : C0 −→ HomOCn (Der(− logD),DerCn /Der(− logD))
σ 7→ (δ 7→ [δ, σ]).
Furthermore, by Corollary 2.6.4, we have that the complex C• is isomorphic to
Ω•(logD)(DerCn /Der(− logD)).
Let (D, 0) ⊂ (Cn, 0) be the germ of a linear free divisor. Then we denote by
(DerCn /Der(− logD))0 the weight zero part of DerCn /Der(− logD). Notice that
it is a finite dimensional complex Lie algebra. Because the Lie bracket of two weight
zero vector fields is a weight zero vector field, we can consider (DerCn /Der(− logD))0
as a Der(− logD)0-module via the representation
% : Der(− logD)0 −→ (DerCn /Der(− logD))0
defined by
%(δ) := [δ,−].
See B.2 for the general theory. This fact allows us to use the Lie algebra cohomology
complex. See B.3 for the general theory.
Definition 3.3.2. Let C•0 be the complex defined by
Cp0 := HomC(
p∧
Der(− logD)0, (DerCn /Der(− logD))0)
and the differentials
(dp0(ψ))(δ1 ∧ · · · ∧ δp+1) :=
p+1∑
i=1
(−1)i[δi, ψ(δ1 ∧ · · · ∧ δˆi ∧ · · · ∧ δp+1)]+
+
∑
1≤i<j≤p+1
(−1)i+j−1ψ([δi, δj ] ∧ δ1 ∧ · · · ∧ δˆi ∧ · · · ∧ δˆj ∧ · · · ∧ δp+1).
3.4 Infinitesimal admissible deformations
In this section we show how to use the complex C•, introduced in the previous
section, to compute the space of first order infinitesimal admissible deformations
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of a germ of a free divisor. Finally, we show that if D ⊂ Cn is a Koszul free
divisor such that we can put a logarithmic connection on DerCn and Der(− logD),
as explained in Section 2.4, then the space of infinitesimal admissible deformations
is finite dimensional.
Theorem 3.4.1. Let (D, 0) ⊂ (Cn, 0) be a germ of a free divisor. Then the germ at
the origin of the first cohomology sheaf of the complex C• is isomorphic to FT 1(D),
i.e. H1(C•)0 ∼= FT 1(D).
Proof. To prove that we can identify H1(C•)0 with FT 1(D), two things have to
be checked: we must first identify the elements of ker(d1 : C1 −→ C2) with the
admissible deformations of (D, 0), and then we have to show that the image of
d0 : C0 −→ C1 is the collection of trivial admissible deformations of (D, 0).
By Proposition 3.2.10, we are looking for n classes of vector fields δ˜1, . . . , δ˜n ∈
DerCn /Der(− logD) such that the OCn×T,0-module generated by δ1 +· δ˜1, . . . , δn+
 · δ˜n is closed under Lie brackets.
Take an element ψ ∈ ker(d1), which means that
ψ([δ, ν])− [δ, ψ(ν)] + [ν, ψ(δ)] = 0 in DerCn /Der(− logD)
for all δ, ν ∈ Der(− logD). Then ψ corresponds to the admissible deformation given
by the OCn×T,0-module L generated by
δ1 +  · ψ(δ1), . . . , δn +  · ψ(δn).
By C-linearity of the Lie brackets, L is closed under Lie brackets if and only if for
any two elements δ+  ·ψ(δ), ν +  ·ψ(ν) ∈ L we have [δ+  ·ψ(δ), ν +  ·ψ(ν)] ∈ L,
which is equivalent to
F := [δ, ν] +  · ([δ, ψ(ν)]− [ν, ψ(δ)]) ∈ L.
Consider G := [δ, ν] +  · ψ([δ, ν]) which is an element of L, so the condition F ∈ L
is equivalent to G− F ∈ L, that is
ψ([δ, ν])− [δ, ψ(ν)] + [ν, ψ(δ)] ∈ Der(− logD).
This means exactly that ψ ∈ ker(d1).
Let us consider now an infinitesimal admissible deformation (X, 0) = (V (f +
 · f ′), 0). Then by the previous part, we have that Der(− logX/T) = 〈δ1 +  ·
ψ(δ1), . . . , δn +  · ψ(δn)〉 for some ψ ∈ ker(d1). By Remark 3.2.5, we have that
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f +  · f ′ is trivial if and only if (ϕ∗f) = (f(x +  · σ(x))) = (f +  · f ′), for some
ϕ ∈ Aut(Cn × T). On the level of logarithmic vector fields this is equivalent to say
that
〈Dϕ−1(x)ϕ(δ1(ϕ−1(x))), . . . , Dϕ−1(x)ϕ(δn(ϕ−1(x)))〉 = 〈δ1+·ψ(δ1), . . . , δn+·ψ(δn)〉,
where if h : X −→ Y , then Dxh : TxX −→ Th(x)Y is the holomorphic derivative.
But we have the following equalities
Dϕ−1(x)ϕ(δi(ϕ
−1(x))) = Dx−·σ(x)ϕ(δi(x−  · σ(x)))
= δi(x−  · σ(x)) +  ·Dx−·σ(x)σ(δi(x−  · σ(x)))
= δi(x)−  · (Dxδi(σ(x))−Dx−·σ(x)σ(δi(x)))
= δi(x) +  · (Dxσ(δi(x))−Dxδi(σ(x))) = δi(x) +  · [σ, δi](x)
and that tells us that ψ(δi) = [σ, δi], i.e. ψ ∈ image(d0).
Lemma 3.4.2. Let D ⊂ Cn be a free divisor. Then Der(− logD) is a self-normalising
Lie subalgebra of DerCn. That is, if we consider χ ∈ DerCn such that [χ, δ] ∈
Der(− logD) for all δ ∈ Der(− logD), then χ ∈ Der(− logD).
Proof. By the definition of Der(− logD), it is enough to show that if we consider
p ∈ D a smooth point, then χ(p) ∈ TpD. Without loss of generality, we can suppose
that at p the divisor D is defined by the equation x1 = 0, that its Saito matrix is
[δ1, · · · , δn] =

x1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
...
0 0 0 · · · 1

and that χ(p) =
∑n
i=1 ai∂/∂xi with ai ∈ OCn,p. In this way, we have reduced the
problem to prove that a1 ∈ (x1)OCn,p.
By hypothesis, [χ, δ] ∈ Derp(− logD) for all δ ∈ Derp(− logD), and in par-
ticular [χ, δ1] = a1∂/∂x1 −
∑n
i=1 x1∂ai/∂x1∂/∂xi = (a1 − x1∂a1/∂x1)∂/∂x1 −∑n
i=2 x1∂ai/∂x1∂/∂xi ∈ Derp(− logD). Hence, (a1 − x1∂a1/∂x1) ∈ (x1)OCn,p and
so a1 ∈ (x1)OCn,p as required.
An immediate consequence of the previous Lemma is the following:
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Lemma 3.4.3. Let D ⊂ Cn be a linear free divisor. Then Der(− logD)0 is a
self-normalising Lie subalgebra of (DerCn)0.
Proposition 3.4.4. H0(C•) = 0.
Proof. Consider σ ∈ H0(C•) = ker(d0). Hence, [−, σ] is the zero map, i.e. for
all δ ∈ Der(− logD) we have that [δ, σ] ∈ Der(− logD). Then by Lemma 3.4.2,
σ ∈ Der(− logD).
Proposition 3.4.5. Let (D, 0) be a germ of a smooth divisor, then FT 1(D) = 0.
Proof. We can suppose f = x1 and we can take as Saito matrix
S = [δ1, . . . , δn] =

x1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
...
0 0 0 · · · 1

.
In addition, we can represent an element of C1 as the column of the n × n matrix
T , where T is the matrix
T = [δ˜1, . . . , δ˜n] =

g1 g2 · · · gn
0 0 · · · 0
...
...
...
0 0 · · · 0

and gi = gi(x2, . . . , xn) ∈ OCn,0.
Because [δi, δj ] = 0 for every i, j = 1, . . . , n, then the element represented by T is
in the kernel of d1 if and only if gi = −∂g1/∂xi for all i = 2, . . . , n. To show that this
element is zero in cohomology, it is enough to find σ ∈ C0 = DerCn /Der(− logD)
such that [σ, δi] = δ˜i for all i = 1, . . . , n, i.e. T is in the image of d0. Consider then
σ = g1∂/∂x1.
Proposition 3.4.6. Let (D, 0) ⊂ (Cn, 0) be a germ of the normal crossing divisor.
Then FT 1(D) = 0.
Proof. Let f = x1 · · ·xn be a defining equation for (D, 0). We can take as Saito
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matrix
S = [δ1, . . . , δn] =

x1 0 · · · 0
0 x2 · · · 0
...
...
...
0 0 · · · xn
 .
Moreover, we can represent an element of C1 as the column of the n× n matrix T ,
where T is the matrix
T = [δ˜1, . . . , δ˜n] =

g1,1 g1,2 · · · g1,n
g2,1 g2,2 · · · g2,n
...
...
...
gn,1 gn,2 · · · gn,n

and gi,j = gi,j(x1, . . . , xˆi, . . . , xn) ∈ OCn .
Because [δi, δj ] = 0 for every i, j = 1, . . . , n, then the element represented by T
is in the kernel of d1 if and only if Ai,j = −[δi, δ˜j ] + [δj , δ˜i] ∈ Der(− logD) for all
i, j = 1, . . . , n. Let us suppose that i < j, then we have that
Ai,j =

−xi∂g1,j/∂xi
...
gi,j
...
−xi∂gj,j/∂xi
...
−xi∂gn,j/∂xi

+

xj∂g1,i/∂xj
...
xj∂gi,i/∂xj
...
−gj,i
...
xj∂gn,i/∂xj

.
Now, we can write Ai,j =
∑n
k=1Aijk∂/∂xk, where Aijk = Aijk(x1, . . . , xˆk, . . . , xn) ∈
OCn . Then Ai,j ∈ Der(− logD) for all i, j = 1, . . . , n if and only if Ai,j = 0 if and
only if
T =

g1,1 −x2∂g1,1/∂x2 · · · −xn∂g1,1/∂xn
−x1∂g2,2/∂x1 g2,2 · · · −xn∂g2,2/∂xn
...
...
...
−x1∂gn,n/∂x1 −x2∂gn,n/∂x2 · · · gn,n
 .
To show that this element is zero in cohomology, it is enough to find σ ∈ C0 =
DerCn /Der(− logD) such that [σ, δi] = δ˜i for all i = 1, . . . , n, i.e. T is in the image
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of d0. Consider then σ the vector field represented by the column vector
g1,1
...
gn,n
 .
Remark 3.4.7. In general FT 1(D) 6= 0.
Proof. Consider f = xy(x− y)(x+ y) ∈ C[x, y] as defining equation of the germ of
a free divisor (D, 0) ⊂ (C2, 0). Then we can consider the Saito matrix[
x 0
y x2y − y3
]
.
To find an infinitesimal admissible deformation for (D, 0) we have to find a non-zero
element α ∈ H1(C•)0 = FT 1(D). Let α be defined by the columns of the matrix[
0 0
0 xy2 − y3
]
.
This is an element ofH1(C•)0 that describes the infinitesimal admissible deformation
X = V (xy(x−y)(x+(1+)y)) = V (f+(x2y2−xy3)) ⊂ C2×T. This infinitesimal
admissible deformation is non-trivial because it is a non-trivial deformation of f as
a germ of function, in fact x2y2 − xy3 /∈ J(D).
With the notation of Section 2.4, we have that:
Theorem 3.4.8. Let (D, 0) ⊂ (Cn, 0) be a germ of a Koszul free divisor such that∑n
k=1 akl∂(b
i
jk)/∂xr = 0 and
∑n
k=1 alk∂(b
i
jr)/∂xk = 0, for i, j, l, r = 1, . . . , n. Then
all Hi(C•) are constructible sheaves of finite dimensional complex vector spaces.
Proof. Let us denote E0 = DerCn /Der(− logD), E1 = DerCn and E2 = Der(− logD).
By Proposition 2.4.2 and 2.4.4, we can consider the short exact sequence
0 −→ E2 −→ E1 −→ E0 −→ 0
as a resolution of the V0(DCn)-module E0. By twisting with OCn [D], we find another
V0(DCn)-resolution
0 −→ E2[D] −→ E1[D] −→ E0[D] −→ 0.
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By Theorem 2.8.8, the complexes DCn
L⊗V0(DCn ) Ei[D], for i = 1, 2 are concentrated
in degree zero. Hence, we can compute the complex DCn
L⊗V0(DCn ) E0[D] through
the above resolution as
DCn ⊗V0(DCn ) E2[D] −→ DCn ⊗V0(DCn ) E1[D].
By Theorem 2.8.8, the above complex is holonomic in each degree and we deduce
that RHomDCn (OCn ,DCn
L⊗V0(DCn ) E0[D]) is constructible. By Corollary 2.6.4 and
2.8.14, we have the following isomorphisms
C• ∼= Ω•(logD)(E0) ∼= RHomDCn (OCn ,DCn
L⊗V0(DCn ) E0[D])
and hence, we can conclude.
Corollary 3.4.9. Let (D, 0) ⊂ (Cn, 0) be a germ of a Koszul free divisor such that∑n
k=1 akl∂(b
i
jk)/∂xr = 0 and
∑n
k=1 alk∂(b
i
jr)/∂xk = 0, for i, j, l, r = 1, . . . , n. Then
FDD has a hull.
Proof. By Theorem 3.4.8, condition (H3) from Theorem A.1.17 is satisfied. Then
the result follows from Theorem 3.1.11 and Theorem A.1.17.
Corollary 3.4.10. Let (D, 0) ⊂ (C2, 0) be a germ of a free divisor defined by a
weighted homogeneous equation. Then FDD has a hull.
Proof. By Proposition 2.7.5, (D, 0) is Koszul. Because (D, 0) is defined by f a
weighted homogenous equation, then we can choose χ, δ as a basis of Der(− logD),
where χ is an Euler vector field and δ(f) = 0. Then [χ, δ] = αδ, where α ∈ C and
so all the bijk ∈ C. Hence all the hypothesis of previous Corollary are fulfilled.
Corollary 3.4.11. Let (D, 0) ⊂ (Cn, 0) be a germ of a Koszul linear free divi-
sor. Then all Hi(C•) are constructible sheaves of finite dimensional complex vector
spaces.
Proof. This follows from Theorem 3.4.8 and the fact that if (D, 0) is linear then
bijk ∈ C.
The author does not know whether there exists a subclass of the Koszul free
divisors that satisfy the assumptions of Theorem 3.4.8. However, we know that not
all Koszul free divisors satisfy them. A direct computation shows that the Koszul
free divisor D = V (28z3−27x2z2+24x4z+2432xy2z−22x3y2−33y4) ⊂ C3, described
in Example 2.7.3, does not fulfil them.
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3.5 Infinitesimal linearly admissible deformations
In this section we show how to use the Lie algebra cohomology complex (see B.3) to
compute the space of first order infinitesimal linearly admissible deformations of a
germ of a linear free divisor. In addition, using representation theory for reductive
Lie algebras (see B.2), we show that if (D, 0) ⊂ (Cn, 0) is a germ of a reductive linear
free divisor then the space of first order infinitesimal linearly admissible deformations
is zero, and hence (D, 0) is formally rigid.
Theorem 3.5.1. Let (D, 0) ⊂ (Cn, 0) be a germ of a linear free divisor. Then the
germ at the origin of the first cohomology sheaf of the complex C•0 is isomorphic to
LFT 1(D), i.e. H1(C•0)0 ∼= LFT 1(D).
Proof. This is a consequence of Theorem 3.4.1 and the second part of Theorem
3.2.10.
Corollary 3.5.2. Let (D, 0) ⊂ (Cn, 0) be a germ of a linear free divisor. Then the
functor LFDD satisfies Schlessinger’s condition (H3) from Definition A.1.13.
Proof. This is a consequence of the previous Theorem and of the fact that the co-
homology with respect to a finite dimensional representation of a finite dimensional
Lie algebra is finite dimensional.
From Theorem 3.1.11 and the previous Corollary, we know that the functor LFDD
satisfies conditions (H1), (H2) and (H3). This allows us to deduce immediately an
important result:
Corollary 3.5.3. Let (D, 0) ⊂ (Cn, 0) be a germ of a linear free divisor. Then
LFDD has a hull.
Proof. This is a consequence of Theorem A.1.17, Theorem 3.1.11 and the previous
Corollary.
Proposition 3.5.4. H0(C•0) = 0.
Proof. Like the proof of Proposition 3.4.4 but using Lemma 3.4.3.
Notice that when we compute LFT 1(D), we are just computing the cohomology
of the Lie algebra Der(− logD)0 with coefficients in the non-trivial representation
(DerCn /Der(− logD))0. See B.3.
Lemma 3.5.5. Let D ⊂ Cn be a reductive linear free divisor. Then all the elements
in the centre of Der(− logD)0 are diagonalizable.
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Proof. By definition, gD is a reductive Lie algebra and hence by Lemmas 1.2.6 and
1.2.9, G◦D is a reductive Lie group. Hence by definition, the centre ZG◦D of G
◦
D is
composed of semisimple transformations. Moreover, the Lie algebra of the identity
component of ZG◦D coincides with Z(gD) the centre of gD and hence it is composed
of diagonalizable elements.
Proposition 3.5.6. Let D ⊂ Cn be a reductive linear free divisor. Then the repre-
sentation of Der(− logD)0 in (DerCn /Der(− logD))0 is semisimple.
Proof. This is a consequence of Proposition B.2.12 and Lemma 3.5.5.
We now state and prove the main result of the section:
Theorem 3.5.7. Let (D, 0) ⊂ (Cn, 0) be a germ of a reductive linear free divisor.
Then LFT 1(D) = 0.
Proof. By Lemma 3.4.3, (DerCn /Der(− logD))Der(− logD)00 = 0 and hence by Theo-
rem B.3.16, LFT 1(D) = 0.
Notice that if LFT 1(D) = 0, then (D, 0) −→ (Spec(C), 0) is a miniversal linearly
admissible deformation. This implies that any linearly admissible deformation is
trivial and so (D, 0) is formally rigid. The same argument applies in the case that
FT 1(D) = 0. See [50] and [51] for the general case.
Corollary 3.5.8. Let (D, 0) ⊂ (Cn, 0) be a germ of a reductive linear free divisor.
Then it is formally rigid.
The statement of Theorem 3.5.7 is false if we consider non-reductive germs of
linear free divisors. In fact Brian Pike suggested me to look at the following:
Example 3.5.9. Consider f = x5(x44 − 2x5x24x3 + x25x23 + 2x25x4x2 − 2x35x1) ∈
C[x1, . . . , x5] as a defining equation of the germ of a linear free divisor (D, 0) ⊂
(C5, 0). Then it has Saito matrix
x4 x3 x2 x1 0
x5 x4 0 0 x2
0 x5 2x4 −x3 2x3
0 0 x5 −2x4 3x4
0 0 0 −3x5 4x5

Consider σ = 16x1∂/∂x1 + 11x2∂/∂x2 + 6x3∂/∂x3 + x4∂/∂x4 − 4x5∂/∂x5. Then
σ ∈ Ann(D) and trace(σ) = 30. Hence by Lemma 1.2.13, (D, 0) is the germ of a
non-reductive linear free divisor.
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To find an infinitesimal linearly admissible deformation for (D, 0) we have to find
a non-zero element α ∈ H1(C•0)0 = LFT 1(D). Let α be defined by the columns of
the following matrix 
0 0 0 0 0
0 0 2x3 0 0
0 0 −2x4 0 0
0 0 0 0 0
0 0 0 0 0
 .
This is an element of H1(C•0)0 that describes the infinitesimal linearly admissible
deformation X = V (x5(x44(1 − ) − 2x5x24x3 + x25x23 + 2x25x4x2 − 2x35x1)) = V (f −
(x44x5)) ⊂ C5×T. This infinitesimal linearly admissible deformation is non-trivial
because it is a non-trivial deformation of f as a germ of function, in fact x44x5 /∈
J(D). Moreover, one can check, via a long Macaulay 2 computation, that LFT 1(D)
is 3-dimensional and this element is one of its generators. See Appendix C.1 for
more details.
This example is of particular interest also because if we consider f+t(x44x5), where
t is a complex parameter, then this defines a family of liner free divisors with an
exceptional value. In fact, if we fix t, then D = V (f + t(x44x5)) ⊂ C5 is a linear free
divisor, unless t = −1.
3.6 Propagation of deformations
Throughout this section we suppose that (D, 0) ⊂ (Cn, 0) is a germ of a free divisor
such that there exists a germ of a free divisor (D′, 0) ⊂ (Cn−1, 0) such that (D, 0) =
(D′ × C, 0), i.e. there exists a defining equation for (D, 0) in C[[x1, . . . , xn−1]].
The section is devoted to prove a result which highlights the difference between
the theory of admissible deformations and the classical deformation theory of sin-
gularities. Observe that in the ordinary deformation theory of singularities, if
(D, 0) = (D′ × C, 0) and T 1(D′,0) is non-zero then T 1(D,0) is infinite dimensional,
see [30], Chapter II, 1.4 for more details. However, for admissible deformations, if
(D, 0) = (D′ × C, 0), like in the previous assumptions, then FT 1(D′) and FT 1(D)
are isomorphic. See Corollary 3.6.10.
Because (D, 0) is a product, then Der(− logD) also decomposes. In fact we have
the following:
Lemma 3.6.1. In this situation
Der(− logD) = (Der(− logD′)⊗OCn−1,0 OCn,0)⊕OCn,0
∂
∂xn
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and
DerCn /Der(− logD) = DerCn−1 /Der(− logD′)⊗OCn−1,0 OCn,0.
Hence, if δ ∈ Der(− logD), it can be written as δ = (δ′, h∂/∂xn), where δ′ ∈
Der(− logD′)⊗OCn−1,0 OCn,0 and h ∈ OCn,0.
In general, we have the following result that will be useful in what follows:
Lemma 3.6.2. Let R be a commutative ring and let A and B be two R-modules.
Then
p∧
(A⊕B) =
⊕
i+j=p
(
i∧
A⊗
j∧
B).
To distinguish between the complexes for (D, 0) and for (D′, 0) we denote them
respectively by (C•D, d•D) and (C•D′ , d•D′).
Proposition 3.6.3. We have the following isomorphism
% :
p∧
Der(− logD) −→ (OCn,0 ⊗OCn−1,0
p∧
Der(− logD′))
⊕(OCn,0 ⊗OCn−1,0
p−1∧
Der(− logD′))
(δ1 ∧ · · · ∧ δp) = (δ′1, h1
∂
∂xn
) ∧ · · · ∧ (δ′p, hp
∂
∂xn
) 7→
(δ′1 ∧ · · · ∧ δ′p,
p∑
k=1
(−1)p−khkδ′1 ∧ · · · ∧ δ̂′k ∧ · · · ∧ δ′p).
Proof. That follows by applying Lemmas 3.6.1 and 3.6.2 and using the fact that∧pOCn,0 = 0 for all p ≥ 2.
Also the complex C•D decomposes in this situation. In fact we have the following:
Corollary 3.6.4. As a consequence
CpD = HomOCn,0(OCn,0 ⊗OCn−1,0
p∧
Der(− logD′),DerCn /Der(− logD))
⊕HomOCn (OCn,0 ⊗OCn−1,0
p−1∧
Der(− logD′),DerCn /Der(− logD)) =
= CpD′ ⊗OCn−1,0 OCn,0 ⊕ C
p−1
D′ ⊗OCn−1,0 OCn,0.
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Lemma 3.6.5. It is possible to write an element Γ ∈ CpD for p > 0 as
Γ = (ψ, φ) = (
∑
i≥0
xinψi,
∑
i≥0
xinφi) =
∑
i≥0
xin(ψi, φi)
with ψi ∈ CpD′ and φi ∈ Cp−1D′ .
Notice that by Lemma 3.6.5, we can describe the differential
d˜p : HomOCn,0(OCn,0 ⊗OCn−1,0
p∧
Der(− logD′),DerCn /Der(− logD)) −→
−→ HomOCn,0(OCn,0 ⊗OCn−1,0
p+1∧
Der(− logD′),DerCn /Der(− logD))
as
(d˜p(ψ))(σ1 ∧ · · · ∧ σp+1) =
∑
i≥0
xin(d
p
D′(ψi))(σ1 ∧ · · · ∧ σp+1).
Proposition 3.6.6. The differential on C•D becomes
dpD : CpD −→ Cp+1D
(ψ, φ) 7→ (d˜p(ψ), d˜p−1(φ) + (−1)p+1[ ∂
∂xn
, ψ(−)]).
Proof. Consider Γ = (ψ, φ) ∈ CpD. We want now to compute dpD(Γ) ∈ Cp+1D :
(dpD(Γ))(σ1 ∧ · · · ∧ σp+1, ν1 ∧ · · · ∧ νp)
= (dpD(Γ))(σ1 ∧ · · · ∧ σp+1) + (dpD(Γ))(ν1 ∧ · · · ∧ νp) (3.3)
where σi, νj ∈ Der(− logD′), this is possible by Remark 3.6.5.
Let us now look at the first part of the right hand side of the previous equality
(dpD(Γ))(σ1 ∧ · · · ∧ σp+1)
=
p+1∑
i=1
(−1)i[σi,Γ(σ1 ∧ · · · ∧ σ̂i ∧ · · · ∧ σp+1)]+
+
∑
1≤i<j≤p+1
(−1)i+j−1Γ([σi, σ′j ] ∧ σ1 ∧ · · · ∧ σ̂i ∧ · · · ∧ σ̂j ∧ · · · ∧ σp+1)
= (d˜p(ψ))(σ1 ∧ · · · ∧ σp+1).
Now we consider the second part of the equation (3.3) from above. Let us put
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νp+1 := ∂/∂xn. Then
%((ν1, 0 · ∂
∂xn
) ∧ · · · ∧ (νp, 0 · ∂
∂xn
) ∧ (0, 1 · ∂
∂xn
)) = (0, ν1 ∧ · · · ∧ νp)
and hence
(dpD(Γ))(ν1 ∧ · · · ∧ νp) = (dpD(Γ))(ν1 ∧ · · · ∧ νp+1)
=
p+1∑
i=1
(−1)i[νi,Γ(ν1 ∧ · · · ∧ ν̂i ∧ · · · ∧ νp+1)]+
+
∑
1≤i<j≤p+1
(−1)i+j−1Γ([νi, νj ] ∧ ν1 ∧ · · · ∧ ν̂i ∧ · · · ∧ ν̂j ∧ · · · ∧ νp+1).
Let us now look at the first part of the right hand side of the previous equality
=
p+1∑
i=1
(−1)i[νi,Γ(ν1 ∧ · · · ∧ ν̂i ∧ · · · ∧ νp+1)]
= (−1)p+1[ ∂
∂xn
,Γ(ν1 ∧ · · · ∧ νp)] +
p∑
i=1
(−1)i[νi,Γ(ν1 ∧ · · · ∧ ν̂i ∧ · · · ∧ νp ∧ ∂
∂xn
)]
= (−1)p+1[ ∂
∂xn
, ψ(ν1 ∧ · · · ∧ νp)] +
p∑
i=1
(−1)i[νi, φ(ν1 ∧ · · · ∧ ν̂i ∧ · · · ∧ νp)].
Moreover, we have∑
1≤i<j≤p+1
(−1)i+j−1Γ([νi, νj ] ∧ ν1 ∧ · · · ∧ ν̂i ∧ · · · ∧ ν̂j ∧ · · · ∧ νp+1)
=
p∑
i=1
(−1)i+pΓ([νi, ∂
∂xn
],∧ν1 ∧ · · · ∧ ν̂i ∧ · · · ∧ νp)+
+
∑
1≤i<j≤p
(−1)i+j−1Γ([νi, νj ] ∧ ν1 ∧ · · · ∧ ν̂i ∧ · · · ∧ ν̂j ∧ · · · ∧ νp ∧ ∂
∂xn
)
=
∑
1≤i<j≤p
(−1)i+j−1φ([νi, νj ] ∧ ν1 ∧ · · · ∧ ν̂i ∧ · · · ∧ ν̂j ∧ · · · ∧ νp).
Here the important point is that [νi, ∂/∂xn] = 0 because νi ∈ Der(− logD′). Hence,
we obtain
(dpD(Γ))(ν1 ∧ · · · ∧ νp)
= (−1)p+1[ ∂
∂xn
, ψ(ν1 ∧ · · · ∧ νp)] +
p∑
i=1
(−1)i[νi, φ(ν1 ∧ · · · ∧ ν̂i ∧ · · · ∧ νp)]+
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+
∑
1≤i<j≤p
(−1)i+j−1φ([νi, νj ] ∧ ν1 ∧ · · · ∧ ν̂i ∧ · · · ∧ ν̂j ∧ · · · ∧ νp)
= (−1)p+1[ ∂
∂xn
, ψ(ν1 ∧ · · · ∧ νp)] + (d˜p−1(φ))(ν1 ∧ · · · ∧ νp).
Proposition 3.6.7. We can rewrite the differential as
dpD : CpD −→ Cp+1D
(ψ, φ) 7→
∑
i≥0
xin(d
p
D′(ψi), d
p−1
D′ (φi) + (−1)p+1(i+ 1)ψi+1).
Definition 3.6.8. We define the morphism J to be the inclusion
J : HomOCn−1,0(
p∧
Der(− logD′),DerCn−1 /Der(− logD′)) = CpD′ ↪→
CpD = HomOCn,0(OCn,0 ⊗OCn−1,0
p∧
Der(− logD′),DerCn /Der(− logD))⊕
HomOCn,0(OCn,0 ⊗OCn−1,0
p−1∧
Der(− logD′),DerCn /Der(− logD)) =
= CpD′ ⊗OCn−1 OCn,0 ⊕ C
p−1
D′ ⊗OCn−1,0 OCn,0
ψ 7→ x0n(ψ, 0).
All the previous work is devoted to prove that in order to compute the cohomology
of D is enough to compute the one of D′:
Theorem 3.6.9. The morphism J is a quasi-isomorphism.
Proof. It is enough to show that the cokernel of J is acyclic. Consider
Γ :=
∑
i≥1
xin(ψi, φi) + (0, φ0) ∈ coker(J)
and suppose that Γ ∈ ker(dpD). Then we have dpD′(ψi) = 0 and dpD′(φi) = (−1)p(i+
1)ψi+1 for all i ≥ 0. Define now
Λ :=
∑
i≥1
xin(
(−1)pφi−1
i
, 0) ∈ Cp−1D .
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Then we have that
dp−1D (Λ) =
∑
i≥1
xin(d
p−1
D′ Λi, (−1)p(i+ 1)Λi+1) = Γ.
Hence, Γ vanishes in cohomology.
Corollary 3.6.10. There is an isomorphism of sheaves
pi−1Hi(C•D′) ∼= Hi(C•D),
where pi : (D, 0) −→ (D′, 0) is the projection. In particular, for i = 1:
pi−1FT 1(D′) ∼= FT 1(D)
Proof. This follows because pi−1 is an exact functor.
3.7 The weighted homogenous case
The aim of this section is to describe more in detail the case of germs of free divisors
defined by a weighted homogeneous equation. We show that in this case, the space
of infinitesimal admissible deformations is finite dimensional and that, in the case
of curves, its dimension depends only on the weights and the degree of the defining
equation.
Proposition 3.7.1. Let (D, 0) ⊂ (Cn, 0) be a germ of a free divisor defined by a
weighted homogeneous polynomial of degree k. Then an element of FT 1(D) can be
represented by f ′ ∈ C[x1, . . . , xn]k, where C[x1, . . . , xn]k is the space of polynomials
of weighted degree k.
Proof. Let f be a defining equation for (D, 0). Because f is weighted homogeneous,
then there exists χ ∈ Der(− logD) such that χ(f) = f .
Consider (X,x) an infinitesimal admissible deformation of (D, 0). By Remark
3.2.4, we can supposed it is defined by the equation f+·f ′, where f ′ ∈ OCn,0. Let us
suppose that f ′ is weighted homogeneous of degree β. Because (X,x) is admissible,
then χ lifts. This means that there exists χ′ ∈ DerCn such that (χ+·χ′)(f+·f ′) =
(1 +  · α)(f +  · f ′) and so χ′(f) + χ(f ′) = αf + f ′, where α ∈ OCn,0. Because
f ′ is weighted homogeneous of degree β, then χ(f ′) = βf ′. Hence, the previous
expression becomes (χ′ − α)f = (1 − β)f ′. Because f is weighted homogenous,
(χ′ − α)f is a combination of the partial derivative of f and so (1 − β)f ′ is in the
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Jacobian ideal of D. If f ′ is in the Jacobian ideal, then the admissible deformation
is trivial, by [30], Chapter II, 1.4. Otherwise β = 1 and so f ′ is of weighted degree
k as f .
If f ′ is not weighted homogeneous, we can apply the previous argument to each
of its weighted homogeneous parts.
Notice that the previous result highlights another difference between the theory
of admissible deformations and the classical deformation theory of singularities. In
the latter, the weighted homogeneity is not preserved under deformations like in the
case of admissible deformations.
Corollary 3.7.2. Let (D, 0) ⊂ (Cn, 0) be a germ of a free divisor defined by a
weighted homogeneous polynomial of degree k. Then
dimCFT 1(D) ≤ dimCC[x1, . . . , xn]k/J(D) ∩ C[x1, . . . , xn]k,
where J(D) is the Jacobian ideal of D.
Proof. Because (D, 0) is defined by a weighted homogeneous polynomial, then a
basis of FT 1(D) can be chosen to be made of monomials. Then it is a consequence
of Proposition 3.7.1 and that J(D) defines only trivial deformations.
Corollary 3.7.3. Let (D, 0) ⊂ (Cn, 0) be a germ of a free divisor defined by a
weighted homogeneous polynomial. Then FDD has a hull.
Proof. By Corollary 3.7.2, condition (H3) from Definition A.1.13 is satisfied. Then
the result follows from Theorem 3.1.11 and Theorem A.1.17.
In Corollary 3.5.3, we have seen that for a germ of a linear free divisor LFDD
has a hull. Because each germ of a linear free divisor (D, 0) ⊂ (Cn, 0) is defined by
a homogeneous equation of degree n, then by the previous Corollary, we also have
that
Corollary 3.7.4. Let (D, 0) ⊂ (Cn, 0) be a germ of a linear free divisor. Then
FDD has a hull.
In the case of plane curves, we can be more precise. In fact we have the following:
Theorem 3.7.5. Let (D, 0) ⊂ (C2, 0) be a germ of a free divisor defined by a
weighted homogeneous polynomial of degree k. Then FT 1(D) ∼= C[x, y]k/J(D) ∩
C[x, y]k.
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Proof. Let f be a defining equation for (D, 0). Because f is weighted homogeneous,
then there exists χ ∈ DerCn such that χ(f) = f . Consider δ = ∂f/∂x∂/∂y −
∂f/∂y∂/∂x. Because (D, 0) has an isolated singularity, then δ, χ form a basis of
Der(− logD).
By Proposition 3.7.1, we know that if (X,x) is an infinitesimal admissible defor-
mation of (D, 0) defined by f +  · f ′, then f ′ ∈ C[x, y]k.
On the other hand, if f ′ ∈ C[x, y]k and we consider (X, 0) defined by f +  ·
f ′ = F , then it is an infinitesimal admissible deformation because both δ and χ
lift. In fact, we can consider δ′ = ∂F/∂x∂/∂y − ∂F/∂y∂/∂x and χ as elements of
Der(− logX/T).
We have to go modulo J(D)∩C[x, y]k to avoid trivial admissible deformations.
Remark 3.7.6. The previous Theorem is false in higher dimensions.
Proof. Consider f = 4x3y2− 16x4z+ 27y4− 144xy2z+ 128x2z2− 256z3 ∈ C[x, y, z].
It is weighted homogeneous of degree 12 with weights (2, 3, 4) and it defines a
germ of a free divisor (D, 0) ⊂ (C3, 0). A Macaulay 2 computation shows that
dimCC[x, y, z]12/J(D) ∩ C[x, y, z]12 = 3 but FT 1(D) = 0.
Corollary 3.7.7. Let (D, 0) ⊂ (C2, 0) be a germ of a free divisor defined by a
homogeneous polynomial of degree k. Then dimCFT 1(D) = k − 3 if k ≥ 3, and is
zero otherwise.
Proof. If k = 1, then J(D) = C[x, y] and if k = 2, then J(D) = (x, y) and so, by
Theorem 3.7.5, in both cases FT 1(D) = 0.
Let us suppose now that k ≥ 3. We have that dimCC[x, y]k = k + 1 and that
J(D) ∩ C[x, y]k gives us 4 relations: x∂f/∂x, x∂f/∂y, y∂f/∂x, y∂f/∂y. Because
(D, 0) is an isolated singularity, then ∂f/∂x, ∂f/∂y form a regular sequence and so
the Koszul relation generates the relations between the partial derivative of f . Be-
cause the Koszul relation is of degree k−1 > 1, then x∂f/∂x, x∂f/∂y, y∂f/∂x, y∂f/∂y
are linearly independent. Hence, dimCC[x, y]k/J(D)∩C[x, y]k = k+ 1− 4 = k− 3.
We conclude by Theorem 3.7.5.
Example 3.7.8. 1. Consider f = xy(x−y)(x+y) ∈ C[x, y] as defining equation
of the germ of a free divisor (D, 0) ⊂ (C2, 0). Then FT 1(D) is 1-dimensional
and it is generated by x2y2. See Appendix C.2 for more details.
2. Consider f = x5 + y4 ∈ C[x, y] and the germ of a free divisor (D, 0) =
(V (f), 0) ⊂ (C2, 0). A direct computation shows that FT 1(D) = 0 and so
(D, 0) is formally rigid.
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Notice that the last Example is a particular case of the following:
Proposition 3.7.9. Let (D, 0) = (V (f), 0) ⊂ (C2, 0) be a germ of an irreducible
binomial curve, i.e. f = xa + yb for some coprime positive integers a, b ∈ N. Then
FT 1(D) = 0 and so (D, 0) is formally rigid.
Proof. Because a, b are coprime, f is weighted homogeneous of degree ab with respect
to weights (b, a). Now C[x, y]ab has basis {xa, yb}. However, both elements belong
to J(D) ∩ C[x, y]ab. We conclude by Theorem 3.7.5.
Remark 3.7.10. Let (D, 0) ⊂ (Cn, 0) be a germ of a free divisor defined by a
weighted homogeneous equation. Then we can compute the cohomology of C• degree
by degree, because each module and map involved is degree preserving.
Theorem 3.7.11. Let (D, 0) ⊂ (Cn, 0) be a germ of a free divisor defined by a
weighted homogeneous polynomial. Then FT 1(D) ∼= (H1(C•)0)0, where (H1(C•)0)0
is the weight zero part of H1(C•)0.
Proof. Let f be a defining equation for (D, 0) weighted homogeneous of degree k and
let (X,x) be an infinitesimal admissible deformation of (D, 0). By Proposition 3.7.1,
we can suppose (X,x) has defining equation f+ ·f ′, with f ′ weighted homogeneous
of degree k.
By Proposition 1.1.24, we can take δ1, . . . , δn ∈ Der(− logD) a weighted homoge-
neous basis. By Proposition 3.2.7, Der(logX/T) is generated by δ1 +  · δ˜1, . . . , δn +
 · δ˜n such that the determinant of their coefficients is f +  · f ′. Because f and f ′
are both weighted homogenous of the same degree, then each δ˜i is weighted homo-
geneous of the same degree as δi, for all i = 1, . . . , n.
As seen in the proof of Theorem 3.4.1, there exists ψ ∈ C1 such that ψ(δi) = δ˜i.
So by the previous argument ψ is a weight preserving map and so it represents an
element of (H1(C•)0)0.
Corollary 3.7.12. Let (D, 0) ⊂ (Cn, 0) be a germ of a linear free divisor. Then
FT 1(D) ∼= LFT 1(D).
Proof. It is clear that (H1(C•)0)0 = H1(C•0)0. Then we can conclude by Theorems
3.5.1 and 3.7.11.
Corollary 3.7.13. Let (D, 0) ⊂ (Cn, 0) be a germ of a reductive linear free divisor.
Then FT 1(D) = 0 and hence, it is formally rigid also as free divisor.
Proof. This follows from Theorem 3.5.7 and Corollary 3.7.12.
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3.8 Another possible approach
In [16] and [18] T. de Jong and D. van Straten developed a deformation theory
for non-isolated singularities in which not only the singularity but also the singular
locus are deformed in a flat way. By Theorem 1.1.21, free divisors are a particular
class of non-isolated singularities, hence we can apply their theory in our case. This
gives us another way to deform a germ of a free divisor in such a way that each fiber
of the deformation is a free divisor. In fact if the singular locus of the special fiber
is Cohen-Macaulay of codimension 2, i.e. it is a free divisor, then the same is true
for each fiber and hence, each fiber is free. It turns out that the two methods give
the same answer.
Their idea is to consider (X, 0) a germ of an analytic space and (Σ, 0) ⊂ (Sing(X), 0)
the subspace of the singular locus of (X, 0) that we want to deform in a flat way and
require that the deformed (Σ, 0) is still contained in the relative singular locus of the
deformed (X, 0). This idea leads to a well defined deformation functor Def(Σ, X).
On the other hand, in this way Def(Σ, X) becomes a subfunctor of the deformations
of the diagram (Σ, 0) ↪→ (X, 0) and not of the deformation functor Def(X) of flat de-
formations of (X, 0). However, under some geometrically reasonable circumstances,
that are always satisfied in the case of free divisors, Def(Σ, X) is a subfunctor of
Def(X).
Definition 3.8.1. Let (X,x) −→ (Y, y) be flat map of relative codimension n be-
tween germs of analytic spaces. Let J(X/Y ) := Fn(Ω1X/Y ) be the n-th Fitting ideal
of the module of relative Ka¨hler one forms. We call J(X/Y ) the Jacobian ideal of
(X,x) −→ (Y, y).
Definition 3.8.2. The critical locus (C, x) := (CX/Y , x) of (X,x) −→ (Y, y) is the
locus defined by J(X/Y ) and the critical space is (C, x) together with the structural
sheaf OC,x = OX,x/J(X/Y ).
Notice that if Y is a point then the critical locus is Sing(X), and if (X,x) ⊂ (V ×
Y, (v, y)) and the map is the second projection then the critical locus is Sing(X)rel.
Definition 3.8.3. Let (S, s) be a complex space germ. A diagram over (S, s) is
a triple (ΣS , XS , i), where (ΣS , x) and (XS , x) are germs of analytic spaces with a
map to (S, s) and i : (ΣS , x) −→ (XS , x) is a map such that the following diagram
commutes
(ΣS , x)

i // (XS , x)

(S, s) (S, s)
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Remark 3.8.4. Usually we will say that (ΣS , x) −→ (XS , x) is a diagram over
(S, s), without even mentioning the map i.
Definition 3.8.5. A diagram (ΣS , x) −→ (XS , x) over (S, s) is said to be admissi-
ble, if the map i : (ΣS , x) −→ (XS , x) factorizes over the inclusion map (CXS/S , x) ↪→
(XS , x).
Definition 3.8.6. A morphism between admissible diagrams over (S, s) is just a
morphism of the underlying diagrams over (S, s).
Definition 3.8.7. Let (T, t) be a complex space germ, let (ΣT , x) −→ (XT , x) be a
diagram over (T, t) and let (T, t) −→ (S, s) be a map. A diagram (ΣS , x) −→ (XS , x)
over (S, s) is said to be a deformation of the diagram (ΣT , x) −→ (XT , x) if and
only if
1. (ΣS , x) and (XS , x) are flat over (S, s);
2. ((ΣT , x) −→ (XT , x)) ∼= ((ΣS , x) −→ (XS , x))×(S,s) (T, t).
Definition 3.8.8. A deformation (ΣS , x) −→ (XS , x) of (ΣT , x) −→ (XT , x) is said
to be an admissible deformation if the diagram (ΣS , x) −→ (XS , x) is admissible.
As usual, we are mainly interested in the case of T a point.
Definition 3.8.9. ([16], Definition 1.4) Let C be the category of local analytic com-
plex algebras. Let (Σ, 0) −→ (X, 0) be an admissible diagram over a point. The
functor
C −→ Set
S 7→
{
Isomorphism classes of admissible
deformations of (ΣS , x) −→ (XS , x) over S
}
is called the functor of admissible deformations and it is denoted by Def(Σ, X).
Proposition 3.8.10. ([16], Corollary 1.8) If T 1(Σ, X) := Def(Σ, X)(C[t]/(t2)) is a
finite dimensional vector space, then there exists a formal miniversal deformation
for Def(Σ, X).
Theorem 3.8.11. ([16], Theorem 1.11) Let (Σ, 0) −→ (X, 0) be an admissible dia-
gram and let I be the ideal of (Σ, 0) in OX,0. Assume that
1. (X, 0) is Cohen-Macaulay;
2. (Σ, 0) is Cohen-Macaulay of codimension c in (X, 0);
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3. dim Supp(I/J(X)) < dim(Σ).
Then the natural forgetful transformation Def(Σ, X) −→ Def(X) is injective.
In the case in which we are interested, we will consider (X, 0) a germ of a free
divisor and (Σ, 0) its singular locus, i.e. I = J(X), and hence the previous hypothesis
are always satisfied.
We now specialize to the case of a germ of a free divisor (D, 0) = (V (f), 0) ⊂
(Cn, 0). In this case the singular locus (CD, 0) is described by the ideal J(D) =
(f, ∂f/∂x1, . . . , ∂f/∂xn) and we consider (Σ, 0) = (CD, 0).
Definition 3.8.12. ([16], Definition 2.5, Variation 2.7) The complex D(Σ, D) is
defined by
0 // DerCn,0
∂0 // OD,0 ⊕Hom(On+1Cn,0,OΣ,0)
∂1 // P 1 ⊗OΣ,0 ⊕Hom(R,OΣ,0) // 0
with maps
∂0(θ) := (θ(f), θ(f)e∗1 +
∑
i>1
θ(
∂f
∂xi−1
)e∗i )
∂1((g,
∑
nie
∗
i )) := (g − n1, dg −
∑
i>1
niei−1, (
∑
riei 7→
∑
rini)),
where P 1 := O(Cn,0) ⊕ Ω1 is the space of 1-jets of functions and R is the module of
relations between the elements f, ∂f/∂x1, . . . , ∂f/∂xn modulo the Koszul relations.
Definition 3.8.13. The cohomology group D(Σ, D) are denoted by T i(Σ, D) for
i = 0, 1, 2.
Theorem 3.8.14. ([16], Proposition 2.6) The complex D(Σ, D) describes the in-
finitesimal admissible deformations
1. T 0(Σ, D) = {θ ∈ Der(− logD) | θ(J(D)) ⊂ J(D)};
2. T 1(Σ, D) = Def(Σ, D)(C[t]/(t2));
3. T 2(Σ, D) is the obstruction space.
Remark 3.8.15. From the definition of the complex D(Σ, D) and the previous
Theorem, we see that an infinitesimal admissible deformation of (Σ, 0) −→ (D, 0) is
given by an element (Σ, 0) −→ (D, 0) where (D, 0) has defining equation f +  · g,
Σ is described by the ideal (f +  · g, ∂f/∂x1 +  · ∂g/∂x1, . . . , ∂f/∂xn +  · ∂g/∂xn)
and g ∈ OD,0, such that all relations between f, ∂f/∂x1, . . . , ∂f/∂xn lift.
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Definition 3.8.16. Let I ⊂ OCn,0 be an ideal. Then the primitive ideal of I is∫
I := {g ∈ OCn,0 | (g, ∂g/∂x1, . . . , ∂g/∂xn) ⊂ I}.
Proposition 3.8.17. ([16], Remark 2.9) We have the following exact sequence
0 −→
∫
J(D)/(f, JΣ(f)) −→ T 1(Σ, D) −→ ker(wf ) −→ 0
where JΣ(f) := {θ(f) | θ(J(D)) ⊂ J(D)} and the map wf : T 1(Σ) −→ Ω1Σ,0 is
defined by wf (
∑
nie
∗
i ) := dn1 −
∑
i>1 niei−1.
Proposition 3.8.18. ([16], Remark 2.9) T 2(Σ, D) ∼= coker(wf ).
Notice that in general the groups T 1(Σ, D) and T 2(Σ, D) do not have a natural
structure of OCn-module and the map wf is not OCn-linear.
We are now able to show that, in the case of free divisors, this type of deformations
is equivalent to the notion of admissible deformations introduced in Definition 3.1.1.
Theorem 3.8.19. Let (D, 0) ⊂ (Cn, 0) be a germ of a free divisor and let (Σ, 0) be
its singular locus. Then we can identify FT 1(D) with T 1(Σ, D).
Proof. By Definition 3.1.1 and Remark 3.2.4, an admissible deformation of (D, 0) =
(V (f), 0) ⊂ (Cn, 0) is (X, 0) = (V (f +  · g), 0) −→ T such that the condi-
tion (3.1) is satisfied. By Proposition 3.1.12, each relations between the elements
f, ∂f/∂x1, . . . , ∂f/∂xn lift. Hence by Remark 3.8.15, to have an admissible defor-
mation of (Σ, 0) −→ (D, 0) it is enough to consider (Sing(X)rel, 0) −→ (X, 0).
Similarly, each admissible deformation of the diagram (Σ, 0) −→ (D, 0) gives
rise to an admissible deformation of (D, 0). In fact by Remark 3.8.15, each relation
between f, ∂f/∂x1, . . . , ∂f/∂xn lift and so by Proposition 3.1.12, the condition (3.1)
is satisfied.
It is clear that in both settings there is the same notion of triviality.
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Appendix A
Formal deformation theory
The aim of this appendix is to give a review of abstract deformation theory as
developed by M. Schlessinger, M. Artin and others. All facts presented in this
appendix are well known.
A.1 Deformation functors
The classical reference for the theory of functor on Artin rings is [50], where condi-
tions for a functor to have a formally miniversal deformation is given. In [50] the
term hull is used in place of formally miniversal deformation. Moreover, M. Sch-
lessinger, in [50], introduced for a functor F the vector space T 1F called the tangent
space of the functor F and the most important of the above conditions is that its
dimension is finite.
Definition A.1.1. Denote by Art the category of local Artin rings with residue
field k, by Ârt the category of complete local (noetherian) rings with residue field
k, by Set the category of pointed sets with distinguished element ∗ and by Fun the
category of functors F from Art to Set such that F (k) = ∗ together with natural
transformations.
Definition A.1.2. Consider the short exact sequence
0 −→M −→ B −→ A −→ 0
in Art. Such a sequence is called a small extension of A by M if and only if
mBM = 0. Small extensions with 1-dimensional kernel, that is, sequences of the
form
0 −→ k −→ B −→ A −→ 0
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are called principal small extensions.
Definition A.1.3. Let τ : F −→ G be a natural transformation of functors, i.e. a
morphism in Fun. Then we will call τ
• smooth if and only if, for any surjection A′ −→ A, the canonical map
F (A′) −→ G(A′)×G(A) F (A)
is surjective. A functor F ∈ Fun is called smooth if the morphism F −→ {∗}
to the constant functor is smooth.
• unramified if and only if the induced morphism on the tangent spaces
T 1F := F (k[]) −→ T 1G := G(k[])
is injective.
• e´tale if and only if it is smooth and unramified.
Definition A.1.4. A functor F ∈ Fun is called pro-representable if and only if
there exists R ∈ Ârt such that F is isomorphic to the functor hR : Art −→ Set
defined by hR(A) := Hom(R,A).
Consider now R ∈ Ârt with maximal ideal m and F ∈ Fun. Let
τ : hR −→ F
be a natural transformation of functors. Then for each n this will give a map
τn : Hom(R,R/mn) −→ F (R/mn)
and the image of the quotient map of R to R/mn gives an element ξn ∈ F (R/mn).
These elements ξn are compatible, in the sense that the natural map R/mn+1 −→
R/mn induces a map of sets F (R/mn+1) −→ F (R/mn) that sends ξn+1 to ξn. Thus
the collection {ξn} defines an element ξ ∈ lim←− F (R/mn).
Definition A.1.5. We will call such a collection ξ = {ξn} a formal family of F
over the ring R.
The category Ârt contains the category Art and we can extend any functor
F ∈ Fun to a functor
F̂ : Ârt −→ Set
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by defining
F̂ (R) := lim←− F (R/m
n)
for any R ∈ Ârt. In this notation, F̂ (R) is the set of formal families of F over R.
Moreover, if we consider ξ = {ξn} ∈ F̂ (R) a formal family, then it defines a
natural transformation of functors
τ : hR −→ F.
For any A ∈ Art and any homomorphism f : R −→ A, since A is artinian, it factors
through R/mn for some n, say f = g◦pi, where pi : R −→ R/mn and g : R/mn −→ A.
Then let τ(f) be the image of ξn under the map F (g) : F (R/mn) −→ F (A).
Proposition A.1.6. ([31], Proposition 15.1) If F ∈ Fun and R ∈ Ârt, then there
is a natural bijection between the set F̂ (R) of formal families {ξn | ξn ∈ F (R/mn)}
and the set of transformations of functors hR to F .
Notice that if F is pro-representable, then there is an isomorphism ξ : hR −→ F
for some R, and we can think of ξ as an element of F̂ (R).
Definition A.1.7. We say that the pair (R, ξ) pro-represents the functor F .
Remark A.1.8. One can verify that if F is pro-representable, the pair (R, ξ) is
unique up to unique isomorphism.
Definition A.1.9. Let F ∈ Fun. A pair (R, ξ) with R ∈ Ârt and ξ ∈ F̂ (R) is a
versal family for F if the associated map ϕ : hR −→ F is a smooth transformation
of functors. In our case this means that given a surjection B −→ A in Art, a map
R −→ A inducing an element η ∈ F (A) and given θ ∈ F (B) mapping to η, one can
lift the map R −→ A to a map R −→ B inducing θ.
Definition A.1.10. If in addition, the transformation ϕ : hR −→ F is e´tale, we
say that the pair (R, ξ) is a miniversal family, or that the functor F has a hull.
Definition A.1.11. We say that (R, ξ) is a universal family if it pro-represents the
functor F .
Proposition A.1.12. ([31], Proposition 15.2) Let (R, ξ) be a formal family of the
functor F . Then
1. if (R, ξ) is a versal family, then for any other formal family (S, η), there is a
ring homomorphism f : R −→ S such that the induced map F̂ (R) −→ F̂ (S)
sends ξ to η;
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2. if (R, ξ) is miniversal, then for any (S, η) the map f : R −→ S of 1. induces
a unique homomorphism R/m2R −→ S/m2S;
3. if (R, ξ) is a universal family, then for any (S, η), the corresponding map
f : R −→ S is unique.
Definition A.1.13. (cf. [50], Theorem 2.11) Let F ∈ Fun and A′ −→ A and
A′′ −→ A be morphisms in Art, the latter being a small extension. Consider the
canonical map
τA′,A′′,A : F (A′ ×A A′′) −→ F (A′)×F (A) F (A′′).
Then we have the following conditions for the functor F
(H1) the map τA′,A′′,A is surjective for all small extensions A′′ −→ A;
(H2) the map τA′,A′′,A is bijective for A = k and A′′ = k[];
(H2’) the map τA′,A′′,A is bijective for A = k and any A′′;
(H3) the tangent space T 1F = F (k[]) of F is finite dimensional over k. (Note that
(H2) guarantees that T 1F is a vector space.)
(H4) the map τA′,A′′,A is bijective for every small extension A′′ −→ A.
Definition A.1.14. A functor F ∈ Fun satisfying (H1) and (H2) is called defor-
mation functor.
Definition A.1.15. A functor F ∈ Fun satisfying (H1) and (H2’) is called defor-
mation functor with obstruction theory.
Definition A.1.16. A functor F ∈ Fun satisfying (H4) is called homogeneous.
We now state the main result of the section:
Theorem A.1.17. ([53], Theorem A.8) Let F ∈ Fun be a deformation functor with
finite dimensional tangent space, i.e. (H1), (H2) and (H3) are satisfied. Then there
is a miniversal family (R, ξ). If in addition, (H4) holds, then (R, ξ) pro-represents
F .
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Lemma A.1.18. ([50], Lemma 3.4) Consider the commutative diagram
N
p′
  B
BB
BB
BB
B
p′′ //M ′′
u′′
!!C
CC
CC
CC
C
M ′
u′ //M
B
  B
BB
BB
BB
B
// A′′
!!C
CC
CC
CC
C
A′ // A
of compatible ring and module homomorphisms, where B = A′ ×A A′′, N = M ′ ×M
M ′′ and M ′ (resp. M ′′) is a flat A′ (resp. A′′) module. Suppose that
1. A′′/J −→ A is an isomorphism, where J is a nilpotent ideal in A′′;
2. u′ (resp. u′′) induces an isomorphism M ′ ⊗A′ A −→M (resp. M ′′ ⊗A′′ A −→
M).
Then N is flat over B and p′ (resp. p′′) induces an isomorphism N ⊗B A′ −→ M ′
(resp. N ⊗B A′′ −→M ′′).
Corollary A.1.19. ([50], Corollary 3.6) With the notation as above, let L be a
B-module which may be inserted in a commutative diagram
L
q′

q′′ //M ′′
u′′

M ′
u′ //M
where q′ induces an isomorphism L ⊗B A′ −→ M ′. Then the canonical morphism
q′ × q′′ : L −→ N = M ′ ×M M ′′ is an isomorphism.
Lemma A.1.20. ([31], Exercise 4.2) Let A ∈ Art, let X1 and X2 be schemes
of finite type flat over A and let f : X1 −→ X2 be an A-morphism that induces an
isomorphism of closed fibres f⊗Ak : X1×Ak −→ X2×Ak. Then f is an isomorphism
too.
A.2 Obstruction theory
From Theorem A.1.17 we know that if a functor F ∈ Fun satisfies Schlessinger’s
conditions (H1), (H2) and (H3), then it admits a hull R. However, we do not
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have any informations on the structure of the space Spec(R). In particular, we do
not know whether it is smooth or not. Obstruction theory is concerned with this
question. More precisely, one asks whether for a given small extension
0 −→M −→ B −→ A −→ 0
the induced map F (B) −→ F (A) is surjective, i.e. we are studying if F is smooth
in the sense of Definition A.1.3.
This section is mainly taken from [42] and [23].
Definition A.2.1. Let F ∈ Fun. Then an obstruction theory of F , denoted by
(V, vF ), consists of the following data
• a k-vector space V ;
• a map vF (e) : F (A) −→ V ⊗k M associated to any small extension e : 0 −→
M −→ B −→ A −→ 0
such that the following properties are satisfied
1. Let ν ∈ F (A) be given such that ν lies in the image of the map F (B) −→ F (A).
Then vF (e)(ν) = 0;
2. Let α : e1 −→ e2 be a morphism of small extension
e1 : 0 //M1
αM

// B1
αB

// A1
αA

// 0
e2 : 0 //M2 // B2 // A2 // 0
and ν ∈ F (A1). Then vF (e2)(F (αA)(ν)) = (IdV ⊗ αM )(vF (e1)(ν)).
Definition A.2.2. An obstruction theory for which the converse of 1. holds is called
complete.
Definition A.2.3. A morphism of obstruction theories is defined as a map ψ : V −→
V ′ such that v′F (e) = ψ ◦ vF (e).
Definition A.2.4. An obstruction theory (OF , vF ) is called universal if and only if
it is the smaller one possible, i.e. if, for any given obstruction theory (V,wF ), there
is an unique morphism (O, vF ) −→ (V,wF ).
Theorem A.2.5. ([23], Theorem 3.2) Let F ∈ Fun be a functor satisfying condi-
tions (H1) and (H2’). Then it has a unique universal obstruction theory (OF , vF )
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which is complete and every element of the vector space OF is of the form vF (χ) for
some principal extension e : 0 −→ k −→ B −→ A −→ 0 and some χ ∈ F (A).
Definition A.2.6. Let τ : F −→ G be a morphism of functors and let (V, vF ) and
(W, vG) be obstruction theories respectively for F and G. A linear map vτ : V −→W
is called compatible if and only if for each small extension 0 −→ M −→ B −→
A −→ 0 and each ν ∈ F (A), we have that (vG ◦ τ)(ν) = (vτ ⊗ IdM ) ◦ vF (ν).
Theorem A.2.7. Let τ : F −→ G be a morphism of functors, let (V, vF ) and (W, vG)
be obstruction theories respectively for F and G and let vτ : V −→W be a compatible
map. If (V, vF ) is complete, vτ is injective and T 1F −→ T 1G is surjective, then τ is
smooth.
Proof. First we prove the following preliminary fact: for any functor F ∈ Fun and
any small extension 0 −→M −→ B −→ A −→ 0, there is a natural transitive action
of T 1F ⊗M on the fibers of F (B) −→ F (A). For this, one first needs to identify
F (k ⊗M), where k ⊗M is the trivial extension of M by k, with T 1F ⊗M which is
easily done by induction on the length of B. Then consider C = B ×A B. We have
that C ∼= B ×k (k ⊕M) so, by (H2’) we obtain
F (C) = F (B)× (T 1F ⊗M).
From the natural morphism α : F (C) −→ F (B)×F (A) F (B) we obtain a map
F (B)× (T 1F ⊗M) −→ F (B)×F (A) F (B)
which by construction is the identity on the first factor. Composing with the second
projection, we get finally a map F (B) × (T 1F ⊗M) −→ F (B) which induces the
group action we are looking for. Transitivity follows immediately from subjectivity
of α which comes from condition (H1).
Let an element (a, b′) ∈ F (A)×G(A) G(B) be given. Our task is to find b ∈ F (B)
which projects to a ∈ F (A) and b′ ∈ G(B). Denote by a′ ∈ G(A) the common image
of a and b′ in G(A). As b′ is a lift of a′ to G(B), we have that vG(a′) = 0 ∈W ⊗M .
But (V, vF ) is complete, so we can find bˆ ∈ F (B) lifting a ∈ F (A). It is not true
that the image bˆ′ = τ(bˆ) is equal to b′. But as (bˆ′.b′) is in G(B)×G(A)G(B), we find
t′ ∈ T 1G⊗M which sends bˆ′ to b′. By subjectivity of T 1F −→ T 1G there is t ∈ T 1F ⊗M
which can be used to find an element b lying in the same fiber of F (B) −→ F (A)
as bˆ and having the desired properties.
Remark A.2.8. For any morphism of functor τ : F −→ G and any obstruction
theory (W, vG) of G, the composition (W, vG ◦ τ) is an obstruction theory for F .
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Notice that if, in the previous Remark, we take W = OG and we use the univer-
sality of OF , we obtain a linear map OF −→ OG.
Corollary A.2.9. Let τ : F −→ G be a morphism of functors and consider the
universal obstruction theories OF and OG. Then
1. τ is smooth if and only if T 1F −→ T 1G is surjective and OF −→ OG is injective;
2. F is smooth if and only if OF = 0.
Proof. By Theorem A.2.7, it remains to prove that for a smooth morphism τ , the
map oτ : OF −→ OG is injective. Suppose that there is an element y ∈ OF such that
oτ (y) = 0. By universality, there is a small extension B  A and ν ∈ F (A) such
that vF (ν) = y. As OG is complete, we can lift τ(ν) ∈ G(A) to G(B). But then by
smoothness of τ , there is a lift of ν to F (B) which in turn implies that vF (ν) = y
vanishes.
Definition A.2.10. Let e : 0 −→ M −→ B −→ A −→ 0 be a small extension and
let ψ : A′ −→ A be a morphism. Then the pullback ψ∗e of e is defined by
0 −→M −→ A′ ×A B −→ A′ −→ 0.
Definition A.2.11. Let e : 0 −→ M −→ B −→ A −→ 0 be a small extension and
let φ : M −→M ′ be a morphism. Then the pushforward φ∗e of e is defined by
0 −→M ′ −→ B′ −→ A −→ 0,
where B′ := (B ⊗M ′)/({(m,φ(m)) | m ∈M}).
The universal obstruction theory of a pro-representable functor can be explicitly
described.
Theorem A.2.12. Let R = P/I, where P = k[[x1, . . . , xn]] and I ⊂ m2P . Then we
have the small extension
uR : 0 −→ I/mP I −→ P/mP I −→ R −→ 0
and the universal obstruction space of the functor pro-represented by R is OR :=
(I/mP I)∗
Proof. Define the obstruction map vR as follows. Let
e : 0 −→M −→ B −→ A −→ 0
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be any small extension and ν ∈ hR(A) = Hom(R,A). This induces a morphism
ν : P −→ A. Chose any lift to a morphism ν ′ : P −→ B. Obviously, ν ′(I) ⊂M and
ν ′ maps mP to mB. Therefore, ν(mP I) = 0 ∈ B and we obtain a map P/mP −→ B
which in turn induces the map
λν : I/mP I −→M.
Then define vR(ν) = λν ∈ (I/mP I)∗ ⊗M . We see that λν is zero if and only if
ν(I) = 0 ∈ B. This means that there is a lift of ν to B showing that we have a well
defined obstruction theory. That it is indeed universal is proved in [23].
We note that using the above definitions of pullback and pushforward, we could
have defined λν as the element of (I/mP I)∗ ⊗ M = Hom(I/mP I,M) such that
ν∗e = λν∗uR.
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Appendix B
Lie algebras, representations
and cohomology
The aim of this appendix is to review the theory of Lie algebras, representation
theory and Lie algebra cohomology.
The material of this appendix is mainly taken from: [35] and [55].
B.1 Lie algebras
In this section we recall the notion of Lie algebras and their properties.
Definition B.1.1. A vector space g over a field K, with an operation g× g −→ g,
denoted by (a, b) 7→ [a, b] and called bracket or commutator of a and b, is called Lie
algebra over K if the following axioms are satisfied
1. the bracket operation is bilinear;
2. [a, a] = 0 for all a ∈ g;
3. (Jacobi identity) [a, [b, c]] + [b, [c, a]] + [c, [a, b]] = 0 for all a, b, c ∈ g.
Notice that conditions 1 and 2 imply that [a, b] = −[b, a], for all a, b ∈ g. Con-
versely, if CharK 6= 2, the previous condition implies 2.
Example B.1.2. If V is a finite dimensional vector space over K, we denote by
End(V ) the set of linear transformations V −→ V . End(V ) is a ring relative to
the usual product operation and we can endow it with a structure of Lie algebra by
[a, b] = ab− ba, for all a, b ∈ End(V ). We will call it general linear algebra and we
will denote it by gl(V ).
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Definition B.1.3. Let V be a finite dimensional vector space over K and x ∈ gl(V ).
Then x is called semisimple if the roots of its minimal polynomial over K are all
distinct.
Remark B.1.4. If K is algebraically closed, x is semisimple if and only if x is
diagonalizable.
Definition B.1.5. Let g1, g2 be Lie algebras over K. A homomorphism between g1
and g2 is a linear transformation ψ : g1 −→ g2 satisfying ψ([a, b]) = [ψ(a), ψ(b)] for
all a, b ∈ g1. If ψ is surjective and injective we will say that g1 are g2 are isomorphic
and we will write g1 ∼= g2.
Definition B.1.6. A subspace h of a Lie algebra g is called a Lie subalgebra if
[a, b] ∈ h whenever a, b ∈ h.
Definition B.1.7. A Lie algebra g is called abelian if [a, b] = 0 for all a, b ∈ g.
Definition B.1.8. A subspace I of a Lie algebra g is called an ideal if [a, b] ∈ I for
all a ∈ g and b ∈ I.
Remark B.1.9. Every ideal of g is also a Lie subalgebra of g. Moreover, g itself
and 0 are always ideals of g.
Definition B.1.10. Let g be a Lie algebra and I an ideal of g. The quotient Lie
algebra g/I is defined by considering the vector space g/I with bracket [a+I, b+I] :=
[a, b] + I for all a, b ∈ g.
Definition B.1.11. The center of a Lie algebra g is Z(g) := {a ∈ g | [a, b] = 0 ∀b ∈
g}. It is an ideal of g.
Definition B.1.12. The derived algebra of a Lie algebra g is [g, g] := {[a, b] | a, b ∈
g}. It is an ideal of g.
Definition B.1.13. The abelianization of a Lie algebra g is gab := g/[g, g]. It is
clear that it is an abelian Lie algebra.
Definition B.1.14. A Lie algebra g is called simple if [g, g] 6= 0 and g has no ideal
except itself and 0.
Definition B.1.15. The normaliser of a Lie subalgebra h of g is Ng(h) := {a ∈
g | [a, b] ∈ h ∀b ∈ h}. If there are no possible confusions, we denote it just by N(h).
By Jacobi identity, it is a Lie subalgebra of g.
Definition B.1.16. If Ng(h) = h, then we call h self-normalising.
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Definition B.1.17. The centraliser of a subset Y of g is Cg(Y ) := {a ∈ g | [a, b] =
0 ∀b ∈ Y }. By Jacobi identity, it is a Lie subalgebra of g.
Remark B.1.18. Cg(g) = Z(g).
Definition B.1.19. Given a Lie algebra g, we define the derived series of g to be
the following descending sequence of ideals
g ⊃ g′ = [g, g] ⊃ g′′ = (g′)′ = [g′, g′] ⊃ · · · ⊃ g(n) = [g(n−1), g(n−1)] ⊃ · · · .
We say that g is a solvable Lie algebra if g(n) = 0 for some n.
Proposition B.1.20. ([35], Proposition 3.1) Let g be a Lie algebra. Then
1. If g is solvable, then so are all Lie subalgebras and homomorphic images of g;
2. If I is a solvable ideal of g such that g/I is solvable, then g itself is solvable;
3. If I, J are solvable ideals of g, then so is I + J .
Corollary B.1.21. Let g be a Lie algebra. Then there exists a unique maximal
solvable ideal, i.e. included in no larger solvable ideal of g.
Definition B.1.22. Let g be a Lie algebra. Then we denote the unique maximal
solvable ideal of g by Rad(g) and we will call it the radical of g.
Definition B.1.23. A Lie algebra g is called semisimple if g 6= 0 and Rad(g) = 0.
Notice that any simple Lie algebra g is semisimple, because g has no ideal except
itself and 0 and g is non-solvable.
In addition, if we consider g a non-solvable Lie algebra, i.e. g 6= Rad(g), then
g/Rad(g) is semisimple.
Theorem B.1.24. ([55], Theorem 7.8.5) Let g be a finite dimensional Lie algebra
over a field of characteristic zero. Then g is semisimple if and only if g is a finite
product of simple Lie algebras. In particular, every ideal of a semisimple Lie algebra
is semisimple.
Definition B.1.25. Given a Lie algebra g, we define the lower central series of g
to be the following descending sequence of ideals
g ⊃ g2 = [g, g] ⊃ g3 = [g2, g] ⊃ · · · ⊃ gn = [gn−1, g] ⊃ · · · .
We say that g is a nilpotent Lie algebra if gn = 0 for some n.
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Proposition B.1.26. ([35], Proposition 3.2) Let g be a Lie algebra. Then
1. If g is nilpotent, then so are all Lie subalgebras and homomorphic images of
g;
2. If g/Z(g) is nilpotent, then g itself is nilpotent;
3. If g is nilpotent, then Z(g) 6= 0.
Proposition B.1.27. Every nilpotent Lie algebra g is solvable.
Proof. It is suffices to show that [gi, gj ] ⊂ gi+j , because then by induction this
implies that g(n) ⊂ gn. To see this, we proceed by induction on j. The case j = 1
is trivially true by definition of gi+1 = [gi, g]. Inductively, we compute:
[gi, gj+1] = [gi, [gj , g]] ⊂ [[gi, g], gj ] + [[gi, gj ], g] ⊂ [gi+1, gj ] + [gi+j , g] = gi+j+1.
Definition B.1.28. A Lie algebra g is called reductive if g ∼= Z(g)× [g, g].
B.2 Representations of Lie algebras
In this section, we recall the notions of representation of a Lie algebra and of module
over a Lie algebra and show that the two are equivalent. Moreover, we describe
properties of representations in the case of reductive Lie algebras.
Definition B.2.1. Let V be a vector space and let g be a Lie algebra. A represen-
tation of g in V is a homomorphism of Lie algebras % : g −→ gl(V ). The dimension
of V is called the dimension of the representation.
Example B.2.2. Let g be a Lie algebra. Define the adjoint representation as
ad: g −→ gl(g)
a 7→ (b 7→ [a, b]).
Notice that ker(ad) = Z(g).
It is often convenient to use the language of modules along with the language of
representations.
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Definition B.2.3. Let g be a Lie algebra. A g-module is a vector space V endowed
with an operation
g× V −→ V
(a, v) 7→ a · v
that satisfies the following conditions
1. (αa+ βb) · v = α(a · v) + β(b · v) for all α, β ∈ K, a, b ∈ g and v ∈ V ;
2. a · (αv + βw) = α(a · v) + β(a · w) for all α, β ∈ K, a ∈ g and v, w ∈ V ;
3. [a, b] · v = ab · v − ba · v for all a, b ∈ g and v ∈ V .
If % : g −→ gl(V ) is a representation of g, then V may be seen as a g-module
via the action a · v := %(a)(v). Conversely, given a g-module V we can define a
representation % : g −→ gl(V ) by %(a)(v) := a · v.
In what follows, we will refer both to the homomorphism % and to the vector
space V as representation of g.
Definition B.2.4. A homomorphism of g-modules is a linear map φ : V −→ W
that is product preserving, that is φ(a · v) = a · φ(v) for all a ∈ g and v ∈ V . We
write Homg(V,W ) for the set of all such homomorphism of g-modules.
Remark B.2.5. If φ ∈ Homg(V,W ) and α ∈ K, then also αφ ∈ Homg(V,W ), so
Homg(V,W ) is a vector subspace of HomK(V,W ).
Definition B.2.6. A g-module V is called trivial if g acts as zero on it, i.e. a·v = 0
for all a ∈ g and v ∈ V .
Definition B.2.7. Let V be a g-module. The invariant submodule of V is V g :=
{v ∈ V | a · v = 0 ∀a ∈ g}.
Remark B.2.8. If we consider K as a trivial g-module, then V g ∼= Homg(K,V ).
Definition B.2.9. A g-module V is called irreducible or simple if it has precisely
two submodules: itself and 0.
Definition B.2.10. A g-module V is called completely reducible or semisimple if
it is a direct sum of irreducible g-modules.
Proposition B.2.11. ([55], Exercise 7.8.5) Let g be a finite dimensional Lie algebra
over a field of characteristic zero. Then the following statements are equivalent
1. g is a reductive Lie algebra;
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2. Rad(g) is abelian and equals the center of g;
3. g is a completely reducible g-module via the adjoint representation;
4. g ∼= h× l, where h is abelian and l is semisimple.
Proposition B.2.12. ([19], Corollary 1.6.4) Let g be a reductive Lie algebra and
let % : g −→ gl(V ) be a finite dimensional representation of g. Then the following
conditions are equivalent
1. V is completely reducible g-module;
2. for all a ∈ Z(g), %(a) is semisimple.
B.3 Lie algebra cohomology
In this last section, we recall the notion of Lie algebra cohomology, we show its
interpretations and finally, we show some of its properties in the cases of semisimple
and reductive Lie algebras.
Definition B.3.1. Let g be a Lie algebra over a field K and let V be a g-module.
We define the space of linear maps
Cp(g, V ) := HomK(
p∧
g, V )
which we call the space of p-forms on g with values in V .
Remark B.3.2. We can identify C0(g, V ) with V .
Definition B.3.3. We define on each Cp(g, V ) the structure of a g-module. By
the previous Remark, the structure of g-module is already defined on C0(g, V ). For
p > 0, ψ ∈ Cp(g, V ), a, b1, . . . , bp ∈ g, we define the transform a · ψ by the formula
(a ·ψ)(b1∧· · ·∧bp) := a ·(ψ(b1∧· · ·∧bp))−
p∑
i=1
ψ(b1∧· · ·∧bi−1∧ [a, bi]∧bi+1∧· · ·∧bp).
Definition B.3.4. We define the differentials
dp : Cp(g, V ) −→ Cp+1(g, V )
by
(dp(ψ))(a1 ∧ · · · ∧ ap+1) :=
p+1∑
i=1
(−1)iai · (ψ(a1 ∧ · · · ∧ âi ∧ · · · ∧ ap+1))+
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+
∑
1≤i<j≤p+1
(−1)i+j−1ψ([ai, aj ] ∧ a1 ∧ · · · ∧ âi ∧ · · · ∧ âj ∧ · · · ∧ ap+1).
Remark B.3.5. It is clear that dp+1 ◦ dp = 0. Moreover, notice that
d0 : C0(g, V ) = V −→ C1(g, V )
is defined by
v 7→ (a 7→ a · v).
Definition B.3.6. The cohomology of the complex (C•(g, V ), d•) is denoted by
H•(g, V ).
Definition B.3.7. Let g be a Lie algebra and let V be a g-module. Then a derivation
from g to V is a K-linear map D : g −→ V such that the Leibnitz formula holds
D([a, b]) = a ·D(b)− b ·D(a),
for all a, b ∈ g. The set of all derivations from g to V is denoted by Der(g, V ).
Definition B.3.8. D ∈ Der(g, V ) is called an inner derivation if there exists v ∈ V
such that D(a) = a · v for all a ∈ g. The set of inner derivations is denoted by
DerInn(g, V ).
Theorem B.3.9. ([55], Theorem 7.4.7 and Corollary 7.4.8) Let g be a Lie algebra
and let V be a g-module. Then H1(g, V ) ∼= Der(g, V )/DerInn(g, V ). Moreover if V
is trivial, then H1(g, V ) ∼= Homk(gab, V ).
Definition B.3.10. Let g be a Lie algebra. An extension of Lie algebras of g by h
is a short exact sequence of Lie algebras
0 // h // e pi // g // 0
where h is an abelian Lie algebra.
Definition B.3.11. The set of equivalence classes of extensions of g by h is denoted
by Ext(g, h).
Remark B.3.12. An extension of Lie algebras makes h into a g-module. If a ∈ g
and b ∈ h, then define a · b to be the product [a˜, b] ∈ e, where pi(a˜) = a. Since h is
abelian, a · b is independent of the choice of a˜.
Theorem B.3.13. ([55], Theorem 7.6.3) Let V be a g-module. The set Ext(g, V )
is in 1-1 correspondence with H2(g, V ).
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Theorem B.3.14. ([55], Theorem 7.8.9) Let g be a semisimple Lie algebra over a
field of characteristic zero. If V is a simple g-module and V 6= K, then H i(g, V ) = 0
for all i.
Proposition B.3.15. ([55], Corollary 7.8.10 and 7.8.12) Let g be a semisimple Lie
algebra over a field of characteristic zero and let V be a finite dimensional g-module.
Then H1(g, V ) = 0 = H2(g, V ).
Theorem B.3.16. ([33], Theorem 10) Let g be a reductive Lie algebra of finite
dimension over C and let V be a finite dimensional semisimple g-module such that
V g = (0). Then H i(g, V ) = 0 for all i ≥ 0.
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Appendix C
Examples of procedure to
compute LFT 1(D) and FT 1(D)
The aim of this last appendix is to show two examples: in the first one we compute
LFT 1(D) for a germ of a non-reductive linear free divisor in (C5, 0) and in the
second one we compute FT 1(D) for a germ of a weighted homogeneous free divisor
in (C2, 0).
C.1 Example 3.5.9
In this section we describe a Macaulay 2 procedure to compute LFT 1(D) for the
germ of the linear free divisor (D, 0) ⊂ (C5, 0) defined by f = x5(x44 − 2x5x24x3 +
x25x
2
3 + 2x
2
5x4x2 − 2x35x1) ∈ C[x1, . . . , x5] of Example 3.5.9.
First of all, notice that we represent each vector field of DerC5 with a column
matrix.
Before starting with the procedure, we need to introduce a function that computes
the Lie bracket of vector fields:
LB = method()
LB(Matrix,Matrix):=Matrix=>(v,h)->transpose((transpose(v)*jacobian(transpose(h)))+
-(transpose(h)*jacobian(transpose(v))));
We are now ready to compute the kernel of d1 : C10 −→ C20 . We represent each
element with a 5× 5 matrix.
S:=QQ[a_1..a_25,b_1..b_25,c_1..c_25,d_1..d_25,e_1..e_25];
R:=S[x_1..x_5];
f:=x_5*(x_4^4-2*x_5*x_4^2*x_3+x_5^2*x_3^2+2*x_5^2*x_4*x_2-2*x_5^3*x_1);
%We compute a Saito matrix for (D,0)
D:=modulo(gens(ideal(jacobian(ideal(f)))),matrix{{f}});
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%We compute the Lie brackets of the generators of Der(- log D)
v12:=LB(D_{0},D_{1});
v13:=LB(D_{0},D_{2});
v14:=LB(D_{0},D_{3});
v15:=LB(D_{0},D_{4});
v23:=LB(D_{1},D_{2});
v24:=LB(D_{1},D_{3});
v25:=LB(D_{1},D_{4});
v34:=LB(D_{2},D_{3});
v35:=LB(D_{2},D_{4});
v45:=LB(D_{3},D_{4});
%We compute the coefficients to write the vij as a linear combination of the basis of Der(-log D)
d12:=v12//D;
d13:=v13//D;
d14:=v14//D;
d15:=v15//D;
d23:=v23//D;
d24:=v24//D;
d25:=v25//D;
d34:=v34//D;
d35:=v35//D;
d45:=v45//D;
%A is the matrix of possible element in the kernel of d^1
A:=matrix{{a_1*x_1+b_1*x_2+c_1*x_3+d_1*x_4+e_1*x_5,a_6*x_1+b_6*x_2+c_6*x_3+d_6*x_4+e_6*x_5,
a_11*x_1+b_11*x_2+c_11*x_3+d_11*x_4+e_11*x_5,a_16*x_1+b_16*x_2+c_16*x_3+d_16*x_4+e_16*x_5,
a_21*x_1+b_21*x_2+c_21*x_3+d_21*x_4+e_21*x_5},
{a_2*x_1+b_2*x_2+c_2*x_3+d_2*x_4+e_2*x_5,a_7*x_1+b_7*x_2+c_7*x_3+d_7*x_4+e_7*x_5,
a_12*x_1+b_12*x_2+c_12*x_3+d_12*x_4+e_12*x_5,a_17*x_1+b_17*x_2+c_17*x_3+d_17*x_4+e_17*x_5,
a_22*x_1+b_22*x_2+c_22*x_3+d_22*x_4+e_22*x_5},
{a_3*x_1+b_3*x_2+c_3*x_3+d_3*x_4+e_3*x_5,a_8*x_1+b_8*x_2+c_8*x_3+d_8*x_4+e_8*x_5,
a_13*x_1+b_13*x_2+c_13*x_3+d_13*x_4+e_13*x_5,a_18*x_1+b_18*x_2+c_18*x_3+d_18*x_4+e_18*x_5,
a_23*x_1+b_23*x_2+c_23*x_3+d_23*x_4+e_23*x_5},
{a_4*x_1+b_4*x_2+c_4*x_3+d_4*x_4+e_4*x_5,a_9*x_1+b_9*x_2+c_9*x_3+d_9*x_4+e_9*x_5,
a_14*x_1+b_14*x_2+c_14*x_3+d_14*x_4+e_14*x_5,a_19*x_1+b_19*x_2+c_19*x_3+d_19*x_4+e_19*x_5,
a_24*x_1+b_24*x_2+c_24*x_3+d_24*x_4+e_24*x_5},
{a_5*x_1+b_5*x_2+c_5*x_3+d_5*x_4+e_5*x_5,a_10*x_1+b_10*x_2+c_10*x_3+d_10*x_4+e_10*x_5,
a_15*x_1+b_15*x_2+c_15*x_3+d_15*x_4+e_15*x_5,a_20*x_1+b_20*x_2+c_20*x_3+d_20*x_4+e_20*x_5,
a_25*x_1+b_25*x_2+c_25*x_3+d_25*x_4+e_25*x_5}}
%Bij represents the image of vij via the element defined by A
B12:=A*(d12);
B13:=A*(d13);
B14:=A*(d14);
B15:=A*(d15);
B23:=A*(d23);
B24:=A*(d24);
B25:=A*(d25);
B34:=A*(d34);
B35:=A*(d35);
B45:=A*(d45);
%We now compute the map d^1 on our basis of Der(-log D)
C12:=-LB(D_{0},A_{1})+LB(D_{1},A_{0})+B12;
C13:=-LB(D_{0},A_{2})+LB(D_{2},A_{0})+B13;
C14:=-LB(D_{0},A_{3})+LB(D_{3},A_{0})+B14;
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C15:=-LB(D_{0},A_{4})+LB(D_{4},A_{0})+B15;
C23:=-LB(D_{1},A_{2})+LB(D_{2},A_{1})+B23;
C24:=-LB(D_{1},A_{3})+LB(D_{3},A_{1})+B24;
C25:=-LB(D_{1},A_{4})+LB(D_{4},A_{1})+B25;
C34:=-LB(D_{2},A_{3})+LB(D_{3},A_{2})+B34;
C35:=-LB(D_{2},A_{4})+LB(D_{4},A_{2})+B35;
C45:=-LB(D_{3},A_{4})+LB(D_{4},A_{3})+B45;
%We now compute for which coefficients each Cij is in Der(-log D)
T:=R[p_1..p_10,q_1..q_10,r_1..r_10,u_1..u_10,t_1..t_10];
DT:=sub(D,T);
%Each si is a generic element of Der(-log D)
s1:=p_1*sub(DT_{0},T)+q_1*sub(DT_{1},T)+r_1*sub(DT_{2},T)+u_1*sub(DT_{3},T)+t_1*sub(DT_{4},T);
s2:=p_2*sub(DT_{0},T)+q_2*sub(DT_{1},T)+r_2*sub(DT_{2},T)+u_2*sub(DT_{3},T)+t_2*sub(DT_{4},T);
s3:=p_3*sub(DT_{0},T)+q_3*sub(DT_{1},T)+r_3*sub(DT_{2},T)+u_3*sub(DT_{3},T)+t_3*sub(DT_{4},T);
s4:=p_4*sub(DT_{0},T)+q_4*sub(DT_{1},T)+r_4*sub(DT_{2},T)+u_4*sub(DT_{3},T)+t_4*sub(DT_{4},T);
s5:=p_5*sub(DT_{0},T)+q_5*sub(DT_{1},T)+r_5*sub(DT_{2},T)+u_5*sub(DT_{3},T)+t_5*sub(DT_{4},T);
s6:=p_6*sub(DT_{0},T)+q_6*sub(DT_{1},T)+r_6*sub(DT_{2},T)+u_6*sub(DT_{3},T)+t_6*sub(DT_{4},T);
s7:=p_7*sub(DT_{0},T)+q_7*sub(DT_{1},T)+r_7*sub(DT_{2},T)+u_7*sub(DT_{3},T)+t_7*sub(DT_{4},T);
s8:=p_8*sub(DT_{0},T)+q_8*sub(DT_{1},T)+r_8*sub(DT_{2},T)+u_8*sub(DT_{3},T)+t_8*sub(DT_{4},T);
s9:=p_9*sub(DT_{0},T)+q_9*sub(DT_{1},T)+r_9*sub(DT_{2},T)+u_9*sub(DT_{3},T)+t_9*sub(DT_{4},T);
s10:=p_10*sub(DT_{0},T)+q_10*sub(DT_{1},T)+r_10*sub(DT_{2},T)+u_10*sub(DT_{3},T)+t_10*sub(DT_{4},T);
v1=sub(C12,T);
v2=sub(C13,T);
v3=sub(C14,T);
v4=sub(C15,T);
v5=sub(C23,T);
v6=sub(C24,T);
v7=sub(C25,T);
v8=sub(C34,T);
v9=sub(C35,T);
v10=sub(C45,T);
w1:=sub(v1-s1,{x_1=>1,x_2=>0,x_3=>0,x_4=>0,x_5=>0});
w2:=sub(v1-s1,{x_1=>0,x_2=>1,x_3=>0,x_4=>0,x_5=>0});
w3:=sub(v1-s1,{x_1=>0,x_2=>0,x_3=>1,x_4=>0,x_5=>0});
w4:=sub(v1-s1,{x_1=>0,x_2=>0,x_3=>0,x_4=>1,x_5=>0});
w5:=sub(v1-s1,{x_1=>0,x_2=>0,x_3=>0,x_4=>0,x_5=>1});
w6:=sub(v2-s2,{x_1=>1,x_2=>0,x_3=>0,x_4=>0,x_5=>0});
w7:=sub(v2-s2,{x_1=>0,x_2=>1,x_3=>0,x_4=>0,x_5=>0});
w8:=sub(v2-s2,{x_1=>0,x_2=>0,x_3=>1,x_4=>0,x_5=>0});
w9:=sub(v2-s2,{x_1=>0,x_2=>0,x_3=>0,x_4=>1,x_5=>0});
w10:=sub(v2-s2,{x_1=>0,x_2=>0,x_3=>0,x_4=>0,x_5=>1});
w11:=sub(v3-s3,{x_1=>1,x_2=>0,x_3=>0,x_4=>0,x_5=>0});
w12:=sub(v3-s3,{x_1=>0,x_2=>1,x_3=>0,x_4=>0,x_5=>0});
w13:=sub(v3-s3,{x_1=>0,x_2=>0,x_3=>1,x_4=>0,x_5=>0});
w14:=sub(v3-s3,{x_1=>0,x_2=>0,x_3=>0,x_4=>1,x_5=>0});
w15:=sub(v3-s3,{x_1=>0,x_2=>0,x_3=>0,x_4=>0,x_5=>1});
w16:=sub(v4-s4,{x_1=>1,x_2=>0,x_3=>0,x_4=>0,x_5=>0});
w17:=sub(v4-s4,{x_1=>0,x_2=>1,x_3=>0,x_4=>0,x_5=>0});
w18:=sub(v4-s4,{x_1=>0,x_2=>0,x_3=>1,x_4=>0,x_5=>0});
w19:=sub(v4-s4,{x_1=>0,x_2=>0,x_3=>0,x_4=>1,x_5=>0});
w20:=sub(v4-s4,{x_1=>0,x_2=>0,x_3=>0,x_4=>0,x_5=>1});
w21:=sub(v5-s5,{x_1=>1,x_2=>0,x_3=>0,x_4=>0,x_5=>0});
w22:=sub(v5-s5,{x_1=>0,x_2=>1,x_3=>0,x_4=>0,x_5=>0});
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w23:=sub(v5-s5,{x_1=>0,x_2=>0,x_3=>1,x_4=>0,x_5=>0});
w24:=sub(v5-s5,{x_1=>0,x_2=>0,x_3=>0,x_4=>1,x_5=>0});
w25:=sub(v5-s5,{x_1=>0,x_2=>0,x_3=>0,x_4=>0,x_5=>1});
w26:=sub(v6-s6,{x_1=>1,x_2=>0,x_3=>0,x_4=>0,x_5=>0});
w27:=sub(v6-s6,{x_1=>0,x_2=>1,x_3=>0,x_4=>0,x_5=>0});
w28:=sub(v6-s6,{x_1=>0,x_2=>0,x_3=>1,x_4=>0,x_5=>0});
w29:=sub(v6-s6,{x_1=>0,x_2=>0,x_3=>0,x_4=>1,x_5=>0});
w30:=sub(v6-s6,{x_1=>0,x_2=>0,x_3=>0,x_4=>0,x_5=>1});
w31:=sub(v7-s7,{x_1=>1,x_2=>0,x_3=>0,x_4=>0,x_5=>0});
w32:=sub(v7-s7,{x_1=>0,x_2=>1,x_3=>0,x_4=>0,x_5=>0});
w33:=sub(v7-s7,{x_1=>0,x_2=>0,x_3=>1,x_4=>0,x_5=>0});
w34:=sub(v7-s7,{x_1=>0,x_2=>0,x_3=>0,x_4=>1,x_5=>0});
w35:=sub(v7-s7,{x_1=>0,x_2=>0,x_3=>0,x_4=>0,x_5=>1});
w36:=sub(v8-s8,{x_1=>1,x_2=>0,x_3=>0,x_4=>0,x_5=>0});
w37:=sub(v8-s8,{x_1=>0,x_2=>1,x_3=>0,x_4=>0,x_5=>0});
w38:=sub(v8-s8,{x_1=>0,x_2=>0,x_3=>1,x_4=>0,x_5=>0});
w39:=sub(v8-s8,{x_1=>0,x_2=>0,x_3=>0,x_4=>1,x_5=>0});
w40:=sub(v8-s8,{x_1=>0,x_2=>0,x_3=>0,x_4=>0,x_5=>1});
w41:=sub(v9-s9,{x_1=>1,x_2=>0,x_3=>0,x_4=>0,x_5=>0});
w42:=sub(v9-s9,{x_1=>0,x_2=>1,x_3=>0,x_4=>0,x_5=>0});
w43:=sub(v9-s9,{x_1=>0,x_2=>0,x_3=>1,x_4=>0,x_5=>0});
w44:=sub(v9-s9,{x_1=>0,x_2=>0,x_3=>0,x_4=>1,x_5=>0});
w45:=sub(v9-s9,{x_1=>0,x_2=>0,x_3=>0,x_4=>0,x_5=>1});
w46:=sub(v10-s10,{x_1=>1,x_2=>0,x_3=>0,x_4=>0,x_5=>0});
w47:=sub(v10-s10,{x_1=>0,x_2=>1,x_3=>0,x_4=>0,x_5=>0});
w48:=sub(v10-s10,{x_1=>0,x_2=>0,x_3=>1,x_4=>0,x_5=>0});
w49:=sub(v10-s10,{x_1=>0,x_2=>0,x_3=>0,x_4=>1,x_5=>0});
w50:=sub(v10-s10,{x_1=>0,x_2=>0,x_3=>0,x_4=>0,x_5=>1});
%I is the ideal of relations of the parameters, if they are all zero then all Cij are in Der(-log D)
I:=ideal(w1..w50);
S:=QQ[p_1..p_10,q_1..q_10,r_1..r_10,u_1..u_10,t_1..t_10,a_1..a_25,b_1..b_25,c_1..c_25,d_1..d_25,
e_1..e_25, MonomialOrder=>Eliminate 50];
J:=sub(I,S);
%We now eliminate the additional parameters p_i, r_i, q_i, u_i and t_i
G:=selectInSubring(1,gens gb J);
R;
F:=sub(G,R);
H:=ideal(F);
%We put the relations in R
P:=R/H;
%We finally compute the element of the kernel of d^1
E:=sub(A,P);
%We write now the outcome of the computation
%First column of E
|-5x_1c_9 +4x_1d_4+3x_1d_10-3x_1e_5+x_2b_24+x_2e_4+3x_3c_24-x_3d_8+x_3d_25+x_3e_3+2x_3e_9+x_4d_1+x_ 5e_1|
| -x_1d_5-3x_2c_9+3x_2d_4+x_2d_10-2x_2e_5-1/2x_3d_15+x_4d_2+x_5e_2 |
| -2x_3c_9+2x_3d_4+x_3d_10-x_3e_5+x_4d_3+x_5e_3 |
| x_4d_4+x_5e_4 |
| x_4d_5+x_5e_5 |
%Second column of E
|3x_1b_24-x_1d_3+4x_1d_9+3/2x_1d_15+2x_1e_4-3x_1e_10+3x_2c_24-x_2d_8+x_2d_25+3x_2e_9-1/2x_3c_12
+x_3d_1+x_3d_7-1/2x_3d_13-x_3e_2+x_3e_14-1/2x_4d_12-3/2x_4d_23+x_4e_1+x_4e_7+1/2x_4e_13+3x_4e_24+x_ 5e_6|
|-x_1c_9+2x_2b_24+3x_2d_9+x_2d_15-2x_2e_10-x_3c_24+x_3d_2+x_3d_8-2x_3d_25-x_3e_3-2x_3e_9+x_4d_7 +x_5e_7 |
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|-x_1d_5-x_2d_10+x_3d_3+2x_3d_9-2x_3e_4-x_3e_10+x_4d_8+x_5e_8 |
|x_3c_9+x_4d_9+x_5e_9 |
|x_3d_5+x_4d_10+x_5e_10 |
%Third column of E
|10x_1c_24-x_1d_2-x_1d_8+4x_1d_14-5x_1d_25+x_1e_3+2x_1e_9-3x_1e_15+x_2d_1-x_2e_2+x_2e_14-1/2x_3d_12
-3/2x_3d_23+3/2x_3e_13+3x_3e_24-x_4d_22+2x_4e_6+x_4e_12+x_4e_23+x_5e_11 |
|4x_2c_24+x_2d_2+x_2d_8+3x_2d_14-7x_2d_25-x_2e_3-2x_2e_9-2x_2e_15+x_3c_12+x_4d_12+x_5e_12 |
|-2x_1c_9+x_2d_3-2x_2e_4+6x_3c_24+2x_3d_14-3x_3d_25-x_3e_15+x_4d_13+x_5e_13 |
|-x_1d_5+x_2c_9-x_2d_10-1/2x_3d_15+x_4d_14+x_5e_14 |
|x_2d_5+x_4d_15+x_5e_15 |
%Fourth column of E
|4x_1d_19-3x_1e_20-x_2e_1+x_2e_19-2x_3e_6+x_3e_18-3x_4e_11+x_4e_17-x_5e_21 |
|-2x_1c_24+x_1d_2+x_1d_8-2x_1d_25-x_1e_3-2x_1e_9+3x_2d_19-2x_2e_20-1/2x_3d_12-1/2x_3d_23+1/2x_3e_13
+x_3e_24-x_4d_22+x_4e_18+x_4e_23+x_5e_17 |
|-2x_1b_24+2x_1d_3-4x_1e_4-2x_2c_24+x_2d_8-x_2d_25-2x_2e_9+2x_3d_19-x_3e_20-x_4d_23+2x_4e_19+2x_4e_24+x_5e_18|
|3x_1c_9 -x_2b_24-x_3c_24+x_4d_19+x_5e_19 |
|4x_1d_5+3x_2d_10+x_3d_15-x_4d_25+x_5e_20 |
%Fifth column of E
|4x_1d_24-3x_1e_25+x_2e_1+x_2e_24+2x_3e_6+x_3e_23+3x_4e_11+x_4e_22+x_5e_21 |
|2x_1c_24-x_1d_2-x_1d_8+2x_1d_25+x_1e_3+2x_1e_9+3x_2d_24-2x_2e_25+1/2x_3d_12+1/2x_3d_23
-1/2x_3e_13 -x_3e_24+x_4d_22+x_5e_22 |
|2x_1b_24-2x_1d_3+4x_1e_4+2x_2c_24-x_2d_8+x_2d_25+2x_2e_9+2x_3d_24-x_3e_25+x_4d_23+x_5e_23 |
|-3x_1c_9+x_2b_24+x_3c_24+x_4d_24+x_5e_24 |
|-4x_1d_5-3x_2d_10-x_3d_15+x_4d_25+x_5e_25 |
%Note that in E we have 47 free parameters and each of them gives us an element of the kernel of d^1.
We are now ready to compute the image of d0 : C00 −→ C10 . Also here, we represent
each element with a 5× 5 matrix.
R:=QQ[x_1..x_5];
f:=x_5*(x_4^4-2*x_5*x_4^2*x_3+x_5^2*x_3^2+2*x_5^2*x_4*x_2-2*x_5^3*x_1);
D:=modulo(gens(ideal(jacobian(ideal(f)))),matrix{{f}});
M:=matrix{{x_1,0,0,0,0,x_2,0,0,0,0,x_3,0,0,0,0,x_4,0,0,0,0,x_5,0,0,0,0},
{0,x_1,0,0,0,0,x_2,0,0,0,0,x_3,0,0,0,0,x_4,0,0,0,0,x_5,0,0,0},
{0,0,x_1,0,0 ,0,0,x_2,0,0,0,0,x_3,0,0,0,0,x_4,0,0,0,0,x_5,0,0},
{0,0,0,x_1,0,0,0,0,x_2,0,0,0,0,x_3,0,0,0,0,x_4,0,0,0,0,x_5,0},
{0,0,0,0,x_1,0,0,0,0,x_2,0,0,0,0,x_3,0,0,0,0,x_4,0,0,0,0,x_5}};
l:={};
for i from 0 to 24 do(
l=l|{matrix{{LB(D_{0},M_{i}),LB(D_{1},M_{i}),LB(D_{2},M_{i}),LB(D_{3},M_{i}),LB(D_{4},M_{i})}}});
%The 25 elements of the list l are 5x5 matrices that span the image of d^0
Notice that if in the matrix E we substitute the value one to the parameter c12
and zero to all the other parameters, then we obtain the element
0 −1/2x3 0 0 0
0 0 x3 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

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that differs from the one described in Example 3.5.9 by an element of the image of
d0 and so they describe the same admissible deformation.
To conclude we have now to check if the elements obtained from the matrix E by
substituting successively the value 1 to one parameter and 0 to the others, can be
written as linear combination of the matrices in the list l. We also have to eliminate
the elements that have all columns in Der(− logD).
After this long checking, we notice that only the three elements relative to the
parameters e4, c12 and d7 and are not zero in cohomology and so LFT 1(D) is three
dimensional and is generated by these elements. This are the elements:
x2 2x1 0 0 0
0 0 0 0 0
0 0 −2x2 −4x1 4x1
x5 0 0 0 0
0 0 0 0 0
 ,

0 −1/2x3 0 0 0
0 0 x3 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 ,

0 x3 0 0 0
0 x4 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 .
C.2 Example 3.7.8, 1)
In this section we describe a Macaulay 2 procedure to compute FT 1(D) for the
germ of the free divisor (D, 0) ⊂ (C2, 0) defined by f = xy(x − y)(x + y) ∈ C[x, y]
of Example 3.7.8 and Remark 3.4.7. Notice that the procedure is similar to the one
of the previous Section.
Similarly to the previous section, we represent each vector field of DerC2 with a
column matrix and each element of the kernel of d1 : C1 −→ C2 with a 2× 2 matrix.
S:=QQ[a_1..a_12];
R:=S[x,y];
f:=x*y*(x-y)*(x+y);
D:=modulo(gens(ideal(jacobian(ideal(f)))),matrix{{f}});
v:=LB(D_{0},D_{1});
A:=matrix{{a_1*x+a_2*y,a_5*x^3+a_6*x^2*y+a_7*x*y^2+a_8*y^3},
{a_3*x+a_4*y,a_9*x^3+a_10*x^2*y+a_11*x*y^2+a_12*y^3}};
B:=2*A_{1};
%We now compute the map d^1 on our basis of Der(-log D)
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C:=-LB(D_{0},A_{1})+LB(D_{1},A_{0})+B;
%We now want to find the value of the coefficient such that C is in Der(-log D)
%Notice that C has degree 3:
| x2ya_2-y3a_2 |
| -x3a_3-2x2ya_1-2xy2a_2+3xy2a_3+2y3a_4 |
T:=R[p,q,r,s];
Ct=sub(C,T);
Dt=sub(D,T);
dt=p*x^2*Dt_{0}+q*x*y*Dt_{0}+r*y^2*Dt_{0}+s*Dt_{1};
Et=Ct-dt;
| -px3-qx2y-rxy2+x2ya_2-y3a_2 |
| -px2y-qxy2-ry3-sx2y+sy3-x3a_3-2x2ya_1-2xy2a_2+3xy2a_3+2y3a_4 |
%We now impose that all the coefficients of Et are zero.
I:=ideal(-p,-q+a_2,-r,a_2,a_3,-p-s-2*a_1,-q-2*a_2+3*a_3,-r+s+2*a_4);
S:=QQ[p,q,r,s,a_1..a_12, MonomialOrder=>Eliminate 4];
J:=sub(I,S);
G:=selectInSubring(1,gens gb J);
R;
F:=sub(G,R);
H:=ideal(F);
P:=R/H;
E:=sub(A,P);
| xa_4 x3a_5+x2ya_6+xy2a_7+y3a_8 |
| ya_4 x3a_9+x2ya_10+xy2a_11+y3a_12 |
Notice that if in the matrix E we substitute the value 1 to the parameter a11 and
0 to all the other parameters, then we obtain the element E11, such that det(D +
 · E11) = f +  · x2y2 as described in Example 3.7.8.
E11 =
[
0 0
0 xy2
]
.
We are now ready to compute the image of d0 : C0 −→ C1. We represent each
element with a 2× 2 matrix.
R:=QQ[x,y];
f:=x*y*(x-y)*(x+y);
D:=modulo(gens(ideal(jacobian(ideal(f)))),matrix{{f}});
M:=matrix{{x,0,y,0},{0,x,0,y}};
l:={};
for i from 0 to 3 do(
l= l|{matrix{{LB(D_{0},M_{i}),LB(D_{1},M_{i})}}});
{| 0 0 |, | 0 0 |, | 0 x2y-y3 |, | 0 0 |}
| 0 -2x2y | | 0 -x3+3xy2 | | 0 -2xy2 | | 0 2y3 |
As in the previous example, to conclude we have now to check if the elements
obtained from the matrix E by substituting successively the value 1 to one parameter
and 0 to the others, can be written as linear combination of the matrices in the list
l. We also have to eliminate the elements that have all columns in Der(− logD).
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After this long checking, we notice that only the element relative to the parameter
a11 is not zero in cohomology and so FT 1(D) is one dimensional and is generated
by this element.
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