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We propose a method for the generation of trains of alternating bright solitons in two-component
Bose-Einstein condensates, using controlled emission of nonlinear matter-waves in the uncoupled
regime with spatially-varying intra-species interaction and out-of-phase oscillations of the ground
states in the trap. Under this scheme, solitons are sequentially launched from the different com-
ponents, and interact with each other through phase-independent cross-coupling. We obtain an
analytical estimation of the critical condition for soliton emission using a geometric guiding model,
in analogy with integrated optical systems. In addition, we show how strong initial perturbations
in the system can trigger the spontaneous generation of supersolitons, i.e. localized phonon-like
excitations of the soliton trains. Finally, we demonstrate the controllable generation of slow and
fast supersolitons by adding external localized potentials in the nonlinear region.
PACS numbers: 05.45.Yv, 03.75.Lm, 42.65.Jx, 42.65.Tg
I. INTRODUCTION
The advent of Bose-Einstein condensates (BECs) [1]
paved the way for the generation of coherent atomic
bursts with properties analog to those of optical laser
beams. Such atom lasers, which promise significant
achievements in fields like atomic interferometry [2, 3],
have been proposed operating in both continuous [4]
and pulsed [5–7] regimes, and with different outcoupling
mechanisms [8–10]. Concretely, atom lasers based on
the emission of bright solitons [11, 12] have also been
recently proposed [6, 7]. Their operation is essentially
based on the nonlinear mechanism of modulational insta-
bility, which results in the generation of trains of atomic
solitons [13]. Thus, atomic soliton lasers display a fully
reconfigurable directional emission owing to the presence
of inhomogeneous (i.e., spatio [7]-temporal [3] dependent)
interactions between the atoms in the ultracold cloud.
It is worth noticing that, to our best knowledge,
the emission of localized matter-wave bursts have been
mainly studied theoretically in the framework of one-
component BECs [3, 4, 6, 7]. However, the recent demon-
stration of tunable interspecies interactions in Bose-
Bose [14] and Bose-Fermi mixtures [15] have opened new
avenues for the generation and control of multicomponent
or vector nonlinear mater-waves [16]. In particular, new
types of phonon-like excitations in binary atomic soliton
chains, the so-called supersolitons (SS), and a realization
of the Newton’s cradle using bright matter-wave solitons
as building blocks have been theoretically proposed [17].
One of the main drawbacks for the experimental observa-
tion of the latter phenomenology is the need for efficient
generation of trains of interlaced solitons in both atomic
components. While, to our best knowledge, such kind of
nonlinear structures have not been accomplished in the
laboratory yet, a theoretical proposal based on the tem-
poral tailoring of Feshbach resonances has recently come
out [18].
The goal of the present work is twofold. First, we pro-
pose a feasible route for the dynamical generation and
control of interwoven soliton trains in binary BECs. Our
method relies on the one-by-one emission of alternating
matter-waves coming from binary BECs, in sharp con-
trast with the first experimental realization of atomic
soliton trains in one-component BECs [13], where the
soliton bursts were created at once via modulational in-
stability induced by the magnetic tuning of the intra-
atomic interactions from repulsive to attractive along the
whole BEC cloud. In our case, the nonlinear outcou-
pling mechanism of the individual solitons is then based
on the tailoring of spatially-inhomogeneous interactions
between the ultracold atoms, which allows for the gen-
eration of unstable nonlinear surface states localized at
the edge of the trapping potential. As we shall exten-
sively discuss in this manuscript, such surface states can
eventually destabilize giving rise to the release of atomic
solitons out of the trap in a fully-controllable way.
Second, we demonstrate the performance of our scheme
in a scenario that might be accomplished in the frame-
work of current experiments, showing its potential to
enable the first observation of elastic-like scattering be-
tween solitons belonging to different BEC components,
as well as the generation of SS as a result of the collec-
tive transfer of linear momentum among all neighboring
solitons in the interwoven trains.
In particular, in section II we introduce the physical
model that describes the evolution of the binary BEC
in the mean-field limit. In section III, we analyze the
stationary states of the system, in order to get some in-
sight into the nonlinear matter-wave emission process [7].
As a matter of fact, we will demonstrate that the emis-
sion of matter-wave solitons is achieved when the particle
2density at the border of the trapping potential exceeds
a certain critical threshold, which turns out not to be
trivially linked to the critical number of particles that
can be loaded in the trap in presence of attractive in-
teratomic interactions [7]. In a particular configuration
including a super-Gaussian trap, we will discuss in sec-
tion IV an analytical approach to the critical amplitude
yielding to soliton emission, exploiting the formal analo-
gies between this system and one-dimensional, step-index
optical waveguides. Finally, in section V we will study
the dynamical generation of interwoven soliton trains and
subsequent excitation of SS on top of them. Thus, we will
show how this issue can be fixed by appropriately tun-
ing the interspecies interactions in space and providing
a certain number of solitons in the train with an addi-
tional momentum by switching on an additional dipole
potential [19] in specific space-time locations.
II. PHYSICAL MODEL
The dynamics of cigar-shaped two-component BECs,
i.e., tightly confined in two transverse spatial dimensions
(y, z) and weakly confined in the longitudinal direction
(x) by a trapping potential V (x), can be accurately de-
scribed in the mean-field limit by the following set of
coupled Gross-Pitaevskii equations (GPE) [20]
i
∂uj
∂t
= −1
2
∂2uj
∂x2
+ V (x)uj −
∑
k=1,2
ajk|uk|2uj , (1)
where uj are the condensate wave-functions of the two
atomic BECs (j = 1, 2), which can be constituted either
by different atomic species or the same atomic species in
different hyperfine states. The spatial variable x and time
t are measured, respectively, in units of a0 =
√
~/mω⊥
and 1/ω⊥, being ω⊥ the angular frequency of the strong
transverse confinement of the BEC cloud. Taking into
regard the aforementioned normalizations, we define the
number of particles as Nj =
∫ |uj |2dx.
To be concrete, the normalization factors (ω⊥, a0) can
be estimated for a possible experimental realization of the
phenomenology to be discussed in this paper. Hence, we
will consider parameters corresponding to condensates of
7Li atoms tightly confined in the harmonic trap with an-
gular frequency ω⊥ ≈ 5 ·103 rad/s [13]. Under these con-
ditions, the transverse size of the ultracold cloud turns
out to be a0 ≈ 1.3 µm. The normalized number of par-
ticles of each component, Nj , is related to the real num-
ber of atoms Nj through the relation Nj = gNj, where
g ∝ ajj/a0 displays values around 10−3 ÷ 10−4 in real
experimental situations.
On the other hand, the coefficients ajk are proportional
to the scattering lengths, so that they characterize the
strength of both intra-atomic (j = k) and inter-atomic
(j 6= k) interactions. Moreover, depending on the sign,
they model either attractive (ajk > 0) or repulsive (ajk <
0) interactions between the particles. In this work, we
will also consider inhomogeneous interactions in space,
modeled by spatially-varying ajk coefficients defined as
follows
ajk =
{
H(x0)cjk if j = k;
H(x00)cjk if j 6= k, (2)
where H(x0), H(x00) are Heaviside functions and cjk are
constants carrying the information about the strength
of ajk (we have checked that the choice of smoother
functions to model the spatial variation of the scatter-
ing lengths does not change qualitatively the results pre-
sented below). In general, the spatial coordinates x0,
x00 will be different. We must point out that the scatter-
ing lengths can be tuned in real experiments by means of
either external magnetic [21] or optical fields [22]. In par-
ticular, using optical fields, spatial control of interatomic
interactions down to the submicron resolution was re-
cently demonstrated in a BEC of Yb atoms[23]. Even
though the experimental realization of the phenomenol-
ogy presented here could be more involved owing to the
need for a fine spatial control of the scattering length at
different locations, the results of Ref. [23] might pave
the way for future improvements in this direction. With-
out loss of generality, we consider the confining potential
as a super-Gaussian function V (x) = V0 exp
[−(x/d)2l],
where l is a positive integer and 2d defines the width of
the potential. By taking V0 < 0 and l≫ 1 we can mimic
a box-like potential well with depth V0 and width 2d,
which, in combination with the sharp spatial variation of
ajk, turns out to be useful for analytical treatment as we
will see below.
III. STATIONARY PROBLEM
We begin by solving the nonlinear eigenvalue problem
associated with Eq.(1). As we are interested in the anal-
ysis of the nonlinear matter-wave emission, let us con-
sider, for the sake of simplicity, the scalar case where
c12 = c21 = 0 and cjj = c = 1. The existence of cou-
pled vectorial stationary states in this system is beyond
the scope of the present paper and will be reported else-
where. Under the aforementioned conditions, we have
two identical uncoupled equations for both condensate
wave-functions, which can be cast in the following form
µU = −1
2
∂2U
∂x2
+ V (x)U −H(x0)|U |2U. (3)
Here we search for stationary solutions of the form
u1,2(x, t) = U(x)e
−iµt, where U(x) is the spatial pro-
file of the localized solution and µ is the chemical po-
tential. Similar systems were studied in detail previ-
ously [4, 7]. However, all those works assume the spatial
region x > x0 where nonlinear self-interactions are non-
negligible, to be fixed with respect to the center of the
3trap. In this work, we will show that changes in x0 mod-
ify the structure of the eigenstates fundamentally, there-
fore affecting the dynamical behavior of the system itself.
Furthermore, the choice of a super-Gaussian-type poten-
tial is essential for the control of the dynamics of gener-
ation of interwoven soliton trains because of its smooth
boundary, as we will discuss in section IV. Hereafter, un-
less otherwise stated, we will fix the width of the potential
(2d) and change the position of the nonlinear boundary
considering always x0 > d.
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FIG. 1. (Color online) Upper panel: Spatial profile U(x)
of the eigenstate featuring N = Nmax with x0 = 6. Lower
panel: Shape of the trapping potential with V0 = −0.3, d = 2
and l = 4. In the upper panel, shaded domains indicate the
regions where just self-interactions (gray) or both self- and
cross-interactions (blue) are active.
An example of stationary state is depicted in Fig.1,
where the nonlinear interactions between particles are
non-vanishing in the shaded regions. On the other hand,
in Fig.2(a), we display the number of particles N of the
corresponding nodeless stationary states of the system,
as function of the chemical potential µ (existence curves)
for different positions of the nonlinear boundary x0.
For N → 0 (linear limit), the number of particles in
the nonlinear region is small and so it does not affect
the shape of the linear ground state of Eq.(3). As a
consequence, all the existence curves arise over a certain
minimum threshold of the chemical potential |µmin| > 0,
which is determined by both the width and the depth of
the trap, and corresponds to the eigenvalue of the ground
state of V (x) in the absence of nonlinear interactions (i.e.,
for x0 ≫ 1) (in the particular case d = 2 shown in Fig.2
µmin ≈ −0.182).
For larger N , however, the particle density at the non-
linear region becomes stronger and leads to the appear-
ance of a local maximum N = Nmax in the existence
curves [see Fig 2(a)]. Notice that the magnitude of Nmax
grows as the position of the nonlinear boundary x0 in-
creases. Hereafter, for the case N = Nmax we will de-
fine the critical amplitude Ucr as the amplitude of the
eigenstate at the point x = x0. As an illustrative exam-
ple, in Fig.2(c) we display the profile of the eigenstate at
N = Nmax for x0 = 4.
Further growth in |µ| transforms the stable nonlinear
solutions into unstable surface modes localized at the
boundary between the linear and nonlinear region x0 [see
Fig. 2(d)]. Similar behavior was predicted in symmetric
layered optical systems [24]. All surface modes found in
this system turn out to be unstable against small per-
turbations (represented by dashed lines in Fig. 2). This
assertion has been checked by calculating the perturba-
tional spectrum of the eigenvalue problem that results
after linearization of Eq.(1). The results of the linear
stability analysis were further confirmed by direct numer-
ical simulations of evolution. It is remarkable that such
a behavior can be predicted by the Vakhitov-Kolokolov
stability criterion [25], even though its validity is not rig-
orously justified in systems with inhomogeneous nonlin-
ear responses.
As it can be appreciated in Fig. 2(a), by further de-
creasing the chemical potential the surface mode decays
into a stable soliton [see Fig. 2(e)]. Such solitary wave is
localized almost entirely in the nonlinear region, yielding
to the stable branch of the existence curve with growing
N(|µ|), as |µ| → ∞. The point of this transformation
corresponds to the local minimum of the existence curve
N = Nmin, which constitutes the minimum number of
particles required to form a stable bright soliton. Note-
worthy, for x0 < 2 the unstable part of the existence
curve shrinks and disappears, transforming N(|µ|) de-
pendence into monotonously growing function (i.e., the
eigenstates are stable over the entire existence domain).
This peculiarity has been already pointed out in a simi-
lar system [4], where the unstable surface modes are sup-
pressed by diminishing the width of the trapping poten-
tial.
One key result of our analysis can be drawn by looking
at the dependence of N on the amplitude of the eigen-
state at the boundary of nonlinear region U(x = x0)
as shown in Fig.2(b). It turns out that, at the criti-
cal point N = Nmax, the amplitude of the solution at
the boundary (black points) approaches a constant value
Ucr with increasing x0. This indicates that all the solu-
tion branches become unstable at the same value Ucr for
x0 ≫ d, irrespective of how large the value of Nmax is.
In fact, the maximum number of particles that can be
trapped by the linear potential without leading to desta-
bilization of the ultracold atomic cloud increases with
growing x0, as it can be appreciated in Fig.2. We will
explain below such features with the aid of a simple an-
alytical model.
IV. ANALYTICAL CONDITION FOR
MATTER-WAVE EMISSION
Interestingly, we observe in Fig. 2 that the stable
branch of eigenmodes localized inside the potential well
lays close to the unstable one corresponding to surface
modes for x0 ≫ d. Then, small perturbations in the sys-
tem may transform stable solutions into unstable ones,
as the coupling between both modes can be accomplished
owing to the similarities in both profiles and chemical
potentials. Subsequently, the surface modes may even-
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FIG. 2. (Color online) Panel (a): Existence curves of the
eigenmodes N(|µ|) in the scalar case (cjk = 0, j 6= k) for
different positions of the nonlinear boundary: x0 = 2, 3, 4
and 5. Solid and dashed lines correspond to the stable and
unstable domains, respectively. Panel (b): Dependence of
the amplitude of the solution at the boundary U(x = x0) as
a function of N . The black points correspond to N = Nmax.
Other parameters are: c = 1, V0 = −0.3, d = 2, l = 4. Panels
(c)-(e): Profiles of the stationary states for different chemical
potentials µ, in the case x0 = 4.
tually decay into stable solitons existing in the nonlin-
ear region. Nevertheless, according to our interpretation
of the matter-wave emission, the perturbation should be
strong enough to make the amplitude of the solution at
the boundary of the nonlinear region greater than criti-
cal, namely, U > Ucr.
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FIG. 3. (Color online) Panel (a): Dependence of the criti-
cal amplitude Ucr = (U)|x=x0 on x0 at the point N = Nmax,
calculated numerically solving Eq. (3) (black dashed line) and
analytical prediction (red solid line) taken from the geometric
non-guiding condition (4). Other parameters are: V0 = −0.3,
l = 4. Panel (b): Dependence Ucr(x0) estimated numerically
for different widths of the trap d. The value of d is indi-
cated for each of the curves. Dashed line corresponds to the
condition x0 = d.
Let us now support the previous statement by deriving
an analytical condition for soliton emission. To do so,
we will follow similar arguments to those presented in
Ref. [4] for obtaining a geometric non-guiding condition.
In analogy with integrated optical systems, we consider
the linear trapping potential as a one-dimensional linear
step-index waveguide of width 2d, with the core index
V0, cladding index V |x=−d = 0 (left trap border) and
substrate index Vnl (right border x0 = d), Vnl being the
nonlinear contribution to the effective potential created
by particle interactions. In this framework, the guiding
properties of the structure can be fully characterized by
both the normalized frequency f0 =
√
2d
√
V0 − Vnl and
the cut-off frequency fc(ν) = arctan
√
Vnl/(V0 − Vnl) +
νpi, where ν is a non-negative integer which establishes a
cut-off for the existence of guided modes [28]. Notice that
both f0 and fc(ν) are dimensionless, owing to the formal
analogy between Eq. (3) and the stationary version of the
paraxial Helmholtz equation governing the evolution of
light in optical media [28], which allows to quantify the
effective refractive indices V0, Vnl in units of the squared
vacuum wavenumber k2
0
.
The particular case fc(0) corresponds to the thresh-
old of the fundamental mode. For the lowest energy
(guided) mode to become a radiating mode, the con-
dition f0 < fc(0) has to be satisfied so that particles
cannot be trapped inside the guiding potential and will
eventually flow towards the region where inter/intra-
species interactions are nonzero. This will happen for
values of Vnl satisfying the geometric non-guiding condi-
tion F = f0 − fc(0) < 0. Hereafter, we will consider Vnl
to be field-dependent owing to the existence of nonlin-
ear interactions within the region x > x0. Thus, for the
simple scalar case, Vnl = c|U |2 at x = x0, showing its
explicit dependence on the particle density.
Using the above conditions, the critical amplitude of
the condensate wave-function on the right border of the
trap at which the threshold of existence occurs (emission
condition) can be obtained as
Ucr = (U)|x=x0 >
√
Vnl (4)
In Fig.3(a), we display the explicit comparison between
the results obtained from numerical solution of Eq. (3)
for the condition x0 = d, and those predicted by the
simple analytical model (4). As the width of the trap
increases, the discrepancy between the two approaches
gets reduced [see Fig. 3(a)]. This is because the dis-
tortion of the atomic cloud produced by the nonlinear
effects is strongly reduced as the mode is mostly con-
fined within the linear trap, and so the accuracy of the
analytical model, which assumes a differential overlap-
ping with the nonlinear region, is improved accordingly.
Moreover, our model catches another key feature of the
system: Ucr approaches a constant value as x0 grows,
as discussed above. To illustrate quantitatively the accu-
racy of the model, we have verified that the error between
the two curves is below 10% for d = 14. This deviation
can be attributed to the use of a super-Gaussian function
with smooth boundaries to model V (x) in the numerical
solution of Eq.(3), whilst for the analytical calculations
a step-index waveguide is assumed.
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FIG. 4. (Color online) Panel (a): Temporal dynamics of the
density |u(x, t)|2 for the eigenstate featuring N = Nmax =
19.84 under small perturbations. The initial condition con-
sidered reads N = (1 + δ)Nmax, with δ = 0.02. Panel (b):
Evolution of the amplitude of the solution at the point x = x0.
Dashed-red line indicates the outcome of ideal unperturbed
dynamics, whereas solid-black line corresponds to the per-
turbed dynamics shown in (a). Panels (c)-(f): profiles of the
density of the solution at the points indicated in (b). The
final number of particles localized in the trap is Nf ≈ 11.8
and the norm of each soliton is ≈ 2.8. Other parameters are:
c = 1, V0 = −0.3, d = 2, l = 4.
We have checked the validity of the proposed crite-
rion for soliton emission by studying the evolution of
the eigenmode for x0 = 4 at critical point N = Nmax,
perturbed by slightly increasing the number of parti-
cles, N = (1 + δ)Nmax with δ ≪ 1. The dynamics of
the aforementioned atomic cloud is shown in Fig. 4. As
N > Nmax, we observe the launching of solitons from the
trapped cloud [see Fig. 4(a)]. Each outcoupled soliton
removes a certain amount of particles (N ≈ 2.8) when re-
leased out of the trap, thus reducing U(x = x0) and N ,
accordingly. At the same time, it introduces additional
perturbations in the system which allows for the critical
condition U > Ucr to be dynamically fulfilled, yielding to
the outcoupling of a new soliton as long as N > Nmin.
In order to get insight into this dynamical phenomenon,
we plot the evolution of U(x = x0) in Fig. 4(b). We see
that the emission of solitons occurs when the amplitude
U(x = x0) overcomes the critical amplitude Ucr. In the
panels (c)-(f), we display the snapshots of the density
|u|2 at different times during the emission of the second
soliton. As it can be appreciated in the graphs, after
the outcoupling of the first soliton at t = 46.5 [panel
(c)], the perturbed density of the cloud reaches again the
critical value |Ucr|2 at the boundary at t = 58 [panel
(d)], thus satisfying the condition for matter-wave emis-
sion and triggering the process of formation of the next
soliton. At t = 70, the maximum density at the bound-
ary is achieved [panel (e)] and the outcoupling process
continues until the generation of the soliton and contrac-
tion of the cloud to its new perturbed eigenstate of the
linear trap. Notice that, during this process, the ampli-
tude of the density crosses once again the critical am-
plitude Ucr, but in contrast to (d), the crossing at that
point happens from the top entering into the undercriti-
cal regime at the boundary U < Ucr. At t = 74.5 [panel
(f)], the density profile of the atomic cloud resembles
that of the eigenstate shown in (c), except for a smaller
number of particles. Remarkably, the launching process
stops immediately after emission of the third soliton as
the perturbation becomes insufficient to reach Ucr, i.e.,
the condition for soliton emission is never satisfied again
[see Fig. 4(b)].
It is relevant to notice that the number of generated
solitons grows by increasing x0. The explanation of this
relies on the fact that both stable and unstable branches
of stationary states become closer in the existence plot
N(µ) [see Fig. 2(a)], and so the coupling between both
families of solutions with N ≈ Nmax is favored. Thus,
any weak perturbation of the stable eigenmode can trig-
ger the emission of a bright soliton, i.e., in the language
of nonlinear guided optics, the mode coupling process can
be efficiently phase-matched [26, 27]. That is why in the
cases x0 = 2, 3, for example, it is not possible to extract
more than one soliton out of the trap due to the large
gap between stable and unstable branches. It should
be also mentioned that there are two cases within our
parameter space, when soliton emission is not possible
considering weak perturbations of the eigenmodes. The
first case corresponds to the trap with small width d < 2,
where the unstable branch disappears, i.e., the whole ex-
istence curve comprises stable solutions. This issue was
recently discussed in [4]. The second case corresponds to
the situation when the initial eigenmode features number
of particles N < Nmin, which prevents the excitation of
self-sustained bright matter-waves.
Finally, the picture becomes more complex when the
potential width is fixed and x0 is allowed to change. We
have performed extensive numerical analysis and found
that Ucr displays a rich behavior depending on x0. Thus,
as it can be seen in Fig.3(b), for d = 2 (d > 4) the criti-
cal amplitude is a decreasing (increasing) function of x0.
This change cannot be properly described by the analyt-
ical model introduced at the beginning of this section,
since it considers a three-layer system [28] which is no
longer the case whenever x0 > d.
V. SOLITON TRAINS IN BINARY BECS -
SUPERSOLITONS
In the case of two-component condensate the cross-
term interactions modify the corresponding effective lin-
6ear potential at the boundary for the first and second
component, making it difficult to obtain a suitable con-
dition for the emission of solitons. This may eventu-
ally complicate the controllable generation of trains of
interwoven matter-wave solitons of both atomic species.
To circumvent this difficulty, we propose a novel setup
to control both the launching condition for each compo-
nent independently, as well as the period between emis-
sion of two consecutive solitons. Thus, let us consider
two non-interacting BEC components (c12 = c21 = 0),
each of them containing a critical number of particles
N1 = N2 = Nmax (the profile shown in Fig.1). In the ab-
sence of any external perturbation, both eigenstates be-
long to the stable branch and thus the critical condition
for soliton emission Eq. (4) is not overcome. Notewor-
thy, the particular choice Nj = Nmax is not strict, and
so all the phenomenology to be described below would
also hold for Nj < Nmax.
In order to alternately launch solitons from the differ-
ent components, we apply small velocities to the trapped
initial atomic clouds. This can be achieved experimen-
tally by phase imprinting technique [29], while in our
model it corresponds to just multiplying the condensate
wave-functions uj by a linear phase e
ivjx. In particular,
we will consider the case of equal (in absolute value) and
opposite velocities (v1 = −v2), which results in out-of-
phase oscillations of the atomic clouds inside the trap.
As shown in Fig. 4, each time one of the components ap-
proaches the nonlinear region at x = x0, it can overcome
the critical amplitude Ucr and, consequently, a soliton
from that component is released. With this method, a
regular train of alternating solitons in both components
can be easily accomplished (see Fig. 5(a), where we plot
the density difference |u1|2− |u2|2 to distinguish the two
atomic species). The time delay between the emission of
solitons from different components approximately corre-
sponds to half of the period of oscillation of the atomic
cloud in the trap. Remarkably, all emitted solitons carry
almost the same number of particles, featuring slight vari-
ations in the amplitudes [see Fig. 5(b)].
In addition, for small initial velocities |vj | = 0.003,
there is a small transient regime for t < 50 where no
soliton emission occurs [see Fig. 5(a)]. This indicates
that the critical amplitude Ucr is not overcome during
the very first oscillations of the atomic clouds, owing to
the weak perturbation introduced prior to the dynamics.
After some oscillations, and due to the increasing pertur-
bations in the clouds provided by the nonlinear interac-
tions, the soliton emission starts. This effect is analog to
the working principle of a passively-driven mode-locked
laser [30].
As we have previously discussed, small initial velocities
lead to almost parallel trains of alternating solitons which
move with identical velocities as the clouds oscillate in a
quasi-periodic manner. For stronger perturbations, how-
ever, the dynamics turns out to be more involved. In
fact, the strongly driven system lacks sinusoidal oscilla-
tions, resulting in substantial increase in the fluctuation
of both soliton amplitudes and velocities, hence distort-
ing the picture of parallel propagation of the outcoupled
solitons. We must point out that, also in this case, first
solitons from both components are launched without any
transient regime, as long as the perturbation is strong
enough to overcome Ucr along the first oscillation.
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FIG. 5. (Color online) Panel (a): density plot of |u1|
2 − |u2|
2
with cjk = 0. The boundary for intra-species interaction x0 is
shown as dashed horizontal line. Panel (b): density profiles of
the components |u1|
2 (red solid line) and |u2|
2 (black dashed
line) taken at t = 300. Other parameters are: cjj = 1, x0 = 6,
V0 = −0.3, d = 2, l = 4 and v = 0.003.
Hitherto, we have shown all along this section how to
generate trains of interwoven bright solitons in binary
BEC by controlling the nonlinear self-interactions. In the
following we will explore the effects of nonlinear cross-
interactions between solitons belonging to different com-
ponents. To do so, we will consider cjk 6= 0 at spatial
interval x00 > x0 (see Fig. 1). Depending on the sign of
the inter-atomic interaction cjk, solitons from different
components will feel either attractive or repulsive forces.
When cjk = 1, Eq. (1) reduces to the integrable Manakov
system [31] well within the nonlinear region, for which
solitons are transparent and so emerge unscattered after
head-on collisions, except a phase shift. On the other
hand, the inclusion of repulsive cross-term interactions
with cjk = −1 (j 6= k) results in the observation of other
interesting effects, namely phase-independent elastic in-
teractions between solitons coming from different compo-
nents [17, 32] and eventual generation of SS, i.e. phonon-
like excitations living on top of alternating soliton arrays
[17]. The experimental scenario proposed in Ref. [17]
for the observation of SS was based on the mechanism of
modulational instability of two different atomic clouds,
coupled to each other via nonlinear cross-interactions
switched from repulsive to attractive. A more refined
version of this challenging proposal has been recently re-
ported [18].
Hereafter, we will propose a different scheme to ob-
serve the formation of SS. As described above, for small
initial velocities (|v| = 0.003) applied to the atomic cloud,
the emitted solitons display almost parallel propagation
within the trains. Besides, the overall dynamics of the
soliton trains upon propagation does not present any no-
ticeable behavior as shown in Fig. 6(a). In other words,
solitons from different components display particle-like
7FIG. 6. (Color online) Propagation dynamics for (a) weak
(|v| = 0.003) and (b) strong (|v| = 0.03) initial perturbations.
Other parameters are the same as in Fig.5 with cjk = −1 and
x00 = 15.
(elastic) behavior when they interact in the train, due to
the phase-independent interactions [17]. By increasing
the initial perturbation, however, the periodic equidis-
tant launching of the solitons becomes affected and two
adjacent solitons, ejected from the different components,
emerge in the region x > x00 with non-zero overlap. This
cause them to strongly interact through repulsive inter-
species coupling, that turn out to modify the original
soliton velocities. Thus, if the change in the velocity is
sufficiently large, solitons can initiate linear momentum
transfer to their nearest neighbors through collisions, giv-
ing rise to spontaneous emission of SS. This phenomenon
of SS generation (around t = 250) and its further propa-
gation can be observed in Fig. 6(b). Notice that the ve-
locity of the SS is almost constant in this regime, owing to
the onset of elastic interactions between the (equal-mass)
quasi-particles.
Nevertheless, even though the spontaneous generation
of SS is interesting by itself, one would desire to pre-
cisely control their excitation at specific positions and
with well-defined velocities, thinking of potential appli-
cations. We can achieve this by changing the velocity
of a specific soliton in the train, located at the position
where we want to generate the SS. This can be realized
by introducing an additional localized repulsive poten-
tial in the path of the corresponding soliton; this can
be experimentally accomplished by inducing an optical
dipole trap with a blue-detuned laser operating outside
the main trap [20, 33].
Interaction of the soliton with the repulsive trap mod-
ifies the soliton trajectory in a controllable way, either
accelerating or decelerating it depending on the relative
defect position. We will demonstrate this numerically
by generating both slow and fast SS in a weakly per-
turbed system. We consider a Gaussian localized poten-
tial Vg(x) = ζ exp[−(x − xd)2/ξ] with amplitude ζ and
width ξ, which is switched on at the position x = xd
at time ti with duration τ . We will hereafter treat the
dynamically generated interwoven soliton train as being
at rest, since all solitons move with almost equal veloc-
ities [see Fig. 6(a)]. We do this by introducing the fol-
lowing Galilean transformation x′ → x − vtt, where the
FIG. 7. (Color online) Generation of slow (a) and fast (b) SSs
in the weakly perturbed configuration shown in Fig.6(a) by
switching narrow repulsive potentials at ti = 196 with τ = 6
in (a) and ti = 206 with τ = 3 in (b), respectively. Parameters
of the localized potentials are the following: ζ = 3, xd = 15
and ξ = 0.25. The black dots show the time-space position of
the external potential Vg(x). The arrows show the directions
of the SS’s trajectories.
co-moving frame x′ travels at the velocity of the soliton
train, which in our calculation corresponds to vt ≈ 0.54.
The latter procedure allows us to rigorously define the
velocity of the SS with respect to the soliton train.
Then, when the repulsive potential is placed in the
path of a certain soliton, this gets decelerated and in-
teracts elastically with other solitons in the train. As a
result, a slow SS with velocity vs ≈ 0.14 is excited, as it
can be appreciated in Fig.7(a). Similarly, switching on
the potential just behind one of the solitons in the train
results in the acceleration of that solitary wave, and sub-
sequently gives rise to the generation of a fast SS with
velocity vf ≈ 1.14 [see Fig.7(b)].
FIG. 8. (Color online) Head-on collision of slow and fast
SS generated by switching on narrow repulsive potentials at
ti = 99 with duration τ = 2.3 and ti = 306 with duration
τ = 2. Other parameters are the same as in Fig.7.
Finally, in order to prove that these phonon-like local-
ized excitations display indeed solitonic nature, we have
studied their dynamics in a head-on collision interaction.
8In Fig. 8 we observe that by first generating a slow SS
and then forcing its collision with a fast SS, generated at
a later time, the two localized excitations pass through
each other without changing their velocities, as expected
for solitons in effectively integrable systems.
VI. CONCLUSIONS
We have studied the dynamics of binary Bose-Einstein
condensates under spatial variation of the intra- and
inter-component interactions between ultracold atoms.
We have put forward a method for the generation of
trains of alternating bright solitons, using both controlled
emission of nonlinear matter-waves from each of the com-
ponents in the uncoupled regime and out-of-phase os-
cillations of the ground states in the trap. Bright soli-
tons from different components are then sequentially out-
coupled from the linear potential. They interact with
each other through the repulsive cross-coupling (switched
on after formation of solitons) resulting in total phase-
independent (classical-like) soliton interactions. By in-
cluding additional localized external potentials in the
model, we can excite fast and slow supersoliton that are
shown to behave like solitary waves in integrable systems.
The above mechanism of controllable generation of su-
persoliton is very general, allowing us to consider further
extension of the study including manipulation of super-
soliton and their management, as well as generalization
to higher-dimensional systems. The present results on
the generation and control of the dynamics of interwoven
soliton trains could also have implications in matter-wave
interferometry [2] and realization of effective supersolid-
like structures with ultracold atoms [34].
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