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ON THE SUPPORT OF LOCAL AND FORMAL COHOMOLOGY
MOHSEN ASGHARZADEH
ABSTRACT. We compute support of formal cohomology modules in a serial of non-trivial cases. Applications are given. For
example, we compute injective dimension of certain local cohomology modules in terms of dimension of their’s support.
1. INTRODUCTION
Throughout the introduction (R,m, k) is a commutative noetherian regular local ring containing a field and I✁R.
The notation D(−) := HomR(−, ER(k)) stands for the Matlis duality. In view of [15] Supp(D(HiI(R))) = Spec(R)
provided HiI(R) 6= 0 and char R 6= 0.
Conjecture 1.1. (Lyubeznik-Yildirim) If HiI(R) 6= 0, then Supp(D(HiI(R))) = Spec(R).
Let Rn := Q[x1, . . . , xn ](x1,...,xn) and p ∈ Spec(Rn) be of height h. In §3 we show Supp(D(Hhp(Rn))) = Spec(Rn).
This yields Conjecture 1.1 for some primes in Rn, see Corollaries 3.6, 3.7 and 4.6. In Corollary 3.10 we check Con-
jecture 1.1 for any monomial ideal with respect to a regular sequence over Cohen-Macaulay rings. In §4 we connect
D(HiI(R)) to topology of varieties. As an application, we present Conjecture 1.1 for locally complete-intersection
(abb. locally CI) prime ideals of Rn. Recall that I is called locally CI if Ip is CI for all p ∈ V(I) \ {m}.
In the case of prime characteristic for the Cohen-Macaulay ideal I ✁ R, Peskine and Szpiro proved that I is
cohomologically CI in the sense that HiI(R) = 0 for all i 6= ht(I). In particular, dim(HiI(R)) = idR(HiI(R)).
Question 1.2. (Hellus, see [11, Question 2.13]) Let I be Cohen-Macaulay. Is idR(H
i
I(R)) = dimR(H
i
I(R)) for any i?
We prove this in dimension 5. The same thing holds in dimension 6 if the ring is essentially of finite type over k
(under the weaker generalized Cohen-Macaulay assumption), and in dimension 7 if in addition I is Gorenstein.
Question 1.3. (Hellus, see [11, Question 2.8]) When does id(HiI(R)) = dim(H
i
I(R)) hold?
When I is locally CI and equi-dimensional, we show id(HiI(R)) = dim(H
i
I(R)). If dim(R/I) = 2 and I is equi-
dimensional we show id(HiI(R)) = dim(H
i
I(R)). This drops two technical assumptions of [11, Corollary 2.6(ii)].
We present four situations for which f I(R) = qI(R) = ht(I): i) I is locally CI and equi-dimensional, ii) I is
equi-dimensional and dim(R/I) = 2, iii) I is monomial (not necessarily squarefree) and R/I is generalized Cohen-
Macaulay, iv) dimR < 7 (or char R > 0) and R/I is generalized Cohen-Macaulay. This is a local version of:
Theorem 1.4. (Hartshorne, see [10, Theorem III.5.2]) Suppose Y ⊂ Pnk is nonsingular and of dimension s. Then p(U) =
q(U) = n− s− 1 and in the prime characteristic case, it suffices to assume Y is Cohen-Macaulay.
We remark that the prime characteristic (resp. square-free) case is due to Peskine-Szpiro (resp. Richardson).
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22. MATLIS DUAL OF LOCAL COHOMOLOGY
The i-th local cohomology of (−) with respect to a ✁ R is Hia(−) := lim−→n Ext
i
R(R/a
n ,−). By Supp(M) we
mean {p ∈ Spec(R) : Mp 6= 0}. If M is finitely generated then Supp(M) = V(Ann(M)). The finitely generated
assumption is really needed. However, for any module M, always Supp(M) ⊆ V(AnnR(M)) holds. By dim(−)
(resp. id(−)) we mean dim(Supp(−)) (resp. injective dimension). We start by showing that the module version of
Conjecture 1.1 is false:
Example 2.1. There is a local regular ring A and a finitely generated module M such that H1m(M) ≃ R/m, see e.g.
[15]. It is enough to remark that Supp(D(H1m(M)) = Supp(D(R/m)) = Supp(R/m) = {m}.
Observation 2.2. Let (A,m, k) be a local ring, M any module (not necessarily finitely generated) and a be an ideal.
Suppose Supp(D(Hia(M))) % {m}. Then Hia(M) is not finitely generated.
Proof. Let p ∈ Supp(D(Hia(M))) \ {m}. Suppose on the contradiction that Hia(M) is finitely generated. It turns out
that D(Hia(M))p ≃ HomAp(Hia(M)p, 0) = 0, a contradiction. 
In the case M is finitely generated the following is in [25, Corollary 3.10].
Observation 2.3. Let A be a local ring, M be such that D(Hia(M)) = aD(H
i
a(M)). Then D(H
i
a(M)) = 0.
Proof. Let b be such that b ⊇ a. We look at D(Hia(M)) ⊇ bD(Hia(M)) ⊇ aD(Hia(M)) = D(Hia(M)) to see
D(Hia(M)) = bD(H
i
a(M)) (+). Suppose on the contradiction that D(H
i
a(M)) 6= 0. Then Hia(M) 6= 0. Let
p ∈ Ass(Hia(M)). Consequently, HomA(A/p, Hia(M)) 6= 0. Taking Matlis duality, D(HomA(A/p, Hia(M))) 6= 0.
Now, we use the Hom-evaluation homomorphism
D(Hia(M))
pD(Hia(M))
≃ A/p⊗A HomA(Hia(M), EA(k))
≃ HomA(HomA(A/p, Hia(M)), EA(k)),
to see D(Hia(M)) 6= pD(Hia(M)). Recall that p ⊃ a. By looking at (+) we find a contradiction.* 
The cohomological dimension of Mwith respect to a is the supremum of i’s such that Hia(M) 6= 0. We denoted it by
cd(a,M), and we may use cd(a) instead of cd(a, R). It follows easily from [13, 1.2.1] that dim(D(H
cd(a,M)
a (M))) ≥
cd(a,M). This deduced from Grothendieck’s vanishing theorem (GVT). Conversely, it implies (GVT). As an imme-
diate application, we give a new proof of [12, Remark 2.5]:
Corollary 2.4. Let A be any noetherian ring and M be any module (not necessarily finitely generated). Suppose 0 < c :=
cd(a,M). Then Hca(M) is not finitely generated.
Proof. We may assume A is local. Recall that dim(D(Hca(M))) ≥ c > 0. By Observation 2.2, Hca(M) is not finitely
generated. 
Remark 2.5. Example 2.1 is not in the spot of cohomological dimension. Is Supp(D(H
cd(a)
a (R))) = Spec(R)?
Let (R,m) be complete and local with minimal prime ideals of different heights. Such a thing exists. Then
Supp(D(H
cd(m)
m (R))) 6= Spec(R). Indeed, let K := D(HdimRm (R)). It is shown by Grothendieck that AssR(K) =
{p ∈ Spec(R) : dimR/p = dimR}. In particular, AssR(K) $ min(R), and so Supp(D(Hcd(m)m (R))) 6= Spec(R).
Lyubeznik and Yildirim remarked that the regular assumption in Conjecture 1.1 is important.
Proposition 2.6. Let (R,m) be an analytically irreducible local ring such that for any ideal I one has Supp(D(HiI(R))) =
Spec(R) provided HiI(R) 6= 0. Then R is Cohen-Macaulay.
*Second proof: Matlis proved in [19, Corollary 4.10] that D(Hia(M)) is complete with respect to a-adic topology. By induction, D(H
i
a(M)) =
an D(Hia(M)). Then D(H
i
a(M)) ≃ D(Hia(M))∧a := lim←−
D(Hia (M))
an D(Hia (M))
= 0.
3Proof. We may and do assume that R is complete. Suppose on the contradiction that R is not Cohen-Macaulay.
There is an i < dimR such that Him(R) 6= 0. This is proved by Roberts that dim(R/AnnHim(R)) ≤ i, see [24]. It
turns out that AnnHim(R) 6= 0. We deduce from this observation that AnnR(D(Him(R))) 6= 0. Since R is an integral
domain, V(AnnR(D(H
i
m(R)))) $ Spec(R). In view of Supp(D(H
i
m(R))) ⊆ V(AnnR(D(Him(R)))) $ Spec(R) we
find a contradiction that we search for it. 
Fact 2.7. (See [25, Lemma 3.8]) Let {Mn} be a decreasing family of submodules of M. Suppose that the induced
topology is equivalent with the I-adic topology on M. Then lim←−nH
i
m(
M
InM ) = lim←−n H
i
m(
M
Mn
).
Fact 2.8. (Formal duality, see e.g. [20, Proposition 2.2.3]) Let A be a Gorenstein local ring of dimension n and p
be the closed point. Let X = Spec(A) and X denote the formal completion of X along with Y := V(I). Then
H
j
p(X,OX) ≃ D(Hn−jI (A)) ≃ lim←−ℓH
j
m(A/I
ℓ) for any j.
We close this section by presenting some motivational examples. The following extends [25, Example 5.2] and
also a computation by Hellus. Proposition 3.9 (see below) drops the restriction on |min(I)|.
Example 2.9. Let R := k[[x1, . . . , xd]] and I be a monomial ideal such that H
d−i
I (R) 6= 0 and |min(I)| < 3. Then
Supp(D(Hd−iI (R))) = Spec(R).
Proof. Since D(Hd−i√
I
(R)) = D(Hd−iI (R)) we may assume that I is radical. First, assume that |min(I)| = 1. So that
it is irreducible. A monomial ideal is irreducible if and only if it is generated by pure powers of the variables. In
particular it is complete-intersection. In this case, the desired claim is due Hellus, see [13, Lemma 2.1]. The primary
decomposition of I is of the form I = (xi1 , . . . , xit) ∩ (xj1 , . . . , xis ) = p∩ q. Set pn := (xn : x ∈ p). By Mayer–Vietoris,
. . . −→ Hi−1m (
R
pn + qn
) −→ Him(
R
pn ∩ qn ) −→ H
i
m(
R
pn
)⊕Him(
R
qn
) −→ Him(
R
pn + qn
) −→ . . .
Note that Rpn ,
R
qn
, and Rpn+qn are Cohen-Macaulay. Also, dim
R
qn
6= dim Rpn+qn 6= dim Rpn (†). There are two possi-
bilities: a) Him(
R
qn
) 6= 0 or Him( Rqn ) 6= 0; b) Him( Rqn ) = Him( Rqn ) = 0.
a): The assumption implies that dim( Rqn ) = i or dim(
R
qn
) = i. Hence, dim( Rpn+qn ) 6= i. Since Rpn+qn is Cohen-
Macaulay, Him(
R
pn+qn
) = 0. Combine this along with the exact sequence to deduce that the sequence Him(
R
pn∩qn )→
Him(
R
pn
)⊕Him( Rqn )→ 0 is exact. It yields the following exact sequence
lim←−nH
i
m(
R
(p ∩ q)n )
2.7≃ lim←−nH
i
m(
R
pn ∩ qn ) −→ lim←−nH
i
m(
R
pn
)⊕ lim←−n H
i
m(
R
qn
) −→ 0.
By [13, Lemma 2.1], either Supp(D(Him(
R
qn
))) = Spec(R) or Supp(D(Him(
R
pn
))) = Spec(R). So,
Supp(lim←−n H
i
m(
R
(p ∩ q)n )) ⊃ Supp(lim←−nH
i
m(
R
pn
)) ∪ Supp(lim←−nH
i
m(
R
qn
)) = Spec(R).
From this we get that Supp(lim←−nH
i
m(
R
(p∩q)n )) = Spec(R). It remains to recall that lim←−n H
i
m(
R
(p∩q)n )) = D(H
d−i
I (R)).
b): Since Him(
R
qn
) = Him(
R
qn
) = 0, we get that
lim←−nH
i−1
m (
R
pn
)⊕ lim←−nH
i−1
m (
R
qn
) −→ lim←−nH
i−1
m (
R
pn + qn
) −→ lim←−nH
i
m(
R
pn ∩ qn ) −→ 0.
Since Hd−iI (R) 6= 0, we have 0 6= D(Hd−iI (R)) ≃ D(Hd−iI ( Rpn∩qn )), because rad(pn ∩ qn) = rad(p ∩ q) = I. This
implies that lim←−n H
i
m(
R
pn∩qn ) 6= 0. From the displayed exact sequence, lim←−nH
i−1
m (
R
pn+qn
) 6= 0. We call this prop-
erty by (∗). Keep in mind that pn + qn is generated by powers of variables. Suppose first that lim←−nH
i−1
m (
R
pn
) =
lim←−n H
i−1
m (
R
pn
) = 0. It follows that lim←−n H
i−1
m (
R
pn+qn
) ≃ lim←−nH
i
m(
R
pn∩qn ). From this, we get the claim, because
Supp(lim←−nH
i−1
m (
R
pn+qn
)) = Spec(R). Second, we may assume that lim←−nH
i−1
m (
R
pn
) ⊕ lim←−nH
i−1
m (
R
qn
) 6= 0. With-
out loss of the generality we assume that Hi−1m ( Rpn ) 6= 0. Recall that Rpn is Cohen-Macaulay. This implies that
dim( Rpn ) = i − 1. We get from (∗) that dim( Rpn+qn ) = i− 1, because Rpn+qn is Cohen-Macaulay. To get a contradic-
tion it remains to apply (†). 
4Example 2.10. Let R := k[[x1, . . . , x6]] and I := (x1, x2) ∩ (x3, x4) ∩ (x5, x6). Then Supp(D(H3I (R))) = Spec(R).
Proof. It turns out from Mayer–Vietoris that H3I (R)։ H
4
(x1,x2,x5,x6)
(R)⊕H4(x3,x4,x5,x6)(R) → 0 is exact (see the third
item in [12, Example 2.11]). Thus, D(H4(x1,x2,x5,x6)(R))⊕ D(H
4
(x3,x4,x5,x6)
(R)) ֒→ D(H3I (R)). By the above example,
Supp(D(H4(x1,x2,x5,x6)(R))) = Spec(R). In view of Spec(R) ⊆ Supp(D(H
4
(x1,x2,x5,x6)
(R))) ⊆ Supp(D(H3I (R))) ⊆
Spec(R), we see Supp(D(H3I (R))) = Spec(R). 
3. COMPUTING SUPPORT OF FORMAL COHOMOLOGY
Observation 3.1. We observed that the module version of Conjecture 1.1 is not true. Let R be an integral domain such
that SuppR(D(H
cd(I)
I (R))) = Spec(R). If M is finitely generated and torsion-free, then Supp(D(H
cd(I,M)
I (M))) =
Spec(R). Indeed, one has SuppR(M) = Spec(R). This implies that cd(I,R) = cd(I,M), see e.g. [25, Lemma
2.1]. Since H
cd(I,R)
I (−) is right exact, D(H
cd(I)
I (M)) ≃ D(H
cd(I)
I (R)⊗R M) ≃ HomR(M, HomR(H
cd(I)
I (R), ER(k))).
Also, Ass(Hom(M, D(H
cd(I)
I (R)))) = Supp(M) ∩ Ass(D(H
cd(I)
I (R))) = Ass(D(H
cd(I)
I (R))). This yields 0 ∈
AssD(H
cd(I)
I (M)). So, Supp(D(H
cd(I)
I (M))) = Spec(R).
By (HLVT) we mean Hartshorne-Lichtenbaum Vanishing Theorem.
Proposition 3.2. Conjecture 1.1 is true if dimR < 4.
Proof. We deal with the case dimR = 3. We may assume I is radical. First we deal with the case ht(I) = 1 and that
I is height unmixed. It turns out that I = (x) for some x. It is proved in [11, Thorem 1.3] that Ass(D(H1(x)(R))) =
Spec(R) \V(x), so that 0 ∈ Ass(D(H1I (R))). Consequently, Supp(D(H1I (R))) = Spec(R). Now, we assume I is any
height one ideal. We are going to reduced to the unmixed case. Write I = J ∩ K where J is unmixed, ht(J) = 1,
ht(K) ≥ 2, and ht(J + K) ≥ 3. In the light of Mayer-Vietoris there is an exact sequence HiJ+K(R) → HiJ(R) ⊕
HiK(R)→ HiJ∩K(R) → Hi+1J+K(R). Note that H1J+K(R) = H1K(R) = H2J+K(R) = 0. From this, D(H1I (R)) ≃ D(H1J (R))
and by the height unmixed case Supp(D(H1I (R))) = Spec(R). After taking Matlis duality fromH
2
I (R)→ H3m(R)→
0 we have R̂ ≃ D(H3m(R)) ⊂ D(H2I (R)). This implies that Supp(D(H2I (R))) = Spec(R). Now, we deal with the case
ht(I) = 2. By (HLVT), cd(I) < 3. Recall that 2 = ht(I) ≤ cd(I) < 3. From this we deduce that H1I (R) = H3I (R) = 0.
Fact A): Let A be an analytically irreducible local ring of dimension d and J be of dimension one. Then
SuppA(D(H
d−1
J (A))) = Spec(R). Indeed, since Â is domain and due to (HLVT) we have H
d
J (A) = 0.
It is proved in [11, Thorem 2.4] that if J is 1-dimensional and that HdJ (A) = 0, then Assh(D(H
d−1
J (A))) =
Assh(A). Apply this, we get that Supp(D(Hd−1J (A))) = Spec(A).
In the light of this fact we see Supp(D(H2I (R))) = Spec(R). Finally, we assume ht(I) = 3. We have H
i
I(R) = 0 for
all i < depth(R) = 3 and Supp(D(H3I (R))) = Spec(R) because H
3
I (R) = D(ER(R/m)) = R̂. 
Lemma 3.3. Let R be a regular local ring containing a field and I be an unmixed ideal such that cd(I) = dimR − 1. Then
Supp(D(H
cd(I)
I (R))) = Spec(R).
Proof. Set d := dimR. In view of Fact A) in Proposition 3.2 we can assume that ht(I) < d − 1. Let p ∈ V(I)
be a prime ideal of height d − 1. Since I is unmixed, Ip is not primary to pRp. Due to (HLVT), Hd−1I (R)p ≃
Hd−1Ip (Rp) = 0. This means that dim(H
d−1
I (R)) = 0. We may assume that char R = 0. By a result of Lyubeznik
0 ≤ id(Hd−1I (R)) ≤ dim(Hd−1I (R)) = 0, see [17, Corollary 3.6]. This implies that Hd−1I (R) ≃ ER(R/m)t . By Matlis
theory, we have R̂t ≃ D(Hd−1I (R)), and so Supp(D(Hd−1I (R))) = Spec(R). 
Corollary 3.4. Let R be a regular local ring of dimension 4 containing a field and I be an ideal of height 2 and cd(I) = 3.
Then Supp(D(H3I (R))) = Spec(R).
5Proof. Without loss of the generality, I = rad(I). We may assume that I is not unmixed, see Lemma 3.3. Write
I = J ∩ K where J is radical and unmixed, ht(J) = ht(I). Also, K is radical, ht(K) > ht(I) = 2 and ht(J +
K) = 4. We can assume K 6= m, i.e, dimR/K > 0. In the light of Mayer-Vietoris there is an exact sequence
H3J∩K(R) → H4J+K(R) → H4J (R)⊕H4K(R). Due to (HLVT), H4J (R) = H4K(R) = 0. We apply Matlis functor to see
R̂ ≃ D(H4m(R)) ⊂ D(H3I (R)). This implies that Supp(D(H3I (R))) = Spec(R). 
For any module M we have M ֒→ D(D(M)). From this, Ann(D2(M)) ⊂ Ann(M). Since Ann(D(M)) ⊂
Ann(D2(M)) ⊂ Ann(M) ⊂ Ann(D(M)), one has Ann(M) = Ann(D(M)).
Proposition 3.5. Let R := Q[x1, . . . , xn](x1,...,xn) and p ∈ Spec(R) be of height h. Then Supp(D(Hhp(R))) = Spec(R).
Proof. Since the proposition is trivial for the maximal ideal, we may assume that dimR/p > 0. The proof divided
into some steps.
Step 1) Let A be a countable local ring, J ⊳ A and M a complete A-module with respect to J-adic topology.
Suppose V(J) ⊂ Supp(M). Then Supp(M) = V(AnnA M).
Here, we use a trick taken from [27, 9.3]. Recall that Supp(M) ⊆ V(AnnA M). Suppose on the contradiction that
there is p ∈ V(AnnA M) \ Supp(M). For each y ∈ m \ p, set Ky := ker(M
y−→ M). Since Mp = 0, each element of
M is annihilated by some x ∈ A \ p. In conclusion, M = ⋃y∈m\p Ky. Any A-module homomorphism is continuous.
Apply this for the multiplication map, we see Ky is closed in M. We recall Baire’s category theorem: any complete
metric space is not the union of a countable family of nowhere dense subsets. By definition, a topological set is
called nowhere dense if its closure has no interior points. Therefore, one of {Ky}y∈m\p, say Kx, has an interior
point, because Kx is closed. Since the translations M → M are bicontinuous, we may and do assume that the origin
0 is an interior point of Kx. That is Kx ⊃ JnM for some n. This in turns equivalent with Jnx ⊂ AnnA M ⊆ p. We
know from x /∈ p that J ⊂ p. This is a contradiction, because p ∈ V(J) ⊂ Supp(M).
Step 2) Let I ⊳ R be such that V(I) ⊂ SuppR(D(HiI(R))). Then Supp(D(HiI(R))) = Spec(R).
Indeed, let p be a minimal element in support of HiI(R). By [17, Corollary 3.6] id(H
i
Ip
(Rp)) ≤ dim(HiIp(Rp)) =
dim(HiI(R)p) = 0. This means that H
i
Ip
(Rp) = ERp(Rp/pRp)
t. In particular, HiIp(Rp) is faithful as an Rp-module.
Since R ⊂ Rp, it makes HiIp(Rp) faithful over R. Let r be such that rHiI(R) = 0. Clearly, rHiIp(Rp) = 0. From
this, r = 0. We deduce that AnnR(D(H
i
I(R))) = AnnR(H
i
I(R)) = 0. Matlis proved in [19, Corollary 4.10] that
D(HiI(R)) is complete with respect to I-adic topology. Eventually, Step 1) implies that Supp(D(H
i
I(R))) = Spec(R),
as claimed.
Step 3) Let A be any Gorenstein local ring and q a prime ideal of grade g. Then Ass(H
g
q(A)) = {q}.
This follows by looking at the explicit injective resolution of A: Let△i be the prime ideals of height i. The h-th spot of
the resolution is
⊕
p∈△h EA(A/p). If we apply Γq to it we see that H
g
q(A) ֒→ EA(A/q). Since Ass(EA(A/q)) = {q},
we have Ass(H
g
q(A)) = {q}.
Step 4) Since zd(Hhp(R)) = ∪q∈Ass(Hhp(R))q = p we see H
h
p(R) ֒→ Hhp(R)p. Let C := H
h
p(R)p
Hhp(R)
. Then pC 6= 0.
Indeed, suppose on the contradiction that pC = 0. This in turns equivalent with pHhp(R)p ⊂ Hhp(R). Since
Hhpp(Rp) ≃ ER (R/p)p ≃ ER (R/p), we arise to the injectivity of Hhpp(Rp). Hence it is divisible over the integral
domain. This implies that Hhp(R)p = pH
h
p(R)p ⊂ Hhp(R) ⊂ Hhp(R)p. We deduce from this that Hhp(R) ≃ Hhp(R)p.
Also, we know from Fact A) in Corollary 5.2 (see below) that dimR(H
h
p(R)) = idR(H
h
p(R)) = dimR/p. Recall that
dimR/p > 0. To get a contradiction it remains to note that idR(H
h
p(R)p) = 0. In sum, pC 6= 0.
Step 5) We look at the exact sequence 0 → Hhp(R) ι−→ Hhp(R)p → C := coker(ι) → 0 and take Matlis duality to
see 0→ D(C)→ D(Hhp(R)p)→ D(Hhp(R))→ 0. This shows that
Supp(D(Hhp(R)p)) ⊂ Supp(D(Hhp(R))) ∪ Supp(D(C)) (∗)
6Claim A): p /∈ Supp(D(C)). Indeed, since Supp(−) ⊂ V(Ann(−)) we need to show p /∈ V(Ann(D(C))). Since
V(Ann(D(C))) = V(Ann(C)), it remains to apply Step 4).
Since Hhp(R)p is injective, D(H
h
p(R)p) is flat. Support of any flat module is the full prime spectrum. In particular,
p ∈ Supp(D(Hhp(R)p)). We apply Claim A) along with (∗) to see that p ∈ Supp(D(Hhp(R))). We deduce that V(p) ⊂
Supp(D(Hhp(R))). Recall that D(H
h
p(R)) is complete with respect to p-adic topology. Now, Step 2) establishes what
we wanted. 
Corollary 3.6. Let Rn := Q[x1, . . . , xn](x1,...,xn) and p ∈ Spec(Rn) be cohomologically CI. Then Supp(D(Hip(Rn))) =
Spec(Rn) provided H
i
p(Rn) 6= 0.
Corollary 3.7. Let R := Rn and p ∈ Spec(R) be of height at least n− 2. Then Supp(D(Hip(R))) = Spec(R) provided
Hip(R) 6= 0. In particular, for any p ∈ Spec(R4) we have Supp(D(Hip(R4))) = Spec(R4) provided Hip(R4) 6= 0.
Proof. We may assume that n > 3 (see Proposition 3.2). In view of Fact 3.2.A) we may and do assume that
ht(p) = n − 2. If cd(p) = n − 2, then p is cohomologically CI. The desired claim is Corollary 3.6. By (HLVT),
cd(p) 6= n. Without loss of the generality, we may assume that cd(p) = n − 1 (this may rarely happen, see e.g.
the second vanishing theorem [9, Theorem 7.5]). Since Hip(R) 6= 0 we deduce that either i = n− 2 or i = n − 1.
Due to Proposition 3.5 Supp(D(Hn−2p (R))) = Spec(R). In view of Lemma 3.3 Supp(D(Hn−1p (R))) = Spec(R). This
completes the proof of first claim. Here, we deal with the particular case: The cases ht(p) ∈ {1, 3, 4} are trivial, see
Proposition 3.2. We may assume that ht(p) = 2. We proved this in the first part. 
Example 3.8. Let R := Rn and p ∈ Spec(R) be of height n− 2. Suppose in addition that there is a homogeneous
q✁h A such that p = qR, where A := Q[x1, . . . , xn]. It follows from primeness that X := Proj(R/q) is connected
and that dimX = 1. By second vanishing theorem, Hn−2(Pn−1
Q
\ X,O) = 0. We use this to see Hn−1q (A) = 0. Since
localization commutes with local cohomology, we deduce that Hn−1p (R) = 0.
Let R := k[x1, . . . , xd] be the polynomial ring. Let q > 1 be any integer. The assignment Xi 7→ Xqi induces a ring
homomorphism Fq : R → R. By Fq(R), we mean R as a group equipped with left and right scalar multiplication
from R given by a.r ⋆ b = a Fq(b)r, where a, b ∈ R and r ∈ Fq(R). For an R-module M, set Fq(M) := Fq(R)⊗ M.
The left R-module structure of Fq(R) endows Fq(M) with a left R-module structure such that c(a⊗ x) = (ca)⊗ x.
For an R-linear map ϕ : M → N, we set Fq(ϕ) := 1Fq(R) ⊗ ϕ. For any monomial ideal I we have Fq(R/I) ≃ R/I [q].
Also, Fq(R) is flat.
Proposition 3.9. Let R and I be as above. If HiI(R) 6= 0, then Supp(D(HiI(R))) = Spec(R).
Proof. Here, D(−) := HomR(−, ER( R(x1,...,xd) )). We use a trick taken from [15]. We may replace I by its radical. A
monomial ideal is radical if and only if it is squarefree monomial ideal. We assume that I is squarefree.
Step 1) One has (1.a) : Ext
j
R(R/I,R) ⊂ Ext
j
R(R/I
[q],R). This is in [18, Theorem 1.(i)]. Let F be a finite free
resolution of R/I. It turns out Fq(F ) is a free resolution of R/I [q]. We have, (1.b):
Fq(Ext
j
R(
R
I
,R)) ≃ Fq(H j(HomR(F ,R)) ≃ H j(Fq(HomR(F ,R))) ≃ H j(HomR(Fq(F ),R)) ≃ ExtjR(
R
I [q]
,R).
Let J be a monomial ideal. In the same vein, we have Fq(Ext
j
R(R/J, R/I)) ≃ Ext
j
R(R/J
[q],R/I [q]). Since Fq computes
with taking direct limit and by the previous isomorphism, we have
Fq(lim−→n Ext
j
R(
R
mn
,
R
I
)) ≃ lim−→n Fq(Ext
j
R(
R
mn
,
R
I
)) ≃ lim−→n Ext
j
R((
R
mn
)[q],
R
I [q]
) ≃ Hjm( R
I [q]
) (1.c)
Step 2) There is an artinian module N such that
D(HiI(R)) ≃ lim←−(N
α←−−−− Fq(N)
Fq(α)←−−−− Fq2(N)
F
q2
(α)
←−−−− · · · ),
7with surjective morphisms. Indeed, first we denote the local duality by (+) and remark that:
Fq(D(Ext
j
R(
R
I
, R)))
(+)≃ Fq(Hd−jm (RI ))
(1.c)≃ Hd−jm ( R
I [q]
)
(+)≃ D(ExtjR(
R
I [q]
,R))
(1.b)≃ D(Fq(ExtjR(
R
I
,R))) (∗)
We look at D(HiI(R))
2.8≃ lim←−ℓH
d−i
m (
R
Iℓ
)
2.7≃ lim←−ℓH
d−i
m (
R
I [q
ℓ]
)
(+)≃ lim←−ℓ D(Ext
i( R
I [q
ℓ]
, R))
(∗)≃ lim←−ℓ Fqℓ(D(Ext
i( RI ,R)). In
view of Step (1.a) the maps Ext
j
R(
R
I [q
ℓ]
,R) → ExtjR( RI [qℓ+1] ,R) are injective. So, their Matlis dual are surjective. It
remains to set N := D(Exti(R/I,R)).
Step 3) Let J := AnnR(N). We are going to show that J is monomial. Recall that AnnR(N) = AnnR(D(N)).
Also, D(N) = ExtiR(R/I,R)(g)where g ∈ Zd is a graded shifting. A minimal free-resolutionF of R/I is a complex
consisting of Zd-gradedmodules equippedwith Zd-graded differentials. From this, H∗(Hom(F ,R)) is Zd-graded.
Annihilator of any Zd-graded module is an Zd-graded ideal. So, J is monomial.
Step 4) There exists an element n := (n0, n1, . . .) ∈ D(HiI(R)) such that nk ∈ Fqk(N) and Fqk−1(nk) = nk−1 and
with the property that Ann(nk) ⊂ mk for all k ≥ 4. This step is in the proof of [15, Theorem 1.1]. For the simplicity of
the reader, we repeat the main idea: Since J is monomial, Ann(Fq(N)) = J[q]. In particular, ker(Fq(N)
α−→ N) 6= 0.
Let b1 ∈ Soc(ker(α)), and define bk as the image of bk−1 under Fq. Let n0 ∈ N. By the subjectivity, there are ni such
that ni = Fqi(α)(ni+1). For each k > 3, they showed that either Ann(nk) ⊂ mk or Ann(nk + bk) ⊂ mk. In the second
possibility we replace ni with nk + bk and denote it again by ni. This is now clear that Ann(nk) ⊂ mk for all k ≥ 4.
Step 5) Here, we present the proof: Let r ∈ Ann(n). Then r ∈ ⋂Ann(nk) ⊆ ⋂mk = 0. From this, we get that
0 = (0 : n) ∈ Ass(D(HiI(R))). Consequently, Supp(D(HiI(R))) = Spec(R). 
Hellus proved that Supp(D(H
cd(I)
I (R))) = Spec(R) over any equi-characteristic analytically irreducible local
ring provided I generated by a regular sequence. We extend this in the following sense:
Corollary 3.10. Let (R,m, k) be a Cohen-Macaulay equi-characteristic analytically irreducible local ring, I a monomial ideal
with respect to a regular sequence such that HiI(R) 6= 0. Then Supp(D(HiI(R))) = Spec(R).
Proof. We may assume that R is complete. Let x be a regular sequence such that I is a monomial ideal with respect
to x. We extend x to a full parameter sequence x1, . . . , xd of R. By Cohen’s structure theorem, R is module-finite over
R0 := k[[x1, . . . , xd]]. Since R is Cohen-Macaulay and by applying Auslander-Buchsbaum formula, the extension
R0 ⊂ R is free. Note that I = JR for some monomial J ✁ R0. Recall that HiI(R) ≃ HiJ(R0) ⊗R0 R, because R is
flat over R0. Now, we use [11, Page 24] to see HomR(H
i
I(R), ER(k)) ≃ HomR0(R, HomR0(HiJ(R0), ER0 (k))). By the
proof of Proposition 3.9, R0 ֒→ DR0 (HiJ(R0)). Apply HomR0(R,−) to R0 ֒→ DR0(HiJ(R0)) we have
HomR0 (R,R0) ֒→ HomR0(R, DR0(HiJ(R0))) ≃ HomR(HiI(R), ER(k)).
One has 0 ∈ AssR(HomR0 (R,R0)). Indeed, recall that AssR0(HomR0 (R,R0)) = SuppR0 (R) ∩AssR0 (R0) = {0}.
Let r ∈ R. Multiplication by r defines a map µ(r) ∈ HomR0 (R,R). Let ρ : R → R0 be the splitting map. We
define ϕ : R → HomR0 (R,R0) by ϕ(r) := ρ(µ(r)). This is an R-homomorphism. Let a := ker(ϕ) ✁ R. Then
R0
a∩R0 ֒→ Ra ֒→ HomR0 (R,R0). Hence AssR0(
R0
a∩R0 ) ⊂ AssR0(HomR0 (R,R0)) = {0}. This means that a ∩ R0 = 0.
Since the extensions are integral we see dim(R) = dim(R0) = dim(
R0
a∩R0 ) = dim(
R
a ). Consequently, a = 0. In view
of R ֒→ HomR0(R, R0) ֒→ HomR(HiI(R), ER(k)), we see Supp(D(HiI(R))) = Spec(R). 
4. A CONNECTION TO TOPOLOGY OF VARIETIES
Discussion 4.1. Let k be a field and A := k[[t1, . . . , tn]]. Let Y := V(I) be a closed subset of X := Spec(A), defined by
an ideal I. Let X be the formal completion of X along Y and let p be the closed point. HereHip(Y) denotes the local
algebraic de Rham cohomology of Y at p. By construction, Hip(Y) is the local hypercohomology Hip(X,Ω•X) where Ω•X
is the completion of de Rham complex Ω•A/k along with Y. For more details, see [8, §III.1]. If y ∈ Y is not a closed
point, we may look at a representative of the residue field ζ : k(y) → ÔY,y. By Cohen’s structure theorem ÔY,y is
8homomorphic image of a complete regular local ring A. Then we compute Hiy(Y) := Hiζ(Spec(ÔY,y)) similar as
part i). For more details, see [8, §III.6]. Suppose Y is of finite type over k and it is a closed subscheme of an smooth
scheme X. In a similar vein one can construct algebraic de Rham cohomology of Y at a point p ∈ Y.
The following may simplify some things from [16, Theorem 3.1].
Proposition 4.2. Let R := C[x1, . . . , xn], I ✁h R, and m be the irrelevant ideal. If k0 is a positive integer such that
SuppHkI(R) ⊂ {p} for each k ≥ k0. Then,HkI (R) = Hkm(R)µk for each k ≥ k0, where µk := dimC Hksing,p(V(I)h,C).
Proof. By completion we mean completion with respect to m-adic topology. Remark that R̂ is local. It is easy to see
HomR(H
j
I(R), ER(C)) ≃ HomR̂(H
j
I(R̂), ER̂(C)) (∗). We set Y := V(I) and we look at it as a closed subscheme of
the smooth scheme X := Spec(R). Recall that Y is of finite type over k. By the excision theorem (see [8, §III.3]) we
have H jq(Y) ≃ H jq(Spec(ÔY,q)) (†). Recall from [20, Theorem 2.3]:
Fact i): Let A := k[[t1, . . . , tn]] and let Y := V(J) be a closed subset of X := Spec(A) and p be the closed point.
Assume s is an integer such that SuppHiJ(A) ⊂ {p} for all for all i > n− s. Then there are natural maps:
A⊗kH jp(Y)→ Hjp(X,OX) which are isomorphisms for j < s and injective for j = s.
Set s := n− k0 + 1 and λj := dimC Hjp(X,OX). We use Fact i) to see
R̂⊗C H jq(Y)
(†)≃ R̂⊗C H jq(Spec(ÔY,q))
i)≃ Hjq(X,OX) 2.8≃ D(Hn−jÎ (R̂))
(∗)≃ D(Hn−jI (R)).
Recall that Hn−jp (Y) is a finite-dimensional C-vector space. Conclude that Hn−jÎ (R̂) is artinian. This implies that
H
n−j
I (R) is artinian as an R-module (and R̂-module). Also, H
n−j
I (R) ≃ H
n−j
I (R) ⊗R R̂ ≃ H
n−j
Î
(R̂). Take another
duality to see
⊕
λj H
n
m(R) ≃
⊕
λj ER(R/m) ≃ D(R̂⊗C H
j
p(Y)) ≃ D(D(Hn−jÎ (R̂))) ≃ H
n−j
I (R). This in turns equiv-
alent with
⊕
λn−k H
n
m(R) ≃ HkI (R) for all k ≥ k0. By comparison theorem (see [8, IV.3.1]), Hkp(Y) ≃ Hksing,p(Yh,C).
Therefore,
⊕
µk H
n
m(R) ≃ HkI(A) for all k ≥ k0. 
Let A := k[[t1, . . . , tn]] and let Y := V(J) be a closed subset of X := Spec(A) and p be the closed point. Ogus
proved that de Rham depth of Y is n − cd(J). Definition of de Rham depth involved in general (not necessarily
closed) points. We ask: When is Hn−cd(J)p (Y) 6= 0? In the situation for which the answer is positive, one can show
that Supp(D(H
cd(J)
J (A))) = Spec(A). For example, there are situations for which H
cd(J)
J (A) is artinian (resp. is not
artinian). In the case H
cd(J)
J (A) is artinian it follows that H
cd(J)
J (A) is injective and so D(H
cd(J)
J (A)) is flat. This
property is stronger than Supp(D(H
cd(J)
J (A))) = Spec(A).
Example 4.3. i) Let R := k[[x1, . . . , x4]] and a = (x1, x2) ∩ (x3, x4). Hartshorne proved that H3a(R) ≃ H4m(R) (see [9,
Example 3]). In view of Fact i) in Proposition 4.2 we have
R⊗kH1p(V(a)) ≃−→ H1p(X,OX) = D(H3a(R)) = D(H4m(R)) = D(ER(k)) = R.
From this we get that H1p(V(a)) = k. In particular, D(H3a(R)) is free and finitely generated.
ii) Let R := k[[x1, x2, x3]] and a = (x1) ∩ (x2, x3). Recall from [12, Example 2.9] that H2a(R) = ER( R(x2,x3) ). In
particular, D(H2a(R)) is flat. If it were be finitely generated then we should had D(D(H
2
a(R))) is artinian. On the
other hand, ER(
R
(x2,x3)
) ≃ H2a(R) ֒→ D(D(H2a(R))). So ER( R(x2,x3) ) is artinian. This is a contradiction. In particular,
D(H2a(R)) is flat but not finitely generated.
iii) Let R := k[[x1, x2]] and a = (x1). It follows from the definition that id(H
1
a(R)) = 1 and so flat dimension of
D(H1a(R)) is one. In particular, D(H
1
a(R)) is not flat, but its support is the prime spectrum.
Corollary 4.4. Let R := Q[x1, . . . , xn ](x1,...,xn) and p ∈ Spec(R) be locally CI. Then Supp(D(Hip(R))) = Spec(R)
provided Hip(R) 6= 0.
9Proof. First we may assume that i > grade(p). Let q ∈ V(p) \ {m} and let j ≥ i. Since µ(pq) < i we see Hjp(R)q ≃
H
j
pq (Rq) = 0. Trivially, H
j
p(R)q = 0 when q * p. Thus, SuppH
j
p(R) ⊂ {p} for each j ≥ i. We deduce from Fact
4.2.i) that Hip(R) is injective (also, this follows from Lyubeznik’s inequality). Recall that H
i
p(R) 6= 0. In conjunction
with Matlis duality, D(Hip(R)) is nonzero and flat. Consequently, Supp(D(H
i
p(R))) = Spec(R). The claim in the
case i = grade(p) is subject of Proposition 3.5. 
Lemma 4.5. Let A be a regular local ring essentially of finite type over a field and J ✁ A. Suppose dim A < 7. Then HiJ(A)
is artinian for all i > ht(J) provided A/J is generalized Cohen-Macaulay.
Proof. Indeed, we assume dim A = 6. By the mentioned result of Ogus (resp. Hartshorne-Speiser) in the zero
characteristic (resp. in the prime characteristic) case we need to show Supp(HiJ(A)) ⊆ {m} for all i > ht(J). In
this regard, first we deal with the case ht(J) = 1. Since A/J is locally Cohen-Macaulay, Jp is unmixed for all
p ∈ Spec(A) \ {m}. By this, Jp is principal for all p ∈ Spec(A) \ {m}. Thus HiJ(A)p = 0 for all p ∈ Spec(A) \ {m}
and for all i > 1. Consequently, Supp(HiJ(A)) ⊆ {m} for all i > 1. If ht(J) = 2, then ApJp is S3 for any height five
prime ideal p ∈ V(J). Combine this along with [3, Theorem 3.8(2)] to see cd(Jp) ≤ 5− 3. Thus HiJ(A)p = 0 for all
p ∈ Spec(A) \ {m} and for all i > 2, i.e., Supp(HiJ(A)) ⊆ {m} for all i > 2. The next case is ht(J) = 3. Then ApJp is
S2 for any height five prime ideal p ∈ V(J). Recall from [28, Proposition 3.1]:
Fact A) Let B be a regular local ring containing a field and a✁ B. If depth(B/a) ≥ 2, then cd(a) ≤ dim B− 2.
In the light of this fact cd(Jp) ≤ 5− 2. It turns out that Supp(HiJ(A)) ⊆ {m} for all i > 3. Suppose now that ht(J) =
4. Due to (HLVT) we know H5J (A)p = 0 for any height five prime ideal p. This indicates that Supp(H
i
J(A)) ⊆ {m}
for all i > 4. Eventually, we assume ht(J) ≥ 5. Let i > ht(J). By (GVT), H>6J (A) = 0. We establish the desired
claim if we recall that H6J (A) is artinian. 
Corollary 4.6. Let R := Q[x1, . . . , x6](x1,...,x6) and p ∈ Spec(R) be generalized Cohen-Macaulay. Then Supp(D(Hip(R))) =
Spec(R) provided Hip(R) 6= 0.
Proof. In the light of Lemma 4.5 we see Supp(Hip(R)) ⊆ {m} for all i 6= ht(p). We use Fact 4.2.i) to see idR(Hip(R)) =
dimR(H
i
p(R)) for all i 6= ht(p). Thus, D(Hip(R)) is flat provided HiI(R) 6= 0 and that i 6= ht(p). This shows that
Supp(D(Hip(R))) = Spec(R) provided H
i
p(R) 6= 0 and that i 6= ht(p). The claim in the case i = grade(p) = ht(p) is
subject of Proposition 3.5. The proof is now complete. 
5. AN APPLICATION: COMPUTING THE INJECTIVE DIMENSION
Let A be a noetherian ring of finite Krull dimension and a✁ A. Recall from [6] that fa(M) is the largest integer n
such that Hia(M) is a finitely generated for all i < n. Recall from [9] that qa(A) is the greatest i such that H
i
a(A) is not
artinian. In the graded setting, the artinian property of Hi+1a (A) implies that the vector spaces H
i(Proj(A/a),O(n))
are finite for all n ∈ Z. Suppose U is a scheme of finite Krull dimension and finite type over k. Define the integer
p(U) to be the largest integer n such that Hi(U,F ) is a finite-dimensional k-vector space for all i < n, and for all
locally free sheaves F on U. One can define q(U) in the similar vein, see [10, Page 91]. Let Y ⊂ Pnk be a non-empty
closed, and U := Pnk \ Y. By [10, Ex. III.5.8], p(U) ≤ q(U). Its local version is:
Fact 5.1. (See [1]) Let A be as above. If qa(A) > 0, then fa(A) ≤ qa(A).
Here, R is regular and contains a field. In the previous sections we make use of the fundamental inequality
idR(H
i
I(R)) ≤ dimR(HiI(R)). Over certain polynomial rings this is in fact an equality, see [22]. There is a difference
between the local and global case, because of examples due to Hellus even the ring is 3-dimensional.
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Corollary 5.2. Let R be a regular local ring containing a field and I locally CI. If I is equi-dimensional, then
idR(H
i
I(R)) = dimR(H
i
I(R)) =


dim( RI ) if i = ht(I)
0 if i 6= ht(I)andHiI(R) 6= 0,
−∞ otherwise
In particular, qI(R) = ht(I) = f I(R) provided rad(I) 6= m.
In fact we need a weaker assumption: Ip up to radical is generated by any sequence of length equal to height of
Ip for all p ∈ V(I) \ {m}.
Proof. First we prove the desired property for all i > ht(I). We know from the equi-dimensional assumption that
ht(Ip) = ht(I) for all p ∈ V(I) \ {m}. Let q ∈ V(I) \ {m} and let j ≥ i. Since µ(Iq) < i we see HjI(R)q ≃ H
j
Iq
(Rq) =
0. Trivially, H
j
I(R)q = 0 when q * I. Thus, SuppH
j
I(R) ⊂ {m} for each j ≥ i. By Fact i) in Proposition 4.2,
HiI(R) ≃ ER(R/m)t for some t ∈ N0 (the prime characteristic case is in [7, Theorem 2.3]). Without loss of the
generality we assume t 6= 0. This means that idR(HiI(R)) = dimR(HiI(R)) = 0. In the remaining case i := ht(I) we
look at [4, Proposition 3.5]:
Fact A) Let A be a regular local ring containing a field and I be of height h. Then id(HhI (A)) = dim(H
h
I (A)).
This paragraph works for any rings: Let p ∈ V(I) be of height h := ht(I). By Grothendieck’s non-vanishing
theorem, HhI (R)p ≃ HhIp(Rp) ≃ HhpRp(Rp) 6= 0. Since Supp(HhI (R)) ⊂ V(I), we deduce that dimR(HhI (R)) =
dim( RI ).
To see the particular casewe assume that rad(I) 6= m. By the first partH>hI (R) is artinian. Since dim(Hht(I)I (R)) =
dim(R/I) > 0, H
ht(I)
I (R) is not artinian. We conclude that qI(R) = ht(I). Then ht(I) ≤ f I(R)
5.1≤ qI(R) = ht(I)*
and so qI(R) = ht(I) = f I(R). 
Example 5.3. Concerning the equality idR(H
i
I(R)) = dimR(H
i
I(R)) all of the assumptions are important.
i) The equi-dimensional assumption is important. Let R := K[[x, y, z]] and I = (xy, xz). Let p ∈ V(I) \ {m}.
Suppose first that p ⊃ (y, z). Since p 6= m, x /∈ p. As x is invertible in Rp, Ip = (y, z)p. This is complete-intersection.
We may assume that p ⊃ (x). If p = (x), then both of y and z are invertible in Rp, and so Ip = (x)p. This is
complete-intersection. If p % (x). Then at least one of {y, z} is not in p, because p 6= m. By symmetry, we may
assume that y 6∈ p. Since y is invertible in Rp, Ip = (x, xz)p = (x)p. This is complete-intersection. In conclusion, we
have proved that I is locally CI. Clearly, I = (x) ∩ (y, z) is not equi-dimensional. It is shown in [11, Example 2.9]
that idR(H
2
I (R)) = 0 < 1 = dimR(H
2
I (R)). Also, we remark that qI(R) = 2 > 1 = ht(I).
ii) The locally CI assumption is important. Let R := K[[x1, . . . , x7]] and I = (x1, x2, x3)∩ (x4, x5, x6)∩ (x7, x1, x2).
Trivially I is equi-dimensional. We left to the reader to check that I is not locally complete-intersection (this follows
by the above corollary). By [11, Example 2.11] idR(H
5
I (R)) = 0 < 1 = dimR(H
5
I (R)). Also, we remark that
qI(R) = 5 > 3 = ht(I).
iii) The regular assumption is important: We look at the complete-intersection ring A =
C[x,y,u,v]n
(xy−ux2−vy2) , where
n = (x, y, u, v). Set J := (y, u, v). This is a height-two prime ideal. Clearly, J is Cohen-Macaulay. We set R := Â
and look at I := Ĵ. Clearly, R/I is Cohen-Macaulay and 1-dimensional. This means that I is equi-dimensional
and V(I) \ {m} = min(I) where m := n̂A stands for the maximal ideal. Thus, for any p ∈ V(I) \ {m} we see
that Ip = rad(a, b) where a and b is any parameter sequence. Hence Ip up to radical is generated by a sequence of
length equal to height of Ip for all p ∈ V(I) \ {m}. We know from (HLVT) that H := H3I (R) 6= 0. This module is
*Also, this follows by an observation of Hellus: He used Lyubeznik’s inequlity to show if R is a regular local ring containing a field then HiI (R)
is finitely generated only if it vanishes. From this, ht(I) = f I(R). We remark that Conjecture 1.1 implies Hellus’ observation even in the mixed
characteristic case.
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artinian and has a nonzero annihilator. Suppose on the contradiction that idR(H) = dimR(H). By Matlis theory,
H =
⊕
ER(R/m)
t . It turns out that H is faithful, a contradiction.
Corollary 5.4. Let R be a regular local ring containing a field, I be equi-dimensional anddim(R/I) = 2. Then idR(H
i
I(R)) =
dimR(H
i
I(R)). In particular, qI(R) = ht(I) = f I(R) provided rad(I) 6= m.
Proof. Set d := dimR. If cd(I) = d− 2, then I is cohomologically CI. The claim for such a class of ideals is in [11,
Remark 2.7]. By (HLVT), we have d − 2 = grade(I) ≤ cd(I) ≤ d − 1. Without loss of the generality we may
assume that cd(I) = d − 1. There are only two spots for which the local cohomology is nonzero. It is shown in
Lemma 3.3 that dim(Hd−1I (R)) = id(H
d−1
I (R)) = 0. It remains to deal with H
d−2
I (R). This is subject of Fact 5.2.A).
The particular case is similar to Corollary 5.2. 
Lemma 5.5. Let R be a regular local ring of dimension n containing a field and R/I be Cohen-Macaulay. Suppose ht(I) ∈
{0, 1, n− 2, n− 1, n}. Then I is cohomologically CI.
Proof. The claim is clear if height of I is zero or n. Suppose ht(I) = 1. Since I is unmixed and R is UFD, I is
principal. This implies that I is cohomologically CI. The case ht(I) = n − 1 follows by (HLVT). Finally, we deal
with the case ht(I) = n− 2. We use Fact A) in Lemma 4.5 to see n− 2 = grade(I,R) ≤ cd(I) ≤ n− 2. Clearly, I is
cohomologically CI. 
Remark 5.6. Let Rd := Q[x1, . . . , xd] and I ✁h R be Cohen-Macaulay. Suppose either d < 6 or I is monomial. Then I
is cohomologically CI.
Proof. First, we prove the monomial case (in Remark 5.10 we will drive this from Richardson’s idea). We adopt the
notation presented in Proposition 3.9. A minimal free-resolution F of R/I is a complex consisting of Zd-graded
modules equipped with Zd-graded differentials. Then Fqn(F ) is a minimal free resolution of R/I [qn]. Due to the
graded version of Auslander-Buchsbaum formula
p. dimR(
R
I [q
n]
) = p. dim(
R
I
) = d− depth(R
I
) = d− dim(R
I
) = ht(I) = grade(I,R) =: ℓ.
Thus, HiI(R) = lim−→n Ext
i
R(R/I
[qn],R) = 0 for any i 6= ℓ. Now we deal with any homogeneous ideals over Rd with
d < 6. We present the proof when d = 5. Suppose ht(I) = 2. Then R/I is S3. Recall from [28, Theorem 3.5] that
cd(I) = 5− 3, i.e., I is cohomologically CI. The remaining cases are in Lemma 5.5. 
Let R := Q[xij : 1 ≤ i ≤ 2, 1 ≤ j ≤ 3] and I2 be the 2-minors of (xij). By [7], I2 is a graded Cohen-Macaulay
ideal and grade(I2,R) = 2 < 3 = cd(I2). One can show that idR(H
3
I2
(R)) = dimR(H
3
I2
(R)) = 0, and idR(H
2
I2
(R)) =
dimR(H
2
I2
(R)) = 4. An ideal I is called almost CI, if µ(I) ≤ ht(I) + 1. For example, I2 is almost CI. We show:
Corollary 5.7. Let R be a regular local ring of dimension 6 containing a field k and I be Cohen-Macaulay. Suppose either i)
R is essentially of finite type over k, or ii) I is almost CI. Then id(HiI(R)) = dim(H
i
I(R)) for any i.
In Corollary 5.12 we will extend this by assuming I is generalized Cohen-Macaulay.
Proof. The claim is clear for cohomologically CI, see e.g. [11, Remark 2.7]. We investigated the cases ht(I) ∈
{0, 1, 4, 5, 6} in Lemma 5.5. Suppose ht(I) = 3. We prove this without any use of i) and ii). Since R/I is Cohen-
Macaulay, we have depth(R/I) = 3. In view of Fact A) in Lemma 4.5 we know cd(I) ≤ 6− 2. Due to 5.2.A)
idR(H
3
I (R)) = dimR(H
3
I (R)) = 3. Suppose H
4
I (R) 6= 0 (conjecturally, this never happens).
Fact A) (See [28, Proposition 3.2]) Let A be an n-dimensional regular local ring containing a field and a an ideal. If
depth(R/a) = k, then dim(Supp(Hn−ia (A)) ≤ i− 2 for all 0 ≤ i < k.
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Then, dim(H4I (R)) = 0. By a celebrated result of Lyubeznik 0 ≤ id(H4I (R)) ≤ dim(H4I (A)) = 0. Without loss of
the generality we may assume that ht(I) = 2. In this case cd(I) ≤ 6− 2. By Fact A) in Corollary 5.2 idR(H2I (R)) =
dimR(H
2
I (R)) = 4. By the above fact, id(H
4
I (R)) = dim(H
4
I (A)). The proof finishes if we show id(H
3
I (R)) =
dim(H3I (A)). We have nothing to prove if H
3
I (R) = 0. Suppose it is nonzero, and suppose in the contradiction that
dim(H3I (R)) ≥ 1. Let q ∈ Supp(H3I (R)) be a prime ideal of height five. Let A := Rq and J := IA.
Claim) Let A be a five-dimensional regular local ring and J be a Cohen-Macaulay ideal of height two. Suppose
either µ(J) ≤ 3 or A is essentially of finite type over a field. Then H3J (A) = 0.
Indeed, suppose first that µ(J) ≤ 3. Due to Hilbert-Burch, there is a 3× 2 matrix ϕ and an element a such that
J = aI2(ϕ). Since J is equi-dimensional we see that a is a unit. Therefore, we can assume that J = I2(ϕ). By [16,
Theorem 1.1] one has H3J (A) = H
3
I2(ϕ)
(A) ≃ H6I1(ϕ)(A) = 0, because of (GVT). The desired claim in the later case is
in [3, Theorem 3.8(2)]. In view of this claim, H3I (R)q ≃ H3J (A) = 0. This contradiction shows that dim(H3I (R)) = 0.
Consequently, 0 ≤ id(H3I (R)) ≤ dim(H3I (R)) = 0. The proof is now complete. 
Corollary 5.8. Let R be a regular local ring of dimension 5 containing a field and I ✁ R be Cohen-Macaulay. Then
idR(H
i
I(R)) = dimR(H
i
I(R)) for any i.
Proof. The only nontrivial case is ht(I) = 2 and i = 3. We assume H3I (R) 6= 0 (conjecturally, this never happens). It
follows that dim(H3I (R)) = 0. In conjunction with Lyubzenik’s inequality, idR(H
3
I (R)) = dimR(H
3
I (R)) = 0. 
Corollary 5.9. Let R be a regular local ring essentially of finite type over a field and of dimension 7. If I ✁ R is Gorenstein,
then idR(H
i
I(R)) = dimR(H
i
I(R)) for any i.
Proof. By the same reason as of Corollary 5.7, it follows from the Cohen-Macaulay property that idR(H
i
I(R)) =
dimR(H
i
I(R)) provided ht(a) 6= 2. We left its straightforward modifications to the reader. The remaining case
is ht(a) = 2. Here, we use the Gorenstein property. By a famous result of Serre (see [26]), I is CI. In particular,
idR(H
i
I(R)) = dimR(H
i
I(R)) for any i. 
Let J be a square-free monomial ideal in a polynomial ring R := K[x1, . . . , xn ]where K is a field of any character-
istic. Richardson in his thesis proved: i) J is Cohen-Macaulay⇐⇒ J is cohomologically CI, ii) Hn−jm (R/J) = 0⇐⇒
H
j
J(R) = 0, iii) ℓ(H
n−j
m (R/J)) < ∞ ⇐⇒ HjJ(R) is artinian, iv) If R/J satisfies Sr over the punctured homogeneous-
spectrum, then H
j
J(R) is artinian for all j ≥ n− r.
Remark 5.10. Let I be a monomial ideal of the above R. The following assertions hold:
i) If I is Cohen-Macaulay, then H
j
I(M) = 0 for all i > ht(I) and for any module M. Indeed, the Cohen-
Macaulay property decent from a monomial ideal to its radical (see [14]). We apply this along with the
claim in the squarefree case to see cd(I) = ht(I). Since cd(I,M) ≤ cd(I), HjI(M) = 0 for all i > ht(I).
ii) If H
n−j
m (R/I) = 0 then H
j
I(R) = 0. Indeed, in view of [14] dimKH
n−j
m (
R√
I
)a = dimK H
n−j
m (R/I)a where
a := (a1, . . . , an) ∈ Zn and ai ≤ 0. Also, by Hochster’s formula dimK Hn−jm ( R√I )a = 0 if at least some ai > 0.
We deduce from this that H
n−j
m (
R√
I
) = 0. In view of the claim in the squarefree case H
j
I(R) = H
j√
I
(R) = 0.
iii) If H
n−j
m (R/I) is of finite length, then H
j
I(R) is artinian. Indeed, since dimK H
n−j
m (
R√
I
)a ≤ dimKHn−jm (R/I)a.
This implies that ℓ(H
n−j
m (
R√
I
)) < ∞. In the light of the squarefree case H
j
I(R) = H
j√
I
(R) is artinian.
iv) If R/I satisfies Sr condition over the punctured homogeneous-spectrum, then H
j
I(M) is artinian for all
j ≥ n− r for any finitely generated module M. Indeed, in a similar vein as iii) one can show that HjI(R) is
artinian for all j ≥ n− r. The module case follows from the standard reduction, see [21, Lemma III 4.10].
v) The converse of i), ii), iii) and iv) is not true. We look at I := (a6, a5b, ab5, b6, a4b4c, a4b4d, a4e2 f 3, b4e3 f 2)✁
R := K[a, b, c, d, e, f ]. In order to show I is cohomologically CI, we revisit [18, Theorem 1.4(iv)] to see
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cd(I) = cd(
√
I) = dimR− depth( R√
I
) = 6− depth( R
(a,b)
) = 2. We are going to show H6−5m (R/I) is not of
finite length. Suppose on the contradiction that it is of finite length. Then its Matlis dual Ext5R(R/I,R) ≃
Ext4R(I,R) is of finite length. We use Macaulay 2:
i1 : R=QQ[a,b,c,d,e,f]
i2: I = ideal(a6, a5 ∗ b, a ∗ b5, b6, a4 ∗ b4 ∗ c, a4 ∗ b4 ∗ d, a4 ∗ e2 ∗ f 3, b4 ∗ e3 ∗ f 2)
i3: M = Ext4(I,R)
i4: dim M
o4 = 1
One may use this to see that Ext5R(R/I,R) is not artinian. This contradiction shows that H
1
m(R/I) is not of
finite length. But, H5I (R) = 0 is artinian. So, converse of the first three items is not true. In order to fail the
reverse of iv) we cite [23, Example 3.3.2].
Recall for the squarefree monomial ideal I that ℓ(H
n−j
m (R/I)) < ∞
(∗)⇐⇒ HjI(R) is artinian. This implies that
qI(R) = ht(I) provided I is generalized Cohen-Macaulay and rad(I) 6= m (+) . We observed that only half of (∗)
works for monomial ideals. Despite of this, the following drops the squarefree assumption from (+):
Corollary 5.11. Let I be a monomial ideal in a polynomial ring R with n variables over a field K of any characteristic. Suppose
I is generalized Cohen-Macaulay. If ht(I) < n, then qI(R) = ht(I) = f I(R).
Proof. By definition H
n−j
m (R/I) is of finite length for all j 6= ht(I). In view of Remark 5.10 HjI(R) is artinian all j 6=
ht(a). We observed in Corollary 5.2 that H
ht(I)
I (R) is not artinian. We apply this to see qI(R) = ht(I) = f I(R). 
Corollary 5.12. Let R be a regular local ring essentially of finite type over a field and I be generalized Cohen-Macaulay.
Suppose either char R > 0 or dimR < 7. Then id(HiI(R)) = dim(H
i
I(R)) for any i. Also, qI(R) = ht(I) = f I(R)
provided rad(I) 6= m.
Proof. In the light of Fact 5.2.A) we see id(H
ht(I)
I (R)) = dim(H
ht(I)
I (R)) = dim(R/I). Without loss of generality
we may assume that i 6= ht(I). In the case char R > 0 we know from [21, The´ore`me III.4.9] that dim(Hd−jI (R)) ≤ 0
for all j > dim(R/I). We have 0 ≤ id(Hd−jI (R)) ≤ dim(H
d−j
I (R)) = 0 provided it is nonzero. This proves
id(HiI(R)) = dim(H
i
I(R)) for all i 6= ht(I). Now we deal with the case dimR < 7. In the light of Lemma 4.5, one
has Supp(HiI(R)) ⊆ {m} for all i 6= ht(I). We use Fact 4.2.i) to see id(HiI(R)) = dim(HiI(R)) for all i 6= ht(I). This
completes the proof of first part. Suppose now that rad(I) 6= m. Since dim(Hht(I)I (R)) = dim(R/I) > 0 we get that
qI(R) = ht(I) = f I(R). 
Example 5.13. (Hartshorne’s skew lines in P3) Let R = k[x1, . . . , x4]. Set I := (x1, x2) ∩ (x3, x4). Hartshorne used
Mayer–Vietoris to show qI(R) = 2, see [9, Example 3]. We left to the reader to check that this is an example of:
i) I is locally CI and equi-dimensional, ii) I is equi-dimensional and dim(R/I) = 2, iii) I is monomial and R/I is
generalized Cohen-Macaulay, iv) dimR < 7 and R/I is generalized Cohen-Macaulay.
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