Given a ring of n processors it is required to design the processors such that they will be able to choose a leader (a uniquely designated processor) by sending messages along the ring. If the processors are indistinguishable then there exists no deterministic algorithm to solve the problem. To overcome this difficulty, probabilistic algorithms are proposed. The algorithms may run forever but they terminate within finite time on the average. In the above cases the size of the ring was assumed to be known to all the processors. If the size is not known then finding it may be done only with high probability: any algorithm may yield incorrect results (with nonzero probability) for some values of n. Another difficulty is that, if we insist on correctness, the processors may not explicitly terminate. Rather, the entire ring reaches an inactive state, in which no processor initiates communication.
INTRODUCTION
Given a network of n processors it is required to program the processors to solve some network problems, such as adding the numbers stored in the local memory of the processors or finding their maximum.
This task is easier if the processors are distinguishable (i.e., by having unique names). However, if all processors are identical then the problem becomes symmetric and solving global network problems becomes harder.
For a concrete example, we consider a ring, a cycle of n indistinguishable processors (i.e., with no id's), and discuss two global problems:
Choosing a leader -a uniquely designated processor, such that each processor knows whether it is the leader;
(ii) Finding n -the size of the ring.
Angluin [A] has investigated the problem of choosing a leader using Milne and Milner's [MM] model for distributed systems (her results may be applied to other models as well). She has shown that there exists no single program which runs on all the vertices of a ring of arbitrary size and designates a unique leader within finite time. The fundamental phenomenon is that symmetry cannot be broken without allowing either an infinite computation or an erroneous result. Global information (such as knowing the n we may have a different algorithm.
Choosing a leader of a ring
We show first that a leader may be chosen within O (n) average bit complexity. The exact constant depends on the amount of memory of each processor. In this subsection the processors use only logn bits to record the choices of the other processors. In the next subsection more local memory is required, but the bit complexity is reduced.
The algorithm proceeds in phases, each of n time slots. At every phase, a≤n processors are active.
During a phase, some of the active processors may become inactive, eventually reducing a to 1.
At the beginning of a phase, every active processor v decides with probability a At time 0 all processors become active and start the algorithm. Hence, initially a =n. To compute c, each candidate sends a pebble at the beginning of the phase. This pebble is passed around the ring, returning at the end of the phase (after exactly n time slots) to its originator. Every processor deduces c by counting the number of pebbles which passed through.
Program no. 1 below gives the details of the program for processor v.
Let p(a,c) denote the probability that c out of a active processors chose to become candidates.
Since each one of the a active processors chose to become a candidate with probability a Program no. 1
By definition, l (1) = 0. Thus,
We now make several observations:
Proof: Induction on a.
Basis: l (1)=0.
Induction step: By (2.1) and the induction hypothesis,
The last inequality holds since p (a, 1)
a is a monotonic decreasing sequence which converges to e −1 , hence p (a, 1)e > 1. 
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converges to e −1 and p (a,a)=a −a converges to 0. 
Claim 6: For 3≤c<a, p (a,c)≤e
Claim 7:
The sum is positive since all the terms are positive.) By Claim 1, l (k)<e. By Claim 4, 1/d (a)≤2, therefore,
Claim 8: For all c there exists a c such that for all a≥a c
Claim 9: L (∞,c) is a converging sequence of c.
Proof: By Cauchy's convergence criterion it suffices to show that for all ε>0 there exists a c such that if
Choose c such that c ! 16 < ε. Let c 1 ,c 2 >c. For sufficiently large a, Claim 8 shows that
Let L be the limit of L (∞,c) as c tends to infinity, then by Claim 8, Claim 10: l (a) converges and its limit is L. 
Thus, the expected bit complexity per phase is n. The corollary follows since the average number of phases converges to L and each phase requires n time slots.
Better algorithms to choose a leader.
In the above algorithm the processors only counted the number of candidates. Here we follow a suggestion of Lempel [Lem] and consider an algorithm which uses additional information available to the processors. This algorithm exhibits a tradeoff between time and communication complexity by introducing a parameter q known to all the processors. As before, the algorithm proceeds in phases of length n. Prior to termination all the processors are active and start a phase by sending a pebble with probability q/ n. To every processor v we assign an n bit vector W (v) as follows: and the expected bit complexity per processor converges to q(1 − e −q ) −1 .
As for the space complexity, each processor needs O (n) bits of space to compute the lexicographically maximal word. However, the expected number of pebbles generated in a phase is relatively small.
Thus, one can keep track only of the consecutive zeroes and thereby reduce the space complexity. By allowing at most d pebbles (and otherwise declaring a phase useless) the time and bit complexity are increased only slightly, while the space complexity is reduced to O (dlogn) bits.
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The above results exhibit the tradeoff between time and communication: In order to reduce the communication, more time must be spent. For q =1, the expected number of phases is 1 .
(1−1/e ) −1 ∼ ∼1.582, and this is also the communication cost per processor. By decreasing q the expected number of phases increases to infinity while the bit complexity decreases to 1 per processor.
CHOOSING A LEADER IN AN ASYNCHRONOUS RING

The model
Previously we assumed that there is a global clock which governs the actions of all processors and communication. We now assume that no such clock exists, instead, each processor has its own clock which has no relation to that of the other processors. The main issue is the distinction between randomization and the nondeterminism introduced by the asynchrony of the processors. We shall try to be brief and not too formal at the expense of omitting straightforward generalizations. Initially, some buffers contain a wake-up message. The arrival of that message or any other message at a processor activates the computation.
The activity of the network is event driven by the arrival of messages. We assume that at any time at most one message arrives. The order of arrivals is governed by a schedule which we define to be a sequence S of edges in which each edge appears infinitely often. The schedule determines which buffer sends a message to its target processor. The requirement that every edge appears in S infinitely often lord -August 10, 1997
implies that every message sent eventually arrives, thereby guaranteeing a property closely related to weak channel fairness as defined in [F2] .
An algorithm A for an asynchronous ring is the state diagram of all the processors. Given a ring G, schedule S and set W of wakeup messages, the execution of the algorithm is completely determined. The message complexity C (A,G,S,W) of A is the total number of messages it takes for A to terminate (if A does
Randomization is introduced, as in Section 2, by infinite sequences {r [v,t ] 
Extensions to the model
(1) The ring can be bi-directional -there is an edge (and a buffer) also from v i to v i −1 . Two variants may be considered: one in which all processors agree on their local directionality, and another in which no such agreement is promised.
(2) The topology of the network may be any directed graph not only a ring.
(3) The processors may be nondeterministic. For a given r and S we may ask whether there is a (message or state) terminating computation of the processors and what is the probability of termination.
Choosing a leader of a ring -a preview
Angluin [A] has shown that there does not exist an algorithm to find a leader of a ring of indistinguishable processors. Her argument considers a ring of four processors where the antipodal processors are always in the same state. When a processor decides that it is the leader, then its image comes to the same conclusion, thus either two leaders are chosen or the algorithm does not terminate.
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Lemma 3.1: Let A be a election algorithm in a ring of n processors that know n. If A may terminate with either 0 or more than one leader, then there exists an algorithm A′ with the following properties:
(i) A′ always selects a unique leader.
(ii) If A terminates correctly then A′ also terminates correctly.
(iii) If A terminates with probability 1 and chooses a unique leader with probability p > 0 then A′ terminates correctly with probability 1.
Proof: Algorithm A might terminate incorrectly either by (i) Selecting more than one leader, or
(ii) Choosing no leader.
To overcome the first difficulty, whenever a leader is chosen, it sends a verification message along the ring. By having a special field in the message to count the number of processors the message has travelled, the sender can recognize its own messages (compare the value of the field to n). If additional candidates for being a leader are found then the algorithm is reinvoked. To distinguish between the various invocations, phase numbers may be added.
To overcome the second difficulty, the algorithm is reinvoked whenever no leader has been chosen.
When n is known, a suitable distributed termination detection algorithm adapted to such situations can be superimposed on any algorithm [BF] . The technique to detect termination distributedly [SF] can be used by every processor individually to check whether all the other processors have halted.
Incorrect termination can be replaced, therefore, by reinvocation of the algorithm. Assume that A terminates with probability 1 and chooses a unique leader with probability p > 0. The probability for A to be invoked exactly k times is p (1 − p) k −1 and thus the average number of invocations is 1/p which proves that A′ has probability 0 to diverge.
The Algorithm
Consider the following selection algorithm:
Initially all processors are active. In a general phase, some processors may have become inactive whereupon they only relay all the messages received. Each active processor performs the lord -August 10, 1997
following step c times or until it becomes inactive.
(1) Choose 0 or 1 each with probability 1 ⁄2, and send the choice to the next active processor.
(2) An active processor becomes inactive if it chose 0 and the active processor preceding it chose 1.
The above simple algorithm uses ideas of Dolev, Klawe and Rodeh [DKR] and Peterson [Pe] . When the algorithm ends, at least one processor remains active since a processor may become inactive only if it chose 0 while another processor chose 1. However, the above algorithm does not guarantee that a leader is chosen since it is possible that more than one processor remained active. We follow Lemma 3.1 and introduce a verification phase:
Every active processor sends a counter around the ring to check whether it is the only active processor.
We first give an intuitive reason why for c =5logn the complexity is O (nlogn) bits: The selection phase consists of c rounds. The probability that an active processor becomes inactive in a round is 1 ⁄4 (it must have chosen 0 and its predecessor chose 1). The expected number of processors which become inactive in round 1 is
Pr (processor i has become inactive) = n/ 4. And in general, one quarter of the active processors of a round become inactive (except if there is only one active processor). Thus, the expected number of rounds until only one processor remains active is log 4/3 n. If we choose c >2log 4/3 n ∼ ∼4.8188logn
then the probability that more than one processor remains active after c rounds is small. Thus, the expected bit complexity of repetition is negligible.
The bit complexity of each round of the selection phase is n, since on each edge exactly one bit is transmitted. Thus, the total bit complexity of the selection phase is c . n = O (nlogn). In the verification phase there are a active processors, each sends a counter of logn bits which travels distance n. The total is anlogn. Since the expected value of a is 1, the expected cost of phase 2 is O (nlogn). Since the probability of repetition is small the total cost is also O (nlogn).
We now give a formal analysis due to Prof. M. Hofri: Let X t be the number of active processors which became inactive in stage t of the algorithm. Further notation:
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To develop a formula for the distribution of X 1 notice that in order for k processors to become inactive in the first round, the n choices of the processors must form 2k runs of 0 and 1's. These runs can start at 2k places; thus there are 2( 2k n ) ways for k processors to become inactive (the factor 2 arises since given the border points there are two possibilities: processor v 0 could have chosen 0 or 1). Since the processors can make their choices in 2 n ways
The generating function of X 1 is immediate
The first and second moments are easy to compute:
While N t −1 >1, the successive stages are independently conditioned on the number of active processors at each stage. The results for X 1 may be used for X t , when n is replaced by N t −1 = n −D t −1 . To overcome the difficulty of n≤1 we define a surrogate process Ñ t such that
otherwise.
N t >1
The connection between the processes is that Ñ t ≤1 implies that N t =1. Thus, we can investigate the former instead of the latter.
Proof:
By definition,
Solving the recurrence relation we get
Similarly,
we get,
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Proof: By Chebychev's inequality
Corollary: For logn c (n) > log 2 4/3 2 ∼ ∼ 4.8188417 the expected communication complexity of the algorithm is O (nlogn) bits.
Proof: In this case ( 3 ⁄4)
) and the average cost of the selection phase is O (nlogn). The cost of the verification phase is O (nlogn) too. Since the probability that a leader has not been chosen after the selection phase is o (n −1 ) the expected cost of additional phases is negligible.
FINDING THE SIZE OF THE RING
Definition of the problem
Let R be a ring with n processors, such that every processor v has a special register b v . An algorithm
A finds the size of R, if whenever A is applied to R and (state or message) terminates, every b v contains the value n.
Lemma 4.1: There exists an algorithm to find the size of a ring with a leader, which requires n time units
and n bits for a ring of size n. If the ring is asynchronous then finding n requires n messages and nlogn bits.
Moreover, these bounds are tight.
Thus, we concentrate on finding n, in a setup of indistinguishable processors.
Impossibility Results
An algorithm A is partially correct with respect to a predicate Ψ if for every ring, Ψ holds whenever A (state or message) terminates. Thus, A is a partially correct algorithm for finding n if for every ring R, whenever A terminates, b v =n for all v ∈ R. Note that the trivial algorithm which never terminates is vacuously partially correct.
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Theorem 4.1: A processor terminating algorithm which is partially correct for a ring of size N cannot be partially correct for a ring of size 2N.
Proof: Similar to that of Angluin [A] .
Corollary: There exists no partially correct processor terminating algorithm to calculate the size of all rings.
Since an algorithm cannot be always correct, we investigate algorithms which are correct most of the time. An algorithm A is correct with probability p with respect to Ψ if for every ring, wakeup messages distribution W and schedule S, A terminates and the probability that Ψ holds is greater than p. The following theorem shows that if we insist on processor termination the probability of error cannot be bounded away from 1.
Theorem 4.2:
There does not exist a processor terminating asynchronous algorithm to calculate the size of the ring which is correct with probability α> 0.
Proof: Suppose to the contrary that such an algorithm A existed. I.e., there exists a ring R =(v 0 , . . . , v n −1 ), such that for every schedule S and wakeup messages W, with probability at least α A finds the size of R to be n. In particular, we may assume that the algorithm starts with the single wakeup message 
. ). (At time slot j, S enables the edge (v jmodn ,v j +1modn ) .)
We intend to show that with probability larger than 1−α certain processors in a ring R′, much larger than R, run into the erroneous conclusion that the size of the ring is also n. To this end, we let several processors simulate each processor of R. The difficulty with the simulation is that the behavior of each processor depends not only on the messages it receives but also on its random sequence. Since, there is probability zero that two processors have exactly the same random sequences, if the state incorporates the prefix of a random sequence, then there is probability zero that the states are identical. Therefore, we first exhibit a series of messages which have positive probability of occurring and which cause the processors to decide that the size of the ring is n. Then we show that the probability of random sequences causing a processor to participate in such a computation must be positive. Therefore, the probability that other processors have similar sequences is p > 0. By making the ring larger, the probability tends to 1 that some other processors lord -August 10, 1997 exhibit the same behavior as the processors of the ring of size n.
An execution x is a triple <m,e,b> where m=(m 1 , . . . , m t ) is a sequence of t messages, e= =(e 1 , . . . , e t ) a prefix of the schedule S and b an integer. The meaning is that at time slot 
Proof: If the lemma does not hold then for all k, Pr
which means that with probability 1, B is infinite. However, since in each step only a finite number of bits is transmitted, B can be infinite only when the number of steps is also infinite, i.e., when the algorithm diverges. Thus if the lemma does not hold, then with probability 1 the algorithm does not halt correctly. In particular, the probability that the algorithm correctly computes the size of the ring is smaller than α.
Remark:
A partially correct algorithm may be applied to rings of various sizes. Therefore, there must be some communication, i.e., Pr(B= 0) = 0.
Lemma 4.3:
There exists a correct execution x and γ> 0 such that with probability γ (for the above S and W) the execution x is observed.
Proof: By Lemma 4.2 and the subsequent remark there exist β > 0 and k> 0 such that with probability β the bit complexity is k. There is only a finite number of correct executions with bit complexity k, thus there exists a correct execution x and γ> 0 such that there is probability γ that x occurred.
Let R′ be a ring consisting of N segments each of which is a copy of v 0 , . . . , v n −1 , i.e., 
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Lemma 4.4:
(i) Pr(X j 0 (w)) = 1 w ∈ R′; (ii) Pr(X j τ (u i, j ) | X j −1 τ−1 (u i, j −1 )) ≥ γ (0 ≤i ≤N −1, 1 ≤j ≤n −1, 1 ≤τ ≤t); (iii) Pr(X 0 τ (u i, 0 ) | X n −1 τ−1 (u i −1,n −1 )) ≥ γ (1 ≤i ≤N −1, 1 ≤τ ≤t).
Proof:
(i) When τ= 0 neither R nor R′ issued any communication, thus all processors in both rings are in their initial state, and thus have exhibited identical behavior.
(ii) If during the entire algorithm u i, j received the same messages as v j then there is probability p j ≥ γ that it behaved like v j . In particular, after receiving the messages of the first τ time slots the probability for the same behavior up to that point is ≥ γ.
(iii) Similar to (ii).
During the first t superslots a vertex w ∈ R′ is not effected by vertices at distance > t. Therefore, we partition R′ into disjoint supersegments each consisting of t segments.
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Lemma 4.5: Let w τ be the τ-th vertex of a supersegment. Then Pr(X j τ (w τ )) ≥ γ τ , where j = mod(τ,n).
Proof: By induction on τ.
Basis: τ = 0. Follows from Lemma 4.4 (i).
Induction step: τ ≥ 1. If j≥ 1, then by Lemma 4.4 (ii) Pr (X j τ (w τ ) | X j −1 τ−1 (w τ−1 )) ≥ γ. The induction hypothesis states that Pr (X j −1 τ−1 (w τ−1 )) ≥ γ τ−1 . Therefore, by the law of conditional probabilities,
The case j = 0 follows similarly from Lemma 4.4 (iii).
Conclusion of the proof of Theorem 4.2:
We have shown that with probability at least p = γ t the t-th vertex of a supersegment concludes erroneously that the size of R′ is n.
Moreover, the behavior of the t-th vertex of disjoint supersegments is statistically independent.
Thus, the probability that no vertex of R′ concludes that the size is n is at least 1−γ t N/ t
. The latter expression tends to zero when N approaches infinity.
Finding n and choosing a leader when N ≤ ≤ n < 2N
In this section we give partially correct algorithms to choose a leader when n is known to lie in the interval [N, 2N −1]. Since n is not known precisely and the processors do not have unique id's, processors cannot recognize their own messages. However, we may use the fact that a message travelling distance 2N −1 visits all the processors, and passes through its originator exactly once.
The synchronous model
The proposed algorithm, like the algorithms of Section 3, consists of two phases: selection and verification.
The selection phase is iterated several times until one or more candidates for leadership are chosen.
Each iteration lasts 2N −1 time slots. At the first time slot of each iteration each processor v chooses an id ∈ {0,1}, such that with probability c /N id v = 1. A processor with id = 1 is called a candidate. Every candidate sends a bit in the first time slot and will not pass any additional bits that may be received later.
The other processors wait until receiving a bit and only then send it. If no processor chose id = 1, then there is no communication and at the end of the iteration all processors have become aware of this, and the
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selection phase is repeated. The selection phase terminates with an iteration in which there exist one or more candidates.
The verification phase consists of two subphases. During the first subphase some (but not necessarily all) processors know whether a single candidate has been chosen. The remaining processors learn about it in the second subphase.
The first subphase of the verification phase is very similar to the selection phase: The candidates of the selection phase initiate communication (i.e., send a single bit in the first time slot), but do not pass any bits they may have received later. The other processors send a bit only after receiving one. The entire subphase lasts only N −1 time slots. If there is only one candidate only one message is sent during this subphase. Since the subphase consists of N −1<n time slots that message does not make a complete tour thus the candidate does not receive any message during this subphase. If, however, there is more than one candidate, since n≤2N −1 there exist two candidates at distance ≤ N −1 from each other. One of those candidates receives a message (originating from the other one) thus if a candidate receives a message in that subphase it knows that there are more than one candidate. Consequently, at the end of the first subphase, if there is more than one candidate then there exists a candidate that knows this (not necessarily all of them know). However, if there is a single candidate, then at the end of this subphase it cannot be sure that it is the only one. The purpose of the second subphase is to notify all the processors.
The second verification subphase is similar to the previous phases, it lasts 2N −1 time slots. The candidates that know that there are more than one candidate initiated communication (and do not pass any bits that may have arrived later). The remaining processors just pass any bits they receive. Consequently, no bits were sent during the subphase if and only if there remains a single candidate. By sensing the absence of communication during the subphase, all processors can discover that there is a single candidate and it becomes the leader. If any bit is sent during the second subphase, every processor receives a bit and there must be more than one candidate. In this case the entire algorithm is reinvoked.
To analyze the complexity, first note that if no candidate was chosen in the selection phase then there was no communication. Thus, regardless of the number of times the selection phase was repeated, in each invocation of the algorithm the selection phase requires exactly n bits of communication. The first verification subphase requires N −1 bits if a single candidate remained and at most n bits otherwise. The
second subphase always requires exactly n bits. Thus, if a single candidates remains the invocation requires n +N −1 bits, otherwise the invocation requires ≤3n bits. The time of an invocation is 3N −2+k SEL (2N −1) , where k SEL is the number of times the selection algorithm is iterated within a single invocation of the algorithm. The expected value of k SEL and the probability that the algorithm is reinvoked depend on c, N and n.
Let the random variable M =M (c,n,N) denote the number of candidates.
(Note that since c /N is the probability that a processor chose id =1, c < N.) The probability that a single iteration of the selection phase is sufficient
The expected number of iterations of the selection phase:
1 .
The probability that the entire algorithm is performed once
The expected number of iterations of the entire algorithm is
Since for c < N,
we get Proof: Choose c = 1 ⁄2. The entire problem is trivial for N =1. Thus we need consider only N≥2, since the bound for k ALG is a decreasing function of N,
Thus the expected bit complexity is C = 3n (k ALG −1) + n + N − 1 < 9.8142886n + N −1.
Since,
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After a leader has been elected the size of the ring can be found by sending a bit around the ring and measuring the time slots it takes to travel. To convey the size to all the processors, let the bit traverse the ring twice -the size of the ring is equal to the number of time slots between the first and the second traversal.
The asynchronous model
The algorithm of Section 3.4 is applicable here also. The only difference is that since n is not known the verification message should travel distance 2N −1. The processor where the message stops knows whether there is more than one leader (the message passes through a leader at least three times). This processor notifies the others whether a unique leader has been elected.
The expected communication complexity is O (n) message which total to O (nlogN
Finding n requires an additional O (nlogn) bits.
A crossing sequence argument may be used to show that Ω(nlogn) is a lower bound on deterministic algorithms. (A formal proof may be given using the results of [MZ] ).
A message terminating algorithm to find n with low probability of error
In this section we present an asynchronous algorithm with the following properties:
(i) It always processor terminates. Its time and communication complexities are polynomial.
(ii) The probability of error depends on an external parameter r and can be made arbitrarily small independently of the size of the ring. 
Proof: Therefore, there are a =g equivalence classes. There is probability 2 −(b −1) that id s (v)=id s (u) for all u,v of the same equivalence class, and probability 2 −(b −1)r that this holds for s =1, . . . , r. If f < n then this must hold for all equivalence classes, thus the probability of error is 2 −(b −1)ra = 2 −(n −a)r .
Lemma 4.9:
(i) For n prime the probability of error is 2 −(n −1)r .
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(ii) For any n the probability of error is less than or equal to 2 −nr/ 2 .
Proof:
(i) Follows from the fact that if n is prime then a =gcd(f ,n)=1.
(ii) Follows since a =gcd(f ,n) ≤ n/ 2.
Limiting the size of the buffers
At any time, there are at most n messages. This follows since initially every processor sent at most one message, and new messages are generated only when old ones are cancelled.
This implies that the size of the input buffers does not exceed n. If n is large, the space requirement,
being O(nlogn) becomes excessive. However, the size of each buffer can be limited to two, provided a processor can receive a message only when its output buffer is not full. Deadlock does not occur since not all buffers can be full. The space requirement is, thereby, reduced to O (logn) bits per processor.
Summary
Substituting ε=2 −nr/ 2 yields, Theorem 4.4 For all ε > 0 there exists a message terminating algorithm to find n on an asynchronous ring, with error probability ε, communication complexity O (n 2 logε −1 ) messages of O (logn) bits and whose space requirements is O (logn) bits per processor.
CONCLUSIONS
Since its conception, distributed programming had to face the problem of symmetry (for example, two processors demanding the same resource). Here we have investigated the effects of symmetry on distributed and randomized algorithms. Because the processors cannot recognize their own messages, some problems which are solvable in an asymmetric network have no algorithmic solution for the symmetric case. Other problems are solvable by algorithms of greater complexity because each processor acts independently and the same message is sent many times. A natural continuation is to look at other types of networks. Perhaps, asymmetric networks of identical processors can take advantage of the asymmetry, even if the topology of the network is not known.
