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Abstract
We consider the unique power series E(x) = ex = exp(x) and L(x) = log(1 + x) with rational
coefficients in a nonassociative, noncommutative variable x defined with the properties E′(0) = 1,
E(x) ·E(x)=E(2x), E′(x)=E(x) and L(0)= 0, L′(0)= 1, L(2x + x2)= 2 ·L(x), where E′(x)
and L′(x) are the formal derivatives of E(x) and L(x) with respect to x, respectively. These functions
satisfy the relations log(ex)= x and exp(log(1 + x)) = 1 + x. In this paper we discuss elementary
properties of exp and log. The set of nonassociative, noncommutative monomials in x is indexed by
planar binary trees. Our main results provide formulas for the coefficients of exp and log derived by
methods of combinatorics of trees.
 2004 Elsevier Inc. All rights reserved.
Introduction
There is a unique power series ex = exp(x) with rational coefficients in a nonassocia-
tive, noncommutative variable x such that:
ex = 1+ x + 1
2!x
2 + 1
3!
(
1
2
x · x2 + 1
2
x2 · x
)
+ 1
4!
(
1
7
x4 + 1
7
x · 3x + 3
7
x2 · x2 + 1
7
x3 · x + 1
7
4x
)
+ higher terms,
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exp′(x) of exp(x) is equal to exp(x).
Also there is a unique power series log(1+ x) with rational coefficients in x such that
log(1+ x)= x − 1
2
x2 + 1
3
(
1
2
x3 + 1
2
3x
)
− 1
4
(
4
21
x4 + 4
21
x · 3x + 5
21
x2 · x2 + 4
21
x3 · x + 4
21
4x
)
+ higher terms,
and such that log((1+ x)2)= 2 log(1+ x). Moreover, log(ex)= x and exp(log(1+ x))=
1+ x .
These series have been introduced in a more general context by M. Lazard [3, Lem-
ma 6.1, Remark, p. 344], in his investigations on analyzers where the case of analyzer of
Kurosh [3, p. 332], leads to the series above.
In this article we shall discuss elementary properties of exp and log. The set of
nonassociative, noncommutative monomials in x is identified with the set of planar binary
trees. The main new results of our paper provide formulas for the coefficients of exp and
log derived by methods of combinatorics of trees.
1. Tree power series
Let M be the magma with neutral element 1M freely generated by a set consisting of
one element x . In other words, M is the set of all nonassociative, noncommutative words
in x . The multiplication in M is a map · :M ×M →M which sends (t1, t2) ∈M ×M
to t1 · t2. We shall write parentheses when the order of the multiplication in the element
of M is not clear. The restriction of this map onto (M − {1M})× (M − {1M}) is injective
and its image is M − {1M,x}. It means that for any t ∈M − {1M,x} there is a unique pair
(t1, t2) ∈M ×M , t1, t2 = 1M , such that t = t1 · t2.
There is a unique homomorphism deg :M →N such that deg(1M)= 0 and deg(x)= 1.
Clearly, deg(t) is equal to the length of the word t ∈M .
It is important to realize that any t ∈M , t = 1M , gives rise to a unique planar binary
rooted tree with deg(t) leaves, see, e.g., [1, Section 1, p. 163]. The grafting of such trees
corresponds to the multiplication map of M .
Let P =Q{{x}} be the Q-algebra of formal power series with monomials from M . Thus
any f ∈ P has a unique expansion
f =
∑
t∈M
c(t) · t
with c(t) ∈ Q. The algebra P will also be called the algebra of tree power series in x or
the algebra of power series over Q in the nonassociative and noncommutative variable x .
Define the order ord(f ) of f to be min{deg(t) | c(t) = 0}, if f = 0 and ord(0)=+∞. The
algebra P has a natural topology called the formal power series topology. It is induced by
the family of ideals Uk = {f ∈ P | ord(f ) k} of P , k  0, and corresponds to the metric
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this topology.
Proposition 1.1.
(i) There is a unique continuousQ-linear map d/dx : P → P such that:
d
dx
(x)= 1, d
dx
(f · g)= d
dx
(f ) · g + f · d
dx
(g) for all f,g ∈ P ;
f ′ := d/dx(f ) is called the derivate of f with respect to x .
(ii) Let g ∈ P with g(0) = 0. Then there is a unique continuous Q-algebra homomor-
phism ηg : P → P such that ηg(x) = g. One denotes ηg(f ) also by f ◦ g or f (g)
and calls ηg the substitution homomorphism induced by g. If g′(0) = 0, then ηg is an
isomorphism.
(iii) There is a canonical continuous Q-algebra homomorphism [ ] : P → Q[[x]], where
Q[[x]] denotes the classical Q-algebra of formal power series in the associative (and
commutative) variable x such that [x] = x . One calls [f ] the classical power series
associated to f ∈ P .
Proof. The proofs are achieved by standard methods. First, one defines the linear maps on
the subalgebra of polynomials in x and then proves that they are continuous with respect
to the metric induced by the order function. Thus they can be continuously extended to all
of P . In particular, if g(0) = 0 and g′(0) = 0, then g(x) = αx + h(x), where 0 = α ∈ Q
and ord(h) 2. If ord(f )= k, then ηg(f )≡ αkf modulo the ideal Uk+1 of all elements
of order > k. Hence ηg induces an isomorphism of the Q-vector space Uk/Uk+1 and this
easily implies that ηg is an isomorphism on all the P . ✷
Example 1.2. Let
f =
∑
t∈M−{1M }
t ∈ P.
Then f 2 = f − x and thus
(
f − 1
2
)2
= 1
4
(1− 4x) and f = 1
2
(1−√1− 4x ).
The classical power series [f ] is obviously given by
[f ] =
∞∑
n=1
cat(n) · xn
and the Catalan number cat(n) is the number of planar binary trees with n leaves. Thus
[f ] = (1/2)(1−√1− 4x ).
314 V. Drensky, L. Gerritzen / Journal of Algebra 272 (2004) 311–3202. Definition of exp and log
The proofs of the following propositions are more or less standard. We include only
the first of them because it gives some additional information for the coefficients of the
nonassociative and noncommutative exponential series.
Proposition 2.1. There is a unique E(x) ∈Q{{x}} such that
E′(0)= 1, E(x) ·E(x)=E(2x).
Moreover, E′(x) = E(x), where E′(x) denotes the derivative of E(x) relative to x . The
tree power series E(x) is called the nonassociative, noncommutative exponential series
and will be denoted in this article by ex or exp(x).
Proof. (1) Inductively we define a map a :M → Q by putting a(t) := 1, if t = 1M or
t = x and otherwise a(t) := (a(t1) · a(t2))/(2n − 2), if n = deg(t) and t = t1 · t2 with
ti ∈M − {1M}. Let
E(x) :=
∑
t∈M
a(t) · t ∈ P =Q{{x}}.
It is easy to check that E(x) ·E(x)=E(2x):
E(2x)=
∑
t∈M
2deg(t)a(t) · t,
E(x) ·E(x)=
∑
(t1,t2)∈M×M
a(t1)a(t2) · t1 · t2
= 1+ 2a(x)+ · · ·
+
∑
t∈M,deg(t)2, t=t1·t2
(
a(t) · a(1M)+ a(1M)a(t)+ a(t1)a(t2)
) · t .
As 2a(t)+ a(t1)a(t2) = 2na(t) for any t ∈M with deg(t)  2, t = t1 · t2, we obtain the
desired functional equation.
(2) These computations also show the uniqueness.
(3) Let E(x)=∑∞n=0 fn where fn = fn(x) is homogeneous of degree n in x . Then
E(2x)=
∞∑
n=0
2nfn(x) and E(x) ·E(x)=
∞∑
n=0
hn with hn =
n∑
i=0
fi · fn−i
and hn is homogeneous of degree n. Thus
2nfn =
n∑
fi · fn−i and
(
2n − 2)fn = n−1∑fi · fn−i .i=0 i=1
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As f ′1 = x ′ = 1M = f0 this holds for n= 1.
Let n > 1. Then
(
2n − 2)f ′n =
n−1∑
i=1
fi−1fn−i +
n−1∑
i=1
fifn−i−1
as f ′i = fi−1, f ′n−i = fn−i−1 by induction hypothesis. Thus
(
2n − 2)f ′n =
(
f0 · fn−1 +
n−2∑
i=1
fi · fn−i−1
)
+
(
n−2∑
i=1
fi · fn−1−i + fn−1 · f0
)
.
Since
n−2∑
i=1
fi · fn−1−i =
(
2n−1 − 2)fn−1,
we obtain that
(
2n − 2)f ′n = 2(2n−1 − 2)fn−1 + 2fn−1 = (2n − 2)fn−1,
which proves the assertion. Hence
E′(x)=
∞∑
n=0
f ′n =
∞∑
n=1
f ′n =
∞∑
n=1
fn−1 =E(x). ✷
Proposition 2.2. There is a unique L(x) ∈Q{{x}} such that
L(0)= 0, L′(0)= 1, L(2x + x2)= 2 ·L(x)
Moreover,
exp
(
log(1+ x))= 1+ x, log(exp(x))= x.
There is a unique continuous Q-algebra derivation δ : P → P such that δ(x)= x . It is
denoted by x(d/dx) and is called Euler derivation. If f ∈ P is homogeneous of degree n,
then (x(d/dx))(f )= n · f .
The chain rule for the derivative d/dx does not hold in general for nonassociative power
series. However, in the very special situation of the following proposition it is true. The
proof is achieved by a direct computation (only for monomials) using induction on the
degree.
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homomorphism corresponding to ex − 1. Then
(
f ◦ (ex − 1))′ = f ′ ◦ (ex − 1)+(x d
dx
)
(f ) ◦ (ex − 1).
Proposition 2.4.
log′(1+ x)= 1−
(
x
d
dx
)(
log(1+ x)).
Remark 2.5. One can try to generalize different properties of the usual power series exp(x)
and log(1 + x) in the associative and commuting variable x to the nonassociative and
noncommutative case. As a result one may obtain different power series in Q{{x}}. For
example, it is easy to see that our exponent does not satisfy the condition ex · e2x = e3x
and even ex · e2x = e2x · ex . One of the reasons for this is the theorem of Kurosh [2] that
any subalgebra of the free nonassociative noncommutative algebra Q{x} is also free. This
easily implies that two power series f and g with ord(f ),ord(f ) 1 commute if and only
if they are the same up to a multiplicative constant.
3. Coefficients of exp
Let t ∈M , deg(t) > 1. We think of t as a planar binary rooted tree and denote by V (t)
the set of vertices of t . For any v ∈ V (t) we denote by tv the subtree of t below the vertex
v which is again a planar binary rooted tree. If v is the root of t , then tv = t . A subtree of
t is called closed if it is equal to tv for a vertex v.
Definition 3.1. Let k ∈ N and Vk(t) := {v ∈ V (t) | deg(tv) = k + 1}. Then µk(t) :=
Vk(t) is called the k-multiplicity of t , where S denotes the number of elements of the
finite set S.
Obviously {v ∈ V (t) | deg(tv)= 1} is the set of leaves of t , and thus the 0-multiplicity
is equal to deg. Also µn−1(t)= 1, if n= deg(t) and µk(t)= 0 for k  n.
Theorem 3.2. Let a(t) be the coefficient of t ∈ M in the expansion of exp(x), n =
deg(t) 1, µi = µi(t) for 1 i  n− 1. Then
a(t)= 1
2n−1
· 1∏n−1
i=2 (2i − 1)µi
.
Proof. It will be proved by induction on n.
If n = 1, then t = x and a(x) = 1. Since 1/2n−1 = 1 and the product over an empty
set is 1, we obtain that the right side of the formula is also equal to 1. Let now n > 1.
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hypothesis that
a(tj )= 12nj−1 ·
1∏nj−1
i=2 (2i − 1)µi(tj )
,
where µi(tj ) is the i-multiplicity of tj . In the course of the proof of Proposition 2.1 we
saw that
a(t)= a(t1) · a(t2)
2n − 2 .
Thus
a(t)= 1
2n − 2 ·
1
2n1−1
1
2n2−1
1∏n1−1
i=2 (2i − 1)µi(t1)
1∏n2−1
i=2 (2i − 1)µi (t2)
.
It is easy to see that a closed subtree of t is either a subtree of t1 or a subtree of t2 or
equal to t . It follows that
µj (t)= µj (t1)+µj (t2)
if 0 j  n− 2 while µn−1(t)= 1. Thus
n1−1∏
i=2
(
2i − 1)µi(t1) · n2−1∏
i=2
(
2i − 1)µi(t2) = n−2∏
i=2
(
2i − 1)µi(t)
and
a(t)= 1
2
· 1
2n1 − 1 ·
1
2n2 − 1 ·
1
(2n−1 − 1)
1∏n−2
i=2 (2i − 1)µi
which immediately gives the desired formula. ✷
Let
ω(n) := 2
n−1 ·∏n−1i=2 (2i − 1)
n! for n ∈N, n 1.
Then ω(1)= 1= ω(2) and
ω(n+ 1)= 2(2
n − 1)
n+ 1 · ω(n).
One can show that ω(n) ∈N. This series is not in the list of the On-Line Encyclopedia
of Integer Sequences of N.J.A. Sloane, see [4].
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Proof. If t = xn, then Vk(t)= 1 for 1 k  n− 1 and thus
a(xn)= 1
2n−1 ·∏n−1i=2 (2i − 1) . ✷
4. Coefficients of log
Let t ∈M , n= deg(t)  1. Identifying t with a planar tree, the set L(t) of leaves of t
has n vertices and is totally ordered. There is a unique ith leaf of t for 1 i  n.
If t = t1 · t2, ti ∈ M , deg(ti) > 0, then the ith leaf of t is the ith leaf of t1, if
i  n1 = deg(t1) and the (i − n1)th leaf of t2, if i > n1. Let f = (f1, . . . , fn) ∈ Pn,
P =Q{{x}}.
If n > 1, then we define inductively a Q-multilinear map t : Pn → P by
t (f1, . . . , fn) := t1(f1, . . . , fn1) · t2(fn1+1, . . . , fn).
If all fi are equal to g ∈ P , then t (g, . . . , g)= t ◦g = ηg(t), where ηg is the substitution
homomorphism of Proposition 1.1(ii).
If fi = si ∈M , then t (s1, . . . , sn) ∈M and it is obtained as a planar binary rooted tree
by identifying the root of si with the ith leaf of t for all i .
A rooted subtree of t is a subtree of t which contains the root of t . It is also called open
subtree of t because the complement of r in t is a disjoint family of closed subtrees of t .
A rooted subtree s of t is called dense in t , if every inner vertex of t is contained in s,
i.e., if V (t)−L(t)⊆ V (s).
Let s ∈M and ∆(s) be the set of all t ∈M such that s is a dense rooted subtree of t .
Then L(s)⊆ L(t) ∪ V1(t) where V1(t)= {v ∈ V (t) | deg(tv)= 2}.
Proposition 4.1.
(i) The map t →L(t)∩L(s) is a bijection between ∆(s) and Pot(L(s)) defined to be the
system of all subsets of L(s).
(ii) deg(t)= deg(s)+ (L(s) ∩ V1(t)).
(iii) (L(t) ∩L(s))= 2 deg(s)− deg(t).
Proof. (1) m= deg(s) and let li be the ith leaf of s for 1 i m.
If t ∈ ∆(s) there is a subset K of {1, . . . ,m} such that L(t) ∩ L(s) = {li | i ∈ K}. If
j /∈K , 1 j m, then lj must be a vertex in V1(t) because s is dense in t . Then tlj is
the unique element in M , with two leaves, namely tlj = x · x .
It follows that
t = s(t1, . . . , tm)
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proves (i).
(2) It follows from the construction in (1) that
deg(t)= L(t)= K + 2 · (m− K)=m+ (m− K)= deg(s)+ (L(s) ∩ V1(t))
which proves (ii).
(3) From (2) we get deg(t)= K + 2 ·m− 2K = 2m− K and thus
K = 2m− deg(t),
which proves (iii). ✷
Proposition 4.2. Let s ∈M,deg(s)=m 1. Then
s
(
2x + x2)= ∑
t∈∆(s)
22 deg(s)−deg(t) · t (x).
Proof. As the substitution operation is multilinear, one gets
s
(
2x + x2)= ∑
(σ1,...,σm)∈{2x,x2}
s(σ1, . . . , σm).
Let K = {i ∈ {1, . . . ,m} | σi = 2x}. Then s(σ1, . . . , σm) = 2K(σ ′1, . . . , σ ′m) with σ ′i := σi
if i /∈K and σ ′i = (1/2)σi = x , if σi = 2x . Then t = s(σ ′1, . . . , σ ′m) ∈∆(s) and all trees in
∆(s) are obtained in such a way. As K = (L(t) ∩L(s)) this proves the statement. ✷
Let t ∈M , n = deg(t)  1, and denote by Γ (t) the set of all s ∈M , s = t , which are
dense rooted subtrees of t .
Then t ∈∆(s) if and only if t = s or s ∈ Γ (t).
Theorem 4.3. Let b(t) be the coefficient of t ∈M in log(1+ x), n= deg(t) 2. Then
b(t)= (−1)
n
2(2n−1 − 1)
∑
s∈Γ (t)
22 deg(s)−deg(t) · b(s).
Proof. (1) Assume that f ∈ P,f =∑s∈M α(s) · s with f (0)= 0. Then
f
(
2x + x2)=∑
s∈M
∑
t∈∆(s)
α(s) · 22 deg(s)−deg(t) · t (x).
If β(t) denotes the coefficient of t ∈M in f (2x + x2), then
β(t)= 2deg(t)α(t)+
∑
α(s) · 22 deg(s)−deg(t).
s∈Γ (t)
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2b(t)= 2deg(t)b(t)+
∑
s∈Γ (t)
22 deg(s)−deg(t)b(s),
which for n= deg(t) 2 gives the assertion above. ✷
Example 4.4. One can show by induction on n that the coefficient of xn in log(1+ x) for
n 2 has the form
b(xn)= (−1)
n−1
2
2(
n−2
2 )∏n−1
i=2 (2i − 1)
.
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