Abstract This paper empirically analyzes the impact of exchange-rate uncertainty, exchange-rate movements, and expectations on foreign direct investment (FDI). Using data on US outward FDI for the period 1984-2004 we examine two competing measures of exchange-rate volatility. While the standard measure yields a discouraging effect on FDI outflows in all industries the alternative risk specification reveals a clear distinction between manufacturing and non-manufacturing industries, with the latter showing a positive correlation with increased exchange risk. A real appreciation of host-country currency was associated with higher FDI flows, while expectations about an appreciation showed a negative result.
the growth of exports and has become the driving force for economic development in many countries. On the one hand, FDI allows for a more efficient allocation of resources for the investing firm in the home country. The host country, on the other hand, benefits from knowledge transfers and spillovers as well as inciting competition and increased productivity. Policy makers have recognized the special position of incoming FDI as it can play an important role in promoting economic growth.
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Theoretical predictions for the effect of exchange-rate uncertainty on FDI are mixed across the literature. While, among others, Capel (1992) , Campa (1993) , and Rivoli and Salorio (1996) explain a negative relationship mainly due to a deterring effect of exchange-rate uncertainty on FDI. Theories of Cushman (1985 Cushman ( , 1988 , Broll and Wong (2006) , Goldberg and Kolstad (1995) , and Aizenman and Marion (2004) , for instance, explain a positive link between increased exchange-rate uncertainty and the size of FDI.
Under the assumption of imperfect capital markets, Froot and Stein (1991) connect the exchange-rate level and wealth positions with FDI. In their theory FDI is positively related to a depreciation of host-country currency. A similar theoretical result comes from Blonigen (1997) who plausibly shows how a real currency depreciation in the receiving country can increase acquisition FDI to this country. Cushman (1985 Cushman ( , 1988 , furthermore, presents diverse theoretical outcomes for the effect of the level of the real exchange rate on FDI decisions, depending on the source country of the inputs used for production, where the good is produced, and the country where the final good is sold. The author derives mainly a positive effect of real host-country currency depreciation on FDI that is along the lines of Froot and Stein (1991) and Blonigen (1997) . In addition, he models expectations about the future evolution of the real exchange rate and finds mixed results. Contrary, Campa's (1993) theory, which follows Dixit (1989) , predicts a negative relationship between real home-country currency valuation and FDI transactions to the host country.
Empirical findings for the effect of both exchange-rate uncertainty and the exchange-rate level on FDI mainly confirm these varying predictions. A positive impact of exchange-rate uncertainty on FDI is presented in studies by Cushman (1985 Cushman ( , 1988 , Goldberg and Kolstad (1995), de Meńil (1999) as well as Pain and van Welsum (2003) , among others. Studies reporting a negative correlation come from Campa (1993) , Bénassy-Quéré et al. (2001) , Urata and Kawai (2000) , and Kiyota and Urata (2004) to name a few. Görg and Wakelin (2002) in contrast found no significant relationship between real exchange-rate uncertainty and FDI. Froot and Stein (1991) , Cushman (1985) , and Blonigen (1997) corroborate their theoretical predictions of a positive correlation between host-country currency depreciation and FDI in their empirical analyses of FDI data, which is also in line with other empirical studies, e.g., Klein and Rosengren (1994) and Ito (2000) . Campa (1993) , to the contrary, reports a negative effect. However, a number of studies, including Pain and van Welsum (2003) and Stevens (1998) are not able to identify a statistically significant effect of host-country currency valuation on FDI.
Following a version of the analytical framework applied by Kiyota and Urata (2004) , this paper will investigate empirically how the volatility and the level of the real exchange rate as well as its expected future fluctuation affect US outward FDI. Due to the vast variety of possible specifications of exchange-rate uncertainty particular attention is given to the application of two measures of exchange-rate risk. In accordance to Cushman (1988) , the standard deviation of recent annual changes in the real exchange rate is adopted as benchmark definition. In the course of the analysis, this is tested against an alternative measure of uncertainty, specified as the part of real exchange-rate volatility that is not explained by the failures of the law of one price (Kiyota and Urata 2004) .
The empirical analysis will focus on industry-specific effects, using disaggregated FDI data at industry level. This is expected to provide better insight into the coherences across different industries and through pooling produce more efficient estimation results as compared to using country-level data.
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The structure of the paper is as follows. Section 2 introduces the analytical methodology used for the empirical investigation, including the benchmark model and the alternative measure of uncertainty, followed by a description of the underlying data. Regression results of both risk specifications are presented in Sect. 3. Section 4 incorporates some extensions to the model while focusing on the alternative measure of real exchange-rate risk before the paper concludes with Sect. 5.
Research design

Benchmark model
The analysis is based on an annual FDI time-series cross-section data set covering outward FDI flows from the US to six selected partner countries. The data set contains disaggregated data of nine industries over a period of 22 years from 1983 to 2004. The analytical examination follows in essence Cushman's (1988) variable specifications and a modified version of the model used in Froot and Stein (1991) and Klein and Rosengren (1994) as implemented by Kiyota and Urata (2004) for the econometric specification. Industry-specific FDI flows to the six countries are pooled to obtain a cross-section time-series data set for each of the nine industries in which countries are treated as cross-sections. This allows to analyze industryspecific characteristics common to the different partner countries and may help to disentangle ambiguous findings observed in previous studies that were conducted at the national level. FDI flows are measured as percentage of the receiving country's GDP which follows a common specification already used by Klein and Rosengren (1994) , Stevens (1998) , Pain and van Welsum (2003) and Kiyota and Urata (2004) for example.
The benchmark regression equation, which is applied separately to each of the nine industries, takes the form
where the left-hand side gives the dependent variable, which is industry-specific FDI outflow from the US to partner country i, FDI it , as proportion to country i's GDP in year t, GDP it . The explanatory variables on the right-hand side include the bilateral real exchange rate of the specific partner country i at time t, R it , the expected change in the real exchange rate, E(h it ), the standard deviation of the real exchange rate, Sd(h it ), and an error term, u it . The coefficients to be estimated are the constant b 0 , and the slope coefficients b 1 , b 2 and b 3 for variables lnR it , lnE(h it ) and Sd(h it ), respectively. The dependent variable is not transformed to natural logarithmic form because of negative values present in the underlying data. The real exchange rate, R it , is defined as annual nominal home-to-host currency exchange rate times the ratio of the two countries' price levels, P it /P t . According to Campa (1993) , the level of the real exchange rate, R, is calculated as the annual mean of the monthly exchange rates in year t. Real exchange-rate volatility, Sd(h it ), is measured by the 3-year moving average of the standard deviation of annual percentage changes in the end-of-month real exchange rate, R it , including the current year. Monthly nominal exchange-rate data are taken from EconStats (2007) . For the transformation of nominal exchange rates to real values producer price indices (PPI) of the home and the host countries are used, which were obtained from International Financial Statistics of the International Monetary Fund (IMF 2004) . Because data on PPI were not available on monthly basis, this paper uses interpolated quarterly PPI data from the IMF to derive missing monthly observations. Due to the rolling 3-year window in the determination of the standard deviation, exchange-rate data for the period 1981-2004 were used.
With h t = R t?1 /R t the expected future change in the real exchange rate, E(h t ), is defined as the ratio of expected future real exchange-rate level to current real exchange-rate level, E(R t?1 )/R t, and denotes the expected proportional change in R over one period. For the empirical investigation this ratio is proxied for each bilateral real exchange rate separately byR t =R t whereR t is the linear prediction from the regression
in which the current real exchange rate, R t , is fitted to a constant a, a time trend t, and an error term u t . Accordingly, investors who are assumed to take primarily a long view may expect R to return to a purchasing power parity (PPP) value for whichR t could be a reasonable estimate (Cushman 1988: 328) . If R is currently above its long-run trend value, which depicts an undervalued US dollar currency, the real exchange rate is expected to fall, representing an anticipated real appreciation of the US dollar in the next period. In this context the introduction of the euro in 1999 that affects three countries under study is seen as no concern to the application of Eq. 2 on real exchange rates for the effective years in this analysis. Despite the fixed bilateral nominal exchange-rate parities among the members of the European Monetary Union (EMU) country-specific real exchange rates continue to reflect international price ratios. Those ratios differ in their evolution as well as volatility, hence allowing for separate linear predictions of unequal real exchangerate movements for the corresponding countries. The estimation of Eq. 2 returned a positive correlation between the linear time trend and R t for four of six countries, with the real exchange rates of Canada and France showing a negative relation. The mean coefficient (b) of all countries is 0.003, the mean t ratio is 0.605, and the mean adjusted R 2 is 0.067. However, statistical significance of the linear time trend is reported only for the real exchange rates of the UK and Canada. The low mean adjusted R 2 for all countries represents a very weak overall fit of the linear time trend on the real exchange-rate data for the underlying time period. Better estimation quality demonstrated by Cushman (1988) might be due to the differing time period covered in the analysis.
In Eq. 1 a negative sign is expected for b 1 , implying decreasing FDI outflows to the partner country in reference to a real devaluation of the US dollar. This comes as a result of improved competitiveness in the export strategy as compared to the FDI strategy due to lower relative costs for domestic production. In case of a real appreciation of US dollar the opposite holds, i.e., shifting production to the foreign market lowers relative production costs. Following theoretical predictions by Cushman (1988) signs for b 2 and b 3 are undetermined.
Alternative measure of exchange-rate uncertainty
Unlike the majority of previous studies that use variances or standard deviations of exchange rates as a measure of uncertainty, a different approach is taken in this section, following a study by Kiyota and Urata (2004) . As a measure of volatility, we now employ a specification that only captures the part of real exchange-rate volatility not explained by failures of the law of one price. Failures to this principle can partly be explained by factors known to investors, such as distance and national border. It is argued that the part of real exchange-rate volatility accounted for by these factors can not be treated as 'uncertain'. After excluding the impacts from the failures of the law of one price, we predict a negative effect of the 'true' exchangerate volatility on FDI flows to the host country.
For analyzing the effect of this true exchange-rate volatility on FDI flows regression Eq. 1 from the benchmark model is altered to incorporate the alternative volatility specification. The regression equation, which again is applied separately to each industry, is of the following form
where the previously used standard deviation of future changes in the real exchange rate is now replaced by the unexplained part of real exchange-rate volatility, VOL it , for partner country i in year t.
Values for the country-specific unexplained part of real exchange-rate volatility, VOL it , are derived in the following way. The unexplained part of real exchange-rate volatility, VOL it , is obtained by calculating the absolute difference between the actual variance of the real exchange rate, var(R it ), and the part of the volatility explained by the failures of the law of one price, c varðR it Þ;
Actual real exchange-rate variance, var(R it ), is measured by the variance of percentage changes in the real exchange rate for the period of the preceding 2 years not including the current by using monthly data.
Real exchange-rate volatility explained by the failures of the law of one price, c varðR it Þ; is based on information known to market participants and therefore does not represent uncertainty per se, but rather a predictable factor. Concentrating on the unexplained part of exchange-rate volatility allows to specifically exploit effects caused by unknown, hardly predictable, economic factors. According to Engel and Rogers (1996) , who analyzed price dispersions among locations, distance and border are significant determinants for price variations. In the next step we, therefore, determine the explained part of real exchange-rate volatility along the lines of Kiyota and Urata (2004) by estimating a gravity equation of the form
where the subscript i denotes the host country, Dist i is the distance in kilometers between the capital cities of the US and the respective partner country i and l it is an error term. 3 The border effect is proxied by including the GDP of the home and the host country, GDP t and GDP it , respectively. This equation is estimated using a randomeffects model, including year dummies, to control for further country-specific random effects and macroeconomic shocks. The fitted values of this regression form the explained part of real exchange-rate volatility, c varðR it Þ; as included in Eq. 4. Figure 1 plots the actual real exchange-rate variance, var(R it ), against the predicted variance, c varðR it Þ; from Eq. 5 for a visual comparison. Noticeable is a roughly flat line at the bottom of the graph which depicts the variance of the USD/Can$ real exchange rate. This remarkably low variance could be seen as an affirmation of gravity theory in that it attests to the assumption of increasing exchange-rate uncertainty the larger the distance between two countries is. In the case of Canada, the common border with the US seems to decrease the according risk substantially.
Description of the data
The analytical investigation of the effects of the exchange rate and the exchangerate uncertainty on FDI flows is conducted on the basis of a data set obtained from the Bureau of Economic Analysis (BEA 2007) of the US Department of Commerce for the years 1982-2004. It contains data on international transactions between US parent companies and their foreign affiliates. The analysis concentrates on capital outflows as aggregated size, which consists of the three separate components equity capital outflows, reinvested earnings and intercompany debt outflows. Nominal FDI data were converted to real 2000 prices using the appropriate GDP deflator from IMF Country Tables (IMF 2004 ). Due to restrictions on both exchange rate as well as other country-specific data for the time period under study the coverage could not be expanded beyond six major US FDI recipients, namely Japan, Germany, the UK, Canada, France, and Italy, which nevertheless accounted for about 41% of total US FDI outflows during the sample period.
The long-run trends in US outward FDI flows, expressed as percentage of host country GDP, are presented in Table 1 . It can be seen that overall FDI outflows' share in GDP increased strongly from 0.25% in the 1980s to 0.8% during the first half of the current decade. However, across industries it shows significant differences. While FDI outflows in manufacturing industries in general increased slightly-in single industries even decreased-, a much clearer increase is identified among the nonmanufacturing industries Wholesale Trade, Depository Institutions and Finance, Insurance and Real Estate. Especially to be noted, FDI outflows in the Depository Institutions industry display the largest gain in their share of GDP, showing a fivefold surge from the 1990s to the beginning of the current decade.
Real exchange-rate data were derived from annual average observations of the nominal bilateral exchange rates, as taken from EconStats (2007) . The nominal exchange rate is denoted as the amount of home-country currency needed to purchase one unit of host-country currency. Due to data restrictions it was not possible to obtain industry related price indices for the construction of industryspecific real exchange rates. As reasonable alternative the PPI for each country is Real exchange-rate uncertainty and US foreign direct investment 519 123 used. The nominal exchange rates were then multiplied by the ratio of host country PPI to home country PPI. The development of the respective real exchange rates of the six partner countries in this sample is presented in Table 2 . Figures show that most currencies appreciated against the US dollar in real terms, with exception of Can$, over the period . During the first half of the 1990s all partner country currencies were stronger against the US dollar than at the beginning of the sample period as well as the beginning of the current decade. Only to the end of the sample period the US dollar revalued again against all currencies, but Japan yen. Real exchange rates for the three countries that introduced the euro as a common currency continue to be determined by both differing movements as well as volatilities of their country-specific international price ratios. In this regard, the introduction of euro is not further addressed at this point. The noticeable trends interestingly indicate a likely positive connection of homecountry currency depreciation and increasing FDI outflows during the sample period, which would be in contrast to theoretical predictions by Cushman (1988) and Froot and Stein (1991) , for instance. Discussion of the estimation results presented in Sect. 3 of this paper will shed light on this controversial issue. Tables (2004) Table 3 presents summary statistics for the variables used in the different regressions conducted in this paper. Complete information on industry-specific correlations of variables are detained at this point but can be provided by the authors upon request.
Econometric issues
Based on the data at hand, a simple test for serial correlation in the idiosyncratic errors of a linear panel-data model, as discussed by Wooldridge (2001) , was performed for all industries for the benchmark model in Sect. 2.1 as well as the alternative model specification discussed in Sect. 2.2. In both cases the null hypothesis of no first-order autocorrelation could generally not be rejected, except for All Industries and Finance, Insurance and Real Estate, indicating that the error terms within the time series of these two industries exhibit serial correlation. This will be controlled for by allowing a panel-specific autoregressive process with one lag (AR1) for the error terms in the regression.
To examine the existence of a potential heteroscedastic error structure in the panel data in the form of a nonconstant conditional variance of the error terms across different groups of the sample at one point in time, a likelihood-ratio test is conducted. Following closely the procedure proposed by Wiggins and Poi (2001) the existence of heteroscedasticity between panels in the data set at hand is revealed. In the underlying sample, countries seem to exhibit different sensitivities to changes in fundamental factors, therefore introducing cross-sectional heteroscedasticity of the error terms in the model.
As a further issue, the error terms of different cross-sections are assumed to be contemporaneously correlated due to a common element. It appears reasonable to presume a common element in the error terms of the different cross-sections because global macroeconomic shocks specific to an industry may well affect the same industry in all countries in a similar way.
As a result of above issues, usual OLS estimates would be inefficient in the presence of both serial correlation (within panel) and cross-sectional correlation 
Estimation results
Elasticities at the sample mean computed from the estimated coefficients in Eqs. 1 and 3 are presented in Tables 4 and 5 . For the subsequent presentation and interpretation FDI as proportion of GDP will be referred to as with the terms FDI or FDI flows for simplicity. The benchmark model specification of exchange-rate risk, Sd(h), measured as standard deviation of annual real exchange-rate changes over the preceding 3 years including the current, exhibits a statistically significant negative relationship with US FDI outflows in eight industries, including All Industries. In general, declining uncertainty about the future movements of the real exchange rate on average corresponded with increasing US FDI outflows for the period 1983-2004. These findings confirm a discouraging effect of exchange-rate volatility on FDI which is in accordance to empirical analyses of Bénassy-Quéré et al. (2001) and Urata and Kawai (2000) .
Exchange risk measured by the unexplained part of real exchange-rate volatility, VOL, is statistically significant in six of nine industries, though at least at the 5% Hence, an increase in real exchange-rate volatility that is not explained by the failures of the law of one price had on average an encouraging effect on US FDI outflows in these three latter industries. These results stand in opposition to findings by Kiyota and Urata (2004) who found a consistent negative effect of VOL on Japan's FDI outflows across all industries for the years 1990-2000. A remarkable feature in this context is the dichotomy of a negative effect in manufacturing sectors, corresponding to the benchmark results, and a positive effect in nonmanufacturing sectors in the alternative model.
Interesting to note is the relatively high sensitivity of US FDI outflows in Depository Institutions with respect to increased exchange risk in both models, showing a multiple of the other industries' sensitivities. Another characteristic in the comparison of the two model specifications is that for most of the industries in this study the reported sensitivities of FDI outflows with regard to real exchange-rate risk turn out to be lower when applying the alternative risk specification. Finance, Insurance and Real Estate is the only industry that exhibits a higher sensitivity for real exchange-rate uncertainty in comparison to the benchmark results. A real depreciation of the US dollar during the research period, indicated by a rise in R, was on average associated with an increase in US outward FDI flows in the majority of industries in both models, 4 which is at odds with theoretical predictions of Cushman (1988) and Froot and Stein (1991) as well as several empirical findings, 5 but in line with, for example, Campa (1993) and Görg and Wakelin (2002) .
The expected future change in the real exchange rate, E(h), shows very weak results for an effect on FDI outflows. In the two models the estimated coefficient is statistically significant only in the Chemicals industry. The reported effect is negative, stating that an expected future real devaluation [i.e., higher E(h)] of the US dollar was on average accompanied by decreased US FDI outflows of MNEs operating in the Chemicals sector. Apparently, this expectations variable generally seems inapplicable to explain locational decisions of MNEs as theoretically predicted by Cushman (1988) .
As adumbrated above the introduced alternative measure of real exchange-rate uncertainty, VOL, produces not only a clustered outcome among identified industries but also less sensitive reactions of FDI outflows to real exchange-rate risk vis-à-vis the benchmark specification. In addition, the overall goodness-of-fit as indicated by the Akaike Information Criterion (AIC) and the log-likelihood is in general better for the alternative model specification than for the benchmark model. This leads to the conclusion that the unexplained part of real exchange-rate volatility as a measure of 'true' uncertainty seems superior to the more commonly used standard deviation from the benchmark model. Further research is required to assert those coherences in reference to different country sets and time frames.
Further extensions
Having discussed the two competing measures of real exchange-rate uncertainty in the preceding section the analysis is now augmented with additional explanatory variables traditional to FDI analyses, though, directed only to the unexplained part of real exchange-rate uncertainty as risk measure. Previous studies by Froot and Stein (1991) , Klein and Rosengren (1994) , Ito (2000) , Sazanami et al. (2003) , Kiyota and Urata (2004) and others have discovered that capital stock already existent in the host country as well as relative labor costs are important factors in determining new FDI. Agglomeration might be important for FDI decisions because of its status as indicator for established markets and positive investment climate. Since FDI incurs substantial sunk costs, a considerable existing stock of FDI in a country is regarded as sign of security for potential investors and could encourage new FDI. An investor may find further benefits in a market with larger FDI stock as compared to other markets, such as knowledge spillovers from other firms and network effects. As argued by Kiyota and Urata (2004) , at the industry level FDI stock can partly capture the agglomeration effect. To incorporate this possible effect accumulated FDI flows from the previous period are included as proportion of hostcountry GDP (K/GDP) i,t-1 , into the regression. K i,t-1 is defined as the cumulated sum of industry-specific real US FDI outflows to the particular partner country i from 1982 to t -1.
As another explanatory variable the ratio of the home-country unit labor cost index to the host-country unit labor cost index (ULC/ULC i ) t , is included in the regression equation to control for relative labor costs. This measure is preferred over wage rates because it does not only quantify labor cost distinctions but also productivity differences between two partner countries in that unit labor cost gives the actual labor cost necessary to produce one unit of output. Data on national-level unit labor costs are taken from the US Bureau of Labor Statistics (BLS 2007) and transformed to ratios. Multinational companies are presumed to favor regions with higher productivity and lower labor cost over others when locating new FDI.
Motivated by Görg and Wakelin (2002) , a third variable is added to control for financing costs in the home country. This is proxied by the inclusion of the relative real interest rate (i/i i ) t , between the US and its particular partner country. Especially MNEs that depend largely on external financing for their business may be discouraged by higher real interest rates. Annual nominal interest rate information are obtained from IMF Country Tables (IMF 2004 ) and transformed to real values by the GDP deflator with base year 2000 to correct for changes in the purchasing power of money.
With the addition of these new explanatory variables the augmented regression equation becomes
where a time trend, Trend it , cumulated stock of real US FDI outflows relative to GDP in the host-country of the previous period (K/GDP) i,t-1 , unit labor cost ratio (ULC/ULC i ) t , and real interest rate ratio (i/i i ) t , are included. With the inclusion of a trend variable we control for possible trends in US outward FDI as indicated in Table 1 and follow more closely the specification used by Kiyota and Urata (2004) who reported significant trends in Japan's FDI. Coefficients b 5 and b 6 are expected to show positive signs as a larger existing stock of FDI in the destination region and higher relative unit labor cost at home promote FDI flows to the host country. A significant negative sign on b 7 would indicate higher dependency of the MNE on domestic financing, and thus discourage FDI in face of higher domestic capital costs.
As discussed earlier in Sect. 2.4 a simple test for first-order autocorrelation was performed for the benchmark specification. Due to the changed specification in the augmented model, the same test was conducted including the additional variables. This time, the test statistic had to be rejected in all but one industry. Wholesale Real exchange-rate uncertainty and US foreign direct investment 525
123
Trade was found to exhibit no first-order autocorrelation in the underlying data. In opposition to this, all other industries now show serial correlation with at least one lag. For these industries a panel-specific AR(1) process is assumed during the estimation, using FGLS again.
Results of the augmented model regression expressed in elasticities at the sample mean calculated from coefficients in Eq. 6 are presented in Table 6 . Results for the level of the real exchange rate, R, correspond to those from the benchmark and the alternative model in Tables 4 and 5 . Estimates for the expected future change in the real exchange rate, E(h), show mixed outcomes. An expected real depreciation of the US dollar in the subsequent period has had a diminishing effect on US FDI outflows in Chemicals and Wholesale Trade industries. Whereas increases in outward FDI in Electric Machinery and Depository Institutions were associated with appreciation expectations for the host-country currency.
In spite of controlling for additional factors concerning FDI decisions the bipartite results on real exchange-rate volatility, VOL, for manufacturing and non-manufacturing sectors remain present, though, less pronounced due to a reduction in the number of reported industries. The absolute sensitivity of FDI outflows to real exchange-rate risk is highest for Depository Institutions as before, which, in conjunction with sensitivities on real exchange-rate level and future expectations, discloses a significant dependence on real exchange-rate characteristics for this industry. Among the additional control variables existing stock of FDI in the host country proves to be highly significant in six industries, showing the expected positive sign in all but one cases. A negative effect on new FDI, however, is found for Depository Institutions. Higher productivity, as captured by the unit labor cost ratio, is found to be important for FDI decisions in Food, Chemicals and Wholesale Trade industries. An exception again are Depository Institutions in that they show a strong link between increased unit labor costs at home relative to the host country and reduction of FDI in the host country. The inclusion of the real interest rate ratio yields a significant negative effect on FDI in Food, Chemicals, Primary and Fabricated Metals, and Wholesale Trade industries. MNE in these four industries appear to rely more on external financing, especially domestic, than others. Hence their investment decisions are notedly influenced by changes in real interest rates. Interestingly, according to de Serres et al. (2006: 47) the Chemical, Wholesale Trade and Food industries are listed among the top ten industries most dependent on external finance, thus the result in this analysis would confirm the strong interest rate dependence of these industries as implied by de Serres et al. (2006) . In contrast to our findings, a positive effect of relative interest rate on US outward FDI is found by Görg and Wakelin (2002) . However, the applied measure of FDI is very different in that it is defined as US outward MNE sales of affiliates in the host country rather than capital transfers.
Corresponding to Kiyota and Urata (2004) a trend variable, Trend, was included in the regression to control for a possible time dependent evolution of US FDI outflows during the sample period. As indicated by the discussion in Sect. 2.3 a significant and positive trend in US outward FDI as percentage of host-country GDP is confirmed for six out of nine industries describing an autonomous expansion of FDI in these industries independent of the variables under study. The specific upsurge in FDI outflows in Depository Institutions from Table 1 is also noticeable reflected in the high sensitivity of the trend variable in Table 6 . Yet, the results in this analysis stand in contrast to the consistently negative findings of Kiyota and Urata in their study on Japan's outward FDI to its partner countries for the period 1990-2000.
Concluding remarks
This paper introduces an analytical framework that analyzes the impact of real exchange-rate risk, the real exchange-rate level and its expected future change on outward FDI flows in nine industries from the US to six partner countries for the period . Two different measures of exchange-rate uncertainty are applied for this purpose.
Using first a benchmark definition of real exchange-rate risk, measured by the standard deviation of annual percentage changes, the empirical analysis shows a statistically significant negative effect on US outward FDI flows for the majority of industries. These findings are in line with empirical studies of Bénassy-Quéré et al. (2001) and Urata and Kawai (2000) .
Applying an alternative measure of real exchange-rate risk, defined as the unexplained part of real exchange-rate volatility, results exhibit a clustered characteristic among industries. While manufacturing industries reveal a negative effect of real exchange-rate risk on US FDI outflows, the relationship is positive for nonmanufacturing sectors. Moreover, calculated sensitivities are generally lower when using the alternative exchange risk specification. This seems to indicate a better applicability of the unexplained part of real exchange-rate volatility, as adopted from Kiyota and Urata (2004) , when studying locational decisions of multinational firms.
In contrast to theoretical predictions of a negative effect of real home-country currency depreciation on outward FDI results show a persistent positive sign across industries for the underlying research period. Statistical significance is reported for most industries. This is a clear difference to earlier empirical findings by Klein and Rosengren (1994) and Ito (2000) among others. The controversial result may be due to the particular period covered, which in this analysis differs from previous studies in that a more recent time frame is used. The specific pattern of the positive relationship between home-country currency depreciation and FDI outflows can be explained by the increased FDI flows worldwide applying to most countries, including the US. This development, at the same time, coincided with a real depreciation of the US dollar against major currencies, leading to these particular findings.
Expectations on future changes of the real exchange rate are found to have a statistically significant effect in only one industry. In the Chemicals industry an expected future depreciation of the real exchange rate is associated with diminishing FDI activities of MNEs.
The inclusion of additional control variables within an augmented model framework, namely existing stock of FDI, relative unit labor costs and relative real interest rate, improves the overall goodness-of-fit of the estimation and contributes largely to the explanation of US FDI outflows. The cumulated stock of FDI shows the expected positive sign and is statistically significant in six of nine industries. Similarly, higher domestic unit labor costs compared to the host country stimulate FDI outflows in four of the investigated industries.
Assuming mainly domestic financing of funds we expected the relative real interest rate, defined as home-to-host-country real interest rate, to capture financing costs of MNEs engaged in FDI. The anticipated negative effect is found to be statistically significant in four industries, of which three are listed among the sectors most dependent on external financing according to a study by de Serres et al. (2006) . Those industries, therefore, seem to be more sensitive to interest rate fluctuations than other industries in this study for which no effect is observed.
