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and for putting up with me during the more difficult times.
Lastly and most importantly, I owe the greatest debt of gratitude to my parents, Jelena
and Jovan Pregelj, for the unconditional love and support that t ey have given me as I
pursue my dreams. For all this and much more, I dedicate this thesis to them.
iii
TABLE OF CONTENTS
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .vii
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
SUMMARY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .xvi
1 INTRODUCTION AND BACKGROUND . . . . . . . . . . . . . . . . . . . 1
1.1 Thesis Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 MODELING OF RENEWABLE DISTRIBUTED GENERATION . . . . . 8
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Development of a flexible PV system simulation tool . . . . .. . . . . . . 9
2.2.1 Insolation model . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2 Thermal model . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.3 DC power model . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.4 AC model of a PV system . . . . . . . . . . . . . . . . . . . . . . 22
2.3 Summary of commercial PV simulation programs . . . . . . . . .. . . . 23
2.4 Case study: Georgia Tech Aquatic Center PV system . . . . . . . .. . . 26
2.4.1 Validation of the GT simulator for planar surfaces . . .. . . . . . 30
2.4.2 Modeling GTAC PV system as a multi-planar array . . . . . .. . 36
2.5 Case study: Photovoltaic Power Tower . . . . . . . . . . . . . . . . .. . 39
2.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3 AVAILABILITY ANALYSIS AND DESIGN OPTIMIZATION OF PV SYS-
TEMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .47
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2 System Configurations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3 Novel inverter control strategy for multi-inverter systems . . . . . . . . . 51
3.4 Statistical performance analysis . . . . . . . . . . . . . . . . . .. . . . . 51
3.5 Optimal Number of Inverters: Cost Vs. Reliability . . . . . . . . . . . 54
iv
3.6 Case Study: Georgia Tech Aquatic Center PV system . . . . . . . .. . . 55
3.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4 QUANTITATIVE TECHNIQUES FOR ANALYSIS OF LARGE DATA SETS
IN RENEWABLE DISTRIBUTED GENERATION . . . . . . . . . . . . . . 62
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.1.1 Renewable distributed generation . . . . . . . . . . . . . . . . .. 64
4.2 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.3 Clustering analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.4 Detection of boundary points . . . . . . . . . . . . . . . . . . . . . . .. 75
4.5 Numerical Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.6 The effect of random PV system locations . . . . . . . . . . . . . . . . . 86
4.7 The effect of using voltage source inverters . . . . . . . . . . . . . . . . . 87
4.8 Monte Carlo analysis using the reduced set . . . . . . . . . . . . . . 90
4.9 Algorithm performance and dimensionality . . . . . . . . . . .. . . . . . 95
4.10 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5 OPTIMIZATION OF RELIABILITY OF RADIAL FEEDERS . . . . . . . 100
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.2 Radial feeder without DG: Design issues . . . . . . . . . . . . . . .. . . 101
5.3 Optimal recloser positioning for improved reliabilityof radial feeders . . . 105
5.4 Sensitivity analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . .111
5.5 Economic sensitivity analysis . . . . . . . . . . . . . . . . . . . . .. . . 114
5.6 Treatment of uncertainty through Monte Carlo simulations . . . . . . . . 117
5.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6 NON-RADIAL, DG-ENHANCED FEEDER DESIGN . . . . . . . . . . . .123
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.2 Features of the developed reliability model . . . . . . . . . .. . . . . . . 124
6.2.1 Network (loop) feeder configuration . . . . . . . . . . . . . . .. 124
6.2.2 Islanded operation of DG-enhanced feeders . . . . . . . . . 125
6.2.3 Three phase analysis . . . . . . . . . . . . . . . . . . . . . . . . 131
v
6.3 Calculating the composite reliability index of a DG-enhaced feeder . . . 132
6.4 Genetic algorithm for the optimal allocation of DGs and protection de-
vices in a non-radial feeder . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.4.1 Solution representation . . . . . . . . . . . . . . . . . . . . . . . 140
6.4.2 Selection process . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.4.3 Crossover operator . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.4.4 Mutation operator . . . . . . . . . . . . . . . . . . . . . . . . . . 148
6.5 Parameters of a genetic algorithm . . . . . . . . . . . . . . . . . . .. . . 149
6.5.1 Adaptive genetic algorithm . . . . . . . . . . . . . . . . . . . . . 151
6.5.2 Parametrization of the genetic algorithm . . . . . . . . . .. . . . 153
6.6 Application: Optimal DG and recloser placement in distribution networks 165
6.6.1 Recloser placement on a feeder equipped with capacity constrained
generators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
6.6.2 DG placement for a given allocation of protection devic s . . . . . 173
6.6.3 Simultaneous allocation of DGs and reclosers . . . . . . .. . . . 174
6.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
7 ACCOMPLISHMENTS AND CONTRIBUTIONS . . . . . . . . . . . . . .180
APPENDIX A CALCULATION OF THE SOLAR ANGLES . . . . . . . . .184
APPENDIX B OPTIMIZATION OF RELIABILITY OF RADIAL FEEDERS189
APPENDIX C TEST SYSTEMS . . . . . . . . . . . . . . . . . . . . . . . . .199
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .205
VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .211
vi
LIST OF TABLES
1 The summary of existing DG technologies. . . . . . . . . . . . . . . .. . 3
2 World photovoltaic module production, consumer and commercial, 1994-
2002. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3 Comparative analysis of models implemented in commercial PV simula-
tion programs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4 Measured tilts of modules in the GTAC PV system. . . . . . . . . . .. . . 28
5 Electrical properties of modules used for the power tower PV system. . . . 40
6 Orientation of four subarrays used in the Power Tower PV system and the
associated module temperature coefficients. . . . . . . . . . . . . . . . . . 40
7 The operating voltages and power outputs of four subarraysmaking the
Power Tower PV system. . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
8 The operating voltages and power outputs of four subarraysmaking the
Power Tower PV system (tower rotated 45 degrees to the East).. . . . . . . 44
9 Customer preferences among energy resources. . . . . . . . . . . .. . . . 65
10 Most favorable renewable energy options. . . . . . . . . . . . . .. . . . . 65
11 The total annual energy and extreme values for feeder losses and power
taken from the substation, obtained using both reduced and full ata set. . . 83
12 Total feeder losses, energy consumption and average power factor over
1000 Monte Carlo simulations for different PV distribution schemes and
inverter control strategies. . . . . . . . . . . . . . . . . . . . . . . . . .. . 92
13 The performance of the clustering algorithm on a 3-dimensional data set. . . 96
14 The performance of the clustering algorithm on a 5-dimensional data set. . . 97
15 The best reliability indices obtained for various recloser placement schemes
(rural radial feeder). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
16 The best reliability indices obtained for various recloser placement schemes
(suburban radial feeder). . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
17 The best reliability indices obtained for various recloser placement schemes
(urban radial feeder). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
18 Sensitivity of reliability indices to the damage restoraion time (suburban
feeder). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
vii
19 Sensitivity of reliability indices to the manual restoration time (suburban
feeder). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
20 Sensitivity of reliability indices to the fault incidence rate (suburban feeder). 113
21 Sensitivity of reliability indices to the fraction of permanent faults (subur-
ban feeder). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
22 Sensitivity of reliability indices to the percentage of fuses protected (sub-
urban feeder). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
23 Assumed protection device relative costs. . . . . . . . . . . . .. . . . . . 114
24 Total costs of all protection devices on a feeder for various protection
schemes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
25 Sensitivities of indices SAIFI and SAIDI to the costs of protection schemes. 116
26 Sensitivities of MAIFIe and composite index to the costs of protection
schemes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
27 Sensitivities of the number of sustained interruptions,utage time and mo-
mentary interruptions to the costs of protection schemes. .. . . . . . . . 116
28 Population members sorted by their rank and their corresponding fitness
functions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
29 Characteristic parameters of the genetic algorithm for the two considered
feeders. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
30 The performance of the GA for various probabilities of cross ver and mu-
tation, using arithmetic crossover (feeder #1) . . . . . . . . . .. . . . . . 157
31 The performance of the GA for various probabilities of cross ver and mu-
tation, using heuristic crossover (feeder #1) . . . . . . . . . . .. . . . . . 157
32 The performance of the GA for various probabilities of cross ver and mu-
tation, using one–point crossover (feeder #1) . . . . . . . . . . .. . . . . . 157
33 The performance of the GA for various probabilities of cross ver and mu-
tation, using arithmetic crossover (feeder #1) . . . . . . . . . .. . . . . . 158
34 The performance of the GA for various probabilities of cross ver and mu-
tation, using heuristic crossover (feeder #1) . . . . . . . . . . .. . . . . . 158
35 The performance of the GA for various probabilities of cross ver and mu-
tation, using one–point crossover (feeder #1) . . . . . . . . . . .. . . . . . 158
36 The performance of the GA for various probabilities of cross ver and mu-
tation, using arithmetic crossover (feeder #2) . . . . . . . . . .. . . . . . 162
viii
37 The performance of the GA for various probabilities of cross ver and mu-
tation, using heuristic crossover (feeder #2) . . . . . . . . . . .. . . . . . 162
38 The performance of the GA for various probabilities of cross ver and mu-
tation, using one–point crossover (feeder #2) . . . . . . . . . . .. . . . . . 162
39 The performance of the GA for various probabilities of cross ver and mu-
tation, using arithmetic crossover (feeder #2) . . . . . . . . . .. . . . . . 163
40 The performance of the GA for various probabilities of cross ver and mu-
tation, using heuristic crossover (feeder #2) . . . . . . . . . . .. . . . . . 163
41 The performance of the GA for various probabilities of cross ver and mu-
tation, using one–point crossover (feeder #2) . . . . . . . . . . .. . . . . . 163
42 The reliability composite index for various DG sizes and recloser place-
ment strategies (feeder #1). . . . . . . . . . . . . . . . . . . . . . . . . . .166
43 The reliability composite index for various DG sizes and recloser place-
ment strategies (feeder #2). . . . . . . . . . . . . . . . . . . . . . . . . . .171
44 The optimal DGs and reclosers allocation for the test feeder #1. . . . . . . . 176
45 The optimal DGs and reclosers allocation for the test feeder #2. . . . . . . . 176
46 Parameters used for the reliability analysis of three radial feeders. . . . . . 189
47 The positions of lateral protection devices, for all three considered feeders. . 190
48 Top five positions for adding a single recloser to the suburban feeder equipped
only with a substation breaker. . . . . . . . . . . . . . . . . . . . . . . . .191
49 Top five positions for adding a single recloser to the suburban feeder equipped
with a substation breaker and lateral fuses. . . . . . . . . . . . . .. . . . . 191
50 Top five locations for adding a single recloser to the suburban feeder equipped
with a substation breaker and lateral reclosers. . . . . . . . . .. . . . . . . 191
51 Top five positions for adding two reclosers to the suburbanfeeder equipped
only with a substation breaker. . . . . . . . . . . . . . . . . . . . . . . . .192
52 Top five positions for adding two reclosers to the suburbanfeeder equipped
with a substation breaker and lateral fuses. . . . . . . . . . . . . .. . . . . 192
53 Top five positions for adding a single recloser to the ruralfeeder equipped
only with a substation breaker. . . . . . . . . . . . . . . . . . . . . . . . .193
54 Top five positions for adding a single recloser to the ruralfeeder equipped
with a substation breaker and lateral fuses. . . . . . . . . . . . . .. . . . . 193
55 Top five locations for adding a single recloser to the ruralfeeder equipped
with a substation breaker and lateral reclosers. . . . . . . . . .. . . . . . . 193
ix
56 Top five positions for adding two reclosers to the rural feeder equipped only
with a substation breaker. . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
57 Top five positions for adding two reclosers to the rural feeder equipped with
a substation breaker and lateral fuses. . . . . . . . . . . . . . . . . . 194
58 Sensitivity of reliability indices to the damage restoraion time (rural feeder).195
59 Sensitivity of reliability indices to the manual restoration time (rural feeder). 195
60 Sensitivity of reliability indices to the fault incidence rate (rural feeder). . . 195
61 Sensitivity of reliability indices to the fraction of permanent faults (rural
feeder). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
62 Sensitivity of reliability indices to the percentage of fuses protected (rural
feeder). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
63 Top five positions for adding a single recloser to the urbanfeeder equipped
only with a substation breaker. . . . . . . . . . . . . . . . . . . . . . . . .196
64 Top five positions for adding a single recloser to the urbanfeeder equipped
with a substation breaker and lateral fuses. . . . . . . . . . . . . .. . . . . 196
65 Top five locations for adding a single recloser to the urbanfeeder equipped
with a substation breaker and lateral reclosers. . . . . . . . . .. . . . . . . 196
66 Top five positions for adding two reclosers to the urban feeder equipped
only with a substation breaker. . . . . . . . . . . . . . . . . . . . . . . . .197
67 Top five positions for adding two reclosers to the urban feeder equipped
with a substation breaker and lateral fuses. . . . . . . . . . . . . .. . . . . 197
68 Sensitivity of reliability indices to the damage restoraion time (urban feeder).198
69 Sensitivity of reliability indices to the manual restoration time (urban feeder).198
70 Sensitivity of reliability indices to the fault incidence rate (urban feeder). . . 198
71 Sensitivity of reliability indices to the fraction of permanent faults (urban
feeder). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
72 Sensitivity of reliability indices to the percentage of fuses protected (urban
feeder). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
73 Parameters of test feeder #1. . . . . . . . . . . . . . . . . . . . . . . . .. 200
74 Parameters of test feeder #1 (continued). . . . . . . . . . . . . . . . . 201
75 Parameters of test feeder #2. . . . . . . . . . . . . . . . . . . . . . . . .. 203
76 Parameters of test feeder #2 (continued). . . . . . . . . . . . . . . . . 204
x
LIST OF FIGURES
1 Optimal size of a power plant as a function of its cost (1930-1990). . . . . . 2
2 Global wind energy capacity and annual additions per year.. . . . . . . . 3
3 Diagram of a photovoltaic (PV) system . . . . . . . . . . . . . . . . . .. 10
4 Three regions of the sky dome (Perez model). . . . . . . . . . . . . .. . . 14
5 Components of the solar radiation on a tilted surface. . . . . .. . . . . . . 15
6 The influence of atmospheric conditions on the I-V curve of asol r cell. . . 18
7 The influence of cell temperature and insolation on PV module power pro-
duction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
8 Principle of deriving the approximate solution of the solar cell’s I-V equation. 22
9 Relative error in the calculation of the P-V curve using second rder Taylor
expansion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
10 The main screen of the GT simulator. . . . . . . . . . . . . . . . . . . .. 26
11 An aerial view of the Georgia Tech Aquatic Center. . . . . . . . .. . . . . 27
12 Wiring diagram of the Georgia Tech Aquatic Center PV system. . . . . . . 29
13 Schematic representation of the array mounting scheme. .. . . . . . . . . 29
14 The plane of array insolation calculated with PVGRID, PV Design Pro and
the GT simulator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
15 The module temperature calculated with PVGRID, PV Design Pro and the
GT simulator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
16 The DC power output calculated with PVGRID, PV Design Pro and the GT
simulator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
17 The total estimated annual DC energy output of the system,calculated with
PVGRID, PV Design Pro and the GT simulator. . . . . . . . . . . . . . . . 33
18 Plane of array insolation throughout one year, calculated using the GT sim-
ulator and PV Design Pro. . . . . . . . . . . . . . . . . . . . . . . . . . . 34
19 Plane of array insolation throughout one year, calculated using the GT sim-
ulator and PVGRID. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
20 DC power output throughout one year, calculated using theGT simulator
and PV Design Pro. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
xi
21 DC power output throughout one year, calculated using theGT simulator
and PVGRID. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
22 The relative error (per month) introduced by modeling GTAC PV system
as a planar array, with tilt and azimuth equal to tilt and azimuth of a south-
facing subarray. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
23 Modeling error (per month) introduced by neglecting the electrical interac-
tion between the individual system subarrays. . . . . . . . . . . .. . . . . 38
24 A rectangular tower with photovoltaic modules mounted onall four sides
(PV power tower). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
25 Energy loss (per month) due to the parallel connection of four subarrays. . . 41
26 P-V curves of all four subarrays and the equivalent P-V curve for the entire
array in a single-inverter configuration. . . . . . . . . . . . . . . . . . . 42
27 Energy loss (per month) due to the parallel interconnection of four subar-
rays. Individual subarrays oriented due southeast, northeas , northwest and
southwest, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . .43
28 P-V curves of all four subarrays and the equivalent P-V curve for the entire
array. Individual subarrays are oriented due southeast, northeast, northwest
and southwest, respectively. . . . . . . . . . . . . . . . . . . . . . . . . .. 44
29 Typical inverter configurations in a DG system. . . . . . . . . .. . . . . . 48
30 Mismatch between the histogram of the typical PV inverterDC power out-
put and its corresponding efficiency. . . . . . . . . . . . . . . . . . . . . . 50
31 The 20-year data set of PV system operation. . . . . . . . . . . . . . 53
32 Flowchart of the Monte Carlo procedure for determining thereliability co-
efficientK. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
33 Inverter price (per VA) as a function of its size. . . . . . . . . . . . . . 55
34 The performance-adjusting reliability coefficient as a function of the num-
ber of inverters in the system. . . . . . . . . . . . . . . . . . . . . . . . . .57
35 The optimal number of inverters in the system. . . . . . . . . . .. . . . . 58
36 The dependence of the reliability coefficient on the failure characteristics
of the inverter and repair time. . . . . . . . . . . . . . . . . . . . . . . . .59
37 The dependence of the reliability coefficient on the geographical location. . 59
38 Indications of customers’ willingness to pay premium monthly amount for
electric power from renewable energy sources obtained fromthe polls. . . . 66
xii
39 The layout of the distribution feeder with one possible alocation of dis-
tributed generators. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
40 The effect of a PV generator with capacity scaled from 10% to 40% of
nominal load on a load profile. . . . . . . . . . . . . . . . . . . . . . . . . 70
41 Illustration of the Quickhull algorithm. . . . . . . . . . . . . .. . . . . . . 76
42 Numerical example: The data and cluster center points (projection onto the
PV-P plane, 20 clusters). . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
43 Numerical example: The data and cluster center points (projection onto the
P-Q plane, 20 clusters). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
44 Numerical example: The data and cluster center points (projection onto the
PV-P plane, 100 clusters). . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
45 Numerical example: The data and cluster center points (projection onto the
P-Q plane, 100 clusters). . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
46 Numerical example: The data and cluster center points (projection onto the
PV-P plane, 200 clusters). . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
47 Numerical example: The data and cluster center points (projection onto the
P-Q plane, 200 clusters). . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
48 The mean squared error, voltage and active power loss indices. . . . . . . . 81
49 Numerical example: The original data setX (28137 points). . . . . . . . . . 82
50 Numerical example: The convex hull ofX and the set of extreme pointsE
(94 points). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
51 The duration curve for active losses calculated using cluster point represen-
tatives (m= 10,50), hull points, and using all 28137 data points. . . . . . . 84
52 The duration curve for power factors calculated using cluster point repre-
sentatives (m= 10,50), and using all 28137 data points. . . . . . . . . . . . 85
53 The average annual feeder voltages across one feeder branch, calculated
using cluster point representatives (m = 10,50), hull points and using all
28137 data points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
54 The placement of PV generators along the distribution feeder assuming
uniform random distribution, but different PV system block sizes. . . . . . 87
55 The modes of operation of a voltage source inverter. . . . . . . . . . . 89
56 Histograms of annual inverter active energy production and the correspond-
ing reactive production, limited byQmax andQlim. . . . . . . . . . . . . . . 89
xiii
57 Voltage duration curves at bus 54 for different PV block sizes. Inverters
supplying maximum reactive power possible. . . . . . . . . . . . . .. . . 93
58 Power factor duration curves for different inverter control strategies. PV
system block size is 20 kW. . . . . . . . . . . . . . . . . . . . . . . . . . . 93
59 Loading levels for 5 most heavily loaded branches, with and without PV
support. PV system block size is 2 kW, inverters operating at0.85 power
factor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
60 Recloser placement strategy flowchart (utility experience). . . . . . . . . . 104
61 The topology diagram of the urban feeder used for reliability analysis. . . . 106
62 The topology diagram of the suburban feeder used for reliability analysis. . 107
63 The topology diagram of the rural feeder used for reliability analysis. . . . . 108
64 The topology diagram of the rural feeder used for reliability analysis. . . . . 109
65 Distribution of the cost for a single-recloser, lateral-fuses scheme. . . . . . 118
66 The calculated distribution of the sensitivity∆$/∆S AIFI. . . . . . . . . . . 120
67 The calculated distribution of the sensitivity∆$/∆S AIDI. . . . . . . . . . . 120
68 The calculated distribution of the sensitivity∆$/∆COMPOS IT E. . . . . . 121
69 The calculated distribution of the sensitivity∆$/∆MAIFIe. . . . . . . . . . 121
70 The improvement in system reliability by strategic placement of reclosers
and DGs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
71 Relationship of interconnection terms. . . . . . . . . . . . . . . .. . . . . 126
72 The distribution feeder equipped with six capacity constrained distributed
generators and five reclosers, and the corresponding reliability zones. . . . . 134
73 The zone load duration curve and the maximum generation ofdistributed
generators for a particular reliability zone. . . . . . . . . . . . . . . . . 136
74 The flowchart of a typical genetic algorithm. . . . . . . . . . . . . . . . 140
75 Normalized geometric ranking selection (NGRS) method forgenetic algo-
rithms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
76 One-point binary crossover. . . . . . . . . . . . . . . . . . . . . . . . .. . 147
77 One-point decimal crossover with creeping. . . . . . . . . . . .. . . . . . 147
78 Single-position uniform mutation. . . . . . . . . . . . . . . . . . . . . 148
xiv
79 Convergence of the genetic algorithm: thebestvalue of the composite in-
dex, per generation, for various combinations of crossoverand mutation
probabilities (using arithmetic crossover). . . . . . . . . . . .. . . . . . . 160
80 Convergence of the genetic algorithm: theaveragevalue of the composite
index, per generation, for various combinations of crossover and mutation
probabilities (using arithmetic crossover). . . . . . . . . . . .. . . . . . . 160
81 Optimal placement of four reclosers on the feeder withoutDG, and on the
feeder equipped with six capacity constrained distributedg nerators. . . . . 168
82 Optimal placement of five reclosers on the feeder without DG, and on the
feeder equipped with six capacity constrained distributedg nerators. . . . . 168
83 The improvement in composite reliability index as the number of reclosers
installed on the feeder and sizes of DGs increase (feeder #1). . . . . . . . . 169
84 The improvement in composite reliability index as the number of reclosers
installed on the feeder and sizes of DGs increase (feeder #2). . . . . . . . . 172
85 Optimal placement of three reclosers on the test feeder #1with six DGs
placed at lateral ends. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
86 Optimal placement of three reclosers and six DGs on the test fe der #1. . . 177
87 The layout of test feeder #1. . . . . . . . . . . . . . . . . . . . . . . . . .199
88 The layout of test feeder #2. . . . . . . . . . . . . . . . . . . . . . . . . .202
xv
SUMMARY
The objective of this research is to address some of the challenges associated with the
increased penetration of distributed generation (DG) system into the existing distribution
network. Tools and algorithms are proposed that are useful for planning, designing, and
operating such a network. Throughout the text, renewable photovoltaic (PV) systems are
used as an example of distributed generators. The inherent additional complexity associated
with the probabilistic nature of their output makes them a good example for application of
the proposed algorithms.
In Task 1, the case is developed for a comprehensive utility-grade PV system simulation
tool. The shortcomings of the existing programs are demonstrated, and the outline of the
developed general PV simulation program is presented. Using the software model of the
PV system, the reliability analysis is incorporated in the model of PV systems, and a novel
reliability-based performance derating coefficient is introduced. Furthermore, a novel in-
verter control algorithm is presented for systems with multiple inverters. The algorithm
is designed to increase overall DC/AC conversion efficiency by selectively shutting down
some of the inverters during periods of low insolation, thusforcing the remaining inverters
to operate at higher efficiency.
In Task 2, the computational difficulties associated with accurate prediction of the ef-
fects of renewable DG on distribution feeders are presented. The impact on various feeder
operating variables is complicated by both the probabilistic nature of the system’s input
(solar flux, wind, etc.) and the fact that their actual sizes,positions on the feeder, and op-
erating states may not be known a priori by the utility. Then,a feature-extraction method
for reducing the number of computational steps necessary for efficient modeling of the
xvi
DG-enhanced feeder operation is presented. The method is based on a clustering algo-
rithm that reduces the input set by grouping the similar datapoints into groups (clusters),
while extracting the important information contained in the underlying data. Because of
the inherent averaging properties of the clustering algorithm, the method is augmented by
a companion procedure that samples from the original data set only those points that yield
estimates of extreme feeder conditions. A Monte Carlo analysis is then performed on a re-
duced set, allowing the investigation of effects caused by various PC penetrations, control
strategies, spatial distributions, etc.
In Task 3, the radial distribution feeder protection strategy is first presented without
consideration of DG. Then, the addition of DG across the feeder (constrained in terms of
power and/or energy capacity) is introduced in the model. If islanded operation of these
DG sources is allowed on a feeder subjected to disturbance, DG may reduce the number
of interruptions and/or durations for customers residing within their protection zones, thus
increasing the reliability of service. To that end, a procedur for finding optimal positions
for DG and protection devices is presented for a feeder equipped with capacity-constrained
distributed generators, using a custom-tailored genetic algorithm. The parameters of the
genetic algorithm are tuned using three typical distribution feeders. Finally, an adaptive




Historically, electricity generation in the regulated environment was driven by the economies
of scale - using generating plants as large as possible to drive own the cost per unit of
output. In the past 20 years, several driving forces have contributed to the reversal of
this trend and sparked interest in decentralized power generation. Technological advances,
such as the stationary gas turbine, have made possible producti n of electricity on a much
smaller scale at marginal generation costs lower than thoseof the traditional large power
plants. Utility industry restructuring has brought increas d competition. Costs and reli-
ability concerns associated with large power plants have made them even less appealing.
Furthermore, increased customer awareness and new societal trends toward “green” gener-
ating technologies, have promoted an interest in cleaner, sustainable generators that may be
safely installed in the distribution system. The trend toward smaller power plants is evident
in Figure 1 [1], and their logical locations are in low-voltage (distribution) networks.
The distributed resources are defined as small, modular electric nergy generation or
storage systems located relatively close to the customer. Distributed generators (DG) span
a variety of operating technologies and sizes, ranging fromseveral kW to hundreds of MW.
They may be interconnected with a grid, or operate in “stand alone” mode, without grid
support. Conventional DG technologies, dependent on the fuel supply, include industrial
gas turbines, gas-fired reciprocating turbines (also called int rnal combustion engines), mi-
croturbines, and fuel cells.
Renewable DG technologies include photovoltaic (PV) generators, wind generators,




















Figure 1: Optimal size of a power plant as a function of its cost (1930-1990) [1].
been known for quite some time, but only recent technology breakthroughs have made
them interesting as conventional energy generators. Distributed storage systems, such as
batteries, flywheels, superconducting magnetic energy storage systems, or supercapacitors
may also be present on the feeder. They may allow renewable generators to be used more
effectively, while also reducing the spinning reserve requirements or effectively creating
avoided capacity in the bulk power market, which may be useful when the prices are high.
The costs and benefits associated with some of the most promising DG technologies are
summarized in Table 1.
The internal combustion engine is the workhorse of the electric power industry and
smaller installations may be used for DG. They are readily avail ble in a wide range of
sizes, with a proven reliability record and competitive price to performance ratio. However,
as they are fueled by natural gas or diesel, they face increased environmental concerns when
placed in the distribution system.
Wind power has been the fastest growing energy source in the last decade with the
worldwide generating capacity surpassing 31 GW in 2002 [4].Although a small fraction
2




Wind turbine Microturbine Fuel Cell Solar cell
Size range [kW] 50 kW - 5 MW 50 kW - 5 MW 25 kW - 500 kW 5 kW - 10 MW <1 kW -100 kW
Installed cost 
[$/kWh]
200 - 800 1000 - 1500 1000 - 1500 3000 - 4000 1500 - 6500
Electricity cost 
[¢/kWh]
5.5 - 10 5.5 - 10 7.5 - 10 10 - 15 15 - 20






















of the world’s total energy production capacity, wind powerprovides more than 1% of the
energy in many European nations. For example, Denmark already produces almost 20% of
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Figure 2: Global wind energy capacity and annual additions per year [4].
3
enough to meet approximately 4.7% of its electricity needs [4]. The global wind energy
capacity and annual worldwide capacity additions are shownin Figure 2 [4].
The installed power of wind systems ranges from several kW for small wind turbines up
to the hundreds of MW for large wind farms. The cost of the energy produced from wind
is presently in the 0.05-0.10 $/kWh range, making it competitive with traditional fossil-
fuel plants. The output of the wind generator is strongly dependent on the available wind
energy, which is a probabilistic quantity. For low wind speeds the blades may not turn at
all; the generation starts at the cut-in wind speed and risesuntil the rated generator power
is reached. For higher wind speeds, the generation is kept atra ed power until the wind
speed reaches critical values, when the blades are stopped.
Fuel cells may be the technology that has the most potential to reshape the energy
horizon. Fuel cells provide electricity via an electrochemical reaction that can best be
described as the reverse electrolysis. They consist of two electrodes in contact with an
electrolyte. The anode and cathode are supplied with fuel and air respectively, and the
electrochemical reaction generates the voltage between thm. They will generate power as
long as the fuel is supplied and their response time is extremely small. This makes fuel
cells a natural complement to PV and wind generation systemso eliminate the sudden
production drops experienced with passing clouds or loss ofwind energy.
The cost of PV produced energy has dropped by 80% in the last two decades, but still
needs to decrease by an additional 50-75% to be competitive with conventional sources.
Several promising PV technologies are in the market today, but none have been able to
meet the cost-efficiency requirements for mass-market commercialization. The majority
of solar cells produced today are made using monocrystalline or multicrystalline silicon.
Monocrystalline cells provide the best efficiency, but are expensive due to high material
cost. Multicrystalline material is less expensive, but defects and impurities that are present
decrease cell efficiency. Thin-film technologies, which are gaining momentumbut still
suffer from low efficiency, reliability and scalability problems, have a potential to be the
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first solar cell technology to reach the cost-efficiency margin.
Worldwide shipments of PV modules have been increasing at annnual growth rate
of 25-35% in the recent years. World production of PV increased by a record 43.8% to
561 MW during the year 2002, with most sales going into the grid-connected sectors in
Japan, Germany and California [5]. The total annual production for the period 1994-2002
is shown in Table 2.
Table 2: World photovoltaic module production, consumer and commercial, 1994-2002 [6].
1994 1995 1996 1997 1998 1999 2000 2001 2002
 Japan 16.50 16.40 21.20 35.00 49.00 80.00 128.60 171.22 251.07
 Europe 21.70 20.10 18.80 30.40 33.50 40.00 60.66 86.38 135.05
 US 25.64 34.75 8.85 51.00 53.70 60.80 74.97 100.32 120.60
 Rest of world 5.60 6.35 9.75 9.40 18.70 20.50 23.42 32.62 55.05
 TOTAL 69.44 77.60 88.60 125.80 154.90 201.30 287.65 390.54 561.77
PV production by year (MW)
 Region
However, despite steady growth rates and cost reductions, DG systems are still not fully
competitive with conventional power plants based on the energy cost alone, although the
additional benefits may make them competitive for some applications. Additional benefits
may include increased reliability and power quality, loss reduction, peak shaving capability,
voltage and reactive support, environmental benefits, gridinvestment deferment, etc.
The key issues for the sustained growth of distributed energy sources are:
• Continued decline in the cost of DG technologies
• Cooperation from utilities and local governments to ensure the appropriate intercon-
nection requirements for accepting DG into the existing electricity network
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• Obtaining full value for DG-produced electricity by accurately modeling and quanti-
fying all DG benefits
The objective of this research is to address some of the issues along this path, focusing
primarily on the last item - accurate modeling and quantification of DG effects.
1.1 Thesis Overview
In Chapter 2, a photovoltaic system simulation program is developed. The accurate mod-
eling of a PV system performance is essential for a variety ofreasons: it allows optimized
system designs, avoids overdesigning the system to meet design goals, avoids unrealisti-
cally optimistic performance predictions, etc. As PV systems become more widespread,
more complicated designs are likely to be introduced that cannot be handled easily with
the existing programs, which have essentially been developed for planar PV arrays. Perfor-
mance of the developed program is compared with the existingcommercial PV software
tools. The program enables accurate modeling of multi-planar d multi-inverter systems
for the first time. Finally, a case study of a multistoried building with PV modules mounted
on all four sides is presented.
Chapter 3 describes the availability analysis incorporatedinto the PV simulation pro-
gram. PV systems are typically considered very reliable, mainly because of the high re-
liability of PV modules. Other system components, such as inverters, are not nearly as
reliable, and may significantly decrease system performance. These components are typ-
ically unaccounted for when system life cycle costs are calcul ted. Suitability of several
inverter configurations is investigated based on their total lifetime energy output and life
cycle costs, and a novel control strategy for systems with multiple inverters connected in
parallel is introduced.
In Chapter 4, a method for reducing the number of computational steps necessary (num-
ber of power flow simulations) when modeling the operation ofa DG-enhanced feeder is
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developed. The method is based on a clustering algorithm that reduces the input set by
grouping similar data points into groups (clusters), whilestill retaining the necessary infor-
mation contained in the underlying data. Because of the inherent averaging properties of the
clustering algorithm, the method is augmented by a companion pr cedure that uses only
those points from the original data set that yield approximate extreme feeder conditions.
Both procedures are demonstrated by investigating the effects of random DG placement on
a radial distribution feeder model.
Chapter 5 presents the reliability model of a conventional radial feeder. Methods to
improve reliability by adding protection devices, such as reclosers and fuses, are described.
The economic analysis, based on determining the sensitivities of standard reliability indices
with respect to the increased costs (incurred by adding moreprotection devices on the
feeder) is presented. A Monte Carlo procedure for treatment of uncertainties associated
with variable costs of protection devices is also presented.
In Chapter 6, the effects of DG islanded operation on overall feeder reliabilityare inves-
tigated. A reliability model of an unbalanced distributionfeeder is developed and validated
using the Cooper Power’s Distrely Lite program. The model is then extended to allow mod-
eling of a non-radial feeder with capacity-constrained DGs, and quantifying their effect on
overall feeder reliability. Finally, a genetic algorithm for optimal placement of protection
devices on such feeders is developed. The algorithm is also used to determine optimal DG
locations, given the recloser locations, and to optimize both DG and recloser placement to
obtain lowest values of reliability indices. Both the standard genetic algorithm (GA), with
parameters tuned using three typical feeder designs, and ana aptive GA that eliminates the
need for parameter tuning are presented.
Finally, accomplishments and contributions are summarized in Chapter 7.
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CHAPTER 2
MODELING OF RENEWABLE DISTRIBUTED
GENERATION
2.1 Introduction
Distributed generators (DGs) exist in many forms and, for the purpose of analysis, should
be treated differently than conventional large capacity synchronous generators. Conven-
tional non-renewable DGs have the advantage of being fully dispatchable, subject to fuel
availability. In addition, they typically have lower installation costs and higher energy
density. Renewable DGs, such as photovoltaic and wind systems without storage, are in-
termittent generators. This is due to the probabilistic nature of their energy input (solar
flux, wind), making their effect on the feeder somewhat uncertain in the absence of energy
storage. Although PV systems may also be installed as a central station power plant, they
can be even more efficiently deployed as a large number of extremely small system(in the
kW range) installed in convenient locations, such as on the roofs of individual customer
houses. In that sense, they are an excellent example of the distributed generator uncertainty
paradigm for planning and performance forecasting purposes.
PV system output depends on a variety of meteorological parameters (available inso-
lation, temperature, wind speed, etc.) and design parameters (orientation, tilt, shading,
dust, electrical losses, module design, system configuration, etc.). Accurate modeling of
all parameters is necessary to avoid either unreasonably optimistic performance and life
cycle cost predictions or over-designing the system to meetits design goals, as well as to
determine the cumulative eff cts of many such systems on the existing power distribution
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network.
Several PV system simulation programs have been developed,ff ring various degrees
of accuracy, speed, and modeling complexity [7, 8, 9]. However, they are often designed
as straightforward input-to-output tools, calculating the power output after all system pa-
rameters have been provided by the user. Any attempt at system optimization requires a
tedious manual trial-and-error process based on repetitive use of the model for a variety of
conditions spanning the search space of the tunable parameters. As commercial programs,
they are using proprietary models, offering little insight into the details of the simulation
process. Furthermore, they are not suitable for modeling more c mplex PV systems, such
as the systems with variable tilts and orientations, commonly f und in building-integrated
PV systems.
In Task 1, the general procedure for calculating power output of a PV system is pre-
sented. Then, a review of existing PV simulation programs isgiven, indicating possible
areas for improvement. A complete PV simulation program, based on the most rigorous
theoretical models, is developed, and its performance is tested against commercial pro-
grams for the case of single-planar arrays. The ability to model multi-planar and multi-
inverter systems has been implemented for the first time in a PV simulation program. The
developed program is then used to quantify the eff ct of random inverter failures on PV sys-
tem performance and to develop a procedure for choosing optimal inverter configuration
and control algorithm.
2.2 Development of a flexible PV system
simulation tool
The simplified diagram of a PV system is presented in Figure 3.An illuminated PV mod-
ule transforms the energy obtained by the sun into DC power, which is inverted into AC
power using a power conditioning system. The power conditioning system also operates
the PV array at or near its optimal operating point and synchronizes its operation with the
9
utility grid. The AC power is used to feed the local load, and the remainder is passed on
to the utility. Similar to this process, a PV system simulation program has several main








Figure 3: Diagram of a photovoltaic (PV) system
• Insolation model translates the available standardized weather data into the plane of
array insolation, which is received by a solar module.
• Thermal model uses calculated plane of array insolation with measurements of am-
bient temperature and wind speed to obtain the operating temperature of the module.
• DC model calculates the DC power output of the entire PV system, usingthe previ-
ously calculated plane of array insolation(s) and temperature(s).
• AC model calculates the AC power output of the system, based on the available DC
power and chosen inverter configuration and control strategy.
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2.2.1 Insolation model
The amount of solar radiation (insolation) received by the solar module depends on a vari-
ety of parameters such as its tilt, orientation, height, albedo of surrounding ground, shading
by nearby objects, etc. Weather databases, used as sources of insolation data, typically pro-
vide insolation measurements suitable for a fixed horizontal system or a system equipped
with a tracking mechanism. The insolation model therefore us s those standard measure-
ments to calculate insolation incident on an arbitrarily tilted and oriented PV module. To
that end, the total (measured) insolation is divided into comp nents that are calculated sep-
arately. There are three components of the solar radiation:
• Beam (direct) radiation, B, is the radiation received from the sun without having
been scattered by the atmosphere. It is measured as a radiation that falls within a
5.7 ◦ field of view centered on the Sun.
• Diffuse radiation, D, is the radiation received from the sun after its direction has
been changed by scattering by the atmosphere.
• Reflected radiation, R, is the radiation received from the sun after it has been re-
flected from nearby surfaces.
The total (global) radiation,G, incident upon any given surface is the sum of these three
components. Depending on the orientation of the surface, the following special cases of
global insolation are usually used:
• Horizontal insolation (denoted with subscripthor) is the insolation falling on a
horizontal surface. The horizontal insolation has only direct and diffuse components,
since there is no ground-reflected component.
• The insolation normal to the rays (denoted with subscript⊥) is the insolation re-
ceived by a surface perpendicular to the sun rays, i.e. the insolation that would be
captured by a system equipped with the sun tracking mechanism.
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• The plane of array insolation (denoted with subscriptPOA) is the insolation re-
ceived by the surface (array) tilted at an angleβ and oriented with an azimuth angle
γ.
The usual source for weather data, for US locations, is the Typical Meteorological Year
(TMY2) database [10], which consists of sets of hourly values of various meteorological
parameters for a one-year period. It consists of months selected from individual years
from a 30-year observed period, and concatenated to form a complete year. The data thus
represents conditions judged to be typical over a long period of time. The TMY2 database
provides two insolation measurements: total horizontal insolation,Ghor, (total insolation
received on a horizontal surface) and beam (or direct) component of the normal insolation,
B⊥, (direct insolation received within the 5.7 ◦ field of view centered on the sun). The
insolation model uses these two standardized measurementsto obtain the total insolation
received by the arbitrarily tilted and oriented surface (module). The procedure is split into
the following steps:
Step 1. The exact position of sun is determined by calculating the following sun angles:
• Solar elevation (altitude) angle, αs, describes how high the sun appears in the
sky. It is measured between the horizontal and the line to thesun. Its comple-
ment is the zenith angle,θz, the angle between the vertical and the line to the
sun.
• Solar azimuth angle, γs, is the angular displacement (from south) of the projec-
tion of the line to the sun on the horizontal plane.
• Declination of the Sun, δ, is the angle between the earth’s equatorial plane and
the line joining the centers of the sun and the earth.
These three angles completely determine the position of thesun. By knowing these
angles, the PV array azimuth angle (γ), and the array tilt angle (β), the angle of
incidence (θ) can be calculated. The angle of incidence is the angle between the line
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to the sun and a line perpendicular to the array surface. It determines the mutual
position between the sun and the PV module, and allows the calculation of the plane
of array insolation from the standardized horizontal measurements. The detailed
procedure for determining all solar angles is given in Appendix A.
Step 2. Total horizontal insolation,Ghor, is separated into beam,Bhor, and diffuse compo-
nent,Dhor, using the geometric relationship between the beam horizontal, Bhor, and
beam normal insolation,B⊥, (available from the TMY2 database).
Bhor = B⊥ sinαs (1)
Dhor = Ghor − Bhor (2)
whereαs is the solar elevation angle.
Step 3. The beam component of the plane of array insolation,BPOA, is calculated from the













B⊥ cosθ if |γs− γ| < 90◦
0 if |γs− γ| ≥ 90◦
(3)
The condition|γs − γ| ≥ 90◦ indicates that the sun is behind the module, and thus
direct insolation is zero.
Step 4. The diffuse component of the plane of array insolation (DPOA) is the insolation
received by the module after it has been scattered by the atmosphere out of the di-
rect beam. It is very difficult to calculate because of its nondirectional nature and is
considered the largest potential source of computational error [11]. The diffuse inso-
lation models can be divided into two categories: isotropicand anisotropic. Isotropic
models assume that the diffuse component of the plane of array insolation is received
from a uniformly bright sky dome, which leads to simple, but relatively inaccurate
calculation methods [12]. The anisotropic models take intoaccount the fact that
the circumsolar region and a narrow horizon band are brighter t an the rest of the
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sky. This leads to more accurate (but also more complex) models, such as the Perez
model [13], generally considered to be the most accurate diffuse insolation model.
The Perez model divides the sky into two regions of different brightness (circumsolar
region and an infinitely small horizon band) and the isotropic dome or background.
All three regions are shown in Figure 4 [14].
Figure 4: Three regions of the sky dome used for the calculation of the diffuse portion of
insolation in Perez model [14].







F1 + F2 sinβ] (4)
where the terms in parentheses represent the contributionsfr m the isotropic back-
ground, circumsolar, and horizon band, respectively. The geometric factorsa and
b account for the angles of incidence of the cone of the circumsolar radiation on
the tilted and horizontal surface, and the brightness coeffici ntsF1 andF2 are func-
tions of three parameters that describe the sky conditions:the clearness parameterε,
sky brightness parameter∆, and the sun zenith angleθz. The detailed procedure for
obtaining these parameters is given in [13].
Step 5. The reflected componentRPOA, received by the module after it has been reflected
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from the surroundings, can be estimated from the total horizontal insolationGhor and





Step 6. The total insolation received by the tilted planeGPOA is obtained by summing the
contributions from the beam (BPOA), diffuse (DPOA), and reflected (RPOA) compo-
nents.
The contribution of all components is shown in Figure 5 [14].
Figure 5: Components of the solar radiation reaching a tiltedsurface: beam, diffuse
(from the sky dome, circumsolar region and the horizon band)and ground-reflected ra-
diation. [14].
2.2.2 Thermal model
The cell’s operating temperature heavily influences its power output. The silicon solar cell’s
efficiency drops by approximately 0.35%−0.5% per 1◦C increase in temperature above the
standard reference temperature of 25◦C. Multiple cells are connected in a series–parallel
configuration to form a solar module. Clearly, a relatively small error in temperature cal-
culation may introduce significant error in the calculationof a PV module’s energy output.
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There are three commonly used models for obtaining the cell’s t mperature. The Sandia
model and Fuentes model [15, 16], calculate the cell temperature sequentially, using the
ambient temperature and wind speed data, available from theTMY2 database, and pre-
viously calculated plane of array insolation. The third method iterates the calculation of
the cell’s temperature and efficiency until a feasible solution is reached [14]. The Sandia
method is an experimental method, dependent on various module-specific empirical coef-
ficients, some of which are typically not supplied by module manufacturers. The Fuentes
method is generally considered as the most rigorous temperatur model. It is based on a
differential energy balance equation for a PV module:












The incoming energy from the sun, on the left hand side of (6),is equal to the sum of the
energy dissipated by convection, radiation to the sky, radiation to the ground, and the en-
ergy stored in the module, respectively. The terms in (6) arethe module’s absorptivityα,
convective heat transfer coefficienthc, cell temperatureTc, ambient temperatureTa, “sky”
temperatureTs, ground temperatureTg, module emissivityε, Steffan-Boltzmann constant
σ, module massm, and the module’s heat capacityc. Equation (6) is integrated numeri-
cally, until the solution forTc is obtained. The Fuentes model also acknowledges that the
module mounting configuration influences the operating celltemperature, and allows mod-
eling of such cases by introducing a parameter called the installed nominal operating cell
temperature (INOCT).
2.2.3 DC power model
The general way to obtain the DC power output of the solar cell(module) is to use the diode
model of a solar cell (7), with data supplied by the module manuf cturer, to determine its
operating point at any given meteorological conditions. The DC power output of the solar
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module is given by
I = I l − Io(e
V+RsI
a − 1) (7)
P = VI (8)
whereV andI are the module operating voltage and current,I l is the so-called light current,
Io is the diode reverse saturation current,Rs is the series resistance, anda represents a diode
ideality parameter. The parametersI l, Io, anda, and consequently the actual operating
voltage and current of a solar module, are strongly dependent on cell temperatureTc and/or
plane of insolationGPOA. The following relationships are good approximations for many
PV modules [17].







[I l,re f + µIsc · (Tc − Tc,re f ] (10)










The subscriptref in (9–11) indicates the quantity at standard reference conditi s (STC),
defined as the insolation ofGPOA,re f = 1000Wm2 and ambient temperature ofTamb,re f = 298K.
The remaining terms in (9–11) are the temperature coeffici nt for short-circuit currentµIsc,
the cell material bandgap energyε, and the number of cells in series per moduleNs. The
fourth parameter,Rs is assumed independent of the cell temperature. The resulting I-V
curves for various combinations of insolation and temperature are shown in Figure 6 [14].
Figure 7 shows the resulting power output characteristics (P-V curves) of a PV mod-
ule for several combinations of cell temperature and plane of array insolation. Unfortu-
nately, analytical solution of (7) is not possible. For a given voltage valueV, an iterative
fixed-point or Newton algorithm may be used to obtain the current valueI . The I-V curve
is then traced by repeating this procedure for voltage values from zero to the open-circuit
voltageVoc, thus finding the maximum power (as per (8)) in the process.
The same procedure can be applied to the entire array if all modules that form the array
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Figure 6: The influence of insolation (left) and temperature(right) on the I-V curve of a
solar cell [14].
















=25 °C, G=1000 W/m2
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Figure 7: The influence of cell temperature and insolation onPV module power production
and the position of the maximum power point.
lie in the same plane. However, in the case of the multi-planar rrays (when modules are
oriented and/or tilted differently), modules receive different amounts of insolation, operate
at different temperatures, and consequently have diff rent output I-V characteristics. All
modules with the same orientation and tilt form a section (subarray) that has a unique P-V
curve. By connecting these sections (subarrays) in parallel, th array operating point shifts
away from the optimal points for each of the individual sections. To determine the operating
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point of the array, P-V curves for all sections need to be determined and summed, obtaining
the equivalent P-V curve for the entire array. The actual power output of the whole system
is thus determined as the maximum of that equivalent P-V curve. The whole procedure
should then be repeated for each time point. Typically, at least 8760 time points are needed,
as the operation of a PV system is simulated for one year in tenminute intervals.
Fortunately, the dependence of operating voltage on insolation is only logarithmic, as
seen in Figure 6, meaning that the change of insolation does nt move the operating point
significantly. The influence of temperature is more pronounced, but temperature variations
between different array sections are typically much smaller than variations in insolation.
The performance loss due to array coupling is therefore usually neglected, as virtually all
available commercial programs avoid I-V curve calculations. They do so typically by lin-
early adjusting the nominal cell’s efficiency (obtained at Standard Test Conditions) for a
given operating temperature, thus obtaining the estimate of the peak of the P-V curve. The
Sandia method relies on empirical parameters obtained using standardized field measure-
ments, which are available for only a limited number of modules.
Neglecting the subarray coupling may be justified for systemwith few subarrays when
the difference in tilts and azimuths between the arrays is relatively small and when all mod-
ules in the system are of the same type (ı.e. have the same nominal voltage and temperature
characteristics). Modeling of such systems using a so-called curvature derating factor has
been presented in [18]. However, as PV systems become more widespread, they will be-
come more and more complex and their interaction may no longer be neglected. This is
especially the case for the so-called building integrated PV, in which solar modules are inte-
grated into a building itself, becoming part of the building’s roof or wall structure. PV cells
can also be laminated into the window glass used in the building. Such complex systems
can not be modeled using tools essentially developed for planar rrays.
In this research, the procedure for determining the operating voltage and power output
is split into five steps:
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Step 1. For each subarray, the parametersI l, Io, Rs, anda are calculated at Standard Test
Conditions (STC) using the standardized data supplied by the manufacturer.
Step 2. The parameters are recalculated according to the previously determined plane of
array insolation(s)GPOA and module temperature(s)Tc, using relationships from [17].
Step 3. The P-V curves are traced by solving (7) for voltages rangingfrom zero up to the
open-circuit voltage. The iterative numerical procedure is replaced by an approxi-
mate analytical procedure by manipulating (7), as explained Section 2.2.3.1.
Step 4. All individual P-V curves are concatenated to obtain the equivalent P-V curve of
the entire array.
Step 5. The system’s operating point is determined as the peak of theresulting P-V curve.
2.2.3.1 Analytical procedure for solving diode equation
Solving the I-V curve equation is the most computationally intensive component of the PV
modeling procedure, and it must be repeated a large number oftimes throughout the sim-
ulation. To be able to maintain relatively fast execution times (comparable with existing
commercial programs), an approximate analytical solutionof (7), based on [19], is pre-
sented and used in the developed program, called the GT simulator. The procedure greatly
improves the calculation speed by performing a Taylor serieexpansion of (7), and may
be made arbitrarily close to the exact solution by using the appropriate number of terms in
Taylor expansion.
First, a change of variables is introduced, allowing (7) to be presented in a more com-
pact form. Defining the normalized variables as
i =












i = exp(u− i) (14)
A trial function, i t, is introduced, which approximates the correct solution of(14) for all
values ofu.
i t = ln(1+ exp(u)) (15)
More complex trial functions may be constructed, as long as they and their derivatives are
continuous [19]. For a given value ofu, the trial function has the valuei t. Consequently,
the exact value ofut corresponding toi = i t is found by solving (14).
ut = i t + ln(i t) (16)
Finally, a precise solution fori(u) may be obtained by performing a Taylor series expansion
of (14) aroundu = ut.






















2 + . . . (17)
The process is illustrated in Figure 8.
While (14) is an implicit function, its derivatives depend only on voltage. They are



















The second-order Taylor series expansion aroundu = ut is then simply:







[1 + i t(u)]3
} (21)
Finally, to obtain the correct module current, the scaled current i is transformed back to the
original variableI .







































Figure 8: Principle of deriving the approximate solution ofthe solar cell’s I-V equation.
The second order Taylor expansion yields satisfactory results, especially near the maximum
power point, as shown in Figure 9. The solution may be made arbitr rily precise by includ-
ing more Taylor terms in (21). The actual P-V curve and the associated error obtained using
the second order Taylor series is shown in Figure 9.
Note that the error is almost negligible for voltage values lower than 40 V, and remains
under 2% for almost the entire voltage range. The relative error increases as the power
sharply decreases with voltage at the end of the P-V curve, mainly because the absolute
power values are rather small. This behavior may be further reduced or eliminated by
using a higher order Taylor series, or by choosing a more complex trial function.
2.2.4 AC model of a PV system
The AC model of a PV system calculates the AC power output of the system, based on
the previously calculated DC power and chosen inverter configuration and control strat-
egy. The DC/AC conversion stage of a PV system is typically modeled as a single inverter
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Figure 9: Relative error in the calculation of the P-V curve using second order Taylor
expansion.
represented using its conversion efficiency curve, which is a function of the actual DC
power being processed. Commercial software programs often approximate the efficiency
curve using measured or estimated efficiency at various discrete loading levels. Although
a single inverter case is the most commonly used configuration in PV systems, a multiple-
inverter configuration may provide some additional benefits, either due to increased relia-
bility or increased overall conversion efficiency. These benefits are qualitatively described
and quantified using a procedure introduced in Chapter 3.
2.3 Summary of commercial PV simulation
programs
A summary of the existing PV simulation programs is presented below and in Table 3.
• PVFORM is a program written by Sandia National Laboratories [7], utilizing rigor-
ous Perez and Fuentes models for calculating the insolationnd temperature of solar
modules. However, it uses an obsolete TMY1 weather database, linear efficiency
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scaling for DC power calculation, and a fifth order polynomial with fixed coefficients
for inverter conversion efficiency.
• PVGRID is a program developed by Pacific Energy Group [8], which usespropri-
etary models, but has been tested extensively using field results. It uses modified
Perez and Fuentes models, allows limited I-V curve modelingof modules (assuming
that the user specifies theRs anda parameters, which arenot given by manufactur-
ers), and assumes that all modules lie in the same plane.
• PV DESIGN PRO is the most recent PV simulation program [9], with a superior
graphical user interface. It relies on the new Sandia experimental model, and can also
perform parametric analyses to identify the interdependencies between various sys-
tem parameters. However, the thermal model assumes that themodules are mounted
in the open rack structure, which may lead to significant modeling errors for other
mounting configurations. For example, roof-integrated modules may operate at tem-
peratures up to 20◦C above those in open racks [15].
None of the existing commercial programs are capable of simulating variable-tilt and/or
variable-azimuth arrays, typical for building-integrated PV (BIPV) systems fitted to curved
roofs, or other non-planar structures. Multi-inverter systems cannot be easily modeled
either.
In this research, a complete PV simulation program, called th GT simulator, utilizing
the most rigorous models for each of the four basic PV models is developed in MATLAB
and compared extensively with the existing programs. The insolation model implemented
is the full Perez model. The calculation of insolation earlyin the morning and late in
the evening is made more accurate by calculating the exact times of sunrise and sunset
and incorporating them into the Perez model, as explained inAppendix A. The thermal
model implemented is the full Fuentes model. The DC output ofa module is obtained by
determining the full I-V curve of the array, which allows modeling of multi-planar arrays,
as explained in Section 2.2.3. The DC to AC power conversion mdel allows modeling of
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Table 3: Comparative analysis of models implemented in commercial PV simulation pro-
grams and in the GT simulator.
PVFORM 3.3 PVGRID 7.1 PV Design Pro 5.0 GT simulator
 Weather database TMY1 TMY2 TMY2 TMY2
 Insolation model Perez
Proprietary           
(based on Perez)
Perez Perez




 Arrray DC model
Linear temperature 
eff iciency scaling





 PCU model Fixed coeff icients 10-point curve 3-point curve
7-th order polyfit, 
various control 
strategies
 Multi-planar arrays No No No
Yes                
(using I-V curves)
 Multi-inverter systems No No No Yes
 Reliability analysis No No No Yes
multi-inverter systems, which led to the introduction of a novel inverter control strategy,
as explained in Chapter 3. Modeling of voltage source inverters that inject both active and
reactive power is supported, as per Section 4.7. Table 3 alsoshows models implemented in
the MATLAB-based PV simulation tool.
The main screen of the GT simulator is shown in Figure 10. In the following sections,
the capabilities of the GT simulator will be demonstrated onseveral examples. First, its
performance will be compared to the existing commercial programs for the case of a pla-
nar PV system. Than, a multi-planar PV system will be modeled, showing the increased
modeling accuracy, compared to the existing programs.
25
Figure 10: The main screen of the GT simulator.
2.4 Case study: Georgia Tech Aquatic Center
PV system
The PV array on top of the Georgia Tech Aquatic Center (GTAC) wasthe world’s largest
roof-mounted PV system at the time of its construction in 1996. The system consists of
2856 multicrystalline Si modules, each rated at 120 Wp, wiredn 238 series strings of
12 modules each, giving the total rated system installed power f 342 kW. The system is
shown in Figure 11. The black panels along the roof edges are the collectors of a solar
thermal system which maintains the desired pool water temperature. The remainder of the
roof is covered by 2856 PV modules.
As it can be seen in Figure 11, the roof of the GTAC is not flat. One side of the roof is
facing north (12 degrees east of north) with curvature varying from 0 to 10 degrees. The
opposite side of the roof is facing south (12 degrees west of south), with curvature varying
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Figure 11: An aerial view of the Georgia Tech Aquatic Center.
from 0 to 13 degrees. The modules are installed directly on the roof and therefore follow
its curvature.
There is a total of 34 rows - six on the north side and 28 on the south side. Each row has
a different tilt angle, however modules in the same row have the samtilt and azimuth, and
therefore receive equal amount of insolation. The wiring diagram of the system is shown
in Figure 12, and tilts and azimuths of individual rows are shown in Table 4.
The array is mounted to the roof using clamps that attach directly to the aluminium
standing seams. The total standoff height is approximately 3.5 inches – 1.5 inches for the
height of the clamps and 2 inches for the height of the standing seams. The array mounting
scheme is shown in Figure 13.
The power from the roof is fed to the electrical room, locatedun erneath the diving
pool, via seven circuits through the single 315 kW (DC) power conditioning unit (PCU),
which performs the inversion. The power is then injected into the grid through a∆ − Y
isolation transformer. The system is described in detail in[20,21,22,23].
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Table 4: Measured tilts of modules in the GTAC PV system (per row). Row designation is
as depicted in Figure 12.
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Figure 13: Schematic representation of the array mounting scheme.
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2.4.1 Validation of the GT simulator for planar surfaces
To validate the GT simulator, a south subarray of the GeorgiaTech Aquatic Center PV
system has been modeled using PVGRID, PV Design Pro and the GT simulator. The south
subarray has been chosen because PVGRID and PV Design Pro cannot model multiplanar
arrays. Note that in this analysis, all loss mechanisms are neglected, as the goal is to show
only the difference attributable to the use of different insolation, thermal and DC models.
Figures 14-16 represent the plane of array (POA) insolation, module temperature and
DC power output of a south subarray for atypical day, calculated using PVGRID, PV
Design Pro, and GT simulator.
The curves for POA insolation obtained with PV Design Pro andGT simulator are
almost identical (Figure 14), as both programs use the full Perez diffuse insolation model.
PVGRID estimates higher POA insolation, because of the simplification of the Perez model.
The module temperature obtained with PV Design Pro is significantly lower than the
other two curves in Figure 15, as PV Design Pro always assumesan open-rack module
mounting configuration. Both PVGRID and the GT simulator account for different mount-
ing configurations by modifying the nominal operating cell tmperature (NOCT) param-
eter, supplied by the module manufacturer. The modules in the GTAC PV system are
mounted on the roof, with approximate standoff height of 3 inches, which reduces ventila-
tion and increases their operating temperature. Differences between the two curves are due
to the higher estimated POA insolation by PVGRID and a proprietary modification of the
Fuentes model used by PVGRID.
Finally, Figure 16 shows the actual power output for all three cases, showing relatively
good agreement between all three curves. The error in the thermal model of the PV Design
Pro software overestimates of the energy output, while the diff rence between PVGRID and
GT simulator is very small. The total annual energy output isalso presented in Figure 17.
Note that all loss mechanisms (due to PV module mismatch, DC cabling and maximum
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power point tracking mechanism) are neglected in this example, to be able to isolate differ-
ences resulting from the use of different insolation, temperature and DC models.
Similar trends are experienced throughout the year. Figures 18-19 show theannual
plane of array insolation calculated using all three programs, and plotted one against each
other. Figure 18 shows the correlation between POA insolation values calculated using the
GT simulator and PV Design Pro. As both programs use the Perezdiffuse insolation model,
the agreement is excellent, except for several points with extremely low insolation values.
The agreement between the GT simulator and PVGRID is also good(Figure 19). A slight
overestimation of POA insolation by PVGRID is again attributed o the simplification of
the Perez diffuse model used by PVGRID.
Figures 20-21 show theannualsystem DC power output, calculated using all three pro-
grams, and again plotted one against each other. PV Design Pro consistently overestimates
DC power output, as a result of the underestimation of moduletemperature. The difference
in power output between the GT simulator and PVGRID is attribued to the slight overes-
timation of POA insolation by PVGRID and to the different thermal modules used by two
programs.
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Figure 14: The plane of array insolation calculated with PVGRID, PV Design Pro and the
GT simulator.





























Figure 15: The module temperature calculated with PVGRID, PVDesign Pro and the GT
simulator.
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PVGRID            428.4 MWh
MATLAB           441.2 MWh
PV Design Pro 456.1 MWh
Figure 17: The total annual estimated DC energy output of thesystem, calculated with
PVGRID, PV Design Pro and the GT simulator. All loss mechanisms are neglected.
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Plane of array insolation: MATLAB vs. PV Design Pro
Figure 18: Plane of array insolation throughout one year, calcul ted using the GT simulator
and PV Design Pro.
























Plane of array insolation: MATLAB vs. PVGRID
Figure 19: Plane of array insolation throughout one year, calcul ted using the GT simulator
and PVGRID.
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DC power output: MATLAB vs. PV Design Pro
Figure 20: DC power output throughout one year, calculated using the GT simulator and
PV Design Pro.
























DC power output: MATLAB vs. PVGRID
Figure 21: DC power output throughout one year, calculated using the GT simulator and
PVGRID.
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2.4.2 Modeling GTAC PV system as a multi-planar array
Having validated the GT simulator on a single-planar system, in this section, the detailed
modeling of the complete GTAC PV system is presented. To determin the effect of the
roof curvature, the following cases are considered:
Case 1.The system is first modeled as a single-planar array, with azimuth equal to the
azimuth of the south subarray, and tilt equal to the average tilt of he south subarray.
This type of analysis is typically performed using commercial s mulation programs
designed for planar arrays.
Case 2.All south-facing modules (belonging to rows numbered 1S–28S in Table 4) are
modeled as a planar system, with tilt equal to their average tilt. north-facing modules
(rows numbered 1N–6N) are modeled accordingly, with tilt equal to the average tilt
of all north-facing modules. This approach better approximates the incident insola-
tion and therefore better estimates the system’s power output (obtained by summing
the power outputs of both equivalent planar arrays). However, this approach can-
not model the electrical coupling between the subarrays as it inherently assumes that
both arrays operate at their respective maximum power point.
Case 3.Finally, each of the 34 rows are modeled as a separate subarray, s ll modules
in one row have equal tilt and azimuth. Thus, 28 rows are oriented due south and 6
are oriented due north, with tilts obtained from Table 4. All34 rows are connected
in parallel, and simulated using the GT simulator, obtaining the correct maximum
power point of the entire system.
Note that the modeling of Case 2 in PV Design Pro or PVGRID requirs repetitive use
of the program for each subarray and further postprocessingof output data in order to obtain
the total power output of the entire array. In addition, Case 3cannot be modeled using
neither PV Design Pro nor PVGRID, as they have no provisions for modeling multi-planar
arrays.
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The differences between results obtained in Case 1 and Case 2, and the accurate result
obtained in Case 3 are shown in Figures 22-23. As expected, modeling the GTAC PV
system as a planar array introduces significant error. On theannual basis, the error in
total energy production is 1.59%, while it may be higher than4% for some months. On
the other hand, the eff ct of electrical coupling is almost nonexistent, as the modeling
error introduced by modeling the system as a sum of two independent subarrays is 0.18%
on annual basis, and is less than 0.2% for each month. This result is expected because
the tilts of individual subarrays are relatively small, andthus variations in insolation (and
temperature) are not very pronounced. However, this might not be the case for all systems,
as shown in the next example.
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Modeling error (system assumed to be planar)
Figure 22: The relative error (per month) introduced by modeling GTAC PV system as a
planar array, with tilt and azimuth equal to tilt and azimuthof a south-facing subarray.














Energy loss due to the parallel module interconnection
Figure 23: Modeling error (per month) introduced by neglecting he electrical interaction
between the individual system subarrays.
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2.5 Case study: Photovoltaic Power Tower
As mentioned earlier, a very promising idea for PV is to integrate it into the initial design
of the building, which can be done in several ways. For example, the system may be
integrated into the walls or roof of a building, becoming a part of the building’s structure as
well as generating electricity. PV cells can also be laminated into the window glass used in
the building. The price of embedding solar photovoltaic modules into buildings is roughly
equivalent to that of expensive facade materials. As a proporti n of the total building costs,
installing solar photovoltaics adds only 2-5%. This cost ispartly offset by savings in the
purchase of electricity.
However, these kinds of mounting configurations may introduce some additional prob-
lems. Consider the case of a highrise building with PV modulesmounted on all four sides
of the building. Clearly, modules on each side receive different amounts of insolation. Fur-
thermore, as the tilt angle of all modules is 90 degrees, the refl cted insolation component
may become important, if the albedo (reflectance) of the surroundings is high enough. PV
modules installed on different sides of the building may not be of the same type. A model
of such a structure is shown in Figure 24. Currently, this kindof a configuration cannot be
accurately modeled using existing commercial programs, that are essentially designed for
planar arrays. However, it may be successfully modeled using the GT simulator.
As an example, assume that twelve 100 W modules are mounted onach side of the
building similar to the one shown in Figure 24. ASE-100-MTF modules are mounted on the
south and north sides, while the Astropower AP-100 modules ar mounted on the east and
west sides of the building. The characteristics of these modules are given in Table 5, while
the other configuration details are given in Table 6. Different reflection coefficients are
assumed for all four sides of the system. Although both ASE and Astropower modules are
rated at 100 W, different insolation and temperature characteristics, coupled with different
amounts of insolation received by modules installed at all four sides of the building, lead
to differences in DC outputs of all four subarrays.
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Figure 24: A rectangular PV tower, with photovoltaic modules mounted on all four
sides [24].
Table 5: Electrical properties of modules used for the powertower PV system.




Vmp 17.2 16.1 Isc 0.00078 0.00033 Voc -0.076 -0.084
Table 6: Orientation of four subarrays used in the Power Tower PV system and the associ-
ated module temperature coefficients.
South East North West
Albedo 0.1 0.2 0.4 0.3
INOCT 55 50 55 50
The total energy output of the system is calculated using theGT simulator, assuming
that all four subarrays are connected in parallel and connected to the utility through a single
power conditioning unit. The maximum power point tracking al orithm in the inverter will
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then operate all four subarrays at the voltage that yields the maximal total power of all four
subarrays, which is typically away from the optimal point for each individual subarray. As
a result, the total system’s power output will be lower than it would be if each subarray
operated independently.
To quantify that loss, the same PV system is modeled assumingthat each individual
subarray is connected through a dedicated inverter to make four total inverters in the system.
In this configuration, each of the subarrays operates at its optimal point, and the total output
of the system can be obtained by adding the outputs of each individual inverter.
The total energy loss due to electrical interaction betweensubarrays in a single-inverter
system has been determined as 2.74% over a period of one year.Energy loss on a monthly
basis is shown in Figure 25.

















Energy loss due to the parallel module interconnection
Figure 25: Energy loss (per month) due to the parallel connection of four subarrays.
Note that the relative energy loss is even higher at some timepoints. Figure 26 shows
the P-V curves of all four individual subarrays for a particular time of day. Note how the
41
maximum power points differ for each of the subarrays. The equivalent P-V curve for the
entire array is also shown, as well as the corresponding array operating point. The loss
at this time instant was 3.16%; the corresponding operatingvoltages, maximum power
outputs and the actual power outputs of each subarray (and the entire array) are shown
in Table 7. The energy loss variations, both daily and seasonal, may need to be taken into
account in the data monitoring systems, where the system’s output is constantly compared
to the calculated output obtained from temperature and insolation measurements.



















Figure 26: P-V curves of all four subarrays and the equivalent P-V curve for the entire
array in a single-inverter configuration.
If the entire structure housing the four subarrays was oriented differently, power output
of each subarray would be different as well as the amount of electrical interconnection
between subarrays. To demonstrate this effect, the simulations are repeated with the whole
power tower structure rotated by 45 degrees due east. This way, the four sides of the
building will face southeast, northeast, northwest and southwest, respectively. The total
energy loss in this configuration (as a function of month), isshown in Figure 27. The loss
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Table 7: The operating voltages and power outputs of four subarrays making the Power
Tower PV system. The maximum power outputs of each subarray hadn’t they been inter-
connected (multiple inverter configuration) are also shown.
Umax Pmax Pactual
South side 178.499 507.460 492.775
East side 150.330 145.683 137.432
North side 181.316 255.309 244.860
West side 155.964 398.862 392.137
Total 164.848 1307.314 1267.205
is, as expected, higher than when the modules were oriented du south, east, north and
west, respectively.


















Energy loss due to the parallel module interconnection
Figure 27: Energy loss (per month) due to the parallel interconnection of four subarrays.
Individual subarrays oriented due southeast, northeast, northwest and southwest, respec-
tively.
Over the entire year, the total energy loss due to electricalinteraction between subarrays
in this configuration is 3.14%. At the same time point that wasshown in Figure 26, the P-V
curves of the individual subarrays (and the resulting curveof the entire array) are shown
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in Figure 28. The actual loss at this time instant is 3.44%, while t e operating voltages and
power outputs are shown in Table 8.



















Figure 28: P-V curves of all four subarrays and the equivalent P-V curve for the entire
array. Individual subarrays are oriented due southeast, northeast, northwest and southwest,
respectively.
Table 8: The maximum and actual operating points of four subarrays. Individual subarrays
oriented due southeast, northeast, northwest and southwest, respectively.
Umax Pmax Pactual
Southeast side 180.200 247.815 232.823
Northeast side 150.719 142.878 140.333
Northwest side 181.334 262.812 245.492
Southwest side 152.306 580.373 574.221
Total 159.336 1233.877 1192.868
The analysis presented in this section may be used to quantify the energy loss incurred
in the single inverter system, and to determine if the loss isignificant enough to warrant the
use of multiple inverters. The multiple inverter system mayalso have additional reliability
benefits, as addressed later in Chapter 3.
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2.6 Conclusions
The emphasis of the work presented in this chapter is on modeling and performance fore-
casting of photovoltaic systems. The main building blocks of a typical PV system simu-
lation program are presented as a foundation for developinganalysis tools. The existing
commercial programs (PVFORM, PVGRID and PV Design-Pro) are analyzed and the ad-
vantages and disadvantages of each program are discussed. Based on these findings, a PV
system simulation program is developed that incorporates th most rigorous models avail-
able today. Development of such a flexible model with open source code (MATLABTM)
represents one of the contributions of this thesis. The program is validated by calculating
the DC energy production of the south–facing subarray of the342 kW PV system on top of
the Georgia Tech Aquatic Center (GTAC). The total calculated energy output is within 3%
of the values calculated with the best commercially available simulation programs.
In the software, the existing state of the art is improved by incorporating the ability to
accurately model PV systems with multiple subarrays, oriented and/or tilted differently, but
still connected to the shared DC bus, and connected to the utility and/or local load through
a single inverter. The DC power output of such a system is typically lower than that of
the identical system with individual subarrays equipped with dedicated inverters. As an
illustration of the capabilities of the developed program,two case studies are presented.
In the first case study, the complete GTAC PV system consisting of 34 subarrays (each
with a different tilt angle) is simulated. As the differences in tilt angles between individ-
ual subarrays are relatively small, the modeling loss due tolectrical coupling between
subarrays is very small – less than 0.2% on an annual basis.
A second case study presents a model of a multistoried rectangul r building with PV
modules mounted on all four sides. In this example, the energy loss due to the operation
at the suboptimal power point is more than 3% on an annual basis. Th s additional energy
may be harvested if the PV system is equipped with four inverters, one per each side of the
building.
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The presented analysis may be used to determine the most cost-effective interconnec-
tion configuration for a PV system with multiple array exposures and capacities. Such anal-
yses will become increasingly more important as building–itegrated PV (BIPV) strategies
are co–developed with architects and other interested parties, under the circumstances when
electrical design is constrained by other considerations.
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CHAPTER 3
AVAILABILITY ANALYSIS AND DESIGN
OPTIMIZATION OF PV SYSTEMS
3.1 Introduction
In conventional energy sources, failure-related damages are limited to the costs of repair
and energy not served. When the generating unit is idle, no fuel is consumed, and pro-
duction resumes when the failure is cleared. In PV systems, the fuel is free and every
time the system is non-operational, the possibility for energy production and revenues are
lost. The loss of potential revenues is important, since thelarge initial investment for a PV
system is usually compensated by the price paid (or avoided to be paid) for commercially
available electricity. In evaluating the payback time and eergy price per kWh generated,
the PV system is usually assumed to work without interruptions. Neglecting the effects
of those failures can lead to unreasonably optimistic performance and life cycle cost pre-
dictions. Several studies [25, 26] have shown that the majority f PV system failures may
be attributed to inverter failures. In this section, a procedur for quantifying the effects of
inverter failures on total lifetime PV system energy production is presented, and the suit-
ability of several inverter configurations is investigated, based on their total lifetime energy
output and life cycle costs. A configuration with multiple inverters connected in parallel is
found to be most reliable. Its total energy output can be further increased by using a novel
parallel inverter control strategy, introduced in Section3.3.
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3.2 System Configurations
The following inverter configurations are considered and illustrated in Figure 29:
1. A single inverter system
2. A system withN identical smaller inverters (N times smaller rated power), each
connected to a portion of the system (string) correspondingto its capacity.
3. A system withN identical smaller inverters (N times smaller rated power), connected
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Figure 29: Inverter configurations: (1) single inverter system, (2) system with multiple
string inverters, and (3) system with multiple parallel inverters
In the case of a single inverter system (Case 1), a certain number of failures,F, are
expected during the lifetime of the system. When the inverteris operational, its output is
equal to its input reduced by conversion losses, and when it is non-functional, the total
system output is zero. In the case of a multiple string inverter system (Case 2),N times
more failures are expected, but each particular failure just reduces the overall conversion
ability of the system and does not shut down the entire system. The total expected lifetime
energy production is the same as in the single inverter case,since the expected number
of failures isN · F, but each failure reduces the system’s conversion ability by N times
smaller amount. However, the multiple-inverter configuration improves the reliability of
the system, since each particular failure does not lead to the total system failure. Note that
in this analysis, it was assumed that all inverters, regardless of their size, have the same
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conversion efficiency, failure characteristics and that the repair time isdistributed in the
same way. The larger the discrepancies in inverter capacities, the larger is the potential for
discrepancies in these characteristics. However, the inclusion of these discrepancies may
not present difficulties in the numerical approach presented further in the text.
In a parallel configuration, (Case 3), inverters effectively share the total conversion load.
When one inverter fails, remaining inverters may process part or even all of the power
that was being converted through the failed inverter, depending on the output of the PV
system during the failure of the inverter. Because the outputof a PV system (and therefore
loading level of the inverter) is a probabilistic quantity,a statistical analysis needs to be
performed to determine any potential gains by using this configuration. The PV inverter
has to be able to handle maximum (or close to maximum) expected DC power at its input
terminals. Due to the nature of the solar energy conversion pr cess for silicon-based solar
cells, the maximum solar cell DC power output (and inverter input) is expected under a
combination of high insolation and relatively low temperatu e, which is not likely to occur
often. Therefore, a PV inverter operates most of the time at power levels significantly
lower than its rated power. Moreover, the inverter’s conversion efficiency depends on its
fractional loading, defined as a ratio of the input power to its nominal DC rating, as shown
in Figure 30. The inverter size is chosen so that its cost and inverter-related losses are
minimized, i.e. its nominal power should be as small as possible, to provide high conversion
efficiency during normal operation, while not too small in orderto minimize revenue losses
when its input power has to be limited. There is no need for additional circuitry that will
protect the inverter when its input power is higher than its rated power. At those times,
the maximum power point tracking algorithm simply moves theinverter away from the
maximum power point, maintaining the input power at the rated power. Figure 30 shows a
typical histogram of the DC power expected at the inverter input terminals over a period of
one year. An inverter efficiency curve is superimposed, showing the misalignment between
the actual power being processed and inverter effici ncy. Using this data, the expected
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Figure 30: Histogram of the typical PV inverter DC output andits corresponding efficiency
(Top), and the efficiency curve (bottom).
inverter efficiency over a period of one year is calculated and shown in thebottom half of
Figure 30. Note that, although inverter rated efficiency at full load is 95%, it may drop well
below 90% for fractional loading levels lower than 0.5. Figure 30 also reveals that, in this
example, inverter efficiency is lower than 80% for more than 25% of the time.
Therefore, the multiple-inverter configuration may be beneficial. In the case of a failure
of one inverter, the remaining inverters will continue working and will share the additional
load imposed on them. If the input power is higher than the total rated power of remaining
(N − 1) inverters, they will all operate at their rated power. Theexpected energy loss due
to inverter malfunctions over the lifetime of the system depends on the number of inverters
connected in parallel,N, and will be a non-increasing function ofN.
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3.3 Novel inverter control strategy for
multi-inverter systems
Based on these findings, a new control strategy, designed to keep th inverters operating at
the optimum efficiency, is proposed. In a multiple-inverter configuration with N inverters
connected in parallel, when the total input DC power is lowerthan the total rated power of
(N − k) inverters,k inverters may be purposely turned off, which will force the remaining
inverters to operate at higher fractional loadings and therefore improve their conversion
efficiency, i.e.:




whereNon is the number of inverters that should be online,N is the total number of invert-
ers,PDC is the total instantaneous DC input power,P is the nominal power of each inverter,
and the functionceil rounds to the nearest integer toward infinity. Note that thiscontrol
strategy may need to be adjusted when the peak conversion efficiency occurs at a power
level below the rated power.
3.4 Statistical performance analysis
To quantify the aforementioned eff cts, a coefficient that adjusts the total lifetime PV sys-
tem energy output taking into account the inverter-relatedfailures is introduced. The relia-
bility coefficientKn is defined as the ratio of the expected lifetime AC energy production of
the PV system withn inverters (E(Wn)) and the lifetime DC energy production of the PV
system (WDC). Note that the expected lifetime AC energy production includes the perfor-





The coefficientKn depends on the geographical location of the system, number of inverters
n, their configuration, and the underlying random distribution of both inverter failure and
repair processes.
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To be able to determine the coefficient Kn, both the time between failures (TBF) and
repair time are treated as random variables. Inverter manufacturers typically do not pro-
vide failure data, but mean times between failures (MTBF) betwe n 1 and 16 years have
been reported based on field data [26]. These data can be used to model the TBF as an
exponentially distributed random variable, with parameter λ = 1/MT BF [27]. Several ini-
tiatives aimed at collecting the performance data for a large number of various PV systems
are currently taking place, which would likely provide better insight into the appropriate
distributions and distribution parameters to be used for modeling the time between failures.
The repair time varies greatly, between several hours for large continuously monitored
systems, to several months for remote installations and large installations that depend on
manufacturer’s service. Typically, for residential non-monitored systems, it includes a fail-
ure identification period of up to one month (using meter datafrom the utility bill), followed
by several weeks for system repair. For large installations(either in size or volume) several
monitoring strategies can be utilized, ranging from continuous monitoring of system per-
formance and comparison with predicted output obtained using meteorological data, to a
less frequent (weekly, bi-weekly) phone-in of inverter diagnostic data to a central computer.
The availability of spare parts or a spare unit—a situation more probable in the case of a
system with multiple, standardized inverters may significantly decrease the repair time.
To obtain the statistically valid estimate of the reliability coefficient Kn, in this sec-
tion, a 20-year lifetime of PV system operation (including failures) is simulated for a given
inverter configuration. The system availability data is generated randomly, using the appro-
priate random distributions for time between failures and repair time, as shown in Figure 31.
The total produced energy is calculated, and the procedure is then repeatedM times, with
a new random set of failure/repair data. The result of such Monte Carlo analysis is the
expected AC energy production of the system, including the performance loss resulting
from inverter-related downtimes. The value of the reliability coefficient is then obtained by
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Figure 31: The 20-year data set of PV system operation, including random inverter failures.
The times between failures and repair times are obtained by generating random numbers
with the appropriate random distribution.
The flowchart of the procedure is presented in Figure 32.
i = 1, N










Figure 32: Flowchart of the Monte Carlo procedure for determining the reliability coeffi-
cientK.
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3.5 Optimal Number of Inverters:
Cost Vs. Reliability
The presented analysis provides a quantitative demonstration that multiple-inverter config-
uration improves PV system reliability, and reduces production losses due to inverter fail-
ures. However, multiple inverter configurations may have substantially higher up-front and
maintenance costs that may offset any possible energy gains. Thus, a relatively straightfor-
ward procedure to determine the optimal number of invertersthat minimizes the life-cycle
costs of such a system is developed.
Lifetime revenues from energy production of the PV system can be estimated using the
following formula




wherex is the number of inverters in the system,K(x) is the reliability coefficient that ac-
counts for inverter failure related downtimes,EDC is the total annual DC energy production
of the PV array at a given location in kWh,c is the energy cost in $/kWh, r is the coeffi-
cient that accounts for annual variations in energy price and inflation, andT is the expected
lifetime of the system (in years).
Multi-inverter systems usually have higher up-front and maintenance costs. The in-
verter priceP is usually quoted in $/VA, thus the installation and maintenance costs of the
multi inverter system can be determined using
C(x) = S · P(
S
x
) · (1+m) (26)
whereS is the total installed inverter power, in VA,P(y) is the inverter price as a function
of its size, expressed in $/VA, and m is the coefficient that accounts for the maintenance
costs. Based on the data from [25], the following formula for the inverter price (per VA)
was used in the numerical example presented in the next section.
P(y) = −0.1569· log(y) + 1.2675 (27)
54












0 100 200 300 400










L o w  p rice
A verag e p rice
H ig h  p rice
P (y) =  -0.1569 * lo g (y) +  1.2675
Figure 33: Inverter price (per VA) as a function of its size (data from [25]).
The total lifetime gain from the system,T(x), expressed in dollars, is simply obtained
as a difference between revenuesE(x) and costsC(x). It is a function of only the number of
invertersx, which can be used to obtain the optimal number of inverters that maximizes the
benefits over the lifetime of the system. Note thatT(x) does not include the costs associated
with PV array, which are assumed to be the same in all configurations.
3.6 Case Study: Georgia Tech Aquatic Center
PV system
As a numerical example, the inverter failure characteristics determined from five years of
field data for the 315 kW single-inverter PV system installedat the Georgia Tech Aquatic
Center in Atlanta, Georgia are used [23]. It is assumed that both the time to failure and
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repair time are Weibull distributed, with scale (η) and shape (β) parameters estimated from
the field data [27]. The corresponding MTBF and mean time to repai (MTTR) are 540
days and 26 days, respectively. The Monte Carlo analysis is performed for the follow-
ing inverter configurations: string inverters, parallel inverters and parallel inverters with
selective inverter shutdown in order to maintain the highest conversion efficiency possible.
The inverter size for the single-inverter case is determined using the condition that the
single-inverter system has to be able to process all available DC power for 99.5% of the
time, i.e. the inverter power would be limited to its nominalv ue for only 0.5% of the
time. The size of each inverter in theN-inverter system is appropriatelyN times lower.
This approach allows the comparison of results for different geographical locations, as the
energy output of the PV array of the same size will be different for different locations, and
an inverter of different size may be needed.
The results of the Monte Carlo analysis described in Section 3.4 are summarized in
Figure 34. In the case of string inverters, the expected total energy production does not
depend on the number of inverters in the system, as shown in the bottom curve of Figure 34.
If more inverters are present in the system, the total numberof failures increases, but each
failure reduces system conversion ability by a smaller fraction.
If inverters are connected in parallel, thus sharing the total l ad, the expected energy
production increases as the number of inverters in the system increases (middle curve
in Figure 34). The sharpest increase of the reliability coeffici nt is for a two-inverter sys-
tem, where the total expected energy production increases by more than 2.5% compared
to a single-inverter system. As the number of inverters increases (toN=10 in this exam-
ple), the law of diminishing returns kicks in, and the additional improvements eventually
become negligible. The curve for the coefficient Kn asymptotically approaches the value
for a single-inverter failure free system, as the number of inverters becomes very large.
The same behavior is experienced when only the minimum number of parallel inverters



























Parallel inverters + Selective Turn-off
String inverters
Figure 34: The performance-adjusting reliability coefficient as a function of the number of
inverters in the system (using data from the GTAC PV system inAtlanta, GA).
yields a few more percent in energy gain, depending on the number of inverters in the
system. It is interesting to note that this strategy may yield more energy over the lifetime of
the system than a single-inverter system that has not experienced a single failure throughout
its service life. This is evident in Figure 34 – in the case of aselective turn off (top curve),
the value of the reliability coefficient for N > 2 is higher than the value of the coefficient
whenN→ ∞ and selective turn off is not employed (middle curve).
The economic analysis, taking into account higher start-upand maintenance costs for
multi-inverter systems, shows that, in this example, a three-inverter system with selective
inverter shutdown yields the lowest life-cycle costs (Figure 35). Figure 35 shows the values
for the total lifetime gain from the systemT(x), as a function of the number of inverters in
the system, with the highest value ofT(x) indicating optimal configuration. The parameters
used for this analysis were: MTBF=1 year, MTTR=30 days,c= 0.12 $/kWh, r = 1.03 and
m= 0.15.






















Parallel invertor configuration with selective inve rter turn on/off
Figure 35: The optimal number of inverters in the system. A two-inverter parallel con-
figuration yields the best overall energy gain. If a selective urn-off inverter strategy is
employed, a three-inverter configuration is optimal.
Monte Carlo procedure was repeated for several combinationsof distribution parameters
for both TBF and repair time, effectively varying MTBF from one to three years and MTTR
from 30 to 60 days. In all cases, the changes in MTBF and MTTR areobtained by changing
only the appropriate scale (η) parameter, while keeping the shape (β) parameter constant.
The results are presented in Figure 36. As expected, increasing MTBF increases reliability
coefficientKn, while increasing MTTR decreasesKn.
It should be noted that all presented results are site specific, as the amount of insolation
differs significantly for different geographical locations. However, the general shape of th
reliability coefficient curve is similar for all considered locations (Atlant, GA, Chicago,
IL and Scottsbluff, AZ). While the actual coefficient values may differ slightly for different
locations, the general trends presented in Figure 34 are observed at all locations. Figure 37
shows the values of the reliability coefficient for three US locations: Atlanta, GA, Chicago,






























Figure 36: The dependence of the reliability coefficient on the failure characteristics of the
inverter and repair time. Results shown are for the parallel inverter configuration without


























Figure 37: The dependence of the reliability coefficient on the geographical location. Re-
sults shown are for the parallel inverter configuration without selective turn off.
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3.7 Conclusions
In this chapter, the importance of including random inverter failures in the PV system
reliability and life–cycle cost calculations is demonstrated. A new performance-adjusting
reliability coefficient, which accounts for system downtime, is proposed, anda Monte Carlo
simulation for determining the values of the coefficient for various inverter configurations
is presented.
Several commonly used inverter configurations are considered, including a single in-
verter, string inverters and parallel inverters. The parallel configuration is found to yield
maximal energy over the lifetime of the system. In addition,a inverter control strategy
in a system with parallel inverters that further improves the total energy yield is proposed.
The strategy is designed to selectively shut down one or moreinverters during the periods
of low insolation, thus enabling the remaining inverters tooperate at higher conversion
efficiency.
As a multiple inverter configuration may have higher up-front a d maintenance costs
compared to the single inverter configuration, a procedure fo determining the optimal
number of inverters (which minimizes the system life-cycleosts) is also developed. The
complete procedure is integrated into the previously developed PV simulation program
(presented in Chapter 2), and may be used to determine the optimal inverter configuration,
based on minimal life–cycle costs.
The developed procedure is demonstrated on the case study ofa Georgia Tech Aquatic
Center PV system, with inverter failure characteristics obtained from field data. In this
example, the parallel inverter configuration yields up to 4%percent more energy over the
lifetime of the system, compared to a single–inverter system. The selective inverter shut-
down strategy yields additional 2-2.5%, depending on the number of inverters in the sys-
tem. The energy gain obtained in both parallel configurations depends on the number of
inverters in the system, with incremental gains decreasingas the number of inverters in-
creases. The optimal number of inverters in the parallel configuration is two – yielding
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$26,000 (approximately 2% of the total system gain) more over th lifetime of the system,
compared to a single–inverter system. If the selective shutdown procedure is employed, the
optimal configuration is a three-inverter system, with the gain of $53,000, compared to a
single–inverter system.
As PV and other renewable energy sources are becoming increasingly interesting as
distributed generation resources, modeling and forecasting capabilities that address their
performance, as well as treatment of uncertainty of their inputs, are paramount in facili-




QUANTITATIVE TECHNIQUES FOR ANALYSIS OF
LARGE DATA SETS IN RENEWABLE DISTRIBUTED
GENERATION
4.1 Introduction
This chapter investigates the effects of distributed generation (DG) devices on electric
power distribution systems. Distributed generators alterth operation of a distribution
feeder at which they are installed and may also interfere with its protection and control.
The prevailing utility strategy is thus to impose a set of strict rules designed to limit the neg-
ative effects that DG systems may have on the distribution feeder. However, DG systems
inherently provide some benefits to the utility. They may leve the load curve, improve the
voltage profile across the feeder, reduce the loading level of branches and substation trans-
formers, and provide environmental benefits by offsetting the emissions of pollutants [28].
Utility economic benefits also include loss reduction, avoided costs of energy production,
generation capacity, distribution and transmission capacity investment deferral, reducing
risk from uncertain fuel prices, green pricing benefits, etc. The summary of DG benefits is
presented below:
• Energy. The most obvious benefit of DG installed on a feeder is due to the electrical
energy savings. The actual value may differ based on the size and location of DG
and based on who owns it. If the DG is owned by the utility and/or it is located
in the T&D network, the benefit is based on the avoided cost of energy production.
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If DG is placed on the feeder, the actual benefit to the customer is based on a full
price of energy. Depending on the agreement between the utility and the customer,
it may include premiums based on the time-of-day productionof energy. However,
net-metering agreements currently in place do not support these premium payments.
• Electrical loss reduction. The benefits include electrical loss savings (both active
and reactive) on the distribution feeder, in the substationra sformer, and in the
transmission network. The benefits accrue due to reduced current flows through-
out the transmission and distribution network, as a result of generating electricity
closer to the consumers.
• Reactive support.Typically, DG are connected to the distribution network through
an inverter and operate at the unity power factor, supplyingonly active power. If DG
inverters are allowed to operate at power factors other thanunity, in addition to the
active power (which is determined by meteorological conditions) they may provide
additional reactive power, up to the inverter capacity.
• Voltage support benefits.DG placement across the feeder also changes local voltage
conditions - in general increasing local voltage levels.
• Reliability. The overall feeder reliability may increase if islanding isallowed, as DG
may continue to serve customers within its island even during outages. If islanding
is not allowed, as it is today’s practice, DG can still increas the feeder’s reliability in
some cases. If a connecting branch to the backup feeder with anormally open switch
is present, the DG can be allowed to reconnect after the faultis isolated and the switch
is closed. Although a backup feeder is used to temporarily resto power, without
DG some customers may not receive service due to high impedanc s at the ends of
the backup and primary feeder. DG, if redispatched, may allow more customers to
receive service until the main feeder is repaired.
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• Capacity values.Capacity values include the avoided cost of energy production,
which is typically the avoided cost of using a peaking gas turbine.
• Equipment related. DG may allow better utilization of existing equipment and pro-
long its life, allowing substation transformer and line construction deferral. It may
also extend maintenance intervals, due to less switching for switched shunts and sub-
station transformer load tap changers.
4.1.1 Renewable distributed generation
In addition to the aforementioned benefits, renewable or green DG may also provide en-
vironmental benefits due to the avoided emissions ofNOx, S O2 andCO2 that would have
been produced by a conventional coal-burning generator. Various state and federal tax cred-
its may be available for renewable DGs, making them even moreattractive. But apart from
these government-regulated incentives, the driving factor for the additions of renewable DG
to the existing electricity networks may be the fact that thegeneral public overwhelmingly
supports their continued expansion. For more than 20 years,n tional polls have shown that
the general customer perception of renewable sources is much ore favorable than that of
the conventional energy sources [29]. Several utility studies in the late 1990s have con-
firmed these findings [30]. For example, Table 9 shows the response to the question about
the favorability toward various energy resources, assuming that the customers had a choice
of the source of their electrical energy. Similarly, when asked if they want their utility to
use a variety of energy sources, including renewables, the responses were overwhelmingly
positive. Of residential customers, 88% were for includingrenewables into the generation
mix, as opposed to 39% for nuclear and 14% for coal.
When asked about the specific renewable energy sources that they would want their
utilities to deploy, the majority of respondents again chose wind and PV, as shown in Ta-
ble 10. In addition to having a favorable opinion on renewable energy sources, a significant
percentage of polled customers indicated that they are willing to pay more for electricity
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Don't know     
[%]
Solar 93 5 2
Wind 91 9 0
Natural gas 83 11 6
Geothermal 71 13 16
Landfill gas 64 18 18
Forest waste 59 29 12
Nuclear 31 63 6
Coal 24 69 7




Percent chosing in 
top 3 preferred 
renewable energy 
sources
PV on public building 69 58
Geothermal 64 63
Wind 61 69
PV on homes 60 64
Biomass 32 26
produced by such sources [31,32]. A 1998 survey in Colorado, for example, found that 76%
of homeowners are willing to pay at least $1 more per month forelectricity from renewable
sources [31]. Figure 38 quantifies some of the extensive results reported in [30]. It indi-
cates that a vast majority of customers (over 90%) are willing to pay a monthly premium
price of up to $5 in exchange for receiving a fraction of theirelectricity from renewable
resources.
More and more utilities are beginning to acknowledge the significance of these findings
and are starting to change their position on renewables. Instead of treating renewables as a
“nuisance”, they are starting to look at them as the opportunity for additional profits, build-
ing customer loyalty, enhancing the public perception of the utility and reducing the future
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Figure 38: Indications of customers’ willingness to pay premium monthly amount for elec-
tric power from renewable energy sources obtained from the polls. [30]
identify with utilities that support and promote environmentally sound management prac-
tices. Hence, more than 80 utilities have started offering “green” pricing programs. The
term “green” energy refers to the energy produced from renewable energy sources. Green
pricing programs represent a variety of customer services,usually based on customers’ vol-
untary acceptance of premium rates in order to purchase green power. More than 70 MW of
renewable generation has been installed as a result of thosepr grams, and another 120 MW
has been planned.
The Sacramento Municipal Utility District (SMUD) is one of ah ndful of utilities that
has, from the very beginning, embraced the renewable technologies. Its PV Pioneers I
program started in 1993, offering customers the installation of 2 kW or 4 kW PV systems
on their rooftops. The systems are owned by SMUD, and customers pay a flat $4 monthly
fee for a period of 10 years, at which point they have an optionof purchasing the system
or possible rate reduction. More than 450 systems totaling more than 1.5 MW have been
installed and the installations continue at a rate of 100 system per year. As an extension of
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this program, in 1998 SMUD introduced a PV PIONER II program,in which customers are
offered the opportunity to purchase 2 kW or 4 kW systems, with SMUD contributing more
than 50% of the total system’s price. The systems are installed at customer’s premises,
reducing their loads, and the eventual energy surplus is sold back to the utility via a net-
metering agreement.
SMUD is also offering a Greenergy program – a green pricing program that offers cus-
tomers two levels of participation: Greenergy All Renewables and Greenergy Advocate.
The Greenergy All Renewables program includes either a $6 flatmonthly fee or the ad-
ditional 1 ¢/kWh charge, while providing 100% of energy from renewable sources. The
Greenergy Advocate program includes a 0.5¢/kWh surcharge (or a $3 monthly fee), pro-
viding 50% of energy from renewables. Forty percent of the premiums go directly toward
building new renewable resources. As part of the Greenergy program SMUD is also pro-
moting a Community Solar program that allows customers to fund ture solar installations
for non-profit organizations in the SMUD’s service area by donating 1¢/kWh on their
monthly bill. More than 600 customers have enrolled in Community Solar program and
several installations, such as the 3.7 kW PV system at the Sacramento Zoo have already
been completed.
4.2 Problem statement
For reasons described in the previous section, it is reasonable to expect an increased pen-
etration of DG systems into the existing distribution system. Some of those DG systems
may be renewable photovoltaic (PV) or wind DG systems. Although the practical capacity
of these systems is relatively small, their cumulative eff ct may significantly alter the be-
havior of the feeder where they are installed. Accurate modeling of such a DG-enhanced
feeder is not trivial for the following reasons:
• The renewable PV and wind DG systems are usually not owned or operated by the
utility.
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• Their output is a probabilistic quantity, dependent on meteorological conditions.
• The locations of individual systems across the feeder, as well as their sizes and oper-
ational status, are not precisely known at the planning stage.
It would be beneficial for utilities to know the eff cts of a given overall DG feeder penetra-
tion (usually expressed as a percentage of the feeder nominal load) on feeder operational
characteristics, such as the feeder voltage profile, activeand reactive losses, substation
power factor, switching times of shunt capacitors, etc. Knowledge of statistically valid
estimates of those eff cts (both the expected and extreme values) is beneficial forfeeder
planning, and could also be used in designing green power prog ams.
In this chapter, the operation of a DG-enhanced feeder is describ d, along with the
problems involved with accurately describing such a system. An objective method is de-
veloped for reducing the number of computational steps necessary for accurate modeling
of the DG-enhanced feeder operation. The method is based on aclustering algorithm that
reduces the input set by grouping similar data points into groups or clusters, while still re-
taining the necessary information contained in the underlying data. Because of the inherent
averaging properties of the clustering algorithm, the method is augmented by a companion
procedure that uses only those points from the original dataset that yield approximate ex-
treme feeder conditions. Both procedures are demonstrated by investigating the effects of
random DG placement on a radial distribution feeder.
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4.3 Clustering analysis
In radial networks, bus voltages decrease with distance from the distribution transformer.
Distributed generators scattered across the feeder effectively decrease the load, change the
power flows along the feeder and local voltage conditions. They may also interfere with
the operation of switched shunts and protection equipment.The layout of a distribution
feeder, based on [34], with one representative allocation of distributed generators, is shown
in Figure 39.
Figure 39: The layout of the distribution feeder (based on [34]) with one possible allocation
of renewable distributed generators.
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Figure 40: The effect of a PV generator with capacity scaled from 10% to 40% of nomi al
load on a load profile.
A model of a DG-equipped feeder was developed in MATLAB, basedon a MAT-
POWER simulation package [35]. The package was modified to include the automatic
control of shunt capacitors and modeling of renewable distributed generators. It is suitable
for simulation and planning purposes by incorporating Monte Carlo analysis capabilities
for various modeled uncertainties, which are explained later in this chapter. As an example
of the model, Figure 40 shows how the load is decreased in the presence of a PV generator
when the peaks of PV generation and load demand are matched, both occurring around 11
am. The capacity of a PV generator in this example was scaled from 0% to 40% of the
nominal load.
To accurately determine the eff cts of daily and seasonal variations of the DG output,
a whole system has to be simulated over an extended period of time. Different possible
DG system spatial locations across the feeder and their influe ce must also be considered.
One way to obtain this information is via Monte Carlo simulations, where each annual
simulation has identical load conditions but different PV generator locations and sizes.
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This is a very computer–intensive process. If, for example,th feeder is simulated over a
period of one year at 10-minute intervals, a total of 52560 (6·24·365) power flow solutions
have to be calculated foreachof the annual Monte Carlo simulations. Even if the data set
is restricted to include only daytime hours, the computational burden is still overwhelming.
An obvious, but somewhat subjective, method for reducing the computational load is
to reduce the number of simulation points by picking several“typical” days and then per-
form the Monte Carlo analysis using only the data for those days. However, in doing so,
important annual aggregate values may be lost. Instead of using a complete annual data set
or just a couple of typical days, an analytical procedure is proposed for reducing the large
input data set. The goal is thus to cluster the large data setX in o a smaller setW, and
use the reduced data set for power flow calculations. LetX be the data set composed of all
daytime vectorsxi of the load active power (Pi) reactive power (Qi) and PV power (PPVi)
throughout the year, i.e.:
X = {xi |xi = (Pi ,Qi ,PPVi), i = 1, . . . ,N} (28)
wherePi andQi are scaled by the nominal load active (reactive) power demand, i.e. the
actual load demand at the time point(in kW) at any bus in the system is obtained by
multiplying its nominal load byPi. The same scaling procedure is applied to PV output; at
time i it is obtained by multiplying the nominal power of the PV system byPPVi. Note that
a three–dimensional set is assumed in (28). TheQi dimension may be dropped to decrease
the simulation time, if a constant load power factor is assumed. On the other hand, if in
addition to PV, wind DG systems are present on a feeder, theirannual profile would require
a more complex data structure. The purpose of this algorithmis to handle multiple uncer-
tainties that arise from intermittent generation and/or load variations and the only impact a
different DG or load portfolio may have on the data is a different measurement set and its
dimensionality. Such data structures can also be handled bythe proposed algorithms.
Them-clustering of a setX (in a conventional sense) is defined as a partition ofX into
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msetsC1, . . . ,Cm, where the following conditions are met [36]:




Ci = X (30)
Ci ∩C j = ∅, i , j, j = 1, . . . ,m (31)
In other words, there cannot be zero-clusters (29), missed data (30), or overlapping clus-
ters (31). Each point in the original data set is assigned to only ne cluster. Fuzzy logic
theory extends this idea by allowing a point to be a member of more than one cluster, i.e.
each data pointxi belongs to the clusterC j to some degree specified by its membership
gradeui j ,0 ≤ ui j ≤ 1. Fuzzy clustering of a setX into m clusters is defined by a member-
ship matrixU whose elements are membership gradesui j if the following conditions are
met [36]:









ui j < N, j = 1, . . . ,m (34)
The membership grades close to unity indicate a “high grade”of membership to the cor-
responding cluster. Conventional “hard” clustering can be considered a special case of
fuzzy clustering, with membership grades restricted to take values only from the set{0,1},
i.e., each data point has a membership grade of one for one cluster and zeros for all the
others. The main advantage of fuzzy clustering is that it maybetter capture the impreci-
sions in real-life data, providing more information about the data structure compared to a
non-fuzzy scheme, naturally at the expense of increased computational cost.
To separate data into clusters, a proximity measure betweendata vectors, and between
a vector and a cluster, needs to be defined. One such measure isthe standard squared
Euclidean distance,d(xi , xj).
d(xi , xj) = ‖xi − xj‖
2 (35)
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Each cluster can be represented by a simple vector, called the point representative of the
cluster and denoted asw j. Therefore, the distance between the vector and a cluster can be
calculated as a distance between the vector and the cluster point representative. The objec-
tive of the clustering algorithm is thus to obtain the vectorof cluster point representatives,
W = [w1,w2, . . . ,wm], and the matrix of membership gradesU, by minimizing the cost








ui j d(xi ,w j) (36)
with respect toW and U. Both the conventional and fuzzy algorithms were evaluated,
and the conventionalc-meansclustering algorithm [37] was chosen, because of its com-
putational simplicity and obtained accuracy. The objective function (36) is in that case
minimized using the following algorithm [37]:
Step 1. Choose an initial vectorW of cluster point representatives.
Step 2. For each data pointxi (i = 1, . . . ,N), determine the closest cluster point represen-
tativew j.
Step 3. Update cluster point representativesw j ( j = 1, . . . ,m) as mean values of the vectors
that belong to their respective clusters.
Step 4. Repeat steps 2 and 3 until no change in cluster representatives occurs between two
successive iterations.










where x̂i = wk for xi ∈ Ck. As more data points concentrate around the cluster centers,
the cluster structure improves and the MSE decreases. MSE isa monotonically decreasing
function of the number of clusters, and can be used to determin the appropriate number
of clusters. Note, however, that the MSE validates only the goodness of clustering; it does
73
not guarantee that the results of analysis using the reducedclustered set will provide an
accurate description of the actual feeder behavior. To validate the goodness of clustering,
two more validity indices are introduced. They are based on calculated feeder voltage and
active losses using the full data set in addition to the same quantities obtained using cluster
representatives. The indices, calculated as mean squared errors for the active power loss
and feeder voltage, show the discrepancy between the valuesobtained with the full and

















Pt(xi) is the total active feeder loss for a given data pointxi, Pc(xi) is the total active feeder
loss obtained using the appropriate cluster representative, i.e.,Pc(xi) = Pt(wk) wherexi ∈
Ck, Vt(xi) is the feeder voltage vector forxi, andVc is the voltage vector obtained using the
appropriate cluster representative.
The main drawback of the c-means algorithm is that it requires th number of clusters
to be adopted in advance. It may also yield suboptimal, localminima of the objective
function (36), depending on the initial conditions used in the Step 1 of the algorithm. The
suboptimal clustering problem is usually tackled by repeating the procedure using different
initial conditions, and keeping only the cluster representatives that yield the smallest value
of the objective function. The most time-consuming part of the c-means algorithm is Step 2,
and various algorithms that use approximations for determining the closestw j may be used
as fast alternatives to the c-means algorithm. The algorithm described in [38] converges
much faster, but yields suboptimal solution with higher MSE, which may be improved
by few additional iterations of the c-means algorithm. Still, he total execution time and
resulting MSE are typically lower than that of the randomly initialized c-means algorithm.
Thus, it can also be used as a c-means initializer, significantly improving its convergence.
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4.4 Detection of boundary points
The c-means clustering algorithm is inherently an averaging algorithm, since it chooses the
cluster point representatives as mean vectors of cluster elements. The boundary elements
of the original setX, dominant in one of the dimensions, are usually responsiblefor the
extreme function values, but as such will never be picked up as cluster representatives. A
procedure is therefore proposed for augmenting the setW of cluster representatives with
the boundary points of setX that will be used to estimate extreme feeder conditions.
The convex hullconv(X) of a set of pointsX is a smallest convex set containingX.
The objective is to obtain the setE of extreme points ofX, i.e., the minimal subsetE of
X for which conv(X) = conv(E) holds. The elements of the setE are the vertices of the
convex hull ofX. In low dimensions (d ≤ 3), bothconv(X) andE may be found optimally
in O(n logn) time [39], n being the number of elements in the setX. The same cannot be
extended into higher dimensions because of the exponentialgrowth of the number of facets
of the convex hull [40]. Fortunately, the problem of determining setE is generally much
simpler than the problem of obtaining the convex hull. Thed-dimensional convex hull can
be computed optimally inO(n[d/2]) time [40], but setE can be calculated inO(nk), k being
the number of extreme points ofX, since the problem of finding setE can be deconstructed
into solving a set of linear programming problems [39].
In the numerical example that follows, a Quickhull algorithm is employed. The algo-
rithm is implemented in MATLAB using the Qhull package [41].The Quickhull algorithm
recursively divides the setX into subsets, finds their convex hulls, and concatenates them
into conv(X). The operation of the algorithm for a two dimensional set isillu trated in Fig-
ure 41. Starting from the setX shown in Figure 41(a), the algorithm begins by dividing
the plane with a line through two points, which have the smallest and largest abscissa, as
shown in Figure 41(b). Then, on each side, a point is selectedsuch that the formed triangle
has maximum area (Figure 41(c)). The selected point is on theconv(X), while all points
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inside the triangle may be discarded. The procedure is repeat d for both sides of the tri-
angle connected to that point until there are no points left (Figure 41(d)-(f)). In Figure 41,
points that belong to the convex hull are represented as squares, points that do not belong
to the hull are represented as four-point stars and points not yet classified are represented as
circles. Qhull can effectively determine both the convex hull and the extreme points of the
a) b) c)
d) e) f)
Figure 41: Illustration of the Quickhull algorithm.
setX for up to eight-dimensional sets. For higher dimensional sets, the algorithm described
in [39] is recommended.
4.5 Numerical Example
The elements of the set of cluster point representativesW and extreme hull pointsE form
the set that may be used for power flow simulations. SetW is used to obtain histograms (du-
ration curves) of various feeder operational characteristics, while setE is used to determine
their extreme values.
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The 69-bus, eight-lateral distribution feeder, based on [34], is used as an example. The
feeder lateral layout is shown in Figure 39, which also showsthe locations of loads and
one possible distribution of PV generators. The daily load profile (both active and reactive)
is obtained from the actual utility data, provided by Nebraska Public Power District, for
the city of Scottsbluff, NE. It is assumed that all the loads at the feeder follow the same
load patterns. The measured utility data spans one year in 10-minute intervals, which is
also the period considered in this study. Note that the availbility of higher resolution data
would allow more precise detection of the cluster points, asmore information describing
the interaction between the PV output and load would be availble.
The PV generation is obtained by simulating an ideally oriented and tilted fixed PV sys-
tem at the actual location (Scottsbluff, NE) using the PV simulation program developed in
Task 1. The following derating coefficients are used: shading 4%, dust 4%, mismatch 2%,
DC losses 2%, maximum power point tracking losses 4% and inverter fficiency is assumed
to be 93%. Non-optimally oriented and tilted systems may be simulated by multiplying the
output of the system by the appropriate derating coeffici nt.
SetX containing only daytime hours (from sunrise to sunset) values forPi, Qi, andPPVi
has a total of 28137 vectors. The scatter plots of all data vectors with superimposed cluster
point representatives for various number of clusters are shown in Figures 42–47. The fig-
ures reveal that the clustering algorithm has indeed maintained the intrinsic data structure,
but also reiterate the necessity for the companion boundarypoints detection algorithm.
77


















Figure 42: The data and cluster center points (projection onto the PV-P plane). 28137 data
points, 20 clusters.


















Figure 43: The data and cluster center points (projection onto the P-Q plane). 28137 data
points, 20 clusters.
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28137 data points, 100 clusters
Figure 44: The data and cluster center points (projection onto the PV-P plane). 28137 data
points, 100 clusters.


















28137 data points, 100 clusters
Figure 45: The data and cluster center points (projection onto the P-Q plane). 28137 data
points, 100 clusters.
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28137 data points, 200 clusters
Figure 46: The data and cluster center points (projection onto the PV-P plane). 28137 data
points, 200 clusters.


















28137 data points, 200 clusters
Figure 47: The data and cluster center points (projection onto the P-Q plane). 28137 data
points, 200 clusters.
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The MSE, power, and voltage indices are shown in Figure 48 forvarious numbers of
clusters. As expected, more clusters will better approximate the original data set. The
agreement between the MSE (obtained using only the input data setX, without calculating
power flows), and the voltage and power indices (calculated using the results of the power
flow analysis on a full set) indicate that the MSE alone may be us d to determine the
minimal number of clusters which would yield satisfactory results.


























Mean squared error (MSE)
Voltage index
Active power loss index
Figure 48: The mean squared error, voltage and active power lss indices.
The convex hull of the setX of 28137 three-dimensional vectors has 184 facets, and 94
extreme points. Figure 49 shows the original setX, and Figure 50 shows the convex hull of
































































Figure 50: The convex hull ofX and the set of extreme pointsE (94 points).
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Table 11 shows the total feeder activePloss and reactive power lossQloss, and active
Psubstand reactive power taken from the substationQsubst, calculated using various number
of clusters, using only the set of extreme pointsE, and using the full data setX. Both the
extreme values and the total annual energy are calculated for all cases. As expected, the
energy can be accurately estimated using an extremely smallnumber of clusters, while even
a relatively large number of clusters (100) is still not sufficient for determining the extreme
values. However, the extreme values are determined exactlyusing the set of extreme hull
pointsE.
Table 11: The total annual energy and extreme values for feeder losses and power taken
from the substation, obtained using both reduced and full data set.
P lo ss Q lo ss P su b st Q su b st
[M W /M W h ] [ M VAr /M VAr h ] [ M W /GW h] [ M VAr /GVAr h ]
M in 0.029 0.015 2.767 0.863
M a x 0.099 0.052 4.949 2.529
To ta l 255.093 131.809 16.761 7.491
M in 0.018 0.009 2.165 0.583
M a x 0.131 0.068 5.535 2.657
To ta l 256.199 132.507 16.762 7.314
M in 0.012 0.006 1.748 0.245
M a x 0.172 0.088 6.075 3.095
To ta l 256.378 132.647 16.762 7.314
M in 0.012 0.006 1.748 0.245
M a x 0.172 0.088 6.075 3.095
1 0 0
2 8 1 37
Hu ll po in ts
#  o f c lu s te r  po in ts
1 0
Figures 51 and 52 represent the duration curves of the annualactive feeder losses and
substation power factors, calculated usingmcluster point representatives, formequal to 10
and 50, and using all 28137 points. Note a relatively poor match for curves obtained with
only 10 clusters, and better match obtained with 50 clusters. However, both fail to match
extreme values, which can be determined exactly using the extr me setE, and shown as
dot-dashed lines in Figures 51 and 52. Figure 53 represents the voltages across one feeder
branch, again obtained using cluster point representatives and with the full data set. The
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average voltages are correctly estimated with as little as 10 clusters, as the three lines in the
middle of Figure 53 obtained with 10, 50 and 28137 points are practically indistinguishable
(line labeled D in Figure 53). The extreme values obtained with 10 (lines C and E) and 50
clusters (lines B and F) differ from the correct values obtained with the full set of 28137
points (lines A and H), again showing that the clustered set cannot be used to estimate
extreme values. However, the extreme values obtained usingthe setE (diamond-marked,
lines A and G) are almost identical to the voltages obtained with the full set.





























Figure 51: The duration curve for active losses calculated using cluster point representa-
tives (m= 10,50), hull points, and using all 28137 data points.
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Figure 52: The duration curve for power factors calculated using cluster point representa-
tives (m= 10,50), hull points, and using all 28137 data points.





































Figure 53: The average annual feeder voltages across one feed r branch, calculated using
cluster point representatives (m= 10,50), hull points and using all 28137 data points.
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4.6 The effect of random PV system locations
In contrast to a typical scenario in power engineering wherea latively small number of
devices (generators, capacitors, etc.) are placed in the existing network, PV systems intro-
duce a situation with a large number of relatively small devic s. Additionally, the exact
positions and sizes of individual PV systems are not likely to be known at the planning
stage. However, total PV penetration may be controlled to some degree, either by limiting
the maximum amount of DG allowed on the feeder, or by using green power or similar cus-
tomer incentives. For example, green power programs typically offer standardized systems
to individual customers, such as 2 kW and 4 kW rooftop PV system offered by Sacramento
Municipal Utility District (SMUD) during its PV Pioneers I and II programs [42].
To model this scenario, a random uniform spatial distribution of standardized PV sys-
tems (“PV blocks”) along the distribution feeder is assumed. Depending on the size of
the standardized system (PV block) and total PV penetrationon the feeder, the expected
amount of DG at each individual bus will differ. Three cases are investigated, with stan-
dardized PV systems equal to 2 kW, 20 kW, and 40 kW. Relatively small “block” sizes
result in a relatively uniform spread of PV systems along thefeeder, as shown in the top
part of Figure 54. As the block size of each individual systemincreases (while keeping the
same total PV penetration level), the situation with fewer,larger PV systems is obtained.
This situation is shown in the middle and bottom parts of Figure 54.
The reduced data set, obtained in the previous section, is used to determine the expected
average and extreme feeder conditions for a given block sizeand total PV penetration.
For a given total PV penetration, a set of Monte Carlo experiments are performed. For
each Monte Carlo experiment, PV generators of the appropriate s ze (2 kW–40 kW) are
randomly allocated on the feeder. The power flow simulationsare performed using both
clustered and extreme sets, and all feeder voltages are recorded. The procedure is repeated
1000 times, allowing the estimation of average and extreme quantities. In Section 4.8, a
Monte Carlo experiment is explained in more detail, as well asthe obtained results.
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] PV block size: 2 kW











] PV block size: 20 kW













PV block size: 40 kW
Figure 54: The placement of PV generators along the distribution feeder assuming uniform
random distribution, but different PV system block sizes. Total PV power installed at the
feeder is 760 kW in all three cases.
4.7 The effect of using voltage source inverters
The majority of contemporary inverters used in DG systems are cu rent source inverters
(CSI) that operate at unity power factor and hence decrease the overall substation–level
power factor of a distribution feeder. The power factor is decreased because the total active
power drawn from the substation is reduced (due to PV active power injection), while
the reactive power demand remains the same. Due to the probabilistic nature of the PV
system output (as explained in Section 3.2), PV inverters typically operate at relatively low
loading levels, and could be used for reactive power supportas well. Present regulations
dictate that PV inverters should operate at power factors higher than 0.85 when the output
is higher than 10% of their rated power [43], although specially designed systems may
operate outside this limit with utility approval. The eff ct of voltage source inverters that
can generate reactive power commensurate with the remaining u used capacity at any given
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point in time is therefore investigated, by considering thefollowing three scenarios, shown
in Figure 55:
1. Inverters supply only active power.
2. Same as 1, but inverters also supply maximum available reactiv power up to the
limit Qmax determined by their rating, orQV determined by the maximum allowable
voltage at its bus.
3. Same as 2, but under constraint that the power factor is above 0.85, i.e. also limited
by Qlim.
To demonstrate the potential for reactive power injection by PV inverters, Figure 56 shows
a typical histogram of the annual active power output of a PV system, located in Atlanta,
GA, equipped with the inverter with rated power equal to the rat d power of the PV system.
Figure 56 also shows the corresponding histograms of the maximum reactive annual power
output of that inverter for cases when reactive power is limited byQmax andQlim, i.e. for








Figure 55: The modes of operation of a voltage source inverter. For a given active power
Pi, inverter may produce any amount of reactive power between zro (case 1) andQmax
(case 2). If its power factor is limited to be no less than 0.85, its maximum reactive power
output is limited byQlim.

























 determined by inverter’s rating













 s.t. inverter’s pf>0.85
Figure 56: Histograms of annual inverter active energy production and the corresponding
reactive production, limited byQmax andQlim.
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4.8 Monte Carlo analysis using the reduced set
With three PV distribution schemes (block sizes of 2 kW, 20 kW, and 40 kW), and three
inverter control strategies, a total of nine scenarios are considered. For each scenario, one
thousand Monte Carlo simulations are performed using 200 cluster point representatives
and 94 hull points. The total nominal installed PV size is fixed at 800 kW, representing the
PV penetration level of approximately 20% of the total nominal feeder load.
The average and extreme values of total distribution feederlosses, total energy taken
from the transmission network and the substation–level power factor over 1000 Monte
Carlo simulations are presented in Table 12. The feeder losses and energy taken from the
transmission network are expressed as a percentage of the values calculated for a feeder
without PV support. Without PV, the active and reactive losses are 1.66% and 2.19% of the
total active and reactive energy taken from the transmission ystem throughout the year,
respectively, and the results in Table 12 represent the improvements over these values. The
average power factor for a feeder without PV is 0.9280. Table12 shows the results for the
considered 9 scenarios obtained using three PV distribution schemes (block sizes of 2 kW,
20 kW, and 40 kW) and three inverter control strategies (supplying only active power,
both active and reactive power but limiting inverter power factor to be higher than 0.85,
and supplying reactive power up to the maximum allowable by the kVA inverter rating).
For each scenario, the minimum, average and maximum values obtained over 1000 Monte
Carlo simulations are presented. For example, for the case ofa 2 kW PV block size and no
reactive power injection (first row in Table 12), the minimumtotal annual active losses are
85.80% of the losses calculated for the case without PV. The average annual power factor
is 0.9113, lower than the value of 0.9280 for the case withoutPV.
In general, both active and reactive feeder losses decreasewith the addition of PV
generators. The average losses obtained over 1000 Monte Carlo simulations (and thus
the expected values) do not depend noticeably on the PV blocksize, while the possible
ranges of their values (min–max ranges) increase as the block size of the individual system
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increases. Allowing inverters to supply reactive power furthe reduces both active and
reactive losses.
Similar situation is observed for the total active and reactive power taken from the
transmission network. If inverters are supplying reactivepower, the amount of reactive
power imported from the transmission network is significantly reduced. Consequently, the
overall feeder power factor is improved and may reach 0.9642, compared to 0.9280 for a
feeder without PV.
Figure 57 shows the duration curves for the voltage at the remot bus 54, for standard-
ized PV system “blocks” of 2 kW and 40 kW. A duration curve is a gr ph representing the
percentage of time during which the value of a given parameter is equaled or exceeded. For
example, the bold solid line in Figure 57 shows that for a feeder without PV, the voltage at
bus 54 is higher than 0.965 for 20% of the time. Figure 57 showsthe maximum, minimum
and average duration curves recorded over one thousand Monte Carlo simulations. The
improvements over the base case without DG (bold solid line)ar clearly noticeable. Al-
though the range of recorded values is, as expected, wider inthe case of the 40 kW standard
PV system size, the average values (solid lines) are almost iden ical. The duration curves
also offer an estimate of maximum possible voltage improvement at this bus for a given
standard PV size. The extreme voltages are determined usingthe hull points; maximum
values of 0.98 for a case without PV, and 0.987 for the case with 40 kW PV system size are
recorded. The minimum value was 0.95 in all three cases, due to the presence of regulating
shunt capacitors.
Figure 58 shows the duration curves for the power factor at the substation (bus 0), with-
out PV support (bold solid line) and for all three inverter contr l strategies. If inverters
supply only active power, active load demand is reduced while reactive demand remains
unchanged, which effectively decreases the overall feeder power factor. However, if in-
verters are allowed to inject reactive power, the overall power factor may be significantly
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Table 12: Total feeder losses, energy consumption and average power factor over 1000
Monte Carlo simulations for different PV distribution schemes and inverter control strate-
gies.
P [%] Q [%] P [%] Q [%]
Min 85.80 87.07 91.71 102.63 0.9113
Avg 87.29 88.31 91.73 103.34 0.9121
Max 88.95 89.77 91.76 103.93 0.9128
Min 83.01 84.52 91.67 91.88 0.9269
Avg 84.80 86.00 91.70 92.44 0.9276
Max 86.55 87.55 91.73 93.00 0.9282
Min 77.96 79.75 91.59 60.53 0.9613
Avg 80.32 81.74 91.63 61.02 0.9618
Max 82.67 83.89 91.67 61.64 0.9623
Min 81.27 83.60 91.63 100.64 0.9100
Avg 87.44 88.43 91.73 103.21 0.9122
Max 92.70 93.04 91.82 105.01 0.9153
Min 77.53 80.30 91.58 89.55 0.9258
Avg 84.91 86.10 91.71 92.35 0.9277
Max 91.22 91.63 91.81 93.96 0.9308
Min 71.98 75.18 91.49 58.43 0.9593
Avg 80.57 81.96 91.63 61.05 0.9618
Max 88.82 89.50 91.77 63.84 0.9642
Min 81.04 83.41 91.63 100.71 0.9097
Avg 87.54 88.52 91.73 103.11 0.9123
Max 94.27 94.14 91.85 105.31 0.9152
Min 77.17 79.99 91.58 89.62 0.9256
Avg 85.05 86.21 91.71 92.25 0.9278
Max 93.18 93.00 91.84 94.20 0.9307
Min 72.15 75.63 91.49 58.41 0.9592
Avg 80.90 82.24 91.64 61.02 0.9619
Max 91.21 90.99 91.81 63.96 0.9642
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PV block size 2 kW (min−max)
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Average values (2 kW, 40 kW)
Figure 57: Voltage duration curves at bus 54 for different PV block sizes. Inverters supply-
ing maximum reactive power possible.





























800 kW PV, No Q injection
800 kW PV, Q injection s.t. PF<0.85
800 kW PV, Max Q injection
Figure 58: Power factor duration curves for different inverter control strategies. PV system
block size is 20 kW.
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improved and controlled. This could qualify the use of the fed r for conservative volt-
age reduction, which some utilities are using for “soft loadcontrol” during extreme load
peaks. Figure 58 represents a scenario when both PV system and inverter size are 20 kW;
additional improvements may be possible if larger capacities of inverters are used. In this
example, moderate capacity oversizing (up to 20%) did not prvide sufficient benefits to
justify additional expenditures. Consideration may be given to selectively boosting capac-
ity at locations where reactive support may provide better system performance, based on
traditional methods for determining optimal locations forreactive support.
Figure 59 shows the loading levels of the five most heavily loaded branches, with and
without PV support. In this example, the PV system size is 2 kW, and inverters are op-
erating at 0.85 power factor or higher. White bars represent quantile plots for the loading
level of a particular branch without PV. The solid lines in the bars represent minimum val-
ues, 25th, 50th, 75th percentiles and maximum values respectively, while the dotte lines
show the mean values. The lines below and above bars represent extreme loading levels
obtained using hull points. Gray bars represent the same quantities obtained over one thou-
sand Monte Carlo simulations, with PV support. The loading levels are normalized, with
the loading level of 100% being the extreme loading level of each branch for the case with-
out PV. As expected, the PV generators decrease the branch loading levels. The average
loading level of the most heavily loaded branch (branch 2–3 in Figure 39) decreased by
approximately 5% due to the addition of PV generators, whilet e maximum loading level
decreased by 9%. As PV generators typically operate below their rated power output, due
to the probabilistic nature of their input, the reduction inloading levels is not as significant
as it would be for the case with conventional DG. Use of different inverter control strate-
gies, PV “block” sizes or DG spatial allocations may significantly change these values.
However, all of these scenarios can be quickly simulated using a reduced data set.
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800 kW PV, 2 kW block size
Figure 59: Loading levels for 5 most heavily loaded branches, with and without PV support.
PV system block size is 2 kW, inverters operating at 0.85 power factor.
4.9 Algorithm performance and dimensionality
The performance of the Monte Carlo algorithm on the reduced set is hown in Tables 13 and 14.
Table 13 shows the reduction in the number of floating point operations (flops) over the
base case (without clustering) per 1000 Monte Carlo simulations of a DG-enhanced feeder
obtained using the proposed algorithms, if the original data set is three-dimensional, as
defined in (28).
One thousand Monte Carlo simulations were performed using various numbers of clus-
ter representatives, ranging from 10 to 200. For each Monte Carlo simulation, a different
PV allocation along the feeder was considered. The total nomi al installed PV size was
kept at 800 kW, representing the PV penetration level of approximately 20% of the total
nominal feeder load. The total number of flops per 1000 Monte Carlo simulations is the
sum of flops required for: a) obtaining cluster representatives, b) boundary points and c)
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running power flow simulations. Note that in this example, even with 200 clusters the im-
provement in speed is significant, as the Monte Carlo analysiscan be done 87 times faster
using the reduced set of cluster and hull points.










10 2.57E+08 9.36E+06 9.62E+09 264
20 4.46E+08 1.03E+07 1.07E+10 237
50 1.07E+09 1.30E+07 1.40E+10 181
100 1.65E+09 1.75E+07 1.91E+10 133
200 2.91E+09 2.65E+07 2.94E+10 87
28137 - 2.54E+09 2.54E+12 1
The use of a three-dimensional set, as defined in (28), assumethat all loads on the
feeder follow the same daily and seasonal pattern. Typically, three categories of loads are
considered in distribution system analysis: industrial, commercial and residential - each
with distinctively different daily and seasonal load patterns. To be able to model such
loads, the dimensionality of the data set may be increased, afollows:












i ,PPVi), i = 1, . . . ,N} (40)
where superscriptsc, i andr represent commercial, industrial and residential load profiles,
respectively. The dimensionality of the set may be increased ev n further by incorporating
more load profiles or profiles of other renewable generators such as, for example wind DG
systems.
Although both the clustering and hull algorithms work in general for N-dimensional
problems, the computational effort required to cluster very high dimensional sets may not
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be justified. However, for a relatively small number of dimensio s, the algorithms de-
scribed previously suffer no such difficulties. The performance of the algorithm on a five-
dimensional set is shown in Table 14. The improvement in speed is comparable to the
three-dimensional case. For example, the Monte Carlo analysis on a set of 200 cluster
points can be done 81 times faster than the equivalent study using all 28137 points.










10 2.67E+08 9.36E+06 9.63E+09 264
20 7.07E+08 1.03E+07 1.10E+10 232
50 1.37E+09 1.30E+07 1.43E+10 177
100 2.79E+09 1.75E+07 2.02E+10 125
200 5.08E+09 2.65E+07 3.15E+10 81
28137 - 2.54E+09 2.54E+12 1
4.10 Conclusions
The effects of a random allocation of renewable DG systems in a distribution feeder are
investigated in this chapter. The performance assessment of a distribution feeder equipped
with renewable distributed generators is a challenging problem at the planning stage, be-
cause of the uncertainties involved in predicting the DG output due to stochastic nature
of its input, its location on the feeder, and interaction with feeder load, which is also a
stochastic process. Simulating stochastic processes thatdrive the DG output as well as
DG placement, combining it with extensive field measurements of load profiles at feeders
that are candidates for DG installations, and determining their interaction, results in large
data sets. In order to obtain the usual duration curves, a method for reduction of the large
input data sets is developed, based on a data clustering technique. In addition, a fast and
efficient method of finding the set of extreme points for the analysis of extreme operating
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conditions is also presented. Finally, a Monte Carlo analysis (using a reduced data set) is
presented, to determine the effects of deploying a large number of renewable DG systems
on a distribution feeder.
The developed procedure is used to estimate the effects of varying the sizes of individual
PV systems on local voltage conditions and electrical performance of the feeder in general.
In addition, the potential for substation-level power factor improvement is demonstrated, if
PV inverters are allowed as additional, flexible reactive power resource on the feeder.
The procedure is tested on a 69–segment distribution feederwith andomly placed pho-
tovoltaic generators totaling approximately 20% of feedernominal load. The initial input
data set of 28137 data points is reduced to a set of 200 clusterpoints and 94 boundary
points, and the reduced set is successfully used for the Monte Carlo analysis. In this ex-
ample, the addition of PV decreases the average active and rective feeder losses between
12.7%–19.7% and 11.7%–18.3% respectively, depending on the PV distribution scheme
and inverter configuration. Furthermore, the feeder activepower consumption decreases
by approximately 8.5%, while the reactive consumption decreases by almost 40%, if the
inverters are allowed to inject maximum reactive power allowed by their rating. Conse-
quently, the substation–level power factor in this case is significantly improved – its average
value increases to 0.9619 from the value of 0.9280 for the caswithout PV.
Although the average values do not depend noticeably on the PV distribution scheme
(i.e. on the size of each individual PV system), their rangesincrease as the size of the
individual system increases. For example, for a particularinverter configuration (maximum
Q injection), if the size of each individual PV system is fixedat 2 kW, active losses may
decrease between 17%–22%, compared to the case without PV. The range increases to 9%–
28% if the size of each individual PV system is 40 kW. The averag decrease in both cases
is 20%.
The proposed algorithms serve as a bridge to incorporate theunc rtainties imposed by
intermittent, stochastic DG into the conventional tools for analysis of distribution systems.
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With smaller data sets, larger number of studies can be performed in comparable time, thus
providing more answers to the designer of DG-enhanced networks. Possible applications
of the proposed method include studies for DG placement, feeder xpansion, Volt/VAR
support design, conservation voltage reduction design andreliability studies.
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CHAPTER 5
OPTIMIZATION OF RELIABILITY OF RADIAL
FEEDERS
5.1 Introduction
The issue of improving customer satisfaction by improving the reliability of service has
been a longtime concern of the utilities. The task at hand is to op imally utilize the available
technology and limited financial resources to minimize the number, duration and cost of
outages.
The primary tool used in this task is a device called the automa ic circuit recloser. Since
the large majority of faults are of the transient nature, theapplication of reclosers provides a
degree of safety by preventing transient faults from creating permanent outages. A recloser
detects a fault and then opens for a preprogrammed time before closing automatically. This
automatic close is referred to as an auto-reclose. Multipleo en and close operations can be
programmed to provide an intelligent procedure in clearingtransient faults. If the fault is
permanent, the recloser will eventually open and will not attempt to close until instructed
to do so by an operator. This state is referred to as a recloserl ckout. Reclosers may be
either single-phase or three-phase devices; a three-phaserecloser opens all three phases in
case of a fault.
Other commonly used protection elements include fuses, breake s, sectionalizers and
switches. Fuses are single-phase devices, typically placed t feeder laterals that interrupt
the flow of fault current after a predetermined time delay. Ina fuse burning strategy, a
fuse clears a fault before the upstream recloser operates. This approach allows the minimal
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number of customers per fault to be disconnected, but may increase the number of faults,
as many of the faults are temporary, and could have been avoided if recloser operated first.
This strategy is therefore usually implemented only in rural a eas. The fuse saving strategy,
on the other hand, allows the recloser to operate before the fuse. This strategy disconnects
more customers in the case of a permanent fault, but also reduces the number of faults by
preventing downstream fuses from blowing in the case of a momentary outage.
Breakers may also be single-phase or three-phase devices, oft n with reclosing capa-
bility. Switches may be normally open or closed, and are usedto provide a loop feeder
structure that may increase reliability or decrease feederlosses. A normally open switch is
often placed on a tie line between two radial feeders. After th fault is cleared, a normally
open switch closes to restore service to the customers on a faulted feeder downstream from
the fault. Sectionalizers are used to sectionalize the feeder in order to minimize the number
of customers affected by the fault, once the flow of the fault current has been interrupted.
The cost of various types of protection devices varies widely, from hundreds of dollars
for fuses, up to the tens of thousands of dollars for solid state three phase reclosers. A
cost/benefit analysis determines the number and type of the devices that would yield the
best reliability characteristics of a given feeder.
In this chapter, the methodologies used to improve the reliability of radial distribution
feeders are reviewed. The reliability improvements are demonstrated for three typical dis-
tribution feeder layouts. An economic analysis that takes into the account uncertainties in
devices’ costs is also performed.
5.2 Radial feeder without DG: Design issues
In a conventional radial feeder, reclosers are only expected to detect the unidirectional flow
of current. Typically, a recloser upstream from the fault location detects the fault current,
trips, and goes into a predefined reclosing sequence in orderto r store service, if the fault
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is of a temporary nature. If more reclosers are present on theradial feeder, they are time-
coordinated, usually using Inverse Definite Minimum Time (IDMT) curves [44]. IDMT
allows for the recloser operating time to be inversely propotional to the magnitude of the
fault current, forcing the recloser closest to the fault to operate first and clear the fault.
The placement of protection devices in a conventional (radial) feeder is designed to
maximize network reliability, and therefore minimize the traditional reliability indices as-
suming that the energy source is located only at the substation. Typically, utilities use
standardized indices such asS AIFI andS AIDI, which measure the average accumulated
duration and frequency of sustained interruptions per customer [45, 46]. The system av-
erage interruption frequency index (SAIFI) and the system average interruption duration








r i · Ni
NT
(42)
whereNi is the number of interrupted customers for each interruption event,NT total num-
ber of customers, andr i is the restoration time for each interruption event. Customer av r-
age interruption duration index (CAIDI) is defined as the averg time required to restore
service to the average customer per sustained interruption:
CAIDI =
∑







The average service availability index (ASAI), representsthe fraction of time that a cus-
tomer has power provided during one year (or other defined reporting period). Assuming





As the importance of temporary faults increases, more utilities are starting to track them
using theMAIFIe index, which measures the number of momentary interruptions per cus-








whereID i is the number of interrupting device operations.
The recloser placement can be optimized with respect to any of these, or some other,
indices. To include the effects of both sustained and momentary interruptions, a composite
index may be used, as defined below
C = W1
S AIFI− S AIFIT
S AIFIT
+ W2






whereW1,W2 andW3 are weights for indices SAIFI, SAIDI, and MAIFIe, respectively, and
the subscriptT indicates the target value.
Conventional wisdom suggests placing a recloser at the half-way point of the radial
feeder, assuming uniformly distributed load. This would yield a 50% reliability improve-
ment to customers upstream from the recloser. Similarly, locati ns at 1/3 and 2/3 of feeder
length should be considered if two reclosers are to be placed. In real life situations, which
include the presence of critical loads and non-uniform loaddistributions, utilities often
resort to engineering judgment to place reclosers according to the reliability guidelines.
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Figure 60: A block diagram indicating various considerations that should be taken into
account during the process of designing a feeder protectionof acceptable reliability [47].
104
5.3 Optimal recloser positioning for improved
reliability of radial feeders
The impact of various recloser (and fuse) configurations is asessed on three common types
of distribution feeders:
• urban, characterized by a high customer density and relatively small length,
• suburban, having longer length and smaller customer density, and
• rural, with a very widespread configuration and a low and uneven customer density.
The topology diagrams of three urban, suburban, and rural feeders used as examples in
numerical calculations are shown in Figures 61–64. Figures61–64 also show the number
of customers per bus (and the load power demands) and branch le gths. The additional
data necessary to replicate the simulations are given in Appendix B.
For all three feeder layouts, we investigate the following possible recloser placement
strategies and compare them to the base case with only a substation breaker installed at the
substation:
1. Addition of only one recloser on the main branch.
2. Addition of one recloser on the main branch, and a fuse on each lateral.
3. Addition of two reclosers on the main branch.
4. Addition of two reclosers on the main branch, and a fuse on each lateral.
5. Addition of one recloser on the main branch, and a reclosern each lateral.
The optimal recloser positions are determined with respectto the composite indexC,
defined in (46), and calculated using the default weights (0.2, 0.4, 0.4) and targets (1, 2.2, 7)
for SAIFI, SAIDI and MAIFIe respectively. Note that these target values indicate a satisfac-
tory level of reliability for a conventional feeder, and maybe exceeded in a DG-enhanced
feeder, yielding negative values for the composite indexC. Optimal recloser locations for
each scenario are determined using the Distrely Lite reliability analysis program, developed
by Cooper Power Systems.
Tables 15-17 summarize the best reliability indices obtained for each of the config-
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Figure 61: The topology diagram of the urban feeder.
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Figure 62: The topology diagram of the suburban feeder.
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Figure 64: The topology diagram of the rural feeder (continued from Figure 63).
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configurations, and a fuse burning scheme is implemented. Note the significant improve-
ment obtained by the use of protection devices. More detailed results for all three feeder
types are presented in Appendix B.
Table 15: The best reliability indices obtained for variousrecloser placement schemes
(rural radial feeder).
Protection scheme Comp SAIFI SAIDI MAIFIe CAIDI
Base case (only subst. breaker) 8.145 9.389 28.165 37.554 3.000
1 recloser, no lateral elements 5.227 6.393 19.180 25.573 3.000
1 recloser, lateral fuses 2.586 4.510 12.460 7.323 2.762
2 reclosers, no lateral elements 3.388 4.505 13.515 18.020 3.000
2 reclosers, lateral fuses 2.323 4.070 11.359 7.764 2.791
1 recloser, lateral reclosers 1.795 2.870 8.609 11.479 3.000
Table 16: The best reliability indices obtained for variousrecloser placement schemes
(suburban radial feeder).
Protection scheme Comp SAIFI SAIDI MAIFIe CAIDI
Base case (only subst. breaker) 3.230 4.343 13.028 17.371 3.000
1 recloser, no lateral elements 1.785 2.860 8.579 11.438 3.000
1 recloser, lateral fuses 0.474 1.617 4.718 5.131 2.917
2 reclosers, no lateral elements 0.876 1.926 5.779 7.705 3.000
2 reclosers, lateral fuses 0.445 1.483 4.450 5.934 3.000
1 recloser, lateral reclosers 0.334 1.473 4.286 4.554 2.909
Table 17: The best reliability indices obtained for variousrecloser placement schemes
(urban radial feeder).
Protection scheme Comp SAIFI SAIDI MAIFIe CAIDI
Base case (only subst. breaker) 0.630 1.674 5.021 6.695 3.000
1 recloser, no lateral elements 0.387 1.424 4.271 5.695 3.000
1 recloser, lateral fuses -0.140 0.934 2.736 3.078 2.930
2 reclosers, no lateral elements 0.182 1.213 3.640 4.854 3.000
2 reclosers, lateral fuses -0.155 0.868 2.604 3.472 3.000
1 recloser, lateral reclosers -0.189 0.884 2.586 2.878 2.926
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5.4 Sensitivity analysis
The following parameters may significantly influence the reliabi ity of a distribution feeder.
• The damage restoration time(DRT) is the average restoration time for permanent
faults, in hours. Typical values for DRT are three to six hours. DRT may be given
either on a per-feeder or per-branch basis, depending on theaccuracy of the study.
• Themanual restoration time(MRT) is the average restoration time when there is no
damage to repair, for example when a temporary fault causes afuse to blow. MRT is
always less than DRT – typical values for MRT are 0.5 to three hours. It can also be
given on a per-feeder or per-branch basis.
• Thefault incidence rate(FIR) is the expected number of faults in each phase per mile
per year, including both temporary and sustained outages. It may depend on the type
of the conductor, terrain configuration, line maintenance (vegetation control), etc.
• Fraction of permanent faults(FPF), expressed as a number between 0 and 1, repre-
sents the percentage of permanent interruptions, with typical values around 0.2.
• Percent protected(PP) measures the eff ctiveness of the fuse saving strategy, show-
ing the percentage of times when the reclosers operate first,saving the fuses from
burning. Typical values are 75%–80% when the coordination is very good, 30%
when the coordination is not as good, and 0% when the fuse burning strategy is used.
A sensitivity analysis may be performed to demonstrate the influence of these feeder
parameters on reliability indices. Sensitivity of the reliability index I to the parameterk at









As seen in Section 5.3, the addition of more protection devices leads to the improved
overall feeder reliability. However, those improvements may come at a significant cost.
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The utility may be able to reach its reliability goals by influencing some of the parameters
defined above (DRT, MRT, FIR, FPF and PP), and the sensitivity analysis may point to the
best possible ways to do so. As an example, a suburban feeder with a (reclosing) substation
breaker is considered. The recloser is placed at the optimalposition along the main feeder,
with respect to the composite index. Fuses are present at each of the feeder laterals, and a
fuse burning scheme is implemented. The sensitivities of reliability indices with respect to
the aforementioned feeder parameters are presented in Tables 18–22. The similar analysis
for the rural and urban feeder designs may be found in Appendix B.
Table 18 shows how the change in the damage restoration time (DRT) influences SAIDI
and CAIDI but not SAIFI and MAIFIe, as it only changes the time needed for fault repair,
not the number of faults. The reduction in DRT by only 15 minutes (from 3 h to 2.75 h)
leads to the significant improvement in overall reliability, as composite indexC drops from
0.474 to 0.413 (13% improvement). The similar behavior is oberved with the changes
in the manual restoration time (MRT), naturally with smaller r liability improvement (Ta-
ble 19). The fault incidence rate (FIR) influences SAIFI and MAIFIe, since it changes
both the number of permanent and momentary interruptions (Table 20). Naturally, SAIDI
increases since the number of faults increases, but CAIDI remains unchanged as the fault
restoration time remains unchanged. As the frequency of permanent faults (FPF) increases,
SAIFI increases while MAIFIe decreases (Table 21). Additionally, SAIDI increases as the
number of faults increases, and CAIDI also increases as more time is needed to restore ad-
ditional permanent faults. For example, increasing FPF from 0.15 to 0.20 increases SAIFI
from 1.297 to 1.617, but decreases MAIFIe from 5.451 to 5.131, as customers experience
increased number of permanent outages. A higher percentageof protected fuses in the
fuse saving scheme decreases SAIFI and increases MAIFIe, asf wer permanent and more
temporary faults are observed due to better coordination between fuses and reclosers (Ta-
ble 22). SAIDI decreases as less permanent faults are observed, while CAIDI also slightly
increases as more customers are taken offline when a recloser operates instead of a fuse.
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Table 18: Sensitivity of reliability indices to the damage restoration time (suburban feeder).
Value Sens. Value Sens. Value Sens. Value Sens. Value Sens. V alue Sens.
2.75 1.617 0 4.381 0.86 5.131 0 2.709 0.86 99.950 0.00 0.413 1.54
3.00 1.617 4.718 5.131 2.917 99.946 0.474
3.25 1.617 0 5.055 0.86 5.131 0 3.126 0.86 99.942 0.00 0.536 1.57
DRT 
[h]
ASAI CompositeSAIFI SAIDI MAIFIe CAIDI
Table 19: Sensitivity of reliability indices to the manual restoration time (suburban feeder).
Value Sens. Value Sens. Value Sens. Value Sens. Value Sens. V alue Sens.
2.25 1.617 0 4.651 0.14 5.131 0 2.876 0.14 99.947 0.00 0.462 0.25
2.50 1.617 4.718 5.131 2.917 99.946 0.474
2.75 1.617 0 4.751 0.07 5.131 0 2.938 0.07 99.946 0.00 0.480 0.13
MRT 
[h]
ASAI CompositeSAIFI SAIDI MAIFIe CAIDI
Table 20: Sensitivity of reliability indices to the fault incidence rate (suburban feeder).
Value Sens. Value Sens. Value Sens. Value Sens. Value Sens. V alue Sens.
0.17 1.250 1.00 3.646 1.00 3.965 1.00 2.917 0 99.958 0.00 0.139 3.11
0.22 1.617 4.718 5.131 2.917 99.946 0.474
0.27 1.985 1.00 5.790 1.00 6.297 1.00 2.917 0 99.934 0.00 0.810 3.12
FIR
ASAI CompositeSAIFI SAIDI MAIFIe CAIDI
Table 21: Sensitivity of rel. indices to the fraction of permanent faults (suburban feeder).
Value Sens. Value Sens. Value Sens. Value Sens. Value Sens. V alue Sens.
0.15 1.297 0.79 3.748 0.82 5.451 -0.25 2.89 0.04 99.96 0.00 0.252 1.87
0.20 1.617 4.718 5.131 2.917 99.946 0.474
0.25 1.938 0.79 5.688 0.82 4.81 -0.25 2.935 0.02 99.94 0.00 0.697 1.88
FPF
ASAI CompositeSAIFI SAIDI MAIFIe CAIDI
Table 22: Sensitivity of rel. indices to the percentage of fuses protected (suburban feeder).
Value Sens. Value Sens. Value Sens. Value Sens. Value Sens. V alue Sens.
0% 1.617 4.718 5.131 2.917 99.946 0.474
15% 1.577 -0.16 4.618 -0.14 12.72 9.86 2.928 0.03 99.95 0.00 0.882 5.74
30% 1.537 -0.16 4.517 -0.14 12.76 4.96 2.939 0.03 99.95 0.00 0.858 2.70
PP
ASAI CompositeSAIFI SAIDI MAIFIe CAIDI
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5.5 Economic sensitivity analysis
The analysis in Section 5.3 demonstrated the reliability improvements obtained by using
additional feeder protection devices. Section 5.4 showed that other feeder parameters
(DRT, MRT, etc.) may also influence feeder reliability. The improvements in reliability
indices were demonstrated for all considered feeder designs (urban, suburban and rural).
As expected, the overall reliability increases as more protection devices are placed on a
feeder. However, protection devices’ cost may vary widely,as for example, a three-phase
recloser may be two orders of magnitude more expensive than asingle-phase fuse. There-
fore, an economic analysis is performed in this section to obain the optimal configuration
that yields the optimal cost/benefit ratio.
Typical costs for the protection devices are shown in Table 23.
Table 23: Assumed protection device relative costs.
Breaker $30,000
Recloser (on main feeder) $30,000
Recloser (lateral) $6,000
Fuse $300
According to these costs, the total cost for each of the considered configuration are
calculated, and presented in Table 24. A substation breakeris present in all configurations.
Seven lateral devices (fuses or reclosers) are included in the first two examples (urban
and suburban feeder), while in the rural feeder there are ninlateral devices present in the
appropriate configurations. The exact locations of laterallements are given in Appendix B.
In order to obtain the configuration that would yield the bestr liability improvement
per dollar invested, the relative incremental investmentsneeded to obtain the appropriate
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Table 24: Total costs of all protection devices on a feeder for various protection schemes.
Suburban Urban Rural
Base case (only subst. breaker) 30,000 30,000 30,000
1 recloser, no lateral elements 60,000 60,000 60,000
1 recloser, lateral fuses 62,100 62,100 62,700
2 reclosers, no lateral elements 90,000 90,000 90,000
2 reclosers, lateral fuses 92,100 92,100 92,700
1 recloser, lateral reclosers 102,000 102,000 114,000
Cost [$]
Protection scheme
improvement in the reliability indices are calculated. This is done by calculating the sensi-
tivities of the reliability indices to the increased costs incurred by adding more protection
devices on the feeder. Note that the smaller values indicatehigher sensitivity, and therefore









whereCk indicates a cost for thek− th configuration (from Table 24),Ik is the appropriate
reliability index, and a subscriptbaseindicates a base case with only a substation breaker
present on a feeder.
The sensitivities of the four considered reliability indices (SAIFI, SAIDI, MAIFIe and
the composite index) are presented in Tables 25–26. The results indicate that for these
feeders, a configuration with a single recloser and lateral fuses would generate highest
reliability improvement, per dollar invested. For example, this configuration in the case of
a suburban feeder yields the sensitivity of SAIFI of $11,775per interruption and customer
(first column of Table 25), which is almost two times lower than the next value ($20229 if
only one recloser is added).
These sensitivities are beneficial to utilities since they provide an insight into the amount
of incremental investment needed to improve reliability indices. Since some of the utilities
are regulated by the absolute number of outages (or outage time) allowed, it is important
to also calculate those sensitivities. They can be obtainedby ividing the sensitivities in
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Tables 25–26 by the total number of customers at the respective feeder, and are shown
in Table 27.
Table 25: Sensitivities of indices SAIFI and SAIDI to the costs of protection schemes.
Urban Suburban Rural Urban Suburban Rural
1 recloser, no lateral elements 20229 120000 10013 6743 40000 3339
1 recloser, lateral fuses 11775 43378 6702 3863 14048 2082
2 reclosers, no lateral elements 24824 130152 12285 8277 43447 4096
2 reclosers, lateral fuses 21713 77047 11788 7239 25693 3731





SAIFI                                 




SAIDI                  
[$ / (h / customer)]
Table 26: Sensitivities of MAIFIe and composite index to thecosts of protection schemes.
Urban Suburban Rural Urban Suburban Rural
1 recloser, no lateral elements 5056 30000 2504 20761 123457 10281
1 recloser, lateral fuses 2623 8875 1082 11647 41688 5882
2 reclosers, no lateral elements 6207 32591 3072 25489 133929 12613
2 reclosers, lateral fuses 5430 19268 2105 22298 79108 10769
1 recloser, lateral reclosers 5618 18863 3221 24862 87912 13228

$  / 

MAIFIe                             





Table 27: Sensitivities of the number of sustained interruptions, outage time and momen-
tary interruptions to the costs of protection schemes.
Urban Suburb. Rural Urban Suburb. Rural Urban Suburb. Rural
1 recloser, no lateral elements 3.763 49.813 7.314 1.254 16.604 2.439 1.254 16.604 2.439
1 recloser, lateral fuses 2.190 18.007 4.896 0.719 5.832 1.521 0.719 5.832 1.521
2 reclosers, no lateral elements 4.618 54.027 8.974 1.540 18.035 2.992 1.540 18.035 2.992
2 reclosers, lateral fuses 4.039 31.983 8.611 1.347 10.665 2.725 1.347 10.665 2.725















5.6 Treatment of uncertainty through Monte
Carlo simulations
The costs associated with the protection devices may vary widely, and these variations
could be addressed during the design process. By treating allcosts as random variables,
the statistics for the costs associated with all configurations may be determined. As a
motivational example, only the analysis for the configuration with a single recloser and
lateral fuses, deemed most promising in the previous section, will be presented.
The essence of the probabilistic procedure is the following:
Step 1. Assume a feeder protection configuration that will be considere . Account for all
expenditures as variables (costs of fuses, various types ofreclosers, etc.)
Step 2. Assume that the exact prices of the devices are not known, buttheir probabilistic
distributions are. That translates into saying that the price of the fuse is equally
probable to be, for example, between $270 and $330 (a 10% uncertainty) instead of
claiming the price to be an exact $300.
Step 3. A random number (random cost) generator is used to determinethe large sequence
of costs (many random numbers) representing costs for everyneeded device, which
complies with the assumed statistics (i.e. uniform distribu ion of the costs).
Step 4. Since random cost numbers for every device are generated, many combinations
of costs may be created by taking one random number (cost) forevery device, and
summing the costs to obtain the total expenditure. For everysuch combination of
random costs, a separate cost calculation is performed. This procedure is called a
Monte Carlo analysis.
Step 5. For every cost calculation, the sensitivity analysis is performed, and the improve-
ment in reliability indices is calculated. The result of theanalysis is a sequence of
reliability indices equal in length to the sequence of random c sts that was generated
for every device.
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Step 6. The statistics, including the mean, variance and probability density of the sequence
of reliability indices is calculated, which yield the impact of price uncertainty on the
value of reliability indices.
The final outcome of the analysis is in the form of a statement that a given configuration
of feeder protection devices, whose costs arex p rcent uncertain, will provide an improve-
ment in reliability index equal toy with probability equal toz percent. This assessment
of reliability improvement provides additional flexibility in ascertaining the true impact of
different system configurations.
As an example to illustrate the proposed procedure, it is assumed that all costs are uni-
formly distributed, with the distribution boundaries set at ±10% from the values presented
in Table 23. The histogram of the obtained configuration costs, over 100,000 Monte Carlo
simulations is shown in Figure 65. The assumed probability of the cost is the largest at
$62,102, and drops to zero at $56,086 and $68,228 (triangular distribution). Note that the
mean value coincides with the value calculated using only mean values for devices’ costs,












56,086 59,121 62,157 65,192 68,228
100,000 Trials    7 Outliers
Forecast: 1 recloser, lateral fuses
Figure 65: Distribution of the cost for a single-recloser, lateral-fuses scheme (over 100,000
Monte Carlo simulations).
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The reliability sensitivities, calculated in Step 5, are now also random variables. Their
distributions are also presented below. Note that the mean values match the values ob-
tained using only the mean values for equipment costs. The obtained distributions indicate
the magnitude of uncertainty in the calculated reliabilitysensitivities with respect to the
somewhat uncertain cost of the improvements.
Figure 66 shows that under the assumed cost uncertainties, the proposed scheme would
require, on average, $11,778 per unit of SAIFI, but the cost will be uniformly probable
to be anywhere between $10,654 per unit of SAIFI and $12,908 per unit of SAIFI. The















10654 11217 11781 12344 12908
100,000 Trials    764 Outliers
Forecast: 1 recloser, lateral fuses














3495 3680 3865 4049 4234
100,000 Trials    764 Outliers
Forecast: 1 recloser, lateral fuses















10538 11095 11653 12210 12767
100,000 Trials    764 Outliers
Forecast: 1 recloser, lateral fuses














2373 2498 2624 2749 2875
100,000 Trials    764 Outliers
Forecast: 1 recloser, lateral fuses
Figure 69: The calculated distribution of the sensitivity∆$/∆MAIFIe.
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5.7 Conclusions
The issue of improving the reliability of electric service for conventional, radial distribution
feeders is addressed in this chapter. The ways to improve thereliability through adequate
use of protection devices, including reclosers and fuses, ipresented.
Incremental improvements can be achieved by adding more prot cti n devices in the
feeder, allowing it to be sectionalized into smaller zones in order to affect the smallest
number of customers by isolating the fault. This is demonstrated for three feeder designs
obtained from the utility (rural, suburban and urban). A sensitivity analysis is performed
to determine the impact of damage and manual restoration times, fault incidence rates,
fraction of permanent faults and fuse protection strategies on the overall level of reliability.
As the cost of protection devices may vary widely, an economic analysis is also devel-
oped to determine the optimal configuration of protection devices that yields the maximum
cost to benefit ratio. For all three test feeders, a configuration with a single recloser and
lateral fuses yields the highest reliability improvement,per dollar invested. Finally, the
modeling uncertainties are incorporated in the forecastedcost of devices, by using a set of
custom developed Monte Carlo simulations.
122
CHAPTER 6
NON-RADIAL, DG-ENHANCED FEEDER DESIGN
6.1 Introduction
The analysis in the previous chapter presented a protections rategy for a radial distribu-
tion feeder, without consideration for DG. This chapter addresses the effects caused by
the addition of DG constrained in terms of power and/or energy capacity on a non-radial
distribution feeder.
As presented in Section 5, overcurrent relays are only expected to detect the unidirec-
tional flow of current in a conventional radial feeder. In a loop (non-radial) DG-enhanced
feeder, power flow is not unidirectional, and conventional protection logic must be altered
for the fault-detecting devices to successfully perform their function [48]. A faulted branch
may be energized from both sides and several protection devices may need to operate in
order to completely interrupt the fault current. Various contr l strategies, using only local
or SCADA measurements, may be utilized. Furthermore, distributed generation and stor-
age units may reduce the impact of faults on customers withintheir protection zones by
creating islands of supply, thus increasing the reliability of service. However, these units
may be power and/or energy limited and may include renewable generators, whose output
is dependent on the meteorological conditions, and may not be able to serve their local
loads at all times.
Most reliability assessment tools utilize algorithms designed for radial networks, which
may only determine benefits of using DG as a backup source [49]. In this research, the
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reliability algorithm designed for non-radial networks ispresented and examined. It in-
corporates the impact of capacity constrained DG units intothe calculation of reliability
indices. The following related optimization tasks are investigated:
1. Optimize the placement of protection devices for a given DG allocation.
2. Optimize DG placement for a given allocation of protection devices.
3. Optimize both the placement of protection devices and DGs.
A genetic algorithm (GA) is presented here to solve all threeproblems. First, the results
for the recloser placement problem are presented, assumingthe DGs are already deployed
on the feeder. The problem of optimal GA parameter tuning is then presented, and the
algorithm is modified to adaptively change GA parameters, removing the need for the pa-
rameter tuning. The performance of both algorithms are thenpr sented for several typical
distribution feeders. Finally, the problem of simultaneous allocation of DGs and protection
devices is presented.
6.2 Features of the developed reliability model
6.2.1 Network (loop) feeder configuration
The majority of existing distribution feeders are radial, meaning that the flow of power
is always from the substation transformer downstream to theindividual customers. This
approach allows relatively simple coordination between protective devices and significant
cost savings. The reliability modeling of such a feeder is therefore relatively easy. For a
fault anywhere on the feeder, only one recloser operates – typically the one closest to the
fault, to minimize the number of affected customers.
If on the other hand, a single or multiple loops are present onthe feeder, the alternate
current paths may be possible for a fault in different parts of the feeder. Depending on
the location, a fault may be energized from both sides, and operation of more than one
protection device is often necessary.
124
6.2.2 Islanded operation of DG-enhanced feeders
When distributed generators are present on the feeder, the number and duration of outages
to some customers may be reduced. After the fault is isolated, g nerators in parts of the
feeder not affected by the fault may be allowed to reconnect, allowing the portions of the
feeder to operate as electric “islands”. As an example, Figure 70 shows a radial feeder,
equipped with a substation breaker and two reclosers. Assuming there is no DG at the
end of the feeder, a fault anywhere on the line will lead to theop ning of the first recloser
upstream from the fault. For example, after a fault between rclosers 1 and 2, recloser 1
operates, leaving all customers downstream from it withoutservice. If DG is present at the
end of the feeder, recloser 2 may also operate, allowing the portion of the feeder down-
stream from recloser 2 to operate as an island as long as the power balance is achievable.
Breaker Recloser 1 Recloser 2
DG
Lateral
Figure 70: Strategically placed reclosers and DGs on a feeder may reduce the number of
customers affected by a fault.
6.2.2.1 Current DG interconnection regulations
The interconnection of distributed resources (both generators and energy storage devices)
with electric power systems is regulated by the IEEE 1547 standard [50]. The interconnec-
tion of photovoltaicDG systems connected through static (solid-state) inverters has been
regulated by the IEEE 929 and UL 1741 technical standards [43, 51]. Several US states
have adopted interconnection requirements based on these standards.
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The IEEE 1547 establishes universally needed criteria and requirements for intercon-
nection of distributed resources (DR) with the aggregate capa ity not higher than 10 MVA,
interconnected to the electric power systems at typical primary and/or secondary distri-
bution voltages. IEEE 1547 includes requirements applicable to all DG technologies, in-
cluding synchronous machines, induction machines and systems connected through power
inverters.
The following definitions and acronyms, also shown in Figure71, are used further in
the text [50]:
• Electric power system (EPS).Facilities that deliver power to the load (including gen-
eration).
• Area EPS.An EPS that serves local EPSs.
• Local EPS.An EPS contained entirely within a single premise or group ofremises.




Load DR unit DR unit Load
Local EPS 2 Local EPS 3
PCC PCC PCC
Figure 71: Relationship of interconnection terms [50].
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Existing distribution systems were not designed to incorporate generation and storage
devices. The complete protection and control strategy is design d under the assumption
that the only source of electric power is the substation transformer, as explained in Chap-
ter 5. The interconnection requirements are therefore design d to limit the possible nega-
tive effects that DG may have on the operation of existing devices. The following are the
most important provisions of IEEE 1547 as they relate to the int roperation of distributed
resources (DR) and the existing power system [50]:
• Voltage regulation.The distributed resource (DR) shall not actively regulate voltage
at the point of common coupling (PCC). The DR shall not cause thearea service
voltage at other local EPSs to go outside the normal operating ra ge.
• Integration with area EPS grounding.The grounding scheme of the DR interconnec-
tion shall not cause overvoltages that exceed the rating of the equipment connected
to the area EPS and shall not disrupt the coordination of the ground fault protection
of the area EPS.
• Inadvertent energization of the area EPS.The DR shall not energize the area EPS
when the area EPS is de-energized.
• Area EPS faults.The DR unit shall cease to energize the area EPS for faults on the
area EPS circuit to which it is connected.
• Area EPS reclosing coordination.The DR shall cease to energize the area EPS circuit
to which it is connected prior to reclosure by the area EPS.
• Reconnection to area EPS.After an area EPS disturbance, no DR reconnection shall
take place until the area EPS voltage is within acceptable voltage and frequency
range. The DR interconnection system shall include an adjustable delay (or a fixed
delay of five minutes) that may delay reconnection for up to five minutes after the area
EPS steady-state voltage and frequency are restored to the rang s identified above.
• Islanding. For an unintentional island in which the DR energizes a portion of the
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area EPS through the PCC, the DR interconnection system shall detect the island and
cease to energize the area EPS within two seconds of the formati n of the island.
The topic of intentional islanding is under consideration fr future revisions of the
standard.
It is clear that the islanded operation of parts of the feederis currently not allowed by
the utilities – after a fault, DG has to disconnect and remaindisconnected until the fault is
cleared.
6.2.2.2 Intentional islanding
To be able to operate in the island mode, DGs have to be able to serve the island load, and
therefore keep both the voltage and frequency within acceptable ranges. Although inten-
tional islanding is very difficult to implement, it may significantly improve the level of re-
liability to some customers, and thus increase the overall feeder reliability. The subsequent
work in this chapter quantifies the reliability benefits achieved by intentional islanding,
which may be used to justify the necessary additional investm n s required to allow such
operation.
The sequence of events after the fault, if islanding is not all wed, is:
1. DG is tripped, and fault detected and isolated by one or more protection devices.
2. After the fault is cleared, recloser reconnects the area to the rest of the feeder.
3. DG reconnects after normal operating voltage and frequency are established, with
the appropriate time delay.
With this scheme, the DG remains offline throughout the duration of the fault. On the
other hand, if DG operation can be synchronized with the operation of the existing feeder
protection devices, DG may be able to remain online for the duration of the fault and reduce
the number and/or duration of outages to some of the customers. Note howeverthat the
islanded operation requires significant coordination of distributed generators with feeder
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protection devices, which is outside the scope of this work.The DG system generally
relies on the utility to provide its phase reference, and a phase error between the island and
utility voltages can develop while the part of the system (equipped with DG) is islanding.
If the utility attempts to reclose on the out-of-phase section of the grid, large surge currents
could damage the PV system and the local load.
If the islanded operation is allowed, the sequence of eventsafter the fault should be as
follows:
1. DG is tripped and the fault is detected and isolated by one or more protection devices.
2. DG reconnects, if it is not within the faulted zone.
3. After the fault is cleared, recloser synchronizes its reclosing operation with DG.
Typically, there will be a momentary interruption to the customers in the island, due to
the need for the DG to disconnect after the fault in order not to interfere with the operation
of protection devices. If however, reclosers are able to disconnect immediately, there may
not be even a momentary interruption, and thus MAIFIe index may also be reduced.
The contribution to the fault current of a DG system connected to the utility using the
solid-state inverter is typically negligible. Inverters have no “inertia” in their output and
may respond immediately to the changes in the power system’soperating conditions. The
response time may be a fraction of the utility cycle due to thehigh frequency (≥1 kHz)
switching employed by such inverters. Instead of detectingabnormal conditions by detect-
ing large transient currents, they generally sense a short circuit by detecting the change in
voltage (either magnitude or frequency). Grid-connected inverters are in general required to
be equipped with standard protective relays, namely over/undervoltage relays (OVR/UVR)
and over/underfrequency relays (OFR/UFR), which disconnect from the utility system in
the event that either the magnitude or frequency of the system’ terminal voltage deviates
beyond certain thresholds. These relays will detect islanding conditions in the majority of
cases. However, if the load and DG output are sufficiently closely matched, and the load
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resonant frequency lies sufficiently close to the nominal utility frequency, the changesin
voltage magnitude and frequency when islanding begins willfall within the trip thresholds,
and the OFR/UFR/OVR/UVR will not operate [52]. This situation is considered a very
low-probability event, but as its consequences may be severe, an additional anti-islanding
method is typically required. These methods typically use positive feedback from volt-
age and frequency to accelerate the drift of voltage or frequency outside of their operating
ranges after a fault that causes the loss of utility power [50,53,54].
Therefore, the fault currents flowing through a particular recloser may not be large
enough to trip it, and alternate methods for fault detectionmay be necessary. The following
study assumes that these methods are available, and that fora fault anywhere on the feeder,
the reclosers are coordinated in such a way that only the minimal number of neighboring
reclosers operate and isolate the fault.
The positions of protection devices and distributed generators are strongly interdepen-
dent. Suboptimal recloser placement may lead to islands with no enough generation, and
may not yield significant reliability benefits. On the other hand, by strategically placing
reclosers, one may be able to significantly increase the reliability of service to customers
in such islands.
The distributed generation and storage systems deployed onthe feeder are limited in
power and energy capacity, which also limits their reliability contributions.
Capacity constrained generators are able to supply the load up to their rated power as
long as the fuel is supplied. If the power output of the generator is sufficient to supply the
local island load, the number and duration of faults for those l ads will decrease. Both the
SAIFI and SAIDI indices will therefore be lower, compared tothe base case without DG.
Energy limited generators (and storage systems) are able tosus ain the load for a finite
period. If a fault is cleared before the energy runs out, bothSAIDI and SAIFI will be
reduced. However, if the energy runs out before a fault is cleared, only SAIDI will be
reduced.
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Renewable distributed generators, such as photovoltaic andwind systems, create addi-
tional difficulties in quantifying their reliability benefits, due to the probabilistic nature of
their input (sunshine, wind) and their power output. If an energy storage system is used
in addition to renewable DG, the duration of time and the loadthat the storage system can
support in an island may increase due to renewable DG generation. However, if renewable
DGs with random energy input are the only distributed devices n an island, they may not
be relied upon to support the local island load.
The developed reliability model is capable of treating all three types of generators and
may be used to quantify their impact on standardized reliability indices.
6.2.3 Three phase analysis
The majority of power system studies are performed on a positive-sequence, balanced
power system model. While this is adequate for the majority oftransmission-level stud-
ies, a full three-phase model is generally necessary for theaccurate reliability analysis of a
distribution system. Unlike the highly balanced three-phase transmission system, a typical
US distribution system has many sources of imbalance, such as [55]:
• Single phase loads, connected either line-to-neutral or line-to-line
• Single phase laterals
• Two-phase laterals
• Singe phase protection devices
• Various transformer connections
• Untransposed distribution lines
• Three-phase transformer banks made up of three single–phase transformers of un-
equal sizes
• Capacitor banks with blown fuses.
For the purpose of reliability studies, the first four sources of imbalance are the most
significant. Due to the presence of single phase loads and protection devices, and single and
two-phase laterals, the reliability indices must be calculted separately for each phase. The
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developed reliability model is capable of modeling all fourf the aforementioned scenarios.
The necessary inputs for the model are:
• Number of customers per bus per phase
• Real power demand per bus per phase
• Real power generation per bus per phase
• Length of each line
• Type of each line (3-phase, or single-phase and which phase)
• Damage restoration time for each line
• Manual restoration time for each line
• Fault incidence rate for each line
• Fraction of permanent faults for each line
The damage restoration time, manual restoration time, fault incidence rate and the frac-
tion of permanent faults have all been defined in Chapter 5.4. The values used in the
subsequent studies are listed in Appendix B.
6.3 Calculating the composite reliability index
of a DG-enhanced feeder
This section details the calculations of the composite reliability index (46), which will be
later used as a cost function in the optimization algorithm.We assume that only the minimal
number of reclosers operate per fault, isolating the smallest possible part of the feeder. The
actual recloser control logic is outside the scope of this analysis.
The protection devices placed on the feeder effectively divide the feeder into so-called
reliability zones. In a radial feeder, placement ofN devices will result in the formation of
(N + 1) zones. If the feeder is not radial, the number of zones may decrease. For example,
Figure 72 shows the formation of five reliability zones afterthe allocation of five reclosers
on a non-radial distribution feeder.
For a fault anywhere within the zone, all customers within the zone will be discon-
nected, since there are no protection devices between them.Si ilarly, for a fault outside
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the zone all customers may be either connected (if still connected to the substation, or if
the zone operates as an island) or disconnected. Consequently, all customers within the
same reliability zone experience the same number of outagesand have the same reliability
of service.
Note that in general, reliability zones for different phases do not coincide, as some of
the protection devices may be single-phase reclosers or fuses not present in other phases.
The procedure presented below is therefore repeated for each phase.
The reliability zones for all buses, branches and generators are determined using the
algorithm below:
Step 1. Let R be the set of all branches,B set of all buses andG set of all generators in
phase A. A generator is defined to be in phase A if it is a three-phase generator or a
single-phase generator connected in phase A.
Step 2. Open all protection devices present in phase A, i.e. remove all those branches from
setR.
Step 3. Pick an arbitrary busbi from setB. Determine all buses and generators connected
to busbi via branches from setR.
Step 4. Classify all such buses and generators into the same reliability zone.
Step 5. Determine all branches connected to the buses in the currentzone and classify
them in the same zone.
Step 6. Remove all buses, branches and generators in the current zonefrom their corre-
sponding sets,B,R andG.
Step 7. Repeat from Step 3, until setB becomes empty.
Step 8. Classify all branches with a protection device to the reliabity zone of the bus that





Figure 72: The distribution feeder equipped with six capacity onstrained distributed gen-
erators and five reclosers, and the corresponding reliability zones defined by dashed lines.
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device is connected to the FROM bus of the branch, classify the branch to the zone
of the TO bus.
Step 9. Repeat steps 1–8 for phases B and C.
After the algorithm finishes, all feeder buses, branches andge erators are classified into
appropriate zones. Note that for a given feeder layout, the zon s are determined solely by
the positions of protection devices. Assuming the appropriate fault incidence rates (FIR)
for all feeder branches and the fraction of permanent faults(FPF), the total annual number
of permanent and momentary faults per each zone may be calculated.
After a fault in a particular zone, all buses in that zone experience an interruption. For
each of the other zones, the maximum output of zone generators is compared with the
load duration curve for all zone loads, and the number of permanent faults is reduced by
the percentage of time that the zone generation exceeds zoneload. Figure 73 shows the
load duration curve of a reliability zone, and the maximum active power generation of its
distributed generators. In this example, the zone generation (1 MW) is higher than its load
for slightly more than 50% of the time, indicating that for more than the half of the failures
outside this zone, its customers would not be disconnected.
Let the load active power profile be a discrete function,P(x), where
x = {∆t,2∆t, · · · ,N∆t} (49)
and∆t is the interval between measurements. The percentage of time that DGs can supply









Pg is the total island generation.
In the case that all generators in the zone are energy limited, a check is performed
to determine if they can maintain the production during the duration of the fault. This is
approximated by comparing their energy capacity with the enrgy curve, calculated as a
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Figure 73: The zone load duration curve and the maximum generation of distributed gen-
erators for a particular reliability zone.
running sum of load power (obtained from the load profile data) for the duration of the
fault. Again, the number of permanent faults is reduced by the percentage of time that the
energy capacity of DGs exceeds the energy curve. Therefore,for a fault with durationT,













Finally, after the total numbers of interruptions, and their durations for all zones are
obtained, the composite reliability index is obtained according to (46).
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6.4 Genetic algorithm for the optimal allocation
of DGs and protection devices in a non-radial
feeder
In a DG-enhanced, non-radial network, the optimal recloserplacement problem is not as
straightforward as in the case of a conventional feeder, which was treated in Chapter 5.
The composite reliability indexC depends strongly on the locations of protection devices
and distributed generators. A relocation or addition of a single protection device changes
the configuration of reliability zones, and the complete procedure explained in the previous
section needs to be repeated. The general optimization problem may thus be formulated as
follows.
For a given number of protection devices,N, and distributed generators,M, obtain:
- Locations of protection devices:X = {X1,X2, . . . ,XN}
- Locations of DGs:Y = {Y1,Y2, . . . ,YM}
such that the composite reliability indexC is minimized
subject to normal operating constraints
where
N = n1 + n2 + n3 + n4 (53)
M = m1 +m2 (54)
and
• n1 - number of three-phase reclosers
• n2 - number of single-phase reclosers
• n3 - number of three-phase fuses
• n4 - number of single-phase fuses
• m1 - number of three-phase generators
• m2 - number of single-phase generators
The simultaneous optimization of both protection devices and DGs locations may be
performed in the planning stage of the feeder design. Typically, either DGs or protection
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devices are already present on the feeder, and the optimizaton problem scales back to
finding the optimal locations of the other devices. This can be o tained by making the
appropriate vector,X or Y, constant. Incremental studies, where the addition of a newDG
or a protection device on a feeder already equipped with DGs and reclosers are considered,
may be performed by making the appropriate elements of vectors X andY constant.
The obvious problem here is the choice of the optimization algorithm, due to the nature
of the objective function (composite reliability index). Its inputs may only be discrete
values indicating the types and locations of devices to be placed on the feeder. Furthermore,
the objective function is neither continuous nor differentiable, with multiple local extreme
points.
Clearly, conventional gradient-based algorithms can not beused. Evolutionary algo-
rithms, on the other hand, overcome all of the problems mentioned above, as they base
their decision solely on the value of the objective function. I this work, a genetic algo-
rithm is proposed, based on the algorithm presented in [56,57], and used to solve all three
optimization problems presented in Section 6.1.
A genetic algorithm (GA) searches the parameter space by mimicking the natural prin-
ciples of reproductive evolution [58,59,60]. It is a directd search algorithm, in which the
search is performed on the set of all possible solutions to a pr blem. GA is capable of work-
ing with discrete data types and does not need any gradient information. Starting from an
initial population of solutions, it effectively implements the “survival of the fittest” strategy.
Fitter solutions, with higher values of the objective function, are more likely to reproduce
and/or survive to the next generation, thus improving the overall population. The popu-
lation evolves using two genetic operators, mutation and crossover. Various techniques
exist for selecting the solutions that will continue on to the next generation, and/or be cho-
sen for mutation and crossover. The GA terminates either aftpre-specified number of
generations or after the population converges to a single solution.
However, it should be noted that there is no evidence to support a claim that the goal of
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evolution, and thus the goal of a genetic algorithm, is to produce the best possible solution.
Therefore, in general, no theoretical proof of global convergence exist for genetic algo-
rithms. This problem is typically tackled by repeating the GA run with different (random)
initial conditions.
The main steps of a genetic algorithm are shown in Figure 74, and presented below.
More detailed analysis of the algorithm is presented in the following sections.
Step 1. Initialization. The algorithm is initialized with a randomly generated starting pop-
ulationX0. The population is defined as a set of different DG and/or recloser alloca-
tions (solutions).
Step 2. Calculation of the objective function.For each combination of devices (members
of the population), the reliability indexC is calculated, using the procedure presented
in Section 6.3.
Step 3. Selection.The solutions chosen to continue into the new generation areselected
using the appropriate selection criteria.
Step 4. Crossover.The crossover operator provides random mixture of solutions, allowing
the algorithm to search the parameter space.
Step 5. Mutation.The mutation operator allows the algorithm to avoid local mini a of the
objective function, by introducing random changes in the current population.
Step 6. Convergence check.Algorithm terminates if the population converges to a single
solution, or if the maximal number of generations is reached. Otherwise, the algo-













Figure 74: The flowchart of a typical genetic algorithm.
6.4.1 Solution representation
The encoding, or representation of solutions is most commonly done using bit strings,
where a single solution is represented just as a sequence of zeros and ones. This repre-
sentation allows simple and theoretically tractable crossover and mutation operators, but is
typically not the most efficient one [61,62,63].
In the proposed application, the goal is to obtain the positions of individual devices on
the feeder, where these devices may be placed on a limited number of buses or branches.
The locations where protection devices may be placed may be cod d using discrete num-
bers between 1 andP, whereP is the number of possible branches in the system where
protection devices may be placed. Similarly, possible DG locati ns may be coded using
discrete numbers ranging from 1 toR, R being the number of possible buses where DGs
may be placed. Although, these values may also be coded usinga binary representation, it
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is more natural and efficient to use the discrete representation. Thus, let a singlesolution
be defined as a specific allocation of individual DGs and protection devices on the feeder,
i.e. thek-th solution in the population is a (N + M)-dimensional row vector of discrete
numbers:
Xk = {[x y] | xi ∈ {1, . . . ,P}, i = 1, . . . ,N, y j ∈ {1, . . . ,R}, j = 1, . . . ,M} (55)
whereP is the number of possible branches in the system where reclosers may be placed
(branches are numbered consequently from 1 toP), R number of possible candidate buses
for the allocation of DGs,N number of protection devices to be placed on the feeder and
M number of DGs. The population is then defined simply as a groupof solutions, i.e.:
X = {Xk | k = 1, . . . ,S} (56)
whereS is the population size. For example, for the case with only two protection devices
(N = 2), two distributed generators (M = 2), and with population consisting of 5 solutions







































2 28 31 44
3 30 40 50
4 33 44 50
4 36 42 50







































where the first solution represents the situation with protection devices at buses 2 and 28,
and generators at buses 31 and 44, etc.
As the objective function is the composite reliability index, the vector of solutions,
representing the “fitness” of solutions in the population also hasS elements:
C = {C1,C2, . . . ,CS} (58)
The simulation is initialized using a randomly created initial population matrix,X0. The
position of each device is determined by generating a sequence of random numbers, using
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, x ∈ {1,2, . . . ,S} (59)
6.4.2 Selection process
The selection process determines how many and which solutions fr m the current popula-
tion are used to create the new generation, and also which of the current solutions should
be erased to make room for new solutions. A variety of selection methods exist; the most
commonly used are presented below.
- Fitness-based Roulette[63]: In this method, the probability of selecting a solution xi








After a selection is made, the selected solution may be removd from the wheel, or kept
on the wheel allowing some solutions to be picked more than once. The roulette method
works well, giving fitter solutions a much greater chance of reproducing, if the differences
in fitness are relatively large. However, it may have difficulties selecting solutions if their
fitness values are relatively similar.
- Scaled Roulette[56]: To overcome the problem when the ratio between extremefitness
values in the population is close to unity, the population may be sorted by fitness, and some
bias may be introduced toward the front of the list. For example, the minimum fitness may
be subtracted from the fitness of each solution, thus making the least fit solution having a
fitness of 0, and then performing a roulette selection.
More sophisticated ways to introduce bias toward fitter individuals exist. In a normal-







whereq is the probability of selecting the best solution (given in adv nce),r i is the rank of
the solution after sorting (1 being the best), andS is the population size. By adjusting the
parameterq, the amount of introduced bias may be fine-tuned.
As an example, the population with only five members is considere , with fitness levels
shown in Table 28. All five population members (solutions) have relatively similar fitness,
which are also shown in Table 28. Roulette selection yields almost equal probabilities
of selection, shown in Figure 75(a). The highest ranked solution has a 21% probability
of being selected, as opposed to 19% probability for a least fittest solution. By using
the scaled roulette selection method, normalized geometric ranking selection (NGRS) in
particular, the probability of selecting fitter solutions is s gnificantly increased. The amount
of bias is controlled using theq parameter, varied from 0.1 to 0.3 in this example, as shown
in Figure 75(b)–(d). The introduced bias increases the probability of selecting the most fit
solution from 21% to 36%.
- Tournament[63]: In a tournament selection, a group ofk randomly selected solutions
is formed, and only the one with the highest fitness is chosen.A process is repeatedn times
if n solutions need to be chosen. The most common implementationis whenk = 2, i.e. two
by two solutions are selected and the fitter solution is always selected.
- Elitist model[64]: There is no guarantee that the fittest solution in the current pop-
ulation will always be selected using any of the described selection methods. The elitist
model assures just that, simply by always selecting the mostfit solution to continue to the
next generation.
After evaluating all of the mentioned selection methods, a scaled roulette with the nor-
malized geometric ranking selection procedure was implemented as a selection method in
the developed algorithm, because of its flexibility. The probability of selecting the best
solution,q, was set to 0.08.
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Table 28: Population members sorted by their rank and their corresponding fitness func-
tions.
Rank 1 2 3 4 5
























NGRS: q = 0.3
a) b) 
c) d) 
Figure 75: Normalized geometric ranking selection (NGRS) method: The effect of parame-
terq on the probability of selection of each solution from the current population. Increasing
q increases the probability of selecting higher ranked solutions.
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6.4.3 Crossover operator
Crossover is a random exchange of genetic information between two selected solutions
from the current population (parents) that produces uniquenew solutions to be included
in the next generation. The underlying idea is that “good” soluti ns may produce “better”
ones by interchanging their genetic material. A crossover operator is typically applied
only to a percentage of selected solutions determined by theparameter called thecrossover
probability, Pc. Typical values forPc are in the range of 0.5–1 [58,64].
We consider three crossover operators:
- Arithmetic crossover[63] produces new solutions,c1 andc2, from members of the
current population,p1 andp2, by calculating the linear combination ofp1 andp2:
c1 = αp1 + (1− α)p2 (62)
c2 = (1− α)p1 + αp2 (63)
whereα is a vector of uniformly distributed random numbers between0 a d 1, whose size
is equal to the size of solutionsp1 andp2. As all solutions are composed of only discrete
numbers (positions of recloser and/or DGs), new solutionsc1 andc2 are rounded to the
nearest integer values.
- Heuristic crossover[63] incorporates fitness information, resulting in solutions more
likely to have higher values of the objective function. It produces new solutions,c1 and
c2, by linear extrapolation along the line formed by two solutions from the current popula-
tion, p1 andp2, outward in the direction of the solution with higher value of the objective
function:
c1 = p2 + α(p2 − p1) (64)
c2 = p2 (65)
assuming solutionp2 is fitter thanp1, andα is again a vector of uniformly distributed
random numbers between 0 and 1. A new solutionc1 may not be feasible ifα is chosen
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in such a way that one of its genes (device positions) falls out ide of feasible range, i.e.
c1 may indicate that a device is to be placed on a nonexisting branch. To avoid this, a
user–selectable parameterr is introduced. Ifc1 falls outside of the feasible region, a new
value forα is generated and a new candidate forc1 is obtained. If the feasible solution is
not obtained after tries,c1 is set to the value ofp1. A value ofr = 3 has been used in the
developed algorithm. Finally, bothc1 andc2 are rounded to the nearest integer values.
- One-point crossover operator with creeping[61, 63] is an extension of the one-point
binary operator commonly used in binary genetic algorithms. The idea is to swap parts of
two existing solutions, creating two new solutions. Assuming two binary strings represent-
ing existing solutionsp1 andp2, a crossover point is selected at random, and new solutions
c1 andc2 are created by taking the appropriate parts ofp1 andp2, as seen in Figure 76.
The same logic is used for the one-point decimal crossover opator, where instead
of a zero or one used in the binary representation, each position holds a decimal number
indicating the location of a protection device, as defined in(55), and shown in Figure 77.
New solutions are obtained by determining the crossover point at random and exchanging
the genetic information (device positions) between the existing solutions, just as in a typical
one-point binary algorithm. Note, that this operator may only be used when more than one
device is placed on the feeder; otherwise arithmetic crossover is performed.
The drawback of the one–point decimal operator is that new solutions c1 andc2 are
composed only of the decimal numbers contained in previous slutions p1 and p2. Re-
membering that each of the numbers represents the actual device position (recloser or gen-
erator), it is clear that the one-point operator never triesto reallocate the device to a new
position (not already present in eitherp1 or p2). Thus, a relatively small random number
is (with a small, but defined, probability) added to new soluti ns. Assuming the existing
solutionsc1 andc2 were already one of the fitter solutions, this approach effectively allows
a more detailed search of the space that may be close to the optimal oint, i.e. the algorithm
creeps in the neighborhood of the optimal point.
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Figure 76: One point binary crossover. Existing solutionsp1 and p2 are cut at the ran-
domly selected point denoted by the vertical line. New soluti nsc1 andc2 are created by
exchanging the genetic material before and after the cut.
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Figure 77: One point decimal crossover with creeping. Existing solutionsp1 and p2 are
cut at the randomly selected point denoted by the vertical line. New solutionsc1 andc2 are
created by exchanging the genetic material before and afterthe cut. Note the slight change
in the location of the third device in new solutionc2.
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A number to be added is generated using a normal random distribution with zero mean
value and the appropriate (small) varianceσ, and then rounded to the nearest integer. The
varianceσ controls the amount of creeping allowed by the operator. Forexample, a value of
σ = 1 (value used in the algorithm) assures that 95% of the time, the location of the device
will not move by more than two locations up or down the feeder.The creeping operator
may also provide unfeasible solutions, although at a very low rate. In that case, the creeping
operator is neglected, and the device in question is placed at the location determined by the
existing solution,c1 or c2.
6.4.4 Mutation operator
Mutation is a random change in the genetic material of a single so ution, equivalent to a
random search in the neighborhood of the current solution. The rate of its occurrence is
determined by the parameter called theprobability of mutation, Pm, with typical values in
the range of 0.005–0.1 for binary algorithms [58,64].
Uniform mutation[63], implemented in the developed algorithm, changes onlye of
the parameters of the existing solution (position of one of the protection devices or DGs),
by replacing it by a uniformly generated (discrete) number within the allowed parameter
space. In other words, one device is relocated randomly on the feeder. For example, one of





Figure 78: Single-position uniform mutation.
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6.5 Parameters of a genetic algorithm
Although the optimal convergence is not guaranteed, typically GAs perform very well for
a variety of applications. However, there are several parameters that may significantly
affect the convergence properties of the genetic algorithm, and are typically tuned on a
per-application basis.
The crossover probabilitydetermines the rate at which new solutions are introduced into
the population. A large crossover probability yields more new solutions at each generation,
but may also lead to the vanishing of fit solutions before their g netic material has been
exploited. On the other hand, a small crossover probabilityma not introduce sufficient
changes and the algorithm may settle in a local minimum.
The probability of mutationallows the algorithm to avoid setting in a local minimum
by introducing random genetic changes into the current population. A low mutation prob-
ability may lead to premature convergence to a local minimum. Too a high mutation rate
may negate the benefits of a directed search obtained by the crossover operator, and may
transform the algorithm into a general random search algorithm.
The amount of crossover and mutation may be significantly increased, compared to a
conventional GA, if the elitist principle is used. In this case the fittest solution is always
transferred to the next generation, and applying more disruptions to the current generation
does not cause any good solutions to be lost [61].
Population sizealso significantly influences the overall operation of the genetic algo-
rithm. A small population size may not provide a sufficient sample size over the space of
the solutions and may not retain genetic variety as the algorithm progresses from genera-
tion to generation. On the other hand, a large population mayrequire a prohibitively large
number of function evaluations, slowing down the algorithm. The population size should,
therefore, be proportional to the complexity of the problem, i.e. it should depend on the
size of the search space spanned by the optimization problem.
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The maximum number of generationsdetermines the termination criterion of the algo-
rithm, and should also be carefully chosen. Setting the maxium number of generations to
an extremely high value may slow the algorithm considerably. Naturally, setting it to a too
low value may not allow the algorithm to search the entire parameter space and could lead
to suboptimal results.
DeJong [64] determined the optimal parameter values for a diverse set of optimization
problems, called a DeJong test suite. For a binary GA with a single-point crossover and
binary mutation operators, the optimal population size wasfound to ben = 50, crossover
probability,Pc = 0.6 and the probability of mutationPm = 0.001. Although these param-
eters were tuned for a specific set of optimization problems and for a conventional binary
GA, they are still often used as default parameters for various GA implementations.
The optimal parameters for a particular GA may be determinedby performing the “hand
optimization”, i.e. changing one parameter at a time, starting from Dejong’s values. This
procedure is typically very computationally intensive butmay provide parameter values
well suited for a specific optimization problem. In addition, a companion genetic algorithm
[65] or a brute search method [66] may be used to obtain the optimal parameters. The
disadvantage of the latter two methods is the obvious additional computational cost. The
drawback of all these methods is that they may yield optimal parameter values good only for
a suite of problems that were used to obtain them. In the proposed application, performing
the “hand optimization” on a specific set of feeders does not guarantee a satisfactory level
of performance for a different set of feeder configurations.
The objective is thus to obtain robust parameter values thatperform well on a variety
of feeder configurations. A hand optimization is performed on a set of typical feeders and
presented later in Section 6.5.2. The influence of both the population size and the maximum
number of generations is also presented.
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6.5.1 Adaptive genetic algorithm
To avoid the problems associated with obtaining the optimal(or robust) values ofPc and
Pm, an adaptive algorithm, based on [67], is also implemented.The idea is to adaptively
change the probabilities of crossover and mutation as algorithm progresses from generation
to generation. Furthermore, different values ofPc andPm are applied to different solutions
depending on their fitness and the overall fitness of the current population.
The current fitness level of the population is measured by itsaverage fitness̄f . The
difference between the fitness of the fittest solutionfmax and average fitness̄f is used for
detecting the closeness to the local (or optimal) minimum. As algorithm converges to
the minimum, fmax− f̄ decreases, bothPm andPc are increased, allowing the algorithm
to explore more of the search space and reducing the chances of b ing stuck at the local
minimum of the objective function.
The drawback of this approach is that as the algorithm approaches the optimal extreme
point, excessive amount of disruptions may be introduced, preventing the algorithm’s con-
vergence. To avoid such behavior, different values ofPc and Pm are introduced to each
solution. Fitter solutions have lowerPc andPm, allowing them to remain in the population,
while less fit solutions may be disrupted more often and thus have igher values ofPc and
Pm.















if f ′ > f̄


















if f > f̄
1
2 if f ≤ f̄
(67)
where f ′ is the fitness of the fitter of two solutions selected for crossover andf is the fitness
of the current solution.
Note that bothPc andPm are zero for the fittest solution, allowing its direct transfer
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to the next generation. Coupled with an aggressive selectionr terion (that selects fitter
solutions more often), this strategy may lead to the exponential growth of the fittest solution
in the population and premature convergence to the local minimum. To avoid this, authors
in [67] suggested a default mutation rate for every solutionin the population, reducing the
chances of premature convergence.
Since the implemented algorithm already incorporates an elitist model that transfers
the best solution to the next generation, the adaptation rates forPc have been adjusted by

















if f ′ > f̄
1 if f ′ ≤ f̄
(68)


















if f ′ > f̄
1 if f ′ ≤ f̄
(69)
A similar approach has been adopted for the mutation operator. By defining the param-



















if f > f̄
1
2 if f ≤ f̄
(70)



















if f > f̄
1
2 if f ≤ f̄
(71)
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6.5.2 Parametrization of the genetic algorithm
In an effort to determine the optimal crossover operator (arithmetic, heuristic or one-point
crossover operator), and the corresponding optimal probabilities of crossover and mutation,
Pc and Pm, a hand-optimization is performed for a selected problem ofdetermining the
optimal recloser positions on a feeder enhanced with capacity constrained DGs.
The procedure is performed on two different feeder layouts:
• Test feeder #1.The 69-segment, 8-lateral three-phase distribution feeder, based
on [34]. Total nominal feeder load is 3.8 MW, and the load duration curve is ob-
tained from the utility data provided by Nebraska Public Power District for the city
of Scottsbluff, NE. All branches and loads at the feeder are assumed to be thre -
phase. The feeder is not radial.
• Test feeder #2.The 80-segment asymmetric rural radial distribution feeder obtained
from Florida Power & Light Company. The feeder has a very widespr ad config-
uration and a low and uneven customer density. It consists ofa main three-phase
branch, with multiple single-phase lines branching from the main feeder. Total nom-
inal feeder load is 4.6 MW, while the load duration curve is obtained from the actual
utility data for a rural residential area with large induction irrigation motors.
The parameters of both feeders are given in Appendix C. Table 29 shows the characteris-
tic parameters of the developed genetic algorithm (population size, maximum number of
generations, size of the search space) for the two considered f eders.
6.5.2.1 Feeder #1
In the case of a symmetric, three-phase feeder, the goal of the algorithm is to placek devices





























Table 29: Characteristic parameters of the genetic algorithm for the two considered feeders.
DG positions correspond to bus numbering in Figure 87 and Figure 88 for Feeders #1 and
#2, respectively.
 Test systems Feeder #1 Feeder #2
 Size of the search space 1.12E+07 6.76E+05
 Population size 100 25
 Max.number of generations 100 100
 Number of reclosers 5 5 (3 3-phase, 2 1-phase)
 DG positions 26, 34, 38, 54, 58, 90 120, 155, 162, 144, 198
 DG size 0.3 MW 0.5 MW
 Feeder load 3.8 MW 4.6 MW
The considered ranges for the probabilities of crossover and mutation are 50%–90% and
10%–70%, respectively. Initial results showed that high mutation rates may significantly
improve the performance of the algorithm, which is why extremely high mutation rates (up
to 70%) were considered. For each combination ofPc andPm, the GA run is repeated 20
times with different initial populations, generated at random as per (59).The percentage of
successful runs (in which the optimal solution is found) is recorded, as well as the average
number of generations needed to obtain the optimal solution. If a solution is not found in
100 generations, a run is deemed unsuccessful. The procedure is then repeated for three
crossover operators defined in Section 6.4.3: arithmetic, heuristic and one-point crossover.
Additionally, the same procedure is repeated 20 times usingthe adaptive algorithm. The
results are summarized in Tables 30–35.
The optimal solution (with the composite index equal toC = 0.0898) is determined
as the smallest value obtained throughout the procedure describ d above. Furthermore,
the adaptive algorithm was run 20 additional times (with allthree crossover operators),
with increased population size (200) and for 250 generations. The minimal obtained value
was againC = 0.0898, thus providing additional verification that the obtained value is the
154
optimal solution.
Tables 30–32 show the results obtained with the arithmetic,heuristic and one-point
crossover operator, respectively. The population size is fixed to 100 solutions, and the
maximum number of iterations is 100. Note that the primary criterion that describes the
operation of the algorithm is its success rate – aPc ndPm combination that yields a lower
success rate, but converges faster (in less generations) isinferior to the combination that
produces a higher success rate. The bestPc andPm combinations are highlighted in bold in
Tables 30–32.
The following are the general conclusions that can be drawn from Tables 30–32:
• The performance of the algorithm is generally very good, andthe algorithm is typ-
ically able to obtain the optimal solution with all three cross ver operators. The
presented results do not reveal the universally optimalPc andPm combination, but
may be used to determine the ranges forPc andPm that yield satisfactory convergence
properties of the algorithm.
• Increase in mutation probability,Pm, increases the success ratio of the algorithm. It
also decreases the number of generations needed to reach thesolution. The algorithm
has over 90% success rate for all three crossover parameters, if the mutation rate is
set higher than 10%. Although Tables 30–32 suggest that the algorithm performs
best with extremely high mutation rates, these rates may prevent the convergence of
the algorithm, which is shown later in this chapter. Therefor , high mutation rates
should only be used if the number of generations is set in advance.
• Increase in crossover probability,Pc, also increases the success rate when the arith-
metic or heuristic operators are used. The benefits of increasingPc are not as evident
in the case of the one-point crossover operator.
• The success ratio obtained with the adaptive algorithm is also higher than 90%, with
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convergence speed comparable to the speed obtained with thebestPc andPm com-
bination for a given crossover operator. Note however that te success ratio of the
adaptive algorithm is typically slightly lower than the success ratio obtained with the
bestPc andPm combination.
Tables 33–35 show the results of the same analysis as describd above, if the algorithm
has been terminated after 50 generations, indicating the importance of selecting the maxi-
mum number of iterations correctly. The success ratio dropssignificantly, as 50 generations
may not be enough for the algorithm to find the optimal solution. However, it should be
noted that the increased mutation and crossover rates yieldhigher percentages of success-
ful algorithm runs. Furthermore, the results obtained withthe adaptive algorithm are again
comparable with the results obtained with the best combinatio of Pc andPm parameters.
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Table 30: The performance of the GA: percentage of successful runs and the average num-
ber of generations needed to obtain the solution, using the arithmetic crossover operator
(feeder #1). Maximum number of generations is 100.
















Pm = 10% 76.00 40 54.14 70 60.81 80
Pm = 30% 36.40 100 35.56 90 37.94 90
Pm = 50% 41.20 100 40.70 100 35.70 100






Adaptive GAPc = 50% Pc = 70% Pc = 90%
10035.35
Table 31: The performance of the GA: percentage of successful runs and the average num-
ber of generations needed to obtain the solution, using the heuristic crossover operator
(feeder #1). Maximum number of generations is 100.
















Pm = 10% 75.13 75 55.31 80 58.31 80
Pm = 30% 45.21 95 36.75 100 34.6 100
Pm = 50% 36.85 100 38.85 100 35.65 100







Pc = 50% Pc = 70% Pc = 90%
36.84 95
Table 32: The performance of the GA: percentage of successful runs and the average num-
ber of generations needed to obtain the solution, using the one-p int crossover operator
(feeder #1). Maximum number of generations is 100.
















Pm = 10% 56.46 65 63.00 55 56.30 50
Pm = 30% 44.10 100 41.10 100 34.44 90
Pm = 50% 37.95 100 37.10 100 41.42 95
Pm = 70% 38.65 100 33.67 90 43.89 95
Pc = 70% Pc = 90%
33.22 90





Adaptive GAPc = 50%
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Table 33: The performance of the GA: percentage of successful runs and the average num-
ber of generations needed to obtain the solution, using the arithmetic crossover operator
(feeder #1). Maximum number of generations is 50.
















Pm = 10% 44.50 10 35.17 30 40.33 30
Pm = 30% 24.87 75 28.43 70 25.23 65
Pm = 50% 30.85 65 33.33 75 26.93 75







Adaptive GAPc = 50% Pc = 70%
8025.31
Table 34: The performance of the GA: percentage of successful runs and the average num-
ber of generations needed to obtain the solution, using the heuristic crossover operator
(feeder #1). Maximum number of generations is 50.
















Pm = 10% 20 10 37.57 35 32.71 35
Pm = 30% 34.33 60 27.07 75 32.17 90
Pm = 50% 32.61 90 31.53 85 31.67 90







Pc = 50% Adaptive GAPc = 70% Pc = 90%
Table 35: The performance of the GA: percentage of successful runs and the average num-
ber of generations needed to obtain the solution, using the one-p int crossover operator
(feeder #1). Maximum number of generations is 50.
















Pm = 10% 40.75 40 31.67 15 36.67 30
Pm = 30% 33.23 65 32.60 75 30.69 80
Pm = 50% 32.50 80 32.06 85 31.33 60
Pm = 70% 31.8 80 26 75 34.23 65
30.59 85
Pc = 50% Pc = 70% Pc = 90%







Figures 79–80 show the convergence properties of the algorithm. Figure 79 shows
the bestvalue of the composite index per generation, averaged over 20 algorithm trials,
for several combinations ofPc and Pm. As the mutation probabilityPm increases, the
algorithm tends to converge faster (for the same crossover probabilityPc). Similar behavior
is observed when the mutation probability is kept constant,and the crossover probability is
varied.
Figure 80 shows theaveragecomposite index value (average population fitness), per
generation, for the same combinations ofPc and Pm. As the algorithm progresses, the
average population fitness increases (composite index value decreases), as the crossover
operator produces better solutions from generation to generation. On the other hand, the
mutation operator introduces new solutions, preserving the diversity of the population and
therefore preventing the algorithm from converging to a single (possibly suboptimal) solu-
tion. However, an increased mutation rate may keep the algorithm from ever converging to
the solution, as indicated in Figure 80. As mentioned before, th genetic algorithm typi-
cally terminates either after a prespecified number of generations, or after the difference in
population fitness does not change significantly between twosuccessive generations (indi-
cating convergence to a local or global minimum). In the caseof a high mutation rate, the
latter criterion may not be used, because the mutation operator will introduce a significant
amount of new solutions in each generation.
The convergence properties of the adaptive algorithm are also shown in Figures 79–80
(line No. 5 in both figures). The convergence speed of the adaptive algorithm is comparable
with the speed obtained with the best combination ofPc andPm, as shown in Figure 79.
The average index value (Figure 80) on the other hand settlesa a ignificantly lower value
than that of the value obtained with high mutation rates, which provide comparable conver-
gence properties. Therefore, these results indicate that the adaptive algorithm possesses the
good convergence properties obtained by using high mutation rates with the conventional
algorithm, while its average fitness value still may be used to detect algorithm convergence.
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Figure 79: Convergence of the genetic algorithm: thebestvalue of the composite index,
per generation, for various combinations of crossover and mutation probabilities (using
arithmetic crossover).
















































Figure 80: Convergence of the genetic algorithm: theav ragevalue of the composite
index, per generation, for various combinations of crossover and mutation probabilities
(using arithmetic crossover).
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Note finally that the results shown in Figures 79–80 are obtained using the arithmetic
crossover operator, but similar results were observed withthe heuristic and one–point
crossover operators.
6.5.2.2 Feeder #2
The same hand-optimization study is performed on a second test fe der, and the results
are shown in Tables 36–41. In this example, the goal was to place three three-phase and
two single-phase reclosers on a feeder with DGs located at buses 120, 155, 162, 144 and
198, as indicated in Table 29. As the single-phase reclosersar typically placed only on
single-phase branches [68], the search space of the algorithm is considerably reduced. The
number of possible combinationsS to placek1 three-phase reclosers onn1 three-phase













































































, which would be the size of the search space
if all devices and branches were three-phase. The population size is therefore reduced to
25 (instead of 100, which was used for the first test feeder). The maximum number of
generations is again 100.
The conclusions drawn for the symmetrical three-phase feeder (feeder No. 1) are further
reinforced by the results shown in Tables 36–38. The increased mount of crossover and/or
mutation increases the convergence speed and the success ratio of the algorithm, while
the performance of the adaptive algorithm is again comparable with the results obtained
with the best combination ofPc andPm. The importance of the termination point of the
algorithm (choosing the maximum number of generations) is also illustrated in Tables 39–
41, as the success ratio drops significantly if the algorithmis terminated after only 50
generations.
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Table 36: The performance of the GA: percentage of successful runs and the average num-
ber of generations needed to obtain the solution, using the arithmetic crossover operator
(feeder #2). Maximum number of generations is 100.
















Pm = 10% 51.21 70 63.54 65 57.42 60
Pm = 30% 44.94 90 51.21 95 42.11 95
Pm = 50% 46.72 90 38.78 90 45.05 95







Adaptive GAPc = 50% Pc = 70% Pc = 90%
Table 37: The performance of the GA: percentage of successful runs and the average num-
ber of generations needed to obtain the solution, using the heuristic crossover operator
(feeder #2). Maximum number of generations is 100.
















Pm = 10% 60.36 55 58.5 50 63.2 75
Pm = 30% 59.35 85 48.06 85 39.72 90
Pm = 50% 45.45 90 37.26 95 42.25 100
Pm = 70% 43.5 90 40.9 100 36.58 95
95








Table 38: The performance of the GA: percentage of successful runs and the average num-
ber of generations needed to obtain the solution, using the one-p int crossover operator
(feeder #2). Maximum number of generations is 100.
















Pm = 10% 46.27 75 46.00 85 42.29 85
Pm = 30% 49.78 90 55.72 90 41.76 85
Pm = 50% 45.44 90 59.06 85 54.89 95
Pm = 70% 47.79 70 52.00 35 58.00 65
Pc = 90%
44.83






Adaptive GAPc = 50% Pc = 70%
162
Table 39: The performance of the GA: percentage of successful runs and the average num-
ber of generations needed to obtain the solution, using the arithmetic crossover operator
(feeder #2). Maximum number of generations is 50.
















Pm = 10% 27.80 25 30.00 15 32.50 30
Pm = 30% 27.90 50 32.89 45 25.92 45
Pm = 50% 26.36 55 28.14 70 30.00 60






Adaptive GAPc = 50% Pc = 70% Pc = 90%
6033.25
Table 40: The performance of the GA: percentage of successful runs and the average num-
ber of generations needed to obtain the solution, using the heuristic crossover operator
(feeder #2). Maximum number of generations is 50.
















Pm = 10% 37.5 20 24.67 15 34.2 25
Pm = 30% 29.17 30 38.08 60 27.15 65
Pm = 50% 33.08 60 25.38 65 31.47 75








Pc = 50% Pc = 70% Pc = 90%
Table 41: The performance of the GA: percentage of successful runs and the average num-
ber of generations needed to obtain the solution, using the one-p int crossover operator
(feeder #2). Maximum number of generations is 50.
















Pm = 10% 34.78 45 37.31 65 37.07 70
Pm = 30% 32.30 50 30.17 30 28.83 60
Pm = 50% 35.46 65 39.38 40 35 40
Pm = 70% 35.56 45 36.75 20 31 25





Adaptive GAPc = 50% Pc = 70% Pc = 90%
31.83 60
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The previous analysis shows the difficulties in determining the optimal parameters that
yield a satisfactory combination of convergence properties and provide a reasonable degree
of certainty that the obtained solution is the optimal one. As there are no guarantees that the
specifically-tuned GA will perform satisfactorily for a large varieties of feeder configura-
tions and sizes, the following conclusions are provided that m y be helpful in determining
the algorithm parameters for a specific case:
• The nature of the problem indicates that the algorithms perform better for relatively
high probabilities of crossover and mutation. The suggested ranges for the probabil-
ity of crossover and mutation are 70%–90%, and 30%-50%, respectively.
• All three considered crossover operators perform satisfacorily within the reasonable
ranges forPc andPm. The performed analysis indicates that the arithmetic crossover
operator performs marginally better. Furthermore, it is the easiest to implement and
always produces feasible solutions, eliminating the need for solution repair. There-
fore, it should be given priority over the other two considered operators.
• The performance of the adaptive algorithm is very good, withconvergence properties
comparable to the results obtained with the best combinatioof Pc andPm, although
with a slightly lower success rate.
• The algorithm may produce suboptimal solutions if it is terminated prematurely. To
avoid premature termination, the algorithm should be either allowed to proceed for
a large number of generations, or the relationship between th best and the average
fitness in the population should be monitored, and its convergence should be used as
a sign that the solution has been reached. A high probabilityof mutation should not
be used if the latter technique is employed.
• As GA may produce suboptimal results, it should be tested multiple times, with
different initial conditions. The success ratio and the number of generations needed
to reach the solution may be used as the pointers for suitability of applied parameters.
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6.6 Application: Optimal DG and recloser place-
ment in distribution networks
As mentioned in Section 6.1, three different optimization problems are investigated:
1. Optimize the placement of protection devices for a given DG allocation.
2. Optimize DG placement for a given protection devices alloc ti n.
3. Optimize both the placement of protection devices and DGs.
Based on the discussion in the previous chapter, the adaptivealgorithm with arithmetic
crossover was used to calculate optimal positions of protecti n devices and DGs, for all
three cases mentioned above. The results are presented for two test feeders described in
Section 6.5.2.
6.6.1 Recloser placement on a feeder equipped with
capacity constrained DGs
6.6.1.1 Feeder #1
The first task is to investigate the eff ct that adding more protection devices has on the reli-
ability of the DG-enhanced feeder. It is assumed, as before,that distributed generators are
placed at the end of each lateral, at buses 26, 34, 38, 54, 58 and 90, as shown in Figure 72.
Additionally, the effect of the DG sizes on reliability is investigated. Qualitatively, it is
expected that larger DGs would be able to support “larger” islands, and therefore would
increase overall feeder reliability. The size of each generator is varied (0.3 MW, 0.5 MW
and 1 MW per generator), and for each case optimal recloser positions and the correspond-
ing composite reliability index are determined, and the results are compared with the case
without DG.
To summarize, the following cases are considered:
• The number of three-phase reclosers is varied from one to five.
• The size of each generator is varied from 0 MW to 1 MW.
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The results of the algorithm are presented in Table 42, whichshows the best three values
for the composite index, and the corresponding branches at which reclosers are placed,
when up to five reclosers are strategically placed on the feeder. The branch numbering
corresponds with numbering shown in Figure 72.
Table 42: The composite index for various DG sizes and reclosr placement strategies





























8-9, 27-28,   
36-37, 49-50
-0.1476
3-4, 9-10,     
30-31, 49-50,  
67-68
0.2272
8-9, 28-29,   
36-37, 49-50
0.2308
8-9, 27-28,   
36-37, 48-49
1.1871
4-5, 30-31,         
47-48
0.9733
8-9, 28-29,         
51-52
1.2345
3-4, 27-28,          
47-48
0.9773
8-9, 27-28,          
50-51
-0.1463
4-5, 10-11,     
30-31, 49-50,    
67-68
0.9550









3.1508 8-9 2.7802 8-9
3.2089
8-9, 27-281.5904
1.5624 8-9, 28-29 1.3569 8-9, 48-49
1.2485






3-4, 30-31,         
47-48
1.1937
3-4, 30-31,         
47-48
1.1993






4-5, 11-12,         
30-31, 47-48,         
28e-65
0.1546
4-5, 11-12,         
30-31, 47-48,         
67-68
0.1630
3-4, 10-11,         
30-31, 47-48,          
28e-65
4-5, 10-11,         




4-5, 10-11,         
30-31, 47-48,         
67-68
-0.0265
3-4, 10-11,         




3-4, 11-12,         
30-31, 47-48,         
28e-65
0.0898
3-4, 10-11,         
30-31, 47-48,         
27e-28e
-0.0305
3-4, 10-11,         
30-31, 47-48,         
67-68
-0.1484
3-4, 10-11,      
30-31, 49-50,  
67-68
4-5, 30-31,         
47-48, 67-68




4-5, 30-31,         
47-48, 66-67
3-4, 30-31,         
47-48, 65-28e
0.3954
3-4, 30-31,         
47-48, 27e-28e
0.4038
3-4, 30-31,         
47-48, 28e-65













Pmax = 0.5 MW
0.3981
3-4, 30-31,         
47-48, 27e-28e






In the one-recloser case, recloser placement is dominated by the “conventional” ben-
efits obtained by placing the recloser towards the middle part of the feeder. Additional
benefits are realized only from generators located at buses 26 and 58. Generators limited to
0.3 MW may supply the island downstream from branch 8− 9 only for limited portions of
time (nominal island load is 0.7 MW), yielding only a marginally better composite index.
Generators limited to 0.5 MW provide much better support to the island, resulting in sig-
nificant composite index improvement. Finally, 1 MW generato s are likely to support the
island regardless of the instant of the fault, yielding the maxi um obtainable improvement.
The similar situation is observed in the case with two reclosers. Generators limited
to 0.3 MW and 0.5 MW improve the reliability index, but do not significantly change the
optimal recloser positions, compared to the non-DG case. However, in the 1 MW case, the
best result is obtained when the second recloser is placed ona 48− 49 branch. Note that
this configuration would yield the unsatisfactory composite index value ofC = 2.7179 if
DGs are not present. A similar trend continues for the cases with more than two reclosers.
In some cases, the composite index becomes negative, indicati g that the target values for
reliability indices have been exceeded. This occurs becausthe target values for reliability
indices used in the definition of the composite index in (46) represent a sufficient level of
reliability for a conventional distribution network.
Figure 81 shows the optimal placement off ur reclosers when no DG is available on
the feeder, and when six DGs limited to 1 MW are present on the feeder. Note the different
optimal recloser positions and lower composite index values in the case of a DG-equipped
feeder. Note also the tendency of the algorithm to allocate reclosers as to create islands
of supply in the latter case (with DG). For example, without DG a recloser is placed on a
branch 47–48 (Figure 81), just upstream from the 48–88 tie line. In a DG-enhanced case, a
recloser is placed just downstream from the 48–88 tie line, creating a possible island for all
customers downstream from line 49–50. Finally, Figure 82 shows the optimal placement
of fivereclosers, with and without DGs.
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
27 28 29 30 31 32 33 34
40 41 55 56
57 58
42 43 44 45 46 47 48 49 50 51 52 53 54
127 128 65 66 67 68 69 70 88 89 90
35 36 37 38
20 21 22 23 24 25 26
OPTIMAL RECLOSER LOCATIONS:
NO DISTRIBUTED GENERATION 
INDEX = 0.3981
OPTIMAL RECLOSER LOCATIONS:
DISTRIBUTED GENERATORS LIMITED TO 1 MW
INDEX = 0.2252
e e
Figure 81: Optimal placement offour reclosers on the feeder without DG, and on the feeder
equipped with six capacity constrained distributed generators.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
27 28 29 30 31 32 33 34
40 41 55 56
57 58
42 43 44 45 46 47 48 49 50 51 52 53 54
127 128 65 66 67 68 69 70 88 89 90
35 36 37 38
20 21 22 23 24 25 26
OPTIMAL RECLOSER LOCATIONS:
NO DISTRIBUTED GENERATION 
INDEX = 0.1490
OPTIMAL RECLOSER LOCATIONS:
DISTRIBUTED GENERATORS LIMITED TO 1 MW
INDEX = -0.1484
e e
Figure 82: Optimal placement offivereclosers on the feeder without DG, and on the feeder
equipped with six capacity constrained distributed generators.
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Figure 83 shows the improvement in the composite reliability indexC, as the number
of reclosers and the sizes of DGs increase. As expected,C is a non-increasing function of
both number of reclosers and sizes of individual DGs. Figure83 also shows the reduced
incremental improvements as either of the two parameters (number of reclosers, DG size)
increase. Note that the composite index becomes negative for the case with 5 reclosers and
1 MW DGs, indicating that all three target values (for SAIFI,SAIDI and MAIFIe) have
been reached.


















Figure 83: The improvement in composite reliability index as the number of reclosers
installed on the feeder and sizes of DGs increase (feeder #1).
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6.6.1.2 Feeder #2
The same analysis is repeated for the second test feeder. Thedistributed generators are
placed at buses 120, 155 and 162 (three-phase), and buses 144and 190 (in phase A). The
following cases are considered:
• The number of reclosers is varied from one to five, with up to three three-phase
devices and up to two single-phase devices in phase A.
• Size of each generator is varied from 0 MW to 1.0 MW.
For each case, the top three recloser allocations are determined, and presented in Table 43,
as well as the corresponding composite indices. Note that single-phase reclosers may only
be placed at single-phase branches.
For the case without DG, the addition of more reclosers, increases the overall feeder
reliability, as expected and shown in Figure 84. However, the incremental benefits from
placing the additional recloser decrease as the total number of r closers increases. This is
especially evident in the last two cases, when the single-phase devices are added.
The addition of DG further improves reliability, and may also change the optimal re-
closer positions, if the benefits from islanded operation outweigh the “conventional” reli-
ability benefits. For example, in the three-recloser case with DGs limited to 1 MW, the
optimal locations of all three reclosers are different than their optimal locations when there
are no DGs.
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Table 43: The composite index for various DG sizes and reclosr placement strategies
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(3 3-phase +             
1 1-phase)
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Figure 84: The improvement in composite reliability index as the number of reclosers
installed on the feeder and sizes of DGs increase (feeder #2).
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6.6.2 DG placement for a given allocation of
protection devices
The analogous situation may occur when protection devices ar already installed on a
feeder, and the task is to determine the best locations for DGs. Although this problem
can be solved simply by making the vector of protection devicesX in equation (55) con-
stant, the complexity of the problem can be further reduced.Since the existing protection
devices divide the feeder into reliability zones (as shown in Figure 72), there is no need to
consider different DG locations within the same zone, as they will all leadto the same over-
all reliability indexC. Therefore, instead of coding DG positions as possible buses where
DG may be located, it is sufficient to code them using only reliability zones. Furthermore,
the calculation of the composite indexC is significantly reduced since the reliability zones
remain unchanged throughout the optimization procedure, as they only depend on recloser
positions.
As mentioned in Section 6.3, placement ofN reclosers on the feeder results in up to
(N + 1) reliability zones. Thus, there are at mostN′ = N + 1 possible locations for each
distributed generator, and possibly less in the case of a non-radial feeder. The number of




























For example, for test feeder No. 1 with 69 buses and 5 reclosers, the number of possible
combinations for placing 4 generators is reduced from 1028790 to no more than 70. Thus,
the optimal DG positions may be obtained easily even with theexhaustive search.
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6.6.3 Simultaneous allocation of DGs and reclosers
The problem of finding both DG and recloser locations is inherently more complex. The
reallocation of only one recloser may change the configuration of reliability zones, and thus
may change the reliability indexC, even if all DG locations remain unchanged.
The individual solution may be represented as the vectorX f DGs and protection
devices, as shown before in (55). The elements of the vectorX that represent recloser posi-
tions correspond to the branch numbers where reclosers may be placed, while the elements
that represent DG positions correspond to the appropriate bus numbers. Alternatively, the
elements that represent DG positions may again be coded using only the reliability zones,
reducing significantly the complexity of the algorithm. In this case, the algorithm is mod-
ified slightly, as the number of zones depends on the recloserallocation (N reclosers may
create between 1 andN + 1 zones).
Tables 44–45 show the results of optimal allocation of reclosers and distributed gener-
ators for both test feeders. Table 44 shows the optimal allocati n of up to five three-phase
reclosers and six generators (limited to 0.5 MW) on a test feeder #1. For comparison, the
results obtained without DG and with arbitrary DG allocation considered in Section 6.6.1.1
(DGs at lateral ends) are also presented. Generally, the valu s for the reliability indexC
decrease, compared to the case when DGs have been located at lateral ends. The additional
improvements are marginal for a small number of reclosers (one or two – not shown in
Table 44), as more reclosers are necessary to form significant isl ds. As the numbers of
reclosers increase, the additional benefits due to islandedop ration also increase, which is
reflected in the significantly reduced reliability indexC.
Note that DGs need not be located exactly at the buses shown inTable 44. They may
be placed anywhere within the zone that includes the bus shown in Table 44. For example,
in the three-recloser case, the reclosers at branches 2-27,8-9 and 48-49 divide the feeder
into four zones. The optimal DG allocation is then, as according to Table 44 – two DGs in
the zone that includes bus 26, two DGs in the zone that includes bus 34, and two DGs in
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the zone that includes bus 54.
The allocation of reclosers and DGs in the three-recloser case are also shown in Fig-
ures 85–86. Figure 85 shows the optimal reclosers allocation when DGs are placed at
lateral ends, while Figure 86 shows both the optimal DGs and reclosers positions. Note the
creation of three islands downstream from reclosers at branches 2-27, 8-9 and 48-49, and
the concentration of DGs within those islands.
Table 45 shows the results of the equivalent study on a test feder #2.
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3-4 4-5 26 7-8 26
30-31 30-31 34 30-31 26
47-48 47-48 38 47-48 54
27e-28e 67-68 54 67-68 54
58 54
90 54
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11-12 10-11 34 10-11 26
30-31 30-31 38 30-31 26
47-48 47-48 54 49-50 54
28e-65 67-68 58 67-68 54
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109-110 109-110 120 109-110 174
109-145 109-145 155 109-145 174
158-173 158-159 162 158-173 174
144 (A) 198 (A)
198 (A) 198 (A)
109-110 109-110 120 109-110 174
109-145 109-145 155 109-145 174
158-159 158-159 162 158-173 174
185-186 (A) 191-193 (A) 144 (A) 191-193 (A) 198 (A)
198 (A) 198 (A)
109-110 109-110 120 109-110 174
109-145 109-145 155 109-145 174
158-159 158-159 162 158-173 174
186-189 (A) 138-140 (A) 144 (A) 138-140 (A) 198 (A)
186-191 (A) 191-193 (A) 198 (A) 191-193 (A) 198 (A)
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35 36 37 38
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OPTIMAL RECLOSER LOCATIONS:








Figure 85: Optimal placement of three reclosers on the test feeder #1 with six DGs placed
at lateral ends. DGs are limited to 0.5 MW.
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Figure 86: Optimal placement of three reclosers and six DGs on the test feeder #1. DGs
are limited to 0.5 MW.
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6.7 Conclusions
The issue of improving the reliability of service is presented here, for a complex (non–
radial) feeder equipped with DG, by allowing intentional islanding of parts of the feeder.
After a fault has been detected and isolated, intentional isl nding may be accomplished
when parts of the feeder remain online and continue to operate. A reliability model of
an asymmetric, three–phase, non–radial distribution feeder quipped with capacity con-
strained DGs is developed, and used to quantify the improvements due to the islanded
operation.
A genetic algorithm (GA) for optimal placement of recloserson such a feeder is devel-
oped and successfully tested on two models of distribution feeders. The influence of several
GA parameters (choice of the crossover operator, probabilities of crossover and mutation,
etc.) on its convergence properties is investigated and present d in terms of comparative
analysis. Furthermore, an adaptive algorithm is presentedas a final refinement of the pro-
cedure, eliminating the need for determination of optimal probabilities of crossover and
mutation.
The incremental reliability improvements, obtained by adding more protection devices
and increasing the size of DGs, are also investigated. Finally, the algorithm is used to
successfully concurrently optimize both DG and recloser placement, determining the max-
imum possible reliability improvement for a given number ofDGs and reclosers.
The results obtained using two test feeders indicate the possibility for significant relia-
bility improvement. For example, in a test feeder #1, without DG, the composite reliability
index decreases from 3.2454 to 0.1490 as the number of reclosers increases from one to
five. The addition of six capacity–constrained 0.5 MW distributed generators at lateral
ends further reduces the reliability index to 2.7802 and -0.03 5, respectively. Note that the
optimal recloser positions change, as the benefits due to intent onal islanding outweigh the
“conventional” reliability benefits. The reliability is further improved if DG locations can
also be optimized. For example, in the case with five reclosers, the composite index drops
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to -0.1793, if both the DG and reclosers locations are simultaneously determined. Similar
results are also obtained with the second test feeder.
The actual reliability improvement for a particular feederpends on a variety of fac-
tors (feeder parameters, frequency of faults, fault restorati n times, number of protection
devices, sizes of individual DGs, etc.), which all may be treated by the proposed algo-
rithm. The algorithm may be thus used for planning new DG-enhanced feeder designs to




The main contributions of this thesis are:
• A PV system simulation program is developed, which incorporates the most rigorous
models for the calculation of insolation, module temperature, and DC and AC power
output of a PV system. The ability to model complex system configurations, such as
systems with multiple subarrays oriented and/or tilted differently is implemented for
the first time. A case study of a multistoried building with PVmodules mounted on
all four sides showed the annual energy loss of more that 3% due to the operation
at the suboptimal power point, which cannot be modeled usingexisting commercial
tools.
The Monte Carlo procedure for quantifying energy loss due to the random inverter
failures is incorporated, as well as the capability of designin the DC/AC conversion
stages with multiple parallel inverters. In addition, a novel inverter control strategy is
proposed, which further improves the energy yield of systemwith multiple parallel
inverters. The strategy is designed to selectively shut down ne or more inverters
during periods of low insolation, enabling the remaining inverters to operate at higher
conversion efficiency. Finally, a cost/benefit analysis is presented to determine the
optimal system configuration that yields minimal system life–cycle costs.
The results of a case study for a 342 kW PV system, with inverter failure charac-
teristics obtained from the field data, show the superiorityof the parallel inverter
configuration. In the considered example, the parallel inverter configuration yields
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up to 4% percent more energy over the lifetime of the system, co pared to a single–
inverter system. The selective inverter shutdown strategyyields additional 2-2.5%,
depending on the number of inverters in the system. The optimal inverter configura-
tion in this example, based on the criterion of minimal system life–cycle costs, is a
three-inverter system with selective inverter shutdown, yielding a net gain of $53,000
(more than 4% of the total system gain), compared to a single–inv rter system.
• A procedure is developed to incorporate the uncertainties imposed by stochastic,
renewable DG into the conventional tools for analysis of distribution systems. A
clustering algorithm is proposed to reduce large input datase s that result from the
interaction of stochastic processes that drive DG output with field measurements of
feeder load profiles. The reduced data set is used to obtain conventional duration
curves and estimates of feeder operational characteristics (voltage levels, losses, etc.).
In addition, a procedure is proposed to determine the boundary points of the original
data set, which yield feeder extreme operating conditions.Finally, a Monte Carlo
analysis (using a reduced data set) is presented, to determine the effects of deploying
a large number of renewable DG systems on a distribution feeder.
The procedure is demonstrated on a 69–segment distributionfeeder with randomly
placed photovoltaic generators totaling approximately 20% od feeder nominal load.
The effects of sizes of individual systems, their random spatial alloc tion and dif-
ferent inverter configurations on several feeder characteristics, such as local voltage
levels, substation level power factor, and branch loading levels are quantified.
In the considered example, the addition of PV decreases the average active and reac-
tive feeder losses between 12.7%–19.7% and 11.7%–18.3% respectively, depending
on the PV distribution scheme and inverter configuration. Furthermore, the feeder
active power consumption decreases by approximately 8.5%,while the reactive con-
sumption decreases by almost 40%, if the inverters are allowed to inject maximum
181
reactive power allowed by their rating. Consequently, the substation–level power
factor in this case is significantly improved – its average value increases to 0.9619
from the value of 0.9280 for the case without PV.
With a reduced data set, larger number of similar studies canbe performed in compa-
rable time, thus providing more answers to the designer of DG-enhanced networks.
Possible applications of the proposed method include studies for optimal DG place-
ment, feeder expansion, Volt/VAR support design, conservation voltage reduction
design and reliability studies.
• The reliability model of an asymmetric, three–phase, non-radial distribution feeder
equipped with capacity–constrained DGs is developed. The dev loped model is used
to quantify the potential reliability improvements due to the intentional islanded op-
eration of parts of the feeder.
To that end, a genetic algorithm (GA) for optimal placement of reclosers and/or DGs
on such a feeder is developed, and successfully tested on twomodels of distribution
feeders. The influence of several GA parameters (choice of the crossover operator,
probabilities of crossover and mutation, etc.) on its convergence properties is inves-
tigated and presented in terms of comparative analysis. Furthermore, an adaptive
algorithm is presented as a final refinement of the procedure,eliminating the need
for determination of optimal probabilities of crossover and mutation.
The results obtained using two test feeders indicate the possibility for significant
reliability improvement. For example, in a test feeder #1, without DG, the compos-
ite reliability index decreases from 3.2454 to 0.1490 when the number of reclosers
increases from one to five. The addition of six capacity–constrained 0.5 MW dis-
tributed generators at lateral ends further reduces the reliability index to 2.7802 and
-0.0305, respectively. Note that the optimal recloser positions change, as the benefits
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due to intentional islanding outweigh the “conventional” reliability benefits. The re-
liability is further improved if DG locations can also be optimized. For example, in
the case with five reclosers, the composite index drops to -0.1793 if both the DG and
reclosers locations are simultaneously determined. Similar results are obtained with
the second test feeder.
The actual reliability improvement for a particular feederpends on a variety of fac-
tors (feeder parameters, frequency of faults, fault restorati n times, number of protec-
tion devices, sizes of individual DGs, etc.), which all may be treated by the proposed
algorithm. The algorithm may be thus used for planning new DG-enhanced feeder




CALCULATION OF THE SOLAR ANGLES
The exact position of the sun is determined by calculating the following angles:
• Declination of the sun, δ, is the angle between the earth’s equatorial plane and the
line joining the centers of the sun and the earth.
• Solar elevation (altitude) angle, αs, describes how high the sun appears in the sky.
It is measured between the horizontal and the line to the sun.Its complement is the
zenith angle,θz, the angle between the vertical and the line to the sun.
• Solar azimuth angle, γs, is the angular displacement (from south) of the projection
of the line to the sun on the horizontal plane.
These three angles completely determine the position of thesun. They allow the calcu-
lation of the angle of incidence,θ - the angle between the line to the sun and a normal to
the array surface. The incidence angle determines the mutual position between the sun and
the array and allows the calculation of the plane of array insolation from the standardized
insolation measurements. The following is a detailed procedur for determining these solar
angles, mostly based on [14], with modifications as noted.
Declination of the sun
Declination of the sun,δ, is the angle between the earth’s equatorial plane and the line
joining the centers of the sun and the earth.
The plane of the earth’s orbit around the sun is called the ecliptic plane. The earth
itself rotates around the polar axis, which is 23.45◦ from the normal to the ecliptic plane
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throughout the year. The declination of the sun therefore changes constantly. At winter
solstice it is -23.45◦, at summer solstice the declination is+23.45◦, while at the spring and
autumn equinoxes the declination is zero. The declinationδ can be calculated using the
following formula (d is the day of the year).





(d − 81) (76)
Solar time and the hour angle
The solar time is based on the apparent angular motion of the sun across the sky, and
is not the same as the local (clock) time. All sun-angle relationships used in PV systems
modeling are based on the solar time. Therefore, it is necessary to convert local time to
solar time. The local time of a particular time zone is based on its standard meridian. The
noon (local time) is defined as the time when the sun crosses the tandard meridian of that
time zone, and is the same for all observers within the time zone. However, solar noon is
defined as the time when the sun crosses the local meridian of the bserver.
Standard meridians for continental US time zones are Eastern 75◦W, Central 90◦W,
Mountain 105◦W and Pacific 120◦W, and are located in the middle of their respective time
zones. All standard meridians are 15◦ apart, since it takes 4 minutes for sun to transverse
1◦ of longitude. Thus, to be able to calculate the solar time, local time needs to be adjusted
as follows:
T = t + (S tandardMeridian− LocalMeridian) · 4′ + EoT (77)
whereT is the solar time,t is the local time, andEoT is a so-called “equation of time”. First
correction accounts for the difference between the observer’s local meridian (longitude)
and the standard meridian on which the local standard time isbased. The correction above
should be positive if site is east of the standard meridian. Also, note that the local time
should be adjusted for daylight savings time, if necessary.
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The equation of time accounts for perturbations in the earth’s rate of rotation around the
sun, which affects the time the sun crosses the observer’s meridian. It canbe pproximated
using the following formula.
EoT = 9.87 sinx− 7.53 cosx− 1.5 sinx (78)




(d − 81) (79)
Hour anglew is the angle between the line pointing directly to the sun andthe line
pointing directly to the sun at solar noon. Fifteen degrees represent one hour, since the
earth rotates 360 degrees every 24 hours. Hour anglew can thus be calculated using the
following formula, assuming that the solar timeT is given in hours.
w = (T − 12) · 15 (80)
Note that the hour angle is just an angular representation ofsolar time.The hour angle
is negative in the morning, zero at solar noon, and positive in the afternoon. Note also
that the sun does not necessarily rises/ ts when the hour angle is+/- 90◦. The hour angle
is used to calculate the remaining two solar angles, solar elevationαs and solar azimuth
γs. Incorrect calculation of the hour angle may therefore leadto significant errors in POA
insolation calculations.
The problem with using historical weather data from the TMY2database ( [10]) is that
the insolation is typically given as a total insolatione ergymeasured during thepreceding
hour. Since all solar angle calculations require the value of incident instantaneous insola-
tion, it is typically assumed that the insolation was uniform throughout the preceding hour.
The insolation value at the middle of the hourly interval (i.e. 30 minutes before the hour) is
used for the calculations.
This approach may give erroneous results when calculating insolation early in the morn-
ing and late in the afternoon. If, for a particular day, the sun rises after the middle point
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of the hourly interval (in the last 30 minutes of the preceding hour), the solar angles cal-
culation may yield incorrect results. This is because the calcul tions are performed at a
time when the sun is still below the horizon. Typically, thisleads to incorrect values for
solar elevation and altitude, and, in turn, leads to unreason bly high POA insolation values.
Similar situation occurs at sunset, when the sun sets in the first 30 minutes of the hour.
To avoid these errors, in the GT simulator the exact times of sunri ewr and sunsetws









whereΦ is the latitude (north positive, south negative) andδ is the declination of the sun.
Now, if the hour anglew is more negative thanwr , the hour angle is adjusted as a middle







+ wr) if w < wr (83)







+ ws) if w > ws (84)
This approach assures that the solar angles are always calculated after sunrise in the morn-
ing, or before sunset in the evening.
Solar elevation (altitude)
The altitude angle,αs, describes how high the sun appears in the sky. It is measured
between the horizontal and the line to the sun. Its complement is the zenith angle,Θz,
the angle between the vertical and the line to the sun. The altitude and zenith angle are
calculated using the following formula:
sinαs = cosΘz = cosΦ cosδ cosw+ sinΦ sinδ (85)
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whereΦ is the observers’s latitude,δ is the declination of the sun andw is the hour angle.
Solar azimuth
Solar azimuth is the angular displacement from south of the projection of the line to the





























































whereΘz is the zenith angle,Φ is the observer’s latitude,w is the hour angle andδ is the
declination of the sun.
Angle of incidence
Finally, the angle of incidenceΘ is the angle between the beam radiation on a surface
and the normal to that surface. The angle of incidence allowsthe calculation of plane
of array insolation components, as described in Chapter 2. Itcan be calculated using the
following equation, whereαs is the altitude angle of the sun,β is the tilt of the array,γs is
the solar azimuth andγ is the azimuth (orientation) of the array.
Θ = arccos(sinαs cosβ + sinβ cosαs cos(γs− γ)) (92)
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APPENDIX B
OPTIMIZATION OF RELIABILITY OF RADIAL
FEEDERS
The feeder parameters used for the reliability analysis preented in Chapter 5 are presented
in Table 46. All five parameters are defined in Section 5.4.
Table 46: Parameters used for the reliability analysis of three radial feeders.
 Parameter Value
 Damage restoration time (DRT) 3 hours
 Manual restoration time (MRT) 2.5 hours
 Fault incidence rate (FIR) 0.22
 Fraction of permanent faults (FPF) 0.2
 Percent protected (PP) 0.15
For all three feeder layouts, the following possible recloser placement strategies are
investigated and compared to the base case with only a substation breaker installed at the
substation:
1. Addition of only one recloser on the main branch.
2. Addition of one recloser on the main branch, and a fuse on each lateral.
3. Addition of two reclosers on the main branch.
4. Addition of two reclosers on the main branch, and a fuse on each lateral.
5. Addition of one recloser on the main branch, and a reclosern each lateral.
The lateral elements (fuses or reclosers) in cases 1), 3) and5) above are placed on the
beginning of each lateral. The locations of lateral elements for all three considered feeders
are given in Table 47.
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Table 47: The positions of lateral protection devices, for all three considered feeders. The
branch numbering corresponds with the branch numbering in Figure 61, Figure 62 and
Figures 63–64 for urban, suburban and rural feeders, respectively.
 Feeder type  Locations of lateral protection elemen ts
 Urban  33135, 33145, 7679-1543, 7679-2642, 7679-3050, 7679-7174, 7679-8762
 Suburban  S10306, S10370, S10380, S11253, S25801, 6582-7897-0, 6482-9992-0
 Rural  110, 122, 129, 137, 159, 165, 175, 181, 184
The results of the analysis for all three feeders are presentd below. For each case, the
top five recloser allocations and the corresponding reliability indices are presented. Further-
more, the sensitivity analysis performed for the suburban feeder in Section 5.4 (Tables 18–
22) is repeated for rural and urban feeders. The results are presented in Tables 58–62 for
the rural feeder and Tables 68–72 for the urban feeder.
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Suburban feeder
Table 48: Top five positions for adding a single recloser to the suburban feeder equipped
only with a substation breaker.
Case Recloser Locations
Comp. 









Base Indices 3.230 4.343 13.028 17.371 3.000 99.851
1 S10340ABC 1.785 2.860 8.579 11.438 3.000 99.902 9.3 16
2 C-6583-7203-0ABC 1.807 2.882 8.646 11.527 3.000 99.901 9.4 16
3 C-6583-0803-0ABC 1.823 2.899 8.696 11.594 3.000 99.901 12.6 8
4 S10344ABC 2.074 3.156 9.469 12.625 3.000 99.892 12.6 8
5 6483-9902-0ABC 2.080 3.162 9.487 12.650 3.000 99.892 13 4
Table 49: Top five positions for adding a single recloser to the suburban feeder equipped
with a substation breaker and lateral fuses.
Case Recloser Locations
Comp. 









Base Indices 0.942 2.097 6.157 7.049 2.936 99.930
1 S10340ABC 0.474 1.617 4.718 5.131 2.917 99.946 9.3 16
2 C-6583-7203-0ABC 0.496 1.640 4.785 5.220 2.918 99.945 9.4 16
3 C-6583-0803-0ABC 0.512 1.656 4.835 5.287 2.919 99.945 12.6 8
4 C-6682-0492-0ABC 0.578 1.723 5.036 5.555 2.922 99.943 6.8 59
5 S11046ABC 0.598 1.744 5.098 5.637 2.923 99.942 7.3 59
Table 50: Top five locations for adding a single recloser to the suburban feeder equipped
with a substation breaker and lateral reclosers.
Case Recloser Locations
Comp. 









Base Indices 0.912 1.963 5.889 7.852 3 99.933
1 S10340ABC 0.445 1.483 4.45 5.934 3 99.949 9.3 16
2 C-6583-7203-0ABC 0.467 1.506 4.517 6.023 3 99.948 9.4 16
3 C-6583-0803-0ABC 0.483 1.522 4.567 6.09 3 99.948 12.6 8
4 C-6682-0492-0ABC 0.548 1.589 4.768 6.358 3 99.946 6.8 59
5 S11046ABC 0.568 1.61 4.83 6.44 3 99.945 7.3 59
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Table 51: Top five positions for adding two reclosers to the suburban feeder equipped only
with a substation breaker.
1st 2nd 1st 2nd
Base Indices 3.230 4.343 13.028 17.371 3.000
1 S10340A,S10370ABC 0.876 1.926 5.779 7.705 3.000 9.3 2.4 16 90
2 C-6583-7203-0A,S10370ABC 0.898 1.949 5.846 7.794 3.000 9.4 2.4 16 90
3 C-6583-0803-0A,S10370ABC 0.914 1.965 5.896 7.861 3.000 13 2.4 8 90
4 S10340A,6681-0546-0ABC 1.014 2.068 6.204 8.272 3.000 9.3 2.8 16 90













Table 52: Top five positions for adding two reclosers to the suburban feeder equipped with
a substation breaker and lateral fuses.
1st 2nd 1st 2nd
1 Base Indices 0.942 2.097 6.157 7.049 2.936
2 S10340A,6682-0384-0ABC 0.334 1.473 4.286 4.554 2.909 9.3 6.4 16 59
3 S10340A,C-6682-0492-0ABC 0.337 1.477 4.296 4.568 2.909 9.3 6.8 16 59
4 C-6583-7203-0A,6682-0384-0ABC 0.347 1.487 4.326 4.608 2.910 9.4 6.4 16 59















Table 53: Top five positions for adding a single recloser to the rural feeder equipped only
with a substation breaker.









Base Indices 8.145 9.389 28.165 37.554 3.000 99.678
1 148ABC 5.227 6.393 19.180 25.573 3.000 99.781 7.94 43
2 145ABC 5.263 6.430 19.290 25.720 3.000 99.780 6.25 46
3 149ABC 5.264 6.431 19.294 25.725 3.000 99.780 9.69 41
4 150ABC 5.334 6.503 19.509 26.012 3.000 99.777 11.44 40
5 155ABC 5.406 6.577 19.731 26.308 3.000 99.775 12.56 37
Table 54: Top five positions for adding a single recloser to the rural feeder equipped with a
substation breaker and lateral fuses.









Base Indices 3.647 5.6 15.728 11.682 2.809 99.82
1 145ABC 2.586 4.51 12.46 7.323 2.762 99.858 6.25 46
2 148ABC 2.644 4.57 12.638 7.561 2.765 99.856 7.94 43
3 149ABC 2.74 4.669 12.934 7.955 2.77 99.852 9.69 41
4 150ABC 2.854 4.786 13.285 8.424 2.776 99.848 11.44 40
5 155ABC 3.037 4.974 13.849 9.176 2.784 99.842 12.56 37
Table 55: Top five locations for adding a single recloser to the rural feeder equipped with a
substation breaker and lateral reclosers.









Base Indices 2.856 3.959 11.878 15.837 3.000 99.864
1 145ABC 1.795 2.870 8.609 11.479 3.000 99.902 6.25 46
2 148ABC 1.853 2.929 8.788 11.717 3.000 99.900 7.94 43
3 149ABC 1.949 3.028 9.083 12.111 3.000 99.896 9.69 41
4 150ABC 2.063 3.145 9.435 12.580 3.000 99.892 11.44 40
5 155ABC 2.246 3.333 9.998 13.331 3.000 99.886 12.56 37
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Table 56: Top five positions for adding two reclosers to the rural feeder equipped only with
a substation breaker.
1st 2nd 1st 2nd
Base Indices 8.145 9.389 28.165 37.554 3.000
1 148A, 110ABC 3.388 4.505 13.515 18.02 3.000 7.94 8.31 43 37
2 145A, 110ABC 3.424 4.542 13.625 18.167 3.000 6.25 8.31 46 37
3 149A, 110ABC 3.425 4.543 13.629 18.172 3.000 9.69 8.31 41 37
4 150A, 110ABC 3.495 4.615 13.844 18.459 3.000 11.4 8.31 40 37











Table 57: Top five positions for adding two reclosers to the rural feeder equipped with a
substation breaker and lateral fuses.
1st 2nd 1st 2nd
Base Indices 3.647 5.6 15.728 11.682 2.809
1 184A, 145ABC 2.323 4.07 11.359 7.764 2.791 18.9 6.25 11 46
2 185A, 145ABC 2.329 4.082 11.386 7.744 2.790 20.1 6.25 11 46
3 186A, 145ABC 2.338 4.099 11.427 7.705 2.788 21.9 6.25 10 46
4 187A, 145ABC 2.345 4.118 11.469 7.629 2.785 21.9 6.25 9 46












Table 58: Sensitivity of reliability indices to the damage restoration time (rural feeder).
Value Sens. Value Sens. Value Sens. Value Sens. Value Sens. V alue Sens.
2.75 4.510 0 11.868 0.57 7.323 0 2.631 0.57 99.865 0.00 2.478 0.50
3.00 4.510 12.460 7.323 2.762 99.858 2.586
3.25 4.510 0 13.051 0.57 7.323 0 2.894 0.57 99.851 0.00 2.694 0.50
DRT 
[h]
ASAI CompositeSAIFI SAIDI MAIFIe CAIDI
Table 59: Sensitivity of reliability indices to the manual restoration time (rural feeder).
Value Sens. Value Sens. Value Sens. Value Sens. Value Sens. V alue Sens.
2.25 4.510 0 11.924 0.43 7.323 0 2.644 0.43 99.864 0.00 2.488 0.38
2.50 4.510 12.460 7.323 2.762 99.858 2.586
2.75 4.510 0 12.996 0.43 7.323 0 2.881 0.43 99.852 0.00 2.683 0.38
MRT 
[h]
ASAI CompositeSAIFI SAIDI MAIFIe CAIDI
Table 60: Sensitivity of reliability indices to the fault incidence rate (rural feeder).
Value Sens. Value Sens. Value Sens. Value Sens. Value Sens. V alue Sens.
0.17 3.485 1.00 9.628 1.00 5.659 1.00 2.762 0 99.890 0.00 1.771 1.39
0.22 4.510 12.460 7.323 2.762 99.858 2.586
0.27 5.536 1.00 15.291 1.00 8.988 1.00 2.762 0 99.825 0.00 3.401 1.39
FIR
ASAI CompositeSAIFI SAIDI MAIFIe CAIDI
Table 61: Sensitivity of reliability indices to the fraction f permanent faults (rural feeder).
Value Sens. Value Sens. Value Sens. Value Sens. Value Sens. V alue Sens.
0.15 4.053 0.41 11.019 0.46 7.781 -0.25 2.719 0.06 99.874 0.00 2.259 0.51
0.20 4.510 12.460 7.323 2.762 99.858 2.586
0.25 4.968 0.41 13.900 0.46 6.866 -0.25 2.798 0.05 99.841 0.00 2.913 0.51
FPF
MAIFIe CAIDISAIFI SAIDI ASAI Composite
Table 62: Sensitivity of reliability indices to the percentage of fuses protected (rural feeder).
Value Sens. Value Sens. Value Sens. Value Sens. Value Sens. V alue Sens.
0% 4.510 12.460 7.323 2.762 99.858 2.586
15% 4.189 -0.47 11.656 -0.43 27.961 18.79 2.783 0.05 99.867 0.00 3.555 2.50
30% 3.867 -0.48 10.852 -0.43 28.282 9.54 2.806 0.05 99.876 0.00 3.363 1.00
PP
ASAI CompositeSAIFI SAIDI MAIFIe CAIDI
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Urban feeder
Table 63: Top five positions for adding a single recloser to the urban feeder equipped only
with a substation breaker.
Case Recloser Locations
Comp. 









Base Indices 0.630 1.674 5.021 6.695 3.000 99.943
1 7679-8562ABC 0.387 1.424 4.271 5.695 3.000 99.951 5.3 61.0
2 20524ABC 0.400 1.437 4.312 5.750 3.000 99.951 5.6 55.0
3 7679-8762ABC 0.403 1.440 4.321 5.762 3.000 99.951 5.4 55.0
4 7679-3050ABC 0.426 1.464 4.391 5.854 3.000 99.950 1.4 4 (lat)
5 20523ABC 0.442 1.481 4.442 5.923 3.000 99.949 5.6 21.0
Table 64: Top five positions for adding a single recloser to the urban feeder equipped with
a substation breaker and lateral fuses.
Case Recloser Locations
Comp. 









Base Indices -0.056 1.020 2.994 3.421 2.936 99.966
1 7679-8562ABC -0.140 0.934 2.736 3.078 2.930 99.969 5.3 61
2 20450ABC -0.131 0.943 2.764 3.116 2.930 99.968 2.9 85
3 20915ABC -0.128 0.946 2.774 3.128 2.931 99.968 4.2 76
4 20916ABC -0.128 0.946 2.773 3.127 2.930 99.968 3.8 78
5 26108ABC -0.127 0.947 2.775 3.130 2.931 99.968 3.1 83
Table 65: Top five locations for adding a single recloser to the urban feeder equipped with
a substation breaker and lateral reclosers.
Case Recloser Locations
Comp. 









Base Indices -0.071 0.954 2.862 3.816 3 99.967
1 7679-8562ABC -0.155 0.868 2.604 3.472 3 99.97 5.3 61
2 20450ABC -0.145 0.878 2.633 3.511 3 99.97 2.9 85
3 20916ABC -0.143 0.88 2.641 3.521 3 99.97 3.8 78
4 26107ABC -0.142 0.881 2.643 3.524 3 99.97 3.1 83
5 20915ABC -0.142 0.881 2.642 3.523 3 99.97 4.2 76
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Table 66: Top five positions for adding two reclosers to the urban feeder equipped only
with a substation breaker.
1st 2nd 1st 2nd
Base Indices 0.630 1.674 5.021 6.695 3.000
1 7679-8562A,7679-3050ABC 0.182 1.213 3.640 4.854 3.000 5.3 1.4 61 4
2 20524A,7679-3050ABC 0.195 1.227 3.682 4.909 3.000 5.4 1.4 55 4
3 7679-8762A,7679-3050ABC 0.198 1.230 3.691 4.921 3.000 5.4 1.4 61 4
4 7679-8562A,7679-2954ABC 0.206 1.239 3.716 4.955 3.000 5.3 1.6 61 4













Table 67: Top five positions for adding two reclosers to the urban feeder equipped with a
substation breaker and lateral fuses.
1st 2nd 1st 2nd
Base Indices -0.056 1.020 2.994 3.421 2.936
1 20523A, 20450ABC -0.189 0.884 2.586 2.878 2.926 5.6 2.9 21 85
2 20523A, 26107ABC -0.184 0.889 2.601 2.898 2.926 5.6 3.1 21 83
3 20523A, 7679-4658ABC -0.183 0.889 2.602 2.900 2.926 5.6 3 21 84
4 7679-8562A, 20450ABC -0.183 0.889 2.602 2.899 2.926 5.3 2.9 61 85













Table 68: Sensitivity of reliability indices to the damage restoration time (urban feeder).
Value Sens. Value Sens. Value Sens. Value Sens. Value Sens. V alue Sens.
2.75 0.934 0 2.535 0.88 3.078 0 2.715 0.88 99.971 0.00 -0.176 -3.09
3.00 0.934 2.736 3.078 2.930 99.969 -0.140
3.25 0.934 0 2.936 0.88 3.078 0 3.144 0.88 99.966 0.00 -0.104 -3.09
DRT 
[h]
ASAI CompositeSAIFI SAIDI MAIFIe CAIDI
Table 69: Sensitivity of reliability indices to the manual restoration time (urban feeder).
Value Sens. Value Sens. Value Sens. Value Sens. Value Sens. V alue Sens.
2.25 0.934 0 2.703 0.12 3.078 0 2.894 0.12 99.969 0.00 -0.146 -0.43
2.50 0.934 2.736 3.078 2.930 99.969 -0.140
2.75 0.934 0 2.768 0.12 3.078 0 2.965 0.12 99.968 0.00 -0.134 -0.43
MRT 
[h]
ASAI CompositeSAIFI SAIDI MAIFIe CAIDI
Table 70: Sensitivity of reliability indices to the fault incidence rate (urban feeder).
Value Sens. Value Sens. Value Sens. Value Sens. Value Sens. V alue Sens.
0.17 0.722 1.00 2.114 1.00 2.378 1.00 2.930 0 99.976 0.00 -0.335 -6.13
0.22 0.934 2.736 3.078 2.930 99.969 -0.140
0.27 1.146 1.00 3.357 1.00 3.777 1.00 2.930 0 99.962 0.00 0.055 -6.13
FIR
ASAI CompositeSAIFI SAIDI MAIFIe CAIDI
Table 71: Sensitivity of reliability indices to the fraction f permanent faults (urban feeder).
Value Sens. Value Sens. Value Sens. Value Sens. Value Sens. V alue Sens.
0.15 0.741 0.83 2.154 0.85 3.27 -0.25 2.906 0.03 99.98 0.00 -0.273 -3.80
0.20 0.934 2.736 3.078 2.930 99.969 -0.140
0.25 1.126 0.82 3.317 0.85 2.885 -0.25 2.945 0.02 99.96 0.00 -0.007 -3.80
FPF
ASAI CompositeSAIFI SAIDI MAIFIe CAIDI
Table 72: Sensitivity of rel. indices to the percentage of fuses protected (urban feeder).
Value Sens. Value Sens. Value Sens. Value Sens. Value Sens. V alue Sens.
0% 0.934 2.736 3.078 2.930 99.969 -0.140
15% 0.914 -0.14 2.686 -0.12 6.204 6.77 2.939 0.02 99.97 0.00 0.026 -7.90
30% 0.894 -0.14 2.637 -0.12 6.224 3.41 2.949 0.02 99.97 0.00 0.014 -3.67
PP
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Figure 87: The layout of test feeder #1.
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1 2 0.00031 0.00075 0.010 0 0 0
0 1 0.00031 0.00075 0.010 0 0 0
2 3 0.00094 0.00225 0.010 0 0 0
2 27 0.00275 0.00674 0.030 26 11.16 5
2 27e 0.00275 0.00674 0.030 26 11.13 5
3 4 0.01566 0.01834 0.160 0 0 0
3 35 0.00212 0.00524 0.020 414.67 177.6 55
4 5 0.22836 0.11630 2.280 2.6 1.32 1
5 6 0.23778 0.12110 2.380 40.4 18 8
6 7 0.05753 0.02932 0.580 75 32.4 3
7 8 0.03076 0.01566 0.310 30 13.2 2
7 40 0.05790 0.02951 0.580 40.5 16.98 8
8 9 0.51099 0.16890 5.110 28 11.4 5
8 42 0.10856 0.05528 1.090 4.35 2.1 1
9 10 0.11680 0.03862 1.170 145 62.4 26
10 11 0.44386 0.14668 4.440 145 62.4 16
10 55 0.12553 0.03812 1.260 18 7.8 1
11 12 0.64264 0.21213 6.430 8 3.3 1
11 57 0.46133 0.15249 4.610 28 12 1
12 13 0.65138 0.21525 6.510 8 3.3 1
13 14 0.66011 0.21812 6.600 0 0 0
14 15 0.12266 0.04056 1.230 45.5 18 1
15 16 0.23360 0.07724 2.340 60 21 5
16 17 0.00293 0.00100 0.030 60 21 1
17 18 0.20440 0.06757 2.040 0 0 0
18 19 0.13140 0.04343 1.310 1 0.36 0
19 20 0.21313 0.07044 2.130 114 48.6 3
20 21 0.00873 0.00287 0.090 5.3 2.1 0
21 22 0.09927 0.03282 0.990 0 0 0
22 23 0.21607 0.07144 2.160 28 12 5
23 24 0.46720 0.15442 4.670 0 0 0
24 25 0.19273 0.06370 1.930 14 6 0
25 26 0.10806 0.03569 1.080 14 6 1
27 28 0.03993 0.09764 0.400 26 11.16 1
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28 29 0.24820 0.08205 2.480 0 0 0
29 30 0.04380 0.01448 0.440 414.67 177.6 78
30 31 0.21900 0.07238 2.190 0 0 0
31 32 0.52347 0.17570 5.230 14 6 3
32 33 1.06566 0.35227 10.660 19.5 8.4 0
33 34 0.91967 0.30404 9.200 6 2.4 1
35 36 0.05310 0.12996 0.530 79 33.84 8
36 37 0.18081 0.44243 1.810 384.7 164.7 18
37 38 0.05129 0.12547 0.510 384.7 164.7 78
40 41 0.20708 0.06951 2.070 3.6 1.62 1
42 43 0.12666 0.06451 1.270 26.4 11.4 4
43 44 0.17732 0.09028 1.770 24 10.32 1
44 45 0.17551 0.08941 1.760 0 0 0
45 46 0.99204 0.33299 9.920 0 0 0
46 47 0.48897 0.16409 4.890 0 0 0
47 48 0.18980 0.06277 1.900 100 43.2 8
48 49 0.24090 0.07312 2.410 0 0 0
49 50 0.31664 0.16128 3.170 414.67 177.6 107
50 51 0.06077 0.03095 0.610 32 13.8 2
51 52 0.09047 0.04605 0.900 0 0 0
52 53 0.44330 0.22580 4.430 227 97.2 62
53 54 0.64951 0.33081 6.500 59 25.2 4
55 56 0.00293 0.00087 0.030 18 7.8 0
57 58 0.00293 0.00100 0.030 28 12 5
65 66 0.01897 0.02215 0.190 24 10.2 6
28e 65 0.06570 0.07674 0.660 0 0 0
66 67 0.00112 0.00131 0.010 24 10.2 1
67 68 0.45440 0.53090 4.540 1.2 0.6 0
68 69 0.19342 0.22605 1.930 0 0 0
69 70 0.02558 0.02982 0.260 6 2.58 1
70 88 0.00574 0.00724 0.060 0 0 0
88 89 0.06795 0.08566 0.680 39.22 15.78 4
89 90 0.00056 0.00075 0.010 39.22 15.78 4
27e 28e 0.03993 0.09764 0.400 26 11.13 1









































































Figure 88: The layout of test feeder #2. Bold lines indicate thr e-phase lines; thin lines
indicate single-phase lines.
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100 101 0 0.125 0 0 0 0 0 0
101 102 0 1.500 200 110 230 20 11 23
102 104 0 2.563 40 60 90 4 6 9
104 107 0 1.124 70 210 250 7 21 25
107 109 0 0.250 20 10 30 2 1 3
109 145 0 0.688 10 10 140 1 1 14
145 148 0 1.688 190 0 50 19 0 5
148 149 0 1.750 120 0 60 12 0 6
149 150 0 1.750 120 0 30 12 0 3
150 155 0 1.124 60 10 20 6 1 2
155 158 0 1.438 0 0 60 0 0 6
158 173 0 0.500 0 30 0 0 3 0
173 174 0 1.000 10 30 0 1 3 0
174 178 0 0.750 20 150 20 2 15 2
178 180 0 1.875 0 400 0 0 40 0
180 182 3 4.000 0 0 180 0 0 18
182 183 3 1.875 0 0 180 0 0 18
180 184 1 0.750 20 0 0 2 0 0
184 185 1 1.250 60 0 0 6 0 0
185 186 1 1.750 170 0 0 17 0 0
186 191 1 1.250 140 0 0 14 0 0
191 193 1 1.563 100 0 0 10 0 0
193 195 1 0.500 30 0 0 3 0 0
195 197 1 0.624 70 0 0 7 0 0
197 198 1 3.438 180 0 0 18 0 0
195 196 1 3.250 120 0 0 12 0 0
193 194 1 2.500 120 0 0 12 0 0
191 192 1 1.750 30 0 0 3 0 0
186 189 1 3.875 180 0 0 18 0 0
189 190 1 2.875 130 0 0 13 0 0
178 179 2 2.500 0 160 0 0 16 0
174 175 0 1.000 10 20 40 1 2 4
175 177 0 0.438 10 0 10 1 0 1
175 176 2 1.312 0 100 0 0 10 0
158 159 0 2.312 30 160 0 3 16 0
159 161 0 2.500 50 150 40 5 15 4
161 162 0 2.250 110 30 10 11 3 1
162 164 0 0.250 10 30 0 1 3 0
164 165 2 2.063 0 340 0 0 34 0
165 172 2 3.500 0 380 0 0 38 0
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165 168 2 0.500 0 160 0 0 16 0
168 169 2 1.687 0 120 0 0 12 0
169 170 2 2.376 0 170 0 0 17 0
170 171 2 4.000 0 70 0 0 7 0
162 163 3 4.500 0 0 170 0 0 17
159 160 1 1.250 150 0 0 15 0 0
150 152 3 2.000 0 0 160 0 0 16
152 153 3 1.124 0 0 140 0 0 14
145 147 3 2.562 0 0 220 0 0 22
109 110 0 2.750 50 120 120 5 12 12
110 112 2 2.688 0 300 0 0 30 0
112 113 2 3.125 0 200 0 0 20 0
110 114 0 0.750 0 0 20 0 0 2
114 116 0 0.438 40 10 0 4 1 0
116 118 0 0.750 70 0 10 7 0 1
118 120 0 1.500 60 190 30 6 19 3
120 127 0 0.812 0 160 0 0 16 0
127 129 3 1.063 0 0 460 0 0 46
129 135 3 3.313 0 0 210 0 0 21
129 130 3 3.063 0 0 60 0 0 6
130 131 3 0.500 0 0 50 0 0 5
131 132 3 1.250 0 0 240 0 0 24
132 133 3 3.000 0 0 170 0 0 17
133 134 3 3.124 0 0 100 0 0 10
127 137 1 0.563 70 0 0 7 0 0
137 138 1 2.000 370 0 0 37 0 0
138 140 1 1.687 250 0 0 25 0 0
140 143 1 2.750 40 0 0 4 0 0
143 144 1 1.250 30 0 0 3 0 0
140 141 1 1.876 190 0 0 19 0 0
141 142 1 2.124 240 0 0 24 0 0
120 122 2 0.750 0 0 0 0 0 0
122 124 2 0.500 0 140 0 0 14 0
124 126 2 2.312 0 340 0 0 34 0
124 125 2 3.938 0 100 0 0 10 0
118 119 1 2.375 520 0 0 52 0 0
114 115 2 1.688 0 130 0 0 13 0
104 106 3 1.312 0 0 400 0 0 40
104 105 3 1.000 0 0 260 0 0 26
102 103 3 1.500 0 0 320 0 0 32
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