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RESUMO
Sistemas mecânicos que apresentam vibrações excessivas requerem controle posto
que essas vibrações podem comprometer o correto funcionamento dos sistemas e
diminuir sua vida útil, além de prejudicar a saúde humana. Entende-se por controle de
vibrações o conjunto de medidas que visam manter a resposta dinâmica de um sistema
mecânico abaixo de níveis máximos considerados permitidos. O presente trabalho
aborda o controle híbrido de vibração, implementado e investigado através de técnicas
de simulação numérica e ensaios experimentais. Esse controle se dá pela junção de
um tratamento de controle passivo, constituído por uma manta constrita de material
viscoelástico, e por um esquema de controle ativo, composto por sensores, atuadores
e uma unidade de controle com filtros digitais, em uma arquitetura por antecipação
(feedforward) adaptativa, baseada no algoritmo FxNLMS. O sistema de controle híbrido
é aplicado ao caso de uma viga metálica engastada-livre, sob excitações harmônica e
em banda. As simulações numéricas são programadas no ambiente computacional Lab-
VIEW, enquanto que o controle ativo-adaptativo é implementado através da plataforma
NI CompactRIO. Mostra-se que, para perturbações estocásticas, o controle funciona
de forma mais eficaz sem o filtro de caminho de feedback. Além disso, em simulações
numéricas, observa-se que a inserção de amortecimento melhora a estabilidade da
ação de controle, ampliando o limite máximo do passo de adaptação do algoritmo
FxNLMS.
Palavras-chaves: Algoritmo FxLMS. Amortecimento por camada restrita. Arquitetura
por antecipação adaptativa. Controle híbrido de vibrações. Material viscoelástico.
ABSTRACT
When mechanical systems are under excessive vibrations they require control, since
those vibrations can compromise the proper functioning of the systems and reduce theer
lifetime, apart from impairing human health. Vibration control can be understood as a set
of techniques that aim to maintain the dynamic response of a mechanical system below
the allowed maximum levels. The present work presents a dissertation in which a hybrid
vibration control method implemented and investigated through numerical simulation
and experimentation. This method consists of a passive control treatment, comprising
a constrained viscoelastic material layer, and an active-adaptive scheme, comprising
sensors, actuators and a control unit with digital filters, in an adaptive feedforward
architecture, based on the FxNLMS algorithm. The hybrid control method is applied
to a cantilever metallic beam, under harmonic and band excitation forces. Numerical
simulations are carried out in the LabVIEW computing environment, while the active-
adaptive control is implemented through the NI CompactRIO platform. It is shown that,
for stochastic perturbation, the control works most effectively without the feedback
path filter. Furthermore, in numerical simulations, it is observed that the insertion of
damping improves the stability of the control action, increasing the maximum limit for
the adaptation step of the FxNLMS algorithm.
Key-words: Adaptive feedforward architecture. Constrained layer damping. FxLMS
algorithm. Hybrid vibration control. Viscoelastic material.
LISTA DE ILUSTRAÇÕES
FIGURA 1 – MÁQUINA EM VIBRAÇÃO . . . . . . . . . . . . . . . . . . . . . . 21
FIGURA 2 – SISTEMA MECÂNICO . . . . . . . . . . . . . . . . . . . . . . . . 22
FIGURA 3 – SISTEMA MECÂNICO DISCRETIZADO . . . . . . . . . . . . . . 23
FIGURA 4 – DESCRIÇÃO GERAL DO PROBLEMA . . . . . . . . . . . . . . . 31
FIGURA 5 – SLIT COM ENTRADA IMPULSIVA E RESPOSTA AO IMPULSO . 34
FIGURA 6 – REALIZAÇÃO DE UM SLIT NO DOMÍNIO DO TEMPO . . . . . . 34
FIGURA 7 – REALIZAÇÃO DE UM SLIT NO DOMÍNIO DA FREQUÊNCIA COM-
PLEXA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
FIGURA 8 – OPERADORES ELEMENTARES EM SINAIS CONTÍNUOS . . . 38
FIGURA 9 – OPERADORES DE DERIVAÇÃO E INTEGRAÇÃO EM TEMPO
CONTÍNUO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
FIGURA 10 – OPERADORES DE ATRASO E AVANÇO EM TEMPO DISCRETO 39
FIGURA 11 – SISTEMAS DE CONVERSÃO ENTRE SINAIS CONTÍNUOS E
DISCRETOS NO TEMPO . . . . . . . . . . . . . . . . . . . . . . 40
FIGURA 12 – ELEMENTOS DE OPERAÇÃO EM SINAIS VETORIAIS . . . . . . 40
FIGURA 13 – ELEMENTO DE CONCATENAÇÃO E DESCONCATENAÇÃO VE-
TORIAL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
FIGURA 14 – ELEMENTO DE INDEXAÇÃO . . . . . . . . . . . . . . . . . . . . 41
FIGURA 15 – ELEMENTO DE SUBSTITUIÇÃO VETORIAL . . . . . . . . . . . 42
FIGURA 16 – FILTRO FIR NO DOMÍNIO DO TEMPO . . . . . . . . . . . . . . . 43
FIGURA 17 – FILTRO FIR NO DOMÍNIO DA FREQUÊNCIA . . . . . . . . . . . 44
FIGURA 18 – FILTRO IIR VIA FORMA DIRETA II . . . . . . . . . . . . . . . . . 44
FIGURA 19 – REALIZAÇÃO DE FILTRO IIR VIA FORMA DIRETA II . . . . . . . 45
FIGURA 20 – REALIZAÇÃO DE FILTRO IIR EM SUA FORMA COMPACTA NO
DOMÍNIO DO TEMPO . . . . . . . . . . . . . . . . . . . . . . . . 45
FIGURA 21 – REALIZAÇÃO DE UM SISTEMA EM TEMPO DISCRETO EQUI-
VALENTE A UM EM TEMPO CONTÍNUO . . . . . . . . . . . . . 46
FIGURA 22 – SISTEMA COM UM GRAU DE LIBERDADE . . . . . . . . . . . . 47
FIGURA 23 – POLOS DE H(s) PARA SISTEMA MCK . . . . . . . . . . . . . . . 49
FIGURA 24 – CURVAS DE hmck(t) PARA CADA CASO DE AMORTECIMENTO 51
FIGURA 25 – REALIZAÇÃO DE UM SISTEMA EM TEMPO DISCRETO EQUI-
VALENTE A UM SISTEMA MCK . . . . . . . . . . . . . . . . . . . 52
FIGURA 26 – REALIZAÇÃO IIR DE SM1GL NÃO AMORTECIDO . . . . . . . . 53
FIGURA 27 – REALIZAÇÃO IIR DE SM1GL SUBAMORTECIDO . . . . . . . . . 54
FIGURA 28 – REALIZAÇÃO IIR DE SM1GL CRITICAMENTE AMORTECIDO . 55
FIGURA 29 – REALIZAÇÃO IIR DE SM1GL SUPERAMORTECIDO . . . . . . . 56
FIGURA 30 – CURVAS DE hmck[n] . . . . . . . . . . . . . . . . . . . . . . . . . 58
FIGURA 31 – POLOS DE Hmck[z] . . . . . . . . . . . . . . . . . . . . . . . . . . 58
FIGURA 32 – FRF DAS EQUAÇÕES 2.92 E 2.93 PARA fn = 14 Hz . . . . . . . 59
FIGURA 33 – FRF DAS EQUAÇÕES 2.92 E 2.93 PARA fn = 90 Hz . . . . . . . 60
FIGURA 34 – REALIZAÇÃO FIR DE SM1GL . . . . . . . . . . . . . . . . . . . . 61
FIGURA 35 – TRANSFORMAÇÃO ENTRE COORDENADAS FÍSICAS E MODAIS. 64
FIGURA 36 – REALIZAÇÃO DE SMMGL EM TEMPO CONTÍNUO VERSÃO 1 . 65
FIGURA 37 – REALIZAÇÃO DE SMMGL EM TEMPO CONTÍNUO VERSÃO 2 . 65
FIGURA 38 – ENTRADA IMPULSIVA EM SMMGL EM TEMPO CONTÍNUO . . 66
FIGURA 39 – ENTRADA IMPULSIVA EM SMMGL NO DOMÍNIO DE LAPLACE 67
FIGURA 40 – REALIZAÇÃO DE SMMGL EM TEMPO DISCRETO . . . . . . . . 68
FIGURA 41 – REALIZAÇÃO DE SMMGL NO TEMPO DISCRETO 2 . . . . . . . 69
FIGURA 42 – ENTRADA IMPULSIVA EM SMMGL EM TEMPO DISCRETO . . 69
FIGURA 43 – ENTRADA IMPULSIVA EM SMMGL NO DOMÍNIO z . . . . . . . 70
FIGURA 44 – VIGA ENGASTADA-LIVRE . . . . . . . . . . . . . . . . . . . . . . 71
FIGURA 45 – MODOS DE VIBRAR DE UMA VIGA ENGASTADA-LIVRE . . . . 73
FIGURA 46 – VIGA ENGASTADA-LIVRE DISCRETIZADA . . . . . . . . . . . . 73
FIGURA 47 – REALIZAÇÃO EM TEMPO DISCRETO DE UMA VIGA ENGAS-
TADA LIVRE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
FIGURA 48 – ARQUITETURA GENÉRICA DE UM SISTEMA DE CONTROLE
ATIVO DE VIBRAÇÕES . . . . . . . . . . . . . . . . . . . . . . . . 76
FIGURA 49 – COMPONENTES DE UM SISTEMA DE CONTROLE FEEDBACK 77
FIGURA 50 – CONTROLE FEEDBACK EM SISTEMA COM UM GRAU DE LI-
BERDADE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
FIGURA 51 – CONTROLE FEEDBACK EM SISTEMA COM MÚLTIPLOS GRAUS
DE LIBERDADE . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
FIGURA 52 – SISTEMA DE OBSERVAÇÃO IMPLEMENTADO EM ARQUITE-
TURA FEEDBACK . . . . . . . . . . . . . . . . . . . . . . . . . . 79
FIGURA 53 – CAMINHOS DE INTERESSE EM VIGA ENGASTADA LIVRE . . . 80
FIGURA 54 – REPRESENTAÇÃO EM DIAGRAMA DE BLOCOS DO CONTROLE
FEEDFORWARD APLICADO A SISTEMAS MECÂNICOS . . . . 81
FIGURA 55 – APLICAÇÃO PARA ADAPTATIVO . . . . . . . . . . . . . . . . . . 82
FIGURA 56 – FILTRO FIR ADAPTATIVO COM N COEFICIENTES . . . . . . . 83
FIGURA 57 – REALIZAÇÃO DE UMA FILTRAGEM ADAPTATIVA VIA LMS . . . 84
FIGURA 58 – DIAGRAMA BÁSICO CONTROLE ATIVO DE VIBRAÇÕES POR
ANTECIPAÇÃO . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
FIGURA 59 – DIAGRAMA BÁSICO COM USO DO FxLMS . . . . . . . . . . . . 86
FIGURA 60 – EFEITO DO CAMINHO DE FEEDBACK NO ALGORITMO DE
CONTROLE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
FIGURA 61 – DIAGRAMA PARA CONTROLE DE VIBRAÇÕES POR ANTECI-
PAÇÃO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
FIGURA 62 – SISTEMA DE IDENTIFICAÇÃO VIA FILTROS ADAPTATIVOS . . 89
FIGURA 63 – SISTEMA DE IDENTIFICAÇÃO VIA FILTROS ADAPTATIVOS -
VIGA ENGASTADA LIVRE . . . . . . . . . . . . . . . . . . . . . . 90
FIGURA 64 – CONTROLE COMBINADO FEEDBACK-FEEDFORWARD . . . . 91
FIGURA 65 – SISTEMA COM UM GRAU DE LIBERDADE . . . . . . . . . . . . 93
FIGURA 66 – FRF E FRI DE SM1GL PARA DIFERENTES VALORES DE ζ . . 94
FIGURA 67 – FUNÇÕES [W ′′1(x)]2 E [W ′′2(x)]2 DE VIGA ENGASTADA-LIVRE . 97
FIGURA 68 – ηCA,i EM FUNÇÃO DE evisc/eviga . . . . . . . . . . . . . . . . . . . 98
FIGURA 69 – BANDA DE MEIA POTÊNCIA . . . . . . . . . . . . . . . . . . . . 98
FIGURA 70 – DIAGRAMA DE BLOCOS PARA SIMULAÇÃO DE CONTROLE
ATIVO DE VIBRAÇÕES . . . . . . . . . . . . . . . . . . . . . . . . 100
FIGURA 71 – MONTAGEM EXPERIMENTAL PARA CONTROLE HÍBRIDO EM
VIGA ENGASTADA-LIVRE . . . . . . . . . . . . . . . . . . . . . . 108
FIGURA 72 – MONTAGEM EXPERIMENTAL PARA IDENTIFICAÇÃO DE CAMI-
NHOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
FIGURA 73 – MONTAGEM EXPERIMENTAL . . . . . . . . . . . . . . . . . . . . 112
FIGURA 74 – VIGA ENGASTADA LIVRE PROJETADA . . . . . . . . . . . . . . 112
FIGURA 75 – VIGA ENGASTADA LIVRE COM MANTA CONSTRITA DE MATE-
RIAL VISCOELÁSTICO . . . . . . . . . . . . . . . . . . . . . . . . 113
FIGURA 76 – PAINEL FRONTAL DA VI PRINCIPAL, DO COMPUTADOR HOS-
PEDEIRO, PARA IDENTIFICAÇÃO DE SISTEMA . . . . . . . . . 115
FIGURA 77 – PAINEL FRONTAL DA VI PRINCIPAL DO ALGORITMO DE IDEN-
TIFICAÇÃO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
FIGURA 78 – PAINEL FRONTAL DO VI PRINCIPAL PARA CONTROLE ATIVO
DE VIBRAÇÕES . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
FIGURA 79 – FILTRO DE CAMINHO SECUNDÁRIO, PRIMEIRO MODO . . . . 122
FIGURA 80 – FILTRO DE CAMINHO SECUNDÁRIO, SEGUNDO MODO . . . . 122
FIGURA 81 – FILTRO DE CAMINHO SECUNDÁRIO, PRIMEIRO E SEGUNDO
MODOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
FIGURA 82 – RESULTADO DE &Sim_NVisc_Harm_R_M1_2500x1,0& . . . . . 126
FIGURA 83 – RESULTADO DE &Exp_ViscC_Harm_R_M1_2500x0,2& . . . . . 126
FIGURA 84 – RESULTADO DE &Sim_ViscC_Harm_PR_M1_2500x1,0& . . . . 127
FIGURA 85 – RESULTADO DE &Exp_NVisc_Harm_PR_M1_2500x1,0& . . . . 127
FIGURA 86 – RESULTADO DE &Sim_ViscC_Harm_R_M2_2500x1,0& . . . . . 128
FIGURA 87 – RESULTADO DE &Exp_NVisc_Harm_R_M2_2500x0,1& . . . . . 128
FIGURA 88 – RESULTADO DE &Sim_NVisc_Harm_PR_M2_2500x1,0& . . . . 129
FIGURA 89 – RESULTADO DE &Exp_Visc_Harm_PR_M2_2500x0,2& . . . . . 129
FIGURA 90 – RESULTADO DE &Sim_NVisc_Band_M1_2500x0,0& . . . . . . . 130
FIGURA 91 – RESULTADO DE &Exp_NVisc_Band_M1_2500x0,0& . . . . . . . 130
FIGURA 92 – RESULTADO DE &Sim_NVisc_Band_M2_2500x0,0& . . . . . . . 131
FIGURA 93 – RESULTADO DE &Exp_NVisc_Band_M2_2500x0,0& . . . . . . . 131
FIGURA 94 – RESULTADO DE &Sim_ViscC_Band_M1-2_2500x0,0& . . . . . . 132
FIGURA 95 – RESULTADO DE &Exp_ViscC_Band_M1-2_2500x0,0& . . . . . . 132
FIGURA 96 – Kred EM FUNÇÃO DE Kfeed E DO TIPO DE PERTURBAÇÃO
HARMÔNICA, ETAPAS 1 E 2 . . . . . . . . . . . . . . . . . . . . 133
FIGURA 97 – Kred EM FUNÇÃO DE Kfeed E DO TIPO DE PERTURBAÇÃO
HARMÔNICA, ETAPAS 3 E 4 . . . . . . . . . . . . . . . . . . . . 134
FIGURA 98 – Kred EM FUNÇÃO DE Kfeed E DO TIPO DE PERTURBAÇÃO EM
BANDA, ETAPAS 1 E 2 . . . . . . . . . . . . . . . . . . . . . . . . 135
FIGURA 99 – Kred EM FUNÇÃO DE Kfeed E DO TIPO DE PERTURBAÇÃO EM
BANDA , ETAPAS 3 E 4 . . . . . . . . . . . . . . . . . . . . . . . . 135
FIGURA 100–INTRODUÇÃO DE MALHA FECHADA NA DESATIVAÇÃO DO
FILTRO DE FEEDBACK . . . . . . . . . . . . . . . . . . . . . . . 137
FIGURA 101–SIMULAÇÃO DE CONTROLE ATIVO PARA μ = 0, 002 E ζ =
0, 0065 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
FIGURA 102–FFT DE e[n] EM INTERVALOS ESPECIFICADOS PARA SIMULA-
ÇÃO &Sim_NVisc_Harm_R_M1_2500x1& (μ = 0, 002 E ζ = 0, 0065)138
FIGURA 103–SIMULAÇÃO DE CONTROLE ATIVO PARA μ = 0, 009 E ζ =
0, 0065 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
FIGURA 104–FFT DE e[n] EM INTERVALOS ESPECIFICADOS PARA SIMULA-
ÇÃO &Sim _NVisc_Harm_R_M1_2500x1& (μ = 0, 09) . . . . . . . 139
FIGURA 105–SIMULAÇÃO DE CONTROLE ATIVO μ = 0, 0106 E ζ = 0, 0065 . 140
FIGURA 106–FFT DE e[n] EM INTERVALOS ESPECIFICADOS PARA SIMULA-
ÇÃO &Sim_NVisc_Harm_R_M1_2500x1& (μ = 0, 0106) . . . . . . 140
FIGURA 107–SIMULAÇÃO DE CONTROLE ATIVO μ = 0, 1 E ζ = 0, 1 . . . . . . 141
FIGURA 108–FFT DE e[n] EM INTERVALOS ESPECIFICADOS PARA SIMU-
LAÇÃO &Sim_NVisc_Harm_R_M1_2500x1& (μ = 0, 1 E ζ = 0, 1
) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
FIGURA 109–ESPALHAMENTO ESPECTRAL DAS FORÇAS MODAIS . . . . . 143
FIGURA A.1–DIAGRAMA DE BLOCOS DO ALGORITMO PARA IDENTIFICA-
ÇÃO OFFLINE EM LABVIEW . . . . . . . . . . . . . . . . . . . . 152
FIGURA A.2–DIAGRAMA DE BLOCOS DO ALGORITMO PARA CONTROLE
ATIVO DE VIBRAÇÕES EM LABVIEW . . . . . . . . . . . . . . . 153
FIGURA A.3–DIAGRAMA DE BLOCOS DO LAÇO DETERMINISTA . . . . . . 154
FIGURA B.1–DIAGRAMA DE BLOCOS PARA SIMULAÇÃO DE CONTROLE
ATIVO DE VIBRAÇÕES . . . . . . . . . . . . . . . . . . . . . . . . 171
FIGURA B.2–PAINEL FRONTAL PARA SIMULAÇÃO DE CONTROLE ATIVO DE
VIBRAÇÕES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
LISTA DE TABELAS
TABELA 1 – FREQUÊNCIAS NATURAIS E FATORES DE AMORTECIMENTO
EM SIMULAÇÃO NUMÉRICA . . . . . . . . . . . . . . . . . . . . 104
TABELA 2 – PARÂMETROS DA VIGA EM SIMULAÇÃO NUMÉRICA . . . . . 105
TABELA 3 – PARÂMETROS DA UNIDADE DE CONTROLE NA SIMULAÇÃO
NUMÉRICA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
TABELA 4 – POSIÇÃO DOS SINAIS AO LONGO DOS ELEMENTOS DA VIGA 105
TABELA 5 – PARÂMETROS PARA O CÁLCULO DE Kred E Kconv . . . . . . . 106
TABELA 6 – FREQUÊNCIAS NATURAIS TEÓRICAS DA VIGA DO EXPERI-
MENTO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
TABELA 7 – PARÂMETROS DA IDENTIFICAÇÃO NOS EXPERIMENTOS . . 119
TABELA 8 – PARÂMETROS DA UNIDADE DE CONTROLE NOS EXPERIMEN-
TOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
TABELA 9 – POSIÇÕES DOS SENSORES E ATUADORES AO LONGO DA
VIGA NOS EXPERIMENTOS . . . . . . . . . . . . . . . . . . . . 119
TABELA 10 – RESULTADOS DE ENSAIO DE IMPACTO MODAL . . . . . . . . 121
TABELA 11 – TAGS E SEU SIGNIFICADO NA ESPECIFICAÇÃO DE RESULTA-
DOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
TABELA B.1–TAGS E SEU SIGNIFICADO NA ESPECIFICAÇÃO DE RESULTA-
DOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
TABELA B.2–TAGS E SEUS SIGNIFICADOS- PARÂMETROS DE ANÁLISE DE
RESULTADOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
TABELA B.3–CONJUNTO DE RESULTADOS DE &Sim_NVisc_#_#_#_#&, ETA-
PAS 1 E 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
TABELA B.4–CONJUNTO DE RESULTADOS DE &Sim_NVisc_#_#_#_#&, ETA-
PAS 3 E 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
TABELA B.5–CONJUNTO DE RESULTADOS DE &Sim_Visc_#_#_#_#&, ETA-
PAS 1 E 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
TABELA B.6–CONJUNTO DE RESULTADOS DE &Sim_Visc_#_#_#_#&, ETA-
PAS 3 E 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
TABELA B.7–CONJUNTO DE RESULTADOS DE &Sim_ViscC_#_#_#_#&, ETA-
PAS 1 E 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
TABELA B.8–CONJUNTO DE RESULTADOS DE &Sim_ViscC_#_#_#_#&, ETA-
PAS 3 E 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
TABELA B.9–CONJUNTO DE RESULTADOS DE &Exp_NVisc_#_#_#_#&, ETA-
PAS 1 E 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
TABELA B.10–CONJUNTO DE RESULTADOS DE &Exp_NVisc_#_#_#_#&, ETA-
PAS 3 E 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
TABELA B.11–CONJUNTO DE RESULTADOS DE &Exp_Visc_#_#_#_#&,ETAPAS
1 E 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
TABELA B.12–CONJUNTO DE RESULTADOS DE &Exp_Visc_#_#_#_#&, ETA-
PAS 3 E 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
TABELA B.13–CONJUNTO DE RESULTADOS DE &Exp_ViscC_#_#_#_#&, ETA-
PAS 1 E 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
TABELA B.14–CONJUNTO DE RESULTADOS DE &Exp_ViscC_#_#_#_#&, ETA-
PAS 3 E 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
LISTA DE ABREVIATURAS E DE SIGLAS
AR Auto regressivo.
C/D Contínuo para discreto.
CAAV Controle Ativo Adaptativo de Vibrações.
D/C Discreto para contínuo.
DSP Digital Signal Processing.
FIR Finite Impulse Response.
FRF Função Resposta em Frequência.
FRI Função Resposta ao Impulso.
FRP Função Resposta Pulsada.
FxLMS Filtered-x Least Mean Square.
FxNLMS Filtered-x Normalized Least Mean Square.
IIR Infinite Impulse Response.
IRCAA Instabilidade Ressonante em Controle Ativo Adaptativo.
LMS Least Mean Square.
MCK Sistema Massa-Mola-Amortecedor viscoso.
MIMO Múltiplas Entradas Múltiplas Saídas (Multiple-Input Multiple-Output).
MSD Método Steepest Descent.
MSE Erro Quadrático Médio (Mean Squared Error ).
SISO Única Entrada Única Saída (Single-Input Single-Output).
SLIT Sistema Linear Invariante no Tempo.
SM1GL Sistema Mecânico com um Grau de Liberdade.
SMMGL Sistema Mecânico com Múltiplos Graus de Liberdade.
LISTA DE SÍMBOLOS
f(t) Sinal de força.
t Tempo.
δ(t) Impulso.
h(t) Resposta ao impulso.
δ(n) Pulso.
h(n) Resposta pulsada.
1(t) Função degrau unitária.
1(n) Função degrau unitária pulsada.
H(s) Função de transferência.
H(z) Função de transferência pulsada.
ω Frequência circular em tempo contínuo.
Ω Frequência circular em tempo discreto.
σ Frequência neperiana em tempo contínuo.
α Frequência neperiana em tempo discreto.
m Massa.
k Rigidez.
c Amortecimento.
M Matriz de massa.
K Matriz de rigidez.
C Matriz de amortecimento.
ωn Frequência natural circular.
fn Frequência natural em Hz.
ζ Fator de amortecimento.
ωd Frequência natural amortecida circular.
hmck(t) FRI de um SM1GL em tempo contínuo.
hnamort(t) FRI de um SM1GL em tempo contínuo para o caso não amortecido.
hsub(t) FRI de um SM1GL em tempo contínuo para o caso subamortecido.
hcrit(t) FRI de um SM1GL em tempo contínuo para o caso criticamente
amortecido.
hsuper(t) FRI de um SM1GL em tempo contínuo para o caso superamortecido.
hmck(n) FRI de um SM1GL em tempo discreto.
hnamort(n) FRI de um SM1GL em tempo discreto para o caso não amortecido.
hsub(n) FRI de um SM1GL em tempo discreto para o caso subamortecido.
hcrit(n) FRI de um SM1GL em tempo discreto para o caso criticamente
amortecido.
hsuper(n) FRI de um SM1GL em tempo discreto para o caso superamortecido.
U Matriz modal.
Λ Matriz proveniente de um processo de diagonalização.
r(t) Sinal vetorial de deslocamento em coordenadas modais.
fmodal(t) Sinal vetorial de forças em coordenadas modais.
fa Frequência de amostragem.
T Período de amostragem.
fny Frequência de Nyquest.
v(x, t) Deflexão.
ve Vetor de Deflexão.
E Módulo de elasticidade.
I Momento de inercia.
aviga Largura da viga.
eviga Espessura da viga.
A Área da seção transversal.
ρ Densidade.
A Matriz de flexibilidade.
M(x) Momento fletor.
W (x) Modo de vibrar.
w(n) Coeficientes do filtro adaptativo.
e(n) Sinal de erro.
d(n) Sinal desejado.
R Matriz de autocorrelação.
ξ Função de Performance.
μ Passo de adaptação de algoritmo adaptativos.
ε Fator de penalidade.
x′(n) Sinal de referência filtrado.
W (z) Filtro FIR adaptativo.
P (z) Caminho primário.
S(z) Caminho secundário.
F (z) Caminho de feedback.
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1 INTRODUÇÃO
Vibrações estão comumente presentes no cotidiano humano, em seus mais
variados setores. Por exemplo, no corpo humano, oscilações de baixa frequência
ocorrem nos pulmões e no coração, enquanto oscilações de alta frequência ocorrem
no sistema auditivo. Muitos sistemas construídos pelo ser humano também estão
sujeitos às vibrações, ou à sua geração. Por exemplo, qualquer desbalanceamento
em máquinas equipadas com peças rotativas, tais como ventiladores, tornos, turbinas,
bombas centrífugas e prensas rotativas, pode causar vibrações (vide FIGURA 1).
FIGURA 1 – MÁQUINA EM VIBRAÇÃO
FONTE: http://eletroesters.blogspot.com/2015/02/para-
que-serve-analise-de-vibracao.html
Sistemas mecânicos que apresentam vibrações excessivas requerem controle,
para que se possa, dentre outras ações, aumentar sua vida à fadiga. Entende-se por
controle de vibrações o conjunto de medidas que visam manter a resposta dinâmica
de um sistema mecânico abaixo de níveis máximos considerados permitidos. As
mais diversas máquinas podem necessitar de controle de vibrações para funcionar
corretamente. Normas internacionais como a ISO 2372 e a ISO 4866, que tratam,
respectivamente, da severidade da vibração em máquinas e em edifícios ou estruturas
(RAO, 2016), podem ser utilizadas para verificar se o comportamento observado atende
a patamares satisfatórios.
Nesta dissertação, será abordado, tanto em simulações numéricas quanto em
ensaios experimentais, o controle de vibrações de uma viga metálica engastada-livre,
submetida a excitações de banda larga e harmônicas, utilizando uma estratégia de con-
trole híbrido (passivo-ativo/adaptativo). Esse controle combina um tratamento passivo,
constituído por manta de material viscoelástico, com um subsistema ativo/adaptativo,
implementado com arquitetura feedforward, através de filtros digitais não recursivos
FIR e algoritmo FxLMS. São associadas, dessa forma, a praticidade e a robustez do pri-
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meiro com a flexibilidade e adaptabilidade do segundo, permitindo maior confiabilidade
e eficácia, com elevado nível de controle.
As características específicas da dissertação, que dá continuidade aos traba-
lhos executados por Coan Jr (2005), Gontijo (2008), Marra (2007) e Schwarz (2016),
são a simulação numérica do controle híbrido através do ambiente LabVIEW, a exe-
cução de experimentos, com atuadores magnéticos, através plataforma associada
NI CompactRIO e uma investigação do comportamento do sistema ao ponderar, por
valores entre 0 e 1, o sinal de saída do filtro de feedback no algoritmo de controle.
Tanto na simulação numérica como na parte experimental é analisada a eficiência na
atenuação de vibração nas configurações: sem controle, apenas com controle passivo,
apenas com controle ativo e com controle híbrido.
1.1 CONTEXTUALIZAÇÃO
1.1.1 Sinais e Sistemas Mecânicos
Um sinal é uma função que carrega informações sobre o comportamento ou
os atributos de certo fenômeno (WIKIPEDIA CONTRIBUTORS, 2019). Como exemplo,
podem ser citados sinais de temperatura, pressão, deslocamento, diferença de potencial
elétrico (tensão) e vazão, dentre outros. Neste trabalho, os sinais de maior interesse são
os de força e movimento, sendo que estes últimos podem ser sinais de deslocamento,
velocidade e/ou aceleração.
Um sistema é uma entidade que processa um conjunto de sinais de entrada,
resultando em outro conjunto de sinais de saída. Sistemas são, quando implementados
na forma de hardware, um conjunto de componentes físicos integrados, com natureza
mecânica, elétrica e térmica, dentre outras. Quando implementados na forma de soft-
ware, são algoritmos. Além de sinais de entrada e saída, um sistema apresenta sinais
de estado, os quais caracterizam o estado do sistema ao longo do seu funcionamento.
Os sistemas mecânicos, de forma elementar, processam um sinal temporal
de força como entrada, e geram um sinal temporal de movimento como saída. Essa
descrição é ilustrada na FIGURA 2.
FIGURA 2 – SISTEMA MECÂNICO
Sistema Mecânico
Sinal de Força Sinal de Movimento
FONTE: o autor.
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Caso o sistema mecânico seja discretizado espacialmente, e para cada ele-
mento discreto for fixado um conjunto de coordenadas generalizadas, cada um desses
elementos poderá possuir um sinal de força em um terminal de entrada e um sinal
de movimento em um terminal de saída (vide FIGURA 3). Caracteriza-se assim um
sistema de Múltiplas-Entradas e Múltiplas-Saídas (ou MIMO, do inglês Multiple-Input
Multiple-Output).
FIGURA 3 – SISTEMA MECÂNICO DISCRETIZADO
Sistema Mecânico Discretizado
Corpo
Elástico
i-ésimo
elemento discreto
Sinais de Estado (Posição)
Sinais de
Entrada (Força)
Sinais de
Saída (Movimento)
Sinais de Estado (Velocidade)
FONTE: o autor.
Sistemas mecânicos também podem ser formulados de forma inversa à descrita
acima. Neste caso, os sinais de entrada são deslocamentos e os sinais de saída, e de
estado, são forças. Um exemplo desta situação é o modelo de mola linear, que obedece
a lei de Hooke dada por
fel = kx (1.1)
onde k é a constante de rigidez da mola, x (sinal de entrada) é o deslocamento que ela
é submetida em relação à posição de equilíbrio estático, e fel (sinal de saída) é a força
elástica de reação.
Os sistemas, em geral, podem ser classificados nas seguinte categorias (LATHI,
2005):
• Sistemas lineares ou não lineares:
Linearidade, em sistemas, implica que eles obedecem o princípio da superposi-
ção.
• Sistemas com parâmetros constantes ou com parâmetros variáveis no tempo:
As características dos elementos que constituem um sistema podem, ou não,
variar com o tempo.
• Sistemas instantâneos (sem memória) ou dinâmicos (com memória):
24
Memória, em sistemas, implica que uma saída depende do histórico de entradas
e saídas passadas.
• Sistema em tempo contínuo ou em tempo discreto:
Sistemas em tempo discreto processam sinais discretos no tempo, ao passo que
sistemas contínuos no tempo processam sinais contínuos no tempo.
• Sistemas SISO (do inglês, single-input single-output), MIMO (multiple-input multiple-
output), MISO ( — ), ou SIMO ( — ):
Essa classificação de sistemas é feita em função do número de sinais de entrada
e saída.
• Sistemas inversíveis ou não inversíveis:
Inversibilidade, em um sistema, implica que a suas entradas podem ser recupera-
das através de suas saídas por um processo executado pelo seu próprio sistema
inverso.
• Sistemas estáveis ou instáveis:
Estabilidade, em um sistema, implica que a suas respostas ao impulso h(t) possui
a propriedade limt→∞ h(t) = 0 (o conceito de resposta ao impulso será discorrido
no capítulo 2).
• Sistemas causais ou não causais:
Causalidade, em um sistema, implica que suas saídas não depende das entradas
e saídas futuras.
1.1.2 Controle de Vibrações
Controle de vibrações pode ser definido como um conjunto de técnicas que
visam reduzir vibrações que ocorrem em sistemas mecânicos, por fontes de perturba-
ção indesejáveis. É possível estabelecer quatro classes mais comuns de controle de
vibrações: controle passivo, controle ativo, controle híbrido e controle semi-ativo. Tais
classes são discutidas em mais detalhes nas próximas seções.
1.1.2.1 Controle Passivo de Vibrações
O controle passivo de vibrações engloba procedimentos que, via de regra,
promovem a modificação de parâmetros estruturais do sistema mecânico (rigidez e/ou
massa e/ou amortecimento). Este tipo de controle oferece as vantagens de ser robusto,
desprovido de fonte de energia externa e de baixo custo (COAN JR, 2005). Uma vez
aplicadas as medidas correspondentes, não há mais como realizar alterações em
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tempo real, o que constitui a maior desvantagem deste tipo de controle. Uma medida
de controle passivo de vibrações pode atuar: (1) sobre a excitação; (2) sobre o sistema.
Na atuação sobre a excitação, busca-se reduzir especificamente a sua am-
plitude, como no caso do desbalanceamento, ou alterar, de forma mais ampla, a
composição do seu espectro. Já quando se atua sobre o sistema, recorre-se, em geral,
às seguintes medidas clássicas: alteração de rigidez, alteração de massa, introdução
de amortecimento, dessintonização, isolamento e neutralização.
No presente trabalho, a medida de controle passivo de interesse, face a sua
ampla utilização, é a introdução de amortecimento através de manta constrita de
material viscoelástico. Essa manta é aplicada diretamente sobre a viga, sendo coberta,
para constrição, por uma lâmina metálica.
1.1.2.2 Controle Ativo de Vibração
O controle ativo de vibrações se caracteriza pela introdução, no sistema me-
cânico, através de seus terminais de entrada, de forças de controle provenientes de
fontes de potência. Estas forças possuem o objetivo de produzir efeitos que amenizem,
em certo grau, as vibrações indesejáveis geradas pelas fontes de perturbação. Uma
desvantagem desta abordagem está no fato de que uma eventual falta de energia
no equipamento de controle, ou uma incapacidade da fonte de controle em gerar a
potência necessária para a realização da ação desejada.
Os principais componentes de um sistema básico de controle ativo são senso-
res, unidade de controle, atuadores e amplificadores (FULLER; ELLIOTT; NELSON,
1996). A função de cada um destes componentes está listado abaixo.
• Sensores: medir a vibração em um ponto desejado do sistema (ou planta) sob
controle.
• Unidade de Controle (ou controlador): através do processamento das informações
captadas pelos sensores, gerar o sinal de controle.
• Amplificadores: amplificar a potência do sinal de controle por um dado fator
multiplicativo.
• Atuadores: Transformar a grandeza do sinal proveniente do amplificador, normal-
mente elétrico, em um sinal de força. Está força é denominada força de controle e
visa reduzir a vibração global tanto quanto possível.
O processamento de sinais feito pela unidade de controle pode ser realizado via
computacional, através de um algoritmo, ou através de elementos da eletrônica analó-
gica, ou seja, através de capacitores, resistores, amplificadores operacionais, indutores,
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transistores, dentre outros. Os algoritmos de controle (computacional) apresentam-se
sob as abordagens básicas feedback e feedforward ou ainda sob a abordagem combi-
nada feedback-feedforward. Nesta dissertação, o interesse de investigação recai na
abordagem feedforward, face à possibilidade de uso de informação relacionadas à
excitação.
A arquitetura feedforward emprega técnicas de processamento digital de sinais
ou “DSP” ( do inglês Digital Signal Processing), através do uso dos sistemas discretos
no tempo conhecidos como filtros. Os filtros são capazes de processar sinais discretos
de entrada, segundo algumas regras pré-determinadas, disponibilizando, em decor-
rência, os sinais discretos de saída correspondentes. Este processamento é realizado
através da multiplicação do histórico das amostras passadas e presentes dos sinais de
entrada e saída pelos coeficientes destes filtros. Os filtros são tipicamente implementa-
dos sob duas estruturas, denominadas FIR e IIR, que serão discutidas mais adiante
nesta dissertação. Os filtros podem também estar em uma configuração adaptativa ou
estática. A configuração estática consiste em coeficientes que não variam com o tempo.
Já a configuração adaptativa corresponde a coeficientes variáveis no tempo, que são
ajustados por intermédio de um algoritmo adequado.
Face ao uso de filtros adaptativos na arquitetura feedforward esta abordagem
se configura como controle ativo-adaptativo de vibrações (CAAV). Assim sendo, há,
em tese, a possibilidade de atuar sempre numa condição mais favorável de operação,
independentemente das variações de carregamento e ambiente.
1.1.2.3 Controle Híbrido
Diante das limitações particulares de cada uma dessas vertentes de controle,
surge o controle híbrido de vibrações. Nessa classe, se utiliza o controle passivo e o
controle ativo como subsistemas, agindo simultaneamente sobre o sistema mecânico
de interesse. Um sistema global, trabalhando simultaneamente com as duas estratégias
de controle, oferece a robustez e a praticidade da ação passiva com a flexibilidade e
adaptabilidade da ação ativa/adaptativa (MARRA, 2007), (MARRA et al., 2016).
Três grandes vantagens relacionadas com essa associação de subsistemas
são: (1) A redução de vibração obtida com o controle passivo pode minimizar a depen-
dência da fonte externa de potência do controle ativo; (2) O subsistema ativo adaptativo
pode manter um nível ótimo de controle, mesmo que uma eventual mudança no ambi-
ente afete o comportamento do passivo (algo frequente quando se emprega materiais
viscoelásticos); (3) Caso ocorra uma perda de desempenho ou mesmo uma falha em
um dos controles, o outro segue funcionando, podendo manter um nível de controle
aceitável, o que torna a ação global de controle significativamente mais segura.
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1.1.2.4 Controle semi-ativo
Os atuadores semi-ativos são caracterizados por ter propriedades mecânicas
que podem ser alteradas dinamicamente pela aplicação de um sinal de controle. Assim
sendo, eles podem ser vistos como dispositivos passivos controláveis visto que sua
ação é restrita, em essência, a armazenar ou dissipar energia. Esses atuadores podem
ser construídos, por exemplo, pelo uso de fluidos eletroreológicos ou ligas de memória
de forma. Mais informações podem ser encontradas em Fuller, Elliott e Nelson (1996).
1.1.3 Trabalhos Correlatos
Varadan e Lim (1996), através de um modelo de elementos finitos tridimensio-
nal, previram os efeitos de amortecimento ativo/passivo em uma estrutura vibratória.
O exemplo utilizado foi uma viga contendo uma camada de material viscoelástico
intercalada entre um atuador piezoelétrico e a estrutura de base. Este arranjo híbrido é
conhecido como amortecedor de camada constrita ativa (ACLD, de Active Constrained
Layer Damper ). Comparações foram feitas entre camada constrita ativa e camadas
constritas puramente passivas (PCLD, de Passive Constrained Layer Damper ). Os
resultados obtidos demonstram que o ACLD é melhor para supressão de vibração
do que o sistema puramente passivo ou ativo, e proporciona maior amortecimento
estrutural com maior controle, quando comparado ao sistema puramente ativo.
Coan Jr (2005) implementou um esquema de controle misto (híbrido) em uma
viga metálica sob excitação harmônica e temperatura ambiente variável, empregando
um neutralizador dinâmico viscoelástico e filtros adaptativos FIR. Seu trabalho, além de
reforçar que o neutralizador viscoelástico pode ser construído de forma bastante eficaz,
aponta para o fato de que dessintonização provocada pela mudança da temperatura
pode ser superada com a estratégia de controle híbrido.
A contribuição de Gontijo (2008) consistiu na avaliação do desempenho de um
sistema de controle ativo/adaptativo de vibrações com diferentes versões aprimoradas
do algoritmo LMS. A exigência nas aplicações práticas de filtragem adaptativa envolve
a velocidade de convergência, a complexidade computacional e a robustez do algoritmo.
A diferença nesses novos algoritmos residia na necessidade de ajuste dos parâmetros
envolvendo, por exemplo, o número de coeficientes, o passo de adaptação e o fator
de perdas. Dentre os algoritmos avaliados, destaca-se o algoritmo com utilização da
estratégia de ajuste automático do fator de perdas e do passo de adaptação.
Em Marra (2007) e Marra et al. (2016), um sistema de controle híbrido de
vibração foi implementado em uma viga metálica biapoiada, sob excitação de banda
larga de frequência e variação de temperatura ambiente. Mostra-se que, também nesse
caso, apesar da dessintonização sofrida pelo neutralizador viscoelástico diante da
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variação térmica, o sistema híbrido sustenta uma expressiva ação de controle. Nesse
trabalho, como nos de Coan Jr (2005) e Gontijo (2008), a medição do sinal de referência
se deu de forma indireta, pela resposta do sistema, exigindo também a modelagem do
caminhos de feedback para estimar corretamente o sinal de excitação primária. Reforça-
se que a capacidade de adaptação é muito importante para compensar as modificações
do sistema e ainda alguns erros de modelagem ou imprecisão, fortalecendo a inserção
do controle ativo-adaptativo.
Vasques e Rodriques (2007) aplicaram o controle adaptativo feedforward de
vibração de uma viga com dois tratamentos híbridos de amortecimento ativo-passivo
híbridos distintos. Essas configurações são ditas ACLD e AD/PCLD. Na primeira confi-
guração, os sistemas ativo e passivo estão conectados em conjunto único, denominado
como acoplamento do tipo sanduiche. Já na segunda configuração, esses sistemas
estão implementados de forma separada, um através de um tratamento de amorteci-
mento de camadas restritivas passivas (PCLD) e outro através de um tratamento de
amortecimento ativo (AD, de Active Damping), produzindo uma configuração AD / PCLD.
O objetivo foi comparar os desempenhos de amortecimento previstos e medidos dos
dois tratamentos, em termos de redução de vibração, esforço de controle, estabilidade
e robustez, quando um algoritmo LMS de referência filtrado (FxLMS) é implementado.
Os resultados demonstram que um bom controle é obtido com os dois tratamentos,
porém, para aquela aplicação específica, o tratamento AD/PCLD é mais eficiente.
Hudenski (2008), com a análise numérica de um modelo com múltiplos graus
de liberdade, e Paraná (2008), com realização experimental para um grau de liberdade,
investigaram a aplicação de um controlador híbrido, combinando material viscoelástico
e circuito eletromagnético. O sistema eletromagnético foi aplicado para compensar as
perdas por dessintonização, decorrentes da variação das propriedades do material
viscoelástico com a temperatura. Resultados promissores são expostos.
Trindade (2011) analisou três configurações de projeto de amortecimento ativo-
passivo aplicadas a uma viga. Em particular, duas das configurações de projeto foram
baseadas no modo de extensão de atuadores piezoelétricos, combinado com ACLD.
Já a outra configuração de projeto foi através de atuadores piezoelétricos agindo em
cisalhamento quando incorporados em uma viga sanduíche com núcleo viscoelástico.
Para fins de comparação, foi analisada também uma configuração de projeto puramente
ativa com atuador piezoelétrico. Os resultados mostram que as configurações de projeto
passivo/ativo fornecem um desempenho de amortecimento mais confiável e de alcance
mais amplo do que a configuração puramente ativa.
Zhang e Zheng (2014) implementaram um modelo numérico em elementos
finitos de uma chapa parcialmente coberta com tratamentos ACLD, sendo o modelo de-
senvolvido com base nas equações constitutivas dos materiais elásticos, piezoelétricos,
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viscoelásticos e do princípio de Hamilton. O modelo Golla-Hughes-Mcavish (GHM) foi
utilizado para descrever as características dependentes da frequência do material visco-
elástico (VEM). O sistema ativo foi simulado com as arquiteturas feedback, feedforward
e feedback-feedforward. Os resultados demonstram que a arquitetura feedback é muito
útil para atenuar a vibração da placa contra distúrbios estocásticos. Já a arquitetura
feedforward é mais apropriada para atenuar vibrações induzidas por distúrbios harmô-
nicos. Além disso, o controle combinado feedback-feedforward mostrou-se capaz de
controlar distúrbios intrincados de forma estável e suave, sem muito esforço adicional.
Schwarz (2016) fez um estudo em que um sistema de controle híbrido de
vibração é implementado e investigado através de simulações no ambiente LabVIEW.
O sistema de controle híbrido foi aplicado ao caso de um motor elétrico com desbalan-
ceamento, originado pelo deslocamento do centro de massa do rotor em relação ao
eixo de rotação do conjunto. O modelo matemático adotado, com um grau de liberdade,
permitiu um exame particularizado da condição operacional do motor, que incluiu a par-
tida (aceleração), regime de trabalho (velocidade constante) e parada (desaceleração).
A excitação observada é variável e ocorre numa faixa ampla de frequência, buscando
simular o real comportamento do motor. Os resultados indicam que a abordagem pode
vir a ser muito útil.
Lu, P. Wang e Zhan (2017) implementaram uma abordagem de controle híbrido
em uma placa fina, através de uma camada constrita inteligente SCLD (de Smart
Constrained Layer Damping), que apresenta simultaneamente, em sua constituição,
componentes ativos e passivos para controle de vibrações. O estudo, feito pelas vias
numérica e experimental, demonstra como os atuadores piezoelétricos controlam
ativamente os modos inferiores (primeiros modos de flexão e torção), através da arqui-
tetura de controle de feedback, enquanto que, para maiores frequências de vibração, o
controle é alcançado pela camada de amortecimento passivo (viscoelástico).
Outros trabalhos de particular interesse são os seguintes: Lam, D. J. Inman e
Saunders (2000) exploraram diferentes variações do controle híbrido; Kim, S. Wang e
Brennan (2011), em que se aborda o projeto otimizado de controle híbrido utilizando
elementos piezoeléctricos, e Kattimani e Ray (2015), em que se realiza uma análise do
amortecimento ativo de vibrações geometricamente não-lineares, relativas a placas
magneto-eletro-elásticas integradas com tratamento ACLD.
1.2 OBJETIVOS
Face ao contexto exposto, são relacionados abaixo o objetivo geral e os objeti-
vos específicos do presente trabalho.
OBJETIVO GERAL
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Desenvolver e implementar um sistema de controle híbrido de vibrações para,
na sequência, avaliar detalhadamente, tanto em simulações numéricas quanto em
experimentos, a sua eficácia. Esse sistema de controle será composto por um trata-
mento passivo, constituído por uma manta constrita de material viscoelástico, e por um
subsistema ativo/adaptativo, utilizando arquitetura de controle por antecipação (feed-
forward). Buscar-se-á efetuar o controle de vibrações em uma viga metálica engastada
livre, sob excitações harmônicas e de banda larga de frequência, na região linear de
comportamento.
OBJETIVOS ESPECÍFICOS
Para que o objetivo geral seja atendido, os seguintes objetivos específicos
deverão ser alcançados:
• Desenvolver através do ambiente LabVIEW um programa que simule o controle
híbrido de uma viga engastada-livre no domínio do tempo;
• Fabricar a viga metálica e seu suporte;
• Aplicar um tratamento superficial na viga, com o uso de manta constrita de
material viscoelástico, a fim de aumentar o amortecimento da estrutura;
• Implementar os algoritmos para os processos de identificação e controle feed-
forward na plataforma de controle NI CompactRIO;
• Analisar o desempenho do sistema de controle híbrido em condições parciais e
plena de operação, através de simulações numéricas e experimentos.
1.3 JUSTIFICATIVAS
Vários equipamentos e máquinas, como aeronaves, máquinas elétricas, máqui-
nas ferramenta e equipamentos eletrônicos, dentre outros, requerem uma solução de
controle, para que vibrações indesejadas sejam atenuadas. Não raro, esses equipa-
mentos e máquinas atuam sob condições climáticas variáveis, experimentando cargas
dinâmicas de conteúdo em frequência amplo. Neste contexto, um sistema de controle
híbrido que apresente as características de flexibilidade, adaptabilidade e robustez é
almejado, justificando o seu desenvolvimento.
Em particular, observa-se que tratamentos híbridos têm sido bem investigados
em vigas e placas. Sabe-se, contudo, que as melhores regiões para inserção de
componentes passivos não são necessariamente as mesmas para aplicação dos
componentes ativos e isso, via de regra, não é levado em conta. Estudos oferecem
alternativas para consideração de regiões distintas, como o presente trabalho, ainda
são raras e, entende-se, são de interesse.
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1.4 DESCRIÇÃO GERAL DA SITUAÇÃO
A FIGURA 4 busca representar, de forma geral, a situação a ser abordada
na dissertação. Nela, encontra-se uma viga engastada-livre, cuja vibração provocada
por uma força de perturbação, que pode ser harmônica ou em banda, que se almeja
controlar.
O controle é executado, de forma ativa, por uma força de controle, que decorre
do processamento dos sinais de aceleração de referência e de aceleração de erro
pela unidade de controle. Além disso, deseja-se aplicar na viga, a manta constrita de
material viscoelástico, com o objetivo de adicionar amortecimento. Essa adição se dará
perto da extremidade engastada, face às situações a serem investigadas.
Este contexto é abordada na dissertação tanto em cenário numérico, através
de modelos digitais das partes envolvidas, quanto em cenário experimental. Nesse
caso, os atuadores são transdutores magnéticos e os sensores são acelerômetros. Em
capítulos subsequentes, os elementos da FIGURA 4 serão melhor detalhados.
FIGURA 4 – DESCRIÇÃO GERAL DO PROBLEMA
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Magnético
(Controle)
Acelerômetro
de Erro
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FONTE: o autor.
1.5 ESTRUTURA DA DISSERTAÇÃO
A estrutura dessa dissertação é a seguinte.
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• Capítulo 2 - apresenta-se o desenvolvimento matemático necessário para rea-
lizar a emulação de sistemas mecânicos lineares (nesse capítulo, o(a) leitor(a)
familiarizado(a) com os tópicos das seções 2.1 e 2.2 poderá partir da seção 2.3);
• Capítulo 3 - expõe-se o algoritmo de controle ativo adaptativo de vibrações e a
teoria de adição de amortecimento através de manta de material viscoelástico;
• Capítulo 4 - descreve-se a metodologia desenvolvida para emular um sistema
de controle ativo de vibrações em um sistema mecânico linear, bem como a
metodologia empregada no experimento e também a metodologia para análise
dos resultados;
• Capítulo 5 - apresentam-se os resultados, bem como realiza-se a sua discussão;
• Capítulo 6 - expõem-se as conclusões e, em sequência, relacionam-se as suges-
tões para trabalhos futuros.
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2 SISTEMAS MECÂNICOS E EMULAÇÃO DIGITAL
Neste capítulo será exposto o desenvolvimento teórico necessário para a
escrita de um programa que emule o comportamento de um sistema mecânico com
um ou múltiplos graus de liberdade, no domínio do tempo, através de filtros digitais. O
capítulo se encerra com um estudo de caso de interesse, qual seja, a simulação de
uma viga engastada livre.
2.1 ANÁLISE DE SISTEMAS LINEARES NOS DOMÍNIOS DO TEMPO E DA FREQUÊN-
CIA
2.1.1 Funções Características
Nesta dissertação, será de extremo interesse a resposta de sistemas lineares
invariantes no tempo (SLIT), sob condições iniciais nulas (sistema relaxado), para uma
entrada arbitrária. A resposta de um sistema linear pode ser obtida no domínio do
tempo ou no domínio da frequência. Parte-se do fato de que, em sinais e sistemas,
existem dois casos a serem abordados no domínio do tempo.
O primeiro caso é o domínio do tempo contínuo, onde os sinais apresentam-se
ao longo da variável real t e os sistemas são entidades que processam sinais em tempo
contínuo. Será adotada a notação (·) para elementos que estão neste domínio. Desta
forma, um sinal representado por x(t) encontra-se no domínio do tempo contínuo.
Já o segundo caso é o domínio do tempo discreto, onde os sinais apresentam-
se ao longo da variável inteira n e os sistemas são entidades que processam sinais
discretos no tempo. Será adotada a notação [·] para elementos que estão neste domínio.
Desta forma, um sinal representado por x[n] encontra-se no domínio do tempo discreto.
A solução que rege a resposta de um SLIT no domínio do tempo pode ser
determinada através de uma operação conhecida como convolução, que utiliza uma
resposta particular envolvendo uma entrada muito especial. Esta entrada é referida
como impulso unitário e é definida no tempo contínuo como
{
δ(t) = 0 para t = 0∫∞
−∞ δ(t)dt = 1
(2.1)
gerando a função resposta ao impulso (FRI) do sistema contínuo, h(t) (vide FIGURA 5
(a)). Já para o caso do tempo discreto, esta entrada é denominada pulso unitário, e é
definida por {
δ[n] = 1 para n = 0
δ[n] = 0 para n = 0 (2.2)
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gerando a função resposta pulsada (FRP) do sistema discreto h[n] (vide FIGURA 5
(b)).
FIGURA 5 – SLIT COM ENTRADA IMPULSIVA E RESPOSTA AO IMPULSO
SLIT
em tempo contínuo
SLIT
em tempo discreto
(a) (b)
FONTE: o autor.
LEGENDA: (a) Caso em tempo contínuo; (b) Caso em tempo discreto.
Para sistemas em tempo contínuo causais (h(t) = 0 para t < 0), a solução y(t)
no domínio do tempo é dada pela integral de convolução entre o sinal de entrada x(t) e
a FRI do sistema h(t), conforme a equação (LATHI, 2005)
y(t) =
∫ t
0
x(τ)h(t− τ)dτ = x(t) ∗ h(t) (2.3)
Já para sistemas discretos, a solução y[n] no domínio do tempo é dada pelo
somatório de convolução entre o sinal de entrada e a FRP do sistema h[n], conforme
equação (LATHI, 2005)
y[n] =
n∑
m=0
x[m]h[n−m] = x[n] ∗ h[n] (2.4)
As equações 2.3 e 2.4 podem ser representadas, conforme FIGURA 6, por
meio de diagrama de blocos.
FIGURA 6 – REALIZAÇÃO DE UM SLIT NO DOMÍNIO DO TEMPO
FONTE: o autor.
LEGENDA: (a) Caso em tempo contínuo; (b) Caso em tempo discreto.
A transformação linear que relaciona o domínio do tempo contínuo para o
domínio da variável complexa s, ou de Laplace, é
X(s) =
∫ ∞
−∞
x(t)e−stdt (2.5)
onde s = σ + jω, j =
√−1, σ é a frequência neperiana em tempo contínuo e ω é a
frequência circular em tempo contínuo.
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A transformação inversa da equação 2.5 é
x(t) =
1
2πj
∫ c+j∞
c−j∞
X(s)estds. (2.6)
onde c é uma constante real arbitrária.
Já transformação linear que relaciona o domínio do tempo discreto com o
domínio da variável complexa z é
X[z] =
∞∑
−∞
x[n]z−n (2.7)
onde z = eα+jΩ, α é a frequência neperiana em tempo discreto e Ω é a frequência
circular em tempo discreto. Essa transformação é conhecida como transformada z.
A transformação inversa da equação 2.7 é
x[n] =
1
2πj
∮
X[z]zn−1dz (2.8)
O par de transformada de Laplace da função exponencial natural
e−at1(t) ↔ 1
s+ a
(2.9)
e o par da transformada z da função exponencial discreta
γn1[n] ↔ z
z − γ (2.10)
serão usados com frequência nesta dissertação. Nas equações 2.9 e 2.10 1(t) é a
função degrau unitário, definida por{
1(t) = 0 para t < 0
1(t) = 1 para t ≥ 0 (2.11)
e 1[n] é a função degrau unitário pulsada, definida por{
1[n] = 0 para n < 0
1[n] = 1 para n ≥ 0 (2.12)
Demonstra-se que a solução, no domínio de Laplace, de um SLIT em tempo
contínuo é dada por(LATHI, 2005)
Y (s) = X(s)H(s) (2.13)
onde X(s), H(s) e Y (s) são as transformadas de Laplace do sinal de entrada, da FRI
do sistema e do sinal de saída, respectivamente.
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Já para o caso de um SLIT em tempo discreto, a solução no domínio da variável
z é dada por (LATHI, 2005)
Y [z] = X[z]H[z] (2.14)
onde X[z], H[z] e Y [z] são as transformadas z do sinal de entrada, da FRI do sistema
e do sinal de saída, respectivamente.
As equações 2.13 e 2.14 podem ser representadas em diagrama de blocos
conforme FIGURA 7.
FIGURA 7 – REALIZAÇÃO DE UM SLIT NO DOMÍNIO DA FREQUÊNCIA COMPLEXA
FONTE: o autor.
LEGENDA: (a) Caso em tempo contínuo; (b) Caso em tempo discreto
Em modelos de sistemas dinâmicos contínuos, regidos por equações diferenci-
ais ordinárias lineares com condições iniciais nulas na forma
dNy
dtN
+a1
dN−1y
dtN−1
+· · ·+aN−1dy
dt
+aNy(t) = b0
dNx
dtx
+b1
dN−1x
dtx
+· · ·+bn−1dx
dt
+bnx(t) (2.15)
e em modelos de sistemas dinâmicos discretos, regidos por equações de diferença
lineares com condições iniciais nulas na forma
y[n] + a1y[n− 1] + · · ·+ aNy[n−N ] = b0x[n] + b1x[n− 1] + · · ·+ bNx[n−N ] (2.16)
onde todos os coeficientes ai e bi são constantes, as razões
H(s) =
Y (s)
X(s)
(2.17)
H[z] =
Y [z]
X[z]
(2.18)
são ditas, respectivamente, função de transferência e função de transferência pulsada,
sendo elas facilmente obtidas ao se aplicar o teorema da derivação da transformada de
Laplace em 2.15, e ao aplicar o teorema do atraso da transformada z em 2.16 (LATHI,
2005).
Um fato prático e importante a ser notado é que as funções resposta h(t) e
h[n] podem ser determinadas através da transformada inversa de Laplace de H(s),
e da transformada inversa z de H[z], respectivamente. Os polos de uma função de
transferência são definidos como o conjunto de raízes do polinômio do seu denominador.
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Já os zeros de uma função de transferência são definidos como o conjunto de raízes
do polinômio do seu numerador.
Uma última ponderação será feita agora sobre o domínio de Fourier. Esse
domínio é comumente conhecido na área de vibrações mecânicas, como domínio da
frequência.
O domínio de Fourier, denominado jω, ou apenas ω (por simplicidade), no
tempo contínuo, e denominado ejΩ no tempo discreto, pode ser entendida, sob certas
considerações (PAPOULIS, 1962), como um caso especial do domínio de Laplace
quando s = jω no tempo contínuo, e z = ejΩ no tempo discreto, ou seja σ = 0 e α = 0.
Desta forma, em vista das equações 2.5, 2.6, 2.7 e 2.8, a transformada de Fourier é
dada no tempo contínuo por (LATHI, 2005)
X(ω) =
∫ ∞
−∞
x(t)e−jωtdt (2.19)
e sua transformação inversa por
x(t) =
1
2π
∫ ∞
−∞
X(ω)ejωtdω (2.20)
A transformada de Fourier no tempo discreto é dada por
X[ejΩ] =
n=∞∑
n=−∞
x[n]e−jΩn (2.21)
e sua inversa por
x[n] =
1
2π
∫
2π
X[ejΩ]ejΩndΩ (2.22)
As equações 2.19, 2.20, 2.21 e 2.22 revelam que sinais e sistemas podem
ser analisados sobre o ponto de vista de somas e integrações de funções harmônicas.
Isto é caracterizado pelo conceito da Função Resposta Frequência (FRF) de um SLIT,
definida em tempo contínuo por (LATHI, 2005)
H(jω) = H(s) |s→jω= H(ω) = |H(ω)|  H(ω) (2.23)
e em tempo discreto por
H[ejΩ] = H[z] |z→ejΩ=
∣∣H[ejΩ]∣∣  H[ejΩ] (2.24)
A FRF da equação 2.23 implica que, quando um sinal harmônico em tempo
contínuo excita um SLIT em tempo contínuo, este responde com um sinal harmônico de
mesma frequência, porém com ganho de amplitude |H(ω)| e variação de fase  H(jω).
A função H(ω) é não periódica.
Já FRF da equação 2.24 implica que, quando um sinal harmônico em tempo
discreto excita um SLIT em tempo discreto, este responde com um sinal harmônico de
mesma frequência, porém com ganho de amplitude
∣∣H[ejΩ]∣∣ e variação de fase  H[ejΩ].
A função H[ejΩ] é periódica em intervalos de 2π.
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2.1.2 Elementos Básicos de Diagramas de Blocos
A análise e o projeto de sistemas são corriqueiramente feitos através do uso
de diagrama de blocos. Nesta seção, são apresentados alguns blocos básicos que
aparecem nos diagramas da presente dissertação.
A FIGURA 8 apresenta os elementos de junção de soma, somatório e multipli-
cação realizando operações em sinais contínuos.
FIGURA 8 – OPERADORES ELEMENTARES EM SINAIS CONTÍNUOS
FONTE: o autor.
LEGENDA: (a) Junção de soma; (b) Somatório; (c) Multiplicação.
Na sequência, a FIGURA 9 apresenta os blocos de operação de derivação e
de integração de sistemas em tempo contínuo, tanto no domínio do tempo, quanto no
domínio da variável s ou de Laplace.
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FIGURA 9 – OPERADORES DE DERIVAÇÃO E INTEGRAÇÃO EM TEMPO CONTÍNUO
FONTE: o autor.
LEGENDA: (a) Derivação no tempo; (b) Derivação em Laplace; (c) Integração no
tempo; (d) Integração em Laplace.
A operação que atrasa um sinal discreto em uma única amostra é definida
como operação de atraso. Já a operação que avança um sinal discreto em uma única
amostra é definida como operação de avanço (OGATA, 1995). A FIGURA 10 apresenta
os blocos de operação de atraso e de avanço em sistemas discretos, tanto no domínio
do tempo discreto, quanto no domínio da variável z.
FIGURA 10 – OPERADORES DE ATRASO E AVANÇO EM TEMPO DISCRETO
FONTE: o autor.
LEGENDA: (a) Atraso no tempo; (b) Atraso em z; (c) Avanço no tempo; (d) Avanço
em z
O sistema de amostragem ideal C/D (contínuo para discreto), e o sistema de
conversão D/C (discreto para o contínuo), são responsáveis pela conversão de sinais
contínuos no tempo e sinais discretos no tempo.
A FIGURA 11 (a) apresenta um sistema de amostragem ideal C/D. Nela se
observa um sinal de entrada contínuo x(t) sendo amostrado, resultando em um sinal
de saída x[nT ], onde T é o intervalo de amostragem. Portanto, o inverso 1/T é a
frequência de amostragem fs.
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Já a FIGURA 11 (b) apresenta um conversor D/C. Nela se observa o sinal de
entrada discreta x[n] = x(nT ) sendo convertido para um sinal contínuo x(t).
FIGURA 11 – SISTEMAS DE CONVERSÃO ENTRE SINAIS CONTÍNUOS E DISCRETOS NO
TEMPO
FONTE: o autor.
LEGENDA: (a) Tempo contínuo para tempo discreto; (b) Tempo discreto para
tempo contínuo.
Muitas vezes os diagramas de blocos apresentam vetores com sinais es-
calares ao longo de seus elementos. Assim, define-se, um sinal vetorial x(t) =[
x1(t) x2(t) · · · xN(t)
]T
, onde xi(t) para i = 1, 2, ·, N são sinais escalares.
A FIGURA 12 apresenta os elementos que realizam operações de multiplicação
de um sinal vetorial por um escalar, de produto interno entre dois sinais vetoriais,
transformação matricial de um sinal vetorial, e somatório de sinais vetoriais.
FIGURA 12 – ELEMENTOS DE OPERAÇÃO EM SINAIS VETORIAIS
FONTE: o autor.
LEGENDA: (a) Junção de soma; (b) Somatório; (c)Produto interno; (d) Multiplica-
ção por um escalar; (e) Transformação matricial.
Três operações que envolvem sinais vetoriais e sinais escalares são de inte-
resse.
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A primeira operação, denominada como concatenação, aloca vários sinais
escalares em uma ordem específica, realizando, assim, um sinal vetorial conforme bar-
ramento da FIGURA 13 (a). A operação inversa da concatenação é a desconcatenação
e é ilustrada no barramento da FIGURA 13 (b).
FIGURA 13 – ELEMENTO DE CONCATENAÇÃO E DESCONCATENAÇÃO VETORIAL
FONTE: o autor.
LEGENDA: (a)Operação de concatenação; (b) Operação de desconcatenação.
Já a segunda operação, denominada como indexação, tem o propósito de
indexar um elemento específico de um vetor. A FIGURA 14 ilustra esta operação em
um bloco, onde a entrada do bloco é o sinal vetorial x[n] e o número inteiro positivo i, e
a saída do bloco é o i-ésimo elemento deste vetor.
FIGURA 14 – ELEMENTO DE INDEXAÇÃO
FONTE: o autor.
E por último, a operação de substituição vetorial. Está operação tem o propósito
de substituir um elemento na i-ésima posição de um vetor. A FIGURA 15 demostra
esta operação em um bloco, onde a entrada do bloco é o sinal vetorial x[n], o número
inteiro positivo i e o novo elemento f [n], e a saída do bloco é vetor y[n]
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FIGURA 15 – ELEMENTO DE SUBSTITUIÇÃO VETORIAL
Substituição
Vetorial
Novo elemento
FONTE: o autor.
2.2 FILTROS DIGITAIS
Um dos objetivos desta dissertação é simular em tempo real, as situações de
interesse. Para isto, é necessário emular o sistema que está sobre controle, no caso,
como já mencionado, uma viga engastada livre. Os modelos de sistemas mecânicos
estão no domínio do tempo contínuo, o qual não podem ser usados para criar uma
simulação via computação (um computador pode processar apenas sinais discretos). É
neste ponto em que os sistemas discretos, também conhecidos como filtros digitais en-
tram em cena, formulando modelos equivalentes através de suas respectivas equações
de diferença.
2.2.1 Arquitetura de Filtros Digitais Lineares
Os filtros digitais lineares são sistemas discretos que processam um sinal de
entrada x[n] e geram um sinal de saída y[n] de acordo com a seguinte equação de
diferença:
y[n] = −a1y[n−1]−a2y[n−2] · · ·−aNy[n−N ]+b0x[n]+b1x[n−1]+· · ·+bNx[n−N ] (2.25)
Os coeficientes ai representam a ponderação recursiva do filtro enquanto os coefici-
entes bi representam a ponderação não recursiva. Caso os coeficientes ai sejam não
nulos, o filtro é recursivo e é denominado IIR (de Infinite Impulse Response). Se, por
outro lado, os coeficientes ai forem todos nulos, o filtro é não recursivo e é denominado
FIR (de Finite Impulse Response), com a equação 2.25 se reduzindo a
y[n] = b0x[n] + b1x[n− 1] + · · ·+ bN−1x[n−N + 1] + bNx[n−N ] (2.26)
Caso os coeficientes bi sejam todos nulos para i > 0, o filtro é denominado
auto regressivo, ou AR (de AutoRegressive). Nesta situação, a equação 2.25 passa a
ser
y[n] = −a1y[n− 1]− a2y[n− 2] · · · − aN−1y[n−N + 1]− aNy[n−N ] + x[n] (2.27)
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Através da transformada z (equação 2.7), as Equações 2.25, 2.26 e 2.27 podem
ser analisadas no domínio de z. A equação 2.25 torna-se, neste domínio,
(1 + a1z
−1 + a2z−2 + · · ·+ aNz−N)Y [z] = (b0 + b1z−1 + b2z−2 + · · ·+ bNz−N)X[z] (2.28)
enquanto a equação 2.26 passa a ser
Y [z] = (b0 + b1z
−1 + b2z−2 + · · ·+ bNz−N)X[z] (2.29)
e a equação 2.27
(1 + a1z
−1 + a2z−2 + · · ·+ aNz−N)Y [z] = X[z] (2.30)
Assim, as funções de transferência pulsada são dadas por
HIIR[z] =
Y [z]
X[z]
=
(b0 + b1z
−1 + b2z−2 + · · ·+ bNz−N)
(1 + a1z−1 + a2z−2 + · · ·+ aNz−N) (2.31)
HFIR[z] =
Y [z]
X[z]
= (b0 + b1z
−1 + b2z−2 + · · ·+ bNz−N) (2.32)
HAR[z] =
Y [z]
X[z]
=
1
(1 + a1z−1 + a2z−2 + · · ·+ aNz−N) (2.33)
correspondendo, respectivamente, aos filtros IIR, FIR e AR.
2.2.2 Implementação de Filtros FIR e IIR por Diagramas de Blocos
Através da equação 2.26 pode-se implementar a arquitetura FIR em diagrama
de blocos, no domínio do tempo, conforme FIGURA 16.
FIGURA 16 – FILTRO FIR NO DOMÍNIO DO TEMPO
FONTE: o autor.
Já no domínio da frequência, esta implementação é ilustrada na FIGURA 17.
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FIGURA 17 – FILTRO FIR NO DOMÍNIO DA FREQUÊNCIA
FONTE: o autor.
Para a arquitetura IIR, a implementação utilizada nesta dissertação é conhe-
cida como forma direta II (FDII)(LATHI, 2005). Para formulá-la, divide-se a função de
transferência HIIR(z) em dois filtros. Um deles é AR, H1(z), dado por
H1[z] =
1
(1 + a1z−1 + a2z−2 + · · ·+ aNz−N) (2.34)
e outro FIR, H2(z), dado por
H2[z] = (b0 + b1z
−1 + b2z−2 + · · ·+ bNz−N) (2.35)
de forma que
HIIR[z] = H1[z]H2[z] (2.36)
A FIGURA 18 ilustra estes filtros ligados em cascata. Observa-se, nesta figura,
que o sinal W [z] é a saída do filtro H1[z].
FIGURA 18 – FILTRO IIR VIA FORMA DIRETA II
FONTE: o autor.
Escrevendo a equação 2.27 com entrada x[n] e saída w[n], resulta em
w[n] = −a1w[n− 1]− a2w[n− 2] · · · − aN−1w[n−N + 1]− aNw[n−N ] + x[n] (2.37)
Já para a equação 2.26, com entrada w[n] e saída y[n], tem-se que
y[n] = b0w[n] + b1w[n− 1] + · · ·+ bN−1w[n−N + 1] + bNw[n−N ] (2.38)
Através da formulação FDII e das equações 2.37 e 2.38, o filtro IIR pode ser
implementado conforme mostra a FIGURA 19.
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FIGURA 19 – REALIZAÇÃO DE FILTRO IIR VIA FORMA DIRETA II
FONTE: o autor.
Na realização acima, pode-se observar que existem operadores de atraso em
redundância. Desta forma, pode-se reduzir a quantidade destes operadores diminuindo
a exigência computacional da implementação. Assim, atinge-se a forma compacta da
realização IIR, que será utilizada nas simulações desta dissertação e é apresentada,
no domínio do tempo, na FIGURA 20 no domínio do tempo.
FIGURA 20 – REALIZAÇÃO DE FILTRO IIR EM SUA FORMA COMPACTA NO DOMÍNIO DO
TEMPO
FONTE: o autor.
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2.3 EMULAÇÃO DE SISTEMAS CONTÍNUOS ATRAVÉS DE FILTROS
Nesta seção, expõe-se formular um método que permite implementar (ou, no
jargão da área, realizar) um sistema discreto h[n] equivalente a um sistema contínuo
no tempo h(t), como se observa na FIGURA 21. Por "equivalente"entende-se, que para
uma dada entrada x(t), os sistemas da FIGURA 21 (a) e o da FIGURA 21 (b) terão o
mesmo sinal de saída, ou seja, y(n) = ŷ[n].
FIGURA 21 – REALIZAÇÃO DE UM SISTEMA EM TEMPO DISCRETO EQUIVALENTE A UM
EM TEMPO CONTÍNUO
FONTE: o autor.
A saída y(t) do sistema da FIGURA 21 (a), conforme a equação 2.3 (integral
de convolução), é
y(t) =
∫ ∞
0
x(τ)h(t− τ)dτ = lim
Δτ→0
m=∞∑
m=0
x(mΔτ)h(t−mΔτ)Δτ (2.39)
É conveniente, aqui, utilizar a notação T para Δτ na equação 2.39. Assumindo
que T (o intervalo de amostragem) é pequeno o suficiente, acrescido da mudança de
notação, a equação 2.39 resulta em
y(t) = T
m=∞∑
m=0
x(mT )h(t−mT ) (2.40)
A resposta no n-ésimo instante de amostragem de y(nT ) é obtido fazendo
t = nT na equação acima. Logo,
y(nT ) = y[n] = T
m=∞∑
m=0
x(mT )h[(n−m)T ]) (2.41)
Na FIGURA 21 (b) a entrada de h[n] é x[n] de forma que
ŷ[n] =
m=∞∑
m=0
x[m]h[n−m] (2.42)
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conforme equação 2.4 (somatório de convolução).
Como y[n] deve ser igual ŷ[nT ], tem-se que
m=∞∑
m=0
x[m]h[n−m] = T
m=∞∑
m=0
x(mT )h[(n−m)T ] (2.43)
Como x(mT ) = x[m], e (n−m) é um número inteiro genérico, a igualdade acima será
verdadeira apenas se
h[n] = Th(nT ) (2.44)
A equação 2.44 é o critério, no domínio do tempo, para a equivalência entre
um sistema discreto e um sistema contínuo. De acordo com este critério, h[n] deve ser
T vezes as amostras de h(nT ).
Falando estritamente, esta realização garante a equivalência da saída somente
nos instantes de amostragem, ou seja para, y[n] = ŷ[n]. Assume também que T → 0.
Esse critério resulta em uma realização aproximada de h(t). Entretanto, pode ser
mostrado que quando a resposta em frequência de |H(ω)| é limitada em faixa, a
realização é exata(nos instantes de amostragem), desde que a taxa de amostragem
seja alta o suficiente para evitar qualquer aliasing (T < fs, onde fs é a taxa de
amostragem em Hertz) (LATHI, 2005).
2.4 SISTEMA MECÂNICO COM UM GRAU DE LIBERDADE
Esta seção expõe as características principais de um sistema mecânico com
um grau de liberdade (SM1GL, ou simplesmente sistema MCK), onde o elemento
inercial de massa m está conectado à terra por uma mola linear de rigidez k e um
amortecedor viscoso linear com coeficiente de viscosidade c. A função x(t) representa o
sinal de deslocamento da massa ao longo do tempo, enquanto a função f(t) representa
o sinal de excitação. Esse sistema, a ser emulado mais adiante por um filtro digital,
visando a descrição de sistemas mais complexos, é ilustrado na FIGURA 22.
FIGURA 22 – SISTEMA COM UM GRAU DE LIBERDADE
FONTE: o autor.
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A equação de movimento deste sistema pode ser deduzida aplicando a se-
gunda lei de Newton, e corresponde a uma equação diferencial ordinária linear com
parâmetros invariantes no tempo, qual seja,
mẍ+ cẋ+ kx = f(t) (2.45)
onde ẍ = d
2x
dt2
é o sinal de aceleração e ẋ = dx
dt
é o sinal de velocidade.
Desta forma, o sistema MCK é um SLIT em tempo contínuo, com FRI hmck(t) e
função de transferência Hmck(s).
A forma adimensional da equação 2.45 é
ẍ+ 2ζωnẋ+ ω
2
nx =
1
m
f(t) (2.46)
onde
ωn =
√
k
m
(2.47)
e
ζ =
c
2mωn
(2.48)
Aplicando a transformada de Laplace na equação 2.45, obtém-se a função de
transferência
H(s) =
X(s)
F (s)
=
1
ms2 + cs+ k
(2.49)
ou, na forma adimensional, via equação 2.46,
H(s) =
X(s)
F (s)
=
1
m
s2 + 2ζωns+ ω2n
(2.50)
Como este sistema é um SLIT, sua solução, no domínio do tempo, é dada por
x(t) = f(t) ∗ h(t) (2.51)
onde ∗ representa a operação de convolução.
Como comentado anteriormente, h(t) pode ser obtido através da transformada
inversa de Laplace de H(s). Para m e k > 0 e c ≥ 0, há quatro tipos possíveis de
solução para h(t), o que depende dos dois polos que H(s). Como o discriminante da
equação s2 + 2ζωns+ ω2n (denominador da equação 2.50) é
Δ = 2ωn
√
ζ2 − 1 (2.52)
as quatro configurações de polos são dependentes de ζ. Elas são listadas abaixo, junto
com suas definições, quais sejam
• Caso não amortecido ( ζ = 0): os polos serão dois números imaginários puros,
na forma s = ±jωn.
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• Caso subamortecido ( 0 < ζ < 1): os polos serão dois números complexos na
forma s = −ζωn ± jωd onde ωd = ωn
√
1− ζ2.
• Caso criticamente amortecido (ζ = 1): os polos serão números reais e ambas
iguais a −ζωn.
• Caso superamortecido (ζ > 1): os polos serão dois números reais, sendo um
deles −ζωn + ωs, e o outro −ζωn − ωs onde ωs = ωn
√
ζ2 − 1.
A FIGURA 23 ilustra as quatro configurações dos polos no plano-s complexo.
FIGURA 23 – POLOS DE H(s) PARA SISTEMA MCK
(a)
(b)
(c)
(d)
FONTE: o autor.
LEGENDA: (a) Não amortecido; (b) Subamortecido; (c)Criticamente
amortecido; (d) Super amortecido.
A partir do exposto acima, será calculada hmck(t), através de Hmck(s), para
cada um dos tipos de amortecimento.
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Para o caso não amortecido, o denominador da equação 2.50 pode ser fatorado
em
Hnamort(s) =
1/m
(s+ jωn) + (s− jωn) (2.53)
o que, através de frações parciais, resulta em
Hnamort(s) =
1
2jmωn
(s− jωn) +
−1
2jmωn
(s+ jωn)
(2.54)
Pelo par de transformada de Laplace indicado na equação 2.9, decorre que
hnamort(t) =
1
m
2jωn
(ejωnt − e−jωnt)1(t) (2.55)
equação que, face à identidade trigonométrica sen(ωnt) = 12j (e
jωnt − e−jωnt), pode ser
simplificada para
hnamort(t) =
1
mωn
sen(ωnt)1(t) (2.56)
Para o caso subamortecido, tem-se, da equação 2.50, que
Hsub(s) =
1
m
(s+ ζωn − jωd)(s+ ζωn + jωd) (2.57)
o que através de frações parciais, resulta em
Hsub(s) =
1
2jωdm
(s+ ζωn − jωd) +
−1
2jωdm
(s+ ζωn + jωd)
(2.58)
Pelo par de transformada de Laplace da equação 2.9 decorre que
hsub(t) =
1
2jωdm
(e(−ζωn+jωd)t − e(−ζωn−jωd)t)1(t) (2.59)
, equação que, face a sen(ωdt) = 12j (e
jωdt − e−jωdt), pode ser simplificada para
hsub(t) =
1
mωd
e−ζωntsen(ωdt)1(t) (2.60)
Para o caso criticamente amortecido, tem-se que
Hcrit(s) =
1/m
(s+ ωn)2
(2.61)
o que, pelas considerações anteriores e pelo fato de que a raiz ωn se repete uma vez,
resulta em(NAGLE; SAFF; SNIDER, 2018)
hcrit(t) =
1
m
te−ωnt1(t) (2.62)
Para o caso superamortecido, tem-se que
Hsuper(s) =
1
m
(s+ ζωn + ωs)(s+ ζωn − ωs) (2.63)
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o que resulta sucessivamente, de forma análoga casos casos anteriores em
Hsuper(s) =
1
2ωsm
(s+ ζωn − ωs) +
−1
2ωsm
(s+ ζωn + ωs)
(2.64)
hsuper(t) =
1
2ωsm
(e(−ζωn+ωs)t − e(−ζωn−ωs)t)1(t) (2.65)
e pela a identidade trigonométrica senh(ωst) = 12(e
ωst − e−ωst), em
hsuper(t) =
1
mωs
e−ζωnsenh(ωst)1(t) (2.66)
Reunindo as equações, 2.56, 2.60 e 2.62, 2.66 pode-se sintetizar a função
hmck(t) para um sistema MCK da seguinte forma
hmck(t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
mωn
sen(ωnt)1(t), para ζ = 0;
1
mωd
e−ζωnsen(ωdt)1(t), para 0 < ζ < 1;
1
m
te−ωnt1(t), para ζ = 1;
1
mωs
e−ζωnsenh(ωst)1(t), para ζ > 1.
. (2.67)
A FIGURA 24 ilustra, qualitativamente, as curvas de hmck(t), para cada um dos
casos de amortecimento.
FIGURA 24 – CURVAS DE hmck(t) PARA CADA CASO DE AMORTECIMENTO
FONTE: o autor.
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2.5 EMULAÇÃO DE SISTEMA MECÂNICO COM UM GRAU DE LIBERDADE
Dados os parâmetros m, ζ e ωn, será formulado agora um sistema discreto
no tempo, a um sistema MCK em tempo contínuo, conforme mostra a FIGURA 25. A
equivalência em questão significa, que x[n] = x̂[n]. Após a formulação, será feita a
realização do sistema discreto equivalente através de filtros IIR. Como o sistema MCK
apresenta respostas ao impulso hmck(t) diferentes para cada configuração de amorteci-
mento, conforme equação 2.67, será necessário a realização deste procedimento para
cada uma dessas configurações.
FIGURA 25 – REALIZAÇÃO DE UM SISTEMA EM TEMPO DISCRETO EQUIVALENTE A UM
SISTEMA MCK
FONTE: o autor.
LEGENDA: (a) Sistema em tempo contínuo que se almeja simular; (b) Sistema
em tempo discreto que irá realizar a emulação
Para o caso não amortecido, a FRI é dada pela equação 2.56, que é repetida
abaixo por conveniência.
hnamort(t) =
1
mωn
sen(ωnt)1(t)
Discretizando esta equação por um intervalo de amostragem T , e aplicando o
critério dado pela equação 2.44, encontra-se
hnamort[n] = T
1
mωn
sen(ωnnT )1[n] (2.68)
Representando a função seno desta equação por exponenciais complexas,
tem-se que
hnamort[n] =
1
2jmωn
(ejωnTn − e−jωnTn)1[n] (2.69)
Agora, utilizando o par da transformada z dada pela equação 2.10 obtêm-se
Hamort[z] =
1
2jmωn
(
z
z − ejωnT −
z
z − e−jωnT ) (2.70)
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Encontrando o denominador comum, expandindo, e reconhecendo que 2cos(ωnT ) =
ejωnT + e−jωnT e 2jsen(ωnT ) = ejωnT − e−jωnT , a equação anterior torna-se
Hnamort[z] = T
1
mωn
zsen(ωnT )
(z2 − 2zcos(ωnT ) + 1) (2.71)
ou
Hnamort[z] = T
1
mωn
z−1sen(ωnT )
(1− 2z−1cos(ωnT ) + z−2) (2.72)
Utilizando a equação 2.31 e o modelo da FIGURA 20, a implementação desta
função de transferência pulsada em um filtro IIR é ilustrada na FIGURA 26.
FIGURA 26 – REALIZAÇÃO IIR DE SM1GL NÃO AMORTECIDO
FONTE: o autor.
Para o caso subamortecido, a FRI é dada pela equação 2.56, que é repetida
abaixo por conveniência
hsub(t) =
1
mωd
e−ζωntsen(ωdt)1(t)
Discretizando esta equação por um intervalo de amostragem T , e aplicando o critério
dado pela equação 2.44, encontra-se
hsub[n] = T
1
mωd
e−ζωnnT sen(ωdnT )1[n] (2.73)
Representando a função seno desta equação em exponenciais complexas,
resulta que
hsub[n] = T
1
2jmωd
(e(−ζωn+jωd)nT − e(−ζωn−jωd)nT )1[n] (2.74)
Aplicando, agora, o par da transformada z dada pela equação 2.10, resulta em
Hsub[z] = T
1
2jmωd
(
z
z − e(−ζωn+jωd)T −
z
z − e(−ζωn−jωd)T ) (2.75)
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Encontrando o denominador comum, expandindo, e reconhecendo que 2cos(ωdT ) =
ejωdT + e−jωdT e 2jsen(ωdT ) = ejωdT − e−jωdT , a equação anterior torna-se
Hsub[z] = T
1
mωd
ze−ζωnT sen(ωdT )
(z2 − 2ze−ζωnT cos(ωdT ) + e−2ζωnT ) (2.76)
ou
Hsub[z] = T
1
mωd
z−1e−ζωnT sen(ωdT )
(1− 2z−1e−ζωnT cos(ωdT ) + z−2e−2ζωnT ) (2.77)
Utilizando a equação 2.31 e o modelo da FIGURA 20, a implementação desta
função de transferência pulsada em um filtro IIR é ilustrada na FIGURA 27.
FIGURA 27 – REALIZAÇÃO IIR DE SM1GL SUBAMORTECIDO
FONTE: o autor.
Para o caso criticamente amortecido, a FRI é dada pela equação 2.56, que é
repetida aqui por conveniência.
hcrit(t) =
1
m
te−ωnt1(t)
Discretizando esta equação por um intervalo de amostragem T , e aplicando o
critério dado pela equação 2.44, encontra-se
hcrit[n] =
T
m
nTe−ωnnT1[n] (2.78)
Aplicando, agora, a transformada z, como definida pela equação 2.7, resulta
que
m
T 2
Hcrit[z] = 0 + 1Cz
−1 + 2C2z−2 + 3C3z−3 + · · · (2.79)
onde C = e−ωnT . Multiplicando a equação acima por C−1z obtêm-se
m
T 2
(C−1z)Hcrit[z] = 1 + 2Cz−1 + 3C2z−2 + 4C3z−3 + · · · (2.80)
55
Subtraindo a equação 2.80 da equação 2.79, chega-se a
m
T 2
(C−1z − 1)Hcrit[z] = 1 + Cz−1 + C2z−2 + C3z−3 + · · · (2.81)
Reconhecendo a progressão geométrica infinita de Cz−1 e considerando
|Cz−1| < 1, pode-se compactar a equação acima por
m
T 2
(C−1z − 1)Hcrit[z] = 1
1− C−1z (2.82)
Isolando Hcrit[z], resulta que
Hcrit[z] = T
2 1
m
zC
(z2 − 2Cz + C2) = T
2 1
m
ze−ωnT
(z2 − 2e−ωnT z + e−2ωnT ) (2.83)
ou então
Hcrit[z] = T
2 1
m
z−1C
(1− 2Cz−1 + z−2C2) = T
2 1
m
z−1e−ωnT
(1− 2z−1e−ωnT + z−2e−2ωnT ) (2.84)
Utilizando a equação 2.31 e o modelo da FIGURA 20, a implementação desta
função de transferência pulsada em um filtro IIR é ilustrada na FIGURA 28.
FIGURA 28 – REALIZAÇÃO IIR DE SM1GL CRITICAMENTE AMORTECIDO
FONTE: o autor.
Por fim, para o caso criticamente amortecido, a FRI é dada pela equação 2.56,
que é repetida abaixo por conveniência.
hsuper(t) =
1
mωs
e−ζωntsenh(ωst)1(t)
Discretizando esta equação por um intervalo de amostragem T , e aplicando o
critério dado pela equação 2.44, encontra-se
hsuper[n] = T
1
mωs
e−ζωnnT senh(ωsnT )1[n] (2.85)
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Representando a função senh desta equação em exponenciais complexas,
resulta em
hsuper[nT ] = T
1
2mωs
(e(−ζωn+ωs)Tn − e(−ζωn−ωs)Tn)1[n] (2.86)
Aplicando agora o par da transformada z dada pela equação 2.10, obtém-se
que
Hsuper[z] = T
1
2mωs
(
z
z − e(−ζωn+ωs)T −
z
z − e(−ζωn−ωs)T ) (2.87)
Encontrando o denominador comum, expandindo e reconhecendo que 2cosh(ωsT ) =
eωsT + e−ωsT e 2senh(ωsT ) = eωsT − e−ωsT , a equação acima torna-se
Hsuper[z] = T
1
mωs
ze−ζωnT senh(ωsT )
(z2 − 2ze−ζωnT cosh(ωsT ) + e−2ζωnT ) (2.88)
ou
Hsuper[z] = T
1
mωs
z−1e−ζωnT senh(ωsT )
(1− 2z−1e−ζωnT cosh(ωsT ) + z−2e−2ζωnT ) (2.89)
Utilizando a equação 2.31 e o modelo da FIGURA 20, a implementação desta
função de transferência pulsada em um filtro IIR é ilustrada na FIGURA 29.
FIGURA 29 – REALIZAÇÃO IIR DE SM1GL SUPERAMORTECIDO
FONTE: o autor.
Reunindo as equações 2.68, 2.73, 2.78 e 2.85, pode-se escrever uma única
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equação para hmck[n], dada por
hmck[n] =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
T 1
mωn
sen(ωnnT )1[n] para ζ = 0;
T 1
mωd
e−ζωnnT sen(ωdnT )1[n] para 0 < ζ < 1;
T 1
m
nTe−ωnnT1[n] para ζ = 1;
T 1
mωs
e−ζωnnT senh(ωsnT )1[n] para ζ > 1.
. (2.90)
Reunindo as equações, 2.68, 2.73, 2.78 e 2.85 pode-se escrever, também, uma única
equação para Hmck[z], dada por
Hmck[z] =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
T 1
mωn
zsen(ωnT )
(z2−2zcos(ωnT )+1) para ζ = 0;
T 1
mωd
ze−ζωnT sen(ωdT )
(z2−2ze−ζωnT cos(ωdT )+e−2ζωnT ) para 0 < ζ < 1;
T 1
m
zTe−ωnT
(z2−2e−ωnT z+e−2ωnT ) para ζ = 1;
T 1
mωs
ze−ζωnT senh(ωsT )
(z2−2ze−ζωnT cosh(ωsT )+e−2ζωnT ) para ζ > 1.
. (2.91)
A FIGURA 30 apresenta a sequência discreta da FRP para cada um dos tipos
de amortecimento de hmck[n]. Já a FIGURA 31 apresenta os polos de Hmck[z], e sua
posição relativa na circunferência unitária. Um fato teórico a ser observado na FIGURA
31 é de que o módulo de cada polo sempre será menor, ou igual à unidade, uma vez
que são exponenciais complexas elevadas a um valor real negativo ou igual a zero. Isto
é esperado pelo fato que o sistema MCK é sempre estável ou marginalmente estável
(para m e k > 0, c ≥ 0, k ≥ 0), e, portanto, sua emulação digital também deve ser
(sistemas discretos no tempo são estáveis quando todos os seus polos encontram-se
dentro da circunferência unitária, e marginalmente estável quando existem polos na
circunferência unitária (LATHI, 2005)).
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FIGURA 30 – CURVAS DE hmck[n]
FONTE: o autor.
FIGURA 31 – POLOS DE Hmck[z]
FONTE: o autor.
Para visualizar parcialmente, no domínio da frequência, a eficiência do modelo
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da equação 2.91 em realizar o modelo da equação 2.50, substitui-se s por jω na
equação 2.50, obtendo-se
H(jω) =
1
m
−ω2 + 2jζωnω + ω2n
(2.92)
Já com a substituição de z por ejΩ na equação 2.91, para 0 < ζ < 1, chega-se a
Hmck,sub[e
jΩ] = T
1
mωd
ejΩe−ζωnT sen(ωdT )
(e2jΩ − 2ejΩe−ζωnT cos(ωdT ) + e−2ζωnT ) (2.93)
As curvas em azul e vermelho da FIGURA 32 são as FRFs da equação
2.92 e da equação 2.93, respectivamente, para m = 1 kg, ζ = 0, 001, fn = 14 Hz,
fa = 1/T = 250 Hz. Foi utilizado, como intervalo entre os pontos no eixo das abscissas,
df = 0, 025 Hz. Assim, para se ter concordância nos dois modelos, o intervalo da
frequência circular em tempo discreto dΩ deverá ser 2πdfT .
FIGURA 32 – FRF DAS EQUAÇÕES 2.92 E 2.93 PARA fn = 14 Hz
0 25 50 75 100 125
Frequência [Hz]
1E-06
1E-05
0.0001
0.001
0.01
Am
pl
itu
de
[m
]
0 25 50 75 100 125
Frequência [Hz]
-200
-150
-100
-50
0
50
100
150
Fa
se
[g
ra
us
]
FONTE: o autor.
A FIGURA 33 apresenta o mesmo resultado da FIGURA 32, porém com
fn = 90 Hz.
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FIGURA 33 – FRF DAS EQUAÇÕES 2.92 E 2.93 PARA fn = 90 Hz
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FONTE: o autor.
Observa-se que o modelo perde exatidão à medida que se aproxima da frequên-
cia de Nyquist fny = fa/2 = 125 Hz.
Os filtros FIR também podem ser usados para emular um sistema MCK. Con-
tudo, essa realização não é tão conveniente em relação à realização por filtros IIR,
como será exposto abaixo.
Para a realização por filtros FIR, ao aplicar-se a transformada-z, dada pela
equação 2.7, na equação 2.90, resulta que
H[z] = hmck[0] + hmck[1]z
−1 + hmck[2]z−2 + hmck[3]z−3 + · · · (2.94)
Assim, comparando a equação 2.32 com a equação acima, observa-se que
bi = h[i] para 0 < i < N , onde N é o número de coeficientes disponíveis no filtro a ser
utilizado para implementação (isto é, o comprimento transversal do filtro). Desta forma,
a implementação FIR é apresentada na FIGURA 34.
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FIGURA 34 – REALIZAÇÃO FIR DE SM1GL
FONTE: o autor.
Decorre, portanto, que:
• O número de coeficientes do filtro é finito no valor de N , e como hmck[n] em
cada um dos casos de amortecimento se estende até o infinito, o filtro irá truncar
h[n] em i = N , desconsiderando todos os coeficientes h[i] para i > N que,
supostamente, deveriam estar contemplados no modelo. Já para filtros IIR isto
não ocorre, pois ele terá a FRI exatamente igual a hmck[n], utilizando apenas
quatro coeficientes, dois recursivos e dois não recursivos.
• Quanto menor o amortecimento do sistema, menor é o decaimento da envoltória
exponencial de hmck[n] e, portanto, maior o número de coeficientes que o filtro FIR
deverá possuir para emular o sistema de forma satisfatória. Recorda-se aqui que
sistemas mecânicos, em sua grande maioria, apresentam baixo amortecimento
(ζ < 0, 001).
• O alto número de coeficientes para a simulação via filtro FIR poderá exigir muito
dos recursos de computação na simulação, tanto de memória, como de processa-
mento.
2.6 SISTEMA MECÂNICO COM MÚLTIPLOS GRAUS DE LIBERDADE
Um sistema com múltiplos graus de liberdade (SMMGL), linear invariante
no tempo, sem termos e /ou circulatórios, pode ser modelado no tocante ao seu
comportamento vibratório pela seguinte equação diferencial matricial de movimento:
Mẍ+Cẋ+Kx = f(t) (2.95)
onde M é a matriz de massa, C é a matriz de amortecimento viscoso, K é a matriz de
rigidez,
x(t)T =
[
x1(t) x2(t) · · · xm(t)
]T
(2.96)
62
é o sinal vetorial de deslocamento,
ẋ(t)T =
[
ẋ1(t) ẋ2(t) · · · ẋm(t)
]T
(2.97)
é o sinal vetorial de velocidade,
ẍ(t)T =
[
ẍ1(t) ẍ2(t) · · · ẍm(t)
]T
(2.98)
é o sinal vetorial de aceleração, f(t) é o sinal vetorial de forças aplicadas, e m é o
número de graus de liberdade.
2.6.1 Solução por Análise Modal
Caso a matriz de amortecimento C seja proporcional, ou seja, C = αM+ βK,
onde α e β são constantes positivas, a equação 2.95, inicialmente acoplada, pode ser
desacoplada por um procedimento denominado análise modal (RAO, 2016); (INMAN,
2007). Nesse procedimento, largamente conhecido, faz-se uma transformação de
coordenadas, das coordenadas físicas x(t) para as coordenadas modais r(t), em que
x(t) = Ur(t) (2.99)
e, portanto,
r(t) = U−1x(t) (2.100)
A matriz U contém os modos de vibrar do sistema e é dada por
U = L−1P (2.101)
onde L−1 é a inversa da matriz L, triangular superior, obtida da decomposição de
Choleski da matriz de massa M (M = LTL) e P é a matriz que contém, em colunas,
os autovetores ortonormais da matriz K̃ = (LT )−1KL−1.
Levando a equação 2.99 na equação 2.95, obtém-se
MUr̈(t) +CUṙ(t) +KUr(t) = f(t) (2.102)
Pré multiplicando a equação 2.102 por UT , tem-se
UTMUr̈(t) +UTCUṙ(t) +UTKUr(t) = UTf(t) (2.103)
Ocorre que
UTMU = (L−1P)TM(L−1P) = PT (L−1)TML−1P = PT (LT )−1LTLL−1P = I (2.104)
UTKU = (L−1P)TK(L−1P) = PT (L−1)TKL−1P
= PT (LT )−1KL−1P = PT K̃P = Λ
(2.105)
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onde Λ é a matriz diagonal contendo os autovalores da matriz K̃. Esses autovalores
são as frequências naturais do sistema ao quadrado.
Nas operações acima, usa-se os seguintes fatos:
• Propriedade da matriz L:
(L−1)T = (LT )−1; (2.106)
• autovetores ortonormais:
PTP = I (2.107)
• A matriz K̃, que é simétrica, pode ser diagonalizada por seus autovetores através
de PT K̃P.
Em decorrência das Equações 2.104 e 2.105, tem-se que
UTCU = UT (αM+ βK)U = αUTMU+ βUTKU = αI+ βΛ (2.108)
Levando as Equações 2.104, 2.105, e 2.108 em 2.103, chega-se a
Ir̈(t) + (αI+ βΛ)ṙ(t) + Λr(t) = UTf(t) (2.109)
em que a matriz Λ é dada por
Λ =
⎡
⎢⎢⎢⎢⎣
ω2n1 0 · · · 0
0 ω2n2 · · · 0
...
... . . .
...
0 0 · · · ω2nm
⎤
⎥⎥⎥⎥⎦ (2.110)
sendo ωni a frequência natural do i-ésimo modo (i = 1, 2, · · · ,m).
A equação 2.109 é um sistema de equações diferenciais ordinárias lineares de
segunda ordem, desacopladas nas coordenadas modais r(t). É conveniente introduzir
o conceito de amortecimento modal, de modo que
(αI+ βΛ)ṙ(t) = Υṙ(t) (2.111)
onde a matriz Υ é dada por
Υ =
⎡
⎢⎢⎢⎢⎣
2ζ1ωn1 0 · · · 0
0 2ζ2ωn2 · · · 0
...
... . . .
...
0 0 · · · 2ζmωnm
⎤
⎥⎥⎥⎥⎦ (2.112)
e ζi é a i-ésima razão de amortecimento modal.
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Desta forma, a equação 2.109 pode ser rescrita na forma
Ir̈(t) +Υṙ(t)) +Λr(t) = UT f(t) (2.113)
em que cada uma das equações componentes pode ser resolvida isoladamente. Anali-
sando a transformação matricial U ilustrada na FIGURA 35, e levando em consideração
as soluções individuais da equação 2.109, pode-se constatar que a solução em coor-
denadas físicas virá a equação 2.99, em que cada coluna da matriz U multiplica uma
única solução da equação 2.109.
FIGURA 35 – TRANSFORMAÇÃO ENTRE COORDENADAS FÍSICAS E MODAIS.
(a) (b)
FONTE: o autor.
LEGENDA: (a) De modais para físicas; (b) De físicas para modais.
Assim pode-se concluir que as a vibrações de um SMMGL, linear e invariante
no tempo, resultam de combinações lineares de m configurações físicas específicas
distintas, u1,u2, · · · ,um, os modos de vibrar, cada qual associado com uma solução na
forma de um SM1GL com FRI específica, hmck,1(t), hmck,2(t), · · · , hmck,m(t). Essas FRIs
são tais que ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
hmck,1(t) = f(ωn1, ζ1, t) (FRI associado ao modo u1)
hmck,2(t) = f(ωn2, ζ2, t) (FRI associado ao modo u2)
...
hmck,M(t) = f(ωnM , ζM , t)(FRI associado ao modo uM)
(2.114)
onde ωn,1, ωn,2, · · · , ωn,M são as frequências naturais dispostas na diagonal de Λ,
ζ1, ζ2, · · · , ζM são as razões de amortecimento modal, presentes na diagonal da matriz
Υ.
Através da equação 2.114 e da FIGURA 35, é possível realizar o sistema de
múltiplos graus de liberdade conforme a FIGURA 36, que é equivalente à FIGURA 37.
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FIGURA 36 – REALIZAÇÃO DE SMMGL EM TEMPO CONTÍNUO VERSÃO 1
FONTE: o autor.
FIGURA 37 – REALIZAÇÃO DE SMMGL EM TEMPO CONTÍNUO VERSÃO 2
FONTE: o autor.
2.6.2 Funções Resposta ao Impulso, Funções de Transferência e Funções Resposta
em Frequência de um Sistema com Múltiplos Graus de Liberdade (Tempo
Contínuo)
Por generalidade, um sistema mecânico com múltiplos graus de liberdade deve
ser tratado como MIMO. Seu modelo deve ser configurado de forma que existam m
entradas de força e m saídas de deslocamento, uma para cada grau de liberdade.
Neste arranjo, portanto, ele apresenta mm = m2 funções resposta ao impulso, uma
para cada combinação entre as entradas de força e as saídas de deslocamento.
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Para determinar estas funções resposta ao impulso, considera-se uma entrada
impulsiva apenas no elemento i no vetor f(t) da FIGURA 37. Isto leva ao desenvolvi-
mento da FIGURA 38 onde uk.i representa o i-ésimo elemento do vetor modal uk para
k = 1, 2, · · · ,M . Recorda-se aqui que um sistema responde com sua FRI quando é
submetida a uma entrada impulsiva, resultado este utilizado na geração da FIGURA
38.
FIGURA 38 – ENTRADA IMPULSIVA EM SMMGL EM TEMPO CONTÍNUO
i-ésimo
elemento
FONTE: o autor.
Nota-se da FIGURA 38 que
hMCK._i(t) = u1.iu1hmck.1(t) + u2.iu2hmck.2(t) + · · ·+ um.iumhmck.m(t) (2.115)
onde cada elemento de hMCK_i(t) representa a FRI em uma coordenada generalizada
do sistema, quando submetida a uma entrada impulsiva no elemento i do vetor f(t).
Assim, a FRI associada a uma a entrada impulsiva no elemento i e à saída
correspondente no elemento j do sistema é dada por
hMCK.ji(t) = u1.iu1.jhmck.1(t) + u2.iu2.jhmck.2(t) + · · ·+ uM.iuM.jhmck.M(t)
=
∑M
k=1(uk.iuk.j)hmck.k(t)
(2.116)
ou
hMCK.ji(t) = [u1u
T
1 ]jihmck.1(t) + [u2u
T
2 ]jihmck.2(t) + · · ·+ [umuTm]jihmck.m(t)
=
∑m
k=1[uku
T
k ]jihmck.k(t)
(2.117)
onde uk.j representa o j-ésimo elemento do vetor modal uk, uk.i representa o i-ésimo
elemento do vetor modal uk e [ukuTk ]ji representa o elemento da linha j e da coluna i
da matriz
uTkuk =
⎡
⎢⎢⎢⎢⎣
uk.1uk.1 uk.1uk.2 · · · uk.1uk.m
uk.2uk.1 uk.2uk.2 · · · uk.2uk.m
...
... . . .
...
uk.muk.1 uk.muk.2 · · · uk.muk.m
⎤
⎥⎥⎥⎥⎦
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Este resultado pode ser imediatamente estendido para funções de transferência.
Considerando a transformada de Laplace na FIGURA 38, obtém-se a FIGURA 39.
FIGURA 39 – ENTRADA IMPULSIVA EM SMMGL NO DOMÍNIO DE LAPLACE
i-ésimo
elemento
FONTE: o autor.
Também pelo uso da transformada de Laplace nas Equações 2.116 e 2.117,
decorre que
HMCK.ji(s) = u1.iu1.jHmck.1(s) + u2.iu2.jHmck.2(s) + · · ·+ um.ium.jHmck.m(s)
=
∑m
k=1(uk.iuk.j)Hmck.k(s)
(2.118)
ou
HMCK.ji(s) = [u
T
1 u1]jiHmck.1(s) + [u
T
2 u2]jiHmck.2(s) + · · ·+ [uTMuM ]jiHmck.M(s)
=
∑M
k=1[uku
T
k ]jiHmck.k(s)
(2.119)
As FRF são formulas quando s = jω nas Equações 2.118, 2.119 resultando em
HMCK.ji(ω) = u1.iu1.jHmck.1(ω) + u2.iu2.jHmck.2(ω) + · · ·+ um.ium.jHmck.m(ω)
=
∑m
k=1(uk.iuk.j)Hmck.k(ω)
(2.120)
ou
HMCK.ji(ω) = [u1u
T
1 ]jiHmck.1(ω) + [u2u
T
2 ]jiHmck.2(ω) + · · ·+ [umuTm]jiHmck.m(ω) =
=
∑m
k=1[uku
T
k ]jiHmck.k(ω)
(2.121)
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2.7 EMULAÇÃO DE SISTEMA MECÂNICO COM MÚLTIPLOS GRAUS DE LIBER-
DADE
2.7.1 Visão Geral
A extensão da emulação para SMMGL pode ser feita de forma imediata através
da implementação de filtros IIR no espaço modal, caso sejam fornecidas as informações
sobre os parâmetros modais do sistema. Serão empregados, então, as equações
2.113 além das transformações entre o sinal vetorial discreto x[n], que se encontra em
coordenadas físicas, para o sinal vetorial discreto r[n], que se encontra nas coordenadas
modais, através da matriz modal U, e de sua iversa, U−1.
Com isto em mente, a implementação via diagrama de blocos é ilustrada na
FIGURA 40, onde hmck,1[n], hmck,2[n], · · · , hmck,m[n] são as funções resposta pulsada
associadas a cada modo de vibrar, na forma da equação 2.90. Elas são funções tais
que ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
hmck,1[n] = f [ωn,1, ζ1, n] (FRP associado ao modo u1)
hmck,2[n] = f [ωn,2, ζ2, n] (FRP associado ao modo u2)
...
hmck,m[n] = f [ωn,m, ζm, n](FRP associado ao modo um)
(2.122)
onde ωn1, ωn2, · · · , ωnm são as frequências naturais dispostas na diagonal da matriz Λ,
ζ1, ζ2, · · · , ζm são as razões de amortecimento modal, presentes na diagonal da matriz
Υ.
FIGURA 40 – REALIZAÇÃO DE SMMGL EM TEMPO DISCRETO
FONTE: o autor.
Uma outra forma de realizar este mesmo sistema é o exposto na FIGURA 41.
Destacam-se, nesse diagrama, as chaves ch1, ch2, · · · e chm. Elas podem ser acionadas
em uma combinação específica, de forma que apenas os modos de interesse sejam
contemplados na solução, diminuindo assim, os esforços computacionais. Esta técnica
é denominada truncamento modal (MACIEL; BARBOSA, 2015).
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FIGURA 41 – REALIZAÇÃO DE SMMGL NO TEMPO DISCRETO 2
FONTE: o autor.
2.7.2 Funções Resposta Pulsada, Funções de Transferência Pulsada e Funções
Resposta em Frequência de um Sistema com Múltiplos Graus de Liberdade
(Tempo Discreto)
Procede-se aqui de forma análoga ao executado na seção 2.6.2 para obter as
FRIs, funções de transferência e funções resposta em frequência em sistemas com
múltiplos graus de liberdade em tempo contínuo, será utilizado, aqui, para formular
as FRP, funções de transferência pulsada e funções resposta em frequência de um
SMMGL em tempo discreto.
Para obter as funções resposta pulsada, considera-se uma entrada do tipo
pulso apenas no elemento i no vetor f [n] da FIGURA 41. Isto leva a geração da FIGURA
42, onde uk.i representa o i-ésimo elemento do vetor modal uk para k = 1, 2, · · · ,m.
Recorda-se aqui que um sistema responde com sua FRP quando é submetido a uma
entrada do tipo pulso, resultado este utilizado na FIGURA 42.
FIGURA 42 – ENTRADA IMPULSIVA EM SMMGL EM TEMPO DISCRETO
i-ésimo
elemento
FONTE: o autor.
Nota-se, da FIGURA 42, que
hMCK._i[n] = u1.iu1hmck.1[n] + u2.iu2hmck.2[n] + · · ·+ um.iumhmck.m[n] (2.123)
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onde cada elemento de hMCK_i[n] representa a FRP em uma coordenada generalizada
do sistema, quando submetido a uma entrada do tipo pulso no elemento i do vetor f [n].
Assim, a FRP associado a entrada do tipo pulso no elemento i e à saída
correspondente no elemento j do sistema, é dada por
hMCK.ji[n] = u1.iu1.jhmck.1[n] + u2.iu2.jhmck.2[n] + · · ·+ um.ium.jhmck.m[n]
=
∑m
k=1(uk.iuk.j)hmck.k[n]
(2.124)
ou
hMCK.ji[n] = [u1u
T
1 ]jihmck.1[n] + [u2u
T
2 ]jihmck.2[n] + · · ·+ [umuTm]jihmck.m[n]
=
∑m
k=1[uku
T
k ]jihmck.k[n]
(2.125)
onde uk.j representa o j-ésimo elemento do vetor modal uk, uk.i representa o i-ésimo
elemento do vetor modal uk e [ukuTk ]ji representa o elemento da linha j e da coluna i
da matriz
uTkuk =
⎡
⎢⎢⎢⎢⎣
uk.1uk.1 uk.1uk.2 · · · uk.1uk.m
uk.2uk.1 uk.2uk.2 · · · uk.2uk.m
...
...
...
...
uk.muk.1 uk.muk.2 · · · uk.muk.m
⎤
⎥⎥⎥⎥⎦
Este resultado pode ser imediatamente estendido para funções de transferência
pulsada. Considerando a transformada z na FIGURA 42, obtém-se a FIGURA 43.
FIGURA 43 – ENTRADA IMPULSIVA EM SMMGL NO DOMÍNIO z
i-ésimo
elemento
FONTE: o autor.
Também pelo uso da transformada z nas Equações 2.124 e 2.125, decorre que
HMCK.ji[z] = u1.iu1.jHmck.1[z] + u2.iu2.jHmck.2[z] + · · ·+ um.ium.jHmck.m[z]
=
∑m
k=1(uk.iuk.j)Hmck.k[z]
(2.126)
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e
HMCK.ji[z] = [u1u
T
1 ]jiHmck.1[z] + [u2u
T
2 ]jiHmck.2[z] + · · ·+ [uMuTM ]jiHmck.M [z]
=
∑M
k=1[uku
T
k ]jiHmck.k[z]
(2.127)
As FRFs podem ser determinadas fazendo z = ejΩ nas Equações 2.126 e
2.127, resultando em
HMCK.ji(e
jΩ) = u1.iu1.jHmck.1(e
jΩ) + u2.iu2.jHmck.2(e
jΩ) + · · ·+ um.ium.jHmck.m(ejΩ)
=
∑m
k=1(uk.iuk.j)Hmck.k(e
jΩ)
(2.128)
ou
HMCK.ji(e
jΩ) = [u1u
T
1 ]jiHmck.1(e
jΩ) + [u2u
T
2 ]jiHmck.2(e
jΩ) + · · ·+ [umuTm]jiHmck.m(ejΩ)
=
∑m
k=1[uku
T
k ]jiHmck.k(e
jΩ)
(2.129)
2.8 MODELO DE UMA VIGA ENGASTADA LIVRE
Concluindo o presente capítulo, serão apresentados de forma concisa, nesta
seção, as ideias centrais para a elaboração de um modelo discreto elementar para a
descrição do comportamento vibratório à flexão de uma viga engastada-livre, metálica,
delgada e uniforme, conforme mostra a FIGURA 44.
FIGURA 44 – VIGA ENGASTADA-LIVRE
Parâmetros da Viga
FONTE: o autor.
Como já exposto, uma viga sob essas condições é objeto de investigação nesta
dissertação e o modelo aqui tratado, ainda que elementar, será satisfatório para as
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atividades de simulação, sendo que sua implementação, para tal fim, se dará conforme
os desenvolvimentos expostos nas seções anteriores.
Assim sendo, para o modelo discreto aqui elaborado, serão obtidas as matri-
zes de massa e rigidez correspondentes. A partir dessas matrizes, serão obtidas os
parâmetros modais requeridos para a emulação do comportamento da viga por meio
de filtros digitais. A exatidão do modelo elaborado será verificada, posteriormente, a
partir da teoria de sistemas contínuos e de experimentos.
Na FIGURA 44, tem-se que v(x, t) é a deflexão (deslocamento) da viga, que
depende da variável espacial x e do tempo t. Os parâmetros da viga são os seguintes:
E, o módulo de elasticidade da viga; ρ, a densidade do material da viga; A, a área da
seção transversal da viga; I, o momento de inércia de área, também associado à seção
transversal e ao eixo em torno do qual se dá a flexão; L, o comprimento da viga. As
unidades correspondentes são as do SI.
Para a viga em questão, sabe-se, da teoria de vibrações à flexão em sistemas
com parâmetros distribuídos (D. J INMAN, 2013) que as frequências naturais, em rad/s,
são dadas por
ωni = β
2
i
√
ρA
EI
,para i = 1, 2, · · · (2.130)
ao passo que, em Hz, são dadas por
fni =
1
2π
β2i
√
ρA
EI
para i = 1, 2, · · · (2.131)
Os coeficientes βi são tais que
βiL = (
(2i− 1)π
2
+ ei) para i = 1, 2, · · · (2.132)
em que e1 = 0, 3042, e2 = −0, 018, e3 = 0, 0012 e ei ∼= 0 para i > 3.
Já os modos de vibrar associados são dadas por
Wi(x) = senh(βix)− sen(βix)+
− (senh(βiL)+sen(βiL))
(cosh(βiL)+cos(βiL))
(senh(βix)− sen(βix))
(2.133)
onde W (x) é a função que descreve o modo, ao longo do comprimento da viga. A
FIGURA 45 ilustra o primeiro modo de vibrar de uma viga engastada-livre, em vermelho,
e também o segundo, em verde.
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FIGURA 45 – MODOS DE VIBRAR DE UMA VIGA ENGASTADA-LIVRE
0 250 500 750 1000
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FONTE: o autor.
Os parâmetros modais expostos acima podem ser aproximados atravéz do
seguinte modelo discreto. Inicialmente, divide-se a viga em N partes e distribui-se a
massa dessas partes para a constituição de elementos de massa concentrada, como
visto na FIGURA 46.
FIGURA 46 – VIGA ENGASTADA-LIVRE DISCRETIZADA
(a)
(b)
(c)
FONTE: o autor.
LEGENDA: (a) Coordenadas generalizadas ao longo da fronteira dos elementos
da viga; (b) Distribuição da inércia ao longo dos elementos; (c) Modelo
Discreto.
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A cada um desses elementos, é atribuído um valor de massa e uma coordenada
generalizada de deslocamento, como também ilustrado na FIGURA 46.
Para o modelo da FIGURA 46, a matriz de massa M é dada por
M =
1
N
⎡
⎢⎢⎢⎢⎣
mviga
2
0 · · · 0
0 mviga · · · 0
...
...
...
...
0 0 · · · mviga
⎤
⎥⎥⎥⎥⎦ (2.134)
Para a determinação da matriz de rigidez K, parte-se do fato de que ela é
inversa da matriz de flexibilidade A, ou seja (HIBBELER; FAN, 2011)
K = A−1 (2.135)
As colunas de A podem ser determinadas aplicando-se uma força unitária
estática concentrada em cada um dos elementos da FIGURA 46 e calculando-se os
deslocamentos correspondentes em todos os elementos, pois, pela definição da matriz
de flexibilidade
ve = Af (2.136)
onde ve é o vetor de deslocamentos estáticos nos elementos e f é o vetor de forças
estáticos. Ou seja ⎡
⎢⎢⎢⎢⎣
ve1
ve2
...
veN
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎣
a11 a12 · · · a1m
a21 a22 · · · a2m
...
...
...
...
am1 am2 · · · amm
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
0
1
...
0
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎣
a1j
a2j
...
amj
⎤
⎥⎥⎥⎥⎦ (2.137)
Os deslocamentos em questão podem ser obtidos pela aplicação das equações
de equilíbrio estático ao caso de uma viga engastada-livre, (HIBBELER; FAN, 2011),
de modo que
ve(x, a) =
1
6EI
(3ax2 − x3) .para a > x (2.138)
Discretizando a variável x na forma x = kΔx, e a variável a na forma a = lΔx,
e, em seguida, substituindo na equação acima, resulta que
ve(k, l) =
Δx3
6EI
(3k2l − k3) para l > k (2.139)
onde
Δx =
L
N
(2.140)
, e N é o número de elementos discretos.
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Desta forma, a parte triangular inferior da matriz A será dada por
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ve(k, l)k=N ;l=N ∗ ∗ · · · ∗
ve(k, l)k=(N−1);l=N ve(k, l)k=(N−1);l=(N−1) ∗ · · · ∗
ve(k, l)k=(N−2);l=N ve(k, l)k=(N−2);l=(N−1) ve(k, l)k=(N−2)8;l=(N−3) · · · ∗
ve(k, l)k=(N−3);l=N ve(k, l)k=(N−3);l=(N−1) ve(k, l)k=(N−3);l=(N−3) · · · ∗
...
...
...
...
...
ve(k, l)k=1;l=N ve(k, l)k=1;l=(N−1) ve(k, l)k=1;l=N · · · ve(k, l)k=1;l=1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.141)
Como a matriz A é necessariamente simétrica, portanto, a parte triangular
superior é obtida espelhando-se os elementos da parte triangular inferior. Já a determi-
nação da matriz K é feita pela da equação 2.135. Se for desejado que o engaste fique
no sentido reverso ao da FIGURA 44, basta considerar a transposta de A e reverter a
ordem dos elementos da diagonal de M .
Com as matrizes M e K obtidas acima, pode-se computar as frequências
naturais e os modos de vibrar normalizados, como exposto na seção 2.6. Já no tocante
às razões de amortecimento, recomenda-se que eles sejam estimados com base na
experiência ou experimentos (D. J INMAN, 2013), o que é feito no presente trabalho.
A partir do exposto acima pode-se simular digitalmente uma viga engastada
livre, aplicando o método descrito na seção 2.7. O diagrama de blocos da FIGURA 47
apresenta a notação deste modelo no tempo discreto, onde f [n] é o sinal vetorial de força
e x[n] é o sinal vetorial de deslocamento. Este modelo será utilizado posteriormente
para simular a viga em um estudo de caso de CAAV.
FIGURA 47 – REALIZAÇÃO EM TEMPO DISCRETO DE UMA VIGA ENGASTADA LIVRE
Viga Engastada-Livre
FONTE: o autor.
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3 CONTROLE DE VIBRAÇÕES
Como exposto no capítulo inicial, entende-se por controle de vibrações o
conjunto de medidas que visam manter a resposta dinâmica de um sistema mecânico
abaixo de níveis máximos considerados permitidos. Os níveis máximos permitidos têm
sido determinados pela experiência e estão, em grande parte, contidos em normas e
especificações.
Caso a medida de controle requeira manutenção de potência externa para
sua aplicação, ela será classificada como sendo de controle ativo. Caso contrário, ela
pertencerá à classe do controle passivo. à associação de medidas de controle passivo
com medidas de controle ativo tem-se dado denominação específica de controle misto,
ou híbrido.
Neste capítulo, será feita, uma exposição sobre técnicas de controle ativo e de
controle passivo. No tocante às técnicas de controle ativo por antecipação e controle
passivo por camadas viscoelásticas constritas, a exposição será mais detalhada, tendo
em vista a aplicação dessas técnicas no presente trabalho de pesquisa.
3.1 CONTROLE ATIVO DE VIBRAÇÕES
O objetivo principal do controle ativo de vibrações é reduzir, através da apli-
cação de forças de controle, a vibração provocada por fontes de perturbação em um
certo sistema. Os principais componentes do controle ativo são os sensores, a unidade
de controle, os atuadores e os amplificadores. Na literatura específica, é usual nomear
as forças de perturbação como forças primárias e as forças de controle como forças
secundárias. A arquitetura genérica de um sistema de controle ativo é mostrada na
FIGURA 48.
FIGURA 48 – ARQUITETURA GENÉRICA DE UM SISTEMA DE CONTROLE ATIVO DE
VIBRAÇÕES
Sensores
Unidade de Controle
(Controlador)
Amplificador Sistema Mecânico
Sinais 
de Controle
Sinais de
 Controle 
Amplificados
Atuadores
Sinais de Deslocamento/Velocidade/AceleraçãoSinais Correlacionados com a Resposta do Sistema  
Sinais 
de Erro
Forças de
Controle
Forças 
Resultantes
Sensores 
Sinais Correlacionados com a Perturbação
Forças de
Perturbação
+_
FONTE: o autor.
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Os sensores captam sinais com informações sobre as vibrações e/ou forças de
perturbação, e os transmitem para a unidade de controle. A unidade de controle, por
sua vez, processa esses sinais e, através de um algoritmo, gera os sinais de controle,
que são amplificados pelo amplificador. O sinal de controle amplificado é transmitido
para os atuadores, que convertem os sinais elétricos em sinais de força, que atuam no
sistema mecânico de interesse, em conjunto com as forças primárias.
O controle ativo pode ser implementado com base em três arquiteturas diferen-
tes, denominadas feedback, ou por retroalimentação, feedforward, ou por antecipação,
e ainda por uma arquitetura combinada feedforward-feedback, ou por retroalimentação-
antecipação. Essas arquiteturas serão abordadas na sequência, com maior ênfase na
arquitetura por antecipação, que é a empregada neste trabalho.
3.1.1 Arquitetura por Retroalimentação
Na arquitetura de controle ativo por retroalimentação, ou feedback, emprega-
se a resposta da estrutura para gerar a ação de controle. Observa-se que, nesta
arquitetura, o algoritmo de controle não necessita de sinais correlacionados com as
fontes de perturbação, o que não é o caso da arquitetura feedforward, que necessita
desses sinais. O processo de análise e o projeto da arquitetura feedback estão bem
descritos em Inman (2007) e Fuller, Elliott e Nelson (1996). Um diagrama de blocos
equivalente ao sistema de controle feedback, em sua forma genérica, é apresentado
na FIGURA 49.
FIGURA 49 – COMPONENTES DE UM SISTEMA DE CONTROLE FEEDBACK
FONTE: o autor.
A aplicação mais simples da arquitetura feedback em vibração é no controle
de um sistema massa mola amortecedor (MCK). Nesta aplicação, os sinais de desloca-
mento, velocidade e aceleração são medidos, multiplicados por constantes projetadas
Kd, Kv e Ka, respectivamente, e então somados entre si, gerando o sinal de controle.
Esse sinal, por sua vez, alimenta o amplificador e o atuador, que gera a ação de
controle na estrutura, conforme ilustra FIGURA 50.
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FIGURA 50 – CONTROLE FEEDBACK EM SISTEMA COM UM GRAU DE LIBERDADE
Fonte de Perturbação
+
Sinal Proporcional ao
Deslocamento
Sinal Proporcional à
Velocidade
Sinal Proporcional à
Aceleração
Força Perturbação
Deslocamento
Velocidade
Aceleração
Força Resultante
+
Amplificador/Atuador
_
Força de Controle
Sinal de Controle
Controlador
m
FONTE: o autor.
Para sistemas com maior número de graus de liberdade, e com vários sinais
de feedback, a abordagem em espaço de estado é normalmente utilizada (FULLER;
ELLIOTT; NELSON, 1996). Nesta abordagem, utiliza-se o produto matricial de uma
matriz de ganho de malha projetada B, pelo vetor de estados da estrutura, q[n],
calculando assim as diversas forças de controle que atuam em diferentes locais da
estrutura. A FIGURA 51 demonstra essa arquitetura de controle.
FIGURA 51 – CONTROLE FEEDBACK EM SISTEMA COM MÚLTIPLOS GRAUS DE LIBER-
DADE
Sistema Mecânico Discretizado
Fonte de Perturbação
+
_
Forças Resultantes
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de Controle
Sinais de Saída
Vetor 
de Estados
FONTE: o autor.
Em casos mais complexos, não se pode medir todos os sinais de estado da
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estrutura. Portanto, o que se faz é projetar um observador. Um observador é uma
entidade que estima todos os sinais de estado de um sistema, através de seus sinais
de saída e entrada. Assim, com poucos sensores na estrutura, é possível estimar
todas as suas variáveis de estados e realizar a ação de controle (FULLER; ELLIOTT;
NELSON, 1996). A FIGURA 52 demonstra a arquitetura feedback com o subsistema
de observação incorporado.
FIGURA 52 – SISTEMA DE OBSERVAÇÃO IMPLEMENTADO EM ARQUITETURA FEED-
BACK
Sistema Mecânico Discretizado
Fonte de Perturbação
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+
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FONTE: o autor.
Aplicações práticas demonstram que existem limitações na utilização de uma
arquitetura de controle que exige modelos físicos no seu projeto, como é o caso da
arquitetura feedback. Isto valorizou a ideia de se utilizar um modelo de identificação
dinâmico, que emprega diretamente os dados de entrada e saída, abordagem esta
adotada pela arquitetura de controle ativo por antecipação (LANDAU et al., 2017).
3.1.2 Arquitetura por Antecipação
3.1.2.1 Visão Geral
A estratégia de controle por antecipação consiste em gerar uma interferência
destrutiva entre o sinal de aceleração gerado pela ação de controle e o sinal de
aceleração gerado pela fonte de perturbação, em um dado ponto de desempenho
do sistema mecânico. Nesta estratégia, o movimento do ponto de desempenho é
monitorado em tempo real através de um sensor de vibração, designado como sensor
de erro. As localizações do ponto de desempenho e do ponto onde ocorre a ação de
controle são variáveis de projeto. O processo de análise e o projeto desta arquitetura
estão bem descritos em Fuller, Elliott e Nelson (1996) e aplicações recentes desta
arquitetura são encontrados em Landau et al. (2017).
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Em geral, os pontos de ação de controle, perturbação e desempenho não
coincidem em um mesmo local da estrutura. Acrescenta-se a isso o fato de que o
sinal de controle e os sinais captados pelos sensores devem ser transmitidos para que
cheguem até seus destinos. Em vista disso, surge a necessidade de três definições de
funções de transferência, dadas abaixo.
A função de transferência que relaciona a fonte de perturbação e o efeito
provocado em aceleração, no ponto de desempenho é definida como caminho primário.
Já a função de transferência que relaciona a fonte de geração do sinal de controle e o
efeito provocado em aceleração no ponto de desempenho é definida como caminho
secundário. Por fim, a função de transferência que relaciona entre a fonte de geração
do sinal de controle e o efeito provocado em aceleração no ponto onde ocorre a
perturbação é definida como caminho de feedback. A FIGURA 53 apresenta cada um
destes caminhos para uma viga engastada livre.
FIGURA 53 – CAMINHOS DE INTERESSE EM VIGA ENGASTADA LIVRE
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FONTE: o autor.
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A FIGURA 54 representa, através de um diagrama de blocos, o caminho primá-
rio e o caminho secundário de um sistema de CAAV feedforward. Observa-se nesta
figura a ação da fonte de perturbação gerando a aceleração primária no ponto de
desempenho, e a ação do controle gerando a aceleração secundária no ponto de de-
sempenho. O paradigma da arquitetura feedforward é realizar a interferência destrutiva
entre essas acelerações, levando a potência do sinal (aceleração) de desempenho a
um mínimo.
FIGURA 54 – REPRESENTAÇÃO EM DIAGRAMA DE BLOCOS DO CONTROLE FEED-
FORWARD APLICADO A SISTEMAS MECÂNICOS
Caminho Primário
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_
FONTE: o autor.
O sinal de controle requerido para o objetivo exposto acima é gerado através
de um esquema preditivo, que é atualizado de forma ótima a cada iteração. É devido a
essa natureza preditiva de controlar o sistema (também dito planta) que a arquitetura
de controle em questão é designada como antecipativa (do inglês feedforward, ou
“alimentar para frente”).
Para a unidade de controle gerar a força de controle, ela necessita de duas
informações: (1) um sinal de referência que esteja correlacionado com a fonte de
perturbação; (2) o sinal de vibração no ponto de desempenho do sistema mecânico.
Através do processamento desses sinais, realizada por filtros estáticos (FIR e IIR) e
filtros adaptativos (FIR), a unidade de controle gera o sinal de controle.
Os filtros FIR e IIR já foram apresentados no Capítulo 2. Já uma breve descrição
do que seja um filtro adaptativo será feita em sequência.
3.1.2.2 Filtros Adaptativos e Algoritmo LMS
Um filtro adaptativo é um filtro cujos coeficientes podem ser continuamente
modificados ("adaptados") de modo que ele passe a realizar, de forma ótima, sua função.
Distinguem-se, portanto, dos filtros estáticos, nos quais os coeficientes são fixos. Uma
aplicação para um filtro adaptativo, de interesse nessa dissertação, é ilustrada na
FIGURA 55, em que o filtro é utilizado para processar o sinal de entrada de tal forma
que seu sinal de saída seja uma boa estimativa de um dado sinal desejado, gerando
um sinal de erro tão baixo quanto possível.
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FIGURA 55 – APLICAÇÃO PARA ADAPTATIVO
Filtro Adaptativo
Sinal de Entrada Sinal de Saída
Sinal
Desejado
Sinal de Erro
FONTE: o autor.
O algoritmo LMS, inicialmente proposto por Widrow e Hoff em 1960 (FARHANG-
BOROUJENY, 2013), e suas variações são, no presente, as mais utilizadas na prática
para a realização de filtros adaptativos. Este amplo espectro de aplicações pode ser
atribuído simplicidade e robustez. São expostas abaixo ideias fundamentais sobre filtros
e algoritmos adaptativos, conforme Farhang-Boroujeny (2013).
A FIGURA 56 ilustra um filtro FIR adaptativo com N coeficientes. Como já
exposto, a diferença desse filtro ao filtro FIR convencional, ou estático, reside no fato
que seus coeficientes são variantes no tempo discreto. A saída desse filtro é
y[n] =
N−1∑
i=0
wi[n]x[n− i] (3.1)
A seleção dos coeficientes w0[n], w1[n], · · · , wn[n] é feita de forma tal que se
minimize, com base em uma certa função objetiva, o erro dado por
e[n] = d[n]− y[n] (3.2)
ou, empregando a equação 3.1, por
e[n] = d[n]−
N−1∑
i=0
wi[n]x[n− i] (3.3)
onde d[n] é o sinal desejado, o qual é correlacionado com o sinal de referência x[n].
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FIGURA 56 – FILTRO FIR ADAPTATIVO COM N COEFICIENTES
FONTE: (FARHANG-BOROUJENY, 2013)
O algoritmo LMS clássico é uma realização estocástica do método steepest-
descent (MSD) (FARHANG-BOROUJENY, 2013). A diferença entre tais algoritmos
reside no fato que a função objetivo, utilizada no MSD (erro quadrático médio) é
substituída por sua estimativa, dada por
ξ̂[n] = e2[n] (3.4)
para obtenção do algoritmo LMS. Assim, obtém-se a seguinte equação para adaptação
dos coeficientes (FARHANG-BOROUJENY, 2013):
w[n+ 1] = w[n] + 2μe[n]x[n] (3.5)
Considerando o exposto acima, podem ser listados os três passos que consti-
tuem o algoritmo LMS clássico. São eles:
• passo 1: filtrar o sinal de referência através do filtro FIR adaptativo (equação 3.1);
• passo 2: estimar o erro (equação 3.2);
• passo 3: adaptar os coeficientes através da equação recursiva LMS (equação
3.5).
A FIGURA 57 representa o diagrama de blocos do algoritmo LMS clássico. A ordem do
fluxo de sinais deste diagrama obedece os passos listados acima.
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FIGURA 57 – REALIZAÇÃO DE UMA FILTRAGEM ADAPTATIVA VIA LMS
LMS
FIR
FONTE: o autor.
Apesar do algoritmo LMS corresponder a uma realização estocástica do MSD,
cabe salientar que o intervalo do passo de adaptação μ que garante a convergência do
LMS não é iagual ao do MSD. Sob certas suposições, pode-se dizer que o algoritmo
LMS permanece estável se (FARHANG-BOROUJENY, 2013)
0 < μ <
1
3tr[R]
(3.6)
onde tr[R] é o traço da matriz de autocorrelação R do sinal de referência x[n].
Uma variação interessante do algoritmo LMS é o algoritmo LMS normalizado
(NLMS, de Normalized Least Mean Square). O algoritmo NLMS utiliza um procedimento
de normalização do passo de adaptação de forma a reduzir a sensibilidade do algoritmo
a variações de potência do sinal de entrada. Resulta, disso, um algoritmo que converge
de forma mais rápida (FARHANG-BOROUJENY, 2013). Sua equação recursiva é dada
por
w[n+ 1] = w[n] +
μ̄
xT [n]x[n] + ε
e[n]x[n] (3.7)
Nesta nova equação recursiva, os parâmetros μ̄ e ε são constantes reais
positivas, que devem ser selecionadas de forma apropriada. A razão de implementar
a constante ε é para prevenir divisão por um valor muito pequeno, quando a norma
euclidiana de x[n] for muito pequena. Já a constante μ̄ representa o passo de adaptação,
o qual controla a velocidade de convergência do algoritmo.
O algoritmo LMS também serve de base para outro algoritmo, o qual é larga-
mente empregado em controle de vibrações por antecipação. Trata-se do algoritmo
FxLMS que, por sua importância, será discutido separadamente a seguir.
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3.1.2.3 Algoritmo FxLMS
O diagrama de blocos apresentado na FIGURA 58 ilustra um esquema inicial do
CAAV em tempo discreto, onde x[n] é o sinal de referência, P [z] representa o caminho
primário, S[z] representa o caminho secundário e W [z] representa um filtro adaptativo
que busca a minimização do sinal de erro e[n]. Nota-se que este arranjo é um pouco
diferente do arranjo do algoritmo LMS clássico da FIGURA 57, pelo fato de existir um
bloco relativo ao caminho secundário, em cascata com o filtro adaptativo. Desta forma,
uma modificação é necessária no algoritmo LMS clássico, modificação essa que leva
ao algoritmo FxLMS (FxLMS, de Filtered-x Least Mean Square).
FIGURA 58 – DIAGRAMA BÁSICO CONTROLE ATIVO DE VIBRAÇÕES POR ANTECIPAÇÃO
FONTE: o autor.
O algoritmo FxLMS é obtido quando se aplica uma pré-filtragem no sinal de
referência, antes de alimentar o algoritmo de adaptação dos coeficientes da Equação
3.5. Essa pré-filtragem é realizada por um filtro FIR estático cuja função de transferência
Ŝ[z] é uma estimativa de S[z]. Dessa forma, a equação recursiva do algoritmo FxLMS é
w[n+ 1] = w[n] + 2μe[n]x′[n] (3.8)
onde o sinal x′[n] representa o sinal de referência pré-filtrado (FARHANG-BOROUJENY,
2013).
O diagrama de blocos da FIGURA 59 ilustra o algoritmo FxLMS.
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FIGURA 59 – DIAGRAMA BÁSICO COM USO DO FxLMS
LMS
FONTE: o autor.
Quando se usa, no algoritmo FxLMS, a equação 3.7 para adaptar os coeficien-
tes do filtro adaptativo, este algoritmo passa a se chamar de FxNLMS (de Filtered-x
Normalized Least Mean Square).
A solução fornecida pelo algoritmo FxNLMS ainda não contém tudo que é
necessário para que se tenha um algoritmo de controle de vibrações. Um outro problema
surge quando a ação de controle “realimenta” o sensor que faz a leitura do sinal de
referência, contaminando-o. Ou seja, a força de controle se propaga pela estrutura,
gerando uma superposição de seu efeito com o efeito da força de perturbação, afetando
a leitura do sinal de referência. Esse efeito pode gerar instabilidade no sistema de
controle, como exposto por Landau et al. (2017). A FIGURA 60 (a) apresenta essa
situação problema para uma viga engastada livre.
Uma maneira de solucionar tal problema é a implementação de um filtro FIR
estático denominado de “filtro de feedback”, o qual é projetado visando modelar o
caminho de feedback. Com este filtro, filtra-se (através dele) o sinal de controle e
subtrai-se o sinal filtrado do sinal de referência contaminado, obtendo-se, assim, uma
aproximação do sinal de referência em sua forma original. O diagrama de blocos da
FIGURA 60 (b) apresenta essa solução.
87
FIGURA 60 – EFEITO DO CAMINHO DE FEEDBACK NO ALGORITMO DE CONTROLE
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FONTE: o autor.
LEGENDA: (a) Força de controle contaminando sinal de referência via caminho de feedback. (b)
Descontaminação do sinal de referência via filtro de caminho de feedback.
A FIGURA 61 representa a implementação da unidade de controle em uma
estrutura genérica, através de um diagrama de blocos. Neste diagrama, observam-se:
as funções de transferência de interesse da estrutura; os conjuntos de filtros estáticos
e adaptativos; os fluxos de sinais; as configurações de conexões entre os sistemas e
o algoritmo adaptativo. A lista abaixo apresenta o significado de cada variável desta
figura.
• P [z] é o caminho primário;
• S[z] é o caminho secundário;
• F [z] é o caminho de feedback ;
• Ŝ[z] é uma estimativa do caminho secundário;
• F̂ [z] é uma estimativa do caminho de feedback ;
• W [z] é um filtro FIR adaptativo;
• fper[n] é a força de perturbação;
• aper[n] é a aceleração captada pelo acelerômetro de referência quando o sistema
de controle está desligado;
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• afeed[n] é a aceleração captada pelo acelerômetro de referência oriunda da força
da controle;
• x̂[n] é o sinal de referência contaminado por afeed[n];
• xcomp[n] é o sinal de compensação de feedback, que tem o objetivo de retirar o
efeito de afeed[n] em x̂[n];
• x[n] é o sinal de referência;
• x′[n] é o sinal de referência filtrado;
• fcont[n] é a força de controle;
• acont[n] = −y[n] é a aceleração da estrutura no ponto de desempenho gerada
pela força de controle;
• aper[n] = d[n] é a aceleração da estrutura no ponto de desempenho gerada pela
força de perturbação;
• ares[n] = e[n] é a aceleração residual, ou erro, no ponto de desempenho.
FIGURA 61 – DIAGRAMA PARA CONTROLE DE VIBRAÇÕES POR ANTECIPAÇÃO
_
LMS
+
+
FONTE: o autor.
89
3.1.2.4 Caminho de Feedback e Caminho Secundário
Diante do exposto acima, há a necessidade de se modelar os caminhos se-
cundário e de feedback, e implementá-los em filtros FIR estáticos. Isto pode ser feito
através de um procedimento conhecido como identificação de sistemas. Existem várias
formas de realizar esse procedimento. Uma delas é através de uma conexão particular
entre o filtro adaptativo e a função de transferência que se deseja identificar. A FIGURA
62 representa esta conexão através de um diagrama de blocos, já a FIGURA 63 apre-
senta está mesma conexão para a identificação do caminho secundário de uma viga
engastada livre.
FIGURA 62 – SISTEMA DE IDENTIFICAÇÃO VIA FILTROS ADAPTATIVOS
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FONTE: o autor.
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FIGURA 63 – SISTEMA DE IDENTIFICAÇÃO VIA FILTROS ADAPTATIVOS - VIGA ENGAS-
TADA LIVRE
Fonte de
Ruído Branco
Transdutor
Magnético
de
Controle
Filtro:
 Modelo Digital do Caminho
Coeficientes
Acelerômetro
Plataforma Digital
_
+
Algoritmo de
Adaptação
Legenda
Caminho a ser
 identificado
Filtro Adaptativo
Sinal de Identificação
Sinal de Identificação
Sinal de Identificação
Sinal de Identificação
Sinal Desejado
Sinal de Cancelamento
Sinal de Erro
Amplificador
Sinal de Identificação
FONTE: o autor.
O filtro adaptativo, na FIGURA 62, possui o objetivo de gerar um sinal para can-
celar o sinal de resposta do sistema em um ponto específico, resposta essa decorrente
de um sinal de identificação aplicado em um outro ponto específico do sistema. Estes
pontos são escolhidos com base no interesse do caminho que se almeja identificar.
Como o filtro adaptativo é estimulado com a mesma entrada do sistema conclui-se que
ele atingirá sua meta (para qualquer entrada) quando sua função de transferência for
exatamente igual à do caminho que se deseja identificar.
Para a configuração em que se deseja identificar o caminho secundário as
seguintes conexões são implementadas: o sinal de identificação alimenta o terminal
onde atua o controle do sistema; o sinal desejado é a leitura da vibração no ponto de
desempenho. Já para a configuração em que se almeja a identificação do caminho de
feedback, a configuração é a seguinte: o sinal de identificação alimenta o terminal onde
atua o controle do sistema; o sinal desejado é a leitura da vibração no ponto onde age
a perturbação.
Outro ponto importante a ser observado neste procedimento de identificação, é
o fato de que o sinal de identificação a ser usado deve ser, preferencialmente, um ruído
branco. A relevância de tal escolha particular de entrada está no fato que esse sinal
possui um espectro de potência plano em uma ampla faixa de frequências, levando o
sistema sob investigação a reagir nesta mesma faixa. Isso, em decorrência, possibilita
o filtro modelar o que se deseja nesta faixa de frequência em questão. Além disso,
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sabe-se que, sinais de referência que apresentam um espectro de potência com maior
planicidade resultam em uma melhor velocidade de convergência do algoritmo LMS
(FARHANG-BOROUJENY, 2013).
Após a identificação dos caminhos, coletam-se os coeficientes finais dos filtros
adaptativos ótimos, que são implementados em filtros FIR. Criam-se, assim, modelos
digitais das funções de transferência de interesse.
3.1.3 Arquitetura por Retroalimentação e Antecipação
Pesquisas recentes em sistemas de CAAV robusto, abordam a aplicação
das arquiteturas técnica feedback e feedforward de forma simultânea. A FIGURA 64
mostra a representação em diagrama de blocos de um sistema de controle combinado
feedback-feedforward. Maiores detalhes desse esquema podem ser encontradas em
Landau et al. (2017).
FIGURA 64 – CONTROLE COMBINADO FEEDBACK-FEEDFORWARD
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FONTE: (LANDAU et al., 2017).
3.2 CONTROLE PASSIVO DE VIBRAÇÕES
Segundo Mead (1999), há quatro métodos fundamentais de controle passivo
de vibrações, os quais podem ser aplicados de forma combinada. Tais métodos são os
seguintes:
• controle passivo de vibração através de projeto estrutural;
• controle passivo de vibrações através de adições localizadas;
• controle passivo de vibrações através de adição de amortecimento;
• controle passivo de vibrações através de um isolamento resiliente.
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O controle passivo de vibração através de projeto estrutural é aplicável quando
o cenário de vibração é antecipado no período em que se está desenvolvendo um
componente mecânico. Assim, pode-se manipular as propriedades fundamentais da es-
trutura (massa, rigidez e amortecimento) de forma que quando ela estiver em operação,
neste cenário pré-conhecido, apresente baixa vibração. Eventualmente, modificações
de projeto podem ser feitas em etapas posteriores.
Já o controle passivo de vibrações através de adições localizadas consiste na
inserção de elementos estruturais, denominados sistemas secundários, na estrutura
em que se almeja controlar a vibração. Essa estrutura, no caso, é denominada sistema
primário. O princípio fundamental deste tipo de controle é que, devido à vibração
indesejada no sistema primário, o sistema secundário reaja com forças de modo
a reduzir sua vibração. Adições localizadas eficazes são aquelas dos dispositivos
conhecidos como neutralizadores de vibração, também ditos absorvedores de vibração.
O controle passivo de vibrações através de adição de amortecimento, como o
próprio nome já diz, consiste em incrementar o amortecimento já presente na estrutura.
Esta forma de controle é muito utilizada quando a estrutura está sendo exitadas em
frequências próximas a suas frequências de ressonância. A forma mais comum de
adição de amortecimento é a inserção de material viscoelástico em locais estratégicos
da estrutura, que são escolhidos com base no conhecimento da interação entre o
material e a estrutura.
Quando uma parte de um sistema vibra excessivamente devido à vibração
sendo transmitida através de poucos pontos de conexão para outra parte, sua vibração
pode ser reduzida de forma mais eficaz se as conexões forem feitas de forma flexível
ou resiliente. Neste método, as duas partes do sistema, a fonte e o receptor, são unidas
por elementos resilientes denominados isoladores. Os isoladores mais empregados
são os metálicos e os viscoelásticos.
Nesta dissertação, será utilizado o controle passivo de vibração com adição de
amortecimento em, conjunto com o CAAV. A adição em questão se dará pela aplicação
de lâminas constritas de material viscoelásticos na viga engastada-livre. Como se verá
posteriormente, essa adição afeta, de forma benéfica, o CAAV.
3.2.1 Efeito de Adição de Amortecimento
Para uma compreensão inicial do efeito da adição de amortecimento em siste-
mas mecânicos, considere-se novamente o SM1GL discutido na Seção 2.4, o qual é
ilustrado novamente na FIGURA 65 por conveniência.
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FIGURA 65 – SISTEMA COM UM GRAU DE LIBERDADE
FONTE: o autor.
Sabe-se, do Capítulo 2, que a FRI deste sistema, para o caso subamortecido,
é dada por
hsub(t) =
1
mωd
e−ζωntsen(ωdt)1(t) (3.9)
enquanto que a FRF é dada por (substituição de s por jω na equação 2.50)
H(jω) =
1
m
−ω2 + 2jζωnω + ω2n
(3.10)
As curvas da FIGURA 66 ilustram as equações 3.9 e 3.10 para diferentes
valores de ζ, considerando ainda ωn = 2π14 e m = 1. Tem-se, em amarelo, ζ = 0, 001;
em azul, ζ = 0, 005; em verde, ζ = 0, 01; em vermelho, ζ = 0, 05; e em preto, ζ = 0, 1.
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FIGURA 66 – FRF E FRI DE SM1GL PARA DIFERENTES VALORES DE ζ
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FONTE: o autor.
LEGENDA: (a) FRI (b) FRF Módulo (c) FRF Fase
A partir da FIGURA 66, as seguintes constatações podem ser feitas em relação
à adição de amortecimento em um SM1GL:
• A adição de amortecimento em um SM1GL reduz o tempo de acomodação da
FRI;
• A adição de amortecimento em um SM1GL reduz drasticamente o valor do módulo
de sua FRF na frequência de ressonância e em torno dela;
• A adição de amortecimento em um SM1GL resulta em uma suavização do gráfico
de fase na transição entre frequências abaixo e acima da frequência natural.
As constatações listadas acima podem ser generalizados para um SMMGL,
como se observa na FIGURA 41, a partir da perspectiva apresentada na seção 2.6
(respostas de um SMMGL obtidas como uma combinação de respostas de múltiplos
SM1GL).
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A adição de amortecimento auxilia a implementação de um sistema de CAAV.
Observa-se, inicialmente, que tal adição auxilia na realização dos filtros de feedback e
secundário do CAAV, uma vez que FRIs mais amortecidas exigem menos coeficientes
para a modelagem dos caminhos secundário e de feedback. Além disso, nota-se que
vibrações transientes acentuadas podem ser geradas em sistemas poucos amortecidos
quando a ação de controle ativo é acionada. Isso restringe o limite do passo de
adaptação, μ, para funcionamento estável, a um valor pequeno, como será visto adiante.
Face adição de amortecimento, esse limite, é ampliado.
3.2.2 Adição de amortecimento através de mantas de material viscoelástico
Ao adicionar uma manta de material viscoelástico em um sistema mecânico
metálico, haverá pouco impacto na massa global do sistema uma vez que a densidade
de materiais viscoelásticos é bem menor (entre 5 e 6 vezes) que a densidade de
metais. Também haverá pequena elevação de rigidez, uma vez que nenhuma força
restauradora significativa, será criada. Agora, para o amortecimento, pode haver um
efeito muito pronunciado, face às características dos materiais viscoelásticos (MEAD,
1999), (NASHIF; JONES; HENDERSON, 1985).
Materiais viscoelásticos, em particular elastômeros, são amplamente utilizados
no controle passivo de vibrações e ruídos acústicos irradiados em sistemas mecânicos
de variados portes e graus de complexidade. O comportamento dinâmico desses
materiais viscoelásticos pode ser retratado por duas propriedades, quais sejam, o
módulo de elasticidade e o fator de perda material correspondente. Na faixa linear,
essas propriedades podem apresentar dependência significativa da frequência e da
temperatura, o que deve ser bem conhecido para que ações eficazes de controle de
vibração e ruídos sejam realizadas.
O fator de perda estrutural para uma viga com camada de material viscoelástico
não constrita, sobre certas considerações, é dado por (MEAD, 1999)
ηCA.i = ηvisc(
UD
UB + UD
) (3.11)
onde
UD =
|ri|2
2
∫ L
0
EDID(Wi
′′(x))2dx (3.12)
e
UB =
|ri|2
2
∫ L
0
EV IV (Wi
′′(x))2dx (3.13)
com ηCA.i representando o fator de perda do i-ésimo modo na configuração com adição
de amortecimento, ηvisc o fator de perda por extensão do material viscoelástico, UD
o maior valor de energia potencial armazenada no material viscoelástico na viga, UB
o maior valor de energia potencial armazenada adicionado à viga, |ri|2 é módulo da
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coordenada modal do i-ésimo modo, EDID a rigidez complexa à flexão do material
viscoelástico, EV IV a rigidez à flexão da viga e Wi′′(x) a segunda derivada da deflexão
da viga.
Cabe aqui um esclarecimento quanto ao uso do termo fator de perda. Quando
usado na descrição de um dado material (ou seja, fator de perda material), ele é uma
propriedade associada a características de dissipação de energia próprias daquele
material, podendo, se for o caso, ser função de variáveis tais como frequência e
temperatura. Já na descrição de um sistema mecânico ou estrutura (ou seja, fator de
perda estrutural), ele é uma outra forma de se descrever o amortecimento presente
naquele sistema ou estrutura. O contexto deve ser sempre observado para a distinção
pertinente.
Sabe-se também que (MEAD, 1999)
M(x) = EI
′
DC(1 + jηCA.i)
d2w(x)
dx2
(3.14)
onde M(x) é o momento fletor, EI ′DC é a parte real da rigidez complexa da viga com
material viscoelástico, e w(x) é a deflexão da viga.
Como o modo de vibrar é uma deflexão, a Equação 3.14 pode ser adaptada
para
Mi,mod(x) = EI
′
DC(1 + jη)Wi
′′(x) (3.15)
onde Mi,mod(x) é o momento fletor que ocorre no i-ésimo modo na viga e EI ′DC é a
parte real da rigidez complexa da viga com material viscoelástico.
É bem conhecido o fato de que maiores valores de momento fletor induzem
maiores deformações de flexão na viga. Assim, tendo em vista as equações 3.11 e 3.15,
estas regiões de maior momento fletor são as que mais contribuem para o valor de ηCA,i.
Este resultado é esclarecido ao notar que deformações maiores correspondem a um
ciclos com trajetórias maiores, assim, o trabalho das forças dissipativas que ocorrem
no material viscoelástico é amplificado.
Pode-se também adicionar uma lâmina metálica de constrição sobre a camada
de material viscoelástico, fazendo com que essa camada deforme, de forma prepon-
derante, ao cisalhamento. De acordo com Mead (1999), os materiais viscoelásticos,
apresentam, sob essa deformação, maior fator de perda ηvisc, em relação à deformação
por tração/compressão, para uma mesma quantidade de material.
Agora, para uma determinada quantidade de manta de material viscoelástico,
de espessura evisc, pode-se posicionar este material ao longo da viga de forma que
ocorra o valor ótimo de ηCA,i. Assim, define-se o fator de eficiência de posicionamento
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de tratamento com manta viscoelástica, γvisc, como
γvisc =
∫
xvisc
W ′′(x)2adx∫ L
0
W ′′(x)2adx
(3.16)
onde xvisc é a região da viga ao longo de sua extensão, onde existe material viscoelás-
tico, L é o comprimento da viga e a é a sua largura.
Vale constar, aqui, que, o posicionamento ótimo em controle passivo de vibra-
ções por manta de material viscoelástico constrita e não constrita são idênticos (MEAD,
1999).
Derivando duas vezes e elevando ao quadrado os modos de vibrar W1(x) e
W2(x) mostrados na FIGURA 45, obtêm-se as funções [W ′′1(x)]2 e [W ′′2(x)]2 ilustradas
na FIGURA 67.
FIGURA 67 – FUNÇÕES [W ′′1(x)]2 E [W ′′2(x)]2 DE VIGA ENGASTADA-LIVRE
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FONTE: o autor.
LEGENDA: Em vermelho: [W ′′1(x)]2; Em verde: [W ′′2(x)]2
Assim, para um projeto ótimo de adição de amortecimento por mantas visco-
elásticas, visando controle de vibrações no primeiro e segundo modos de uma viga
engastada-livre, deve-se tomar como referência as regiões onde ocorrem os maiores
valores de W ′′1(x)2 e W ′′22 (x)2, respectivamente, referência está adotada neste trabalho.
Uma outra variável de projeto é a espessura evisc da manta de material vis-
coelástico. A FIGURA 68 apresenta o valor de ηCA,i em função da razão evisc/eviga,
onde eviga é a espessura da viga. Conclui-se, da observação da FIGURA 68, que a
espessura evisc auxiliá, até certo ponto, na adição de amortecimento. Daí em diante, o
acréscimo já não é relevante. Essas característica também ocorrem no modelo logístico
(WIKIPÉDIA, 2018).
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FIGURA 68 – ηCA,i EM FUNÇÃO DE evisc/eviga
FONTE: (NASHIF; JONES; HENDERSON,
1985)
3.2.3 Estimação do fator amortecimento através de banda de meia potência
O fator de amortecimento de um determinado modo i de um SMMGL de baixo
amortecimento, ζi, pode ser estimado pela sua FRF pela equação (RAO, 2016)
ζi =
1
2
(
|ω2 − ω1|
ωn
) (3.17)
onde ωn é a frequência circular natural do i-ésimo modo, G(ω) é a FRF do SMMGL
em análise, Gmax é o valor máximo da FRF em torno da ressonância do modo i e as
frequências ω1 e ω2 são os domínios da função G(ω) para a imagem
Gmax(ω)√
2
em torno
da ressonância do modo i. A FIGURA 69 ilustra a banda de meia potência δ para uma
determinada SMMGL referente a um determinado modo.
FIGURA 69 – BANDA DE MEIA POTÊNCIA
FONTE: o autor.
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4 METODOLOGIA
Este capítulo é dedicado ao detalhamento da metodologia utilizada no presente
trabalho de pesquisa. Assim, a Seção 4.1 retrata sombre a metodologia empregada
nas simulações numéricas, enquanto a Seção 4.2 retrata a metodologia empregada
nos experimentos.
4.1 SIMULAÇÕES NUMÉRICAS
Nesta dissertação, as simulações numéricas têm como objetivo estudar o com-
portamento do controle ativo de vibrações, para diversas configurações do algoritmo
adaptativo. Essas simulações foram concebidas e executadas no ambiente computacio-
nal LabVIEW. Os programas em LabVIEW são chamados instrumentos virtuais, ou VIs
(de Virtual Instruments), porque, muitas vezes, são similares em aparência e modo de
operação aos instrumentos físicos, como osciloscópios e multímetros.
Ao criar um novo VI, o usuário vê duas janelas: o painel frontal e o diagrama
de blocos. A interface de usuário de um VI é criada pela colocação de controles
e indicadores no painel frontal. Interagindo com o painel frontal, como interface de
usuário, pode-se modificar os controles para fornecer entradas e ver os resultados em
indicadores. O processamento das entradas para gerar as saídas é executada pelo
código gráfico projetado na janela do diagrama de blocos. Maiores informações sobre
o LabVIEW podem ser encontradas em Essick (2013).
4.1.1 Visão Esquemática Geral
A metodologia para criar um simulador de controle ativo de vibrações reúne os
conceitos vistos nos Capítulos 2 e 3. A partir desses conceitos, tem-se um diagrama de
blocos, no domínio do tempo, de um simulador de controle ativo de vibrações conforme
o mostrado na FIGURA 70.
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FIGURA 70 – DIAGRAMA DE BLOCOS PARA SIMULAÇÃO DE CONTROLE ATIVO DE VI-
BRAÇÕES
FONTE: o autor.
Apresenta-se abaixo, o significado de cada uma das variáveis da FIGURA 70.
Tem-se então que
• F̂ [n] é o filtro de caminho feedback, o qual é obtido a partir da equação 2.124
para i = icont e j = ierro;
• Ŝ[n] é o filtro de caminho secundário, o qual é obtido a partir da equação 2.124
para i = icont e j = iref ;
• W [n] é um filtro FIR adaptativo;
• fper[n] é o vetor de força de perturbação;
• fcont[n] é o vetor de força de controle;
• qper[n] é o vetor de deslocamento gerado pela força de perturbação;
• qcont[n] é o vetor de deslocamento gerado pela força de controle;
• qviga[n] é o vetor de deslocamento resultante, gerado pela força de perturbação e
pela força de controle;
• fcont[n] é a força de controle;
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• fper[n] é a força de perturbação;
• qref [n− 1] é o deslocamento resultante no ponto de referência da viga;
• qcomp[n] é uma estimativa do deslocamento provocado por fcont[n] no ponto de
referência da viga;
• x[n] é o sinal de referência;
• x′[n] é o sinal de referência filtrado, o qual é requerido pelo algoritmo FxNLMS;
• e[n] é o sinal de erro, que é igual a qerro[n], o sinal de deslocamento resultante no
ponto de erro da viga;
• d[n] é o sinal desejado;
• y[n] é o sinal de cancelamento de vibração;
• Kfeed é fator de feedback, que assume valores entre 0 e 1 (ver explicação abaixo);
• iref é o valor do índice da coordenada generalizada onde se localiza o ponto de
referência da viga;
• iper é o valor do índice da coordenada generalizada onde se localiza o ponto de
atuação da perturbação na viga;
• icont é o valor do índice da coordenada generalizada onde se localiza o ponto de
atuação do controle na viga;
• ierro é o valor do índice da coordenada generalizada onde se localiza o ponto de
erro da viga;
• ϑ(Nviga) é um vetor nulo de dimensão Nviga;
• Nviga é a quantidade de coordenadas generalizadas atribuída no modelo da viga.
Cabe destacar que, em alguns casos específicos, tanto em simulações numéri-
cas como em ensaios experimentais, foi observado que a retirada do filtro de feedback
resultava em benefícios para o controle ativo. Assim, a variável fator de feedback Kfeed,
foi introduzida, como se nota na FIGURA 70. O fator tem a função de ponderar, com
um valor entre 0 e 1, o sinal de saída do filtro de feedback.
A implementação do diagrama da FIGURA 70 em LabVIEW encontra-se no
apêndice C.
Para aumentar a capacidade de análise das simulações, algumas ferramentas
clássicas de processamento de sinais foram também implementadas no algoritmo da
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FIGURA 70. A transformada rápida de Fourier foi utilizada para a analisar sinais no
domínio da frequência. Já um filtro IIR auto recursivo, com um único polo em 0, 999 e
um zero em 0, dado então pela equação de diferença
y[n] = 0, 001x[n] + 0, 999y[n− 1], (4.1)
ou, no domínio z, pela função de transferência pulsada
Hμ[z] =
0, 001z
z − 0, 999 (4.2)
foi utilizado para estimar o erro quadrático médio E[e2[n]]. Esse sinal é definido como
e2Hμ [n] e é utilizado com frequência na análise dos resultados desta dissertação, po-
dendo ser entendido como o valor médio de e2[n], estimado pelo filtro Hμ.
4.1.2 Etapas e Condição de Execução
O propósito das simulações numéricas foi investigar, de forma preliminar, o
controle ativo de vibrações para diferentes condições de amortecimento, perturbação
e de filtro de feedback.De maneira geral, as simulações foram realizadas em quatro
etapas, sendo elas:
• etapa 1: ligar o sinal de perturbação e aguardar pelo período Tetapa,1 segundos;
• etapa 2: ligar o sistema de controle ativo, com os coeficientes do filtro adaptativo
nulos, e aguardar pelo período Tetapa,2 segundos;
• etapa 3: desligar o sistema de controle ativo e aguardar pelo período Tetapa,3
segundos;
• etapa 4: ligar o sistema de controle ativo, com os coeficientes da iteração final da
etapa 2, e aguardar pelo período Tetapa,4 segundos.
As simulações numéricas foram realizadas para certas condições de perturba-
ção, sendo elas:
• perturbação 1: sinal harmônico na frequência natural relativa ao primeiro modo
de vibrar;
• perturbação 2: sinal harmônico próximo da frequência natural relativa ao primeiro
modo de vibrar;
• perturbação 3: sinal harmônico na frequência natural relativa ao segundo modo
de vibrar;
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• perturbação 4: sinal harmônico próximo da frequência natural relativa ao segundo
modo de vibrar;
• perturbação 5: sinal estocástico do tipo ruído branco filtrado na banda de 11 a 16
Hz (banda estreita em torno da frequência natural relativa ao primeiro modo de
vibrar da viga);
• perturbação 6: sinal estocástico do tipo ruído branco filtrado na banda de 80 a
100 Hz (banda estreita em torno do segundo modo de vibrar da viga);
• perturbação 7: sinal estocástico do tipo ruído branco filtrado na banda de 10 a
100 Hz (englobando as frequências do primeiro e segundo modo de vibrar da
viga).
Em todos os ensaios adotou-se Tetapa,1 = Tetapa,2 = Tetapa,3 = Tetapa4 = 100s
para os casos de perturbação harmônica, e Tetapa,1 = Tetapa,2 = Tetapa,3 = Tetapa,4 = 150s,
para os casos de perturbação estocástica em banda.
Para cada condição de pertubação, foram gerados oito ensaios com situações
distintas do filtro de caminho de feedback essas situações listadas abaixo, são
• feedback 1: Kfeed = 1 e Nfeed = 2500;
• feedback 2: Kfeed = 0, 9 e Nfeed = 2500;
• feedback 3: Kfeed = 0, 5 e Nfeed = 2500;
• feedback 4: Kfeed = 0, 2 e Nfeed = 2500;
• feedback 5: Kfeed = 0, 1 e Nfeed = 2500;
• feedback 6: Kfeed = 0 e Nfeed = 2500;
• feedback 7: Kfeed = 1 e Nfeed = 100;
• feedback 8: multiplicação dos coeficientes do filtro por janela hanning e Nfeed =
100.
Este procedimento foi realizado 7x8 = 56 vezes tanto para a configuração
sem controle quanto para a configuração com controle passivo por manta constrita de
material viscoelástico.
Para fins intermediários de investigação, foram realizadas oito simulações para
a viga com controle passivo por camada viscoelástica sem constrição com as seguintes
combinações:
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• perturbação 1 e feedback 4;
• perturbação 2 e feedback 4;
• perturbação 3 e feedback 4;
• perturbação 4 e feedback 4;
• perturbação 5 e feedback 6;
• perturbação 6 e feedback 6;
• perturbação 7 e feedback 6.
Nas simulações, o modelo da viga engastada-livre foi constituído por 100 ele-
mentos, ao longo de seu comprimento de 580 mm, sendo as frequências naturais e
fatores de amortecimento atribuídos de forma idêntica aos estimados experimental-
mente. A TABELA 1 apresenta as frequências naturais e os fatores de amortecimento
para cada configuração da viga. Já os parâmetros do modelo digital da viga engastada-
livre são dados pela TABELA 2. A TABELA 3 fornece os parâmetros da unidade de
controle utilizado na simulação numérica. A TABELA 4 apresenta as posições e os
índices dos elementos no modelo da viga, onde ocorrem os sinais e[n], qref [n], fper[n] e
fcont[n]. As posições indicadas têm como referência a extremidade engastada da viga.
TABELA 1 – FREQUÊNCIAS NATURAIS E FATORES DE AMORTECIMENTO EM SIMULAÇÃO
NUMÉRICA
Viga sem controle passivo
Parâmetro/Modo Modo 1 Modo 2
Frequência natural [Hz] 14,4 89,8
Fator de amortecimento [adim] 0,0065 0,00195
Viga com manta viscoelástica sem constrição
Parâmetro/Modo Modo 1 Modo 2
Frequência natural [Hz] 14,5 90,2
Fator de amortecimento [adim] 0,0082 0,00273
Viga com manta viscoelástica com constrição
Parâmetro/Modo Modo 1 Modo 2
Frequência natural [Hz] 14,5 90,4
Fator de amortecimento [adim] 0,01 0,0034
FONTE: o autor.
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TABELA 2 – PARÂMETROS DA VIGA EM SIMULAÇÃO NUMÉRICA
Módulo de elasticidade (E) 2, 1x1011 N/m2
Densidade ρ 7850 kg/m3
Comprimento L 580 mm
Largura a 50 mm
Espessura e 5,75 mm
FONTE: o autor.
TABELA 3 – PARÂMETROS DA UNIDADE DE CONTROLE NA SIMULAÇÃO NUMÉRICA
Passo de adaptação μ 0,002
Número de coeficientes do filtro adaptativo 100
Número de coeficientes do filtro secundário 100
Algoritmo adaptativo LMS Normalizado
FONTE: o autor.
TABELA 4 – POSIÇÃO DOS SINAIS AO LONGO DOS ELEMENTOS DA VIGA
Sinal Posição [mm] Índice
e[n] 560 97
qref [n] 185 32
fper[n] 185 32
fcont[n] 345 59
FONTE: o autor.
O intervalo de amostragem em todas as simulações foi de T = 4ms.
4.1.3 Procedimento de Análise
Na análise dos resultados das simulações, apresentada no Capítulo 5, foram conside-
rados, três aspectos.
• aspecto 1: redução de energia de vibração quando o CAAV é acionado em relação
quando ele não está ligado.
• aspecto 2: tempo para que o nível da energia do sinal reduza para um determinado valor
quando o sistema de controle ativo é acionado;
• aspecto 3: descrição da envoltória de onda durante o funcionamento do sistema de
controle ativo.
O primeiro aspecto é considerado através da equação
Kred = 20log(
μc(Nμ)
μp(Nμ)
) (4.3)
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onde Kred é o coeficiente de redução em dB do sinal e2Hμ [n], μp é a média das últimas Nμ
amostras da etapa 1 ou 3 do sinal e2Hμ [n] e μc é a média das últimas Nμ amostras da etapa 2
ou 4 do sinal e2Hμ [n].
O segundo aspecto é considerado pelo tempo de convergência Tconv que é o tempo
para que a média do sinal e2Hμ [n] atinja e permaneça menor do que o coeficiente Kconv, dado
por
Kconv =
μp(Nμ)%R
100
(4.4)
onde %R é o fator de redução de convergência.
A TABELA 5 apresenta os valores dos parâmetros para cálculo de Kred e Kconv. No
cálculo de Tconv, quando não foi obtida uma redução suficiente para utilizar o valor de %R da
TABELA 5, o valor máximo possível foi utilizado.
TABELA 5 – PARÂMETROS PARA O CÁLCULO DE Kred E Kconv
Valor de Nμ no cálculo de Kred
Perturbação harmônica 5000
Perturbação em banda 15000
Valor de Nμ no cálculo de Kconv
Perturbação harmônica 1000
Perturbação em banda 1000
Valores de %R
Perturbações 1 a 4 90%
Perturbações 5 a 7 80%
FONTE: o autor
O terceiro e último aspecto foi abordado de forma qualitativa, classificando a envoltória
de e[n] quanto ao seu nível (altas oscilações, médias oscilações e baixas oscilações) e ao seu
regime (permanente, transiente e instável). As classificações de nível e regime empregadas
são expostas abaixo.
No tocante ao nível, oscilações envoltória na etapa de controle que flutuam próximas
às oscilações da envoltória na etapa sem controle são classificadas como altas oscilações. Já
as oscilações da envoltória na etapa de controle que flutuam próximas à metade das oscilações
da envoltória na etapa sem controle são classificadas como médias oscilações. Por fim, as
oscilações da envoltória na etapa de controle que flutuam em valores menores que um terço
das oscilações da envoltória na etapa sem controle são classificadas como baixas oscilações.
No tocante ao regime, oscilações da envoltória que permanecem da mesma forma
durante toda a etapa de ação de controle são classificadas como permanentes. Já as oscilações
da envoltória que diminuem, de forma progressiva, durante a etapa de ação de controle são
classificadas como transientes. Por fim, as oscilações da envoltória que aumentam ou geram
saltos repentinos durante a ação de controle são classificadas como instáveis.
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Todos os procedimentos de análise apresentados acima são feitos da etapa 2 em
relação à etapa 1, e depois, da mesma forma, da etapa 4 para 3.
No tocante às simulações numéricas realizadas, cabe ainda comentar o seguinte. No
capítulo 2, foram expostos modelos para o comportamento dinâmico de sistemas mecânicos
com um e múltiplos graus de liberdade que empregam o conceito de amortecimento viscoso.
Embora conveniente, esse conceito é de aplicação prática limitada, particularmente quando
são considerados sistemas em que a dissipação de energia provém do uso de materiais
viscoelásticos, como se verifica no presente trabalho. Contudo, como a faixa de frequência
investigada não foi extensa e a temperatura de trabalho foi assumida como constante, entendeu-
se que o uso do conceito de amortecimento viscoso poderia ser aceitável para fins de simulação,
posto que aí se buscava mais indicações pertinentes de comportamento, em tolerável detrimento
da exatidão dos resultados associados. Já nos ensaios experimentais, essa questão não se
aplica, pois se lida com a realidade tal como ela se manifesta.
4.2 ENSAIOS EXPERIMENTAIS
Além das simulações numéricas, foram também realizados ensaios experimentais,
visando investigar as características do sistema de controle híbrido de vibrações concebido e
também comprovar sua eficácia, já antecipada pelas simulações. Como já exposto, o controle
híbrido foi implementado sobre uma viga metálica uniforme engastada-livre. O controle passivo
se deu pela inserção de uma manta constrita de material viscoelástico, distribuído de forma
parcial ao longo da viga. Já o controle ativo foi implementado usando a plataforma Compac-
tRIO, da National Instruments (NI), contando também sensores (acelerômetros) e atuadores
(transdutores magnéticos).
Nos experimentos, foram aplicadas, sobre a viga, tanto excitações harmônicas quanto
excitações aleatórias em banda. Parâmetros modais da viga, a saber, frequências naturais e
razões de amortecimento, foram preliminarmente levantadas em ensaios modais de impacto,
contando com o analisador de sinais, martelo de impacto, acelerômetro e o uso da equação
3.17. As seções subsequentes fornecem maiores detalhes sobre os ensaios experimentais de
maior interesse.
4.2.1 Visão Esquemática Geral
A FIGURA 71 ilustra esquematicamente a montagem experimental (utilizada nos
experimentos de controle híbrido de vibrações).
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FIGURA 71 – MONTAGEM EXPERIMENTAL PARA CONTROLE HÍBRIDO EM VIGA
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FONTE: o autor.
São apresentados, abaixo, os significados dos elementos da FIGURA 71 .Essa notação
será utilizada doravante sempre que se fizer referência a um experimento de CAAV. Tem-se
que:
• p[n] é o sinal de perturbação no domínio digital;
• p(t) é o sinal de perturbação no domínio analógico;
• Kampp(t) é o sinal de perturbação amplificado;
• fpert(t) é o sinal de força de perturbação;
• aref (t) é o sinal de aceleração de referência, adquirido pelo acelerômetro de referência,
no domínio analógico;
• aref [n] é o sinal de aceleração de referência no domínio digital;
• acomp[n] é o sinal de compensação de feedback ;
• Kfeed é o sinal de compensação de feedback ;
• x[n] é o sinal de referência;
• x′[n] é o sinal de referência filtrado via FxNLMS;
• c[n] é o sinal de controle no domínio digital;
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• c(t) é o sinal de controle no domínio analógico;
• Kampc(t) é o sinal de controle amplificado;
• fcont(t) é a força de controle;
• aerro(t) é o sinal de aceleração, adquirido pelo acelerômetro de erro, no domínio analógico;
• e[n] é o sinal de erro, que é, em realidade, o sinal de aceleração adquirido pelo acelerô-
metro de erro no domínio digital, aerro[n].
Foram contemplados os comportamentos dinâmicos da viga metálica nas seguintes
situações:
• viga somente com controle ativo/adaptativo;
• viga com controle ativo/adaptativo e com controle passivo por manta de material viscoe-
lástico não constrita (investigações intermediárias);
• viga com controle ativo/adaptativo e com controle passivo por manta de material viscoe-
lástico constrita.
Para a implementação da montagem da FIGURA 71, alguns caminhos ao longo da viga
tiveram que ser preliminarmente identificados. A FIGURA 72 mostra, de forma esquemática, a
montagem experimental da identificação. Nota-se que o fluxo de sinais em cor verde representa
o caminho (ou função de transferência) que é alvo de identificação. O sinal de exitação utilizada
na identificação foi um ruído branco filtrado na banda de 10 a 120 Hz.
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FIGURA 72 – MONTAGEM EXPERIMENTAL PARA IDENTIFICAÇÃO DE CAMINHOS
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FONTE: o autor.
São apresentados, abaixo, os significados dos elementos da FIGURA 72. Essa nota-
ção será utilizada doravante sempre que se fizer referência à identificação de caminhos em
experimento. Tem-se que
• x[n] é o sinal de referência no domínio digital;
• x(t) é o sinal de referência no domínio analógico;
• Kampx(t) é o sinal de referência amplificado;
• fident(t) é o sinal de força aplicado na estrutura para identificar o caminho almejado;
• a(t) é o sinal de aceleração adquirido pelo acelerômetro no domínio analógico;
• d[n] é o sinal desejado, que é, em realidade, o sinal de aceleração adquirido pelo
acelerômetro no domínio digital, a[n];
• y[n] é o sinal de cancelamento;
• e[n] é o sinal de erro.
Uma observação importante: na realização experimental, os caminhos identificados
não são unicamente funções de uma entrada e de uma saída da viga, mas sim de uma entrada
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que se inicia em x[n] e termina em d[n]. Isto corresponde a um processo de identificação que
leva em consideração a conversão do sinal digital x[n] para o sinal analógico x(t), realizada
pelo CompactRIO, a amplificação do sinal x(t) para Kampx(t), realizada pelo amplificador, a
ação eletromagnética, que converte a tensão elétrica Kampx(t) para a força fident(t) realizada
pelo transdutor magnético, o caminho da viga que corresponde a excitação fident(t), para a
leitura do acelerômetro a(t) e, por fim, a conversão analógica do sinal a(t) para o sinal digital
a[n] = d[n], realizada pela plataforma CompactRIO.
4.2.2 Componentes da Montagem Experimental
A montagem experimental é ilustrada na FIGURA 73. Os componentes dessa monta-
gem, indicados por números na FIGURA 73, são os seguintes:
• 1 - microcomputador portátil Dell Inspiram 15R 5537-A10;
• 2 - unidade de controle (controlador) NI CompactRIO (CRIO) 9024, com o módulo de
entrada de sinais NI9234 e o módulo de saída NI9269;
• 3 - amplificador de potência Brüel & Kjær (BK) 2735;
• 4 - transdutores magnéticos (atuadores) BK MM-0002;
• 5 - acelerômetro piezoelétricos PCB 352C66;
• 6 - viga metálica.
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FIGURA 73 – MONTAGEM EXPERIMENTAL
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FONTE: o autor
A viga metálica engastada-livre é ilustrada na FIGURA 74, ainda sem a manta constrita
de material viscoelástico.
FIGURA 74 – VIGA ENGASTADA LIVRE PROJETADA
FONTE: o autor.
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Os dados da viga são aqueles já fornecidos na TABELA 2. Pela aplicação da equação
2.131, com os parâmetros da TABELA 2, obtêm-se as cinco primeiras frequências naturais da
TABELA 6.
TABELA 6 – FREQUÊNCIAS NATURAIS TEÓRICAS DA VIGA DO EXPERIMENTO
fn[Hz] 14,28 89,49 251,60 491,0 811,78
FONTE: o autor.
Para os ensaios modais preliminares na viga, foram empregados um martelo de
impacto PCB 086c04), um acelerômetro piezoelétrico PCB 352C68 e um analisador de sinais
NI USB-4431.
Para o controle passivo foi utilizado duas mantas de material viscoelástico com 150mm
de comprimento 50mm de largura e 3,046 mm de espessura, já a chapa de constrição é de
alumínio com 1 mm de espessura. O material viscoelástico é fornecido por E-A-R Specialty
Composites.
Após consultar curvas da FIGURA 67, o posicionamento do controle passivo foi elegido
nos primeiros 150 mm da viga a partir do engaste. Assim, através da equação 3.16 obteve-se
um coeficiente de eficiência γvisc = 57% para o primeiro modo e γvisc = 22% para o segundo
modo. A FIGURA 75 mostra a viga metálica com a manta constrita de material viscoelástica.
FIGURA 75 – VIGA ENGASTADA LIVRE COM MANTA CONSTRITA DE MATERIAL VISCOE-
LÁSTICO
FONTE: o autor.
4.2.3 Implementação de Algoritmos
Dois algoritmos foram desenvolvidos para realizar os ensaios experimentais desta
dissertação. São eles:
• identificação de sistema
• controle ativo de vibrações
Ambos algoritmos foram implementados em ambiente LabVIEW, com o uso do módulo
de programação LabVIEW Real-Time. Tal módulo é utilizado para criar e implementar aplicações
computacionais de sistema distribuídos em tempo real para teste, monitoramento e controle.
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Uma das unidades que podem ser utilizadas com o LabVIEW Real-Time é o CompactRIO, já
mencionado anteriormente. Informações mais detalhadas sobre o LabVIEW Real-Time podem
ser encontradas em National Instruments (2019).
Como já exposto, a identificação de sistema é fundamental para a execução do CAAV,
pois é através dela que são gerados o modelo do filtro de caminho de feedback e o modelo do
filtro de caminho secundário. No diagrama da FIGURA 72, mostra-se a arquitetura do algoritmo
de identificação.
A FIGURA 76 apresenta o painel frontal do VI principal para identificação em tempo
real. Os itens indicados na FIGURA 76 possuem as seguintes funções:
• item 1, botões de inicialização e finalização de ensaio;
• item 2, parâmetros do gerador de sinal de identificação x[n];
• item 3, osciloscópio, para exibição do o sinal de identificação x[n], do sinal desejado para
a identificação do caminho de feedback d[n]feed e do o sinal desejado para identificação
do filtro de caminho secundário d[n]sec;
• item 4, ajuste de escala do osciloscópio;
• item 5, endereço do banco de dados onde os sinais x[n], dfeed[n] e dsec[n] serão salvos
em arquivo .txt.
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FIGURA 76 – PAINEL FRONTAL DA VI PRINCIPAL, DO COMPUTADOR HOSPEDEIRO, PARA
IDENTIFICAÇÃO DE SISTEMA
FONTE: o autor.
Na prática, é mais vantajoso, gravar os sinais x[n] e d[n] e executar o algoritmo de
identificação em estado offline. Assim, pode-se executar o algoritmo de identificação várias
vezes até a obtenção do ajuste dos parâmetros do algoritmo adaptativo que favorece a maior
redução de e2[n]. A FIGURA 77 mostra o painel frontal do VI para identificação de forma offline.
Os itens indicados nessa figura possuem as seguintes funções:
• item 1, endereço para leitura dos sinais x[n], dfeed[n] e dsec[n];
• item 2, parâmetros do sistema de identificação;
• item 3, monitor gráfico que exibe os sinais x[n], dfeed[n] e dsec[n], o qual possui dois
cursores horizontais móveis, que delimitam as parcelas dos sinais para alimentação do
algoritmo de identificação;
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• item 4, exibição das parcelas de sinais que se encontram entre os cursores do monitor
gráfico do item 3;
• item 5, aba que contém o filtro identificado no domínio do tempo e no domínio da
frequência, e um monitor gráfico com o sinal e2[n].
FIGURA 77 – PAINEL FRONTAL DA VI PRINCIPAL DO ALGORITMO DE IDENTIFICAÇÃO
FONTE: o autor.
O painel frontal do VI principal para controle ativo de vibrações é apresentado na
FIGURA 78. Os itens indicados nessa figura possuem as seguintes funções:
• item 1, endereço dos arquivos .txt para a leitura dos coeficientes do filtro de caminho de
feedback e do filtro de caminho secundário;
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• item 2, parâmetros manipulados pelo usuário na geração do sinal de perturbação p[n];
• item 3, parâmetros manipulados pelo usuário na unidade de controle adaptativa;
• item 4, botões de inicialização e de finalização do sistema;
• item 5, quadro de ajuste de escala;
• item 6, endereço do banco de dados onde os sinais do processo são salvos em arquivo
.txt ;
• item 7, quadro com as abas de
– osciloscópio - para exibição dos sinais do processo em um osciloscópio;
– filtro de caminho secundário - para exibição do filtro de caminho secundário no
domínio do tempo e no domínio da frequência;
– filtro de caminho de feedback - para exibição do filtro de caminho de feedback no
domínio do tempo e no domínio da frequência;
– filtro adaptativo - para exibição do filtro adaptativo no domínio do tempo e no domínio
da frequência;
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FIGURA 78 – PAINEL FRONTAL DO VI PRINCIPAL PARA CONTROLE ATIVO DE VIBRAÇÕES
FONTE: o autor.
A estimação do erro quadrático médio E[e2[n]] foi realizada pelo filtro Hμ, o qual gera
o sinal e2Hμ [n]. Foi adotado o valor de 4ms para a variável Tdet (intervalo de amostragem), que
é o menor valor para o correto funcionamento das rotinas do LabVIEW Real-Time. Assim, a
frequência de amostragem na identificação e no controle foi de 1/TDet = fs = 250 Hz (para
amostragem mais refinadas, deve-se utilizar o módulo de programação FPGA do LabVIEW). Os
diagramas de blocos em LabVIEW para identificação de sistema e controle ativo encontram-se
no Apêndice A.
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4.2.4 Procedimentos de Ensaios e de Análise
A identificação experimental dos filtros de caminho de feedback e secundário consistiu
em:
• coletar os sinais x[n], dfeed[n], dsec[n] ao longo de aproximadamente 300 segundos;
• processar o algoritmo de identificação na filtragem adaptativa.
O sinal x[n] utilizado foi um ruído branco, filtrado na banda de intervalo de 10 a 120 Hz.
A TABELA 7 contém os parâmetros de identificação utilizados.
TABELA 7 – PARÂMETROS DA IDENTIFICAÇÃO NOS EXPERIMENTOS
Passo de adaptação μ 0,0001
Número de coeficientes Nident 5000
Algoritmo adaptativo LMS
FONTE: o autor.
Já os experimentos de controle ativo de vibrações se deram de forma análoga às
investigações por simulação numérica, como explicado na seção 4.1.2.
Os parâmetros da unidade de controle e as posições de perturbação, controle, referên-
cia e desempenho (erro) se mantiveram as mesmas das simulações numéricas. Porém, essas
informações são repetidas na TABELA 8 e TABELA 9 por conveniência.
TABELA 8 – PARÂMETROS DA UNIDADE DE CONTROLE NOS EXPERIMENTOS
Passo de adaptação μ 0,002
Número de coeficientes do filtro adaptativo 100
Número de coeficientes do filtro secundário 100
Algoritmo adaptativo LMS Normalizado
FONTE: o autor.
TABELA 9 – POSIÇÕES DOS SENSORES E ATUADORES AO LONGO DA VIGA NOS EXPE-
RIMENTOS
Transdutor Posição [mm]
Acelerômetro de erro 560
Acelerômetro de referência 185
Transdutor magnético de perturbação 185
Transdutor magnético de controle 345
FONTE: o autor.
As posições da TABELA 9 têm como referência a extremidade de engaste da viga.
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O procedimento empregado pra analisar os resultados experimentais é idêntico ao
aplicado nas simulações numéricas. Valem aqui, as mesmas informações já expostas na seção
4.1.3.
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5 APRESENTAÇÃO E DISCUSSÃO DE RESULTADOS
Neste capítulo, serão apresentados e discutidos os resultados dos 119 ensaios experi-
mentais e dos 119 ensaios numéricos correspondentes.
Busca-se, em particular, analisar e diagnosticar o comportamento do sistema de
controle híbrido de vibrações sob diferentes configurações de amortecimento, perturbação e
filtro de feedback. Os parâmetros de análise são, como já exposto, o tempo de convergência, a
redução da energia de vibração do sinal de erro, e a forma de onda.
5.1 RESULTADOS DE ENSAIO MODAL NA VIGA
A TABELA 10 apresenta os resultados de ensaio modal de impacto para cada condição
da viga.
TABELA 10 – RESULTADOS DE ENSAIO DE IMPACTO MODAL
Viga sem controle passivo
Parâmetro Modo 1 Modo 2
Frequência natural [Hz] 14,4 89,8
Fator de amortecimento [adim] 0,0065 0,00195
Viga com manta viscoelástica sem constrição
Parâmetro/Modo Modo 1 Modo 2
Frequência natural [Hz] 14,5 90,2
Fator de amortecimento [adim] 0,0082 0,00273
Viga com manta viscoelástica com constrição
Parâmetro/Modo Modo 1 Modo 2
Frequência natural [Hz] 14,5 90,4
Fator de amortecimento [adim] 0,01 0,0034
FONTE: o autor.
Comparando a TABELA 10 com a TABELA 6, conclui-se que o modelo teórico condiz
com os resultados experimentais.
5.2 RESULTADOS DE IDENTIFICAÇÃO DE CAMINHOS SECUNDÁRIOS
São apresentados, nesta seção, os resultados correspondentes aos filtros de caminho
secundário identificados. As curvas em azul são relativas ao filtro identificado quando a viga
não possui controle passivo, enquanto as curvas em verde dizem respeito a viga com manta de
material viscoelástico não constrita e em vermelho para a viga manta de material viscoelástico
constrita. O sinal x[n] utilizado para a identificação relativo ao primeiro modo foi de 10 a 20 Hz,
para a identificação relativo ao segundo modo, de 80 a 100Hz, e para a identificação simultânea
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do primeiro e segundo modos foi de 10 a 120 Hz, sendo este último utilizado no algoritmo de
controle.
A FIGURA 79 ilustra o filtro de caminho secundário relativo ao primeiro modo. Já a
FIGURA 80 ilustra o filtro de caminho secundário relativo ao segundo modo. Na sequência, a
FIGURA 81 apresenta o filtro de caminho secundário relativo ao primeiro e segundo modos.
FIGURA 79 – FILTRO DE CAMINHO SECUNDÁRIO, PRIMEIRO MODO
FONTE: o autor.
FIGURA 80 – FILTRO DE CAMINHO SECUNDÁRIO, SEGUNDO MODO
FONTE: o autor.
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FIGURA 81 – FILTRO DE CAMINHO SECUNDÁRIO, PRIMEIRO E SEGUNDO MODOS
FONTE: o autor.
É relevante destacar a alteração na envoltória dos filtros identificados, decorrente da
inserção de amortecimento na viga pelas camadas viscoelásticas.
Curvas de características semelhantes foram obtidas para os filtros de caminho de
feedback.
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5.3 RESULTADOS DE CONTROLE DE VIBRAÇÕES
Para está seção, por conveniência, foram atribuídas tags, ou etiquetas, para se fazer
referência a um determinado resultado do trabalho de controle de vibrações. A TABELA 11
mostra o significado destas tags.
TABELA 11 – TAGS E SEU SIGNIFICADO NA ESPECIFICAÇÃO DE RESULTADOS
Campo Tag Significado
1 Sim Simulação numérica
1 Exp Ensaio experimental
2 NVisc Sem controle passivo
2 Visc Controle passivo manta viscoelástica sem constrição
2 ViscC Controle passivo manta viscoelástica com constrição
3 Harm Perturbação harmônica
3 Band Perturbação em banda
4 R Na ressonância
4 PR Perto da ressonância
5 M1 1°modo de vibrar
5 M2 2°modo de vibrar
5 M1-2 1°e 2°modo de vibrar
6 NfeedxKfeed
Número de coeficientes do filtro de feedback
seguido do fator de feedback
6 Nfeedxjan
Número de coeficientes do filtro de feedback com
filtro de feedback multiplicado por janela
FONTE: o autor.
Ao longo do capítulo, as tags serão utilizadas entre símbolos &. Assim, a tag
&Sim_Visc_Harm_R_M2_2500x0,5& significa: simulação de controle ativo adaptativo com
manta de material viscoelástico não constrita, com filtro de feedback de 2500 coeficientes e
fator de feedback de 0,5, sob perturbação harmônica na ressonância associada ao segundo
modo de vibrar.
Quando houver a necessidade de se fazer menção a um conjunto de resultados, será
atribuídos nos campos da tag apenas as propriedades que necessariamente pertencem a este
conjunto. As demais propriedades serão representadas pelo símbolo #. Assim, a designação
&Exp_Visc_#_#_#_#& representa o conjunto de todos os ensaios experimentais com manta de
material viscoelástica não constrita.
O apêndice B apresenta a tabulação de todos os resultados de experimentos e
simulações.
As próximas figuras ilustram os sinais e[n] (sinal de erro) e e2Hμ [n] (estimativa do erro
quadrático médio), em casos onde ocorre uma boa ação de controle. O conjunto de casos
elegidos contém um caso para cada perturbação em simulações numéricas e um caso para
cada perturbação em experimentos. A ordem de apresentação é a seguinte: perturbação
harmônico na frequência natural relativa ao primeiro modo de vibrar; perturbação harmônico
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próximo da frequência natural relativa ao primeiro modo de vibrar; perturbação harmônico na
frequência natural relativa ao segundo modo de vibrar; perturbação harmônico próximo da
frequência natural relativa ao segundo modo de vibrar; perturbação estocástico do tipo ruído
branco filtrado na banda de 11 a 16 Hz; perturbação estocástico do tipo ruído branco filtrado
na banda de 80 a 100 Hz; perturbação estocástico do tipo ruído branco filtrado na banda de 10
a 100 Hz.
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A FIGURA 82 os sinais relativos à seguinte simulação: &Sim_NVisc_Harm_R_M1
_2500x1,0&. Para este resultado nas etapas 1 e 2, tem-se: Kred = 184dB e Tconv = 10, 2s. Já
para as etapas 3 e 4, tem-se: Kred = 185dB e Tconv = 10, 5s.
FIGURA 82 – RESULTADO DE &Sim_NVisc_Harm_R_M1_2500x1,0&
0 25000 50000 75000 100000
Amostras
-0.2
-0.1
0
0.1
0.2
Am
pl
itu
de
[m
/s
^2
]
Sinal de Erro
0 20000 40000 60000 80000 100000
Amostras
1E-14
1E-13
1E-12
1E-11
1E-10
1E-09
1E-08
1E-07
1E-06
1E-05
0.0001
0.001
0.01
Am
pl
itu
de
[m
/s
^2
]
Sinal de Erro Quadrático Médio Estimado
FONTE: o autor.
A FIGURA 83 os sinais relativos ao seguinte experimento: &Exp_ViscC_Harm_R_M1
_2500x0,2&. Para este resultado nas etapas 1 e 2, tem-se: Kred = 86dB e Tconv = 10, 5s. Já
para as etapas 3 e 4, tem-se: Kred = 85, 9dB e Tconv = 10, 4s.
FIGURA 83 – RESULTADO DE &Exp_ViscC_Harm_R_M1_2500x0,2&
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FONTE: o autor.
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A FIGURA 84 os sinais relativos à seguinte simulação:&Sim_ViscC_Harm_PR_M1
_2500x1,0&. Para este resultado nas etapas 1 e 2, tem-se: Kred = 172dB e Tconv = 14, 2s. Já
para as etapas 3 e 4, tem-se: Kred = 186dB e Tconv = 9, 98s.
FIGURA 84 – RESULTADO DE &Sim_ViscC_Harm_PR_M1_2500x1,0&
0 25000 50000 75000 100000
Amostras
-0.03
-0.02
-0.01
0
0.01
0.02
0.03
Am
pl
itu
de
[m
/s
^2
]
Sinal de Erro
0 20000 40000 60000 80000 100000
Amostras
1E-16
1E-15
1E-14
1E-13
1E-12
1E-11
1E-10
1E-09
1E-08
1E-07
1E-06
1E-05
0.0001
Am
pl
itu
de
[m
/s
^2
]
Sinal de Erro Quadrático Médio Estimado
FONTE: o autor.
A FIGURA 85 os sinais relativos ao seguinte experimento: &Exp_NVisc_Harm_PR_M1
_2500x1,0&. Para este resultado nas etapas 1 e 2, tem-se: Kred = 33, 9dB e Tconv = 19, 1s. Já
para as etapas 3 e 4, tem-se: Kred = 48, 7dB e Tconv = 11, 5s.
FIGURA 85 – RESULTADO DE &Exp_NVisc_Harm_PR_M1_2500x1,0&
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FONTE: o autor.
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A FIGURA 86 os sinais relativos à seguinte simulação: &Sim_ViscC_Harm_R_M2
_2500x1,0&. Para este resultado nas etapas 1 e 2, tem-se: Kred = 185dB e Tconv = 10, 6s. Já
para as etapas 3 e 4, tem-se: Kred = 187dB e Tconv = 9, 5s.
FIGURA 86 – RESULTADO DE &Sim_ViscC_Harm_R_M2_2500x1,0&
0 25000 50000 75000 100000
Amostras
-0.04
-0.02
0
0.02
0.04
Am
pl
itu
de
[m
/s
^2
]
Sinal de Erro
0 20000 40000 60000 80000 100000
Amostras
1E-14
1E-13
1E-12
1E-11
1E-10
1E-09
1E-08
1E-07
1E-06
1E-05
0.0001
0.001
Am
pl
itu
de
[m
/s
^2
]
Sinal de Erro Quadrático Médio Estimado
FONTE: o autor.
LEGENDA: (a) Sinal e[n] (b) Sinal e2Hμ [n]
A FIGURA 87 os sinais relativos ao seguinte experimento: &Exp_NVisc_Harm_R_M2
_2500x0,1&. Para este resultado nas etapas 1 e 2, tem-se: Kred = 78, 1dB e Tconv = 12, 7s. Já
para as etapas 3 e 4, tem-se: Kred = 42, 6dB e Tconv = 11, 8s.
FIGURA 87 – RESULTADO DE &Exp_NVisc_Harm_R_M2_2500x0,1&
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FONTE: o autor.
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A FIGURA 88 os sinais relativos à seguinte simulação: &Sim_NVisc_Harm_PR_M2
_2500x1,0&. Para este resultado nas etapas 1 e 2, tem-se: Kred = 175dB e Tconv = 13, 7s. Já
para as etapas 3 e 4, tem-se: Kred = 187dB e Tconv = 9, 76s.
FIGURA 88 – RESULTADO DE &Sim_NVisc_Harm_PR_M2_2500x1,0&
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FONTE: o autor.
A FIGURA 89 os sinais relativos ao seguinte experimento: &Exp_Visc_Harm_PR_M2
_2500x0,2&. Para este resultado nas etapas 1 e 2, tem-se: Kred = 52, 5dB e Tconv = 20, 3s. Já
para as etapas 3 e 4, tem-se: Kred = 53, 3dB e Tconv = 10, 2s.
FIGURA 89 – RESULTADO DE &Exp_Visc_Harm_PR_M2_2500x0,2&
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FONTE: o autor.
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A FIGURA 90os sinais relativos à seguinte simulação: &Sim_NVisc_Band_M1
_2500x0,0&. Para este resultado nas etapas 1 e 2, tem-se: Kred = 28, 9dB e Tconv = 19, 3s. Já
para as etapas 3 e 4, tem-se: Kred = 40dB e Tconv = 6, 46s.
FIGURA 90 – RESULTADO DE &Sim_NVisc_Band_M1_2500x0,0&
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FONTE: o autor.
A FIGURA 91 os sinais relativos ao seguinte experimento: &Exp_NVisc_Band_M1
_2500x0,0&. Para este resultado nas etapas 1 e 2, tem-se: Kred = 26, 6dB e Tconv = 8, 91s. Já
para as etapas 3 e 4, tem-se: Kred = 28, 3dB e Tconv = 5, 48s.
FIGURA 91 – RESULTADO DE &Exp_NVisc_Band_M1_2500x0,0&
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FONTE: o autor.
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A FIGURA 92 os sinais relativos à seguinte simulação: &Sim_NVisc_Band_
M2_2500x0,0&. Para este resultado nas etapas 1 e 2, tem-se: Kred = 28, 6dB e Tconv = 27s. Já
para as etapas 3 e 4, tem-se: Kred = 43dB e Tconv = 7, 14s.
FIGURA 92 – RESULTADO DE &Sim_NVisc_Band_M2_2500x0,0&
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FONTE: o autor.
LEGENDA: (a) Sinal e[n] (b) Sinal e2Hμ [n]
A FIGURA 93 os sinais relativos ao seguinte experimento: &Exp_NVisc_Band_M2
_2500x0,0&. Para este resultado nas etapas 1 e 2, tem-se: Kred = 27, 5dB e Tconv = 11, 3s. Já
para as etapas 3 e 4, tem-se: Kred = 32, 4dB e Tconv = 6s.
FIGURA 93 – RESULTADO DE &Exp_NVisc_Band_M2_2500x0,0&
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FONTE: o autor.
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A FIGURA 94 os sinais relativos à seguinte simulação: &Sim_ViscC_Band_
M1-2_2500x0,0&. Para este resultado nas etapas 1 e 2, tem-se: Kred = 25, 1dB e Tconv = 38, 4s.
Já para as etapas 3 e 4, tem-se: Kred = 38, 2dB e Tconv = 8, 22s.
FIGURA 94 – RESULTADO DE &Sim_ViscC_Band_M1-2_2500x0,0&
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FONTE: o autor.
A FIGURA 95 os sinais relativos ao seguinte experimento: &Exp_ViscC_Band_
M1-2_2500x0,0&. Para este resultado nas etapas 1 e 2, tem-se: Kred = 20, 1dB e Tconv = 20, 3s.
Já para as etapas 3 e 4, tem-se: Kred = 24dB e Tconv = 9, 34s.
FIGURA 95 – RESULTADO DE &Exp_ViscC_Band_M1-2_2500x0,0&
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FONTE: o autor.
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As FIGURAS 96 e 97 apresentam 8 gráficos em formato de fitas em três dimensões,
com o objetivo de ilustrar a relação do fator de feedback com a redução de vibração efetuada
pelo controle ativo para cada tipo de perturbação ensaiada. O eixo z representa os valores de
Kred e o eixo y representa os valores de Kfeed. Ao longo do eixo x, relativo ao tipo de perturbação
harmônica, a fita roxa representa o conjunto &#_#_Harm_R_M1_#&, a fita azul representa o
conjunto &#_#_Harm_PR_M1_#&, a fita amarela representa o conjunto &#_#_Harm_R_M2_#&
e a fita vermelha representa o conjunto &#_#_Harm_PR_M2_#&. Na FIGURA 96, abordam-se
as etapas 1 e 2, enquanto que, na FIGURA 97, abordam-se as etapas 3 e 4.
FIGURA 96 – Kred EM FUNÇÃO DE Kfeed E DO TIPO DE PERTURBAÇÃO HARMÔNICA,
ETAPAS 1 E 2
FONTE: o autor.
LEGENDA: (a) e (b) Simulação Numérica; (c) e (d) Ensaio experimental; (a)
e (c) Viga sem controle passivo; (b) e (d) Viga com manta de material
viscoelástico constrita
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FIGURA 97 – Kred EM FUNÇÃO DE Kfeed E DO TIPO DE PERTURBAÇÃO HARMÔNICA,
ETAPAS 3 E 4
FONTE: o autor.
LEGENDA: (a) e (b) Simulação Numérica; (c) e (d) Ensaio experimental; (a)
e (c) Viga sem controle passivo; (b) e (d) Viga com manta de material
viscoelástico constrita
Já nas FIGURAS 98 e 99, a fita roxa representa o conjunto &#_#_Band_M1_#&, a
fita verde representa o conjunto &#_#_Band_M2_#& e a fita amarela representa o conjunto
&#_#_Band_M1-2_#&. Observa-se, portanto, nesses casos, que a perturbação contemplada
é em banda ao longo de x. Na FIGURA 98, abordam-se as etapas 1 e 2, enquanto que, na
FIGURA 99, abordam-se as etapas 3 e 4.
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FIGURA 98 – Kred EM FUNÇÃO DE Kfeed E DO TIPO DE PERTURBAÇÃO EM BANDA,
ETAPAS 1 E 2
FONTE: o autor.
LEGENDA: (a) e (b) Simulação Numérica; (c) e (d) Ensaio experimental; (a)
e (c) Viga sem controle passivo; (b) e (d) Viga com manta de material
viscoelástico constrita
FIGURA 99 – Kred EM FUNÇÃO DE Kfeed E DO TIPO DE PERTURBAÇÃO EM BANDA ,
ETAPAS 3 E 4
FONTE: o autor.
LEGENDA: (a) e (b) Simulação Numérica; (c) e (d) Ensaio experimental; (a)
e (c) Viga sem controle passivo; (b) e (d) Viga com manta de material
viscoelástico constrita
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5.4 DISCUSSÃO DOS RESULTADOS
Os resultados apresentados nas seções anteriores apontam para as seguintes consta-
tações:
• constatação 1: o conjunto &Sim_#_Harm_#_#_#& apresenta os menores valores de Kred
quando Kfeed é próximo, ou igual, à unidade;
• constatação 2: o conjunto &Sim_#_Band_#_#_#& apresenta os menores valores de Kred
quando Kfeed é próximo, ou igual, a zero;
• constatação 3: o conjunto &Exp_#_Band_#_#_#& apresenta os menores valores de Kred
quando Kfeed é próximo, ou igual, a zero;
• constatação 4: o conjunto &Exp_#_Harm_R_M2_#& apresentou uma redução significativa
de Kred quando é adicionado a manta de material viscoelástico constrita na viga;
• constatação 5: em geral, os resultados com manta de material viscoelástico constrita são
os que apresentam os menores valores de Tconv;
• constatação 6: para os conjuntos &Exp_#_Harm_R_M2_#& e & Exp_#_Harm_PR_M2_#&
os resultados, em sua grande maioria, apresentaram comportamento transiente, com
grandes oscilações e instabilidade;
• constatação 7: em geral, para resultados estáveis, o valor de Tconv foi menor nas etapas
de 3 para 4 do que nas de 1 para 2.
A constatação 1 está em concordância com o que é encontrado na literatura.
Já constatações 2 e 3 indicam algo novo. Em outras palavras, elas argumentam,
que, tanto em simulações numéricas como em experimentos, o filtro de feedback prejudica a
ação do controle ativo quando a viga está sob perturbação estocástica. Uma investigação mais
detalhada disso é sugerida como trabalho futuro. Porém, são feitas abaixo algumas observações
que podem fornecer pistas para iniciar o esclarecimento disto.
A viga em si é um sistema altamente passa banda, em torno de pequenos intervalos
nas regiões de ressonância. Assim, para uma perturbação em banda, os sinais aref [n] e x[n]
apresentarão espectros de potência bem coloridos. Isto acarretará uma convergência bem
lenta do algoritmo adaptativo (FARHANG-BOROUJENY, 2013). Este efeito é aproximadamente
dobrado quando o sinal x[n] é filtrado pelo filtro de caminho secundário.
Já quando o filtro de feedback é desativado, uma malha fechada é criada como se
observa na FIGURA 100. Assim o processo de adaptação não é o mesmo do que foi retratado
no capítulo 3. Observa-se também que uma mudança nos coeficientes no filtro adaptativo gera
uma mudança em polos na malha fechada citada.
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FIGURA 100 – INTRODUÇÃO DE MALHA FECHADA NA DESATIVAÇÃO DO FILTRO DE
FEEDBACK
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FONTE: o autor.
A investigação da constatação 4 é sugerida como trabalho futuro.
A constatação 5 pode ser explicada pelo fato que, em geral, o tempo de resposta de
sistemas com maior amortecimento são menores. (NISE, 2015).
Suspeita-se que o comportamento indicado na constatação 6 é ocasionado pelo fato
da segunda frequência natural da viga estar mais próxima da a frequência de Nyquist da
unidade de controle, uma descrição da relação entre estabilidade e frequência de amostragem
em sistemas de controle pode ser encontrada em Ogata (1995). Já no tocante à constatação 7,
argumenta-se que o controle com coeficientes otimizados do filtro adaptativo faz com que ele
gere um sinal de controle otimizado desde o inicio de seu funcionamento. Este fato esclarece a
constatação 7.
Um fato também observado, foi os valores atípicos do passo de adaptação μ que
conduziam à convergência de controle ativo em qualquer situação. O habitual, em filtragem
adaptativa, é que os valores do passo estejam entre 0,1 e 2, sendo que, nas simulações
numéricas e nos ensaios experimentais, este valor alcançara no máximo, 0,1. Na sequência,
é apresentada uma série de simulações numéricas, com sinais no domínio do tempo e no
domínio da frequência, para esclarecer este fato.
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A FIGURA 101 apresenta os sinais e[n] e fmodal,1, relativas à simulação &Sim
_NVisc_Harm_R_M1_2500x1&, com fn = 14Hz, ζ = 0, 0065 e μ = 0, 002. Já a FIGURA 102
apresenta a transformada discreta de Fourier de e[n] para seis intervalos de tempo especificados.
O início da ação de controle ocorre na amostra de número 3000.
FIGURA 101 – SIMULAÇÃO DE CONTROLE ATIVO PARA μ = 0, 002 E ζ = 0, 0065
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FONTE: o autor.
LEGENDA: (a) Sinal da primeira força modal; (b) Sinal de erro.
FIGURA 102 – FFT DE e[n] EM INTERVALOS ESPECIFICADOS PARA SIMULAÇÃO
&Sim_NVisc_Harm_R_M1_2500x1& (μ = 0, 002 E ζ = 0, 0065)
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FONTE: o autor.
LEGENDA: Intervalos: (a) 2000 a 3000 (b)2500 a 3500 (c)
3000 a 4000 (c) 3500 a 4500 (d) 4000 a 5000 (e)11000
a 12000
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A seguir FIGURA 103 apresenta os sinais e[n] e fmodal,1 relativas à simulação &Sim
_NVisc_Harm_R_M1_2500x1& com fn = 14Hz, ζ = 0, 0065 e μ = 0, 009. Já a FIGURA 104
apresenta a transformada discreta de Fourier de e[n] para seis intervalos de tempo especificados.
O início da ação de controle ocorre na amostra de número 3000.
FIGURA 103 – SIMULAÇÃO DE CONTROLE ATIVO PARA μ = 0, 009 E ζ = 0, 0065
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FONTE: o autor.
LEGENDA: (a) Sinal da primeira força modal (b) Sinal de erro
FIGURA 104 – FFT DE e[n] EM INTERVALOS ESPECIFICADOS PARA SIMULAÇÃO &Sim
_NVisc_Harm_R_M1_2500x1& (μ = 0, 09)
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FONTE: o autor.
LEGENDA: Intervalos: (a) 2000 a 3000 (b)2500 a 3500 (c)
3000 a 4000 (c) 3500 a 4500 (d) 4000 a 5000 (e) 11000
a 12000.
140
A FIGURA 105 apresenta os sinais e[n] e fmodal,1 relativas à simulação &Sim
_NVisc_Harm_R_M1_2500x1& com fn = 14Hz, ζ = 0, 0065 e μ = 0, 0106. Já a FIGURA 106
apresenta a transformada discreta de Fourier de e[n] para seis intervalos de tempo especificados.
O início da ação de controle ocorre na amostra de número 3000.
FIGURA 105 – SIMULAÇÃO DE CONTROLE ATIVO μ = 0, 0106 E ζ = 0, 0065
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FONTE: o autor.
LEGENDA: (a) Sinal da primeira força modal (b) Sinal de erro
FIGURA 106 – FFT DE e[n] EM INTERVALOS ESPECIFICADOS PARA SIMULAÇÃO
&Sim_NVisc_Harm_R_M1_2500x1& (μ = 0, 0106)
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FONTE: o autor.
LEGENDA: Intervalos: (a) 2000 a 3000 (b)2500 a 3500 (c)
3000 a 4000 (c) 3500 a 4500 (d) 4000 a 5000 (e) 11000
a 12000
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A FIGURA 107 apresenta os sinais e[n] e fmodal,1 relativas à simulação &Sim
_NVisc_Harm_R_M1_2500x1& com fn = 14Hz, ζ = 0, 1 e μ = 0, 1. Já a FIGURA 108 apresenta
a transformada discreta de Fourier de e[n] para seis intervalos de tempo especificados. O início
da ação de controle ocorre na amostra de número 3000.
FIGURA 107 – SIMULAÇÃO DE CONTROLE ATIVO μ = 0, 1 E ζ = 0, 1
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FONTE: o autor.
LEGENDA: (a) Sinal da primeira força modal (b) Sinal de erro
FIGURA 108 – FFT DE e[n] EM INTERVALOS ESPECIFICADOS PARA SIMULAÇÃO
&Sim_NVisc_Harm_R_M1_2500x1& (μ = 0, 1 E ζ = 0, 1 )
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LEGENDA: Intervalos: (a) 2000 a 3000 (b)2500 a 3500 (c)
3000 a 4000 (c) 3500 a 4500 (d) 4000 a 5000 (e) 11000
a 12000
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A partir das FIGURAS 101 a 108, a explicação do comportamento do passo de
adaptação, pode ser esclarecido da seguinte sequência forma:
• 1) Como a frequência de perturbação é próxima da primeira frequência natural, em geral,
a resposta da viga dependerá apenas da entrada fmodal,1[n], da função hmck,1[n] e da
saída r1[n], onde r1[n] é o sinal deslocamento associada à primeira coordenada modal
(vide FIGURA 41);
• 2) A redução repentina de fmodal,1[n], conforme mostra a FIGURA 103 (a), gera o fenô-
meno de espalhamento espectral no domínio da frequência, com o espectro da força
apresentando um valor significativo, mesmo que relativamente pequeno, na ressonância
de hmck,1[n] (vide FIGURA 109). (O fenômeno de empalhamento espectral é a expansão
de largura de banda do sinal quando ele apresenta um transiente agudo e repentino);
• 3) A FRF na ressonância, para sistemas mecânicos com baixo amortecimento, possui
magnitude muito elevada, conforme mostra a FIGURA 66. Assim, com o espectro do sinal
fmodal,1[n] espalhado, r1[n] apresentará, em seu espectro, a componente de ressonância
de hmck,1[n] conforme se observa na FIGURA 104;
• 4) Como o algoritmo FxNLMS, em sua essência, foi desenvolvido para agir com infor-
mações provenientes da fonte de perturbação, a nova componente no espectro de r1[n],
provocada pela ação de controle, é, de certa forma, um obstáculo para o seu correto
funcionamento;
• 5) Para passos de adaptação maiores, mais acentuado é o comportamento transiente
de fmodal,1[n], amplificando, assim, o grau de espalhamento espectral, que, por sua vez,
amplifica a componente de ressonância de hmck,1[n] em r1[n]. Isso pode, no limite, gerar
instabilidade no processo de controle (vide FIGURA 105 e FIGURA 106);
• 6) Para passos de adaptação menores, mais suave é o comportamento transiente de
fmodal,1[n], reduzindo, assim, o grau de espalhamento espectral, que, por sua vez, reduz
a componente de ressonância de hmck,1[n] em r1[n]. Já isso, no limite, pode não gerar
nenhum efeito ressonante significativo (vide FIGURA 101 e FIGURA 102);
• 7) Sistemas mecânicos com fatores de amortecimento mais significativos possuem uma
magnitude de FRF na ressonância relativamente baixa. Desta forma, mesmo que o grau
de espalhamento espectral seja alto r1[n] não apresentará a componente de ressonância
de hmck,1[n] de forma tão significativa. Isto, obviamente, reduz o grau do efeito descrito
acima. Assim, é possível, nesta circunstância, operar o sistema de controle ativo de forma
estável, com passos maiores (vide FIGURA 107 e FIGURA 108).
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FIGURA 109 – ESPALHAMENTO ESPECTRAL DAS FORÇAS MODAIS
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A instabilidade descrita anteriormente será denominada de "instabilidade ressonante
em controle ativo-adaptativo"é abreviada por IRCAA.
Concluindo a presente seção, cabe sintetizar que, em termos práticos, no tocante a
simulações numéricas, os resultados indicam que
• a melhor configuração para perturbações harmônicas é quando Kfeed = 1;
• a melhor configuração para perturbações estocásticas é quando Kfeed = 0;
• a configuração mais robusta é quando Kfeed = 0, 9, em que a ação de controle é razoável
para perturbações estocásticas e excelente para perturbações harmônicas.
Já em ambiente experimental, os resultados indicam que
• a melhor configuração para perturbações harmônicas sem controle passivo é quando
Kfeed = 0, 2, enquanto que com controle passivo por manta constrita de material viscoe-
lástico, é quando Kfeed = 0;
• a melhor configuração para perturbações estocásticas é quando Kfeed = 0;
• a configuração mais robusta é quando Kfeed = 0, em que a ação de controle é razoável
para perturbações harmônicas e excelente para perturbações estocásticas.
Cabe ainda destacar que a adição de amortecimento contribuiu para o controle na
redução do nível de vibração, e do tempo de resposta, além de, conforme se nota nas simulações
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numéricas, permitir a expansão do limite do passo de adaptação μ, o que possibilita a realização
de um controle mais veloz (vide FIGURA 107). Este último fato, que é muito importante, poderá
ser investigado também experimentalmente, em trabalhos futuros.
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6 CONCLUSÕES E SUGESTÕES PARA TRABALHOS FUTUROS
As principais contribuições e conclusões desta dissertação são as seguintes:
• elaboração e implementação de modelo digital no domínio do tempo de controle ativo-
adaptativo de vibrações (CAAV) em sistema linear com múltiplos graus de liberdade;
• implementação experimental de controle híbrido de vibrações em uma viga engastada-
livre na faixa de operação linear;
• constatação, tanto em simulação numérica como em ambiente experimental, de que o
filtro de feedback pode ser prejudicial no funcionamento do CAAV, quando a perturbação
é em banda;
• obtenção de resultados numéricos e experimentais de CAAV para condições de perturba-
ção harmônica e em banda, para diversos fatores de feedback ;
• constatação do fenômeno instabilidade ressonante em controle ativo-adaptativo (IRCAA)
em simulação numérica;
Como sugestões para trabalhos futuros, são oferecidas as seguintes:
• formular uma explicação detalhada, se possível pela via analítica, para o fato de, que em
perturbação em banda, o filtro de caminho de feedback prejudica o funcionamento do
controle ativo;
• estabelecer relação entre o limite de passo de adaptação que gera o IRCAA e o amorte-
cimento do sistema sob controle;
• elaborar algoritmos adaptativos insensíveis ao fenômeno IRCAA;
• elaborar algoritmos robustos que, para um mesma configuração de parâmetros, execute
o controle para qualquer classe de perturbação;
• realizar abordagem híbrida, em simulação e experimentos, com outras técnicas de
controle passivo, como, por exemplo, isoladores e neutralizadores viscoelásticos;
• realizar abordagem híbrida, em simulação e experimentos, em ambiente com variação de
temperatura;
• realizar experimentos através da plataforma FPGA, possibilitando execução de CAAV em
frequências mais elevadas;
• estender a emulação de SMMGL para a mobilidade e inertância, sendo este último
de suma importância pelo fato de que, no ambiente experimental, são empregados
acelerômetros;
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• adicionar, no ambiente de simulação, o modelo do tratamento de controle passivo em sua
forma mais fidedigna, no tocante à descrição do comportamento viscoelástico;
• através do ajuste dos coeficientes iniciais de cada operador de atraso dos filtros digitais,
possibilitar, na emulação de sistemas mecânicos, a opção de inserir condições iniciais de
deslocamento e velocidade;
• estender a emulação digital de SMMGL para condições mais abrangentes de amorteci-
mento, pelo uso da análise em espaço de estados;
• elaborar um algoritmo com a abordagem combinada feedback-feedforward para um
sistema híbrido de controle de vibrações;
• fazer estudos, tanto em simulação numérica como em ensaios experimentais para outras
perturbações que ocorrem frequentemente em ambiente prático, como, por exemplo,
excitações periódicas em máquinas alternativas;
• estender o estudo para sistemas girantes, como, por exemplo, máquinas elétricas rotati-
vas.
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APÊNDICE A – DIAGRAMAS DE BLOCOS EM LABVIEW
Encontra-se neste apêndice a descrição dos diagramas de blocos em LabVIEW para
identificação de sistema e controle ativo de vibração.
A.1 IDENTIFICAÇÃO DE SISTEMA
A FIGURA A.1 mostra o diagrama de blocos para identificação offline, onde o item
1 corresponde a subVI do algoritmo de adaptação dos coeficientes e o item 2 à subVI do
algoritmo do filtro adaptativo.
FIGURA A.1 – DIAGRAMA DE BLOCOS DO ALGORITMO PARA IDENTIFICAÇÃO OFFLINE
EM LABVIEW
FONTE: o autor.
A.2 CONTROLE ATIVO
A FIGURA A.2 ilustra o diagrama de blocos do VI para controle ativo de vibrações em
tempo real, via CompactRIO.
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FIGURA A.2 – DIAGRAMA DE BLOCOS DO ALGORITMO PARA CONTROLE ATIVO DE
VIBRAÇÕES EM LABVIEW
FONTE: o autor.
A lista abaixo explica cada item indicado na FIGURA A.2. São eles
• item 1, subVI de inicialização das variáveis do projeto;
• item 2, subVI que contém o laço responsável pela execução do algoritmo da FIGURA 71
(laço determinista);
• item 3, subVI que contém o laço que executa a comunicação com o computador hospe-
deiro (laço de comunicação, ou não determinista);
• item 4, subVI de finalização e desligamento seguro de todas as tarefas;
O diagrama de blocos da subVI do item 2 da lista acima é apresentado na FIGURA
A.3. Esse diagrama contém o laço determinista (ou seja, de prioridade máxima), que executa as
ações de controle (ou seja, recebe os sinais dos sensores, processa esses sinais pelo algoritmo
pertinente e gera os sinais de controle para os atuadores).
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FIGURA A.3 – DIAGRAMA DE BLOCOS DO LAÇO DETERMINISTA
FONTE: o autor.
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A lista abaixo explica cada item indicado na FIGURA A.3. São eles
• item 1, leitura dos parâmetros de controle fornecidos pelo usuário;
• item 2, leitura dos parâmetros da perturbação fornecidos pelo usuário;
• item 3, subVI que gera o sinal de perturbação p[n];
• item 4, leitura do sinal de aceleração de referência aref [n];
• item 5, subVI que executa a filtragem do filtro de caminho secundário Ŝ[n];
• item 6, subVI que executa a filtragem do filtro de caminho de feedback F̂ [n];
• item 7, subVI que executa a filtragem do filtro adaptativo W [n];
• item 8, subVI que adapta os coeficientes do filtro adaptativo W [n];
• item 9, leitura do sinal de aceleração de erro aerro[n] = e[n];
• item 10, SubVI que restringe o valor do módulo do sinal a um valor real (esta subVI é um
mecanismo de segurança do sistema);
• item 11, transmissão do sinal de perturbação p[n] para o amplificador do atuador de
perturbação;
• item 12, transmissão do sinal de controle c[n] para o amplificador do atuador de controle;
• item 13, transmissão dos sinais do processo para o laço de comunicação;
• item 14, estrutura que conta quantas vezes o VI realizou a tarefa fora do seu período de
trabalho Tdet (tempo de ciclo do laço determinista;
• item 15, transmissão dos coeficientes do filtro adaptativo para o computador (sem uso
de buffer, pois não existe a necessidade de adquirir todas as amostras do vetor w[n] ao
longo do tempo).
Um fato importante a ser notado aqui é que o período de amostragem do CAAV é
definido por Tdet, e, portanto, a frequência de amostragem é fdet = 1/Tdet.
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APÊNDICE B – SIMULAÇÕES E EXPERIMENTOS - TABULAÇÕES DE
RESULTADOS
Encontra-se neste apêndice a tabulação de resultados de todos os experimentos e
simulações. A TABELA 11 que possuí a simbologia das tags é repetidas aqui por conveniência.
TABELA B.1 – TAGS E SEU SIGNIFICADO NA ESPECIFICAÇÃO DE RESULTADOS
Campo Tag Significado
1 Sim Simulação numérica
1 Exp Ensaio experimental
2 NVisc Sem controle passivo
2 Visc Controle passivo manta viscoelástica sem constrição
2 ViscC Controle passivo manta viscoelástica com constrição
3 Harm Perturbação harmônica
3 Band Perturbação em banda
4 R Na ressonância
4 PR Perto da ressonância
5 M1 1°modo de vibrar
5 M2 2°modo de vibrar
5 M1-2 1°e 2°modo de vibrar
6 NfeedxKfeed
Número de coeficientes do filtro de feedback
seguido do fator de feedback
6 Nfeedxjan
Número de coeficientes do filtro de feedback com
filtro de feedback multiplicado por janela
FONTE: o autor.
Além das tags apresentada no corpo da dissertação, foram atribuídas também tags
para compactar a análise dos resultados. A TABELA B.2 mostra o significado destas tags.
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TABELA B.2 – TAGS E SEUS SIGNIFICADOS- PARÂMETROS DE ANÁLISE DE RESULTA-
DOS
Campo Tag Significado
1 %R Valor percentual atribuídopara o resultado alvo
2 T Valor de Tconv medido
3 K Valor de Kred medido
4 O Oscilação
5 Nul Nula
5 A Alta
5 M Média
5 B Baixa
6 P Permanente
6 T Transiente
6 I Instável
FONTE: o autor.
Assim, a tag &%90_T10,2_K185dB_O_A_I& significa um resultado com Kconv de 90%,
tempo de convergência de 10,2 s, fator de redução de 185dB, e forma de onda com oscilações
altas e instáveis. Como se observa os símbolos & também são empregados, neste caso, na
designação de tags.
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A TABELA B.3 apresenta o conjunto de resultados de &Sim_NVisc_#_#_#_#& relativos
as etapas 1 e 2.
TABELA B.3 – CONJUNTO DE RESULTADOS DE &Sim_NVisc_#_#_#_#&, ETAPAS 1 E 2
Harm
_R _M1
Harm
_PR _M1
Harm
_R _M2
Harm
_PR _M2
Band
_M1
Band
_M2
Band
_M1-2
2500
x1
%R90
T10,2
K184dB
O_Nul
%R90
T14,7
K169dB
O_Nul
%R90
T11,2
K183dB
O_Nul
%R90
T13,7
K175dB
O_Nul
%R30
T36,6
K16dB
O_M_P
%R30
T37,6
K11,9dB
O_M_P
%R30
T68
K14dB
O_M_P
2500
x0,9
%R90
T10,6
K185dB
O_Nul
%R90
T14,9
K163dB
O_Nul
%R90
T11,2
K183dB
O_Nul
%R90
T14
K173dB
O_Nul
%R40
T49,6
K17,8dB
O_B_P
%R40
T18,1
K15,6dB
O_B_P
%R40
T21,6
K18,1dB
O_B_P
2500
x0,5
%R90
T10,4
K185dB
O_Nul
%R90
T80,2
K30,4dB
O_A_T
%R90
T11,5
K182dB
O_Nul
%R90
T68,3
K58,1dB
O_A_T
%R70
T10,5
K19,9dB
O_B_P
%R70
T60,2
K18,4dB
O_B_P
%R70
T39,8
K20,4dB
O_B_P
2500
x0,2
%R90
T10,6
K185dB
O_Nul
%R90
T#
K#dB
O_A_P
%R90
T12,2
K38,9dB
O_A_I
%R90
T60,1
K28,6dB
O_A_P
%R80
T14,1
K21,8dB
O_B_P
%R80
T10,8
K24,2dB
O_B_P
%R80
T15,3
K22,9dB
O_B_P
2500
x0,1
%R90
T10,8
K182dB
O_Nul
%R90
T#
K#dB
O_A_P
%R90
T56,4
K32,2dB
O_A_I
%R90
T#
K#dB
O_A_P
%R80
T27,8
K27dB
O_B_T
%R80
T56,1
K24,7dB
O_B_T
%R80
T16,3
K25,1dB
O_Nul
2500
x0
%R90
T#
K#dB
O_A_I
%R90
T#
K#dB
O_A_I
%R90
T#
K#dB
O_A_I
%R90
T#
K#dB
O_A_I
%R80
T19,3
K28,9dB
O_B_T
%R80
T27
K28,6dB
O_Nul
%R80
T25,3
K29,8dB
O_Nul
100
x1
%R90
T10,5
K185dB
O_Nul
%R90
T29,1
K145dB
O_A_I
%R90
T11,2
K183dB
O_Nul
%R90
T52,3
K92,5dB
O_M_I
%R70
T15,9
K16dB
O_B_P
%R70
T20,8
K15,8dB
O_B_T
%R70
T80,3
K18,6dB
O_B_P
100
xjan
%R90
T10,7
K183dB
O_Nul
%R90
T42,6
K114dB
O_A_T
%R90
T11,8
K175dB
O_Nul
%R90
T29,3
K34,9dB
O_A_I
%R80
T13,4
K19,1dB
O_B_P
%R80
T95,4
K19,4
dBO_B_P
%R80
T140
K18,3dB
O_B_P
Legenda
O
Osci-
lação
Nul
Nula
A
Alta
M
Média
B
Baixa
P
Perma-
nente
T
Tran-
siente
I
Ins-
tável
FONTE: o autor.
159
A TABELA B.4 apresenta o conjunto de resultados de &Sim_NVisc_#_#_#_#& relativos
às etapas 3 e 4.
TABELA B.4 – CONJUNTO DE RESULTADOS DE &Sim_NVisc_#_#_#_#&, ETAPAS 3 E 4
Harm
_R _M1
Harm
_PR _M1
Harm
_R _M2
Harm
_PR _M2
Band
_M1
Band
_M2
Band
_M1-2
2500
x1
%R90
T10,5
K185dB
O_Nul
%R90
T10,6
K185dB
O_Nul
%R90
T9,76
K187dB
O_Nul
%R90
T9,76
K187dB
O_Nul
%R30
T2,36
K17,9dB
O_M_P
%R30
T4,96
K13,7dB
O_M_P
%R30
T6,02
K16,7dB
O_M_P
2500
x0,9
%R90
T10,2
K186dB
O_Nul
%R90
T16,2
K168dB
O_Nul
%R90
T9,68
K187dB
O_Nul
%R90
T10
K186dB
O_Nul
%R40
T7,24
K17,2dB
O_B_P
%R40
T9,28
K19,8dB
O_B_P
%R40
T2,32
K22dB
O_B_P
2500
x0,5
%R90
T9,57
K187dB
O_Nul
%R90
T11,1
K152dB
O_Nul
%R90
T9,52
K187dB
O_Nul
%R90
T10,7
K173dB
O_Nul
%R70
T5
K25dB
O_B_P
%R70
T4,76
K26,8dB
O_B_P
%R70
T4,78
K23,4dB
O_B_P
2500
x0,2
%R90
T9,33
K188dB
O_Nul
%R90
T89,9
K15,9dB
O_A_I
%R90
T9,98
K166dB
O_Nul
%R90
T17,4
K99,3dB
O_A_I
%R80
T6,9
K27,8dB
O_B_P
%R80
T10,7
K28,4dB
O_B_P
%R80
T8,04
K32,2dB
O_B_P
2500
x0,1
%R90
T9,33
K188dB
O_Nul
%R90
T#
K#dB
O_A_I
%R90
T9,88
K118dB
O_Nul
%R90
T#
K#dB
O_A_I
%R80
T6,32
K35,4dB
O_B_P
%R80
T6,57
K32,3dB
O_B_P
%R80
T6,5
K35,7dB
O_B_P
2500
x0
%R90
T#
K#dB
O_A_I
%R90
T#
K#dB
O_A_I
%R90
T#
K#dB
O_A_I
%R90
T#
K#dB
O_A_I
%R80
T6,46
K40dB
O_B_P
%R80
T7,14
K43dB
O_B_P
%R80
T5,66
K38,8dB
O_B_P
100
x1
%R90
T9,88
K186dB
O_Nul
%R90
T10,7
K184dB
O_Nul
%R90
T9,74
K187dB
O_Nul
%R90
T10,2
K185dB
O_Nul
%R80
T5,24
K20,5dB
O_B_P
%R80
T8,31
K20,8dB
O_B_P
%R80
T4,76
K22,7dB
O_B_P
100
xjan
%R90
T9,83
K186dB
O_Nul
%R90
T10,1
K186dB
O_Nul
%R90
T9,88
K186dB
O_Nul
%R90
T10,6
K185dB
O_Nul
%R80
T5,84
K22,8dB
O_B_P
%R80
T8,45
K21,1dB
O_B_P
%R80
T11,5
K22,8dB
O_B_P
Legenda
O
Osci-
lação
Nul
Nula
A
Alta
M
Média
B
Baixa
P
Perma-
nente
T
Tran-
siente
I
Ins-
tável
FONTE: o autor.
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A TABELA B.5 apresenta o conjunto de resultados de &Sim_Visc_#_#& relativos às
etapas 1 e 2.
TABELA B.5 – CONJUNTO DE RESULTADOS DE &Sim_Visc_#_#_#_#&, ETAPAS 1 E 2
Harm
_R _M1
Harm
_PR _M1
Harm
_R _M2
Harm
_PR _M2
Band
_M1
Band
_M2
Band
_M1-2
2500
x1
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
2500
x0,9
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
2500
x0,5
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
2500
x0,2
%R90
T10,7
K184dB
O_Nul
%R90
T#
K#dB
O_A_T
%R90
T11,5
K174dB
O_Nul
%R90
T71,6
K102dB
O_A_T
- - - - - - - - - - - - - - -
2500
x0,1
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
2500
x0
- - - - - - - - - - - - - - - - - - - -
%R80
T24
K28,8dB
O_B_P
%R80
T58,8
K26,5dB
O_B_P
%R80
T30,2
K28,5dB
O_B_P
100
x1
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
100
xjan
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
Legenda
O
Osci-
lação
Nul
Nula
A
Alta
M
Média
B
Baixa
P
Perma-
nente
T
Tran-
siente
I
Ins-
tável
FONTE: o autor.
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A TABELA B.6 apresenta o conjunto de resultados de &Sim_Visc_#_#_#_#& relativos
às etapas 3 e 4.
TABELA B.6 – CONJUNTO DE RESULTADOS DE &Sim_Visc_#_#_#_#&, ETAPAS 3 E 4
Harm
_R _M1
Harm
_PR _M1
Harm
_R _M2
Harm
_PR _M2
Band
_M1
Band
_M2
Band
_M1-2
2500
x1
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
2500
x0,9
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
2500
x0,5
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
2500
x0,2
%R90
T9,31
K188dB
O_Nul
%R90
T#
K#dB
O_Nul
%R90
T9,34
K188dB
O_Nul
%R90
T14,1
K102dB
O_Nul
- - - - - - - - - - - - - - -
2500
x0,1
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
2500
x0
- - - - - - - - - - - - - - - - - - - -
%R80
T6,33
K38,2dB
O_B_P
%R80
T7,01
K37,8dB
O_B_P
%R80
T7,22
K41,3dB
O_B_P
100
x1
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
100
xjan
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
Legenda
O
Osci-
lação
Nul
Nula
A
Alta
M
Média
B
Baixa
P
Perma-
nente
T
Tran-
siente
I
Ins-
tável
FONTE: o autor.
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A TABELA B.7 apresenta o conjunto de resultados de &Sim_ViscC_#_#_#_#& relativos
às etapas 1 e 2.
TABELA B.7 – CONJUNTO DE RESULTADOS DE &Sim_ViscC_#_#_#_#&, ETAPAS 1 E 2
Harm
_R _M1
Harm
_PR _M1
Harm
_R _M2
Harm
_PR _M2
Band
_M1
Band
_M2
Band
_M1-2
2500
x1
%R90
T10,5
K185dB
O_Nul
%R90
T14,2
K172dB
O_Nul
%R90
T10,6
K185dB
O_Nul
%R90
T13,8
K175dB
O_Nul
%R30
T23,9
K13,8dB
O_M_P
%R30
T21,2
K11,9dB
O_M_P
%R30
T47,9
K14,4dB
O_M_P
2500
x0,9
%R90
T10,4
K185dB
O_Nul
%R90
T10,7
K185dB
O_Nul
%R90
T10,6
K185dB
O_Nul
%R90
T14,1
K173dB
O_Nul
%R30
T58,6
K13,1dB
O_B_P
%R30
T18,9
K15,5dB
O_B_P
%R30
T5,11
K12,8dB
O_B_P
2500
x0,5
%R90
T10,5
K185dB
O_Nul
%R90
T53,8
K85dB
O_A_I
%R90
T11,1
K184dB
O_Nul
%R90
T33,8
K85,7dB
O_A_I
%R60
T18,8
K18,4dB
O_B_P
%R60
T12,7
K18dB
O_B_P
%R60
T44
K17,8dB
O_B_P
2500
x0,2
%R90
T10,9
K184dB
O_Nul
%R90
T#
K#dB
O_A_P
%R90
T11,8
K187dB
O_Nul
%R90
T20,3
K33,7dB
O_A_P
%R80
T36,7
K22,3dB
O_B_P
%R80
T22,7
K19,7dB
O_B_P
%R80
T57,8
K23,4dB
O_B_P
2500
x0,1
%R90
T11,1
K153dB
O_Nul
%R90
T#
K#dB
O_A_I
%R90
T12,2
K109dB
O_Nul
%R90
T#
K#dB
O_A_I
%R80
T38,3
K23dB
O_B_P
%R80
T19,4
K24,4dB
O_B_P
%R80
T124
K20,6dB
O_B_P
2500
x0
%R90
T#
K#dB
O_A_I
%R90
T#
K#dB
O_A_I
%R90
T#
K#dB
O_A_I
%R90
T#
K#dB
O_A_I
%R80
T18,4
K25,4dB
O_B_P
%R80
T23
K24,7dB
O_B_P
%R80
T38,4
K25,1dB
O_B_P
100
x1
%R90
T10,7
K185dB
O_Nul
%R90
T34,9
K186dB
O_A_I
%R90
T11
K184dB
O_Nul
%R90
T12,8
K180dB
O_Nul
%R60
T17,6
K15,3dB
O_B_P
%R60
T63,2
K14,4dB
O_B_P
%R80
T23,9
K13,1dB
O_B_P
100
xjan
%R90
T11
K181dB
O_Nul
%R90
T27,2
K186dB
O_A_I
%R90
T11,6
K187dB
O_Nul
%R90
T30
K142dB
O_A_I
%R60
T8,52
K16,8dB
O_B_P
%R60
T20
K19,2
dBO_B_P
%R60
T17,9
K19dB
O_B_P
Legenda
O
Osci-
lação
Nul
Nula
A
Alta
M
Média
B
Baixa
P
Perma-
nente
T
Tran-
siente
I
Ins-
tável
FONTE: o autor.
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A TABELA B.8 apresenta o conjunto de resultados de &Sim_ViscC_#_#_#_#& relativos
às etapas 3 e 4.
TABELA B.8 – CONJUNTO DE RESULTADOS DE &Sim_ViscC_#_#_#_#&, ETAPAS 3 E 4
Harm
_R _M1
Harm
_PR _M1
Harm
_R _M2
Harm
_PR _M2
Band
_M1
Band
_M2
Band
_M1-2
2500
x1
%R90
T9,93
K186dB
O_Nul
%R90
T9,98
K186dB
O_Nul
%R90
T9,5
K187dB
O_Nul
%R90
T9,5
K187dB
O_Nul
%R30
T4,92
K15,8dB
O_M_P
%R30
T0,248
K14,8dB
O_M_P
%R30
T1,49
K16,2dB
O_M_P
2500
x0,9
%R90
T9,79
K187dB
O_Nul
%R90
T10,7
K185dB
O_Nul
%R90
T9,45
K187dB
O_Nul
%R90
T9,65
K187dB
O_Nul
%R30
T1,38
K15,3dB
O_B_P
%R30
T2,39
K18,1dB
O_B_P
%R30
T2,93
K17dB
O_B_P
2500
x0,5
%R90
T9,44
K187dB
O_Nul
%R90
T11,3
K157dB
O_A_I
%R90
T9,31
K188dB
O_Nul
%R90
T11,7
K167dB
O_A_T
%R60
T4,63
K23dB
O_B_P
%R60
T3,48
K20,7dB
O_B_P
%R60
T9,64
K20dB
O_B_P
2500
x0,2
%R90
T9,3
K188dB
O_Nul
%R90
T#
K#dB
O_A_T
%R90
T9,39
K187dB
O_Nul
%R90
T8,5
K31,9dB
O_A_I
%R80
T10,6
K27,5dB
O_B_P
%R80
T7,17
K31,3dB
O_B_P
%R80
T6,82
K29,4dB
O_B_P
2500
x0,1
%R90
T9,46
K185dB
O_Nul
%R90
T#
K#dB
O_A_I
%R90
T13,2
K129dB
O_A_I
%R90
T#
K#dB
O_A_I
%R80
T5,76
K32,4dB
O_B_P
%R80
T7,48
K30,2dB
O_B_P
%R80
T7,07
K32,4dB
O_B_P
2500
x0
%R90
T#
K#dB
O_A_I
%R90
T#
K#dB
O_A_I
%R90
T#
K#dB
O_A_T
%R90
T#
K#dB
O_A_I
%R80
T6,31
K39dB
O_B_P
%R80
T8,92
K38,3dB
O_B_P
%R80
T8,22
K38,2dB
O_B_P
100
x1
%R90
T9,71
K187dB
O_Nul
%R90
T9,94
K186dB
O_Nul
%R90
T9,42
K187dB
O_Nul
%R90
T10,5
K182dB
O_Nul
%R60
T3,72
K20,4dB
O_B_P
%R80
T6,52
K18,4dB
O_B_P
%R80
T4,49
K16,2dB
O_B_P
100
xjan
%R90
T9,66
K187dB
O_Nul
%R90
T10,2
K186dB
O_Nul
%R90
T9,41
K187dB
O_Nul
%R90
T10,1
K186dB
O_Nul
%R80
T3,66
K21dB
O_B_P
%R80
T11,9
K22,8dB
O_B_P
%R80
T4,59
K20,1dB
O_B_P
Legenda
O
Osci-
lação
Nul
Nula
A
Alta
M
Média
B
Baixa
P
Perma-
nente
T
Tran-
siente
I
Ins-
tável
FONTE: o autor.
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A TABELA B.9 apresenta o conjunto de resultados de &Exp_NVisc_#_#_#_#& relativos
às etapas 1 e 2.
TABELA B.9 – CONJUNTO DE RESULTADOS DE &Exp_NVisc_#_#_#_#&, ETAPAS 1 E 2
Harm
_R _M1
Harm
_PR _M1
Harm
_R _M2
Harm
_PR _M2
Band
_M1
Band
_M2
Band
_M1-2
2500
x1
%R90
T14,6
K47,7dB
O_B_T
%R90
T19,1
K33,9dB
O_Nul
%R90
T31,5
K44,8dB
O_M_T
%R90
T17
K38,6
O_B_P
%R80
T#
K#
O_A_P
%R80
T#
K#
O_A_P
%R80
T#
K#
O_A_P
2500
x0,9
%R90
T16,1
K62,5dB
O_B_T
%R90
T16
K28,3dB
O_Nul
%R90
T#
K#
O_A_P
%R90
T44,1
K32,3dB
O_A_T
%R80
T#
K#
O_A_P
%R80
T#
K#
O_A_P
%R80
T#
K#
O_A_P
2500
x0,5
%R90
T12,1
K66,7dB
O_B_T
%R90
T12,6
K32,9dB
O_Nul
%R90
T11,4
K31,6dB
O_B_P
%R90
T72,1
K39dB
O_A_T
%R50
T4,92
K12,3dB
O_M_P
%R80
T#
K#
O_M_P
%R50
T4,75
K14,3 dB
O_M_P
2500
x0,2
%R90
T11,6
K57,8dB
O_B_T
%R90
T13,5
K33,9dB
O_Nul
%R90
T12,6
K32,6dB
O_B_P
%R90
T33,9
K55,1dB
O_A_T
%R80
T26,4
K25,4dB
O_B_P
%R80
T18,2
K23,7dB
O_B_P
%R50
T6,26
K24,7dB
O_B_P
2500
x0,1
%R90
T25,7
K38,6 dB
O_B_P
%R90
T13,2
K36,4dB
O_Nul
%R90
T12,7
K78,1dB
O_Nul
%R80
T53,2
K22,5dB
O_A_T
%R80
T16,5
K29,4dB
O_B_P
%R80
T11,9
K26,7dB
O_B_P
%R80
T21,1
K28,3dB
O_B_P
2500
x0
%R90
T13,5
K58,9dB
O_B_T
%R90
T16,4
K27dB
O_B_T
%R90
T13,8
K41,5dB
O_Nul
%R90
T70,4
K26,4dB
O_A_T
%R80
T8,91
K26,6dB
O_B_P
%R80
T11,3
K27,5dB
O_B_P
%R80
T17,5
K22,4dB
O_B_P
100
x1
%R90
T10,3
K60,3dB
O_Nul
%R90
T18,2
K26,6dB
O_Nul
%R90
T#
K#
O_A_P
%R90
T#
K#
O_A_P
%R80
T7,92
K31,7dB
O_B_P
%R80
T#
K#
O_A_I
%R80
T#
K18,7dB
O_M_T
100
xjan
%R90
T10,6
K56,6dB
O_B_T
%R90
T14,6
K28,2dB
O_Nul
%R90
T#
K#
O_A_P
%R90
T#
K#
O_A_P
%R80
T10,4
K29,5dB
O_B_P
%R80
T86,1
K12,3dB
O_A_I
%R80
T68,5
K20,3dB
O_M_I
Legenda
O
Osci-
lação
Nul
Nula
A
Alta
M
Média
B
Baixa
P
Perma-
nente
T
Tran-
siente
I
Ins-
tável
FONTE: o autor.
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A TABELA B.10 apresenta o conjunto de resultados de &Exp_NVisc_#_#_#_#& relati-
vos às etapas 3 e 4.
TABELA B.10 – CONJUNTO DE RESULTADOS DE &Exp_NVisc_#_#_#_#&, ETAPAS 3 E 4
Harm
_R _M1
Harm
_PR _M1
Harm
_R _M2
Harm
_PR _M2
Band
_M1
Band
_M2
Band
_M1-2
2500
x1
%R90
T13,9
K54,1dB
O_B_T
%R90
T11,5
K48,7dB
O_Nul
%R90
T41,2
K43,4dB
O_A_T
%R90
T20,4
K33,7dB
O_B_P
%R80
T#
K#
O_A_P
%R80
T#
K#
O_A_P
%R80
T#
K#
O_A_P
2500
x0,9
%R90
T14
K63,7dB
O__B_T
%R90
T13,2
K29,1dB
O_Nul
%R80
T#
K#
O_B_P
%R90
T#
K32,3dB
O_B_P
%R80
T#
K#
O_A_P
%R80
T#
K#
O_A_P
%R80
T#
K#
O_A_P
2500
x0,5
%R90
T9,91
K66dB
O_B_T
%R90
T10,8
K34,1dB
O_Nul
%R90
T28,9
K28,6dB
O_M_P
%R90
T15,4
K27,1dB
O_B_P
%R50
T8,27
K14,2dB
O_M_P
%R80
T#
K#
O_M_P
%R50
T6,58
K15,7dB
O_M_P
2500
x0,2
%R90
T10
K57,7dB
O_Nul
%R90
T10,2
K34,3dB
O_Nul
%R90
T13
K33dB
O_M_P
%R90
T25,7
K62,5dB
O_M_T
%R80
T12,6
K27,7dB
O_B_P
%R80
T5,84
K25,6dB
O_B_P
%R50
T5,38
K24,7dB
O_B_P
2500
x0,1
%R90
T11,2
K63,2dB
O_B_T
%R90
T9,98
K38 dB
O_Nul
%R90
T11,8
K42,6dB
O_B_P
%R80
T9,74
K20,3dB
O_Nul
%R80
T9,29
K27,6dB
O_B_P
%R80
T9,56
K28,56dB
O_B_P
%R80
T7,24
K29,5dB
O_B_P
2500
x0
%R90
T9,86
K55,6dB
O_Nul
%R90
T11,8
K26,8dB
O_Nul
%R90
T10,1
K41,8dB
O_B_P
%R90
T42,2
K22,1
O_B_T
%R80
T5,48
K28,3dB
O_B_P
%R80
T6
K32,4dB
O_B_P
%R80
T5,78
K25,1dB
O_B_P
100
x1
%R90
T10,3
K58,3dB
O_Nul
%R90
T13
K26,4dB
O_Nul
%R90
T#
K?
O_Nul
%R90
T#
K#
O_A_P
%R80
T6,07
K28,9
O_B_P
%R80
T#
K#
O_A_I
%R80
T11,9
K16,5dB
O_M_P
100
xjan
%R90
T9,85
K57,5dB
O_Nul
%R90
T11,5
K28,8dB
O_Nul
%R90
T#
K?
O_Nul
%R90
T#
K#
O__A_P
%R80
T24,7
K29,5dB
O_B_P
%R80
T7,64
K21dB
O_A_I
%R80
T150
K20,1dB
O_M_I
Legenda
O
Osci-
lação
Nul
Nula
A
Alta
M
Média
B
Baixa
P
Perma-
nente
T
Tran-
siente
I
Ins-
tável
FONTE: o autor.
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A TABELA B.11 apresenta o conjunto de resultados de &Exp_Visc_#_#_#_#& relativos
às etapas 1 e 2.
TABELA B.11 – CONJUNTO DE RESULTADOS DE &Exp_Visc_#_#_#_#&,ETAPAS 1 E 2
Harm
_R _M1
Harm
_PR _M1
Harm
_R _M2
Harm
_PR _M2
Band
_M1
Band
_M2
Band
_M1-2
2500
x1
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
2500
x0,9
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
2500
x0,5
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
2500
x0,2
%R90
T10,4
K93dB
O_B_T
%R90
T13,9
K39,3dB
O_Nul
%R90
T100
K28,2dB
O_M_P
%R90
T20,3
K52,5dB
O_M_I
- - - - - - - - - - - - - - -
2500
x0,1
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
2500
x0
- - - - - - - - - - - - - - - - - - - -
%R70
T14,1
K12dB
O_B_P
%R70
T29,7
K16,5dB
O_B_P
%R70
T35,6
K17dB
O_B_P
100
x1
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
100
xjan
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
Legenda
O
Osci-
lação
Nul
Nula
A
Alta
M
Média
B
Baixa
P
Perma-
nente
T
Tran-
siente
I
Ins-
tável
FONTE: o autor.
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A TABELA B.12 apresenta o conjunto de resultados de &Exp_Visc_#_#_#_#& relativos
às etapas 3 e 4.
TABELA B.12 – CONJUNTO DE RESULTADOS DE &Exp_Visc_#_#_#_#&, ETAPAS 3 E 4
Harm
_R _M1
Harm
_PR _M1
Harm
_R _M2
Harm
_PR _M2
Band
_M1
Band
_M2
Band
_M1-2
2500
x1
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
2500
x0,9
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
2500
x0,5
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
2500
x0,2
%R90
T10,5
K91,2dB
O_B_T
%R90
T10
K39,7dB
O_Nul
%R90
T15,4
K23,3dB
O_M_P
%R90
T10,2
K53,3dB
O_Nul
- - - - - - - - - - - - - - -
2500
x0,1
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
2500
x0
- - - - - - - - - - - - - - - - - - - -
%R70
T#
K5,48dB
O_A_P
%R70
T11,5
K19,2dB
O_B_P
%R70
T8,18
K14,1dB
O_B_P
100
x1
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
100
xjan
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
Legenda
O
Osci-
lação
Nul
Nula
A
Alta
M
Média
B
Baixa
P
Perma-
nente
T
Tran-
siente
I
Ins-
tável
FONTE: o autor.
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A TABELA B.13 apresenta o conjunto de resultados de &Exp_ViscC_#_#_#_#& relati-
vos às etapas 1 e 2.
TABELA B.13 – CONJUNTO DE RESULTADOS DE &Exp_ViscC_#_#_#_#&, ETAPAS 1 E 2
Harm
_R _M1
Harm
_PR _M1
Harm
_R _M2
Harm
_PR _M2
Band
_M1
Band
_M2
Band
_M1-2
2500
x1
A % 90
T11,4
K66,3dB
O_B_T
A % 90
T#
K#dB
O_A_P
A % 90
T#
K#dB
O_A_P
A % 90
T64,8
K48dB
O_A_I
A % 80
T#
K#dB
O_A_I
A % 80
T#
K#dB
O_A_I
A % 80
T#
K#dB
O_A_I
2500
x0,9
A % 90
T11,2
K74dB
O_B_T
A % 90
T#
K#dB
O_A_I
A % 90
T#
K#dB
O_A_P
A % 90
T59,6
K59,8dB
O_A_I
A % 80
T#
K#
dBO_A_I
A % 80
T#
K#dB
O__A_I
A % 80
T#
K#dB
O_A_I
2500
x0,5
A % 90
T10,3
K73,3dB
O_B_T
A % 80
T9,88
K18,7dB
O_B_T
A % 90
T#
K#dB
O_A_P
A % 90
T68,3
K55,3dB
O_A_I
A % 90
T#
KdB
O_B_P
A % 60
T5,63
K16,5dB
O_B_P
A % 80
T12,1
K19,4D
bO_B_P
2500
x0,2
A % 90
T10,5
K86dB
O_B_T
A % 90
T11,3
K47dB
O__Nul
A % 80
T13,5
K15,2dB
O_Nul
A % 90
T#
K#dB
O_A_I
A % 70
T42,6
K17,9dB
O_Nul
A % 80
T27,7
K23,3dB
O_Nul
A % 80
T34
K20,8dB
O_Nul
2500
x0,1
A % 90
T17,9
K55,9dB
O_M_T
A % 60
T7,72
K13,6dB
O_Nul
A % 60
T5,24
K17,5dB
O_A_P
A % 60
T#
K#dB
O_A_P
A % 30
T3,48
K12dB
O_M_P
A % 80
T#
K#dB
O_A_I
A % 80
T#
K#dB
O_A_I
2500
x0
A % 90
T20,3
K73,3dB
O_A_T
A % 90
T10,2
K36,6dB
O_Nul
A % 90
T11,8
K30,1dB
O_B_T
A % 90
T38,3
K32,8dB
O_A_I
A % 60
T34,6
K13,3dB
O_b_T
A % 80
T24,4
K18,9dB
O_B_T
A % 80
T20,3
K20,1dB
O_B_T
100
x1
A % 90
T12,6
K75dB
O_B_T
A % 90
T12,3
K39,5dB
O_B_I
A % 90
T#
K?dB
O_A_P
A % 90
T#
K#dB
O_A_P
A % 20
T4,59
K11,1dB
O_Nul
A % 80
T#
K#dB
O_A_I
A % 80
T#
K#dB
O_A_I
100
xjan
A % 90
T14,6
K72,5dB
O_B_T
A % 90
T12,2
K36,8dB
O_Nul
A % 90
T#
K#dB
O_B_T
A % 90
T#
K?dB
O_A_P
A % 90
T21
K17,4dB
O_A_I
A % 80
T#
K#dB
O_A_I
%R80
T#
K#dB
O_A_I
Legenda
O
Osci-
lação
Nul
Nula
A
Alta
M
Média
B
Baixa
P
Perma-
nente
T
Tran-
siente
I
Ins-
tável
FONTE: o autor.
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A TABELA B.14 apresenta o conjunto de resultados de &Exp_ViscC_#_#_#_#& relati-
vos às etapas 3 e 4.
TABELA B.14 – CONJUNTO DE RESULTADOS DE &Exp_ViscC_#_#_#_#&, ETAPAS 3 E 4
Harm
_R _M1
Harm
_PR _M1
Harm
_R _M2
Harm
_PR _M2
Band
_M1
Band
_M2
Band
_M1-2
2500
x1
%R90
T12,2
K68dB
O_B_T
%R90
T#
K#dB
O_A_I
%R90
T#
K#dB
O_A_P
%R90
T9,87
K77,5dB
O_B_T
%R80
T#
K#dB
O_A_P
%R80
T#
K#dB
O_A_P
%R80
T#
K#dB
O_A_I
2500
x0,9
%R90
T11,7
K74dB
O_B_T
%R90
T#
K#dB
O_A_O
%R90
T#
K#dB
O_A_P
%R90
T9,69
K63,9dB
O_B_T
%R80
T#
K#dB
O_A_P
%R80
T#
K#dB
O_A_I
%R80
T#
K#dB
O_A_I
2500
x0,5
%R90
T10,2
K71,8dB
O_B_T
%R80
T7,92
K23,5dB
O_B_P
%R90
T#
K#dB
O_A_P
%R90
T10,5
K68,5dB
O_B_T
%R80
T#
K#dB
O_M_P
%R60
T7,83
K18,6dB
O_M_P
%R80
T#
K#dB
O_M_P
2500
x0,2
%R90
T10,4
K85,9dB
O_B_T
%R90
T9,68
K47,9dB
O_B_T
%R90
T13,2
K15,1dB
O_Nul
%R90
T#
K#dB
O_A_I
%R70
T5,05
K23dB
O_B_P
%R80
T150
K19dB
O_B_P
%R80
T9,27
K25,8dB
O_B_P
2500
x0,1
%R90
T10,1
K56,3dB
O_Nul
%R60
T5,76
K14dB
O__Nul
%R60
T5,02
K19,3dB
O_M_T
%R60
T4,94
K26,3dB
O_M_I
%R30
T5,06
K12dB
O_M_T
%R80
T7,61
K32,7dB
O_B_P
%R80
T6,7
K31,9dB
O_B_P
2500
x0
%R90
T10,5
K73,5dB
O_B_T
%R90
T10,1
K36,6dB
O_Nul
%R90
T10,9
K31,3dB
O_Nul
%R90
T41,5
K34,6dB
O_M_P
%R60
T4,89
K17,8dB
O_B_P
%R80
T10,7
K24,7dB
O_B_P
%R80
T9,34
K24dB
O_B_P
100
x1
%R90
T10,2
K74,3dB
O_B_T
%R90
T10,1
K39,5dB
O_Nul
%R90
T#
K#dB
O_A_P
%R90
T#
K#dB
O_A_P
%R20
T#
K6,4dB
O_A_P
%R80
T#
K#dB
O_A_I
%R80
T#
K#dB
O_A_I
100
xjan
%R90
T10
K71,9dB
O_B_T
%R90
T10,1
K36,6dB
O_Nul
%R90
T#
K#dB
O_B_T
%R90
T#
K#dB
O_A_P
%R90
T7,42
K18dB
O_M_P
%R80
T#
K#dB
O_A_I
%R80
T#
K#dB
O_A_I
Legenda
O
Osci-
lação
Nul
Nula
A
Alta
M
Média
B
Baixa
P
Perma-
nente
T
Tran-
siente
I
Ins-
tável
FONTE: o autor.
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APÊNDICE C – IMPLEMENTAÇÃO DE SIMULAÇÃO NUMÉRICA DE CONTROLE
ATIVO DE VIBRAÇÕES EM LABVIEW
Encontra-se neste apêndice a implementação da simulação numérica de interesse no
LabVIEW.
Existem duas formas estruturais de se implementar o diagrama da FIGURA 70, no
LabVIEW: usando a estrutura "For Loop" ou a estrutura "While Loop" (ESSICK, 2013). De
forma geral, a estrutura "While Loop" é mais vantajosa para visualização e compreensão de
fenômenos em simulações curtas, uma vez que emula a situação experimental de controle
ativo. Já a estrutura "For Loop" é adequada para fazer estudos que requerem uma ou mais
simulações longas.
Ambas estruturas foram programadas. Porém, só será apresentada a implementação
da estrutura "While Loop", cuja aparência possui maior similaridade ao diagrama da FIGURA 70.
O diagrama de blocos e o painel frontal desta implementação são apresentados nas FIGURAS
B.1 e B.2, respectivamente.
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FIGURA B.1 – DIAGRAMA DE BLOCOS PARA SIMULAÇÃO DE CONTROLE ATIVO DE VI-
BRAÇÕES
FONTE: o autor.
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FIGURA B.2 – PAINEL FRONTAL PARA SIMULAÇÃO DE CONTROLE ATIVO DE VIBRAÇÕES
FONTE: o autor.
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Explica-se abaixo, cada item indicado no diagrama de blocos da FIGURA B.1, o qual é
executado pelo código associado. Tem-se então que
• item 1 correspondente à subrotina (ou subVI) que calcula os parâmetros para a simulação,
como modos de vibrar, frequências naturais e coeficientes de filtros para simulação, dentre
outros;
• item 2, subVI que ajusta o número de coeficientes do filtro de feedback para Nfeed e o
número de coeficientes do filtro secundário para Nsec;
• item 3, subVI que gera o sinal de perturbação definido pelo usuário;
• item 4, subVI que realiza o filtro de caminho de feedback ;
• item 5, unidade de atraso (delay ) do LabVIEW;
• item 6, subVI que realiza o filtro FIR adaptativo;
• item 7, subVI que realiza o filtro de caminho de secundário;
• item 8, subVI que realiza a adaptação dos coeficientes do filtro FIR adaptativo do item 6;
• item 9, subVI que simula o modelo digital da viga (neste caso, os dois blocos de viga-
engastada livre da FIGURA 70);
• item 10, subVI que realiza o filtro Hμ[z] ( ver equação 4.2);
• item 11, barramento utilizado para visualizar os sinais qref [n], qcomp[n], x[n], fcont[n], x′[n],
e[n], d[n] e y[n] no painel frontal (pode-se verificar em qual ramos do código está ligado
cada elemento do barramento neste item, estabelecendo, assim, uma relação entre
FIGURA B.1 e a FIGURA 70);
• item 12, subVI que executa a transformada rápida de Fourier no vetor de coeficientes do
filtro adaptativo.
Já a lista abaixo explica os controles e indicadores de cada item destacado no painel
frontal da FIGURA B.2. Tem-se que
• item 1, botões de simulação;
• item 2, vetor de frequências naturais do sistema;
• item 3, visualização gráfica do movimento da viga em coordenadas físicas e dos índices
ipert, icont ierro e iref representados por ícones circulares em vermelho, azul, verde e
branco respectivamente (o ícone branco não é visualizado por estar sobreposto pelo
ícone vermelho);
• item 4, fator de amortecimento modal fornecido pelo usuário;
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• item 5, quadro contendo as abas de
– excitação - em que o usuário manipula o sinal de perturbação e o índice da coorde-
nada ipert onde a atuação da perturbação ocorre;
– parâmetros estruturais da viga - em que o usuário fornece o módulo de elasticidade,
a densidade do material, o comprimento L, a largura b, a espessura e, o número de
elementos discretos do modelo Nviga, os modos de vibrar que serão contemplados
na simulação e as condições de contorno da viga;
– modos de vibrar - em que ocorre a visualização dos modos vibrar em um monitor
gráfico, bem como a matriz modal U ;
– caminhos P, R, F, S - em que ocorre a visualização analítica dos caminhos primário,
de referência, de feedback e secundário contemplados na simulação;
– filtro adaptativo: Aba na qual ocorre a visualização gráfica do filtro adaptativo no
domínio do tempo e no domínio da frequência;
– filtros de feedback e secundário - em que o usuário insere os comprimentos dos
filtros de caminho secundário, Nsec, e de caminho de feedback, Nfeed, bem como
visualiza graficamente estes filtros no domínio do tempo;
– caminho de viga - em que o usuário escolhe dois pontos que definem um caminho
na viga e visualiza a resposta pulsada entre estes dois pontos;
– FRF caminho de viga - em que o usuário visualiza a FRF do caminho escolhido na
aba "caminho de viga";
– teoria - em que se ilustra o diagrama da FIGURA 70, para auxílio teórico ao usuário;
• item 6, parâmetros atribuídos para a unidade de controle, quais sejam, o tipo de algoritmo
de adaptação dos coeficientes do filtro adaptativo, o número de coeficientes do filtro
adaptativo Nadap, o passo de adaptação μ, o fator de penalização ε do algoritmo FxNLMS,
o fator de feedback Kfeed, o índice icont da coordenada onde a atuação da força de
controle ocorre, o índice ierro da coordenada onde a leitura do sinal de deslocamento
de erro ocorre, o índice iref da coordenada onde a leitura do sinal de deslocamento de
referência ocorre;
• item 7, visualização gráfica da média de e2[n] e da média de d2[n]. Ambas as médias são
estimadas pelo filtro Hμ (ver equação 4.2). Abaixo do gráfico encontra-se um indicador
numérico de E[e
2[n]]
E[d2[n]]
;
• item 8, quadro contendo as abas de
– vetor de força modal - em que ocorre a visualização dos sinais de força modais,
contidas no vetor fmodal[n] (vide FIGURA 40);
– vetor deslocamento modal - em que a visualização dos sinais de deslocamento
modal, contidas no vetor r[n] (vide FIGURA 40);
– sinais do processo - na qual é possível visualizar graficamente os sinais qref [n],
qcomp[n], x[n], fcont[n], x′[n], e[n], d[n] e y[n].
