We studied the self-similar properties of the phase spaces of two frustrated spin models and two lattice gas models. The two frustrated spin models were (1) the antiferromagnetic Ising model on a two-dimensional triangular lattice (1a) at the ground states and (1b) above the ground states and (2) the six-vertex model. The two lattice gas models were (3) the one-dimensional lattice gas model and (4) the two-dimensional lattice gas model. Their phase spaces were mapped to networks so that the fractal analysis of complex networks can be applied. These phase spaces, in turn, establish new classes of networks with unique self-similar properties. Models 1a, 2, and 3 with long-range power-law correlations in real space exhibit fractal phase spaces, while models 1b and 4 with short-range exponential correlations in real space exhibit nonfractal phase spaces. This behavior agrees with one of the untested assumptions in Tsallis nonextensive statistics. All the phase spaces have power-law "mass" -radius relations that reflect the local self-similar structures.
I. INTRODUCTION
The concept of phase space serves as a cornerstone of statistical physics and achieved remarkable successes during the past century [1] . The structure of phase space governs the kinetics and is important to the diffusion and transport properties of the system. However, it is a challenge to construct and analyze phase spaces because of their large and complicated structures [2] . Recently, a network approach has been proposed for phase-space studies. The energy landscapes, i.e., the phase spaces, of small glass clusters [3, 4] and protein folding [5] have been approximated as networks of their inherent structures, where the nodes are the basins in the landscape and the links are the saddles connecting them. For systems with discrete degrees of freedom, their phase spaces can be mapped to a complex network in an exact way. Such phase-space networks have been constructed for short lattice polymer chains [6] and frustrated spin models [7, 8] . The phase-space networks are scale-free and characterized by the power-law degree distributions for glasses [3, 4] and proteins [5] , but not scale-free with Gaussian-like degree distributions for the lattice polymers [6] and the frustrated spin models [7, 8] . The phase-space networks have provided a valuable approach to studying glass transition dynamics [9] and anomalous diffusions in biopolymers [10] .
On the other hand, the rapidly growing complex network studies in recent years offer a large tool set for network analysis [11, 12] , but very few of them have been applied on phase-space networks. In particular, the network analyses of community structures and fractal behaviors could cast new light on the phase-space structures and the dynamics in real space. In this paper, we study the self-similar properties of phase-space networks. It has been suggested that a system with N independent Ising spins constrained in a random percolation subset of its N -dimensional unit-cube phase space could give rise to stretch exponential correlations in real space [13] . Such correlations have been further associated with the Tsallis entropy [14] . In fact, the fractal phase space is a * yilong@ust.hk basic assumption of Tsallis statistics for long-range interacting or correlating systems, but a real example has not yet been available.
We constructed the phase-space networks [7, 8] and studied their fractal structures for the following four models with discrete degrees of freedom: (1) the antiferromagnetic Ising model (AFI) on a triangular lattice at (1a) the ground states and (1b) the excited states, (2) the six-vertex model with different boundary conditions, (3) the diffusive one-dimensional (1D) lattice gas model, and (4) the two-dimensional (2D) lattice gas model. The two frustrated spin models are exactly solvable and have been intensively studied, but their phase-space structures are not well understood. Although only the phase spaces of small systems (10 5 configurations) can be studied numerically, some general properties have already emerged and guided us to further prove them at the infinite-size limit [7, 8] . Here we measure their fractal properties by the box-covering and cluster-growing methods [15] .
The cluster-growing method shows that all our phase-space networks are locally self-similar, while the box-covering method shows that only phase-space networks of models 1a, 2, and 3 are globally self-similar, i.e., fractals. These behaviors have not been observed in other networks, such as computer networks, social networks, and biological networks. Thus these phase spaces establish new classes of networks with novel structures. Interestingly, models 1a, 2, and 3 with longrange correlations all have fractal phase spaces, while models 1b and 4 with short-range correlations all have nonfractal phase spaces. These results directly support one of the assumptions in Tsallis statistics, but the Tsallis entropy appeared to be not fully applicable in these systems. Nevertheless, we focused on the structural properties of phase spaces and one assumption in Tsallis statistics rather than solving the long-standing debates on Tsallis statistics.
II. CONSTRUCTING PHASE-SPACE NETWORKS
The phase-space networks of models 1a and 2 have been constructed in Refs. [7, 8] by mapping these 2D systems to 3D cube and sphere stacks, respectively. Here we construct the phase-space network of model 3 in a similar way by mapping the system to 2D square stacks. For models 1b and 4, such mappings are not available, so we have to enumerate their phase-space networks exhaustively. The four models and their phase-space constructions are described below.
The first model is that of antiferromagnetic Ising spins on a 2D triangular lattice. This geometrically frustrated model has highly degenerated ground states and each ground-state configuration has a one-to-one correspondence to a cube stack configuration [16] . We chose the hexagonal boundary condition with alternative up and down spins on the boundary so that the corresponding cube stacks are in a cubic box; see Figs. 1(a) and 1(b). For example, Fig. 1(a) shows that a spin configuration in a sidelength L = 2 hexagon can be mapped to a stack in a 2 × 2 × 2 cubic box.
There are 20 possible gravitationally stable cube stacks in an L = 2 box; hence there are 20 possible spin configurations and the ground-state phase-space network contains 20 nodes [see Fig. 1(d) ]. These nodes are connected by edges corresponding to zero-energy "basic flips" as shown in the left configuration of Fig. 1(c) : the central spin can flip without energy changes, since it has three up and three down neighbors. This corresponds to adding or removing a cube from the surface of the stack. Such basic flips are the smallest zero-energy mode and any configuration change can be decomposed to a series of basic flips because any cube stack configuration can be made by adding or removing cubes one by one. Thus the phase-space network can be conveniently generated by adding cubes from a vacant no-cube state [7] .
Above the ground state, the spin configurations cannot be mapped to higher dimensional stacks so that the phase-space network has to be exhaustively generated by testing all the possible configurations. For spins in an L = 2 hexagon, the excited states can have total energy E = 2, 4, 6, 8, 12 , where E is the extra number of frustrated bonds compared with the ground state. Figure 1(b) shows a typical configuration for each energy level. There are 20, 48, 45, 8, 6 ,1 configurations at E = 0,2,4,6,8,12, respectively, and 128 configurations in total. The sum of these phase spaces is a seven-dimensional unit cube with 2 7 = 128 nodes, because there are seven spins inside the L = 2 hexagon. We assume that the energy is locally conserved and only the zero-energy flips are allowed. Thus there are three types of basic flips at finite temperature; see Fig. 1 
(c).
If two states are different by one basic flip, their nodes in the phase space are connected by an edge. Two states are not directly connected if they are different by more than one basic flip because time is continuous, so that multiple spins cannot flip exactly simultaneously. Figures 1(d)-1(f) show the phasespace networks at E = 0,2,4, respectively. They are subsets of a 7D unit cube with interesting symmetries. At E = 4, the ergodicity is broken by the three disconnected nodes. At higher energy levels (E = 6,8,12), all the nodes in phase spaces are disconnected.
The second model is the six-vertex model, which is also known as the square ice or spin ice on square lattice; see the examples in Figs. 2(a) and 2(b). The arrows follow the ice rule, i.e., each vertex has two incoming and two outgoing arrows. Geometrical frustration arises if spins have ferromagnetic interactions [17] . The smallest local zero-energy mode, i.e., the basic flip, is the flipping of the four-arrow loop shown in Fig. 2 (c), as it does not break the ice rule [18] .
The square ice configurations have one-to-one mappings to the stacks of spheres and different boundary conditions correspond to different stack shapes [8] . For example, an L × L = 4 × 4 lattice with the domain-wall boundary condition corresponds to a sphere stack in a side-length L − 1 = 3 tetrahedron (see Fig. 2(a) ) and an L × L = 3 × 3 lattice with Fig. 2(a) .
The mapping to higher-dimensional stacks greatly simplifies the construction of phase-space networks. Similarly, we can construct the phase-space networks of 2D stacks of squares or disks by defining the basic flip as adding or removing a square or a disk. Obviously, 2D disk stacks and square stacks are equivalent because both a disk and a square are supported by two building blocks from underneath; see Fig. 3 (a). In contrast, one cube is supported by three cubes from underneath and one sphere is supported by four spheres from underneath in 3D. Thus their stackings are different. A square stack in an m × n container can be mapped as m particles on m + n sites [19] ; see Fig. 3(a) . Adding or removing a square corresponds to a one-step diffusion of a particle. Hence the third model of 2D stacking is equivalent to the diffusion of 1D lattice gas, also known as the symmetric simple exclusion process [20] . An example of the phase-space network is shown in Fig. 3(b) . The fourth model is the diffusion of 2D lattice gas, analogous to the third model for 1D lattice gas; see Fig. 4(a) . We did not find a mapping between 2D lattice gases and higherdimensional stacks. Nevertheless, the phase-space network can be exhaustively constructed as long as the system has discrete degrees of freedom and the basic flip can be defined. Here the basic flip is a one-step diffusion of a particle to a neighboring site that is not vacant. An example of the phase-space network is shown in Fig. 4(b) .
In Refs. [7, 8] , we showed that the phase-space networks of models 1a and 2 share the following common features: (1) small world property, i.e., the mean distance in the network is logarithmically smaller than the number of nodes, (2) the degree distribution, i.e., the connectivity distribution, is Gaussian, and (3) the spectral density is Gaussian. The third feature distinguishes phase-space networks from all the other known networks. We found that the phase spaces of models 1b, 3, and 4 share the same features. Moreover, the phase spaces of all the four models exhibit some unique self-similar properties.
III. FRACTAL PROPERTIES OF PHASE SPACES
We used the box-covering method and the cluster-growing method to measure the fractal properties of the phase spaces. These two methods are traditional fractal analyses in real space [21] . Recently, they were generalized to complex networks by defining the distance between two nodes as the least-edge number between them [22] . The typical network size for fractal analysis ranges from 10 2 to 10 5 nodes [22] . Our networks have 10 3 -10 5 nodes.
A. Box-covering method
The box-covering method, or box-counting method, is to cover all nodes in the network with a minimal number of boxes given the box size l B . Here l B is the largest distance in the subnetwork box. The network is a fractal if the number of boxes N B follows the power law
where d B is the fractal box dimension [22] . However, finding the most efficient way to cover the network with a minimal number of boxes is an non-deterministic polynomial-time hard (NP-hard) problem [23] . In practice, the fractal properties can be rather accurately obtained by the random box-covering method [22] . This involves randomly choosing the position of the first box, then adding boxes one by one to cover the whole network. By repeating this procedure, we can obtain the average number of boxes needed to cover the network.
, it is a fractal with global self-similarity [22] . The phase-space networks we studied have ∼ 10 2 -10 5 nodes and the fluctuation of N B is small. We typically averaged N B five times to obtain a 95% accuracy on d B . Figure 5 shows the box-covering results for the phase-space networks of the four models. N B (l B ) exhibits the power-law scaling for models 1a, 2, and 3 [see Figs. 5(a)-5(c), respectively]; hence their phase spaces are fractals. We also measured square ices with other boundary conditions including the free boundary condition, periodic boundary condition, and constant height boundary condition [8] , and their phase spaces are all fractals.
Figures 5(a) and 5(d) show that models 1b and 4 are not fractals. N B (l B ) of model 1b at different energy levels collapse onto a master curve after being normalized by the number of nodes N for different energy levels [ Fig. 5(a) ], and the master curve decays algebraically at short distance and becomes exponential at long distance. This behavior has been observed in Ref. [24] . Similarly, N B (l B ) of model 4 with different particle numbers collapse onto an exponential curve as shown in Fig. 5(d) .
The three types of behaviors for models 1a, 2, and 3, model 1b, and model 4 have been observed in the following three types of networks studied in Ref. [24] , respectively: scale-free fractal networks, pure scale-free fractal networks with added shortcut links, and pure small-world networks with small-world properties at all scales. However, the phase-space structures are not totally the same as the networks studied in Ref. [24] because they are not based on power-law degree distribution and exhibit different local fractal properties, as will be shown in Sec. III B and Table I .
The fractal dimension of the phase space increases with the system size. Figure 6 Fig. 6(b) ], indicating that the effective independent degrees of freedom of a single particle is a constant at a constant particle concentration. It may not be an integer though because of the local constraints from neighbors. TABLE I. Four types of networks with different global and local self-similar properties measured from the box-covering and cluster-growing methods, respectively.
Global self-similar
Local self-similar (box-covering) (cluster-growing) Models 1a, 2, and 3 yes yes Models 1b and 4 no yes Some scale-free networks (e.g., WWW) [22] y e s n o Other scale-free networks (e.g., the Internet) [22] n o n o 051105-4 Next we study the particle concentration effect in 1D gas at the fixed system size of L = 18. The phase spaces are fractals [ Fig. 6(c) ]. The fractal dimension increases with particle density ρ and saturates as ρ = m/(m + n) approaches 50% [ Fig. 6(d)] . The results at ρ > 50% and ρ < 50% are symmetric because particles and holes can switch roles.
B. Cluster-growing method
The second method we used to measure the self-similarity is the cluster-growing method. We first randomly chose a node as the seed, then measured the number of nodes, i.e., the mass M C , within a distance of l C from the seed. The averaged mass-radius relation M C (l C ) was obtained by repeating this procedure with different initial seeds. The network is locally self-similar if it follows the power law
where d C is the fractal-cluster dimension [22] . M C (l C ) of the four models are shown in Fig. 7 . M C (l C ) reaches a plateau when l C is comparable to the radius of the network. To avoid the boundary effect, we only fitted M C at small l C , which exhibits power-law scaling for all four models. However, the box-covering method has shown that the phase spaces of models 1b and 4 are not fractals. This disagreement can be explained as follows: the box-covering method demonstrates global properties via a global tiling of the network, while the cluster-growing method reveals the local property around a seed [22] . The two methods yield consistent results with d B = d C for homogeneous networks characterized by narrow degree distributions because the mass of the cluster is spatially independent and, in this case, Eqs. (1) and (2) can be mutually derived [22] . For heterogeneous networks, however, the two methods often yield different results. For example, scale-free networks are highly heterogeneous because of their power-law degree distributions. For some scale-free networks, such as the world wide web (WWW) network, their N B (l B ) follows a power law in the box-covering method, but their M C (l C ) grows exponentially in the cluster-growing method [22] . This is the result of the highly connected hubs in the scalefree networks being over-represented in the cluster-growing method as explained in Ref. [22] . The formal definition of a fractal is based on the box-covering method, which reflects the global self-similarity; hence the WWW network is considered as a fractal. Other scale-free networks, such as the Internet, are not fractals with their non-power-law N B (l B ) and M C (l C ) .
All our phase-space networks have Gaussian degree distributions; see the examples in Fig. 8 . Thus they are much more homogeneous than scale-free networks. This leads to different self-similar properties as summarized in Table I . The phasespace networks belong to two new classes of networks with unique self-similar properties. Despite the above difference in the two methods, the measured fractal dimensions are roughly equal with differences of less than 5%; see Table II .
C. Discussions about the self-similarity
What mechanism gives rise to the fractal structure is a much pondered question in complex network research [25, 26] . It is usually explained as the result of random growing kinetics during the network formation [25, 26] , but our phase spaces were constructed deterministically and their structures are closely related to the kinetics in real space. We observed that the global fractal structure in a phase space is associated with long-range correlations in real space and time, while the nonfractal structure is associated with short-range correlations. The AFI model at ground state [27] and square ice [28] exhibit long-range power-law spin correlations in real space. At finite temperatures, the algebraic decay gives way to a short-range exponential decay [28, 29] . The 1D diffusion, also known as the single-file diffusion, has long-range power-law correlations for collision times and free distances between collisions [30] and velocities [31] , while 2D diffusions have short-range velocity autocorrelations [32] . This difference arises from their different diffusion behaviors: in 1D, neighboring particles cannot exchange positions as they can in 2D, leading to abnormal non-Fickian diffusion with nontrivial correlations [33] .
The above correlation behaviors in the four models are roughly consistent with the directly measured time autocorrelations in our small systems (see Fig. 9 ): models 1a and 2 have long-range globally averaged correlations. In fact, the local spin correlation decays to a constant, the value of which increases with the distance to the center of the system and reaches 1 at the effectively frozen area near the edge according the arctic circle theorem [34] ; the correlations of model 1b are much weaker; model 3 has quasi-long-range power-law correlations, while model 4 has short-ranged exponential correlations. The spatial correlations are not measurable due to the small size of our systems in real space. Nevertheless, the network properties such as the Gaussian degree distribution and the Gaussian spectral density are well emerged when the network contains more than 1000 nodes and can be proved to exist in infinitely large systems [7] . Hence the fractal behavior observed in our networks with ∼10 000 nodes is very likely to also exist in infinitely large systems.
Recent studies [13, 14] reported that, if the system of N Ising spins is forced to be limited in a percolating fractal subset of its N -dimensional unit hypercube phase space, then it can give rise to stretched exponential correlation in real space. Here we explore the impact of the fractal phase space on the real-space dynamics in 1D lattice gases. A 1D lattice gas with m particles diffusing on m + n sites have a (m+n)! m!n! -node phase space, which is a subset of a 2 m+n -node hypercube. When m > 0 and n > 0, the phase space percolates through this (m + n)-dimensional unit hypercube because any site in real space can be occupied by either a particle or nothing. In other words, there exists at least one configuration of the system in which an arbitrary site is occupied, and at least one configuration in which the site is vacant. For a random percolation model, the percolated cluster is a fractal only for the critical occupying ratio p = p C . For the deterministic phase-space networks of 1D lattice gases, however, all the percolating subsets are fractals regardless of the occupying ratio. Similarly, the phase space of the AFI model at ground state is fractal and percolates the N -dimensional unit hypercube, because each of the N spins can either be up or down in the cube stacking picture. On 
, where s i is the spin of particle i or the particle number at lattice site i. is the ensemble average. the other hand, the phase spaces of the AFI model above the ground state can also percolate the hypercube, but they are not fractal. Hence percolation does not necessarily give rise to fractal structures in networks.
Besides the structural self-similarity, another significant scale invariance property in complex networks is about connectivity or the degree distribution [11] . However, no obvious relation was found between fractal networks and scale-free networks characterized by power-law degree distributions; e.g., see Table I . Degree distribution only concerns the nearest neighbors of nodes, whereas the calculation of self-similarity ranges over much wider length scales and it represents the collective behaviors of complex networks. In scale-free networks, it has been shown that fractal structure could originate from the strong repulsion between highly connected nodes [25] or the skeleton with the topology of the critical branching tree [26] . However, these features were not observed in our fractal networks that have Gaussian degree distributions. Hence the origin of self-similarity remains an open question for general fractal networks.
IV. FRACTAL PHASE SPACES AND TSALLIS ENTROPY
The Tsallis entropy is a generalization of the classical Boltzmann entropy for systems with long-range interactions or at nonequilibrium [35] [36] [37] . The Boltzman entropy
where p i is the probability of the system at the ith microstate. The logarithm functional form makes entropy extensive. However, the entropy may not be extensive for systems with long-range interactions or non-negligible boundary effects. Consequently, the entropy may not be a logarithmic function. Tsallis proposed a nonextensive entropy based on the qlogarithm function
where q is constant for a given system. It has a nonextensive nature: S q (A,B) = S q (A) + S q (B) + (1 − q)S q (A)S q (B). When q = 1, S q reduces to the Boltzmann entropy. The Tsallis entropy can better fit data in many complex systems, such as Levy anomalous diffusion, stellar polytropes, turbulence, solar neutrinos, etc. [36] , which may not be surprising since it has one more fitting parameter, q, than the Boltzmann entropy. The Tsallis entropy is based on the assumption that the phase space is a fractal or multifractal for complex systems, such as those with long-range interactions [36, 37] . However, a real example was not available because high-dimensional phase spaces are often too large to be constructed and studied. In Sec. III, we showed that models 1a, 2, and 3 have fractal phase spaces. Interestingly, they do have long-range correlations in real space. For the ground state of geometrically frustrated spin systems, the boundary effect can percolate through the entire system even in the infinite-size limit [8, 38] . Recently, nearest-neighbor spin interactions under the ice rule were proved to be equivalent to long-range dipolar interactions [39] . On the other hand, models 1b and 4 have short-range correlations in real space and their phase spaces are not fractal. Hence the fractal phase space could be a signature of long-range interactions, correlations, or boundary effects in real space.
Complex systems may show nonexponential relaxation. The origin of this behavior was conjectured to be related to the fractal structure of the phase space. This is supported by our results, but it does not necessarily mean that the Tsallis entropy is applicable to models 1a, 2, and 3, whose phase spaces are fractal for the following three reasons. (1) In the Tsallis entropy, the dynamic trajectory does not uniformly visit the phase space, but follows a fractal path and thus the system is nonergodic. However, models 1a, 2, and 3 are in fact ergodic after considering the random Poisson process of real-space spin flipping [8] . The random flipping in real space makes the mean staying time at each node not a constant, but proportional to its connectivity [8, 40] . We took into account different staying times at different node in the cluster-growing method and obtained the average number of accessible states W (t) after time t. W (t) exhibit the power-law behavior and thus the phase spaces are still fractals. (2) The entropies of models 1a, 2, and 3 are extensive with each particle in large systems having a constant zero-point entropy [7, 17, 41] . (3) We observed that the q-exponential fittings to spin and density correlations in these models are not very good.
V. SUMMARY
We constructed the phase-space networks of two frustrated spin models and two lattice gas models. Models 1a, 2, and 3 with long-range power-law correlations in real space exhibit fractal phase spaces with global self-similarity, while models 1b and 4 with short-range exponential correlations in real space exhibit nonfractal phase spaces as revealed by the boxcovering method. This result supports the conjecture in Tsallis statistics that long-range interacting or correlated systems have fractal phase spaces. The cluster-growing method, on the other hand, shows that the phase spaces of all the systems have local self-similarities. The two methods yield consistent fractal dimensions. These features demonstrate that phase-space networks belong to two new classes of complex networks, each with unique self-similar properties.
