Abstract. In this paper, we compare two different constructions of p-adic L-functions for modular forms and their relationship to Galois cohomology: one using Kato's Euler system and the other using Emerton's p-adically completed cohomology of modular curves. At a more technical level, we prove the equality of two elements of a local Iwasawa cohomology group, one arising from Kato's Euler system, and the other from the theory of modular symbols and p-adic local Langlands correspondence for GL 2 (Qp). We show that this equality holds even in the cases when the construction of p-adic L-functions is still unknown (i.e. when the modular form f is supercuspidal at p). Thus, we are able to give some representation-theoretic descriptions of Kato's Euler system.
Introduction
Let f be a cuspidal newform of weight k ≥ 2 and level Γ 0 (p n ) ∩ Γ 1 (N ), V f be the p-adic Galois representation attached to f . In [16] , Kato constructed for every cuspidal Hecke eigenform f an Euler system z Kato (f ) in the global Iwasawa cohomology of the dual Galois representation V of f and its twists by characters of p-power conductors. We will describe the precise statement in Theorem 0.3 below.
Another approach to studying the p-adic interpolation properties of classical L-functions of modular forms is via modular symbols. In [11] and [12] , Emerton rephrases this approach by regarding the modular symbol {0 − ∞} as a functional on p-adically complected cohomology of modular curves. Combining the construction of this functional with the p-adic local-global compatibility [13] and Colmez's theory of p-adic local Langlands correspondence [9] , we may regard {0 − ∞} as an element z M (f ) (the letter "M " stands for modular symbols) in the local Iwasawa cohomology of V * f . The precise definition of z M (f ) is as follows: according to [7] and [9] , there are isomorphisms
where D(V * f ) is the (φ, Γ)-module attached to V * f , Π(V f ) is the p-adic Banach space representation attached to V f by the p-adic local Langlands correspondence 1 . Using Emerton's local-global compatibility [13] , the modular form f gives a (pair of) GL 2 (Q p )-equivariant embedding (which is actually a GL 2 (Q p )-equivariant isomorphism)
where K p is the tame level of f , H The cohomology classes z Kato (f ) and z M (f ) arise from very different perspectives of the p-adic arithmetic of the modular form f . On the other hand, both of them lie in the Iwasawa cohomology group attached to f , and in fact both encode special L-values of f and its twists. Thus it is natural to ask what the relationship between these two elements is. Our main result answers this question:
From the perspective of the special L-values they encode, z Kato (f ) comes from the RankinSelberg method, and z M (f ) comes from the Mellin transforms, so the above theorem compares these two different integral formulas for L-functions of modular forms. It would be interesting to have a direct comparison, but our approach is to use the equality of special values under dual exponential maps (computed either way for z Kato (f ) and z M (f )) as the basic input.
The strategy of proving Theorem 0.1 is to show that the images of both z M (f ) and z Kato (f ) under various dual exponential maps are the same, and then use Proposition II.3.1 of [4] to conclude that z M (f ) = z Kato (f ) as elements in H For any 0 ≤ j ≤ k − 2, any finite order character φ of Z * p ∼ = Γ Qp with conductor p n ,
where
L (p) (f, φ, j + 1) is obained by removing the Euler factor at p from the classical L-function of f twisted by φ, τ (φ) is the Gauss sum of the character φ, and
Two key ingredients used in proving Theorem 0.2 are the theory of p-adic Kirillov models of locally algebraic representations of GL 2 (Q p ) introduced in [9] (Section VI.2.5), and an "explicit reciprocity law" introduced in [9] (Proposition VI.3.4), [10] (Théorème 8.3.1) and [14] 
(Theorem 5.4.3).
On the other hand, Kato in [16] showed that z Kato (f ) has the following interpolation property:
Theorem 0.3 (Kato, [16] , Theorem 12.5). The element z Kato (f ) ∈ H 1 Iw (Q p , V * f ) satisfies the following property:
For any 0 ≤ j ≤ k − 2, any finite order character φ of Z ∼ = Γ Qp with conductor p n ,
Comparing the formulas in Theorem 0.2 and Theorem 0.3, and using Proposition II.3.1 of [4] , we obtain Theorem 0.1.
Organization of the paper. We compute in Section 2 the evaluations of the modular symbol {0 − ∞} on locally algebraic vectors of Π(V f ) under the embedding Φ
given by the modular form f . Section 3 -7 compute the images of z M (f ) under various dual exponential maps, with the assumption that V f | G Qp is absolutely irreducible. These sections are divided into two parts: Section 3 -5 deal with the supercuspidal case (meaning that the smooth representation of GL 2 (Q p ) attached to f is supercuspidal), and Section 6 & 7 deal with principal series case (meaning that the smooth representation of GL 2 (Q p ) attached to f is a principal series).
In Section 3, we introduce the theory of p-adic Kirillov models for locally algebraic representations of GL 2 (Q p ), and use the explicit formulas of the p-adic Kirillov models to compute the images of locally algebraic vectors of Π (V f ) under the maps ι − m . In section 4, we describe an "explicit reciprocity law", and use it to compute the image of z ± M (f ) under the maps ι − m . In section 5, we present and give a proof of the formulas for the images of z M (f ) under various dual exponential maps in the supercuspidal case. In section 6, we describe explicitly the p-adic Local Langlands correspondence, and then use results from [11] to describe explicitly the image of z
In section 7, we deduce the formulas for the images of z M (f ) under various dual exponential maps in the principal series case.
In Section 8, we conclude z M (f ) = z Kato (f ) in both the supercuspidal and the principal series cases, under the assumption that V f | G Qp is absolutely irreducible.
Notations and conventions
We denote Γ the Galois group Gal (Q p (ζ p ∞ )/Q p ), and H the Galois group Gal Q p /Q p (ζ p ∞ ) . We identify Γ with Z * p via the cyclotomic character cycl :
Throughout this paper, f denotes a (normalized) classical cuspidal newform of weight k ≥ 2 and level Γ 0 (p n ) ∩ Γ 1 (N ). V f is the cohomological Galois representation of G Q attached to f . Thus the restriction V f | G Qp has Hodge-Tate weight 0 and 1 − k.
2
Let F be a finite extension of Q which is sufficiently large, that is, containing all the Fourier coefficients of f and values of χ when a finite order character χ is chosen. We choose λ a place of F lying over p, and denote L := F λ the localization of F at λ. For any integer n ≥ 0, we write L n := L ⊗ Qp Q p (ζ p n ). Here, {ζ p n } n≥1 is chosen to be a compatible system of p-power roots of unity. We also write Q p,n := Q p (ζ p n )
We denote π sm p (f ) the p-adic smooth representation of GL 2 (Q p ) attached to f , and Π(V f ) the p-adic Banach space representation of GL 2 (Q p ) attached to f . Our notation is slightly different from [9] : the Π(V ) in this paper is denoted by Π(V (1)) in [9] .
We will only work with the cases when V f | G Qp is absolutely irreducible. This happens precisely when π sm p (f ) is supercuspidal, or when π sm p (f ) is some twist of an unramified principal series. The modular form f is a holomorphic section of some line bundle on the modular curve, therefore can be viewed naturally as an element in Fil
Similarly, the complex conjugate of f , which we denote by f , can be viewed naturally as an element in Fil
2 Here, the convention is that the cyclotomic character has Hodge-Tate weight 1.
There is a natural pairing
Special values of L-function in terms of modular symbols
In this section, we compute the modular symbol {0 − ∞} evaluated at locally algebraic vectors of Π(V f ) under the embedding (0.1).
Let f be a cuspidal newform of weight k ≥ 2 and level Γ 0 (p n ) ∩ Γ 1 (N ). We denote K p the tame level of f , i.e.
and Y (N p n ) the modular curve defined over Q whose C points are given by
× coincides with the one induced from multiplication by −1 on (Z/(N p n )) × . We let F be a finite extension of Q that contains all Fourier coefficients of f and values of χ when a finite order character χ is chosen in the future. Choose λ a place of F lying over p, and denote L := F λ the localization of F at λ. The completed cohomology of the modular curve with tame level K p and coefficient L is defined as
This is a p-adic Banach space equiped with a continuous action of
, cusps; Z) for all n, and are compatible with respect to the map
Note that the homology theory we are using here is the singular homology.
We then have for every positive integer m,
Under the identification
we can view
where the right hand side is the bounded dual of the p-adic Banach space
We denote W k−2 the contragredient to the (k − 2)-nd symmetric power of the standard repre-
is a holomorphic cuspidal newform of weight k ≥ 2, we have a period map:
If we denote by i
* the restriction
Here, we consider Q 2 having the standard basis e 1 and e 2 , and the action of any matrix 
In particular, we have:
The complex conjugation τ acting on Y (N p n )(C) induces an action of complex conjugation on
, which we still denote by τ . We have
   Here, we are identifying Y • (N p n )(C) as a quotient of the complex upper half plane, and the action of τ on the upper half plane is given by reflecting along the imaginary axis.
± the ± eigenspace of the complex conjugation. We then have the ± period maps:
It is well known (see for example, [18] , page 11) that there are complex numbers Ω
where the signs in the numerator and the denominator are the same if (−1)
Therefore, we can define:
, using the formula:
Remark 2.2. We then have:
Recall that λ is a place of F lying above p, and L = F λ . Let per ± L denote the composite of isomorphism
Let V f be the cohomological Galois representation of G Q attached to f with coefficients in L. Thus the restriction V f | G Qp has Hodge-Tate weights 0 and 1 − k. Let Π (V f ) (with convention same as in [13] ) be the p-adic Banach space representation of GL 2 (Q p ) attached to V f | G Qp via the p-adic local Langlands correspondence.
As is mentioned in the introduction, according to Emerton's local-global compatibility [13] , the newform f gives a (pair of) GL 2 (Q p )-equivariant embedding, which are in fact isomorphisms:
by choosing a new vector at every place away from p. We denote the composite
, where the action of g through the last factor is Id if det(g) is positive, and τ if det(g) is negative. We have the following lemma:
The actions of matrices of the form
Proof. The first assertion follows from the fact that
every l = p and has positive determinant.
The second assertion follows from the fact that the modular symbol {0 − ∞} is fixed by
We can then define z
, where the isomorphisms
are as described in [7] and [9] . Here, D(V * f ) is the (φ, Γ)-module attached to V * f as defined in [9] . There is an isomorphism:
This isomorphicm is equivariant for the complex conjugation τ , where the action of τ on the left is given by Id ⊗ τ .
We still use per ± L to denote the following composition: (2.14)
Classical Eichler-Shimura theory tells us that for any choice of sign ±, there is a unique GL 2 (Q p )-equivariant embedding
where π sm p (f ) is the p-adic smooth representation of GL 2 (Q p ) attached to f (or equivalently, attached to Weil-Deligne representation associated to V f | G Qp via the local Langlands correspodence), under which the image of
Thus we have the following commutative diagram:
Write the weight vectors of
we then have the following lemma:
According to [18] , for any finite order chraracter χ of conductor p n and any 0 ≤ j ≤ k − 2, we have the formula:
Notice that if we denote {− a p n − ∞} by γ, then by equation (2.10), we have:
and similarly,
Therefore,
(Here we are using Remark 2.1 about the action of p n a 0 1 on image(per).)
Here in the last equality, we are using Lemma 2.3 to identify the (global) action of the matrix p n a 0 1 on the modular symbols and the (local) action of it on Π(V f ).
We write for all 0 ≤ j ≤ k − 2,
where the sign ± is chosen so that χ(−1)·(−1) j = ±1. Thus we have obtained the following lemma:
Lemma 2.5. For any finite order character χ of conductor p n and any integer 0 ≤ j ≤ k − 2, we have
where the sign ± is chosen to satisfy χ(−1)
We define
when the conductor of χ is p n . Then Lemma 2.5 can also be stated as:
Lemma 2.6. For any 0 ≤ j ≤ k − 2, any finite order character χ of conductor p n with n ≥ 0, let
Here, the sign ± is chosen such that
The p-adic Kirillov model, supercuspidal case
Throughout this section, we assume π sm p (f ), the smooth p-adic representation of GL 2 (Q p ) attached to the modular form f , is supercuspidal. We recall the theory of p-adic Kirillov models developed in [9] , chapter VI.
If Π is a p-adic locally algebraic representation of GL 2 (Q p ) with coefficient field L that can be written as Π = det a ⊗Sym b ⊗ π where a, b ∈ Z, b ≥ 0 and π is a smooth representation of GL 2 (Q p ), then the p-adic Kirillov model of Π is the unique P (Q p )-equivariant embedding
where the action of P (Q p ) on the RHS is given by the formula
/t a+b+1 and any n ∈ Z. Here, a * := |a| p ·a, and ε is defined in the following way: we let ε(x) = ζ r p n if x ≡ r p n mod Z p , where {ζ p n } n≥0 is the compatible system of p-power roots of unity chosen as in Section 1.
Remark 3.1. The usual definition of the Kirillov model of a p-adic locally algebraic representation (as in [9] ) is a P (Q p ) equivariant map
for any u ∈ Z * p and x ∈ Q * p , which commutes with the action of
. Therefore the uniqueness of the p-adic Kirillov model forces the image of K to be contained in
In the rest of this paper, we will always regard a p-adic Kirillov function as an element in
In the case when Π = Π(V f ) lalg is the collection of locally algebraic vectors of the p-adic Banach
where we continue using the notations F = Q(f ), L = F λ where λ is a place lying over p.
We assume π sm p (f ) has central character δ. Then the explicit formula of the Borel action on
If we write the weight vectors of Sym
as in the previous sections, then by [9] Page 146, we have
where K sm is the p-adic Kirillov model for smooth representations.
For every integer n, we let e n ∈ Z L ∞ be the vector whose coordinate at the n-th place is 1, and 0 everywhere else.
Recall that we are in the case when π
where χ is any finite order character of conductor p n with n ≥ 0, and F χ is defined as in section 2. Therefore, we have for all 0 ≤ j ≤ k − 2,
In the rest of this section, we will describe the p-adic Kirillov model of Π(V f ) from another point of view.
Recall the following theorem from [9] :
) is defined as follows:
) via the operator ϕ;
• The matrix
) via the operator Γ;
We denote the inverse of the above isomorphism by η. We then have the following lemma:
The image of
if r is sufficiently large. This means
We then proceed by induction: if 0 ≤ j < k − 2 and η(
for all 0 ≤ i < j and some r, then we will show that η(
To see this, notice that for sufficiently large r,
Definition 3.6. We define a map
as follows:
• The 0-th coordinate I 0 := ι − 0 , which is the natural map
induced by the inclution B + 1
• The (−n)-th coordinate I n is defined as ι − n if n ≥ 0: we choose a compatible system of p-power roots of unity ζ p i i≥0 as before, and for any positive integer n and any function f (T ) ∈ B + , we define
The map ι n extends naturally to a map from B + 1 ϕ r (T ) , r ≥ 0 to B dR , which induces a map ι n from D
) with an action of P (Q p ) in the following way:
• The matrix Z * p 0 0 1 acts coordinate wise through the action of Γ;
• A matrix 1 b 0 1 ∈ 1 Q p 0 1 acts on the n-th coordinate by multiplying ε (bp n )·exp (bp n t);
• p 0 0 1 acts by shifting to the left.
We then have the following observation:
Proposition 3.7. The map
is P (Q p )-equivariant. Moreover, the following diagram is commutative:
where the vertical map on the right on each coordinate is given by the composite of the following maps:
The first isomorphism above is defined by sending every g(t) to f * ⊗ g(t). See Section 1 for the
Proof. The P (Q p )-equivariance of the map I can be checked by direct computation. The commutativity of the diagram follows from the uniqueness of the p-adic Kirillov model. Corollary 3.8. Let χ be any finite order character of conductor p n , where n ≥ 0. Let F χ be as defined in section 2. Then I m •η (F χ ⊗ v j ) = 0 for any m = −n, and
In other words, we have:
Proof. This follows immediately from Proposition 3.7, together with the explicit formula of the map K in equation (3.5).
An explicit reciprocity law, supercuspidal case
In this section, we continue assuming that the (p-adic) smooth representation of GL 2 (Q p ) attached to the modular form f is supercuspidal. We review an "explicit reciprocity law" proved in [10] and [14] as a generalization of Proposition VI.3.4 in [9] .
We first introduce two pairings that will be used later. The reference for the following definitions is Page 151 of [9] .
The pairing "{ , }".
gives rise to the following pairing:
The key properties of the pairing { , } are summarized in the following proposition, whose proof can be found in [9] . Proposition 4.1.
, and the pairing
is the pairing { , } defined above. (2) We have the following compatibility:
where the pairing on the bottom row is induced by the usual pairing between Π(V f ) and
Proof.
(1) is [9] Proposition I.3.20. and Proposition I.3.21.
The pairings " , dif " and " , dif,m ".
again gives rise to the following pairings (we still use the notation "[ , ]" here):
[ , ] :
Tr is the normalized trace map.
The key properties of the pairings , dif and , dif,m are summarized in the following proposition, whose proof can again be found in [9] , Chapter VI, Section 3.4. (1) The pairings , dif and , dif,m are compatible for every integer m ≥ 0. In other words, we have the following commutative diagram: 
where the pairing B on the top row is defined by the formula
and [ , ] dR is the pairing
(5) Similarly, we have the following compatibility for every integer m ≥ 0:
where the pairing B m on the top row is defined by the formula
The following theorem, which we shall call the "explicit reciprocity law" relating the pairing , dif and the pairing { , }, is proved by Dospinescu: 
In particular, the RHS of the above equation is independent of m (as long as m is sufficiently large).
Recall that we have defined the element
for all n ≥ 1.
Corollary 4.4. Let χ be a finite order character of Z * p with conductor p n , n ≥ 0.
Proof. Using Theorem 4.4 and Corollary 3.8, we conclude that
where Tr Ln denotes the normalized trace map to L n , and
) for all n ≥ 1, the conclusion follows.
Notice that V * f has Hodge-Tate weights 0 and k − 1, we have D
. We make the following definition:
f ) be defined as in Section 1. For any 0 ≤ j ≤ k − 2 and any integer r ≥ 1, we write
Further more, under the decomposition
where the direct sum is taken among all characters φ of (Z/p r ) × , we write
where p l is the conductor of φ.
Qp,r C ± r+1,j for all integers r ≥ 1 and j ≥ 0.
Remark 4.7. It can be checked easily that
for all integers r ≥ 1, j ≥ 0 and φ a character of (Z/p r ) × .
for all j ≥ 0.
Proposition 4.8. Let χ be any finite order character of conductor p n , n ≥ 0. We have for all 0 ≤ j ≤ k − 2,
where Tr is the normalized trace map to L.
Proof. By Theorem 4.3, for any integer m sufficiently large,
and by Definition 4.5,
Here, Tr Ln denotes the normalized trace map to L n , and Tr is the normalized trace map to L.
Corollary 4.9. Let χ, j be as in Propostion 4.8. We have:
when the sign ± on the LHS are chosen so that χ(−1) = ±(−1) j , and
if the sign ± doesn't satisfy χ(−1) = ±(−1) j . Here, Tr denotes the normalized trace map to Q p .
Proof. This follows directly from Proposition 4.8, equation (3.5) , Lemma 2.6 and Remark 2.7.
Corollary 4.10. Let χ be any finite order character of conductor p n , n ≥ 1 as before, and C ± n,j,χ be as defined in Definition 4.5. Then for every 0 ≤ j ≤ k − 2,
when the sign ± are chosen so that χ(−1) = ±(−1) j .
If the sign ± doesn't satisfy χ(−1)
Proof. For any character φ of (Z/p n ) * with conductor p l (l ≤ n), using the notation in Definition 4.5, we have a basis vector e φ of the 1-dimensional vector space L(φ −1 ):
We can check easily that
where Tr is the normalized trace map to Q p . Since
(here χ is the character of conductor p n in the statement of Corollary 4.10), we have
Combining this with Corollary 4.9 gives equation (4.7).
5.
Images of z ± M (f ) under dual exponential maps, supercuspidal case In this section, we continue assuming that the local (p-adic) smooth representation of GL 2 (Q p ) attached to the modular form f is supercuspidal.
Before we state our main theorem, let's recall the definition of integrating classes in the local Iwasawa cohomology. For any class c ∈ H
where Λ is the Iwasawa algebra viewed as the space of measures on Z * p :
• If φ is a locally constant function on Z * p which factors through (Z/p n ) * , we can define
It is easy to check that the above map from
is well defined for any locally constant function φ which factors through (Z/p n ) * .
In the rest of this paper, for notational convenience, we will not mention which of the above definitions we are using. Recall that Shapiro's lemma gives an isomorphism between
. We can regard the above integrations as defined on
Lemma 5.1. We denote c j,n the projection from
Therefore, for any locally constant function φ of conductor p n ,
Proof. We first recall the explicit description of Shapiro's lemma. Let G be a profinite group, and H ≤ G be a subgroup of finite index such that G/H is commutative, V a representation of the group G with coefficients in L. The isomorphism given by Shapiro's lemma
, where "1" is the identity element in G.
given by formula
where z is any lift of z in G. Here, the action of G on Hom 
Proof. We denote c j,n the projection from
). According to [9] Lemma VIII.2.1, exp * c j,n (z
j for all m sufficiently large, where ε is the cyclotomic character. In other words, exp * c j,n (z
, where Tr Ln is the normalized trace map to L n . Since
we have
Using Lemma 5.1, we conclude that
This finishes the proof.
Remark 5.4. Since we are working with the case when the modular form f is supercuspidal at p, we know f necessarily has bad reduction at p. Hence Λ(f, χ, j + 1) = Λ (p) (f, χ, j + 1) for all χ and j. Therefore, the formula in Theorem 5.3 can also be written as
Explicit p-adic Local Langlands correspondence, principal series case
The main purpose of this section is to compare the notations used in [2] , [3] , [9] with the one used in this paper, and then describe explicitly the isomorphism (as representations of B(Q p ))
This is equivalent to the condition that V f | G Qp is crystaline and absolutely irreducible. Here, ind means the smooth induction, B(Q p ) is the group of lower triangular matrices in GL 2 (Q p ), and unr(λ) is the unramified character of Q * p that sends p ∈ Q * p to λ. The main reference for this section is [9] (Section II.3.3), [2] and [3] .
Recall that the theory of intertwining operators gives an isomorphism (6.2) I : ind
We define π la (α) := Ind
where Ind means the locally analytic induction.
It can be seen easily that
as a subrepresentation. Using the intertwining operator, we know π la (β) also contains Π(V f ) lalg . We thus have an inclusion (see Corollary 7.2.5 of [2] ):
and in fact, Liu has proved in [17] that the above map identifies the source with the space of locally analytic vectors of Π(V f ).
Let LA c (Q p , L) be the space of locally analytic functions with compact support on Q p taking values in L, where L is the coefficient of the representation V f .
We define a map
We define i β : LA c (Q p , L) ֒→ π la (β) in the same way.
Recall that the induction from the lower triangular Borel B(Q p ) and the induction from the upper triangular Borel B(Q p ) are related by the following isomorphism:
where for every h ∈ Ind
We then define a map
We then have the following commutative diagram:
We have the following lemma, whose proof is just a careful tracking of the diagram above:
, then ν α (f ) and µ α (f ) are related by the following formula:
We have similar results when we replace α by β.
Remark 6.3. The distribution µ α (z) is the distribution on Q p corresponding to z defined in [2] .
with an action of B(Q p ) as follows:
• The matrix z 0 0 z in the center acts by the scalar δ −1 (z) on each copy of D(V * f ).
• The matrix p 0 0 1 acts via ψ −1 , that is, shifting to the right.
• The matrix a 0 0 1 where a ∈ Z * p acts by σ a on each copy of D(V * f ).
• In [2] [3] ), which we present here using our notation:
we have the explicit formula
Here, we are identifying lim * , let µ α (z) and µ β (z) be as defined in Lemma 6.2. We define for every N ∈ Z ≥0 two distributions µ α,N (z) and µ β,N (z) on Z p using the formulas for all f (x) ∈ LA c (Z p , L).
Remark 6.7. The notations we are using here is related to the notations used in [2] and [3] in the following way: for any continuous representation V of G Qp , the Π(V ) in this paper is the Π(V (1)) in [2] and [3] .
In [2] and [3] , Theorem 6.6 is formulated as −1 , we see that our isomophism (6.7) coincides with the isomorphism introduced in [2] and [3] .
The notation used in [9] is also compatible with the notation in [2] and [3] , which has already been verified in [17] .
7. Images of z ± M (f ) under dual exponential maps, principal series case We continue using the same notations and assumptions as in the previous section. For example, π sm p (f ) is still assumed to be a principal series. In [11] , Emerton has proved the following result (Proposition 4.9 in [11] ):
3 Later in this and the next section, we will always identify D (Zp) with B + rig,Qp using the Amice transform without mentioning explicitly. This should not cause any confusion. ) coincides with the p-adic L-function L p,α (f ) (resp. L p,β (f )) as defined in [18] .
We can now prove our main theorem in the case when π For any 0 ≤ j ≤ k − 2, any locally constant character χ of Z * p with conductor p n (n ≥ 0),
Here, the sign ± for z ± M (f ) is chosen such that χ(−1) = ±(−1) j . If the sign doesn't match, then the LHS of equation (7.1) equals 0.
Proof. As in the proof of Theorem 5.3, we again denote c j,n the projection from H 1 Iw (Q p , V * f ) to H 1 (Q p (ζ p n ), V * f (−j)), and we use Lemma VIII.2.1 in [9] that exp * c j,n (z ± M (f )) equals 1 p n times the image of ι n Exp * (z ± M (f )) modulo γ n − ε(γ n ) j , where ε is the cyclotomic character.
We have the following commutative diagram: Notice that Exp * (z
is fixed by ψ, so if we write
