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Abstract
Flow-based generative models have recently become one of the most efficient
approaches to model the data generation. Indeed, they are constructed with a
sequence of invertible and tractable transformations. Glow [1] first introduced a
simple type of generative flow using an invertible 1 × 1 convolution. However,
the 1 × 1 convolution suffers from limited flexibility compared to the standard
convolutions. In this paper, we propose a novel invertible n × n convolution1
approach that overcomes the limitations of the invertible 1× 1 convolution. In ad-
dition, our proposed network is not only tractable and invertible but also uses fewer
parameters than standard convolutions. The experiments on CIFAR-10, ImageNet,
and Celeb-HQ datasets, have showed that our invertible n× n convolution helps to
improve the performance of generative models significantly.
1 Introduction
Supervised deep learning models have recently achieved numerous breakthrough results in various
applications. However, these methods usually require a huge number of annotated data which is
highly expensive. In order to tackle the requirement of large annotations, generative models have
become a feasible solution. The main objective of the generative models is to learn the hidden
dependencies existing in the realistic data so that they can extract meaningful features and variable
interactions to synthesize new realistic samples without human supervision or labeling. Generative
models can be used in numerous applications such as anomaly detection, image inpainting, data
Preprint. Under review.
Figure 1: Reconstruction results using our proposed approach.
1Source code will be publicly available.
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generation, super-resolution, etc. However, learning generative models is an extremely challenging
process due to high-dimensional data.
There are two types of generative models extensively deployed in recent years, including likelihood-
based methods [1–4] and Generative Adversarial Networks (GANs) [5]. Likelihood-based methods
have three main categories: Autoregressive models [2], Variational autoencoders (VAEs) [6], and
Flow-based models [1, 3, 4]. The flow-based generative model is constructed using a sequence of
invertible and tractable transformations, the model explicitly learns the data distribution and therefore
the loss function is simply a negative log-likelihood.
Flow-based model was first introduced in [4] and later extended in RealNVP [3]. These methods
introduced an affine coupling layer that is invertible and tractabe based on Jacobian determinant. As
the design of the coupling layers, at each stage, only a subset of data is transformed while the rest
is required to be fixed. Therefore, they may be limited at flexibility. To overcome this limitation,
coupling layers are alternated with less complex transformations that manipulate on all dimensions
of the data. In RealNVP[3], the authors use a fixed channel permutation using fixed checkerboard
and channel-wise masks. Kingma et. al. [1] simplifies the architecture by replacing the reverse
permutation operation on the channel ordering with invertible 1× 1 convolutions.
However, the 1 × 1 convolutions are not flexible enough in these scenarios. It is extremely hard
to compute the inverse form of the standard n × n convolutions, and this step usually produces
highly computational costs. In this paper, we propose an approach to generalize an invertible 1× 1
convolution to a more general form of n × n convolution. Firstly, we reformulate the standard
convolution layer by shifting the inputs instead of the kernels. Then we propose an invertible shift
function that is a tractable form of Jacobian determinant. Through the experiments on CIFAR-10[7],
ImageNet [8] and Celeb-HQ [9] datasets, we prove that our proposals are significantly and efficiency
in high-dimensional data. Fig. 1 illustrates the advantages of our approach with high-resolution
synthesized images.
1.1 Contributions of this Work
This work generalizes the invertible 1× 1 convolution to an invertible n× n convolution by reformu-
lating the convolution layer using our proposed invertible shift function. Our contributions can be
summarized as follows:
• Firstly, by analyzing the standard convolution layer, we reformulate its equation into a form
such that rather than shifting the kernels during convolution process, shifting the input give
equivalent results.
• Secondly, we propose a novel invertible shift function that mathematically helps to reduce
the computational cost of the standard convolution while keeping the range of the receptive
fields. The determinant of the Jacobian matrix produced by this shift function can be
computed efficiently.
• Thirdly, evaluations on several datasets on both objects and faces have showed the gen-
eralization of the proposed n × n convolution using our proposed novel invertible shift
function.
2 Related Work
The generative models can be divided into two groups, i.e. Generative Adversarial Networks and
Flow-based Generative Models. In the first group, Generative Adversarial Networks [5] provides an
appropriate solution to model the data generation. The discriminative model learns to distinguish the
real data from the fake samples produced using a generative model. Two models are trained as they
are playing a mini-max game. Meanwhile, in the second group, the Flow-based Generative Models
[1, 3, 4] are constructed using a sequence of invertible and tractable transformations. Unlike GAN,
the model explicitly learns the data distribution p(x) and therefore the loss function is efficiently
employed with the log-likelihood.
In this section, we discuss several types of flow-based layers that are commonly used in flow-based
generative models. An overview of several invertible functions is provided in the Table 1.
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Table 1: Comparative invertible functions in several generative normalizing flows. All functions are
easy to obtain reverse function and tractability of a Jacobian determinant. The symbols , / denote
element-wise multiplication and division. h,w denotes height and width of the input/output. c, i, j
are the depth channel index and spatial indices, respectively.
Description Function Reverse Function Log-determinant
ActNorm [1] y = x γ + β x = (y − β)/γ ∑ log |γ|
Affine Coupling [3] x = [xa,xb] y = [ya,yb]
∑
log |s(xb)|
ya = xa  s(xb) + t(xb) xa = [ya − t(yb)]/s(yb)
y = [yaxb] x = [xayb]
1× 1 conv [1] y:,i,j =Wx:,i,j x:,i,j =W−1y:,i,j h.w. log |detW|
Our Shift Function yc,i,j = αcxc,i,j + βc xc,i,j = [yc,i,j − βc]/αc h.w.
∑
c log |αc|
Coupling Layers: NICE [4] and RealNVP [3] presented coupling layers with a normalizing flow
by stacking a sequence of invertible bijective transformation functions. The bijective function is
designed as an affine coupling layer which is a tractable form of Jacobian determinant. RealNVP
can work in a multi-scale architecture to build a more efficient model for large inputs. To further
improve the propagation step, the authors applied batch normalization and weight normalization
during training.
Inverse Autoregressive Convolution: Germain et. al. [10] introduced autoregressive autoencoders
by constructing an extension of a non-variational autoencoder that can estimate distributions and is
straightforward to compute their Jacobian determinant. Masked autoregressive flow [11] is a type
of normalizing flows, where the transformation layer is built as an autoregressive neural network.
Inverse autoregressive flow [2] formulates the conditional probability of the target variable as an
autoregressive model.
Invertible 1× 1 Convolution: Kingma et. al. [1] proposed to simplify the architecture via invertible
1× 1 convolutions. Learning a permutation matrix is a discrete optimization that is not amenable to
gradient ascent. However, the permutation operation is simply a special case of a linear transformation
with a square matrix. We can pursue this work with convolutional neural networks, as permuting
the channels is equivalent to a 1 × 1 convolution operation with an equal number of input and
output channels. Therefore, the authors replace the fixed permutation with learned 1× 1 convolution
operations.
Activation Normalization: [1] performs an affine transformation using scale and bias parameters
per channel. This layer simply shifts and scales the activations, with data-dependent initialization that
normalizes the activations given an initial minibatch of data. This allows scaling down the minibatch
size to 1 (for large images) and scaling up the size of the model.
Invertible n× n Convolution: Since the invertible 1× 1 convolution is not flexibility, Hoogeboom
et. al. [12] proposed an invertible n× n convolutions generalized from the 1× 1 convolutions. The
authors presented two method to produce the invertible convolutions: (1) Emerging Convolution
and (2) Invertible Periodic Convolutions. Emerging Convolution is obtained by chaining specific
invertible autoregressive convolutions [2] and speedup this layer through the use of an accelerated
parallel inversion module implemented in Cython. Invertible Periodic Convolutions transfoms data to
the frequency domain via Fourier transform, this alternative convolution has a tractable determinant
Jacobian and inverse. However, these invertible n×n convolutions require more parameters, therefore,
these have addition computational cost compared to our proposed method.
3 Background
3.1 Flow-based Generative Model
Let x be a high-dimensional vector with unknown true distribution x ∼ pX (x), x ∈ X , a simple
prior probability distribution pZ on a latent variable z ∈ Z , a bijection f : X → Z , the change of
variable formula defines a model distribution on X as shown in Eqn. (1).
pX (x) = pZ(z)
∣∣∣ det(∂f(x)
∂x
)∣∣∣ (1)
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Figure 2: Reformulating n × n convolution. We propose to shift inputs instead of kernels. The
proposed invertible n × n convolution will be simplified as a combination of the invertible shift
function S and the invertible 1× 1 convolution.
where ∂f(x)∂x is the Jacobian of f at x. The log-likelihood objective is then equivalent to minimizing:
L(X ) = − E
x∈X
log pX (x) = − E
x∈X
[
log pZ(z) + log
∣∣∣det(∂f(x)
∂x
)∣∣∣] (2)
Since the data x is discrete data, we add a random uniform noise u ∈ U(0, a), where a is determined
by the discretization level of the data, to make x be continuous data. The generative process can be
defined as Eqn. (3).
z ∼ pZ(z)
x = f−1(z)
(3)
The bijection function f is constructed from a sequence of invertible and tractabilty of Jacobian
determinant transformations: f = f1 ◦ f2 ◦ ... ◦ fK (K is the number of transformations). Such a
sequence of invertible transformations is also called a normalizing flow. Here, the Eqn. (2) can be
written as in Eqn (4).
L(X ) = − E
x∈X
log pX (x) = − E
x∈X
[
log pZ(z) +
K∑
k=1
log
∣∣∣det( ∂hk
∂hk−1
)∣∣∣] (4)
where hk = f1 ◦ f2 ◦ .. ◦ fk(h0) with h0 = x.
3.2 Standard n× n Convolution
In this section, we revisit the standard n× n convolution. Let X is an C ×H ×W input, W is a
D × C ×K kernel, the convolution can be expressed as follows:
Y =W ?X =
[
W:,:,1 W:,:,2 · · · W:,:,k
]
×

X1:,:,:
X2:,:,:
...
XK:,:,:

=
K∑
k=1
W:,:,k ×Xk:,:,: =
K∑
k=1
W:,:,k × Sk(X)
(5)
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where Xk:,:,: is a C ×H ×W matrix that represents a spatially shifted version of input matrix X with
shift amount (ik, jk), . W:,:,k represents the D × C matrix corresponding to the kernel index k, the
symbol ? denotes a convolution operator.
In Eqn. (5), the standard convolution is simply a sum of 1× 1 convolutions on shifted inputs. The
function Sk maps the input X to the corresponding shifted input Xk:,:,:. The standard convolution
uses the common shifted input with integer-valued shift amounts for index k. Fig. 2 illustrates our
reformulated n × n convolution, if we can share the shifted inputs regardless of the kernel index,
especially, Sk(X) = S(X), the standard convolution will be simplified as the 1× 1 convolution as
shown in Eqn. 6. In this paper, we proposed an shift function S which is an invertible and tractable
form of the Jacobian determinant.
K∑
k=1
W:,:,k × Sk(X) =
K∑
k=1
W:,:,k × S(X) =
(
K∑
k=1
W:,:,k
)
× S(X) (6)
4 Invertible n× n Convolution
In this section, we first introduce our proposed Invertible Shift Function and then present invertible
n× n convolution in details.
4.1 Invertible Shift Function
The shift function S will approximate all shifted input Xk:,:,: (1 ≤ k ≤ K). Here, we propose to
design S as a linear transformation per channel, specifically, we have learnable variables αc, βc
(1 ≤ c ≤ C) are scale and translation parameters for each channel, respectively. The shift function S
can be formulated as follows:
S(Xc,i,j) = αcXc,i,j + βc (7)
where c, i, j are the depth channel index and spatial indices, respectively. The reverse function of S
can be easy to obtain:
Xc,i,j =
S(Xc,i,j)− βc
αc
(8)
Thank to Eqn. (7), the value of S(Xc,i,j) only depends on Xc,i,j , the Jacobian matrix will be in the
form of the diagonal matrix as follows:
J =
∂S(X)
∂X
=

∂S(X1,1,1)
∂X1,1,1
0 · · · 0
0
∂S(X1,1,2)
∂X1,1,2
· · · 0
...
...
. . .
...
0 0 · · · ∂S(XC,H,W )∂XC,H,W
 =

α1 0 · · · 0
0 α1 · · · 0
...
...
. . .
...
0 0 · · · αc
 (9)
Therefore, the determinant of Eqn. (9) is the product of all elements in the diagonal of the matrix J
as in Eqn. (10).
det
(
∂S(X)
∂X
)
=
C∏
c=1
αH×Wc
log
∣∣∣∣∣det
(
∂S(X)
∂X
)∣∣∣∣∣ = H ×W ×
C∑
c=1
log |αc|
(10)
4.2 Invertible n× n Convolution
Kingma [1] proposed invertible 1× 1 convolution is the smart way to learn the permutation matrix
instead of the fixed permutation [4, 3]. However, the 1×1 suffers from limited flexibility compared to
the standard convolution. In particular, the receptive fields of 1× 1 convolution is limited. When the
network going deeper, the receptive fields of 1× 1 convolutions are still small areas, these, therefore,
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Figure 3: Figure (a) is our one step of flow using an invertible n× n convolution. Our proposal flow
step is able to combine with multi-scale architecture designed in RealNVP (Fig. (b)). K and L are
the depth of flow and the number of levels, respectively.
cannot generalize and model large objects of high-dimensional data. However, the 1× 1 convolution
has own advantages compared to the standard convolution. First, the 1× 1 convolution allows the
network to compress the data of the input volume to be smaller. Second, 1× 1 suffers less over-fitting
due to small kernel sizes. Therefore, in our proposal, we still take advantages of the 1×1 convolution.
Specifically, we adopt the successfully invertible 1× 1 convolution of Glow [1] in our design.
In the previous subsection, we proved that the shift function S is invertible and tractability of Jacobian
determinant. In Subsection 3.2, we indicated that if we can share shifted inputs regardless of the kernel
index via the shift function S, we can simplify the standard n× n convolution to the composition
of S and 1 × 1 convolution. Therefore, the invertible n × n convolution will be equivalent to the
combination of the invertible shift function S and the invertible 1× 1 convolution. Specifically, the
input will be firstly forwarded to the shift function S and then convoluted with the 1× 1 filter.
Fig 3(a) illustrates our one step of flow. We adopt the common design of a flow step [1, 12] in our
design. Our proposal can be easily to integrate to the multi-scale architecture designed by Dinh
et. al. [3] (Fig 3(b)). By our proposal, we can generalize the invertible 1 × 1 convolution to the
invertible n × n convolution through the shift function S. It can help to encourage the filters can
learn the more efficient data representation and embed more useful latent features than the invertible
1× 1 convolution used in Glow [1]. Besides, we use fewer parameters and have less inference time
compared to the standard n× n convolutions.
5 Experiments
In this section, we present our experimental results on CIFAR-10, ImageNet and Celeb-HQ datasets.
Firstly, in Subsection 5.1, we compare log-likelihood against the previous flow-based models, i.e.
RealNVP [3], Glow [1], Emerging Convolution [12]. Finally, in Subsection 5.2, we show our
qualitative results trained on the Celeb-HQ dataset.
5.1 Quantitative Experiments
We evaluate our invertible n× n convolution on CIFAR-10 (Fig. 4(a)), ImageNet (Fig. 4(b)) with
32× 32 and 64× 64 image sizes. We use bits per dimension as the criteria to evaluate models. We
compare our method against RealNVP [3], Glow [1], and Emerging Convolution [12]. We adopt the
network structures of Glow and replace all invertible 1× 1 convolutions of Glow by our invertible
n× n convolutions. For the data preprocessing, we follow the same process as in RealNVP [3].
The shift function S will be not inverse if the αc = 0 (∃ c ∈ [1...C]). Hence, in the training process,
we will first initialize αc = 1 and βc = 0 (1 ≤ c ≤ C). During the learning processing, we keep
αc (1 ≤ c ≤ C) be different 0 to guarantee that the shift function S is inverse and tractability of
6
Figure 4: The examples of CIFAR dataset (a), ImageNet dataset (b) and Celeb-HQ dataset (c)
Jacobian determinant. Training models on high-dimensional data require large memory. To be able to
train with large batch size, we simultaneously and distributively train the models on four GPUs via
Horovod2 and TensorFlow3 frameworks.
Hyperparamaters: In the CIFAR experiment, the depth of flow K and the number of levels L are
set to 32 and 3, respectively. Meanwhile, the depth of flow in ImageNet experiments is set to 48,
the numbers of levels of ImageNet 32× 32 and ImageNet 64× 64 experiments are set to 3 and 4,
respectively. We use Adam optimizer [13] to optimize the networks where batch size and learning
rate are set to 64 (per GPU) and 0.001, respectively. We choose Normal Distribution as the prior
distribution pZ(z) ∼ N (z; 0, I) in all experiments.
Table 2 shows our experimental results. As the results, our proposal helps to improve the generative
models on ImageNet 32×32 and ImageNet 64×64 datasets that are more challenging than CIFAR-10.
Our proposed invertible n×n convolution provides a better generative capability than the stand-alone
invertible 1× 1 convolution. Since Emerging Convolution uses invertible auto-regressive convolution,
our proposal is, therefore, less complicated and fast inference than Emerging Convolution. We take
the advantages the invertible 1 × 1 convolution in our design, thus, we are also able to learn the
permutation matrix via 1× 1 convolution instead of the fixed permutation in RealNVP.
Table 2: Comparative results (bits per dimension) of proposed invertible n× n convolution compared
to RealNVP, Glow, and Emerging Convolution
Models CIFAR-10 ImageNet 32× 32 ImageNet 64× 64
RealNVP 3.49 4.28 3.98
Glow 3.35 4.09 3.81
Emerging Conv 3.34 4.09 3.81
Ours 3.50 3.96 3.74
5.2 Qualitative Experiments
CelebA-HQ dataset [9] has been selected to train the model using the architectures defined in the
previous section with a higher resolution (256 × 256 image sizes). The depth of flow K and the
number of levels L are set to 32 and 6, respectively. Since high-dimensional data requires large
memory, we reduce the batch size to 1 (per GPU) and train on eight GPUs. Fig. 4(c) shows the
examples of Celeb-HQ datasets. We train our model on 5-bit images in order to improve visual
quality with a slight trade-off of color fidelity. As the synthetic images are shown in Fig. 5, our model
can generalize realistic images in high dimensional data.
2https://github.com/horovod/horovod
3https://tensorflow.org
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Figure 5: Synthetic celebrity faces sampled from our model trained on CelabA-HQ dataset
6 Conclusion
This paper has presented a novel invertible n × n convolution approach. By reformulating the
convolution layer, we propose to use the shift function to shift inputs instead of kernels. We prove
that our shift function is invertible and tractable in terms of calculating the Jacobian determinant. The
method leverages the shift function and the invertible 1× 1 convolution to generalize to the invertible
n× n convolution. Through experiments, our proposal has been achieved the state-of-the-art results
in quantitative measurement and able to generate realistic images with high-resolution.
References
[1] Durk P Kingma and Prafulla Dhariwal. Glow: Generative flow with invertible 1x1 convolutions.
In S. Bengio, H. Wallach, H. Larochelle, K. Grauman, N. Cesa-Bianchi, and R. Garnett, editors,
Advances in Neural Information Processing Systems 31, pages 10215–10224. Curran Associates,
Inc., 2018.
[2] Durk P Kingma, Tim Salimans, Rafal Jozefowicz, Xi Chen, Ilya Sutskever, and Max Welling.
Improved variational inference with inverse autoregressive flow. In D. D. Lee, M. Sugiyama,
U. V. Luxburg, I. Guyon, and R. Garnett, editors, Advances in Neural Information Processing
Systems 29, pages 4743–4751. Curran Associates, Inc., 2016.
[3] Laurent Dinh, Jascha Sohl-Dickstein, and Samy Bengio. Density estimation using real nvp. In
3rd International Conference on Learning Representations, ICLR, 2017.
[4] Yoshua Bengio and Yann LeCun, editors. 3rd International Conference on Learning Repre-
sentations, ICLR 2015, San Diego, CA, USA, May 7-9, 2015, Workshop Track Proceedings,
2015.
[5] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil
Ozair, Aaron Courville, and Yoshua Bengio. Generative adversarial nets. In Z. Ghahramani,
M. Welling, C. Cortes, N. D. Lawrence, and K. Q. Weinberger, editors, Advances in Neural
Information Processing Systems 27, pages 2672–2680. Curran Associates, Inc., 2014.
[6] Diederik P. Kingma and Max Welling. Auto-encoding variational bayes. In 2nd International
Conference on Learning Representations, ICLR 2014, Banff, AB, Canada, April 14-16, 2014,
Conference Track Proceedings, 2014.
8
[7] Alex Krizhevsky. Learning multiple layers of features from tiny images. In Technical report.
University of Toronto, 2009.
[8] J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei. ImageNet: A Large-Scale
Hierarchical Image Database. In Proceedings of Computer Vision and Pattern Recognition
(CVPR), 2009.
[9] Ziwei Liu, Ping Luo, Xiaogang Wang, and Xiaoou Tang. Deep learning face attributes in the
wild. In Proceedings of International Conference on Computer Vision (ICCV), 2015.
[10] Mathieu Germain, Karol Gregor, Iain Murray, and Hugo Larochelle. Made: Masked autoencoder
for distribution estimation. In Francis Bach and David Blei, editors, Proceedings of the 32nd
International Conference on Machine Learning, volume 37 of Proceedings of Machine Learning
Research, pages 881–889, Lille, France, 07–09 Jul 2015. PMLR.
[11] George Papamakarios, Iain Murray, and Theo Pavlakou. Masked autoregressive flow for density
estimation. In I. Guyon, U. V. Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and
R. Garnett, editors, Advances in Neural Information Processing Systems 30, pages 2335–2344.
Curran Associates, Inc., 2017.
[12] Emiel Hoogeboom, Rianne van den Berg, and Max Welling. Emerging convolutions for
generative normalizing flows. CoRR, abs/1901.11137, 2019.
[13] Diederik P. Kingma and Jimmy Ba. Adam: A method for stochastic optimization. In 3rd
International Conference on Learning Representations, ICLR 2015, San Diego, CA, USA, May
7-9, 2015, Conference Track Proceedings, 2015.
9
