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Abstract
Let (Pn)n∈N0 be an orthogonal polynomial sequence on the real line with respect to a probability
measure π with compact support S. For y ∈ S, a sequence of polynomials (Byn )n∈N0 is called
a selective approximate identity with respect to y if limn→∞
∫
B
y
n (x)f (x)dπ(x) = f (y) for all
f ∈ C(S). We prove the existence and give a complete characterization of a selective approximate
identity depending on (Pn)n∈N0 . A Fejér-like construction is performed and is considered in the
context of Nevai class M(b,a) and Nevai’s G-operator.
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1. Introduction
We start our investigations from general point of view. Let (Pn)n∈N0 be an orthogonal
polynomial sequence (OPS) on the real line with respect to a probability measure π , that is
∫
PnPm dπ = 0 if and only if n=m. (1.1)
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real valued with deg(Pn)= n. Then the sequence (Pn)n∈N0 satisfies a three term recurrence
relation of the following type:
P1(x)Pn(x)= anPn+1(x)+ bnPn(x)+ cnPn−1(x), n 1, (1.2)
with P0(x)= q0 and P1(x)= q0(x − b0)/a0, where the coefficients are real numbers with
c1q0 > 0, cnan−1 > 0, n > 1, and (cnan−1)n∈N, (bn)n∈N are bounded sequences. On the
other hand, if we define (Pn)n∈N0 by (1.2) with coefficients like this, then there is a measure
π with the assumed properties, see [4].
For any OPS (Qn)n∈N0 with respect to π , Qn = γnPn, γn = 0 holds. We say (Qn)n∈N0
is normalized by (γn)n∈N0 with respect to (Pn)n∈N0 . With
h(k)=
(∫
P 2k (x) dπ(x)
)−1
, (1.3)
the corresponding orthonormal polynomials are given by
pn(x)=
√
h(n)Pn(x). (1.4)
The linearization coefficients g(i, j, k) are defined by
PiPj =
∞∑
k=0
g(i, j, k)Pk =
i+j∑
k=|i−j |
g(i, j, k)Pk. (1.5)
It follows that g(i, j, k)= g(j, i, k), and by (1.5) and orthogonality that
g(i, j, k)h(j)= g(i, k, j)h(k). (1.6)
In particular, we have cn+1h(n+ 1)= anh(n) for n 1 which implies
h(0)= 1
q20
and h(n)= 1
q0
∏n−1
i=1 ai∏n
i=1 ci
for all n 1. (1.7)
Subsequently, we are dealing with the so-called Nevai class M(b,a). We say that π or
an OPS with respect to π belongs to Nevai class M(b,a) if the coefficients in the 3-term
recurrence relation (1.2) satisfy
lim
n→∞
a0
q0
bn + b0 = b and lim
n→∞
∣∣∣∣a0q0
∣∣∣∣√cnan−1 = a2 . (1.8)
It is easy to check that the limits do not depend on the special normalization. Note that in
the case of orthonormal polynomials, (1.8) becomes very simple, but we have chosen the
most general set-up. If π ∈M(b,a), then in the case a > 0 by Blumenthal [3], and in the
case a = 0 of Nevai [11, Theorem 7, p. 23], it follows that
S = [b− a, b+ a] ∪D, (1.9)
where D ⊂R \ [b− a, b+ a] is countable, bounded and D \ [b− a− !, b+ a+ !] is finite
for all ! > 0.
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f ∼
∞∑
k=0
fˆ (k)Pkh(k), (1.10)
where the Fourier coefficients are defined by
fˆ (k)=
∫
f (x)Pk(x) dπ(x). (1.11)
It is well known since Faber [5] that if S is an interval [c, d], then there always exists
a function f ∈ C(S) such that the corresponding Fourier series does not converge with
respect to the sup-norm ‖ · ‖∞. So one may focus on weighted expansions
n∑
k=0
an,kfˆ (k)Pkh(k), (1.12)
where (an,k)n∈N0,0kn is a triangular matrix of complex numbers, and study convergence
in the Banach spaces C(S) and Lp(S,π)⊆ L1(S,π), 1 p <∞. By
Anf =
n∑
k=0
an,kfˆ (k)Pkh(k), (1.13)
a continuous linear operators An from B into B is defined, where B denotes one of the
Banach spaces above. We call the kernel sequence (An)n∈N0 an approximate identity with
respect to B if Anf → f for all f ∈B . In [9] it is shown that (An)n∈N0 is an approximate
identity with respect to L1(S,π) if and only if it is an approximate identity with respect
to C(S). Moreover, if (An)n∈N0 is an approximate identity with respect to C(S) then it is
also with respect to Lp(S,π), 1 < p <∞. There is much interest in questions like this,
see for instance [1], [2], [10], or [13]. Nevertheless, such approximation procedures mostly
depend on the existence of a proper convolution structure on the space C(S).
In this paper we focus on convergence processes at one point y ∈ S and achieve positive
results without requiring a convolution structure.
2. Selective approximate identities
In fact, there are few OPS (Pn)n∈N0 known, which give rise to a convolution structure
on C(S), see [10]. If we concentrate on the approximation behaviour at one point y only,
then we are able to derive a concept, which does not depend on a convolution structure at
all.
Definition 2.1. Let y ∈ S, (byn,k)n∈N0,0kn be a triangular matrix of complex numbers,
and set
B
y
n (x)=
n∑
b
y
n,kPk(x)h(k). (2.1)k=0
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n→∞
∫
B
y
n (x)f (x) dπ(x)= f (y) for all f ∈C(S), (2.2)
then the sequence (Byn )n∈N0 is called a selective approximate identity with respect to y .
For instance, if (An)n∈N0 is an approximate identity with respect to C(S), then b
y
n,k =
an,kPk(y) generates a selective approximate identity with respect to y . Setting
B
y
nf =
∫
B
y
n (x)f (x) dπ(x)=
n∑
k=0
b
y
n,kfˆ (k)h(k), (2.3)
we may also identify Byn with a linear continuous functional on C(S) with norm
∥∥Byn∥∥=
∫ ∣∣Byn (x)∣∣dπ(x)= ∥∥Byn∥∥1, (2.4)
see the Riesz representation theorem [6, (20.48)].
Note that if (Qn)n∈N0 is normalized by (γn)n∈N0 with respect to (Pn)n∈N0 , then we have
B
y
n (x)=
n∑
k=0
b
y
n,kPk(x)h(k)=
n∑
k=0
γkb
y
n,kQk(x)h
Q(k), (2.5)
where hQ is defined by (1.3) with respect to (Qn)n∈N0 . Hence, the concept of selective
approximate identities does not depend on the chosen normalization.
The next theorem insures the existence of a selective approximate identity.
Theorem 2.2. Let y ∈ S. Then there exists a selective approximate identity with respect
to y .
Proof. Without loss of generality it is sufficient to prove that there exists a sequence
(τn)n∈N0 , where τn is a polynomial not necessarily of degree n, with
lim
n→∞
∫
τnf dπ = f (y) for all f ∈ C(S).
Set
Un(y)=
{
x ∈ S: |y − x|< 1
n
}
.
By Urysohn’s lemma [6, (6.80)] there exists a function νn ∈ C(S) with νn  0,∫
νn dπ = 1, and νn(x) = 0 for all x ∈ S \ Un(y), and by the approximation theorem of
Weierstrass [6, (7.31)] there exists a polynomial τn with
‖νn − τn‖∞ < 1
n
.
Now let f ∈C(S) and ! > 0 be arbitrary. Choose n(!) ∈N0 such that∣∣f (y)− f (x)∣∣< ! for all x ∈Un(!)(y),
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∫
τnf dπ
∣∣∣∣=
∣∣∣∣f (y)−
∫
νnf dπ +
∫
νnf dπ −
∫
τnf dπ
∣∣∣∣
 ! + ‖f ‖∞
n
< 2!,
which completes the proof. ✷
There is a complete characterization of selective approximate identities.
Theorem 2.3. Let y ∈ S. Then (Byn )n∈N0 is a selective approximate identity with respect
to y if and only if
(i) limn→∞ byn,k = Pk(y) for all k ∈N0, and
(ii) ‖Byn‖1  C for all n ∈N0.
Proof. Suppose that (i) and (ii) hold. Let P = ∑mi=0 riPi be an arbitrary polynomial
of degree m. In case n  m we have BynP = ∑mi=0 byn,iri . By (i) it follows that
limn→∞BynP = P(y). Now let f ∈ C(S) and ! > 0 be arbitrary. Choose a polynomial P
such that ‖P − f ‖∞ < !. By (ii) it follows that
∣∣Bynf − f (y)∣∣ ∣∣Bynf −BynP ∣∣+ ∣∣BynP − P(y)∣∣+ ∣∣P(y)− f (y)∣∣
<C! + ∣∣BynP − P(y)∣∣+ !.
Hence, for sufficiently large n we get |Bynf −f (y)|< (C+ 2)! which proves (Byn )n∈N0 to
be a selective approximate identity with respect to y .
Conversely, if we assume (Byn )n∈N0 to be a selective approximate identity, then it
follows for all f ∈C(S) that
sup
{∣∣Bynf ∣∣: n ∈N0}<∞.
Hence, by the uniform boundedness principle [6, (14.23)] and (2.4) we get (ii). Finally, for
n k we have BynPk = byn,k which implies (i). ✷
If we assume (Byn )n∈N0 to be positive, then we are able to sharpen the statement made
in the theorem above.
Corollary 2.4. Assume that Byn (x) 0 for all x ∈ S, n ∈N0. Then (Byn )n∈N0 is a selective
approximate identity with respect to y if and only if
(i) limn→∞ byn,k = Pk(y) for all k ∈N0.
Proof. It is sufficient to prove that in case of positivity, (i) implies (ii) of Theorem 2.3. By
positivity and orthogonality we get
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∫ n∑
k=0
b
y
n,kPk(x)h(k)P0(x) dπ(x)
1
q0
= b
y
n,0
q0
.
Since limn→∞ byn,0 = P0(y)= q0, it follows limn→∞ ‖Byn‖1 = 1 which implies (ii). ✷
According to (i) of Theorem 2.3, it is evident to investigate the case byn,k = Pk(y). Then
(D
y
n)n∈N0 , with
D
y
n(x)=
n∑
k=0
Pk(y)Pk(x)h(k), (2.6)
acts like the ordinary Dirichlet kernel at the point y , that is
D
y
nf =
n∑
k=0
fˆ (k)Pk(y)h(k). (2.7)
If S is an interval, then we know that supn∈N0 maxy∈S ‖Dyn‖1 =∞, see [5] and [9, Theo-
rem 2]. Nevertheless, there might be y0 ∈ S with supn∈N0 ‖Dy0n ‖1 <∞. But, for instance,
in case of Jacobi polynomials supn∈N0‖D1n‖1 =∞ and (D1n)n∈N0 fails to be a selective
approximate identity, see [9, Section 3]. So one needs to look for a Fejér-like concept.
3. A Fejér-like construction
In this section we construct a selective approximate identity which is strongly related to
the Fejér kernel in [8,9].
The coefficients µy2n,k are uniquely defined by the expansion
(
D
y
n(x)
)2 =
2n∑
k=0
µ
y
2n,kPk(x)h(k). (3.1)
Using (1.6) we derive
(
D
y
n(x)
)2 =
n∑
j=0
n∑
i=0
i+j∑
k=|i−j |
g(j, i, k)Pk(x)Pi(y)h(i)Pj (y)h(j)
=
n∑
j=0
n∑
i=0
i+j∑
k=|i−j |
g(j, k, i)Pk(x)h(k)Pi(y)Pj (y)h(j)
=
n∑
j=0
j+n∑
k=0
min(n,k+j)∑
i=|k−j |
g(j, k, i)Pk(x)h(k)Pi(y)Pj (y)h(j)
=
2n∑ n∑min(n,k+j)∑
g(j, k, i)Pi(y)Pj (y)h(j)Pk(x)h(k).k=0 j=0 i=|k−j |
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µ
y
2n,k =
n∑
j=0
n∑
i=|j−k|
g(j, k, i)Pi(y)Pj (y)h(j). (3.2)
In particular,
µ
y
2n,0 = q0
n∑
j=0
P 2j (y)h(j). (3.3)
Finally, we set
F
y
2n(x)=
(D
y
n(x))
2∑n
r=0P 2r (y)h(r)
=
2n∑
k=0
ϕ
y
2n,kPk(x)h(k) (3.4)
with coefficients
ϕ
y
2n,k = q0
µ
y
2n,k
µ
y
2n,0
=
∑n
j=0
∑n
i=|j−k| g(j, k, i)Pi(y)Pj (y)h(j)∑n
r=0P 2r (y)h(r)
. (3.5)
In order to prove (F y2n)n∈N0 to be a selective approximate identity with respect to y , we
introduce the following definition.
Definition 3.1. We say that property (Hy) holds, if
lim
n→∞
P 2n (y)h(n)∑n
j=0P 2j (y)h(j)
= lim
n→∞
p2n(y)∑n
j=0 p2j (y)
= 0. (3.6)
The following theorem is the main result of this section.
Theorem 3.2. Let y ∈ S. If property (Hy) holds, then
lim
n→∞ϕ
y
2n,k = Pk(y) for all k ∈N0,
and (F y2n)n∈N0 is a selective approximate identity with respect to y .
Proof. If Qk = γkPk , then ϕy,Q2n,k = γkϕy2n,k , where ϕy,Q2n,k is defined by (3.5) with respect to
the sequence (Qn)n∈N0 . So without loss of generality it is sufficient to prove that
lim
n→∞ϕ
y,p
2n,k = pk(y),
where (pn)n∈N0 denote the orthonormal polynomial sequence. Note that F
y
2n(x)  0 and
we may refer to Corollary 2.4. It is easy to show that property (Hy) implies
lim
n→∞
p2n+v(y)∑n
p2(y)
= 0 for all v ∈N0.
j=0 j
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coefficients of the orthonormal polynomials:
∣∣gp(j, k, i)∣∣
∫
|pjpkpi |dπ max
x∈S
∣∣pk(x)∣∣
∫
|pjpi |π max
x∈S
∣∣pk(x)∣∣. (3.7)
For n k it follows that
ϕ
y,p
2n,k = pk(y)− τ (n, k)
with
τ (n, k)=
∑n
j=n+1−k
∑j+k
i=n+1 gp(j, k, i)pj (y)pi(y)∑n
r=0 p2r (y)
.
We then have
∣∣τ (n, k)∣∣
n∑
r=0
p2r (y)
n∑
j=n+1−k
j+k∑
i=n+1
∣∣gp(j, k, i)∣∣max(p2j (y),p2i (y)),
where the sum on the right-hand side has k(k + 1)/2 terms.
Property (Hy) and (3.7) imply for n+ 1− k  j  n that
lim
n→∞
gp(j, k, i)p2j (y)∑n
r=0 p2r (y)
= 0,
and for n+ 1 i  n+ k that
lim
n→∞
gp(j, k, i)p2i (y)∑n
r=0 p2r (y)
= 0.
Hence, limn→∞ τ (n, k)= 0 and limn→∞ ϕy,p2n,k = pk(y). ✷
Having in mind Theorem 3.2, it is fruitful to examine property (Hy). In this context an
impressive theorem has been given by Nevai et al., see [12].
Theorem 3.3. Assume that π belongs to Nevai class M(b,a) with a > 0. Then, for any
0 < u<∞ it follows that
lim
n→∞maxx∈S
|pn(x)|u∑n−1
j=0 |pj (x)|u
= 0. (3.8)
If π ∈M(b,a), a > 0, then Theorem 3.3 with u= 2 proves (Hy) for every y ∈ S.
For instance, the well-known Jacobi polynomials, which are orthogonal on S = [−1,1]
with respect to dτ (α,β)(x) = (1 − x)α(1 + x)β dx , α,β > −1, belong to Nevai class
M(0,1), see [4, Chapter V].
Contrary to this, the little q-Legendre polynomials belong to Nevai class M(0,0).
Depending on a parameter 0 < q < 1, they are defined by (1.2) with
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q + 1 , b0 =
1
q + 1 , (3.9)
an = qn (1+ q)(1− q
n+1)
(1− q2n+1)(1+ qn+1) , n ∈N, (3.10)
bn = (1− q
n)(1− qn+1)
(1+ qn)(1+ qn+1) , n ∈N, (3.11)
cn = qn (1+ q)(1− q
n)
(1− q2n+1)(1+ qn) , n ∈N. (3.12)
They satisfy the orthogonal relation
∞∑
k=0
qkPn(q
k)Pm(q
k)= q
n
1− q2n+1 δn,m, (3.13)
and S = {0} ∪ {qk; k ∈N0}, see [7].
It remains to check (Hy) in case π ∈M(b,0).
Lemma 3.4. Assume π ∈M(b,0). Then property (Hy) holds for all y ∈ S \ {b}. Moreover,
for 0w <∞, there exists a measure π ∈M(b,0) with
lim
n→∞
p2n(b)∑n−1
j=0 p2j (b)
= lim
n→∞
P 2n (b)h(n)∑n−1
j=0P 2j (b)h(j)
=w. (3.14)
Proof. Referring to [11, Theorem 7, p. 29], we only have to prove the existence of π ∈
M(b,0) in the case 0 <w <∞.
Choose q = 1/(w + 1). Define an OPS (Pn)n∈N0 by coefficients as in (3.9)–(3.12),
where (3.9) is slightly modified in the way that a0 + b0 = b. Then Pn(b)= 1 and by (1.7)
we deduce that
h(n)= 1− q
2n+1
(1− q)qn .
Hence
P 2n (b)h(n)∑n−1
j=0 P 2j (b)h(j)
= 1− q
2n+1
∑n−1
k=0 qn−k − qn+k+1
,
which implies
lim
n→∞
P 2n (b)h(n)∑n−1
j=0P 2j (b)h(j)
= 1− q
q
=w. ✷
Hence, if a = 0, then (F b2n)n∈N0 may fail to be a selective approximate identity with
respect to b. The following lemma handles this case.
Lemma 3.5. Assume π ∈M(b,0). Then (P 2n h(n))n∈N0 is a selective approximate identity
with respect to b.
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are able to extend f to a function f˜ ∈ C(∆(π)). Hence by [11, Lemma 9, p. 43] we get
lim
n→∞
∫
P 2n (x)h(n)f (x) dπ(x)= limn→∞
+∞∫
−∞
f˜ (x)p2n(x) dπ(x)= f˜ (b)= f (b). ✷
We have P 2n h(n) =
∑2n
k=0 g(n,n, k)Pkh(n) =
∑2n
k=0 g(n, k,n)Pkh(k). Therefore, if
π ∈M(b,0), then Lemma 3.5 and Theorem 2.3 imply that
lim
n→∞g(n, k,n)= Pk(b) for all k ∈N0. (3.15)
Summarizing these results, we have in the case π ∈M(b,a) that we are able to construct
concrete selective approximate identities with respect to y ∈ S.
4. Global approximation and Nevai’sG-operator
If some further conditions hold, then we are able to generate global approximation pro-
cedures.
Lemma 4.1. Assume that byn,k is continuous in y for all n, k ∈N0. Denote by Bn the linear
operator from C(S) into C(S), which is defined by Bnf (y)=
∫
B
y
n (x)f (x) dπ(x). Then
lim
n→∞‖Bnf − f ‖∞ = 0 for all f ∈ C(S) (4.1)
if and only if
(i) limn→∞ byn,k = Pk(y) uniformly on S for all k ∈N0, and
(ii) ‖Bnf ‖∞ <C‖f ‖∞ for all f ∈ C(S), n ∈N0.
Proof. The proof is quite similar to the proof of Theorem 2.3 and left to the reader. ✷
Theorem 4.2. Assume π ∈M(b,a) with a > 0. Define
F2nf (y)=
∫
F
y
2n(x)f (x) dπ(x). (4.2)
Then F2nf ∈ C(S) and limn→∞ ‖F2nf − f ‖∞ = 0 for all f ∈C(S).
Proof. By Theorem 3.3 the convergence
lim
n→∞
p2n(x)∑n
r=0 p2r (x)
= 0
is uniform on S. Therefore, according to the proof of Theorem 3.2, the convergence of
limn→∞ ϕy2n,k = Pk(y) is also uniform on S. Since Fy2n(x) 0, we get ‖F2nf ‖∞  ‖f ‖∞.
Now, due to Lemma 4.1 the proof is complete. ✷
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his so-called G-operator by starting from an interpolation process, see [11, Section 6.2,
p. 74], where Gn = F2(n−1). Nevai proved that if π ∈M(b,a), a > 0, and f ∈ L∞(R) is
uniformly continuous on ∆⊆ [b− a, b+ a], then limn→∞ supx∈∆ |Gnf (x)− f (x)| = 0,
see [12, Corollary 4.3.1]. This result does not imply Theorem 4.2 and was achieved by
different techniques.
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