I. INTRODUCTION
Recently, datacenter networks (DCNs) have attracted a lot of interest in the networking industry. DCNs are used to provide data storage and files transfer where end stations are interconnected as clusters and bladed systems. In this case, FTP flows are very typical in the networks. DCNs require high throughput and low latency for efficient communications. Due to the large number of end stations configured in clusters, these networks are vulnerable to link congestion. For example, in a typical star topology running TCP traffic, the output link of the core switch could be congested frequently resulting in packet losses and timeouts that can severely jeopardize the overall system throughput. This is not tolerable for applications with huge amount of data exchange.
While significant amount of work has been done on congestion control in TCP/IP networks, Ethernet networks, even after 30 years of their invention run without congestion control in the datalink layer. This may be acceptable for elastic applications but not tolerable for datacenter applications. The packet loss rate in datacenter applications should be practically zero. This is why traditionally datacenters have used fiber channel and Infiniband networks that provide hop-by-hop flow control and sophisticated congestion control mechanisms to avoid packet losses.
Datacenters cannot rely solely on TCP to take care of network congestion. There are many applications that use UDP and some don't even use IP, e.g., Veritas Cluster [1] . It is, therefore, important that Ethernet networks provide a congestion control mechanism in the datalink layer.
IEEE 802.1 standards committee has been discussing the possibility of and need for congestion control in datacenter networks for over a year now and is currently developing a project authorization request (PAR) to study congestion notification methods. In order to maintain a low latency in DCNs, queue lengths should be kept at a relative low level in order to avoid excessive queuing delays. Also, there should be no packet loss in the switches since a single packet loss can cause long timeout for TCP traffic and increase the latency significantly.
The paper is organized as follows. In Section II, we describe the general system model and assumptions for DCNs. We discuss the Backward Congestion Notification (BCN) mechanism that has been presented at IEEE 802.1 [1] [2] . We actually present an enhanced version of the mechanism since our analysis showed that the version as proposed does not work in certain situations. In Section IV, an analytical model of BCN is presented, and several propositions are made on its performance. Section V gives the simulation results to support our propositions. The paper ends with the conclusions and future directions.
II. SYSTEM DESIGN AND ASSUMPTIONS

A. System Model
BCN is a rate-based closed-loop feedback control mechanism, shown in Fig. 1 . It is assumed that the sources are equipped with the rate regulators, which can be token-bucket traffic shaper. At the core switch, where congestions happens, congestion detector, which is an up-down counter, is integrated in the hardware to generate the feedback message. As shown in Fig. 1 , the core switch monitors the length of its output queue, and decides whether there is congestion. If congestion is detected, the switch signals the sources with a BCN message that contains information required for the source to adjust their rates. The source reacts to the received BCN and updates the rate of its regulator.
B. Design Goals
In designing BCN, the main goals are to maintain high throughput and minimize queuing delays. Meanwhile, multiple 0743-166X/07/$25.00 ©2007 IEEE This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE INFOCOM 2007 proceedings.
flows should share link capacity fairly. Also it should be stable and robust. In the following, each of these goals is explained in detail.
• High Throughput: Since the demand for data exchange in DCNs is extremely large compared with other networks, the first goal is to maximize the throughput. • Stability: The stability of a system depends on the control target. In BCN, the design goal is to limit the queue length in the buffer. Therefore, we generally regard the stability of queue lengths as the stability of the whole system. However, under some assumptions, we observe that even when there is small rate variation for individual flows, it can still be regarded as stable. This is presented in Section V. Another key issue for stability is that the system should converge to the stable state from any initial settings. For example, several flows in a network may be inactive initially. When these flows become active, the system should converge to a new stable state. Note that BCN is only one of several proposals to solve the congestion management problem for DCNs. In this paper, we provide both analytical and simulation results to support our claim.
C. Assumptions
BCN messages are specially formatted packets sent through switches in DCNs. It is important that the messages follow a format that is acceptable to legacy switches that are BCNunaware. As suggested in [3] , the BCN message format should be VLAN-tagged to ensure the coexistence and interoperability between BCN-aware and BCN-unaware switches. Propagation delay in DCNs is generally small -of the order of a few tens or hundreds of microseconds. This is because the diameter of the network is only a few hundreds meters. Links are assumed to be of high capacity. Most links are either 1 Gigabit per second or 10 Gigabit per second. In our analysis, we assumed switch buffers are FIFO and output queued.
III. BCN MECHANISM
BCN works in three phases: Detection, Signaling and Reaction. In the following, each phase is explained.
A. Congestion Detection
For each link, the network manager sets a target buffer utilization level at equilibrium Q eq . This is the desired number of packets that should be in queue. Two thresholds Q sc and Q st are also set by the manager to indicate tolerable congestion levels on the link. The switches simply count the number of arriving and departing packets, and sample the incoming packets with a probability P m . When a packet is sampled, the switches determine the congestion level on the link and may send a BCN message to the source of the sampled packet if necessary. If the congestion is severe, the switch may send a "PAUSE" message.
B. Backward Signaling
BCN has three kinds of signals: PAUSE frames, BCN normal messages, and BCN STOP messages.
First, PAUSE frames are a hop-by-hop congestion control mechanism used in IEEE802.3x. When the queue length is larger than Q st , the switch simply sends out PAUSE/OFF to ask all its uplink neighbors to stop dequeuing packets. In turn, since the output link is stopped, the buffers of the neighbors will fill up, and ultimately a PAUSE frame reaches the end stations. Then the end station stops and packets accumulate in the internal buffer and the the source is eventually blocked. When the queue length becomes lower than some predefined level, another PAUSE/ON frame is sent out to enable the dequeue function.
BCN messages use 802.1Q tag format [2] . The key fields in BCN message are shown in Fig. 2 .
Fig. 2. Key Fields of BCN message
Here SA is the address of the switch; DA is the source address of the sampled packets. EthernetType tells the switch and end stations whether it is a BCN message. CPID is the ID for the congestion point, which can be the MAC address of the switch interface. e i is some information about the buffer that is fed back to the source, C is the capacity of congested link. If e i > 0, we say, BCN message is positive. BCN message is negative if e i < 0. Note that the capacity field is included in the BCN message only in the enhanced version of BCN. We show later that capacity is required for the sources to correctly adjust their rates. All results presented in this paper assume this enhanced version of BCN. BCN STOP message is generated when severe congestion happens. The source getting the STOP message simply sets its regulator's rate to 0 for a random period, then recovers by setting the rate as C/K, where C is the capacity of the bottleneck link, K is a constant depending on the number of flows in the network.
C. Source Reaction
When a normal BCN message reaches the end station, the end station uses e i to calculate the new rate, and updates the settings for rate regulator. Once the source gets one BCN message, every packet going through the rate regulator is tagged. The rate regulator tag (RRT) also uses IEEE 802.1Q tag format. The key fields are shown in Fig. 3 SA DA EthernetType=RRT CPID 
D. Feedback and Rate Adaption Algorithm
The key measure of congestion on a link is e i . This consists of a weighted sum of the instantaneous queue offset and the queue variation over the last sampling interval:
Here, W is the weight; q off (t) is the instantaneous queue offset defined as q off (t) = q(t) − Q edelta is the queue variation over the last sampling interval and is defined as the difference in the number of packets that arrived q a and the number of packets that were served q d since the last sampling event.
Heuristically, various possible circumstances are as follows:
• If q(t) < Q eq , q a ≈ q d , then e i > 0. In this case, the queue length is short; the sources can increase their rates.
• If q(t) < Q eq , q a q d , then e i < 0. In this case, even though the queue length is small, it is increasing. The congestion is building up. The sources are asked to decrease their rates.
• If q(t) > Q eq , q a ≈ q d , then e i < 0. The large queue indicates that the link is congested. The sources are asked to decrease their rates.
• If q(t) > Q eq , q a q d , then e i > 0. Even though the queue is large at the moment, it is decreasing and so the sources are encouraged to increase their rates. Note that q off (t) indicates the instantaneous load while q delta (t) indicates the rate of change of the load. The weighted sum is a rough prediction of the future load.
In BCN, the source adjusts its rate using a modified Additive Increase and Multiplicative Decrease (AIMD) algorithm.
AIMD has been proven to be sufficient and necessary of efficiency and fairness under certain common conditions [4] . AIMD is implemented in BCN as follows:
Here, G i is the additive increase gain parameter, R u is the increase rate unit parameter and G d is the multiplicative decrease gain parameter. In other words, the scheme has three parameters G i , G d , and R u , which must be appropriately set by the network manager. The capacity field in the BCN feedback message is used by the sources to set the rate unit parameter R u .
E. Feedback Conditions
The arriving packets are sampled with probability P m and for each sampled packet the BCN messages are generated as follows:
• If the packet does not contain rate regulator tag -If q(t) < Q eq , no BCN message is sent.
-If Q eq < q(t) ≤ Q sc , normal BCN message is sent.
-If q(t) > Q sc , BCN STOP message is sent.
• If the packet contains rate regulator tag -If q(t) < Q eq and CPID field matches with this switch's CPID, a positive BCN message is sent.
IV. ANALYTICAL MODEL OF BCN
In this section, we analyze the performance of BCN analytically. Actually, BCN control mechanism can be separated into two parts: link control and source control.
At the link, assuming that the queue length q(t) is differentiable, we have:
where S is the size of packets in bits, n is the number of sources sharing the link, C l is the link capacity, r i (t) is the rate or load of the ith source on this link. The vector of rates of all sources is denoted as r(t) = [r 1 (t), . . . , r N (t)]. Here, N is the number of all sources in the network.
Based on (1), the BCN feedback parameter e i generated by link l is:
Note that (4) is the continuous version of the discrete feedback in (1) . Each BCN message is sent back to the individual source of the sampled packet.
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At the ith source, assume t n is the time at nth rate update event. Then:
where
The above equation can be rewritten as:
Following the stochastic approximation mentioned in [5] and assuming absolute value |e i (t)| is independent of the sign of e i (t), the above discrete time equation can be approximated into an ordinary differential equation (ODE) [5] [10] :
† and µ i (t) is the expected update interval for the ith source.
The following three propositions can be drawn from the analysis of (7) via Lyapunov method. For detailed derivation, refer to [14] . Note that (7) is a simplified model for the system, without considering the stochastic perturbations and time lags. In order to formulate this model, we assume that the expected BCN message interval is equal to S ri(t)Pm . Hence increasing P m corresponds to the decreasing of time lag or feedback delay. Generally in feedback control theory, smaller time lag results in a more stable system. In [6] , it is shown that time lags have severe impact on the system stability, i.e., increasing the rate of convergence will compromise the stability. Based on this result, the sampling probability P m and the initial rate for the rate limiters should be carefully selected to avoid large delays in reacting to BCN messages. Another problem is that a large P m may cause excessive signaling overhead on the reverse link.
V. SIMULATION RESULTS
In this section, we provide simulation results that support Proposition 1 in Section IV and further results on performance of BCN can be found in [14] .
A. Simulation Configuration
We used Network Simulator V2 (NS2) [12] for our simulations. Unless noted otherwise, all simulations presented in this paper use the following parameters and configurations. Link propagation delays are 0.5 µs, which are typical for optical fiber lengths of 100 m. Link speeds are 10 Gbps. The switch output buffer size is 100 packets. Drop-tail mechanism is used when buffers overflow. For TCP traffic, TCP Reno with Selective Acknowledgements (SACK) is used. The maximum timeout for TCP is tuned to 1 ms to enable fast recovery from segment losses. All packets are 1500 bytes. For TCP Reno, the maximum receive window is set to 44 packets, which is approximately equivalent to a window of 64 kB. The workload consists of FTP applications. The BCN parameters are:
B. Performance Improvement and Stability
As claimed before, BCN can protect fragile sources with lower rates. We use the 6-source topology shown in Fig. 4 , where source SR 1 and SR 2 are reference sources with relatively low rates, whose sinks are DR 1 and DR 2 , respectively. These sources have one connection which periodically sends out 10 kB data and then idle for several microseconds and transmit again. CS is the core switch, where the congestion can happen. ES 1 , . . . , ES 6 are edge switches, and ST 1 , . . . , ST 4 are TCP sources with bulk (infinite) traffic, whose sink is DT. Each of these sources has 10 continuous connections simultaneously. The simulation results are presented in Tables I and II. The throghput is expressed in both transactions per second (tps) and gigabit per second (Gbps). Here each 10 kB transfer is designated as one transaction. From Table I , it is seen that BCN significantly improves the throughput and delay of reference source 1, which suffers the congestion. Reference source 2 is not congested and hence its performance is not The queue length for the congested link is shown in Fig.  5 . Notice that the queue length oscillates closely around Q eq . If we define stable state as a maximum queue variation of ±4 packets, i.e., a queue length in the range [12, 20] , we find from the trace file that the system reaches the stable state within approximately 4 ms. 
VI. CONCLUSION AND FUTURE STEPS
In this paper, we have presented both the analytical and simulation results for BCN mechanism for DCNs. It is shown that BCN improves throughput and latency. We have also described the general relationships between BCN parameters and system stability. However, it is difficult to find the optimal parameter settings from the limited set of topologies. Our future work will focus on the simulations to find some critical criterion for parameter selection. The other problem for BCN is the ubiquitous oscillations, especially for the source rates. The time to converge for both efficiency and fairness are also very long. Recently, another proposal called Forward Explicit Congestion Notification (FECN) has been made and is also being considered by IEEE 802.1au.
