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ABSTRACT
Signal-to-Noise Measurements and Particle Focusing
in Liquid-Core Waveguides
Michael Anders Bertil Olson
Department of Electrical and Computer Engineering, BYU
Master of Science
This thesis presents an analysis of the signal-to-noise ratio in liquid core anti-resonant
reflecting optical waveguides (ARROWs) and the application of hydrodynamic focusing to the
waveguides. These concepts are presented as a method to improve the detection capabilities of
the ARROW platform. The improvements are specifically targeted at achieving single molecule
detection (SMD) with the devices.
To analyze the SNR of the waveguides a test platform was designed and fabricated. This
test platform was then used to examine relationship between the SNR and the location of the
excitation region. It was determined that the excitation region should be moved closer to the
solid-core. By moving the excitation region closer to the solid-core the distance the signal was
required to travel in the hollow-core was reduced. This reduction led to a decrease in optical
signal loss and resulted in a more than 2x increase in the SNR.
Hydrodynamic focusing in the waveguides was developed as a method to increase the
consistency of detection of the devices. In hydrodynamic focusing particles in the sample are
forced towards the center of the waveguide with a buffer solution. With the particles focused to
the center of the channel the percentage that passed through the excitation region can be
increased improving the detection consistency of the device. ARROW chips designed for
hydrodynamic focusing were simulated, fabricated, and preliminary testing was performed.
Initial results have shown a more than 30% increase in particle focusing.

Keywords: microfluidics, hydrodynamic focusing, ARROWs, dielectrophoretic focusing, SMD
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1.1

INTRODUCTION

Single Molecule Detection
The observation, study, and analysis of individual molecules are the motivations for

single molecule detection (SMD). SMD is the highest resolution molecule detection that can be
achieved and is the only way to truly count how many molecules a solutions contains. This high
resolution study of molecules allows for differences in seemingly identical molecules to be
detected. Improvements in SMD lead to advances in research, especially in the medical and
biological fields. These advances allow for the detection of diseases and conditions that are
difficult to identify with classical methods.
Although much research has gone into the development of SMD, for the most part it has
not made its way into the mainstream medical field. This is because most of the existing
methods are costly, inconsistent, or difficult to use. As a result, tests and experiments are often
conducted on bulk collections of molecules rather than individual molecules.

These large

samples are easier to test, but individual outlying molecules can be lost in the sample. In SMD,
functions related to a molecule can be determined which explain the molecules behavior. In
ensembles samples the functions related to individual molecules are unattainable. The inability
to detect individual molecules impedes the work or researchers and doctors. The development of
a reliable SMD platform would speed the pace of research and provide doctors with a new
diagnostic tool.
1

1.2

µTAS
In our current medical system samples that need to be analyzed are sent to a traditional

laboratory. These laboratories are often stand alone facilities that process samples for many
clients. The facilities require skilled professionals to run the analysis and they require large and
costly equipment. These requirements introduce some undesirable conditions to our medical
system.
One of these undesirable condition is a disconnect between those who need the tests
performed and those who perform them. A doctor is familiar with a patient has concern for their
well being. To a lab technician, everyone is just a sample in a bag or test tub. This disconnect
can cause errors. One lab processes samples for many researchers and medical professionals.
Samples can by mixed up, results can be sent to the wrong location, or the sample/results can be
lost altogether. This is not the only issue with traditional laboratories.
Our current medical system is a costly one. The equipment required to perform the tests is
very costly, often leased by a lab, not the physician or medical office. The system is also slow.
Samples must be sent to the lab where they wait in line until they can be processed and the
results sent back. This time delay can be critical when a life is in the balance. If medical tests
could be brought in house and labs eliminated, it would allow doctors quicker diagnosis, lower
the cost for patients, and reduce the chances of errors. This can be done with the miniaturization
of lab work.
The idea of a µTAS, or micro total analysis system was first suggested in 1990 by
Andreas Manz [1]. Since that time there has been a great effort in the scientific community to
make the µTAS a reality [2]. The idea behind the µTAS is the same as a lab on chip device, to
reduce the functionality of a traditional lab to the size of a microchip. The same improvements
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that were realized with the development of the integrated circuit could be realized with a µTAS;
reduction of cost with an increase in functionality and speed. A µTAS platform would give
doctors and their patients instant results, allow for the detection of biomarkers currently difficult
to detect, and make testing more cost effective.

1.3

Optofluidics
The field of optofluidics is a combination of microfluidics and integrated optics. In

microfluidics, fluidic systems are reduced in size until their dimensions are measured in
micrometers. When researchers started to use these tiny devices to guide or manipulate light, the
field of optofluidics was born.
Optofluidics is one method through which a µTAS system can be achieved.

The

miniaturized systems that comprise a µTAS are too small to see with the naked eye. Despite
their small size these systems can release measurable quantities of photons. Using optofluidic
light guiding devices these photons can be directed from the location of their reaction to an
optical detector. The research in this thesis demonstrates a novel optofluidic µTAS system
which can achieve SMD.

1.4

Contributions
The work presented in this thesis is the result of collaboration with researchers from the

University of California Santa Cruz (UCSC), specifically the Applied Optics group lead by Dr.
Holger Schmidt. I was responsibility for the layout and fabrication of the devices used to
analyze the SNR as well as the design, layout, and fabrication of the focusing devices covered in
this work. These devices were fabricated in the BYU Integrated Microfabrication Laboratory
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(IML). The optical testing on the devices was performed by UCSC. Specifically the testing of
the SNR covered in chapter 5 and the testing of the focusing in chapter 6.
.
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2

2.1

SINGLE MOLECULE DETECTION METHODS

Introduction
Single molecule detection (SMD) was first shown in 1961 by Rotman who detected the

reaction products of a single enzymatic molecule [3]. In 1976 Hirschfeld because the first to
achieve SMD through the use of fluorescence [4]. Since these early experiments, there has been
wide interest in SMD and many different methods have been pursued to achieve it. In this
chapter the current state of SMD is discussed along with some of the methods that have been
developed and are being researched, to achieve it.

2.2

Amplification
The method of amplification, as the name suggests, relies on the amplification of a single

molecule, or small group of molecules to make them easier to detect. The most common form of
amplification is called polymerase chain reaction (PCR). PCR was first developed by Kary
Mullis in 1983 who was later awarded a Noble Prize for his research [5]. PCR is limited in its
use to DNA or RNA. Through a process of temperature cycling and the application of short
DNA segments known as primers, the target DNA is copied. When DNA is heated the hydrogen
bonds between complementary bases break resulting in single stranded DNA. When the DNA is
cooled the hydrogen bonds are reformed with the primers to matches the original sequence
template. This in effect copies the DNA.
5

Figure 2-1 Amplification through PCR

Figure 2-1 demonstrates the theoretically unlimited amplification potential of PCR. With
each new cycle applied to the sample, a copy of everything from the previous cycle is created.
Theoretically, the sample can be amplified an unlimited number of times. Despite the limitations
to DNA, this method is widely used [6]. Using PCR DNA can be sequenced, hereditary diseases
can be diagnosed, genetic fingerprints can be identified for criminal investigations, paternity
testing can be performed, functional analysis for genes can be done, and infectious diseases can
be detected and diagnosed.

2.3

Binding to a Surface
Binding to a surface is another method used for SMD. In this technique a surface is

coated with a binding chemical. The binding chemical is specific to a particular molecular
structure. When the specified molecule comes into contact with the surface it binds to it. With
6

the molecule attached the surface’s properties change. The changes to the surface are measured
to detect the presence of the molecule.

2.3.1

Plasmonics
Plasmonics is based on binding molecules to a metamaterial surface. Metamaterials are

tiny arrays of material, often metal, which are constructed to interact with light in a very specific
way. In order to create these special reactions the structures need to be smaller than the
wavelengths they are altering [7]. These arrays of tiny structures support plasmons, which are
collective oscillations of the free electron gas density at a specific frequency. The presence of
the plasmons creates the special reaction to light at a specified wavelength. The binding of
molecules to the metamaterials disrupts the plasmons and effects the reaction.
To perform SMD, a metamaterial surface is created that reacts to a certain wavelength of
light. The most common reaction would be to design a surface that is completely invisible to
light at the desired wavelength. With the surface constructed, the tiny structures that make up
the metamaterial are coated with a chemical that causes the target molecules, and only the target
molecules, to attach themselves to the structures. Once the target molecules have attached
themselves to the device, the properties of the surface change. It is no longer transparent to the
light but starts to be reflective. The light which is reflected from the surface is measured and the
detection of the molecules confirmed.

7

Figure 2-2 Plasmonic based SMD device which uses metamaterials and the binding of molecules to a surface

Figure 2-2 is a representation of a plasmonic device developed at the University of
Manchester. Their device was constructed using 90nm tall gold structures. The metamaterial
used for this device was designed so that at a wavelength of 710nm no light was reflected. The
device was tested using a chemical which caused the protein streptavidin to bind to the
nanostructures. When a diluted streptavidin sample was added to the surface there was a
measurable change in the reflected light, as well as a notable change in the phase. With this
experiment they are claiming a sensitivity of 1–4 streptavidin molecules per nanostructure. They
expect that a sensitivity of as little as 0.004 molecules per nanostructure can be achieved by
using more advanced phase detection techniques [8].
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2.3.2

Optical Resonator
Optical resonators are another method that relies on the binding of molecules to a surface

to achieve SMD. Optical resonators as detectors are based on detecting changes in the resonant
frequency of a device.
To perform SMD using optical resonance a target structure must first be created, usually
a microcavity. Next light is introduced into the cavity where it resonates. A sample is then
introduced into the cavity. The target molecules in the sample are bound to the surface using a
binding chemical. When the molecules are bound to the surface the frequency at which the light
resonates changes. The change is a result of the molecules modifying the path length and the
optical loss of the cavity. The changes in the resonant frequency are then measured and the
molecule is detected.

Figure 2-3 Microtoroid optical resonator used for SMD

Figure 2-3 shows an optical resonator called a silica microtoroid whispering-gallery
resonator.

These microtoroid resonators were developed by a group of researchers at the
9

California Institute of Technology.

Using this technology they were able to detect high

concentrations of bio-particles which had no fluorescent labels. Based on their results they
believe that detection of low concentrations, approaching SMD, is also obtainable [9].
One of the advantages of using optical resonance to achieve SMD is that no fluorescent
tag is needed to identify particles. This advantage is short lived since the surface must still be
treated with a specific binding chemical. There is the possibility to detect unknown molecule
with the proper binding chemical but this would still leave uncertainty in determining what
molecule a particular resonant frequency shift represents.

2.4

Direct Optical Detection
Another method used for SMD is direct optical detection. In direct optical detection,

molecules are tagged with a fluorescent tag. The technique of using fluorescent tags to perform
SMD has been shown many times [10, 11, 12]. In addition to the fluorescent tags, a focused
laser light source is needed to excite the tags. When a tagged molecule is excited it releases a
burst of photons. The photons released can be measured directly to determine the presence of
the molecule, as opposed to looking for a change in optical resonance, reflectance, or relying on
amplification.

2.4.1

Capillaries
One method which relies on direct optical detection employs the use of capillaries.

Capillaries are used in this method because they can easily transport samples while restricting the
sample size. The noise in a direct optical detection system is a function of the size of the
detection region. The small inner diameter of the capillaries restricts the detection region, and by
so doing also reduces background noise.
10

Another advantage of a capillary system is that all of the tagged particles in a sample can
be excited. When capillaries are used for direct detection the whole inner diameter of the
capillary can by illuminated so that all of the molecules passing through will be excited. When
the capillary is excited the tagged molecules emit florescence and light from the excitation laser
is scattered off of the capillary. The scattered light from the laser is filtered off and the
florescence is detected and measured.

Figure 2-4 shows as experimental setup used by

researchers at the University of Florida in which a rubidium metal vapor filter is used to absorb
the laser specular scatter from the capillary while passing the molecular fluorescence [13].

Figure 2-4 Experimental setup for the detection of florescence in a capillary

2.4.2

Microchannels
Microchannels are similar to capillary systems. In place of a capillary a small channel

approaching the scale of the molecules is constructed. Once again a small detection region
11

reduces the background noise of the system. A laser is focused onto a specific section of the
microchannel. As molecules tagged with a fluorescent dye pass through the excited section they
emit photons. One common setup for SMD in a microchannel is pictured in Figure 2-5 [14]. In
this setup the same objective that is used to focus the excitation light onto the channel is also
used to collect the florescence emitted by the molecules.

Figure 2-5 Microchannel test setup

Microchannels systems are a proven technique that have been researched for some time
but still have some challenges which prevent them from mass implementation. One of the major
challenges is the fabrication. The most common methods for fabrication of these devices are
12

bonding, where two separate devices are attached to form the channel, such as wafer bonding, or
the use of Polydimethylsiloxane (PDMS). Neither of these fabrication techniques transition very
well to large scale manufacturing processes.

2.4.3

ARROW devices
ARROW devices can be used for multiple applications including SMD. ARROW based

devices used for SMD are similar in nature to microchannel devices but have their own unique
features. One important feature that ARROW microfluidic channels have is the ability to guide
light. In traditional microchannel or capillary devices, the detection has to occur at the same
location as the excitation because any photons emitted into the channel or capillary quickly
escape. Since ARROW microchannels guide light, the device can be designed to detect in a
different location than where the molecule is excited. Another advantage of ARROW SMD
devices is that the channels can be fabricated on one planar substrate without the need for wafer
bonding which allows for easy high volume fabrication.
ARROW SMD devices are the focus of this thesis. Previous work at BYU has already
shown the detection of single fluorescent molecules, particles, and viruses [15, 16, 17]. While
SMD was achieved the devices were inconsistent in their detection capabilities. In this work I
present the concepts needed to make consistent detection with these devices a reality. In chapter
3 the fundamentals of ARROW devices as well as a brief history of the devices progression over
time are explained.
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3

3.1

ARROWS

History
The first publication on the concept and demonstration of Anti-Resonant Reflecting

Optical Waveguides (ARROWs) was released in 1986 [18]. Since that time it has been used
repeatedly as a method for guiding in low refractive index materials. The ARROW platform
discussed in this thesis and used in research at Brigham Young University was first developed
about a decade ago by Dr. John P Barber [19]. Since that time the fabrication and design of the
platform have been improved many times. The improvements made over the years to the
ARROW platform have continued to improve performance. The purpose of this chapter is to
outline the fundamental reasoning for, as well as working principles of, the ARROW platform.
It also serves as a reference for future work.

3.2

Total Internal Reflection
The guiding of light in waveguides can be explained using Snell’s law and is based on the

idea of total internal reflection. Snell’s law defines the relationship between the incident angle of
light traveling from one material to the transmitted angle of the light in a second material.
Snell’s law is given by the equation,

15

sin

where

and

sin

,

(3-1)

are the indices of refraction of the two materials and

and

are the incident

and transmitted angles respectively. Figure 3-2 shows an incident and transmitted ray in a
visualization of Snell’s law.

Figure 3-1 Visualization of Snell’s law

In an optical waveguide

is set greater than

, this leads to the determination of a critical

angle. As long as the incident angle is greater than the critical angle, the equation will have only
real components. This means that the wave will be totally internally reflected. When the
incident angle is less than the critical angle, there will be an imaginary component and a portion
of the wave is transmitted through the cladding as shown in figure 3-2.
16

Figure 3-2–Total Internal Reflection

Guiding light in a material that has a core with a higher index of refraction than its
cladding using total internal reflection is simple as long as the critical angle is observed. This is
the foundation of optical communications and other optical waveguiding systems. A much more
difficult task is guiding light in a core with a lower index of refraction than its cladding. Some of
the most notable techniques developed to guide in low index materials are slab based Bragg
fibers and photonic-crystal fibers [20, 21]. Although these methods can achieve low index
guiding it is difficult to incorporate them into other devices, especially devices with planar
geometries.

The ARROW structures presented here provide a solution to these problems,

allowing for guiding in low index material and easy integration to planar geometries.

3.3

Guiding in Low Index Materials
Liquids and gasses are low index materials that are difficult to guide light in. The index

of refraction in a vacuum by definition is 1, most gasses have an index of refraction very close to

17

this. Liquid water has an index of refraction of 1.333 and other liquids have indices near this.
These indices are considerable lower than most solid materials. Because the indices of these
materials are so low it is not possible to construct a traditional TIR waveguide. To guide in these
materials interference based guiding structures need to be used.
ARROW waveguides are based on the principle of a Fabry-Perot etalon. Alternating
layers which line the top and bottom of the waveguides, as seen in Figure 3-3, create the etalon.
The etalon can either be in resonance or in antiresonance. In antiresonance the light experiences
destructive interference which prevents it from transmitting through the layers. With the outer
layers forming this destructive interference barrier, light injected into the guide is trapped inside.
The waveguide can be filled with a gas or a liquid and despite the low index of refraction, light
will propagate through the core. The ARROW platform developed at BYU is based on this idea.

.

Figure 3-3 Waveguide with a cladding formed from alternating layers with different indices of refraction.
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3.4

The BYU ARROW Platform
The ARROW platform used as the basis of this research has four main components. The

first of these four are the guiding layers. These layers, placed on the plain substrate below all of
the other features, are what allow light to guide through the hollow core of the device. The
second is the hollow core itself. The core is created using a sacrificial structure. When the core
is hollowed out it creates a tunnel for the liquid sample to travel through from one side of the
chip to the other. Next is the solid waveguide that runs perpendicular to the hollow core.
Through this solid waveguide light is coupled into the chip and an excitation region in the
hollow-core is formed. Last are the solid waveguides which run in line with the hollow core.
These waveguides allow photons emitted by tagged particles to exit the chip and be detected.
Figure 3-4 shows the basic ARROW platform developed at BYU.

Figure 3-4 ARROW platform showing hollow and solid-cores
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3.4.1

Physical Chip History
Over the past 10 years the layout for the ARROW chip has changed many times. Each of

these changes was an attempt to improve the performance of the device or to try new ideas. This
section gives a brief history of the major changes that were made to the platform and why they
were made.
When this research project was first initiated the goal was to prove the idea of guiding
light in a structure formed with a sacrificial core. A sacrificial core is a core which is removed
towards the end of the fabrication process and leaves behind a hollow-core. A sacrificial core
eliminates the need for wafer bonding to create a hollow structure. The first wafers fabricated
for this project simply had long straight hollow waveguides. These guides were formed using a
sacrificial core made from aluminum. The aluminum left the interior of the core rough. The
rough core caused enough loss that detection of tagged particles was not possible. To smooth
out the interior of the core a negative photoresist was used in place of the aluminum. It was with
this design that particle detection was first achieved [22]. This “first” series of ARROW chips
actually consisted of many different revisions, which helped lead to a working device. These
chips relied on guiding layers of SiN and SiO , deposited using the PECVD’s located in BYU’s
Integrated Micro-fabrication Laboratory.
The second iteration of the ARROW platform was called the Z-series. It received its
name from the Z like shape that the core formed on the chip. Each wafer in this design was laid
out for 32 chips. These chips were the first to include a solid-core which intersects the hollowcore as well as solid-cores at the ends of the hollow core for coupling light out of the chip. .
These chips were also the first to use commercially grown guiding layers. Having the layers
grown commercially instead of in house saved a great deal of time, but more importantly allowed
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for the use of Ta O in place of SiN as discussed in chapter 4. The wafers were referred to as
ZA and ZB. The ‘A’ and the ‘B’ in the names of the chips were for designating how many
guiding layers the wafers had. ‘A’ wafers had 6 alternating layers grown, whereas ‘B’ wafers
had 12 alternating layers grown. The variation in the number of layers was to see if any
measurable improvement could be made by increasing the reflectivity of the guiding layers.
The Y-splitters were the next major iteration of the chips. These chips were laid out with
76 chips on each wafer. The Y-splitters were created to test the idea of beam splitting. The
beam coupled into the side of the chip was split into multiple beams before intersecting the
hollow-core. This beam splitting created multiple excitation regions to excite passing particles in
more than once. These wafers are also known as SA and SB wafers.
After the Y-Splitters came the MMI wafers. Like the Y-Splitters these wafers were laid
out for 76 chips to take advantage of as much space as possible.

These chips were designed to

test beam splitting through multimode interference. The wafers are referred to as MA and MB
wafers. Tests on these wafers determined that there was no measurable difference between ‘A’
and ‘B’ type wafers.
The MAD series was the next progression in the wafer life cycle. MAD chips receive
their name, or at least the ‘D’ in the name, from the dual nature of the chips. The chips have two
solid-core waveguides which intersect the hollow-core. The purpose of two solid-cores was
twofold. First the dual cores allow for an increase in yield. If for some reason the fabrication of
one solid core fails, the chip can still be excited through the other core. The second, and perhaps
more important reason, was to gain a better understanding of how the SNR was related to the
intersection location of the solid-core. The ‘M’ and ‘A’ in the name are a carryover from the
previous chip series as these chips also have those same functionalities.

21

The most recent chip series is the Arrow Head series. The Arrow Head chips received
their name more as a nickname to represent the idea of the focusing of particles in the hollowcore, just like an arrow head focuses to a sharp point at the tip. The term HEAD could also be
said to stand for ‘Hydrodynamic and diElectrophoretic Amplification Devices’. These chips were
developed to test the ideas of hydrodynamic and dielectrophoretic focusing in ARROW devices
to improve the SNR of the chips and to better insure that all particles in the channel pass directly
through the excitation region.

Table 3-1 Core and channel lengths/device count for different generations of ARROW chips

Series
Z-Series
Y-Splitters
MA/MB
MAD
Arrow Head

Number of
Devices
32
76
76
76
76

Total Channel
Length

Length of
Hollow-core

Channel
Width

Excitation Region to
Solid-core

4052µm
290µm
290µm
2156µm
2225µm

12µm
12µm
12µm
12µm
4/5/12µm

1820µm
61.5/111.5/135.5µm
49µm
313um/1851µm
1846µm

7930µm
6125µm
6125µm
9102µm
6127µm

Table 3-1 gives a comparison of the different chip series in the life span of the ARROW
project listed in chronological order starting from the Z-series. Of particular interest in this table
is the length of the core and the distance from the excitation region to the solid-core. Figure 3-5
shows the general layout for all of the different series of ARROW chips. The current techniques
used for the fabrication of these devices, as well as some history behind those fabrication
techniques, is the subject of chapter four of this thesis.
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Figure 3-5 BYU ARROW Series Layouts a) first generation, b) Z-series, c) Y-Splitters, d) MMI, e) MAD, f)
ARROW HEAD
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4

ARROW FABRICATION

4.1

Process Flow
The fabrication of an ARROW planer waveguide sensor can be broken up into 8 key

components or steps. These components are the guiding layers, precore, sacrificial core, liftoff,
self-aligned pedestal etch, oxide growth, solid-core formation, and the core expose. The purpose
of this chapter is to cover each of these components as they pertain to the fabrication of the
ARROW platform.

4.1.1

Guiding Layers
The fabrication of an ARROW optical sensor begins with the growth of the cladding

layers. These layers form a Bragg mirror which creates destructive interference forcing light to
guide through the hollow-core. Bragg mirrors are common in the optics industry. They are used
extensively in semiconductor lasers to provide optical feedback [23].
When the ARROW project was first started the guiding layers where made using silicon
dioxide (SiO ) and silicon nitride (SiN). The layers where deposited using plasma-enhanced
chemical vapor in BYU’s Integrated Microfabrication Laboratory. Since that time the layers
have been switched to SiO /Ta O . This switch was implemented to reduce the photoluminance
background. At the wavelengths of interest Tantalum oxide gives off about seven times less
photoluminance than SiN [24].
25

The alternating layers of SiO /Ta O used on the current series of ARROW chips are
commercially sputtered. The commercially grown layers provide constancy in thickness and
index of refraction that is difficult to achieve in the IML. The switch also saves a significant
amount of fabrication time and doesn’t require the modification of cleanroom equipment to grow
Ta O . Table 4-1 shows the layer layout and the thicknesses of each layer in the stack up.

Table 4-1 Bottom guiding layers of ARROW in order of deposition

Layer
1
2
3
4
5
6

4.1.2

Index of Refraction
1.47
2.107
1.47
2.107
1.47
2.107

Thickness
265nm
102nm
265nm
102nm
265nm
102nm

Material

Precore
The precore is the first fabrication step performed in the IML. The purpose of the

precore is to create an etch stop. In the final steps of the fabrication, when the ends of the
hollow-core are exposed, the precore will stop the etch process from going too far and etching
into the guiding layers. To prepare the wafer for the precore and core, a thin layer of SiO about
20nm thick is grown. This layer is grown because the photoresist used for the core adheres
better to SiO than Ta O . With the oxide grown, the chrome which will form the precore is
deposited using e-beam deposition. After the chrome is deposited a positive photoresist is spun
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onto the wafer. The resist is exposed and developed leaving photoresist only where the precore
etch stops will remain. With the photoresist as a mask, the wafer is placed into a chrome etchant.
The chrome etches away everywhere except under photoresist. The photoresist is then removed
with acetone and isopropyl alcohol (IPA) and the wafer is ready for the core.

4.1.3

Sacrificial Core
The sacrificial core is the heart of the device. It is this core which will become the

hollow-core through which the sample will flow and light will guide. This core is formed out of
SU-8 10 negative photoresist. The resist is spun on the wafer to a height of 5µm. The
photoresist is then patterned using a mask and UV exposure. When the photoresist is exposed to
UV radiation the photo-sensitive chemical in the resist cross-links. The UV radiation used to
expose the resist is shown through a long pass filter to eliminate UV radiation below 350nm.
The filtering of the UV radiation increases resolution on the vertical side walls of the photoresist.
It is very important that the core has surfaces that are as smooth as possible. Smooth sidewalls in
the core will result in less optical loss. After the resist is developed it is hard baked to insure the
structure will endure the rest of the fabrication process and the wafer is ready for the liftoff step.

4.1.4

Liftoff
The liftoff is a process that was developed to place a protective metal layer on the top of

the core to prepare it for the self-aligned pedestal etch. To perform the liftoff AZP4620, a
positive photoresist is spun onto the wafer. The resist is exposed with a mask which allows the
radiation to weaken the sections of the resist where the solid-cores will form. The wafer is then
briefly flood exposed to slightly weaken all of the resist. The wafer is developed in a watereddown developer and examined under a microscope every few minutes. The objective of this
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slow development is to carefully remove the resist from the top of the sacrificial core. The resist
is also removed where the solid-core will form. When the resist has developed off of the tops of
the cores it is ready for the protective layer of metal.
Nickel is used for the metal mask. The nickel is deposited onto the entire surface of the
wafer using an e-beam evaporator. After the deposition the wafer is rinsed with acetone. The
acetone attacks the photoresist and as a result all of the nickel deposited on top of the photoresist
lifts off of the wafer. When all of the photoresist is gone, the nickel is left in strips where the
solid-cores will be and it covers the top of the sacrificial core.

4.1.5

Self-Aligned Pedestal Etch
The self-aligned pedestal is created to decrease optical loss by surrounding the core with

air. The idea is to raise the hollow and solid-core waveguides to separate them from the rest of
the surface. The raising of the waveguides is actually really a lowering of the rest of the surface.
Reactive ion etching (RIE) is used to etch the wafers. The sections of each chip that are
protected by the nickel mask applied in the previous step remain at their original height while
everything around them is lowered. A diagram of before and after the RIE can be seen in Figure
4-1.
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Figure 4-1 Cross sectional view of the hollow and solid cores before and after the RIE

The RIE process used to raise the pedestal consists of three different etches. The first
etch is designed to target the guiding layers. The second etch is for cutting into the silicon
substrate. After these first two etches the substrate is left rough, covered with what is referred to
as grass. The third etch is used to smooth the substrate and eliminate the grass. When the etches
are complete the nickel mask is removed with a nickel etchant.

4.1.6

Top Oxide Growth
The top oxide layer accounts for a large portion of the device. It forms the top and sides of

the hollow-core and it is used to create the solid-cores as well. This SiO layer is deposited using
plasma-enhanced chemical vapor deposition (PECVD) grown to a height of 6µm. This height of
6µm is needed to provide enough height to etch the solid-cores and allow them to be aligned
with the hollow-core. Figure 4-2 shows how the top oxide intersects with the hollow-core before
and after in is etched.
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Figure 4-2 Intersection of the oxide and the hollow-core

4.1.7

Solid-core Formation
The solid-cores are created with a reactive ion etch just like the self-aligned pedestals.

This time SU-8 photoresist is used as the etch mask. The photoresist must be spun on very thick
because it etches at about the same speed as the oxide which is already elevated on a pedestal.
The solid-core is etched to a height of 3µm which lines it up to couple into the ends and sides of
the hollow-core. The hardest part of this step is the alignment of the mask to the wafer. If the
mask is not properly aligned, the solid-core will not properly couple into the hollow-core. Figure
4-3 shows a solid-core on top of a pedestal. The solid-core in this figure is not quite centered on
the pedestal and will have poor coupling into the hollow-core.
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Figure 4-3 Solid-core etch

4.1.8

Core Expose
The final step in the fabrication process is the exposure of the sacrificial core and etching

it out. For this step a photoresist mask is placed on the wafer to protect the silicon dioxide
everywhere except above the ends of the core. With the protective mask in place, the wafer is
placed in buffered hydrofluoric acid (BHF). The wafer is left in the acid just long enough to etch
to the chrome etch stop on the wafer from the precore step. The time is based on the thickness of
the oxide (about 6µm) and the etch rate of the BHF. After the ends of the core have been
exposed, the wafer is placed in an acid solution called piranha (sulfuric acid and hydrogen
peroxide). This acid slowly etches the SU-8 negative photoresist leaving behind a hollow-core.
The speed at which the channel is etched is diffusion limited. The distance that the channel is
etched as a function of time is given by,
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2

where

,

(4-1)

is a constant related to the channel geometry,

etchant and

is the diffusion coefficient of the

is a function of the etchant concentration. Because of the limitations to the etch

rate, a typical hollow-core of around 6000µm, takes about a week to etch.

4.2

Layout and Cleaving
All ARROW chips are built on a 4” silicon wafer. The equipment in BYU’s Integrated

Micro fabrication Lab is optimized for these 4” wafers. The physical layout for devices was
performed using the cadence software tool.

Once the layout files are completed they are

translated into .gdsII files and written as masks. The mask writing is also performed at BYU
using a Heidelberg mask writer.
The physical layout of the wafer is for 76 devices on each wafer. These chips are laid out
to allow the highest yield per wafer, while still allowing room for cleaving. The chips are all
cleaved and not diced. The cleaved edges are needed to provide an edge that a laser can couple
into with minimal loss.
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5

5.1

IMPROVING SNR

Signal-to-Noise Ratio
The Signal-to-Noise Ratio (SNR) is an important measure in any system to determine

overall efficiency. On the ARROW platform the SNR is based on the ratio of the florescence
from a tagged particle as compared to the background noise around this signal as seen in Figure
5-1.

Figure 5-1 Signal to noise ratio of background noise vs. florescence

As the level of the signal and noise come closer together it becomes difficult to identify
one from the other. One way to increase the SNR would be to increase the number of tags
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attached to each particle. Unfortunately, as particle size is reduced so is the number of locations
to attach fluorescent tags. Due to the limitations associated with tagging, the best way to
increase the SNR is to modify the design of the device itself. The remainder of this chapter
covers the sources of noise and loss on the ARROW platform as well as modifications to the
design to increase the SNR.

5.2

Sources of Loss and Noise
Increases in loss or noise in a system decrease its sensitivity. Sensitivity is important

when trying to achieve single molecule detection; therefore it is extremely important to know
what the sources of loss and noise are. To determine the total loss of a chip, a test was developed
which allows for comparison on a chip-to-chip basis.

This test was originally developed by Dr.

Evan Lunt in coordination with our partners at UCSC where the tests were performed and it is
still used as an evaluation method.

5.2.1

Optical Test
In order to perform the test, a chip is first mounted on a stage. With the chip mounted, a

laser coupled single mode fiber optic cable is attached to a micrometer stage. On the other side
of the chip, there is a microscope objective mounted to collect the light into a detector. The
single mode fiber is carefully adjusted to couple into the solid-core which runs into the end of the
hollow-core as shown in Figure 5-2. On the other side of the chip an optical detector is placed.
When the fiber has been adjusted so that the reading on the detector is at its max we know that
the light is properly coupling into the chip.
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Figure 5-2 Losses on an ARROW chip

5.2.2

Loss
When considering this test setup, it is necessary to understand the multiple locations of

loss which are inherent to the design of the chips. The first is edge coupling loss. Ideally at the
interface where the light enters the chip we would only be limited to a 4% loss determined by the
Fresnel equation. Unfortunately imperfections in the cleaving of the wafer, the angle at which
silicon cleaves, and slight misalignments during fabrication, increase this first coupling loss. The
edge coupling loss is not only present where the light is coupled into the chip. It also repeats
itself on the other side of the chip as the light exits. There are two more location where coupling
loss comes into play. These locations are where the light couples from the solid-core into the
hollow-core and then back into the solid-core, shown in Figure 5-2.
The other sources of loss on the chip are the propagation losses. As the signal travels
through both the solid and hollow portions of the waveguide there are losses associated with
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each of these. These propagation losses have two sources, absorption and scattering. For the
SiO used to form the waveguides the absorption is very minimal, but the scattering can be
significant. The scattering is caused by roughness and imperfections on the surface of the guide.
Roughness in these guides can form during the deposition of the SiO and can also form on the
wafer during the plasma etch used to define the guides. Roughness can also be imprinted in the
hollow-core of the chip by the material used for the sacrificial core. Aluminum was a material
originally used on this project for creating sacrificial cores but the scattering was so high due to
roughness that the signal was too attenuated to detect on the other side of the chip. Figure 5-3
shows hollow cores formed from aluminum and from SU-8 negative photoresist.

Figure 5-3 Waveguides had with aluminum (left) and SU-8 (right) sacrificial cores.

5.2.3

Noise
One source of noise in the ARROW platform is caused by photoluminescence.

Photoluminescence is the process where photons are absorbed by a material and light of a longer
wavelength is emitted. At visible and near-infrared wavelengths the SiO and the Ta O exhibit
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photoluminescent properties and light is emitted. The wavelength of the laser used to excite the
fluorescent tags falls within this range causing photoluminescence in the materials.
Although photoluminescence is a physical property that cannot be eliminated, these
particular materials were chosen because of their low photoluminescence, in particular
the Ta O . As discussed in chapter 4 the guiding layers on the ARROW chips were originally
grown in the BYU IML using PECVD and consisted of SiO

and SiN.

The switch to

commercially grown layers was to allow for the use of Ta O in place of SiN because the
photoluminescence of SiN is significantly higher than that of Ta O [24].

5.3

MAD Series Test Wafers
With each of the historical designs of the ARROW platform, the length of solid and

hollow cores has varied slightly as did the distance from the excitation region to the coupling
solid-core. With these different designs the SNR varied slightly too, but it was unclear what
caused the differences. One theory was that variations in the absorption loss with respect to the
wavelength of the fluorescent signals and the photoluminescence noise could account for the
differences. If this was the case it wasn’t initially clear what that relationship was between the
two. In order to better understand what was causing these changes to occur, a new chip was
designed specifically to look at this issue, the MAD series.

5.3.1

Chip Layout
The idea behind the MAD series wafers was to intersect the hollow-core portion of the

chip with two perpendicular solid-core waveguides. Whereas on the previous versions of the
platform the chip was intersected directly in the center, this chip would have the solid guides
intersect right next to the solid-core on either side. By moving the excitation regions to the
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extremes of the chip an analysis could be performed to determine if a longer or shorter travel
distance would improve the SNR. With previous chips it was difficult to perform this analysis
because chip to chip and wafer to wafer variations were too extreme. Figure 5-4 shows the
actual layout of the chip from Cadence with the two solid-cores intersecting on both ends of the
hollow-core.

Figure 5-4 Cadence layout of loss reduction test chip
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5.3.2

Proximal vs. Distal Test Setup
In order to determine if a longer or shorter core improved the SNR, an experimental test

was developed. For the test a laser was attached to a stage that could be moved to couple into
either the left or the right solid-core waveguide on a chip. On the left and right of the chip
detectors were placed to collect the output signals and this data was recorded. Figure 5-5 shows
that test setup that was used. The channel was filled with 30 nM AlexaFlour 488 nm since they
are good photo generators and much brighter than the background photoluminescence. As the
particles passed through the channel they were excited by the coupled laser on one side of the
channel and the output was recorded on both sides of the chip. The experiment was then run
again with the laser coupled into the other solid-core on the chip.

Figure 5-5 SNR test setup showing chip, laser, and detectors
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The hypothesis in this experiment was that the longer the signal and noise were required
to travel in the hollow-core the better the SNR would be. If this were true it would mean the
noise from photoluminescence played a larger role in decreasing the SNR and that this noise was
more sensitive to optical than the signal.

5.3.3

Proximal vs. Distal Results
Results were collected for multiple chips from multiple wafers. For each of the samples

the input power was varied. The input power was recorded with respect to the output signal and
the output background noise. Figure 5-6 is a plot of these signals for one chip (MAD4-5I). This
plot shows both the left collected (LC) signal and the right collected (RC) signals.

The

background noise is limited because at low enough power levels it is not present. For each of the
samples tested the slope of the input power to output signal was taken and given the name
response factor (RF). This response factor is really just an average SNR.
The response factors for the signal and the background noise for all of the chips tested
were plotted together for comparison. Figure 5-7 shows the LC and RC response factors for left
excited and right excited inputs for six different chips. For all of these chips with the exception
of MAD1-6B, the response factor was better for the signals which traveled the shorter distance.
This one outlier was most likely the result of fabrication errors, probably a defect on the
perpendicular solid-core on the left side of the chip as the output from the left excitation was
significantly lower than the output from the right excitation. The results obtained from these
tests make it clear that the SNR increases as the path length the fluorescent signal travels
decreases. These results indicate that noise from photoluminescence plays less of a role in the
SNR than optical loss and that the optical loss effects the photoluminescence more than the
noise.
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Figure 5-6 Signal counts vs. input power where the slope represents the SNR

Figure 5-7 Response factors for 6 different MAD chips with left and right excitation
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There is one last point of interest concerning the MAD series wafers. Although the
layout of the MAD wafers was setup as a test design, it would be beneficial to keep the same
layout in the future.

This layout has the advantage of increasing yield. If one of the

perpendicular solid waveguides is damaged during fabrication, the other can be used to excite the
sample. The design also allows for testing of these waveguides to select the one which gives the
best SNR. This can be seen by looking at chip MAD3-5G in Figure 5-7, the SNR is almost nine
times higher for the right excitation than for the left.
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6

6.1

HYDRODYNAMIC FOCUSING

Focusing
The ARROW platform has the ability to perform SMD but it is limited in its consistency.

The inability to guarantee that the desired molecule is detected is an obvious flaw in the
platform. To address this flaw and improve the performances of the chips, I have researched the
idea of particle focusing and how it can be applied to the ARROW platform.
The fault in the ARROW platform that allow for particles to be “missed” is caused by the
size of the channel and the size of the detection region. Despite the already small dimensions of
the channel (12µm by 5µm), the tagged particles flowing in the sample are not restricted to
which part of the channel they flow through. This freedom means a particle may be near the
bottom, top, or either side of the channel. Particles that flow near the edges of the chip are at a
disadvantage for detection because the excitation beam is focused through the center of the
channel. The particles that flow through the center of the channel pass directly through the
excitation region of the device. Because these particles are excited so intensely they emit more
photons then the particles near the edges. They also have the advantage that the photons they
emit travel a shorter distance to the end of the channel and are subject to less loss. The weaker
signals given off by particles not properly excited can be overwhelmed by the background noise
of the system. If all the particles in a channel could be forced to the center, consistent particle
counts could be achieved on the platform, and there would be no worry of a reduced signal to
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noise ratio. Figure 6-1 shows particles in a channel being focused to the center and passing
through an excitation beam.

Figure 6-1 Channel with particles focused through excitation beam

6.2

Hydrodynamic Focusing
In hydrodynamic focusing, a sample in a fluidic channel can be focused to the center of a

channel through the use of a secondary solution. This secondary solution is a buffer solution.
The buffer solution serves strictly to direct that sample and limit the area the sample may
occupy. In order to create this limited area the sample is injected so that it is surrounded by the
buffer solution, or sandwiched between multiple buffer solutions.
The focusing can be performed in either two or three dimensions. In three dimensional
focusing, the sample is typically released in the center of the buffer fluid and the channel is
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typically cylindrical such as in Figure 6-2. In two dimensional focusing the sample fluid is
intersected by two channels containing buffer fluid as in Figure 6-3. Two dimensional focusing
is much easier to implement on a planer substrate than a three dimensional focusing structure.
Three dimensional focusing on planer substrates has been shown but it involves complex
fabrication and geometries [25].

Figure 6-2 3D Hydrodynamic focusing

Figure 6-3 Particles focused by 2D hydrodynamic focusing
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6.3

Simulations
In order to confirm that hydrodynamic focusing would properly push the sample to the

center of the channel, a multi-physics modeling tool was used. The Fluent package of the Ansys
modeling software was used to simulate the layout of on chip microfluidic channels. For the
simulation an initial design was tested with three arms which met to form the larger hollow-core
of the device. The larger hollow-core was 12µm wide with each of the smaller arms 5µm wide.
With an equal flow of 1mm/s applied to each of the three channels, the particles in the stream
were pushed to the center third of the large channel. In order to further tighten the focusing the
simulation was run again with the arm that the sample is introduced through reduced to 4µm.

Figure 6-4 Hydrodynamic focusing with equal flow on all three arms
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Figure 6-5 shows the simulated results for a configuration which has the sample arm a
smaller width than the buffer arms. Something important that can be observed in this simulation
is that the particles not only focus to the center of the channel but they also start to travel the
same velocity. Uniformity in velocity is important when more than one excitation region is
being used which has been researched in previous work at BYU [26].
In order to tighten the focusing even more, the simulation was run again with the flow
rate on the sample inlet set to half the rate of the buffer inlets, 1mm/s for the buffer inlets and
.5mm/s for the sample. Figure 6-6 shows the result of this simulation, the particles in the
channel are pushed further toward the center now occupying only about 1.6µm worth of space.
It’s clear that by adjusting the pressure on the inlets the channel can be made to tighten as much
or as little as desired.

Figure 6-5 Hydrodynamic focusing with half the pressure on the center arm as the buffer arms
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One more simulation was performed to test the effects of a 90 degree elbow turn on the
flow of the channel. This is important because a 90 degree turn in the channel is needed to
provide a section of the hollow-core that can couple light into a solid core. Figure 6-6 show the
result for this simulation. Despite the sharp turn, there were no significant effects on the
focusing abilities of the design.

Figure 6-6 Particle flow through and elbow turn

6.4

Layout
The layout of the hydrodynamic focusing chip was based on the simulated layout. The

original ARROW SMD chip was laid out in a reversible manner where either side of the hollow
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core could be used as the sample inlet and either the left or right sides, or both could be used for
detection of the output signal as seen in Figure 6-7.

Figure 6-7 Original chip design

The original design was modified to add three reservoirs on the left side of the chip, two
for the buffer fluid and one in the center for the sample. The solid-core on the left had to be
removed to make room for the reservoirs meaning that the output signal can only be detected on
the right side of the chip, shown in Figure 6-8.

Figure 6-8 Chip design modified for hydrodynamic focusing
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In the final design laid out in Cadence the chip was modified more for fabrication
considerations. In order to keep the same number of chips on the wafer as in previous versions,
and to accommodate the extra reservoirs, the buffer inlet were modified. Rather than straight
outlets, two 45 degree bends were added to extend the length of the channels further to the side.
The final layout in cadence is shown in Figure 6-9.

Figure 6-9 Cadance layout of actual chip

6.5

Testing and Results
As of the writing of this thesis, a first generation of hydrodynamic chips had been

fabricated and testing has been successfully performed on one of those chips. With that in mind,

50

these results are somewhat preliminary but serve as a proof of concept and foundation for
continued research.
The testing was performed by attaching a PDMS interface to reservoirs which were glued
to the chip. Through this interface the three different channels were able to be controlled
separately. Figure 6-10 shows the intersection of these channels, the two buffer and one sample,
on a hydrodynamic focusing chip.

Figure 6-10 Intersection of inlet channels on a hydrodynamic focusing chip

For the testing, syringes are connected to all three of the inlets on the PDMS interface
through tubes. The reservoirs are prefilled with water in the buffer reservoirs and Cy5 dye in the
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center. A 633nm HeNe laser is coupled into the hollow-core of the chip to excite the dye. A
microscope objective attached to a camera is placed directly about the hollow-core. Figure 6-11
shows a chip with the PDMS interface attached and with the excitation laser coupled into the
side of the chip.

Figure 6-11 Hydrodynamic chip with excitation laser and PDMS interface

The experiment is recorded for 45 seconds. The contrast of the camera is kept constant.
The side reservoirs are pressurized by keeping the syringes at a constant height. The pressure on
the middle reservoir is changed during the experiment by adjusting the height of the middle
syringe. The experiment consists of three section of low pressure and three sections of high
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pressure. When a lower pressure is applied to the center channel the focusing should increase
and when a higher pressure is applied the focusing should decrease.

Figure 6-12 Still shots from the experimental video showing the illuminated particles during sections of high
and low pressure

Figure 6-12 show stills of high and low pressure times from the experiment. From an
examination with the naked eye it is difficult to know how well the focusing is working. To
determine the effectiveness of the focusing the video was analyzed using MATLAB. Each frame
of the video is turned into a two-dimensional matrix containing the intensity of each pixel. Each
matrix is then scanned in the vertical direction looking for a threshold intensity to be achieved by
a set number of consecutive pixels. When the threshold intensity is achieved for the specified
number of pixels the total number of consecutive pixels achieving that intensity is recorded. The
recorded value gives a width in pixels for the focused particles in the channel.
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Figure 6-13 Focused width in pixels vs location in the x direction for two different times

In Figure 6-13 the focused width for two different channels is shown. One of the times is
a low pressure time (26.6s) and the other is a high pressure time (19.4s). As was predicted the
lower pressure time consistently has a narrower focused width than the higher pressure time. For
these two times there is a 31.8% increase in the focusing for the lower pressure time as compared
to the higher pressure time. The drop off of data at 640 is where the frame ends. The downward
slope in the data can be contributed to the excitation laser being coupled closer to the x=0
location.
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Figure 6-14 Average focused channel width vs. time with high and low pressure sections indicated

In order to determine the total effectiveness of the focusing the experimental video was
analyzed and plotted in its entirety. In set time intervals a focused channel width was plotted as
in Figure 6-13. These plots were then averaged to obtain an average channel width for each time
interval. These average widths were then plotted with respect to time. Figure 6-14 shows the
average focused channel width and the times at which pressure was changed between low and
high. This data correlates to the expected results, higher pressure decreases focusing and lower
pressures increase focusing.
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The results shown here are still somewhat preliminary. The data was collected using only
one chip and is based on the single experiment, but despite the preliminary nature of the test the
results are very promising. Future experiments with better equipment for applying pressure and
improvements in the fabrication of the chips should allow for greater focusing than the 31.8%
increase seen here.

56

7

7.1

CONCLUSION AND FUTURE WORK

Summary
The work in this thesis is a continuation of research which has been ongoing for almost a

decade. In the early days of the ARROW platform the concept of light guiding was being tested
as a proof-of-concept. When guiding in the structure was proved out, research was focused on
improvements to the fabrication process. Now that the platform is established, the focus has
shifted to utilizing the design for real world applications. Modifications for this purpose have
been the focus of my research during the two years I have worked on this project. More
specifically I have looked at improvements needed to consistently achieve single molecule
detection.
The first area I looked at was improving the signal to noise ratio. Based on previous
work it was theorized that a longer hollow-core might dampen the noise more than the signal
which would give a net gain in the SNR. The test results showed the opposite to be true, shorter
hollow-cores consistently had better SNRs. This result can be implemented to improve future
devices that use the ARROW platform as their basis.
The other area I investigated during my research was the focusing of particles in the
hollow-cores. Previous to this research, particles introduced into an ARROW device were
allowed to flow in any part of the hollow-core. This freedom meant that a particle or molecule in
the device could go undetected if it didn’t flow directly through the excitation beam. Preliminary
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results have shown improvement using hydrodynamic focusing. Particles in a hydrodynamically
focused stream were focused more than 30% tighter by adjusting the pressure on the stream inlet.

7.2

Future Work - 3D Focusing
In chapter six of this thesis my efforts to improve the sensor through the use of

hydrodynamic focusing were discussed. Hydrodynamic focusing is limited in two dimensions
and requires the use of additional reservoirs. In this section I propose a different technique that
could be implemented to improve the platform by focusing the particles in three dimensions
instead of two, and requires only two reservoirs.

7.2.1

Dielectrophoretic Force
Dielectrophresis (DEP) is a phenomenon in which a particle in an electric field becomes

polarized. As shown in Figure 7-1 when a particle is placed in a uniform electric field it rotates
to align itself with that electric field. Overall there is no net force on the particle and it remains
in the same location despite becoming polarized.

Figure 7-1 A particle in a uniform electric field
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On the other hand, if a particle is placed in a non-uniform electric field, a force will act
on the particle to either push it or pull it towards one side or the other of the field it is in. Figure
7-2 shows a particle in a non uniform field and is helpful in visualizing why a force is acting
upon the particle.

Figure 7-2 A particle in a non-uniform electric field

The DEP force generated by a given non-uniform electric field can be calculated using
the equation,

∗

where

∗

∗

,

is the radius of the particle,

the Clausius Mossotti factor, and

(7-1)

is the permittivity of the medium the particle is in,

is

is the Electric field. The Clausius Mossotti factor is given by

the equation,
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where

∗

∗

∗ ∗

,

(7-2)

is the complex permittivity of the medium and

∗

is the complex permittivity of the

particle. The complex permittivity being given,

∗

∗

.

(7-3)

Based on these equations a force can be enacted on particles within a field. The Clausius
Mossotti factor is determined by the permittivity of the particle and the medium. By adjusting
the permittivity of both or one of these parameters, the medium for example, the Clausius
Mossotti factor can be positive of negative. A Clausius Mossotti factor that is positive indicates
a positive DEP force. A negative Clausius Mossotti factor indicates a negative DEP force. In
positive DEP, particles follow the gradient of the electric field towards the highest intensity. In
negative DEP, the particles follow the gradient in the opposite direction towards the lowest
intensity.

7.2.2

DEP Focusing in ARROWs
I suggest as an improvement to the ARROW platform the DEP force principle outlined in

the previous section be applied. By focusing the molecules in our samples to the center in three
dimensions the SNR and the accuracy of the device would increase even more than with two
dimensional focusing.
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The benefit of improved detection comes with the trade off of increased complexity. The
main two issues that would increase the complexity would be the need for an external power
source to create the electric field and the addition of electrodes. The external power source
shouldn’t present too many issues because the platform already relies on other external devices.
The electrodes present a fabrication issue. A new process would need to be developed to add
them to the chips. Despite these new obstacles I believe that the gains would make them worth
the effort.

7.2.3

Potential Layouts
In order to develop an ARROW chip with DEP focusing a layout for the electrodes needs

to be designed. The requirement that these electrodes have is to create an electric field with its
gradient towards the center of the channel. The simplest method would be to add four electrodes
surrounding the channel.

A potential placement for these electrodes is shown Figure 7-3.

Focusing in larger microfluidic channels has been shown using a similar configuration [27]. The
electrodes shown have a taper from the edge to the center of the channel, this taper allows
particles in the channel which are flowing close to the edge to by slowly pushed to the center.
Other geometries have also been shown to successfully focus particles is microfluidic channels
[28].
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Figure 7-3 Potential layout with electrodes on top and bottom

7.2.4

Simulations
For the layout suggested in the previous section I have simulated the electric field using

the Maxwell SV simulation software. The 2D simulation is a cross section of the microfluidic
channel. The dimensions of the channel are 12 microns by 5 microns, there are four electrodes,
two on top and two on bottom. The electrodes are covered with 50nm of oxide as a buffer
between them and the core to prevent hydrolysis. The core is filled with water in the simulation.
The boundary conditions are set at 150VAC applied to the electrodes. Figure 7-4 shows the
magnitude of the electric field in the channel. The field is strongest directly between the
electrodes, which form two parallel plate capacitors, and weakest directly in the center of the
channel. The gradient of the magnitude of the field flows to the center of the channel. If this
field can be created in the real world, three dimensional focusing could be achieved.
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Figure 7-4 Magnitude of the Electric Field from the electrode in a cross sectional view of the channel

Based on the parameters used for the electric field simulation the dimensions of the
layout can be determined. Figure 7-5 is a plot of the required electrode length based on the
particle size. As particle size decreases, the electrode length increases. For particles with a
10nm radius a length of 1338µm is required for the electrodes. I suggest a length of 1500µm be
used. Using this length the focusing of most particles in the channel could be achieved while
keeping the same number of chips on each wafer.

Figure 7-5 Electrode length vs. Particle radius
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APPENDIX B.

FOCUSING ANALYSIS CODE

This code is used to determine the width of the focused channels in pixels for two different times
in a video. The required inputs are the name of the video file, the times the analysis is to be
performed, an intensity threshold, and a pixel count threshold.
B.1 Width Analysis Functions
function WidthComparison(filename,t1,t2,intensityT,pixelT)
[f1,f2] = getFrames(filename,t1,t2);
w1 = measureWidth(f1,intensityT,pixelT);
w2 = measureWidth(f2,intensityT,pixelT);
d1 = w1(2,:) - w1(1,:);
d2 = w2(2,:) - w2(1,:);
h = figure;
plot(d1,'k');
hold on;
plot(d2,'c');
legend(['t=' num2str(t1)],['t=' num2str(t2)]);
xlabel('location,x (pixels)');
ylabel('Width (pixels)');
title('Width comparison between two times');
end
%width Detect functions
function [ outArray ] = measureWidth( inArray, valueThreshold, countThreshold
)
%Output: 2xW array of first and last point to excede threshold
%Input: 2D arary:HxW, intensityThreshold, pixelThreshold
[height,width] = size(inArray);
%debug
%width = 10;
%end debug
array = zeros(2,width);
for w = 1:width
first = 1;
count = 0;
for h = 1:height
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%looking for start
if(first == 1)
if(inArray(h,w) >= valueThreshold)
count = count + 1;
if(count >= countThreshold)
array(1,w) = h - count;
count = 0;
first = 0;
end
else
count = 0;
end
%looking for end
elseif(first == 0)
if(inArray(h,w) < valueThreshold)
count = count + 1;
if(count >= countThreshold)
array(2,w) = h - count;
break;
end
else
count = 0;
end
else
'Error'
end
if(h == height)
%array(2,w) = h-count;
end
end
end
outArray = array;
end
% Get Frames functions
function [f1,f2] = getFrames(filename,time1,time2)
video = VideoReader(filename);
numFrames = video.NumberOfFrames;
frameRate = video.FrameRate;
% get first frame
frame1.number = round(frameRate*time1);
if frame1.number > numFrames
%error
end
frame1.frame = read(video,frame1.number);
frame1.combined = combineColors(frame1.frame);
% get second frame
frame2.number = round(frameRate*time2);
frame2.time = frameRate/frame2.number;
if frame2.number > numFrames
%error
end
frame2.frame = read(video,frame2.number);
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frame2.combined = combineColors(frame2.frame);
f1 = frame1.combined;
f2 = frame2.combined;
end
function outFrame = combineColors(inFrame)
[height,width,colors] = size(inFrame);
outFrame = zeros(height,width);
for h = 1:height
for w = 1:width
outFrame(h,w) = sum(inFrame(h,w));
end
end
end
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