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Kapitel 0
Einleitung
Ein wesentliches Ziel der Statistik ist es, aufgrund von Daten Entscheidungen zu treffen. Da-
bei werden bei einer Menge von Objekten, den Merkmalstra¨gern, ein oder mehrere Merkmale
beobachtet oder gemessen. In der beschreibenden Statistik werden diese Daten so aggregiert
und dargestellt, dass wichtige und fu¨r die Entscheidung relevante Informationen mo¨glichst
gut sichtbar werden. Welche Entscheidungen dann damit weiter getroffen werden, ha¨ngt von
der Aufgabenstellung und von subjektiven Entscheidern ab.
In der schließenden Statistik, auch mathematischen Statistik genannt, fasst man die Da-
ten als Realisierungen von Zufallsvariablen auf. So ko¨nnen bei Messungen, die sich auf einen
Teil der Merkmalstra¨ger beschra¨nken, die Mess- bzw. Beobachtungsergebnisse (d.h. die Rea-
lisierungen) variieren. Diese Unsicherheit la¨sst sich stochastisch modellieren und verringert
sich meistens je mehr Objekte beobachtet werden.
Ein wichtiges Entscheidungsproblem in der schließenden Statistik sind statistische Tests.
Diese stehen im Mittelpunkt der vorliegenden Arbeit. Betrachten wir z.B. die folgende pa-
rametrische Hypothese fu¨r einen Parameter ϑ der Zufallsvariablen:
H0 : ϑ = ϑ0 gegen H1 : ϑ 6= ϑ0.
Ist ein Test fu¨r diese Hypothesen konsistent, dann ist, falls ϑ 6= ϑ0, fu¨r sehr großen Stich-
probenumfang die Wahrscheinlichkeit der Ablehnung der Nullhypothese nahe 1. Selbst bei
sehr kleinen Abweichungen von der Nullhypothese lehnt der Test diese ab. Da man meistens
in der Nullhypothese den wahren unbekannten Parameter nicht exakt als hypothetischen
Wert gewa¨hlt hat, wird bei sehr großem Stichprobenumfang (Verringerung der stochasti-
schen Variablita¨t und damit Verbesserung der Entscheidung) die Nullhypothese mit sehr
großer Wahrscheinlichkeit abgelehnt. Ein Weg aus diesem Problem ist das Testen von Inter-
vallhypothesen, wie z.B.
H0 : ϑ ∈ [ϑ1, ϑ2] gegen H1 : ϑ 6∈ [ϑ1, ϑ2].
Hier wa¨hlen wir also ein scharfes Intervall [ϑ1, ϑ2] um ϑ0. Dabei kann ϑ1 und ϑ2 in vielen
Aufgabenstellungen meistens in einem gewissen Bereich variieren. Das ko¨nnen wir beru¨ck-
sichtigen, indem wir die scharfen Intervallgrenzen durch unscharfe ersetzen. Wir sprechen
in diesem Fall vom Testen unscharfer Hypothesen (vgl. Kap. 5). Unser Ziel beim Testen
unscharfer Hypothesen ist es, die bei klassischen Tests wichtigen Gro¨ßen, wie Niveau α,
maximale Wahrscheinlichkeit fu¨r den Fehler 1. Art, maximale Wahrscheinlichkeit fu¨r den
Fehler 2.Art, geeignet zu verallgemeinern. Weiter wollen wir dann fu¨r unscharfe Hypothesen
optimale Tests bezu¨glich dieser verallgemeinerten Gro¨ßen bestimmen.
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Neben der
”
stochastischen Unscha¨rfe“, welche im Mittelpunkt der klassischen mathe-
matischen Statistik steht, wird die folgende Unscha¨rfe in den Daten oft nur unzureichend
beru¨cksichtigt.
1. Meistens wird von dem idealisierten Standpunkt ausgegangen, u¨ber genaue Daten oder
u¨ber Daten mit genauen Fehlergrenzen zu verfu¨gen. In viele Anwendungsfa¨llen ist aber
eine genaue Beobachtung relevanter Daten nur begrenzt mo¨glich. So kann es sein, dass
Parameter eines chemischen Prozesses der Messung nicht zuga¨nglich sind oder bei
Befragungen bewusst oder unbewusst verfa¨lschte Angaben gemacht werden. So liegt
es wohl in der menschlichen Natur, die Realita¨t so anzugeben, dass darauf beruhende
Entscheidungen zum eigenen Vorteil getroffen werden. Ein Weg der Beschreibung diese
Unscha¨rfe (epistemische Unscha¨rfe), welche sich bei der Datenerhebung ergibt, ist deren
Modellierung durch Fuzzy-Mengen. Diese Situation von Fuzzy-Daten untersuchen wir
im Kapitel 4. Dort betrachten wir scharfe Merkmalsauspra¨gungen, welche nur unscharf
beobachtet werden ko¨nnen.
2. Ist eine ada¨quate Beschreibung eines Merkmales durch unscharfe Variable (Fuzzy-
Mengen) am besten mo¨glich, so sollte diese genutzt werden. Wir betrachten dann
das Merkmal von Natur aus als unscharf (physikalische Unscha¨rfe). So fallen z.B. in
der Bildverarbeitung unscharfe Daten als Grautonbilder in natu¨rlicher Weise an. Aber
auch bei vielen Merkmalen, welche zur Vereinfachung in Kategorien zusammengefasst
werden, ist eine ada¨quatere Beschreibung durch unscharfe Mengen denkbar. Befragt
z.B. ein Autoha¨ndler seine Kunden u¨ber ihre Zufriedenheit mit dem Service, so kann
ein Kunde die Wirklichkeit seiner Zufriedenheit besser beschreiben, wenn er sagt, er
sei
”
in der Regel zufrieden“, was durch die Fuzzy-Menge
”
sehr zufrieden“ mit Grad
0.3,
”
zufrieden“ mit Grad 1 und
”
nicht zufrieden“ mit Grad 0.1 beschrieben werden
kann, als sich nur fu¨r die Kategorie
”
zufrieden“ zu entscheiden. Die Antwort des Kun-
den kann also durch eine diskrete Fuzzy-Menge beschrieben werden. Wird der Kunde
weiter nach seinem Bezinverbrauch gefragt, so ko¨nnte als mo¨gliche Antwort,
”
niedrig“,
”
mittel“,
”
hoch“ als Kategorien oder [0, 5l], (5l, 10l], (10l, 20l] als Intervalle vorgegeben
sein. Realita¨tsna¨her ist es, wenn der Kunde seinen Bezinverbrauch durch eine (stetige)
Fuzzy-Menge (z.B. auf dem Intervall [0l, 20l]) angibt. Diesen Fall, dass die Merkmale
von Natur aus unscharf sind, werden wir im Kapitel 3 betrachten.
Die stochastische Variabilita¨t zusammen mit der physikalischen bzw. epistemischen Unscha¨rfe
kann durch unscharfe Zufallsvariable (Fuzzy-Zufallsvariable) beschrieben werden. Wir wer-
den diese im Kapitel 1.2 einfu¨hren. Zuvor stellen wir jedoch im Kapitel 1.1 die von Lofti
Zadeh [66] eingefu¨hrte Theorie der Fuzzymengen (d.h. der unscharfen Mengen) kurz dar.
Der Erwartungswert EX˜ einer solchen Fuzzy-Zufallsvariable (vgl. Def. 1.26) ist wieder eine
unscharfe Menge. Die Varianz (vgl. Def. 1.29) hingegen eine nichtnegative reelle Zahl.
Aus diesem Grund werden wir uns bei Tests im Kapitel 3 auf Tests fu¨r den Erwartungs-
wert beschra¨nken. Ko¨rner [32] hat einen asymptotischen Test, ob der Erwartungswert gleich
einem hypothetischen Wert ist oder nicht, angegeben. Eine Frage die wir betrachten werden
ist, welchen asymptotischen Verlauf die Gu¨tefunktion dieses Testes hat. Bei klassischen Tests
werden bei unterschiedlichen Annahmen (z.B. an die Verteilung) Tests angegeben. Unter den
gegebenen Voraussetzungen werden dann bestmo¨gliche Tests gesucht. Je mehr wir voraus-
setzen, um so besser ist meistens die Entscheidung. Andererseits ist es zum Teil fraglich,
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ob die speziellen Voraussetzungen gelten. Aus diesem Grunde kann es sinnvoll sein, allge-
meinere Annahmen zu treffen. In gleicher Weise wollen wir beim Testen von Hypothesen
fu¨r den Erwartungswert einer Fuzzy-Zufallsvariable vorgehen. Bei unterschiedlich starken
Voraussetzungen bestimmen wir mo¨glichst gute Tests. Zum Vergleich der unterschiedlichen
Tests wird es unser Ziel sein, die Gu¨tefunktionen der einzelnen Tests zu bestimmen. Die-
se ko¨nnen dann auch als Grundlage genommen werden zum Testen unscharfer Hypothesen
fu¨r den Erwartungswert. Weiter erfordern viele praktische Fragestellungen das Testen von
einseitigen Hypothesen. Im Sinne unserer Betrachtungen im Kapitel 3 haben wir in der uns
bekannten Literatur keine Tests zum Testen einseitiger Hypothesen gefunden. Als erstes
mu¨ssen wir eine geeignete Ordnungsrelation auf der Menge der Fuzzy-Variablen finden, um
Tests bezu¨glich dieser Ordnungsrelation zu bestimmen. Diese Ordnungsrelation geben wir im
Kapitel 1.3 an und die einseitigen Tests fu¨r den Erwartungswert sind im Kapitel 3.1 zu finden.
Fu¨r den Fall, dass die Daten nur unscharf beobachtbar sind, stellt sich die Frage, wie die
Unscha¨rfe die Gu¨te der Entscheidung beeinflusst. Wann kann man z.B. die Unscha¨rfe bei
der Entscheidung außen vor lassen oder wann sollte man sie zur Verbesserung der Entschei-
dung unbedingt mit einbeziehen? Diese Fragen werden im Kapitel 4.1 betrachtet. Ein oft
gegangener Weg ist die Erweiterung des fu¨r die scharfen Daten klassischen Testes. Bei klas-
sischen Tests kann die Testentscheidung u¨ber die Teststatistik, u¨ber den P-Wert oder u¨ber
ein zum Test geho¨riges Konfidenzintervall getroffen werden. Die Frage, die wir zum Beginn
von Kapitel 4.2 betrachten werden, ist, ob und wie eine Erweiterung dieser drei Gro¨ßen zur
gleichen erweiterten Testfunktion fu¨hrt.
Wir fassen im Folgenden die wichtigsten Ergebnisse dieser Arbeit zusammen. Die Kapi-
tel 1 und 2 bilden das Fundament der Ergebnisse der Kapitel 3, 4 und 5. Alle wesentlichen,
im weiteren verwendeten Definitionen und Eigenschaften werden in diesen beiden Kapiteln
bereitgestellt. Im Kapitel 2 stellen wir parametrische statistische Tests im Rahmen der sta-
tistischen Entscheidungstheorie dar. Dabei sind wir sehr nahe der Darstellung in Witting
[60] bzw. u¨bernehmen diese. Wir zeigen auf, an welchen Stellen wir Unscha¨rfe einbeziehen
werden. Das sind im wesentlichen die folgenden 3 Punkte:
1. Die Beobachtungen, auf Grund derer eine Entscheidung getroffen wird, sind unscharf
(vgl. Kapitel 3 und 4).
2. Die Hypothesen, zwischen denen entschieden wird, sind unscharf (vgl Kapitel 5).
3. Das α-Niveau des Tests, die maximale Wahrscheinlichkeit fu¨r den Fehler 1.Art und die
maximale Wahrscheinlichkeit fu¨r den Fehler 2.Art sind unscharf (vgl. Kapitel 5.2).
Betreffs weiterer Mo¨glichkeiten der Einbeziehung von Unscha¨rfe verweisen wir, so weit uns
bekannt, auf die entsprechende Literatur.
Im 3.Kapitel stehen Tests fu¨r den Erwartungswert einer Fuzzy-Zufallsvariable im Mittel-
punkt unserer Untersuchungen. Einseitige Hypothesen (Kap 3.1) formulieren wir bezu¨glich
der in Kap 1.3 eingefu¨hrten Relationen (≤1, >1, ≥1 und <1)
H0 : EX˜ ≤1 µ˜0 gegen H1 : EX˜ >1 µ˜0 (1)
H0 : EX˜ ≥1 µ˜0 gegen H1 : EX˜ <1 µ˜0 (2)
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Da wir beim Testen zweiseitiger Hypothesen einmal auf Gleichheit bezu¨glich ρ (=1)
H0 : EX˜ =1 µ˜0 gegen H1 : EX˜ 6=1 µ˜0 (3)
⇐⇒
H0 : ρ(EX˜, µ˜0) = 0 gegen H1 : ρ(EX˜, µ˜0) 6= 0
und das andere mal bezu¨glich δ2 (=2)
H0 : EX˜ =2 µ˜0 gegen H1 : EX˜ 6=2 µ˜0 (4)
⇐⇒
H0 : δ2(EX˜, µ˜0) = 0 gegen H1 : δ2(EX˜, µ˜0) 6= 0
testen, betrachten wir zweiseitige Hypothesen in einem extra Abschnitt (Kap. 3.2). Beim
Testen der Hypothesen beschra¨nken wir uns auf die Familien der einfachen, der endlichen
und der LR-Fuzzy-Zufallsvariablen (vgl. Beispiel 1.21). Setzen wir im Falle von einfachen
und LR-Fuzzy-Zufallsvariablen spezielle Verteilungen voraus und nehmen wir im Fall von
endlichen Fuzzy-Zufallsvariablen an, dass nur zwei Auspra¨gungen mo¨glich sind, dann ko¨nnen
wir exakte Tests bestimmen. Das Vorgehen ist dabei wie im Klassischen auch die Bestim-
mung einer Testgro¨ße T (X˜1, .., X˜n) und deren Verteilung, falls EX˜ =1 µ˜0 ist. Ist ÊX˜ ein
Scha¨tzer fu¨r den Erwartungswert EX˜, dann ha¨ngt unsere Teststatistik T in den meisten
Fa¨llen vom Abstand d(ÊX˜, µ˜0) ab. Bei den Verteilungsvoraussetzungen beschra¨nken wir
uns auf die Gleichverteilung und Normalverteilung. Fu¨r viele weitere Verteilungen kann in
analoger Weise vorgegangen werden. Bei der Bestimmung der Tests ist es immer unser Ziel,
Tests zum Niveau α zu finden, welche mo¨glichst gut (am besten optimal) bezu¨glich des Ver-
laufes ihrer Gu¨tefunktionen sind. Die Angabe der Gu¨tefunktionen dient dabei zum einen
zum Vergleich der verschiedenen Tests. Zum anderen ist sie, beim Testen unscharfer Hy-
pothesen, die Grundlage der verallgemeinerten Definitionen (5.2 und 5.22) der maximalen
Wahrscheinlichkeiten der Fehler 1. Art und 2.Art. Als na¨chstes gehen wir weg von spezi-
ellen Verteilungsannahmen hin zu einer Familie von Fuzzy-Zufallsvariablen, welche speziel-
le Voraussetzungen erfu¨llt. Dann zeigen wir auf, wie wir zum Testen der Hypothesen den
Wilcoxon-Vorzeichentest bzw. den einfachen Vorzeichentest verwenden ko¨nnen. Wir werden
zeigen (vgl. Sa¨tze 3.14 und 3.17), dass die Tests dann unverfa¨lschte Tests zum Niveau α
sind. Fu¨r großen Stichprobenumfang geben wir einen asymptotischen Test zum Niveau α
an. Der Vorteil dieses Testes ist, dass er mit den allgemeinsten Voraussetzungen auskommt.
Der Nachteil hingegen ist, dass die Resultate nur asymptotisch gelten. In Folgerung 3.43
geben wir den asymptotischen Verlauf der Gu¨tefunktion an. Dieser kann dann beim Testen
unscharfer Hypothesen zur Bestimmung asymptotischer Tests mit αmax(ϕ) ≤ α bzw. Tests
zum unscharfen Niveau α˜ genommen werden. Zum Vergleich der Gu¨tefunktionen nehmen
wir nicht diesen asymptotischen Verlauf, sondern bestimmen ihn durch Simulation. Als Ab-
schluss des Kapitels 3.1 vergleichen wir die Tests bezu¨glich ihrer Gu¨tefunktionen und geben
Empfehlungen, wann wir welche Tests verwenden wu¨rden. Im Falle zweiseitiger Hypothesen
((3) und (4)) ha¨ngen unsere Teststatistiken zum einen von ρ(ÊX˜, µ˜0) und zum anderen von
δ2(ÊX˜, µ˜0) ab. Dabei sind die Tests fu¨r (3) die zu den einseitigen Tests fu¨r (1) und (2) aus
Kapitel 3.1 geho¨rigen zweiseitigen Tests. Der Ablauf im Kapitel 3.2 ist der gleiche wie im
Kapitel 3.1.
KAPITEL 0. EINLEITUNG 8
Im 4. Kapitel gehen wir von scharfen Zufallsvariablen aus, deren Realisierungen nur un-
scharf beobachtet werden ko¨nnen. Die Tests, welche wir durchfu¨hren werden, sind dabei Tests
fu¨r einen Parameter dieser scharfen Zufallsvariablen. Auch hier treffen wir zuna¨chst spezielle
Verteilungsannahmen, so dass wir exakte Tests bestimmen ko¨nnen. Wir beschra¨nken uns
auf verunscha¨rfte normalverteilte und verunscha¨rfte gleichverteilte Zufallsvariable. Die Ver-
unscha¨rfung der scharfen Zufallsvariable modellieren wir in diesen Fa¨llen immer durch Addi-
tion einer unscharfen Zufallsvariable. Ist in der Verunscha¨rfung keine Information u¨ber den
unbekannten Parameter enthalten und ist die Realisierung der scharfen Zufallsvariable trotz
Verunscha¨rfung bestimmbar, so sind wir im Fall der informationsneutralen Verunscha¨rfung
und treffen unsere Testentscheidung nur in Abha¨ngigkeit der Realisierungen der scharfen
Zufallsvariablen. Ha¨ngt aber die Verunscha¨rfung ebenfalls vom unbekannten Parameter der
scharfen Zufallsvariable ab und sind auch hier die Realisierungen der scharfen Zufallsva-
riablen bestimmbar, so ko¨nnen wir zusa¨tzlich zur Information aus den Realisierungen der
scharfen Zufallsvariablen noch die Realisierungen der Verunscha¨rfung nehmen und mit die-
ser zusa¨tzlichen Information unsere Testentscheidung verbessern. In diesem Fall sprechen wir
von Verunscha¨rfung mit Informationsgewinn. Als letztes betrachten wir den Fall, dass durch
Addition des unscharfen Fehlers ein Informationsverlust bezu¨glich des unbekannten Parame-
ters eintritt. Die Realisierungen der scharfen Zufallsvariablen sind durch die Verunscha¨rfung
nicht mehr genau bestimmbar und die Verunscha¨rfung entha¨lt keine Information u¨ber den
unbekannten Parameter. Die Verbesserung der Entscheidung bei Informationsgewinn und
die Verschlechterung bei Informationsverlust spiegelt sich in den Gu¨tefunktionen wieder.
Fu¨r den Fall von verunscha¨rften gleichverteilten Zufallsvariablen zeichnen wir diese auf (vgl.
Bilder 4.1 und 4.2). Fu¨r den Fall von verunscha¨rften normalverteilten Zufallsvariablen bewei-
sen wir die Verbesserung und Verschlechterung im Satz 4.16. Bei diesen Betrachtungen sind
wir immer von speziellen Verteilungsannahmen ausgegangen. Wissen wir, welcher Familie
von Verteilungen die scharfe Zufallsvariable entstammt und wissen wir nicht, wie diese ver-
unscha¨rft werden, so fu¨hrt ein Weg zu einer Testentscheidung u¨ber das Erweiterungsprinzip
(vgl. z.B. Viertl [55]). Kennen wir fu¨r den unbekannten Parameter der scharfen Zufallsvariable
einen Test ϕ, so ko¨nnen wir diesen aufgrund der unscharfen Stichprobe zu einem unscharfen
Test ϕ˜ erweitern. ϕ˜(X˜1, .., X˜n) ist eine zufa¨llige Fuzzymenge mit positiven Zugeho¨rigkeits-
werten ho¨chstens in den Punkten 0 und 1. Dabei ist µϕ˜(0) der Grad der Annahme und µϕ˜(1)
der Grad der Ablehnung. Fu¨r einen nicht randomisierten parametrischen Test ko¨nnen wir
im klassischen Fall u¨ber die Teststatistik, u¨ber ein zum Test geho¨riges Konfidenzintervall
und u¨ber den P-Wert zu ein und der selben Testfunktion gelangen. Erweitern wir aufgrund
der unscharfen Stichprobe die Teststatistik, das Konfidenzintervall und dessen Komplement
und den P-Wert jeweils mit der gleichen t-Norm, so gelangen wir in allen drei Fa¨llen zur
gleichen unscharfen Testfunktion (vgl. Satz 4.21). Um eine scharfe Entscheidung zu treffen,
mu¨ssen wir die unscharfe Testfunktion geeignet defuzzifizieren. Im Abschluss des Kapitels
betrachten wir Ergebnisse von Kruse und Meyer und von Grzegorzewski und Hryniewicz aus
der Sicht des Erweiterungsprinzips. Wir zeigen (vgl. Satz 4.27), dass Kruse und Meyer [37]
bei ihrer Bestimmung eines Testes fu¨r die unscharfe Wahrnehmung des scharfen Parameters
gerade die Erweiterung mit Minimum-t-Norm des zum Test geho¨rigen Konfidenzinterval-
les durchfu¨hren. Grzegorzewski fu¨hrt ausgehend von den Ergebnissen von Kruse und Meyer
Tests zum Niveau α (vgl. Def. 4.31) fu¨r den unbekannten scharfen Parameter ein. An das da-
bei erzielte Ergebnis (vgl. Proposition 4.32) haben wir noch eine offene Anfrage (vgl. Punkt
4 in den Bemerkungen 4.36).
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Im 5. Kapitel betrachten wir Tests fu¨r unscharfe Hypothesen. Als erstes nehmen wir
die Ideen von Arnold [2] zur Grundlage einer verallgemeinerten Definition der maximalen
Wahrscheinlichkeit des Fehlers 1.Art und des Fehlers 2.Art (vgl. Def 5.2). Unsere Definition
5.2 stimmt fu¨r spezielle Hypothesen mit der von Arnold (Def. 5.3) u¨berein. Als wichtigstes
Ergebnis des Kapitels 5.1 zeigt der Satz 5.11, wann fu¨r einseitige unscharfe Hypothesen opti-
male Tests bezu¨glich der maximalen Fehler 1. Art und 2. Art nach Arnold bestimmt werden
ko¨nnen. Im Beispiel 5.14 fu¨hren wir eine konkrete Bestimmung eines solchen Testes vor.
Fu¨r unsere Definitionen der maximalen Fehler 1. Art und 2.Art haben wir im Allgemeinen
noch keine optimalen Tests bestimmt. Im Beispiel 5.18 bestimmen wir analog zu Beispiel
5.14 Tests, deren maximaler Fehler 1.Art kleiner als α ist. Diese Tests sind dabei aber keine
optimalen Tests. Die Gu¨tefuntion der Tests fu¨r scharfe Hypothesen bildet immer die wichtig-
ste Grundlage bei der Bestimmung der Tests fu¨r die unscharfen Hypothesen. Damit haben
wir in allen Fa¨llen in den Kapiteln 3 und 4, in welchen wir die Gu¨tefunktion (zumindest
asymptotisch) bestimmt haben, den wichtigsten Ausgangspunkt zur Bestimmung von Tests,
deren maximaler Fehler 1.Art beim Testen unscharfer Hypothesen kleiner ist als α, geschaf-
fen. Als zweites fu¨hren wir, angeregt von den Betrachtungen von Ro¨mer und Kandel [46],
eine Definition des unscharfen Niveau α˜ (vgl. Def. 5.21) und der unscharfen (maximalen
Wahrscheinlichkeiten der) Fehler 1.Art und Fehler 2.Art (vgl. Def. 5.22) ein. Wir zeigen im
Kapitel 5.2, dass diese unscharfen Verallgemeinerungen im Falle scharfer Hypothesen gerade
die klassischen Definitionen ergeben. In diesem Abschnitt steht der Satz 5.24 im Mittelpunkt.
Er zeigt auf, unter welchen Voraussetzungen beim Testen einseitiger unscharfer Hypothesen
ein Test zum unscharfen Niveau α˜ so bestimmt werden kann, dass der maximale unscharfe
Fehler 2. Art minimal ist unter allen Tests zum unscharfen Niveau α˜. Die konkrete Bestim-
mung eines solchen Testes fu¨hren wir an einem Beispiel (vgl. Bsp. 5.26) vor. Auch hier ist
zu sagen, dass fu¨r alle Tests aus den Kapiteln 3 und 4, fu¨r welche wir die Gu¨tefunktion be-
stimmt haben, die wichtigste Grundlage zur Bestimmung von Tests zum unscharfen Niveau
α˜ zum Testen unscharfer Hypothesen gelegt ist.
Als Abschluss dieser Arbeit geben wir die Punkte an, welche aus unserer Sicht einer
weiteren Untersuchung wert sind.
Kapitel 1
Fuzzy-Variable
1.1 Fuzzymengen
Eine
”
gewo¨hnliche“ Menge A ⊆ X als Teilmenge des Grundbereiches X ist charakterisiert
durch ihre Indikatorfunktion:
IA : X→ {0, 1}.
Dabei gilt:
∀a ∈ X : a ∈ A ⇐⇒ IA(a) = 1.
Ist die Indikatorfunktion einer Menge bekannt, so steht fu¨r jedes Element des Grundberei-
ches fest, ob es zu dieser Menge geho¨rt oder nicht. Eine Verallgemeinerung des Begriffes
der Zugeho¨rigkeit eines Elementes fu¨hrt uns zu verallgemeinerten Mengen, den Fuzzymen-
gen bzw. unscharfen Mengen. Die Theorie der Fuzzymengen wurde von Lofti Zadeh [66]
eingefu¨hrt. Ein Element a ∈ X des Grundbereiches kann dabei mit einem gewissen Grad
(welcher zwischen 0 und 1 liegt) zur Fuzzymenge geho¨ren. Eine Fuzzymenge ist wie folgt
definiert:
Definition 1.1 Eine Fuzzymenge (unscharfe Menge) A˜ u¨ber dem Grundbereich X wird cha-
rakterisiert durch ihre Zugeho¨rigkeitsfunktion
µA˜ : X→ [0, 1]. (1.1)
Dabei heißt µA˜(a) ∈ [0, 1] der Grad der Zugeho¨rigkeit von a ∈ X zur Fuzzymenge A˜.
Gewo¨hnliche Mengen (d.h. ∀a ∈ X : µA˜(a) ∈ {0, 1}) sind also spezielle Fuzzymengen und
werden zur Unterscheidung auch als scharfe Mengen bezeichnet.
Betrachten wir alle Elemente des Grundbereiches, deren Zugeho¨rigkeit zur Fuzzymenge A˜
mindesten gleich α ∈ [0, 1] ist, so erhalten wir die folgenden scharfen Mengen.
Definition 1.2 Fu¨r α ∈ [0, 1] sind die α-Schnitte von A˜ gegeben durch:
A˜α :=
{
x ∈ X : µA˜(x) ≥ α
}
. (1.2)
Wir beschra¨nken uns im Weiteren auf den Grundbereich X = Rd. Betrachten wir Fuzzy-
Zahlen, dann ist d = 1.
10
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Die α-Schnitte einer Fuzzymenge u¨ber Rd besitzen die folgenden Eigenschaften:
1. A˜0 = Rd;
2. α ≤ β ⇒ A˜α ⊇ A˜β;
3. A˜α =
⋂
β<α A˜β.
Diese Eigenschaften sind auch hinreichende Eigenschaften fu¨r die α-Schnitte (vgl. [43]). D.h.,
fu¨r eine Familie {Mα : α ∈ [0, 1]} von nicht-leeren Mengen mit 1. M0 = Rd, 2. α ≤ β ⇒
Mα ⊇ Mβ und 3. Mα =
⋂
β<αMβ existiert genau eine Fuzzymenge A˜, so dass ∀α ∈ [0, 1] :
A˜α =Mα gilt. Umgekehrt ist eine Fuzzymenge A˜ ∈ F(Rd) eindeutig aus ihren α−Schnitten
bzw. rationalen α-Schnitten bestimmbar (vgl. z.B. [40] Theorem 5.1.3):
µA˜(x) = sup
{
α ∈ [0, 1] : x ∈ A˜α
}
= sup
{
α ∈ Q ∩ [0, 1] : x ∈ A˜α
}
.
Zur mathematischen Handhabung von Fuzzymengen schra¨nken wir meistens die Klasse aller
Fuzzymengen u¨ber Rd geeignet ein. Fu¨r praktische Anwendungen erweisen sich diese Ein-
schra¨nkungen wenig restriktiv. Alle im Rahmen dieser Arbeit behandelten Probleme ko¨nnen
ausreichend gut modelliert werden. Die notwendigen Definitionen sind im Folgenden ange-
geben.
Definition 1.3 Der Tra¨ger von A˜ ist
A˜0+ := cl
{
x ∈ Rd : µA˜(x) > 0
}
. (1.3)
A˜ heißt konvex ⇐⇒ ∀x1 ∈ Rd,∀x2 ∈ Rd und ∀λ ∈ [0, 1] :
µA˜(λx1 + (1− λ)x2) ≥ min
{
µA˜(x1), µA˜(x2)
}
.
Eine Fuzzymenge heißt normal ⇐⇒ {x ∈ Rd : µA˜(x) = 1} 6= ∅.
Bemerkungen 1.4
1. Mit cl
{
x ∈ Rd : µA˜(x) > 0
}
ist der Abschluss von
{
x ∈ Rd : µA˜(x) > 0
}
bezeichnet.
2. Eine Fuzzymenge A˜ ist konvex⇐⇒ ∀α ∈ [0, 1] sind die α-Schnitte A˜α konvexe Mengen.
Wir bezeichnen mit F(Rd) die Gesamtheit aller Fuzzymengen u¨ber Rd. Einschra¨nkungen auf
Teilfamilien kennzeichnen wir durch die Indizes
b − beschra¨nkter Tra¨ger,
c − nicht-leere konvexe α-Schnitte,
k − nicht-leere kompakte α-Schnitte,
n − normale Fuzzymenge.
So ist zum Beispiel Fnbc (Rd) die Familie der konvexen, normalen Fuzzymengen auf Rd mit
beschra¨nktem Tra¨ger.
KAPITEL 1. FUZZY-VARIABLE 12
LR-Fuzzy-Intervalle und das Erweiterungsprinzip
Zur einfacheren Handhabung von Fuzzymengen im R1 betrachten wir spezielle Familien, bei
welchen die Zugeho¨rigkeitsfunktion durch Funktionen und Parameter stu¨ckweise angegeben
wird.
Definition 1.5 Seien L,R : [0, 1]→ [0, 1] stetig von links und nicht wachsende Funktionen
mit L(0) = R(0) = 1, L(1) = R(1) = 0, ml ≤ mr und l, r > 0. Ein LR-Fuzzy-Intervall ist
durch die folgende Zugeho¨rigkeitsfunktion gegeben
µA˜(x) =

L(ml−x
l
) : x < ml
1 : ml ≤ x ≤ mr
R(x−mr
r
) : mr < x
und wird mit A˜ = 〈ml,mr, l, r〉LR bezeichnet. Dabei heißen L und R die linke und die rechte
Formfunktion, ml und mr der linke und der rechte Intervallpunkt und l und r, die linke und
die rechte Spreizung. Falls ml = mr = m, so sprechen wir von einer LR-Fuzzy-Zahl (A˜ =
〈m, l, r〉LR). Das LR-Fuzzy-Intervall heißt trapezfo¨rmig, falls L(x) = R(x) = max {0, 1− x}
(A˜ = 〈ml,mr, l, r〉/ \). Eine LR-Fuzzy-Zahl mit L(x) = R(x) = max {0, 1− x} heißtDreiecks-
Fuzzy-Zahl (A˜ = 〈m, l, r〉4).
Mit L−1(α) := sup {x ∈ R : L(x) ≥ α} und R−1(α) := sup {x ∈ R : R(x) ≥ α} ko¨nnen wir
fu¨r α ∈ (0, 1] die α-Schnitte und den Tra¨ger von A˜ = 〈ml,mr, l, r〉LR angeben:
A˜α =
[
ml − lL−1(α),mr + rR−1(α)
]
und A˜0+ = [ml − l,mr + r] .
Die gewo¨hnlichen arithmetischen Operationen werden durch das Erweiterungsprinzip als
Operationen zwischen Fuzzymengen bzw. Fuzzyzahlen definiert.
Definition 1.6 Eine Funktion f : (Rd)n → Rl wird zu einer Funktion
f˜ : (F (Rd))n → F(Rl)
(A˜1, .., A˜n) 7→ B˜ mit
µB˜(y) := sup
x1,..,xn∈Rd, y=f(x1,..,xn)
min
{
µA˜1(x1), ..., µA˜n(xn)
} ∀y ∈ Rl (1.4)
erweitert. Dieses Vorgehen heißt Erweiterungsprinzip und wurde von Zadeh in [66] eingefu¨hrt.
Damit ko¨nnen wir die Addition zweier Fuzzyzahlen und die Multiplikation mit einem Skalar
λ angeben. Fu¨r A˜, B˜ ∈ F(Rd) und λ ∈ R gilt:
µA˜⊕B˜(x) = sup
x=x1+x2
min
{
µA˜(x1), µB˜(x2)
}
x ∈ Rd.
µλ¯A˜(x) = sup
x=λx1
µA˜(x1) x ∈ Rd.
Diese Erweiterungen ko¨nnen auch α-schnittweise berechnet werden. Dazu definieren wir fu¨r
die Teilmengen A,B ⊆ Rd und λ ∈ R durch
A+B := {x+ y : x ∈ A, y ∈ B} und (1.5)
λA := {λx : x ∈ A} (1.6)
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die Minkowski-Addition und die Minkowski-Skalarmultiplikation mit λ. Ersetzen wir in der
Formel (1.4) das min durch eine beliebige t-Norm, so erhalten wir die allgemeine Formel
des Erweiterungsprinzips. Aber nur fu¨r die Erweiterung mit der Minimum-t-Norm ist eine
α-schnittweise Rechnung mo¨glich, d.h. fu¨r A˜, B˜ ∈ Fk(Rd) gilt:
(A˜⊕ B˜)α = A˜α + B˜α ∀α ∈ [0, 1].
Die Erweiterung der Multiplikation mit einem Skalar λ ist unabha¨ngig von der gewa¨hlten
t-Norm und kann immer α-schnittweise durchgefu¨hrt werden. D.h., fu¨r A˜ ∈ Fk(Rd) gilt:
(λ¯ A˜)α = λA˜α ∀α ∈ [0, 1].
Eine α-schnittweise Rechnung ergibt z.B. fu¨r LR-Fuzzyintervalle:
〈ml1 ,mr1 , l1, r1〉LR ⊕ 〈ml2 ,mr2 , l2, r2〉LR = 〈ml1 +ml2 ,mr1 +mr2 , l1 + l2, r1 + r2〉LR ,
λ¯ 〈ml,mr, l, r〉LR =

〈λml, λmr, λl, λr〉LR : λ > 0
〈λmr, λml,−λr,−λl〉RL : λ < 0
{0} : λ = 0.
Fu¨r A˜ ∈ F(Rd) gilt:
A˜⊕ {0} = {0} ⊕ A˜ = A˜.
D.h., das neutrale Element bezu¨glich der Addition ist {0} mit Zugeho¨rigkeitsfunktion I{0}.
Dabei ist 0 ∈ Rd. Wir schreiben fu¨r a ∈ Rd manchmal abku¨rzend a anstelle von {a}. Im
allgemeinen gibt es fu¨r ein A˜ ∈ F(Rd) kein X˜ ∈ F(Rd), so dass
A˜⊕ X˜ = {0} gilt.
Es besitzen also nicht alle A˜ ∈ F(Rd) ein inverses Element bezu¨glich der Addition. Damit
ist (F(Rd),⊕) keine Gruppe. Wir ko¨nnen also bei gegebenen A˜, B˜ ∈ F(Rd) fu¨r Gleichung
A˜⊕ X˜ = B˜ (1.7)
nicht immer eine Lo¨sung in X˜ ∈ F(Rd) angeben.
Definition 1.7 Fu¨r zwei Fuzzymengen A˜, B˜ ∈ F(Rn) heißt die Lo¨sung der Gleichung (1.7)
die Hukuhara Differenz [28]
B˜ −H A˜ = X˜.
Im Falle der Existenz kann die Hukuhara Differenz α-schnittweise wie folgt angegeben wer-
den:
(B˜ −H A˜)α =
{
a ∈ Rd : A˜α + {a} ⊆ Bα
}
α ∈ [0, 1].
Fu¨r zwei LR-Fuzzy-Intervalle A˜ =
〈
ml
A˜
,mr
A˜
, lA˜, rA˜
〉
LR
, B˜ =
〈
ml
B˜
,mr
B˜
, lB˜, rB˜
〉
LR
existiert
die Hukuhara Differenz ⇐⇒ lB˜ ≥ lA˜, rB˜ ≥ rA˜ und mlB˜ −mlA˜ ≤ mrB˜ −mrA˜ und lautet
B˜ −H A˜ =
〈
ml
B˜
−ml
A˜
,mr
B˜
−mr
A˜
, lB˜ − lA˜, rB˜ − rA˜
〉
LR
.
Die Hukuhara Differenz ist von der Differenz, welche wir durch das Erweiterungsprinzip
erhalten, im allgemeinen verschieden. So gilt zum Beispiel:
〈m, l, l〉LL −H 〈m, l, l〉LL = {0} aber
〈m, l, l〉LL ⊕ (−1¯ 〈m, l, l〉LL) = 〈0, 2l, 2l〉LL .
Wir betrachten im folgenden Abschnitt zufa¨llige Fuzzymengen, d.h. Fuzzy-Zufallsvariable.
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1.2 Fuzzy-Zufallsvariable
Wie im vorherigen Abschnitt gesehen, lassen sich Fuzzymengen durch ihre α-Schnitte eindeu-
tig charakterisieren. Auch die Erweiterung der Addition und der Multiplikation mit einem
Skalar kann α-schnittweise durchgefu¨hrt werden. Das sind zwei wesentliche Gru¨nde, die eine
Definition von Fuzzy-Zufallsvariablen u¨ber die α-Schnitte als zufa¨llige Mengen (vgl. Puri
und Ralescu [45]) sinnvoll und gut berechenbar machen.
Bei unseren Untersuchungen beschra¨nken wir uns auf Fuzzy-Mengen auf Rd. Die α-Schnitte
dieser Mengen sind also Teilmengen von Rd. In [40] wird von einem allgemeinen Banach-
raum (X, ||.||X) ausgegangen. Wie werden uns hier auf den speziellen Banachraum (Rd, ||.||)
beschra¨nken. Dabei ist ||.|| die Euklidische-Norm im Rd.
Die Stu¨tzfunktion einer Menge und davon abgeleitete Metriken
Definition 1.8 Fu¨r alle A ∈ K(Rd) (nicht leere kompakte Teilmengen von Rd) ist durch
sA : Rd → R
x 7→ sup
a∈A
〈x, a〉 (1.8)
die Stu¨tzfunktion von A definiert.
Dabei ist 〈., .〉 das Skalarprodukt im Rd. Stu¨tzfunktionen sind eindeutig assoziiert mit nicht-
leeren konvexen, kompakten Teilmengen in dem Sinne, dass zwei verschiedene konvexe kom-
pakte Teilmengen verschiedene Stu¨tzfunktionen induzieren. Sei
Sd−1 :=
{
u ∈ Rd : ||u|| = 1}
die Einheitsspha¨re im Rd. Der folgende Satz (vgl. Theorem 1.1.9 und Corollary 1.1.10 in
[40]) zeigt auf, wie fu¨r kompakte, konvexe Mengen ausgehend von den Stu¨tzfunktionen die
Hausdorff-Metrik dH berechnet werden kann.
Satz 1.9 Fu¨r alle A,B ∈ Kc(Rd) gilt:
sup
a∈A
d(a,B) = sup
a∈A
inf
b∈B
d(a, b)
= sup
x∈Sd−1
(sA(x)− sB(x))
=⇒ dH(A,B) = max
{
sup
a∈A
d(a,B); sup
b∈B
d(b, A)
}
= sup
x∈Sd−1
|sA(x)− sB(x)| .
Dieser Zusammenhang ist ein Spezialfall (p = ∞) der folgenden Metriken in Kc(Rd) (vgl.
z.B. Kra¨tschmer [33] Satz und Definition 3.3.6).
Definition 1.10
Sei ν das auf Sd−1 normierte Lebesgue-Borel-Mass und p ∈ [1,∞]. Dann ist durch
ρp(A,B) :=
(∫
Sd−1
|sA(u)− sB(u)|p ν(du)
) 1
p
eine Metrik auf Kc(Rd) definiert.
Betrachten wir als na¨chstes die Definition einer zufa¨lligen Menge.
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Mengenwertige Zufallsvariable
Sei (Ω,A) ein Messraum und X ein metrischer Raum. Eine Abbildung
M : Ω −→ P(X)
heißt mengenwertige Abbildung .
Sei D(M) = {ω ∈ Ω : M(ω) 6= ∅} der Definitionsbereich vonM,
die Menge G(M) := {(ω, x) ∈ Ω× X : x ∈M(ω)} heißt Graph von M
und M−1(X) := {ω ∈ Ω : M(ω) ∩X 6= ∅} , X ⊆ X die inverse Abbildung von M.
Der folgende Satz (Theorem 1.0 aus [26]) betrachtet verschiedene Zuga¨nge der Messbarkeit
einer mengenwertigen Abbildung und stellt Zusammenha¨nge dar.
Satz 1.11 Sei (Ω,A) ein Messraum, X ein separabler metrischer Raum undM : Ω→ K(X)
eine mengenwertige Abbildung. Betrachten wir die folgenden Bedingungen.
(i) Fu¨r alle Borelmengen B ⊆ X gilt: M−1(B) ∈ A.
(ii) Fu¨r alle abgeschlossenen Mengen C ⊆ X gilt: M−1(C) ∈ A.
(iii) Fu¨r alle offenen Mengen O ⊆ X gilt: M−1(O) ∈ A.
(iv) ω 7→ d(x,M(ω)) ist eine messbare Funktion ∀x ∈ X.
(v) D(M) ∈ A, und es gibt eine Folge {fn} von messbaren Funktionen fn : D(M) → X,
so dass M(ω) = cl{fn(ω)} fu¨r alle ω ∈ D(M).
(vi) G(M) ist A× BX messbar, wobei BX die Borel-σ-Algebra von X ist.
Dann gilt:
1. (i)⇒ (ii)⇒ (iii)⇔ (iv)⇒ (vi),
2. falls X vollsta¨ndig ist, dann (iii)⇔ (v),
3. falls X vollsta¨ndig ist und A vollsta¨ndig bezu¨glich eines σ−endlichen Masses ist, dann
sind die Bedingungen (i)− (vi) alle a¨quivalent.
Definition 1.12 Es sei (Ω,A, P ) ein Wahrscheinlichkeitsraum. Eine mengenwertige Abbil-
dung
M : Ω −→ K(Rd)
heißt mengenwertige Zufallsvariable oder zufa¨llige Menge falls sie mit X = Rd und fu¨r alle
Borelmengen B ∈ BτdH die Bedingung (i) von Satz 1.11 erfu¨llt. Dabei sind τdH die von dH
induzierte Topologie und BτdH die von dieser Topologie erzeugte σ-Algebra.
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Unmittelbar aus der Eigenschaft (v) in Theorem 1.11 folgern Li, Ogura und Kreinovich in
[40] (Corollary 1.2.8).
Satz 1.13 Sei (Ω,A) eine Messraum, M1,M2 und M mengenwertige Zufallsvariable und ξ
eine reelle ZV. Dann gilt:
1. die Abbildungen
ω 7→ dH(M1(ω),M2(ω)),
ω 7→ d(x,M(ω)) x ∈ Rd und
ω 7→ sM(ω)(x) x ∈ Rd sind messbar,
2. M1 +M2 und ξM sind mengenwertige Zufallsvariable.
Ausgehend von den Definitionen fu¨r zufa¨llige Mengen kommen wir jetzt zu (zufa¨lligen)
Fuzzymengen.
Die Stu¨tzfunktion einer Fuzzymenge
Die Tatsache, dass nichtleere konvexe kompakte Teilmengen von Rd eindeutig durch ihre
Stu¨tzfunktionen beschrieben werden ko¨nnen, gibt Anlass ein a¨hnliches Konzept fu¨r Fuzzy-
mengen zu formulieren.
Definition 1.14 Fu¨r eine Fuzzymenge A˜ ∈ F bck(Rd) und (x, α) ∈ Sd−1 × [0, 1] ist die Stu¨tz-
funktion wie folgt definiert:
sA˜ : S
d−1 × [0, 1] → R
(x, α) 7→
{
sA˜α(x) falls α > 0
sA˜0+(x) falls α = 0.
(1.9)
Neben den im folgenden Lemma angegebenen Eigenschaften sind weitere in [40] S.191/192
und [33] Satz 3.5.4 und Satz 3.5.6 zu finden.
Lemma 1.15
(a) Seien A˜, B˜ ∈ Fnbck (Rd), dann ist sA˜⊕B˜ = sA˜ + sB˜.
(b) Sei A˜ ∈ Fnbck (Rd), dann ist sλ¯A˜ =
{
λsA˜ : λ ≥ 0
−λs(−1)¯A˜ : λ < 0.
Beispiel 1.16 Die Stu¨tzfunktion eines LR-Fuzzy-Intervalls A = 〈ml,mr, l, r〉LR ist mit S0 =
{−1, 1} gegeben durch:
sA˜(x, α) =
{
−ml + lL(−1)(α) : x = −1
mr + rR
(−1)(α) : x = 1.
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Ra¨ume von Fuzzymengen
Im Folgenden betrachten wir Ra¨ume von Fuzzymengen versehen mit verschiedenen Metriken.
Ein Raum zusammen mit der Borelschen σ-Algebra bezu¨glich einer dieser Metriken ist dann
ein Messraum. Damit besteht die Mo¨glichkeit Fuzzy-Zufallsvariable analog zu klassischen
Zufallsvariable zu definieren.
Mit dH und ρp sind Metriken fu¨r die α-Schnitte einer Fuzzymenge gegeben. Davon ausgehend
ko¨nnen Metriken fu¨r Fuzzymengen definiert werden.
Definition 1.17
1. Sei p ∈ [1,∞) und A˜, B˜ ∈ Fnbc (Rd). Dann sind durch dp und d∞ mit
dp(A˜, B˜) :=
(∫ 1
0
(dH(A˜α, B˜α))
pdα
) 1
p
=
(∫ 1
0
(
sup
x∈Sd−1
|sA˜(x, α)− sB˜(x, α)|
)p
dα
) 1
p
d∞(A˜, B˜) := sup
α∈[0,1]
dH(A˜α, B˜α)
= sup
α∈[0,1]
sup
x∈Sd−1
|sA˜(x, α)− sB˜(x, α)|
Metriken in Fnbc (Rd) definiert.
2. Sei p ∈ [1,∞) und A˜, B˜ ∈ Fnbck (Rd). Dann sind durch δp mit
δp(A˜, B˜) :=
(∫ 1
0
(ρp(A˜α, B˜α))
pdα
) 1
p
=
(∫ 1
0
∫
Sd−1
(
sA˜(x, α)− sB˜(x, α)
)p
ν(dx)dα
) 1
p
Metriken in Fnbck (Rd) definiert.
Alle diese Metriken sind z.B. im Kra¨tschmer [33] als Satz und Definition unter den Nummern
3.4.4, 3.4.2 und 3.6.8 zu finden. Fu¨r d∞ sei auch auf Puri und Ralescu [45] und fu¨r δp auf
Diamond und Kloeden [13] verwissen.
Die folgenden Betrachtungen stammen von Kra¨tschmer ([33] und [34]), welcher eine eigene
Definition fu¨r Fuzzy-Zufallsvariable eingefu¨hrt hat und desweiteren bewiesen, unter welchen
Voraussetzungen unterschiedliche Definitionen a¨quivalent sind (vgl. Satz 1.20).
Verschiedene Definitionen von Fuzzy-Zufallsvariablen (FZV)
Wie im (1.3) gezeigt, ist jede Fuzzymenge A˜ eindeutig bestimmt durch ihre positiven ratio-
nalen α-Schnitte. Ordnen wir also A˜ die Menge aller rationalen α-Schnitte zu, so ist diese
Abbildung injektiv.
pi : Fk(Rd) → (K(Rd))(0,1]∩Q
A˜ 7→ (A˜α)α
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Der Raum (K(Rd))(0,1]∩Q mit der Produkttopologie τpdH bezu¨glich τdH ist ein Polnischer
Raum. Diese Topologie kann durch pi wie folgt auf Fk(Rd) u¨bertragen werden.
Definition 1.18 Wir definieren durch
τFk :=
{
pi−1(G) : G ∈ τpdH
}
eine Topologie auf Fk(Rd) und nennen diese Produkttopologie.
Kra¨tschmer [34] zeigt, dass (Fk(Rd), τFk) ein separabler metrisierbarer topologischer Raum
ist. In den folgenden Definitionen wird fu¨r einen topologischen Raum (S, τ) mit Bτ (S) die
Borelsche σ-Algebra bezeichnet, die durch die Topologie τ erzeugt wird.
Definition 1.19 [Fuzzy-Zufallsvariable (FZV)]
Sei (Ω,A, P ) ein Wahrscheinlichkeitsraum.
Die Abbildung
Y˜ : Ω→ Fk(Rd)
1. heißt Kra¨tschmer-Fuzzy-Zufallsvariable (Kra¨tschmer [34]), falls sie A − BτFk (Fk(Rd)-
messbar ist,
2. heißt Puri und Ralescu-Fuzzy-Zufallsvariable (Puri und Ralescu [45]), falls die α−Schnitte
Y˜α : Ω → K(Rd)
ω 7−→ (Y˜ (ω))α α ∈ (0, 1]
zufa¨llige kompakte Mengen bezu¨glich A und BτdH (K(Rd)) sind,
3. heißt Kwakernaak-Fuzzy-Zufallsvariable (Kwakernaak [38]), falls n = 1 und die Rand-
linienfunktionen
lY˜α : Ω→ R, ω 7−→ min(Y˜ (ω))α
rY˜α : Ω→ R, ω 7−→ max(Y˜ (ω))α
A− B(R)−messbar sind fu¨r alle α ∈ (0, 1],
4. heißt Fuzzy-Zufallsvariable bezu¨glich dp (bzw. d∞), falls sie A− Bτdp (bzw. A− Bτd∞ )
messbar ist.
5. Eine A− Bτδp messbare Abbildung
Y˜ : Ω→ F bck(Rd)
heißt Fuzzy-Zufallsvariable bezu¨glich δp.
Im folgenden Satz aus Kra¨tschmer [34] wird aufgezeigt, unter welchen Voraussetzungen die
unterschiedlichen Definitionen einander implizieren bzw. a¨quivalent sind.
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Satz 1.20
1. Eine Abbildung Y˜ : Ω→ Fk(Rd)
ist eine Kra¨tschmer-Fuzzy-Zufallsvariable ⇐⇒ Y˜ ist eine Puri und Ralescu-Fuzzy-
Zufallsvariable.
2. Eine Abbildung Y˜ : Ω→ Fck(R)
ist eine Kwakernaak-Fuzzy-Zufallsvariable =⇒ Y˜ ist eine Kra¨tschmer-Fuzzy-Zufallsvariable.
3. Fu¨r die Abbildung Y˜ : Ω→ F bck(Rd)
sind folgende Aussagen a¨quivalent:
(a) Y˜ ist eine Kra¨tschmer-Fuzzy-Zufallsvariable.
(b) Y˜ ist eine Puri and Ralescu-Fuzzy-Zufallsvariable.
(c) Y˜ ist eine Fuzzyzufallsvariable bezu¨glich dp fu¨r 1 ≤ p <∞.
(d) Y˜ ist eine Fuzzyzufallsvariable bezu¨glich δp fu¨r 1 ≤ p <∞.
ImWeiteren meinen wir, wenn wir von Fuzzy-Zufallsvariablen (auch unscharfe Zufallsvariable
genannt) sprechen, eine Fuzzy-Zufallsvariable bezu¨glich δ2 mit Werten in Fnbck (Rd). X˜ ist
also eine (A,Bτδ2 )-messbare Funktion. Laut Satz 1.20 ist diese Definition a¨quivalent zu den
anderen Definitionen. Zwei Zufallsvariable X˜1 und X˜2 heißen unabha¨ngig, falls
∀B1, B2 ∈ Bτδ2 : P (X˜1 ∈ B1, X˜2 ∈ B2) = P (X˜1 ∈ B1)P (X˜2 ∈ B2)
und identisch verteilt, falls
∀B ∈ Bτδ2 : P (X˜1 ∈ B) = P (X˜2 ∈ B).
Ausgehend von der folgenden Klasse von Fuzzy-Zufallsvariablen betrachten wir als Teilklas-
sen einfache, endliche und LR-Fuzzy-Zufallsvariable. Diese 3 Teilklassen stehen im Kapitel
3 im Mittelpunkt der Betrachtungen. Es seien (Ω,A, P ) eine Wahrscheinlichkeitsraum, Xi
reelle Zufallsvariable und A˜i ∈ Fnbck (Rd), dann ist
X˜(ω) =
n∑
i=1
Xi(ω)¯ A˜i (1.10)
eine Fuzzy-Zufallsvariable. Dabei steht das Summenzeichen Σ auch als Abku¨rzung einer
Summe von Fuzzy-Variablen, d.h., es ist
n∑
i=1
Xi(ω)¯ A˜i = X1(ω)¯ A˜1 ⊕ ..⊕Xn(ω)¯ A˜n.
Beispiele 1.21
1. Ist in (1.10) n=2 mit X1 = X, A˜1 = {1} und X2 = 1, A˜2 = A˜, dann heißt
X˜ := X ⊕ A˜ einfache Fuzzy-Zufallsvariable.
[Hier steht X ⊕ A˜ abku¨rzend fu¨r {X} ⊕ A˜. Auch im Weiteren werden wir oft Zahlen als
spezielle Fuzzy-Zahlen bzw. Fuzzy-Mengen ohne den Klammern {} schreiben.]
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2. Ist in (1.10) n = r und Xi(ω) = I{X(ω)=xi}(ω), wobei X eine diskrete endliche Zufallsva-
riable mit pi := P (X = xi) > 0 und
r∑
i=1
pi = 1 ist. Dann heißt X˜ mit
X˜(ω) =
r∑
i=1
I{X(ω)=xi}(ω)¯ A˜i endliche Fuzzy-Zufallsvariable.
3. Ist in (1.10) n=3 mit X1(ω) = Xm(ω), A˜1 = 〈1, 0, 0〉LR, X2(ω) = Xl(ω) ≥ 0, A˜2 =
〈0, 1, 0〉LR und X3(ω) = Xr(ω) ≥ 0, A˜3 = 〈0, 0, 1〉LR, dann heißt X˜ mit
X˜(ω) = (Xm(ω)¯ 〈1, 0, 0〉LR)⊕ (Xl(ω)¯ 〈0, 1, 0〉LR)⊕ (Xr(ω)¯ 〈1, 0, 0〉LR)
= 〈Xm(ω), Xl(ω), Xr(ω)〉LR LR-Fuzzy-Zufallsvariable.
Bevor wir den Erwartungswert und die Varianz einer Fuzzy-Zufallsvariable betrachten, geben
wir an, wie Fnbck (Rd) isometrisch isomorph eingebettet werden kann als ein positiver Kegel in
Lp(Sd−1 × [0, 1]) (vgl. [33] 3.6.14).
Satz und Definition 1.22 Sei zu p ≥ 1 Lp(Sd−1 × [0, 1]) der Lp-Raum auf Sd−1 × [0, 1],
versehen mit der Lp-Norm ||.||p. Dann wird durch
jp(A˜) := sA˜|Sd−1 × [0, 1] (1.11)
eine Abbildung jp : Fnbck (Rd)→ Lp(Sd−1 × [0, 1]) definiert mit
1. jp ist injektiv,
2. ||jp(A˜)− jp(B˜)||p = δp(A˜, B˜),
fu¨r A˜, B˜ ∈ Fnbck (Rd).Wir nennen jp die Standard-Einbettung von Fnbck (Rd) in Lp(Sd−1× [0, 1]).
Dabei ist sA˜|Sd−1 × [0, 1] die Einschra¨nkung von sA˜ auf Sd−1 × [0, 1]. Aufgrund dieser Ein-
bettung gilt bzw. definieren wir:〈
A˜, B˜
〉
:=
〈
j2(A˜), j2(B˜)
〉
=
〈
sA˜, sB˜
〉
=
∫ 1
0
∫
Sd−1
sA˜(u, α)sB˜(u, α)ν(du)dα
||A˜||2 := ||j2(A˜)||2 = ||sA˜||2 =
(∫ 1
0
∫
Sd−1
sA˜(u, α)
2ν(du)dα
) 1
2
δ2(A˜, B˜) = ||j2(A˜)− j2(B˜)||2 = ||sA˜ − sB˜||2 =
(∫ 1
0
∫
Sd−1
(sA˜(u, α)− sB˜(u, α))2ν(du)dα
) 1
2
.
Dabei ist also δ2 die zur Norm ||.||2 geho¨rige kanonische Metrik in Fnbck (Rd). Fu¨r 〈., .〉 gelten
fast alle Eigenschaften eines Skalarprodukts, nur fu¨r λ < 0 gilt:〈
λ¯ A˜, B˜
〉
= −λ
〈
(−1)¯ A˜, B˜
〉 i.a.
6= λ
〈
A˜, B˜
〉
.
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Beispiel 1.23
Sind A˜ =
〈
mA˜, lA˜, rA˜
〉
LR
und B˜ =
〈
mB˜, lB˜, rB˜
〉
LR
zwei LR-Fuzzyvariable, dann ist
δ22(A˜, B˜) =
 mA˜ −mB˜lA˜ − lB˜
rA˜ − rB˜
T  1 −||AL||1 ||AR||1−||AL||1 ||AL||22 0
||AR||1 0 ||AR||22
 mA˜ −mB˜lA˜ − lB˜
rA˜ − rB˜
 mit
||AL||22 =
1
2
∫ 1
0
(L(−1)(α))2dα und ||AL||1 = 1
2
∫ 1
0
L(−1)(α)dα,
||AR||22 =
1
2
∫ 1
0
(R(−1)(α))2dα und ||AR||1 = 1
2
∫ 1
0
R(−1)(α)dα.
Fu¨r den Fall von 4-Fuzzy-Zahlen sind
||AR||22 = ||AL||22 =
1
6
und ||AR||1 = ||AL||1 = 1
4
.
Ausgehend von der obigen Einbettung ko¨nnen wir eine Fuzzy-Zufallsvariable
X˜ : Ω→ Fnkck (Rd)
als ein zufa¨lliges Element in Lp(Sd−1 × [0, 1]) auffassen. So ko¨nnen wir z.B. Gauss-Fuzzy-
Zufallsvariable wie im Folgenden angegeben definieren.
Definition 1.24 Eine Fuzzyzufallsvariable
X˜ : Ω→ Fnkck (Rd)
heißt Gauss-Fuzzy-Zufallsvariable oder auch normalverteilte Fuzzy-Zufallsvariable
⇐⇒
sX˜ ist ein Gauss’sches Zufallselement in L
p(Sd−1× [0, 1]), d.h. (sX˜(x1, α1), ..., sX˜(xn, αn)) ist
Gauss’scher (normalverteilter) Zufallsvektor ∀xi ∈ Sd−1 und ∀αi ∈ [0, 1].
Aus den Eigenschaften von sX˜ folgt:
X˜, Y˜ Gauss’sch ⇒ X˜ ⊕ Y˜ Gauss’sch.
X˜ Gauss’sch ⇒ λ¯ X˜ Gauss’sch , λ ∈ Rd.
Dass Gauss’sche Fuzzy-Zufallsvariable spezielle einfache Fuzzy-Zufallsvariable sind, zeigt die
folgende Darstellung (siehe in [35] Theorem 1). Eine Gauss’sche Fuzzy-Zufallsvariable ist wie
folgt darstellbar:
X˜ = EX˜ ⊕ {ξ},
wobei ξ ein normalverteilter Zufallsvektor mit Erwartungswert 0 ist. Wie dabei der Erwar-
tungswert EX˜ und die Varianz einer Fuzzy-Zufallsvariable definiert sind, betrachten wir im
Folgenden.
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Erwartungswert und Varianz einer FZV
Die α-Schnitte einer Fuzzy-Zufallsvariable sind nach Definition von Puri/Ralescu zufa¨llige
Mengen. Desweiteren ist eine Fuzzymenge durch ihre α-Schnitte eindeutig charakterisiert.
Damit ko¨nnen wir den Begriff des Aumann-Erwartungswertes einer zufa¨lligen Menge wie
folgt auf eine Fuzzy-Zufallsvariable u¨bertragen.
Definition 1.25 Sei (Ω,A, P ) ein Wahrscheinlichkeitsraum und M : Ω → K(Rd) eine
zufa¨llige kompakte Menge, dann heißt eine Rd-wertige Zufallsvariable m mit
∀ω ∈ Ω : m(ω) ∈M(ω)
ein messbarer Selektor von M . Ist ∫
Ω
mpdP <∞,
so wird m p-fach-integrierbar genannt. Die Menge der messbaren Selektoren sei mit SM und
die der p-fach-integrierbaren mit SpM bezeichnet.
Die zufa¨llige kompakte Menge M heißt integrierbar beschra¨nkt ,
⇐⇒
Es gibt eine integrierbare reellwertige Abbildung g : Ω→ R mit
∀ω ∈ Ω : dH(M(ω), {0}) ≤ g(ω).
Ist M eine integrierbar beschra¨nkte zufa¨llige kompakte Menge, so sind die messbaren genau
die integrierbaren Selektoren von M . Dann heißt die Menge EM∫
Ω
MdP = E(M) :=
{∫
Ω
mdP : m ∈ S1M
}
bestehend aus den Erwartungswertvektoren Em =
∫
Ω
mdP , aller integrierbaren Selektorenm
von M , der Aumann Erwartungswert (dabei ist
∫
Ω
mdP das gewo¨hnliche Bochner-Integral).
Aumann [6] fu¨hrte diese Definition als Verallgemeinerung des Integral einer gewo¨hnlichen
Funktion ein. Damit kann der Erwartungswert EX˜ einer Fuzzy-Zufallsvariable wie folgt
definiert werden.
Definition 1.26 Eine Fuzzy-Zufallsvariable
X˜ : Ω→ Fnbck (Rd)
u¨ber einen Wahrscheinlichkeitsraum (Ω,A, P ) heißt integrierbar beschra¨nkt , genau dann
wenn fu¨r α ∈ (0, 1] die α−Schnitte X˜α integrierbare beschra¨nkte zufa¨llige kompakte Men-
gen sind. Ist X˜ eine integrierbar beschra¨nkte Fuzzy-Zufallsvariable und ist weiter X˜0+ eine
integrierbar beschra¨nkte zufa¨llige kompakte Menge, dann ist EX˜ durch
(EX˜)α = EX˜α α ∈ (0, 1]
eindeutig bestimmt und heißt (Aumann) Erwartungswert von X˜. Wir nennen X˜ in diesem
Fall Aumann-integrierbar .
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Ist X˜ eine Fuzzy-Zufallsvariable, deren Erwartungswert EX˜ existiert, dann ist die Stu¨tz-
funktion von X˜ ein zufa¨lliges Element in Lp(Sd−1 × [0, 1]) und es gilt (vgl. [56] und [40])
E(sX˜(x, α)) = sE(X˜)(x, α) ∀α ∈ [0, 1] und x ∈ Rd. (1.12)
D.h., der Erwartungswert der Stu¨tzfunktion in Lp(Sd−1 × [0, 1]) ist gleich der Stu¨tzfunktion
des Erwartungswertes. Der Erwartungswert besitzt die folgenden Eigenschaften.
Satz 1.27
Ist (Ω,A, P ) eine Wahrscheinlichkeitsraum und sind
X˜, Y˜ : Ω→ Fnbck (R)
Aumann-integrierbare Fuzzy-Zufallsvariable und ist X eine reelle Zufallsvariable mit end-
lichem Erwartungswert. Ist weiter Y eine reelle Zufallsvariable mit endlichem Erwartungs-
wert und ist A˜ ∈ Fnbck (R). Dann gelten
1. ∀a, b ∈ R : E(a¯ X˜ ⊕ b¯ Y˜ ) = a¯ E(X˜)⊕ b¯ E(Y˜ ),
2. E{X} = {EX},
3. E(Y ¯ A˜) = EY ¯ A˜.
Beweis: Zu 1. und 2. vgl. z.B. in [33] die Sa¨tze 4.3.5 und 4.3.7.
3. Fu¨r alle u ∈ S0 und α ∈ [0, 1] und fu¨r alle ω mit Y (ω) ≥ 0 gilt:
sY (ω)¯A˜(u, α) = Y (ω)sA˜(u, α)
=⇒ Fu¨r Y ≥ 0 : EsY¯A˜(u, α) = E(Y sA˜(u, α))
= E(Y )sA˜(u, α)
= sE(Y )¯A˜(u, α)
(1.12)
= sE(Y¯A˜)(u, α)
=⇒ E(Y ¯ A˜) = EY ¯ A˜.
Fu¨r Y ≤ 0 zeigt man E(Y ¯ A˜) = EY ¯ A˜ analog und damit ist die Gu¨ltigkeit fu¨r alle Y
bewiesen. 2
Damit erhalten wir die Erwartungswerte fu¨r die obigen Fa¨lle von einfachen, endlichen und
LR-Fuzzy-Zufallsvariablen.
Beispiel 1.28
1. Der Erwartungswert einer einfachen Fuzzy-Zufallsvariable X˜ ist
EX˜ = E({X} ⊕ A˜) = {EX} ⊕ A˜. (1.13)
2. Der Erwartungswert einer endlichen Fuzzy-Zufallsvariable X˜ ist
EX˜ = E
(
r∑
i=1
I{X(ω)=xi} ¯ A˜i
)
=
r∑
i=1
pi ¯ A˜i. (1.14)
3. Der Erwartungswert einer LR-Zufallsvariable X˜ ist
E 〈Xm, Xl, Xr〉LR = 〈E(Xm),E(Xl),E(Xr)〉LR . (1.15)
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Der Erwartungswert einer Fuzzy-Zufallsvariable ist also im Allgemeinen eine Fuzzymenge.
Im Gegensatz dazu ist die Varianz (siehe [17] und [31]) von X˜, deren Definition wir im
Folgenden angeben, eine reelle Zahl.
Definition 1.29 Ist X˜ eine Aumann-integrierbare Fuzzy-Zufallsvariable u¨ber einen Wahr-
scheinlichkeitsraum (Ω,A, P ) und ist δ2(X˜, {0}) = ||X˜||2 2-fach integrierbar, dann heißt
VarX˜ = Eδ22(X˜,EX˜)
die (Fre´chet)-Varianz von X˜.
Bemerkung 1.30 Fre´chet [17] hat fu¨r allgemeine Zufallsvariable in metrischen Ra¨umen
eine Varianz definiert. Seien (Ω,A, P ) ein Wahrscheinlichkeitsraum und (X, d) ein metrischer
Raum mit induzierter Topologie τd und Y
Y : Ω→ X (A,Bτd)−messbar.
Ist weiter d(Y, x) 2-fach-integrierbar fu¨r alle x ∈ X und existiert ein x0 ∈ X mit
Ed(Y, x0)
2 = min
x∈X
Ed(Y, x)2,
so heißt min
x∈X
Ed(Y, x)2 die Fre´chet-Varianz von Y.
Fu¨r eine Fuzzy-Zufallsvariable X˜ und die Metrik δ2 ist also unter entsprechenden Integrier-
barkeitsbedingungen die Abbildung
Fnbck (Rd) → R
A˜ 7→ Eδ22(X˜, A˜)
zu minimieren. Ko¨erner [31] hat gezeigt, dass diese Abbildung in A˜ = EX˜ die eindeutige
Minimalstelle besitzt. Das rechtfertigt die obige Definition.
Die Varianzen fu¨r einfache, endliche und LR-Fuzzy-Zufallsvariablen sind im folgenden Bei-
spiel angegeben.
Beispiel 1.31
1. Die Varianz einer einfachen Fuzzy-Zufallsvariable X˜ ist
Var(X˜) = Var(X ⊕ A˜) = Var(X). (1.16)
2. Die Varianz einer endlichen Fuzzy-Zufallsvariable X˜ ist
Var(X˜) = Var
(
r∑
i=1
I{X(ω)=xi} ¯ A˜i
)
=
r∑
i=1
r∑
i=1
(piδij − pipj)
〈
A˜i, A˜j
〉
. (1.17)
3. Die Varianz einer LR-Fuzzy-Zufallsvariable X˜ ist
Var(X˜) = Var (〈Xm, Xl, Xr〉LR)
= Var(Xm) + ||AL||22Var(Xl) + ||AR||22Var(Xr) (1.18)
−2||AL||1Cov(Xm, Xl) + 2||AR||1Cov(Xm, Xr).
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Bemerkungen 1.32
1. Die Varianz einer Fuzzy-Zufallsvariable ist eine nichtnegative reelle Zahl. Der Erwar-
tungswert hingegen ist eine echte unscharfe Variable. Aus diesem Grund werden wir
nur Tests fu¨r den Erwartungswert betrachten, weil dort am ehesten Unterschiede zur
klassischen Testtheorie zu erwarten sind.
2. Seien X˜ und Y˜ zwei FZV, welche die Bedingungen wie in Definition 1.29 angegeben
erfu¨llen, dann ist die Kovarianz zwischen beiden wie folgt definiert:
Cov(X˜, Y˜ ) = E
〈
sX˜ − sE(X˜), sX˜ − sE(X˜)
〉
und die Korrelation zwischen X˜ und Y˜ ist gegeben durch:
Cor(X˜, Y˜ ) =
Cov(X˜, Y˜ )√
Var(X˜)Var(Y˜ )
.
Es gilt:
Cov(X˜, Y˜ ) = E
〈
X˜, Y˜
〉
−
〈
EX˜,EY˜
〉
Var(X˜) = Cov(X˜, X˜)
= E||X˜||22 − ||EX˜||22.
Weitere wichtige Eigenschaften und Rechenregeln fu¨r die Varianz, die Kovarianz und
die Korrelation von Fuzzy-Zufallsvariablen sind, neben den gerade angegebenen, z.B.
in [31] und [30] zu finden.
3. Wenn wir im Weiteren vom Erwarungswert und der Varianz einer Fuzzy-Zufallsvariable
X˜ sprechen, so setzen wir immer die Integrierbarkeitsbedingungen, welche die Existenz
und Eindeutigkeit sichern voraus, ohne sie ein jedes mal anzugeben.
4. Der Kovarianz-Operator CX˜ von X˜ ist definiert als folgender nicht-negativer linearer
Operator (vgl.[1] und [30])
f(CX˜g) := Ef(sX˜ − EsX˜)g(sX˜ − EsX˜) f, g ∈ Lp∗(Sd−1 × [0, 1]).
5. Auch der Begriff der bedingten Erwartung einer Fuzzy-Zufallsvariable kann angegeben
werden (vgl. z.B. [40],[51] und [63]). Davon ausgehend la¨sst sich dann ganz analog,
wie fu¨r scharfe Zufallsvariable, der Begriff der bedingen Varianz einer Fuzzyzufallsva-
riable definieren. Fu¨r diese lassen sich dann wichtige Eigenschaften und Rechenregeln
zeigen. So la¨sst sich z.B. die im Klassischen wichtige Zerlegung der Varianz beweisen.
D.h., auch fu¨r eine Fuzzy-Zufallsvariable gilt, die Varianz ist gleich der Summe des
Erwartungswertes der bedingten Varianz und der Varianz des bedingten Erwartungs-
wertes. Wir wollen diese Resultate in einem gesonderten Artikel vero¨ffentlichen, da im
Rahmen dieser Arbeit der bedingte Erwartungswert und die bedingte Varianz einer
Fuzzy-Zufallsvariable keine Rolle spielen werden.
Abschließend geben wir noch zwei wichtige Grenzwertsa¨tze fu¨r Fuzzy-Zufallsvariable an.
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Grenzwertsa¨tze
Betrachten wir zuerst das starke Gesetz der Großen Zahlen (vgl. [33] Hauptsatz 4.5.1 und
[30] Proposition III.25).
Satz 1.33 (Starker Gesetz der Großen Zahlen)
Es seien X˜1, X˜2, .. eine Folge unabha¨ngiger Aumann-integrierbarer Fuzzy-Zufallsvariable
u¨ber einen Wahrscheinlichkeitsraum (Ω,A, P ) und es gelte außerdem:
1. δ2(X˜n, {0}) ist fu¨r alle n ∈ N eine 2-fach-integrierbare reellwertige Abbildung auf Ω,
d.h., ||X˜n||22 <∞ und
2. ∞∑
k=1
Eδ22(X˜k,EX˜k)
k2
<∞.
Dann gilt
P
(
lim
n→∞
δ2
(
1
n
n∑
k=1
X˜k,
1
n
n∑
k=1
EX˜k
)
= 0
)
= 1.
Im Folgenden zentralen Grenzwertsatz fu¨r Fuzzy-Zufallsvariable (vgl. [30] Proposition III.33
und auch [33] Hauptsatz 4.5.2) werden wir sehen, welche große Bedeutung eine Gauss-Fuzzy-
Zufallsvariable trotz ihrer Einfachheit hat.
Satz 1.34 (Zentraler Grenzwertsatz)
Es seien X˜1, X˜2, .. eine Folge unabha¨ngiger identisch verteilter Aumann-integrierbarer Fuzzy-
Zufallsvariable u¨ber einen Wahrscheinlichkeitsraum (Ω,A, P ) mit ||X˜1||22 < ∞ und Kovari-
anzoperator C. Dann konvergiert
1√
n
n∑
k=1
(sX˜k − sEX˜k)
in δ2 zu einer Gaus’sches-Zufallselement sZ˜ in L
2(Sd−1 × [0, 1]) mit Erwartungswert 0 und
Kovarianzoperator C. Desweiteren gilt, dass mit X˜n =
1
n
n∑
i=1
X˜i die Zufallsvariable
√
nδ2(X˜n,EX˜1)
in Verteilung gegen die Zufallsvariable ||Z˜||2 konvergiert.
Bemerkung 1.35 Z˜ im Satz 1.34 ist also eine Gauss-Fuzzy-Zufallsvariable mit Erwartungs-
wert {0}
Z˜ = EZ˜ ⊕ {ξ}
= {ξ}.
Dabei ist ξ ein d-dimensionaler normalverteilter Zufallsvektor mit Erwartungswert 0.
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1.3 Ordnungsrelationen
Ordnungsrelation ≤1
Zum Testen einseitiger Hypothesen und zur Durchfu¨hrung von Vorzeichentests beno¨tigen wir
eine Ordnungsrelation auf Fnbck (R). Fu¨r diese Ordnungsrelation ≤ zwischen zwei Fuzzyvaria-
blen A˜, B˜ ∈ Fnbck (R) sollte mit A˜α =
[
A˜α, A˜α
]
und analog B˜α =
[
B˜α, B˜α
]
immer gelten (vgl.
Bild 1.1):
∀α ∈ [0, 1] : A˜α ≤ B˜α ∧ A˜α ≤ B˜α =⇒ A˜ ≤ B˜.
Nehmen wir diese Forderung als Definition einer Ordnung, so erhalten wir eine Halbordnung
(partielle Ordnung), wie z.B. in Koczy und Hirota [29] angegeben. Damit gibt es Elemente
in Fnbck (R), welche nicht miteinander vergleichbar sind (vgl. Bild 1.2). Die gleiche Ordnung
definiert Furukawa [18] u¨ber die Zugeho¨rigkeitsfunktionen µA˜ und µB˜.
Bild 1.1: A˜ ≤ B˜ ! Bild 1.2: A˜ ≤ B˜ ?
Fu¨r unsere Untersuchungen beno¨tigen wir eine totale Ordnung zwischen Fuzzyvariablen im
Fnbck (R). Natu¨rlich soll dabei gelten, dass zwei Fuzzyvariable, welche in der obigen partiellen
Ordnungsrelation stehen, auch in der totalen Ordnungsrelation stehen.
Gibt es eine Abbildung, welche den Fuzzyvariablen A˜ eine reelle Zahl zuordnet, so besteht
eine Mo¨glichkeit eine Ordnungsrelation auf Fnbck (R) zu erhalten darin, dass die Ordnungs-
relation ≤ im R auf die urspru¨nglichen Fuzzyvariablen u¨bertragen wird. Ist die Abbildung
eine Defuzzifizierung, dann ist dieses allgemeine Vorgehen natu¨rlich und naheliegend. Wir
schlagen vor, die folgende Ordnungsrelation zu verwenden.
Definition 1.36 [Ordnungsrelation-≤1]
Fu¨r A˜, B˜ ∈ Fnbck (R) definieren wir:
A˜ ≤1 B˜ ⇐⇒
∫ 1
0
∫
S0
usA˜(u, α)ν(du)dα ≤
∫ 1
0
∫
S0
usB˜(u, α)ν(du)dα.
Bemerkungen 1.37
1. Die Ordnungsrelation ≤1 ordnet die Fuzzymengen nach der Gro¨ße ihrer Steiner Punkte.
2. ≤1 ist total, d.h. ∀A˜, B˜ ∈ Fnbck (R) : A˜ ≤1 B˜ ∨ B˜ ≤1 A˜.
3. ≤1 ist reflexiv und transitiv.
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4. Mit =1 bezeichnen wir die durch ≤1 induzierte A¨quivalenzrelation:
A˜ =1 B˜ ⇐⇒ A˜ ≤1 B˜ ∧ B˜ ≤1 A˜
⇐⇒
∫ 1
0
∫
S0
usA˜(u, α)ν(du)dα =
∫ 1
0
∫
S0
usB˜(u, α)ν(du)dα.
5. Auf der Menge der Restklassen Fnbck (R)|=1 ist ≤1 antisymmetrisch, d.h.
A˜ ≤1 B˜ ∨ B˜ ≤1 A˜ =⇒ A˜ =1 B˜.
6. Analog zur Definition von ≤1 ko¨nnen wir <1 definieren:
A˜ <1 B˜ ⇐⇒
∫ 1
0
∫
S0
usA˜(u, α)ν(du)dα <
∫ 1
0
∫
S0
usB˜(u, α)ν(du)dα
⇐⇒ A˜ ≤1 B˜ ∧ A˜ 6=1 B˜.
7. Die Definition von ≤1 liefert:
A˜ ≤1 B˜ ⇐⇒
∫ 1
0
1
2
(A˜α + A˜α)dα ≤
∫ 1
0
1
2
(B˜α + B˜α)dα.
Fu¨r alle α ∈ [0, 1] wird der Mittelpunkt der α-Schnitte bestimmt und u¨ber diese das
Integral bezu¨glich α gebildet. Damit ist die Definition gleich der von Yao und Wu [64].
Auch die Zuga¨nge von Fortemps und Roubens [16] und von Saade und Schwarzlander
[48] fu¨hren zur gleichen Ordnungsrelation. Yager [65] gibt eine Ordnungsrelation fu¨r
Fuzzymengen auf dem Einheitsintervall an, welche fu¨r konvexe und normale Fuzzy-
mengen mit unserer Definition u¨bereinstimmt.
8. Eine allgemeinere Definition ist in Gonzalez [20] zu finden. Ausgehend von (vgl. Cam-
pos und Gonzalez [8])
V λs (A˜) :=
∫
fλ
A˜
(α)dS(α) λ ∈ [0, 1], A˜ ∈ Fnbck (R) und S ein additives Mass, mit
fλ
A˜
(α) :=
{
λA˜α + (1− λ)A˜α : falls α ≤ αA ∈ (0, 1]
0 : sonst,
definiert Gonzalez
A˜ ≤sλ B˜ ⇐⇒ V λs (A˜) ≤ V λs (B˜).
Nehmen wir fu¨r S das Lebesguemass auf [0, 1] und λ = 1
2
und αA = 1, so erhalten wir
wieder unsere Definition.
9. Fu¨r eine endliche Menge von Fuzzy-Variablen x˜1, .., x˜n ∈ Fnbck (R) definieren wir
x˜max := x˜i ⇐⇒ fu¨r j = 1, .., n : x˜i ≥1 x˜j,
x˜min := x˜i ⇐⇒ fu¨r j = 1, .., n : x˜i ≤1 x˜j.
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Ausgehend von der Definition von ≤1 definieren wir:
Satz und Definition 1.38 Fu¨r A˜, B˜ ∈ Fnbck (R) ist durch
d(A˜, B˜) :=
∫ 1
0
∫
S0
u
(
sA˜(u, α)− sB˜(u, α)
)
ν(du)dα die Differenz und
ρ(A˜, B˜) := |d(A˜, B˜)|
eine Metrik in Fnbck (R)|=1 definiert.
Beweis: Fu¨r alle A˜, B˜ und C˜ ∈ Fnbck (R)|=1 gilt:
ρ(A˜, B˜) =
∣∣∣∣∫ 1
0
∫
S0
u
(
sA˜(u, α)− sB˜(u, α)
)
ν(du)dα
∣∣∣∣
=
∣∣∣∣∫ 1
0
∫
S0
u
(
sA˜(u, α)− sC˜(u, α) + sC˜(u, α)− sB˜(u, α)
)
ν(du)dα
∣∣∣∣
= |d(A˜, C˜) + d(C˜, B˜)|
≤ |d(A˜, C˜)|+ |d(C˜, B˜)|
= ρ(A˜, C˜) + ρ(C˜, B˜).
Die restlichen Eigenschaften sind auf ebenso elementare Weise nachpru¨fbar, so dass
wir auf deren Beweis hier verzichten. 2
Beispiel 1.39
Sind A˜ =
〈
mA˜, lA˜, rA˜
〉
LR
und B˜ =
〈
mB˜, lB˜, rB˜
〉
LR
zwei LR-Fuzzyvariable, dann ist
d(A˜, B˜) =
∫ 1
0
∫
S0
u
(
sA˜(u, α)− sB˜(u, α)
)
ν(du)dα
=
∫ 1
0
(−mA˜ + lA˜L(−1)(α)− (−mB˜ + lB˜L(−1)(α))) (−1)12dα
+
∫ 1
0
(
mA˜ + rA˜R
(−1)(α)− (mB˜ + rB˜R(−1)(α))
) 1
2
dα
= (mA˜ −mB˜)−
1
2
(lA˜ − lB˜)
∫ 1
0
L(−1)(α)dα+
1
2
(rA˜ − rB˜)
∫ 1
0
R(−1)(α)dα
= (mA˜ −mB˜)− (lA˜ − lB˜)||AL||1 + (rA˜ − rB˜)||AR||1.
In a¨hnlicher Weise wie im Satz 1.38 lassen sich die folgenden Eigenschaften zeigen.
Satz 1.40
Fu¨r A˜, B˜ und C˜ ∈ Fnbck (R) und a ∈ R gilt:
1. A˜ =1 B˜ ⇐⇒ d(A˜, B˜) = 0 ⇐⇒ d(A˜, {0}) = d(B˜, {0}),
2. d(A˜⊕ B˜, C˜) = d(A˜, C˜) + d(B˜, {0}),
3. d({a}, {0}) = a,
4. d(A˜, B˜) = −d(B˜, A˜) und
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5. d(a¯ A˜, a¯ B˜) =
{
ad(A˜, B˜) : a ≥ 0
−ad((−1)¯ A˜, (−1)¯ B˜) : a < 0 .
Beweis:
1.
A˜ =1 B˜ ⇐⇒
∫ 1
0
∫
S0
u
(
sA˜(u, α)− sB˜(u, α)
)
ν(du)dα = 0 ⇐⇒ d(A˜, B˜) = 0
⇐⇒
∫ 1
0
∫
S0
u
(
sA˜(u, α)− s{0}(u, α)
)
ν(du)dα =
∫ 1
0
∫
S0
u
(
sB˜(u, α)− s{0}(u, α)
)
ν(du)dα
⇐⇒ d(A˜, {0}) = d(B˜, {0}).
2.
d(A˜⊕ B˜, C˜) =
∫ 1
0
∫
S0
u
(
sA˜⊕B˜(u, α)− sC˜(u, α)
)
ν(du)dα
=
∫ 1
0
∫
S0
u
(
sA˜(u, α) + sB˜(u, α)− sC˜(u, α)− s{0}(u, α)
)
ν(du)dα
= d(A˜, C˜) + d(B˜, {0}).
3.
d({a}, {0}) =
∫ 1
0
∫
S0
u
(
s{a}(u, α)− s{0}(u, α)
)
ν(du)dα
=
∫ 1
0
∫
S0
u(a− 0)ν(du)dα
= a.
4. Ist klar.
5.
d(a¯ A˜, a¯ B˜) =
∫ 1
0
∫
S0
u
(
sa¯A˜(u, α)− sa¯B˜(u, α)
)
ν(du)dα
=
{∫ 1
0
∫
S0 u
(
asA˜(u, α)− asB˜(u, α)
)
ν(du)dα : a ≥ 0∫ 1
0
∫
S0 u
(
−as(−1)¯A˜(u, α)− (−a)s(−1)¯B˜(u, α)
)
ν(du)dα : a < 0
=
{
ad(A˜, B˜) : a ≥ 0
−ad((−1)¯ A˜, (−1)¯ B˜) : a < 0 .
2
Ordnungsrelation =2
Im metrischen Raum (Fnbck (R), δ2) bedeutet die Gleichheit zweier Elemente gerade die Gleich-
heit bezu¨glich der Metrik δ2. Um die Relation von =1 abzugrenzen, werden wir im Folgenden
teilweise statt einfach = die Bezeichnung =2 nutzen. D.h., es gilt fu¨r A˜, B˜ ∈ Fnbck (R):
A˜ =2 B˜ ⇐⇒ δ2(A˜, B˜) = 0.
In welcher Beziehung die Relationen =1 und =2 stehen zeigt der folgende Satz.
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Satz 1.41
Fu¨r A˜, B˜ ∈ Fnbck (R) und a, b ∈ R gilt:
1. A˜ =2 B˜ =⇒ A˜ =1 B˜,
2. ({a} ⊕ A˜)−H ({b} ⊕ A˜) = {a− b},
3. d({a} ⊕ A˜, {b} ⊕ A˜) = a− b,
4. ρ({a} ⊕ A˜, {b} ⊕ A˜) = δ2({a} ⊕ A˜, {b} ⊕ A˜) = |a− b|.
Beweis: 1. Mit der Jensenschen Ungleichung (*) gilt:
δ2(A˜, B˜) =
(∫ 1
0
∫
S0
u2
(
sA˜(u, α)− sB˜(u, α)
)2
ν(du)dα
) 1
2
(∗)
≥
(∫ 1
0
∫
S0
u
(
sA˜(u, α)− sB˜(u, α)
)
ν(du)dα
)
= ρ(A˜, B˜).
Und damit ist
A˜ =2 B˜ ⇐⇒ δ2(A˜, B˜) = 0 =⇒ ρ(A˜, B˜) = 0 ⇐⇒ A˜ =1 B˜.
2. ({b} ⊕ A˜)⊕ {a− b} = {a− b} ⊕ {b} ⊕ A˜ = {a} ⊕ A˜
3. d({a} ⊕ A˜, {b} ⊕ A˜) =
∫ 1
0
∫
S0
u
(
s{a}⊕A˜(u, α)− s{b}⊕A˜(u, α)
)
ν(du)dα
=
∫ 1
0
∫
S0
u
(
s{a}(u, α)− s{b}(u, α)
)
ν(du)dα
= a− b
4. Aus 3. bzw. analog zu 3. folgt:
ρ({a} ⊕ A˜, {b} ⊕ A˜) = |a− b| = δ2(({a}, {b}) = δ2({a} ⊕ A˜, {b} ⊕ A˜)
2
Bemerkungen 1.42 1. Verschiedene Indizes der Mo¨glichkeit und der Notwendigkeit der
Dominanz eine Fuzzy-Variable B˜ durch eine andere Fuzzy-Variable A˜ fu¨hren Dubios
und Prade in [14] ein. Wir wollen uns hier auf die Angabe des Index der Notwendigkeit
der strikten Dominanz (Necessity of strict dominance NSD) beschra¨nken . Auf diesen
werden wir im Kapitel 4 kurz Bezug nehmen.
NSD(A˜ > B˜) = 1− sup
x,y:x≤y
min{µA˜(x), µB˜(y)}.
2. Betrachten wir die Fuzzy-Variablen A˜ und B˜ nicht als unscharfe Zahlen sondern als
unscharfe Mengen, dann ist die folgende Ordnungsrelation nahe liegend und wird am
meisten verwendet. Wir sagen die Fuzzy-Menge A˜ ist eine Fuzzy-Teilmenge von B˜
(Bezeichnung: A˜ ≤m B˜) falls,
∀x : µA˜(x) ≤ µB˜(x)
⇐⇒
∀α : A˜α ⊆ B˜α.
Diese Relation wird im Kapitel 5 Verwendung finden. Dort vergleichen wir die unschar-
fen Niveaus und unscharfen Wahrscheinlichkeiten fu¨r die Fehler 1.Art und 2.Art.
Kapitel 2
Entscheidungstheorie
Ein wichtiges Teilgebiet der statistischen Entscheidungstheorie sind statistische Tests. Im
ersten Abschnitt dieses Kapitels geben wir Begriffe der Entscheidungstheorie an und zeigen
einige unscharfe Erweiterungen auf. In den Kapiteln 3, 4 und 5 konzentrieren wir uns auf
die folgenden Punkte.
1. Die Beobachtungen, auf Grund derer eine Entscheidung getroffen wird, sind unscharf.
2. Die Objekte, zwischen denen entschieden wird, sind unscharf.
3. Das α-Niveau des Tests, die maximale Wahrscheinlichkeit fu¨r den Fehler 1.Art und die
maximale Wahrscheinlichkeit fu¨r den Fehler 2.Art sind unscharf.
Andere Erweiterungen werden nur abgrenzend aufgezeichnet und, soweit uns bekannt, auf
wichtige Arbeiten in dieser Richtung verwiesen.
Im zweiten Abschnitt stehen parametrische Tests im Mittelpunkt. Wir fu¨hren die im weite-
ren verwendeten Begriffe ein und geben ein Ergebnis zur Bestimmung eines optimalen Testes
bei einseitigen Hypothesen an. Weiter geben wir einen Zusammenhang zwischen Tests und
Konfidenzscha¨tzungen an und zeigen auf, wie aufgrund des P-Wertes eines Testes Entschei-
dungen getroffen werden.
Im letzten Abschnitt betrachten wir Tests bei orthogonalen Fuzzymengen und erla¨utern,
warum wir diese im Rahmen dieser Arbeit nicht weiter untersuchen werden.
2.1 Entscheidungstheorie unter Einbeziehung
von Unscha¨rfe
Die folgende Darstellung der Entscheidungstheorie stammt in wesentlichen aus Witting [60].
In der statistischen Entscheidungstheorie werden Entscheidungen aufgrund beobachteter Da-
ten getroffen. Diese Daten fassen wir als Realisierungen von Zufallsvariablen auf.
Definition 2.1 (Stichprobe)
Es sei (Ω,A, P ) ein Wahrscheinlichkeitsraum und (X ,B) ein Messraum. Weiter sei
X : Ω→ X eine (A,B)-messbare Abbildung.
Dann heißt fu¨r ω ∈ Ω : x = X(ω) Stichprobe und der Messraum (X ,B) Stichprobenraum.
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Bemerkung 2.2 In der klassischen Statistik besteht eine Stichprobe oft aus iid. Zufallsva-
riablen X1,..,Xn. Als Verallgemeinerung betrachten wir in den Kapiteln 3 und 4 Stichproben
mit unscharfen Stichprobenwerten. Sind X˜i iid., i = 1, .., n unscharfe Zufallsvariable, d.h.
X˜i : Ω→ Fnbck (Rd),
dann ist mit X = (Fnbck (Rd))n und B =
n⊗
i=1
Bτp
X : Ω → X
ω 7→ (X˜1(ω), .., X˜n(ω))
eine (A,B)-messbare Abbildung. Damit ist X(ω) fu¨r alle ω ∈ Ω eine Stichprobe. Um zu
betonen, dass die Stichprobe aus unscharfen Stichprobenwerten besteht, sprechen wir von
einer unscharfen Stichprobe.
Um Entscheidungen zu treffen, beno¨tigen wir also Daten. Diese Daten erhalten wir als Er-
gebnis eines statistischen Experimentes.
Definition 2.3 (Statistisches Experiment)
Sei X 6= ∅ (die Menge der mo¨glichen Beobachtungsergebnisse), B eine σ-Algebra auf X und
P = {Pϑ | ϑ ∈ Θ} einer Familie von Wahrscheinlichkeitsmaßen auf (X ,B) mit mindestens 2
Elementen. Dann heißt S = (X ,B, {Pϑ | ϑ ∈ Θ}) ein statistisches Experiment.
Bemerkungen 2.4
1. Aufgrund der Stichprobe x = X(ω) soll eine Entscheidung u¨ber die wahre Verteilung
P ∈ P getroffen werden. Die Verteilung ist dabei durch ihren Parameter ϑ eineindeutig
bestimmt. Es gelte also fu¨r alle ϑ, ϑ′ ∈ Θ mit ϑ 6= ϑ′: Pϑ 6= Pϑ′ . Im weiteren gehen wir
davon aus, dass die Verteilung Pϑ bis auf den Parameter ϑ bekannt ist.
2. Im Falle einer unscharfen Stichprobe ko¨nnen die Parameter, wie z.B. der Erwartungs-
wert, auch unscharfe Gro¨ßen sein.
3. Innerhalb der Fuzzytheorie ist die Behandlung und Untersuchung verallgemeinerter
Mengenfunktionen (diese werden in der Fuzzytheorie oft Fuzzymaße genannt) ein wich-
tiges Thema (vgl. z.B. [12]). Ersetzen wir also in der Definition des Statistischen Experi-
mentes das Wahrscheinlichkeitsmaß durch eine andere Mengenfunktion, so erhalten wir
eine Verallgemeinerung, welche im Rahmen dieser Arbeit nicht betrachtet wird. Interes-
senten seien auf Arbeiten vonWeichselberger, Augustin, Rommelfanger und Eickemeier
verwiesen. So betrachtet Weichselberger [59] z.B. Intervallwahrscheinlichkeiten und Au-
gustin [5] bestimmt fu¨r diese optimale Tests. Rommelfanger und Eickemeier [47] bauen
in ihre Erweiterung der Entscheidungstheorie Fuzzy-Wahrscheinlichkeitsverteilungen
ein.
Wie eine Entscheidung aufgrund der Stichprobe zu treffen ist, beschreibt die Entscheidungs-
funktion.
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Definition 2.5 ((randomisierte) Entscheidungsfunktion)
Sei ∆ die Menge der mo¨glichen Entscheidungen und D eine σ-Algebra auf ∆. Dann heißt
(∆,D) Entscheidungsraum und
e : X → ∆ (B,D)-messbar heißt Entscheidungsfunktion.
Ein Markovkern (in diesem Zusammenhang auch Entscheidungskern genannt)
δ : X ×∆→ [0, 1] heißt randomisierte Entscheidungsfunktion.
Bemerkungen 2.6
1. Bei Parametertests entscheiden wir zwischen zwei mo¨glichen Hypothesen bezu¨glich
des unbekannten Parameters ϑ. Sowohl im Falle scharfer als auch im Falle unscharfer
Hypothesen (vgl. Kapitel 5) besteht ∆ aus zwei Elementen.
2. Falls eine Stichprobe x = X(ω) beobachtet wird, so trifft die Entscheidungsfunktion
e die Entscheidung e(x) ∈ ∆. Eine randomisierte Entscheidungsfunktion hingegen
liefert bei einer Beobachtung x = X(ω) eine Wahrscheinlichkeitsverteilung δ(x, .) auf
(∆,D). Durch ein Zufallsexperiment auf (∆,D, δ(x, .)) wird dann eine Entscheidung
getroffen. Die Entscheidung e(x) einer Entscheidungsfunktion e ist auch mittels einer
randomisierten Entscheidungsfunktion angebbar:
δ(x,D) = ID(e(x)) ∀D ∈ D.
In diesem Sinne sind Entscheidungsfunktionen spezielle randomisierte Entscheidungs-
funktionen.
3. Angenommen wir treffen unsere Entscheidung nicht scharf fu¨r ein Element d ∈ ∆,
sondern unscharf fu¨r eine unscharfe Teilmenge d˜ ∈ ∆˜ = F(∆). Mit geeigneter σ-
Algebra D˜ auf ∆˜ ist dann eine (B, D˜) messbare Abbildung
e˜ : X → ∆˜ eine unscharfe Entscheidungsfunktion
und der Markovkern
δ˜ : X × ∆˜→ [0, 1] eine unscharfe randomisierte Entscheidungsfunktion.
Unscharfe Entscheidungsfunktionen sind also spezielle Entscheidungsfunktionen. In
vielen praktischen Problemen muss eine scharfe Entscheidung getroffen werden. Darum
wird bei uns eine unscharfe Entscheidung (vgl. Kapitel 4) ho¨chstens ein Zwischenschritt
hin zu einer scharfen Entscheidung sein. Natu¨rlich ko¨nnen wir am Ende des Entschei-
dungsvorgangs eine unscharfe Entscheidung stehen lassen. Davon ausgehend bleibt es
dann die Aufgabe eine subjektive Entscheidung zu treffen. Wir lassen jegliche subjek-
tive Entscheidung außen vor und treffen in jedem Fall eine scharfe Entscheidung.
Die Verlustfunktion bildet fu¨r uns die Grundlage, um mo¨gliche Entscheidungen miteinander
zu vergleichen. Ausgehend von diesem Vergleich ist dann das Ziel, eine mo¨glichst optimale
Entscheidung zu finden.
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Definition 2.7 (Verlustfunktion)
Sei S = (X ,B,P) ein statistisches Experiment, (∆,D) ein Entscheidungsraum und (V,V)
ein weiterer Messraum. Ist
L : Θ×∆→ V
eine fu¨r alle ϑ ∈ Θ, (D,V) messbare Funktion, dann heißt L Verlustfunktion.
Liegt die wahre Verteilung Pϑ ∈ P vor, so wird die Entscheidung d ∈ ∆ durch den Verlust
L(ϑ, d) bewertet.
Bemerkungen 2.8
1. Eine Beschra¨nkung auf einen reellen nichtnegativen Verlust (d.h. V ⊆ R+) ist in vielen
Fa¨llen nahe liegend und ausreichend. Auch eine Verallgemeinerung auf einen unscharfen
Verlust ist denkbar. Im Rahmen dieser Arbeit werden wir aber den Verlust immer als
scharfe Gro¨ße betrachten.
2. Der Parameter ϑ ∈ Θ ist uns unbekannt. Auch gehen wir davon aus, dass uns nicht
einmal a-priori Informationen u¨ber ϑ vorliegen. Bayes-Verfahren sind damit kein Ge-
genstand dieser Arbeit. Ein U¨berblick u¨ber Arbeiten auf diesem Gebiet sind in Taheri
[52] zu finden.
3. Die einzige Information u¨ber ϑ erhalten wir durch die zufa¨llige Stichprobe und treffen
auf deren Grundlage eine (zufa¨llige) Entscheidung. Damit ist der Verlust auch eine
Zufallsvariable. Um die Entscheidungen mit Hilfe des Verlustes zu vergleichen, beno¨ti-
gen wir also eine Ordnungsrelation zwischen Zufallsvariablen (siehe z.B. Mu¨ller und
Stoyan [42]). Wir beschra¨nken uns hier darauf, dass wir einen zufa¨lligen Verlust als
umso kleiner betrachten, je kleiner sein Erwartungswert ist. Dabei gehen wir wie folgt
vor. Nach Wahl einer randomisierten Entscheidungsfunktion δ ist eine Entscheidung
von folgendem zweistufigen Experiment abha¨ngig:
1.Stufe: Ein Zufallsexperiment auf (X ,B, Pϑ) liefert eine Stichprobe, ein x ∈ X .
2.Stufe: Ein Zufallsexperiment auf (∆,D, δ(x, .)) liefert eine Entscheidung e ∈ ∆.
Der erwartete Verlust des zweiten Experimentes unter der Bedingung, dass der Ausgang
des ersten Experimentes gleich x = X(ω) ist, ist die bedingte ErwartungE(L(ϑ)|X)(ω).
Der Erwartungswert dieser bedingten Erwartung ist der (totale) erwartete Verlust und
wird als Risiko bezeichnet.
Definition 2.9 (Risikofunktion)
Sei S ein statistisches Experiment mit Entscheidungsraum (∆,D) und Verlustfunktion L,
dann heißt (S, L,∆) ein statistischer Raum. Die Funktion R(., δ) : Θ→ [0,∞] mit
R(ϑ, δ) = Eϑ(E(L(ϑ)|X)) (2.1)
= Eϑ
(∫
∆
L(ϑ, t)δ(X, dt)
)
=
∫
X
∫
∆
L(ϑ, t)δ(x, dt)Pϑ(dx)
heißt Risikofunktion zu δ.
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Ist e eine Entscheidungsfunktion, so ist ihre Risikofunktion:
R(ϑ, e) = Eϑ(L(ϑ, e(X)))
=
∫
X
L(ϑ, e(x))Pϑ(dx).
Die drei wichtigsten Entscheidungsprobleme in der parametrischen Statistik sind:
Punktscha¨tzungen, Konfidenzscha¨tzungen und Parametertests. Dabei ist der Schwerpunkt
dieser Arbeit der Parametertest. Zwischen Konfidenzscha¨tzungen und Parametertests gibt
es einen wichtigen Zusammenhang (vgl. Satz 2.26), welcher im Kapitel 4 genutzt wird. Aus
diesem Grund werden wir im folgenden Beispiel (vgl.Witting [60]) auch die Konfidenzscha¨t-
zungen ausfu¨hrlich betrachten.
Beispiele 2.10 Es sei (X ,B,P) ein statistisches Experiment mit P = {Pϑ : ϑ ∈ Θ}.
1. Punktscha¨tzungen: Sei
γ : Θ→ Γ (Γ eine messbare Obermenge von γ(Θ)) (2.2)
ein Funktional. Dann ist ein Punktscha¨tzer oder kurz Scha¨tzer fu¨r γ(ϑ) eine messbare
Abbildung g von (X ,B) nach (Γ,AΓ). Dabei ist AΓ eine σ-Algebra auf Γ. Der der
Beobachtung x = X(ω) zugeordnete Funktionswert g(x) heißt Scha¨tzung fu¨r γ(ϑ).
2. Konfidenzscha¨tzungen: Unter einer Bereichsscha¨tzfunktion fu¨r das Funktional (2.2)
oder kurz einem Bereichsscha¨tzer fu¨r γ(ϑ) verstehen wir die Abbildung
C : X → P(Γ),
fu¨r die gilt
A(γ′) = {x ∈ X : C(x) 3 γ′} ∈ B ∀γ′ ∈ Γ.
Der Wert C(x) heißt dabei Konfidenzbereich und ist durch die Aussage C(x) 3 γ(ϑ)
zu interpretieren. Die Aussage C(x) 3 γ(ϑ) kann richtig oder falsch sein, was durch
die U¨berdeckungswahrscheinlichkeit Pϑ({x : C(x) 3 γ(ϑ)}) gemessen wird. Diese
Wahrscheinlichkeit soll einerseits groß sein, andererseits soll die Aussage C(x) 3 γ(ϑ)
mo¨glichst pra¨zise sein, d.h. C(x) ⊂ Γ mo¨glichst klein. Es erweist sich als sinnvoll,
den zweiten Aspekt nicht durch die Gro¨ße von C(x) sondern durch die U¨berdeckungs-
wahrscheinlichkeit
”
falscher“ Werte γ′ ∈ Γ zu messen. Welche Werte γ′ 6= γ(ϑ) als
”
falsch“ bezeichnet werden, ha¨ngt von der Fragestellung ab. Das ko¨nnen z.B. nur die
”
zu großen“ oder nur die
”
zu kleinen“ Werte sein. Die Gu¨te eines Bereichsscha¨tzers C
wird durch die Abbildung
(ϑ, γ′) 7→ Pϑ({x : C(x) 3 γ′})
beschrieben. Bei zugrunde liegendem ϑ ∈ Θ soll dieses mo¨glichst groß sein fu¨r die
”
richtigen“ und mo¨glichst klein fu¨r die
”
falschen“ Werte γ′ ∈ Γ.
3. Parametertests : Sei Θ = Θ0 ∪ Θ1 und Θ0 ∩ Θ1 = ∅. Ein randomisierter Test fu¨r
die Hypothesen H0 : ϑ ∈ Θ0 (Nullhypothese) gegen H1 : ϑ ∈ Θ1 (Alternativhypothese)
ist eine messbare Abbildung ϕ von (X ,B) nach ([0, 1],B([0, 1])). Dabei ist ϕ(x) die
Wahrscheinlichkeit der Entscheidung fu¨r die Alternativhypothese H1 : ϑ ∈ Θ1, falls
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x = X(ω) beobachtet wurde. Tests mit ϕ : X → {0, 1} heißen nicht randomisiert. Die
Menge aller randomisierten Tests sei mit Φ bezeichnet.
Sei ∆ = {a0, a1} und D = P(∆) die Potenzmenge von ∆ (d = a0 bedeutet eine
Entscheidung fu¨r H0 : ϑ ∈ Θ0). Die randomisierten Entscheidungsfunktionen lauten
dann:
δ(x, {a1}) := ϕ(x) und δ(x, {a0}) := 1− ϕ(x). (2.3)
Eine mo¨gliche Verlustfunktion ist folgende:
L(ϑ, a1) =
{
λ0(ϑ) ϑ ∈ Θ0
0 ϑ ∈ Θ1
und L(ϑ, a0) =
{
0 ϑ ∈ Θ0
λ1(ϑ) ϑ ∈ Θ1
, (2.4)
mit gegebenen Funktionen λi : Θ→ R+, i = 0, 1.
Sind λ0, λ1 > 0 konstant, dann erha¨lt man die Neyman-Pearson Verlustfunktion:
L(ϑ, a1) =
{
λ0 ϑ ∈ Θ0
0 ϑ ∈ Θ1
und L(ϑ, a0) =
{
0 ϑ ∈ Θ0
λ1 ϑ ∈ Θ1
. (2.5)
Deren Risikofunktion lautet:
R(ϑ, ϕ) =
∫
X
(L(ϑ, a1)ϕ(x) + L(ϑ, a0)(1− ϕ(x)))Pϑ(dx) (2.6)
=
{
λ0Eϑ(ϕ(x)) ϑ ∈ Θ0
λ1Eϑ(1− ϕ(x)) ϑ ∈ Θ1
. (2.7)
Optimalita¨tskriterien
Abschließend betrachten wir Optimalita¨tskriterien fu¨r Entscheidungsfunktionen. Die Risiko-
funktion ist die Grundlage des Vergleiches von Entscheidungsfunktionen. Wir definieren auf
der Menge aller randomisierten Entscheidungsfunktionen die folgenden Halbordnungen:
δ1 ≤ δ2 ⇐⇒ R(ϑ, δ1) ≤ R(ϑ, δ2) ∀ϑ ∈ Θ.
δ1 < δ2 ⇐⇒ δ1 ≤ δ2 ∧ ∃ ϑ ∈ Θ : R(ϑ, δ1) < R(ϑ, δ2).
Davon ausgehend ko¨nnen wir gleichma¨ßig beste Entscheidungsfunktionen definieren.
Definition 2.11 (gleichma¨ßig beste Entscheidungsfunktion)
Sei (S, L,∆) ein statistischer Raum und K die Menge aller randomisierten Entscheidungs-
funktionen. Eine randomisierte Entscheidungsfunktion δ∗ ∈ K1 ⊆ K heißt gleichma¨ßig beste
Entscheidungsfunktion bezu¨glich K1, genau dann wenn
δ∗ ≤ δ ∀δ ∈ K1.
Fu¨r den Fall K1 = K sprechen wir von einer gleichma¨ßig besten Entscheidungsfunktion.
Bemerkung 2.12 Leider existiert eine gleichma¨ßig beste Entscheidungsfunktion nur selten.
Wir wollen daher bei der Suche nach optimalen Lo¨sungen entweder die Klasse der Entschei-
dungsfunktionen einschra¨nken oder wir betrachten die Risikofunktion global und suchen eine
Minimax-Lo¨sung.
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Eine viel benutzte Beschra¨nkung ist die folgende.
Definition 2.13 (unverzerrt)
Eine randomisierte Entscheidungsfunktion heißt unverzerrt (unbiased), genau dann wenn
Eϑ(E(L(ϑ)|X)) ≤ Eϑ(E(L(ϑ′)|X)) ∀ϑ′ 6= ϑ ϑ′, ϑ ∈ Θ.
Sei Ku ⊆ K die Menge der unverzerrten randomisierten Entscheidungsfunktionen. Ein Ent-
scheidungskern δ∗ ∈ Ku heißt gleichma¨ßig bester unverzerrter Entscheidungskern, genau
dann wenn
δ∗ ≤ δ ∀δ ∈ Ku.
Eine randomisierte Entscheidungsfunktion ist also unverzerrt, falls beim Vorliegen eines be-
liebigen ϑ ∈ Θ der erwartete Verlust an der Stelle ϑ kleiner ist als an allen anderen Stellen
ϑ′ 6= ϑ.
Betrachten wir nun das Risiko global und suchen fu¨r alle randomisierten Entscheidungsfunk-
tion δ ∈ K das maximal mo¨gliche Risiko. Eine sehr risikoscheue Entscheidung ist dann die
Wahl von δ∗, fu¨r welches das maximale Risiko am geringsten ist.
Definition 2.14 (Minimax-Prinzip)
Sei δ eine randomisierte Entscheidungsfunktion, dann heißt
R∗(δ) := sup
ϑ∈Θ
R(ϑ, δ) das maximale Risiko von δ.
Eine Entscheidungsfunktion δ∗ ∈ K heißt minimax-optimal, genau dann wenn
R∗(δ∗) = inf
δ∈K
R∗(δ) = inf
δ∈K
sup
ϑ∈Θ
R(ϑ, δ).
Angenommen wir wu¨ssten, welches ϑ ∈ Θ vorliegt, dann wu¨rden wir eine Entscheidung
d∗ ∈ ∆ treffen, fu¨r die gilt:
L(ϑ, d∗) = min
d∈∆
L(ϑ, d) := Vu(ϑ).
Dabei heißt Vu(ϑ) der unvermeidbare Verlust an der Stelle ϑ. Reduzieren wir das Risiko
um den unvermeidbaren Verlust, so erhalten wir das vermeidbare Risiko, die sogenannte
Regret-Funktion:
Rv(ϑ, δ) = R(ϑ, δ)− Vu(ϑ).
Wenden wir auf diese das Minimax-Prinzip an, so erhalten wir das Minimax-Regret-Prinzip.
Eine randomisierte Entscheidungsfunktion δ∗ heißt optimal nach den Minimax-Regret-Prinzip,
falls:
sup
ϑ∈Θ
Rv(ϑ, δ
∗) = inf
δ∈K
sup
ϑ∈Θ
Rv(ϑ, δ).
Damit sind alle wichtigen Begriffe eingefu¨hrt und wir ko¨nnen im folgenden Abschnitt das
Augenmerk ganz auf die Parametertests legen.
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2.2 Parametertests
Wir fu¨hren jetzt die wesentlichen Begriffe, welche wir im Zusammenhang mit einem para-
metrischen Test betrachten werden, ein. Im Kapitel 5 betrachten wir das Testen unscharfer
Hypothesen. Die dort verwendeten Verallgemeinerungen der maximalen Wahrscheinlichkei-
ten fu¨r den Fehler 1.Art und den Fehler 2.Art als auch die Angabe des unscharfen Niveaus α˜
werden erst in den Definitionen 5.2, 5.3, 5.22 und 5.21 eingefu¨hrt. Das folgende Beispiel (vgl.
Witting [60], S.59) dient uns jetzt zur Hinfu¨hrung zu den Definitionen der Gu¨tefunktion, des
Niveau α eines Testes und der Unverfa¨lschtheit eines Testes zum Niveau α.
Beispiel 2.15 [Unverzerrte Tests bei Neyman Pearson Verlustfunktion]
Eϑ
[∫
∆
L(ϑ′, t)δ(X, dt)
]
= λ0Eϑ(ϕ(X))I{ϑ′ ∈ Θ0}+ λ1Eϑ(1− ϕ(X))I{ϑ′ ∈ Θ1}
≥ λ0Eϑ(ϕ(X))I{ϑ ∈ Θ0}+ λ1Eϑ(1− ϕ(X))I{ϑ ∈ Θ1} (2.8)
= Eϑ
[∫
∆
L(ϑ, t)δ(X, dt)
]
.
Die Ungleichung (2.8) gilt, falls mit α := λ1
λ0+λ1
:
Eϑ(ϕ(X)) ≤ α ∀ϑ ∈ Θ0 und Eϑ(ϕ(X)) ≥ α ∀ϑ ∈ Θ1.
Dabei ist Eϑ(ϕ(X)) die Wahrscheinlichkeit, H0 : ϑ ∈ Θ0 abzulehnen, wenn ϑ der wahre
Parameter ist.
Definition 2.16 (Gu¨tefunktion)
Die Funktion gϕ mit gϕ(ϑ) := Eϑ(ϕ(X)) heißt Gu¨tefunktion des Testes ϕ.
Fu¨r λ0 = λ1 = 1 la¨sst sich ausgehend von (2.7) die Risikofunktion mit Hilfe der Gu¨tefunktion
wie folgt angeben:
R(ϑ, ϕ) =
{
gϕ(ϑ) ϑ ∈ Θ0
1− gϕ(ϑ) ϑ ∈ Θ1
. (2.9)
Als na¨chstes schra¨nken wir die Familie Φ aller Tests ein. Dabei betrachten wir Tests, deren
Risiko in (2.9) eine wahre Nullhypothese abzulehnen ho¨chstens α ∈ (0, 1) ist. Von der Familie
aller dieser Tests beschra¨nken wir uns wiederum auf die unverfa¨lschten Tests als Teilfamilie.
Definition 2.17 (Niveau α und unverfa¨lschter Test)
Ein Test heißt Test zum Niveau α fu¨r H0 : ϑ ∈ Θ0 gegen H1 : ϑ ∈ Θ1
⇐⇒ gϕ(ϑ) = Eϑ(ϕ(X)) ≤ α ∀ϑ ∈ Θ0.
Sei Φα die Menge aller Tests zum Niveau α. Ein Test ϕ heißt unverfa¨lschter Test zum
Niveau α
⇐⇒ ϕ ∈ Φα und gϕ(ϑ) = Eϑ(ϕ(X)) ≥ α ∀ϑ ∈ Θ1.
Die Menge aller unverfa¨lschten Tests sei mit Φα,α bezeichnet.
Ist das Risiko eines Testes in (2.9) fu¨r ϑ ∈ Θ0 durch α beschra¨nkt, so stehen wir vor der
Aufgabe, das Risiko fu¨r ϑ ∈ Θ1 gleichma¨ßig zu minimieren, d.h. gϕ(ϑ) gleichma¨ßig zu maxi-
mieren.
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Definition 2.18 (UMP-Test und UMPU-Test)
ϕ∗ ∈ Φα heißt gleichma¨ßig bester Test zum Niveau α (uniformly most powerful - UMP-Test)
fu¨r H0 : ϑ ∈ Θ0 gegen H1 : ϑ ∈ Θ1
⇐⇒ gϕ∗(ϑ) = sup
ϕ∈Φα
gϕ(ϑ) ∀ϑ ∈ Θ1.
ϕ∗ ∈ Φα,α heißt gleichma¨ßig bester unverfa¨lschter Test zum Niveau α (uniformly most po-
werful unbiased - UMPU-Test) fu¨r H0 : ϑ ∈ Θ0 gegen H1 : ϑ ∈ Θ1
⇐⇒ gϕ∗(ϑ) = sup
ϕ∈Φα,α
gϕ(ϑ) ∀ϑ ∈ Θ1.
Ein Parametertest ist ein sehr einfaches Entscheidungsproblem, da nur zwei Entscheidungen
mo¨glich sind (a0 oder a1, d.h. Entscheidung fu¨r die Nullhypothese oder fu¨r die Alterna-
tivhypothese). Es sind damit nur zwei Fehlentscheidungen mo¨glich, na¨mlich H0 : ϑ ∈ Θ0
abzulehnen, obwohl ϑ ∈ Θ0 gilt (dieser Fehler heißt Fehler 1.Art) bzw. H0 : ϑ ∈ Θ0 an-
zunehmen, obwohl ϑ ∈ Θ1 gilt (dieser Fehler heißt Fehler 2.Art). Die Wahrscheinlichkeiten
fu¨r diese Fehler sind gerade das Risiko der Neyman-Pearson-Verlustfunktion (vgl. 2.9) mit
λ0 = λ1 = 1 (0-1-Verlust).
Definition 2.19
Die Wahrscheinlichkeit fu¨r den Fehler 1. Art ist
α(ϑ, ϕ) = gϕ(ϑ) ∀ϑ ∈ Θ0
und die Wahrscheinlichkeit fu¨r den Fehler 2. Art ist
β(ϑ, ϕ) = 1− gϕ(ϑ) ∀ϑ ∈ Θ1.
Die maximale Wahrscheinlichkeit fu¨r den Fehler 1.Art bzw. maximale Wahrscheinlichkeit
fu¨r den Fehler 2.Art ist damit:
α(ϕ) = sup
ϑ∈Θ0
gϕ(ϑ) bzw. β(ϕ) = sup
ϑ∈Θ1
(1− gϕ(ϑ)).
Im Kapitel 5 geben wir, beim Testen unscharfer Hypothesen, scharfe (vgl. Definitionen 5.2
und 5.3) und unscharfe (vgl. Definition 5.22) Verallgemeinerungen dieser Wahrscheinlichkei-
ten an.
Optimale Tests
Die Bestimmung optimaler Tests wird ausfu¨hrlich in [60] behandelt. Wir beschra¨nken uns
hier auf die Angabe eines Ergebnisses fu¨r einseitige Hypothesen. Dieses werden wir in den
Beweisen der Sa¨tze 5.11 und 5.24 nutzen. Andere Ergebnisse werden wir, falls beno¨tigt, an
den entsprechenden Stellen zitieren.
Im folgenden wird die Situation von einfach zusammengesetzten Hypothesen betrachtet.
Θ ⊆ R, ϑ0 ∈ Θ, Θ0 = {ϑ ∈ Θ | ϑ ≤ ϑ0}, Θ1 = {ϑ ∈ Θ | ϑ > ϑ0}.
Definition 2.20 Sei (τ,Aτ ) ein Messraum. Eine (X ,B)-(τ,Aτ ) messbare Abbildung T :
X → τ heißt Statistik (oft ist τ = Rk und Aτ = B(Rk)).
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Definition 2.21 Sei P = {Pϑ | ϑ ∈ Θ} eine einparametrige Verteilungsklasse, die durch µ
dominiert ist, und sei T : X → τ eine Statistik. Ist pϑ die Dichte von Pϑ bezu¨glich µ, dann
heißt P eine Klasse mit (streng) isotonen Dichtequotienten in T : ⇐⇒ ∀ϑ0, ϑ1 ∈ Θ, ϑ0 < ϑ1
existiert eine (streng) isotone Funktion Hϑ0,ϑ1 : R→ [0,∞], so daß
pϑ1(x)
pϑ0(x)
= Hϑ0,ϑ1(T (x)) Pϑ0 + Pϑ1 f.s..
Der folgende Satz (vgl. Satz 2.24 und Korollar 2.25 in [60]) gibt einen optimalen einseitige
Test fu¨r Verteilungsklassen mit isotonen Dichtequotienten an.
Satz 2.22 Sei P = {Pϑ|ϑ ∈ Θ} eine einparametrige Verteilungsklasse mit isotonen Dichte-
quotienten in T , ϑ0 ∈ Θ, α ∈ (0, 1) und
ϕ∗(x) =

1 fu¨r c < T (x)
γ fu¨r T (x) = c
0 fu¨r T (x) < c
,
wobei c = inf{t | Pϑ0(T (X) > t) ≤ α} und
γ =
{
α−Pϑ0 (T (X)>c)
Pϑ0 (T (X)=c)
falls Pϑ0(T (X) = c) 6= 0
0 falls Pϑ0(T (X) = c) = 0
.
Dann gilt:
1. Eϑ0(ϕ
∗(X)) = α, ϕ∗ ist UMP-Test zum Niveau α fu¨r H0 : ϑ ≤ ϑ0 gegen H1 : ϑ > ϑ0.
2. Fu¨r ϑ < ϑ0 ist Eϑ(ϕ
∗(X)) minimal unter allen Tests ϕ, fu¨r die Eϑ0(ϕ(X)) = α ist.
3. Die Gu¨tefunktion g∗ϕ(ϑ) = Eϑ(ϕ
∗(X)) ist strikt isoton ∀ϑ mit 0 < Eϑ(ϕ∗(X)) < 1.
4. Fu¨r alle ϑ′ ∈ Θ ist ϕ∗ UMP-Test fu¨r H0 : ϑ ≤ ϑ′ gegen H1 : ϑ > ϑ′ zum Niveau
α′ = Eϑ′(ϕ∗(X)).
Folgerung 2.23 Es seien die Voraussetzungen des Satzes 2.22 erfu¨llt. Sind ϕ1 bzw. ϕ2 die
nach Satz 2.22 zu bestimmenden UMP-Tests zum Niveau α1 und α2, so gilt:
α1 > α2 =⇒ ∀ϑ : gϕ1(ϑ) > gϕ2(ϑ). (2.10)
Beweis:
1. Ga¨be es ein ϑ1 mit gϕ1(ϑ1) = gϕ2(ϑ1) = α ⇒ ϕ1 und ϕ2 sind UMP-Tests zum Niveau
α fu¨r H0 : ϑ ≤ ϑ1 gegen H1 : ϑ > ϑ1 Satz2.22=⇒ ∀ϑ : gϕ1(ϑ) = gϕ2(ϑ). Das ist aber ein
Widerspruch zu gϕ1(ϑ0) = α1 > α2 = gϕ2(ϑ0).
2. Ga¨be es ein ϑ1 < ϑ0 mit gϕ1(ϑ1) < gϕ2(ϑ1)
Satz2.22
=⇒ ϕ2 ist UMP-Test fu¨r H0 : ϑ ≤ ϑ1
gegen H1 : ϑ > ϑ1 zum Niveau α
′
2 := gϕ2(ϑ1) und da ϕ1 nach Satz 2.22 monoton
wachsend ist, ist ϕ1 auch ein Test zum Niveau α
′
2 und damit ∀ϑ > ϑ1 : gϕ1(ϑ) ≤ gϕ2(ϑ).
Das ist aber ein Widerspruch zu gϕ1(ϑ0) = α1 > α2 = gϕ2(ϑ0).
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3. ϕ1 ist UMP-Test fu¨r H0 : ϑ ≤ ϑ0 gegen H1 : ϑ > ϑ0 zum Niveau α1 und da ϕ2 monoton
wachsend ist, ist auch ϕ2 ein Test zum Niveau α1 und damit gilt ∀ϑ > ϑ0 : gϕ1(ϑ) ≥
gϕ2(ϑ) und mit 1. gϕ1(ϑ) > gϕ2(ϑ) . 2
Ist in Satz 2.22 γ = 0, dann ist der Test ϕ∗ ein nicht randomisierter Test. Dabei wird
K = {T (X) | T (X) > c} als kritischer Bereich bezeichnet.
Der Test lautet damit
ϕ(X) =
{
1 : T (X) ∈ K
0 : T (X) 6∈ K.
Wie dieser Test ϕ auch mit Hilfe des P-Wertes und mit Hilfe einer Familie von Konfidenz-
bereichen angegeben werden kann, zeigen wir als Abschluss dieses Abschnittes.
Der P-Wert eines Parametertestes
Ist fu¨r H0 : ϑ ∈ Θ0 gegen H1 : ϑ ∈ Θ1 fu¨r alle vorgegebenen Niveaus α ∈ (0, 1) eindeutig ein
Test bekannt, so sei dieser mit ϕα bezeichnet. Damit ko¨nnen wir die Frage untersuchen, wie
groß das Niveau α mindestens gewa¨hlt werden muss, so dass der daraus sich ergebende Test
eine Stichprobe X ablehnt. Dieser Wert wird dann als P-Wert bezeichnet (vgl. z.B. Lehmann
[39]).
Definition 2.24 Gibt es fu¨r die Hypothesen
H0 : ϑ ∈ Θ0 gegen H1 : ϑ ∈ Θ1
fu¨r alle α ∈ (0, 1) einen nicht randomisierter Test ϕα ∈ Φα mit
α1 < α2 ⇒ ϕα1 < ϕα2 ,
dann heißt
P (X) := inf {α ∈ (0, 1) : ϕα(X) = 1}
der P -Wert.
Bemerkungen 2.25
1. Die Testentscheidung wird mit Hilfe des P-Wertes wie folgt getroffen:
P (X) ≤ α =⇒ 1 = ϕP (X)(X) ≤ ϕα(X) =⇒ ϕα(X) = 1 =⇒ H0 ablehnen.
P (X) > α =⇒ 1 = ϕP (X)(X) > ϕα(X) =⇒ ϕα(X) = 0 =⇒ H0 annehmen.
D.h.
ϕ(X) =
{
1 : P (X) ≤ α
0 : P (X) > α.
2. Fu¨r einfache Hypothesen der Form H0 : ϑ = ϑ0 ist der P-Wert eine auf [0,1] gleichver-
teilte Zufallsvariable, falls H0 gilt. Damit ist auch offensichtlich, dass mit der Testent-
scheidung in 1. der Test ein Test zum Niveau α ist.
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3. Aufgrund einer Realisierung der Stichprobe, d.h. aufgrund einer beobachteten Stichpro-
be x = X(ω), erhalten wir eine Realisierung des P-Wertes: P (x). In der statistischen
Software wird meistens diese Realisierung des P-Wertes ausgegeben und der Nutzer
kann dann mit seinem vorgegeben Signifikanzniveau α die Testentscheidung wie in 1.
angegeben treffen.
4. Auch fu¨r randomisierte Tests ist der P-Wert angebbar (vgl. Beispiel 4.23). Fu¨r diese
ist er auch nach Realisierung der Stichprobe eine Zufallsvariable. D.h. wir ko¨nnen die
bedingte Verteilung (P |X = x) angeben. Die Testentscheidung wird dabei wie in 1.
nach einer Realisierung von (P |X = x) getroffen.
Zusammenhang zwischen Tests und Konfidenzscha¨tzungen
Satz 2.26
Es sei X eine Stichprobe mit Verteilungsfunktion F (x, ϑ) (ϑ ∈ Θ):
(a) Ist S(X) eine Familie von Konfidenzbereichen fu¨r ϑ zum Konfidenzniveau 1 − α, dann
ist
ϕ(X) =
{
0 : ϑ0 ∈ S(X)
1 : sonst
ein Test zum Niveau α fu¨r
H0 : ϑ = ϑ0 gegen H1 : ϑ ∈ Θ′, fu¨r alle Θ′ ⊆ Θ mit ϑ0 6∈ Θ′.
(b) Ist fu¨r jedes ϑ0 ∈ Θ, ϕϑ0 ein nicht randomisierter Test zum Niveau α fu¨r
H0 : ϑ = ϑ0 gegen H1 : ϑ ∈ Θ′ (Θ ⊆ Θ′, ϑ0 6∈ Θ′),
mit Annahmebereich
A(ϑ0) = {X | ϕϑ0(X) = 0} ,
dann ist
S(X) = {ϑ ∈ Θ |X ∈ A(ϑ)}
eine Familie von 1− α Konfidenzbereichen.
Entsprechende Korrespondenzsa¨tze fu¨r optimale Tests und optimale Konfidenzscha¨tzungen
sind in Witting [60] angegeben. Der Test ϕ la¨sst sich durch eine Familie von Konfidenzbe-
reichen darstellen, falls diese nach Satz 2.26 bestimmt werden.
ϕ(X) =
{
1 : ϑ0 6∈ S(X)
0 : ϑ0 ∈ S(X).
(2.11)
U¨berdeckt die Konfidenzscha¨tzung S(X) ϑ0, dann wird H0 angenommen. Ist das nicht der
Fall, dann wird H0 abgelehnt.
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2.3 Test bei orthogonalen Fuzzymengen
Die Betrachtung und Untersuchung von Fuzzy-Informationssystemen (orthogonalen Fuzzy-
Mengen) ist ein Teilgebiet der Statistik mit unscharfen Daten. So haben auch wir (vgl. [44]
und [62]) diese in einem anderen Zusammenhang betrachtet. In diesem Abschnitt werden
wir Fuzzy-Informationssysteme vorstellen und uns aus der Literatur bekannte Ergebnisse
bezu¨glich Parametertests angeben. Die Gru¨nde, warum wir Fuzzy-Informationssysteme nicht
weiter betrachten, geben wir am Ende des Abschnittes an.
Definition 2.27 Sei S = (X ,B, {Pϑ | ϑ ∈ Θ}) ein statistisches Experiment mit X ⊆ R. Ein
Fuzzy-Informationssystem (f.i.s.) (wie von Tanaka, Okuda and Asai [53] eingefu¨hrt) X zum
Experiment S ist eine Fuzzy-Zerlegung von X . D.h. X ist eine Menge von Fuzzy-Teilmengen
von X mit :
(1) µX˜ : X → [0, 1] ist eine Borel messbare Funktion fu¨r alle X˜ ∈ X und
(2) ∀x ∈ X :
∑
X˜∈X
µX˜(x) = 1.
Dabei ist X endlich oder abza¨hlbar unendlich und ergibt zusammen mit der Potenzmenge
P(X) den Messraum (X,P(X)). Ausgehend von Pϑ erhalten wir, mit Hilfe der Definition
der Wahrscheinlichkeit fu¨r Fuzzy-Ereignisse von Zadeh [67], ein Wahrscheinlichkeitsmaß auf
(X,P(X)):
Pϑ({X˜}) =
∫
X
µX˜(x)dPϑ(x).
Damit ist dann S = (X,P(X), {Pϑ | ϑ ∈ Θ}) ein neues (diskretes) Experiment.
Bemerkung 2.28 Hier wird also µX˜(x) als bedingte Wahrscheinlichkeit betrachtet, d.h.
P (X˜|X = x) := µX˜(x), dabei ist X eine Zufallsvariable mit Verteilung Pϑ.
=⇒ Pϑ(X˜) =
∫
X
P (X˜|X = x)dPϑ(x).
Fu¨r einen Test ϕ : Xn → [0, 1] mit der Gu¨tefunktion
gϕ˜(ϑ) =
∑
(X˜1,..,X˜n)∈Xn
ϕ˜(X˜1, .., X˜n)Pϑ(X˜1, .., X˜n) mit
Pϑ(X˜1, .., X˜n) =
∫
Xn
µX˜1(x1)..µX˜n(xn)dPϑ(x1, .., xn)
ko¨nnen jetzt alle Begriffe wie Fehler 1.Art und Fehler 2.Art, Niveau α, gleichma¨ßig bester
Test usw. verwendet werden. Das urspru¨ngliche Experiment S wird durch das f.i.s. u¨berfu¨hrt
in das Experiment S. Fu¨r dieses neue Experiment zeigen Casals, Gil and Gil [11] eine Ver-
sion des Neyman-Pearson Lemmas und erhalten damit einen UMP-Test fu¨r die einfache
Hypothese: H0 : ϑ = ϑ0 gegen H1 : ϑ = ϑ1. Eine wu¨nschenswerte Verallgemeinerung fu¨r
zusammengesetzte Hypothesen steht noch aus, dabei ist fraglich, ob die Ergebnisse fu¨r ein-
fache Hypothesen einen gangbareren Ausgangspunkt bilden. Casals, Gil and Gil zeigen in
[11] und [10] ebenfalls Methoden zur Konstruktion von optimalen Bayes und Minimax Tests
auf.
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Bemerkungen 2.29
1. Die Orthogonalita¨tsbedingung (2) in Def. 2.27 ist notwendig, um ausgehend von Pϑ
auf (X ,B) ein W-Maß Pϑ auf (X,P(X)) zu erhalten.
2. Nur fu¨r den U¨bergang von S zu S sind die Fuzzymengen aus dem f.i.s. mit ihren
Zugeho¨rigkeitsfunktionen wichtig. Fu¨r die entscheidungstheoretische Behandlung des
diskreten Experimentes S ist der fuzzytheoretische Ursprung nicht von Bedeutung.
3. Die Anwendung des Lemmas von Neyman-Person kann selbst bei geringem Stichproben-
umfang ein schwer zu handhabendes kombinatorisches Problem werden. Als Ausweg
zeigen Casals and Gil [9] eine Modifikation mit Hilfe des zentralen Grenzwertsatzes auf
und erhalten einen asymptotischen Test.
4. Da in vielen Situationen ein UMP-Test ausgehend vom Neyman-Pearson Lemma schwer
zu finden ist oder garnicht existiert, betrachten Son, Song and Kim [49] lokal MP-Tests
fu¨r das Fuzzy-Informationssystem X bzw. fu¨r S.
Aus den folgenden 3 Gru¨nden betrachten wir Fuzzy-Informationssysteme nicht weiter in den
folgenden Kapiteln:
1. Die Beschra¨nkung auf orthogonale Fuzzy-Mengen begrenzt den Rahmen der Betrach-
tung stark.
2. Die Zugeho¨rigkeit µX˜ wird zur Berechnung der Wahrscheinlichkeit von X˜ als beding-
te Wahrscheinlichkeit aufgefasst. Alle Untersuchungen ko¨nnen damit im Rahmen der
Bayes’schen Statistik getroffen werden, ganz ohne Fuzzy-Theorie.
3. Das neue Experiment S ist ein klassisches diskretes Experiment und wird auch als
solches weiter behandelt.
Kapitel 3
Tests fu¨r Fuzzy-Zufallsvariable
Im folgenden Kapitel betrachten wir Tests fu¨r den Erwartungswert einer Fuzzy-Zufallsvariable.
Der Erwartungswert ist im Gegensatz zur Varianz eine echte Fuzzy-Variable. Die einseitigen
Hypothesen formulieren wir bezu¨glich der im Abschnitt 1.3 eingefu¨hrten Ordnungsrelati-
onen. Im Falle zweiseitiger Hypothesen werden wir einerseits die Gleichheit bezu¨glich =1 (d.h.
Gleichheit bezu¨glich der Metrik ρ) und andererseits bezu¨glich =2 (d.h. Gleichheit bezu¨glich
der Metrik δ2) testen. Darum werden wir einseitige und zweiseitige Hypothesen fu¨r den Er-
wartungswert getrennt betrachten. Auf die Stichproben des folgenden Beispieles werden wir
an verschiedenen Stellen des Kapitels Bezug nehmen.
Beispiel 3.1 Die Stichprobe 1 (Bild 3.1)) besteht aus der Realisierung von 10 LR-Fuzzy-
Zufallszahlen mit L(α) = R(α) = 1−α (d.h. Dreiecks-Fuzzy-Zufallszahlen) und besitzt einen
Mittelwert von x˜ = 〈2.97, 0.95, 0.93〉LR (vgl. Bild 3.2). Der Mittelwert der Stichprobe 2 (Bild
3.3) ermittelt aus den 7 Realisierungen von LR-Fuzzy-Zufallszahlen mit L(α) = R(α) =
(1− α)2, ist x˜ = 〈5.11, 1.45, 1.73, 〉LR (vgl. Bild 3.4). Die Stichprobenwerte sind im Beispiel
3.15 zu finden.
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Bild 3.1:
Mittelwert und hypothetischer Erwartungswert
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Bild 3.2: x˜ und µ˜0 = 〈4, 1, 1〉LR
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Stichprobe 2
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Mittelwert und hypothetischer Erwartungswert
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Bild 3.4: x˜ und µ˜0 = 〈4, 1, 1〉LR
3.1 Einseitige Tests fu¨r EX˜
Fu¨r die unscharfe Stichprobe X = (X˜1, .., X˜n) sollen die folgenden einseitigen Hypothesen
getestet werden:
H0 : EX˜ ≤1 µ˜0 gegen H1 : EX˜ >1 µ˜0, (3.1)
H0 : EX˜ ≥1 µ˜0 gegen H1 : EX˜ <1 µ˜0. (3.2)
Ausgehend von verschiedenen Annahmen u¨ber die Verteilung der Stichprobe bestimmen wir
als erstes exakte Tests. Dabei haben wir immer das Ziel, mo¨glichst gute bzw. optimale Tests,
im Sinne der Entscheidungstheorie, zu erhalten. Die hier untersuchten Verteilungsannah-
men sollen das prinzipielle Vorgehen und die damit verbundenen Probleme aufzeigen. Einen
Teil dieser Probleme ko¨nnen wir durch die Verwendung eines Vorzeichentestes oder eines
asymptotischen Testes lo¨sen. So werden wir als zweites Vorzeichentests betrachten. Auch bei
diesen Tests mu¨ssen wir die Klasse der Verteilungen einschra¨nken. Fu¨r
”
großen“ Stichpro-
benumfang bietet sich die Nutzung einer Teststatistik an, deren asymptotische Verteilung
bekannt ist. Diese werden wir als letztes betrachten. Abschließend vergleichen wir die unter-
schiedlichen Tests hinsichtlich ihrer Gu¨te und geben Vorschla¨ge fu¨r die Auswahl eines Testes
an.
3.1.1 Exakte Tests
Exakte Tests ko¨nnen wir bestimmen, falls wir gewisse Verteilungsannahmen fu¨r die Fuzzy-
Zufallsvariablen treffen. Das werden wir im Folgenden fu¨r einfache und fu¨r LR-Fuzzy-Zufalls-
variable tun. Fu¨r endliche Fuzzy-Zufallsvariable geben wir einen exakten Test fu¨r den Fall,
dass nur zwei verschiedene Werte angenommen werden ko¨nnen, an.
Einfache Fuzzy-Zufallsvariable
Es bestehe die Stichprobe X = (X˜1, .., X˜n) aus einfachen Fuzzy-Zufallsvariablen,
X˜i = Xi ⊕ A˜ mit A˜ ∈ Fnbck (R) und Xi iid. i = 1, .., n.
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Die Unscha¨rfe A˜ entha¨lt dabei keine Information u¨ber den Zufall und ist fu¨r alle Stichpro-
benwerte X˜1, .., X˜n gleich. Somit ist es unser Ziel, die Stichprobe von dieser Unscha¨rfe zu
bereinigen und dann fu¨r die erhaltene scharfe Stichprobe einen klassischen Test (mo¨glichst
optimalen) durchzufu¨hren. Ist A˜ bekannt, so ist das ohne Schwierigkeiten mo¨glich.
Im Folgenden betrachten wir einfache Fuzzy-Zufallsvariable, welche zum einen verunscha¨rfte
normalverteilte und zum anderen verunscha¨rfte gleichverteilte Zufallsvariable sind. Im ersten
Fall ko¨nnen wir den bekannten klassischen UMP-Test angeben, ohne A˜ zu kennen. Im zweiten
Fall hingegen ist uns das nur bei Kenntnis von A˜ mo¨glich. Liegt in diesem Fall hingegen keine
Kenntnis u¨ber A˜ vor, so ko¨nnen wir immer noch einen unverfa¨lschten Test zum Niveau α
angeben.
Der folgende Satz zeigt auf, wie bei einfachen normalverteilten Fuzzy-Zufallsvariablen ein
optimaler Test fu¨r den Erwartungswert bestimmt werden kann.
Satz 3.2
Fu¨r die unscharfe Stichprobe X = (X˜1, .., X˜n) sei X˜i = Xi ⊕ A˜ mit A˜ ∈ Fnbck (R) und
Xi ∼ N(µ, σ2) iid., i = 1, .., n. Ist weiter σ2 = VarX1 = VarX˜1 bekannt, dann sind die
Tests ϕ1 bzw. ϕ2 mit
T (X) =
d(X˜, µ˜0)
σ
√
n, ϕ1(X) :=
{
1 : T (X) > z1−α
0 : T (X) ≤ z1−α
bzw. ϕ2(X) :=
{
1 : T (X) < −z1−α
0 : T (X) ≥ −z1−α
UMP-Tests zum Niveau α fu¨r (3.1) bzw. (3.2). Dabei ist EX˜ =1 µ˜ ⇐⇒ µ = d(µ˜, A˜) und
die Gu¨tefunktionen dieser Tests lauten mit µ0 := d(µ˜0, A˜):
gϕ1(µ˜) = 1− Φ
(
z1−α − µ− µ0
σ
√
n
)
und gϕ2(µ˜) = Φ
(
−z1−α − µ− µ0
σ
√
n
)
.
Beweis: EX˜ =1 µ˜ ⇐⇒ d(EX˜, 0) = d(µ˜, 0)
⇐⇒ EX + d(A˜, 0) = d(µ˜, 0)
⇐⇒ µ = EX = d(µ˜, A˜)
Mit µ0 = d(µ˜0, A˜) ist damit jeder UMP-Test zum Niveau α fu¨r
H0 : EX ≤ µ0 gegen H1 : EX > µ0 bzw. H0 : EX ≥ µ0 gegen H1 : EX < µ0
ein UMP-Test zum Niveau α fu¨r (3.1) bzw. (3.2).
Mit
T (X) =
d(X˜, µ˜0)
σ
√
n
=
d(X ⊕ A˜, µ˜0)
σ
√
n
=
X − d(µ˜0, A˜)
σ
√
n
=
X − µ0
σ
√
n
ist offensichtlich, dass ϕ1 bzw. ϕ2 die klassischen UMP-Tests zum Niveau α mit den bekann-
ten oben angegebenen Gu¨tefunktionen sind. 2
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Bemerkung 3.3
Ist σ2 unbekannt, dann gehen wir in analoger Weise vor. In der Teststatistik T wird die
Varianz σ2 durch die empirische Varianz S2 ersetzt. Diese scha¨tzen wir wie folgt
S2 =
1
n− 1
n∑
i=1
ρ2(X˜i, X˜).
Die Tests ϕ1 und ϕ2 sind dann noch dahingehend zu a¨ndern, dass das 1 − α Quantil
der Standardnormalverteilung z1−α durch tn−1,1−α, das Quantil der t-Verteilung mit n − 1-
Freiheitsgraden, ersetzt wird.
Als na¨chstes untersuchen wir jetzt verunscha¨rfte, gleichverteilte Zufallsvariable. Zum einen
gehen wir davon aus, dass die Verunscha¨rfung A˜ bekannt und zum anderen, dass sie unbe-
kannt ist. Im ersten Fall ko¨nnen wir einen UMP-Test zum Niveau α angeben und im zweiten
Fall einen unverfa¨lschten Test zum Niveau α.
Satz 3.4
Fu¨r die unscharfe Stichprobe X = (X˜1, .., X˜n) sei X˜i = Xi ⊕ A˜ mit bekanntem A˜ ∈ Fnbck (R)
und Xi ∼ U [0, 2µ] iid., i = 1, .., n. Dann ist EX˜ =1 µ˜ ⇐⇒ µ = d(µ˜, A˜) und es sind mit
T (X) =
n
max
i=1
d(X˜i, A˜) und µ0 := d(µ˜0, A˜)
die Tests
ϕ1(X) =
{
1 : falls T (X) ≥ 2µ0(1− α) 1n
0 : sonst
bzw. ϕ2(X) =
{
1 : falls T (X) ≤ 2µ0α 1n
0 : sonst
UMP-Tests zum Niveau α fu¨r (3.1) bzw. (3.2). Die Gu¨tefunktionen dieser Tests lauten:
gϕ1(µ˜) =
(
1−
(
µ0
µ
)n
(1− α)
)
I[0,µ]
(
µ0(1− α) 1n
)
und
gϕ2(µ˜) = 1 +
((
µ0
µ
)n
α− 1
)
I[0,µ]
(
µ0(α)
1
n
)
.
Beweis:
EX˜ =1 µ˜ ⇐⇒ µ = EX = d(µ˜, A˜) (vgl. Beweis von Satz 3.2)
Mit µ0 = d(µ˜0, A˜) ist damit jeder UMP-Test zum Niveau α fu¨r
H0 : EX ≤ µ0 gegen H1 : EX > µ0 bzw. H0 : EX ≥ µ0 gegen H1 : EX < µ0
ein UMP-Test zum Niveau α fu¨r (3.1) bzw. (3.2).
Mit
T =
n
max
i=1
d(X˜i, A˜)
=
n
max
i=1
d(Xi ⊕ A˜, A˜)
=
n
max
i=1
Xi
ist klar, dass ϕ1 bzw. ϕ2 die klassischen UMP-Tests zum Niveau α, mit den oben angege-
benen Gu¨tefunktionen, sind. 2
Falls A˜ unbekannt ist, so ist dieses Vorgehen nicht mo¨glich. In diesem Fall schlagen wir die
Verwendung der Tests des folgenden Satzes vor.
KAPITEL 3. TESTS FU¨R FUZZY-ZUFALLSVARIABLE 50
Satz 3.5
Fu¨r die unscharfe StichprobeX = (X˜1, .., X˜n) sei X˜i = Xi⊕A˜mit (unbekannten) A˜ ∈ Fnbck (R)
und Xi ∼ U [0, 2µ] iid., i = 1, .., n. Dann ist EX˜ =1 µ˜ ⇐⇒ µ = d(µ˜, A˜) und es sind mit
T (X) := d(X˜max, X˜min) und µ0 := d(µ˜0, A˜)
die Tests
ϕ1(X) =
{
1 : falls T (X) > q1−α
0 : sonst
bzw. ϕ2(X) =
{
1 : falls T (X) < qα
0 : sonst
unverfa¨lschte Tests zum Niveau α fu¨r (3.1) bzw. (3.2), falls q1−α bzw. qα die (1− α) bzw. α
Quantile der Verteilung mit Verteilungsfunktion
F (t) =

0 : t < 0
1
(2µ0)n
(tn−1(2nµ0 − (n− 1)t)) : 0 ≤ t ≤ 2µ0
1 : t > 2µ0
(3.3)
sind. Die Gu¨tefunktionen dieser Tests lauten:
gϕ1(µ˜) =
{
1− 1
(2µ)n
(
qn−11−α (2nµ− (n− 1) q1−α)
)
: 0 ≤ q1−α ≤ 2µ
0 : 2µ < q1−α
und
gϕ2(µ˜) =
{
1
(2µ)n
(qn−1α (2nµ− (n− 1) qα)) : 0 ≤ qα ≤ 2µ
1 : 2µ < qα
.
Beweis:
EX˜ =1 µ˜ ⇐⇒ µ = EX = d(µ˜, A˜) (vgl. Beweis von Satz 3.2)
Mit µ0 = d(µ˜0, A˜) ist ein unverfa¨lschter Test zum Niveau α fu¨r
H0 : EX ≤ µ0 gegen H1 : EX > µ0 bzw. H0 : EX ≥ µ0 gegen H1 : EX < µ0
ein unverfa¨lschter Test zum Niveau α fu¨r (3.1) bzw. (3.2).
Weiter ist
T (X) = d(X˜max, X˜min)
= d(Xmax ⊕ A˜,Xmin ⊕ A˜)
= d(Xmax, Xmin)
= Xmax −Xmin.
Die Verteilung vonXmax−Xmin bestimmen wir mit Hilfe der Verteilung der Ordnungsstatistik
von n auf (0, ϑ) gleichverteilten Zufallsvariablen. Ist Ui ∼ U(0, ϑ) iid., i = 1, .., n, dann
besitzt die Ordnungsstatistik Z = (U(1), .., U(n)) mit U(1) < U(2) < .. < U(n) die folgende
Dichtefunktion:
fZ(t1, .., tn) =
n!
ϑn
0 < t1 < .. < tn < t.
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Fu¨r t ∈ [0, 2µ] :
=⇒ P (Xmax −Xmin ≤ t) = E(I{U(n) − U(1) ≤ t}) U ∼ U(0, 2µ)
=
∫
[0,2µ]n
I{tn − t1 ≤ t} n!
(2µ)n
I{0 < t1 < .. < tn < 2µ}dt1..dtn
=
1
(2µ)n
(tn−1(2nµ− (n− 1)t)).
Damit gilt fu¨r q1−α ∈ [0, 2µ] :
gϕ1(µ˜) = Pµ(T (X) > q1−α)
= 1− 1
(2µ)n
(qn−11−α(2nµ− (n− 1)q1−α)).
Analog gilt fu¨r qα ∈ [0, 2µ] : gϕ2(µ˜) = 1(2µ)n (qn−1α (2nµ− (n− 1)qα)).
Mit µ = d(µ˜, A˜) und µ0 = d(µ˜0, A˜) ist gϕ1(µ˜0) = gϕ2(µ˜0) = α und weiter ist gϕ1 monoton
wachsend und gϕ2 monoton fallend in µ. Damit ist klar, dass die Tests unverfa¨lschte Tests zum
Niveau α sind. 2
Betrachten wir als na¨chstes endliche Fuzzy-Zufallsvariable.
Endliche Fuzzy-Zufallsvariable
Jetzt betrachten wir den Fall, dass die Stichprobe X = (X˜1, .., X˜n) aus endlichen Fuzzy-
Zufallsvariablen besteht, d.h.
X˜j(ω) =
r∑
i=1
hi(ω)¯ A˜i, j = 1, .., n mit A˜1, .., A˜r ∈ Fnbck (R) und
hi(ω) = I{Y (ω)=xi}(ω), P (Y = xi) = pi > 0,
r∑
i=1
pi = 1.
Fu¨r den Fall r = 2 geben wir im folgenden Satz einen exakten Test an. Fu¨r den allgemeinen
Fall r > 2 empfehlen wir die Verwendung des weiter hinten eingefu¨hrten asymptotischen
Testes.
Satz 3.6
Sei X˜i eine Fuzzy-Zufallsvariable, welche mit positiven Wahrscheinlichkeiten nur einen der
beiden Werte A˜1 oder A˜2 annimmt. Dabei sei o.B.d.A. A˜1 <1 A˜2. Es gelte also:
X˜i =
{
A˜1 fu¨r Yi = 0
A˜2 fu¨r Yi = 1
mit Yi iid. mit P (Yi = 0) = 1− p und P (Yi = 1) = p.
Dann ist EX˜ =1 µ˜⇐⇒ p = d(µ˜, A˜1)
d(A˜2, A˜1)
und mit T (X) = #
{
X˜i =1 A˜2
}
und p0 :=
d(µ˜0, A˜1)
d(A˜2, A˜1)
,
sind die Tests
ϕ1(X) = I{T (X) > k1}+ γ1I{T (X) = k1}
bzw. ϕ2(X) = I{T (X) < k2}+ γ2I{T (X) = k2}
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mit k1 = inf{t|Pµ˜0(T (X) > t) ≤ α} und γ1 =
{
α−Pµ˜0 (T (X)>k1)
Pµ˜0 (T (X)=k1)
: Pµ˜0(T (X) = k1) 6= 0
0 : Pµ˜0(T (X) = k1) = 0
bzw. k2 = sup{t|Pµ˜0(T (X) < t) ≤ α} und γ2 =
{
α−Pµ˜0 (T (X)<k2)
Pµ˜0 (T (X)=k2)
: Pµ˜0(T (X) = k2) 6= 0
0 : Pµ˜0(T (X) = k2) = 0
UMP-Tests zum Niveau α fu¨r (3.1) bzw. (3.2). Die Gu¨tefunktionen dieser Tests lauten dann
gϕ1(µ˜) =
n∑
j=k1+1
(
n
j
)
pj(1− p)n−j + γ1
(
n
k1
)
pk1(1− p)n−k1 ,
bzw. gϕ2(µ˜) =
k2−1∑
j=0
(
n
j
)
pj(1− p)n−j + γ2
(
n
k2
)
pk2(1− p)n−k2 .
Beweis:
Es gilt EY = p
=⇒
EX˜ =1 E((1− Y )¯ A˜1 ⊕ Y ¯ A˜2)
=1 (1− p)¯ A˜1 ⊕ p¯ A˜2
=1 µ˜ .
Weiter ist
µ˜ =1 (1− p)¯ A˜1 ⊕ p¯ A˜2
⇐⇒
d(µ˜, 0) = d((1− p)¯ A˜1 ⊕ p¯ A˜2, 0)
⇐⇒
d(µ˜, 0) = (1− p)d(A˜1, 0) + pd(A˜2, 0)
⇐⇒
d(µ˜, A˜1) = p(d(A˜2, 0) + d(0, A˜1))
⇐⇒
p =
d(µ˜, A˜1)
d(A˜2, A˜1)
.
Es ist also
EX˜ =1 µ˜ ⇐⇒ EY = d(µ˜, A˜1)
d(A˜2, A˜1)
.
Damit ist also ein unverfa¨lschter Test zum Niveau α fu¨r
H0 : EY ≤ p0 gegen H1 : EY > p0 bzw. H0 : EY ≥ p0 gegen H1 : EY < p0
ein unverfa¨lschter zum Niveau α fu¨r (3.1) bzw. (3.2). Die obigen Tests sind gerade die be-
kannten klassischen UMP-Tests fu¨r eine unbekannte Wahrscheinlichkeit p mit den ange-
gebenen Gu¨tefunktionen. 2
Offensichtlich ist hier der Fall von einfachen Bernoulli-verteilten Fuzzy-Zufallsvariablen als
Spezialfall enthalten.
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Beispiel 3.7 Fu¨r eine endliche Fuzzy-Zufallsvariable X˜ gibt es die r = 2 mo¨gliche Realisie-
rungen A˜1 = 〈1.2, 0.6, 1.2〉L1R1 und A˜2 = 〈4.1, 0.4, 1.2〉L2R2 mit
L1(α) = R1(α) = (1− α)2 =⇒ ||AL1||1 = ||AR1||1 =
1
6
,
L2(α) = R2(α) = (1− α) =⇒ ||AL2||1 = ||AR2||1 =
1
4
.
Ist µ˜0 = 〈2.1, 1, 1.4〉L2R2 , dann ist
d(A˜2, A˜1) = (mA˜2 −mA˜1)− (lA˜2||AL2||1 − lA˜1||AL1||1) + (rA˜2||AR2||1 − rA˜1||AR1||1)
= (4.1− 1.2)− (0.4/4− 0.6/6) + (1.2/4− 1.2/6) = 3
d(µ˜0, A˜1) = (2.1− 1.2)− (1/4− 0.6/6) + (1.4/4− 1.2/6) = 0.9
p0 =
d(µ˜0, A˜1)
d(A˜2, A˜1)
=
0.9
3
= 0.3.
Ist der Stichprobenumfang n = 10 und des Niveau α = 0.05, dann ist
T (X)
EX˜=1µ˜0∼ Bin(10, 0.3) =⇒ k1 = 5, γ1 = 0.026 und k2 = 1, γ2 = 0.770.
Wird A˜2 7 mal beobachtet und A˜1 demzufolge 3 mal, dann lauten die Testentscheidungen
t = 7 > 5 =⇒ H0 in (3.1) ablehnen =⇒ EX˜ ist signifikant gro¨ßer als 〈2.1, 1, 1.4〉L2,R2 .
t = 7 > 1 =⇒ H0 in (3.2) annehmen =⇒ EX˜ ist nicht signifikant kleiner als 〈2.1, 1, 1.4〉L2,R2 .
Im Folgenden betrachten wir die Klasse der LR Fuzzy-Zufallszahlen.
LR Fuzzy-Zufallsvariable
Unsere Stichprobe besteht jetzt aus LR-Fuzzy-Zufallsvariablen
X˜i = 〈Xmi , Xli , Xri〉LR mit

Xmi iid. i = 1, .., n, EXm1 = m
Xli iid. i = 1, .., n, EXl1 = l
Xri iid. i = 1, .., n, EXr1 = r
 =⇒ EX˜ = 〈m, l, r〉LR .
Als erstes nehmen wir an, dass das Zentrum Xm, die linke Spreizung Xl und die rechte
Spreizung Xr gleichverteilt sind. Im zweiten Fall setzen wir voraus, dass sie normalverteilt
sind.
Gleichverteilung
Es seien X˜i = 〈Xmi , Xli , Xri〉LR iid. mit
Xmi i = 1, .., n iid. Xm1 ∼ U [0, 2m]
Xli i = 1, .., n iid. Xl1 ∼ U [0, 2l]
Xri i = 1, .., n iid. Xr1 ∼ U [0, 2r]
 alle unabha¨ngig =⇒ EX˜i = 〈m, l, r〉LR .
Die folgenden Hypothesen sollen getestet werden:
H0 : EX˜ =3 〈m0, l0, r0〉LR gegen H1 : EX˜ >1 〈m0, l0, r0〉LR , (3.4)
H0 : EX˜ =3 〈m0, l0, r0〉LR gegen H1 : EX˜ <1 〈m0, l0, r0〉LR . (3.5)
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Dabei definieren wir die Relation =3 wie folgt.
〈m1, l1, r1〉LR =3 〈m2, l2, r2〉LR ⇐⇒ m1 = m2, l1 = l2 und r1 = r2.
Es ist zu beachten, dass wir in der Nullhypothese nicht ≤1 bzw. ≥1 , sondern =3 testen.
Der Grund dafu¨r ist, dass wir im folgenden Satz eine Teststatistik T bestimmen und deren
Verteilung fu¨r:
EXm = m0; EXl = l0 und EXr = r0.
Die Verteilung dieser Teststatistik ist aber nicht fu¨r alle X˜ mit EX˜ =1 〈m0, l0, r0〉LR gleich.
Fu¨r iid. gleichverteilte Zufallsvariable ist das Maximum eine suffiziente Statistik. Ein er-
wartungstreuer Scha¨tzer fu¨r EX˜ = 〈EXm,EXl,EXr〉LR , welcher in jeder Komponente von
dieser suffizienten Statistik abha¨ngt, ist
ÊX˜ =
〈
n+ 1
n
n
max
i=1
Xmi ,
n+ 1
n
n
max
i=1
Xli ,
n+ 1
n
n
max
i=1
Xri
〉
LR
Eine nahe liegende Teststatistik ist damit:
T0(X) = d
(
ÊX˜, 〈m0, l0, r0〉LR
)
= d
(〈
n+ 1
n
n
max
i=1
Xmi ,
n+ 1
n
n
max
i=1
Xli ,
n+ 1
n
n
max
i=1
Xri
〉
LR
, 〈m0, l0, r0〉LR
)
=
n+ 1
n
(
n
max
i=1
Xmi − ||AL||1
n
max
i=1
Xli + ||AR||1
n
max
i=1
Xri
)
︸ ︷︷ ︸
T (X):=
− (m0 − ||AL||1l0 + ||AR||1r0)
Die Teststatistik T0 ist eine lineare Funktion von T . Damit ist es gleich welche der beiden
Statistiken wir als Grundlage unseres Testes nehmen. Der Einfachheit halber nehmen wir die
Teststatistik T (X) und bestimmen ihre Dichte unter H0 : EX˜ =3 〈m0, l0, r0〉LR. Allgemein
gilt:
Xi ∼ U [0, ϑ], iid. i = 1, ..., n =⇒ Y := nmax
i=1
Xi hat die Dichte fY (t) =
n
ϑ
(
t
ϑ
)n−1
I[0,ϑ](t).
Mit X :=
n
max
i=1
Xmi , Y := −||AL||1
n
max
i=1
Xli und Z := ||AR||1
n
max
i=1
Xri ist die Dichte von T unter
H0:
fT (t) =
∫ ∞
−∞
(∫ ∞
−∞
fX(z)fZ(y − z)dz
)
fY (t− y)dy
=
∫ ∞
−∞
(∫ ∞
−∞
n
2m0
(
z
2m0
)n−1
I[0,2m0](z)
n
2||AR||1r0
(
y − z
2||AR||1r0
)n−1
I[0,2||AR||1r0](y − z)dz
)
n
2||AL||1l0
(
y − t
2||AL||1l0
)n−1
I[0,2||AL||1l0](y − t)dy.
Sind q1−α bzw. qα die (1 − α)- bzw. α-Quantile der Verteilung mit der Dichtefunktion fT ,
dann sind die Tests
ϕ1(X) =
{
1 : T (X) > q1−α
0 : sonst
bzw. ϕ2(X) =
{
1 : T (X) < qα
0 : sonst
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Tests zum Niveau α fu¨r (3.4) bzw. (3.5).
Betrachten fu¨r diese Tests am konkreten Beispiel der Stichprobe 1 aus Beispiel 3.1.
Beispiel 3.8 Wir testen die Nullhypothese H0 : EX˜ = 〈4, 1, 1〉LR (d.h. Xm H0∼ U [0, 8],
Xl
H0∼ U [0, 2] und Xr H0∼ U [0, 2]). Die berechnete Dichte von T unter H0 ist in Bild 3.5
zu sehen. Fu¨r α = 0.05 sind die beno¨tigten Quantile q0.95 = 7.97 und q0.05 = 5.93. Die
Realisierung der Teststatistik ist t = 4.4. Unsere Testentscheidungen lauten damit Annahme
von H0 gegen H1 : EX˜ >1 〈4, 1, 1〉LR und Ablehnung von H0 gegen H1 : EX˜ <1 〈4, 1, 1〉LR.
-2 2 4 6 8 10
0.2
0.4
0.6
0.8
1
Bild 3.5: Dichte von T unter H0.
Bemerkung 3.9
Unterschiedliche Werte von m0, l0 und r0 fu¨hren zu unterschiedlichen Verteilungen von T
unter H0. So ist selbst im Falle, dass 〈m, l, r〉LR =1 〈m0, l0, r0〉LR ist, die Verteilung von T
im Allgemeinen unterschiedlich. Somit ist der Test kein unverzerrter Test. So gilt z.B. im
obigen Beispiel fu¨r ϕ1 und (3.4):
〈4, 1, 1〉LR <1 〈4.001, 0.5, 0.5〉LR aber
EX˜ = 〈4.001, 0.5, 0.5〉LR =⇒ P (T > 7.97) = 0.04 < 0.05 = α.
Formulieren wir die Nullhypothese allgemeiner H0 : EX˜ ≥1 〈4, 1, 1〉LR, so ist der Test ϕ1
kein Test zum Niveau α. Auch das soll wieder an obigem Beispiel verdeutlicht werden:
〈4, 1, 1〉LR >1 〈3.999, 2, 2〉LR aber
EX˜ = 〈3.999, 2, 2〉LR =⇒ P (T > 7.97) = 0.07 > 0.05 = α.
Einen Ausweg aus diesen Problemen liefert uns die Verwendung eines Vorzeichentestes (vgl.
Abschnitt 3.1.2). Die im Abschnitt 3.1.2 angegebenen Tests sind dabei unverfa¨lschte Tests
zum Niveau α fu¨r eine Klasse von Verteilungen, die LR-Fuzzy-Zufallsvariable mit Gleichver-
teilung in allen Komponenten entha¨lt.
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Normalverteilung
Als na¨chstes betrachten wir LR-Fuzzy-Zufallsvariable, bei denen alle
”
Komponenten“ nor-
malverteilt sind. Die Tests, welche wir hier angeben ko¨nnen, besitzen bessere Eigenschaften
als die Tests unter der Annahme der Gleichverteilung. Die linke und die rechte Spreizung
einer LR-Fuzzy-Zufallsvariable muss positiv sein. Das ist aber bei normalverteilten Zufalls-
variablen nicht mit Wahrscheinlichkeit 1 der Fall. Wir schra¨nken darum den Parameter-
bereich so ein, dass die Wahrscheinlichkeit, dass eine Spreizung negative Werte annimmt,
vernachla¨ssigbar klein ist.
Satz 3.10
Es seien X˜i = 〈Xmi , Xli , Xri〉LR iid., i = 1, .., n mit
(Xmi , Xli , Xri)
T ∼ N ((m, l, r)T ; Σ) , i = 1, ..n, iid..
D.h., der Erwartungswert von X˜i ist EX˜i = 〈m, l, r〉LR. Weiter gelte fu¨r
Σ =
 σ2m σml σmrσml σ2l σlr
σmr σlr σ
2
r
; l − 4σl ≥ 0 und r − 4σr ≥ 0. Sei
Θ := {ϑ := 〈m, l, r〉LR ∈ Fnbck (R) |m ∈ R; l ∈ R+ mit l − 4σl ≥ 0, r ∈ R+ mit r − 4σr ≥ 0}
und mit µ˜0 := 〈m0, l0, r0〉LR ∈ Θ seien
Θ≤0 := {ϑ ∈ Θ | ϑ ≤1 〈m0, l0, r0〉LR} und Θ>1 := {ϑ ∈ Θ | ϑ >1 〈m0, l0, r0〉LR},
Θ≥0 := {ϑ ∈ Θ | ϑ ≥1 〈m0, l0, r0〉LR} und Θ<1 := {ϑ ∈ Θ | ϑ <1 〈m0, l0, r0〉LR}.
Dann sind fu¨r die Hypothesen
H0 : EX˜ ∈ Θ≤0 gegen H1 : EX˜ ∈ Θ>1 (3.6)
bzw.
H0 : EX˜ ∈ Θ≥0 gegen H1 : EX˜ ∈ Θ<1 (3.7)
die Tests
ϕ1(X) =
{
1 : falls T (X) > z1−α
0 : sonst
bzw. ϕ2(X) =
{
1 : falls T (X) < −z1−α
0 : sonst.
UMP-Tests zum Niveau α. Dabei ist
T (X) =
d(X˜, µ˜0)
σ
√
n =
Y − µ0
σ
√
n mit Yi := Xmi − ||AL||1Xli + ||AR||1Xri und
µ0 := m0 − ||AL||1l0 + ||AR||1r0 und σ2 := (1,−||AL||1, ||AR||1)Σ(1,−||AL||1, ||AR||1)T .
Die Gu¨tefunktionen lauten mit µ˜ = 〈m, l, r〉LR und µ = m− ||AL||1l + ||AR||1r:
gϕ1(µ˜) = 1− Φ
(
z1−α − µ− µ0
σ
√
n
)
bzw. gϕ2(µ˜) = Φ
(
−z1−α − µ− µ0
σ
√
n
)
.
Beweis: Nach Voraussetzung ist
Yi = Xmi − ||AL||1Xli + ||AR||1Xri ∼ N(µ, σ2) iid. mit
µ = m− ||AL||1l + ||AR||1r und σ2 wie oben.
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Weiter gilt:
EX˜ =1 〈m, l, r〉LR = µ˜ ⇐⇒ EY = µ, (vgl. Beweis von Satz 3.2).
Damit ist jeder UMP-Test ϕ(X) = ϕ(X˜1, .., X˜n) = ϕ(Y1, .., Yn) zum Niveau α fu¨r
H0 : µ ≤ µ0 gegen H1 : µ > µ0
bzw.
H0 : µ ≥ µ0 gegen H1 : µ < µ0
ein UMP-Test fu¨r (3.6) bzw. (3.7). Die obigen Tests sind aber gerade die bekannten UMP-
Tests mit den angegebenen Gu¨tefunktionen. 2
Der Satz la¨sst negative linke und rechte Spreizungen mit vernachla¨ssigbar geringer Wahr-
scheinlichkeit zu. Da diese aber immer nicht negativ sein mu¨ssen, gehen wir davon aus, dass
wir max(0, Xl) bzw. max(0, Xr) anstelle vonXl undXr beobachten. Der Test ist dabei immer
noch nahezu der angegebene UMP-Test.
Beispiel 3.11 Wir betrachten jetzt die Stichprobe 1 aus dem Beispiel 3.1. Ist Σ bekannt
mit
Σ =
 1 0.03 0.020.03 0.05 0.01
0.02 0.01 0.05
 =⇒ σ = 1 und sei weiter
〈m0, l0, r0〉LR = 〈4, 1, 1〉LR =⇒ µ0 = 4 und (l0 − 4σl = r0 − 4σr ≥ 0).
Der Mittelwert der unscharfen Stichprobe ist x˜ = 〈2.97, 0.95, 0.93〉LR und damit ist y = 2.97.
Als Realisierung von T ergibt sich damit t=-3.3. Zusammen mit z0.95 = 1.645 erhalten wir
die folgenden Testentscheidungen:
t = −3.3 < 1.645 ⇒ Annahme von H0 : EX˜ ∈ Θ≤0 g. H1 : EX˜ ∈ Θ>1 ,
t = −3.3 < −1.645⇒ Ablehnung von H0 : EX˜ ∈ Θ0≥ g. H1 : EX˜ ∈ Θ<1 .
Bemerkung 3.12
Ist Σ (und damit auch σ) unbekannt, so scha¨tzen wir σ2 durch S2 aus der Stichprobe, d.h.
S2 := 1
n−1
n∑
i=1
ρ2(X˜i, X˜). Mit der Teststatistik T :=
d(X˜,µ˜0)
S
√
n = Y−µ0
S
√
n ∼ tn−1 ist alles
Weitere wie im klassischen Fall.
3.1.2 Vorzeichen-Tests
Im folgenden zeigen wir auf, wie wir Vorzeichentests zum Testen der Hypothesen (3.1) und
(3.2) verwenden ko¨nnen. Die Sa¨tze 3.14 und 3.17 geben an, fu¨r welche Klasse von Verteilun-
gen diese Tests unverfa¨lschte Tests zum Niveau α sind.
Vorzeichentest von Wilcoxon
Fu¨r die unscharfe Stichprobe X = (X˜1, .., X˜n) seien die folgenden Voraussetzungen erfu¨llt:
(V1) Xi := d(X˜i, 0) =
1∫
0
∫
S0
usX˜i(u, α)ν(du)dα ist eine stetige Zufallsvariable,
(V2) Xi ist symmetrisch um µ := d(EX˜, 0) =
1∫
0
∫
S0
usEX˜(u, α)ν(du)dα verteilt.
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Bemerkung 3.13 Sind im Falle von LR-Fuzzy-Zufallsvariablen alle 3 Komponenten stetige
Zufallsvariable, dann ist die Voraussetzung (V1) erfu¨llt. Sind in diesem Fall alle Komponen-
ten Zufallsvariable, welche symmetrisch um Ihren Erwartungswert verteilt sind, dann ist
die Voraussetzung (V2) erfu¨llt. In den obigen Fa¨llen von LR-Fuzzy-Zufallsvariablen, deren
Komponenten alle gleichverteilt bzw. alle normalverteilt sind, sind also (V1) und (V2) erfu¨llt.
Sind die Voraussetzungen (V1) und (V2) erfu¨llt, dann ko¨nnen wir zum Testen der Hypo-
thesen (3.1) und (3.2) den Wilcoxon-Vorzeichentest verwenden. Das allgemeine Vorgehen ist
das Folgende. Als erstes bestimmen wir
Di = d(X˜i, µ˜0)
=
∫ 1
0
∫
S0
u
(
sX˜i(u, α)− sµ˜0(u, α)
)
ν(du)dα
= Xi − µ0 mit µ0 := d(µ˜0, 0).
Ausgehend von den Ra¨ngen von |Di| (d.h. Rang(|Di|)) berechnen wir die Teststatistik:
W+ =
n∑
i=1
ZiRang(|Di|) mit Zi =
{
1 : Di > 0
0 : Di ≤ 0.
Falls EX˜ =1 µ˜0, d.h. EX = µ0 ist W
+ wie folgt verteilt (vgl. Bu¨ning und Trenkler [7]):
Pµ˜0(W
+ = k) =
hn(k)
2n
k = 0, 1, ..,
n(n+ 1)
2
.
Dabei ko¨nnen wir hn(k) wie folgt rekursiv berechnen:
hn(k) = hn−1(k) + hn−1(n− k) mit h0(k) = I{0}(k) und hn(k) = 0, falls k < 0.
Ausgehend von dieser Verteilung ergeben sich die folgenden randomisierten Tests:
ϕ1(X) = I{W+ > c1}+ γ1I{W+ = c1} mit c1 := inf{t | Pµ˜0(W+ > t) ≤ α} und
γ1 =
{
α−Pµ˜0 (W+>c1)
Pµ˜0 (W
+=c1)
: Pµ˜0(W
+ = c1) 6= 0
0 : sonst
und
ϕ2(X) = I{W+ < c2}+ γ2I{W+ = c2} mit c2 := sup{t | Pµ˜0(W+ < t) ≤ α} und
γ2 =
{
α−Pµ˜0(W+<c2)
Pµ˜0 (W
+=c2)
: Pµ˜0(W
+ = c2) 6= 0
0 : sonst
.
Satz 3.14 Fu¨r die Hypothesen (3.1) bzw. (3.2) sind, unter den Voraussetzungen (V1) und
(V2), die Test ϕ1 bzw. ϕ2 unverfa¨lschte Tests zum Niveau α.
Beweis: Wir beweisen den Satz nur fu¨r ϕ1. Der Beweis fu¨r ϕ2 ist dann dazu analog leicht
mo¨glich.
KAPITEL 3. TESTS FU¨R FUZZY-ZUFALLSVARIABLE 59
Die Gu¨tefunktion des Testes ϕ1 lautet:
gϕ1(µ˜) = Pµ˜(W
+ > c1) + γ1Pµ˜(W
+ = c1)
= (1− γ1)Pµ˜(W+ > c1) + γ1Pµ˜(W+ ≥ c1)
= (1− γ1)Pµ˜
(
n∑
i=1
ZiRang(|Di|) > c1
)
+ γ1Pµ˜
(
n∑
i=1
ZiRang(|Di|) ≥ c1
)
.
Es gilt: EX˜i =1 µ˜ ⇐⇒ EXi = µ.
Nach (V1) und (V2) gilt:
Xi ist stetig und symmetrisch um µ verteilt,
⇐⇒
Xi − µ ist stetig und symmetrisch um 0 verteilt.
- Ist EX˜i =1 µ˜0, so ist Di = Xi − µ0 stetig und symmetrisch um 0 verteilt und damit auf-
grund der Konstruktion des Wilcoxon-Vorzeichentestes gϕ1(µ˜0) = α.
- Ist EX˜i =1 µ˜ <1 µ˜0, so ist Di = Xi − µ0 stetig und symmetrisch um ∆ = µ − µ0 < 0
verteilt. Damit ist D∆i := Xi−µ = Di−∆ stetig und symmetrisch um 0 verteilt. Weiter gilt
fu¨r
Zi = 1 : Rang(|D∆i |) ≥ Rang(|Di|) und fu¨r alle i : Z∆i :=
{
1 : D∆i = Di −∆ > 0
0 : D∆i = Di −∆ ≤ 0
≥ Zi.
Daraus folgt, dass fu¨r k = 0, 1, .., n(n+1)
2
gilt:
Pµ˜0
(
n∑
i=1
ZiRang(|Di|) > k
)
= Pµ˜
(
n∑
i=1
Z∆i Rang(|D∆i |) > k
)
= Pµ˜
 n∑
i=1
(Z∆i − Zi)︸ ︷︷ ︸
≥0
Rang(|D∆i |)︸ ︷︷ ︸
≥0
+
n∑
i=1
Zi(Rang(|D∆i |)−Rang(|Di|))︸ ︷︷ ︸
≥0
+
n∑
i=1
ZiRang(|Di|) > k

≥ Pµ˜
(
n∑
i=1
ZiRang(|Di|) > k
)
.
Damit ist:
gϕ1(µ˜) = (1− γ1)Pµ˜
(
n∑
i=1
ZiRang(|Di|) > c1
)
+ γ1Pµ˜
(
n∑
i=1
ZiRang(|Di|) ≥ c1
)
≤ (1− γ1)Pµ˜0
(
n∑
i=1
ZiRang(|Di|) > c1
)
+ γ1Pµ˜0
(
n∑
i=1
ZiRang(|Di|) ≥ c1
)
= gϕ1(µ˜0)
= α.
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Also ist ϕ1 ein Test zum Niveau α, d.h. fu¨r alle µ˜ ≤1 µ˜0 gilt: gϕ1(µ˜) ≤ α.
- Ist EX˜i =1 µ˜ >1 µ˜0, so kann gϕ1(µ˜) ≥ α analog gezeigt werden, d.h., der Test ϕ1 ist ein
unverfa¨lschter Test fu¨r (3.1). 2
Beispiel 3.15 Im folgenden Beispiel werden wir fu¨r die beiden Stichproben aus Beispiel 3.1
und µ0 = 〈4, 1, 1〉LR (mit L(α) = R(α) = 1 − α fu¨r die Stichprobe 1 und L(α) = R(α) =
(1−α)2 fu¨r die Stichprobe 2) jeweils die beiden einseitigen Hypothesen zum Niveau α = 0.05
testen. Dabei ist fu¨r
n = 10 : c1 = 44, γ1 = 0.745 und c2 = 11, γ2 = 0.745
i x˜i di Rang(|di|)
1 〈2.916, 1.038, 0.824〉LR −1.138 5
2 〈1.786, 0.702, 0.587〉LR −2.243 9
3 〈3.418, 1.089, 1.286〉LR −0.533 4
4 〈4.160, 1.427, 1.016〉LR 0.057 1
5 〈2.684, 0.491, 0.848〉LR −1.227 6
6 〈2.318, 1.021, 1.056〉LR −1.673 8
7 〈4.474, 1.068, 1.001〉LR 0.457 3
8 〈3.825, 0.529, 0.981〉LR −0.062 2
9 〈2.647, 1.006, 1.079〉LR −1.335 7
10 〈1.497, 1.101, 0.631〉LR −2.621 10
t = 4 < 44 = c1 =⇒ H0 : EX˜ ≤1 µ˜0 gegen H1 : EX˜ >1 µ˜0 wird angenommen.
t = 4 < 11 = c2 =⇒ H0 : EX˜ ≥1 µ˜0 gegen H1 : EX˜ <1 µ˜0 wird abgelehnt.
n = 7 : c1 = 24, γ1 = 0.7 und c2 = 4, γ2 = 0.7.
i x˜i di Rang(|di|)
1 〈3.67, 0.76, 3.00〉LR 0.04 1
2 〈1.75, 0.42, 3.66〉LR −1.71 5
3 〈6.89, 1.00, 0.61〉LR 2.83 6
4 〈5.53, 0.67, 0.93〉LR 1.57 4
5 〈4.50, 1.85, 2.16〉LR 0.55 2
6 〈7.90, 3.01, 0.99〉LR 3.56 7
7 〈5.54, 2.41, 0.73〉LR 1.26 3
t = 23 < 24 = c1 =⇒ H0 : EX˜ ≤1 µ˜0 gegen H1 : EX˜ >1 µ˜0 wird angenommen.
t = 23 > 4 = c2 =⇒ H0 : EX˜ ≥1 µ˜0 gegen H1 : EX˜ <1 µ˜0 wird angenommen.
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Vorzeichentest
Der im Folgenden verwendete
”
einfache“ Vorzeichentest kommt mit schwa¨cheren Vorausset-
zungen aus als der Vorzeichen-Test von Wilcoxon. Es gelten die Voraussetzungen:
(V1) Xi := d(X˜i, 0) =
1∫
0
∫
S0
usX˜i(u, α)ν(du)dα ist eine stetige Zufallsvariable.
(V3) P (X˜i ≤1 EX˜i) = P (X˜i >1 EX˜i) = 12 , d.h. P (d(X˜i,EX˜i) > 0) = 12 .
Die Teststatistik des Vorzeichentestes ist dabei:
T =
n∑
i=1
Zi mit Zi =
{
1 : Di > 0
0 : Di ≤ 0.
Die Teststatistik T verarbeitet also weniger Information als W+.
Ist EX˜i =1 µ˜0, d.h. EXi = µ0, so ist T binomialverteilt mit n und p = 0.5, d.h.:
T
EX˜i=1µ˜0∼ Bin(n, p) mit p = P (Zi = 1) = 0.5.
Ausgehend von dieser Verteilung erhalten wir die folgenden randomisierten Tests:
ϕ3(X) = I{T > c3}+ γ3I{T = c3} mit c3 := inf{t | Pµ˜0(T > t) ≤ α} und
γ3 =
{
α−Pµ˜0 (T>c3)
Pµ˜0 (T=c3)
: Pµ˜0(T = c3) 6= 0
0 : sonst
und
ϕ4(X) = I{T < c4}+ γ4I{T = c4} mit c4 := sup{t | Pµ˜0(T < t) ≤ α} und
γ4 =
{
α−Pµ˜0 (T<c4)
Pµ˜0 (T=c4)
: Pµ˜0(T = c4) 6= 0
0 : sonst
.
Bemerkung 3.16 Ist die Voraussetzung (V2) erfu¨llt, dann ist auch die Voraussetzung (V3)
erfu¨llt. Nach Bemerkung 3.13 ist also auch die Verwendung des
”
einfachen“ Vorzeichentestes
in den obigen Fa¨llen von LR-Fuzzy-Zufallsvariablen, deren Komponenten alle gleichverteilt
bzw. alle normalverteilt sind, sinnvoll.
Analog zum Satz 3.14 ko¨nnen wir den folgenden Satz beweisen.
Satz 3.17 Fu¨r die Hypothesen (3.1) bzw. (3.2) sind unter den Voraussetzungen (V1) und
(V3) die Test ϕ3 bzw. ϕ4 unverfa¨lschte Tests zum Niveau α.
Beweis: Die Gu¨tefunktion des Testes lautet:
gϕ3(µ˜) = Pµ˜(T > c3) + γ3Pµ˜(T = c3)
= (1− γ3)Pµ˜(T > c3) + γ3Pµ˜(T ≥ c3).
Ist EX˜i =1 µ˜, so ist Di = Xi − µ0 stetig verteilt und mit ∆ = µ− µ0 und µ = d(µ˜, 0) gilt:
P (Di > ∆) = P (Di ≤ ∆) = 1
2
.
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Damit ist T ∼ Bin(n, p) mit p = Pµ˜(Di > 0).
- Fu¨r EX˜i =1 µ˜0 ist ∆ = 0 und damit p = Pµ˜(Di > 0) = 0.5. Dabei ist nach Konstruktion
des Testes:
gϕ3(µ˜0) = Pµ˜0(T > c3) +
α− Pµ˜0(T > c3)
Pµ˜0(T = c3)
Pµ˜0(T = c3) = α.
- Ist EX˜i =1 µ˜ <1 µ˜0 =⇒ ∆ < 0 =⇒ p = Pµ˜(Di > 0) ≤ Pµ˜(Di > ∆) = 0.5. =⇒
Pµ˜(T > k) ≤ Pµ˜0(T > k) fu¨r k = 0, 1, .., n − 1 =⇒ gϕ3(µ˜) ≤ gϕ3(µ˜0) = α. Der Test ϕ3 ist
also ein Test zum Niveau α fu¨r (3.1).
- Ist EX˜i =1 µ˜ >1 µ˜0 =⇒ ∆ > 0 =⇒ p = Pµ˜(Di > 0) ≥ Pµ˜(Di > ∆) = 0.5. =⇒
Pµ˜(T > k) ≥ Pµ˜0(T > k) fu¨r k = 0, 1, .., n − 1 =⇒ gϕ3(µ˜) ≥ gϕ3(µ˜0) = α. Der Tests ϕ3 ist
also ein unverfa¨lschter Test fu¨r (3.1).
Die Aussage fu¨r ϕ4 kann in analoger Weise bewiesen werden. 2
Beispiel 3.18 Wir testen jetzt zum Niveau α = 0.05 die gleichen Hypothesen wie im Bei-
spiel 3.15.
n = 10 : c3 = 8, γ1 = 0.893 und c4 = 2, γ2 = 0.893,
t = 2 < 8 = c3 =⇒ H0 : EX˜ ≤1 µ˜0 gegen H1 : EX˜ >1 µ˜0 wird angenommen.
t = 2 = 2 = c4 =⇒ 0.893 < 0.911 = x(x− Realisierung einer ZV X ∼ U [0, 1])
=⇒ H0 : EX˜ ≥1 µ˜0 gegen H1 : EX˜ <1 µ˜0 wird angenommen.
n = 7 : c3 = 6, γ1 = 0.771 und c4 = 1, γ2 = 0.771 :
t = 6 = 6 = c3 =⇒ x = 0.678 < 0.771(x− Realisierung einer ZV X ∼ U [0, 1])
=⇒ H0 : EX˜ ≤1 µ˜0 gegen H1 : EX˜ >1 µ˜0 wird abgelehnt.
t = 6 < 1 = c4 =⇒ H0 : EX˜ ≥1 µ˜0 gegen H1 : EX˜ <1 µ˜0 wird angenommen.
Bemerkung 3.19 Die Teststatistik des
”
einfachen“ Vorzeichentestes hat eine diskrete Ver-
teilung auf {0, .., n} und die des Wilcoxon-Vorzeichentestes auf {0, .., n(n+1)
2
}. Damit wird es
beim Wilcoxon-Vorzeichentest wesentlich seltener vorkommen, dass durch Randomisierung
entschieden werden muss. Außerdem verarbeitet die Wilcoxon-Teststatistik mehr Informa-
tion. Das la¨sst vermuten, dass dieser Test auch trennscha¨rfer ist als der
”
einfache“ Vor-
zeichentest. Dass der Wilcoxon-Vorzeichentest bemerkenswert bessere Gu¨teeigenschaften im
Vergleich zum
”
einfachen“ Vorzeichentest hat, wird z.B. in [7] beschrieben. Sind die Vor-
aussetzungen (V1) und (V2) erfu¨llt, dann ist der Wilcoxon-Vorzeichentest dem
”
einfachen“
Vorzeichentest vorzuziehen. Sind hingegen die Voraussetzungen (V1) und (V3) erfu¨llt, nicht
aber die Voraussetzung (V2), dann ist der
”
einfache“ Vorzeichentest zu verwenden. In den
obigen Fa¨llen von LR-Fuzzy-Zufallsvariablen empfiehlt es sich, also in beiden Fa¨llen dem
Wilcoxon-Vorzeichen den Vorrang vor dem
”
einfachen“ Vorzeichentest zu geben. Unter der
Annahme der Gleichverteilung der Komponenten ist dieser Test sogar dem exakten Test,
aufgrund der oben beschriebenen Probleme, vorzuziehen. Diese Probleme sind na¨mlich so-
wohl beim Wilcoxon-Vorzeichentest als auch beim
”
einfachen“ Vorzeichentest nicht mehr
vorhanden.
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3.1.3 Asymptotische Tests
Ist der Stichprobenumfang groß, so besteht die Mo¨glichkeit der Nutzung des folgenden asym-
ptotischen Testes. Dass die Resultate nur anna¨hernd fu¨r einen großen Stichprobenumfang
gelten, ist der wesentliche Nachteil der folgenden Tests. Ansonsten sind die folgenden Vor-
aussetzungen wenig restriktiv.
Seien X˜i iid. i = 1, .., n mit EX˜1 =1 µ˜ und Var(X˜1) <∞.
Dann gilt mit Xi := d(X˜i, 0) und µ := d(µ˜, 0):
EX˜i =1 µ˜ ⇐⇒ EXi = µ und
X˜i iid. =⇒ Xi iid.
Fu¨r die Zufallsvariablen Xi ko¨nnen wir damit den zentralen Grenzwertsatz anwenden, falls
VarXi < ∞ gilt. Das folgende Lemma zeigt, dass diese Forderung durch VarX˜i < ∞
impliziert wird.
Lemma 3.20 Ist X˜ eine unscharfe Zufallsvariable mit VarX˜ <∞, dann ist
X =
∫ 1
0
∫
S0 usX˜i(u, α)ν(du)dα eine Zufallsvariable mit VarX <∞.
Beweis: Auf Grund der Jensenschen-Ungleichung (∗) gilt:
VarX = E(X − EX)2
= E
(∫ 1
0
∫
S0
usX˜(u, α)ν(du)dα−
∫ 1
0
∫
S0
usEX˜(u, α)ν(du)dα
)2
= E
(∫ 1
0
∫
S0
u
(
sX˜(u, α)− sEX˜(u, α)
)
ν(du)dα
)2
(∗)
≤ E
(∫ 1
0
∫
S0
u2
(
sX˜(u, α)− sEX˜(u, α)
)2
ν(du)dα
)
= Eδ22(X˜,EX˜)
= VarX˜ <∞. 2
Im folgenden Satz wenden wir jetzt den zentralen Grenzwertsatz an. Ausgehend von dieser
Anwendung ko¨nnen wir asymptotische Tests angeben.
Satz 3.21 Sind X˜1, .., X˜n iid. Fuzzy-Zufallsvariable mit Erwartungswert µ˜ und endlicher
Varianz (VarX˜ <∞), dann sind
Xi :=
∫ 1
0
∫
S0
usX˜i(u, α)ν(du)dα iid. ZV mit Erwartungswert
µ :=
∫ 1
0
∫
S0
usµ˜(u, α)ν(du)dα
und es gilt
T1(X) =
d(X˜, µ˜)
σ
√
n
d−→
n→∞
Z mit Z ∼ N(0, 1) und σ2 = VarX1.
T2(X) =
d(X˜, µ˜)
S
√
n
d−→
n→∞
Z mit Z ∼ N(0, 1) und S2 := 1
n− 1
n∑
i=1
ρ2(X˜i, X˜).
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Beweis: Aus der Voraussetzung VarX˜1 <∞ folgt nach Lemma 3.20 VarX1 <∞.
Desweiteren gilt:
d(X˜, µ˜) =
∫ 1
0
∫
S0
u
(
s
X˜
(u, α)− sµ˜(u, α)
)
ν(du)dα
=
∫ 1
0
∫
S0
u
(
1
n
n∑
i=1
sX˜i(u, α)− sµ˜(u, α)
)
ν(du)dα
= X − µ.
Damit folgt mit dem zentralen Grenzwertsatz
T1(X) =
d(X˜, µ˜)
σ
√
n =
X − µ
σ
√
n
d−→ Z ∼ N(0, 1).
Bekanntlich ist S2 = 1
n−1
n∑
i=1
(Xi − X)2 ein konsistenter Scha¨tzer fu¨r σ2. Ersetzen wir in T1
also σ durch S, so bleibt nach dem Satz von Slutsky (vgl. [61]) die Asymptotik erhalten. Das
heißt, es gilt
T2(X) =
d(X˜, µ˜)
S
√
n =
X − µ
S
√
n
d−→ Z ∼ N(0, 1).
Es bleibt zu zeigen, dass S identisch mit der obigen Formel ist.
n∑
i=1
ρ2(X˜i, X˜) =
n∑
i=1
(∫ 1
0
∫
S0
u
(
sX˜i(u, α)− sX˜(u, α)
)
ν(du)dα
)2
=
n∑
i=1
(∫ 1
0
∫
S0
usX˜i(u, α)− u
1
n
n∑
i=1
sX˜i(u, α)ν(du)dα
)2
=
n∑
i=1
(
Xi −X
)2
. 2
Sind die Voraussetzungen von Lemma 3.20 erfu¨llt, so ko¨nnen wir, je nachdem ob die Va-
rianz bekannt ist oder nicht, als Teststatistik T1 bzw. T2 verwenden. Die Realisierung der
Teststatistik ist dann mit dem entsprechenden Quantil der Standardnormalverteilung zu
vergleichen.
Folgerung 3.22 Sind die Voraussetzungen des Satzes 3.20 erfu¨llt und ist die Varianz σ2 =
VarX1 bekannt, dann sind mit µ := d(µ˜, 0) und µ0 := d(µ˜0, 0) die folgenden Tests
ϕ1(X) =
{
1 : T1(X) > z1−α
0 : sonst
bzw. ϕ2(X) =
{
1 : T1(X) < −z1−α
0 : sonst
asymptotische Tests zum Niveau α fu¨r (3.1) bzw. (3.2). Die Gu¨tefunktionen besitzen asymp-
totisch den folgenden Verlauf.
gϕ1(µ˜) = 1− Φ
(
z1−α − µ− µ0
σ
√
n
)
gϕ2(µ˜) = Φ
(
−z1−α − µ− µ0
σ
√
n
)
.
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Ist die Varianz unbekannt so sind die Tests
ϕ3(X) =
{
1 : T2(X) > z1−α
0 : sonst
bzw. ϕ4(X) =
{
1 : T2(X) < −z1−α
0 : sonst
asymptotische Tests zum Niveau α fu¨r die Hypothesen (3.1) bzw. (3.2).
Die Gu¨tefunktionen besitzen den folgenden asymptotischen Verlauf.
gϕ3(µ˜) = 1− Φ
(
z1−α − µ− µ0
σ
√
n
)
gϕ4(µ˜) = Φ
(
−z1−α − µ− µ0
σ
√
n
)
.
Beispiel 3.23 Wir geben im Folgenden die Varianzen von X1 = d(X˜, 0) fu¨r die Fa¨lle, dass
X˜ eine einfache, endliche und LR-Fuzzy-Zufallsvariable ist, an.
1. Ist X˜ = X ⊕ A˜ eine einfache Fuzzy-Zufallsvariable, dann ist
VarX1 = VarX. (3.8)
2. Ist X˜ =
r∑
i=1
I{X(ω)=xi} ¯ A˜i eine endliche Fuzzy-Zufallsvariable, dann ist
VarX1 =
r∑
i=1
r∑
i=1
(piδij − pipj)(d(A˜i, 0)d(A˜j, 0)). (3.9)
3. Ist X˜ = 〈Xm, Xl, Xr〉LR eine LR-Fuzzy-Zufallsvariable, dann ist
VarX1 = Var(Xm) + ||AL||21Var(Xl) + ||AR||21Var(Xr) (3.10)
−2||AL||1Cov(Xm, Xl) + 2||AR||1Cov(Xm, Xr)
−2||AL||1||AR||1Cov(Xl, Xr).
Beispiel 3.24 Anhand der Stichproben 1 und 2 aus Beispiel 3.1 wollen wir fu¨r µ˜0 =
〈4, 1, 1〉LR die Hypothesen 3.1 und 3.2 zum Niveau α = 0.05 testen.
Nehmen wir als erstes wie im Beispiel 3.11 an, dass fu¨r die Stichprobe 1 σ = 1 bekannt ist. Die
Realisierung der Teststatistik T1 ist dabei t = −3.3. Somit lauten die Testentscheidungen:
t = −3.3 < 1.645 = z0.95 =⇒ H0 : EX˜ ≤1 µ˜0 gegen H1 : EX˜ >1 µ˜0 wird angenommen,
t = −3.3 < −1.645 = z0.05 =⇒ H0 : EX˜ ≥1 µ˜0 gegen H1 : EX˜ <1 µ˜0 wird abgelehnt.
Meistens wird σ unbekannt sein und wir mu¨ssen fu¨r unseren Test die Teststatistik T2 verwen-
den. Betrachten wir als Beispiel die Stichprobe 2. Die Realisierung von T2 lautet t = 1.74.
t = 1.74 > 1.645 = z0.95 =⇒ H0 : EX˜ ≤1 µ˜0 gegen H1 : EX˜ >1 µ˜0 wird abgelehnt.
t = 1.74 > −1.645 = z0.05 =⇒ H0 : EX˜ ≥1 µ˜0 gegen H1 : EX˜ <1 µ˜0 wird angenommen.
Im folgenden Vergleich der Gu¨tefunktionen betrachten wir die Hypothese
H0 : EX˜ ≤1 〈4, 1, 1〉LR gegen H1 : EX˜ >1 〈4, 1, 1〉LR .
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3.1.4 Vergleich der Gu¨tefunktionen
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Bild 3.6:
d(EX˜, µ˜0) −→
Bei einen Stichprobenumfang von n = 10 und fu¨r α = 0.05 und Xi ∼ U [0, 2µ] mit µ0 = 4
zeigt das Bild den Verlauf der Gu¨tefunktionen. Die exakten Tests sind deutlich besser als der
asymptotische und der Wilcoxon-Test. Dabei ist die Gu¨te des Testes, in welchem die additive
Verunscha¨rfung bekannt ist, besser als beim Test, welcher ohne diese Kenntnis entscheidet.
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Bild 3.7:
d(EX˜, µ˜0) −→
Die Werte des Testes sind aus Beispiel 3.8 und nur das Zentrum der LR-Fuzzy-Variable
wurde vera¨ndert. Die Gu¨te des exakten Testes ist deutlich besser als die der anderen beiden
Tests. Aus den oben genannten Gru¨nden ist der exakte Test aber nicht zu empfehlen. Darum
schlagen wir vor, im Falle einer großen Stichprobe den asymptotischen Test zu verwenden.
Ist der Stichprobenumfang klein und wollen wir einen Test, welcher exakt das Niveau α
einha¨lt, dann ist die Verwendung des Wilcoxon-Vorzeichentestes zu empfehlen.
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Bild 3.8:
d(EX˜,µ˜0) −→
Hier werden die Gu¨tefunktionen mit Werten aus Beispiel 3.11 dargestellt. EX˜ ist von µ˜0 nur
im Zentrum verschieden. Hier unterscheiden sich die drei Gu¨tefunktionen nur unwesentlich.
Die Unterschiede zwischen dem asymptotischen Test und dem exakten Test sind nicht einmal
darstellbar. Ihre Gu¨tefunktionen sind nahezu gleich. Auch die Verwendung des Wilcoxon-
Vorzeichentestes verschlechtert die Gu¨tefunktion nur gering.
Die folgende Tabelle gibt eine U¨bersicht, fu¨r welche Fa¨lle wir welche Tests empfehlen.
Verteilungsannahmen exakte Tests Wilcoxon-Test Asymptotische Test
Einfache Fuzzy-Zufallsvariable
normalverteilte X
gleichverteilte A˜ bekannt Satz 3.4
gleichverteilte A˜ unbekannt Satz 3.5
Endliche Fuzzy-Zufallsvariable
r = 2 X
r > 2 X
LR-Fuzzy-Zufallsvariable
Gleichverteilung falls n “klein“ falls n
”
groß“
Normalverteilung X
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3.2 Zweiseitige Tests fu¨r EX˜
Erneut ist unser Ausgangspunkt eine unscharfe Stichprobe X = (X˜1, .., X˜n). Die folgenden
zweiseitigen Hypothesen wollen wir in diesem Abschnitt untersuchen:
H0 : EX˜ =1 µ˜0 gegen H1 : EX˜ 6=1 µ˜0 (3.11)
⇐⇒
H0 : ρ
2(EX˜, µ˜0) = 0 gegen H1 : ρ
2(EX˜, µ˜0) 6= 0
und
H0 : EX˜ =2 µ˜0 gegen H1 : EX˜ 6=2 µ˜0 (3.12)
⇐⇒
H0 : δ
2
2(EX˜, µ˜0) = 0 gegen H1 : δ
2
2(EX˜, µ˜0) 6= 0.
Wir betrachten also einerseits die zu den einseitigen Hypothesen aus dem vorherigen Ab-
schnitt geho¨rige zweiseitige Hypothese (3.11) und andererseits eine von der Gleichheit bezu¨glich
δ22 abgeleitete zweiseitige Hypothese. Da (vgl. Satz 1.41)
δ22(EX˜, µ˜0) = 0 =⇒ ρ2(EX˜, µ˜0) = 0,
ist die Nullhypothese in (3.12) eine Teilmenge der Nullhypothese (3.11) bzw. die Forderung
der Gleichheit in (3.12) ist restriktiver als in (3.11).
Fu¨r die Hypothesen (3.11) ko¨nnen wir auf die Ergebnisse bei einseitigen Hypothesen (3.1)
und (3.2) zuru¨ckgreifen. Fu¨r (3.12) hat Ko¨rner [30] einen asymptotischen Test angegeben.
Die Betrachtung der Gu¨te dieses asymptotischen Testes und die Herleitung weiterer Tests
fu¨r (3.12) geben wir im Folgenden an.
Auch hier gehen wir wie bei den einseitigen Hypothesen vor. D.h., zuerst betrachten wir
exakte Tests, dann Vorzeichentests und anschließend asymptotische Tests. Als Abschluss
vergleichen wir die Gu¨tefunktionen der unterschiedlichen Tests.
3.2.1 Exakte Tests
Einfache Fuzzy-Zufallsvariable
Besteht die Stichprobe X = (X˜1, .., X˜n) aus einfachen Fuzzy-Zufallsvariablen
X˜i = Xi ⊕ A˜ mit A˜ ∈ Fnbck (Rn) und Xi iid., i = 1, .., n,
so ist wie im einseitigen Fall die Stichprobe von der Unscha¨rfe A˜ geeignet zu bereinigen. Fu¨r
den Fall von verunscha¨rften normalverteilten Zufallsvariablen ko¨nnen wir einen UMPU-Test
angeben. Bei verunscha¨rften gleichverteilten Zufallsvariablen unterscheiden wir wieder die
Fa¨lle, dass A˜ bekannt ist und dass A˜ unbekannt ist. Fu¨r diese beiden Fa¨lle geben wir die zu
den einseitigen Hypothesen geho¨rigen zweiseitige Tests an.
Ausgehend vom folgenden Lemma werden wir Tests fu¨r (3.11) und (3.12) angeben.
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Lemma 3.25 Ist X˜1 = X1 ⊕ A˜ mit A˜ ∈ Fnbck (R) und X1 ∈ R eine reelle Zufallsvariable, ist
weiter µ˜ = µ⊕ A˜ mit µ ∈ R, dann gilt
EX1 = µ ⇐⇒ EX˜1 =1 µ˜ ⇐⇒ EX˜1 =2 µ˜.
Beweis: Mit EX˜ = EX1⊕ A˜ und Satz 1.41 gilt die Aussage. 2
Folgerung 3.26 Ist X˜i = Xi ⊕ A˜ mit A˜ ∈ Fnbck (R) und Xi ∼ N(µ, σ2) iid., i = 1, .., n und
ist weiter µ˜ = µ⊕ A˜ mit µ ∈ R und ist µ˜0 = µ0 ⊕ A˜ mit µ0 ∈ R, dann ist der Test
ϕ(X) =
{
1 : T (X) > z1−α
2
0 : sonst
mit T (X) =
ρ(X˜, µ˜0)
σ
√
n =
δ2(X˜, µ˜0)
σ
√
n
ein UMPU-Test zum Niveau α fu¨r (3.11) und fu¨r (3.12). Die Gu¨tefunktion von ϕ ist dann
gϕ(µ˜) = 1− Φ
(
z1−α
2
− µ− µ0
σ
√
n
)
+ Φ
(
−z1−α
2
− µ− µ0
σ
√
n
)
.
Bemerkungen 3.27 1. Die Folgerung 3.26 kann mit Lemma 3.25 analog zum Satz 3.2
bewiesen werden. Aus diesem Grund verzichten wir hier auf die Angabe des Beweises.
2. Ist σ2 unbekannt, so ersetzen wir dieses in der Teststatistik durch:
S2 =
1
n− 1
n∑
i=1
ρ2(X˜i, X˜) =
1
n− 1
n∑
i=1
δ22(X˜i, X˜).
Der Test lautet dann ϕ2(X) :=
{
1 : T (X) > tn−1,1−α
2
0 : sonst
.
Betrachten wir jetzt verunscha¨rfte gleichverteilte Zufallsvariable. Ausgehend vom folgenden
Lemma ko¨nnen wir dann Tests zum Niveau α fu¨r (3.11) und (3.12) angeben.
Lemma 3.28 Ist X˜1 = X1 ⊕ A˜ mit A˜ ∈ Fnbck (R) und X1 ∈ R+, dann ist
X1 = ρ(X˜1, A˜) und X1 = δ2(X˜1, A˜).
Beweis:
ρ(X˜1, A˜) = ρ(A˜⊕X1, A˜) = ρ(X1, 0) = |X1| = X1,
δ2(X˜1, A˜) = δ2(A˜⊕X1, A˜) = δ2(X1, 0) = |X1| = X1.
2
Folgerung 3.29 Es sei X˜1 = Xi ⊕ A˜ mit A˜ ∈ Fnbck (R) und ist Xi ∼ U(0, 2µ) iid., i=1,..,n
und µ˜ = µ⊕ A˜, µ˜0 = µ0 ⊕ A˜ mit µ, µ0 ∈ R. Es sei weiter α = α1 + α2 mit α, α1, α2 ∈ (0, 1).
Ist A˜ bekannt, dann ist der Test
ϕ1(X) =
{
1 : T1(X) ≤ 2µ0(α1) 1n ∨ T1(X) ≥ 2µ0(1− α2) 1n
0 : sonst
mit T1(X) =
n
max
i=1
ρ(X˜1, A˜) =
n
max
i=1
δ2(X˜1, A˜)
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ein Test zum Niveau α fu¨r (3.11) und (3.12). Die Gu¨tefunktion dieses Testes lautet:
gϕ1(µ˜) =
(
1−
(
µ0
µ
)n
(1− α2)
)
I[0,µ]
(
µ0 (1− α2)
1
n
)
+ 1 +
((
µ0
µ
)n
α1 − 1
)
I[0,µ]
(
µ0 (α1)
1
n
)
.
Ist A˜ unbekannt, dann ist der folgende Test ein Test zum Niveau α fu¨r (3.11) und (3.12).
ϕ2(X) =
{
1 : falls T2(X) < qα1 ∨ T2(X) > q1−α2
0 : sonst
mit T2(X) = ρ(X˜max, X˜min) = δ2(X˜max, X˜min),
wobei q1−α2 und qα1 die 1−α2 und α1 Quantile der Verteilung mit Verteilungsfunktion (3.3)
sind. Die Gu¨tefunktion dieses Testes lautet:
gϕ2(µ˜) =

1− 1
(2µ)n
(
qn−11−α2 (2nµ− (n− 1) q1−α2)
)
+ 1
(2µ)n
(
qn−1α1 (2nµ− (n− 1) qα1)
)
: 0 ≤ qα1 < q1−α2 ≤ 2µ
1
(2µ)n
(
qn−1α1 (2nµ− (n− 1) qα1)
)
: 0 ≤ qα1 ≤ 2µ < q1−α2
1 : 0 ≤ 2µ < qα1 < q1−α2 .
Bemerkungen 3.30 1. Die Aussage der Folgerung 3.29 la¨sst sich mit Lemma 3.28
analog zu den Sa¨tzen 3.4 und 3.5 beweisen.
2. Die Tests ϕ1 und ϕ2 sind keine unverfa¨lschten Tests zum Niveau α. Wie stark sie in
der Na¨he von H0 verfa¨lscht sind, ha¨ngt von den gewa¨hlten α1 und α2 ab.
Als na¨chstes betrachten wir endliche Fuzzy-Zufallsvariable. Auch hier geben wir fu¨r den Fall
r = 2 einen exakten Test zum Niveau α an.
Endliche Fuzzy-Zufallsvariable
Ausgehend vom folgenden Lemma geben wir einen Test zum Niveau α fu¨r (3.11) und (3.12)
an.
Lemma 3.31 Ist Yi iid., i = 1, .., n mit P (Yi = 0) = 1 − p und P (Yi = 1) = p. Weiter sei
mit A˜1 <1 A˜2, X˜i := (1− Yi)¯ A˜1 ⊕ Yi ¯ A˜2. Dann ist mit
T (X) = #
{
X˜i = A˜2
}
, α, α1, α2 ∈ (0, 1), α = α1 + α2 und
p0 :=
d(µ˜0, A˜1)
d(A˜2, A˜1)
bzw. µ˜0 := (1− p0)¯ A˜1 ⊕ p0 ¯ A˜2
der Test
ϕ(X) =

1 : T (X) < c1 ∨ T (X) > c2,
γ1 : T (X) = c1,
γ2 : T (X) = c2,
0 : sonst
mit
c1 = sup{t|P (T0 < t) ≤ α1}
c2 = inf{t|P (T0 > t) ≤ α2}
γ1 =
{
α1−P (T0<c1)
P (T0=c1)
: P (T0 = c1) 6= 0
0 : sonst
γ2 =
{
α2−P (T0>c2)
P (T0=c2)
: P (T0 = c2) 6= 0
0 : sonst
ein Test zum Niveau α fu¨r (3.11) bzw. (3.12). Dabei ist T0 zur Bestimmung von c1, c2, γ1
und γ2 binomialverteilt mit Parameter n und p0.
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Beweis: Fu¨r (3.11) vgl. Satz 3.6 und fu¨r (3.12) ist durch die Vorgabe von
µ˜0 := (1− p0)¯ A˜1 ⊕ p0 ¯ A˜2 die Aussage des Lemmas klar. 2
Bemerkungen 3.32
1. Ob der Test ein unverfa¨lschter Test und damit sogar ein UMPU-Test ist, ha¨ngt von
der Wahl von α1 und α2 ab. Dabei muss zusa¨tzlich zu Eϕ(X) = α gelten:
ET (X)ϕ(X) = αET (X).
2. Ist beim Testen der Hypothese (3.11), p0 6∈ [0, 1], so ist die Nullhypothese ohne weitere
Rechnung abzulehnen.
3. Beim Test der Hypothese (3.12) schlagen wir vor p0 vorzugeben und dann den Hypo-
thetischen Wert µ˜0 = (1 − p0) ¯ A˜1 ⊕ p0 ¯ A˜2 zu berechnen. Wa¨hlen wir na¨mlich µ˜0
beliebig, dann erhalten wir
EX˜1 = (1− p)¯ A˜1 ⊕ p¯ A˜2 =2 µ˜0
⇐⇒
δ22(EX˜1, µ˜0) = 0
⇐⇒∫ 1
0
∫
S0
(
sEX˜1(u, α)− sµ˜0(u, α)
)2
µ(du)dα = 0
0 =
∫ 1
0
∫
S0
(
sEX˜1(u, α)− sµ˜0(u, α)
)2
µ(du)dα
=
∫ 1
0
∫
S0
(
1− p)sA˜1(u, α) + psA˜2(u, α)− sµ˜0(u, α)
)2
µ(du)dα
= p2δ22(A˜2, A˜1) + 2p
〈
sA˜2 − sA˜1 , sA˜1 − sµ˜0
〉
+ δ22(A˜1, µ˜0)
⇐⇒ p =
〈
sA˜2 − sA˜1 , sµ˜0 − sA˜1
〉
δ22(A˜2, A˜1)
±
√√√√〈sA˜2 − sA˜1 , sµ˜0 − sA˜1〉2
δ42(A˜2, A˜1)
− δ
2
2(A˜1, µ˜0)
δ22(A˜2, A˜1)
.
Liegen beide Nullstellen nicht in [0,1], dann ist die Nullhypothese in (3.12) ohne weitere
Rechnung abzulehen. Das wird aber bei einem beliebig vorgegeben µ˜0 meistens der Fall sein.
Beispiel 3.33 Betrachten wir zum Testen von (3.11) erneut die Werte aus Beispiel 3.7, ist
also t = 7 und p0 = 0.3 und damit T (X)
EX˜=1µ˜0∼ Bin(10, 0.3). Die Parameter des UMPU-
Tests, bestimmt nach Witting [60] S. 263, sind:
c1 = 0, γ1 = 0.9577952, (α1 = 0.027055344) und c2 = 6, γ2 = 0.3360614, (α2 = 0.02294466).
Damit lautet die Testentscheidung: t = 7 > 6 =⇒ H0 in (3.11) wird abgelehnt.
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LR Fuzzy-Zufallsvariable
Ausgangspunkt ist erneut eine Stichprobe X, welche aus LR-Fuzzy-Zufallsvariablen besteht,
deren Komponenten im ersten Fall alle gleichverteilt sind und im zweiten Fall normalverteilt
sind.
Gleichverteilung Wir nehmen als Ausgangspunkt eine Stichprobe X˜i = 〈Xmi , Xli , Xri〉LR
iid. i = 1, .., n, bestehend aus gleichverteilten und unabha¨ngigen Zentren Xmi , linken Sprei-
zungen Xli und rechten Spreizungen Xri , genau wie schon im Fall der einseitigen Tests
angegeben.
Benutzen wir zum Testen von (3.11) und (3.12) als Teststatistik
T1(X) = max
i=1..n
Xmi − ||AL||1 max
i=1,..,n
Xli + ||AR||1 max
i=1,..,n
Xli
und bestimmen deren Verteilung unter EXm = m0, EXl = l0 und EXr = r0 und von dieser
wiederum die α-Quantile q1α, dann ist
ϕ1(X) =
{
1 : falls T1(X) < q
1
α
2
∨ T1(X) > q11−α
2
0 : sonst
ein Test fu¨r (3.11) und (3.12) mit µ˜0 = 〈m0, l0, r0〉LR. Wir stehen bei der Verwendung des
Testes (vgl. den entsprechenden Test fu¨r einseitige Hypothesen) vor dem folgenden Problem:
EXm1 = m0
EXl1 = l0
EXr1 = r0
 =⇒ δ22(EX˜, µ˜0) = 0 =⇒ ρ(EX˜, µ˜0) = 0,
aber die umgekehrten Implikationen gelten im Allgemeinen nicht. Damit ist i.a. ϕ1 weder ein
Test zum Niveau α noch ein unverfa¨lschter Test fu¨r (3.11) und (3.12). A¨ndern wir die Null-
hypothesen in (3.11) und (3.12) in H0 : (EXm,EXl,EXr) = (m0, l0, r0), d.h., EXm = m0,
EXl = l0 und EXr = r0, dann ist ϕ1 ein Test zum Niveau α.
Bekanntlich ist (vgl. Beispiel 1.23)
δ22(EX˜, µ˜0) =
 EXm −m0EXl −ml
EXr −mr
T H
 EXm −m0EXl −ml
EXr −mr
 mit H =
 1 −||AL||1 ||AR||1−||AL||1 ||AL||22 0
||AR||1 0 ||AR||22
 .
Damit ist EXm = m0, EXl = l0 und EXr = r0 nicht nur hinreichend, sondern auch notwen-
dig fu¨r δ22(EX˜, µ˜0) = 0, falls H eine positiv definite Matrix ist.
Die in ϕ1 verwendete Teststatistik T1 stammt von unserem Test fu¨r einseitige Hypothesen
bezu¨glich ≤1. Zum Testen der Hypothese (3.12) ist die folgende Teststatistik nahe liegend:
T2(X) =

n+1
n
max
i,..,n
Xmi − 2m0
n+1
n
max
i,..,n
Xli − 2l0
n+1
n
max
i,..,n
Xri − 2r0

T
H

n+1
n
max
i,..,n
Xmi − 2m0
n+1
n
max
i,..,n
Xli − 2l0
n+1
n
max
i,..,n
Xri − 2r0
 .
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Wir bestimmen fu¨r T2 die Verteilung unter der Bedingung EXm = m0, EXl = l0 und
EXr = r0 und von dieser die α-Quantile q
2
α. Damit ist der Test
ϕ2(X) =
{
1 : T2(X) > q
2
1−α
0 : sonst
(3.13)
ein Test zum Niveau α fu¨r (3.12).
Als Beispiel betrachten wir erneut die Stichprobe 2 des Beispieles 3.1.
Beispiel 3.34
Wir testen die Hypothese (3.12) mit µ˜0 = 〈4, 1, 1〉LR.
Die Realisierung von T1 ist t1 = 5.1581 (vgl. Beispiel 3.8). Zusammen mit den Quantilen
q10.025 = 4.53 und q
1
0.975 = 8.96 lautet unsere Testentscheidung: Annahme der Nullhypothese
in (3.11).
Die Realisierung von T2 ist t2 = 0.28 . Die Quantile von T2 unter H0 haben wir dabei nicht
exakt bestimmt, sondern aus 106 Realisierungen von T2 mit qˆ
2
0.95 = 2.38 gescha¨tzt. Der Test
ϕ2 entscheidet mit diesem gescha¨tzten Quantil auf Annahme von H0 in Hypothese (3.12).
Bemerkung 3.35 Das Vorgehen der Scha¨tzung der Quantile q2α durch Bestimmung der
empirischen Quantile qˆ2α aus n Realisierungen von T2 wird auch Simulationstest genannt.
Ist die Bestimmung der Verteilung der Teststatistik schwer oder nicht mo¨glich, so bleibt bei
bekannter Verteilung der Stichprobe unter H0 immer die Mo¨glichkeit der Simulation. Wir
wollen in dieser Arbeit auf einen extra Punkt Simulationstests verzichten, auch wenn die
in vielen Fa¨llen sicherlich ein guter Weg sind. Auch Bootstrap-Tests (vgl. z.B. Montenegro
[41]), die ganz ohne Kenntnis der Verteilung der Stichprobe unter H0 auskommen, sollen in
dieser Arbeit keine Betrachtungen finden.
Normalverteilung Es seien X˜i = 〈Xmi , Xli , Xri〉LR iid., i = 1, .., n mit
(Xmi , Xli , Xri)
T ∼ N ((m, l, r)T ; Σ) i = 1, ..n iid..
Es gelte desweiteren fu¨r Σ =
 σ2m σml σmrσml σ2l σlr
σmr σlr σ
2
r
; l − 4σl ≥ 0 und r − 4σr ≥ 0. Sei
Θ := {ϑ := 〈m, l, r〉LR ∈ Fnbck (R) |m ∈ R; l ∈ R+ mit l − 4σl ≥ 0, r ∈ R+ mit r − 4σr ≥ 0}
und mit 〈m0, l0, r0〉LR ∈ Θ seien
Θ=10 := {ϑ ∈ Θ | ϑ =1 〈m0, l0, r0〉LR} und Θ 6=11 := {ϑ ∈ Θ | ϑ 6=1 〈m0, l0, r0〉LR},
Θ=20 := {ϑ ∈ Θ | ϑ =2 〈m0, l0, r0〉LR} und Θ 6=21 := {ϑ ∈ Θ | ϑ 6=2 〈m0, l0, r0〉LR}.
Dann ko¨nnen wir zum Testen von
H0 : ϑ ∈ Θ=10 gegen H1 : ϑ ∈ Θ6=11 , (3.14)
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wie schon im einseitigen Fall die Teststatistik
T1(X) =
Y − µ0
σ
√
n mit
σ2 := (1,−||AL||1, ||AR||1)Σ(1,−||AL||1, ||AR||1)T ,
µ0 := m0 − ||AL||1l0 + ||AR||1r0 und
Yi := Xmi − ||AL||1Xli + ||AR||1Xri , verwenden.
Der Test
ϕ1(X) =
{
1 : falls |T | > z1−α
2
0 : sonst
ist dann ein UMPU Test zum Niveau α fu¨r (3.14).
Fu¨r praktische Anwendungen gehen wir auch hier, wie schon im einseitigen Fall, von nicht
negativen Spreizungen max(0, Xl) und max(0, Xr) aus.
Zum Testen der Hypothese
H0 : ϑ ∈ Θ=20 gegen H1 : ϑ ∈ Θ6=21 (3.15)
nehmen wir als Teststatistik
T2(X) = nδ
2
2(X˜, µ˜0) =
 Xm −m0X l − l0
Xr − r0
T H
 Xm −m0X l − l0
Xr − r0
 .
Die Verteilung von T2 unterH0 ist eine nichtzentrale Quadratsummenverteilung (vgl. Witting
[61]) mit Parametern λ1, λ2 und λ3, den Eigenwerten von Σ
1
2HΣ 12 . D.h., T H0∼ Q mit Q =
3∑
i=1
λiZ
2
i und Zi iid. Z1 ∼ N(0, 1). Die Bestimmung der Quantile dieser Verteilung ist in
der von uns verwendeten Statistik-Software wie z.B. S-Plus und SPSS nicht vorhanden. Das
Computer-Algebra-Programm Mathematica bietet zwar die Funktion
−QuadraticFormDistribution[{A, b, c}, {mu, sigma}]
zur Rechnung mit Verteilungen der quadratischen Formen:
zTAz + bT z + c mit z ∼ N(mu, sigma2) an.
Die Quantilsfunktion fu¨r diese Verteilung liefert aber nur in einigen, wenigen (
”
einfachen“)
Fa¨llen numerische Ergebnisse. Fu¨r alle anderen Fa¨lle, und das sind die u¨berwiegenden,
mu¨ssen wir also einen anderen Weg gehen. Eine einfache Mo¨glichkeit besteht darin, die
Verteilung zu simulieren und die Quantile zu scha¨tzen. In seiner Dissertation hat Ko¨rner [30]
einen Weg zur exakten Bestimmung der Quantile angegeben. Rice beschreibt in [50], wie
mittels numerischer Integration die Quantile bestimmt werden ko¨nnen. Aus unserer Sicht
empfehlen wir die Verwendung dieses Weges.
Betrachten wir erneut die Stichprobe 1 aus Beispiel 3.1 und µ˜0 = 〈4, 1, 1〉LR.
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Beispiel 3.36 Die Realisierung der Teststatistik von T1 ist t = −3.3 (vgl. Beispiel 3.11).
Damit lehnen wir zum Niveau α = 0.05 (z0.975 = 1.96) die Hypothese (3.14) ab.
Die Realisierung der Teststatistik von T2 lautet t = 1.58 und das durch Simulation gescha¨tzte
Quantil ist qˆ0.95 = 3.87. Damit lautet die Testentscheidung: Annahme der Nullhypothese in
(3.15).
Bemerkungen 3.37
1. Ist A eine nichtnegativ definite Matrix, so sind unter den obigen Voraussetzungen alle
Teststatistiken
TA :=
 Xm −m0X l − l0
Xr − r0
T A
 Xm −m0X l − l0
Xr − r0

quadratsummenverteilt mit λ1, λ2 und λ3, den Eigenwerten von Σ
1
2AΣ
1
2 . Verwenden
wir also als Teststatistik TΣ−1 , so ist die Verteilung unter H0 bekanntlich eine zen-
trale χ2-Verteilung mit 3 Freiheitsgraden. Ist dem Anwender die oben beschriebene
Bestimmung oder auch Scha¨tzung (durch Simulation) der Quantile der nichtzentralen
Quadratsummenverteilung nicht mo¨glich oder zu aufwendig, dann empfiehlt es sich als
Teststatistik TΣ−1 zu verwenden.
2. Ist Σ unbekannt, so ist in T1, σ
2 durch S2 = 1
n−1
n∑
i=1
(
Yi − Y
)2
zu scha¨tzen und in der
Teststatistik zu ersetzen (damit T1 =
Y−µ0
S
√
n).
Der Test lautet dann
ϕ1(X) =
{
1 : falls |T | > tn−1,1−α
2
0 : sonst
.
Fu¨r T2 ist Σ durch
Σˆ =
1
n− 1
n∑
i=1
(X i − µ0)(X i − µ0)T mit µT0 = (m0, l0, r0) und XTi = (Xmi , Xli , Xri)
bei der Bestimmung von λ1, λ2 und λ3 zu ersetzen. D.h., wir bestimmen die Quantile
qˆ1−α der Verteilung
3∑
i=1
λˆiZ
2
i mit Zi iid. Z1 ∼ N(0, 1) und λˆi die Eigenwerte von Σˆ
1
2HΣˆ 12 .
Der Test lautet dann
ϕ2(X) =
{
1 : T2 > qˆ1−α
0 : sonst
.
3.2.2 Vorzeichen-Tests
Wir wollen uns bei der Verwendung der Vorzeichen Tests als erstes auf die Hypothesen (3.11)
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beschra¨nken. Sind fu¨r die Stichprobe die Voraussetzungen (V1) und (V2) bzw. (V1) und (V3)
erfu¨llt, dann sind mit den Teststatistiken T1 = W
+ bzw. T2 = T (T
H0∼ Bin(n, 0.5)) die Tests
ϕi, i = 1, 2
ϕi(X) =

1 : Ti < c1 ∨ Ti > c2,
γ1 : Ti = c1,
γ2 : Ti = c2,
0 : sonst
mit
c1 = sup{t|Pµ˜0(Ti < t) ≤ α2 }
c2 = inf{t|Pµ˜0(Ti > t) ≤ α2 }
γ1 =
{ α
2
−Pµ˜0 (Ti<c1)
Pµ˜0 (Ti=c1)
: Pµ˜0(Ti = c1) 6= 0
0 : sonst
γ2 =
{ α
2
−Pµ˜0 (Ti>c2)
Pµ˜0 (Ti=c2)
: Pµ˜0(Ti = c2) 6= 0
0 : sonst
unverfa¨lschte Tests zum Niveau α fu¨r (3.11). Veranschaulichen wir die Verwendung dieser
Tests erneut am Beispiel (µ˜0 = 〈4, 1, 1〉LR) der Stichproben 1 (L(α) = R(α) = (1− α)) und
2 (L(α) = R(α) = (1− α)2) aus 3.1.
Beispiel 3.38 (Wilcoxon-Vorzeichentest) Fu¨r einen Stichprobenumfang von n = 10 ist
c1 = 9, c2 = 46 und γ = 0.075 und fu¨r einen von n = 7 ist c1 = 3, c2 = 25 und γ1 =
γ2 = 0.075. Damit wird die Nullhypothese in (3.11) fu¨r die erste Stichprobe aufgrund der
Realisierung der Teststatistik t = 4 (vgl. Bsp. 3.12) abgelehnt. Fu¨r die zweite Stichprobe
hingegen ist n = 7 und t = 23. Die kritischen Werte des Wilcoxon-Vorzeichentestes fu¨r n = 7
sind c1 = 3, c2 = 25 und γ1 = γ2 = 0.1. Damit nehmen wir in diesem Fall die Nullhypothese
in (3.11) an.
Beispiel 3.39 (Vorzeichentest) Die kritischen Werte des einfachen Vorzeichentestes sind
fu¨r die jeweiligen Stichprobenumfa¨nge
n = 10 : c1 = 2, c2 = 8 und γ1 = γ2 = 0.324,
n = 7 : c1 = 1, c2 = 6 und γ1 = γ2 = 0.314.
Die Realisierung der Teststatistik von Stichprobe 1 ist t = 2 (vgl. Bsp. 3.14) und wir mu¨ssen
erneut eine randomisierte Entscheidung treffen
0.324 < 0.833 = x (x− Realisierung eine ZV X ∼ U [0, 1]).
D.h., wir nehmen die Nullhypothese in (3.11) an.
Bei Stichprobe 2 ist t = 6 (vgl. Bsp. 3.14) und unsere randomisierte Entscheidung mit
0.314 < 0.685 = x (x− Realisierung eine ZV X ∼ U [0, 1])
ist die Annahme der Nullhypothese in (3.11).
Bemerkungen 3.40 1. Wie schon in 3.15 bemerkt, ist auch hier der Wilcoxon-Vorzeichentest
dem einfachen Vorzeichentest vorzuziehen.
2. Die Tests ϕi sind auch zum Testen der Hypothese (3.12) nutzbar. Da
δ22(EX˜, µ˜0) = 0 =⇒ ρ2(EX˜, µ˜0) = 0,
aber i.a. nicht die umgekehrte Implikation gilt, folgt, dass die Tests zwar Tests zum
Niveau α aber keine unverfa¨lschten Tests sind. Bei der Anwendung des Wilcoxon-
Vorzeichentests zum Testen von (3.12) ist die folgende Modifikation denkbar:
Di = sign(d(X˜i, µ˜0))δ
2
2(X˜i, µ˜0).
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3.2.3 Asymptotische Tests
Ausgangspunkt ist die Stichprobe X˜i iid. i = 1, .., n mit VarX˜i <∞. Desweiteren seien
Xi :=
∫ 1
0
∫
S0
usX˜i(u, α)ν(du)dα und µ0 :=
∫ 1
0
∫
S0
usµ˜(u, α)ν(du)dα
σ2 = VarXi und S
2 =
1
n− 1
n∑
i=1
(Xi −X)2.
Mit Satz 3.17 und den Teststatistiken
T1(X) =
ρ(X˜, µ˜0)
σ
√
n und T2(X) =
ρ(X˜, µ˜0)
S
√
n
sind die Tests
ϕ1(X) =
{
1 : T1(X) > z1−α
2
0 : sonst.
und ϕ2(X) =
{
1 : T2(X) > z1−α
2
0 : sonst.
asymptotische Tests zum Niveau α fu¨r (3.11).
Beispiel 3.41 Anhand der Stichproben 1 und 2 aus Beispiel 3.1 wollen wir fu¨r µ˜0 =
〈4, 1, 1〉LR die Hypothesen (3.1) und (3.2) zum Niveau α = 0.05 testen.
Mit bekannten σ = 1 (vgl.Beispiel 3.11) ist die Realisierung der Teststatistik T1 fu¨r die erste
Stichprobe t = 3.22. Somit lautet die Testentscheidung:
t = 3.22 > 1.96 = z0.975 =⇒ H0 : EX˜ =1 µ˜0 gegen H1 : EX˜ 6=1 µ˜0 wird abgelehnt.
Die Realisierung mit gescha¨tztem σ ist bekanntlich t = 1.74 (vgl. Beispiel 3.24). Damit
entscheiden wir
t = 1.74 < 1.96 = z0.95 =⇒ H0 : EX˜ =1 µ˜0 gegen H1 : EX˜ 6=1 µ˜0 wird angenommen.
Zum Testen der Hypothese (3.12) ko¨nnen wir den in Ko¨rner [30] bzw. [32] angegebenen
asymptotischen Test verwenden. Die Teststatistik lautet dabei
T3(X) = nδ
2
2(X˜, µ˜0)
und ist, falls die Nullhypothese in (3.12) gilt, asymptotisch quadratsummenverteilt mit
λ1, λ2, ... den Eigenwerten des Kovarianzoparators von X˜i. D.h., es gilt
T3(X)
H0 asym.∼
∞∑
i=1
λiZ
2
i und Zi ∼ N(0, 1) iid. .
Der folgende Satz liefert die Vorarbeit zur Betrachtung des asymptotischen Verlaufes der
Gu¨tefunktion.
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Satz 3.42
Seien X˜1, X˜2, ... unabha¨ngige und identisch verteilte Aumann-integrierbare Fuzzy-Zufallsvariable
u¨ber einen Wahrscheinlichkeitsraum (Ω,A, P ) mit ||X˜1||22 < ∞ (d.h. VarX˜1 < ∞) und ist
µ˜ = EX˜1, dann gilt:
√
n
(
δ22(X˜n, µ˜0)− δ22(µ˜, µ˜0)
)
d−→
n→∞
N(0, 4σ2)
mit σ2 = E
(〈
X˜1 − µ˜, µ˜− µ˜0
〉)2
.
Beweis: Es gilt
√
n
(〈
X˜n − µ˜, X˜n − µ˜
〉)
=
√
nδ22(X˜n, µ˜)
=
1√
n
nδ22(X˜n, µ˜)︸ ︷︷ ︸
d↓n→∞
||Z||22∼
∑∞
i=1 λiZ
2
i
d−→
n→∞
0.
Mit 〈
X˜n − µ˜, µ˜− µ˜0
〉
=
〈
s
X˜n
− sµ˜, sµ˜ − sµ˜0
〉
=
1
n
n∑
i=1
〈
sX˜i − sµ˜, sµ˜ − sµ˜0
〉︸ ︷︷ ︸
Yi:=
ist
EYi =
〈
EsX˜i − sµ˜, sµ˜ − sµ˜0
〉
und VarYi = E
(〈
sX˜i − sµ˜, sµ˜ − sµ˜0
〉)2
=
〈
sEX˜i − sµ˜, sµ˜ − sµ˜0
〉
= 0
ZGWS
=⇒ 1√
n
n∑
i=1
Yi =
√
n
〈
X˜n − µ˜, µ˜− µ˜0
〉
d−→
n→∞
N(0,VarYi).
Zusammen erhalten wir
√
n
(
δ22(X˜n, µ˜0)− δ22(µ˜, µ˜0)
)
=
√
n
(〈
X˜n − µ˜0, X˜n − µ˜0
〉
− 〈µ˜− µ˜0, µ˜− µ˜0〉
)
=
√
n
(〈
X˜n, X˜n
〉
− 〈µ˜, µ˜〉+ 2
〈
X˜n − µ˜,−µ˜0
〉)
=
√
n
(〈
X˜n, X˜n
〉
− 2
〈
X˜n − µ˜, µ˜
〉
− 〈µ˜, µ˜〉︸ ︷︷ ︸+2
〈
X˜n − µ˜, µ˜
〉
+ 2
〈
X˜n − µ˜,−µ˜0
〉
︸ ︷︷ ︸
)
=
√
n
〈
X˜n − µ˜, X˜n − µ˜
〉
︸ ︷︷ ︸
d↓n→∞
0
+ 2
√
n
〈
X˜n − µ˜, µ˜− µ˜0
〉
︸ ︷︷ ︸
d↓n→∞
N(0,4σ2)
.
2
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Folgerungen 3.43 1. Sind die Voraussetzungen des Satzes 3.42 erfu¨llt und ist q1−α das
1 − α Quantil der Quadratsummenverteilung von T3(X) unter H0 : EX˜ = µ˜0, dann
gilt fu¨r µ˜ 6=2 µ˜0:
Pµ˜(T3(X) > q1−α) = Pµ˜
(
nδ22(X˜n, µ˜0) > q1−α
)
= Pµ˜
(√
n(δ22(X˜n, µ˜0)− δ22(µ˜, µ˜0)) >
1√
n
q1−α −
√
nδ22(µ˜, µ˜0)
)
= Pµ˜
(√
n(δ22(X˜n, µ˜0)− δ22(µ˜, µ˜0))
2σ︸ ︷︷ ︸
↓n→∞
N(0,1)
>
1
2σ
√
n
q1−α −
√
n
2σ
δ22(µ˜, µ˜0)
)
︸ ︷︷ ︸
↓n→∞
−∞
=⇒ lim
n→∞
Pµ˜(T3(X) > q1−α) = 1, der Test ist also konsistent.
Fu¨r
”
großem“ Stichprobenumfang ko¨nnen wir fu¨r EX˜ 6= µ˜0 den Verlauf der Gu¨tefunk-
tion anna¨hernd mit
g(µ˜) = 1− Φ
(
1
2σ
√
n
q1−α −
√
n
2σ
δ22(µ˜, µ˜0)
)
angegeben.
2. Bei
”
sehr großen“ Stichprobenumfang werden schon
”
kleine“ Abweichungen der Null-
hypothese H0 : δ
2
2(EX˜, µ˜0) = 0 erkannt. Der Test ist andererseits ein asymptotischer
Test und setzt damit einen
”
großen“ Stichprobenumfang voraus. Wollen wir darum
Intervallhypothesen, wie z.B.
H0 : δ
2
2(EX˜, µ˜0) ≤ a gegen H1 : δ22(EX˜, µ˜0) > a
testen, so ko¨nnen wir als Teststatistik
T (X) =
√
n(δ22(X˜n, µ˜0)− a)
und deren asymptotischen Verlauf nach Satz 3.42 dafu¨r nutzen. Auch beim Testen
unscharfer Hypothesen (vgl. Kap. 5) bildet der Satz 3.42 den Ausgangspunkt bei der
Bestimmung eines asymptotischen Testes.
3. Im Falle einfacher Fuzzy-Zufallsvariablen
X˜ = X ⊕ A˜
erhalten wir
σ2 = E
(〈
sX˜ − sEX˜ , sEX˜ − sµ˜0
〉2)
= E
(〈
sX⊕A˜ − sEX⊕A˜, sEX˜ − sµ˜0
〉2)
= E
(
(X − EX)2 〈1, sµ˜ − sµ˜0〉2
)
= VarXδ22(µ˜, µ˜0).
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4. Im Falle endlicher Fuzzy-Zufallsvariablen
X˜(ω) =
r∑
i=1
hi(ω)¯ A˜i hi(ω) := I{X(ω)=xi}(ω)
erhalten wir:
h(ω) = (h1(ω), h2(ω), ..., hr(ω)) mit
r∑
i=1
hi(ω) = 1 und damit
=⇒ X˜(ω) =
r−1∑
i=1
hi(ω)¯ A˜i +
(
1−
r−1∑
i=1
hi(ω)
)
¯ A˜r
Eh = (p1, p2, ..., pr) mit pi ≥ 0,
r∑
i=1
pi = 1
=⇒ EX˜ =
r−1∑
i=1
pi ¯ A˜i +
(
1−
r−1∑
i=1
pi
)
¯ A˜r.
Weiter ist
σ2 = E
(〈
sX˜i − sEX˜i ; sEX˜i − sµ˜0
〉2)
= E
〈s r∑
i=1
hi(ω)¯A˜i
− s r∑
i=1
pi¯A˜i
; sµ˜ − sµ˜0
〉2
= E
〈 r∑
i=1
hi(ω)sA˜i −
r∑
i=1
pisA˜i ; sµ˜ − sµ˜0
〉2
= E
( r∑
i=1
(hi(ω)− pi)
〈
sA˜i ; sµ˜ − sµ˜0
〉)2
= E
( r−1∑
i=1
(hi(ω)− pi)
〈
sA˜i − sA˜r ; sµ˜ − sµ˜0
〉)2
= E
(
r−1∑
i=1
r−1∑
j=1
(hi(ω)− pi)(hj(ω)− pj)
〈
sA˜i − sA˜r ; sµ˜ − sµ˜0
〉〈
sA˜j − sA˜r ; sµ˜ − sµ˜0
〉)
=
r−1∑
i=1
r−1∑
j=1
E ((hi(ω)− pi)(hj(ω)− pj))︸ ︷︷ ︸
ϕij :=piδij−pipj
〈
sA˜i − sA˜r ; sµ˜ − sµ˜0
〉〈
sA˜j − sA˜r ; sµ˜ − sµ˜0
〉
=

〈
sA˜1 − sA˜r , sµ˜ − sµ˜0
〉
...〈
sA˜r−1 − sA˜r , sµ˜ − sµ˜0
〉

T
Φ

〈
sA˜1 − sA˜r , sµ˜ − sµ˜0
〉
...〈
sA˜r−1 − sA˜r , sµ˜ − sµ˜0
〉
 mit Φ = ((ϕij)).
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5. Im Falle LR-Fuzzy-Zufallszahlen
X˜ = 〈Xm, Xl, Xr〉LR =⇒ EX˜ = 〈EXm,EXl,EXr〉LR und µ˜0 = 〈m0, l0, r0〉LR
ist mit
fM(u, α) = u, fR(u, α) =
{
R(−1)(α) : u = +1
0 : u = −1 , fL(u, α) =
{
0 : u = +1
L(−1)(α) : u = −1 .
σ2 = E
(〈
sX˜i − sEX˜i , sEX˜ − sµ˜0
〉2)
= E
(∫ 1
0
∫
Sn−1
((Xm − EXm)fM(u, α) + (Xl − EXl)fL(u, α) + (Xr − EXr)fR(u, α))
((EXm −m0)fM(u, α) + (EXl − l0)fL(u, α) + (EXr − r0)fR(u, α)) ν(du)dα
)2
= E ((Xm − EXm)(EXm −m0) 〈fM , fM〉+ (Xm − EXm)(EXl − l0) 〈fM , fL〉
+(Xm − EXm)(EXr − r0) 〈fM , fR〉+ (Xl − EXl)(EXm −m0) 〈fL, fM〉
+(Xl − EXl)(EXl − l0) 〈fL, fL〉+ (Xl − EXl)(EXr − r0) 〈fL, fR〉
+(Xr − EXr)(EXm −m0) 〈fR, fM〉+ (Xr − EXr)(EXl − l0) 〈fR, fL〉
+ (Xr − EXr)(EXr − r0) 〈fR, fR〉)2
= aTCa.
Dabei ist mit
〈fM , fM〉 = 1 〈fM , fL〉LR = −||AL||1 〈fM , fR〉LR = ||AR||1
〈fR, fL〉 = 0 〈fL, fL〉LR = ||AL||22 〈fR, fR〉LR = ||AR||22
und mit
Cmm = E ((Xm − EXm)2) Cml = Clm = E ((Xm − EXm)(Xl − EXl))
Cll = E ((Xl − EXl)2) Cmr = Crm = E ((Xm − EXm)(Xr − EXr))
Crr = E ((Xr − EXr)2) Clr = Crl = E ((Xl − EXl)(Xr − EXr))
a =
 (EXm −m0)− ||AL||1(EXl − l0) + ||AR||1(EXr − r0)−||AL||1(EXm −m0) + ||AL||22(EXl − l0)
||AR||1(EXm −m0) + ||AR||22(EXr − r0)

und
C =
 Cmm Cml CmrClm Cll Clr
Crm Crl Crr
 .
Bemerkung 3.44 Besteht die Stichprobe aus LR-Fuzzy-Zufallsvariablen (vgl. dazu z.B.
Ko¨rner [30] Corollary V.10), dann ist die Verteilung von T3 unter H0 gerade asymptotisch
quadratsummenverteilt mit λ1,λ2 und λ3, den Eigenwerten von
Σ
1
2
 1 −||AL||1 ||AR||1−||AL||1 ||AL||22 0
||AR||1 0 ||AR||22
Σ 12 .
Die Verteilung unter Annahme der Normalverteilung stimmt also mit der asymptotischen
Verteilung u¨berein. Auch hier bestehen die oben angesprochenen Probleme, wenn der Kova-
rianzoperator unbekannt ist und bei Bestimmung der Quantile der Quadratsummenvertei-
lung.
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3.2.4 Vergleich der Gu¨tefunktionen
Im folgenden Vergleich der Gu¨tefunktionen betrachten wir die Hypothese
H0 : EX˜ = 〈4, 1, 1〉LR gegen H1 : EX˜ 6= 〈4, 1, 1〉LR .
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Bild 3.9:
d(EX˜, µ˜0) −→
Bei einem Stichprobenumfang von n = 10 und fu¨r α = 0.05 und Xi ∼ U(0, 2µ) mit µ0 = 4
zeigt das Bild den Verlauf der Gu¨tefunktionen. Fu¨r die exakten Tests wurde α1 = α2 = 0.05
verwendet. Die exakten Tests sind bei dieser Wahl verfa¨lscht. Durch eine andere Wahl von
α1 und α2 kann die Verfa¨lschung verringert werden.
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Bild 3.10:
d(EX˜, µ˜0) −→
Der Verlauf der Gu¨tefunktion des UMPU-Tests aus Beispiel 3.33 wird mit der des asympto-
tischen Testes verglichen. Das Niveau des asymptotischen Testes ist dabei deutlich gro¨ßer
als 0.05.
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Bild 3.11:
δ22(EX˜, µ˜0) −→
Die Gu¨tefunktion des exakten Tests zum Testen der Hypothese (3.12) ist, von der leichten
Verfa¨lschtheit einmal abgesehen, deutlich besser als die des asymptotischen Testes. Dabei
wurde mit n = 10, α = 0.1 und einer Abweichung des Erwartungswertes EX˜ von µ˜0 =
〈4, 1, 1〉LR nur im Zentrum gerechnet.
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Bild 3.12:
ρ(EX˜, µ˜0) −→
Fu¨r normalverteilte LR-Fuzzy-Zufallsvariable wie in den Beispielen 3.11 (bzw. 3.36) werden
die Gu¨tefunktionen der exakten Tests fu¨r (3.11) und (3.12) verglichen. Dabei ist n = 10, α =
0.1, µ˜0 = 〈4, 1, 1〉LR und EX˜ = 〈µ, 1.15, 1.15〉LR. Wir vera¨ndern EX˜, indem wir µ vera¨ndern.
So ist fu¨r µ = 4, EX˜ = 〈4, 1.15, 1.15〉LR =1 〈4, 1, 1〉LR, aber EX˜ = 〈4, 1.15, 1.15〉LR 6=2
〈4, 1, 1〉LR. Bezu¨glich ρ liegt also keine Abweichung vor, bezu¨glich δ2 schon. Das erkla¨rt der
Verlauf der Gu¨tefunktionen.
Fu¨r fast alle zweiseitige Tests gelten die gleichen Empfehlungen, wir fu¨r die entsprechenden
einseitigen Tests. Nur Tests bezu¨glich δ2, d.h., Test fu¨r (3.12), empfehlen wir fu¨r LR-Fuzzy-
Zufallsvariable, deren Komponenten gleichverteilt sind, den exakten Test zu verwenden.
Kapitel 4
Tests fu¨r Parameter scharfer
Zufallsvariable
Wir betrachten jetzt die Situation, dass scharfe Zufallsvariable im R1 vorliegen. Besteht nur
die Mo¨glichkeit, deren Realisierungen unscharf zu beobachten, so entha¨lt unsere Stichprobe
X = (X˜1, .., X˜n) unscharfe Daten. Diese unscharfen Daten betrachten wir als Realisierungen
von Fuzzy-Zufallsvariablen.
Definition 4.1 (Verunscha¨rfung)
Sei (Ω,A, P ) ein Wahrscheinlichkeitsraum und X eine reelle Zufallsvariable, d.h.
X : Ω → R (A− B(R)− messbar)
ω 7→ X(ω).
Die Abbildung V˜ mit
V˜ : R× Ω → Fnbck (R) (B(R)⊗ A− Bτp − messbar)
(x, ω) 7→ V˜ (x, ω)
heißt Verunscha¨rfung und die Fuzzy-Zufallsvariable X˜ mit
X˜ : Ω → Fnbck (R) (A− Bτp − messbar)
ω 7→ V˜ (X(ω), ω)
heißt verunscha¨rfte Zufallsvariable.
Unser Ziel ist es jetzt, im Unterschied zum vorherigen Kapitel, Tests fu¨r Parameter der
scharfen Zufallsvariable zu bestimmen. Die Verunscha¨rfung V˜ kann zu einer Vera¨nderung
der Information u¨ber den unbekannten Parameter ϑ fu¨hren. Unsere Betrachtungen werden
wir nur beispielhaft fu¨hren und uns dabei auf die folgenden 3 Fa¨lle beschra¨nken. Die Ver-
unscha¨rfung fu¨hrt zu
1. keiner Informationsvera¨nderung,
2. einem Informationsgewinn,
3. einem Informationsverlust
u¨ber den unbekannten Parameter ϑ.
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Im ersten Abschnitt werden wir diese 3 Fa¨lle untersuchen.
Im zweiten Abschnitt wird der Weg der Erweiterung eines klassischen Testes untersucht.
Unscharfe Daten fu¨hren mit dem Erweiterungsprinzip zu einer unscharfen Testfunktion ϕ˜.
Wir zeigen, dass bei einfachen Nullhypothesen (H0 : ϑ = ϑ0) die im klassischen Fall 3
a¨quivalenten Wege
1. Berechnung der Teststatistik T (x): T (x) ∈ K(ϑ0) =⇒ Ablehnung,
2. Berechnung des Konfidenzintervalles S(x): ϑ0 6∈ S(x) =⇒ Ablehnung,
3. Berechnung des P-Wertes P (x): P (x) ≤ α =⇒ Ablehnung
nach Erweiterung alle zur gleichen unscharfen Testfunktion ϕ˜ fu¨hren. Ausgehend von der
unscharfen Testfunktion zeigen wir verschiedene Wege der Defuzzifizierung auf. Weiter ord-
nen wir die Ergebnisse von Kruse und Meyer [36] und von Grzegorzewski und Hryniewicz
(vgl. [21],[22], [24], [25] und [27]) in diesen Zusammenhang ein.
4.1 Informationsvera¨nderung durch Verunscha¨rfung
Bei den folgenden Betrachtungen beschra¨nken wir uns auf Verunscha¨rfungen, welche durch
die Addition einer LR-Fuzzy-Zufallsvariable beschrieben werden.
V˜ : R× Ω → Fnbck (R)
(x, ω) 7→ x⊕ Y˜ (ω) mit Y˜ (ω) = 〈Ym(ω), Yl(ω), Yr(ω)〉LR .
Wir gehen also in allen 3 Fa¨llen davon aus, dass die scharfe Zufallsvariable additiv durch
eine unscharfe Zufallsvariable u¨berlagert wird.
4.1.1 Informationsneutrale Verunscha¨rfung
Ist das Zentrum Ym der bei der Verunscha¨rfung V˜ addierten Fuzzy-Zufallsvariable Y˜ =
〈Ym, Yl, Yr〉LR fest und bekannt (d.h. Ym ≡ a ∈ R), so ko¨nnen wir aus der durch die Ver-
unscha¨rfung erhaltenen Fuzzy-Zufallsvariable X˜ = 〈Xm, Xl, Xr〉LR = X⊕Y˜ leicht die scharfe
Zufallsvariable X (X = Xm − a) bestimmen. Ha¨ngen die linken und rechten Spreizungen
nicht vom unbekannten Parameter ϑ ab, so ist eine Testentscheidung allein aufgrund der
scharfen ZV X sinnvoll. Ausgehend von einem (mo¨glichst optimalen) Test ϕs fu¨r die Stich-
probe (X1, .., Xn) lautet der Test fu¨r die unscharfe Stichprobe (X˜1, .., X˜n) dann:
ϕu(X˜1, .., X˜n) = ϕs(Xm1 − a, ..., Xmn − a).
Ist ϕs ein optimaler Test fu¨r die scharfe Stichprobe, dann ist auch ϕu ein optimaler Test fu¨r
die unscharfe Stichprobe. Da die Verunscha¨rfung nicht in die Testentscheidung einbezogen
wird, betrachten im folgenden Beispiel den speziellen Fall, dass sie konstant ist.
Beispiel 4.2
Im folgenden Beispiel betrachten wir einfache normalverteilte und einfache gleichverteilte
Fuzzy-Zufallsvariable. Seien Xi iid. und Y˜ = 〈0, l, r〉LR.
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1. Xi ∼ N(µ, σ2) iid. (i = 1, .., n) : =⇒ X˜i = Xi⊕Y˜ = 〈Xi, l, r〉LR = 〈µ, l, r〉LR︸ ︷︷ ︸
EX˜i
⊕(Xi − µ)︸ ︷︷ ︸
∼N(0,σ2)
.
Die Teststatistik der folgenden Tests lautet: T (X˜1, ..., X˜n)
a=0
=
1
n
n∑
i=1
Xi − µ0
σ
√
n
µ=µ0∼ N(0, 1).
1. H0 : µ = µ0 g. H1 : µ 6= µ0 =⇒ ϕ(X˜1, .., X˜n) = I
{
|T (X˜1, .., X˜n)| > z1−α
2
}
=⇒ gϕ(µ) = 1−
(
Φ
(
z1−α
2
− µ− µ0
σ
√
n
)
− Φ
(
−z1−α
2
− µ− µ0
σ
√
n
))
.
2. H0 : µ ≤ µ0 g. H1 : µ > µ0 =⇒ ϕ(X˜1, .., X˜n) = I
{
T (X˜1, .., X˜n) > z1−α
}
=⇒ gϕ(µ) = 1− Φ
(
z1−α − µ− µ0
σ
√
n
)
.
3. H0 : µ ≥ µ0 g. H1 : µ < µ0 =⇒ ϕ(X˜1, .., X˜n) = I
{
T (X˜1, .., X˜n) < −z1−α
}
=⇒ gϕ(µ) = Φ
(
−z1−α − µ− µ0
σ
√
n
)
.
Es sei Xi ∼ N(µ, 4). Zum Niveau α = 0.05 und fu¨r µ0 = 2 werden wir anhand der folgenden
Stichprobe die 3 angegeben Tests durchfu¨hren.
x˜1 = 〈0.91, 1.5, 1.2〉LR , x˜2 = 〈2.51, 1.5, 1.2〉LR , x˜3 = 〈−3.18, 1.5, 1.2〉LR , x˜4 = 〈2.95, 1.5, 1.2〉LR ,
x˜5 = 〈3.40, 1.5, 1.2〉LR , x˜6 = 〈1.76, 1.5, 1.2〉LR , x˜7 = 〈−0.74, 1.5, 1.2〉LR .
=⇒ T (x˜1, .., x˜n) = −1.2 und mit z0.975 = 1.960 und z0.95 = 1.645 folgt:
1. H0 : µ = 2 g. H1 : µ 6= 2 =⇒ ϕ(x˜1, .., x˜7) = 0,
2. H0 : µ ≤ 2 g. H1 : µ > 2 =⇒ ϕ(x˜1, .., x˜7) = 0,
3. H0 : µ ≥ 2 g. H1 : µ < 2 =⇒ ϕ(x˜1, .., x˜7) = 0.
2. Xi ∼ U(0, ϑ) iid. (i = 1, .., n) : =⇒ X˜i = Xi⊕Y˜ = 〈Xi, l, r〉LR =
〈
ϑ
2
, l, r
〉
LR︸ ︷︷ ︸
EX˜i
⊕
(
Xi − ϑ
2
)
︸ ︷︷ ︸
∼U(−ϑ
2
,ϑ
2
)
.
Die Teststatistik der folgenden 3 Tests lautet: T (X˜1, ..., X˜n)
a=0
=
n
max
i=1
Xi
ϑ=ϑ0∼ Z.
Dabei ist FZ(t) =
tn
ϑn
I[0,ϑ](t) + I(ϑ,∞](t) die Verteilungsfunktion, fZ(t) =
ntn−1
ϑn
I[0,ϑ](t) die
Dichtefunktion und qZ(1− α) = ϑ(1− α) 1n die Quantilsfunktion von Z.
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1. H0 : ϑ = ϑ0 g. H1 : ϑ 6= ϑ0
=⇒ ϕ(X˜1, .., X˜n) = 1− I
{
ϑ0
(α
2
) 1
n ≤ T (X˜1, ..., X˜n) ≤ ϑ0
(
1− α
2
) 1
n
}
=⇒ gϕ(ϑ) =
(
1−
(
ϑ0
ϑ
)n (
1− α
2
))
I[0,ϑ]
(
ϑ0
(
1− α
2
) 1
n
)
+
1 +
((
ϑ0
ϑ
)n (α
2
)
− 1
)
I[0,ϑ]
(
ϑ0
(α
2
) 1
n
)
.
2. H0 : ϑ ≤ ϑ0 g. H1 : ϑ > ϑ0 =⇒ ϕ(X˜1, .., X˜n) = I
{
T (X˜1, .., X˜n) > ϑ0(1− α) 1n
}
=⇒ gϕ(ϑ) =
(
1−
(
ϑ0
ϑ
)n
(1− α)
)
I[0,ϑ]
(
ϑ0 (1− α)
1
n
)
.
3. H0 : ϑ ≥ ϑ0 g. H1 : ϑ < ϑ0 =⇒ ϕ(X˜1, .., X˜n) = I
{
T (X˜1, .., X˜n) < ϑ0α
1
n
}
=⇒ gϕ(ϑ) = 1 +
((
ϑ0
ϑ
)n
α− 1
)
I[0,ϑ]
(
ϑ0α
1
n
)
.
Zum Niveau α = 0.05 werden wir fu¨r ϑ0 = 2 jetzt anhand der folgenden Stichprobe die 3
Tests fu¨r die verunscha¨rfte gleichverteilte Zufallsvariable durchfu¨hren.
x˜1 = 〈0.54, 0.8, 0.2〉LR , x˜2 = 〈0.17, 0.8, 0.2〉LR , x˜3 = 〈1.36, 0.8, 0.2〉LR , x˜4 = 〈0.06, 0.8, 0.2〉LR ,
x˜5 = 〈0.89, 0.8, 0.2〉LR , x˜6 = 〈0.41, 0.8, 0.2〉LR , x˜7 = 〈1.06, 0.8, 0.2〉LR .
=⇒ T (x˜1, .., x˜n) = 1.36
und mit 2(0.025)
1
7 = 1.18, 2(0.975)
1
7 = 1.99, 2(0.95)
1
7 = 1.985 und 2(0.05)
1
7 = 1.30 folgt:
1. H0 : ϑ = 2 g. H1 : ϑ 6= 2 =⇒ ϕ(x˜1, .., x˜7) = 0,
2. H0 : ϑ ≤ 2 g. H1 : ϑ > 2 =⇒ ϕ(x˜1, .., x˜7) = 0,
3. H0 : ϑ ≥ 2 g. H1 : ϑ < 2 =⇒ ϕ(x˜1, .., x˜7) = 0.
4.1.2 Informationsgewinn durch Verunscha¨rfung
Im Folgenden treffen wir die sicherlich in manchen Fa¨llen sinnvolle Annahme, dass eine Ver-
gro¨ßerung des Erwartungswertes der scharfen Zufallsvariable auch zu einer Vergro¨ßerung des
Erwartungswertes der Spreizungen der Verunscha¨rfung fu¨hrt. Wir betrachten dabei erneut
spezielle Modelle von verunscha¨rften normalverteilten und verunscha¨rften gleichverteilten
Zufallsvariablen. Wie im obigen Fall der informationsneutralen Verunscha¨rfung sei das Zen-
trum von Y˜ fest und bekannt. Die linke und rechte Spreizung Yl und Yr seien Zufallsvariable,
welche von ϑ abha¨ngen. Diese zusa¨tzliche Information u¨ber ϑ wollen wir in die Testentschei-
dung einbeziehen. Wir suchen also einen mo¨glichst optimalen Test ϕu mit:
ϕu(X˜1, .., X˜n) = ϕs(X1, .., Xn, Yl1 , .., Yln , Yr1 , .., Yrn).
Ausgehend von folgendem Lemma werden wir Tests fu¨r eine verunscha¨rfte normalverteilte
Zufallsvariable angeben. Dabei wird die Verunscha¨rfung durch Addition einer LR-Fuzzy-
Zufallsvariable mit lognormalverteilten linken und rechten Spreizungen beschrieben. Diese
lognormalverteilten Zufallsvariablen ha¨ngen dabei ebenfalls vom unbekannten Parameter µ
der Normalverteilung ab.
KAPITEL 4. TESTS FU¨R PARAMETER SCHARFER ZUFALLSVARIABLE 88
Lemma 4.3 Es sei X˜i = Xi ⊕ 〈0, Yli , Yri〉LR , i = 1, .., n mit
Xi ∼ N(µ, σ2)
Yli ∼ LogN(clµ, σ2l )
Yri ∼ LogN(crµ, σ2r)
 alle unabha¨ngig.
Dann gilt
T (X˜1, .., X˜n) = σZ
(
1
σ2
n∑
i=1
Xi +
(
cl
σl
)2 n∑
i=1
lnYli +
(
cr
σr
)2 n∑
i=1
lnYri
)
− µ0
σZ
µ=µ0∼ N(0, 1)
mit σ2Z =
(
n
(
1
σ2
+
(
cl
σl
)2
+
(
cr
σr
)2))−1
.
Beweis:
Yli ∼ LogN(clµ, σ2l ) =⇒
lnYli
cl
∼ N
(
µ,
(
σl
cl
)2)
,
Yri ∼ LogN(crµ, σ2r) =⇒
lnYri
cr
∼ N
(
µ,
(
σr
cr
)2)
,
=⇒ Z =
(
X1, .., Xn,
lnYl1
cl
, ..,
lnYln
cl
,
lnYr1
cr
, ..,
lnYrn
cr
)
∼ N(µ13n,Σ),
mit 1n := (1, .., 1)︸ ︷︷ ︸
n-mal
; Σ =
 Σ1 0 00 Σ2 0
0 0 Σ3
 ; Σ1 = σ2In; Σ2 = (σl
cl
)2
In und Σ3 =
(
σr
cr
)2
In.
=⇒ (1T3nΣ−113n)−1 1T3nΣ−1Z ∼ N(µ, σ2Z) mit σ2Z = (1T3nΣ−113n)−1 .
=⇒ σ2Z
(
1
σ2
n∑
i=1
Xi +
(
cl
σl
)2 n∑
i=1
lnYli +
(
cr
σr
)2 n∑
i=1
lnYri
)
∼ N(µ, σ2Z).
=⇒ σZ
(
1
σ2
n∑
i=1
Xi +
(
cl
σl
)2 n∑
i=1
lnYli +
(
cr
σr
)2 n∑
i=1
lnYri
)
− µ
σZ
∼ N(0, 1),
mit σ2Z =
(
1T3nΣ
−113n
)−1
=
(
n
(
1
σ2
+
(
cl
σl
)2
+
(
cr
σr
)2))−1
. 2
Folgerung 4.4 Unter den Voraussetzungen von Lemma 4.3 sind die folgenden Tests Tests
zum Niveau α und besitzen die angegebenen Gu¨tefunktionen.
1. H0 : µ = µ0 g. H1 : µ 6= µ0 =⇒ ϕ(X˜1, .., X˜n) = I
{
|T (X˜1, .., X˜n)| > z1−α
2
}
=⇒ gϕ(µ) = 1−
(
Φ
(
z1−α
2
− µ− µ0
σZ
)
− Φ
(
−z1−α
2
− µ− µ0
σZ
))
.
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2. H0 : µ ≤ µ0 g. H1 : µ > µ0 =⇒ ϕ(X˜1, .., X˜n) = I
{
T (X˜1, .., X˜n) > z1−α
}
=⇒ gϕ(µ) = 1− Φ
(
z1−α − µ− µ0
σZ
)
.
3. H0 : µ ≥ µ0 g. H1 : µ < µ0 =⇒ ϕ(X˜1, .., X˜n) = I
{
T (X˜1, .., X˜n) < −z1−α
}
=⇒ gϕ(µ) = Φ
(
−z1−α − µ− µ0
σZ
)
.
Die in Folgerung 4.4 angegebenen Tests wollen wir durch das folgende Beispiel veranschau-
lichen.
Beispiel 4.5 Es sei Xi ∼ N(µ, 4), cl = 0.25, σl = 0.2, cr = 0.2 und σr = 0.15. Fu¨r µ0 = 2
bestimmen wir ausgehend von der folgenden Stichprobe die ein- und zweiseitigen Tests zum
Niveau α = 0.05.
x˜1 = 〈−1.18, 1.12, 1.09〉LR , x˜2 = 〈 1.78, 1.63, 1.41〉LR , x˜3 = 〈 2.87, 1.36, 1.20〉LR ,
x˜4 = 〈 1.63, 1.95, 1.26〉LR , x˜5 = 〈−0.44, 1.22, 1.28〉LR , x˜6 = 〈−1.89, 1.20, 1.40〉LR ,
x˜7 = 〈 3.86, 1.29, 1.41〉LR .
=⇒ T (x˜1, .., x˜n) = −3.44 und mit z0.975 = 1.960 und z0.95 = 1.645 folgt:
1. H0 : µ = 2 g. H1 : µ 6= 2 =⇒ ϕ(x˜1, .., x˜7) = 1,
2. H0 : µ ≤ 2 g. H1 : µ > 2 =⇒ ϕ(x˜1, .., x˜7) = 0,
3. H0 : µ ≥ 2 g. H1 : µ < 2 =⇒ ϕ(x˜1, .., x˜7) = 1.
In gleicher Weise wie die verunscha¨rften normalverteilten Zufallsvariablen betrachten wir
jetzt verunscha¨rfte gleichverteilte Zufallsvariable. Auch hier modellieren wir die Verunscha¨rfung
durch Addition einer LR-Fuzzy-Zufallsvariable, deren linke und rechte Spreizung gleichver-
teilt sind.
Lemma 4.6 Es sei X˜i = Xi ⊕ 〈0, Yli , Yri〉LR i = 1, .., n mit
Xi ∼ U (0, ϑ)
Yli ∼ U (0, clϑ)
Yri ∼ U (0, crϑ)
 alle unabha¨ngig.
Dann gilt T (X˜1, .., X˜n) = max
(
n
max
i=1
Xi,
1
cl
n
max
i=1
Yli ,
1
cr
n
max
i=1
Yri
)
∼ Z,
mit VF FZ(t) =
t3n
ϑ3n
I[0,ϑ](t) + I(ϑ,∞](t),Dichtefunktion fZ(t) =
3nt3n−1
ϑ3n
I[0,ϑ](t) und
Quantilsfunktion qZ(1− α) = ϑ(1− α) 13n .
Beweis:
Yli ∼ U (0, clϑ) und Yri ∼ U (0, crϑ) =⇒
Yli
cl
∼ U(0, ϑ) und Yri
cr
∼ U(0, ϑ).
=⇒ T (X˜1, .., X˜n) = max
(
X1, .., Xn,
Yl1
cl
, ..,
Yln
cl
,
Yr1
cr
, ..,
Yrn
cn
)
∼ Z
= max
(
n
max
i=1
Xi,
1
cl
n
max
i=1
Yli ,
1
cr
n
max
i=1
Yri
)
∼ Z. 2
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Folgerung 4.7 Unter den Voraussetzungen von Lemma 4.6 sind die folgenden Tests Tests
zum Niveau α und besitzen die angegebenen Gu¨tefunktionen.
1. H0 : ϑ = ϑ0 g. H1 : ϑ 6= ϑ0
=⇒ ϕ(X˜1, .., X˜n) = 1− I
{
ϑ0
(α
2
) 1
3n ≤ T (X˜1, ..., X˜n) ≤ ϑ0
(
1− α
2
) 1
3n
}
=⇒ gϕ(ϑ) =
(
1−
(
ϑ0
ϑ
)3n (
1− α
2
))
I[0,ϑ]
(
ϑ0
(
1− α
2
) 1
3n
)
+
1 +
((
ϑ0
ϑ
)3n (α
2
)
− 1
)
I[0,ϑ]
(
ϑ0
(α
2
) 1
3n
)
.
2. H0 : ϑ ≤ ϑ0 g. H1 : ϑ > ϑ0 =⇒ ϕ(X˜1, .., X˜n) = I
{
T (X˜1, .., X˜n) > ϑ0(1− α) 13n
}
=⇒ gϕ(ϑ) =
(
1−
(
ϑ0
ϑ
)3n
(1− α)
)
I[0,ϑ]
(
ϑ0 (1− α)
1
3n
)
.
3. H0 : ϑ ≥ ϑ0 g. H1 : ϑ < ϑ0 =⇒ ϕ(X˜1, .., X˜n) = I
{
T (X˜1, .., X˜n) < ϑ0α
1
3n
}
=⇒ gϕ(ϑ) = 1 +
((
ϑ0
ϑ
)3n
α− 1
)
I[0,ϑ]
(
ϑ0α
1
3n
)
.
Zur Veranschaulichung der Durchfu¨hrung dieser Tests soll das folgende Beispiel dienen.
Beispiel 4.8 Im Folgenden ist cl = 0.25 und cr = 0.2. Fu¨r ϑ0 = 2 bestimmen wir ausgehend
von der folgenden Stichprobe die ein- und zweiseitigen Tests zum Niveau α = 0.05.
x˜1 = 〈0.28, 0.07, 0.22〉LR , x˜2 = 〈1.23, 0.33, 0.24〉LR , x˜3 = 〈1.47, 0.31, 0.24〉LR ,
x˜4 = 〈1.00, 0.13, 0.31〉LR , x˜5 = 〈1.48, 0.29, 0.27〉LR , x˜6 = 〈1.20, 0.32, 0.25〉LR ,
x˜7 = 〈0.40, 0.21, 0.19〉LR .
=⇒ T (x˜1, .., x˜n) = 1.55.
Mit 2(0.025)
1
21 = 1.68, 2(0.975)
1
21 = 1.998, 2(0.95)
1
21 = 1.995 und 2(0.05)
1
21 = 1.73 folgt:
1. H0 : ϑ = 2 g. H1 : ϑ 6= 2 =⇒ ϕ(x˜1, .., x˜7) = 1,
2. H0 : ϑ ≤ 2 g. H1 : ϑ > 2 =⇒ ϕ(x˜1, .., x˜7) = 0,
3. H0 : ϑ ≥ 2 g. H1 : ϑ < 2 =⇒ ϕ(x˜1, .., x˜7) = 1.
4.1.3 Informationsverlust durch Verunscha¨rfung
Jetzt gehen wir davon aus, dass das Zentrum von Y˜ nicht bekannt ist. Die zufa¨llige Ver-
unscha¨rfung der normalverteilten und gleichverteilten Zufallsvariablen betrifft jetzt also auch
das Zentrum. Auch sollen das Zentrum Ym, die linke und rechte Spreizung Yl und Yr nicht
vom unbekannten Parameter ϑ abha¨ngen.
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Erneut ist unser Ziel die Bestimmung eines Testes ϕu.
ϕu(X˜1, .., X˜n) = ϕs(Xm1 , .., Xmn , Yl1 , .., Yln , Yr1 , .., Yrn).
Ausgehend vom folgenden Lemma werden wir wieder Tests fu¨r verunscha¨rfte normalverteilte
Zufallsvariable angeben.
Lemma 4.9 Es sei X˜i = Xi ⊕ 〈Ymi , Yli , Yri〉LR , i = 1, .., n mit
Xi ∼ N(µ, σ2)
Ymi ∼ N(µ1, σ2m)
Yli ∼ LogN(clµ1, σ2l )
Yri ∼ LogN(crµ1, σ2r)
 alle unabha¨ngig.
Dann gilt
T (X˜1, ..X˜n) =
Xm − µˆ1 − µ0
σN
µ=µ0∼ N(0, 1),
mit σ2N :=
σ2 + σ2m
n
+ σ2Z1 und σ
2
Z1
:=
(
n
((
cl
σl
)2
+
(
cr
σr
)2))−1
und
µˆ1 := σ
2
Z1
((
cl
σl
)2 n∑
i=1
lnYli +
(
cr
σr
)2 n∑
i=1
lnYri
)
.
Beweis:
Yli ∼ LogN(clµ, σ2l ) =⇒
lnYli
cl
∼ N
(
µ,
(
σl
cl
)2)
,
Yri ∼ LogN(crµ, σ2r) =⇒
lnYri
cr
∼ N
(
µ,
(
σr
cr
)2)
,
=⇒ (vgl. Beweis von Lemma 4.3)
µˆ1 := σ
2
Z1
((
cl
σl
)2 n∑
i=1
lnYli +
(
cr
σr
)2 n∑
i=1
lnYri
)
∼ N(µ1, σ2Z1),
mit σ2Z1 =
(
n
((
cl
σl
)2
+
(
cr
σr
)2))−1
.
Xmi = Xi + Ymi ∼ N(µ+ µ1, σ2 + σ2m) =⇒
1
n
n∑
i=1
Xmi ∼ N
(
µ+ µ1,
σ2 + σ2m
n
)
,
=⇒ Xm − µˆ1 ∼ N
(
µ, σ2N
)
mit σ2N =
σ2 + σ2m
n
+ σ2Z1 . 2
Auch hier leiten wir aus dem Lemma die entsprechenden ein- und zweiseitigen Tests ab und
zeigen im folgenden Beispiel die Verwendung dieser Tests auf.
Folgerung 4.10 Unter den Voraussetzungen von Lemma 4.9 sind die folgenden Tests Niveau-
α-Tests und besitzen die angegebenen Gu¨tefunktionen.
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1. H0 : µ = µ0 g. H1 : µ 6= µ0 =⇒ ϕ(X˜1, .., X˜n) = I
{
|T (X˜1, .., X˜n)| > z1−α
2
}
=⇒ gϕ(µ) = 1−
(
Φ
(
z1−α
2
− µ− µ0
σN
)
− Φ
(
−z1−α
2
− µ− µ0
σN
))
.
2. H0 : µ ≤ µ0 g. H1 : µ > µ0 =⇒ ϕ(X˜1, .., X˜n) = I
{
T (X˜1, .., X˜n) > z1−α
}
=⇒ gϕ(µ) = 1− Φ
(
z1−α − µ− µ0
σN
)
.
3. H0 : µ ≥ µ0 g. H1 : µ < µ0 =⇒ ϕ(X˜1, .., X˜n) = I
{
T (X˜1, .., X˜n) < −z1−α
}
=⇒ gϕ(µ) = Φ
(
−z1−α − µ− µ0
σN
)
.
Beispiel 4.11
Im folgenden Beispiel ist Xi ∼ N(µ, 4), cl = 0.25, σl = 0.2, cr = 0.2, σr = 0.15 und σm = 1.
Fu¨r µ0 = 2 bestimmen wir ausgehend von der folgenden Stichprobe die ein- und zweiseitigen
Tests zum Niveau α = 0.05.
x˜1 = 〈−0.72, 1.60, 1.36〉LR , x˜2 = 〈 1.25, 1.56, 1.28〉LR , x˜3 = 〈 5.86, 1.41, 1.63〉LR ,
x˜4 = 〈−0.51, 1.07, 1.49〉LR , x˜5 = 〈 2.70, 1.40, 1.19〉LR , x˜6 = 〈 3.67, 1.50, 1.02〉LR ,
x˜7 = 〈 2.33, 1.34, 1.48〉LR .
=⇒ T (x˜1, .., x˜n) = −4.33 und mit z0.975 = 1.960 und z0.95 = 1.645 folgt:
1. H0 : µ = 2 g. H1 : µ 6= 2 =⇒ ϕ(x˜1, .., x˜7) = 1,
2. H0 : µ ≤ 2 g. H1 : µ > 2 =⇒ ϕ(x˜1, .., x˜7) = 0,
3. H0 : µ ≥ 2 g. H1 : µ < 2 =⇒ ϕ(x˜1, .., x˜7) = 1.
Das folgende Lemma liefert die Vorarbeit fu¨r mit Informationsverlust bezu¨glich ϑ verbundene
Tests bei verunscha¨rften gleichverteilten Zufallsvariablen.
Lemma 4.12 Es sei X˜i = Xi ⊕ 〈Ymi , Yli , Yri〉LR i = 1, .., n mit
Xi ∼ U (0, ϑ)
Ymi ∼ N(0, σ2)
Yli ∼ U (0, ϑl)
Yri ∼ U (0, ϑr)
 alle unabha¨ngig.
Dann gilt
T (X˜1, .., X˜n) =
1
n
n∑
i=1
Xmi =
1
n
n∑
i=1
Xi︸ ︷︷ ︸
∼S
+
1
n
n∑
i=1
Ymi︸ ︷︷ ︸
∼N

0,σ
2
n
∼ Z,
mit fS(t) =
n
ϑ
(−1)n
2
n∑
k=0
(
n
k
)
(−1)k (k −
nt
ϑ
)n−1
(n− 1)! sign
(
k − nt
ϑ
)
I[0,ϑ](t)und
fZ(t) =
1√
2pi σ
2
n
∫ ϑ
0
fS(x) exp
{
−1
2
(
t− x
σ
√
n
)2}
dx den Dichtefunktionen von S und Z.
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Beweis: Die Summe von n unabha¨ngigen auf [0, 1] gleichverteilten Zufallsvariablen
(Ui ∼ U [0, 1] iid.) besitzt die Dichte
f n∑
i=1
Ui
(t) =
(−1)n
2
n∑
k=0
(
n
k
)
(−1)k (k − t)
n−1
(n− 1)! sign (k − t) I[0,ϑ](t).
Eine Mo¨glichkeit zur Bestimmung dieser Dichte fu¨hrt u¨ber die charakteristische Funktion
(siehe z.B. [57]).
Fu¨r S = 1
n
n∑
i=1
Xi =
ϑ
n
n∑
i=1
Ui =⇒ fS(t) = nϑ (−1)
n
2
n∑
k=0
(
n
k
)
(−1)k (k−ntϑ )n−1
(n−1)! sign
(
k − nt
ϑ
)
I[0,ϑ](t)
und fu¨r 1
n
n∑
i=1
Ymi ∼ N
(
0, σ
2
n
)
=⇒ f
1
n
n∑
i=1
Ymi
(t) = 1√
2pi σ
2
n
exp
{
−1
2
(
t
σ
√
n
)2}
.
Mit Hilfe der Faltungsformel fu¨r die Summe von unabha¨ngigen Zufallsvariablen erhalten wir
die Dichte von 1
n
n∑
i=1
Xi+
1
n
n∑
i=1
Ymi , wie oben angegeben. 2
Folgerung 4.13 Gelten die Voraussetzungen von Lemma 4.12 und ist qZ die Quantilsfunk-
tion von Z, dann sind die folgenden Tests Tests zum Niveau α.
1. H0 : ϑ = ϑ0 g. H1 : ϑ 6= ϑ0
=⇒ ϕ(X˜1, .., X˜n) = 1− I
{
qZ
(α
2
)
≤ T (X˜1, ..., X˜n) ≤ qZ
(
1− α
2
)}
.
2. H0 : ϑ ≤ ϑ0 g. H1 : ϑ > ϑ0 =⇒ ϕ(X˜1, .., X˜n) = I
{
T (X˜1, .., X˜n) > qZ(α)
}
.
3. H0 : ϑ ≥ ϑ0 g. H1 : ϑ < ϑ0 =⇒ ϕ(X˜1, .., X˜n) = I
{
T (X˜1, .., X˜n) < qZ(1− α)
}
.
Das folgende Beispiel demonstriert die Verwendung der in Folgerung 4.13 angegeben Tests.
Beispiel 4.14 Im folgenden Zahlenbeispiel ist σ = 0.4. Fu¨r ϑ0 = 2 bestimmen wir ausge-
hend von der folgenden Stichprobe die ein- und zweiseitigen Tests zum Niveau α = 0.05.
x˜1 = 〈1.22, 0.15, 0.12〉LR , x˜2 = 〈1.46, 0.02, 0.15〉LR , x˜3 = 〈1.86, 0.19, 0.20〉LR ,
x˜4 = 〈1.13, 0.04, 0.16〉LR , x˜5 = 〈0.88, 0.04, 0.06〉LR , x˜6 = 〈0.53, 0.08, 0.05〉LR ,
x˜7 = 〈1.92, 0.14, 0.06〉LR ,
=⇒ T (x˜1, .., x˜n) = 1.286.
Mit qZ(0.025) = 0.575 , qZ(0.975) = 1.425, qZ(0.95) = 1.360 und qZ(0.05) = 0.640 folgt:
1. H0 : ϑ = 2 g. H1 : ϑ 6= 2 =⇒ ϕ(x˜1, .., x˜7) = 0,
2. H0 : ϑ ≤ 2 g. H1 : ϑ > 2 =⇒ ϕ(x˜1, .., x˜7) = 0,
3. H0 : ϑ ≥ 2 g. H1 : ϑ < 2 =⇒ ϕ(x˜1, .., x˜7) = 0.
Bemerkung 4.15 Auf die explizite Angabe der Gu¨tefunktion verzichten wir fu¨r das Bei-
spiel des Informationsverlustes bei gleichverteilten Zufallsvariablen. Aus dem oben Gegebe-
nen la¨sst sich die Gu¨tefunktion numerisch leicht bestimmen. Wir werden sie im folgenden
Abschnitt mit den Gu¨tefunktionen bei Informationsgewinn und der informationsneutralen
Verunscha¨rfung vergleichen.
KAPITEL 4. TESTS FU¨R PARAMETER SCHARFER ZUFALLSVARIABLE 94
4.1.4 Vergleich der Gu¨tefunktionen
Dass sich fu¨r die zwei beschriebenen Fa¨lle die Gu¨tefunktion bei Informationsgewinn verbes-
sert und bei Informationsverlust verschlechtert, werden wir fu¨r den Fall der Normalverteilung
im folgenden Satz zeigen. Fu¨r den Fall der Gleichverteilung beschra¨nken wir uns darauf, die
Gu¨tefunktion in einem Beispiel zu zeichnen.
Satz 4.16
Ist Xi ∼ N(µ, σ) iid. (i = 1, .., n). Es gelten im Falle der Verunscha¨rfung mit Informations-
gewinn die Voraussetzungen von Lemma 4.3 und im Falle der Verunscha¨rfung mit Informa-
tionsverlust die Voraussetzungen von Lemma 4.9. Fu¨r alle drei der angegebenen Hypothesen
sei Θ0 der Parameterraum der Nullhypothese und Θ1 der Parameterraum der Alternativ-
hypothese. Weiter seien im Falle der informationsneutralen Verunscha¨rfung die Tests mit
ϕ, im Falle der Verunscha¨rfung mit Informationsgewinn die Tests mit ϕg und im Falle der
Verunscha¨rfung mit Informationsverlust die Tests mit ϕv bezeichnet. Dann gilt:
∀ϑ ∈ Θ0 : gϕg(ϑ) ≤ gϕ(ϑ) ≤ gϕv(ϑ),
∀ϑ ∈ Θ1 : gϕv(ϑ) ≤ gϕ(ϑ) ≤ gϕg(ϑ).
Beweis: Im Falle der Verunscha¨rfung mit Informationsgewinn ist:
σ2Z =
(
n
(
1
σ2
+
(
cl
σl
)2
+
(
cr
σr
)2))−1
≤ σ
2
n
.
Und im Fall der Verunscha¨rfung mit Informationsverlust ist:
σ2N =
(
σ2 + σ2m
n
+ σ2Z1
)
≥ σ
2
n
.
Nun unterscheiden sich die Gu¨tefunktionen nur in den entsprechenden Varianzen (σ2Z ≤ σ
2
n
≤
σ2N). Bekanntlich ist die Gu¨tefunktion bei normalverteilten Zufallsvariablen um so besser, je
kleiner σ
2
n
die Varianz des Stichprobenmittelwertes ist. D.h., fu¨r ϑ ∈ Θ0 ist die Gu¨tefunktion
monoton fallend in σ
2
n
und fu¨r ϑ ∈ Θ1 ist die Gu¨tefunktion monoton wachsend in σ2n . Damit ist
die Aussage des Satzes offensichtlich. 2
In den Bildern 4.1 und 4.2 wird die Gu¨tefunktion fu¨r die obigen Fa¨lle von verunscha¨rften
gleichverteilten Zufallsvaiablen dargestellt. Dabei ist ϑ0 = 4, n = 10, σ = 2 (bei Informa-
tionsverlust) im Falle des einseitigen Testes α = 0.05 und beim zweiseitigen Test α = 0.1.
Diese α = 0.1 haben wir fu¨r den kritischen Bereich nach oben und unten so aufgeteilt, dass
die Tests nahezu unverfa¨lscht sind. Das Bild 4.1 zeigt fu¨r einen einseitigen Test, dass auch in
den Fa¨llen von verunscha¨rften gleichverteilten Zufallsvariablen der Test mit Informationsge-
winn die beste und der mit Informationsverlust die schlechteste Gu¨tefunktion hat. Bis auf
die leichte Verfa¨lschtheit ist das selbe Verhalten auch bei den zweiseitigen Tests (vgl. Bild
4.2) zu sehen.
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4.2 Anwendung des Erweiterungsprinzips
Im vorherigen Abschnitt sind wir davon ausgegangen, dass eine scharfe Zufallsvariable X
durch Addition einer Fuzzy-Zufallsvariablen Y˜ verunscha¨rft wird. Um Tests fu¨r einen unbe-
kannten Parameter ϑ der Verteilung vonX zu bestimmen, haben wir verschiedene Annahmen
u¨ber die Verteilung von Y˜ getroffen. Im Folgenden soll die Verteilung von X bis auf einen
Parameter bekannt sein. Dagegen ist uns u¨ber die Verteilung der Verunscha¨rfung nichts be-
kannt. Gibt es fu¨r die scharfe Stichprobe (X1, .., Xn) eine Testfunktion ϕ, so besteht die
Mo¨glichkeit, diese mit Hilfe des Erweiterungsprinzips zu einer unscharfen Testfunktion ϕ˜ zu
erweitern.
Die Testfunktion ϕ eines nichtrandomisierten Testes zum Testen einer einfachen Hypothese
H0 : ϑ = ϑ0 ko¨nnen wir auf 3 a¨quivalenten Wegen bestimmen. Der erste Weg fu¨hrt u¨ber die
Bestimmung einer Teststatistik, der zweite u¨ber die Berechnung des P-Wertes und der dritte
u¨ber die Ermittlung des Konfidenzintervalles. Mit Hilfe des Erweiterungsprinzips kann die
Teststatistik zu einer Fuzzy-Teststatistik, der P-Wert zu einem Fuzzy-P-Wert und das Konfi-
denzintervall zu einem Fuzzy-Konfidenzintervall (vgl. z.B. Viertl [55]) erweitert werden. Wir
zeigen, dass eine Erweiterung der Teststatistik, ausgehend von einem der 3 Fuzzy-Gro¨ßen,
immer zur gleichen unscharfen Testfunktion ϕ˜ fu¨hrt. Fu¨hrt die unscharfe Testfunktion zu
einer echt unscharfen Entscheidung, so werden wir diese defuzzifizieren und so in eine scharfe
Entscheidung u¨berfu¨hren.
Im zweiten Unterabschnitt betrachten wir die Ergebnisse von Kruse und Meyer [36],
Grzegorzewski und Hryniewicz (vgl. [21],[22], [24], [25] und [27]) aus der Sicht des Erweite-
rungsprinzips.
4.2.1 A¨quivalente Testerweiterungen
Ist Xs = (X1, .., Xn) eine scharfe Stichprobe und ϕ mit
ϕ(Xs) =
{
1 : T (Xs) ∈ K
0 : T (Xs) ∈ A = R \K
ein nicht randomisierter Test zum Niveau α fu¨r H0 : ϑ = ϑ0 gegen H1 : ϑ ∈ Θ1 ⊆ Θ \ {ϑ0}.
Dabei ist nur die Teststatistik T von der Stichprobe Xs abha¨ngig, der kritische Bereich K
und der Annahmebereich A hingegen nicht.
Fuzzy-Teststatistik
Mittels einer beliebigen t-Norm T1 ko¨nnen wir die Teststatistik T zu einer unscharfen Test-
statistik T˜ wie folgt erweitern (vgl. z.B. Viertl [55]):
µT˜ (X˜1,..,X˜n)(t) = sup
T (x1,..,xn)=t
T1(µX˜1(x1), .., µX˜n(xn)) t ∈ R.
Ebenfalls la¨sst sich die erweiterte Testfunktion ϕ˜ angeben:
µϕ˜(X˜1,..,X˜n)(x) = sup
ϕ(x1,..,xn)=x
T1(µX˜1(x1), .., µX˜n(xn)) x ∈ {0, 1}.
Wir nennen dabei µϕ˜(1) den Grad der Ablehnung der Nullhypothese und µϕ˜(0) den Grad der
Annahme der Nullhypothese.
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Ausgehend von der unscharfen Teststatistik T˜ gelangen wir mittels des Erweiterungsprinzips
zu einer weiteren unscharfen Testfunktion ϕ˜1:
µϕ˜1(X˜1,..,X˜n)(x) =
{
supt∈K µT˜ (X˜1,..,X˜n)(t) : falls x = 1
supt∈A µT˜ (X˜1,..,X˜n)(t) : falls x = 0.
Wir zeigen im folgenden Satz, dass die unscharfen Testfunktionen ϕ˜1 und ϕ˜ u¨bereinstimmen.
Satz 4.17 Es gilt ϕ˜1 = ϕ˜.
Beweis: Es gilt (x = 1):
µϕ˜1(X˜1,..,X˜n)(1) = sup
t∈K
µT˜ (X˜1,..,X˜n)(t)
= sup
t∈K
sup
T (x1,..,xn)=t
T1(µX˜1(x1), .., µX˜n(xn))
= sup
T (x1,..,xn)∈K
T1(µX˜1(x1), .., µX˜n(xn))
= sup
ϕ(x1,..,xn)=1
T1(µX˜1(x1), .., µX˜n(xn))
= µϕ˜(X˜1,..,X˜n)(1).
In analoger Weise ko¨nnen wir zeigen, dass µϕ˜1(X˜1,..,X˜n)(0) = µϕ˜(X˜1,..,X˜n)(0) ist. 2
Fuzzy-Konfidenzintervall
Es sei, beim Testen der Hypothese H0 : ϑ = ϑ0 gegen H1 : ϑ ∈ Θ1 ⊆ Θ \ {ϑ0}, S(Xs) die
nach Satz 2.26 zum Test ϕ geho¨rige Familie von Konfidenzintervallen, dann gilt also
ϕ(Xs) =
{
1 : ϑ0 ∈ Sc(Xs) = R \ S(Xs)
0 : ϑ0 ∈ S(Xs).
Dabei ko¨nnen wir die Menge S(Xs) durch ihre Indikatorfunktion beschreiben:
f(t,Xs) = IS(Xs)(t).
Wir ersetzen in f die scharfe Stichprobe Xs = (X1, .., Xn) durch eine unscharfe Stichprobe
Xu = (X˜1, .., X˜n) und erweitern f mit einer beliebigen t-Norm zu f˜ :
µf˜(t,Xu)(x) = sup
f(t,x1,..,xn)=x
T1(µX˜1(x1), .., µX˜n(xn)) x ∈ {0, 1}.
Die Indikatorfunktionen von S(Xs) und S
c(Xs) lassen sich durch die Funktion f auch wie
folgt darstellen:
IS(Xs)(t) = I{f(t,Xs)}(1) und
ISc(Xs)(t) = I{f(t,Xs)}(0).
Ersetzen wir auf der rechten Seite die Indikatorfunktion von f durch die Zugeho¨rigkeitsfunk-
tion von f˜ , so erhalten wir die Zugeho¨rigkeitsfunktion des Fuzzy-Konfidenzintervalles S˜ und
die des Fuzzy-Komplements S˜c des Konfidenzintervalles. Es heißt
S˜(Xu) mit µS˜(Xu)(t) := µf˜(t,Xu)(1) Fuzzy-Konfidenzintervall und
S˜c(Xu) mit µS˜c(Xu)(t) := µf˜(t,Xu)(0) Fuzzy-Komplement des Konfidenzintervalles.
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Bemerkung 4.18 Das Fuzzy-Komplement des Fuzzy-Konfidenzintervalles stimmt i.a. nicht
mit dem Fuzzy-Komplement des Konfidenzintervalles u¨berein. In diesen Fa¨llen gibt es also
immer ein t ∈ R, so dass
µS˜c(Xu)(t) = 1− µS˜(Xu)(t) 6= µS˜c(Xu)(t).
Die spa¨ter folgenden Beispiele legen nahe, dass fu¨r echt unscharfe Daten das immer der Fall
ist. Fu¨r die Erweiterung der Testfunktion beno¨tigen wir sowohl µS˜c(Xu) als auch µS˜(Xu).
Ausgehend vom Fuzzy-Konfidenzintervall und vom Fuzzy-Komplement des Konfidenzinter-
valles ko¨nnen wir die Testfunktion ϕ zu ϕ2 erweitern:
µϕ˜2(X˜1,..,X˜n)(x) =
{
µS˜c(X˜1,..X˜n)(ϑ0) : x = 1
µS˜(X˜1,..,X˜n)(ϑ0) : x = 0.
Wir zeigen im folgenden Satz, dass auch ϕ˜2 mit ϕ˜ u¨bereinstimmt.
Satz 4.19 Es gilt ϕ˜2 = ϕ˜.
Beweis: Es gilt (fu¨r x = 1):
µϕ˜2(X˜1,..X˜n)(1) = µS˜c((X˜1,..X˜n))(ϑ0)
= µf˜(ϑ0,X˜1,..X˜n)(0)
= sup
f(ϑ0,x1,..,xn)=0
T1(µX˜1(x1), .., µX˜n(xn))
= sup
IS(x1,..,xn)(ϑ0)=0
T1(µX˜1(x1), .., µX˜n(xn))
= sup
ϑ0 6∈S(x1,..,xn)
T1(µX˜1(x1), .., µX˜n(xn))
= sup
ϕ(x1,..,xn)=1
T1(µX˜1(x1), .., µX˜n(xn))
= µϕ˜(X˜1,..,X˜n)(1).
In analoger Weise ko¨nnen wir zeigen, dass µϕ˜2(X˜1,..X˜n)(0) = µϕ˜(X˜1,..X˜n)(0) ist. 2
Fuzzy-P-Wert
Ausgehend vom P-Wert P (Xs) des Testes ϕ la¨sst sich dieser schreiben als:
ϕ(Xs) =
{
1 : P (Xs) ≤ α
0 : P (Xs) > α.
Die Erweiterung des P-Wertes
µP˜ (X˜1,..,X˜n)(t) = sup
P (x1,..xn)=t
T1(µX˜1(x1), .., µX˜n(xn))
heißt Fuzzy-P-Wert (vgl. z.B. Viertl und Filzmoser [15]).
Ausgehend vom Fuzzy-P-Wert ko¨nnen wir erneut die Testfunktion erweitern:
µϕ˜3(X˜1,..,X˜n)(x) =
{
supt≤α µP˜ (X˜1,..,X˜n)(t) : x = 1
supt>α µP˜ (X˜1,..,X˜n)(t) : x = 0.
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Auch hier gilt, dass die vom Fuzzy-P-Wert ausgehende erweiterte Testfunktion ϕ˜3 mit ϕ˜
u¨bereinstimmt.
Satz 4.20 Es gilt ϕ˜3 = ϕ˜.
Beweis: Es gilt (fu¨r x = 1):
µϕ˜3(X˜1,..X˜n)(1) = sup
t≤α
µP˜ (X˜1,..,X˜n)(t)
= sup
t≤α
sup
P (x1,..xn)=t
T1(µX˜1(x1), .., µX˜n(xn))
= sup
P (x1,..xn)≤α
T1(µX˜1(x1), .., µX˜n(xn))
= sup
ϕ(x1,..,xn)=1
T1(µX˜1(x1), .., µX˜n(xn))
= µϕ˜(X˜1,..,X˜n)(1).
In analoger Weise ko¨nnen wir zeigen, dass µϕ˜3(X˜1,..X˜n)(0) = µϕ˜(X˜1,..X˜n)(0) ist. 2
Zusammenfassend erhalten wir den folgenden Satz.
Satz 4.21 Es stimmen alle 3 erweiterten Testfunktionen mit ϕ˜ u¨berein. Es gilt also
ϕ˜ = ϕ˜1 = ϕ˜2 = ϕ˜3.
Bemerkung 4.22 Fu¨r eine Implementierung eines Testes aufgrund unscharfer Daten sollte
der Fuzzy-P-Wert (in Abha¨ngigkeit von einer gewa¨hlten t-Norm) ermittelt und ausgegeben
werden. Fu¨r die sonstige Rechnung wird meist die Bestimmung der unscharfen Testgro¨ße T˜
der beste Weg sein.
Bisher sind wir von einem nichtrandomisierten Test ausgegangen. Bei einem randomisierten
Test gelangen wir zu einer Testentscheidung aufgrund zweier Zufallsexperimente:
1. Zufallsexperiment: X = (X1, .., Xn) (Stichprobe) =⇒ ϕr(X1, .., Xn) ∈ [0, 1].
2. Zufallsexperiment: U ∼ U [0, 1] =⇒ Testentscheidung:
ϕr(X1, .., Xn) < U =⇒ Annahme von H0,
ϕr(X1, .., Xn) ≥ U =⇒ Ablehnung von H0.
Ausgehend vom randomisierten Test ϕr ko¨nnen wir damit einen nichtrandomisierten Test ϕ
bestimmen:
ϕ(X1, .., Xn, U) =
{
1 : ϕr(X1, .., Xn) ≥ U
0 : ϕr(X1, .., Xn) < U.
Erweitern wir diesen Test ϕ aufgrund der unscharfen Stichprobe (X˜1, .., X˜n), so erhalten wir
eine zufa¨llige unscharfe Testfunktion ϕ˜ mit:
µϕ˜(X˜1,..X˜n,U)(x) = sup
ϕ(x1,..,xn,U)=x
T1(µX˜1(x1), .., µX˜n(xn)).
Fu¨r eine Realisierung (x˜1, .., x˜n) der unscharfen Stichprobe und eine Realisierung u0 von U
ist ϕ˜(x˜1, .., x˜n, u0) eine Fuzzy-Menge auf {0, 1}.
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Wie das folgenden Beispiel 4.23 zeigt, la¨sst sich auch bei randomisierten Tests die Test-
entscheidung auf 3 a¨quivalenten Wegen treffen. Dass eine Erweiterung der Testfunktion
ϕ(X1, .., Xn, U) u¨ber diese 3 Wege immer zur gleichen unscharfen Testfunktion fu¨hrt, la¨sst
sich in gleicher Weise zeigen wie in den Sa¨tzen 4.17, 4.19 und 4.20. Wir werden in diesem
Kapitel nicht weiter randomisierte Tests betrachten und uns darum auf das folgende Beispiel
beschra¨nken.
Beispiel 4.23
Betrachten wir die Hypothesen
H0 : ϑ ≤ ϑ0 gegen H1 : ϑ > ϑ0.
Ist x0 = (x1, .., xn) eine Realisierung der Stichprobe (X1, .., Xn) und u0 eine Realisierung von
U , dann la¨sst sich leicht nachpru¨fen, dass die folgenden 3 Testentscheidungen a¨quivalent sind.
- Entscheidung mit Testfunktion T (X):
ϕϑ0(X) =

1 : T (X) > k
α−Pϑ0 (T (X)>k)
Pϑ0 (T (X)=k)
: T (X) = k
0 : T (X) < k.
Entscheidung: ϕ(x0) < u0 =⇒ Annahme; ϕ(x0) ≥ u0 =⇒ Ablehnung.
- Entscheidung mit P-Wert:
(P |X = x0) ∼ U [Pϑ0(T (X) > T (x0)), Pϑ0(T (X) ≥ T (x0))].
Bedingt, dass die Stichprobe gleich x0, ist der P-Wert eine gleichverteilte Zufallsvariable auf
dem Intervall [Pϑ0(T (X) > T (x0)), Pϑ0(T (X) ≥ T (x0))].
U ∼ U [0, 1] ⇐⇒
Pϑ0(T (X) = T (x0))U + Pϑ0(T (X) > T (x0)) ∼ U [Pϑ0(T (X) > T (x0)), Pϑ0(T (X) ≥ T (x0))]
=⇒ p0 = Pϑ0(T (X) = T (x0))u0 + Pϑ0(T (X) > T (x0)) ist eine Realisierung von (P |X = x0).
Entscheidung: p0 > α =⇒ Annahme; p0 ≤ α =⇒ Ablehnung.
- Entscheidung mit Konfidenzintervall:
S(X,U) = {ϑ ∈ Θ | ϕϑ(X) ≤ U} .
Unter der Bedingung, dass die Realisierung des ersten Experimentes gleich x0 ist, ist S(x0, U)
eine zufa¨llige Menge. D.h., (S|X = x0) := S(x0, U) ist eine bedingte zufa¨llige Menge.
Entscheidung: ϑ0 ∈ S(x0, u0) =⇒ Annahme; ϑ0 6∈ S(x0, u0) =⇒ Ablehnung.
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Defuzzifizierung
Wir u¨berfu¨hren die unscharfe Testfunktion ϕ˜ in eine scharfe Testfunktion ϕ = d(ϕ˜) mit einer
Funktion
d : F({0, 1})→ [0, 1].
Wir defuzzifizieren also die unscharfe Testentscheidung in eine randomisierte Testentschei-
dung. Dabei sollte immer gelten:
1. µϕ˜(1) = 1 und µϕ˜(0) = 0 =⇒ d(µϕ˜) = 1,
2. µϕ˜(1) = 0 und µϕ˜(0) = 1 =⇒ d(µϕ˜) = 0,
3. µϕ˜1(1) ≤ µϕ˜2(1) und µϕ˜1(0) = µϕ˜2(0) =⇒ d(µϕ˜1) ≤ d(µϕ˜2),
4. µϕ˜1(1) = µϕ˜2(1) und µϕ˜1(0) ≥ µϕ˜2(0) =⇒ d(µϕ˜1) ≤ d(µϕ˜2).
Ist der Grad der Ablehnung 1 und der Grad der Annahme gleich Null, dann ist die Testent-
scheidung die sichere Ablehnung. Fu¨r den Fall, dass der Grad der Ablehnung gleich 0 ist und
der Grad der Annahme gleich 1, ist die Testentscheidung die sichere Annahme. In diesen
Grenzfa¨llen ist die Testentscheidung klar und fu¨r alle mo¨glichen Defuzzifizierungen gleich.
Viertl [55] empfiehlt nur in diesen Fa¨llen eine Entscheidung zu treffen und ansonsten wie bei
einem sequentiellen Test weiter zu beobachten, bis eine klare Entscheidung getroffen werden
kann. Weiter ist d monoton wachsend bezu¨glich des Grades der Ablehnung und monoton fal-
lend bezu¨glich des Grades der Annahme. Mit den Parametern β ∈ [0, 1]; a1, a2, a3, a4 ∈ [0, 1]
mit a1 ≤ a2 und a3 ≤ a4 erfu¨llt die folgende Funktion diese o.g. 4 geforderten Eigenschaften.
d(µ) := β

1 : a2 < µ(1) < 1
µ(1) : a1 ≤ µ(1) ≤ a2
0 : 0 < µ(1) < a1
+ (1− β)

1 : 0 < µ(0) < a3
1− µ(0) : a3 ≤ µ(0) ≤ a4
0 : a4 < µ(0) < 1.
(4.1)
Bemerkung 4.24
Wa¨hlen wir β = 1, dann erfolgt die Testentscheidung nur aufgrund des Grades der Ab-
lehnung. Dabei erfolgt sichere Ablehnung, falls der Grad der Ablehnung gro¨ßer als a2 ist
und sichere Annahme, falls der Grad der Ablehnung kleiner als a1 ist, ansonsten erfolgt die
Ablehnung mit Wahrscheinlichkeit µ(1). Wa¨hlen wir hingegen β = 0, dann erfolgt die Test-
entscheidung nur aufgrund des Grades der Annahme. Dabei erfolgt sichere Ablehnung, falls
der Grad der Annahme kleiner als a3 ist und sichere Annahme, falls der Grad der Annahme
gro¨ßer als a4, ansonsten erfolgt die Ablehnung mit Wahrscheinlichkeit 1− µ(0). Leider sind
die folgenden Extremfa¨lle der Defuzzifizierung nicht in dieser parametrischen Form der De-
fuzzifizierung enthalten.
- Ablehnung nur im Falle der sicheren Ablehnung, sonst sichere Annahme:
d1(µ) =
{
1 : µ(1) = 1 und µ(0) = 0
0 : sonst.
(4.2)
- Annahme nur im Falle der sicheren Annahme, sonst sichere Ablehnung:
d2(µ) =
{
0 : µ(1) = 0 und µ(0) = 1
1 : sonst.
(4.3)
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Beispiel 4.25 Wir betrachten eine Stichprobe verunscha¨rfter normalverteilter Zufallsvaria-
blen mit Varianz gleich 1 (σ2 = 1) vom Umfang n = 9. Zum Niveau α = 0.05 wollen wir die
Hypothese
H0 : µ ≤ 2 gegen H0 : µ > 2
testen. Die Teststatistik des scharfen Testes lautet T = X−µ0
σ
√
n = X−2
1
√
9 und der kritische
Bereich ist K = {T | T > z1−α} = {T | T > 1.645 = Z0.95}. Der Mittelwert der unscharfen
Stichprobe ist die folgende Fuzzy-Dreiecks-Zahl: x˜ =
〈
3.2, 4
3
, 2
3
〉
4. Damit ist die Realisierung
der unscharfe Teststatistik:
t˜ =
√
n
σ
¯ (x˜⊕ ((−1)¯ µ0) =
〈
3.2− µ0
σ
√
n,
4
3
√
n
σ
,
2
3
√
n
σ
〉
4
= 〈3.6, 4, 2〉4
=⇒ 3.6 > 1.645 =⇒ Grad der Ablehnung = 1.
=⇒ µt˜(1.645) = 0.51125 =⇒ Grad der Annahme = 0.51125.
Das nach Satz 2.26 zum Test geho¨rige Konfidenzintervall ist:
S =
{
µ ∈ R | µ ≥ x− z1−α σ√
n
}
mit der unteren Konfidenzgrenze Gu := x− z1−α σ√
n
.
Die unscharfe untere Konfidenzgrenze ist damit:
g˜u = x˜⊕ ((−1)¯ z1−α σ√
n
) =
〈
3.2− z1−α σ√
n
,
4
3
,
2
3
〉
4
=
〈
2.651667,
4
3
,
2
3
〉
4
=⇒ µs˜(t) =
1 : t ≥ 2.651667(1− 2.651667−t4
3
)+
: t < 2.651667
=⇒ µs˜c(t) =
1 : t ≤ 2.651667(1− t−2.6516672
3
)+
: t > 2.651667
=⇒ Der Grad der Annahme ist: µs˜(2) = 0.51125
=⇒ Der Grad der Ablehnung ist: µs˜c(2) = 1.
Betrachten wir abschließend den P-Wert des Testes und dessen Erweiterung. Fu¨r diesen
Test la¨sst sich der P-Wert wie folgt bestimmen. Ist N ∼ N(0, 1) und T die Teststatistik
und t deren Realisierung, dann ist P = P (N > T ) der P-Wert und p = P (N > t) dessen
Realisierung. Die Realisierung der unscharfen Teststatistik ist t˜ = 〈3.6, 4, 2〉4 und damit ist
der α-Schnitt von t˜ : [3.6− 4(1− α), 3.6 + 2(1− α)].
=⇒ Der α-Schnitt von p˜ ist : [P (N > 3.6 + 2(1− α)), P (N > 3.6− 4(1− α))].
=⇒ Fu¨r α = 0.51125 : [P (N > 3.6 + 2(1− 0.51125))︸ ︷︷ ︸
=2.35∗10−6
, P (N > 3.6− 4(1− 0.51125))︸ ︷︷ ︸
=0.0499849
].
=⇒ Der Grad der Annahme = 0.51125.
=⇒ Der Grad der Ablehnung = 1.
In den Bildern 4.3-4.5 sind die drei beschriebenen Wege veranschaulicht.
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Unscharfe Teststatistik
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Bild 4.3: Realisierung der unscharfen Testgro¨ße
Unscharfe Konfidenzgrenze
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Bild 4.4: Realisierung der unscharfen Konfidenzgrenze
Unscharfer P-Wert
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Bild 4.5: Realisierung des unscharfen P-Wertes
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4.2.2 Einordnung bekannter Ergebnisse
Tests fu¨r unscharfen Parameter Λ˜(ϑ) von Kruse und Meyer
Kruse und Meyer betrachten die unscharfe Zufallsvariable X˜ als unscharfe Wahrnehmung
einer scharfen Zufallsvariable X. Welche Zufallsvariable X das Original von X˜ ist, ist da-
bei nicht bekannt. Die Menge aller mo¨glichen Originale von X˜ sei mit χ bezeichnet. Eine
Possibilita¨tsverteilung auf der Menge χ erhalten wir wie folgt:
ν : χ → [0, 1]
X 7−→ inf{µX˜(ω)(X(ω)) : ω ∈ Ω}.
Dann ist ν(X) der Grad, mit welchem akzeptiert wird, dass X das Original von X˜ ist. Analog
wird fu¨r eine n-dimensionale unscharfe Stichprobe X˜1, .., X˜n eine Possibilita¨tsverteilung auf
der Menge χn definiert:
ν : χn → [0, 1]
(X1, .., Xn) 7−→ min
i=1,..,n
inf{µX˜i(ω)(Xi(ω)) : ω ∈ Ω}.
Fu¨r den Parameter ϑ des wirklichen Originals von X˜ bzw. X˜1, .., X˜n kann mit Hilfe des
Erweiterungsprinzips eine Fuzzy-Wahrnehmung von ϑ definiert werden:
µΛ˜(ϑ) = sup{ν(X) : X ∈ χ, ϑ(X) = t} t ∈ R bzw.
µΛ˜(ϑ) = sup{ν(X1, .., Xn) : (X1, .., Xn) ∈ χn, ϑ(X1) = t} t ∈ R.
Die α-Schnitte von Λ˜(ϑ) lauten dann:
Λ˜α(ϑ) = {t ∈ R : ∃(X1, ..Xn) ∈ χn, ϑ(X1) = t mit Xi(ω) ∈ (X˜i(ω))α ∀ω ∈ Ω ∀i}.
Fu¨r diesen unscharfen Parameter Λ˜(ϑ) bestimmen Kruse und Meyer Tests und Konfidenz-
scha¨tzungen. Obwohl unser Interesse sich hier nur auf die Tests beschra¨nkt, betrachten wir
auch die Konfidenzscha¨tzungen. Der Grund dafu¨r ist, dass Kruse und Meyer Tests ausgehend
von den unscharfen Konfidenzscha¨tzungen bestimmen. Diesem Vorgehen liegt wieder der be-
kannte Zusammenhang (vgl. Satz 2.26) zwischen Tests und Konfidenzscha¨tzungen zu Grun-
de. Kruse und Meyer [37] definieren Tests zum Niveau α und unscharfe Konfidenzscha¨tzungen
zum Konfidenzniveau 1− α wie folgt.
Definition 4.26
Sei Xu = (X˜1, .., X˜n) eine unscharfe Stichprobe. Dann heißt
ϕ : Fc(Rn)→ {0, 1} mit
P{ω ∈ Ω : ϕ(X˜1, .., X˜n) = 1 | Λ˜(ϑ) = Λ˜0} ≤ α
ein Test fu¨r H0 : Λ˜(ϑ) = Λ˜0 zum Niveau α (Λ˜0 ∈ Fc(Rn))
und Π˜ mit
P (Λ˜(ϑ)αs ⊆ cl(Π˜)αs) ≥ 1− α ∀αs ∈ (0, 1]
ein unscharfes Konfidenzintervall zum Konfidenzniveau 1− α.
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Der Test ϕ ist also ein scharfer Test fu¨r den unscharfen Parameter Λ˜(ϑ). Diese Betrach-
tung ist vergleichbar mit der aus Kapitel 3. Das unscharfe Konfidenzintervall wird hier αs-
schnittweise definiert. Die αs-Schnitte des unbekannten Parameters Λ˜(ϑ) werden dabei durch
die αs-Schnitte des unscharfen Konfidenzintervalles mit Wahrscheinlichkeit 1−α u¨berdeckt.
Die Konstruktion ein- und zweiseitiger unscharfer Konfidenzintervalle, ausgehend von einsei-
tigen scharfen Konfidenzintervallen, fu¨hren Kruse und Meyer (Theorem 11.10-11.12 in [37])
im wesentlichen wie folgt durch.
Sei Xu = (X˜1, .., X˜n) eine unscharfe Stichprobe und α ∈ (0, 1). Aus den gewo¨hnlichen einsei-
tigen scharfen Konfidenzintervallen [piu(X1, .., Xn, α1),+∞) und (−∞, pio(X1, .., Xn, α2)] fu¨r
ϑ zu den Niveaus α1 und α2 erhalten wir unscharfe ein- und zweiseitige Konfidenzintervalle
Π˜ fu¨r Λ˜(ϑ) zum Niveau α = α1 + α2 wie folgt.
Π˜uαs(X˜1, .., X˜n, α1) := inf{t ∈ R : ∀i ∃xi ∈ (X˜i)αs so daß piu(x1, ..xn, α1) ≤ t}
Π˜oαs(X˜1, .., X˜n, α2) := sup{t ∈ R : ∀i ∃xi ∈ (X˜i)αs so daß pio(x1, ..xn, α2) ≥ t}.
=⇒ Die αs-Schnitte der unscharfen Konfidenzintervalle lauten damit:
Π˜αs(X˜1, .., X˜n, α) = [Π˜
u
αs(X˜1, .., X˜n, α1), Π˜
o
αs(X˜1, .., X˜n, α2)],
Π˜αs(X˜1, .., X˜n, α) = [Π˜
u
αs(X˜1, .., X˜n, α),+∞),
Π˜αs(X˜1, .., X˜n, α) = (−∞, Π˜oαs(X˜1, .., X˜n, α)].
Diese Erweiterung eines scharfen Konfidenzintervalles zu einem unscharfen Konfidenzinter-
vall ist gerade die Erweiterung mittels Minimum-t-Norm (T1 = min). Wir zeigen das im
folgenden Satz fu¨r ein oberes Konfidenzintervall, d.h. eine untere Konfidenzgrenze. Die an-
deren zwei Fa¨lle ko¨nnen in analoger Weise gezeigt werden.
Satz 4.27
Ist S(X1, .., Xn) = [pi
u(X1, ..Xn, α); +∞) ein Konfidenzintervall zum Konfidenzniveau α.
Wird dessen Erweiterung S˜ das Fuzzy-Konfidenzintervall mittels Minimum-t-Norm bestimmt,
dann stimmen S˜αs und Π˜αs , wie oben angegeben, fu¨r alle αs u¨berein.
Beweis:
S˜αs(X˜1, .., X˜n) =
{
t ∈ R | µS˜(X˜1,..X˜n)(t) ≥ αs
}
=
{
t ∈ R | sup
{t∈S(x1,..,xn)}
min(µX˜1(x1), .., µX˜n(xn)) ≥ αs
}
=
{
t ∈ R | ∀i ∃ xi ∈ (X˜i)αs , so dass t ∈ S(x1, .., xn)
}
=
{
t ∈ R | ∀i ∃ xi ∈ (X˜i)αs , so dass t ∈ [piu(x1, ..xn, α); +∞)
}
=
{
t ∈ R | ∀i ∃ xi ∈ (X˜i)αs , so dass t ≥ piu(x1, ..xn, α)
}
=⇒ S˜uαs(X˜1, .., X˜n) = inf
{
t ∈ R | ∀i ∃ xi ∈ (X˜i)αs , so dass t ≥ piu(x1, ..xn, α)
}
2
Ausgehend von unscharfen Konfidenzintervallen zeigen Kruse und Meyer ([37] Theorem 11.18
und Theorem 11.19) wie wir α-Niveau-Tests nach Definition 4.26 erhalten ko¨nnen.
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Proposition 4.28 Sei n ∈ N und α ∈ (0, 1) und N ∈ N. Seien weiter {αs1 , .., αsN} ⊆ [0, 1),
K ∈ {1, .., N} und Λ˜0 ∈ Fc(R). Sei [pi1(X1, .., Xn, α1), pi2(X1, .., Xn, α2)] ein gewo¨hnliches
Konfidenzintervall zum Konfidenzniveau 1 − (α1 + α2) fu¨r ϑ mit α1 + α2 = αKN . Weiter sei
Π˜ die obige unscharfe Erweiterung. Fu¨r (X˜1, .., X˜n) definieren wir
ϕi(X˜1, .., X˜n) =
{
1 : inf(Λ˜0)αsi < Π˜
u
αsi
(X˜1, .., X˜n, α1) ∨ sup(Λ˜0)αsi > Π˜oαsi (X˜1, .., X˜n, α2)
0 : sonst
und
ϕ(X˜1, .., X˜n) =
1 falls
N∑
i=1
ϕi(X˜1, .., X˜n) ≥ K
0 sonst.
Dann ist ϕ ein Test fu¨r H0 : Die konvexe Hu¨lle des unscharfe Parameters Λ˜(ϑ) ist gleich Λ˜0
gegen
H1 : co(Λ˜(ϑ)) 6= Λ˜0, falls α1, α2 6= 0, oder
H1 : co(Λ˜(ϑ)) < Λ˜0, falls α1 = 0, oder
H1 : co(Λ˜(ϑ)) > Λ˜0, falls α2 = 0,
zum Niveau α.
Kruse und Meyer bestimmen also als erstes das zum scharfen Test geho¨rige scharfe Konfidenz-
intervall und erweitern dieses. Dabei ist das Konfidenzniveau 1 − (α1 + α2). Dann bestim-
men Sie N αs-Schnitte mit αs ∈ {α1, .., αN}. Werden mindestens K dieser N αs-Schnitte
des unbekannten Parameters Λ˜(ϑ) nicht vollsta¨ndig durch die jeweiligen αs-Schnitte des
Konfidenzintervalles u¨berdeckt, dann wird die Nullhypothese abgelehnt. Grzegorzewski [25]
nutzt dieses Ergebnis von Kruse und Meyer, formuliert aber die Alternativhypothese anders.
Er nimmt dafu¨r das Mass der Notwendigkeit der strikten Dominanz. Mo¨gliche Hypothesen
lauten dann mit ξ ∈ [0, 1):
H0 : Λ˜(ϑ) = Λ˜0 gegen NSD(Λ˜(ϑ) > Λ˜0) ≥ ξ, (4.4)
H0 : Λ˜(ϑ) = Λ˜0 gegen NSD(Λ˜0 > Λ˜(ϑ)) ≥ ξ, (4.5)
H0 : Λ˜(ϑ) = Λ˜0 gegen NSD(Λ˜(ϑ) > Λ˜0) ≥ ξ oder NSD(Λ˜0 > Λ˜(ϑ)) ≥ ξ. (4.6)
In [25] (Proposition 3) beweist Grzegorzewski ausgehend von den Ergebnissen von Kruse
und Meyer die folgende Proposition.
Proposition 4.29 Sei X˜1, .., X˜n eine Fuzzy-Stichprobe einer Verteilung mit unbekanntem
Parameter ϑ. Sei Λ˜(ϑ) ∈ Fc(R) die Fuzzy-Wahrnehmung von ϑ, ξ ∈ [0, 1] und [piu,∞) ein
oberes einseitiges Konfidenzintervall fu¨r ϑ zum Konfidenzniveau 1− α. Die Funktion ϕ mit
ϕ(X˜1, .., X˜n) =
{
1 falls inf(Λ˜0)1−ξ < Π˜u1−ξ
0 sonst
wobei
Π˜u1−ξ = Π˜
u
1−ξ(X˜1, .., X˜n;α) = inf{t ∈ R : ∀i ∈ {1, .., n}, ∃xi ∈ (X˜i)α, so dass piu(x1, .., xn, α) ≤ t} ist,
ist ein Test fu¨r H0 : Λ˜(ϑ) = Λ˜0 gegen H1 : NSD(Λ˜(ϑ) > Λ˜0) ≥ ξ zum Niveau 1− α.
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Bemerkungen 4.30
(1) Durch die Wahl von ξ ist dann der αs-Schnitt des Konfidenzintervalles festgelegt, bei
welchem die Testentscheidung getroffen wird. D.h., dieser Test ist nur ein Spezialfall von
Proposition 4.28 mit N = K = 1 und α1 = 1− ξ.
(2) Der Beweis endet mit folgender Abscha¨tzung:
P{ω ∈ Ω : ϕ(X˜1(ω), .., X˜n(ω)) = 1 | Λ˜(ϑ) = Λ˜0} < P{ω ∈ Ω : (Λ˜0)α 6⊆ Π˜α(ω)} < α.
Es bleibt dabei offen, ob es nicht einen besseren Test ϕ1 im folgenden Sinne gibt:
P{ϕ(X˜1, .., X˜n) = 1 | Λ˜(ϑ) = Λ˜0} < P{ϕ1(X˜1, .., X˜n) = 1 | Λ˜(ϑ) = Λ˜0} ≤ α.
(3) Analog zur obigen Proposition fu¨r die Hypothese (4.4) gibt Grzegorzewski (in [25] Prop.2
und Prop.3) auch fu¨r die Hypothesen (4.5) und (4.6) Tests zum Niveau α an.
Ergebnisse von Grzegorzewski and Hryniewicz
In einem gemeinsamen Artikel geben Grzegorzewski und Hryniewicz [23] 1997 einen U¨ber-
blick u¨ber die wesentlichen Arbeiten auf dem Gebiet der Fuzzy-Tests. Diesem Artikel folgen
weitere Vero¨ffentlichungen, welche wir im Folgenden aus Sicht des Erweiterungsprinzips be-
trachten werden. Es stehen dabei wieder Tests fu¨r den scharfen Parameter ϑ bei unscharfen
Daten im Zentrum unserer Untersuchungen. Grzegorzewski definiert einen Fuzzy-Test zum
Niveau α wie folgt.
Definition 4.31
Eine Funktion ϕ˜ heißt ein Fuzzy-Test fu¨r die Hypothese H0 : ϑ ∈ Θ0 zum Niveau α, genau
dann wenn
∀ϑ ∈ Θ0 : sup
αs∈[0,1]
Pϑ{ω ∈ Ω : ϕ˜αs(X˜1(ω), .., X˜n(ω)) ⊆ {1}} ≤ α.
Fu¨r einseitige und zweiseitige Hypothesen gibt Grzegorzewski [21] Theorem 4, Theorem 7
und Theorem 8 an wie man Fuzzy-Tests zum Signifikanzniveau α erha¨lt.
Proposition 4.32
Seien X˜1, ..., X˜n Fuzzy-Zufallsvariable und α ∈ (0, 1). Weiter seien die αs− Schnitte der ein-
und zweiseitigen Konfidenzintervalle:
(1) Π˜αs := [Π˜
u
αs(X˜1, .., X˜n), α1), Π˜
o
αs(X˜1, .., X˜n), α2)] α = α1 + α2,
(2) Π˜αs := [Π˜
u
αs((X˜1, .., X˜n), α),∞),
(3) Π˜αs := (−∞, Π˜oαs((X˜1, .., X˜n), α)].
Das Komplement von Π˜ ist Π˜c mit µΠ˜c(ϑ) = 1− µΠ˜(ϑ).
Die Funktion ϕ˜ mit den folgenden αs-Schnitten:
ϕ˜αs(X˜1, .., X˜n) =

{0} fu¨r ϑ0 ∈ (Π˜αs \ (Π˜c)αs)
{1} fu¨r ϑ0 ∈ ((Π˜c)αs \ Π˜αs)
{0, 1} fu¨r ϑ0 ∈ (Π˜αs ∩ (Π˜c)αs)
∅ fu¨r ϑ0 6∈ (Π˜αs ∪ (Π˜c)αs) ein Fuzzy-Test fu¨r
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(1) H0 : ϑ = ϑ0 gegen H1 : ϑ 6= ϑ0,
(2) H0 : ϑ ≤ ϑ0 gegen H1 : ϑ > ϑ0,
(3) H0 : ϑ ≥ ϑ0 gegen H1 : ϑ < ϑ0
zum Niveau α.
Die Zugeho¨rigkeitsfunktion des obigen Tests ist:
µϕ˜(t) = µΠ˜(ϑ0)I{0}(t) + (1− µΠ˜(ϑ0))I{1}(t) t ∈ {0, 1}.
Die folgenden Beispiele verdeutlichen, wie wir, ausgehend vom unscharfen Konfidenzintervall
Π˜, einen unscharfen Test bestimmen.
Beispiel 4.33 H0 : ϑ = ϑ0 H1 : ϑ 6= ϑ0
6
-
1
3
4
1
2
1
4
ϑ0 x
µΠ˜ µΠ˜c
=⇒
61
3
4
1
2
1
4
-
10
µϕ˜(t)
Die Nullhypothese wird also eher abgelehnt, als angenommen.
Beispiel 4.34 H0 : ϑ ≤ ϑ0 H1 : ϑ > ϑ0
6
-
1
3
4
1
2
1
4
ϑ0 x
µΠ˜µΠ˜c
=⇒
61
3
4
1
2
1
4
-
10
µϕ˜(t)
Die Nullhypothese wird angenommen.
Beispiel 4.35 H0 : ϑ ≥ ϑ0 H1 : ϑ < ϑ0
6
-
1
3
4
1
2
1
4
ϑ0 x
µΠ˜cµΠ˜
=⇒
61
3
4
1
2
1
4
-
10
µϕ˜(t)
Die Nullhypothese wird abgelehnt.
Fu¨r µϕ˜(1) ∈ {0, 1} ist also hier die Testentscheidung klar.
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Bemerkungen 4.36
1. Um eine unscharfe Testfunktion in eine scharfe zu u¨berfu¨hren, muss diese geeignet
defuzzifiziert werden. Grzegorzewski schla¨gt in [22] die Maximumregel und die Ran-
domisierungsregel vor. Aus der Sicht unserer Defuzzifizierungsfunktion d (vgl. (4.1))
stellen diese sich mit β = 1 wie folgt dar.
(1) a1 = a2 =
1
2
⇒ Maximumregel : Ablehnung falls µϕ˜(1) > 12 , sonst Annahme. Ist
µϕ˜(1) =
1
2
wird mit Wahrscheinlichkeit von jeweils 0.5 angenommen bzw. abgelehnt.
Grzegorzewski [22] entscheidet in diesem Fall immer fu¨r die Annahme.
(2) a1 = 0, a2 = 1 ⇒ Randomisierung : Ablehnung mit Wahrscheinlichkeit µϕ˜(1).
Als Grenzfa¨lle erhalten wir:
(3) a1 = a2 = 0 ⇒ nur Annahme bei µϕ˜(1) = 0, sonst Ablehnung,
(4) a1 = a2 = 1 ⇒ nur Ablehnung bei µϕ˜(1) = 1, sonst Annahme.
2. Wir sind beim erweiterten Test ϕ˜2 vom Fuzzy-Konfidenzintervall S˜ und vom Fuzzy-
Komplement S˜c des Konfidenzintervalles ausgegangen. Den Grad der Annahme be-
stimmen wir in Abha¨ngigkeit von S˜ und den Grad der Ablehnung in Abha¨ngigkeit von
S˜c. Grzegorzewski hingegen rechnet nur mit dem mit Minimum t-Norm erweiterten
Konfidenzintervall Π˜ und dessen unscharfen Komplement Π˜c. Bestimmen auch wir das
Fuzzy-Konfidenzintervall S˜ mit Minimum t-Norm, dann ist S˜ = Π˜ (vgl. Satz 4.27) und
der Grad der Annahme stimmt in beiden Fa¨llen u¨berein. D.h. es gilt:
µϕ˜2(0) = µϕ˜(0).
Der Grad der Ablehnung bei Grzegorzewski ist
µϕ˜(1) = 1− µϕ˜(0).
Darum genu¨gt es, wenn wir bei der Defuzzifizierung des Testes ϕ˜ uns nur auf den Grad
der Annahme oder nur auf den Grad der Ablehnung beschra¨nken. Im allgemeinen gilt
Π˜c ⊆ Π˜c =⇒ µϕ(1) ≤ µϕ˜2(1).
Der Grad der Annahme stimmt u¨berein, der Grad der Ablehnung hingegen kann bei un-
serem Test gro¨ßer sein. Grzegorzewski und Hryniewicz betrachten in [24] die erweiterte
Testfunktion ϕ˜ einmal ausgehend vom unscharfen Konfidenzintervall Π˜ und nennen
diesen Test optimistischen Test, ϕ˜opt. Zum anderen bilden sie das Fuzzy-Komplement
Π˜c und dessen Komplement Π˜c
c
. Damit ersetzen sie bei der Bestimmung ihres Testes
das unscharfe Konfidenzintervall Π˜ durch Π˜c
c
. Den so bestimmten Test bezeichnen sie
also pessimistischen Test, ϕ˜pes. Bei dieser Konstruktion gilt:
µϕ˜pes(1) = µϕ˜2(1) und µϕ˜pes(0) = 1− µϕ˜pes(1).
Hier gilt i.a.:
(Π˜c
c
) ⊆ Π˜ =⇒ µϕ˜pes(0) ≤ µϕ˜2(0).
Zusammen erhalten wir:
µϕ˜opt(1) ≤ µϕ˜2(1) = µϕ˜pes(1) und µϕ˜pes(0) ≤ µϕ˜2(0) = µϕ˜opt(0).
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Bei Anwendung der gleichen Defuzzifizierung wird beim optimistische Test die Nullhy-
pothese eher angenommen als beim pessimistische Test. Von unserem unscharfen Test
ϕ˜2 ko¨nnen wir sowohl ϕ˜opt als auch ϕ˜pes ableiten. Wir ko¨nnen uns also bei unserer Ent-
scheidung auf ϕ˜2 beschra¨nken. Sie beru¨cksichtigt sowohl die Unscha¨rfe in Π˜ als auch
in Π˜c. Grzegorzewski und Hryniewicz [24] betrachten nur die eine oder nur die andere
Unscha¨rfe und bilden von dieser das Komplement, welches aber keine neue Information
entha¨lt.
3. In Proposition 4.32 ist von Grzegorzewski angegeben, wie wir Fuzzy-Tests zum Niveau
α nach Definition 4.31 bestimmen ko¨nnen. Wir gehen zuerst einmal auf diese Definition
ein und wenden uns davon ausgehend der Proposition zu. Da die αs-Schnitte von ϕ˜
monoton sind, gilt:
∀αs ∈ [0, 1] : =⇒ ϕ˜1 ⊆ ϕ˜αs
=⇒ Pϑ{ϕ˜αs ⊆ {1}} ≤ Pϑ{ϕ˜1 ⊆ {1}}
=⇒ sup
αs∈[0,1]
Pϑ{ϕ˜αs ⊆ {1}} = Pϑ{ϕ˜1 ⊆ {1}}.
Entscheiden wir fu¨r die Nullhypothese, falls µϕ˜(1) = 1, und ansonsten fu¨r die Alter-
nativhypothese, dann stimmt die Definition 4.31 mit der klassischen Definition (Ab-
lehnung falls H0 gilt, ho¨chstens mit Wahrscheinlichkeit α) u¨berein. Fu¨r die Tests in
Proposition 4.32 heißt das, da µϕ˜(0) = 1 − µϕ˜(1), die Nullhypothese wird nur im
Fall der sicheren Ablehnung verworfen und ansonsten angenommen. Veranschaulicht
gesagt, mu¨ssen wir wie folgt vorgehen. Wir erweitern das zum Test geho¨rige Konfi-
denzintervall zu Π˜. Liegt ϑ0 vo¨llig außerhalb von Π˜ (d.h. µΠ˜(ϑ0) = 0), dann wird H0
abgelehnt und sonst wird H0 angenommen. Dieser Test ist dann ein Test zum Niveau
α, falls die Proposition 4.32 gilt. Als eine offene Frage stellt sich uns im Beweis von
Proposition 4.32 in [21], warum
ϑ0 ∈ Λ˜αs(ϑ) ∀αs ∈ [0, 1] gilt.
Wenn es gilt, ko¨nnen wir uns auf die αs = 1-Schnitte beschra¨nken und die restliche
Unscha¨rfe außer acht lassen und damit den Test noch verbessern. Wenn es hingegen
nicht gilt, hat der Beweis von Proposition 4.32 an dieser Stelle ein Lu¨cke.
Kapitel 5
Testen unscharfer Hypothesen
Wollen wir testen, ob ein Parameter
”
groß“ oder
”
klein“ ist, oder ob er
”
ungefa¨hr gleich“
oder
”
nicht ungefa¨hr gleich“ einem hypothetischen Wert ist, dann lassen sich diese Hypo-
thesen am besten durch unscharfe Mengen modellieren. Beim Testen unscharfer Hypothesen
im nun folgenden Kapitel gehen wir auf zwei Verallgemeinerungen der maximalen Fehler
1.Art und 2.Art ein. So betrachten wir eine scharfe und eine unscharfe Verallgemeinerung.
Die scharfe Verallgemeinerung ist dabei der von Arnold (vgl. Definition 5.3) entlehnt und
die unscharfe durch einen Artikel von Ro¨mer und Kandel [46] inspiriert. Im Kapitel 5.1
stellen wir die Begriffe im risikotheoretischen Kontext dar. Im Kapitel 5.2 wird nach den
Definitionen aufgezeigt, dass die unscharfen Fehler sinnvolle Verallgemeinerungen sind. Als
wichtige Resultate stehen die Sa¨tze 5.11 und 5.24 im Mittelpunkt. Ihre Anwendung wird in
den Beispielen 5.14 und 5.26 gezeigt.
5.1 Unscharfe Hypothesen nach Arnold
Arnold ([2], [3], [4]) und Gerke ([4],[19]) verallgemeinern klassische Parametertests dadurch,
dass sie in den Hypothesen H0 : ϑ ∈ Θ0, H1 : ϑ ∈ Θ1 die scharfen Mengen Θ0 und Θ1 durch
unscharfe Mengen mit den Zugeho¨rigkeitsfunktionen µH˜0 : Θ→ [0, 1] und µH˜1 : Θ → [0, 1]
ersetzen. Wir bezeichnen diese unscharfen Hypothesen mit H˜0 und H˜1. Analog zu Tests mit
scharfen Hypothesen betrachten wir meistens zueinander komplementa¨re Hypothesen. Das
folgende Beispiel 5.1 veranschaulicht verschiedene unscharfe Hypothesen.
Beispiel 5.1 In (a)-(d) ist die Alternativhypothese jeweils das Komplement der Nullhypo-
these, d.h. µH˜1(ϑ) = 1− µH˜0(ϑ).
(a) µH˜0(ϑ) =

1 ϑ ≤ ϑ0
ϑ0−ϑ
ϑ0−ϑ0
ϑ0 < ϑ < ϑ0
0 ϑ ≥ ϑ0
. (b) µH˜0(ϑ) =

1 ϑ ≤ ϑ1 ∨ ϑ2 ≤ ϑ
ϑ1−ϑ
ϑ1−ϑ1
ϑ1 < ϑ < ϑ1
ϑ−ϑ2
ϑ2−ϑ2
ϑ2 < ϑ < ϑ2
0 ϑ1 ≤ ϑ ≤ ϑ2
.
(c) Analog zu (b) nur die Rollen von Nullhypothese und Alternativhypothese sind vertauscht.
(d) Als Spezialfall von (c) mit ϑ1 = ϑ2 = ϑ0.
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µH˜0
µH˜1
ϑ0
-
61
0
ϑϑ0 ϑ0
Bild 5.1: Beispiel 5.1 (a)
µH˜0
µH˜1
-
61
0
ϑϑ1ϑ1 ϑ1 ϑ2ϑ2 ϑ2
Bild 5.2: Beispiel 5.1 (b)
µH˜0
µH˜1
-
61
0
ϑϑ1ϑ1 ϑ1 ϑ2ϑ2 ϑ2
Bild 5.3: Beispiel 5.1 (c)
µH˜0
µH˜1
ϑ0
61
0
ϑ
-
Bild 5.4: Beispiel 5.1 (d)
Wie bei dem klassischen Test besteht der Entscheidungsraum aus ∆ = {a0, a1}. Eine nahe
liegende Definition der Verlustfunktion, als Verallgemeinerung der Neyman-Pearson Verlust-
funktion (2.5) mit λ0 = λ1 = 1, ist dann:
L(ϑ, d) =
{
µH˜0(ϑ) : d = a1
µH˜1(ϑ) : d = a0.
(5.1)
Die sich daraus ergebende Risikofunktion (vgl.(2.6)) ist:
R(ϑ, ϕ) = µH˜0(ϑ)gϕ(ϑ) + µH˜1(ϑ)(1− gϕ(ϑ)). (5.2)
Offensichtlich unvermeidbar ist der folgende Verlust:
Lu(ϑ) =
{
µH˜0(ϑ) : µH˜0(ϑ) ≤ µH˜1(ϑ)
µH˜1(ϑ) : µH˜1(ϑ) ≤ µH˜0(ϑ).
Das Risiko des um den unvermeidbaren Verlust verringerten Verlustes ist das vermeidbare
Risiko, die Regret-Funktion:
Rv(ϑ, ϕ) = R(ϑ, ϕ)− Lu(ϑ) =
{
(µH˜1(ϑ)− µH˜0(ϑ))(1− gϕ(ϑ)) : µH˜0(ϑ) ≤ µH˜1(ϑ)
(µH˜0(ϑ)− µH˜1(ϑ))gϕ(ϑ) : µH˜1(ϑ) ≤ µH˜0(ϑ).
Damit ist ϕ∗ optimal nach den Minimax-Regret-Prinzip (vgl. Definition 2.14 und [54]), falls
mit dem maximalen vermeidbaren Risiko R∗v(ϕ) = sup
ϑ∈Θ
Rv(ϑ, ϕ),
R∗v(ϕ
∗) = inf
ϕ∈Φ
R∗v(ϕ
∗) gilt.
KAPITEL 5. TESTEN UNSCHARFER HYPOTHESEN 113
Wir kommen jetzt zu zwei Verallgemeinerungen der Wahrscheinlichkeiten (und maximalen
Wahrscheinlichkeiten) der Fehler 1.Art und 2.Art aus Definition 2.19. Dabei werden wir
im folgenden diese Verallgemeinerungen nur noch abku¨rzend als Fehler 1.Art und Fehler
2.Art bezeichnen. Zusammenha¨nge dieser Fehler mit dem Risiko und dem unvermeidbaren
Risiko zeigen wir als na¨chstes auf und betrachten anschließend Beziehungen beider Fehler
zueinander. Nach Definition 2.19 ko¨nnen wir die Wahrscheinlichkeit fu¨r den Fehler 1.Art und
2.Art wie folgt angeben:
α(ϑ, ϕ) = IΘ0(ϑ)gϕ(ϑ), (5.3)
β(ϑ, ϕ) = IΘ1(ϑ)(1− gϕ(ϑ)). (5.4)
Eine erste Verallgemeinerung fu¨r unscharfe Hypothesen ist die Ersetzung der Indikatorfunk-
tion durch die Zugeho¨rigkeitsfunktion. Damit kommen wir zu unserer Definition der Fehler
1.Art und Fehler 2.Art fu¨r unscharfe Hypothesen.
Definition 5.2 Fu¨r einen Test ϕ der unscharfen Hypothesen H˜0 und H˜1 definieren
α(ϑ, ϕ) := µH˜0(ϑ)gϕ(ϑ) den Fehler 1.Art, (5.5)
β(ϑ, ϕ) := µH˜1(ϑ)(1− gϕ(ϑ)) den Fehler 2.Art, (5.6)
αmax(ϕ) := sup
ϑ∈Θ
α(ϑ, ϕ) den maximalen Fehler 1.Art,
βmax(ϕ) := sup
ϑ∈Θ
β(ϑ, ϕ) und den maximalen Fehler 2.Art.
Die zweite Verallgemeinerung ist:
Definition 5.3 [Arnold] Fu¨r einen Test ϕ der unscharfen Hypothesen H˜0 und H˜1 definieren
αA(ϑ, ϕ) := (µH˜0(ϑ)− µH˜1(ϑ))+gϕ(ϑ) den Fehler 1.Art nach Arnold, (5.7)
βA(ϑ, ϕ) := (µH˜1(ϑ)− µH˜0(ϑ))+(1− gϕ(ϑ)) den Fehler 2.Art nach Arnold, (5.8)
αAmax(ϕ) := sup
ϑ∈Θ
αA(ϑ, ϕ) den max. Fehler 1.Art nach Arnold,
βAmax(ϕ) := sup
ϑ∈Θ
βA(ϑ, ϕ) den max. Fehler 2.Art nach Arnold.
Im Mittelpunkt der Untersuchungen von Arnold (vgl. z.B. [2] und [3]) stehen dabei αAmax(ϕ)
und βAmax(ϕ). Beide Definitionen, d.h. (5.5) bzw. (5.6) und (5.7) bzw. (5.8), fu¨hren im Fall
scharfer Hypothesen (µH˜0 = IΘ0 und µH˜1 = IΘ1) zu (5.3) bzw. (5.4) und sind damit eine
Verallgemeinerung der klassischen Definition. Damit stimmen, fu¨r den Fall scharfer Hypo-
thesen, auch die entsprechenden maximalen Fehler u¨berein.
Zwischen den maximalen Fehlern und den Risiken bestehen folgende Zusammenha¨nge.
Lemma 5.4
1. Das maximale vermeidbare Risiko ist:
R∗v(ϕ) = max
{
αAmax(ϕ),β
A
max(ϕ)
}
.
2. Fu¨r das maximale Risiko gilt:
αmax(ϕ) + βmax(ϕ) ≥ R∗(ϕ) ≥ max{αmax(ϕ),βmax(ϕ)}.
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Beweis:
Der Beweis von 1. ist durch Einsetzen der Definitionen auf beiden Seiten offensichtlich und
z.B. in [2] angegeben.
2. R
∗(ϕ) = sup
ϑ∈Θ
R(ϕ, ϑ)
= sup
ϑ∈Θ
(µH˜0(ϑ)gϕ(ϑ) + µH˜1(ϑ)(1− gϕ(ϑ)))
≤ sup
ϑ∈Θ
(µH˜0(ϑ)gϕ(ϑ)) + sup
ϑ∈Θ
(µH˜1(ϑ)(1− gϕ(ϑ)))
= αmax(ϕ) + βmax(ϕ)
R∗(ϕ) = sup
ϑ∈Θ
(µH˜0(ϑ)gϕ(ϑ) + µH˜1(ϑ)(1− gϕ(ϑ)))
≥ max{sup
ϑ∈Θ
(µH˜0(ϑ)gϕ(ϑ)), sup
ϑ∈Θ
(µH˜1(ϑ)(1− gϕ(ϑ)))}
= max{αmax(ϕ),βmax(ϕ)} 2
Damit ist ϕ∗ ∈ Φ optimal nach dem Minimax-Regret-Prinzip
⇐⇒
max
{
αAmax(ϕ
∗),βAmax(ϕ
∗)
}
= inf
ϕ∈Φ
max
{
αAmax(ϕ),β
A
max(ϕ)
}
.
Bemerkungen 5.5
1. Das maximale Risiko ist nach unten durch das Maximum und nach oben durch die
Summe der maximalen Fehler 1. Art und 2.Art beschra¨nkt. Ist einer dieser beiden
Fehler gleich Null, so ist das maximale Risiko gerade der andere der beiden Fehler.
Wollen wir das maximale Risiko minimieren, so mu¨ssen wir beide Fehler gleichzeitig
minimieren. In den weiteren Betrachtungen wird sich zeigen, dass eine gleichzeitige
Minimierung beider Fehler nur begrenzt mo¨glich ist.
2. Das maximale vermeidbare Risiko ist also kleiner gleich einem vorgegeben γ, genau
dann wenn αAmax(ϕ) ≤ γ und βAmax(ϕ) ≤ γ. Wollen wir einen Test bestimmen, bei
welchem das maximale vermeidbare Risiko mo¨glichst klein ist, so muss es unser Ziel
sein, beide Fehler gleichzeitig zu minimieren. Arnold zeigt auf, wann und wie das
mo¨glich ist. Hinfu¨hrend zu diesen Ergebnissen werden wir die beiden Definitionen der
maximalen Fehler in Beziehung zueinander setzen. Dass sie nicht nur im Falle von
scharfen Hypothesen u¨bereinstimmen, zeigt das Lemma.
Lemma 5.6
Ist fu¨r alle ϑ ∈ Θ : min{µH˜0(ϑ), µH˜1(ϑ)} = 0, dann gilt
∀ϕ ∈ Φ : αAmax(ϕ) = αmax(ϕ) und βAmax(ϕ) = βmax(ϕ).
Beweis:
αAmax(ϕ) = sup
ϑ∈Θ
(µH˜0(ϑ)− µH˜1(ϑ))+gϕ(ϑ)
!
= sup
ϑ∈Θ
µH˜0(ϑ)gϕ(ϑ)
= αmax(ϕ)
Analog gilt βAmax(ϕ) = βmax(ϕ). 2
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Alle Hypothesen mit ∀ϑ ∈ Θ : µH˜10 (ϑ) − µH˜11 (ϑ) = µH˜20 (ϑ) − µH˜21 (ϑ) besitzen fu¨r ein be-
liebiges festes ϕ nach Definition 5.3 von Arnold die gleichen maximalen Fehler 1. Art und
Fehler 2.Art. Damit ko¨nnen wir folgende A¨quivalenzrelation auf der Menge aller unscharfen
Hypothesen betrachten.
Definition 5.7 Zwei unscharfe Hypothesen (H˜10 , H˜
1
1 ) und (H˜
2
0 , H˜
2
1 ) heißen a¨quivalent bzgl.
αAmax und β
A
max, genau dann wenn
µH˜10
(ϑ)− µH˜11 (ϑ) = µH˜20 (ϑ)− µH˜21 (ϑ) ∀ϑ ∈ Θ.
Bezeichnung: (µH˜10
, µH˜11
) ∼ (µH˜20 , µH˜21 ).
Repra¨sentanten der A¨quivalenzklassen dieser A¨quivalenzrelation sind dann z.B. die obigen
Hypothesen mit min{µH˜0(ϑ), µH˜1(ϑ)} = 0, d.h.
[(H˜0, H˜1)]∼ = {(H˜0, H˜1) | (µH˜0(ϑ)− µH˜1(ϑ))+ = µH˜0(ϑ) ∧ (µH˜1(ϑ)− µH˜0(ϑ))+ = µH˜1(ϑ)}.
Beispiel 5.8 Die Repra¨sentanten der zum Beispiel 5.1 geho¨rigen A¨quivalenzklassen sind in
den Bildern 5.5-5.8 dargestellt.
µH˜0
µH˜1
ϑ0
-
61
0
ϑϑ0 ϑ0
Bild 5.5: Beispiel 5.8 (a)
µH˜0
µH˜1
-
61
0
ϑϑ1ϑ1 ϑ1 ϑ2ϑ2 ϑ2
Bild 5.6: Beispiel 5.8 (b)
µH˜0
µH˜1
-
61
0
ϑϑ1ϑ1 ϑ1 ϑ2ϑ2 ϑ2
Bild 5.7: Beispiel 5.8 (c)
µH˜0
µH˜1
ϑ0
61
0
ϑ
-
Bild 5.8: Beispiel 5.8 (d)
Der maximale Fehler 1.Art und Fehler 2.Art nach Arnold ist also fu¨r alle Elemente dieser
A¨quivalenzklassen gleich und zwar gerade dem maximalen Fehler 1.Art und Fehler 2.Art
(nach Definition 5.2) der speziellen Repra¨sentanten (H˜0, H˜1).
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Wir ko¨nnen das Testen von unscharfen Hypothesen auch als klassischen Parametertest mit
scharfen Hypothesen Θ0 und Θ1 darstellen.
Θ0 = {ϑ ∈ Θ | µH˜0(ϑ)− µH˜1(ϑ) ≥ 0} = {ϑ ∈ Θ | µH˜0(ϑ) ≥ 0},
Θ1 = {ϑ ∈ Θ | µH˜1(ϑ)− µH˜0(ϑ) > 0} = {ϑ ∈ Θ | µH˜1(ϑ) > 0}.
Die Unscha¨rfe findet sich dann wie schon in (5.1) in der Verlustfunktion wieder.
L(ϑ, a1) = µH˜0(ϑ) und L(ϑ, a0) = µH˜1(ϑ).
Das Risiko dieses Testes der scharfen Hypothesen stimmt mit dem Risiko in (5.2) u¨berein.
Alle sich daraus ergebenden Betrachtungen sind also gleich. Nehmen wir fu¨r alle Elemente
einer wie oben angegebenen A¨quivalenzklasse die gleiche Verlustfunktion, und zwar die der
speziellen Repra¨sentanten H˜0 und H˜1, so ist das Risiko dieses Testes gerade dem obigen
vermeidbaren Risiko. Im nun folgenden Beispiel betrachten wir die zum Beispiel 5.8 geho¨rigen
scharfen Hypothesen.
Beispiel 5.9 Im Beispiel 5.8 ist Θ1 = Θ \Θ0 mit
(a)
(b)
(c) und (d)
Θ0 = {ϑ ∈ Θ | ϑ ≤ ϑ0},
Θ0 = {ϑ ∈ Θ | ϑ ≤ ϑ1 ∨ ϑ ≥ ϑ2},
Θ0 = {ϑ ∈ Θ | ϑ1 ≤ ϑ ≤ ϑ2}.
Dabei sind die unscharfen Hypothesen aus Beispiel 5.1 als scharfe Hypothesen dargestellt,
wobei (c) und (d) die gleiche scharfe Hypothese ergeben.
Fu¨r IΘ0(ϑ) = I(ϑ≤ϑ0)(ϑ) und IΘ1(ϑ) = I(ϑ≥ϑ1)(ϑ) mit ϑ0 < ϑ1 sind wir in dem Fall, dass
Θ0 ∪ Θ1 ∪ ΘL = Θ mit ΘL = (ϑ0, ϑ1) gilt. Es existiert also eine (scharfe) Lu¨cke (ϑ0, ϑ1)
zwischen der Null- und der Alternativhypothese. Damit ist fu¨r alle ϑ ∈ (ϑ0, ϑ1) der Verlust
gleich 0 egal fu¨r welche der beiden Hypothesen entschieden wird. In diesem Fall ist es eine be-
kannte Tatsache (vgl. Uhlmann [54]: Vorgabe zweier Punkte der Operations-Charakteristik),
dass unter gewissen Voraussetzungen an die Gu¨tefunktion der maximale Fehler 1.Art und
der maximale Fehler 2.Art gleichzeitig minimiert werden kann, indem wir den Stichproben-
umfang entsprechend gross wa¨hlen.
Wie in den Darstellungen von Beispiel 5.8 ersichtlich ist, existiert zwischen der Nullhypothese
µH˜0 und der Alternativhypothese µH˜1 eine unscharfe Lu¨cke. Die Fuzzy-Vereinigung mit
Maximum t-conorm von µH˜0 und µH˜1
µH˜0∪⊥H˜1(ϑ) = max{µH˜0(ϑ), µH˜1(ϑ)} = max{µH˜0(ϑ)− µH˜1(ϑ), µH˜1(ϑ)− µH˜0(ϑ)}
ist eine nichtleere echte Fuzzy-Teilmenge von Θ. Dabei hat µH˜0∪⊥H˜1(.) im obigen Beispiel
mindestens eine Nullstelle und ist in allen Nullstellen stetig. Die Nullstellen erhalten wir
durch die Bildung der Differenzen µH˜0(ϑ) − µH˜1(ϑ) bzw. µH˜1(ϑ) − µH˜0(ϑ). Die Stetigkeit
ergibt sich aus der Stetigkeit von µH˜0(.) und µH˜1(.). Die Existenz einer Nullstelle und die
Stetigkeit in dieser sind wichtige Voraussetzungen fu¨r die gleichzeitige Minimierung von
αAmax(ϕ) und β
A
max(ϕ). Arnold [2] formuliert diese wie folgt:
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(1a) ∀² > 0 : ∃δ > 0, so dass ∀ϑ ∈ Θ0 gilt: d(ϑ,Θ1) < δ ⇒ µH˜0(ϑ) ≤ ².
(2a) ∀² > 0 : ∃δ > 0, so dass ∀ϑ ∈ Θ1 gilt: d(ϑ,Θ0) < δ ⇒ µH˜1(ϑ) ≤ ².
Weiter sei {ϕn}n∈N eine Folge von Tests deren Gu¨tefunktion die folgenden Bedingungen
erfu¨llt:
(1b) ∀² > 0 und ∀δ > 0 : ∃n0 ∈ N, so dass ∀n > n0 und ∀ϑ ∈ Θ0 gilt:
d(ϑ,Θ1) ≥ δ ⇒ 0 ≤ gϕn(ϑ) ≤ ²,
(2b) ∀² > 0 und ∀δ > 0 : ∃n0 ∈ N, so dass ∀n > n0 und ∀ϑ ∈ Θ1 gilt:
d(ϑ,Θ0) ≥ δ ⇒ 0 ≤ (1− gϕn(ϑ)) ≤ ².
Unter den obigen Voraussetzungen zeigt Arnold (in [2],Proposition 2 und Proposition 3),
dass durch genu¨gend große Wahl des Stichprobenumfanges n die maximalen Fehler 1.Art
und Fehler 2.Art beliebig klein werden.
Proposition 5.10
(1a) und (1b) =⇒ lim
n→∞
αAmax(ϕn) = 0,
(2a) und (2b) =⇒ lim
n→∞
βAmax(ϕn) = 0.
Praktische Anwendung findet dieses Ergebnis in Arnold [3]. Fu¨r den Fall von normalverteil-
ten Zufallsgro¨ßen mit bekannter Varianz σ2 und unbekanntem Erwartungswert µ wird die
unscharfe Hypothese µ ' µ0 (µ ist ungefa¨hr µ0) getestet. Arnold zeigt, wie sowohl fu¨r den
Fall der einseitigen als auch den der zweiseitigen Alternativhypothese der Stichprobenum-
fang n und der kritische Bereich und damit ϕn gewa¨hlt werden muss, dass bei gegebenen
α0, β0 ∈ (0, 1] gilt:
αAmax(ϕn) ≤ α0 und βAmax(ϕn) ≤ β0.
Wir werden im folgenden Satz zeigen, dass im Falle eines einseitigen Testes der von Arnold
gewa¨hlte Test optimal ist und betrachten anschließend eine Anwendung (vgl. Arnold [3]).
Satz 5.11
Es seien die Voraussetzungen des Satzes 2.22 erfu¨llt. Gibt es fu¨r die unscharfen Hypothesen
µH˜0 und µH˜1 ein ϑ0 mit
∀ϑ ≤ ϑ0 : µH˜0(ϑ) = (µH˜0(ϑ)− µH˜1(ϑ)) ≥ 0,
∀ϑ > ϑ0 : µH˜1(ϑ) = (µH˜1(ϑ)− µH˜0(ϑ)) ≥ 0
und existieren weiter ein ϑ1 < ϑ0 mit µH˜0(ϑ1) = 1 und ein ϑ2 > ϑ0 mit µH˜1(ϑ2) = 1, dann
gelten:
1. Ist ϕ ein beliebiger Test mit αAmax(ϕ) ≤ α, dann gibt es einen nach Satz 2.22 zu be-
stimmenden Test ϕ∗ mit
αAmax(ϕ
∗) ≤ α und βAmax(ϕ∗) ≤ βAmax(ϕ).
2. Fu¨r alle α ∈ (0, 1) gibt es einen nach Satz 2.22 zu bestimmenden Test ϕ∗ mit gϕ∗(ϑ0) =
α∗ ∈ (0, 1), αAmax(ϕ∗) ≤ α, so dass fu¨r alle Tests ϕ mit αAmax(ϕ) ≤ α gilt:
βAmax(ϕ
∗) ≤ βAmax(ϕ).
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Beweis: Sei ϕ ein beliebiger Test mit αAmax(ϕ) ≤ α.
- Ist α0 := gϕ(ϑ0) ∈ (0, 1), dann gibt es einen nach Satz 2.22 zu bestimmenden Test ϕ∗
mit α0 = gϕ∗(ϑ0) ∈ (0, 1). Dabei gilt nach Satz 2.22
∀ϑ ≤ ϑ0 : gϕ∗(ϑ) ≤ gϕ(ϑ) =⇒ αAmax(ϕ∗) = sup
ϑ∈Θ
µH˜0(ϑ)gϕ∗(ϑ)
= sup
ϑ≤ϑ0
µH˜0(ϑ)gϕ∗(ϑ)
≤ sup
ϑ≤ϑ0
µH˜0(ϑ)gϕ(ϑ)
= αAmax(ϕ)
≤ α
und
∀ϑ > ϑ0 : gϕ∗(ϑ) ≥ gϕ(ϑ) =⇒ βAmax(ϕ∗) = sup
ϑ∈Θ
µH˜1(ϑ)(1− gϕ∗(ϑ))
= sup
ϑ>ϑ0
µH˜1(ϑ)(1− gϕ∗(ϑ))
≤ sup
ϑ>ϑ0
µH˜1(ϑ)(1− gϕ(ϑ))
= βAmax(ϕ).
- Wa¨re gϕ(ϑ0) = 1, dann muss nach Satz 2.22 fu¨r alle ϑ ≤ ϑ0 gelten, dass gϕ(ϑ) = 1. Damit
und mit µH˜0(ϑ1) = 1 ist aber α
A
max(ϕ) = 1 > α ∈ (0, 1). Wir erhalten also einen Wider-
spruch.
- Ist gϕ(ϑ0) = 0, dann muss nach Satz 2.22 fu¨r alle ϑ > ϑ0 gelten, dass gϕ(ϑ) = 0. Damit
und mit µH˜1(ϑ2) = 1 ist β
A
max(ϕ) = 1 der maximal mo¨gliche Wert.
2. Nach 1. kann jeder Test ϕ mit αAmax(ϕ) ≤ α durch einen nach Satz 2.22 zu bestimmenden
Test verbessert werden. Bei der Suche nach einem optimalen Test genu¨gt es, sich also auf
diese Tests zu beschra¨nken. Es sei ϕα1 der nach Satz 2.22 bestimmte Test fu¨r H0 : ϑ ≤ ϑ0
gegen H1 : ϑ > ϑ0 zum Niveau α1 = gϕα1 (ϑ) ∈ (0, 1). Nach Folgerung 2.23 ist
f(α1) := α
A
max(ϕα1) = sup
ϑ
µH˜0(ϑ)gϕα1 (ϑ)
streng monoton wachsend in α1. Definieren wir
α∗ := sup{α1 ∈ (0, 1)|f(α1) ≤ α},
dann ist ϕ∗ = ϕα∗ der gesuchte optimale Test. Die Voraussetzung ∃ϑ1 : µH˜0(ϑ1) = 1 sichert,
dass α∗ < 1 ist. 2
Bemerkungen 5.12 1. Verscha¨rfen wir die Voraussetzungen des Satzes 5.11 dahinge-
hend, dass
∀ϑ ≤ ϑ0 : µH˜0(ϑ) ≥ 0 und µH˜1(ϑ) = 0 und
∀ϑ > ϑ0 : µH˜1(ϑ) ≥ 0 und µH˜0(ϑ) = 0 gilt.
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Dann gelten offensichtlich die Aussagen des Satzes 5.11, falls wir anstelle von αAmax
und βAmax, αmax und βmax einsetzen. Fu¨r allgemeinere unscharfe Hypothesen ko¨nnen
wir uns bei der Suche nach optimalen Tests im Sinne von Satz 5.12 nicht auf Tests
nach Satz 2.22 beschra¨nken (vgl. Bemerkung 5.15 und Beispiel 5.18).
2. Wir beschra¨nken uns hier auf einseitige Hypothesen. Arnold zeigt in [2] auf, in welchem
Fall auch fu¨r zweiseitige Hypothesen optimale Tests bestimmt werden ko¨nnen. Sowohl
fu¨r den einseitigen, als auch fu¨r den zweiseitigen Fall nimmt er dabei die folgende
Proposition (vgl. [2] Proposition 1) als Ausgangspunkt.
Proposition 5.13 Sei Φo eine Menge von Tests mit der folgenden Eigenschaft:
∀ϕ ∈ Φ ∃ϕ′ ∈ Φo mit (1) αAmax(ϕ′) ≤ αAmax(ϕ) und (2) βAmax(ϕ′) ≤ βAmax(ϕ).
Gibt es fu¨r ein α ∈ (0, 1) einen Test ϕ∗ ∈ Φo zum Niveau α mit βAmax(ϕ∗) ≤ βAmax(ϕ′)
fu¨r alle Tests ϕ′ ∈ Φo mit αAmax(ϕ′) ≤ α, dann ist ϕ∗ bester Test zum Niveau α.
Die Idee der Proposition und die Folgerung fu¨r einseitige Hypothesen finden sich zum
Teil im Satz 5.11 und dessen Beweis wieder.
Die konkrete Bestimmung des nach Satz 5.11 zu bestimmenden Testes muss jetzt fu¨r unter-
schiedliche Verteilungsvoraussetzungen von Fall zu Fall betrachtet werden. Fu¨r den Fall einer
normalverteilten Stichprobe hat Arnold [3] bei vorgegebenen α und β einen kleinstmo¨glichen
Stichprobenumfang n und damit den optimalen Test ϕn so bestimmt, dass α
A
max(ϕn) ≤ α
und βAmax(ϕn) ≤ β gilt. Wir werden im folgenden Beispiel ausgehend von α und n, wie es
in vielen klassischen Aufgabenstellungen auch der Fall ist, den optimalen Test bestimmen.
Unser Vorgehen ist dabei zum Teil analog dem von Arnold.
Beispiel 5.14 Seien Xi iid., i = 1, .., n mit X1 ∼ N(µ, σ2) mit bekannten σ2. Weiter seien
µH˜0 und µH˜1 gegeben durch:
µH˜0(µ) =

1 : µ ≤ µ0 −∆
µ0+∆−µ
2∆
: µ0 −∆ < µ < µ0 +∆
0 : µ0 +∆ ≤ µ
;µH˜1(µ) =

0 : µ ≤ µ0 −∆
µ−(µ0−∆)
2∆
: µ0 −∆ < µ < µ0 +∆
1 : µ0 +∆ ≤ µ
.
Damit sind µH˜0(µ) = (µH˜0(µ)− µH˜1(µ))+ und µH˜1(µ) = (µH˜1(µ)− µH˜0(µ))+:
µH˜0(µ) =

1 : µ ≤ µ0 −∆
µ0−µ
∆
: µ0 −∆ < µ < µ0
0 : µ0 ≤ µ
; µH˜1(µ) =

0 : µ ≤ µ0
µ−µ0
∆
: µ0 < µ < µ0 +∆
1 : µ0 +∆ ≤ µ
.
Der nach Satz 2.22 optimale Test fu¨r H0 : ϑ ≤ ϑ0 gegen H1 : ϑ > ϑ0 lautet:
ϕ((X1, .., Xn)) =
{
1 : T ((X1, .., Xn)) ≥ c
0 : T ((X1, .., Xn)) < c
mit T ((X1, .., Xn)) =
X − µ0
σ
√
n.
Die Gu¨tefunktion des Testes ϕ ist dann durch Φ, die Verteilungsfunktion von N(0, 1), dar-
stellbar:
gϕ(µ) = g(n, c, µ) = Pµ(T (X) ≥ c) = Φ
(
−c+ µ− µ0
σ
√
n
)
.
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Aufgrund der strengen Monotonie von gϕ(.) genu¨gt es, bei der Bestimmung von α
A
max(ϕ)
das Supremum von αA(ϕ, µ) fu¨r µ ∈ [µ0 −∆, µ0] und bei der Bestimmung von βAmax(ϕ) das
Supremum von βA(ϕ, µ) fu¨r µ ∈ [µ0, µ0 + ∆] zu suchen. Davon ausgehend nutzen wir die
Idee aus [3], dass durch µ(t) = µ0 − t∆ (mit t ∈ [0, 1]) alle µ ∈ [µ0 − ∆, µ0] und durch
µ(t) = µ0+ t∆ (mit t ∈ [0, 1]) alle µ ∈ [µ0, µ0+∆] dargestellt werden. Mit δ := ∆σ erhalten
wir dann
αA(ϕ, t) = tΦ
(−c− tδ√n) und
βA(ϕ, t) = tΦ
(
c− tδ√n) .
Wir kommen jetzt zur Bestimmung von c bei gegebenen n und α. D.h. wir suchen das
kleinstmo¨gliche c, so dass
fu¨r alle t ∈ [0, 1] : αA(ϕ, t) = tΦ (−c− tδ√n) ≤ α gilt.
Wir definieren mit zp := Φ
−1(p), der Quantilsfunktion von N(0, 1), eine Funktion
c : [0, 1]→ R durch
c(t) := z1−α
t
− tδ√n,
so dass ∀t ∈ [0, 1] : αA(ϕ, t) = tΦ (−c(t)− tδ√n) = α gilt. Der Maximalwert von c() ist
damit dann unser gesuchtes c. Durch Differenzieren erhalten wir mit f , der Dichtefunktion
von N(0, 1),
c′(t) =
1
f(z1−α
t
)
α
t2
− δ√n und
c′′(t) =
1
f(z1−α
t
)
α
t3
(
z1−α
t
f(z1−α
t
)
α
t
− 2
)
.
Durch c′(t1) = 0 ermitteln wir t1. Ist t1 ∈ [0, 1] und c′′(t1) < 0, so haben wir mit c := c(t1)
unseren Maximalwert bestimmt. Ansonsten ist c := max {c(0); c(1)}. Ist c bestimmt, so ist
der Test ϕ eindeutig festgelegt.
Als na¨chstes werden wir βAmax(ϕ) ermitteln, indem wir das Maximum von
βA(ϕ, t) = tΦ
(
c− tδ√n)
ermitteln. Das Vorgehen ist dabei analog dem der Ermittlung von c. In der folgenden Tabelle
sind die nach oben bestimmten Werte fu¨r c, falls δ = 0.5, in Abha¨ngigkeit von n und α
angegeben.
αn 5 10 15 50 100
0.01 1.513 1.360 1.267 0.971 0.785
0.05 0.723 0.518 0.391 −0.030 −0.309
Weiter haben wir βAmax(ϕ) ermittelt.
αn 5 10 15 50 100
0.01 0.654 0.431 0.327 0.140 0.083
0.05 0.350 0.200 0.142 0.046 0.022
Wie zu erwarten war, fu¨hrt eine Vergro¨ßerung des Niveau’s α bei festem Stichprobenumfang
n zu einer Verringerung von βAmax. Erho¨hen wir den Stichprobenumfang n und halten das
Niveau α konstant, so verringert sich der maximale Fehler 2.Art βAmax nach Arnold ebenfalls.
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Bemerkung 5.15 Eine gleichzeitige Minimierung von αmax und βmax ist meistens nur be-
grenzt mo¨glich. Der Grund ist, dass erst durch Bildung der Differenzen eine unscharfe Lu¨cke
zwischen den Hypothesen entsteht, die eine wesentliche Voraussetzung zur gleichzeitigen Mi-
nimierung von αAmax und β
A
max ist. Bei der Suche nach optimalen Tests im Sinne von Satz
5.11 fu¨r αmax und βmax ko¨nnen wir uns nicht auf die UMP-Tests aus Satz 2.22 beschra¨nken.
Experimente am Computer haben gezeigt, dass diese durch spezielle randomisierte Tests ver-
bessert werden ko¨nnen. Es bleibt eine interessante Frage, wie in diesem Fall optimale Tests
zu bestimmen sind. Wir ko¨nnen aber das folgende Ergebnis festhalten und werden es in der
anschließenden Bemerkung kommentieren.
Satz 5.16
Gegeben seien zwei unscharfe Hypothesen, deren Zugeho¨rigkeitsfunktionen zueinander kom-
plementa¨r sind, d.h. ∀ϑ ∈ Θ : µH˜1(ϑ) = 1− µH˜0(ϑ).
1. Fu¨r alle beliebigen ϕ1, ϕ2 und fu¨r
− ϑ mit µH˜0(ϑ) >
1
2
gilt : R(ϑ, ϕ1) < R(ϑ, ϕ2)⇐⇒ gϕ1(ϑ) < gϕ2(ϑ), (5.9)
− ϑ mit µH˜0(ϑ) <
1
2
gilt : R(ϑ, ϕ1) < R(ϑ, ϕ2)⇐⇒ gϕ1(ϑ) > gϕ2(ϑ), (5.10)
− ϑ mit µH˜0(ϑ) =
1
2
gilt : R(ϑ, ϕ1) = R(ϑ, ϕ2) =
1
2
. (5.11)
2. Fu¨r alle ϑ ∈ Θ und alle ϕ ∈ Φ gilt:
max {α(ϑ, ϕ),β(ϑ, ϕ)} ≥ µH˜0(ϑ)(1− µH˜0(ϑ)).
3. Gibt es ein ϑ1 ∈ Θ mit µH˜0(ϑ1) = 12 so sind alle Tests ϕ ∈ Φ mit
gϕ(ϑ)
{ ≤
≥
}
1
2
fu¨r µH˜0(ϑ)
{
>
<
}
1
2
(5.12)
Minimax-Optimal.
Beweis: 1. Es ist
R(ϑ, ϕ) = µH˜0(ϑ)gϕ(ϑ) + µH˜1(ϑ)(1− gϕ(ϑ))
= (2µH˜0(ϑ)− 1)gϕ(ϑ) + 1− µH˜0(ϑ). (5.13)
Mit (5.13) sind (5.9),(5.10) und (5.11) offensichtlich.
2. Es ist
max{α(ϑ, ϕ),β(ϑ, ϕ)} = max{µH˜0(ϑ)gϕ(ϑ), (1− µH˜0(ϑ))(1− gϕ(ϑ))}
=

µH˜0(ϑ)gϕ(ϑ) : gϕ(ϑ) > 1− µH˜0(ϑ)
(1− µH˜0(ϑ))(1− gϕ(ϑ)) : gϕ(ϑ) < 1− µH˜0(ϑ)
µH˜0(ϑ)(1− µH˜0(ϑ)) : gϕ(ϑ) = 1− µH˜0(ϑ)
≥ µH˜0(ϑ)(1− µH˜0(ϑ)).
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3. Fu¨r alle ϕ ∈ Φ ist
R(ϑ1, ϕ)
(5.13)
=
1
2
und damit das maximale Risiko R∗(ϕ) ≥ 1
2
. Da fu¨r alle Tests ϕ deren Gu¨tefunktion (5.12)
erfu¨llen gilt:
∀ϑ ∈ Θ : R(ϑ, ϕ)
(5.13)
≤ 1
2
,
sind diese Tests Minimax-Optimal. 2
Bemerkungen 5.17
1. Wollen wir die Risikofunktion punktweise minimieren, so muss es unser Ziel sein, beim
U¨berwiegen der Nullhypothese (µH˜0(ϑ) >
1
2
) mo¨glichst oft diese anzunehmen (wenn
es ginge immer) und beim U¨berwiegen der Alternativhypothese (µH˜0(ϑ) <
1
2
) diese
mo¨glichst oft anzunehmen (wenn es ginge immer). Fu¨r µH˜0(ϑ) >
1
2
sollte also gϕ(ϑ)
nahe bei 0 liegen und fu¨r µH˜0(ϑ) <
1
2
nahe bei 1. Diese Betrachtung fu¨hrt uns wieder
auf den Weg, den Arnold, wie oben beschrieben, gegangen ist.
2. Eine punktweise Minimierung des Maximums der Fehler 1.Art α(ϑ, ϕ) und Fehler 2.Art
β(ϑ, ϕ) la¨sst uns nach Tests ϕ suchen mit gϕ(ϑ) = µH˜1(ϑ). Hier ist ein Test also optimal,
wenn seine Gu¨tefunktion gleich der Zugeho¨rigkeitsfunktion der Alternativhypothese
ist. Das ist auch das Ziel beim Testen scharfer Hypothesen und stimmt dort mit der
punktweisen Minimierung des Risikos u¨berein.
3. Analog zum 5.16 3. la¨sst sich fu¨r allgemeine unscharfen Hypothesen das Folgende
zeigen. Gibt es wie in dem Beispiel 5.1 ein ϑ1 mit µH˜0(ϑ1) =
1
2
, so sind nach 3. alle
Tests, deren Gu¨tefunktionen in allen Punkten ϑ mit µH˜0(ϑ) =
1
2
den Wert 1
2
haben,
fu¨r µH˜0(ϑ) <
1
2
zwischen µH˜1(ϑ) und 1 liegen und fu¨r µH˜0(ϑ) >
1
2
zwischen 0 und
µH˜1(ϑ) liegen, Minimax-Optimal. Die punktweise Minimierung des Risikos und die des
Maximums beider Fehler sind dabei gerade die Grenzfa¨lle.
4. Sei µH˜1(ϑ) = 1 − µH˜0(ϑ) und gibt es ein ϑ0 mit µH˜0(ϑ0) = 12 , so dass fu¨r ϑ < ϑ0 :
µH˜0(ϑ0) >
1
2
und fu¨r ϑ > ϑ0 : µH˜0(ϑ0) <
1
2
gilt. Der nach Satz 2.22 zu bestimmende
Test ϕ1 fu¨r H0 : ϑ ≤ ϑ0 gegen H1 : ϑ > ϑ0 zum Niveau α = 12 ist nach Satz 5.16
3. ein Minimax-Test. Zusammen mit Satz 2.22 und Satz 5.16 1. ergibt sich auch, dass
dieser Test ϕ1 im Vergleich mit einem beliebigen Test ϕ2 punktweise das kleinere Risiko
besitzt.
Im folgenden Beispiel bestimmen wir zum einen αmax(ϕ) und βmax(ϕ) fu¨r die Tests aus
Beispiel 5.14 und zum anderen fu¨r n und α einen Test ϕ, so dass αmax(ϕ) ≤ α. Die Bestim-
mung des Testes ϕ im zweiten Fall ist dabei analog zur Bestimmung im Beispiel 5.14 fu¨r
αAmax(ϕ) ≤ α. Dass dieser Test nicht optimal ist (vgl. Bemerkung 5.15), wird auch aus dem
folgenden Beispiel ersichtlich. Auch fu¨hrt eine Vergro¨ßerung des Stichprobenumfanges nicht
immer zu einer Verringerung von βmax.
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Beispiel 5.18 Als erstes ermitteln wir fu¨r die im Beispiel 5.14 angegeben Tests ϕ(n, c) den
maximalen Fehler 1.Art αmax(ϕ) und 2.Art βmax(ϕ).
n 5 10 15 50 100
c 1.513 1.360 1.267 0.971 0.785
αmax(ϕ) 0.043 0.071 0.096 0.202 0, 271
βmax(ϕ) 0.660 0.538 0.490 0.417 0.406
c 0.723 0.518 0.391 −0.030 −0.309
αmax(ϕ) 0.124 0.169 0.202 0.308 0.364
βmax(ϕ) 0.426 0.352 0.327 0.302 0.311
Wir sehen im Vergleich mit Beispiel 5.14, was wir aus den Definitionen wissen, dass
αAmax(ϕ) ≤ αmax(ϕ) und βAmax(ϕ) ≤ βmax(ϕ) gilt.
Sei wie im Beispiel 5.14 jetzt der Stichprobenumfang n, das Niveau α (d.h. αmax(ϕ) ≤ α)
und δ = 0.5 gegeben. Wir bestimmen jetzt c
αn 5 10 15 50 100
0.01 2.317 2.609 2.860 4.121 5.370
0.05 1.415 1.635 1.836 2.912 4.015
und βmax(ϕ)
αn 5 10 15 50 100
0.01 0.885 0.848 0.825 0.813 0.829
0.05 0.629 0.603 0.605 0.658 0.701
Bei festem Stichprobenumfang n fu¨hrt eine Erho¨hung von α wie schon im Beispiel 5.14 zu
einer Verringerung vom maximalen Fehler 2.Art βmax. Hingegen fu¨hrt bei festem Niveau α
eine Erho¨hung des Stichprobenumfanges nicht immer zu einer Verringerung von βmax. Der
Grund dafu¨r liegt darin, dass einerseits:
µH˜0∩T H˜1(µ) = min{µH˜0(µ), µH˜1(µ)} =

µ−(µ0−∆)
2∆
: µ ∈ [µ0 −∆, µ0]
µ0+∆−µ
2∆
: µ ∈ [µ0, µ0 +∆]
0 : sonst
(damit min{µH˜0(µ), µH˜1(µ)} > 0 fu¨r ϑ ∈ (µ0 −∆, µ0 +∆)) und andererseits eine Erho¨hung
des Stichprobenumfanges zu einer besseren Trennscha¨rfe fu¨hrt. D.h. es gilt:
fu¨r µ > µ0 : lim
n→∞
gϕn(ϑ) = 1 =⇒ lim
n→∞
αmax(ϕn) ≥ sup
µ>µ0
µH˜0(µ) =
1
2
und fu¨r µ < µ0 : lim
n→∞
gϕn(ϑ) = 0 =⇒ lim
n→∞
βmax(ϕn) ≥ sup
µ<µ0
µH˜1(µ) =
1
2
.
Der nach Bemerkung 5.17 4. beste Test, welcher zugleich Minimax-Optimal ist, ist der nach
Satz 2.22 zu bestimmende Test zum Niveau α = 1
2
fu¨r H0 : µ ≤ µ0 gegen H1 : µ > µ0.
Dabei ist fu¨r alle Stichprobenumfa¨nge c = z1−α = z0.5 = 0.
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Bemerkungen 5.19
1. Fu¨r die Bestimmung der Tests mit
αAmax(ϕ) ≤ α bzw. αmax(ϕ) ≤ α (5.14)
in den Beispielen 5.14 bzw. 5.18 beno¨tigen wir die Gu¨tefunktionen der Tests. Fu¨r
viele der Tests aus den Kapiteln 3 und 4 haben wir die Gu¨tefunktion exakt bestimmt
oder den Weg zur asymptotischen Bestimmung aufgezeigt. Damit ist eine Grundlage
gelegt, um auch unscharfe Hypothesen fu¨r Tests mit unscharfen Daten zu formulieren.
Wie einfach oder schwierig dabei die Bestimmung von Tests mit (5.14) ist, ha¨ngt vom
konkreten Fall ab.
2. Eine weitere Definition der (maximalen) Fehler 1. und 2.Art gibt Gerke in seiner Dis-
sertation [19] an und benutzt diese fu¨r Tests im linearen Regressionsmodell mit un-
scharf formulierten Hypothesen. Seine Definition der (maximalen) Fehler 1. und 2.Art
ist allgemeiner als die von Arnold (Definition 5.3) und entha¨lt diese als Spezialfall.
Startpunkt ist aber auch hier das Herunterwichten der gegeben Hypothesen
µH˜0(ϑ) :=
(
µH˜0(ϑ)− µH˜1(ϑ)
)+
und µH˜1(ϑ) :=
(
µH˜1(ϑ)− µH˜0(ϑ)
)+
,
so dass auch hier die Mo¨glichkeit besteht, beide Fehler gleichzeitig zu minimieren, aber
unsere Definition (Definition 5.2) der Fehler nicht enthalten ist. Fu¨r jeden α-Schnitt der
-
61
µH˜0(.)
ϑ0
µH˜1(.)
6 6
ϑ
0
Bild 5.9: unscharfe Hypothesen
=⇒
-
61
α
ϑ0
H˜0,α H˜1,α
ϑ
0
Bild 5.10: α-Schnitte
neuen (herunter gewichteten) Hypothesen wird dann der klassische maximale Fehler
1.Art und max. Fehler 2.Art definiert:
e1(ϕ, α) := sup
ϑ∈H˜0,α
gϕ(ϑ) und e2(ϕ, α) := sup
ϑ∈H˜1,α
(1− gϕ(ϑ)).
Diese werden mit fi(α) gewichtet und dann aggregiert. Eine mo¨gliche Aggregation ist:
Ei(ϕ) := sup
α∈[0,1]
{fi(α)ei(ϕ, α)} mit sup
α∈(0,1]
fi(α) = 1 i = 1, 2.
Fu¨r fi(α) = α ergibt sich gerade die Definition 5.3 von Arnold. Wichtige Ergebnisse
der Dissertation sind auch in einem Artikel von Arnold und Gerke [4] zu finden.
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5.2 Unscharfe Hypothesen bei Ro¨mer und Kandel
Ro¨mer und Kandel [46] verallgemeinern das Niveau α eines Testes durch ein unscharfes Ni-
veau α˜. Aus gegebenem Test ϕ und Niveau α˜ bestimmen Sie die unscharfen Hypothesen. Ihr
Vorgehen beruht dabei auf dem folgenden klassischen Zusammenhang. Ist ϕ ein unverfa¨lsch-
ter Test zum Niveau α mit Gu¨tefunktion gϕ, dann gilt fu¨r alle ϑ ∈ Θ0 : gϕ(ϑ) ≤ α und fu¨r
alle ϑ ∈ Θ1 : gϕ(ϑ) > α. Somit ko¨nnen wir ausgehend vom Test ϕ und dem Niveau α die
Mengen Θ0 und Θ1 angeben:
Θ0 = {ϑ ∈ Θ : gϕ(ϑ) ≤ α} bzw. IΘ0(ϑ) = I[0,α](gϕ(ϑ)), (5.15)
Θ1 = {ϑ ∈ Θ : gϕ(ϑ) > α} bzw. IΘ1(ϑ) = 1− I[0,α](gϕ(ϑ)). (5.16)
Ist umgekehrt ein Test ϕ und ein Niveau α gegeben, so ist dieser Test ein unverfa¨lschter Test
zum Niveau α fu¨r H0 : ϑ ∈ Θ0 gegen H1 : ϑ ∈ Θ1, wobei Θ0 und Θ1 nach (5.15) und (5.16)
bestimmt werden. Diesen Weg gehen Ro¨mer und Kandel, wobei Sie in (5.15) und (5.16) die
Indikatorfunktion I[0,α] durch die Zugeho¨rigkeitsfunktion µα˜ eines unscharfen Niveaus α˜ er-
setzen. Sie erhalten damit die unscharfe Nullhypothese (mit unscharfer Alternativhypothese
als Komplement)
µH˜0(ϑ) := µα˜(gϕ(ϑ))
µH˜1(ϑ) := 1− µα˜(gϕ(ϑ)).
Im Beispiel 5.26 werden wir uns auf die Klasse von α˜ = α˜(α1, α2), wie in (5.17) angegeben,
beschra¨nken.
µα˜(t) =

1 : t ≤ α1
α2−t
α2−α1 : α1 < t < α2
0 : α2 ≤ t
. (5.17)
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Bild 5.11: Niveau α˜
Ist α1 = α2 = α dann ist µα˜ = I[0,α], d.h. wir sind im klassischen Fall. Falls α1 = 0 und
α2 = 1, dann ist nach Ro¨mer und Kandel µH˜0(ϑ) = 1 − gϕ(ϑ). Zu dieser unscharfen Hypo-
these ist der Test ϕ nach Satz 5.16 3. Minimax-Optimal und er minimiert nach Satz 5.16 2.
das Maximum von Fehler 1.Art und Fehler 2.Art punktweise.
Ro¨mer und Kandel zeigen eine zweite Mo¨glichkeit auf, wie Sie bei gegebenem Test ϕ die
Fuzzy Alternativhypothese erhalten. Wir gehen dazu wieder von einem klassischen Test aus.
Eine gleichzeitige Minimierung der Fehler 1.Art und 2.Art setzt eine Lu¨cke ΘL zwischen Θ0
und Θ1 voraus. Der Test wird dann so gewa¨hlt, dass er die Bedingungen fu¨r den Fehler 1.Art
(∀ϑ ∈ Θ0 : gϕ(ϑ) ≤ α) und Fehler 2.Art (∀ϑ ∈ Θ1 : 1 − gϕ(ϑ) ≤ β) erfu¨llt. Umgekehrt
ko¨nnen wir wieder zu vorgegebem Test ϕ die Nullhypothese und die Alternativhypothese
festlegen, d.h.
ϕ(x) =
{
0 ⇒ Annahme von Θ0 = {ϑ ∈ Θ : gϕ(ϑ) ≤ α}
1 ⇒ Annahme von Θ1 = {ϑ ∈ Θ : 1− gϕ(ϑ) ≤ β}
ΘL := {ϑ ∈ Θ : α < gϕ(ϑ) < 1− β}.
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Damit ist
IΘ0(ϑ) = I[0,α](gϕ(ϑ)) und IΘ1(ϑ) = I[0,β](1− gϕ(ϑ)). (5.18)
Jetzt ersetzen wir nicht nur I[0,α] durch µα˜, sondern auch I[0,β] durch µβ˜:
µH˜1(ϑ) := µβ˜(1− gϕ(ϑ)). (5.19)
Im folgenden Beispiel werden wir fu¨r einen gegeben Test ϕ und gegebenes α˜ und β˜ die
unscharfe Nullhypothese und Alternativhypothese bestimmen.
Beispiel 5.20 Seien X1, .., Xn iid. i = 1, .., n mit X1 ∼ N(µ, σ2). Sei ϕ der nach Satz 2.22
zu bestimmende UMP-Test fu¨r H0 : µ ≤ 0 gegen H1 : µ > 0 zum Niveau α = 0.05. Die
Varianz sei σ2 = 16 und der Stichprobenumfang n = 100. Weiter seien
µα˜(t) = µβ˜(t) =

1 falls t ≤ 0.01
0.4−t
0.39
falls 0.01 < t < 0.4
0 falls 0.4 ≤ t
.
Bild 5.12 zeigt die aus dem Gegebenen ermittelten unscharfen Hypothesen, wobei µH˜1 gerade
das Komplement von µH˜0 ist. Im Bild 5.13 ist im Unterschied zu Bild 5.12 µH˜1 durch µH˜1(ϑ) =
µβ˜(1− gϕ(ϑ)) bestimmt worden.
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Bild 5.12: µH˜1(ϑ) = 1− µH˜0(ϑ)
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Bild 5.13: µH˜1(ϑ) = µβ˜(1− gϕ(ϑ))
ϑ −→ ϑ −→
↑
µ
↑
µ
Dieser Weg der Bestimmung der Hypothesen bei vorgegebenem Test ϕ und Niveau α˜ ist
leicht. In den meisten praktischen Aufgaben ist der Test ϕ fu¨r die Hypothesen zu bestimmen
und nicht umgekehrt. Ausgehend von dem Niveau α˜ und den unscharfen Hypothesen wollen
wir, wie im klassischen Fall gewohnt, den Test ϕ bestimmen. Dazu geben wir jetzt unsere
Definitionen fu¨r ein unscharfes Niveau α˜, einen unscharfen Fehler 1.Art und unscharfen
Fehler 2.Art an.
Definition 5.21 Fu¨r die unscharfe Nullhypothese H˜0 mit µH˜0 und ein α˜ heißt ein Test ϕ
Test zum unscharfen Niveau α˜
⇐⇒
∀ϑ ∈ Θ : µH˜0(ϑ) ≤ µα˜(gϕ(ϑ)). (5.20)
Im klassischen Fall ist (5.20) gerade,
∀ϑ ∈ Θ : IΘ0(ϑ) ≤ I[0,α](gϕ(ϑ))⇐⇒ ∀ϑ ∈ Θ0 : gϕ(ϑ) ≤ α.
Die Bedingung (5.20) ist also eine sinnvolle Verallgemeinerung des Begriffes
”
Test zum
Niveau α“.
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Definition 5.22 Fu¨r die unscharfen Hypothesen H˜0 mit µH˜0 und H˜1 mit µH˜1 sind α˜ und β˜
mit
µα˜(t) := sup
ϑ: gϕ(ϑ)≥t
µH˜0(ϑ) der maximale unscharfe Fehler 1.Art und
µβ˜(t) := sup
ϑ: 1−gϕ(ϑ)≥t
µH˜1(ϑ) der maximale unscharfe Fehler 2.Art.
Dabei ist in Definition 5.22 sup ∅ := 0. Dass die Definition 5.21 und 5.22 sinnvolle Verallge-
meinerungen der klassischen Begriffe sind, zeigt der folgende Satz.
Satz 5.23
1. Ist der maximale unscharfe Fehler 1.Art eines Testes ϕ gleich α˜1 dann gilt fu¨r alle α˜ mit
α˜1 ≤m α˜ (d.h. ∀t ∈ [0, 1] : µα˜1(t) ≤ µα˜(t)), der Test ϕ ist ein Test zum Niveau α˜.
2. Im Falle scharfer Hypothesen, d.h. µH˜0(ϑ) = IΘ0(ϑ) und µH˜1(ϑ) = IΘ1(ϑ) ist
µα˜(t) = I[0,αmax(ϕ)](t) mit αmax(ϕ) = sup
ϑ∈Θ0
gϕ(ϑ) maximaler Fehler 1.Art, und
µβ˜(t) = I[0,βmax(ϕ)](t) mit βmax(ϕ) = sup
ϑ∈Θ1
(1− gϕ(ϑ)) maximaler Fehler 2.Art.
Beweis:
1. ∀ϑ ∈ Θ : µH˜0(ϑ) ≤ sup
ϑ′:gϕ(ϑ′)≥gϕ(ϑ)
µH˜0(ϑ
′)
= µα˜1(gϕ(ϑ))
!≤ µα˜(gϕ(ϑ))
2. µα˜(t) = sup
ϑ:gϕ(ϑ)≥t
IΘ0(ϑ)
=
{
1 : ∃ϑ ∈ Θ0 mit gϕ(ϑ) ≥ t
0 : sonst
= I[0,αmax(ϕ)](t)
Analog ko¨nnen wir zeigen, dass µβ˜(t) = I[0,βmax(ϕ)](t) gilt. 2
Sind µH˜0 und µH˜1 gegeben, so ist es unser Ziel, bei vorgegebem α˜ einen Test ϕ zum Niveau
α˜ zu bestimmen. Dabei soll dieser Test den unscharfen Fehler 2.Art mo¨glichst minimieren.
Am besten ist ϕ, wenn sein unscharfer Fehler 2.Art am geringsten ist, unter allen Tests zum
Niveau α˜. Der folgende Satz gibt Bedingungen an, unter welchen ein solcher Test existiert
und wie er zu bestimmen ist.
Satz 5.24
Es seien die Voraussetzungen des Satzes 2.22 erfu¨llt. Weiter seien H˜0 und H˜1 mit ∀ϑ ∈
[ϑ0,∞) : µH˜0(ϑ) = 0, ∀ϑ ∈ (−∞, ϑ0] : µH˜1(ϑ) = 0, ∃ϑ1 < ϑ0 : µH˜0(ϑ1) = 1 und ∃ϑ2 > ϑ0 :
µH˜1(ϑ2) = 1. Es sei weiter ein unscharfes Niveau α˜ mit
µα˜ : [0, 1]→ [0, 1] stetig, monoton fallend und
∃α1 ∈ (0, 1), so dass ∀α ∈ [0, α1] : µα˜(α) = 1 und ∀α ∈ (α1, 1] : µα˜(α) < 1.
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Dann gelten
1. Sei ϕ1 ein beliebiger Test zum Niveau α˜ mit unscharfem Fehler 1.Art α˜1, unscharfem
Fehler 2.Art β˜1. Dann gibt es einen nach Satz 2.22 zu bestimmenden UMP-Test ϕ
∗ fu¨r
H0 : ϑ ≤ ϑ0 gegen H1 : ϑ > ϑ0 mit unscharfem Fehler 1.Art α˜∗ und unscharfem Fehler
2.Art β˜∗, so dass
α˜∗ ≤m α˜1 und β˜∗ ≤m β˜1 gilt.
2. Fu¨r alle unscharfen Niveaus α˜, wie oben angegeben, gibt es einen nach Satz 2.22 zu
bestimmenden Test zum Niveau α˜ mit unscharfem Fehler 2. Art gleich β˜∗, so dass fu¨r
alle Tests ϕ zum Niveau α˜ gilt:
β˜∗ ≤m β˜.
Dabei ist β˜ der unscharfe Fehler 2. Art des Testes ϕ.
Beweis: 1. Sei ϕ1 ein beliebiger Test zum Niveau α˜.
- Ist α0 := gϕ1(ϑ0) ∈ (0, 1), dann gibt es einen nach Satz 2.22 zu bestimmenden Test zum
Niveau gϕ∗(ϑ0) = α0, so dass gilt:
∀ϑ ≤ ϑ0 : gϕ∗(ϑ) ≤ gϕ1(ϑ),
∀ϑ ≥ ϑ0 : gϕ∗(ϑ) ≥ gϕ1(ϑ).
Fu¨r Θ
∗
α(t) :=
{
ϑ : µH˜0(ϑ) > 0 ∧ gϕ∗(ϑ) ≥ t
}
,
Θ1α(t) :=
{
ϑ : µH˜0(ϑ) > 0 ∧ gϕ1(ϑ) ≥ t
}
,
Θ∗β(t) :=
{
ϑ : µH˜1(ϑ) > 0 ∧ gϕ∗(ϑ) ≤ 1− t
}
,
Θ1β(t) :=
{
ϑ : µH˜1(ϑ) > 0 ∧ gϕ1(ϑ) ≤ 1− t
}
,
gilt damit
Θ∗α(t) ⊆ Θ1α(t) und Θ∗β(t) ⊆ Θ1β(t).
=⇒ µα˜∗(t) = sup
ϑ:gϕ∗ (ϑ)≥t
µH˜0(ϑ) = sup
ϑ∈Θ∗α(t)
µH˜0(ϑ) ≤ sup
ϑ∈Θ1α(t)
µH˜0(ϑ)
= sup
ϑ:gϕ1 (ϑ)≥t
µH˜0(ϑ) = µα˜1(t) und
µβ˜∗(t) = sup
ϑ:1−gϕ∗ (ϑ)≥t
µH˜1(ϑ) = sup
ϑ∈Θ∗β(t)
µH˜1(ϑ) ≤ sup
ϑ∈Θ1β(t)
µH˜1(ϑ)
= sup
ϑ:1−gϕ1 (ϑ)≥t
µH˜1(ϑ) = µβ˜1(t).
- Wa¨re gϕ1(ϑ0) = 1, dann muss nach Satz 2.22 fu¨r alle ϑ ≤ ϑ0 gelten, dass gϕ1(ϑ) = 1. Damit
ist aber
µH˜0(ϑ1) = 1 > µα˜(1) = µα˜(gϕ1(ϑ1)).
Das ist aber ein Widerspruch dazu, dass ϕ1 ein Test zum Niveau α˜ ist.
- Ist gϕ1(ϑ0) = 0, dann muss nach Satz 2.22 fu¨r alle ϑ > ϑ0 gelten, dass gϕ1(ϑ) = 0. Damit
ist fu¨r alle t
µβ˜(t) = sup
ϑ:1−gϕ1(ϑ)≥t
µH˜1(ϑ) ≥ µH˜1(ϑ2) = 1.
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D.h. µβ˜ ≡ 1 ist der maximal mo¨gliche unscharfe Fehler 2.Art.
2. Nach 1. ko¨nnen wir uns bei der Suche nach einem optimalen Test auf Tests nach Satz 2.22
beschra¨nken. Es sei ϕα1 der nach Satz 2.22 bestimmte Test fu¨rH0: ϑ ≤ ϑ0 gegenH1: ϑ > ϑ0
zum Niveau α1. Nach Folgerung 2.23 ist fu¨r alle ϑ
f(α1) := µα˜(gϕα1 (ϑ)) monoton fallend in α1.
Definieren wir
α∗ := sup
{
α ∈ [0, 1) | ∀ϑ : µH˜0(ϑ) ≤ µα˜(gϕ∗α(ϑ))
}
,
dann ist ϕ∗ = ϕα∗ der optimale Test zum Niveau α˜. 2
Bemerkungen 5.25 1. In der Voraussetzung des Satzes 5.24 wurden die Hypothesen
so vorgegeben, dass jeder Test ϕ durch einen nach Satz 2.22 zu bestimmenden Test
verbessert werden kann. Fu¨r allgemeinere Hypothesen ist das aber nicht der Fall. Es
bleibt also eine interessante Aufgabe, fu¨r allgemeinere Hypothesen optimale Tests zu
bestimmen.
2. Im folgenden Beispiel 5.26 werden wir zu vorgegeben Niveaus α˜ mit Hilfe der Gu¨tefunk-
tionen optimale Tests bestimmen. Zur Bestimmung von Tests zum Niveau α˜ beno¨tigen
wir immer die Gu¨tefunktionen. Somit liegt es nahe auch fu¨r die Tests aus Kapitel 3
und 4 unscharfe Hypothesen zu formulieren. Mit Hilfe der Gu¨tefunktionen lassen sich
dann Tests zum Niveau α˜ bestimmen. Ob diese Tests optimale Tests im Sinne von Satz
5.24 sind und wie sie konkret bestimmt werden, muss dann von Fall zu Fall gesehen
werden.
Beispiel 5.26 Wir kommen noch einmal auf Beispiel 5.14 zuru¨ck und betrachten die Hy-
pothesen µH˜0 und µH˜1 als unsere gegebenen unscharfen Hypothesen. Wir suchen jetzt nach
Satz 5.24 beste Tests zum Niveau α˜ mit α˜ = α˜(α1, α2), wie in 5.17 angegeben. Es muss also
gelten:
µH˜0(ϑ) ≤ µα˜(gϕ(ϑ))
⇐⇒
fu¨r alle ϑ mit 0 < µH˜0(ϑ) ≤ 1 gilt gϕ(ϑ) ≤ α2 + µH˜0(ϑ)(α1 − α2)
⇐⇒
Φ(−c− tδ√n) ≤ α2 + t(α1 − α2).
Wir definieren
c(t) := z1−(α2+t(α1−α2)) − tδ
√
n (damit gilt Φ(−c(t)− tδ√n) = α2 + t(α1 − α2))
und bestimmen analog zum Beispiel 5.14 das Maximum von c(.). Bei gegebenen α(α1, α2),
n und δ = 0.5 erhalten wir die folgen Werte fu¨r c.
Sei α1 = 0.01 :
α2\n 5 10 15 50 100
0.05 1.64485 1.64485 1.64485 1.64485 1.64485
0.1 1.28155 1.28155 1.28155 1.28155 1.28155
0.2 1.20831 0.841621 0.841621 0.841621 0.841621
0.5 1.20831 0.745209 0.389856 0 0
0.9 1.20831 0.745209 0.389856 -1.20919 -1.281474
1 1.20831 0.745209 0.389856 -1.20919 -1.781003
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Sei α1 = 0.05:
α2\n 5 10 15 50 100
0.1 1.28155 1.28155 1.28155 1.28155 1.28155
0.2 0.841621 0.841621 0.841621 0.841621 0.841621
0.5 0.52682 0.0637148 0 0 0
0.9 0.52682 0.0637148 -0.291638 -1.243953 -1.28155
1 0.52682 0.0637148 -0.291638 -1.584948 -1.805432
Dabei bedeutet:
2 - Maximum bei t = 1 und damit ist c = c(1) = z1−α1 − δ
√
n unabha¨ngig von α2.
2 - Maximum bei t ∈ (0, 1).
2 - Maximum bei t = 0 und damit ist c = c(0) = z1−α2 unabha¨ngig von n und α1.
Erho¨hen wir den Stichprobenumfang n genu¨gend gross, so ist unser gesuchter optimaler
Test gerade der nach Satz 2.22 zu bestimmende Test fu¨r H0 : ϑ ≤ ϑ0 gegen H1 : ϑ > ϑ0
zum Niveau α2.
Wir betrachten jetzt den Fall α1 = 0.05 und α2 = 0.9 und
sehen in den Bildern 5.14-5.17 wie sich der unscharfe Fehler
2. Art bei Erho¨hung des Stichprobenumfanges a¨ndert.
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Zum Testen unscharfer Hypothesen haben wir zwei interessante Wege der Verallgemeinerung
der maximalen Wahrscheinlichkeiten der Fehler 1.Art und Fehler 2.Art aufgezeichnet. Bei
der Bescha¨ftigung mit diesem Thema sind wir auch auf den Artikel von Watanabe und
Imaizumi [58] gestoßen. Wie Watanabe und Imaizumi unscharfe Hypothesen betrachten,
zeigen wir jetzt als Abschluss dieses Kapitels. Sie gehen von einfachen Nullhypothesen der
Form Θ0,ϑ0 = {ϑ ∈ Θ | ϑ = ϑ0} aus. Weiter sei fu¨r jedes ϑ0 ∈ Θ durch Θ1,ϑ0 auch eine
Alternativhypothese eindeutig festgelegt. Zum Beispiel:
(a) Θ1,ϑ0 = {ϑ ∈ Θ | ϑ < ϑ0}, (b) Θ1,ϑ0 = {ϑ ∈ Θ | ϑ > ϑ0},
(c) Θ1,ϑ0 = {ϑ ∈ Θ | ϑ 6= ϑ0}, (d) Θ1,ϑ0 = {ϑ ∈ Θ | ϑ = ϑ1 = ϑ0 + k}.
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Beim U¨bergang zu Fuzzy-Hypothesen wird als erstes eine unscharfe Nullhypothese H˜0 durch
µH˜0 angegeben. Bei der Bestimmung der unscharfen Alternativhypothese soll dann einerseits
gelten: ϑ1 soll mit dem Grad zur Alternativhypothese geho¨ren wie ϑ0 zur Nullhypothese, falls
ϑ1 ∈ Θ1,ϑ0 . Dabei wird von allen ϑ0 mit ϑ1 ∈ Θ1,ϑ0 der maximale Zugeho¨rigkeitsgrad gesucht.
D.h.
µH˜1,1(ϑ1) := sup
ϑ0
µH˜0(ϑ0)I{Θ1,ϑ0}(ϑ1).
Andererseits sollte die Zugeho¨rigkeit der unscharfen Alternativhypothese nicht gro¨ßer sein als
die des Komplementes µH˜1,2(ϑ) := 1− µH˜0(ϑ) der unscharfen Nullhypothese. Die unscharfe
Alternativhypothese ist dann wie folgt definiert:
µH˜1(ϑ) := min{µH˜1,1(ϑ);µH˜1,2(ϑ)}.
Bei Vorgabe des unscharfen ϑ0 mit µH˜0 wie im Beispiel 5.27 ist µH˜1 in (c) gerade das Komple-
ment von µH˜0 . Um aber nicht nur zweiseitige Alternativen zu testen, stellen Watanabe und
Imaizumi die Forderung fu¨r µH˜1,1 auf. Wir sehen, dass sich dadurch fu¨r die Alternativhypo-
thesen (vgl. Beispiel 5.27 (a),(b) und (d)) sehr ungewo¨hnliche und schlecht interpretierbare
Formen ergeben ko¨nnen. Darum halten wir es fu¨r besser, sich sowohl die unscharfe Nullhy-
pothese als auch die unscharfe Alternativhypothese vorzugeben.
Beispiel 5.27 Fu¨r die rechts angege-
bene unscharfe Nullhypothese µH˜0 ist
µH˜1,2 das Komplement. In den obigen
Fa¨llen (a)-(d) ergibt µH˜1,1 und damit
auch µH˜1 , wie unten zu sehen.
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Bild 5.22: µH˜1 im Fall (d)
Kapitel 6
Ausblick
Wir geben abschließend einige Punkte an, welche aus unserer Sicht einer weiteren Betrach-
tung wert sind.
1. Ist der Verlust nicht genau bestimmbar, so ist eine Verallgemeinerung des schar-
fen Verlustes V durch einen unscharfen Verlust V˜ denkbar. Der unscharfe Verlust ist da-
bei in Abha¨ngigkeit von der zufa¨lligen Stichprobe eine unscharfe Zufallsvariable und deren
(Aumann-)Erwartungswert das unscharfe Risiko R˜. Zum Vergleich unterschiedlicher Risiken
kann dann die Ordnungsrelation <1 genutzt werden.
2. Wie gut decken unsere Annahme und Voraussetzungen fu¨r Fuzzy-Zufallsvariable prak-
tische Aufgabenstellungen ab? Gibt es Aufgabenstellungen, welche vo¨llig neue Testverfahren
erfordern und dabei den speziellen Eigenschaften von Fuzzy-Variablen besser gerecht werden?
3. Wie ko¨nnen wir testen, ob unsere Voraussetzungen erfu¨llt sind (z.B. durch einen Test
an die Verteilung)? Wie ko¨nnen wir testen, ob Merkmale, deren Auspra¨gungen unscharf sind,
unabha¨ngig sind? Wie sehen Tests fu¨r die (scharfe) Varianz einer Fuzzy-Zufallsvariable aus
und unter welchen Voraussetzungen ko¨nnen klassische Tests verwendet werden?
4. Die Modellierung der Verunscha¨rfung im Kapitel 4 war zum gro¨ßten Teil beispielhaft.
Welche realita¨tsna¨heren Modelle ko¨nnen fu¨r konkrete praktische Aufgabenstellungen ent-
wickelt und angegeben werden und wie lassen sich ausgehend von diesen Modellen Tests fu¨r
einen Parameter der scharfen Zufallsvariable ableiten?
5. Ein aus unserer Sicht offenes Problem ist bei der Anwendung des Erweiterungsprinzips,
wie die unscharfe Testfunktion geeignet zu defuzzifizieren ist, um gewisse Eigenschaften fu¨r
den Test zu erzielen. Auch hier ha¨ngt es sicher davon ab, wie die Verunscha¨rfung modelliert
wird. Gibt es fu¨r gewisse Klassen von Verunscha¨rfungen die geeignete Defuzzifizierungsme-
thode oder sollte man den Weg u¨ber das Erweiterungsprinzip vielleicht gar nicht gehen?
6. Beim Testen unscharfer Hypothesen haben wir optimale Tests nur fu¨r sehr spezielle
einseitige unscharfe Hypothesen bestimmt. Kann auch fu¨r allgemeinere einseitige unscharfe
Hypothesen ein optimaler Test angegeben werden?Welche Ergebnisse lassen sich beim Testen
von zweiseitigen Hypothesen erzielen?
7. Wie wir erwa¨hnt haben, bilden die Gu¨tefunktionen der Tests in den Kapiteln 3 und 4
die Grundlage zur Bestimmung von Tests, mit vorgegebenem Niveau α˜ bzw. αmax ≤ α, zum
Testen unscharfer Hypothesen. Die konkrete Bestimmung von Tests zum Testen unscharfer
Hypothesen z.B. fu¨r den Erwartungswert einer Fuzzy-Zufallsvariable steht noch aus.
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Symbol Erkla¨rung Seite
IA Indikatorfunktion der Menge A 10
µA˜ Zugeho¨rigkeitsfunktion der Fuzzymenge A˜ 10
A˜α α− Schnitt der Fuzzymenge A˜ 10
F(Rd) Gesamtheit aller Fuzzymengen u¨ber Rd 11
Fnbck (Rd) Gesamtheit aller normalen Fuzzymengen u¨ber Rd 11
A˜⊕ B˜ Summe von A˜ und B˜ 12
Erweiterung mit Minimum-t-Norm
λ¯ A˜ Multiplikation von A˜ mit Skalar λ 12
〈ml,mr, l, r〉LR LR-Fuzzy-Intervall 12
A σ-Algebra 15
B Borelsche σ-Algebra 15
P Potenzmenge 15
sA˜(u, α) Stu¨tzfunktion der Fuzzymenge A˜ ∈ Fnbck (Rd) 16
δ2(A˜, B˜) Metrik zwischen A˜ und B˜ auf Fnbck (Rd) 17
X˜, Y˜ Fuzzy-Zufallsvariable X˜, Y˜ : Ω→ Fnbck (Rd) 19
||A˜||2 Norm der Fuzzymenge A˜ 20〈
A˜, B˜
〉
Quasi-Skalarprodukt zwischen A˜ und B˜ 20〈
sA˜, sB˜
〉
Skalarprodukt zwischen den Stu¨tzfunktionen 20
sA˜ und sB˜ in L2(Sd−1 × [0, 1])
EX˜ Erwartungswert von X˜ 22
VarX˜ Varianz von X˜ 24
A˜ ≤1 B˜ Ordnungsrelation zwischen A˜ und B˜ 27
A˜ =1 B˜ Gleichheitsrelation zwischen A˜ und B˜ 27
A˜ <1 B˜ Ordnungsrelation zwischen A˜ und B˜ 28
d(A˜, B˜) Abstand zwischen A˜ und B˜ 29
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Symbol Erkla¨rung Seite
ρ(A˜, B˜) Metrik zwischen A˜ und B˜ auf Fnbck (Rd)|=1 29
A˜ =2 B˜ Gleichheitsrelation zwischen A˜ und B˜ 30
NSD(A˜ > B˜) Necessity of strikt dominance 31
A˜ ≤m B˜ Ordnungsrelation zwischen den Fuzzymengen A˜ und B˜ 31
X Stichprobe 33
Θ Parameterraum 33
Pϑ Verteilung mit Parameter ϑ 33
L Verlustfunktion 35
R Risikofunktion 35
ϕ Testfunktion bzw. Test 36
Rv Regret-Funktion 38
gϕ(.) Gu¨tefunktion des Testes ϕ 39
α(ϑ, ϕ) Wahrscheinlichkeit fu¨r den Fehler 1. Art 40
β(ϑ, ϕ) Wahrscheinlichkeit fu¨r den Fehler 2. Art 40
α(ϕ) maximale Wahrscheinlichkeit fu¨r den Fehler 1. Art 40
β(ϕ) maximale Wahrscheinlichkeit fu¨r den Fehler 2. Art 40
ϕ˜ erweiterte (unscharfe) Testfunktion 96
T˜ unscharfe Teststatistik 96
S˜ Fuzzy-Konfidenzintervall 97
S˜c Fuzzy-Komplement des Konfidenzintervalls 97
P˜ Fuzzy-P-Wert 98
Π˜ unscharfes Konfidenzintervall nach Kruse/Meyer 104
µH˜0 Zugeho¨rigkeitsfunktion der unscharfen Nullhypothese 111
µH˜1 Zugeho¨rigkeitsfunktion der unscharfen Alternativhypothese 111
α(ϑ, ϕ) Fehler 1. Art 113
β(ϑ, ϕ) Fehler 2. Art 113
α(ϕ) maximale Fehler 1. Art 113
β(ϕ) maximale Fehler 2. Art 113
αA(ϑ, ϕ) Fehler 1. Art nach Arnold 113
βA(ϑ, ϕ) Fehler 2. Art nach Arnold 113
αA(ϕ) maximale Fehler 1. Art nach Arnold 113
βA(ϕ) maximale Fehler 2. Art nach Arnold 113
α˜ maximale unscharfe Fehler 1. Art 127
β˜ maximale unscharfe Fehler 2. Art 127
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