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Abstract
A distance automaton is a nite nondeterministic automaton with a distance function which
assigns zero or one to each atomic transition and assigns a nonnegative integer to each accepted
word by the plus-min principle. In this paper, we prove that the distances of all accepted words
of a distance automaton is bounded by some constant if and only if they are bounded by
24m
3+m log(m+2)+m, where m is the number of states of the automaton. c© 2000 Elsevier Science
B.V. All rights reserved.
1. Introduction
A nite nondeterministic automaton with a distance function is called a distance
automaton. The distance function assigns zero or one to each atomic transition, and
assigns to each accepted word a nonnegative integer by the plus-min principle. Distance
automata were rst introduced in [3], and play important roles as basic computing
machines for solving the nite power property problem, representation problems and
the problems of determining star height, inclusion star height, relative star height, and
relative inclusion star height about regular languages [2, 4{8]. Ibaraki [9] studies nite
automata having cost functions whose costs are real numbers and whose computational
principle is not the plus-min principle. The nite power property problem was solved
independently by Simon [13] with algebraic methods. In some previous papers, distance
automata were given the name of nite automata with distance functions. The set of
nonnegative integers and the innity 1 with the min and plus operations constitutes the
so-called tropical semiring which has been studied in [1, 10, 12, 14, 15]. Here the min
and plus correspond to the usual addition and multiplication, respectively, in a semiring.
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A distance automaton is said to be limited (in distance) if the distances of all
accepted words are bounded by some nonnegative integer. Weber [16] presents a class
of distance automata which are limited but have large distances. He shows that for any
arbitrary large m; there exists a zero-deterministic distance automaton (with m states)
having an accepted word with distance 2m−2. Thus this result gives a lower bound to
the limitedness of distance automata. Here a distance automaton is zero-deterministic if
the following holds : for any two states p; q and any word w, if the distance d(p;w; q)
of w from p to q is zero, then there exists exactly one distance-zero transition path
spelled by w from p to q. The present author presents the following two limitedness
theorems in [7] : (1) a zero-deterministic distance automaton is limited if and only if the
distances of all accepted words are bounded by 24m
3+2m2+5m; (2) an arbitrary distance
automaton is limited if and only if the distances of all accepted words are bounded
by 22
3m+4
. Here m is the number of states of the automaton. The second theorem was
deduced from the rst one by transforming a given arbitrary distance automaton to the
corresponding equivalent zero-deterministic distance automaton which has 2m states.
The following problem was left open in [7]. Problem A: Find more general arguments
which work directly on arbitrary distance automata not only for zero-deterministic
distance automata. Simon [15] gives among other results an answer to Problem A by
developing algebraic methods and using results in [14]. Although his paper does not
provide explicitly any lemmas or theorems about upper bounds to the limitedness, the
proof of Theorem l2 of his paper proves that a distance automaton is limited if anf
only if the distances of all accepted words are bounded by 294
m2
, where m is as above.
Leung [11] presents an algorithm that runs in time 4O(m
2) for deciding the limitedness
of distance automata, but does not provide any upper bound to the limitedness of
distance automata.
The main results of this paper are Theorems 1, 2 which provide the following,
respectively: (1) a distance automaton is limited if and only if the distances of all
accepted words are bounded by 24m
3+m log(m+2)+m; (2) a zero-deterministic distance
automaton is limited if and only if the distances of all accepted words are bounded by
23m
3+(m2+m) log(m+2). Here m is as above.
Our main arguments work for arbitrary distance automata to produce directly the
upper bound in (1) above, and by slightly changing arguments, the upper bound in (2)
can be derived. These combinatorial arguments give an answer to Problem A above
posed in [7]. Our results may be said to be almost optimal since both the above
lower bound 2m − 2 and our upper bound in (1) above may be regarded to be single
exponential functions. Leung [11] showed that the limitedness problem for distance
automata is in PSPACE-hard, and one may ask whether it is PSAPCE-complete. It
seems to the author that the result (1) above does not give a solution to this problem
directly since in Leung’s method, the number of matrices necessary for solving the
problem is represented by an exponential function in the worst case. Thus in this
paper, this problem will be left open.
This paper consists of four sections. Section 2 presents preliminaries. In Section 3,
we dene the notion of factor pairs of an arbitrary distance automaton A, and dene
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the index I(B; y) to each factor pair (B; y) 2 2Q   of A, where Q is the set of
states of A and  is the input alphabet. Then, by induction on I(B; y), we prove
Main Lemma 1. Theorem 1 follows from Main Lemma 1 easily. Theorem 1 presents
ve equivalent conditions for an arbitrary distance automaton not to be limited, two
of which are new types of characterizations. Theorem 2 is proved in Section 4 con-
cisely, and presents ve equivalent conditions for a zero-deterministic automaton not
to be limited. The upper bound in Theorem 2 is almost the same as the ones already
known, but we present Theorem 2 since it presents, as Theorem 1, two new types of
characterizations to the unlimitedness of zero-deterministic distance automata.
2. Preliminaries
 is a nite nonempty alphabet.  is the free monoid generated by .  is the null
word. For any w 2 , jwj is the length of w, and for any set A, jAj is the cardinality
of A.  is the empty set. N is the set of nonnegetive integers. 1 is the symbol for
innity. If a set A is a singleton, A = fag, then A is often denoted simply by a. For
any w 2 , if w = xyz for x; y; z 2 , then x is a prex of w, y is a factor of w,
and z is a sux of w. For any w 2 , a decomposition of w is an n-tuple, 16n6jwj,
(x1;    ; xn), such that w = x1    xn and xi 2 + for all i.
A distance automaton A (over ) is a sixtuple, h;Q; ; S; F; di, where Q is a nite
set of states,  : Q! 2Q is a transition function, S Q and F Q are the sets of
initial and nal states, respectively, and d : QQ ! f0; 1;1g is a distance function.
d satises the following: for any (q; a; q0) 2 QQ; d(q; a; q0) =1 i q0 =2 (q; a).
 is extended to  : Q   ! 2Q and  : 2Q   ! 2Q as for nite automata. The
language accepted by A is denoted by L(A), and L(A) = fw 2  j (S; w)\F 6= g:
d is extended to d : Q    Q ! N [1 and d : 2Q    2Q ! N [1 by the
plus-min principle in the following way:
For any a 2 ; w 2 , q; q0 2 Q and t; t0Q,
(1) d(q; ; q0) = 0 if q = q0; d(q; ; q0) =1 otherwise;
(2) d(q; wa; q0) = minfd(q; w; q00) + d(q00; a; q0) j q00 2 Qg,
where i +1 =1 and minfi;1g = i for any i 2 N [1;
(3) d(t; w; t0) = minfd(q; w; q0) j q 2 t; q0 2 t0g.
D(A) denotes the least upper bound of distances associated to all accepted words,
i.e., D(A) = supfd(S; w; F) j w 2 L(A)g. By denition, D(A) = 0 if L(A) is empty.
A is said to be limited (in distance) if D(A) 2 N .
Throughout the rest of this section, let A = h;Q; ; S; F; di be an arbitrary distance
automaton.
Denition 2.1. 0 denotes the zero-distance function of A, 0 : Q   ! 2Q, such
that for any p 2 Q and w 2 ; 0(p;w) = fq 2 Q j d(p;w; q) = 0g. A is zero-
deterministic if for any p 2 Q and w 2 ; j0(p;w)j61.
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Denition 2.2. A factor pair of A is a pair (B; y) 2 2Q   such that for some w 2
L(A) and x; z 2 , w = xyz and B = (S; x) holds. FP(A) denotes the set of factor
pairs of A.
Denition 2.3. Let (B; y) 2 FP(A).
(1) (B j y) denotes the function (B j y) : B ! 2Q such that for any p 2 B;
(B j y)(p) = (p; y).
(2) 0(B j y) denotes the function 0(B j y) : B ! 2Q such that for any p 2 B;
0(B j y)(p) = 0(p; y).
(3) The pair set PS(B j y) of y w.r.t. B is the set of pairs (p; q) 2 B  Q such that
q 2 (p; y).
Denition 2.4. (1) For any AQQ, f(A) is the function f(A) : Q ! 2Q such that
for any p 2 Q;f(A)(p) = fq 2 Q j (p; q) 2 Ag.
(2) For any A1; A2QQ; A1A2 is the set, f(p; q) 2 QQ j for some q0 2 Q; (p; q0) 2
A1 and (q0; q) 2 A2g.
(3) For any f : Q ! 2Q, A(f) is the set f(p; q) 2 Q  Q j q 2 f(p)g.
(4) For any f1; f2 : Q ! 2Q, f2f1 is the function from Q to 2Q such that for any
p 2 Q, f2f1(p) = fq 2 Q j for some q0 2 Q; q0 2 f1(p) and q 2 f2(q0)g.
(5) For any f : Q ! 2Q, f−1 is the function from Q to 2Q such that for any p 2 Q,
f−1(p) = fq 2 Q j p 2 f(q)g.
The following lemma is clear.
Lemma 2.5. (1) For any A1; A2; A3Q  Q; (A1A2)A3 = A1(A2A3).
(2) For any n>1; A1; : : : ; AnQ  Q and f1; : : : ; fn: Q ! 2Q; it holds that
A(fn   f1) = A(f1)   A(fn); f(A1   An) = f(An)   f(A1); and (fn   f1)−1
= f−11   f−1n .
Denition 2.6. The set MRE () of multiplicative regular expressions over  is dened
inductively as follows.
(1) ; ; a 2 MRE() for a 2 .
(2) If E1; E2 2 MRE(), then (E1); E1E2 2 MRE().
Denition 2.7. Let E 2 MRE().
(1) jEj is the language denoted by E,where E is regarded as a regular expression.
(2) For any k 2 N , E(k) is the word in  which can be obtained from E by replacing
each occurrence of * with k.
(3) The size of E, S(E), is the number of occurrences of all symbols in [fg which
occur in E: we do not count the number of occurrences of *, (, or).
Example 2.1. Let  = fa; bg and E = a(aba)b. Then S(E) = 5; E(0) = ab; E(1) =
aabab; E(2) = a(ab2a)2b; : : : ; etc.
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3. On arbitrary distance automata
Throughout this section, let A = h;Q; ; S; F; di be an arbitrary distance automaton.
The notations about A introduced in Section 2 will be used in this section with the
same meaning.
Denition 3.1. Let (B; y) 2 FP(A). A subset C of B is a parallel subset w.r.t. (B; y)
if 0(C; y) 6=  and for each prex v of y, there exists an injection (C; y; v) : C !
0(C; v) which satises the following (1) and (2).
(1) For any prex v of y, and any p 2 C, (C; y; v)(p) 2 0(p; v) holds.
(2) For any prex v of y, any prex u of v with v = ux for x 2  and any p 2 C,
(C; y; v)(p) 2 0((C; y; u)(p); x) holds.
Example 3.1. Let B = fp0; q0; r0; s0g and y = aba(a; b 2 ). Let 0 be such that
p1 2 0(p0; a); p2 2 0(p1; b); p3 2 0(p2; a); q1 2 0(q0; a); q2 2 0(q1; b) and q3 2
0(q2; a), where pi 6= qi for i6i63. Then C = fp0; q0g is a parallel subset w.r.t. (B; y),
and, e.g., (C; y; ab) : fp0; q0g ! fp2; q2g may be such that (C; y; ab)(p0) = p2 and
(C; y; ab)(q0) = q2. Note that if C is a maximal one, then the following holds: for
any p 2 B and q 2 0(B; y), there exist v; w 2  and r 2 Q such that y = vw and
r 2 0(C; v). This remark is important in the proof of Claim 2 of Theorem 1.
Denition 3.2. Let (B; y) 2 FP(A).
(1) The index I(B; y) of (B; y) is dened by
(1.1) I(B; y) = jQj if 0(B; y) = ;.
(1.2) I(B; y) = jQj −maxfjCj j C is a parallel subset w.r.t. (B; y)g otherwise.
(2) A parallel subset C w.r.t. (B; y) is maximal if I(B; y) = jQj − jCj holds.
(3) Dene min I(A) and max I(A) by
(3.1) min I(A) = minfI(B; y) j (B; y) 2 FP(A)g.
(3.2) max I(A) = maxfI(B; y) j (B; y) 2 FP(A)g.
Lemma 3.3. For any (B; y) 2 FP(A); 06min I(A)6I(B; y)6max I(A)6jQj holds.
The following lemma is clear.
Lemma 3.4. For any (B; ) 2 FP(A); it holds I(B; ) = jQj− jBj; and for any p 2 B;
(p; ) = 0(p; ) = p and d(p; ; p) = 0.
We need the following lemma for induction in the proof of Theorem 1 which will
be done by induction on I(B; y).
Lemma 3.5. For any (B; y) 2 FP(A) and t; u; v 2  with y = tuv; the following
hold.
(1) I((B; t); u)6I(B; y).
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(2) Assume that I((B; t); u) = I(B; y)<jQj. Let C be a maximal parallel subset
w.r.t. (B; y); and (C; y; t) be the injection from C into 0(C; t) as in Denition
3.1. Then (C; y; t)(C) is a maximal parallel subset w.r.t. ((B; t); u).
Proof. If 0(B; y) = , then the assertion is clear. Assume the contrary. (1). Let
C be a maximal parallel subset w.r.t. (B; y). For each prex x of y, let (C; y; x)
be the injection from C into 0(C; x) as in Denition 3.1. Then one can see eas-
ily that (C; y; t)(C) is a parallel subset w.r.t. ((B; t); u) (recall Example 3.1). Thus
I((B; t); u)6jQj − j(C; y; t)(C)j = jQj − jCj = I(B; y). Thus (1) holds. (2) is clear
since (C; y; t)(C) becomes maximal if it holds I(B; y) = I((B; t); u).
The following lemma will be used in the base of the inductive proof of Theorem 1.
Lemma 3.6. For any (B; y) 2 FP(A), if I(B; y) = min I(A); then it holds (1) for
any (p; q) 2 PS(B j y); d(p; y; q)< jBj; and (2) there exists v 2  such that jvj<
4jQj
2
; (B j v) = (B j y); 0(B j v) = 0(B j y) and I(B; y) = I(B; v).
Proof. Assume I(B; y) = min I(A). Note that I(B; ) = I(B; y) = jQj − jBj. Thus
B is the maximal parallel subset w.r.t. (B; y), and for any prex u of y, it holds
j(B; u)j = j0(B; u)j = jBj. (Note that if j(B; u)j > jBj, then I((B; u); ) < I(B; y),
a contradiction). Let (p; q) 2 PS(B j y), and assume that d(p; y; q)>jBj. Then there
exist u1; : : : ; un 2 + and p0; p1; : : : ; pn 2 Q such that (i) n = d(p; y; q), (ii) y =
u1    un, (iii) p0 = p and pn = q, and (iv) for each 16i6n, d(pi−1; ui; pi) = 1. By
denition of I(B; y), for each 16i6n, there exists a bijection i : (B; u0    ui−1) !
(B; u0    ui) such that for each r 2 (B; u0    ui−1), it holds i(r) 2 0(r; ui), where
u0 = . Then for each 16i6n, it holds pi 2 0((1    i)−1(pi); u1    ui), where
(1    i)−1(pi) 2 B − p0. Since i is a bijection for 16i6n and n = d(p; y; q) =
d(p0; u1; p1) +   + d(pn−1; un; pn), it holds (1    j)−1(pj) 6= (1    k)−1(pk) for
all 16i < k6n, which is clearly a contradiction. (2). If jyj < 4jQj2 , then we put
v = y. Otherwise Let y = a1    an; n>4jQj2 , and ai 2  for all i. Since I(B; y) =
minI(A), it holds that for any prex u of y, j(B; u)j = j0(B; u)j = jBj. For each
06i6n, let fi : B ! 2Q  2Q be a function such that for each p 2 B, fi(p) =
(0(p; a0a1    ai); (p; a0a1    ai)), where a0 = . Since jff j B ! 2Q  2Qgj − jfh j
h : B! 2Q  2Q, and for h(B) = (A; C), it holds jAj 6= jBjgj64jQj2 − 2jQj, there exist
06i < j6n such that fi = fj. We put y0 = a0a1    aiaj+1    an. If jy0j>4jQj2 , we
repeat the same procedure. Now it is clear that (2) holds.
Denition 3.7. For each 06i6jQj, two integers o1(i) and o2(i) are dened inductively
as follows:
(1) o1(0) = jQj − 1 and o2(0) = 4jQj2 − 1.
(2) For 0< i6jQj,
(2.1) o1(i) = (jQj − i + 2)2  24jQj2 (o1(i − 1) + 1).
(2.2) o2(i) = 27jQj
2
(o1(i − 1) + 1).
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Proof. (1). One can see that o1(m) = m(m + 1)! tm + m! tm−1 + (m − 1)! tm−2 +
   3! t2 + 2! t, where t = 2  24m2 . By induction on i, 36i6m, one can prove that
i! ti−1+(i−1)! ti−2+   2! t < 2i !ti−1. Thus o1(m)< m(m+1)! tm+2m! tm−16tm((m+
1)!m + (m − 1)! )6tm(m + 2)m = 24m3+m log(m+2)+m. (2). As above, it holds o2(m) =
22m
2
tm+tm−1+tm−2+tm−3+  +t = 22m2 tm+(tm−t)=(t−1)< 22m2 tm 2 = 27m3+2m2+1,
where t = 27m
2
.
Main Lemma 1. For any (B; y) 2 FP(A); there exist A(B; y)PS(Bjy) and
E(B; y) 2 MRE() to which the following apply:
(1) For any (p; q) 2 A(B; y), d(p; y; q)6o1(I(B; y)).
(2) S(E(B; y))6o2(I(B; y)), and for any k>0; it holds that (B j E(B; y)(k)) =
(B j y), 0(B j E(B; y)(k)) = 0(B j y) and for any (p; q) 2 PS(B j y)− A(B; y),
d(p; E(B; y)(k); q)>k.
Proof. The proof is by induction on I(B; y). When I(B; y) = min I(A), we put
A(B; y) = PS(B j y) and E(B; y) = v, where v is as in Lemma 3.6. The assertions
(1) and (2) are clear from the lemma. Let I(B; y) > min I(A). If jyj6o1(I(B; y)),
then the assertions (1) and (2) are clear as above. Assume jyj > o1(I(B; y)). We
consider two cases.
Case (1): For any proper prex u of y, it holds I(B; y)> I(B; u). Let y = ta
for a 2  and t 2 +. Then I(B; t)> I(B; y), and by the inductive hypothesis,
there exist A(B; t) and E(B; t) to which the corresponding (1) and (2) hold. We put
A(B; y) = f(p; q) 2 PS(B j y) j for some q0 2 Q; (p; q0) 2 A(B; t) and q 2 (q0; a)g =
A(B; t)PS((B; t)ja) and E(B; y) = E(B; t)a. Now consider any (p; q) 2 A(B; y). There
exists q0 2 (p; t) such that (p; q0) 2 A(B; t), q 2 (q0; a) and d(p; y; q)6d(p; t; q0) +
d(q0; a; q)61 + o1(I(B; y) − 1) < o1(I(B; y)). Now consider k>0 and any
(p; q) 2 PS(B j y) − A(B; y). Clearly E(B; y)(k) = E(B; t)(k)a. Let q0 2 Q be such
that d(p; E(B; y)(k); q) = d(p; E(B; t)(k); q0) + d(q0; a; q). Then (p; q0) 2 PS(B j t) −
A(B; t). By the inductive hypothesis, d(p; E(B; t)(k); q0)>k. Now the assertions are
clear.
Case (2): Case (1) does not hold. Let (w1; : : : ; wn) be a decomposition of y such
that (i) n>2, (ii) y = w1   wn, (iii) either wn 2  or jwnj>2 and I((B; w1   wn−1);
wn)<I(B; y); and (iv) for each 16i6n − 1, it holds that wi 2+;
I((B; w0   wi−1); wi) = I(B; y), and for wi = uiai with ui 2 and ai 2, either
ui =  or I((B; w0w1   wi−1); ui)<I(B; y), where w0 = . Let C be a maxi-
mal parallel subset w.r.t. (B; y), and for each 16i6n − 1, let i denote the in-
jection (C; y; w0w1   wi−1) as in Denition 3.1. For each 16i6n,we put Bi =
(B; w0w1   wi−1) and Ci = (C; y; w0w1   wi−1)(C). Note that C = C1. By
denition of I(B; y), one can see that for each 16i6n − 1, Ci is a maximal
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parallel subset w.r.t. (Bi; wi). By the inductive hypothesis and Lemma 3.4, for each
16i6n− 1, there exist A(Bi; ui) and E(Bi; ui) to which the corresponding (1) and (2)
hold. We put A(Bi; wi) = f(p; q) 2 PS(Bi j wi) j for some q0 2 Q; (p; q0) 2 A(Bi; ui)
and q 2 (q0; ai)g = A(Bi; ui)PS((Bi; ui) j ai), and E(Bi; wi) = E(Bi; ui)ai. As in case
(1), one can see that the following (3) and (4) hold for each 16i6n− 1.
(3) For any (p; q) 2 A(Bi; wi); d(p;wi; q)6o1(I(B; y)− 1) + 1.
(4) S(E(Bi; wi))6o2(I(B; y)−1)+1, and for any k>0, it holds (Bi j E(Bi; wi)(k)) =
(Bi j wi); 0(Bi j E(Bi; wi)(k)) = 0(Bi j wi), and for any (p; q) 2 PS(Bi j wi)− A
(Bi; wi); d(p; E(Bi; wi)(k); q)>k.
For wn, by the inductive hypothesis and as above, there exist A(Bn; wn)PS(Bn j wn)
and E(Bn; wn) 2 MRE() to which the corresponding (1) and (2) hold. Now we
consider two subcases.
Case (2.1): n624jQj
2 − 2. We put A(B; y) = A(B1; w1)   A(Bn; wn) and E(B; y) =
E(B1; w1)   E(Bn; wn).
Claim 1. (5) For any (p; q) 2 A(B; y); d(p; y; q)6(24jQj2 − 2)(o1(I(B; y)− 1) + 1)<
o1(I(B; y)). (6) S(E(B; y))6(24jQj
2 − 2)(o2(I(B; y) − 1) + 1) < o2(I(B; y)); and for
any k>0; it holds (B j E(B; y)(k)) = (B j y); 0(BjE(B; y)(k)) = 0(B j y), and for
any (p; q) 2 PS(B j y)− A(B; y); d(p; E(B; y)(k); q)>k.
Proof of Claim 1. (5) is clear. (6). We shall prove that for any k>1, and (p; q) 2
PS(B j y)−A(B; y); d(p; E(B; y)(k); q)>k. The other assertions are clear. Consider any
(p; q) 2 PS(Bjy) − A(B; y). Let k>1 and p0; : : : ; pn 2 Q be such that p0 = p;pn =
q and d(p; E(B; y)(k); q) = d(p0; E(B1; w1)(k); p1) +    + d(pn−1; E(Bn; wn)(k); pn).
We dene a set A by A = fi j 16i6n and pi =2 f(A(B1; w1)   A(Bi; wi))(p0)g. Note
that n 2 A. Let i be the minimum in A. Then (pi−1; pi) 62 A(Bi; wi). From (4)
above, d(p; E(B; y)(k); q)>d(pi−1; E(Bi; wi)(k); pi)>k. This completes the proof of
Claim 1.
Now the assertions are clear for Case (2.1).
We continue the proof of Main Lemma 1.
Case (2.2): n>24jQj
2−1. We put b = 2jQj2−1 and c = 24jQj2−2. We rst dene a set
(B; y) as follows. For each 16i6c, let gi denote the function from B to 2Q  2Q 
2Q such that for any p 2 B; gi(p) = ((p;w1   wi); 0(p;w1   wi); f(A(B1; w1)   
A(Bi; wi))(p)). Since jfh j h : B ! 2Q  2Q  2Qgj − jfh j h : B ! 2Q  2Q  2Q,
and for h(B) = (Q0; Q1; Q2), it holds Q0 =  or Q2 = gj68jBjjQj − 22jQj, there
exist d1; : : : ; db+1 such that 16d1 < d2 <    < db+16c and gd1 =    = gdb+1 .
Now for each i 2 fd1; : : : ; db+1g, we dene the function i from Bc+1 to 2Q such
that for any p 2 Bc+1; i(p) = f(A(Bi+1; wi+1)A(Bi+2; wi+2)   A(Bc+1; wc+1))−1(p).
As above, there exist d16i1 < j16db+1 such that i1 = j1 . If n < 2(c+1), then we
put (B; y) = f(i1; j1)g and our procedure ends. Otherwise we dene a pair (i2; j2) of
integers which satisfy the above conditions for (Bc+2; wc+2   wn) as above, and it holds
c+26i2 < j2 < 2(c+1). If n>3(c+1), then we continue repreating the procedure,
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and nally obtain the set (B; y) = f(i1; j1); (i2; j2); : : : ; (id; jd)g with d>1; n − jd6c,
and for each 16k6d; (c + 1)(k − 1) < ik < jk < k(c + 1). One can see easily that
the following (7) holds:
(7) jk+1 − jk62(c + 1)− 3< 2  24jQj2 for all 06k6d− 1, where j0 = 0.
For each 16e6d, we put (i) Ae1 = A(Bje−1+1; wje−1+1)   A(Bie ; wie), (ii) Fe =
f(p; u; q0; v; q) j (p; q) 2 A(Bie+1; wie+1)   A(Bje ; wje), and for some h; ie + 16h6je
and r; s 2  with wh = rs, it holds q0 2 0(Ch; r); u = wie+1wie+2   wh−1r; v =
swh+1   wje , and d(p; u; q0) + d(q0; v; q)6(o1(I(B; y) − 1) + 1)(je − ie)g, (iii) Ae2 =
f(p; q) 2 A(Bie+1; wie+1)   A(Bje ; wje) j for some q0 2 Q and u; v 2 ; (p; u; q0; v; q) 2
Feg, and (iv) Ee = E(Bje−1+1; wje−1+1)   E(Bie ; wie)(E(Bie+1; wie+1)   E(Bje ; wje)).
We dene A(B; y) and E by : A(B; y) = A11A12A21A22   Ad1Ad2Ad+1 and E = E1
  EdEd+1, where Ad+1 = A(Bjd+1; wjd+1)   A(Bn; wn) and Ed+1 = E(Bjd+1;
wjd+1)   E(Bn; wn) if jd < n and Ad+1 = f(q; q) j q 2 Qg and Ed+1 =  if jd = n.
Claim 2. (8) For any (p; q) 2 A(B; y); d(p; y; q)6o1(I(B; y)).
(9) For any k>0; it holds that (B j E(k)) = (B j y); 0(B j E(k)) = 0(Bjy); and
for any (p; q) 2 PS(B j y)− A(B; y); d(p; E(k); q)>k.
Proof of Claim 2. (8). Consider any (p; q) 2 A(B; y). There exists a sequence of states,
(p0; p1; : : : ; pd; pd+1) such that (i) p0 = p;pd+1 = q, and (ii) for each 16e6d, there
exists (re; ue; pe; ve; qe) 2 Fe for some re; qe 2 Q and ue; ve 2  such that d(p; y; q)6
d(p0; w1   wi1u1; p1)+d(p1; v1wj1 + 1   wi2u2; p2) +    + d(pd−1; vd−1wjd−1+1
  widud; pd)+d(pd; vdwjd+1   wn; pd+1). such that each expression of the form d(  )
except d(p; y; q) is bounded by (o1(I(B; y) − 1) + 1) (number of w's involved). For
each 16e6d−1, we put ze = vewje+1   wie+1ue+1. We dene an integer e1, 16e16d,
as follows. We put e1 = 1 if for each 26e6d; pe =2 0(p1; z1    ze). Otherwise let e1
be the largest integer e, 26e6d, such that pe 2 0(p1; z1    ze). If e1 6= d, then we
repeat the procedure to dene e2, e1 +16e26d, so that we put e2 = e1 +1 if for each
e1 + 26e6d; pe 62 0(pe1 ; ze1+1    ze), and otherwise let e2 be the largest integer e,
e1 + 26e6d such that pe 2 0(pe1 ; ze1+1    ze). We repeat this procedure and obtain
a sequence of integers, (e1; : : : ; er), such that er = d.
Claim 2.1. r6jQj − I(B; y).
Proof of Claim 2.1. Assume that r>jQj − I(B; y) + 1. We put K1 = w1   wi1u1,
K2 = z1    ze1 , Kr+2 = wjd+1   wn, and for each 16b6r − 1, Kb+2 = zeb+1    zeb+1 .
Note that y = K1   Kr+2. Now consider the case where 0(B; y) 6= . The other case
can be handled more easily. Recall that C is a maximal parallel subset w.r.t. (B; y).
For each 16b6r + 1, we put Db = 0(C; K0K1   Kb−1), where K0 =  and we put
D1 = C. From denition of I(B; y), one can see that for each 16b6r, there exists
a bijection b : Db ! Db+1 such that for each p 2 Db; b(p) 2 0(p;Kb). Thus for
each 16b6r; (23    b)−1(peb) 2 1(C; K1)−p1, and by denition of eb; 16b6r, it
must hold for each 16b < s6r; (2    b)−1(peb) 6= (2    s)−1(pes). This is clearly
a contradiction since jCj = jQj − I(B; y). This completes the proof of Claim 2.1.
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We shall continue the proof of Claim 2. As in the proof of (7), one can see that for
each −16b6r; d(peb ; Kb+2; peb+1)6(2c−1)(o1(I(B; y)−1)+1)62 24jQj
2
(o1(I(B; y)−
1) + 1), where e−1 = 0; e0 = 1 and er+1 = n. Now (8) of Claim 2 is clear. We shall
prove (9) of Claim 2. Clearly (B j E(k)) = (B j y) and 0(B j E(k)) = 0(B j y) for
all k>0. Consider any (p; q) 2 PS(B j y)−A(B; y). We shall prove that d(p; E(k); q)>
k for each k>0. Obviously (p; (E)0); q)>0. Let k>1, and E(k) = E11(k)(E12(k))k
E21(k)(E22(k))k   Ed1(k)(Ed2(k))kEd+1(k), where for each 16b6d; Eb1 = E(Bje−1+1;
wje−1+1)   E(Bie ; wie) and Eb2 = E(Bie+1; wie+1)   E(Bje ; wje), where j0 = 0. Let
d(p; E(k); q) = d(p; E01(k); p10) + d(p10; E02(k); p11) + d(p11; E02(k); p12) +    +
d(p1k−1; E02(k); p1k) + d(p1k ; E03(k); p21) + d(p21; E04(k); q), where E01 = E11; E02 =
E12; E03 = E(Bj1+1; wj1+1)   E(Bc+1; wc+1) and E04 = E(Bc+2; wc+2)   E(Bi2 ; wi2 )E31
(E32)   Ed1(Ed2)Ed+1 so that E = E01(E02)E03E04. If (p;p10) =2 A11, then, as
in the proof for Case (1), one can prove that d(p; E11(k); p10)>k, and the asser-
tion holds. In the same way, we may assume that for each 06b6k − 1, it holds
(p1b; p1b+1) 2 A12. Moreover, if for each 06b6k−1,it holds p1b+1 62 0(p1b; E12(k)),
then d(p1b; E12(k); p1b+1)>1 and the assertion holds. Otherwise there exists 06b6k−
1 such that p1b+1 2 0(p1b; E12(k)). Now in the state transition from p1b to p1b+1
spelled by E12(k), there exist u; v 2  and q0 2 Q such that E12(k) = uv; d(p1b; u; q0)+
d(q0; v; p1b+1) = 0, and q0 2 (C; y; E11(k)u)(C) since I(B; y) = I((B; E10(k); E12(k)).
(Here the reader may refer to Example 3.1 for easier understsnding). By the induc-
tive observations about relations between E12(k) and wi1+1   wj1 (recall the proof of
Lemma 3.6(2)), these arguments imply that there exist r; s 2  such that wi1+1   wj1 =
rs, q0 2 (C; y; w1   wi1r)(C) and d(p1b; r; q0) + d(q0; s; p1b+1)6(o1(I(B; y) − 1) +
1)(j1 − i1). By applying these arguments for each factor Eb1(k)(Eb2(k))kEjb+1(k)   
E(c+1)b(k) of E(k); 26b6d, one can conclude that (p; q) 2 A(B; y) if it holds
d(p; E(k); q)< k. This completes the proof of Claim 2.
Now we shall complete the proof for Case (2.2), which will complete the proof of
Main Lemma 1. It suces to nd E(B; y) with size less than o2(I(B; y)). If d < 8jQj
2
,
then n6(d + 1)(c + 1)627jQj
2
. We put E = E(B; y) and the assertion can be seen
easily. Otherwise, for each 16b6d, let hb be the function from B to 2Q  2Q  2Q
such that for any p 2 Q; hb(p) = (0(p;w1   wjb); (p;w1   wjb); f(A11A12A21A22   
Ab1Ab2)(p)). As in the paragraph of the denition of (i1; j1) above, one can see that
there exist 16b < e6d such that hb = he. Now put E0 = E1   EbEe+1Ee+2   EdEd+1.
Recall the conditions for A(B; y) in the assertion (1) in Main Lemma. Clearly A(B; y) =
A11A12A21A22   Ab1Ab2Ae+11Ae+12   Ad1Ad2Ad+1 holds and for any k>0; (BjE0(k)) =
(BjE(k)) = (Bjy) and 0(BjE0(k)) = 0(BjE(k)) = 0(Bjy). As above, one can
prove that d(p; E0(k); q)>k for any (p; q) 2 PS(B j y)−A(B; y). If d− (b− e)>8jQj2 ,
then we repeat the same argument. Thus one can see that there exists E(B; y) 2
MRE() to which (2) holds. This completes the proof for Case (2.2) and the proof of
Main Lemma 1.
The following theorem is one of the main results of this paper, where (2) and (5)
are new types of characterizations for the unlimitedness of distance automata.
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Theorem 1. For any distance automaton A = h;Q; ; S; F; di; the following ve con-
ditions are equivalent.
(1) A is not limited.
(2) There exists E 2 MRE () such that S(E) < o2(A) and for any integer k>0;
E(k) 2 L(A) and d(S; E(k); F)>k.
(3) There exists E 2 MRE () such that for any integer k>0; E(k) 2 L(A) and
d(S; E(k); F)>k.
(4) There exists w 2 L(A) such that d(S; w; F)>o1(A).
(5) There exists w 2 L(A) such that jwj6o3(A) and d(S; w; F)>o1(A).
Here m = jQj; o1(A) = 24m3+m log(m+2)+m; o2(A) = 27m3+2m2+1; and o3(A) =
2m
2(o1(A)+1).
Proof. (1) ) (2). Assume A is not limited. Then there exists w 2 L(A) such that
d(S; w; F)>o1(A). By Main Lemma 1, there exist A(S; w)PS(S j w) and E(S; w) 2
MRE () for which (1) and (2) in the lemma hold. If S  F \ A(S; w) 6= ;, then
d(S; w; F)6o1(I(S; w))< o1(A), a contradiction. Thus  6= (S F)\PS(S j w)PS
(S j w) − A(S; w), and for any k>0; d(S; E(S; w)(k); F))>k. (2))(3) and (3))(4)
are obvious. (4))(5). Assume that (4) holds. Let v 2 L(A) be one of the short-
est words such that d(S; v; F)>o1(A). Assume that jvj > o3(A). Let v = a1    an
for n > o3(A) and ai 2  for all i. For each 06i6n, let fi be the function
from Q to (2Q)o1(A)+1 such that for any p 2 Q, fi(p) = (A0; A1; : : : ; Ao1(A)), where
for each 06j < o1(A), Aj = fq 2 Q j d(p; a0a1    ai; q) = jg and Ao1(A) =
fq 2 Q j 1 > d(p; a0a1    ai; q)>o1(A)g. Here a0 = . Since jff j f : Q !
(2Q)o1(A)+1gj = 2jQj2(o1(A)+1), there exist 06i < j6n such that fi = fj. But
then (Sja1    aiaj+1    an) = (Bjw) = (Sjv), i.e., a1    aiaj+1    an 2 L(A) and
d(S; a1    aiaj+1    an; F)>o1(A), which is a contradicton to minimality of v. (5))(1).
Assume that A is limited. Consider any w 2 L(A). Let A(S; w)PS(SjW ) and
E(S; w) 2 MRE () be as in Main Lemma 1. If (S  F) \ A(S; w) = , then, as
above, (2) holds, a contradiction. Thus there exists (p; q) 2 (S  F) \ A(B; w), and
by Main Lemma 1, d(S; w; F)6d(p;w; q)6o1(I(S; w)) < o1(A). Thus (5) does not
hold.
4. On zero-deterministic distance automata
By slightly changing the arguments in Section 3, we prove in this section the cor-
responding limitedness theorem about zero-deterministic distance automata. The argu-
ments are almost the same except that in centain places, 2Q will be replaced with
Q [ fg. Throughout this section, let A = h;Q; ; S; F; di be an arbitrary zero-
deterministic distance automaton. 0 is regarded as the function 0 : Q ! Q[fg,
and for any w 2  and BQ, 0(Bjw) is the function from B to Q [ fg. Thus we
write 0(p;w) = q and 0(Bjw)(p) = q instead of 0(p;w) = fqg and 0(Bjw)(p) =
fqg.
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The main results of this section are Main Lemma 2 and Theorem 2. To establish
these results, we need arguments similar to those in section 3 some of which will be
presented briey. As in Denition 2.2, FP(A) denotes the set of factor pairs of A.
For any (B; y) 2 FP(A), the index I(B; y) of (B; y), and minI(A) and maxI(A) are
dened as in Denitions 3.1 and 3.2.
The following lemma can be proved easily.
Lemma 4.1. For any (B; y) 2 FP(A), I(B; y) = jQj − j0(B; y)j.
Lemma 4.2. For any (B; y) 2 FP(A); 06min I(A)6I(B; y)6max I(A)6jQjholds.
The following lemma is clear.
Lemma 4.3. For any (B; ) 2 FP(A); it holds I(B; ) = jQj− jBj; and for any p 2 B;
(p; ) = 0(p; lambda) = p and d(p; ; p) = 0.
The following lemma can be proved in a similar way as Lemma 3.5.
Lemma 4.4. For any (B; y) 2 FP(A) and t; u; v 2  with y = tuv; the following
hold:
(1) j0((B; t); u)j>j0(B; tu)j.
(2) I((B; t); u)j>I(B; y).
(3) If j0(B; t)j = j0(B; tu)j; then there exists a bijection  : 0(B; t) ! 0(B; tu)
such that for each p 2 0(B; t), (p) 2 0(p; u).
Lemma 4.5. For any (B; y) 2 FP(A); if I(B; y) = min I(A); then it holds (1) for
any (p; q) 2 PS(Bjy); d(p; y; q) < jQj; and (2) there exists v 2  such that jvj <
(jQj+ 1)jQj2jQj2 ; (B j v) = (B j y); 0(B j v) = 0(B j y) and I(B; y) = I(B; v).
Proof. One can prove (1) as in the same way as (1) of Lemma 3.6. For the proof
of the existence of v about (2), as in the proof of (2) of Lemma 3.6, one can de-
ne functions fi : B ! (Q [ )  2Q; 16i6n, such that for each p 2 B; fi(p) =
(0(p; a0a1    ai); (p; a0a1    ai)), where v = a1    an; aj 2  for all j, and a0 = .
The assertion follows in the same way as Lemma 3.6.
Denition 4.6. For each 06i6jQj, two integers o4(i) and o5(i) are dened inductively
as follows:
(1) o4(0) = jQj − 1 and o5(0) = (jQj+ 1)jQj2jQj2 − 1.
(2) For 0< i6jQj,
(2.1) o4(i) = (jQj − i + 2)(jQj+ 1)jQj23jQj2 (o4(i − 1) + 1);
(2.2) o5(i) = (jQj+ 1)2jQj25jQj2 (o5(i − 1) + 1).
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Proof. (1). As for Lemma 3.8, one can prove o4(m)< tm((m+1)! +(m−1)! )6tm(m+




(m + 2)m < 23m
3+(m2+m) log(m+2); where t = (m + 1)m23m
2
: (2). It
holds o5(m) = rms + rm−1 + rm−2 +   + r < 2rms = 2(m+ 1)2m225m3 (m+ 1)m2m2 =
25m
3+m2+(2m2+m) log(m+1)+1, where r = (m+ 1)2m25m
2
and s = (m+ 1)m2m
2
.
Main Lemma 2. For any (B; y) 2 FP(A); there exist A(B; y)PS(B j y) and
E(B; y) 2 MRE() to which the following hold:
(1) For any (p; q) 2 A(B; y), d(p; y; q)6o4(I(B; y)).
(2) S(E(B; y))6o5(I(B; y)), and for any k>0; it holds that (B jE(B; y)(k)) =
(B jy), 0(B jE(B; y)(k)) = 0(B jy) and for any (p; q) 2 PS(B jy)− A(B; y),
d(p; E(B; y)(k); q)>k.
Proof. The proof is by induction on I(B; y). When I(B; y) = min I(A), the assertions
are clear by Lemma 4.5. Let I(B; y) > min I(A). We consider two cases as in the
proof of Main Lemma 1. For Case (1), the arguments are the same as in the proof
of Main Lemma 1. Now we consider Case (2). Let (w1; : : : ; wn) and for all 16i6n,
Bi, wi = uiai, A(Bi; ui), E(Bi; ui), A(Bi; wi) and E(Bi; wi) be as in the proof of Main
Lemma 1. We consider two subcases of Case (2) as there.
Case (2.1): n6(jQj+ 1)jQj23jQj2 − 2. The assertions can be proved as in the proof
of Main Lemma 1.
Case (2.2): n>(jQj+1)jQj23jQj2−1. We put b = 2jQj2−1 and c = (jQj+1)jQj23jQj2−
2. For each 16i6c, let gi be the function from B to Q  2Q  2Q such that for any
p 2 B; gi(p) = (0(p;w1   wi); (p;w1   wi); f(A(B1; w1)   A(Bi; wi))(p)). Since
jfh j h : B ! Q  2Q  2Qgj − jfh j h : B ! Q  2Q  2Q, and for h(B) = (A; C; D),
C =  or D = g6(jQj + 1)jQj4jQj2 − 2jQj, there exist d1; : : : ; db such that 16d1 <
d2 <    < db6c and gd1 =    gdb . As in the proof of Main Lemma 1, we dene
the set (B; y) = f(i1; j1); : : : ; (id; jd)g with d>1; n− jd6c, and for each 16k6d; (c+
1)(j − 1) < ik < jk < k(c + 1). As in the proof of Main Lemma 1, we dene
A(B; y)PS(B jy) and E 2 MRE(). Now as in the proof of Main Lemma 1, one
can prove the following claim.
Claim 2. (8) For any (p; q) 2 A(B; y); d(p; y; q)6o4(I(B; y)). (9) For any k>0;
it holds that (B jE(k)) = (B jy); 0(B jE(k)) = 0(B jy); and for any (p; q) 2
PS(B jy)− A(B; y); d(p; E(k); q)>k.
To complete the proof of Main Lemma 2, we develop the same arguments as in the
proof of Main Lemma 1 expect the denition of each function hb; 16b6d, which
should be as follows: hb : B ! Q  2Q  2Q, where for any p 2 B; hb(p) =
(0(p;w1   wjb); (p;w1   wjb); f(A11A12A21A22   Ab1Ab2)(p)). Then as in the proof
of Main Lemma 1, one can complete the proof of Main Lemma 2.
The following theorem can be proved as Theorem 1, where (4) and (5) are new
types of characterizations about the unlimitedness of distance automata.
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Theorem 2. For any zero-deterministic distance automaton A = h;Q; ; S; F; di; the
following ve conditions are equivalent.
(1) A is not limited.
(2) There exists E 2 MRE () such that S(E) < o5(A) and for any integer k>0;
E(k) 2 L(A) and d(S; E(k); F)>k.
(3) There exists E 2 MRE () such that for any integer k>0; E(k) 2 L(A) and
d(S; E(k); F)>k.
(4) There exists w 2 L(A) such that d(S; w; F)>o4(A).
(5) There exists w 2 L(A) such that jwj6o6(A) and d(S; w; F)>o4(A).
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