The paper is concerned with sets of Bernoulli distributions which are closed under substitutions of independent random variables into Boolean functions from a given set (an algebra of Bernoulli distributions). A description of all finite algebras of Bernoulli distributions is given.
Introduction
Mathematical cybernetics has long been concerned with the problem of transformation of discrete random variables -here we mean the problem of producing random variables with required distributions by substitution of independent random variables with given distributions into some function. One of the early statements of the problem in this form can be tracked back, for example, to Bukharaev [1] .
Consideration of similar problem leads naturally to problems of expressibility of some distributions in terms of the other ones. Such problems can be conveniently phrased in the language of universal algebras: to each transforming function there corresponds some operation on the set of distributions. This, in turn, defines on the set of distributions an algebra in which one may consider subalgebras generated by various sets. Salimov [3] seems to be the first to formulate such problems in similar terms.
Even though the algebras of distributions of random variables have in general been considered over various finite sets, in the present paper we shall be concerned only with Bernoulli random variables, whose transformations are effected by Boolean functions. Such problems have been studied extensively, especially in the case when the components of the distribution are rational (see, for example, Kolpakov [2] ).
Apart from the problem of expressibility of random variables, emphasis was also placed on the approximation; that is, the possibility of construction of a random variable whose distributio is arbitrarily close to the required one. Actually, the approximation problems are reduced to the study of the set of limit points in algebras of distributions. It is remarkable that for sufficiently simple systems of Boolean functions the induced algebras of distributions can be everywhere dense in the set of distributions. For example, Skhirtladze [4] showed that any nondegenerate distribution generates an everywhere dense algebra under transformations of functions from the "conjunction, disjunction, negation" system. Different variants are also possible: in particular, under substitution into linear functions, any finite set of Bernoulli distributions generates an algebra of distributions with a unique limit point (which is the uniform distribution); there also exist systems of operations that generate, for example, algebras with countable number of limit points; such algebras are not everywhere dense. For more details, see [6] .
Among various configurations of limits points of algebras of distributions, of special interest are the cases when there are no limit points at all in an algebra of distributions: this is the case of finite algebras of distributions. Relatively simple examples of such algebras can be easily constructed, but it is far from being evident whether such examples exhaust all possible finite algebras of distributions.
In the present paper we put forward conditions under which an algebra of Bernoulli distributions is finite. From these conditions it follows that finite algebras are rare in a sense: any finite algebra can be informally regarded as "degenerate" -either by the structure of its base set or from the properties of its signature.
Definitions and basic properties
Let be a Bernoulli random variable with values in the set {0, 1}. Then its distribution is a two-dimensional vector ( 0 , 1 ), where 0 ⩾ 0, 1 ⩾ 0, 0 + 1 = 1. Such a vector is uniquely specified by any of its two components; for definiteness, in what follows, we assume that this is the component 1 (
where ( , 1) = and ( , 0) = 1 − . So, each operation ( 1 , . . . , ) indices the mapping( 1 , . . . , ) from into defined in (1) . Let be some set of Boolean functions. We definê= {̂| ∈ }. Then ⟨ ,⟩ is the algebra of Bernoulli distributions induced by the set of Boolean functions .
The algebra ⟨ ,⟩ contains proper subalgebras. In the present we study finite subalgebras of the algebras ⟨ ,⟩; that is, the subalgebras ⟨ ,⟩ with finite set . A trivial example of a finite subalgebra with signatureî s the algebra of degenerate distributions ⟨{0, 1},⟩. It is easy to check that this subalgebra is isomorphic to the algebra ⟨{0, 1}, ⟩ consisting of Boolean constants 0 and 1 and with the set of Boolean functions .
Some evidence for the existence of such subalgebras (in somewhat different terms) was given already by Bukharaev [1] .
Consider some properties of operations from̂and algebras of Bernoulli distributions.
Given a Boolean function ( 1 , . . . , ) ∈ , we denote its subfunctions (0, 2 , . . . , ) and (1, 2 , . . . , ) by 0 and 1 , respectively. It is easy to see that̂can be expanded in analogy with the expansion of in its first variable:( 1 , . . . , ) = (1 − 1 )̂0( 2 , . . . , ) + 1̂1 ( 2 , . . . , ).
In particular, if̂0 =̂1, then̂=̂0 =̂1. 
It is easy to check that ( ( ),) = ( , ). (1) for̂contains at least one term of the form ( 1 , 1 ) ⋅ ⋅ ⋅ ( , ) with some 1 , . . . , ∈ {0, 1}. That this term is positive for 1 , . . . , ̸ ∈ {0, 1} is immediate. Taking into account that the remaining terms involved in̂are nonnegative, we see that( 1 , . . . , ) > 0, contradicting the above assumption. So, the equalitŷ ( 1 , . . . , ) = 0 implies that ≡ 0.
By duality arguments we see from Lemma 1 that ≡ 1 by the equality( 1 , . . . , ) = 1. The lemma is proved.
In the proof of the next lemma we use the machinery of Markov chains. Recall their definition and some properties (for more details, see [5] ). By a Markov chain with two states 0 and 1 and the initial distribution (1 − , ) we mean a system which at each time instant ∈ ℕ is in the states 0 and 1 with the probabilities 1 − ( ) and ( ), respectively, and moreover, 
holds for any = 1, . . . , and any 1 , . . . , −1 , +1 , . . . , ∈ \ {0, 1}.
Proof. Let ∈ , ∈ {1, . . . , } be as in the lemma and let 1 , . . . , −1 , +1 , . . . , ∈ \ {0, 1}. We choose some 0 ∈ \ {0, 1} and consider the sequence defined by +1 =( 1 , . . . , −1 , , +1 , . . . , ). We set
The matrix equality (1 − +1 , +1 ) = (1 − , ) easily follows by expanding the function̂with respect to the th variable. So, are the probabilities of finding the Markov chain with matrix in the second of the two states after steps. Since all lie in and since is a finite set, such a Markov chain cannot be arbitrary.
If the chain under consideration is periodic, then(. . . , −1 , 0, +1 , . . . ) = 1 and(. . . , −1 , 1, +1 , . . . ) = 0. Using these equalities, expanding in the th variable, and employing Lemma 2 to subfunctions of − 1 variables, one easily derives the equality =̄.
If the chain under consideration is decomposable, then is the identity matrix. In this case = by the above arguments.
In the remaining cases, as was already pointed out, the Markov chain under consideration has a unique stationary distribution (1 − , ) satisfying (1 − , ) = (1 − , ) . Since the set \ {0, 1} contains at least two different distributions that cannot be both stationary for the matrix , it follows that the matrix should define the Markov chain converging for some initial distributions after a finite number of steps (that is, there exists such that ( ) = for ⩾ ).
According to [7] , a necessary condition that a Markov chain converge after a finite number of steps is that have a zero eigenvalue. This is equivalent to saying that the determinant of is zero. Setting = (. . . , −1 , 0, +1 , . . . ) and =(. . . , −1 , 1, +1 , . . . ), we have 1 − 1 − = 0, which implies that = , the result required in the lemma.
Unary algebras
In addition to the aforementioned finite algebras in which the base set lies in {0, 1}, a simple example of finite algebras is given by the algebras induced by functions essentially depending on at most one variables.
It is easy to see that if the signaturêcontains only functions induced (up to nonessential variables) by the functions 0, 1, and, then the closure of any finite set of distributions with respect to operations fromĝ enerates the algebra ⟨ ,⟩, which is a fortiori finite. This algebra is unary, since the functions from̂are in fact functions of one variable or constants.
It is almost obvious that the set satisfies the following conditions: if 0 ∈ , then 0 ∈ ; if 1 ∈ , then 1 ∈ ; if̄∈ , then = {1 − | ∈ }.
The construction of such finite algebras is simple and does not present any points of special interest.
Nonunary algebras
The case when the set contains functions with two or more essential variables seems to be more interesting. In this setting it turns out that the base set of a finite algebra may contain at most three elements. Moreover, the following result holds.
Theorem 1. Let contains functions depending essentially on more that one variable and let the induced by
algebra ⟨ ,⟩ be finite. Then | \ {0, 1}| ⩽ 1.
Proof. Let ( 1 , . . . , ) ∈ depend essentially on more than one variable. Assume that there exist , ∈ \ {0, 1}, ̸ = . Setting( , . . . , ) = ℎ, we claim that( 1 , . . . , ) = ℎ for an arbitrary tuplẽ = ( 1 , . . . , ) ∈ {0, 1, } .
We argue by induction on the number of components iñthat differ from . In the case = 0 (that is, when all components are equal to ), the assertion is true by the definition of ℎ.
Assuming that this result holds for = , we show that it holds for = + 1. Consider all tuples̃for which all the components distinct from stand on fixed + 1 places: for convenience, we shall assume that these are the first + 1 places (in the remaining cases the argument is similar). So, 1 , . . . , +1 ∈ {0, 1}, So, the values of( 1 , . . . , ) are equal on all tuples which contain precisely one 1 among 1 , . . . , +1 . We denote this value by ℎ 1 . Similarly, using (2) we see that the values of( 1 , . . . , ) agree on the tuples̃with arbitrary fixed number of 1's among 1 , . . . , +1 . We denote by ℎ the value( 1 , . . . , ) provided that the number of 1's among 1 , . . . , +1 is precisely . Now (2) can be rewritten as
We claim that in fact we have ℎ 0 = ⋅ ⋅ ⋅ = ℎ +1 = ℎ. By Lemma 3 for any = 0, . . . , , 
Expanding the functions in the first variables and using the above notation ℎ , one can write equalities (4) as follows
Let us now show that the similar equalities 
, ).
However, they in general are not direct consequences of the above results. For = these equalities are satisfied. We claim that if they hold for = , that is,
then they are also satisfied for = − 1.
The sum from the left of (6) can be written as
Applying similar transformations on the right, equalities (6) for = 0, . . . , − 1 can be written in the form
We replace in equality (6) all symbols by + 1. Then, for = 0, . . . , − 1,
Using the expansion ( +1 ) = ( ) + ( −1 ), these equalities can be written as
Subtracting equalities (8) from equalities (7), we get, after some algebra, for = 0, . . . , − 1,
Since ̸ = , the equalities can be divided by − , obtaining thereby
From (3) it readily follows that ℎ −ℎ +1 = 1 (ℎ −ℎ) for all . Substituting these relations into (9) and multiplying the equality by , we get the equality
from which it easily follows that for all = 0, . . . , − 1
So, if equalities (5) are fulfilled for = , then they are also fulfilled for = − 1. Hence, they are satisfied for all = 0, . . . , . In particular, for = 0 and = 0, we get
In fact, this is the equality ℎ 0 = ℎ 1 . In view of (3), from this equality we find that ℎ 0 = ℎ 1 = ℎ. A repeated application of (3) shows that ℎ 0 = ⋅ ⋅ ⋅ = ℎ +1 = ℎ. So, we have shown that( 1 , . . . , ) = ℎ for all tuples̃that contain precisely + 1 components that differ from . By induction we get( 1 , . . . , ) = ℎ for all tuples̃∈ {0, 1, } , and in particular, for the tuples̃∈ {0, 1} . But for such tuples( 1 , . . . , ) ∈ {0, 1}, which implies that ℎ ∈ {0, 1}. Hence, by Lemma 2, the function is a constant, but this contradicts the fact that depends essentially on more than one variable. This contradiction shows that the assumption that there exist , ∈ \ {0, 1}, ̸ = , were false. The theorem is proved.
In addition to the case ∩ {0, 1} ̸ = ⌀ to be considered below, algebras in which the set is a singleton ̸ ∈ {0, 1} are also possible. For each function ∈ , such a number should satisfy the equation( , . . . , ) = . This equation is certainly algebraic, because is an algebraic number.
It suffices to simply construct singleton algebras. Consider the Boolean functions of three variables 1 , 2 , 3 defined in the table. , {,}⟩ are finite algebras.
Algebras with degenerate distributions
As was already pointed out, for any tuple of Boolean functions, ⟨{0, 1},⟩ is a finite algebra. It turns out that the case when a finite algebra contains both degenerate and nondegenerate distributions implies quite stringent constraints on the inducing set of Boolean functions.
Recall that a Boolean function ( 1 , . . . , ) is linear if it can be written as
, where ∈ {0, 1}. We denote by the set of linear Boolean functions.
Theorem 2.
Assume that contains functions depending essentially on more than one variable and that the algebra ⟨ ,⟩ induced by is finite. Assume also that ̸ ⊆ {0, 1} and | | > 1. Then ⊆ {0, 1 2 , 1} and ⊆ .
Proof. Consider each function ∈ depending essentially on more than one variable. For each such a function, ⟨ ,⟩ is a finite algebra of Bernoulli distributions.
By Theorem 1 we have ⊆ {0, 1, }, where ̸ ∈ {0, 1}. Except the case = {0, 1}, there are three variants in which | | > 1. Two of them ( = {0, } and = {1, }) are dual; the third case ( = {0, 1, }) requires separate consideration.
Assume first that = {0, }. Then the values of̂on the tuples̃∈ {0, } also lie in the set {0, }. Given a tuplẽ∈ {0, } , we let̃↑ denote the tuple from the set {0, 1} obtained from the tuplẽby putting 1's in place of all elements . Given a tuplẽ∈ {0, 1} , we denote by || the number of 1's in the tuple. By expandinĝin the variables it is easy to verify that for all̃∈ {0, }
where the inequalitỹ⩽̃↑ is understood in the sense of the standard partial ordering on the set {0, 1} . Equalities (10) can be looked upon as a system of equations with respect to 2 unknowns (̃↑),̃↑ ∈ {0, 1} . Arranging the unknowns in the increasing order of |̃↑|, we obtain the system of linear equations with lower triangular matrix having |̃↑| on the diagonal. For ̸ = 0, such a system has a unique solution for each tuple of values(),̃∈ {0, } . To this solution there corresponds some Boolean function if and only if all its components are 0's or 1's. In the remaining cases, no corresponding Boolean function exists.
On the set of tuples {0, } we introduce a partial ordering by putting 0 ≼ and assuming that
We claim that on the set of tuples {0, } the function̂is monotone increasing with respect to the above partial ordering. Assume that() = 0 for somẽ∈ {0, } . Then from (10) we find that
Since ̸ ∈ {0, 1}, this implies that () = 0 for all̃⩽̃↑, from which it easily follows that() = 0 for all ≼.
If() = , then() = for all̃for which̃≽, since otherwise by the above we would havê () = 0. Thus proves that̂is monotone on {0, } .
It is easy to see that(0, . . . , 0) = (0, . . . , 0) = 0, inasmuch as (0, . . . , 0) ∈ {0, 1}, and sincê (0, . . . , 0) ∈ {0, }. If( , . . . , ) = 0, then ≡ 0, which contradicts the essential dependence on more than one variable. Therefore,( , . . . , ) = .
Among the tuples̃∈ {0, } we choose such that() = and, moreover,() = 0 for anỹ∈ {0, } , ≼,̸̃ =. Such tuples̃will be called lower tuples.
We claim that lower tuples cannot contain more than one element . Indeed, assume on the contrary that some lower tuplẽcontains elements equal to , ⩾ 2. Then from (10) in view of the equalities () = 0 for all̃<̃↑, we find that =() = (̃↑). For ⩾ 2 this implies that ∈ {0, 1}, which contradicts the above definition of . So, = 1, and besides, for the lower tuplẽwe have (̃↑) = 1. Assume for definiteness that there are precisely lower tuples and that in these tuples the component is on one of the first places -this can be always achieved by swapping variables of the function .
Let us show that for each a unique (up to permutation of variables) function such that̂is monotone increasing on {0, } and has precisely lower tuples, is linear, and moreover, the equality = 1 2
holds for the functions essentially depending on two or more variables.
Consider the function ( 1 , . . . , ) = 1 . For this function we have() = 1 . This implies that̂is a monotone increasing function on {0, } which has precisely one lower tuple ( , 0, . . . , 0). By the unique solvability of system (10), for the function , which depends essentially on two or more variables, the function cannot have fewer than two lower tuples. , . . . ,
Hence, clearly, the function̂is monotone increasing on {0, 1 2 } and has precisely lower tuples. By the unique solvability of system (10), we see that ( 1 , . . . , ) = 1 + ⋅ ⋅ ⋅ + (mod 2) up to relabeling of the variables. So, in the case = {0, } we have proved that ∈ and = 1 2
. Assume now that = {1, }. Consider the set * = {0, 1 − } and the function * which is dual to the function . From Lemma 1 it follows that ⟨ * , * ⟩ is also a finite algebra. By the above * ∈ and 1 − = The equality() = ∈ {0, 1} for an arbitrary tuplẽimplies that (0, . . . , 0) = =(), and hence the values of() for all̃∈ {0, } lie in the set { (0, . . . , 0), } (that is, in the set {0, } or in the set {1, }).
In the first case, the conclusion of the theorem follows from the above. So, assume further that() ∈ {1, } for̃∈ {0, } .
Consider for the same the values of̂on the set {1, } . If() = ∈ {0, 1} for some tuplẽ∈ {1, } , then as before from equalities (10) and Lemma 2 it follows that (1, . . . , 1) = . So, all values of̂lie either in {1, } or in {0, }. In the first case, the conclusion of the theorem follows from the above. So, we assume further that() ∈ {0, } for̃∈ {1, } .
On the set {0, } we use the above partial ordering, where the ordering 1 1 ≼ is used for the values of the function. On the set {1, } , we introduce the partial ordering, using the ordering ≼ 1 for the values of the components of tuples from {1, } , and the ordering ≼ 0 for the values of the function̂on the set {1, } . With these definitions, the function̂is monotone increasing on each of the sets {0, } , {1, } .
A tuplẽ∈ {0, } will be called lower if() = and if() = 1 for anỹ∈ {0, } ,̃≼,̸̃ =.
A tuplẽ∈ {1, } will be called upper if() = and if() = 0 for anỹ∈ {1, } ,̃≽,̸̃ =. It is easy to see that 1 − |̃↑| ⩾ 1 − ⩾ (1 − ) −|̃↓| . Moreover, for ̸ ∈ {0, 1} the equalities are possible only in the case |̃↑| = 1 (we also have here |̃↓| = − 1, but for further analysis this fact is immaterial).
So, we have proved that the lower tuples in {0, } contain precisely one component equal to . Now the equality = 1 − |̃↑| becomes the equality = 1 − , which implies that = 1 2
.
As before it can be shown that the function, being induced by the function ( 1 , . . . , ) = 1 + ⋅ ⋅ ⋅ + + 1 (mod 2), is monotone increasing on tuples from {0,
