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An Inductive Approach to Calculate the MLE for the Double 
Exponential Distribution 
 
W. J. Hurley 
Royal Military College of Canada 
 
 
Norton (1984) presented a calculation of the MLE for the parameter of the double exponential distribution 
based on the calculus. An inductive approach is presented here. 
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Introduction 
Norton (1984) derived the MLE using a calculus 
argument. This article shows how to obtain it 
using a simple induction argument that depends 
only on knowing the shape of a function of sums 
of absolute values. Some introductory 
mathematical statistics textbooks, such as Hogg 
and Craig (1970) give the answer to be the 
median – although correct, this does not tell the 
whole story as Norton points out; this is 
emphasized here. 
 
Methodology 
It is useful to review the behavior of linear 
absolute value functions and sums of linear 
absolute value functions. For example, consider 
the function 
 
.8.1)( xxg −=  
 
Its graph is shown in Figure 1. Note that it has a 
V-shape with a minimum at x = 1.8. Now 
consider a sum of two linear absolute value 
terms: 
 
.2.38.1)( xxxh −+−=  
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Plots of this function and its components, |1.8 - 
x| and |3.2 - x|, are shown in Figure 2. Note that 
h(x) takes a minimum at all points in the interval 
1.8 ≤ x ≤ 3.2. 
 
The MLE 
The double exponential distribution is 
given by 
 
1( ) , .
2
xf x e xθ− −= − ∞ < < ∞  
 
For the sample { },,...,, 21 nxxx  the log-
likelihood function is 
 
.)2/1ln()(  −−=
i
ixn θθ  
 
Maximizing this function with respect to θ is 
equivalent to minimizing 
 
.)(  −=
i
in xg θθ  
 
 To obtain the MLE for general n, begin 
with the case n = 1 where 1 1( ) .g xθ θ= −  This 
function has a minimum at 1,xθ =  hence, for n 
= 1, the MLE is 
 
.1x
MLE
=θ  
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Figure 1: Plot of g(x) = | x - 1.8| 
 
Figure 2: Plot of h(x) = |1.8 - x| + |3.2 - x| 
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Now, consider the case n = 2. For the purposes 
herein it is useful to order the observations, thus, 
suppose that the sample is { })2()1( , xx  where 
.)2()1( xx <  The value of θ which minimizes 
must now be found using 
 
.)( )2()1(2 θθθ −+−= xxg  
 
 Based on the above, this function takes 
the form 
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and has a minimum at any point θ in the interval 
.)2()1( xx ≤≤ θ  Hence the MLE for n = 2 is 
 
(1) (2)(1 ) , 0 1.
MLE x xθ λ λ λ= + − ≤ ≤  
 
For this case, the median is defined ( ) 2/)2()1( xx +  and is a solution, but it is not the 
only solution. 
Next, consider the case n = 3 with an 
ordered   sample   .)3()2()1( xxx ≤≤    Using  the 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
same graphical analysis, it can be shown that 
 
θθθθ −+−+−= )3()2()1(3 )( xxxg  
 
has a unique minimum at ,)2(x=θ  the median. 
In the case n = 4, the solution is 
 
(2) (3)(1 ) , 0 1.
MLE x xθ λ λ λ= + − ≤ ≤  
 
Thus, the median is a solution, but not the only 
solution. 
 
Conclusion 
Extending the argument for general n is 
straightforward. It is the median, ,)2/)1(( +xx  if n 
is odd and the generalized median, 
,)1( )12/()2/( +−+ nn xx λλ  when n is even. 
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