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It is of interest in automatic control and in circuit theory to be able to tell whether 
a nonlinear system has the following property, basic to many engineering discussions: 
that if wi , wa , . . . are the frequencies present in the input, then the output contains 
at most the frequencies of the form 
with ki integers. In the present work sufficient conditions for this property to occur 
are given for two important classes of nonlinear systems containing a single non- 
linearity. These conditions are, roughly, that the nonlinearity be sufficiently smooth 
and that a certain function arising from the linear part of the system have an integral 
less than unity. 
1. INTR~DUCTI~N 
In this paper we study the harmonic analysis of two nonlinear integral 
equations that often arise in control and circuit theory. Our aim is to justify, 
whenever possible, the application to these equations of the following assump- 
tion, often made in engineering discussions: that if the forcing function of 
(input to) a nonlinear system consists of one sinusoid of frequency w, then 
the frequency components of the output of the system are limited to the 
harmonic frequencies 0, w, 2~0, 304 . . . . or, more generally, that if wi , w2 , . . 
are the frequencies present in the input, the output contains at most the 
“harmonic” frequencies of the form 
with k, integers. 
This assumption is of course not always true, since it is known that non- 
linear systems forced by sinusoids can give rise to outputs with subharmonic 
245 
246 BEN6 AND SANDBERG 
components. Nevertheless, assumptions of this kind are basic in derivation 
of the well-known Manley-Rowe power relations [1], and in justification of 
the describing function method [2]. Th eu- validity has not been extensivel! 
discussed. The general question arises, then: LVhen are the frequency 
components of the output of a nonlinear system restricted to the “harmonics” 
of the input? We shall give a partial answer to this query for two classes 
of nonlinear systems, described in Section 2. 
2. Two SONLINEAR SYSTEMS 
A general class of nonlinear servomechanisms is governed by the integral 
equation 
(1) 
where # represents a time-variable nonlinear element, c(t) is an impulse 
response function, and y(t) is an input signal. For example, the input and 
output signals for the familiar nonlinear control system shown in Fig. 1 are 
FIG. 1 
related by Eq. (l), and it can be seen, more generally, that Eq. (1) governs 
many important physical systems containing linear time-invariant elements, 
and a single nonlinear time-variable element. In cases where the “error” 
signal c(t) entering the nonlinear element is the focus of interest, Eq. (1) 
takes the equivalent form 
4t) = r(t) + jx c(t ~ u)#[E(u), u] du. 
--3c 
A second general class of nonlinear systems is described by the equation 
$[x(t), t] = jm c(t - +@) du 1- y(t), 
--m (2) 
with $, c(t), and y(t) as before. Equation (2) arises in the theory of signal 
transmission through a general electrical network containing linear time- 
invariant elements, and a single time-variable nonlinear resistor, shown 
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in Fig. 2. It is known that all the currents and voltages in such a network 
can be calculated by straightforward procedures once the current x(t) through 
the nonlinear resistor has been determined. A direct application of Thevenin’s 
FIG. 2 
theorem shows that x(t) satisfies Eq. (2) when # is interpreted as the non- 
linear resistance, 
C(m) = Srn c(t)eciwt dt 
--do 
is the Thevenin impedance, and r(t) represents the ThCvenin voltage source 
associated with the linear part of the network. 
We conclude this section by giving an extremely simple example adapted 
from Hughes [3], which shows that subharmonic components can occur 
in the solution x(t). The example illustrates a well-known phenomenon, 
and it is included here not as a novelty, but in order to emphasize that the 
engineering assumption being discussed here can turn out to be false in 
some very simple and ordinary systems, not easily distinguished from those 
in which the assumption is true. The example is the feedback control system 
depicted in Fig. 1 with 
/ 
u - 6 sgn u IUI 29 
#(L(U) = sgn u . ! u Ill2 +,<Iul<9 
2+l IUI <t 
9 1 
y(t) = pj - 2 cos 2t 
x(f) = 4 sin t 
and C(w) any Fourier transform of an integrable function with 
C(0) = 0 
C(1) = 4. 
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For example, the fourth order filter 
would suffice. 
That x(t) is a solution of Eq. (1) can be verified from the identity 
2 + sin t = (4 sin t + Q - &cos 2t)‘j2. 
We observe that 
x(t) + y(t) = 4 sin t + Q -- 3 cos 2t 
+<4sint+$-icos2t<9 
so that only the range * < u < 9 of the definition of $ is of import for the 
example. The function # was fully defined in order to show that it could 
meet a Lipschitz condition, not met by 
4(u) = sgn U. 1 u ill’. 
3. ALMOST-PERIODIC FUNCTIONS AND THEIR SPECTRA 
A continuous function f(t) defined for real arguments t is said to be almost- 
periodic [4] if for every E > 0 there exists a real number I > 0 such that 
every interval of length I on the t-axis contains at least one number 7 such 
that 
lf(t + T) --f(t) I < 5 all t. 
Let QI denote the space of real-valued almost-periodic functions. The space 
G’ can be described in many equivalent ways. We shall make frequent use 




The harmonic analysis of a solution x(t) of Eq. (1) or (2) will be carried 
out in the space Q!, under the assumption that y(t) and I,!I[u, t] are themselves 
almost-periodic. The almost-periodic functions are a natural generalization 
of the continuous periodic, and they fit in particularly well with the present 
endeavor. We mention the following properties of 6Z: 
(i) Members of 6Y are bounded and uniformly continuous. 
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(ii) Sums and products of members of CZ belong to a, as do uniform 
limits of sequences of elements of 67. 
(iii) If x(t) and y(t) are two elements of CY, then the limit 
exists. 
(iv) All continuous periodic functions belong to a. If we choose y(t) = e-i”t 
in (iii), we find that the Fourier coeficients 
1 = 
k 2T J’ 
x(t)e-iAt dt = a,(h) P-T 
exist, and it is a theorem that 
(v) If x(t)EOT, th en at most countably many Fourier coefficients of x(t) 
are different from zero. 
The spectrum d, of x(t) E G2 is the set of all /\ such that 
~2 & j”TTx(t)eriA’ dt = a,(x) # 0. 
By a bound on the spectrum A, we mean a set S containing A,. 
(vi) If x(t) E @, then the squared moduli of the Fourier coefficients a,(h) 
are related to the “total power” by Parseval’s relation: 
lim J- j’ 
=+a, 2T pT 
The set (1, should be thought of heuristically as the set of frequencies at 
which x(t) has nonzero power. 
Let S be any set of real numbers, to be viewed intuitively as frequencies. 
The “additive closure,” or group generated by S, is the set1 
1 The closure operation is used in the sense of E. H. Moore (see G. Birkhoff [5, p. 49]), 
not in the topological sense. In Moore’s sense, a closure is an operation on subsets 
with the properties 
(i) 8 > S (extensive) 
(ii) S = 9 (idempotent) 
(iii) R > S implies R > s (isotone). 
2 
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\Ve remark that if there exist limit points of S, or if S contains two numbers 
of irrational ratio, then s is dense in the real numbers. Of course if S is 
restricted to a lattice, then 3 is restricted to a lattice. The practical significance 
of this closure operation is this: if $ is a suitable nonlinear function, and x(t) 
is a function whose frequency components are restricted to S, then we may 
expect the frequencies present in $(x(t)) to be confined to s. Of course, if the 
nonlinearity depends explicitly on time, then additional frequency components 
may appear in $[x(t), t] which are not in 3, and these will have to be accounted 
for in another way. 
4. SUMMARY 
Equations (1) and (2) are first studied for the existence and uniqueness of 
solutions, in Section 5. Sufficient conditions are stated under which there 
exist unique bounded measurable solutions to these equations, when the 
input y(t) is bounded and measurable. These results are established by the 
principle of contracting mappings, without any reference to any harmonic 
analysis of either the input y(t), the time-variable element $[u, t], or the 
output x(t). 
In the second half of the paper we have considered separately the problem 
of describing the spectrum of solutions x(t) of (1) and (2), and we have 
restricted ourselves to giving a qualitative theory of the harmonic analysis of 
x(t), rather than a quantitative one. By this we mean the following: To be 
sure, the space /Y of almost-periodic functions provides, in the Fourier 
coefficients a,(X), machinery for the measurement of spectral magnitudes, 
that is, in engineering terms, a way of saying how big the frequency com- 
ponents are, or how much power there is in each. Nevertheless we shall be 
concerned only with the problem of describing the frequencies at which 
power can reside. The reasons for such a restriction are natural enough: 
~~ ____--. .--.~~~___~~ --.__~ ---~~ 
It can be verified that the operation defined above has these properties. The axioms 
of topological closure of Kuratowski, however, are the following: 
(a) 0 = 0 (0 = empty set) 
(b) s 2 5’ (extensive) 
(c) 5 = S (idempotent) 
(d) =S = R u s (distributive). 
By taking R = {integers}, and S = {x : integers} we see that R y R and 9 = S, 
but CS is dense and R u s is not. Thus our closure operation satisfies the first 
three Kuratowski axioms, but not the distributive one. It is easily seen, though, 
that the inequality 
holds for all R and S. 
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first, the quantitative aspects of harmonic analysis do not enter the problem 
we have set, and second, the calculation (or merely, the estimation) of spectral 
magnitudes in nonlinear systems is very hard, and presently far from solved. 
The rest of our results can be summarized informally, as follows: if the 
contraction condition used to establish existence and uniqueness (i.e., the 
hypotheses of Theorems 1 or 2) is met, then for r(t) almost-periodic, and 
#[u, t] almost periodic in t and Lipschitz in u uniformly in t, the solution of 
Eq. (1) or (2) (respectively) is almost-periodic and its spectrum is contained 
in a set that is simply related to the spectra of y(t) and #[u, t] and to the 
zeros of C(U). If y(t) and #[u, t] are in fact periodic in t, with the same period, 
and the hypotheses of Theorems 1 or 2 are satisfied, then A, c 6, (i.e., x(t) 
is periodic with the same period). For the example discussed in Section 2 
the contraction condition is not met. 
In Section 6, various auxiliary results are proven whose general purpose 
is to shed light on the harmonic analysis of the solution x(t), when that of the 
input y(t), and that of the element $[u, t], are known. In particular, we 
assume that these functions are almost-periodic, and we look for conditions 
under which x(t) is also, and for bounds on the spectrum A,. To this end, 
it is first shown that the set of almost-periodic functions whose spectra are 
included in a given set is closed. Second, it is proved that if #[u, t] is suitably 
continuous, then the function w(t) delined by 
w(t) = vwt), tl 
is almost-periodic if z(t) is, and we give an outer bound on the spectrum 
A, in terms of A, and the frequencies introduced by the time-dependence 
of $[u, 4. 
The way these auxiliary results are used is best described by an example, 
furnished say by Eq. (1) with #[u, t] independent of t, 
x(t) = jm c(t - +,Qh) + ~(41 du 
--m 
= Ax(t). 
Now under conditions to be made precise in Theorem 1, this equation is 
equivalent to another equation 
x(t) = jm ha(t - u)WW + r(u)3 - du>> du 
-co 
= Hx(t), 
where a is a real number, and the second identity defines the operator H, 
with the property that H is a contraction. Short of determining the spectrum 
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A, entirely, a useful approach appears to be to try to find as small a set A as 
we can with the demonstrable property of including 11,. , 
Such a course recommends itself further when we recall that, in general, 
the effect of nonlinear operations and of forcing terms is to add new spectral 
components. Indeed, this fact suggests that as a candidate for A we pick the 
smallest set S we can find such that 
A, G S implies A,, G s, z(t) E a, (3) 
i.e., one such that if H is applied to a function with spectrum contained in S, 
then no new spectral components (frequencies) arise which were not already 
in S. It will follow from our auxiliary results that H preserves the property 
of being almost-periodic, and that of having a spectrum contained in il. 
The successive approximations xn(t) = E&-r(t) can then be carried out 
in the closed set of functions having spectra included in A, and so if .r(t) 
is the fixed point of H, we find (1, G A. It remains only to give the tightest 
possible bound on the spectrum of x(t) attainable by these methods, i.e., 
the smallest suitable 5’. We continue with the example to illustrate how this 
is done. 
Suppose that z(t) E (2 has its spectrum A, included in a set S, 
A, c s. 
Let us seek an outer bound to the spectrum of Hz(t). The spectrum of 
z(t) -+-y(t) is certainly contained in A, u A,, and (Theorem 3) if $[u] is 
continuous, 
__- 
A yl[r+y] s 4 ” 4, 
so that also 
-__ 
A p[z+LI--a2 s 4 ” 4,. 
Now passage of $[z(t) + y(t)] - az(t) through the filter whose impulse 
response is h,(t) will remove frequencies in the complement of the set A, 
of w at which the filter transmission H,(w) does not vanish (see Theorem 5): 
Thus in this case 
In general, defining a set transformation T,( . ) by 
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we see that if T,(S) c S, then fl, G S implies (1, G S, and so S satisfies (3). 
To pick the smallest set S usable in this way, we take d to be the intersection 
of all S such that T,(S) c S. If /l,= = (- co, co) it turns out that this 
intersection is fi, . By carrying out the successive approximations 
in the closed set of functions having spectra included in fl, we find that the 
unique solution x(t) of (1) has the property A, s (1. 
5. EXISTENCE AND UNIQUENESS OF SOLUTIONS 
The principle of contracting maps [6] (or contraction-mapping fixed-point 
theorem) is basic to much of the subsequent discussion. Let B = (0, p) 
be a metric space. A mapping A of 0 into itself is a contraction if there 
exists a number y < 1 such that 
for any two elements u, v E 0. The principle of contracting maps then states 
that in a complete metric space every contraction has a unique fixed point, 
i.e., an element x E 0 such that Ax = X, and further, that x = liw,, A%, 
for any z E 0. 
We use the usual notation E, for the set of real numbers. Let g denote 
the space of all bounded measurable real-valued functions defined on E, . 
With the norm 
lIzI/ =suP/z(t)l* t 
z(t) E 28 
a is a Banach space. 
It will be assumed throughout that the function #[u, t] is continuous in t 
and meets the following Lipschitz condition: There exist two constants 
CX, ,8 (/3 > 0) such that 
foranytEEi,andanyu,,u,EE,withu,>u,. 
The special function v(s) is defined in terms of the constants a, j3 above 
by the condition 
s b *(a + 8) 
s < +(a + B)’ 
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The space of absolutely integrable real-valued functions of a real variable 
is denoted byL, , and the Fourier transform of a function f(t) EL, is indicated 
by the corresponding capital letter, in this case 
F(w) = j”, e -i”ff(t) dt. 
It is assumed throughout that c(t) EL,. 
The following preliminary result will be used: 
LEMMA 1. Let f(t) ELM and F(w) # 1. Then there exists a function 
h(t) ELM with Fourier transform F(w)[l ~ F(w)]-l. 
PROOF OF LEMMA 1. It is known [7] that if f(t) EL, and inf,,, 1 1 - F(w) / :-- 0, 
there exists a g(t) of bounded total variation on (- co, co) such that 
[l -F(w)]-’ = I:, eeiwt dg(t). 
Under these conditions, it follows that 
h(t) = .I^, f(t - 7) &CT) -% 
is an element of L, which possesses the required Fourier transform. However 
since F(w) is uniformly continuous and F(W) -+ 0 as 1 w / -+ w, the inequality 
inf 1 1 -F(w) 1 > 0 is satisfied if and only ifF(w) f 1. Thus the assumptions 
in Lemma 1 imply the existence of a function h(t) EL, with the stated trans- 
form. 
Remark: In the proof of Lemma 1 g(t) has the form 
with 
i!(t) = u(t) + jt v(s) ds, v(t) E 4 
-cc 
u(t) = 1 ‘:, 
t>o 
t to’ 
We first give a sufficient condition for the existence of a unique solution 
of Eq. (1). 
THEOREM 1. Let y(t) be any function of 9, let a be a real number such that 
aC(w) # 1 for all w, where C(w) is the Fourier transform of c(t). Let h,(t) be the 
function of L, whose Fourier transform is 
C(w) 
1 - aC(w) * 
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!f 
7(4 fz I M4 I du < 1 a 
then the equation 
x(t) = jm c(t - uW[W + Y(U), 4 du 
= AiTt) 
has a wipe solution x(t) E 93, and x(t) is continuous. 
PROOF. For the purposes of this proof it is convenient to introduce the 
operator C to represent passage through the filter whose response is c(t); 
C is defined on g by the formula 
C.%(t) = jm c(t - Z+(U) du, z(t) F 9. (5) 
--7. 
Since c(t) EL, , it can be seen that C is a bounded continuous mapping of B 
into itself. Further, arguments (using Lemma 1) very similar to those presented 
in [8] show that under the conditions stated in the theorem, the operator 
I - UC 
has a bounded inverse, on 3?‘, and that 
(I - uC)-Tz(t) = jm h,(t - u)z(u) du, 
--7) 
z(t) E .g. 
Thus the equation x = Ax can be written equivalently as 
x = (I - UC)-‘(Ax - uCX), 
= Hx 
the second identity defining H on 2. It can be verified that H is map of B 
into itself. 
We next show that under the conditions of the theorem, His a contraction. 
Observe that for u(t), v(t) E B’, (with the time-dependence of #[u, t] suppress- 
4 
II Hu - Hv II < II (I - aWIC II . II ~4 + ~1 - #[v + rl - 4~ - 4 II, 
and by condition (4) 
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Since 
we have 
and H is a contraction. Thus there is a unique function x(t) E 3? satisfying 
Ax(t) = x(t) and it is clear from the form of A that x(t) is continuous. 
The next result is an analog of Theorem 1, for Eq. (2). 
THEOREM 2. Let y(t) be any function of g’, and let a be a real number such 
that C(U) # a for all w, where C(w) is the Fourier transform of c(t). Let h,(t) 
be the function of L, whose Fourier transform is 
c&J> 
C(w) --a * 
If 
1764 --(I +j- Ih,(Wj < 1 !al --Jc 
then the equation 
$[x(t), t] = y(t) t j-“, c(t - +(u) du 
has a unique solution x(t) E g. 
PROOF. Referring again to the operator C defined on g by Eq. (5), the 
conditions of the theorem imply (see [8]) by Lemma 1 that the operator 
(C - aI) 
has a bounded inverse on 8, representable by convolution with a function 
g,(t) of bounded total variation, i.e., 
(C - al)-%(t) = il, z(t - u) dga(u), 
II (C - 4-l II < JTa I &&u) I . 
Furthermore, it can be seen, as in the remark following the proof of Lemma 1, 
that 
g,(t) = ;(f, 444 ds - u(t)), 
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where u(t) is the unit step at the origin, and h,(t) is the &-function 
h,(t) = jm c(t - 4 &l(u), 
-cc 
whose Fourier transform is C(w)/[C(w) - a]. 
Let E be the operator defined on 58 by 
Ez(t) = #[z(t), t] - az(t) -y(t). 
The Eq. (2) then assumes the form 
x = (C - CZI)-~EX. 
= Gx, 
the second equality defining G on 93’. To complete the proof it suffices to 
show that under the conditions of the theorem G is a contraction. Analogously 
to the method used for Theorem 1, we observe that 
and that for z(t), u(t) E 39 (with the time-variation of #[u, t] suppressed), 
condition (4) implies 
II Gz - Gw II < II (C - 4-l II . II $[4 - #[WI - 4~ - 4 II 
< rl(4 - (1 + Srn I h,(s) 1 clsj II z - w II. 
(aI -z 
Thus G is a contraction, and there exists a unique solution x(t) E 58. 
6. AUXILIARY RESULTS 
LEMMA 2. Let S be a set of real numbers. The set of z(t) E GY? with A, c S 
is closed in the uniform topology. 
PROOF. Suppose that x,(t), n = 1, 2, . . . are a sequence of elements of 6Y, 
each with a spectrum contained in S, and such that z, + x uniformly. Let 
a#), u,(h) be the (respective) Fourier coefficients (corresponding to A) 
of x,(t) and x(t). Clearly 
By Parseval’s relation this limit is 
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Since this goes to zero with increasing n, the second term must be zero, and 
thus A, G S. 
The next result provides a natural outer bound on the spectrum of t&x(t)), 
when the spectrum of x(t) is known and #(u) is continuous. 
THEOREM 3. Let (cl(u) be a continuous function, and let x(t) E 67, Then 
z,+(t)) E CT, and 
A y(r) s A. 
PROOF. Let K > 0 be such that 1 x(t) 1 < K for all t. Let E > 0 be given, 
and choose a polynomial 
p(u) = *pjuj 
j=O 
of degree k = K(E) such that 
sup I #(u) - P(U) I < E. 
iul(K 
Since x(t) is almost-periodic, there exists for each 6 > 0 a trigonometric: 
polynomial 
such that 
sup I x(t) - &f(t) I ‘C 6. 
Then the identity 
xi(t) 
I-1 
q:(t) = [x(t) - qn(t)] 2 X-l--y t)q;(t) 
Wt=O 
implies that for j > 0, 
II xj - q:, 11 < S 2 Kj-l-rn(K + sp = O(F) 
WkO 
as 6 ---f 0, and hence 
1 +(x(t)) - &Pip:(t) / < E + S y / pj 1 s Kj-‘-“(K + S)? 
i=l W&=0 
< 6 + O(S), s - 0. 
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Obviously 
is a trigonometric polynomial whose spectrum is contained in /r, Hence it is 
possible to obtain a sequence of functions from cpl with spectra contained in 
&, converging uniformly to #(x(t)). The theorem now follows from Lemma 2. 
In studying the effect of the time-variable element #[u, t] on spectra, we 
shall require that #[u, t] be suitably smooth in u without regard to t. This 
smoothness is made precise in the 
DEFINITION : A function r(u, t) is continuous at u uniformly in t if given 
E > 0 there is a S(E) such that 1 s / < 8(c) implies 
for all t. 
I r(u + s, t) - +4 4 I < E 
We observe that the Lipschitz condition (4) used in Section 5 implies 
that #[u, t] satisfies the above definition with 
The definition is also met if #[u, t] has either of the forms 
withf(u) continuous andg(t) bounded. The first form corresponds to a time- 
invariant element f(u) preceded by a product modulator, while the second 
corresponds to an additive forcing function g(t), followed by the time-invariant 
element f(u). 
Let .z(t)EO!, let the time-dependence of #[u, t] be almost-periodic for 
each u, and consider the function w(t) defined by w(t) = #[z(t), t]. In- 
tuitively, we expect that the time-dependence in #[u, t] will introduce new 
spectral components into w(t), besides those of Aa . The importance of the 
continuity of #[u, t] in u uniformly in t lies in the simplification it brings 
to the problem of describing (1, in terms of AZ . The simplification stems 
from the following result: 
LEMMA 3. Let $[u, t] be almost-periodic in t for each u in a closed set S, 
and let it be continuous in u uniformly in t at each u E S. Let D be a countable 
dense subset of S. Then 
u &&t1 = u 4Wl * 
UES UED 
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PROOF. Take u E S and /\ E flv[u,tI , so that 
%b*tl(~) f 0. 
Now choose y E D so that 
for all t. Then ~,[,,,~(h) # 0, and h E fist,, tI. 
LEMMA 4. If #[u, t] is continuous at u uniformly in t for all u in some 
compact set S, then it is continuous in u umyormly in (u, t) E S x E,; ;f also 
“YP / $Yu, tl ( < a, u E s 
then 
;;p s;p I 44% tl I < rJ0. 
PROOF. A modification of a standard argument [9] can be used. Let 
E > 0 be given, and find, for each u E S, S(E, u) such that / s / < ~S(E, u) 
implies 
1 (cI[u f s, t] -- qqu, t] < &c 
for all t. The collection of neighborhoods 
{y: 1 y - u 1 < S(c, u)), UE s 
covers S, so there is a finite subset Q of S such that the neighborhoods 
{y: I Y ~ w I < a(~, w)}, w E T 
also cover S. Let 6 = min{S( E,w)]wET}.GivennowanyuESand]s] <S, 
there is a w = w(u) E Q such that 
1 u - w I < S(E, w) 
Hence 
/ u 1 s - w I < 26(E, w). 
for all t, and so 
I #[u, tl - #[w, tl i < & 
I au + s, tl - vqw, tl I < & 
I #[u + s, tl - e4 tl I < E 
for all (u, t) E S x E, . Also, for any u E S there is a w(u) E Q so that 
I $44 tl I G tc + “YP I $[w(u), tl / 
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THEOREM 4. Let S be a compact set, and let D C S be a countable subset 
dense in S. Let a function #[u, t] of u, t be almost-periodic in t for each u E S, 
and continuous in u on S uniformly in t. Then it can be uniformly approximated 
on S x E, by polynomials in u 
2 q&P, u E s 
m=O 
of degree independent of t, and with coejkients q,Jt) that are almost-periodic 
functions of t, with 
PROOF. By Lemma 3, it is sufficient to prove the result for D = ration- 
als n S. Furthermore, no loss of generality is incurred if the approximation 
is carried out on S = [0, 11. 
Let 0 < m < p be integers, and 
For fixed t, the Bernstein polynomial 
- Up. 
t h&4 1 
approaches #[u, t] uniformly for u E [0, I] as p + co. (Cf. Widder [lo, 
pp. 1.52-31.) 
For u E [0, l] set 
By the uniform continuity of #[u, t] in u on [0, l] Y E, (Lemma 4), it is 
clear that numbers l p exist such that 
$44 t) -=l %I u E LO, 11 
lim E 2, = 0. 
9-m 
Since 
&.,,(u) = 1, u E [O, 11 
VSO 
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we can write, for u fixed 
The first sum is not greater than Q, . The second is bounded by 
By a remark of Widder [lo, p. 1531, the sum is less than $p-iiz, while the 
indicated supremum is finite, by Lemma 4. 
7. PRINCIPAL RESULTS 
Let g(t) be of bounded total variation, and let G(w) be the Fourier-Stieltjes 
transform of g(t). 
DEFINITION. The spectrum A, of G(w) is the set 
&J: G(w) # 0) 
THEOREM 5. If z(t) E oil, and g(t) is of bounded total variation, then the 
function y(t) dejined by 
y(t) = j, 4t - 4 k(u) 
belongs to Gl, and 
This result is well known, and its proof is omitted. 
It is clear that under the assumptions of Theorem 1 the Fourier transform 
C(w) 
H&J) = r- (qw) 
can only vanish at zeros of C(U), because the denominator is bounded. Thus 
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Similarly, in Theorem 2, the Fourier-Stieltjes transform 
has no zeros, and 
1 
GrzvY = qw, _ a 
A& = E, . 
DEFINITION. Let A, , A, be arbitrary sets of real numbers. Their con- 
volution, A, * A, , is the set 
{A: h = A, + A, ) A, E (1, , A, E fl,}. 
The significance of the convolution operation is that if u(t), v(t) E 01, then 
It is apparent that * is commutative and associative, and that it is distributive 
through unions, i.e., 
Q*(RuS) =(Q*R)U(Q*LtQ 
THEOREM 6. Let z(t) be an almost-periodic function with /I z /I = Z. Let 
*[II, t] be a function of u, t which is almost-periodic in t for each u with / II 1 < Z, 
and continuous in u on 1 u 1 < Z uniformly in t. Let D be a countable dense 
subset of [ -2, Z]. Then the ,function w( . ) defked by 
is almost-periodic, and 
44 = ?wt), tl 
(1,lJ c II;, * u (1 ueD w[u.tl* 
PROOF. By Theorem 4, w(t) can be approximated uniformly by functisns 
of the form 
with q,(t) almost-periodic, and 
The result follows from Lemma 2. 
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We recall that the operator H, used in Section 5 for studying Eq. (1). 
was defined for z(t) E 97 by 
with h,(t) ELM , and that the operator G, used in Section 5 to study Eq. (2), 
was defined on 9 by 
Gz(t) = jm {#[z(t ~ 4, t - u] - az(t - u) - y(t - u)} dg&), 
--a 
with g,(t) the function of bounded total variation, whose Fourier-Stieltjes 
transform is G,(w) = [C(W) - al-l, the denominator never vanishing. 
We shall assume henceforth that #[u, t] is a function of (u, t) which is 
almost-periodic in t for each u. This assumption will not be repeated in the 
results to be stated. 
It is convenient to use the abbreviation 
this set will represent the set of frequencies introduced by the time-variable 
element $[u, t]. The operation T,( .) is defined for sets S of real numbers 
by the condition 
T,(S) = A, n (S u fl, *A), 
or, what is the same thing, 
T,(S) = A, n (S *Au *A). 
The operation LPI(.) gives an outer bound on the spectrum of Hz(t) in terms 
of that of z(t). For we have 
THEOREM 7. If z(t) E GI, then Hz(t) E Q?, and 
A,, s Tl(4). 
PROOF. Theorems 5 and 6. 
In keeping with our attempt to look for a set S such that 
A, C S implies A,, 5 S, 
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if x(t) is the solution of x = HX under the hypotheses of Theorem 1, we 
consider sets S with the property that 
T,(S) G s 
A fortiori, S then has the additional property that /1, G S implies (1,, c S, 
for any z(t) that is almost-periodic. 
THEOREM 8. Let S be any set of real numbers with the property 
T,(S) 2 s, 
and let x(t) be the unique solution of x = Hx under the hypotheses of Theorem 1. 
Then 
A, 5 s. 
PROOF. x = Ii-, H”x, where x,, is an arbitrary element of GZ. The set 
of almost-periodic functions with spectra contained in S is closed, and is 
carried into itself by H. Clearly (1, E S since x0 may be chosen so that 
AZ0 G s. 
Defining 
A= n s 
T~(S)c_S 
we find that (1, E fl. There is a less exotic, less accurate, but more easily 




T,(M) = A, n (&!I */iv *A) 
5 A, n ((/iv * A) * A). 
Since 0 E & , we have A, * A 2 A, and thus 
--- 
T,(M) c A,n &*A = M. 
THEOREM 9. If A, = (- 00, co), then M = A. 
PROOF. We know that (T, M) c M. On the other hand if S r> T,(S), then 
SI> T;(S) =(&./I,*A)*A,*A 
3 
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and hence 
s 1 (A(, * A) * A,, * ‘4 :- R * A = 111. 
Remark. In the important case in which $(u, t) is not time-dependent 
[and A, = (- co, co)], A = L&,. 
It should be observed that only sets A,,[,,,] for rational u that belong to the 
union of the ranges of the successive approximations .~,~i(t) == H-v,(t) are 
actually relevant in the proofs of Theorems 7 and 8. This union is a bounded 
set, because H is a contraction. Other improvements could be made in ob- 
taining as close an outer bound as possible on the spectrum A, of .z(t). For 
example, with 
x,(t) = 0 
the solution x(t) is 
so that, since z,,(t) has a null spectrum 
and one can then attempt a systematic analysis of the spectra ACln+ n-1” 
following the methods used for Theorem 7. 
The operation T,(. ) is defined for sets S of real numbers by the condition 
T,(S) = ((S * 4 u s u 4). 
Ta(.) gives an outer bound on the spectrum of Gz(t) in terms of that of z(t). 
This is the content of 
THEOREM 10. If z(t) E oil, then Gz(t) E ~2, and 
47, c T&L). 
PROOF. Theorems 5 and 6. 
Our final result is the analog of Theorem 8 for Eq. (2). 
THEOREM 11. Let S be any set of real numbers with the property 
T,(S) 5 S, 
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and let x(t) be the unique solution of x = Gx under the hypotheses of Theorem 2. 
Then 
A,SS. 
PROOF. The proof of Theorem 8 can be used, with G for H. Again, it is 
possible to give a relatively simple outer bound on the spectrum of the solution 
of x(t) = Gx(t) under the hypotheses of Theorem 2. Consider the set 
N = A?, u (A, * A). 
It is obvious that N u A, = N, and that fl = N. Hence T,(N) = N, 
if N * d = N. To prove the latter condition, we observe that since & is 




Hence N * A = N. 
If 0 E A, as is most often the case, the set N is minimal in an important 
sense. This is the content of 
THEOREM 12. If OE A, then 
N=&A=AuA, 
= n s. 
T,W=S 
PROOF. The fact that (I,*d = m is a matter of direct verification. 
Since T,(N) = N, to prove the remaining assertion it suffices to show that 
if T,(S) c S, then S I> Avn,. Observe that if T,(S) c S, then T:(S) E S. 
It is easy to verify that if 0 E A, 






S? (SeA)uA,~ AuA,. 
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