ABSTRACT. Let M be a complex manifold of dimension n with smooth connected boundary X. Assume that M admits a holomorphic S 1 -action preserving the boundary X and the S 1 -action is transversal and CR on X. We show that the ∂-Neumann Laplacian on M is transversally elliptic and as a consequence, the m-th Fourier component of the q-th Dolbeault cohomology group H q m (M ) is finite dimensional, for every m ∈ Z and every q = 0, 1, . . . , n. This enables us to define 
INTRODUCTION AND STATEMENT OF THE MAIN RESULTS
Let M be a complex manifold of dimension n with smooth connected boundary X. The study of holomorphic sections on M is an important subject in complex analysis, complex geometry and is closely related to deformation and embedding problems on complex manifolds with boundary (see [2] , [6] , [15] , [16] ). The difficulty comes from the fact that the associated ∂-Neumann Laplacian on M can be non-hypoelliptic and it is very difficult to understand the space of holomorphic sections. A clue to the above phenomenon arises from the following. By (−1) j dim H j (M ), an analogue of the Euler characteristic, and to prove vanishing theorems for H j (M ), j ≥ 1. The first difficulty with such an approach lies in the fact that dim H j (M ) could be infinite for some j.
Another line of thought lies in the fact that the space H q (M ) is related to the ∂-Neumann Laplacian
One can try to study the kernel of (q) (Bergman kernel) and the associated heat operator e −t (q) . Unfortunately without any Levi curvature assumption, (q) is not hypoelliptic in general and it is unclear how to study the kernel of (q) and e −t (q) .
Assume that M admits a holomorphic compact Lie group action G. The key observation in this paper is the following: If all the "non-hypoelliptic directions" of the ∂-Neumann Laplacian are contained in the space of vector fields on X induced by the Lie algebra of G, then we can show that (q) is transversally elliptic in the sense of Atiyah and Singer without any Levi curvature assumption. In this case, it is possible to study G-equivariant holomorphic sections on M , G-equivariant Bergman and heat kernels on M and to overcome the difficulty mentioned above. On the other hand, the study of G-equivariant holomorphic sections and kernels on M has its own interest and is closely related to G-equivariant deformation and embedding problems, geometric quantization theory and G-equivariant index theorems on complex manifolds with boundary. In this paper, we restrict ourselves to the S 1 -action case. It should be mentioned that it is possible to study general compact Lie group action case by using the method developed in this paper.
Suppose that M admits a holomorphic S 1 -action e iθ preserving the boundary X and the S 1 -action is transversal and CR on X. For every m ∈ Z, let H q m (M ) be the m-th Fourier component or representation of the q-th Dolbeault cohomology group with respect to the S 1 -action (see (1.9) ). We will show in Section 3 that dim H q m (M ) < +∞, for every m ∈ Z and every q = 0, 1, . . . , n. Then, the exact formula for the Euler characteristic 
We believe that our results will have some applications in complex geometry and geometric quantization theory. It should be noticed that the index formula for n j=0 (−1) j dim H q m (M ) has its own interest. Even there are many works on G-equivariant index theorems for transversally elliptic operators but on complex manifolds with boundary, there have been fewer results. Up to the authors' knowledge, our index formula is the first general result about G-equivariant index theorem for some transversally elliptic operator (∂-Neumann Laplacian) on complex manifolds with boundary. We describe our approach briefly. In Section 4, we introduce a new operator∂ β : Ω 0,q (X) → Ω 0,q+1 (X), where∂ β is a classical pseudodifferential operator of order 1 and we have is an integration of some characteristic forms over the boundary X. When m is small, we can expect that n j=0 (−1) j dim H q m (M ) should involve some integration of some characteristic forms over the domain M . In Section 7, we generalize the technique developed in [9] to∂ β case (pseudodifferential operator case) and by using the identification (1.2), we successfully establish Morse inequalities for H q m (M ). We now formulate our main results. We refer the reader to Section 2 for some standard notations and terminology used here. Let M be a relatively compact open subset with connected smooth boundary X of a complex manifold M ′ of dimension n. Let ρ ∈ C ∞ (M ′ , R) be a defining function of X, that is, and by the Assumption 1.2, J(dρ), T is always non-zero on X. In this work, we always assume that (1.6) J(dρ), T < 0 on X, where J is the complex structure tensor on M ′ .
Let Ω 0,q (M ′ ) denote the space of smooth (0, q) forms on M ′ and let Ω 0,q (M ) denote the space of restrictions to M of elements in Ω 0,q (M ′ ). For every m ∈ Z, put
where L T u is the Lie derivative of u along direction T . For convenience, we write
be the part of the exterior differential operator which maps forms of type (0, q) to forms of type (0, q + 1). Fix m ∈ Z. Since the S 1 -action preserves the complex structure J of M ′ , T commutes with ∂ and hence
We write ∂ m to denote the restriction of ∂ on Ω 0,q m (M ). We have the following ∂ m -complex
The m-th Fourier component of the q-th Dolbeault cohomology group is given by
.
We will prove in Theorem 3.5 that for every q = 0, 1, . . . , n − 1, and every m ∈ Z, we have
We introduce some notations. Let ω 0 ∈ C ∞ (X, T * X) be the global one form on X given by
For p ∈ X, the Levi form L p (with respect to ω 0 ) is the Hermitian quadratic form on T
For ever j = 0, 1, . . . , n − 1, put (1.13) X(j) := {x ∈ X; L x has exactly j negative eigenvalues and n − 1 − j positive eigenvalues} .
The first main result of this work is the following index formula (1.14)
where Td b (T 1,0 X) denotes the tangential Todd class of T 1,0 X (see Definition 5.3) .
EQUIVARIANT INDEX THEOREMS AND MORSE INEQUALITIES ON COMPLEX MANIFOLDS WITH BOUNDARY 5
By using Kohn's estimate, it is easy to see that H n m (M ) = {0} for m ≫ 1. Hence in the index formula (1.14), we only need to sum over j = 0, 1, . . . , n − 1. When m is small, we can expect that the formula
should involve some integration of some characteristic forms over the domain M . Our second main result is the following weak and strong Morse inequalities.
Theorem 1.4.
With the notations and assumptions above, for every q = 0, 1, . . . , n − 1, we have
and
(1.16)
When q = 1, from Theorem 1.4 we have 
For the definition of weakly pseudoconvex manifold please turn to Definition 2.1. If we set
and assume that M is not always weakly pseudoconvex but that the integral
then by (1.17) we still get many holomorphic functions on M which are smooth up to the boundary.
Corollary 1.6. With the same notations and assumptions as in Theorem 1.4 and we assume that
Let E be a S 1 -invariant holomorphic vector bundle over M ′ . As (1.9), we can define H q m (M , E) the m-th Fourier component of the q-th Dolbeault cohomology group with values in E. We can repeat the proofs of Theorem 1.3 and Theorem 1.4 with minor changes and deduce Theorem 1.7. With the notations and assumptions above, let E be a S 1 -invariant holomorphic vector bundle over M ′ of complex rank r. There is a m 0 > 0 such that for every m ∈ Z with m ≥ m 0 , we have 
(1. 
In the end of this section, we give some simple examples.
equipped with a natural (globally free) S 1 -action e iϕ (by acting on the circular fiber) and the S 1 -action satisfies Assumption 1.1, Assumption 1.2 and (1.5).
Assume that Ω admits a holomorphic torus action T d Ω denoted by (e iϕ 1 , . . . , e iϕ d ). The torus action T d and the S 1 -action e iϕ induce a nature S 1 -action on M ′ given by e iθ • (z, λ) = ((e iϕ 1 , . . . , e iϕ d ) • z, e iϕ • λ), where ϕ = ϕ 1 = · · · = ϕ d = θ, z denotes the coordinates of Ω and λ denotes the fiber coordinate of L * . It is easy to see that this S 1 -action satisfies Assumption 1.1, Assumption 1.2 and (1.5).
(II) Let V ⊂ C m be a complex space with an isolated singularity 0 ∈ V . Let B r ⊂ C m be a ball centered at 0 with radius r. Let V r = V ∩ B r . Suppose B r intersects V transversally. By the Sard theorem, for almost all 0 < r << 1, the boundary of V r denoted by X r is a smooth strongly pseudoconvex CR manifold. X r s are called CR links of the germ (V, 0). It is an useful approach to study the singularity through studying its CR links (see [12] ). The standard holomorphic S 1 -action e iθ • (z 1 , · · · , z m ) = (e iθ z 1 , · · · , e iθ z m ) induces a transversal CR S 1 -action on X r . Then the S 1 action on X r extends to a weakly holomorphic S 1 action on V r and 0 is the unique fixed point of the extended action ([13, Theorem 1.11, 1.12]). Let π :Ṽ r → V r be a desingularization. The S 1 action on V r lifts to a holomorphic S 1 action onṼ r . Thus,Ṽ r is a complex manifold which admits a holomorphic S 1 action which preserves the boundary X r and the action restricted on the boundary ofṼ r is transversal and CR.
2. PRELIMINARIES 2.1. Some standard notations. We use the following notations: N = {1, 2, . . .}, N 0 = N ∪ {0}, R is the set of real numbers, R + := {x ∈ R; x ≥ 0}. For a multiindex α = (α 1 , . . . , α m ) ∈ N m 0 , we set |α| = α 1 + · · · + α m . For x = (x 1 , . . . , x m ) ∈ R m we write
. . , m, be coordinates of C m , where x = (x 1 , . . . , x 2m ) ∈ R 2m are coordinates in R 2m . We write
Let Ω be a C ∞ orientable paracompact manifold. We let T Ω and T * Ω denote the tangent bundle of Ω and the cotangent bundle of Ω respectively. The complexified tangent bundle of Ω and the complexified cotangent bundle of Ω will be denoted by CT Ω and CT * Ω respectively. We write · , · to denote the pointwise duality between T Ω and T * Ω. We extend · , · bilinearly to CT Ω × CT * Ω.
Let E be a C ∞ vector bundle over Ω. The fiber of E at x ∈ Ω will be denoted by E x . Let F be another vector bundle over Ω. We write F ⊠ E * to denote the vector bundle over Ω × Ω with fiber over (x, y) ∈ Ω × Ω consisting of the linear maps from E y to 
2.2. Set up. Let M be a relatively compact open subset with smooth connected boundary X of a complex manifold M ′ of dimension n. Assume that M ′ admits a holomorphic
From now on, we will use the same assumptions and notations as in Section 1. Recall that we work with Assumption 1.1, Assumption 1.2 and (1.5). From now on, we fix a
The Hermitian metric · | · on CT M ′ induces by duality a Hermitian metric on CT * M ′ and Hermitian metrics on T * 0,q M ′ the bundle of (0, q) forms on M ′ , q = 1, . . . , n. We shall also denote these Hermitian metrics by · | · . From now on, we fix a defining function
Let ω 0 be given as in (1.11) . From the assumption (1.6), (1.11), (2.1) and (2.2) we have
where ∂ ∂ρ is the dual vector field of dρ. Thus, the Levi-form on X defined in (1.12) is exactly 5) where
in the standard way and let · M be the corresponding L 2 norm. Let T * 0,q X be the bundle of (0, q) forms on X. Recall that for every x ∈ X, we have
Let Ω 0,q (X) be the space of smooth (0, q) forms on X.
where dv X is the volume form on
m (X) with respect to ( · | · ) X . For s ∈ R, let · s,X denote the standard Sobolev norm on X of order s. Let x 0 ∈ X and let U be an open set of x 0 in M ′ with local coordinates x = (x 1 , . . . , x 2n ). Fix s ∈ N 0 . Let u ∈ C ∞ 0 (U ). We define the Sobolev norm of order s of u on M by
By using partition of unity, for u ∈ C ∞ (M ), we define u 
In this section, we will study S 1 -equivariant ∂-Neumann problem. We will show that for every q = 0, 1, . . . , n − 1, and every m ∈ Z, we have dim H q m (M ) < +∞. Until further notice, we fix m ∈ Z and q ∈ {0, 1, . . . , n − 1}. Let ∂ : Ω 0,q (M ) → Ω 0,q+1 (M ) be the Cauchy-Riemann operator. We write ∂ m to denote the restriction of
where
be the Hilbert adjoint of ∂ m with respect to ( · | · ) M . The Gaffney extension of m-th ∂-Neumann Laplacian is given by
It is easy to check that
Let ∂ρ ∧ : T * 0,q M ′ → T * 0,q+1 M ′ be the operator with wedge multiplication by ∂ρ and let ∂ρ ∧,⋆ : T * 0,q+1 M ′ → T * 0,q M ′ be its adjoint with respect to · | · , that is,
Denote by γ the operator of restriction on X. By using the calculation in page 13 of [11] , we can check that
It is easy to see that if
Fix p ∈ X. From (2.2) it is easy to see that there exist an open set U of p in M ′ and a local orthonormal frame
. We need
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Lemma 3.1. Let p ∈ X. Let U and {L j } n j=1 be as above. Then there exist holomorphic
where c = 0 and b j , j = 1, . . . , n − 1, are constants.
Proof. First, we can choose holomorphic coordinates
From this observation and (3.7), we get
and hence
Write T = a n ∂ ∂zn + a n
Since (T ρ)(p) = 0, we get a n (p) + a n (p) = 0 and hence a n (p) = i c , for some constant c. Since T is transversal to T 1,0 X ⊕ T 0,1 X and T 1,0
, the lemma follows.
Theorem 3.2. There exists
Proof.
Step 1. We first prove (3.9) when q = 0. Let u ∈ Dom (3.6) holds. We will use the same notations as in Lemma 3.1. Let χ ∈ C ∞ 0 (U 0 ) and put v := χu. It is easy to see that
, we have the following formula due to Stokes' theorem (3.11)
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where h is a smooth function. From (3.11) and notice that L j (ρ) = 0, j = 1, . . . , n − 1, we can check that when j = 1, . .
From (3.12) and (3.10), we deduce that
where c 3 > 0 is a constant. From (3.6), we see that
where (3.13) and (3.14), we see that if U 0 is small enough, then
where c 6 > 0 is a constant. From (3.16), by using partition of unity and notice that T u = imu, we deduce that
From this observation and (3.17), we get (3.9) for q = 0.
Step 2. Now we prove (3.9) for q > 0. Let u ∈ Dom (3.6) holds. We will use the same notations as in Lemma 3.1. Let χ ∈ C ∞ 0 (U 0 ) and put v := χu. On U 0 , we write u = ′ |J|=q u J ω J , where ′ means that the summation is performed only over strictly increasing multiindices and for
For every strictly increasing multiindex J, |J| = q,
where C 1 > 0 is a constant. Moreover, it is easy to see that
From (3.12), we see that for j = 1, . . . , n − 1 and every strictly increasing multiindex J, |J| = q, we have From (3.20) and (3.19), we deduce that
From (3.18), (3.21), (3.14) and (3.15), we see that if U 0 is small enough, then
From this observation, (3.22) and by using partition of unity, we conclude that
From this observation and (3.23), we get (3.9) for q > 0.
From (3.9), we can repeat the method of Folland-Kohn (see Section 5 in [11] ) and deduce
By standard arguments in functional analysis, we get the following Theorem 3.4. The operator
m is the orthogonal projection with respect to ( · | · ) M .
From Theorem 3.4, (3.2), (3.4) and (3.5), we deduce that
Now, we can prove Theorem 3.5. We have
Proof. Consider the linear map:
m is as in (3.25) . It is clear that the map is well-defined and surjective. We claim that
, we see that
From ∂ m u = 0 and (3.29), we get
From (3.30) and note that
From (3.31) and (3.29), we get
From this observation and (3.32), the claim (3.28) follows and we get the theorem. β,m is an operator analogous to the Kohn Laplacian defined on X(see (4.46)). From this result, we can reduce our problems to the boundary X.
Until further notice, we fix q ∈ {0, 1, . . . , n − 1}. We first introduce some notations. We remind the reader that for s ∈ N 0 , the space H s (M , T * 0,q M ′ ) was introduced in the discussion after (2.8) 
be the formal adjoint of ∂ with respect to ( · | · ) M ′ . That is
denote the complex Laplace-Beltrami operator on (0, q) forms. As before, let γ denotes the operator of restriction to the boundary X. Let us consider the map
f u, γu).
It is well-known that dim Ker F (q) < ∞ and Ker
be the orthogonal projection with respect to ( · | · ) M . Put˜
f + K (q) and consider the mapF
ThenF (q) is injective (see Chapter 3 in [7] ). Let
be the Poisson operator for˜
f which is well-defined since (4.3) is injective. The Poisson operatorP satisfies˜
It is well-known thatP extends continuouslỹ
(see page 29 of Boutet de Monvel [3] ). Let
be the operator defined by
where E ′ (M , T * 0,q M ′ ) denotes the space of continuous linear map from Ω 0,q (M ) to C with respect to ( · | · ) M . It is well-known (see page 30 of [3] ) thatP * is continuous:
Proof. Let u ∈ Ω 0,q (M ). We have
f K (q) u = 0 and γK (q) u = 0. Since T commutes with
The lemma follows.
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From Lemma 4.1, we have
We also need 
be the orthogonal projection onto Ker ∂ρ ∧,⋆ with respect to
The following is well-known (see Lemma 4.2 of the second part in [7] ) Lemma 4.5. Q is a classical pseudodifferential operator of order 0 with principal symbol 2(∂ρ) ∧, * (∂ρ) ∧ . Moreover,
where S :
is a classical pseudodifferential operator of order −1.
Remark 4.6. It is well-known that the operator
is a classical elliptic pseudodifferential operator of order −1 and invertible sinceP is injective (see Boutet de Monvel [3] ). Moreover, the operator
is a classical elliptic pseudodifferential operator of order 1.
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We consider the following operator (4.13)
The operator ∂ β was introduced by the first author in [7] . It is straightforward to see that (4.14)
From (4.14) and Lemma 4.3, we deduce that
From (4.15) and (4.16), we deduce that
We write
β,m to denote the restriction of
. We pause and recall the tangential Cauchy-Riemann operator and Kohn Laplacian. For x ∈ X, let π 0,q
X be the orthogonal projection map with respect to · | · . The tangential Cauchy-Riemann operator is given by
It is well-known that (see [8] and [9] ) We introduce some notations. Let
be the real Laplacian on X, where d :
is the formal adjoint of d with respect to ( · | · ) X . We extend −△ X to L 2 space:
where Dom (−△ X ) = u ∈ L 2 (X, Λ q (CT * X)); −△ X u ∈ L 2 (X, Λ q (CT * X)) . Then, −△ X is a non-negative operator. Let √ −△ X be the square root of −△ X . Then, √ −△ X is a non-negative operator, has L 2 closed range, Ker √ −△ X is a finite dimensional subspace of C ∞ (X, Λ q (CT * X)). Moreover, it is easy to see that
√ −△ X be the orthogonal projection. We have
Note that G is a classical pseudodifferentail operator of order −1 and H is a smoothing operator.
For x ∈ X, put (4.25)
and let I 0,q T * M ′ be the vector bundle over X with fiber
X. The following is well-known (see Proposition 4.2 in [7])
Theorem 4.8. The operator
is a classical pseudodifferential operator of order two,
We can now prove Theorem 4.9. There is am 0 ∈ N such that for every m ≥m 0 , m ∈ N, the operator
is injective.
Proof. Since Ker √ −△ X is a finite dimensional subspace of C ∞ (X, Λ q (CT * M ′ )), there is a m 1 ∈ N, such that for every m ≥ m 1 , m ∈ N, we have
H be as in (4.24). From (4.23), it is not difficult to see that
H : C ∞ m (X, Λ q (CT * M ′ )) → C ∞ m (X, Λ q (CT * M ′ )), ∀m ∈ Z.
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From this observation and (4.29), we conclude that
From (4.26), we have
where R is a classical pseudodifferential operator of order 1. Let u ∈ C ∞ m (X, I 0,q T * M ′ ), m ≥ m 1 . From (4.31), (4.30) and (4.24), we have
Since R • G is a classical pseudodifferential operator of order 0, there is a constant C > 0 independent of m and u such that
Since T √ −△ X u = im √ −△ X u and √ −△ X is a non-negative operator, we deduce that
From (4.32), (4.33), (4.34) and (4.30) we conclude that there is a m 2 ∈ N with m 2 > m 1 ∈ N, such that for every 
β,m is a transversally elliptic operator and we have dim Ker Proof. We assume that m ≥ m 0 , where m 0 ∈ N is as in Theorem 4.4. Thus, (4.9) hold. Put
By (3.26) and the isomorphism (3.27), we only need to show that Ker (q) β,m ∼ = W . We consider the map
We now show that the map F is well-defined. Let u ∈ W . Since γ∂ρ ∧,⋆ u = 0, we have v := γu ∈ C ∞ m (X, T * 0,q X). Since 
We have proved that v := γu ∈ Ker Thus,
In view of Theorem 4.9, we see that for every m ≥m 0 , m ∈ N, the operator
is injective. b,m (see [9] ), we will introduce another operatorˆ 
(0,q) (X) be the orthogonal projection with respect to ( · | · ) X . In view of Remark 4.6, we see that the operatorQP ⋆P : Ω 0,q (X) → Ω 0,q (X) is a classical elliptic pseudodifferential operator of order −1 and invertible and the operator (QP ⋆P ) −1 : Ω 0,q (X) → Ω 0,q (X) is a classical elliptic pseudodifferential operator of order 1. Let (QP ⋆P ) 
and let∂ ⋆ β : Ω 0,q+1 (X) → Ω 0,q (X) be the formal adjoint of∂ β with respect to ( · | · ) X . By direct calculation, we can check that
Moreover, it is easy to see that
From (4.45), we have
We writeˆ
β,m to denote the restriction ofˆ We can apply Kohn's L 2 estimates toˆ 
where · s,X denotes the usual Sobolev norm of order s on X.
We need Lemma 4.14. Let P : Ω 0,q (X) → Ω 0,q (X) be a classical pseudodifferential operator of order one. For every k ∈ N, we have
where T j : Ω 0,q (X) → Ω 0,q (X) is a classical pseudodifferential operator of order j, j = 1, 2, . . . , k + 1.
Proof. We haveˆ (q)
Since the principal symbol ofˆ
is a pseudodifferential operator of order 2. Thus, (4.52) holds for k = 1. Assume that (4.52) holds for k 0 ∈ N. We want to show that (4.52) holds for k 0 + 1. By induction assumption, we have
where T j : Ω 0,q (X) → Ω 0,q (X) is a classical pseudodifferential operator of order j. From (4.53), we have
(4.54)
is a classical pseudodifferential operator of order j. From this observation and (4.54), we get (4.52) for k = k 0 + 1. By induction assumption, (4.52) follows.
We can now prove 
Proof. We have (4.56)
β + P, where P : Ω 0,q (X) → Ω 0,q (X) is a classical pseudodifferential operator of order one. From (4.56) and (4.51), for u ∈ Ω 0,q m (X), we have
where C 1 > 0, C 2 > 0, C 3 > 0 are constants independent of m and u. From (4.57), we see that (4.55) holds for k = 1. We assume that (4.55) holds for k = k 0 ∈ N. We are going to prove that (4.55) holds for k = k 0 + 1. Fix u ∈ Ω 0,q m (X). By induction assumption, we have
where C > 0 is a constant independent of m and u. Fix ℓ ∈ {0, 1, . . . , k 0 }. From (4.52) and (4.56), we have
where T j : Ω 0,q (X) → Ω 0,q (X) is a classical pseudodifferential operator of order j, j = 1, . . . , ℓ + 1. From (4.51), for every j = 1, . . . , ℓ + 1, we have
where C 1 > 0, C 2 > 0, C 3 > 0, C 4 > 0 are constants independent of m and u. From (4.59) and (4.60), we get (4.55) for k = k 0 + 1. The theorem follows.
We need
Proof. We first claim that there is a constant C > 0 independent of m such that
From (4.48), we have
, where r are psudodifferential operators of order 0. We have
(4.63)
where C > 0, C 1 > 0 are constants independent of m and u. We have
β is scale, we deduce that the operator
is a pseudodifferential operator of order 1. From this observation, (4.65), (4.66) and (4.51), we have
where C > 0, C 1 > 0 and C 2 > 0 are constants independent of m and u. We can repeat the procedure (4.67) with minor change and get
where C 0 > 0 is a constant independent of m and u. From (4.63), (4.64), (4.67) and (4.68), we get (4.62). From (4.55), (4.62), for u ∈ Ω 0,q m (X), we have
whereĈ k > 0 is a constant independent of m and u. We get (4.61).
We can repeat the proof of Theorem 4.16 and deduce 
(X) be the operator given by (4.43). Sincê ∂ 2 β = 0, we have∂ β -complex:
The m-th Fourier component of∂ β -cohomology group is given by
We can repeat the proof of Theorem 3.7 in [4] and deduce that
(X) be the tangential Cauchy-Riemann operator. We have ∂ b -complex:
The m-th Fourier component of Kohn-Rossi cohomology group is given by
From (4.49), we know that∂ β = ∂ b +lower order terms. Since the index is homotopy invariant (see Theorem 4.7 in [4]), we deduce that
From (5.6), (5.3) and Theorem 4.12, we concede that for m ≫ 1, we have
The formula
,m (X) was obtained by [4] . To state the results, we introduce some notations. For r = 0, 1, 2, . . . , 2n − 2, put Ω r 0 (X) = {u ∈ ⊕ p+q=r Ω p,q (X); T u = 0} and set
0 (X) → · · · Define the r-th tangential de Rham cohomology group:
r=0 H r b,0 (X). Let a complex vector bundle F over X of rank r be rigid as in Definition 5.2. It was shown in [4, Theorem 2.12 ] that there exists a connection ∇ on F such that for any rigid local frame
be the associated tangential curvature. Let h(z) = ∞ j=0 a j z j be a real power series on z ∈ C. Set
It is clear that H(Θ(∇, F ))
∈ Ω * 0 (X) and is known that H(Θ(∇, F )) ∈ Ω * 0 (X) is a closed differential form and the tangential de Rham cohomology class and for h(z) = log(
We can now introduce tangential Todd class and tangential Chern character.
Definition 5.3. The tangential Chern character of F is given by
and the tangential Todd class of F is given by
Baouendi-Rothschild-Treves [1] proved that T 1,0 X is a rigid complex vector bundle over X. The tangential Todd class of T 1,0 X is thus well defined.
In [4] , it was shown that for every m ∈ Z, (5.10) In this section, we will recall the scaling technique used in [9, Section 1.4] . We need the following result due to Baouendi-Rothschild-Treves [1] . Theorem 6.1. For every point x 0 ∈ X, we can find local coordinates x = (x 1 , · · · , x 2n−1 ) = (z, θ) = (z 1 , · · · , z n−1 , θ), z j = x 2j−1 + ix 2j , j = 1, · · · , n − 1, x 2n−1 = θ, defined in some small neighborhood D = {(z, θ) ∈ C n−1 ×R; |z| < δ, −ε 0 < θ < ε 0 } of x 0 , δ > 0, 0 < ε 0 < π, such that (z(x 0 ), θ(x 0 )) = (0, 0) and
We call (D, x = (z, θ), ϕ) BRT trivialization and we call x = (z, θ) canonical coordinates. Lemma 1.17 in [9] ) if x 0 ∈ X reg , the canonical coordinates (z, θ) introduced in Theorem 6.1 can be defined on D = {(z, θ) ∈ C n−1 ×R; |z| < δ, −π < θ < π}, for some δ > 0. Recall that X reg is given by (1.4). Now, we fix x 0 ∈ X. Let (D, x = (z, θ), ϕ) be a BRT trivialization such that x(x 0 ) = 0, where D = {(z, θ) ∈ C n−1 × R; |z| < δ, −ε 0 < θ < ε 0 }, δ > 0, 0 < ε 0 < π. It is easy to see that we can take ϕ and (z, θ) so that 
Remark 6.2. It is well-known that (see
We will always identify D with an open subset of C n−1 × R. PutD = {z ∈ C n−1 ; |z| < δ}. For r > 0, letD r = {z ∈ C n−1 ; |z| < r}. Here |z| < r means that |z j | < r, ∀j = 1, · · · , n − 1. For m ∈ N, let F m be the scaling map: F m (z) = (
From now on, we assume m is sufficiently large such that F m (D log m ) ⋐D. We define the scaled bundle F * m T * 0,qD onD log m to be the bundle whose fiber at z ∈D log m is
and for every k ∈ N, there is a constant C k > 0 independent of m such that
Then, for every strictly increasing multiindex J, |J| = q, we have
where δ − (J) = 1 if λ j < 0, for every j ∈ J and δ − (J) = 0 otherwise. Here λ j , j = 1, . . . , n − 1, are the eigenvalues of L x 0 with respect to · | · . Recall that X(q) is given by (1.13).
HOLOMORPHIC MORSE INEQUALITIES ON COMPLEX MANIFOLDS WITH BOUNDARY
In this section, we will prove Theorem 1.4. In view of Theorem 4.12, we know that there is am 0 > 0 such that for all m ≥m 0 , Kerˆ
. From now on, we assume that m ≥m 0 .
Let {f 1 , ..., f dm } be an orthonormal basis of Kerˆ
Now, fix x 0 ∈ X and let (D, x = (z, θ), ϕ) be a BRT trivialization such that x(x 0 ) = 0, where
We take ϕ and z so that (6.2) hold. Let {e j (z)} n−1 j=1 be an orthonormal frame of T * 0,1 X over D such that (6.3) hold. We will use the same notations as in Section 6. For any α ∈ Kerˆ 
The following is well-known (see Lemma 2.1 in [10] ) Lemma 7.1. We haveΠ
m,J (x 0 ). We can now prove Theorem 7.2. There exists a constant C > 0 independent of x 0 and m such that
where X reg is given by (1.4) .
It is easy to see that
where δ > 0 is as in (7.2). For every k ∈ N, put
From Lemma 2.11 in [9] , it is not difficult to see that for every k ∈ N, we have
From (7.9), it is straightforward to see that for every k ∈ N, we have
From (7.10), (4.61) and note thatˆ (q) β u = 0, we deduce that there is a constant C k > 0 independent of m, u and the point x 0 such that
Fix r, r ′ < log m. Then by Proposition 6.3, (7.7) and (7.11), we have 12) where C r,s > 0 andC r,s > 0 are constants independent of m, u and the point x 0 . From (7.12) and by Sobolev embedding theorem, we have
whereĈ > 0 is a constant independent of m, u and the point x 0 . From (7.13) and Lemma 7.1, we get the conclusion of the first part of the theorem. Fix J 0 with |J 0 | = q, J 0 = {j 1 , ..., j q }, j 1 < · · · < j q . By definition, there is a sequence
(7.15)
EQUIVARIANT INDEX THEOREMS AND MORSE INEQUALITIES ON COMPLEX MANIFOLDS WITH BOUNDARY
Assume that x 0 ∈ X reg . In view of Remark 6.2, we can take δ > 0 in (7.2) to be π and we have
As (7.10), for every k ∈ N, we have
From (7.17), (4.61) and note thatˆ
and for every k ∈ N, there is a constant C k > 0 independent of m ℓ such that
From (7.16), (7.18), (7.19) and Theorem 6.4, we deduce that
From (7.20) and Lemma 7.1, we deduce that
From (7.21), we get (7.5).
From Theorem 7.2, we get Theorem 7.3. There exists a constant C > 0 such that
From Theorem 7.3, (7.1) and Fatou's Lemma, we get weak Morse inequalities (1.15). In the rest of this section, we will prove (1.16) and complete the proof of Theorem 1.4. We first introduce some notations. For every m ∈ Z, we extendˆ
where Dom 
is a selfadjoint operator, the spectrum ofˆ β,m,≤mνm (x), where ν m is some sequence with lim m→+∞ ν m = 0. We need the following which is well-known (see the proof of Proposition 2.13 in [9] ). Proof. The proof of (7.26) is essentially the same as the proof of (7.22). We only need to prove (7.27) . Fix x 0 ∈ X reg . We can repeat the proof of (7.5) with minor change and get that for any sequence ν m > 0 with ν m → 0 as m → +∞, we have Hence, we only need to consider x 0 ∈ X(q). Now, assume that x 0 ∈ X(q). Letδ m > 0 be a sequence as in Proposition 7.6 and let ν m be any sequence with lim m+∞ ν m = 0 and Moreover, as in the proof of Theorem 7.2, it is straightforward to check that for every k ∈ N, we have where C k > 0 is a constant independent of m. From (7.37), (7.35) and (7.34), the claim (7.32) follows. From (7.32) and property (a) in Proposition 7.5, we deduce that From (7.41) and by applying the algebraic argument in Lemma 3.2.12 in [14] and [15] , we conclude that for every q = 0, 1, 2, . . . , n − 1, we have 
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