Introduction 25
The inner core of the Earth is perpetually solidifying at the expense of the overlying liquid 26 outer core as the Earth undergoes secular cooling over geological time. The boundary between these 27 two regions (the inner core boundary or ICB) is, by definition, close to the P-T condition at which 28 the geotherm intersects the solidus of the Fe-rich core alloy. An accurate knowledge of this solidus 29 at the ICB pressure of 330 GPa would provide an anchor for the construction of an accurate 30 geotherm, which would in turn allow us to model more accurately the thermal and chemical 31 structure of the Earth's core, and by extension, the overlying mantle. 32
Attempts to estimate the solidus of the core alloy at 330 GPa are complicated by the fact that 33 the composition of the core alloy is itself poorly constrained and the subject of on-going research 34 provided by the melting temperature of pure Fe, given that Fe is the dominant component of the 36 core. Although a broad range of techniques have been applied to this end, the resulting estimates for 37 this upper bound on the ICB temperature (! !"# ) were, until recently, highly contradictory, spanning 38 nearly 3000 K. The lowest published estimate is that of Boehler (1993) at 4850±200 K. This is 39 based on a melting curve for Fe determined from visual observations of motion, interpreted as 40 convection in a melt, up to 200 GPa in the laser-heated diamond anvil cell (LH-DAC). The highest 41 estimate is that of Williams et al. (1987) , who estimated a temperature of 7600±500 K by 42 combining similar measurements in the LH-DAC with data from the earlier shock experiments of 43 Brown & McQueen (1986) in which the melting temperature was determined from discontinuous 44 changes in the sound velocity of a shocked Fe sample. 
Methods 138

Sample assemblies 139
Pressure was generated using Princeton-type symmetric DACs with culets ranging from 250 140 µm to 150 µm in diameter (the latter bevelled at 8° out to a diameter of 250 µm). Rhenium, initially 141 250 µm thick was indented to a pressure of 25 GPa and drilled centrally to create a sample chamber 142 ⅓ the diameter of the culet. Samples consisted of either ~5 µm thick densified foils made by 143 compressing Ni powder between diamond anvils, or discs cut from 12.5 µm thick Ni sheet (both 144 99.95% purity; Goodfellow Cambridge Ltd.) using a UV laser ablation unit. The discs were then 145 polished on both sides to a thickness of ~5 µm using 0.1 µm grade Al 2 O 3 impregnated Mylar 146 lapping film and then cleaned under acetone to remove any polishing debris. 147
Samples slightly smaller than the diameter of the sample chamber were loaded between 148 form fitting discs of KCl or MgO, ~15 µm thick, that acted as both pressure medium and thermal 149 insulation. These discs were cut, also using UV laser ablation, from sheets made by compressing 150 powder in a hydraulic press. Pressure was monitored during compression (in all experiments) as 151 well as before and after laser heating (in the off-line experiments) using the fluorescence of sub-152 micron grains of Cr:Al 2 O 3 (ruby). In the off-line experiments, these grains were placed next to the 153 sample and between the layers of pressure medium whereas in the in situ X-ray diffraction 154 experiments (in which the ruby was not used to determine the pressure of the experiment) they were 155 placed next to the sample chamber, between the gasket and the diamond anvil, to simplify the 156 analysis of our XRD patterns. After loading, each cell was heated at 120°C for 1 hour under an 157 argon atmosphere before being sealed under the same conditions to remove any water adsorbed 158 during loading. 
In situ experiments 163
Samples were laser-heated in a double-sided off-axis geometry with temperatures measured 164 spectroradiometrically from the light collected using reflective optics from a 2 × 2 µm area centred 165 on the 20-30 µm diameter laser-heated spot. Before the start of XRD, temperatures were measured 166 on both sides and were equalized by varying the power of the lasers; during XRD, temperature was 167 measured only on the upstream side, due to the need to remove the temperature-measuring optics 168 from the path of the diffracted X-rays on the downstream side. The laser power was increased 169 incrementally and linearly with a 3 s dwell time at each power during which the detector was 170 automatically exposed to the diffracted X-rays. Temperatures were measured continuously and as 171 often as allowed by the acquisition time of the spectrometer, which varied inversely with 172 temperature. Typical temperature steps are <100 K (Fig. 4a ) and a complete heating cycle took 5-15 173 minutes to complete. For further details of the laser heating system see Schultz et al. (2005) . 174
The X-ray beam (33 keV; λ = 0.3738 Å; FWHM = 3 µm) was co-aligned to the centre of the 175 laser heated spot using the X-ray induced fluorescence of either the pressure medium or the Re 176 gasket. Diffracted X-rays were collected with a MAR165 CCD detector calibrated for sample to 177 detector distance using a LaB 6 standard. The resulting patterns, masked to remove saturated spots, 178
were integrated into 1-D spectra using the Fit2D program (Hammersley, 1997) ! !" , was determined from the sample volume and temperature using a Mie-Gruneisen-Debye 186 thermal EOS. This EOS was determined by fitting the high temperature P-V-T data reported in were chosen because they more accurately reproduce the room temperature P-V data reported in 190 Table S3 
Off-line experiments 210
Samples were heated using the on-axis double-sided laser heating system in the School of 211
Earth Sciences, University of Bristol, which is described in detail in a previous publication (Lord et 212 al., 2014) . Briefly, the system consists of two 100 W diode pumped TEM 00 First of all, because the entire hotspot is imaged, the peak temperature can always be determined. In 235 spectroradiometry, any slight misalignment of the hot spot with the spectrometer aperture will lead 236 to an underestimation of the peak sample temperature. This is especially true during melting 237 experiments, where the hotspot may move rapidly. Secondly, because each of the images can be 238 focused independently onto the CCD, imaging radiometry should lead to the complete removal of 239 chromatic effects from the measured temperatures . Finally, imaging the entire 240 temperature field potentially allows us to observe the dynamic changes in sample temperature and 241 morphology that occur during melting which are only partially evident when using 242 spectroradiometry. These changes may also form the basis of an additional corroborative melting 243 criterion. 244
After quenching to room temperature, the fluorescence of the ruby closest to the location of 245 melting was used to determine the melting pressure, using the calibration of Dewaele et al. (2008) . 246
The uncertainty in these measurements is obtained by combining three uncorrelated terms: one 247 which encompasses the disagreement between the various recently published ruby scales available 248 (to a maximum of ±3 GPa at 110 GPa; see 
Melt detection 256
As described in §2.2, ! ! was determined from the appearance of features, often plateaux, in 257 the temperature vs. laser power functions recorded during both the in situ and off-line experiments. 258
This was corroborated, in nearly every in situ experiment, by the appearance of LDS in the XRD 259 The melting curve of Ni to 1 Mbar 14 of 44 patterns; whenever this was the case, the LDS appeared at the same temperature as the plateau, 260 though usually at a higher laser power. 261
For an in-depth discussion of the rationale behind the use of plateaux in laser power vs. 
Thermal pressure correction of off-line experiments 278
To allow our off-line and in situ melting data to be combined, we have corrected our off-line 279 data to include the effects of ! !" . For these experiments, the relation ! !" = !! ! (! ! − ! ! ), which 280 assumes that !! ! is a constant, does not accurately reproduce our measured values of ! !" . Instead, 281
we have determined, by linear regression, the empirical relationship between ! !" = ! ! − ! !"" and 282
! !"" in our in situ experiments (where ! !"" is the pressure measured after quenching to room It is also clear that at any given value of ! !"" , ! !" is at least a factor of ~8 smaller when 288
KCl, as opposed to MgO, is used as the pressure medium. This is not surprising because ! !" 289 depends on the coefficient of thermal expansion of the sample and the compressibility of the 290 pressure medium and KCl is significantly more compressible than MgO over the P-T range of the 291 data. 292
The data in Fig. 2 relating to each pressure medium are fitted separately, with equal weights, 293 to a straight line, giving ! !" = 7.7 23 + 0.06(5)! !"" for experiments in MgO and ! !" = 294 0.03(1)! !"" for experiments in KCl (in the latter case the y-intercept was set to 0 to prevent 295 negative thermal pressures at ! < 10 GPa). The value of ! ! for each off-line experiment was then 296 calculated as the sum of ! !" , calculated using the relations defined above, and ! !"" , determined 297 after heating by ruby fluorescence spectroscopy. The uncertainties involved in this ! !" correction 298 procedure are fully propagated through to the uncertainties on the reported values of ! ! (Table 1) . 299 Lord et 
Results 300
The corrected Ni melting data are presented in Fig. 3 while Table 1 contains the data both  301 with and without correction for ! !" . It is clear that the off-line and in situ measurements (squares 302 and circles in Fig. 3 respectively) are in excellent agreement with one another, as observed in a 303 previous study on NiSi . The pressure medium used, either MgO or KCl, also has 304 no significant effect on melting temperature. Our preferred melting curve for Ni (the thick black 305 line in Fig. 3 ) is an equally weighted fit to all the data, corrected for thermal pressure, using the 306
! ! , where ! ! = 1726 K (the ambient pressure melting point of Ni; Weast et al., 1985) . 308
Extrapolating this fit to the ICB pressure of 330 GPa gives ! ! = 5800 ± 700 K (2σ). Fitting the 309 uncorrected data in the same manner gives
! !.!"±!.!" ×! ! (the thin black 310 line on Fig. 3 ) and yields an almost identical value of ! ! = 5700 ± 900 K (2σ) at the ICB, 311
suggesting that the effects of thermal pressure and the correction applied to the off-line data has no 312 substantive effect. It should be noted that both fits are highly anti-correlated, with coefficients of -313 0.99; thus the uncertainties on the two fitting parameters should not be considered independent. 314 Fig.4 shows an example of the in situ measurements in which MgO was used as the pressure 315 medium. The sample temperature increases rapidly as a function of total laser power up to 2900 K 316 at 27.8 % (Fig. 4a) . At this point the temperature drops slightly and then rises again at a slower rate 317 until remaining essentially constant from 32.2 % laser output until the end of the experiment. 318
Averaging these temperatures (the filled circles) gives ! ! = 2820 ± 90 K. At 38.8 % output 319 (marked by the arrow) LDS appears in the XRD patterns (Fig. 4b) and grows in intensity with 320 increasing laser power until reaching a maximum at ~43 % laser output. As in our previous study 321 on NiSi (Lord et al., 2014) , we interpret the correlation between the plateaux in the temperature vs. 322 laser power data and the LDS signal as confirmation that the generation of the plateau is directly 323 The melting curve of Ni to 1 Mbar 17 of 44 related to melting and is thus an accurate melting criterion. There are several possible reasons as to 324 why the diffuse signal does not appear until after the onset of the plateau. Firstly, the diffuse signal 325 may not be resolvable from the background until a sufficient melt volume is produced. Secondly, 326 the melt may be mobile, making it hard to observe until the majority of the sample is melted at 327 higher laser power; it is common for melted samples to exhibit holes after quenching, suggesting 328 the melt has flowed away from the hotspot, and thus also away from the X-ray beam. Thirdly, this 329 behaviour could be due to slight misalignments between the laser heated spot and the X-ray beam. 330
When MgO was used as the pressure medium, minor reaction between the mobile melt and 331 the diamond anvils was evident in our in situ experiments. Fig. 5a shows a pattern collected at high 332 temperature just before melting from experiment 65A; all the peaks can be indexed to fcc-Ni and 333
MgO. After quenching (Fig. 5b) , new, weak peaks appear that can be indexed using the cementite 334 phase represents a maximum of 13% of the sample by volume, which corresponds to a maximum C 340 content of 0.55 wt. %. The effect of this minor contamination, which is hard to avoid, would be to 341 reduce the measured melting temperature, assuming the Ni-C system is eutectic at these conditions, 342 thus strengthening further the central conclusion of this paper that the Ni melting curve is hotter 343 than previously thought. No such reaction products were observed after quench in the only in situ 344 experiment in which KCl was used as the pressure medium (Fig. 5c) . 345
Figs. 6 (experiment 77A at 28 GPa) and 7 (experiment 79B at 125 GPa) show examples of 346 the ex situ data spanning the investigated pressure range. In the case of experiment 77A, the sample 347 temperature was measured not only using spectroradiometry on both sides (the circles in Fig. 6a) , 348 The melting curve of Ni to 1 Mbar 18 of 44 but also using multispectral imaging radiometry on the left hand side (the squares; see §2.3). 349
Between the start of the experiment and a laser output of ~32 %, all three temperature 350 measurements in experiment 77A are in close agreement (Fig. 6a) and the shape of the temperature 351 field remains almost unchanged (compare Fig. 6b and c) . This is because in the sub-solidus state, 352 the variation in temperature is primarily a function of sample thickness. Nevertheless, the use of 353 beam-shaping optics (see §2.3) means that the temperature variation within the ~20 µm diameter 354 region on which the laser is incident (represented by the black circle in Fig. 6b ) is no more than ±75 355 K. At ~32.5 % laser output, all three measurements register a sudden and transient increase in 356 temperature. This is correlated with a dramatic change in the shape of the temperature field from a 357 flat-topped Gaussian distribution to a toroidal distribution (Fig. 6d) . This may be the result of a 358 sudden ring shaped tear in the sample caused by melting, leading to a sudden increase in 359 temperature in the thinned regions to ~2800 K, with a localized peak in the NW quadrant reaching 360 ~3200 K. This behaviour is often, but not always observed; it likely depends on sample thickness 361 and the strength of the pressure medium. It is not surprising that the spectroradiometric 362 measurements underestimate the peak temperature at this point (see Fig. 6a ); though the 1-D 363 transect used for spectroradiometry (represented by the vertical bar in Fig. 6d ) will almost certainly, 364 as in this case, intersect the hot ring of the structure in Fig. 6d , it is very unlikely that a localized 365 peak on that ring will happen to coincide with the aperture. As the laser power is increased further, 366 all three measurements plateau while the shape of the temperature field recorded on the left hand 367 side (Fig. 6f-j) changes considerably between every acquisition of data, behaviour that is indicative 368 of the presence of a mobile melt (cf. Fig. 6b and c) . The sudden change in the temperature 369 distribution on melting also explains the increased disparity in peak temperature recorded by the 370 three measurements within the melting plateau as compared to the initial temperature ramp (Fig.  371   6a) . It is likely that on the right hand side (the filled circles in Fig. 6a ) the aperture used for the 372 spectroradiometric measurements happens to coincide with the location of the hottest part of the 373 GPa (see Table 1 
