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PARABOLIC EQUATIONS WITH PARTIALLY VMO
COEFFICIENTS AND BOUNDARY VALUE PROBLEMS
IN SOBOLEV SPACES WITH MIXED NORMS
DOYOON KIM
Abstract. Second order parabolic equations in Sobolev spaces
with mixed norms are studied. The leading coefficients (except a11)
are measurable in both time and one spatial variable, and VMO
in the other spatial variables. The coefficient a11 is measurable
in time and VMO in the spatial variables. The unique solvability
of equations in the whole space is applied to solving Dirichlet and
oblique derivative problems for parabolic equations defined in a
half-space.
1. Introduction
In this paper we consider parabolic equations of the form
ut + a
ij(t, x)uxixj + b
i(t, x)uxi + c(t, x)u = f (1)
in Lq,p((S, T )× Ω), −∞ ≤ S < T ≤ ∞, where Ω is either Rd or
Rd+ = {(x1, x′) ∈ Rd : x1 > 0}.
By Lq,p((S, T )×Ω) we mean the collection of all functions u(t, x) such
that the Lq-norm of ‖u(t, ·)‖Lp(Ω), as a function of t ∈ R, is finite.
The aim of this paper is to prove the existence and uniqueness of
solutions to equations as in (1) with coefficients satisfying:
(i) a11 is measurable in t ∈ R and VMO in x ∈ Rd,
(ii) aij , i 6= 1 or j 6= 1, are measurable in (t, x1) ∈ R2 and VMO in
x′ ∈ Rd−1.
The coefficients bi(t, x) and c(t, x) are assumed to be only measurable
and bounded. Under these assumptions, for f ∈ Lq,p((0, T )× Ω), q ≥
p ≥ 2, we find a unique solution u ∈ W 1,2q,p ((0, T )× Ω), u(T, x) = 0, to
the equation (1). We also investigate the case 1 < q ≤ p ≤ 2 under
additional assumptions on aij (see assumptions before Theorem 2.5).
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Note that aij , i 6= 1 or j 6= 1, are only measurable (i.e., no regularity
assumptions) in x1, so one can say that the class of coefficients consid-
ered in this paper is strictly bigger than those previously investigated,
for example, in [1, 14, 6, 15, 16], where not necessarily continuous co-
efficients are considered. More precisely, the coefficients aij in [1] are
VMO as functions of (t, x) ∈ Rd+1 (i.e. VMO in (t, x)). Coefficients as
functions of only t ∈ R are dealt with in [14] and parabolic systems with
VMO coefficients independent of time are investigated in [6]. The class
of coefficients aij measurable in time and VMO in the spatial variables
(namely, VMOx coefficients) was first introduced in [15]. Later, the
same class of coefficients was investigated in spaces with mixed norms
in [16].
In addition to the fact that more general coefficients are available
in the Lp-theory of parabolic equations, another benefit of having co-
efficients measurable in one spatial variable is that one can deal with
parabolic equations in a half-space by only using the solvability of equa-
tions in the whole space, Rd+1 or (S, T )× Rd. Roughly speaking, one
extends a given equation defined in a half-space to the whole space
using an odd or even extension, and finds a unique solution to the ex-
tended equation in the whole space. Then the solution (to the extended
equation) gives a unique solution to the original equation. As is seen
in the proof of Theorem 2.7, an extension of an equation to the whole
space requires, in particular, the odd extensions of the coefficients a1j ,
j = 2, · · · , d. Even if a1j(t, x) are constant, the odd extensions of
a1j(t, x) are not continuous or not even in the space of VMO as func-
tions in the whole space. Thus if we were to consider equations with
only VMO (or VMOx) coefficients, it wouldn’t be possible to solve the
extended equation in the whole space. However, due to the solvability
of equations in the whole space with coefficients aij , i 6= 1 or j 6= 1,
measurable in x1 ∈ R as well as in t ∈ R, the extended equation has
a unique solution. This way of dealing with equations in a half-space
removes the necessity of boundary Lp-estimates for solutions to equa-
tions in a half-space (or in a bounded domain). For instance, in [1]
boundary estimates are obtained to have Lp-estimates for equations in
a bounded domain.
The results for equations in a half-space together with a partition
of unity allow us to solve equations in a bounded domain, so our re-
sults for equations in a half-space with Dirichlet or oblique derivative
conditions can be used to deal with equations with VMOx coefficients
in a bounded domain. To the best of our knowledge, no literature is
available for parabolic equations with VMOx coefficients in a bounded
domain. On the other hand, the results in this paper for equations
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in a half-space provide a generalization of Corollary 1.3 in [13], where
aij are measurable functions of only t ∈ R, but a1j , j = 2, · · · , d, are
assumed to be zero.
Slightly different classes of coefficients for parabolic equations are
considered in [12, 8, 9]. Especially, the paper [9] and this paper have
almost the same type of methods and results. However, the main dif-
ference is that the coefficient a11 in this paper is measurable in t and
VMO in x ∈ Rd, whereas the coefficient a11 in [9] is measurable in
x1 ∈ R and VMO in (t, x′) ∈ R×Rd−1. One advantage of a11 being as
in this paper is that the even extension of a11 is again VMO in x ∈ Rd
and measurable in t ∈ R. This, indeed, allows us to deal with parabolic
equations with coefficients measurable in t ∈ R in a half-space or in a
bounded domain.
For more references about elliptic or parabolic equations in Sobolev
spaces with or without mixed norms, see [4, 5, 1, 17, 20, 19, 18, 2, 3,
6, 14, 16, 7, 10, 11] and references therein.
The organization of this paper is as follows. In section 2 we state the
main results of this paper. The first main result is proved in section 4
and the other results are proved using the first main result. In section
3 we treat parabolic equations in Lp. Finally, we prove the first main
result in section 4.
A few words about notation: (t, x) = (t, x1, x′) ∈ R × Rd = Rd+1,
where t ∈ R, x1 ∈ R, x′ ∈ Rd−1, and x = (x1, x′) ∈ Rd. By ux′ we
mean one of uxj , i = 2, · · · , d, or the whole collection {ux2, · · · , uxd}.
As usual, ux represents one of uxi, i = 1, · · · , d, or the whole collection
of {ux1, · · · , uxd}. Thus uxx′ is one of uxixj , where i ∈ {1, · · · , d} and
j ∈ {2, · · · , d}, or the collection of them. The average of u over an
open set D ⊂ Rd+1 is denoted by (u)D, i.e.,
(u)D =
1
|D|
∫
D
u(t, x) dx dt = –
∫
D
u(t, x) dx dt,
where |D| is the d + 1-dimensional volume of D. Finally, various con-
stants are denoted by N , their values may change from one place to
another. We write N(d, δ, . . . ) if N depends only on d, δ, . . . .
Acknowledgement: I would like to thank Hongjie Dong for his
helpful discussions.
2. Main results
The coefficients of the parabolic equation (1) satisfy the following
assumption.
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Assumption 2.1. The coefficients aij , bi, and c are measurable func-
tions defined on Rd+1, aij = aji. There exist positive constants δ ∈
(0, 1) and K such that
|bi(t, x)| ≤ K, |c(t, x)| ≤ K,
δ|ϑ|2 ≤
d∑
i,j=1
aij(t, x)ϑiϑj ≤ δ−1|ϑ|2
for any (t, x) ∈ Rd+1 and ϑ ∈ Rd.
In addition to this assumption, as discussed in the introduction, we
have another assumption on the coefficients aij . We state this assump-
tion using the following notation. Let
Br(x) = {y ∈ Rd : |x− y| < r}, Qr(t, x) = (t, t + r2)× Br(x),
B′r(x
′) = {y′ ∈ Rd−1 : |x′ − y′| < r},
Λr(t, x) = (t, t+ r
2)× (x1 − r, x1 + r)×B′r(x′).
Set Br = Br(0), B
′
r = B
′
r(0), Qr = Qr(0) and so on. By |B′r| we mean
the d− 1-dimensional volume of B′r(0). Denote
oscx′
(
aij ,Λr(t, x)
)
= r−3|B′r|−2
∫ t+r2
t
∫ x1+r
x1−r
Aijx′(s, τ) dτ ds,
oscx
(
aij , Qr(t, x)
)
= r−2|Br|−2
∫ t+r2
t
Aijx (τ) dτ,
where
Aijx′(s, τ) =
∫
y′,z′∈B′r(x′)
|aij(s, τ, y′)− aij(s, τ, z′)| dy′ dz′,
Aijx (τ) =
∫
y,z∈Br(x)
|aij(s, y)− aij(s, z)| dy dz.
Also denote
O x′R (aij) = sup
(t,x)∈Rd+1
sup
r≤R
oscx′
(
aij,Λr(t, x)
)
,
O xR(aij) = sup
(t,x)∈Rd+1
sup
r≤R
oscx
(
aij , Br(t, x)
)
.
Finally set
a#R = O xR(a11) +
∑
i 6=1or j 6=1
O x′R (aij).
Assumption 2.2. There is a continuous function ω(t) defined on
[0,∞) such that ω(0) = 0 and a#R ≤ ω(R) for all R ∈ [0,∞).
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Let Ω be either Rd or Rd+. We consider the space W
1,2
q,p ((S, T )× Ω),
−∞ ≤ S < T ≤ ∞, which is the collection of all functions defined on
(S, T )× Ω such that
‖u‖W 1,2q,p ((S,T )×Ω) := ‖u‖Lq,p((S,T )×Ω) + ‖ux‖Lq,p((S,T )×Ω)
+‖uxx‖Lq,p((S,T )×Ω) + ‖ut‖Lq,p((S,T )×Ω) <∞.
By u ∈
0
W 1,2q,p((S, T )×Rd) we mean u ∈ W 1,2q,p ((S, T )×Rd) and u(T, x) =
0. Throughout the paper, we set
Lq,p := Lq,p(R× Rd), W 1,2q,p := W 1,2q,p (R× Rd).
In case p = q, we have
Lp((S, T )× Ω) = Lp,p((S, T )× Ω),
W 1,2p ((S, T )× Ω) =W 1,2p,p ((S, T )× Ω).
We denote the differential operator by L, that is,
Lu = ut + a
ijuxixj + b
iuxi + cu.
The following are the main results of this paper.
Theorem 2.3. Let q ≥ p ≥ 2, 0 < T < ∞, and the coefficients of L
satisfy Assumption 2.1 and 2.2. In addition, if p = 2, the coefficients
of L are assumed to be independent of x′ ∈ Rd−1. Then for any f ∈
Lq,p((0, T ) × Rd), there exists a unique u ∈
0
W 1,2q,p((0, T ) × Rd) such
that Lu = f in (0, T ) × Rd. Furthermore, there is a constant N ,
depending only on d, p, q, δ, K, T , and ω, such that, for any u ∈
0
W 1,2q,p((0, T )× Rd),
‖u‖W 1,2q,p ((0,T )×Rd) ≤ N‖Lu‖Lq,p((0,T )×Rd).
Remark 2.4. In the above theorem, if p = q = 2, by Theorem 2.2 in
[12] the coefficients aij(t, x) are allowed to be measurable functions of
(t, x1) ∈ R2 including a11. The same argument applies to Theorems 2.5
and 2.7 below. On the other hand, whenever we have coefficients aij
independent of x′′ ∈ Rm, m ≤ d, we can replace them by coefficients
aij(t, x) which are uniformly continuous with respect to x′′ uniformly
in the remaining variables.
The next theorem considers the case with 1 < q ≤ p ≤ 2. In this
case, we assume that the coefficients aij of L satisfy one of the following
assumptions (recall that aij = aji):
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(i) The coefficients a1j , j = 2, · · · , d, are measurable functions of
(t, x1) ∈ R2 and the other coefficients aij are functions of only
t ∈ R. That is,{
aij(t, x) = aij(t), i = j = 1 or i, j ∈ {2, · · · , d}
a1j(t, x) = a1j(t, x1), j = 2, · · · , d . (2)
(ii) The coefficients aij, i, j ≥ 2, are measurable functions of (t, x1) ∈
R2 and the other coefficients aij are functions of only t ∈ R.
That is,{
a1j(t, x) = a1j(t), j = 1, · · · , d
aij(t, x) = aij(t, x1), i, j ∈ {2, · · · , d} . (3)
Theorem 2.5. Let 1 < q ≤ p ≤ 2 and the coefficients aij of L be
as above. Then for any f ∈ Lq,p((0, T ) × Rd), there exists a unique
u ∈
0
W 1,2q,p((0, T )× Rd) such that Lu = f in (0, T )× Rd. Furthermore,
there is a constant N , depending only on d, p, q, δ, K, and T , such
that
‖u‖W 1,2q,p ((0,T )×Rd) ≤ N‖Lu‖Lq,p((0,T )×Rd) (4)
for any u ∈
0
W 1,2q,p((0, T )× Rd).
Proof. Without loss of generality, we assume that bi = c = 0. Moreover,
it is enough to prove the estimate in the theorem. Let u be such that
u ∈ W 1,2q,p ((0, T )× Rd) and u(T, x) = 0.
Case 1. Let the coefficients aij of L satisfy the assumption (2). For
φ ∈ C∞0 ((0, T ) × Rd), find v ∈ W 1,2q′,p′((0, T ) × Rd), q′ = q/(q − 1),
p′ = p/(p− 1) such that v(0, x) = 0 and
−vt + aij(t, x)vxixj = φ.
This is possible due to Theorem 2.3 along with the fact that 2 ≤ p′ ≤ q′.
Observe that∫
(0,T )×Rd
ux1xkφ dx dt =
∫
(0,T )×Rd
ux1xk
(−vt + aij(t, x)vxixj) dx dt
=
∫
(0,T )×Rd
(
ut + a
ij(t, x)uxixj
)
vx1xk dx dt (5)
for k = 2, · · · , d. Indeed, the second equality above is obtained using
the fact that aij(t, x) are independent of x ∈ Rd if i = j = 1 or
i, j ∈ {2, · · · , d} and a1j(t, x) = a1j(t, x1) if j = 2, · · · , d. Especially,∫
(0,T )×Rd
ux1xka
1j(t, x)vx1xj dx dt =
∫
(0,T )×Rd
ux1xka
1j(t, x1)vx1xj dx dt
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=
∫
(0,T )×Rd
ux1xja
1j(t, x)vx1xk dx dt, j, k = 2, · · · , d.
Therefore, we have∫
(0,T )×Rd
ux1xkφ dx dt ≤ ‖Lu‖Lq,p((0,T )×Rd)‖vxx‖Lq′,p′((0,T )×Rd)
≤ N‖Lu‖Lq,p((0,T )×Rd)‖φ‖Lq′,p′((0,T )×Rd).
where the last inequality is due to Theorem 2.3. This implies that
‖ux1xk‖Lq,p((0,T )×Rd) ≤ N‖Lu‖Lq,p((0,T )×Rd), k = 2, · · · , d. (6)
Now we set
L1u := ut + a
ij(t)uxixj ,
where aij(t) = aij(t, 0). Note that aij(t) are independent of x ∈ Rd,
thus by results in [14] or [13] we have
‖u‖W 1,2q,p ((0,T )×Rd) ≤ N‖L1u‖Lq,p((0,T )×Rd). (7)
We see that
L1u = Lu+ 2
d∑
j=2
(
a1j(t)− a1j(t, x1))ux1xj .
This along with (6) and (7) implies the estimate (4).
Case 2. Now assume that aij satisfy the assumption (3). In this case,
since a1j , j = 1, · · · , d are independent of x ∈ Rd and aij , i, j ≥ 2,
are independent of x′ ∈ Rd−1, we see that the integrations by parts in
(5) are possible for uxkxl, k, l = 2, · · · , d. Thus we have estimates as
in (6) for uxkxl, k, l = 2, · · · , d. Then the proof can be completed by
repeating the argument using L1 as above. Especially, we see
L1u = Lu+
d∑
i,j=2
(
aij(t)− aij(t, x1))uxixj .
The theorem is proved. 
Next two theorems concern Dirichlet or oblique derivative problems
for parabolic equations defined in a half-space. Depending on the range
of q and p, we consider the following coefficients aij(t, x) of the operator
L:
(i) If q ≥ p ≥ 2, the coefficients aij(t, x) satisfy Assumption 2.1
and 2.2. In addition, if p = 2, the coefficients are independent
of x′ ∈ Rd−1. Especially, a11(t, x1) is measurable in t and VMO
in x1 ∈ R if p = 2.
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(ii) If 1 < q ≤ p ≤ 2, the coefficients aij(t, x) are measurable func-
tions of only t ∈ R satisfying Assumption 2.1.
Remark 2.6. More precisely, in case 1 < q ≤ p ≤ 2, the coefficients
a1j , j = 2, · · · , d are allowed to be measurable functions of (t, x1) ∈ R2.
Moreover, if a1j = 0, j = 2, · · · , d, then the coefficients aij , i, j ≥ 2, can
be measurable functions of (t, x1) ∈ R2. See the proof of the following
theorem as well as Theorem 2.5.
Theorem 2.7. Let 0 < T < ∞. Assume that either we have 1 < q ≤
p ≤ 2 or 2 ≤ p ≤ q. Then for any f ∈ Lq,p((0, T )× Rd+), there exists
a unique u ∈ W 1,2q,p ((0, T )× Rd+) such that u(T, x) = u(t, 0, x′) = 0 and
Lu = f in (0, T )× Rd+.
Proof. Introduce a new operator Lˆv = aˆijvxixj + bˆvxi + cˆv, where aˆ
ij,
bˆi, and cˆ are defined as either even or odd extensions of aij, bj , and c.
Specifically, for i = j = 1 and i, j ∈ {2, . . . , d}, even extensions:
aˆij = aij(t, x1, x′) x1 ≥ 0, aˆij = aij(t,−x1, x′) x1 < 0.
For j = 2, . . . , d, odd extensions:
aˆ1j = a1j(t, x1, x′) x1 ≥ 0, aˆ1j = −a1j(t,−x1, x′) x1 < 0.
Also set aˆj1 = aˆ1j . Similarly, bˆ1 is the odd extension of b1, and bˆi,
i = 2, . . . , d, and cˆ are even extensions of bi and c respectively. We see
that the coefficients aˆij , bˆi, and cˆ satisfy Assumption 2.1. In addition,
if q ≥ p ≥ 2, the coefficients aˆij satisfy Assumption 2.2 with Nω(3t),
where N depends only on d. Especially, aˆ11 is VMO in x ∈ Rd.
For f ∈ Lp((0, T )× Rd+), set fˆ to be the odd extension of f . Then
it follows from Theorem 2.3 or Theorem 2.5 that there exists a unique
u ∈
0
W 1,2q,p((0, T )×Rd) to the equation Lˆu = fˆ . It is easy to check that
−u(t,−x1, x′) ∈
0
W 1,2q,p((0, T ) × Rd) also satisfies the same equation,
so by uniqueness we have u(t, x1, x′) = −u(t,−x1, x′). This and the
fact that u ∈
0
W 1,2q,p((0, T )× Rd) show that u, as a function defined on
(0, T )×Rd+, is a solution to Lu = f satisfying u = 0 on {(T, x) : x ∈ Rd}
and {(t, 0, x′) : 0 ≤ t ≤ T, x′ ∈ Rd−1}.
Uniqueness follows from the fact that the odd extension of a solu-
tion u belongs to
0
W 1,2q,p((0, T )× Rd) and the uniqueness of solutions to
equations in (0, T )× Rd. 
This theorem addresses the oblique derivative problem.
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Theorem 2.8. Let p, q, and aij be as in Theorem 2.7. Let ℓ =
(ℓ1, · · · , ℓd) be a vector in Rd with ℓ1 > 0. Then for any f ∈ Lq,p((0, T )×
Rd+), there exists a unique u ∈ W 1,2q,p ((0, T )× Rd+) satisfying Lu = f in
(0, T )× Rd+, ℓjuxj = 0 on {(t, 0, x′) : 0 ≤ t ≤ T, x′ ∈ Rd−1}, and u = 0
on {(T, x) : x ∈ Rd}.
Proof. Let ϕ(x) = (ℓ1x1, ℓ′x1 + x′), where ℓ′ = (ℓ2, . . . , ℓd). Using this
linear transformation and its inverse, we reduce the above problem to
a problem with zero Neumann boundary condition on {(t, 0, x′) : 0 ≤
t ≤ T, x′ ∈ Rd−1}. Note that, in case q ≥ p ≥ 2, the coefficients of the
transformed equation satisfy Assumption 2.2 with Nω(Nt), where N
depends only on d and ℓ. Then the problem is solved as in the proof
of Theorem 2.7 with the even extension of f . 
Remark 2.9. Appropriate Lq,p-estimates as in Theorem 2.3 can be
added to the above two theorems.
3. Parabolic equations in Lp
In this section we prove Theorem 2.3 for the case p = q > 2. In fact,
we prove Theorem 3.1 below, which implies Theorem 2.3 if p = q > 2.
As in Theorem 2.3, we assume that the coefficients aij, bi, and c of L
satisfy Assumption 2.1 and 2.2.
Theorem 3.1. Let p > 2, T ∈ [−∞,∞), and the coefficients of L
satisfy Assumption 2.1 and 2.2. Then there exist constants λ0 and N ,
depending only on d, p, δ, K, and the function ω, such that, for any
λ ≥ λ0 and u ∈ W 1,2p ((T,∞)× Rd),
‖ut‖Lp((T,∞)×Rd) + ‖uxx‖Lp((T,∞)×Rd) +
√
λ‖ux‖Lp((T,∞)×Rd)
+λ‖u‖Lp((T,∞)×Rd) ≤ N‖Lu− λu‖Lp((T,∞)×Rd).
Moreover, for any λ > λ0 and f ∈ Lp((T,∞) × Rd), there exists a
unique solution u ∈ W 1,2p ((T,∞)× Rd) to the equation Lu− λu = f .
A proof of this theorem is given at the end of this section after a
sequence of auxiliary results. The first result is a lemma which deals
with an operator whose coefficients are measurable functions of only
(t, x1) ∈ R2 (except a11). Set
L¯0u = ut + a¯
ij(t, x1)uxixj ,
where a¯11(t) is a function of only t ∈ R and a¯ij , i 6= 1 or j 6= 1, are
functions of (t, x1) ∈ R2. The coefficients a¯ij satisfy Assumption 2.1.
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Lemma 3.2. Let p ≥ 2. There is a constant N , depending only on d,
p, and δ, such that, for any u ∈ W 1,2p (Rd+1), r ∈ (0,∞), and κ ≥ 8/δ,
–
∫
Qr
|uxx′(t, x)−(uxx′)Qr |p dx dt ≤ Nκd+2
(|L¯0u|p)Qκr+Nκ−νp (|uxx|p)Qκr ,
where ν = 1/2− 3/(4p).
Proof. It can be said that the lemma is proved by following the argu-
ments in section 5 of the paper [9]. In fact, the above lemma would
be the same as Theorem 5.9 in [9] if the coefficient a¯11 were a function
of only x1 ∈ R. In our case, the coefficient a¯11 is a function of only
t ∈ R. Thus, instead of repeating the steps in [9] for the operator L¯0,
one can use a time change as well as Theorem 5.9 in [9]. Indeed, we
can proceed as follows.
Without loss of generality we assume that a¯ij(t, x1) are infinitely
differentiable as functions of t ∈ R. Especially, we may assume that
the derivative of a¯11(t) is bounded. For example, we can consider
a¯ijε (t, x
1) =
∫
R
a¯ij(s, x1)φε(t− s) ds,
where φ ∈ C∞0 (R) such that ‖φ‖L1(R) = 1. Clearly the derivative of
a¯11ε (t) is bounded by a constant depending on ε, but it will be seen that
the constant N in the desired estimate does not depend on ε. Then we
let εց 0.
The additional condition on a¯11(t) assures that there exists ϕ(t) such
that
ϕ(t) =
∫ t
0
1
a¯11 (ϕ(s))
ds.
There also exists η(t), the inverse function of ϕ(t). For u ∈ W 1,2p (Rd+1),
set w(t, x) = u(ϕ(t), x) and
Lw := wt + aˆ
ij(t, x1)wxixj , aˆ
ij(t, x1) :=
a¯ij(ϕ(t), x1)
a¯11(ϕ(t))
.
Observe that aˆij are measurable functions of (t, x1) ∈ R2 satisfying
Assumption 2.1 with δ2 in stead of δ. Moreover, aˆ11 = 1. Thus by
Theorem 5.9 in [9] we have
–
∫
Qr
|wxx′(t, x)− c|p dx dt ≤ Nκd+2 (|Lw|p)Qκr +Nκ−νp (|wxx|p)Qκr
for r ∈ (0,∞) and κ ≥ 8, where c = (wxx′)Qr and N depends only on
d, p, and δ. Using this inequality as well as an appropriate change of
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variable (w(t, x) = u(ϕ(t), x)), we obtain
r−2
∫ ϕ(r2)
0
–
∫
Br
|uxx′(t, x)−c|p dx dt ≤ N(κr)−2κd+2
∫ ϕ((κr)2)
0
–
∫
Bκr
|L¯0u|p dx dt
+N(κr)−2κ−νp
∫ ϕ((κr)2)
0
–
∫
Bκr
|uxx|p dx dt
for r ∈ (0,∞) and κ ≥ 8, where N = N(d, p, δ). From this inequality
along with the facts that δ ∈ (0, 1) and δt ≤ ϕ(t) ≤ δ−1t, it follows
that
–
∫
Qr
√
δ
|uxx′(t, x)−c|p dx dt ≤ Nκd+2
(|L¯0u|p)Qκr/√δ+Nκ−νp (|uxx|p)Qκr/√δ ,
where N = N(d, p, δ). Replace r
√
δ with r and κ/δ with κ in the above
inequality (thus κ ≥ 8/δ). Finally, observe that
–
∫
Qr
|uxx′(t, x)− (uxx′)Qr |p dx dt ≤ N(p) –
∫
Qr
|uxx′(t, x)− c|p dx dt.
The lemma is proved. 
Let Q be the collection of all Qr(t, x), (t, x) ∈ Rd+1, r ∈ (0,∞). For
a function g defined on Rd+1, we denote its (parabolic) maximal and
sharp function, respectively, by
Mg(t, x) = sup
(t,x)∈Q
–
∫
Q
|g(s, y)| dy ds,
g#(t, x) = sup
(t,x)∈Q
–
∫
Q
|g(s, y)− (g)Q| dy ds,
where the supremums are taken over all Q ∈ Q containing (t, x). By
L0 we mean the operator L with b
i = c = 0, i.e.,
L0u = ut + a
ij(t, x)uxixj .
Theorem 3.3. Let µ, ν ∈ (1,∞), 1/µ + 1/ν = 1, and R ∈ (0,∞).
There exists a constant N = N(d, δ, µ) such that, for any u ∈ C∞0 (Rd+1)
vanishing outside QR, we have
(uxx′)
# ≤ N(a#R)
α
ν
[
M(|uxx|2µ)
] 1
2µ +N
[
M(|L0u|2)
]α [
M(|uxx|2)
]β
,
where α = 1/(8d+ 18) and β = (4d+ 8)/(8d+ 18).
Proof. Let κ ≥ 8/δ, r ∈ (0,∞), and (t0, x0) = (t0, x10, x′0) ∈ Rd+1. We
introduce another coefficients a¯ij defined as follows.
a¯11(t) = –
∫
Bκr(x0)
a11(t, y) dy if κr < R,
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a¯11(t) = –
∫
BR
a11(t, y) dy if κr ≥ R.
In case i 6= 1 or j 6= 1,
a¯ij(t, x1) = –
∫
B′κr(x
′
0
)
aij(t, x1, y′) dy′ if κr < R,
a¯ij(t, x1) = –
∫
B′R
aij(t, x1, y′) dy′ if κr ≥ R.
Set L¯0u = ut + a¯
ijuxixj . Then by Lemma 3.2 with an appropriate
translation, we have(|uxx′ − (uxx′)Qr(t0,x0)|2)Qr(t0,x0)
≤ Nκd+2 (|L¯0u|2)Qκr(t0,x0) +Nκ−1/4 (|uxx|2)Qκr(t0,x0) . (8)
Note that∫
Qκr(t0,x0)
|L¯0u|2 dx dt ≤ 2
∫
Qκr(t0,x0)
|L0u|2 dx dt+N(d)
∑
i,j=1
χij, (9)
where
χij =
∫
Qκr(t0,x0)
|(a¯ij − aij)uxixj |2 dx dt =
∫
Qκr(t0,x0)∩QR
· · · ≤ I1/νij J1/µij ,
Iij =
∫
Qκr(t0,x0)∩QR
|a¯ij − aij |2ν dx dt,
Jij =
∫
Qκr(t0,x0)∩QR
|uxixj |2µ dx dt.
Using the definitions of a¯ij and assumptions on aij, we obtain the fol-
lowing estimates for Iij . If κr < R,
I11 ≤ N
∫ t0+(κr)2
t0
∫
Bκr(x0)
|a¯11 − a11| dx dt ≤ N(κr)d+2O xκr(a11)
≤ N(κr)d+2a#R .
In case κr ≥ R,
I11 ≤ N
∫ R2
0
∫
BR
|a¯11 − a11| dx dt ≤ NRd+2O xR(a11)
≤ N(κr)d+2a#R .
Now let j 6= 1 or k 6= 1. If κr < R,
Iij ≤ N
∫
Λκr(t0,x0)
|a¯ij − aij | dx′ dx1 dt ≤ N(κr)d+2O x′κr(aij)
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≤ N(κr)d+2a#R .
In case κr ≥ R,
Iij ≤ N
∫
ΛR
|a¯ij − aij| dx′ dx1 dt ≤ NRd+2O x′R (aij)
≤ N(κr)d+2a#R .
From the inequality (9) and the estimates for Iij, it follows that(|L¯0u|2)Qκr(t0,x0) ≤ N(a#R)1/ν (|uxx|2µ)1/µQκr(t0,x0) +N (|L0u|2)Qκr(t0,x0) .
This, together with (8), gives us(|uxx′ − (uxx′)Qr(t0,x0)|2)Qr(t0,x0) ≤ Nκd+2(a#R)1/ν (|uxx|2µ)1/µQκr(t0,x0)
+Nκd+2
(|L0u|2)Qκr(t0,x0) +Nκ−1/4 (|uxx|2)Qκr(t0,x0) (10)
for any r > 0 and κ ≥ 8/δ. Let
A(t, x) =M(|L0u|2)(t, x), B(t, x) = M(|uxx|2)(t, x),
C(t, x) = (M(|uxx|2µ)(t, x))1/µ .
Then we observe that (|L0u|2)Qκr(t0,x0) ≤ A(t, x) for all (t, x) ∈ Qr(t0, x0).
Similar inequalities are obtained for B and C. From this and (10) it
follows that, for any (t, x) ∈ Rd+1 and Q ∈ Q such that (t, x) ∈ Q,(|uxx′ − (uxx′)Q|2)Q ≤ Nκd+2(a#R)1/νC(t, x)
+Nκd+2A(t, x) +Nκ−1/4B(t, x)
for κ ≥ 8/δ. Moreover, the above inequality also holds true for 0 <
κ < 8/δ because
–
∫
Q
|uxx′ − (uxx′)Q|2 dx dt ≤
(|uxx′|2)Q ≤ (8δ−1)1/4κ−1/4B(t, x)
for any (t, x) ∈ Q ∈ Q. Therefore, we finally have(|uxx′ − (uxx′)Q|2)Q ≤ Nκd+2(a#R)1/νC(t, x)
+Nκd+2A(t, x) +Nκ−1/4B(t, x)
for all κ > 0, (t, x) ∈ Rd+1, and Q ∈ Q such that (t, x) ∈ Q. Take the
supremum of the left-hand side of the above inequality over all Q ∈ Q
containing (t, x), and then minimize the right-hand side with respect
to κ > 0. Also observe that
(|uxx′ − (uxx′)Q|)Q2 ≤
(|uxx′ − (uxx′)Q|2)Q .
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Then we obtain[
u#xx′(t, x)
]2
≤ N
[
(a#R)
1/νC(t, x) +A(t, x)
] 1
4d+9
[B(t, x)] 4d+84d+9 ,
where N = N(d, δ, µ). Upon noticing B(t, x) ≤ C(t, x), we arrive at
the inequality in the theorem. This finishes the proof. 
Corollary 3.4. For p > 2, there exist constants R = R(d, δ, p, ω) and
N = N(d, δ, p) such that, for any u ∈ C∞0 (Rd+1) vanishing outside QR,
we have
‖ut‖Lp + ‖uxx‖Lp ≤ N‖L0u‖Lp.
Proof. Let µ be a real number such that p > 2µ > 2. Then by applying
the Fefferman-Stein theorem on sharp functions, Ho¨lder’s inequality,
and Hardy-Littlewood maximal function theorem on the inequality in
Theorem 3.3, we obtain
‖uxx′‖Lp ≤ N(a#R)
α
ν ‖uxx‖Lp +N‖L0u‖2αLp‖uxx‖2βLp, (11)
where, as noted in Theorem 3.3, 1/µ+ 1/ν = 1 and 2α + 2β = 1. On
the other hand, let
g = L0u+∆d−1u−
∑
i 6=1,j 6=1
aijuxixj ,
where ∆d−1u = ux2x2 + · · ·+ uxdxd. Then
ut + a
11ux1x1 +∆d−1u = g.
Note that the coefficients of the operator
L1u = ut + a
11(t, x)ux1x1 +∆d−1u
satisfy the assumptions in Corollary 3.7 of [15]. Thus there exist R =
R(d, δ, p, ω) and N = N(d, δ, p) such that
‖ux1x1‖Lp ≤ N‖g‖Lp
if u vanishes outside QR. This leads to
‖ux1x1‖Lp ≤ N
(‖L0u‖Lp + ‖uxx′‖Lp)
for u ∈ C∞0 (Rd+1) vanishing outside QR. This and (11) allow us to
have
‖uxx‖Lp ≤ N‖L0u‖Lp +N(a#R)
α
ν ‖uxx‖Lp +N‖L0u‖2αLp‖uxx‖2βLp.
Take another sufficiently small R (we call it R again) which is not
greater than the R above, so that it satisfies
N(a#R)
α
ν ≤ 1/2. (12)
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Then we obtain
1
2
‖uxx‖Lp ≤ N‖L0u‖Lp +N‖L0u‖2αLp‖uxx‖2βLp,
which implies that
‖uxx‖Lp ≤ N‖L0u‖Lp.
Finally, observe that
‖ut‖Lp = ‖L0u− aijuxixj‖Lp ≤ ‖L0u‖Lp +N‖uxx‖Lp.
This finishes the proof. 
Proof of Theorem 3.1. We have an Lp-estimate for functions with
small compact support. Then the rest of the proof can be done by
following the argument in [15]. 
4. Proof of Theorem 2.3
As in section 3, we set
L0u = ut + a
ij(t, x)uxixj ,
where coefficients aij satisfy Assumption 2.1 and 2.2.
Lemma 4.1. Let q > p ≥ 2, and r ∈ (0, 1]. Assume that v ∈
W 1,2q,loc(R
d+1) satisfies L0v = 0 in Q2r. Then
(|vxx|q)1/qQr ≤ N
(|vxx|2)1/2Q2r ≤ N (|vxx|p)1/pQ2r ,
where N depends only on d, q, δ, and the function ω.
Proof. This lemma is proved in the same way as Corollary 6.4 in [16].
As discussed in the proof of Lemma 4.1 in [9], the key step is to have
the estimate
‖uxx‖Lp(Qr) ≤ N
(‖L0u‖Lp(Qκr) + r−1‖ux‖Lp(Qκr) + r−2‖u‖Lp(Qκr))
for p ∈ (2,∞) and u ∈ W 1,2p,loc(Rd+1), where r ∈ (0, 1], κ ∈ (1,∞), and
N depends only on d, p, δ, κ, and the function ω. This is obtained using
Theorem 3.1 in this paper and the argument in the proof of Lemma
6.3 of [16]. 
In the following we state without proofs some results which are nec-
essary for the proof of Theorem 2.3. They can be proved following the
arguments in [16]. Alternatively, one can follow the proofs of the cor-
responding statements (Theorem 6.1, Corollary 6.2, Lemma 6.3, and
Corollary 6.4) in section 6 (also see section 4) of the paper [9]. Note
that Lemma 4.1 above is needed in the proof of the following theorem.
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Theorem 4.2. Let p ≥ 2. In case p = 2, we assume that the coeffi-
cients aij(t, x) of L0 are independent of x
′ ∈ Rd−1. Then there exists
a constant N , depending on d, p, δ, and the function ω, such that, for
any u ∈ C∞0 (Rd+1), κ ≥ 16/δ, and r ∈ (0, 1/κ], we have
–
∫
Qr
|uxx′(t, x)− (uxx′)Qr |p dx dt
≤ Nκd+2 (|L0u|p)Qκr +N
(
κ−νp + κd+2(a#κr)
1/2
)
(|uxx|p)Qκr ,
where ν = 1/2− 3/(4p)
As in [9], we use the following notations, which are 1-dimensional
versions of the notations introduced in section 3. If g is a function
defined on R, by (g)(a,b) we mean
(g)(a,b) = –
∫
(a,b)
g(s) ds = (b− a)−1
∫
b
a
g(s) ds.
The maximal and sharp function of g are defined by
Mg(t) = sup
t∈(a,b)
–
∫
(a,b)
|g(s)| ds,
g#(t) = sup
t∈(a,b)
–
∫
(a,b)
|g(s)− (g)(a,b)| ds,
where the supremums are taken over all intervals (a, b) containing t.
Corollary 4.3. Let p ≥ 2. In case p = 2, we assume that the coeffi-
cients aij(t, x) of L0 are independent of x
′ ∈ Rd−1. Then there exists
a constant N , depending on d, p, δ, and the function ω, such that, for
any u ∈ C∞0 (Rd+1), κ ≥ 16/δ, and r ∈ (0, 1/κ], we have
–
∫
(0,r2)
∣∣ϕ(t)− (ϕ)(0,r2)∣∣p dt
≤ Nκd+2(ψp)(0,(κr)2) +N
(
κ−νp + κd+2(a#κr)
1/2
)
(ζp)(0,(κr)2),
where ν = 1/2− 3/(4p),
ϕ(t) = ‖uxx′(t, ·)‖Lp(Rd),
ζ(t) = ‖uxx(t, ·)‖Lp(Rd), ψ(t) = ‖L0u(t, ·)‖Lp(Rd).
Lemma 4.4. Let p ≥ 2. In case p = 2, we assume that the coefficients
aij(t, x) of L0 are independent of x
′ ∈ Rd−1. Let R ∈ (0, 1] and u be a
function in C∞0 (R
d+1) such that u(t, x) = 0 for t /∈ (0, R4). Then
ϕ#(t0) ≤ Nκ(d+2)/p (Mψp(t0))1/p
+N
(
(κR)2−2/p + κ−ν + κ(d+2)/p (ω(R))1/2p
)
(Mζp(t0))
1/p
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for all κ ≥ 16/δ and t0 ∈ R, where ν = 1/2−3/(4p), N = N(d, p, δ, ω),
and the functions ϕ, ζ, ψ are defined as in Corollary 4.3.
The following corollary is proved by repeating word for word the
proof of Corollary 6.4 in [9], but we have to use, instead of Corollary
4.5 in [9], the corresponding result in [16] (see Lemma 3.4 and its proof
there) since a11 is assumed to be measurable in t ∈ R and VMO in
x ∈ Rd.
Corollary 4.5. Let q > p ≥ 2. Assume that, in case p = 2, the
coefficients aij of L0 are independent of x
′ ∈ Rd−1. Then there ex-
ists R = R(d, p, q, δ, ω) such that, for any u ∈ C∞0 (Rd+1) satisfying
u(t, x) = 0 for t /∈ (0, R4),
‖ut‖Lq,p + ‖uxx‖Lq,p ≤ N‖L0u‖Lq,p,
where N = N(d, p, q, δ, ω).
Proof of Theorem 2.3. If p = q ≥ 2, the theorem follows from The-
orem 2.2 in [12] as well as Theorem 3.1 in this paper. To deal with
the case with q > p ≥ 2, we use the Lq,p-estimate proved above for
functions with compact support with respect to t ∈ R and follow the
proofs in section 3 of the paper [16]. Theorem 2.3 is now proved. 
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