Abstract
Introduction
Hip fractures commonly result in permanent disability, institutionalization or death, and are one of the most damaging fractures among elderly people [1] . As the cost of fracture regarding medical expenditures and quality of life lost can be substantial, it is essential to identify a complete profile of fracture risk for the development of timely interventions such as pharmacotherapy to limit bone structure degradation and then prevent its clinical translation into hip fracture [2] . This degradation remains often definitive, i.e. it can be stopped but cannot be healed in most of the case [3] . Several tools exist to help clinician in the prediction and prevention of hip fractures [4] . However, their utility in clinical practice is debated and some studies showed that they are underused by practitioners [5] . One of the barriers for their use is their generally poor graphic presentation, which does not permit either to understand the underlying mechanisms or use the tool as an aid in explaining them to the patients [6] . Graphical models like Bayesian networks show an increasing popularity in the biomedical domain [7] [8] [9] [10] [11] [12] . The graphical part of this type of model is very expressive for a modelling non-specialist and their implementation in existing scores could potentially contribute to their use in clinical practice. However, their potential contribution to the regression modelling approach needs to be studied and assessed before proceeding to such implementation. Our objective was to use a causal Bayesian network framework for studying mechanisms leading to hip fracture and our secondary objective was to confirm our results by performing a logistic regression.
Methods

Study population
For the purpose of this study, we used the EPIDOS cohort lastly updated in 2010 and already described elsewhere [4] . Briefly, 7598 women aged 75 years or older were recruited in five French cities (Amiens, Lyon, Montpellier, Paris, and Toulouse) and followed up by mailed questionnaires every 4 months during 4 years. Women who were not able to walk independently and those who had a bilateral hip replacement were excluded. Femoral-neck BMD by dual-photon X-ray absorptiometry, potential risk factors for osteoporosis and potential fall-related risk factors were assessed, which included self-reported physical capacity, neuromuscular function, mobility, visual function, history of previous falls and use of medication. During an average of 3.8 years of follow-up, 293 women suffered a hip fracture. After this 4 year period, only the vital status was regularly assessed until 2010 by checking the French national registry of death (INSEE). This study has been specifically approved by the French ethic committee 'Comité consultatif de protection des personnes dans la recherche biomédicale de Lyon B' in January 1992.
Based on literature, especially on the FRAX tool regarding risk factors for osteoporosis [13] and on expert knowledge, we used a set of 15 variables to describe the study population: age, body mass index at inclusion, current or past use of corticoids during 3 months or more, t-score at femoral neck, number of falls during the 6 months before inclusion, weekly intake of alcohol, tobacco smoking status, history of hip fracture since 55 of age, parental history of hip fracture, gait speed, Five Times Sit To Stand test results (5TSTS) which is a proxy of the motor performances of the patients [14] , number of recorded chronic diseases (diabetes, depression, glaucoma, cataract, angina pectoris, Parkinson disease and hypertension), current or past use of vitamin D in the past year, current psychotropic drug use and hip fracture. Hip fractures were ascertained by X-rays radiography and analyzed by an expert rheumatologist. Data were discretized when needed according to expert knowledge and another analysis using EPIDOS data [15] . For the comparison purpose of the study, we used the same dataset for each modeling approach.
Statistics
In this study, we used a hybrid algorithm, called H2PC, to learn the Bayesian network (BN) structure among the 15 candidate variables discussed above. The source code of H2PC and the Bnlearn package in R [16] are publicly available. The set of causal assumptions used in this study is described in Table 1 . The resulting DAG is interpreted as causal BN. The bootstrapping process has been repeated 200 times and an averaged DAG representing the final Bayesian network was drawn, containing only arcs appearing in at least 25% of the DAGs constructed earlier from the bootstrapped datasets (Fig 1) . Analysis was performed using R software (v.2.13.0) and Netica Software (v.4.16, Norsys Software Corp, Vancouver, Canada). A more comprehensive description of the Bayesian network modelling approach can be found in many published work [17, 18] .
We used a logistic regression model with a stepwise selection approach (retained threshold of p<0.20 for prior inclusion, and p>0.05 for exclusion of variables in the model, which are common thresholds in epidemiology). Continuous variables were discretized prior to inclusion in the model according to the expert. Patients presenting missing values (2% of the initial sample) were excluded from the analysis (complete case approach). All the covariates had a number of events greater than 10 and the outcome variable counted more than 200 events. Interactions were tested with a threshold of p<0.05, in case of interaction a stratified analysis was conducted. Collinearity between variables was checked with the approach of Belsley, Kuh, and Welsch [19] (a threshold of 30 was chosen for collinearity detection). A test of Hosmer and Lemeshow goodness-of-fit was performed [20] , with a retained threshold for statistical significancy retained at p = 0.05. Analysis was performed using SAS software (v.9.3, SAS Institute Inc., CARY, NC, USA).
A receiver operating characteristic (ROC) curve was plotted to evaluate each model predictive performances [21] . The area under the ROC curve (AUROC) was then calculated for both logistic regression and BN to assess their overall performances regarding fracture prediction. Each ROC curve was compared using a contrast test [22] . Sensibility, specificity, positive and negative likelihood ratios and positive and negative predicted value were computed, considering the respective Youden index [23] for each model.
Results
7547 women were included in this analysis (51 patients were excluded due to missing values). Characteristics of the population are shown in Table 2 . The mean age was 80.5 years (SD = 3.8). A total of 289 patients sustained a fracture during the follow-up. Relationships between potential risk factors and fracture were assessed independently by the two approaches (i.e logistic regression and causal Bayesian network) and results are displayed in Table 3 .
The most probable Bayesian network structure given our data was computed according to the observations and some a priori causal assumptions. These assumptions were encoded in a Table 1 . Logical constraints applied on the structural learning stage. constraint matrix used in the learning process by the algorithmic approach and are shown in Table 1 . In the causal pathways proposed by the final model (Fig 1) , Age and BMI were found to influence directly the BMD and BMD was found to influence directly the probability of hip fracture occurrence. Psychotropic drug use was found to influence directly the gait speed and the 5 Times Sit To Stand (5TSTS) test results, which in turn influenced falls and fractures ( Fig  1) . Previous falls were not found to be directly associated with hip fracture in this model, despite the fact that the hypothesis of fall being a cause of fracture but not the opposite was allowed in the constraints used in the structure learning phase. The only two variables that were directly linked to fracture were gait speed and bone mineral density. The AUROC of our Bayesian network was 0.71, 95% Confidence Interval (95% CI) = (0.68-0.73). Both models gave similar prediction regarding hip fractures occurrences (Table 4) , and had positive likelihood ratio about 2 and a negative likelihood ratio of 0.5 [24] . The logistic regression analysis found a statistically significant association of fracture with several variables, including sedative or anxiolytics use, Age, BMD, BMI, gait speed, personal history of fracture and history of more than 2 falls in the previous semester. All relationships described below were adjusted upon these variables. Regarding BMI, having a BMI higher than 30 appears to have a protective effect (adjusted Odds Ratio (aOR) = 0.64 (95% CI: 0.42-0.98)), contrasting with the trend observed for women having a BMI below 18.5 (aOR = 1.67 (0.98-2.87)). Regarding gait speed, we observed that the higher the measured gait speed, the less the patient was prone to sustain a fracture, suggesting an important effect of gait over the fracture risk. The 5TSTS test results were not retained during the backward approach when both gait speed and 5TSTS where included. Presence of a personal history of fracture (aOR = 1.39 (1.06- A significant interaction between psychotropic drugs and age, between psychotropic drugs and Bone Mineral Density, between Age and gait speed and between age and number of fall in the past six months was detected during the logistic regression modeling process. In order to account for interaction, four logistic regression models were developed in each strata of psychotrope use (user and non-users) and age (<80, 80-<85, 85-<90, > = 90 years, data not shown). The stratification on psychotropic drug use showed that in the group of psychotropic non-users, aging had a positive association with hip fracture, in contrast with the group of users, where age did not showed a similar association. On the other hand, association of low bone mineral density were far stronger in the psychotropic drug users group (aOR = 7.93 (3.70-17.2)) than in the non-user group (aOR = 1.63 (0.94-2.84)).
Discussion
Our results showed that age, gait speed and BMD were the variables having the greatest influence on hip fracture occurrence in both modeling approach. Furthermore, according to the a priori causal assumptions encoded in the Bayesian network representation, gait speed and bone mineral densities are suspected to mediate effect of all other observed variables, including age. A recent study involving causal effect estimation of bazedoxifene acetate on fracture by use of structural equation modeling found age and body mass index to be causally linked to BMD that, in turn, had an effect on fractures [25] . Our results suggest that gait-speed is directly associated with fracture and mediates the effect of other variables. We did not retrieve another study focusing directly the relationship between gait-speed and fracture. Most of the papers focused on the link between falls and gait-speed, falls being now identified as a direct consequence of gait-speed impairment [26] . In our analysis, the gait speed variable may have subsumed both gait speed impairment and the related falls leading to fractures occurrence. A study focused on this specific research question is necessary. However, these observations suggest that an optimal prevention of hip fracture has to be thought as a multi-component intervention, at least involving preservation of structural properties of bone and improvement of gait in the meantime.
Graphical algorithmic approach presented at least two contributions to more traditional regression analysis. First, the use a graphical representation highly facilitated interaction and comprehension between the medical expert and the modeler [27] . Second, the graph can be used to deal more efficiently with confounding factors than in traditional multivariate regression using stepwise algorithm [28] (despite that we didn't used this ability in the present work). In our work, logistic regression and the causal Bayesian network have highlighted same variables as most influential upon the fracture process. Moreover, both approaches showed themselves complementary, as logistic regression permitted us to detect easily interactions of psychotropic drug use with age and BMD, which was more difficult by use of Bayesian network alone. We observed that the effect of low BMD was far stronger in the population using psychotropic drugs. The mechanism suggested by the Bayesian network analysis involves a degradation of gait, in turn directly linked to fall history recorded in the six month before the study started. Other data supports this hypothesis. A recent study involving the synthesis of the results of 160 studies available from the literature in a single Bayesian network and the evaluation of its predictive performances on a sample of 288 institutionalized elderly patients found that psychotropic drugs was also a predictive factor for fall [29] , which is in turn strongly and causally associated to hip-fracture.
We didn't account for time and for competitive risk. However, the initial analysis of EPI-DOS data using Cox models and accounting for time found also a great influence of gait-speed and BMD in the occurrence of hip fracture [15] and some other study involving more traditional analysis accounting for time showed similar results [30] [31] [32] [33] . Incorporation of time, competitive risk and hierarchical structures embedded in the data in Bayesian network modeling is possible an represent an important field of research in bioinformatics [34, 35] . This point is a future development of the current work.
Another point which could be discussed is the prior assumptions used in our Bayesian network learning phase. These were based on the logical definition of the manipulability theory [36, 37] . This theory states that x may influence y only in the case that one can change x in order to change y. For instance, ageing can change the health status of the patient, for example by causing osteoporosis, but this relationship is not reciprocal as having osteoporosis does not change age of the patient. One of the limits of our approaches is that causal Bayesian network is very sensitive to causal assumption misspecifications. Despite the fact that our prior assumptions were the most objective as possible, they may nonetheless represent solely the experience or opinion of the experts involved in the project. However, these assumptions are made transparent and easily understandable for the reader willing to criticize them, which is not always the case in other framework [38] . Thus, it is clear that our results must be considered as hypotheses, which could evolve with knowledge's updates in the field according to experimental data.
Finally, there may be residual confounding, which may appear when major variable causing the studied event are omitted from the analysis. However, such residual confounding is a flaw that could threaten all statistical analysis of epidemiological data and is not specific to causal Bayesian network framework.
Conclusion
Causal Bayesian network and logistic regression were both shown that age, gait speed and BMD were the variables having the most noticeable influence on hip fracture occurrence. Moreover, BN suggested that they could mediate effects of all other major risk factors. These observations give an insight on the complexity of the hip fracture event and suggest that both objectives, i.e. improvement in mobility of the patient and bone structure preservation, must be encompassed in the same therapeutic management to efficiently prevent hip fractures.
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