Composite systems are characterized by recognizable constituents of different sizes and chemical and physi cal natures. Therefore, their behaviour presents a unique multiscale character that differs from that of supra molecular and molecular systems. An example of their unicity is represented by their response to light, which nature has often used to perform specific functions. Inspired by this, scientists have started to design artificial composite systems that use light to achieve enhanced or completely new properties with respect to the single com ponents [1] [2] [3] [4] . However, the rational of the photo induced processes in both natural and artificial composite sys tems is still far from being completely understood. Therefore, it is extremely important to develop tools that can be used to explain the natural processes and conceive artificial setups that not only mimic the former but also optimize them according to our requirements. These tools need to combine good theoretical foundations with efficient computational machinery able to simulate systems beyond the molecular scale. This is clearly a challenging task.
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If the photoinduced process can be localized on a specific part of the system, this can be effectively mod elled using a focused approach. We use the term focused to differentiate these approaches from the more general multiscale ones because we are considering embedded systems, in which a finite subsystem is surrounded by a larger (and possibly infinite) environment. Within the focused formulation of multiscale approaches, the sub system of interest -the target -is represented as a set of interacting quantum mechanical (QM) units (atoms, molecular fragments and up to molecular aggregates), which are embedded in an environment acting back on them. The environment itself does not need to be described at the QM level, as the only important param eter in this case is its effect or action on the target. This means that we only need to define the operators to be added to the QM Hamiltonian of the target to account for the effects of the environment on the target. In this case, we do not aim at an accurate description of the whole system (target and environment), but our goal is to define the correct formulation of this operator that properly accounts for the embedding effects on the target even without knowing the atomistic nature of the environment.
The present definition of the focused approaches of course hides many fundamental details, which make neither their operative formulation nor their univocal 2, 3 * Abstract | In the past few decades, quantum mechanical (QM) modelling has moved from isolated molecules made of few atoms to large supramolecular aggregates embedded in complex environments. The integration of QM methods within classical descriptions in multiscale models made such advances possible. One of the first examples of this integration is represented by continuum solvation models that have been largely and successfully applied to predict properties and processes of solvated molecules since the 1980s. Almost in the same years, an alternative classical description based on molecular mechanics (MM) was coupled to QM methods in hybrid QM/MM approaches. Since their first formulations, these QM/classical models have seen great development in terms of accuracy, robustness and generalizability. This progress has enabled their application to systems of increasing complexity and processes never studied before within a QM framework , such as photoinduced processes in biomolecules, nanomaterials and, more generally , composite systems. These systems bring together components of different sizesmolecular, nano and mesoscopic -and multiscale approaches enable their simultaneous investigation. In this Review , we highlight potentials and limitations of multiscale approaches for the modelling of photoinduced processes in composite systems. We discuss the developments that are still needed to elevate the QM-based multiscale strategy to a gold standard for the prediction of light-activated events in composite systems and the analysis of the outputs of novel advanced spectroscopies.
formulation simple. The main issues are related to the definition of the target and its boundary with the environ ment, the nature of the action of the environment on the target and the reciprocity of the effects of the tar get and environment on each other. The definition of the target determines the effect of the environment. If the target includes the atoms or molecules of the environ ment that most strongly interact with it, the action of the remaining environment can be described through long range mostly electrostatic effects. If, instead, the target is limited to the molecular system of interest, the effect of the environment should account for not only the electro static interactions but also short range repulsions and dispersion effects. The beauty of the focused approach is exactly that: in the limit of computational feasibility, any choice of the boundary between the target and the environment is possible. Therefore, the model can be systematically improved on the basis of the system and the process of interest. The issue of the reciprocity is also strictly connected to the definition of the target, but in this case, the improvement of the description is not straightforward because mutual effects between the target and the environment enter into play.
In this Review, we highlight the potentials and the limitations of multiscale approaches for the modelling of photoinduced processes in composite systems. We sum marize the concepts underlying the focused formulation of multiscale approaches and describe its implementa tion into computational methods integrating QM and classical descriptions. Finally, we discuss the develop ments that are still needed to elevate these techniques to gold standards for the prediction of light activated events and the analysis of the outputs of novel advanced spectroscopies. We do not cover in this Review the class of multiscale systems that can be identified as nano materials; interested readers are referred to reviews on such specific subjects [5] [6] [7] .
The multiscale strategies Two main strategies have been proposed so far to combine QM descriptions of the target with classical models of the environment. Interestingly, the first for mulations of both go back to the same years, namely, the late 1970s [8] [9] [10] . In one strategy, the atoms of the envi ronment (or group of atoms in coarser grained versions of the model) are treated using a molecular mechanics (MM) force field (FF) [11] [12] [13] [14] [15] . In the other strategy, a con tinuum description in terms of macroscopic properties of the environment is introduced in place of its atomic description [16] [17] [18] . Despite the substantial difference in the treatment of the environment, the two formulations present impor tant similarities when reconsidered from the point of view of the QM target.
QM/continuum. In QM/continuum models, neither atomic nor molecular detail of the environment is con sidered and the environment is represented in terms of its macroscopic properties. In these models, the target sees the environment as an infinite dielectric medium, gen erally characterized by a frequency (ω)dependent and position (r)dependent permittivity tensor function ε(ω;r).
However, in the most common formulations of the model, a homogeneous and isotropic approximation of the dielectric medium is introduced, and the permit tivity function loses its position dependency and becomes a scalar quantity. For standard applications of the model, the frequency dependency can also be neglected, resulting in a single value, namely, the iso tropic dielectric constant of the environment of inter est, ε. The position and frequency dependences of the dielectric medium are reintroduced when the model is extended to heterogeneous environments and dynamic processes.
The dielectric constant is a measure of the response of the medium to an applied electric field and is an experimentally known property for most of the com mon solvents: on the basis of its value, solvents are classified as apolar (non responsive to electric fields, such as cyclohexane, for which ε is ~2) or polar (highly responsive, such as water, for which ε is ~80). Together with the value of the dielectric constant of the environ ment, continuum models require a definition of the tar get boundaries, also known as cavity surface. The target is assumed to be fully contained within a cavity, which, in its most accurate formulation, should match the geometrical structure of the target itself. In the early versions of continuum models, simplified cavities, such as spheres and ellipses, had been largely used because in these cases the electrostatic problem can be solved analy tically rather than numerically. Several numerical strate gies have been proposed so far, but within the quantum chemical application of the model, the apparent sur face charge (ASC) (Box 1) formulation offers the best compromise between accuracy, generality and compu tational costs [19] [20] [21] . Different cavities have been used in combination with the ASC formulation, but in most cases, a set of interlocking spheres centred on the target atoms is used. The radii of the spheres are defined to take into account the atomic dimension, but in some formu lations, they are scaled to make them dependent on the dimension of the solvent molecules as well (the resulting cavity surface is also known as a solventaccessible sur face). The resulting cavity surface is finally used to repre sent the action of the environment on the target through the introduction of a set of ASCs. These surface charges are apparent, as they exist only in the presence of a polari zation source, here, the QM charge density of the target. The number of ASCs is fixed and depends on the mesh used for partitioning the cavity surface, whereas their value is determined by the dielectric constant of the environment, the shape of the cavity and the QM density of the target. Because of the dependence of the ASCs on the QM density, and of the QM density on the action of the ASCs, a selfconsistent approach is needed. The name self consistent reaction field (SCRF) approach is also commonly used to indicate the integration of the ASC formulation into self consistent field (SCF) QM methods such as Hartree-Fock or density functional theory (DFT).
Therefore, the ASC formulation of continuum mod els accounts for the mutual polarization between the target and the environment (Fig. 1) .
Over the years, ASC models have been reformulated many times, and currently, they represent extremely www.nature.com/natrevchem robust and efficient numerical methods. Moreover, they have been extended to almost any application of quantum chemistry for isolated molecules such as the study of the potential energy surfaces, the simulation of chemical reactivity and the prediction of spectroscopic properties [18] [19] [20] [21] . This has been possible thanks to the sim plicity of the ASC formulation, which accounts for an additional operator to the Hamiltonian of the isolated system that is easy to calculate and analytically differen tiated with respect to external and internal perturbations (such as, geometrical distortions, external electric and magnetic fields). The latter characteristic in particular enables the combination of continuum models with response theories, thus achieving a computationally effective and general approach to include environment effects in the simulation of spectra.
The extension of continuum models to light-matter interaction, in fact, is not straightforward, as it requires the inclusion of important aspects that do not apply when the same interaction is simulated for an iso lated system. When an oscillating field impinges on an embedded system, its time dependent reaction will be necessarily coupled to that of the environment. If the applied field oscillates at frequencies far from those that can be absorbed by the molecules of the environment, we can avoid explicitly considering the environment frequencydependent response in our model. However, we still need to account for the fact that the timescale of such a response can be different with respect to that of the target. For example, when we consider a target, which is excited to a new electronic state corresponding to a new electronic density, the environment response will not be always instantaneous. The possible delay leads to a kind of non equilibrium regime, which will eventually relax to a new equilibrium once the environ ment fully adapts to the new electronic density of the target. This equilibration is possible if the lifetime of the excited state is long enough with respect to the times cale of the environment relaxation. In common polar solvents, the timescales involved in the solvation dynam ics are of the order of some hundreds of picoseconds, that is, much slower than a vertical excitation but faster than the lifetime of molecular excited states. In this case, the target will emit when the solvent is fully equilibrated with the excited target, and the non equilibrium scheme should be reverted.
From the macroscopic point of view, we can distin guish between optical and static dielectric constants. The optical constant (ε opt ) describes the fast component of the dielectric response and can be approximated to the square of the refractive index at optical frequencies, whereas the static dielectric constant (ε 0 ) corresponds to the total response and it is used in combination with static fields. For the most common polar solvent, the optical and static dielectric constants are very different; for example, for water, ε opt = 1.7 and ε 0 = 78. When we integrate this picture into the framework of ASC mod els, the apparent charges can be split into two compo nents: a dynamic one, corresponding to the electronic degrees of freedom of the environment molecules and an inertial one, corresponding to their vibrational and orientational motions. In our effective model, an elec tronic excitation in the target induces a change only in the dynamic charges (determined by ε opt ), while the remaining charges remain unaffected. This means that all environments behave as apolar ones during an electronic transition.
Box 1 | Apparent surface charge formulation of continuum models
The basic formulation of continuum models requires the solution of a classical electrostatic problem -a Poisson problem:
M where ρ m is the solute charge distribution and ε → r ( ) is the general position-dependent permittivity. If we assume ρ m to be restricted to a molecular cavity C of proper shape and dimension within a homogeneous and isotropic solvent, the following simplification can be used for
where ε is the dielectric constant of the bulk medium. Within this framework, and by introducing the appropriate boundary conditions, the Poisson problem can be solved in terms of a potential V, which is the sum of the potential generated by ρ m and that generated by a fictitious (or apparent) charge distribution on the surface of the cavity C (Γ) namely
where σ is the apparent surface charge (ASC) distribution and → s is the vector defining a generic point on the surface.
Alternative formulations of the ASC have been proposed, with the most popular being those belonging to the polarizable continuum model (PCm) 21 and the conductor screening-like solvation model (CoSmo) 20 . Despites the differences in the theoretical model used, in all cases, the following and integral equation has been used: Tσ = Rf M , where T and R are integral operators that depend on the dielectric constant and the morphology of the cavity surface, and f M is the electrostatic property due to the solute calculated at the cavity surface (namely, an electric potential or the component of the electrostatic field perpendicular to the surface).
Despite the remarkable simplification introduced by the use of ASC, the numerical resolution of the problem remains challenging for cavities of complex shape. To overcome this difficulty, a discrete representation of the surface Γ in terms of a mesh made of N elements (often called tesserae), each characterized by a representative point s i and an area a i , is generally introduced. This technique may be profitably linked to the boundary element method (Bem), a numerical technique widely used in physics and engineering to solve complex differential equations through the numerical integration of integral equations. The discretization of Γ consequently results in a discretization of σ in terms of point-like charges. Namely, if we assume that on each surface element, σ is practically constant, its effect can be simulated with that of a point charge = σ → q s a ( ) i i i . Within this framework, all integral operators become square matrices of dimension N x N, and the previous definition of σ can be recast in a matrix form.
The same ASC model can be applied to the continuum description of metal nanoparticles 40 . In this case, however, the dielectric becomes finite, with shape and dimension matching those of the selected nanoparticles. The ASCs are now placed on the surface of the particle itself and not on the surface of the molecular cavity. moreover, ASCs are described by complex numbers. The metal behaves differently depending on its interaction with static or oscillating fields. In the first case, it behaves as a conductor and is associated with an infinite dielectric constant. In the second case, the dielectric behaviour is recovered but the dielectric constant becomes a function depending on the frequency of the oscillating field, ε(ω), characterized by a real and an imaginary part, with the latter being related to the energy dissipation in the metal (Box 4). metal nanoparticles absorb energy from the incident light and behave as a dissipative channel for excited-state molecules in their vicinity 154 . When applied to metal nanoparticles, ASCs approaches are most often called Bems, and they can also include apparent surface currents so to solve maxwell equations and thus account for electromagnetic retardation effects 155 .
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Even when an applied field does not induce an excitation in the target, the presence of the environ ment makes the process different from the case of an isolated system. In this case, the applied field polari zes the environment, and as a result, the field acting on the target at the molecular level will be different from the applied one. This effect is well known and gener ally described as the cavity field effect. It is mainly used in nonlinear optics to properly connect measurements of electric response properties (electric susceptibilities) of chromophores dispersed in a macroscopic condensed medium to the corresponding molecular hyperpolariz abilities 22 . The common approach is to use the simple correction factors proposed by Lorentz and Onsager 23 , which are based on simplified continuum models. Important generalizations of the Onsager-Lorentz models have been proposed by using more refined ASC approaches 22 . Within this context, the field acting locally on the target is described through an additional set of apparent charges induced on the cavity surface by the externally applied field and not by the target itself. Such a new set of charges depends not only on the macro scopic properties of the solvent but also on the details of the molecular cavity. When the shape of the cavity is far from a simple sphere, the description of the cavity field effects can significantly diverge from the standard Lorentz-Onsager factors.
A particularly intriguing kind of light-matter inter action in the presence of an active environment is that comprising a solvated molecule in the proximity of a metallic nanostructure. Here, the incoming light can excite a plasmon (a collective excitation of the metal con duction electrons) on the metal surface that in turn can greatly amplify the electric field locally. In spectroscopy, nanoparticles, metal surfaces with nanoscale rough ness or tips with a nanoscale radius of curvature are exploited to enhance the signal from the molecule 23 . The best known example is undoubtedly surfaceenhanced Raman spectroscopy (SERS; or metallic tipenhanced Raman spectroscopy (TERS)) 24, 25 , in which the Raman scattering signal of molecules are enhanced by several orders of magnitude 26 , achieving molecular and intra molecular resolution 27, 28 . SERS but also plasmon enhanced fluorescence 29, 30 and other plasmon based techniques have become largely used for sensing appli cations 31, 32 . In photochemistry, plasmonic nanostructures are used to promote photoreactions [33] [34] [35] , either by exploiting the enhanced excitation due to plasmons or by transfer of hot carriers generated by the light-metal interaction to the molecule. In another class of exper iments, the molecule-nanostructure interaction can be so strong that it can be described only by hybrid light-molecule states (strong coupling regime) 36, 37 . Close analogies can be established between the electromagnetic mechanisms involved in a moleculenanoparticle interaction 38 and those discussed for mol ecules in solution. The external field enhanced by the plasmonic resonance corresponds to the cavity field for molecules in solution, and the field acting on the molecule that is generated by the nanoparticle polari zation induced by the molecule itself (sometimes called image field) is analogous to the reaction field in solution. Although, the effects of such fields are sub stantially stronger in the case of metal nanostructures owning to the plasmonic excitations, the formal analogy still persists.
These analogies explain why the multiscale models developed so far for molecule-nanoparticle interactions are very similar to those developed for molecules in solu tion. Also in this case, scientists proposed multiscale models that either describe the metal as a continuous dielectric medium or exploit its atomistic description 39 . The first continuum model for molecule-plasmon sys tems is based on the ASC formulation 40 (Box 1). From the perspective of the classical electromagnetic models for plasmonics, the metal nanoparticle is treated with a quasistatic version of the approach presented in Box 1 (fully retarded formulations are also extensively used in nanoplasmonics) 41, 42 . It is worth remarking that the con tinuum description of a solid nanoparticle has not been limited to metal but has also been suggested for semi conductor nanoparticles 43 . The use of continuum mod els for molecules interacting with metals has also been proposed as a convenient approach in photoelectron spectroscopy 44 . Finally, intermediate descriptions have
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The configuration of the environment atoms around the target and the MM force field . In the second case, the induced dipole (ID) type of polarizable embedding is applied, in which each environment atom is characterized by a fixed charge (q k MM ) and a polarizability (α a ).
www.nature.com/natrevchem also been proposed and proved to be useful, in which molecules and metals are not mutually coupled but rather the local electromagnetic field is calculated a priori without the molecule and then applied to the molecule, approximately taking into account its spatial dependence 45 . A recent turn in the development of continuum models is the transition to approaches that describe the interaction between molecules and light in the time domain rather than in the frequency domain. This allows us to directly simulate experiments that involve light pulses, often of complicated profiles 46 , and account for important effects such as decoherence of the molecu lar electronic states and their relaxation. Modelling in the time domain rather than in the frequency domain may also have a computational advantage arising from the more favourable scaling of the computational cost with the system size 47 . In practice, the time dependent approach aims to numerically solve a time dependent Schrödinger equation (or its DFT counterpart, a time dependent Kohn-Sham equation) for the molecule electromagnetically coupled to a numerical time dependent classical electromagnetic solver 48, 49 . The finite difference time domain (FDTD) solver coupled to real time time dependent DFT (TDDFT) is the most natural choice [50] [51] [52] [53] . A time dependent formulation of the ASC approach is also possible and may have some technical advantages over FDTD in the calculation of the electromagnetic coupling; for example, for ASC, the number of points in space where DFT and TDDFT electrostatic potentials should be calculated (see Box 1) is much smaller than for FDTD, saving computational time and memory 54 .
QM/MM.
The continuum approach presented so far is an extremely flexible and effective approach to include environment effects within a focused formulation. In particular, the use of the ASC formulation based on molecular cavities that accurately follow the chemical and structural composition of the target has largely increased the sensitivity of continuum models to local effects owing to the specific composition of the target. These effects were completely neglected in the early formulations of continuum models that are based on very simplified cavities (often a single sphere) and assume a monopolar or dipolar distribution of charge for the target [16] [17] [18] . However, continuum models cannot solve all prob lems. Neglecting the atomic structure of the envi ronment limits a correct and accurate description of specific interactions between the target and the environ ment and hides possible molecular scale heterogenei ties and anisotropies in the environment. In all cases in which environment specificities play a substantial role, an atomistic description for the environment has to be preferred.
The standard approach in atomistic formulations involves the use of an MM FF to describe the atoms of the environment. As a result, the QM target is coupled to the environment through electrostatics interactions and dispersion-repulsion potentials. This QM/MM for mulation limits the action of the MM part on the QM target to electrostatics, only recovering the dispersion and repulsion terms as additional fully classical energy corrections. This approach is known as an electrostatic embedding version of QM/MM methods, in which the atoms of the environment are represented by a set of fixed point charges or a fixed multipolar expansion. In addition, covalent bonds between the target and the environment are possible within this framework, and they are generally addressed using the link atom tech nique in which an additional atom (generally hydro gen) is introduced to the QM subsystem to saturate the valence electrons of the QM atom involved in the bond at the interface between QM and classical parts.
Recently, this QM/MM formulation has been sup plemented with the inclusion of an additional term that accounts for the polarization of the environment. The resulting polarizable embedding has been realized in many different ways 55 . One way is to replace the fixed charges of the electrostatic embedding with fluctuating ones [56] [57] [58] [59] [60] . Another strategy is to introduce a Drude oscil lator model 61 in which one fixed charge is located at the MM atom and a second charge of the same magnitude and opposite sign is mobile 62, 63 . The two charges are linked by a harmonic spring, and the polarization results from the competition between the forces acting on the mobile charge, which are due to the spring and the electrostatic interactions with the rest of the system. A third approach is based on induced dipoles (IDs) [64] [65] [66] [67] [68] , in which each MM atom is characterized by a fixed charge and a (usually isotropic) polarizability. In this case, the electric field generated by the target and the MM charges induces a dipole on each atom of the environ ment (Box 2). In all cases, mutual polarization effects between the target and the environment are included exactly as done in the continuum framework but maintaining the atomistic details of the environment. By moving from the electrostatic to the polarizable (pol) embedding, QM/MM and continuum formulations become more similar. For example, the SCRF approach can also be used in QM/MM(pol), enabling the simul taneous determination of the target density and the polarization of the environment by means of a varia tional formulation. Moreover, QM/MM(pol) can prop erly take into account possible non equilibrium effects through the separation between an inertial (the fixed charges) and a dynamic (the induced dipoles) compo nent of the MM description 67, 69, 70 . Only the dynamic part responds to an instantaneous change in the charge dis tribution of the target, whereas the inertial component remains frozen in its initial configuration. Therefore, the induced dipoles change in value, but their position and the fixed charges remain frozen. Finally, the cavity field effect can be described through QM/MM(pol) by using additional induced dipoles, this time owing to the external field 71, 72 . The evident similarities between continuum and MM(pol) descriptions of the environment, however, should not generate the erroneous idea that the two approaches are, in some way, interchangeable. Indeed, the two methods require a completely different applica tion strategy (Fig. 1) . While the continuum model does not require any knowledge of the spatial distribution of the environment atoms, the MM does. This has two important consequences. The first one is that, the atomic positions of all the MM atoms need to be defined before any QM/MM calculation. The second is that multiple MM configurations are needed in order to achieve a correct sampling of the environment, paying particular attention to possible local free energy minima (such as specific conformations of the QM portion or of the MM environment). This sampling enables a realistic rep resentation of the system but at the same time represents a strong practical limitation of QM/MM approaches, as it requires a much larger computational cost with respect to the continuum analogue. To overcome this problem, QM/MM calculations are often combined to fully MM molecular dynamics (MD) simulations, which are used to sample the various configurations of the system. This is a cost effective approach, but it can suffer an impor tant weakness: common FFs are not always accurate enough to predict the proper structures of the chromo phoric units that can be directly inputted in the follow ing QM description of the target 73, 74 . Different possible strategies have been proposed in the literature to solve this problem. The first one involves parametrizing FFs for chromophores on the basis of QM calculations 75 . An alternative strategy is to use ab initio (or QM) FFs fully built on first principles that do not require fitted param eters 76 . Very popular examples of this type are the effec tive fragment potential (EFP) method 77 and the explicit polarization model (X Pol) 78 . A third solution is to use QM/MM molecular dynamics 14 . Of course, the much larger cost of this approach has so far limited its appli cations, but recently, more efficient implementations have been made available 79, 80 also within a polarizable embedding 81 . Keeping the parallelism with solvation model, the problem of a molecule close to a metallic nanoparti cle has also been tackled with a classical but atomistic description of the metal specimen. This approach has been pioneered by Jensen and co workers, who devel oped the discrete interaction model (DIM) 82 
(Box 3).
Although using an electrostatic but unpolarizable embedding is meaningful for non metallic environ ments, this would be of limited use to describe phenom ena involving plasmonic excitations. DIM is a polarizable embedding approach that was developed to overcome these limitations by accounting for scalar polarizability plus a fluctuating charge for each atom (although, the most recent version of the model includes only the sca lar polarizabilities 83 ). Furthermore, in DIM, the atomic polarizability is frequency dependent (Box 4), as opposed to atomistic polarizable models for solvents or bio molecular environments that adopt frequency independent polarizabilities. Various prescriptions have been given to set the metal atom parameters of this model, which in the most recent version also depend on the coordina tion environment of the metal atom. Similar models to DIM have also been incorporated in other descriptions, such as the capacitance-polarization model proposed by Rinkievicius et al. 84 . Moreover, metal-solvent-molecule FFs are being developed to include a proper sampling of the ground state geometries 85 .
Multiscale modelling of photoinduced processes
Multiscale approaches have been largely applied to study photoinduced processes 14, 86 . In the past decades, simula tions have mostly focused on solvatochromism of com mon solvated dyes, whereas more recently, attention has been moved to more complex systems and to excited state processes beyond the vertical absorption. Here, we primarily discuss some of these recent applications. For applications of the first extension of the multiscale methods (in either their continuum or atomistic formu lation) to photoinduced processes, we refer the reader to earlier reviews 13, 18, 87, 88 .
Box 2 | Induced dipole formulation of polarizable embedding within QM/MM
The most common formulation of joint quantum mechanical (Qm) and molecular mechanics (mm) methods assumes a direct interaction between the Qm and the mm parts only through electrostatics, in which the mm atoms are represented as fixed point charges. This electrostatic embedding formulation of Qm/mm methods has been extended to include induction (or mutual polarization) effects between the two subsystems. one of the most popular approaches to effectively introduce this additional interaction is to use the induced dipole (ID) formulation. Within this framework, the mm atoms are described as fixed point charges (or fixed multipolar distributions) with the addition of, usually, the isotropic static polarizability. Because of that, each mm particle becomes a polarizable site that responds to an applied field by generating an atomic ID. The ID → μ can be obtained through a matrix formulation similar to the one used to define apparent surface charge in Box 1: → = → µ E R , in which vector → E collects the electric field from the Qm subsystem and the mm permanent charge distribution.
The matrix R is determined uniquely by the position of the polarizable mm sites and the corresponding polarizabilities, namely: Here, r pq is the distance between sites p and q, and x, y and z are the Cartesian components of the vector connecting them. under certain conditions, two inducible dipoles at short distances can artificially overpolarize (leading to the so-called polarization catastrophe); this can be due to the use of point polarizabilities instead of diffuse charge distributions. To avoid this problem, the polarization interactions between bonded atoms can be neglected; alternatively, one can apply damping functions to alleviate the effect of short-distance interactions or use both procedures 156 . Thole proposed several distance-dependent screening functions to be used in the calculation of the dipole tensor T pq in the case of inducible dipoles at short distances 157 . We also note that the introduction of induced dipoles requires a re-parameterization of the permanent charges with respect to the values used in an electrostatic embedding scheme.
Atomistic descriptions of metal nanoparticles (discrete interaction model (DIm) and connected approaches) 82, 84, 169 also closely follow this scheme. The most notable differences are that the atomic polarizability is dependent on the frequencies of the applied fields and are complex, encoding in the imaginary part the dissipation of the incident light by the metal (see Box 4) . Furthermore, some versions of the approach also account for the possibility that each atom develops a net charge. The value of this charge is determined by a similar equation to that used above to define the ID, with polarizabilities replaced by capacities and electric fields by electrostatic potentials.
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Molecule-surface and molecule-nanostructure. It is widely recognized that metal nanoparticles generally enhance the radiative decay rates of fluorophores as well as the initial process of electronic absorption 89, 90 . However, they also activate other non radiative decays through excitation energy transfer (EET) from the fluorophore to the nanoparticles that results in strong fluorescence quenching 90 . It is also well known that the plasmonic properties that determine the eventual fluor escence enhancement or quenching depend on the characteristics of a metal nanoparticle (its nature, shape and dimension) but also on the position and orienta tion of the fluorophore with respect to the nanoparticles and on the interparticle distance in the case of multi nanoparticle systems. Furthermore, the presence of the solvent can substantially affect the structure of the fluorophores and the plasmonic properties of the nan oparticles. It is clear that all these interactions between the different components of the whole system (fluoro phores, nanoparticles and solvent) make its accurate modelling difficult. The polarizable continuum model (PCM) extended to nanoparticles (PCM NP) provides a single and coherent theoretical approach in which all these interactions can be simultaneously included. Using this approach, the effect of the composite envi ronment on the fluorescence of a given molecular system can be determined by calculating the so called relative brightness (Φ RB ). This quantity is directly related to experiments, as it quantifies metal induced fluor escence enhancement or quenching at a constant excita tion intensity. It can be computed as the product of a factor that accounts for the population of the fluoro phore excited state (owing to the influence of the metal on the molecular absorption) and the fluorescence quantum yield. All the involved quantities (absorp tion factor and radiative and nonradiative decay rates that define the quantum yield) can be obtained using the QM/PCM NP approach that explicitly includes mutual polarization effects among all the components (fluorophore-nanoparticle, fluorophore-solvent, nanoparticle-solvent and nanoparticle-nanoparticle in the case of an array).
In Fig. 2 , we summarize the results of a PCM NP study 91 of the fluorescence of a model dye (perylene diimide (PDI)) close to gold nanoparticles of different shapes and dimensions. As shown in this example, this model not only reproduces the expected enhancement but also clarifies the underlying mechanisms. By com paring the interaction between PDI and a single sphere or two fused sphere nanoparticles, a greater enhance ment is seen in the latter case in the region of long dis tances and large radii, in which neither the increase in the absorption nor that of the radiative process are at a maximum. This demonstrates that the fluorescence enhancement is due to an optimal compromise between increased local field effects (larger radii) and minimal non radiative losses (longer distances). Greater changes of Φ RB are observed when PDI is sandwiched between two nanoparticles. The presence of two particles in the longitudinal orientation and positioned on the opposite end of the dye increases the absorption and the radiative processes by 2-3 orders of magnitude, whereas it only
Box 3 | The optical response of metal nanoparticles
A key element of the plasmonic continuum models is the dielectric function used for metal nanoparticles. This function, together with the nanoparticle shape, size and embedding environment, determines the position and the width of the plasmonic resonance 158 . The physics of plasmonic resonances are described by the Drude dielectric function: where ω is the frequency of the incident electromagnetic field, Ω p is the plasma frequency of the metal (which is related to the electron density and effective electron mass), and γ is a phenomenological damping rate. The imaginary part of ε D (ω) is related to the absorption of light by the metal. With this dielectric function, the resonance frequency of the surface plasmon is independent of the size of the nanoparticle (up to nanoparticle radii around one-tenth of the wavelength of the incident electromagnetic field, at which electromagnetic retardation effects start to play a sizeable role). For a spherical nanoparticle, the surface plasmon frequency is ∕ Ω 3 p . Drude dielectric function is in general not accurate enough to reproduce experimental results for metals such as gold and silver. This function does not account for the contribution of interband transitions. In such transitions, the electrons are promoted from a fully occupied band (for example, that formed by the d orbitals of the metal) to a partially empty one (such as that formed by s and p orbitals). experimentally measured dielectric functions, tabulated as a function of ω, are widely used, as they naturally take into account all such effects.
In metal nanoparticles smaller than 10 nm, the scattering of the electrons by the particle surface (absent in the metal bulk) starts to affect the damping of the plasmonic resonance. This is more relevant for the free electrons than for the interband transitions, and a widely used model dielectric function is 159 :
Ω Ω The use of a local dielectric constant for the metal is questionable for nanostructures with spatial gaps smaller than a few nanometres, small nanoparticles (diameter <3-5 nm) and molecules in close proximity to the nanoparticles. Indeed, with a local dielectric constant, the polarization developed in a given point of the metal depends on only the total electric field in that point; however, with a non-local response, the polarization depends more generally on the electric fields in a region surrounding such a point. various models have been developed to incorporate non-local effects [160] [161] [162] , but they have not been coupled with a first principle description of the molecule yet.
In atomistic models of the metal, the ω dependence of the metal response to the applied electromagnetic fields is encoded in the atomic polarizability, α i (ω), and capacity, C i (ω). The expressions of α i (ω) and C i (ω) used in the discrete interaction model (DIm) are based on lorentzian oscillators, namely 163 : where α i,0 is the static atomic polarizability (for example, α i (ω) = α i,0 by definition), and C i,0 is the static atomic capacitance. The parameters ω i,1 and ω i,2 are the resonance frequencies and γ i,1 and γ i,2 the widths for the first and second oscillators, respectively. These are used as adjustable parameters to match high level calculations. Recently, the coordination-dependent DIm model has been introduced, in which the parameters for each atom become dependent on its coordination environment (bulk, surface, edge and vertex atoms therefore have different frequency-dependent polarizabilities), while capacity is not used 83 .
NATuRe RevIeWS | CHeMIsTRy doubles the non radiative decay. Such nonlinear effects are automatically included in the PCM NP calculation by the mutual influence of the apparent charges on each nanoparticle. This leads to a maximum fluoresce enhancement in the short distance region and not in the long distance region as in the previous case. In the short distance region, the enhancement of Φ RB is not due to relatively small non radiative losses but to a large increase in the absorption and the radiative decay.
Turning now to a QM/MM atomistic description, as shown previously 83 , the DIM model was extended to include not only the metal but also its functionalization layer, and proper rules to determine the metal atomic polarizability parameters were developed. Properties of functionalized nanoparticle dimers were calculated, and experiments could be reproduced faithfully 83 . More recently, the DIM model has also been used to interpret the results of TERS measurements reaching submolecu lar resolution 27 without the need to perform any assump tion on the localization degree of the electromagnetic field in the gap between the tip and the metal surface where the molecule is adsorbed 92 . The lower panel of Fig. 2 shows the results of such analysis performed for a porphin on a Au(111) slab. The resonance Raman scattering intensity for a given vibrational mode is cal culated using DIM, in which the scanning metal tip is modelled by a nanocrystal. The resulting intensity maps are reported for the out ofplane motion of the outer and inner hydrogens of the porphyrin: in both cases, modelled submolecular features are in agreement with experiments. Simulations of such features were per formed before 27 , but the spatial distribution of the field was inputted as an external parameter rather than being calculated self consistently.
Photoresponsive proteins. One of the most intriguing fields of application for multiscale models is the inves tigation of the cascade of events activated by sunlight in proteins. The family of photoresponsive proteins is extremely large, as they are involved in the most funda mental processes for life, from photosynthesis to the sen sory system used to interact with the outside world 93, 94 . In all cases, proteins behave as embedding matrices rather than the main actor as light is absorbed by specific pigments covalently or non covalently bound to the pro tein. These pigments, once in their excited states, activate the sequence of electronic and nuclear processes that, by crossing many different time and space scales, lead to a specific biological function.
Here, we focus on the light harvesting (LH) function of proteins, which is the initial light induced step of photo synthesis. Through this process, the absorbed light is collected by the antenna pigment-protein complexes and efficiently funnelled to the reaction centre (the engine of the photosystem), where the energy is used to activate the first charge separation of the photosynthetic machinery. Although this apparatus is common to all photosynthetic organisms (plants, algae and bacteria), the structure of the antennas and their pigment com position and configuration change in response to the different living conditions of the organisms 95 . This adapt ability is realized not only through the different chemical nature of the involved pigments and the structure of the protein matrix but also with the exploitation of collec tive excitations going beyond the single pigment. In the antenna complex, many different pigments are packed in specific multichromophoric structures, in which the
Box 4 | The generalized exciton model
A multichromophoric system can be modelled using an exciton approach. Within this framework, the Hamiltonian, H ex , of a system made of N chromophoric units, can be written as
, where ε n is the excitation energy of the n th chromophoric unit (often referred to as site energy), whereas V nm represents the coupling between excitations at sites n and m. For simplicity's sake, we have assumed that each chromophoric unit is characterized by a single excitation, but the same approach can be generalized to any number of excitations.
The coupling V nm is generally composed of two contributions, Coulombic and exchange. However, in the large majority of systems, the exchange term is usually much smaller and it decays much faster with the interchromophoric distance than the Coulomb term 164 . Because of that, we can safely approximate the coupling as: , but this approximation has to be used with care, especially when the interchromophoric distances are of the same order as the molecular size of the chromophoric units.
The eigenvectors of H ex , often referred to as molecular excitons, can be expressed as linear combinations of site excitations ⟩ n :
Because of the couplings between excitations, the excitons can delocalize over the whole aggregate, and the delocalization length L K of the K th exciton, also known as inverse participation ratio (IPR), can be defined as:
In the limit of localized states (that is, all c n K = 0 apart from the specific site with coefficient equal to 1), L K value is 1 and reaches its maximum value for fully delocalized states, which corresponds to the number of the chromophoric sites within the aggregate (N).
When the multichromophoric aggregate is embedded in an environment, site energies and couplings are affected by the changes of the excitation energies in each site and the corresponding transition densities. When the adjustments of the environment in response to excitation are allowed, an additional term needs to be included in the definition of the coupling. This term quantifies the interaction of each site with the polarization induced in the environment by the excitation in another site, as such, it can be seen as a screening of the direct Coulomb interaction. Therefore, the neglect of polarization in the environment can result in an overestimate of the excitation coupling that, in turn, can lead to a wrong description of the excitons and their delocalization. explicit expressions of such an environment-induced term in the coupling have been proposed within both the continuum models 166 and the polarizable embedding formulations of molecular mechanics (mm) approaches 67 . The excitonic scheme can be extended to include charge-transfer (CT) states. To do that, one can define the chromophoric unit that describes the CT process (for example, a dimer or a trimer); calculate the excited states on such units; and apply a diabatization approach to recover the pure (or diabatic) locally excited (le) and CT states and their corresponding couplings. As a result, an extended exciton Hamiltonian, H le−CT , is obtained:
where the two additional terms correspond to the CT states | ⟩ i ( ) with energy ε i CT and the couplings between le and CT states ( − V in LE CT ), respectively. Also for this generalized approach, the effect of the environment can be important. The relative energy of le and CT states will be strongly affected by the presence of a polarizable embedding.
Different methods have been proposed to calculate couplings between le and CT states 167, 168 , but only recently have these couplings been combined with ab initio excitonic models [102] [103] [104] .
www.nature.com/natrevchem electronic interactions among the pigments generate new delocalized excitations -the excitons 96, 97 . These both increase the absorption capacity of the system and enable an efficient transfer of the absorbed energy over longer distances with respect to the analogue systems in which only localized excitations are generated. The exci tonic nature of LH complexes becomes more intriguing when we consider that the excitons persist even when fluctuations of single pigment excitation energies owing to the dynamics and disorder of the protein should cancel any electronic coherence 98, 99 . Many years of experimental and theoretical inves tigations have revealed that LH complexes are opti mized machineries that exploit the natural disorder for achieving the desired energy transfer efficiency through a delicate coupling between the electronic and vibrational processes within the pigments and across the protein 100, 101 . In this long and difficult process towards a detailed understanding of the microscopic mechanisms of the LH function, QM modelling has clearly played a major role 86 , even if the large dimensions of the multi chromophoric aggregates have forced the introduction of approximated QM methods. Among them, the most effective one is the so called excitonic model, in which the Hamiltonian of the multichromophoric aggregate is defined in terms of excitations localized in each pig ment and their electronic couplings (Box 3). This model has been shown to be accurate for most of the LH com plexes 97 , but in some cases, the extremely dense pack ing of the pigments introduces an interpigment charge transfer (CT) that cannot be tackled by this model. Owing to the mixing of these CT states with exciton states, the energy of the latter can be shifted, and the LH working mechanism can be affected. To account . Each panel shows colour scale plots of relative brightness Φ RB with respect to dye-nanoparticle distance and nanoparticle radius. In all cases, the PDI longitudinal axis is parallel to the long axis of the nanoparticle. N and R denote the nonradiative and radiative decay rates, respectively, and +, 0 and − indicate a larger, similar and smaller metal-induced decay rate relative to the isolated dye, respectively. The colour scale is normalized with respect to the maximum Φ RB value (red) for each system. For the single sphere nanoparticle, Φ RB is always less than one, whereas for the two other cases, enhancements are possible (the combination of distance and radius values giving Φ RB = 1 are represented by a dotted line). All data refer to semi-empirical calculations. b | Atomistic discrete interaction model (DIM) of tip-enhanced Raman spectroscopy (TERS) of porphin 92 . A representation of the studied system -a gold surface, porphin and a gold nanocrystal that simulates the nanotip -is shown in the left panel. TERS intensity maps for the 683 cm −1 (middle) and 678 cm −1 (right) vibrational mode of porphyrin are shown. These modes correspond to symmetric and asymmetric out-of-plane motion of the outer and inner hydrogens, respectively 92 . All data have been calculated at the time-dependent density functional theory (TDDFT) level of approximation. Part a is adapted with permission from reF.
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NATuRe RevIeWS | CHeMIsTRy for CT effects, extensions of the excitonic model have been proposed [102] [103] [104] . In particular, a possible strategy is that of introducing dimeric units to represent the CT states and using adiabatic techniques to calculate the coupling of these states with the local excitation (Box 3). Moreover, a complete representation of the LH process can be achieved only if the protein is explicitly included in the simulations. The different local envi ronments surrounding the pigments can change their excitations and consequently create or cancel possible resonances between them. The protein matrix can also affect the electronic couplings, either by screening the Coulomb interactions or enhancing the transition pro perties of the single pigments (Box 3). Moreover, the spe cific interactions between the protein residues and the embedded pigments can largely change the vibrational modes that couple to the electronic transitions and even generate new intermolecular transitions. Finally, the protein, through its temperature dependent structural fluctuations, introduces a further perturbation in the composition and the spatial length of the excitons.
The multiscale approach that combines QM and classical descriptions represents an extremely effective strategy to simultaneously look at all the components of the LH system: the pigments and their electronic inter actions, the protein with the external solvated mem brane and the dynamics of the whole system. In this case, however, the multiscale model needs to account for the atomistic and dynamic nature of the environ ment and for mutual polarization effects between the chromophoric aggregate and the environment.
Here, we present the example of the major LH com plex of the photosystem of purple bacteria commonly known as LH2 (reF.
105
). The LH2 complex is an integral membrane antenna complex characterized by a cyl indrical structure of C 9 symmetry containing bacterio chlorophyll a (BChl) and carotenoid pigments 106 (Fig. 3a) .
BChls are responsible for LH and are arranged in 2 rings: one containing 9 BChls, the molecular plane of which is perpendicular to the C 9 axis, and the other ring containing 18 BChls, the molecular plane of which is instead parallel to the symmetry axis. LH2 combines different excitonic subsystems that act together, which is a unique characteristic compared with other LH complexes. In the ring containing the smaller number of BChl units, electronic coupling is rather weak and, as a result, the absorption band remains close to 800 nm, as observed in the isolated BChl, hence its name, B800. On the contrary, in the larger and more densely packed ring, electronic couplings are stronger; therefore, the resulting excitations are delocalized over a large number of pigments, and CT states also become possible 107, 108 . Consequently, the absorption band attributed to this ring is largely red shifted and appears at 850 nm, hence its name, B850. The excitonic nature of the system is also confirmed by the appearance of circular dichroism (CD) bands corresponding to the B800 and B850 excitations (Fig. 3b) . Because of this heterogeneous excitonic struc ture, three different energy transfer mechanisms are expected, namely, the one within the B800 ring, the other within the B850 ring and the third from the B800 to the B850 ring [109] [110] [111] [112] [113] [114] .
Multiscale approaches integrating MD simulations and QM/MM(pol) excitonic calculations (Box 3) of the embedded LH2 complex have provided a molecular understanding revealing that long range electrostatic and shorter range induction effects arising from the environment (that is, the protein scaffold, the membrane and the solvent) profoundly affect the excitonic charac teristics of the system, as they dictate the energy ordering of the pigments and the strength of their electronic cou plings 115 . Furthermore, at room temperature, the protein scaffold induces fluctuations of the relative orientation and distance of the densely packed pigments in the B850 ring that lead to weaker couplings between the pigments. This is reflected in the blue shift of both the absorption and CD bands (Fig. 3b) , which simulations show to be due to a localization of the excitons and correlated to the experimentally observed speed up of the inter ring transfer 116 ( Fig. 3c) . Finally, the environment can affect, in terms of both energy ordering and correlated dis order, the mixing between excitons and BChl-BChl CT states in the B850 ring. This results in broader spectra and a redistribution of the dipole strengths among the different excitons 104 . These findings have provided a better understand ing of the LH strategy of purple bacteria. The highly symmetric structure of LH2 suggests that the electronic states are delocalized over many pigments and that most of its lowest states are optically forbidden; how ever, these effects are counterbalanced by a large sensi tivity of LH2 to even small perturbations such as those induced by minor fluctuations in environment structural and electrostatic properties. This sensitivity is more evi dent in the strongly coupled B850 ring, which serves as a final donor for the inter complex transfer process towards the reaction centre. Here, an efficient energy transfer can be achieved only if there is optimal ener getic alignment between the states of the donor and the acceptor complexes. Moreover, the absorption spectrum should be broad enough to allow for efficient LH and energy funneling 117 .
Towards composite systems A QM/MM/continuum approach for the simulations of a QM molecule immersed in a MM layer in proximity of a continuum metal and surrounded by a continuum sol vent has been implemented 118, 119 . This implementation is fully self consistent (that is, the mutual polarizations of the quantum atomistic, the classical atomistic and the continuum regions are all accounted for). Its main field of application concerns complex biomolecules that con tain chromophores in the presence of plasmonic nano structures 118 . As commented previously, the biomolecular matrix, although not directly excited by the light, is piv otal in determining the chromophore properties and cannot be neglected. Such multilayer models combine state of the art models for solvation and molecules close to metal nanostructures, and they have demonstrated their potential in different applications. In previous work 118 , the model reproduced the experimentally deter mined amplification of the fluorescence signal for an LH protein (peridinin-chlorophyll a protein (PCP)) in the presence of silver nanoparticles 120 . More interestingly, www.nature.com/natrevchem the calculations provided insights into the role of metal in modulating the various involved optical processes (absorption, emission and excitation energy transfer between the pigments) and led to the formulation of design rules for building hybrid bio-nano systems. The multilayer model has also been used to investigate the effects of a plasmonic nanostructure on the excito nic states of the LH2 complex 121 . Experimental studies show that plasmonic nanoantennas can control excitation and emission of LH2 complexes 122, 123 . The goal of the simulations was to verify whether it is possible to devise metal nanostructures able to drastically perturb the LH2 exciton states by inducing localization effects of various degrees. On the basis of the multiscale results, it was suggested that nano plasmonic structures are indeed a viable strategy to achieve this goal 121 . The main point is to define the proper setup, namely, tip shaped gold nanoparticles displaying plasmon peaks in resonance with the absorption bands of LH2, either 800 nm or 850 nm, placed in correspond ence to the resonant ring (Fig. 4a,b) . In this optimal setup, the plasmonic effect leads to an enhancement of the absorption, as already found for single chromophores. Furthermore, substantial modifications of the spatial properties of the exciton states are observed because of the different local field effects acting on the BChls due to their different distance and orientation with res pect to the nanotip. As a result, states that were dark and delocalized are now subject to a strong localization, with a consequent increase in the transition dipole moment. The practical implications of these modifications are indeed important. For example, if we simulate the effect on the system of irradiation with light polarized along the nanotip axis and in the energy ranges resonant , from left to right: the multichromophoric aggregate comprising 27 bacteriochlorophyll a (BChl) and 9 carotenoid pigments, the pigment-protein complex, the complex embedded in the membrane and the fully solvated system. b | Comparison between the experimental and the calculated absorption (top) and circular dichroism (CD; bottom) spectra of LH2 at low (77 K in the experiments) and room temperature; in the experimental spectra, the absorption signal of an isolated BChl is also shown 115 . c | Effect of temperature on the delocalization of the excitation in the two rings (exciton lengths L K , see Box 3) and comparison between experimental 117 and calculated 116 inter-ring (B800→B850) excitation energy transfer times. For the calculations based on the molecular dynamics (MD), an average value is reported for L K . All calculations have been performed using an excitonic time-dependent density functional theory (TDDFT)/ molecular mechanics (MM) polarizable model combined with classical MD for the fully solvated system to account for temperature-dependent structural fluctuations of the pigments and the composite environment (protein, membrane and solvent). Adapted with permission from reF.
, ACS.
NATuRe RevIeWS | CHeMIsTRy with each tip (that is, around 850 nm and 800 nm for nanotip850 and nanotip800, respectively), the results show highly localized states on the right side of the tip (Fig. 4c, left panels) . At room temperature, such results could be completely overturned, should the disorder overcome the effect of the nanotip on the LH2 complex. In order to test this hypothesis, the effect of the static disorder has been modelled by adding a normally dis tributed noise on the site energies. The resulting aver age populations are reported in Fig. 4c (right panels) . Clearly, the disorder does not significantly affect the sys tem, as the spatial localizations are preserved for both sets of excitations. Specifically concerning the B800 excitations, in the presence of static disorder, these excita tions are already localized owing to the small coupling between BChls. This observation might belittle the effect of the plasmon on the B800 excitations but suggests that the plasmon effect could serve as a filter to selectively localize the excitation onto one particular BChl.
Conclusion and outlook
Multiscale modelling is currently a well established computational strategy to study structures, properties and processes of complex systems, especially of biolo gical nature [124] [125] [126] [127] . In more recent years, the QM based version of multiscale models has been extended beyond the description of systems in their electronic ground state and applied to photoinduced processes 14, 86 . This extension has required the revision of some theoretical and numerical aspects of the original formulations of the models, as discussed here. Moreover, their applicability has been further widened to systems coupling different length scales: the small molecular scale of the chromo phoric unit (in which the photoactivation is localized) that requires an atomistic, quantum description; the larger molecular scale of the complex macromolecule embed ding the chromophore (such as a protein), for which an atomistic but classical description seems appropriate; and the nanoscale and mesoscale of the remaining environment (whose atomistic nature is not relevant and for which coarser descriptions that effectively describe the response to electromagnetic fields can be used).
How can we further develop these models? This is very difficult to say, as the field is rapidly evolving, and new challenges always appear.
There are, however, some directions that surely still need to be further explored or even discovered for multi scale modelling to become a well established and fully reliable approach for the prediction of the photoinduced activity in composite systems.
The first important direction is that of nuclear dynamics. Most of the applications presented in this Review are based on a static picture or, alternatively, on the decoupling of the electronic from the nuclear dyna mics. It is instead increasingly evident that a significant coupling of the electronic process with nuclear motions inside the target and between the target and the envi ronment largely determines the photoinduced activity of complex systems. This clearly requires extending the multiscale approaches to explicit dynamics simulations. Born-Oppenheimer (BO) MD techniques that integrate a QM description (at either semi empirical or ab initio levels) and electrostatic MM embeddings are already available 14 . In addition, nonadiabatic dynamics 128 , especially in their trajectorybased formulations (such as surface hopping) 129 , have been proposed in the litera ture and applied to biomolecular systems of increas ing complexity 14 . Only recently, extensions of the MD techniques have also been proposed for polarizable embeddings but still within the BO approximation 81, 130 . As shown in the inset, the two NTs are arranged with the same orientation with respect to the LH2 C 9 axis, but their positions are different: NT-800 is close to the B800 ring while NT-850 is close to the B850 ring so to amplify their plasmonic effect. c | Simulation of the effect of light irradiation, using NT-800 and incident light in the 750-820 nm range (bottom) or NT-850 and incident light in the 820-900 nm range (top), and superposition of accessible states (left) and average population after including disorder (right). The resulting states are rather localized, showing that plasmonic NTs can indeed be used to tune the delocalization of excitons in LH2, even when disorder is accounted for. All simulations refer to an excitonic time-dependent density functional theory (TDDFT)/molecular mechanics (MM) polarizable/polarizable continuum model extended to nanoparticles (PCM-NP). Adapted with permission from reF.
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The next step would see the integration of the differ ent classical descriptions (continuum and atomistic) into nonadiabatic dynamics that account for the mutual polarization effects between the target and the multilayer environment. This is indeed an extremely challenging goal. First of all, the computational cost involved nec essarily requires new numerical strategies in order to go beyond model systems and extremely short timescales. The past few years have seen great efforts to improve the computational scaling of the QM calculations 78, [131] [132] [133] , including the introduction of novel semi empirical methods 134 such as density functional tight binding 135 . However, the computational scaling of classical models also needs to be reconsidered, as when used in com bination with fast QM methods, they can become the computationally most demanding step. Some progress in this direction has already been achieved within both continuum models 136 and induced dipole formulations of the polarizable MM embedding 137 . The efficient scaling of classical approaches for the dynamic simulation of large systems has been pursued in the past year, making important progress in the accuracy and robustness of coarse grained (CG) FFs 138, 139 that can now also include polarization effects. Examples of inte gration of different classical models (from atomistic to CG and continuum) have already been proposed 140, 141 , but this integration needs further improvements to describe composite systems combining biomacro molecules, complex biological environments such as membranes and non biological nanostructures.
The possible chemical interactions between the tar get and the environment are additional aspects that need to be included in multiscale models. This is particularly important in the case of supramolecular systems close to plasmonic nanoparticles. So far, the modelling of the metal has been based on descriptions that do not explic itly account for electrons. Photochemistry induced in the molecule by hot carrier injections, a topic of great current interest, is therefore beyond the applicabil ity of such models. Moreover, the electron exchange is pivotal to properly describe a venerable (although not a dominant) and still poorly characterized aspect of SERS: the chemical enhancement. This involves a resonant Raman like effect due to a metal-molecule CT state, in addition to a contribution arising from the ground state modification due to the molecule-metal interaction. A possible strategy to tackle the electron exchange involves the introduction of variable bounda ries between the target and the environment. This strat egy has already been used in the QM/MM dynamical simulation of solvated mol ecules and liquids 142 to ena ble a control over the location and the contents of the QM subsystem.
Multiscale approaches need to be improved for the description of strongly coupled systems, in which the electromagnetic coupling between the supramolecular system and the nanostructure is large enough to make the plasmonic and molecular excitations hybridize to give rise to mixed excitations called plexcitons [143] [144] [145] . The quantum nature of plasmons, in this framework, has been generally treated by extending the theory of quantization of an electromagnetic field in free space (quantum electrodynamics) 37 to the case in which a plasmonic nanostructure (characterized as a contin uous medium with a dissipative dielectric constant) is present 146, 147 . Multiscale models such as PCM NP seem a good starting point to achieve a chemical description of molecules strongly coupled to plasmonic nanostructure.
The advancements in multiscale modelling descri bed above would enable more complete simulationsexactly what any good computational strategy should target. However, the philosophy beyond the multiscale description also wants to maintain a focused character in the form of a hierarchical description of the differ ent parts of the system. This strategy contradicts, in some sense, the common idea of extending the QM description to an increasingly larger part of the system. Currently, this strategy is becoming increasingly possi ble owing to the new hardware infrastructures (through the graphical processing units and the many integrated core coprocessors) and the great progress in the compu tational efficiency of software. At the same time, great and important progress has been achieved in the field of quantum embedding methods [148] [149] [150] . In particular, DFT embedding approaches 151 , such as the frozen den sity embedding, have been shown to provide an accurate description of photoinduced processes in complex sys tems that combine multichromophoric aggregates and biological matrices 152 and were also used to describe plasmon assisted photocatalysis 153 . However, there are no doubts that the multiscale approach achieves some of the highest efficiencies, and we expect this to be the case for many years. We believe that the multi scale approach offers some extremely effective tools such as its ability to control the different parts of the system through the selection of the optimal boundaries and the on/off switch for the interactions between them. Through these, it is possible to achieve a deep molecular level understanding of the roles played by the different parts of the system that a fully QM description would hardly reach. The main challenge for the future of these models can therefore be summarized as follows: a pre served simplicity of interpretation combined with an enhanced realism.
