Superconducting order owes its properties to broken symmetry of the U (1) phase. In the presence of competing orders, or in pairbreaking environments, usual superconductivity may give way to modified condensates. Here we describe one such alternative, where the low-temperature ground state is more ordered due to formation of a periodic modulation of the phase. This state is manifested by spatially-periodic superflow patterns and circulating currents which break time-reversal symmetry. We demonstrate using microscopic theory how it can be realized near edges of superconductors that host flat bands of zero-energy Andreev bound states. More generally, we trace the origin of phase crystallization to non-local properties of the gradient energy, which implies existence of similar pattern-forming instabilities in many other systems.
The defining characteristic of superfluidity and superconductivity is spontaneous symmetry breaking of the global U (1) phase χ, associated with the order parameter ∆ = |∆| exp(iχ). The phase, and its spatial variations, give rise to phenomena of importance for technological applications, such as type II superconductivity where Abrikosov vortices are formed in an external magnetic field, and in Josephson junctions. 1 Within the BCS paradigm, 2 a uniform fixed value of the phase is directly tied to the finite amplitude |∆| of the macroscopic Cooper-pair wavefunction. If the phase is nonuniform, by Galilean invariance it results in superflow with superfluid velocity and momentum mv s = p s (R) = ( /2)∇χ(R), where m is the electron mass and is the reduced Planck constant. Such phase variations and the associated condensate currents cost gradient energy
where the gradient energy coefficient k > 0 should be computed from microscopic theory. A physical picture emerges where the phase is rigid, coherent over macroscopic distances, and the superconducting state is stable. Thus, it would be surprising if there existed a more ordered state with a softer phase and spontaneous superflow with energy gain F sf < 0. Here, we propose that under certain conditions there exists a low-temperature superconducting state where the rigid phase acquires structure by breaking translational invariance. In this state, that we denote a phase crystalline state, a periodic pattern with wavevector q is formed
where A q (R ⊥ ) is a function of coordinates orthogonal to q. The additional order parameter in the phase crystal is the finite Fourier component C q . The superconducting ground state with spatially oscillating phase also breaks time-reversal symmetry and sustains a non-trivial periodic superflow pattern and circulating currents j(R), as illustrated in Fig. 1a . Similar current patterns have been found in numerical work on mesoscopic grains of d-wave superconductors, 3 and the unusual superflow field p s (R) was recently analyzed. 4 Here we establish that the physical origin of this surface state is phase crystallization.
Breaking of continuous translational symmetry is particularly striking. Its reduction to discrete translations gives a multitude of crystals 5 and ultimately quasicrystals where translational symmetry is absent. 6, 7 Crystal analogues in the time dimension 8, 9 have been recently observed. 10, 11 Superconducting states with periodically modulated amplitude ∆(R) ∝ ∆ q cos(q · R) were first proposed to exist in ferromagnetic metals, 12 and are currently investigated in a variety of systems ranging from cold Fermi-gases with spin imbalance 13, 14 to color superconductivity.
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Several features make the phase crystal a distinctly different ground state from other non-uniform superconducting states. The amplitude-modulated state and its single-mode 16 counterpart ∆(R) ∝ ∆ q e iq·R , are both amplitude instabilities of the normal metal occurring at finite q, and they do not carry currents. The phase crystal, on the other hand, is associated with a modification of the symmetry variable χ describing the degeneracy manifold of the superconducting state, and can occur even when the order parameter amplitude |∆| is large, i.e. deep inside the superconducting state far from the normal to superconductor transition; the phase crystal does maintain non-trivial particle currents. Moreover, it is also different from the textures appearing in systems with multi-component order parameters and a more complex degeneracy space, such as 3 He and liquid crystals.
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In those systems the long-wavelength textures are a result of a competition between condensation and gradient terms involving different combinations of the order parameter components. The phase crystal is a result of a highly non-local superfluid response when sample surarXiv:1906.04793v1 [cond-mat.supr-con] 11 Jun 2019
The phase crystal has a periodic modulation of the superconducting phase χ(R) and a superflow ps(R) that forms a special vector field with a lattice of sources and sinks (filled circles), while the particle-conserving current j(R) forms a checkerboard pattern with opposite circulation flow. b, This phase modulation is a result of four degenerate instability vectors {±q0, ±q 0 } with non-zero currents orthogonal to them, see Eq. (6).
faces, geometry, or other external influences, impose a certain structure on the superfluid kernel itself. The patterns are formed on the much shorter coherence length scale ξ 0 = v F /2πk B T c , where v F is the Fermi velocity, T c is the superconducting transition temperature and k B is the Boltzmann constant ( = k B = 1 in the following). To describe this physics we ignore the amplitude gradient terms in the free energy and generalize the kinetic superflow energy in the limit of small p s as
where we introduce a non-local superfluid density kernel K ij (R, R ) = K ji (R , R). Summation over repeating spatial indices is assumed. Higher order gradient terms in F sf would determine the magnitude of spontaneous currents at temperatures below the transition temperature.
Here we neglect those and focus on the instability analysis. The energy change due to a small Galilean boost u,
The physical χ and j are obtained by variational minimization of the free energy with respect to the phase. It gives the continuity equation, −δF sf [∇χ]/δχ(R) = ∇ · j(R) = 0. By using the non-local Ginzburg-Landau expression in Eq. (3) one can specify the general criteria when a non-trivial pattern of currents can emerge from the state with homogeneous phase χ 0 = 0. In a translationallyinvariant infinite system the superfluid free energy with kernelK(R − R ) has the following form in Fourier space
For the two-dimensional case, the kernel is a two-bytwo Hermitian matrixK(q) =K † (q) with real eigenvalues κ 1,2 and corresponding eigenvectors e 1,2 . Their values depend on temperature and q. The instability at a particular wavevector q 0 can happen when q
This equality can be satisfied if the eigenvalues have opposite signs and are tunable by temperature, or more generally by some other parameter. To linear order in χ(q), the Fourier component of the current is j = j 0 i χ(q 0 ), where
. For a non-zero current to appear at the q 0 = 0 transition, it must also satisfy the conservation law ∇·j ∝ q 0 ·j = 0. This implies an orthogonality constraint q 0 ⊥ j 0 , which is possible to fulfill if the eigenvectors e 1,2 are not collinear with q 0 , see Fig. 1b . In this case we can write j 0 =xj 0x +ŷj 0y with j 0x /j 0y = −q 0y /q 0x . Since the phase χ(R) is real, the same conditions must be satisfied for −q 0 , which requires inversion symmetry. With two instability vectors q 0 and −q 0 we get an emerging phase χ(R) = C cos(q 0 · R) with stripes of current j(R) = Cj 0 sin(q 0 · R) running perpendicular to q 0 . Additional symmetries allow for other instability vectors. For example, reflection symmetry x → −x guarantees another pair of instability vectors, q 0 and −q 0 , with q 0x = −q 0x . Diagonalization of the kernel at q 0 gives the same eigenvalues κ 1,2 as those at q 0 , while the eigenvectors e 1,2 are obtained from e 1,2 by flipping the x-components, and the current amplitude is j 0 = e 1 κ 1 [e 1 · q 0 ] + e 2 κ 2 [e 2 · q 0 ]. In the four-harmonics state the phase and current are given by
as plotted in Fig.1a . Higher order terms O[(∇χ) 4 ] must be included to determine the energetics between two-and four-harmonics states. One notices that the loop currents in the phase crystal appear without phase winding and are not associated with topological defects. We conclude that realization of spontaneous periodic loop-currents requires a superfluid density tensor with (i) spatial anisotropy, (ii) positive and negative eigenvalues that can be tuned by some parameter, (iii) eigenvectors e 1,2 ∦ q 0 .
Conditions (i) and (ii) can be satisfied simultaneously for example in an anisotropic-gap superconductor with an applied Zeeman field. Condition (iii) requires a mismatch between the symmetry of the Fermi surface and the quasiparticle excitations in momentum space, and the symmetry of the current response tensor. Normally they are closely related, and this constraint might be harder to fulfill. In the following we shall show that all these conditions are naturally satisfied near certain surfaces.
Using microscopic quasiclassical theory, we derive the general expression for the superfluid density kernel, as described in the Appendix. We apply it to the d-wave superconductor with the order parameter ∆(R, p F ) = ∆ 0 (R) [2p xpy ] ≡ ∆p, oriented as shown in Fig. 2a . Thê p = p F /|p F | is the unit vector pointing in the direction of momentum p F on the Fermi surface. The kernel between two points R and R in a semi-infinite system has two contributions,K(R, R ) =K 1 (R, R ) +K 2 (R, R ), that correspond to propagation of quasiparticles along the direct path or with a reflection at the surface. We set a uniform amplitude ∆ 0 (R) = ∆ 0 , which allows for analytic expressions. This assumption also demonstrates that the phase crystal is not caused by the suppression of the order parameter per se, but rather by the contribution from the symmetry-related surface Andreev bound states. The coordinate along a quasiparticle trajectory is denoted by s, with s = 0 at the reflection point. The kernel components for the direct path (p =p) are
where ε m = πT (2m + 1) are the Matsubara energies, is the trajectory distance between the two points, and s < = min(y, y )/|p y | is the trajectory coordinate of the point, R or R , closest to the surface. For the reflection path (p =p =p − 2ŷ(ŷ ·p))
where the overall minus sign is due to the fact that at the integration and observation points the order parameter has opposite signs ∆p = −∆p. This reflection involving the sign-change of the order parameter also leads to the zero-energy Andreev surface states. 20 The characteristic bound states term, proportional to ∆ 21 In what follows we work directly with the integral representation of the non-local physics. Since the unperturbed superconducting state is translationally invariant along the surface, we haveK(R, R ) = K(x 1 − x 2 , y 1 , 0, y 2 ), and we may write the superflow free energy in terms of Fourier components of the phase, χ(x, y) = C qx χ(y)e +iqxx , assuming the χ(y)-profile to be real. We get
where the prime denotes a derivative with respect to the y-coordinate. The kernel is a complicated function of several variables K ij = K ij (q x , y 1 , y 2 ; T ). To describe its most important features we use a center coordinate representation y = (y 1 + y 2 )/2, and integrate over the relative coordinateȳ = y 1 − y 2 ,
(10) This averaged response is shown in Fig. 2b as function of distance from the surface y, where we also include the q x multiplication factors to directly relate the kernel to the free energy. For y L y ≈ 3 ÷ 5ξ 0 , the response is dominated by the direct path. The off-diagonal components are zero and K xx and K yy are positive. Near the surface the diagonal components become negative, causing the instability, and large off-diagonal components appear. All components have the 1/T low-temperature dependence near the surface. The sign-changing nature of K ij , and its T -dependence, lead to fulfilment of conditions (i) and (ii) for the phase crystal near the surface. Moreover, exponential decay of the bound states into the bulk creates an asymmetric environment at the surface with multiple q 0y components contributing to the instability. Condition (iii) is thereby also satisfied.
We perform a variational analysis of Eq. (9) with an ansatz for the y-dependence of the phase decaying into the bulk on the scale of y 0 , 
This choice is guided by considerations that there should be no currents deep in the sample, and we look for a state with no superflow in the y-direction at the surface. The latter condition is not a strict requirement, since the physical condition of no current across the boundary j y (y = 0) = 0 is fulfilled automatically by the form of the total kernelK(R, R ). This guess gives a good semiquantitative result, but we note that to get the exact profile of χ(y) one has to perform a more sophisticated eigenvector analysis of the free energy Eq. (9). For each wave vector q x and temperature T we scan the variational parameter y 0 and find the minimum of the free energy. This minimum corresponds to the physical solution with currents satisfying ∇ · j = 0. The instability into the modulated-phase state with a non-zero C qx occurs at a temperature where the minimum of F sf crosses into negative values. The transition temperature T * (q x ) and the corresponding y 0 (q x ) are shown in Fig. 3a . The highest transition temperature T * ∼ 0.3T c occurs at finite modulation q * x ≈ ξ −1 0 . By x → −x reflection symmetry there is degeneracy (q x , −q x ) that in the emerging state gives a real-valued phase and superflow
with the superflow exhibiting critical points p s = 0 at the surface, as marked in Figs. 3b-d by filled circles. The appearance of a preferred finite phase modulation vector q x is the result of an interplay between terms in the free energy Eq. (9) that in general have different dependence on the y-coordinates, T and q x . This physics can be crudely visualized by considering the superfluid free energy density, as shown in Fig. 3b-d . 22 The key element is the dependence of the phase decay length y 0 on q x , see Fig. 3a where we plot the inverse y
The superfluid response amplitudes grow with increasing q x . At the same time, the peaks in q 2 x K xx and q x K xy,yx move to smaller y, see Fig. 2b . This requires a smaller y 0 to control the current components to satisfy ∇ · j = 0. Deviation of q x from its optimal value to smaller q x , compare Fig. 3b with Fig. 3c , leads to a longer extent away from the surface of the phase oscillations which increases the bulk energy cost from K xx and K yy . On the other hand, a deviation to larger q x gives a small y 0 which results in a large cost due to off-diagonal K xy,yx components, compare Fig. 3d with Fig. 3c . The instability for non-optimal q x occurs at a lower temperature, where the K xx -component becomes more negative near the surface by virtue of its 1/T dependence, which compensates for the energy increase in the other terms.
From this analysis we may conclude that the non-local multi-component kernel leads to an intricate energy balance of the phase gradient terms in the free energy. Because of the kernel structure, that fulfills the criteria (i)-(iii), a non-trivial phase crystallization occurs at a particular q * x ∼ 1/ξ 0 . To this broad class of phase instabilities belong several previously described surface states with paramagnetic surface currents caused by spectral displacement of Andreev states. 3 the lower T * is a result of the reduced spectral weight of zero-energy states due to order parameter suppression. In b-d we show the geometrical structure of the superflow ps (black vector field) and current streamlines (green loops) corresponding to physical solutions. The background colors indicate distribution of gradient energy gain and loss in the system. At the optimal transition c the overall energy is close to zero. Increasing the pattern period, as in b, leads to larger y0 and deeper extension of currents into the bulk with bigger contributions from costly bulk gradient energies. Making the pattern more compact, as in d, increases the energy close to the surface. In both b and d cases the loss in energy can only be compensated by lowering the temperature and thereby enhancing the negative bound states contribution through their 1/T dependence.
translational invariance of the superflow and currents along the surface, which guaranteed particle conservation ∇ · j(R) = 0, but as a result required additional mechanisms of reducing superflow in the bulk. In semiinfinite systems one relies on the Meissner effect to screen the bulk superflow on the penetration depth length scale λ, which leads to T * ∼ (ξ 0 /λ)T c . 25, 26 In slabs of width D < λ the bulk contribution is obviously limited, resulting in spontaneous superflow below T * ∼ (ξ 0 /D)T c . 27 In a similar fashion, we can interpret the phase crystal as self-screening of the loop currents over the surface region L y leading to T * ∼ (ξ 0 /L y )T c . The observable consequence of the spontaneous charge currents are magnetic fluxes near the surface. The associated reconstruction of the edge ground state is important from another perspective, since it can prevent realization of topological surface channels, as happens in topological insulators. 28, 29 Moreover, softening of the surface superfluid density at some finite wavevector can result in special features of surface transport, even without a fully developed instability. This may be particularly relevant to transport in confined geometries.
Universal features of the pattern-formation phenomena in very different systems are manifested in the similarity of the phase diagram and the current patterns in Fig. 3 with those of the Rayleigh-Bénard convection instability, which is also a result of geometrical constraints and conservation laws. There, the control parameter, instead of T , is the inverse Rayleigh ratio of buoyancy force to dissipative forces. 30 We note that the convection roll currents in that case is due to an instability in a non-equilibrium driven system, while the phase crystal is a second-order phase transition into a new ground state.
In conclusion, we have described a superconducting state where the global U (1) phase spontaneously forms a modulation in space, breaking continuous translational invariance. The phase modulation results in a pattern of loop-currents and breaking of the time-reversal symmetry. We have identified the general criteria (i)-(iii) that have to be met in order to get a non-local superfluid density tensor that favors phase crystallization. Using microscopic theory, we showed that the circulating currents can appear at pair breaking surfaces of d-wave superconductors. In that case, quasiparticle reflections off the surface play a double role: (a) they lead to a flat band of zero-energy Andreev bound states controlling signs of the superfluid components; and (b) they connect the y and x degrees of freedom at the level of the superfluid response resulting in preferred finite q xmodulation of the superflow. The current at point R is determined by quasiparticles carrying information about the superflow field ps in the entire space. Near the surface, quasiparticles from point R can take two routes to get to point R: directly 1 , and through a reflection off the interface 2 .
studies we know that this state remains stable in external magnetic fields 4 and survives significant reduction of spectral weight of bound states. 31 Thus, one may expect that similar phenomena will arise in other condensates with zero-energy surface states. One particularly interesting scenario would be to generate this phase in a bulk system. More generally, our results indicate that nonlocal effects in broken-symmetry states, especially with multi-component order parameters or competing orders, can lead to new states of matter. Such prospects are supported by early 32 and more recent 33 investigation of non-local physics in superconductors, as well as research into pattern formation due to long-range non-locality in biological systems.
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Appendix A: Methods
To find the superfluid response tensor we use a microscopic approach based on quasiclassical theory. 37 The starting point is the Riccati equations for the coherence amplitudes
These amplitudes conveniently parametrize the quasiclassical propagator, 39 and are functions of position, momentum, and energy, γ = γ(R, p F ; ε m ). The two coherence amplitudes are related by symmetry,
that generally connects other tilde-related functions as well. The superflow is a function of position p s = p s (R), and the mean field order parameter is ∆ = ∆(R, p F ). In these equations we eliminated the phase of the order parameter in favor of the superflow field p s = 1 2 ∇χ, by a gauge transformation. The order parameter is then a real function∆(R, p F ) ≡ ∆ * (R, −p F ) = ∆(R, p F ). We look at the current response due to a small but arbitrary superflow field p s = p s (R), starting from a currentless background state ∆ 0 (R, p F ) and the corresponding coherence amplitudes γ 0 (R, p F ; ε m ). The following linear response calculation is valid for any spatial profile of γ 0 (R, p F ; ε m ), and we specify in the end its particular form. The current at a point R near the surface is calculated from the correction to the diagonal propagator δg as
where N F is density of states at the Fermi level per spin projection, and . . . p = dp/2π . . . denotes a cylindrical Fermi surface average. In terms of linearised coherence amplitudes γ = γ 0 + γ 1 the propagator change due to small superflow is
We first neglect the effect of the superflow on the amplitude of the order parameter, assuming that ∆(R) = ∆ 0 (R) even in the current-carrying state, and linearise Eqs. (A1) to find transport equations for the function
We get a similar equation for the tilde-analogue. The parameter
determines the correlation length of the response. In a uniform state it reduces to κ = 2v
The solution of Eq. (A4) along a quasiclassical trajectory s is found, for positive ε m , by integration forward along the trajectory starting from zero value in the bulk γ 1 (s = −∞) = 0, where there is no superflow. We get 
To write the current at the observation point R we need to integrate over all trajectories coming into point R. By introducing a correlation function connecting two points, R 1 and R 2 , by a quasiclassical trajectoryρ = (R 2 − R 1 )/|R 2 − R 1 |,
one can combine the Fermi surface average at the observation point and integration along trajectories into integration over all space R and write the current response as
The superfluid kernel is then given by
where f 0 andf 0 are off-diagonal propagators in the unperturbed state. This kernel connects the observation point R to the integration point R . For each pair of points there are two paths, one direct 1 and one involving reflection at the surface 2 , where we assumed mirror-like reflection, see Fig. 4 . The momentum directionp at the observation point is given by the trajectory direction R → R, and similarly for momentum at the integration pointp (Fig. 4) . These directions are different for the direct and reflected paths. Neglecting the suppression of the order parameter at the surface allows us to proceed further analytically. The correlation coefficient Eq. (A5) along a trajectory s is 
where κ u = 2Ω/v F and Ω = ε 2 m + ∆ 2 p . The distance along a trajectory, measured from the surface, is s = y/p y . We get the correlation function C(R, R ) by plugging (A10) into (A7) and integrating along a given trajectory connecting points R and R .
The propagators also have clearly separated bulk and bound state contributions f 0 (y,p; ε m ) −2iπ
where the latter is inversely proportional to energy and grows as ∼ 1/T at low temperature. One takes the computed correlation functions C(R, R ), anomalous propagator (A11) and the related f 0 (R ,p ) through (A2), and use these in the expression (A9) to find the kernel components, as given in the main text, for the direct path, Eq. (7), and the reflection path, Eq. (8) .
