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ABSTRACT
Kernel smoothing method is one of the most widely used nonparametric regression meth-
ods. The smoothing methods impose few assumptions about the shape of the mean function,
and it is a highly flexible, data driven regression method. Though we do not need to assume
any parametric form of the mean function, we need to choose an appropriate bandwidth when
we use kernel smoothing, and most of the time, the bandwidth will have a huge impact on the
final prediction or estimation.
When the errors in the regression model are independent and identically distributed, cross-
validation method is often used to select the bandwidth for kernel smoothing and it will in gen-
eral produce decent results. However, when errors are correlated, the cross-validation method
will fail to give good bandwidths in most cases.
Many methods are proposed and studied trying to solve the bandwidth selection problem
for correlated data, and most of them, if not all of them, choose to impose assumptions on
the correlation structure of the errors. In contrast, in this thesis we consider to keep the very
best of nonparametric regression and choose a way that is able to give us more flexibility in
correlation structure. We will discuss a new bandwidth selection method that does not require
any parametric assumption on the correlation structure of the errors. First, we will start with
a fixed design situation, and then extend it to a more complex partially linear model. Then,
we will develop the asymptotic theorems showing that under some conditions, the new method
will also work for random design. Finally, we will discuss possible ways of further extending
the results to spatial regression.
1CHAPTER 1. INTRODUCTION
The regression estimation problem can be dated back to 1632, when Galileo Galilei used a
procedure that can be thought as fitting a line to contaminated observed data. That procedure,
in a point of view, is the linear regression method we are using today. Roger Joseph Boscovich
in 1757 turned such kind of problem into a rigorous mathematical problem of finding the
parameters that best fits observational equations to data. Many estimation methods have been
studied and proposed since then.
One of the most popular methods in estimating the parameters for linear regression is the
least squares method. The method of least squares was first introduced by Legendre in 1805
and by Gauss in 1809. Gauss further developed the theory of least squares in 1821, when
the Gauss-Markov theorem first appeared. The term ”regression” came from Francis Galton
early in nineteenth century to describe a biological phenomenon. He found that the heights
of descendants of taller ancestors and shorter ancestors were both tend to ”regress” toward
an average height. Yule (1897) and Pearson (1903) were able to put the term into statistical
context and later, refined by Fisher (1922 and 1925)
Nonparametric smoothing methods were invented as a data driven method that is more
flexible in the sense that it does not impose any parametric (linear or nonlinear) model as-
sumptions to the data. The nonparametric smoothing methods can be dated back to 1857 and
was first introduced by Engel. However, due to the complexity of the computing and lacking
computational resources, the method was forgotten and neglected for a very long time. Then
during 1950s and early 1960s, some pioneering articles including Rosenblatt (1956), Parzen
(1962) for density estimation and Nadaraya (1964) and Watson (1984) for regression appeared.
More and more people realized the importance of the nonparametric smoothing methods. Since
then, a myriad of works including Eubank (1988), Mu¨ller (1988), Ha¨rdle (1990), Hastie and
2Tibshirani (1990), Wahba (1990), Fan and Gijbels (1992a,b), Gyo¨rfi et al. (2002) and Tsybakov
(2009) were published. The reason this field is getting more attention is probably due to the
fact that collecting data and computation resources are getting less and less expensive. With
the abundancy of data, and enough computing power, nonparametric methods are often able
to outperform the parametric methods when the data has more a complex structure than the
parametric form assumed. Semiparametric regression methods were studied to combine the
best of the parametric and nonparametric methods.
Local polynomial regression is one of the nonparametric smoothing methods and was first
introduced by Stone (1977) and later studied by Stone (1980, 1982), Cleveland (1979), Fan
(1992, 1993); Fan and Gijbels (1992a), and Ruppert and Wand (1994). They showed that local
polynomial regression has many advantages compared to the local weighted average estimators
with uncorrelated data. Cheng et al. (1993) showed that the local linear estimator can correct
boundary bias in some sense. In addition to estimating the conditional mean, local polynomial
regression can also estimate the derivatives of the mean function in one fitting.
For tunning the bandwidth h in the kernel based regression methods, a vast number of
bandwidth selection methods have been developed, for example, Fan and Gijbels (1996), Kon-
ishi and Kitagawa (2008). Diggle and Hutchinson (1989) and Hart (1991) have shown that
these methods do not have good performance under correlated errors. Several modifications
have been proposed to account for short-range correlations, including Opsomer et al. (2001);
Francisco-Ferna´ndez et al. (2005). De Brabanter et al. (2011) introduced a new bandwidth
selection method based on bimodal kernels. The advantage of this method is that no prior
knowledge nor any parametric assumption on the correlation structure of the errors is needed.
Partially linear model is one of the semiparametric regression methods proposed by Engle
et al. (1983) and Wahba (1984). Then studied by Heckman (1986), Green et al. (1985), Speck-
man (1988) and Opsomer and Ruppert (1999). Engle et al. (1986) were one of the earliest
papers that discussed correlated errors in the case of the partially linear model. Schick (1996,
1999), Perez and del Rio (2001a,b) and You and Chen (2004) considered the partially linear
model with known correlation structures. You and Chen (2004) and Yang (2012) have done
recent research with serially correlated errors.
31.1 Univariate kernel smoothing
1.1.1 Basic concept
Consider the bivariate data (X1, Y1), ..., (Xn, Yn), which form an independent and identically
distributed sample from population (X,Y ). Our interest is to estimate the regression function
m(x0) = E(Y | X = x0). The model that we use to generate data for univariate kernel
smoothing is
Yi = m(Xi) + ei, i = 1, . . . , n, (1.1)
where E(ei) = 0, var(ei) = σ
2 and Xi and ei are independent. We also assume that Xi has
density function f(·) for random design.
To estimate the mean function m(·) at point x0, the most intuitive way is to choose the
nearest design point to x0, for example xi, and use the corresponding value yi as the estimation
of m(x0). That is the idea of the nearest neighbor, one of the earliest method in nonparametric
statistics. However, only using the nearest data pair seems not always sufficient. Locally
average methods are one way to solve this problem. It does not only take the nearest data pair
into account, but also the data pairs in the neighborhood of x0. Another updated version is
the locally weighted average estimator. Instead of doing simple average, it is natural to give
each data pairs in the neighborhood a different weight, which depends on the distance or other
factors. This is a more flexible method and it is easy to see that the nearest neighbor estimator
and the local average estimator are all special cases of the locally weighted estimator.
The weights of the local average estimator are usually determined by a non-negative function
K(·), called the kernel function, and a positive parameter h, called the bandwidth. In the
thesis, we assume the kernel function K(·) to be a symmetric probability density function.
The bandwidth h is used to control the range of the neighborhood of x0 that will be taken
into account. A large h means that the estimator will be the weighted average over a large
neighborhood which, in most of the cases, will end up with a smoother estimator. A small h
on the contrary, will restrict the neighborhood in a small area, and will result in a less smooth
estimator. The notation Kh(·) = K(·/h)/h is also often used in many places as a short hand
for the term that involves both the kernel function and the bandwidth.
4Here are some commonly use kernel functions:
1. The uniform kernel
K(u) =
1
2
I(−1,1)(u)
2. the quadratic(Epanechnikov) kernel
K(u) =
3
4
(1− u2)I(−1,1)(u)
3. the biweight kernel
K(u) =
15
16
(1− u2)2I(−1,1)(u)
4. the normal(Gaussian) kernel
K(u) =
1√
2pi
exp(−x
2
2
)
It is noteworthy mentioning that under some assumptions, the Epanechnikov is kernel will
achieve least MISE for the estimator. In practice the difference is not that significant and the
performance of the estimator often depends on many other criteria, such as the shape of the
conditional mean function.
Let mˆ(x, h) be the kernel estimator for the mean regression function at point x0, using
bandwidth h, the Mean Squared Error(MSE) is defined by
MSE(x0, h) = E[{mˆ(x0, h)−m(x0)}2 | X], (1.2)
and the Mean Integrated Squared Error is defined by
MISE(h) =
∫
MSE(x, h)w(x)dx, (1.3)
where w(x) is a given weighted function and X is a short notation for X1, ..., Xn.
The MSE is often used to measure the performance of the estimator at give point x0 and
MISE is used to measure the performance of the estimator over the whole region. The MSE
has the following bias-variance decomposition
MSE(x0, h) = [E{mˆ(x0, h) | X} −m(x0)]2 + var{mˆ(x0, h) | X}. (1.4)
51.1.2 Local weighted average estimator
We will just give a very brief introduction to the most well-known local weighted average
estimator, the Nadaraya-Watson estimator. The estimator can be also be though of as local
constant estimator which is a special case included in the local polynomial estimator that we
will introduce later.
The Nadaraya-Watson estimator is defined as
mˆ(x0, h) =
∑n
i=1Kh(Xi − x0)Yi∑n
i=1Kh(Xi − x0)
(1.5)
It is easy to verify that the estimator is the weighted sum of Yi, that is, mˆ(x0, h) =
∑n
i=1wiYi
where wi = Kh(Xi − x0)/
∑n
i=1Kh(Xi − x0) and
∑n
i=1wi = 1
The estimator can handle both fixed design and random design with non-uniform distribu-
tions. It also can be easily extended to multivariate cases.
1.1.3 Local polynomial estimator
The next section regarding local polynomial regression is based on Fan and Gijbels (1996).
Suppose the (p + 1)th derivative of the regression function m(x) at point x0 exists. We can
approximate the regression function m(x) locally by a polynomial of order p. Using Taylor
expansion in the neighborhood of x0,
m(x) ≈ m(x0) +m′(x0)(x− x0) + ...+ m
(p)(x0)
p!
(x− x0)p (1.6)
We can fit the polynomial locally by weighted least squares regression, that is minimize
n∑
i=1
{Yi −
p∑
j=0
βj(Xi − x0)j}2Kh(Xi − x0), (1.7)
We denote the solution to the weighted least squares regression problem (1.7) by βˆj , j =
0, ..., p. From the Taylor expansion in (1.6), it is obvious that mˆν(x0) = ν!βˆν is an estimator
for m(ν)(x0), ν = 0, ..., p. We have to solve the weighted least squares problem for all points x0
that are of interest in the domain.
6If we choose to use matrix notation and denote
X =

1 (X1 − x0) · · · (X1 − x0)p
...
...
...
1 (Xn − x0) · · · (Xn − x0)p
 ,
and let
y =

Y1
...
Yn
 , βˆ =

βˆ0
...
βˆp
 , and β =

β0
...
βp
 .
Let W be the n by n diagonal matrix of weights
W = diag{Kh(Xi − x0)}.
Then the weighted least squares problem (1.7) can be written as
min
β
(y−Xβ)T W(y−Xβ), (1.8)
with β = (β0, ...βp)
T . The solution vector is provided by weighted least squares theory and is
given by
βˆ = (XT WX)−1XT Wy . (1.9)
The performance of the local polynomial estimator is sensitive to the bandwidth h. A
bandwidth which is too large will cause large modeling bias while a too small bandwidth will
result in large variance and the so called over-fitting problem. The optimal bandwidth can
be developed in theory, but cannot be used in practice since it will depend on some unknown
quantities. Cross-validation is a good way to estimate the optimal bandwidth and will in general
have very good results when the errors are independent. When the errors are correlated,
the cross-validation method will have problem producing a good bandwidth. Moreover, for
positively correlated errors CV will select bandwidth that tend to zero as n→∞.
The conditional bias and variance of the estimator βˆ can be derived from (1.9):
E(βˆ | X) = (XT WX)−1XT Wm
= β + (XT WX)−1XT Wr
var(βˆ | X) = (XT WX)−1(XT ΣX)(XT WX)−1,
(1.10)
7where m = {m(X1), ...,m(Xn)}T , β = {m(x0), ...,m(p)(x0)/p!}T , r = m−Xβ, and Σ =
diag{K2h(Xi − x0)σ2}.
Since m and β is the unknown in equation (1.10), we have to get approximating bias and
variance. To simplify our notation, let us define some quantities. First, we define the moments
of K and K2 by
µj =
∫
ujK(u)du and νj =
∫
ujK2(u)du.
Also let
S = (µj+l)0≤j,l≤p cp = c(µp+1, ..., µ2p+1)T
S˜ = (µj+l+1)0≤j,l≤p c˜p = c(µp+2, ..., µ2p+2)T
S∗ = (νj+l)0≤j,l≤p.
and let the unit vector eν+1 = (0, ..., 0, 1, 0, ..., 0)
T , with 1 on the (ν + 1)th position.
Given all the notation above, for f(x0) > 0, and f(·), m(p+1)(·) are continuous in a neigh-
borhood of x0. Further, assume that h → 0 and nh → ∞ as n → ∞. Then the asymptotic
conditional variance of mˆν(x0) is given by
var{mˆν(x0) | X} = eTν+1S−1S∗S−1eν+1
ν!2σ2
f(x0)nh1+2ν
+ op(
1
nh1+2ν
). (1.11)
The asymptotic conditional bias for p− ν odd is given by
bias{mˆν(x0) | X} = eTν+1S−1cp
ν!
(p+ 1)!
m(p+1)(x0)h
p+1−ν + op(hp+1−ν). (1.12)
Further, for p− ν even the asymptotic conditional bias is
bias{mˆν(x0) | X} =eTν+1S−1c˜p
ν!
(p+ 2)!
{m(p+2)(x0)
+ (p+ 2)m(p+1)(x0)
f ′(x0)
f(x0)
}hp+2−ν + op(hp+2−ν).
(1.13)
provided that f ′(·) and m(p+2)(·) are continuous in a neighborhood of x0 and nh3 →∞.
It is shown in Fan and Gijbels (1996) that when estimating the regression function(ν = 0),
choosing an odd p will outperform an even p. To simplify the derivation, in the later part of
the thesis, we will simply assume p is odd.
8Some other asymptotic results are also very useful Fan and Gijbels (1996):
Sn = nf(x0)HSH{1 + op(1)}, (1.14)
where H = diag(1, h, ..., hp). And for the weight function,
Wnν (t) =
1
nhν+1f(x0)
eTν+1S
−1(1, t, ..., tp)TK(t){1 + op(1)}. (1.15)
By minimizing the conditional Mean Squared Error(MSE) given by
[bias{mˆν(x0) | X}]2 + var{mˆν(x0) | X},
we can get the theoretical optimal bandwidth at x0,
hopt(x0) = Cν,p(K)
[ σ2
{m(p+1)(x0)}2f(x0)
]1/(2p+3)
n−1/(2p+3), (1.16)
where Cν,p(K) is a constant depend only on ν, p and the kernel function K(·). Some useful
Cν,p(K) values can be found in Table 1.1.
Table 1.1 Some useful Cν,p(K) values
ν p Gaussian Uniform Epanechnikov Biweight Triweight
0 1 0.776 1.351 1.719 2.036 2.312
0 3 1.161 2.813 3.243 3.633 3.987
1 2 0.884 1.963 2.275 2.586 2.869
2 3 1.006 2.604 2.893 3.208 3.503
For a given weight function w(·), by minimizing the Mean Integrated Squared Error(MISE)
given by ∫ (
[bias{mˆν(x0) | X}]2 + var{mˆν(x0) | X}
)
w(x)dx,
we can get the theoretical optimal bandwidth over the interval to be
hopt = Cν,p(K)
[ ∫ σ2w(x)/f(x)dx∫ {m(p+1)(x0)}2w(x)dx
]1/(2p+3)
n−1/(2p+3), (1.17)
91.2 Bandwidth selection for independent data
1.2.1 Rule of thumb
One possible way of bandwidth selection for local polynomial regression is the rule of thumb
method. It is a method that need a pilot fitting of order p + 3 globally to the mean function
m(x). Using the pilot fitting, we can get the pilot estimator for m(x) and m(p+1)(x) as well as
the estimator for σ2. Let mˇ(x), mˇ(p+1) and σˇ2 denote the result from the pilot fitting, we can
have the rule of thumb estimator for the bandwidth is
hˇROT = Cν,p(K)
[ σˇ2 ∫ w(x)dx∑n
i=1{mˇ(p+1)(Xi}2w(Xi)
]1/(2p+3)
(1.18)
The simple bandwidth selector hˇROT is derived under certain conditions. It can give us a rough
idea of what bandwidth should be. It is also based on the pilot fitting which is hard to justify
and rely on.
Another rule of thumb bandwidth selection method assumes the density function f to be
a Gaussian density with standard deviation σg. The unknown standard deviation σg can be
estimated by the sample standard deviation sn or by another robust estimator such as the
interquartile range divided by 1.349.
1.2.2 Cross-validation method
Let mˆh(·) denote any estimate with bandwidth h, of the regression function m(·). For each
given i, we use data {(Xj , Yj), j 6= i} to build a regression function mˆh,−i(·) and then validate
the model by examining the prediction error Yi−mˆh,−i(Xi). We then use the following function
as the objective function
CV (h) = n−1
n∑
i=1
{Yi − mˆh,−i(Xi)}2, (1.19)
and the bandwidth hˆcv that minimizes CV (·) is the estimator for the optimal bandwidth.
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1.3 Kernel smoothing with correlated errors
1.3.1 Asymptotic results
Let us consider this model
Yi = m(Xi) + ei, (1.20)
where E(ei) = 0, var(ei) = σ
2 and Xi and ei are independent. We also assume that Xi has
density function f(·) for the random design. In the previous section, we also assumed ei was
independent with ej when i 6= j, but now we assume
cov(ei, ej | Xi, Xj) = σ2ρn(Xi −Xj), (1.21)
where ρn(x) is continuous symmetric function, satisfying ρn(0) = 1 and |ρn(x)| ≤ 1 for any
x. This assumption cover both series correlated errors and random design. In random design,
the assumption tells us that the error correlations depend on the distances between the design
points. This definition is for univariate Xi, but it’s obvious that it can be extend to multivariate
Xi easily. Also, the correlation function ρn(·) is related to the sample size n, and we will need
it to follow the two assumptions below:
1. There exist a constant ρmax, such that
n
∫
|ρn(x)|dx ≤ ρmax. (1.22)
2. For any sequence n > 0 satisfying nn →∞,
n
∫
|x|≥n
|ρn(x)|dx→ 0 as n→∞. (1.23)
The first assumption set the speed of decay required for ρn when n→∞. The second assump-
tion is a common assumption for the short range correlation.
A lot of studies have been done for the asymptotic properties of the local polynomial regres-
sion estimator under correlated errors for various different conditions. One result from Francisco-
Ferna´ndez and Vilar-Ferna´ndez (2001) shows that under some conditions we have
bias{mˆν(x)} = hp+1−νm
(p+1)(x)ν!
(p+ 1)!
Bν(1 + o(1)), (1.24)
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and
var{mˆν(x)} = c()
nh1+2νf(x)
(ν!)2Vν(1 + o(1)), (1.25)
where Bν and Vν denote the ν
th element of S−1 r and the νth element of S−1S∗S−1, c() is
some constant related to the correlation of the errors.
Many other results are also developed for other conditions, but the asymptotic convergence
rate of the bias{mˆ(x)} and var{mˆ(x)} remain the same as the in the independent errors case.
1.3.2 Bandwidth selection with cross-validation
Though in theory, the local polynomial regression can still achieve the same convergence
rate when errors are correlated, in practice, choosing an appropriate bandwidth h is still a
problem without independence assumption for errors.
Taking cross-validation method with uniform equally spaced design and local constant
regression(p = 0) as an example. As is shown in De Brabanter et al. (2011), if xi = i/n,
cov(ei, ei+k) = γk ∼ k−a for some a > 2 and
1. K is Lipschitz continuous at x = 0,
2.
∫
K(u)du = 1, lim|u|→∞ |uK(u)| = 0,
∫ |K(u)|du <∞ and supu |K(u)| <∞,
3.
∫ |K(u)|du <∞ and K is symmetric,
we will have
E(CV (h)) =
1
n
E
[ n∑
i=1
{m(xi)− mˆh,−i(xi)}2
]
+ σ2 − 4K(0)
nh−K(0)
∞∑
k=1
γk + o(n
−1h−1), (1.26)
as h→ 0, n→∞, nh2 →∞.
This result shows us that with K(0) > 0, if we use the cross-validation method to select
the bandwidth with correlated errors and try to minimize CV (h), in addition to minimizing
E
[∑n
i=1{m(xi)− mˆh,−i(xi)}2
]
, we also end up with maximizing 4K(0)/{nh−K(0)}∑∞k=1 γk.
Since when
∑∞
k=1 γk > 0, small h leads to greater 4K(0)/{nh − K(0)} and vise versa when∑∞
k=1 γk < 0, we will end up with choosing a smaller h when the correlations are positive, and
greater h, when the correlations are negative.
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Simulations will also show the same results for cross-validation with local linear regression
and random design.
Set Yi = g(Xi)+ei where Xi ∼ Uniform(0, 1), m(Xi) = 2 sin(6Xi)+(Xi+1)2, ei ∼ N(0, 1)
and cov(ei, ej) = σ
2ρ(|Xi −Xj |) where ρ(u) = exp(−α|u|).
We consider α to be 1000, 200, 100, 50 and for each case, we set sample size n to 50, 100, 200.
We will generate 1000 sample data replicates and compute the estimated smoothing bandwidth
(hˆ) using the cross-validation method with normal(Gaussian) kernel. Note that α controls the
speed of the decay for the error correlations. Small α means slower speed of decay and large
α means faster speed of decay. When α = 1000, the speed of dependency decay is so fast that
we can think of it as an approximation for the independent errors.
Figure 1.1 to Figure 1.3 shows when the errors are progressively more correlated, the cross-
validation method with a normal kernel will tend to give smaller bandwidth than the estimated
optimal bandwidth hMASE by minimizing
1
n
n∑
i=1
{mˆh(Xi)−m(Xi)}, (1.27)
where m(·) and mˆ(·) are the true regression function and estimated function respectively.
Table 1.2 showed us the mean hMASE for each cases.
Table 1.2 Mean hMASE
α = 1000 α = 200 α = 100 α = 50
n = 50 0.082 0.087 0.091 0.098
n = 100 0.071 0.078 0.084 0.093
n = 200 0.062 0.073 0.081 0.091
There exist other bandwidth selection methods that take the error correlations into account
and we will discuss them in later chapters.
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Figure 1.1 Densities of the CV bandwidth estimators with normal kernel and bandwidth hˆ
for the AR(1) correlated errors and n = 50
1.4 Partially linear model
Partially linear model is a semi-parametric model that is introduced trying to combine the
best of a non-parametric model and a linear model. It is known that for the linear model,
the convergence rate of estimator is n−1/2, but for the non-parametric model, the optimal
convergence rate for a given x is n−2/5. Suppose we want to achieve the
√
n-consistency for
some parameters and at the same time, need the flexibility from the non-parametric smoothing,
we could consider using the partially linear model.
Suppose we have the following model:
Yi = X
T
i β + g(ti) + ei, i = 1, . . . , n, (1.28)
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Figure 1.2 Densities of the CV bandwidth estimators with normal kernel and bandwidth hˆ
for the AR(1) correlated errors and n = 100
where Yi ∈ R, Xi = (Xi1, ..., Xid)T and ti ∈ [0, 1] are design points, β = (β1, ..., βd)T is an
unknown parameter vector, g(·) is an unknown bounded non-linear function defined on [0, 1],
ei’s are random errors satisfying E[ei|Xi, ti] = 0 and E[e2i |Xi, ti] = σ2.
It is also common to assume that
Xis = hs(ti) + uis, i = 1, . . . , n, s = 1, . . . , d, (1.29)
for a function h(·) and random variables uis that are independent with ei.
Suppose we define Yˆ and Xˆ to be the local polynomial estimator of data (Yi, ti)i=1,...n and
(Xi, ti)i=1,...,n, and let Y˜ = Y−Yˆ, X˜ = X−Xˆ, the estimator for β is given by
βˆn = (X˜
T
X˜)−1X˜
T
Y˜. (1.30)
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Figure 1.3 Densities of the CV bandwidth estimators with normal kernel and bandwidth hˆ
for the AR(1) correlated errors and n = 200
It can be shown, under some condition, the estimator can achieve
√
n-consistency when
the errors are independent and even when the errors are correlated with known correlation
structure.
This is in fact a two step procedure to obtain an estimate for β. The first step is to solve the
non-parametric kernel smoothing problem and get the point-wise estimator for Y and X, then
we remove the smoothed Yˆ and Xˆ by subtracting them from the original value of Y and X.
Then the next step is to get the estimator βˆ via ordinary least squares, or by other methods.
As can be well expected, the accuracy of βˆ will depend on the accuracy of the smoothing step,
which is sensitive to the bandwidth. Thus, choosing a good bandwidth is also a very important
part in studying the partially linear model.
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When errors are correlated, either with known correlation function, or with a known form
of correlation structure so that the correlation function can be estimated by a parametric
method, the partially linear problem can be transformed back to a partially linear problem
with independent errors. Thus many methods were introduced to estimate the error correlation
structure and since with a good estimation of the correlation structure, we can transform the
problem back to an independent error case, in which the bandwidth selection problem would
also be solved.
The problem remains, though, if we cannot simply assume a known parametric form of the
error correlation or we are not able to estimate the error correlation easily. In that case, we
can no longer transform the problem back to the independence case and thus will have to deal
with the bandwidth selection problem under correlated errors directly.
1.5 Multivariate kernel smoothing
The variable Xi in the kernel smoothing problem need not to be always univariate. When
Xi is multivariate, the problem becomes a multivariate kernel smoothing problem. Ruppert
and Wand (1994) studied the multivariate local linear kernel smoothing problem.
They considered the model:
Yi = m(Xi) + ei, i = 1, . . . , n, (1.31)
where Yi ∈ R, Xi ∈ Ω and Ω is a subset in Rd. For random design, we assume the multi-
variate density function in Xi exists and is denoted by f(·), and has continuous second-order
derivatives. We use ∇f (x) and Hf (x) to define the gradient vector and Hessian matrix for f(·)
and let m(x) be second order differentiable, with Hessian matrix Hm(x). Consider local linear
regression, we redefine the matrix notation for X
X =

1 (X1−x0)T
...
...
1 (Xn−x0)T
 ,
and define H to be a d by d symmetric positive definite matrix depending on n. K is a d-variate
kernel such that
∫
K(u)du = 1, and KH(u) = |H|−1/2K(H−1/2 u). The H1/2 is called the
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bandwidth matrix. Let the new weights matrix W be defined by
W = diag{KH(Xi−x0}.
Then the weighted least squares problem can be written as
min
β
(y−Xβ)T W(y−Xβ), (1.32)
with β = (β0, ...βp)
T . The solution vector is provided by weighted least squares theory and is
given by
βˆ = (XT WX)−1XT Wy . (1.33)
The estimator for m(x) is then
mˆ(x0, H) = e
T
1 (X
T WX)−1XT Wy . (1.34)
It is proved that under some conditions, we have for multivariate Xi,
bias(mˆ(x0, H) | X) = 1
2
µ2(K)tr{HHm(x0)}+ op{tr(H)} (1.35)
and
var{mˆ(x0, H) | X} = {n−1|H|−1/2R(K)/f(x0)}σ2{1 + op(1)}, (1.36)
where µ2(K) =
∫
uuT K(u)du and R(K) =
∫
K(u)2du.
Another useful result for local linear multivariate regression is
(n−1XT WX)−1 =
 f(x)−1 + op(1) −∇f (x)T f(x)−2 + op(1)
−∇f (x)f(x)−2 + op(1) {µ2(K)f(x)H}−1 + op(H−1)
 . (1.37)
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CHAPTER 2. LOCAL POLYNOMIAL REGRESSION FOR
CORRELATED ERRORS IN RANDOM DESIGN
2.1 Introduction
Assume we observe random variables (Xi, Yi)
n
i=1, where Yi takes values in R and Xi takes
values in H ⊆ R with a common density f . The density f is compactly supported, bounded,
continuous and f(x) > 0 for all x belonging to the support of f . We consider the following
model
Yi = m(Xi) + ei i = 1, . . . , n,
where m is an unknown smooth regression function and the ei are (unobserved) random vari-
ables with
E(ei | Xi) = 0, cov(ei, ej | Xi, Xj) = σ2eρn(Xi −Xj); (2.1)
for all i, j = 1, . . . , n and ρn is a stationary correlation function satisfying ρn(0) = 1, ρn(x) =
ρn(−x) and | ρn(x) |≤ 1 for all x. The subscript n in ρn allows the correlation function to
shrink as n→∞. We will also need the following standard conditions: h→ 0 and nh→∞ as
n→∞.
Many kernel based regression methods require the tuning or selection of a smoothing pa-
rameter, often referred to as the bandwidth. This introduces a certain degree of arbitrariness
in the estimation procedure. Therefore, a vast number of bandwidth selection methods have
been developed Fan and Gijbels (1996); Konishi and Kitagawa (2008). Diggle and Hutchinson
(1989) and Hart (1991) have shown that these methods perform rather poorly under (2.1),
since they typically require the assumption that the errors are independent and identically
distributed. Several modifications have been proposed to account for short-range correla-
tion Opsomer et al. (2001); Francisco-Ferna´ndez et al. (2005). The plug-in method proposed
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by Francisco-Ferna´ndez et al. (2005) requires estimating the correlation structure of the auto
correlation model, and can only be applied when we have equally spaced design points. De
Brabanter et al. (2011) introduced a whole new method using bimodal kernel while selecting
the bandwidth and was able to break the correlation and achieved very good result without
assuming or estimating the actual structure of the correlation model. The new method was
only proved for fixed design and the Nadaraya-Watson estimator, which posed many limitations
of using it.
We will extend the bandwidth selection method proposed by De Brabanter et al. (2011)
to randomize design and also to local polynomial estimators. We will prove the asymptotic
results for the univariate case, and it is also possible, to further extend these results for random,
spatial design.
2.2 Assumptions
In order to get the asymptotic results, we will need to make the following assumptions:
Assumption 2.1 There exists an mmax, such that m(x) < mmax for all x and m ∈ Cp+1.
Assumption 2.2 There exists an fmax, such that f(x) < fmax for all x.
Assumption 2.3 f has bounded support.
Assumption 2.4 There exists a constant Kmax such that K(x) < Kmax for all x.
Assumption 2.5 K(·) is Lipschitz continuous at 0.
Assumption 2.6 ulK(u) <∞ as |u| → ∞ where l is the order of the polynomial regression.
Assumption 2.7 The correlation function ρn will be considered an element of a sequence {ρn}
with following properties for all n: There exists a constant ρmax such that n
∫ |ρn|dx < ρmax
and for any sequence n satisfying nn →∞
n
∫
|x|≥n
|ρn(x)|dx→ 0 as n→∞. (2.2)
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Assumption 2.8 The conditional covariance of the second order combinations of Yi is bounded
by the conditional covariance of their first order combinations. That is, for all integer k1, k2, l1, l2 ∈
{1, ..., n},
cov(Yk1Yk2, Yl1Yl2 | Xk1, Xk2, Xl1, Xl2) = Op(
∑
k∈{k1,k2},l∈{l1,l2}
ρn(Xk −Xl)).
Assumption 2.2 requires the density f to have bounded support. Strictly speaking, this
means a lot of distributions defined on the entire space R are excluded, such as the normal
distribution. We can argue, however, that the samples from the thin tailed distributions in
practice, will always be finite and thus can be treated as if they are sampled from a truncated
distributions with finite support. Thus, in practice, our proposed method can be expected to
also work when the design points are sampled from unbounded densities, even though they
have infinite support.
Assumption 2.6 implies that the kernel function needs to decay at a faster speed than ul
when n is large. It is easy to see that all kernel functions with bounded support will meet this
requirement. All the kernels with an exponential speed of decay, such as the normal kernel will
also be allowed.
Assumption 2.7(1) means that the correlation function depends on n and will have to
converge to 0 at the speed of n−1 in general(first part). We will also need the correlation to be
short range(second part of Assumption 2.7).
For Assumption 2.8, a special case is when k1 = k2 = l1 = l2, which suggests we will need
the existence of the 4th order moment of the Y . This might seem to be a demanding condition,
but since we want to bound the variance of the conditional RSS, there is no way of getting
around of the 4th moment. The assumption we are using here is trying to bound the 4th order
moment of Y with the linear combination of the second order conditional correlation function
we assumed ρn(·).
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2.3 Asymptotic results
Theorem 2.1 Define the Residual Sum of Squares(RSS) as n−1
∑n
i=1{Yi−mˆ(Xi)}2 and Mean
Asymptotic Squared Error(MASE) be [bias{mˆ(X) | X}]2+var{mˆ(X) | X}. Under Assumption
2.1 through Assumption 2.7, we have that E(RSS | X) = MASE(h | X)+σ2−D|K(0)|(nh)−1−
op(n
−1h−1), where D is bounded in probability.
Proof
E(RSS | X) = E[n−1
n∑
i=1
{Yi − mˆ(Xi)}2 | X]
= n−1
n∑
i=1
E[{Yi − mˆ(Xi)}2 | Xi]
= n−1
n∑
i=1
E[{Yi −E(mˆ[Xi] | Xi) +E(mˆ[Xi] | Xi)− mˆ(Xi)}2 | Xi]
= n−1
n∑
i=1
E[{m(Xi) + ei −E(mˆ[Xi] | Xi) +E(mˆ[Xi] | Xi)− mˆ(Xi)}2 | Xi]
= n−1
n∑
i=1
E[{m(Xi)−E(mˆ[Xi] | Xi) + (E[mˆ{Xi} | Xi]− mˆ[Xi]) + ei}2 | Xi]
= n−1
n∑
i=1
[
E{(m[Xi]−E[mˆ{Xi} | Xi])2 | Xi}+E{(E[mˆ{Xi} | Xi]− mˆ[Xi])2 | Xi}
+E{e2i | Xi}+ 2E{ei(m[Xi]−E[mˆ{Xi} | Xi]) | Xi}
+2E{ei(E[mˆ{Xi} | Xi]− mˆ{Xi}] | Xi}
+2E{(m[Xi]−E[mˆ{Xi} | Xi])(E[mˆ{Xi} | Xi]− mˆ[Xi]) | Xi}
]
Let
a1i = E[ei{m(Xi)−E(mˆ[Xi] | Xi)} | Xi]
a2i = E[ei{E(mˆ[Xi] | Xi)− mˆ(Xi)} | Xi]
a3i = E[{m(Xi)−E(mˆ[Xi] | Xi)}{E(mˆ[Xi] | Xi)− mˆ(Xi)} | Xi]
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E(RSS | X) = n−1
∑
i
[Bias{Xi}2 + var{mˆ(Xi) | Xi}+ σ2 + 2a1i + 2a2i + 2a3i]
= MASE(h | X) + σ2 + 2n−1
∑
i
(a1i + a2i + a3i)
a1i = E[ei{m(Xi)−E(mˆ[Xi] | Xi)} | Xi]
= E[ei | Xi]E[m(Xi)− E(mˆ[Xi] | Xi) | Xi]
= 0
a3i = E[{m(Xi)−E(mˆ[Xi] | Xi)}{E(mˆ[Xi] | Xi)− mˆ(Xi)} | Xi]
= E[m{Xi} −E{mˆ(Xi) | Xi} | Xi]E[E{mˆ(Xi) | Xi} − mˆ(Xi) | Xi]
= 0
a2i = E[ei{E(mˆ[Xi] | Xi)− mˆ(Xi)} | Xi]
= E[eiE{mˆ(Xi) | Xi} | Xi]−E[eimˆ{Xi} | Xi]
= E[ei | Xi]E[E{mˆ(Xi) | Xi} | Xi]−E[eimˆ{Xi} | Xi]
= −E[eimˆ{Xi} | Xi]
By Lemma 2.1, we have
E[eimˆ{Xi} | Xi] ≤ 1
nhf(Xi)
σ2|K(0)|S(0){1 + f(Xi)|ρmax|}+ op(n−1h−1)
≤ 1
nh
σ2|K(0)|S(0){ 1
f(Xi)
+ |ρmax|}+ op(n−1h−1),
and because f(·) has a bounded support,
n−1
n∑
i
1
f(Xi)
p−→ E{ 1
f(X1)
} <∞
E(RSS | X) = MASE(h | X) + σ2 + 2
n
∑
i
{a1i + a2i + a3i}
= MASE(h | X) + σ2 − D|K(0)|
nh
− op(n−1h−1),
where D is bounded in probability by σ2S(0)
[
E{ 1f(X1)}+ |ρmax|
]
23
Theorem 2.1 shows that if K(0) = 0, the conditional expectation of the residual sum of
squares converges to conditional MASE of h plus a constant σ2 and a smaller order term of
(nh)−1. Note that the leading order term of E(RSS | X) would be MASE(h | X) + σ2, and
since σ2 is free of h, so we will be able to find the h that minimizes MASE(h | X) by choosing
the h that minimizes RSS.
However, when D is positive and K is a unimodal kernel, i.e., K(0) 6= 0, then we will end
up with choosing a relatively smaller h, since we will choose the h that minimize RSS. Similar
results were found introduced in De Brabanter et al. (2011) for fixed design and that explains
why cross validation will not work for choosing the correct bandwidth if the errors are correlated.
Theorem 2.2 Let the residual sum of squares(RSS) be n−1
∑n
i=1{Yi−mˆ(Xi)}2, with Assump-
tion 2.1 through Assumption 2.8, var(RSS | X) = Op(n−1).
Proof
var(RSS | X) = n−2 var[
n∑
i=1
{mˆ(Xi)− Yi}2 | X]
= n−2
n∑
i,j
cov[{mˆ(Xi)− Yi}2, {mˆ(Xj)− Yj}2 | Xi, Xj ]
= n−2
n∑
i,j
cov[{
n∑
k=1
Wk(Xi)Yk − Yi}2, {
n∑
l=1
Wl(Xj)Yl − Yj}2 | Xi, Xj ]
= n−2
n∑
i,j
cov[{
n∑
k=1
Wk(Xi)Yk}2 − 2{
n∑
k=1
Wk(Xi)Yk}Yi + Y 2i ,
{
n∑
l=1
Wl(Xj)Yl}2 − 2{
n∑
l=1
Wl(Xj)Yl}Yj + Y 2j | Xi, Xj ]
= n−2
n∑
i,j
cov[
n∑
k1,k2
Wk1(Xi)Yk1Wk2(Xi)Yk2 − 2{
n∑
k=1
Wk(Xi)Yk}Yi + Y 2i ,
n∑
l1,l2
Wl1(Xj)Yl1Wl2(Xj)Yl2 − 2{
n∑
l=1
Wl(Xj)Yl}Yj + Y 2j | Xi, Xj ]
Using lemma 2.2, we have var(RSS | X) = Op(n−1).
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Theorem 2.2 proves that when K(0) = 0, the conditional variance of the residual sum of
squares converges to 0 at speed of n−1. Together with Theorem 2.1, we know that conditional
on X, when K(0) = 0, we have RSS(h) = MASE(h) + σ2 − op(n−1h−1). This result tells
us that we can use RSS as our objective function to select the bandwidth when errors are
correlated, rather than using the cross validation method.
2.4 Simulations
In the simulation study, we want to compare the effect of using the Gaussian kernel
versus the effect of a bimodal kernel in the bandwidth selecting process proposed in Kim
et al. (2009) and De Brabanter et al. (2011). We use the following bimodal kernel K(u) =
(2/
√
pi)u2 exp(−u2). Since the use of bimodal kernels introduces extra variance, we perform the
following two-step procedure. First, smooth the data with a bimodal kernel, choose the hˆ that
minimizes the residual sum of squares. Second, relate the bandwidth of the bimodal kernel to
the bandwidth of a (unimodal) Gaussian kernel. The latter requires no extra smoothing step
and the relation between our bimodal kernel and the Gaussian kernel is the following
ĥbimd = Cĥ,
with C = 1.16231 or C = 1.01431 for local linear or local cubic regression respectively. Such a
factor rule can be easily derived using the same methodology as in (Fan and Gijbels, 1996, p.
67). In the simulation study we have used local linear regression (p = 1).
We also compare with two other methods: cross-validation method using the normal kernel
and the plug-in method proposed by Francisco-Ferna´ndez et al. (2005). The plug-in method
involves estimating the correlation structure of the errors, which is only easy to do when in
case of equally spaced design. In order to compare our method with the plug-in method, we
will use equally spaced design in the simulations.
Set Yi = g(Xi) + ei where Xi = i/n, g(Xi) = 2 sin(6Xi) + (Xi + 1)
2, ei ∼ N(0, 1) and
cov(ei, ej) = σ
2ρ(|Xi − Xj |) where ρ(·) is a function between 0 and 1. We will consider
two different correlation functions ρ1(·) and ρ2(·) to generate the data. We will use ρ1(t) =
25
exp(−α|t|) for the AR(1) correlation structure and
ρ2(t) = exp(−1
2
α1t)cos(pt) +
α1
2p
sin(pt),
where p2 = (α2 − α21/4) > 0 for an AR(2) correlation structure.
For each of the correlation structure mentioned above and a fixed sample size n from
{50, 100, 200}, we will generate 5000 sample data replicates and compute the estimated band-
width (hˆ) using all of the three estimation methods mentioned earlier.
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Figure 2.1 AR(1) correlations
When using the correlation structure ρ1(t) = exp(−at) to generate the errors, we will
consider a to be 50, 100, 200 and 1000. We want to use these four values of a to show the
impact of different levels of correlation on the estimator and the smoothing method. When using
ρ2(t) = exp(−12a1t)cos(pt) + a12p sin(pt) for error generation, we choose (a1, a2) to be (50, 3000),
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Figure 2.2 AR(2) correlations
(50, 4000), (60, 3000) and (60, 4000). These combination of the parameters will produce wave
like correlation structures. Figure 2.1 and Figure 2.2 gives an intuitive impression of the
correlation structures used to generate the errors.
In Figure 2.3 to Figure 2.8, the optimal bandwidth hMASE is estimated by choosing the
h that minimizes the true residual sum of squares
∑n
i=1{mˆh(Xi) − m(Xi)}, where m(Xi) is
the true conditional mean given Xi. We can see that in general, the bandwidth density of
our method is centered at 0, but has a little more variance than the plug-in method and
cross-validation method.
Figure 2.3 to Figure 2.5 showed us that with positive AR(1) correlated errors, the plug-in
method is resistant to the correlation and will usually have better performance than the cross-
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validation method with normal kernel. We can also known that our method is superior, and the
bandwidth density will almost always be centered at the 0 which means that our method will
give better estimations of the true optimal bandwidth. When α = 1000, which can be thought
of as the independent error case, all the methods will give good results, but our method has
greater variance. But when α decreases, the correlation increases, the other two methods will
drift to the negative side, which means that they will tend to give smaller bandwidths than
the true bandwidth. The proposed method will still remain in the center, just with a slight
increase in the variance.
Figure 2.6 to Figure 2.8 showed us that when the errors have AR(2) correlation, our method
in general will also outperforms the plug-in method. Even more, our method shows not only
the ability to perform good in positive correlations, but also in mild negative correlations. In
some cases, in addition to preventing smaller bandwidth estimation, our method is also able to
prevent estimating greater bandwidth than the true value.
2.5 Lemmas and proofs of technical results
Lemma 2.1 Given Assumption 2.1 through Assumption 2.7, we have
E{eimˆ(Xi) | Xi} = 1
nhf(Xi)
n∑
j=1
p∑
l=0
S(l)E{eiej(Xj −Xi
h
)lK(
Xj −Xi
h
)|Xi}
≤ 1
nhf(Xi)
σ2|K(0)|S(0){1 + f(Xi)|ρmax|}+ o( 1
nh
).
Proof From page 64 of Fan and Gijbels (1996), we have
(XTxWxXx)
−1 = nf(x)HSH{1 + op(1)},
where H = diag(1, h, ..., hp), S = Sij = (ui+j)0≤i,j≤p and ul =
∫
ulK(u)du.
With this new expression for (XTxWxXx)
−1, we can rewrite mˆ(xi),
mˆ(xi) = e
T
1 (X
T
xiWxiXxi)
−1XTxiWxiY
=
1
nhf(xi)
n∑
j=1
p∑
l=0
S(l)(
Xj − xi
h
)lK(
Xj − xi
h
)Yj{1 + op(1)},
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Figure 2.3 Densities of the bandwidth estimators hˆbimd(solid line), hˆplgn(dashed line) and
hˆnorm(dotted line) for the AR(1) correlated errors and n = 50
where
(
S(0), S(1), ..., S(p)
)
is the first row of S−1.
Note that if we can find an asymptotic expression for E{ei
∑n
j=1(
Xj−Xi
h )
lK(
Xj−Xi
h )Yj | Xi},
we will be able to get E{eimˆ(Xi) | Xi} since the S matrix is not random. We can reorganize
the the conditional expectation as follows,
E{ei
n∑
j=1
(
Xj −Xi
h
)lK(
Xj −Xi
h
)Yj | Xi}
=
n∑
j=1
E[{Xj −Xi
h
}leiK{Xj −Xj
h
}{m(Xj) + ej} | Xi]
=
n∑
j=1
E{eiej(Xj −Xi
h
)lK(
Xj −Xi
h
) | Xi}
There are two situations that need to be discussed according to the value of l.
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Figure 2.4 Densities of the bandwidth estimators hˆbimd(solid line), hˆplgn(dashed line) and
hˆnorm(dotted line) for the AR(1) correlated errors and n = 100
When l = 0
E{eif−1(Xi)
n∑
j=1
(
Xj −Xi
h
)lK(
Xj −Xi
h
)Yj | Xi}
= f−1(Xi)[σ2K(0) +
n∑
j 6=i
E{eiejK(Xj −Xi
h
) | Xi}]
When l > 0
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Figure 2.5 Densities of the bandwidth estimators hˆbimd(solid line), hˆplgn(dashed line) and
hˆnorm(dotted line) for the AR(1) correlated errors and n = 200
E{eif−1(Xi)
n∑
j
(
Xj −Xi
h
)lK(
Xj −Xi
h
)Yj | Xi}
= f−1(Xi)[
n∑
j 6=i
E{eiej(Xj −Xi
h
)lK(
Xj −Xi
h
) | Xi}]
From Assumption 2.5, there exist a constant L, such that |K(v) −K(0)| < vL for any v.
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Figure 2.6 Densities of the bandwidth estimators hˆbimd(solid line), hˆplgn(dashed line) and
hˆnorm(dotted line) for the AR(2) correlated errors and n = 50
When i 6= j and for any sequence n = hξn → 0 satisfying nhξn →∞ and n→∞, we have
E{eiej(Xj −Xi
h
)lK(
Xj −Xi
h
) | Xi} = E[E{eiej(Xj −Xi
h
)lK(
Xj −Xi
h
) | Xi, Xj} | Xi]
≤ σ2
∫
|(u−Xi
h
)lf(u)ρn(u−Xi)K(u−Xi
h
)|du
≤ σ2
∫
|( t
h
)lf(t+Xi)ρn(t)K(
t
h
)|dt
≤ σ2
∫
|t|<hξn
|( t
h
)lρn(t)f(t+Xi)K(
t
h
)|dt
+ σ2
∫
|t|>hξn
|( t
h
)lρn(t)f(t+Xi)K(
t
h
)|dt
≤ σ2
∫
|t|<hξn
(|K(0)|+ | t
h
L|)(| t
h
|)l|ρn(t)f(t+Xi)|dt
+ σ2
∫
|t|>hξn
|( t
h
)lρn(t)f(t+Xi)K(
t
h
)|dt
(2.3)
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Figure 2.7 Densities of the bandwidth estimators hˆbimd(solid line), hˆplgn(dashed line) and
hˆnorm(dotted line) for the AR(2) correlated errors and n = 100
Using Assumption 2.7, for the first term of equation (2.3) can be upper bounded by
σ2
∫
|t|<hξn
(|K(0)|+ | t
h
L|)(| t
h
|)l|ρn(t)f(t+Xi)|dt
≤ σ2
∫
|t|<hξn
ξln(|K(0)|+ ξnL)|ρn(t){f(Xi) +Op(ξnh)}|dt
≤ σ2
∫
|t|<hξn
ξln(|K(0)|+ ξnL)|ρn(t)||{f(Xi) +Op(ξnh)}|dt
≤ σ2ξlnf(Xi)(|K(0)|+ ξnL)
|ρmax|
n
+ op(
h
n
)
(2.4)
For the second right hand side term of equation (2.3) and by Assumption 2.6, there exist
U and C such that |u| > U implies ulK(u) < C for any l. Together with Assumption 2.2 and
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Figure 2.8 Densities of the bandwidth estimators hˆbimd(solid line), hˆplgn(dashed line) and
hˆnorm(dotted line) for the AR(2) correlated errors and n = 200
Assumption 2.4 we have,
σ2
∫
|t|>hξn
|( t
h
)lρn(t)f(t+Xi)K(
t
h
)|dt
= σ2
∫
ξn<
|t|
h
<U
|( t
h
)lK(
t
h
)ρn(t)f(t+Xi)|dt
+ σ2
∫
U<
|t|
h
|( t
h
)lK(
t
h
)ρn(t)f(t+Xi)|dt
≤ σ2U lKmaxfmax
∫
ξn<
|t|
h
<U
|ρn(t)|dt
+ σ2
∫
U<
|t|
h
C|ρn(t)|f(t+Xi)dt
≤ σ2U lKmaxfmaxop( 1
n
) + σ2Cfmaxop(
1
n
)
= o(
1
n
)
(2.5)
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Combining equation (2.4) and equation (2.5) yields
E{eiej(Xj −Xi
h
)lK(
Xj −Xi
h
)|Xi} = σ2
∫
(
u−Xi
h
)lf(u)ρn(u−Xi)K(u−Xi
h
)du
≤ σ2ξlnf(Xi)(|K(0)|+ ξnL)
|ρmax|
n
+ op(
1
n
) + op(
h
n
)
≤ σ2ξlnf(Xi)|K(0)|
ρmax
n
+ op(
1
n
)
Consider the following two cases: for j 6= i,
E{eiej(Xj −Xi
h
)lK(
Xj −Xi
h
)|Xi} ≤

σ2f(Xi)|K(0)|ρmaxn + op( 1n) if l = 0
op(
1
n) if l > 0
and for j = i,
E{eiej(Xj −Xi
h
)lK(
Xj −Xi
h
)|Xi} =

σ2K(0) if l = 0
0 if l > 0
Finally, we obtain
E{eimˆ(Xi) | Xi} = 1
nhf(Xi)
n∑
j=1
p∑
l=0
S(l)E{eiej(Xj −Xi
h
)lK(
Xj −Xi
h
)|Xi}
≤ 1
nhf(Xi)
σ2|K(0)|S(0){1 + f(Xi)|ρmax|}+ op( 1
nh
)
Proposition 2.1 With Assumption 2.7 and Assumption 2.8, we have
E[cov{Yk1Yk2, Yl1Yl2 | Xk1, Xk2, Xl1, Xl2, Xi, Xj} | Xi, Xj ] = Op(n−1)
for all {k1, k2, l1, l2}.
Proof From Assumption 2.8, we have
cov(Yk1Yk2, Yl1Yl2 | Xk1, Xk2, Xl1, Xl2) = Op(
∑
k∈{k1,k2},l∈{l1,l2}
ρn(Xk −Xl))
for all {k1, k2, l1, l2}. It then follows from Assumption 2.7
E[cov{Yk1Yk2, Yl1Yl2 | Xk1, Xk2, Xl1, Xl2, Xi, Xj} | Xi, Xj ]
= Op(
∑
k∈{k1,k2},l∈{l1,l2}
E[ρn(Xk −Xl) | Xi, Xj ])
= Op(
∑
k∈{k1,k2},l∈{l1,l2}
∫ ∫
ρn(xk − xl)f(xk)f(xl)dxkdxl)
= Op(n
−1)
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for all {k1, k2, l1, l2}.
Proposition 2.2 For local polynomial weights, we have that
n∑
j=1
Wni(Xj) = 1
n∑
i=1
Wni(Xj) = 1
Proof Please refer to Chapter 3 Lemma 1.
Lemma 2.2 Given Assumption 2.1 to Assumption 2.8 and Wk(Xi) be local polynomial weights,
we have
n∑
i,j
cov[
n∑
k1,k2
Wk1(Xi)Yk1Wk2(Xi)Yk2 − 2{
n∑
k=1
Wk(Xi)Yk}Yi + Y 2i ,
n∑
l1,l2
Wl1(Xj)Yl1Wl2(Xj)Yl2 − 2{
n∑
l=1
Wl(Xj)Yl}Yj + Y 2j | Xi, Xj ] = Op(n)
(2.6)
Proof Let us examine the terms expended by the conditional covariance (2.6) one by one.
Using law of total covariance,
∑
k1,k2,l1,l2,i,j
cov{Wk1(Xi)Yk1Wk2(Xi)Yk2,Wl1(Xj)Yl1Wl2(Xj)Yl2 | Xi, Xj}
=
∑
k1,k2,l1,l2,i,j
E[cov{Wk1(Xi)Yk1Wk2(Xi)Yk2,
Wl1(Xj)Yl1Wl2(Xj)Yl2 | Xi, Xj , Xk1, Xk2, Xl1, Xl2} | Xi, Xj ]
+
∑
k1,k2,l1,l2,i,j
cov[E{Wk1(Xi)Yk1Wk2(Xi)Yk2 | Xi, Xk1, Xk2},
E{Wl1(Xj)Yl1Wl2(Xj)Yl2 | Xj , Xl1, Xl2} | Xi, Xj ]
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For the first term in the total covariance,
∑
k1,k2,l1,l2,i,j
E[cov{Wk1(Xi)Yk1Wk2(Xi)Yk2,Wl1(Xj)Yl1Wl2(Xj)Yl2 | Xi, Xj , Xk1, Xk2, Xl1, Xl2} | Xi, Xj ]
=
∑
k1,k2,l1,l2,i,j
Wk1(Xi)Wk2(Xi)Wl1(Xj)Wl2(Xj)E{cov(Yk1Yk2, Yl1Yl2 | Xi, Xj , Xk1, Xk2, Xl1, Xl2) | Xi, Xj}
≤
∑
k1,k2,l1,l2,i,j
Wk1(Xi)Wk2(Xi)Wl1(Xj)Wl2(Xj)Op(n
−1)
≤
∑
k1,k2,i
Wk1(Xi)Wk2(Xi)
∑
l1,l2,j
Wl1(Xj)Wl2(Xj)Op(n
−1)
≤
∑
i
(∑
k1
Wk1(Xi)
∑
k2
Wk2(Xi)
)∑
j
(∑
l1
Wl1(Xj)
∑
l2
Wl2(Xj)
)
Op(n
−1)
≤ n2Op(n−1) = Op(n)
For the second term in the total covariance,
∑
k1,k2,l1,l2,i,j
cov[E{Wk1(Xi)Yk1Wk2(Xi)Yk2 | Xi, Xk1, Xk2},E{Wl1(Xj)Yl1Wl2(Xj)Yl2 | Xj , Xl1, Xl2} | Xi, Xj ]
=
∑
k1,k2,l1,l2,i,j
cov[Wk1(Xi)Wk2(Xi){m(Xk1)m(Xk2) + σ2ρ(Xk1 −Xk2)},
Wl1(Xj)Wl2(Xj){m(Xl1)m(Xl2) + σ2ρ(Xl1 −Xl2)} | Xi, Xj ]
If {k1, k2} ∩ {l1, l2} = ∅, it’s 0.
If k1 = l1 = r
∑
k1,k2,l1,l2,i,j
cov[Wk1(Xi)Wk2(Xi){m(Xk1)m(Xk2) + σ2ρ(Xk1 −Xk2)},
Wl1(Xj)Wl2(Xj){m(Xl1)m(Xl2) + σ2ρ(Xl1 −Xl2)} | Xi, Xj ]
≤ E[
∑
r,k2,l2,i,j
Wr(Xi)Wr(Xj)Wk2(Xi)Wl2(Xj){|m(Xr)m(Xk2)|+ σ2}{|m(Xr)m(Xl2)|+ σ2} | Xi, Xj ]
+
∑
r,k2,l2,i,j
[E{Wr(Xi)Wk2(Xi){|m(Xr)m(Xk2)|+ σ2} | Xi}E{Wr(Xj)Wl2(Xj){|m(Xr)m(Xl2)|+ σ2} | Xj}]
Using m(·) < mmax,
=
n∑
r=1
Op(1) +
n∑
r=1
Op(1)
= Op(n)
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Thus we have,
∑
k1,k2,l1,l2,i,j
cov{Wk1(Xi)Yk1Wk2(Xi)Yk2,Wl1(Xj)Yl1Wl2(Xj)Yl2 | Xi, Xj} = Op(n)
Similarly in (2.6),
∑
k1,k2,l,i,j
cov{Wk1(Xi)Yk1Wk2(Xi)Yk2,Wl(Xj)YlYj | Xi, Xj}
=
∑
k1,k2,l,i,j
E[cov{Wk1(Xi)Yk1Wk2(Xi)Yk2,Wl(Xj)YlYj | Xk1, Xk2, Xl, Xi, Xj} | Xi, Xj ]
+
∑
k1,k2,l,i,j
cov[E{Wk1(Xi)Yk1Wk2(Xi)Yk2 | Xk1, Xk2, Xi},E{Wl(Xj)YlYj | Xl, Xj} | Xi, Xj ]
For the first term in the total covariance,
∑
k1,k2,l,i,j
E[cov{Wk1(Xi)Yk1Wk2(Xi)Yk2,Wl(Xj)YlYj | Xk1, Xk2, Xl, Xi, Xj} | Xi, Xj ]
=
∑
k1,k2,l,i,j
Wk1(Xi)Wk2(Xi)Wl(Xj)E[cov{Yk1Yk2, YlYj | Xk1, Xk2, Xl, Xi, Xj} | Xi, Xj ]
≤
∑
k1,k2,l,i,j
Wk1(Xi)Wk2(Xi)Wl(Xj)Op(n
−1)
≤
∑
i
(∑
k1
Wk1(Xi)
∑
k2
Wk2(Xi)
)∑
l,j
Wl(Xj)Op(n
−1)
≤ n2Op(n−1) = Op(n)
For the second term in the total covariance,
∑
k1,k2,l,i,j
cov[E{Wk1(Xi)Yk1Wk2(Xi)Yk2 | Xk1, Xk2, Xi},E{Wl(Xj)YlYj | Xl, Xj} | Xi, Xj ]
=
∑
k1,k2,l,i,j
cov[Wk1(Xi)Wk2(Xi){m(Xk1)m(Xk2) + σ2ρ(Xk1 −Xk2)},
Wl(Xj){m(Xl)m(Xj) + σ2ρ(Xl −Xj)} | Xi, Xj ]
If k1 6= l and k2 6= l, it’s 0.
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If k1 = l,
∑
k1,k2,l,i,j
cov[Wk1(Xi)Wk2(Xi){m(Xk1)m(Xk2) + σ2ρ(Xk1 −Xk2)},
Wl(Xj){m(Xl)m(Xj) + σ2ρ(Xl −Xj)} | Xi, Xj ]
≤ E[
∑
k2,l,i,j
Wl(Xi)Wl(Xj){|m(Xl)m(Xk2)|+ σ2}Wk2(Xi){|m(Xl)m(Xj)|+ σ2} | Xi, Xj ]
+
∑
k2,l,i,j
E[Wl(Xi)Wk2(Xi){|m(Xl)m(Xk2)|+ σ2} | Xi]E[Wl(Xj){|m(Xl)m(Xj)|+ σ2} | Xj ]
=
n∑
l=1
Op(1) +
n∑
l=1
Op(1)
= Op(n)
Thus we have,
∑
k1,k2,l,i,j
cov{Wk1(Xi)Yk1Wk2(Xi)Yk2,Wl(Xj)YlYj | Xi, Xj} = Op(n)
Next in (2.6),
∑
k1,k2,i,j
cov{Wk1(Xi)Yk1Wk2(Xi)Yk2, Y 2j | Xi, Xj}
=
∑
k1,k2,i,j
E[cov{Wk1(Xi)Yk1Wk2(Xi)Yk2, Y 2j | Xk1, Xk2, Xi, Xj} | Xi, Xj ]
+
∑
k1,k2,i,j
cov[E{Wk1(Xi)Yk1Wk2(Xi)Yk2 | Xk1, Xk2, Xi},E{Y 2j | Xj} | Xi, Xj ]
For the first term in the total covariance,
∑
k1,k2,i,j
E[cov{Wk1(Xi)Yk1Wk2(Xi)Yk2, Y 2j | Xk1, Xk2, Xi, Xj} | Xi, Xj ]
=
∑
k1,k2,i,j
Wk1(Xi)Wk2(Xi)E[cov{Yk1Yk2, Y 2j | Xk1, Xk2, Xi, Xj} | Xi, Xj ]
≤
∑
k1,k2,i,j
Wk1(Xi)Wk2(Xi)Op(n
−1)
≤ n
∑
i
{
∑
k1
Wk1(Xi)
∑
k2
Wk2(Xi)}Op(n−1)
≤ n2Op(n−1) = Op(n)
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For the second term in the total covariance,
∑
k1,k2,i,j
cov[E{Wk1(Xi)Yk1Wk2(Xi)Yk2 | Xk1, Xk2, Xi},E{Y 2j | Xj} | Xi, Xj ]
=
∑
k1,k2,i,j
cov[Wk1(Xi)Wk2(Xi){m(Xk1)m(Xk2) + σ2ρ(Xk1 −Xk2)}, {m(Xj)}2 + σ2 | Xi, Xj ]
= 0
Thus we have,
∑
k1,k2,i,j
cov{Wk1(Xi)Yk1Wk2(Xi)Yk2, Y 2j | Xi, Xj} = Op(n)
Next term in the conditional covariance (2.6),
∑
k,l,i,j
cov{Wk(Xi)YkYi,Wl(Xj)YlYj | Xi, Xj}
=
∑
k,l,i,j
E[cov{Wk(Xi)YkYi,Wl(Xj)YlYj | Xk, Xi, Xl, Xj} | Xi, Xj ]
+
∑
k,l,i,j
cov[E{Wk(Xi)YkYi | Xk, Xi},E{Wl(Xj)YlYj | Xl, Xj} | Xi, Xj ]
For the first term,
∑
k,l,i,j
E[cov{Wk(Xi)YkYi,Wl(Xj)YlYj | Xk, Xi, Xl, Xj} | Xi, Xj ]
=
∑
k,l,i,j
Wk(Xi)Wl(Xj)E[cov{YkYi, YlYj | Xk, Xi, Xl, Xj} | Xi, Xj ]
≤
∑
k,l,i,j
Wk(Xi)Wl(Xj)Op(n
−1)
≤
∑
i
∑
k
Wk(Xi)
∑
j
∑
l
Wl(Xj)Op(n
−1)
≤ n2Op(n−1) = Op(n)
For the second term,
∑
k,l,i,j
cov[E{Wk(Xi)YkYi | Xk, Xi},E{Wl(Xj)YlYj | Xl, Xj} | Xi, Xj ]
=
∑
k,l,i,j
cov[Wk(Xi){m(Xk)m(Xi) + σ2ρ(Xk −Xj)},Wl(Xj){m(Xl)m(Xj) + σ2ρ(Xl −Xj)} | Xi, Xj ]
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If k 6= l, it’s 0.
If k = l,
∑
k,l,i,j
cov[Wk(Xi){m(Xk)m(Xi) + σ2ρ(Xk −Xj)},Wl(Xj){m(Xl)m(Xj) + σ2ρ(Xl −Xj)} | Xi, Xj ]
≤ E[
∑
l,i,j
Wl(Xi)Wl(Xj){m(Xl)2 + σ2}{|m(Xi)m(Xj)|+ σ2} | Xi, Xj ]
+
∑
l,i,j
E[Wl(Xi){|m(Xl)m(Xi)|+ σ2} | Xi]E[Wl(Xj){|m(Xl)m(Xj)|+ σ2} | Xj ]
=
n∑
l=1
Op(1) +
n∑
l=1
Op(1)
= Op(n)
Thus we have,
∑
k,l,i,j
cov{Wk(Xi)YkYi,Wl(Xj)YlYj | Xi, Xj} = Op(n)
Continue with terms in equation (2.6),
∑
k,i,j
cov{Wk(Xi)YkYi, Y 2j | Xi, Xj}
=
∑
k,i,j
E[cov{Wk(Xi)YkYi, Y 2j | Xk, Xi, Xj} | Xi, Xj ]
+
∑
k,i,j
cov[E{Wk(Xi)YkYi | Xk, Xi},E{Y 2j | Xj} | Xi, Xj ]
For the first term,
∑
k,i,j
E[cov{Wk(Xi)YkYi, Y 2j | Xk, Xi, Xj} | Xi, Xj ]
=
∑
k,i,j
Wk(Xi)E[cov{YkYi, Y 2j | Xk, Xi, Xj} | Xi, Xj ]
≤
∑
k,i,j
Wk(Xi)Op(n
−1)
≤ n
∑
i
∑
k
Wk(Xi)Op(n
−1)
≤ n2Op(n−1) = Op(n)
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For the second term,
∑
k,i,j
cov[E{Wk(Xi)YkYi | Xk, Xi},E{Y 2j | Xj} | Xi, Xj ]
=
∑
k,i,j
cov[Wk(Xi){m(Xk)m(Xi) + σ2ρ(Xi −Xk)}, {m(Xj)}2 + σ2 | Xi, Xj ]
= 0
Thus we have, ∑
k,i,j
cov{Wk(Xi)YkYi, Y 2j | Xi, Xj} = Op(n)
For the last term in conditional covariance (2.6),
∑
i,j
cov{Y 2i , Y 2j | Xi, Xj}
≤
∑
i,j
Op(n
−1) = Op(n)
And put the asymptotic results for all these terms together, we have proved lemma 2.2.
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CHAPTER 3. PARTIALLY LINEAR MODEL WITH STATIONARY
ERRORS AND UNKNOWN CORRELATION STRUCTURE
3.1 Introduction
Nonparametric regression is a very useful tool for data analysis due to its flexibility and
few assumptions imposed on the shape of the mean function. However, when the number of
explanatory variables grows, it will suffer from the “curse of dimensionality”. Performing kernel
smoothing or spline regression in more than three dimensions is generally not a good idea since
the data will be so sparse. In case we know that, after a certain kind of transformation, some
of the explanatory variables are linear to the response variable, we can avoid the “curse of
dimensionality” by using the partially linear model which will combine the advantage of both
the linear model and the nonparametric model. A partially linear regression model has the
following form
Yi = X
T
i β + g(ti) + ei, i = 1, . . . , n, (3.1)
where Yi ∈ R, Xi = (Xi1, ..., Xid)T and ti ∈ [0, 1] are design points, β = (β1, ..., βd)T is an
unknown parameter vector, g(·) is an unknown bounded non-linear function defined on [0, 1],
ei’s are random errors satisfying E[ei|Xi, ti] = 0 and E[e2i |Xi, ti] <∞.
Model (3.1) has been widely studied over the years. In the case of uncorrelated errors,
Engle et al. (1983) and Wahba (1984) proposed a penalized least squares criterion to estimate
β and g(·). Heckman (1986) proved the √n-consistency of the estimator of β when the Xi’s
are independent of the ti’s. Green et al. (1985) and Speckman (1988) derived the asymptotic
bias and variance of the estimator for β using local constant regression. Opsomer and Ruppert
(1999) proposed estimating β and g(·) using local linear regression and proposed the Empirical
Bias Bandwidth Selection(EBBS) method to choose the proper degree of smoothness.
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Engle et al. (1986) were one of the first authors to introduce correlated errors to the partially
linear model. They assumed an AR(1) correlation structure of the error term and they showed
that the AR(1) correlated error model can be in fact transformed into a model with serially
uncorrelated errors. Engle et al. (1986) further proved that their estimator of β is consistent
under certain assumptions. Schick (1996) and Schick (1999) considered a partially linear model
with AR(1) and ARMA errors respectively. Perez and del Rio (2001a) and Perez and del
Rio (2001b) discussed partially linear models with α-mixing stationary errors. If the error
correlation structure is fully known, their modified estimator for β can achieve
√
n-consistency
for β. You and Chen (2004) also considered partially linear models with α-mixing, possibly non-
stationary errors. The authors introduced a block external bootstrap approach and showed that
their method is appropriate for accurate estimation of g(·) but may not be suitable for accurate
estimation of β. They, however, did not indicate how to choose the block size in practice. You
et al. (2005) discussed partially linear models with errors being a moving average process of
infinite order and they proposed a jackknife estimator for β. Recently, Yang (2012) developed
a generalized least squares estimator in a linear regression model with serially correlated errors.
So far, very few people have considered the partially linear model with stationary errors
with unknown correlation structure while estimating β. In what follows, we will prove that
with a stationary α-mixing error structure, our estimator of β will achieve
√
n-consistency for
an appropriately chosen bandwidth. We will describe a bandwidth selection method that can
handle the correlation structure without knowing its explicit form.
3.2 Preliminary and assumptions
We will use model (3.1) and assume that the errors {ei} are a stationary strong α-mixing
sequence with mixing coefficient α(l). Also, as shown in Speckman (1988), it is common to
assume in the partially linear regression model, that
Xis = hs(ti) + uis
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for some h(·), i = 1, . . . , n, s = 1, . . . , d. The estimator of β, constructed using the partial
kernel smoothing method of Speckman (1988), is given by
βˆn = (X˜
T X˜)−1X˜T Y˜ ,
where Y˜ = (Y˜1, . . . , Y˜n)
T , X˜ = (X˜1, . . . , X˜n)
T , Y˜i = Yi−
∑n
j=1Wnj(ti)Yj , X˜i = Xi−
∑n
j=1Wnj(ti)Xj
for i = 1,. . . ,n. Further, we assume thatWnj(·) is the local polynomial weight function (see (Fan
and Gijbels, 1996, p. 63)). In order to study the asymptotic properties of βˆn when {ei} is a
stationary strong α-mixing sequence, we need the following assumptions:
Assumption 1: Xi = (Xi1, . . . , Xid)
T are i.i.d (independent and identically distributed) ran-
dom vectors. Assume there exist a density fX(·), continuous in a neighborhood of · and
EX41 <∞.
Assumption 2: ti’s are fixed design points on [0, 1] and ti = i/n.
Assumption 3: g(·) is a p+ 1 times continuously differentiable unknown bounded non-linear
function defined on [0, 1], with p the degree of the local polynomial.
Assumption 4: ei’s are random errors satisfying E[ei|Xi, ti] = 0, var[ei|Xi, ti] = σ2 <∞ and
E[eiej |Xi, ti, Xj , tj ] = ρ(i − j), with ρ(·) a positive function controlling the conditional
covariance between ei and ej . Also, assume that ei’s are independent of Xi’s.
Assumption 5: ei’s are strong mixing with mixing coefficient α(l) and E|ei|2+δ <∞ for some
δ > 0 such that
∑n
l=1 α
δ/(4+2δ)(l) <∞.
Assumption 6: (β, g) satisfy
E
[ n∑
i=1
{
Yi −XTi β − g(ti)
}2]
= min
α∈Rd,m∈Cp+1
E
[ n∑
i=1
{
Yi −XTi α−m(ti)
}2]
.
Based on the assumptions above, we can make the following three remarks: Note that As-
sumption 4 only requires covariance stationarity of the sequence {ei}, Assumption 6 ensures
that β and g(·) are identifiable and hence can be estimated and Assumption 6 also poses a
smoothing condition for the function g(·). The latter is a necessary condition for the use of
local polynomial regression.
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3.3 Asymptotic results
In order to make the notation more convenient, denote
Y˜i = Yi −
n∑
j=1
Wnj(ti)Yj ,
X˜i = Xi −
n∑
j=1
Wnj(ti)Xj ,
δx(ti) = E[Xi|ti]−
n∑
j=1
Wnj(ti)Xj ,
δy(ti) = E[Yi|ti]−
n∑
j=1
Wnj(ti)Yj ,
ui = Xi −E[Xi|ti],
r(ti) = E[Xi|ti],
eˆi =
n∑
j=1
Wnj(ti)ej ,
e˜i = ei − eˆi.
Here
∑n
j=1Wnj(ti)Yj and
∑n
j=1Wnj(ti)Xj are smoothed versions of Yi and Xi. Y˜i and X˜i are
the differences between Yi, Xi and the smoothed versions of Yi, Xi. δy(ti) and δx(ti) are the
differences between the true conditional mean of Yi, Xi given ti and the smoothed versions of
Yi, Xi. ui plays an error type role for Xi.
Since we assume that ti are fixed values, the conditional mean of Yi and Xi are fixed
functions of ti. Since Wnj(ti) are assumed to be local polynomial weights, it follows that
E[δy(ti)|ti], E[δx(ti)|ti] are conditional biases and var[δy(ti)|ti], var[δx(ti)|ti] are conditional
variances of the local polynomial estimates.
The estimator for β in the partially linear model is given by Speckman (1988) and Ha¨rdle
et al. (2000)
βˆn =
(
1
n
n∑
i=1
X˜iX˜
T
i
)−1 1
n
n∑
i=1
X˜iY˜i. (3.2)
Next, we will rewrite both terms in the solution vector (3.2) in order to establish a suitable
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decomposition for the difference βˆn − β. The first term in (3.2) yields
1
n
n∑
i=1
X˜iX˜
T
i =
1
n
n∑
i=1
{
Xi −
n∑
j=1
Wnj(ti)Xj
}{
Xi −
n∑
j=1
Wnj(ti)Xj
}T
=
1
n
n∑
i=1
{Xi − E[Xi|ti] + δx(ti)}{Xi − E[Xi|ti] + δx(ti)}T
=
1
n
n∑
i=1
uiu
T
i +
1
n
n∑
i=1
uiδ
T
x (ti) +
1
n
n∑
i=1
δxu
T
i +
1
n
n∑
i=1
δx(ti)δ
T
x (ti)
=
1
n
n∑
i=1
uiu
T
i + ∆1,
with
∆1 =
1
n
n∑
i=1
uiδ
T
x (ti) +
1
n
n∑
i=1
δxu
T
i +
1
n
n∑
i=1
δx(ti)δ
T
x (ti).
By the definition of model (3.1), we have
n∑
j=1
Wnj(ti)Yj =
n∑
j=1
Wnj(ti)X
T
j β +
n∑
j=1
Wnj(ti)g(tj) +
n∑
j=1
Wnj(ti)ej
and then,
Yi −
n∑
j=1
Wnj(ti)Yj = (X
T
i −
n∑
j=1
Wnj(ti)X
T
j )β + g(ti)−
n∑
j=1
Wnj(ti)g(tj) + ei −
n∑
j=1
Wnj(ti)ej .
Using the asymptotic result for the bias of the local polynomial regression, we can get
Y˜i = X˜
T
i β + e˜i +O(h
p+1). (3.3)
47
With equation (3.3), the second term in (3.2) can be rewritten as
1
n
n∑
i=1
X˜iY˜i =
1
n
n∑
i=1
X˜i
{
X˜Ti β + e˜i +O(h
p+1)
}
=
1
n
n∑
i=1
X˜iX˜
T
i β +
1
n
n∑
i=1
X˜i
(
e˜i +O(h
p+1)
)
=
1
n
n∑
i=1
X˜iX˜
T
i β +
1
n
n∑
i=1
{
Xi −
n∑
j=1
Wnj(ti)Xj
}(
e˜i +O(h
p+1)
)
=
1
n
n∑
i=1
X˜iX˜
T
i β +
1
n
n∑
i=1
{ui + δx(ti)}
(
e˜i +O(h
p+1)
)
=
1
n
n∑
i=1
X˜iX˜
T
i β +
1
n
n∑
i=1
{ui + δx(ti)}{ei − eˆi +O(hp+1)}
=
1
n
n∑
i=1
X˜iX˜
T
i β +
1
n
n∑
i=1
{uiei + δx(ti)ei − uieˆi − δx(ti)eˆi + uiO(hp+1) + δx(ti)O(hp+1)}
=
1
n
n∑
i=1
X˜iX˜
T
i β +
1
n
n∑
i=1
uiei + ∆2,
with
∆2 =
1
n
n∑
i=1
δx(ti)ei − 1
n
n∑
i=1
uieˆi − 1
n
n∑
i=1
δx(ti)eˆi +
1
n
n∑
i=1
uiO(h
p+1) +
1
n
n∑
i=1
δx(ti)O(h
p+1).
Combining both results gives the following decomposition for βˆn
βˆn =
(
1
n
n∑
i=1
X˜iX˜
T
i
)−1( 1
n
n∑
i=1
X˜iX˜
T
i β +
1
n
n∑
i=1
uiei + ∆2
)
. (3.4)
By using a Taylor expansion for the first term of (3.4), we have the following decomposition
βˆn − β =
(
1
n
n∑
i=1
X˜iX˜
T
i
)−1( 1
n
n∑
i=1
uiei + ∆2
)
=
(
1
n
n∑
i=1
uiu
T
i + ∆1
)−1( 1
n
n∑
i=1
uiei + ∆2
)
=
(
1
n
n∑
i=1
uiu
T
i
)−1 1
n
n∑
i=1
uiei +
(
1
n
n∑
i=1
uiu
T
i
)−1
∆2 − ∆3
n
n∑
i=1
uiei
−∆3∆2 − op(∆3)
(
1
n
n∑
i=1
uiu
T
i
1
n
n∑
i=1
uiei
)
,
(3.5)
where ∆3 =
(
1
n
∑n
i=1 uiu
T
i
)−1
∆1
(
1
n
∑n
i=1 uiu
T
i
)−1
. The following theorem establishes the
order of ∆1, ∆2 and ∆3.
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Theorem 3.1 Let Wnj be local polynomial weights with odd degree of polynomial p and let
X ∈ Rd. Next, assume that X1, . . . , Xn i.i.d.∼ X, EX4 < ∞ and that nhd → ∞ and h → 0
as n → ∞. Further, assume E|ei|max(r,q) < ∞ for some r > 2 and q > rr−1 such that∑n
l=1 α
1−1/r−1/q(l) < ∞. Finally, let g be a p + 1 times continuously differentiable unknown
bounded non-linear function defined on [0, 1]. Ignoring boundary effects, it follows that
∆1 = op(1), ∆2 = op(n
−1/2), ∆3 = op(1)
and
βˆn − β = (n−1
n∑
i=1
uiu
T
i )
−1n−1
n∑
i=1
uiei + op(n
−1/2).
Proof Recall the definition of ∆1:
∆1 =
1
n
n∑
i=1
uiδ
T
x (ti) +
1
n
n∑
i=1
δxu
T
i +
1
n
n∑
i=1
δx(ti)δ
T
x (ti)
and note that
∆1 = E[∆1] +Op
(√
var[∆1]
)
= E
[
1
n
n∑
i=1
uiδ
T
x (ti)
]
+E
[
1
n
n∑
i=1
δxu
T
i
]
+E
[
1
n
n∑
i=1
δx(ti)δ
T
x (ti)
]
+Op
(√
var[∆1]
)
.
Using Lemma 3.2 in Appendix we have that the first two terms are O(n−1). The third term can
be shown to be O(n−1h−d + h2p+2). Consequently, we have that E[∆1] = O(n−1h−d + h2p+2).
For the variance of ∆1, we have that each element of var[
1
n
∑n
i=1 uiδx(ti)
T ] is O(n−2h−d)
(by Lemma 3.6 in Appendix). Using Lemma 3.9, we have that var
[
1
n
∑n
i=1 δx(ti)δ
T
x (ti)
]
is
O(n−1) element-wise. This results in var[∆1] = O(n−1) since for any three random variables
var(X + Y + Z) ≤ 4var(X) + 4var(Y ) + 2var(Z). For nhd → ∞ and h → 0 as n → ∞, we
have ∆1 = op(1). Similarly, for nh
d →∞
E[∆2] = E
[
1
n
n∑
i=1
δx(ti)ei
]
−E
[
1
n
n∑
i=1
uieˆi
]
−E
[
1
n
n∑
i=1
δx(ti)eˆi
]
+E
[
1
n
n∑
i=1
uiO(h
p+1)
]
+E
[
1
n
n∑
i=1
δx(ti)O(h
p+1)
]
= O(h2p+2).
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For the variance we have
var(∆2) = var
[
1
n
n∑
i=1
(
δx(ti)ei − uieˆi − δx(ti)eˆi + uiO(hp+1) + δx(ti)O(hp+1)
)]
≤ 4var
[
1
n
n∑
i=1
δx(ti)ei
]
+ 4var
[
1
n
n∑
i=1
uieˆi
]
+ 8var
[
1
n
n∑
i=1
δx(ti)eˆi
]
+8var
[
1
n
n∑
i=1
uiO(h
p+1)
]
+ 4var
[
1
n
n∑
i=1
δx(ti)O(h
p+1)
]
.
It is easy to see that each element of var
[
1
n
∑n
i=1 uiO(h
p+1)
]
isO(n−1h2p+2) and var
[
1
n
∑n
i=1 δx(ti)O(h
p+1)
]
isO(n−1h2p+2−d). From Lemma 3.8, 3.10 and 3.11 it follows that each element of var
[
n−1
∑n
i=1 δx(ti)ei
]
,
var
[
1
n
∑n
i=1 uieˆi
]
and var
[
1
n
∑n
i=1 δx(ti)eˆi
]
are all O(n−2h−1). For nhd → ∞ it is clear that
∆2 = op(n
−1/2). The proof for the order of ∆3 is similar and is therefore omitted. Finally,
apply all the above results on (3.5) which proves Theorem 3.1.
Immediate results from Theorem 3.1 regarding the bias, variance and consistency of the esti-
mator are given in the following three corollaries.
Corollary 3.1 Under the assumptions of Theorem 3.1, we have
E(βˆn − β) = O(h2p+2).
Proof The result immediately follows by using Theorem 3.1 and taking expectations of (3.5).
Corollary 3.2 Under the assumptions of Theorem 3.1, we have
var[βˆn − β] = n−1σ2Σ−1x + o(n−1).
Proof From law of large numbers, it follows that (n−1
∑n
i=1 uiu
T
i ) → var(X1) in probability.
Let Σx = var(X1) <∞, then
var[βˆn − β] = Σ−1x n−2 var
[ n∑
i=1
uiei
]
Σ−1x + o(n
−1),
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where
n−2 var
[ n∑
i=1
uiei
]
= n−2
n∑
i=1
var(uiei) + n
−2
n∑
i 6=j
cov
[
uiei, ujej
]
= n−1Σxσ2 + n−2
n∑
i 6=j
E(uieiujej)
= n−1Σxσ2 + n−2
n∑
i 6=j
E(ui)E(uj)E(eiej)
= n−1Σxσ2.
Corollary 3.3 Under the assumptions of Theorem 3.1, we have for any ε > 0 and n→∞
P
(|βˆn − β| ≥ ε)→ 0.
Theorem 3.2 Suppose that Assumption 1 to Assumption 7 hold, then for n→∞
√
n(βˆn − β) d→ N(0,Σ)
where
d→ denotes convergence in distribution, βˆn = ( 1n
∑n
i=1 X˜iX˜
T
i )
−1 1
n
∑n
i=1 X˜iY˜i, and Σ =
σ2Σx is a fixed limiting variance covariance matrix.
Proof The result immediately follows from the central limit theorem under weak dependence,
see Bradley (2005).
Note that Theorem 3.2 shows that if the error is stationary strong mixing with unknown
correlation structure, the convergence rate of βˆn will still be 1/
√
n which equals the parametric
convergence rate. More importantly, the result shows that even the asymptotic variance of βˆn
will not be influenced by the correlation. We conclude this section with the following remark.
Remark In the smoothing step, assume that Xi = h(ti) + ui for some h(·), we will have
Yi = h
T (ti)β+ g(ti) +u
T
i β+ ei. When smoothing Y on t, we are treating h
T (ti)β+ g(ti) as the
new fixed function and uTi β+ei as the new random error. If p = 1, ui will be a random variable
rather than a random vector and corr(uiβ+ei, ujβ+ej) =
corr(ei,ej)
β2σ2u/σ
2+1
. It is easy to see that the
correlation between the new error is less than the correlation of eis. Furthermore, when β
2σ2u is
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much greater than σ2, the correlation of the new errors will be much less than the correlation
of the ei’s and thus the correlation of the ei’s will have a minor impact on the smoothing step
and on bandwidth selection. If β2σ2u is comparable to σ
2, the correlation of the new errors
would be significant. As shown in Opsomer et al. (2001), for positive correlation, ordinary
cross-validation bandwidth selection methods will no longer work. In order to overcome this
problem, bimodal kernels have to be used, see e.g. Kim et al. (2009).
3.4 Simulations
From Theorem 3.2 we know that βˆn will converge to the true β in distribution with a
variance of O(1/n). In practice however, when n is small, this convergence rate is hard to
achieve. Selecting an appropriate bandwidth would have a big impact on the accuracy of the
estimator. Next, we conduct a simulation study to compare the effect of using the Gaussian
kernel versus the effect of a bimodal kernel in the bandwidth selecting process proposed in Kim
et al. (2009). We use the following bimodal kernel K(u) = (2/
√
pi)u2 exp(−u2). Since the use of
bimodal kernels introduces extra variance, we perform the following two-step procedure. First,
smooth the data with a bimodal kernel. Second, relate the bandwidth of the bimodal kernel to
the bandwidth of a (unimodal) Gaussian kernel. The latter requires no extra smoothing step
and the relation between our bimodal kernel and the Gaussian kernel is the following
ĥGaussian = Cĥbimodal,
Table 3.1 Estimated h, b̂ias, variance and MSE of βˆ when β = 2, σ2u = 0.5, σ
2 = 1 and
smooth with normal kernel
α = 50 α = 100
n hˆ b̂ias v̂ar MSE hˆ b̂ias v̂ar MSE
50 0.092 0.15 0.044 0.065 0.1 0.14 0.066 0.086
100 0.061 0.15 0.023 0.045 0.055 0.19 0.035 0.07
200 0.039 0.12 0.0089 0.024 0.028 0.19 0.017 0.054
with C = 1.16231 or C = 1.01431 for local linear or local cubic regression respectively. Such
a factor rule can be easily derived using the same methodology as in (Fan and Gijbels, 1996,
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Table 3.2 Estimated h, b̂ias, variance and MSE of βˆ when β = 2, σ2u = 0.5, σ
2 = 1 and
smooth with bimodal kernel
α = 50 α = 100
n hˆ b̂ias v̂ar MSE hˆ b̂ias v̂ar MSE
50 0.085 0.13 0.04 0.056 0.095 0.11 0.063 0.075
100 0.063 0.13 0.022 0.039 0.073 0.12 0.034 0.048
200 0.045 0.11 0.012 0.023 0.056 0.12 0.022 0.035
Table 3.3 Estimated h, b̂ias, variance and MSE of βˆ when β = 2, σ2u = 0.5, σ
2 = 1 and
smooth with normal kernel
α = 200 α = 1000
n hˆ b̂ias v̂ar MSE hˆ b̂ias v̂ar MSE
50 0.11 0.12 0.068 0.084 0.12 0.055 0.065 0.068
100 0.064 0.17 0.046 0.076 0.1 0.047 0.029 0.031
200 0.027 0.21 0.019 0.063 0.083 0.038 0.013 0.015
p. 67). In the simulation study we have used local linear regression (p = 1). The assumption
of the bandwidth selection procedure are as follows:
• t is uniform equally spaced design
• Kernel K is symmetric and Lipschitz continuous in 0
• ∫ K(u) du = 1, lim
|u|→∞
|uK(u)| = 0, ∫ |K(u)|du <∞ and supu |K(u)| <∞
• Assumptions regarding the errors in Theorem 3.1.
Set Yi = βXi + g(ti) + ei where Xi = t
2
i + ui, g(ti) = 2 sin(6ti) and ui’s are i.i.d N(0, σ
2
u),
ei ∼ N(0, σ2) where σ2u = 0.5, σ2 = 1 and cov(ei, ej) = σ2ρ(|ti − tj |) where ρ(·) is a function
between 0 and 1. We will distinguish two cases within this setting. First, we will choose
β = 0.5. In this case, β
2σ2u
σ2
+ 1 = 1.0625 and we will expect a stronger impact of the correlation
appearing in the smoothing process. Second, we will choose β = 2. In this case, β
2σ2u
σ2
+1 = 2, we
would expect a smaller impact of correlation in the smoothing process. For both cases, we will
use two different correlation functions ρ(·)to generate the data. We will use ρ1(t) = exp(−at)
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Table 3.4 Estimated h, b̂ias, variance and MSE of βˆ when β = 2, σ2u = 0.5, σ
2 = 1 and
smooth with bimodal kernel
α = 200 α = 1000
n hˆ b̂ias v̂ar MSE hˆ b̂ias v̂ar MSE
50 0.1 0.095 0.066 0.075 0.11 0.055 0.06 0.063
100 0.082 0.093 0.037 0.046 0.088 0.047 0.028 0.03
200 0.066 0.1 0.026 0.036 0.073 0.039 0.014 0.015
Table 3.5 Estimated h, b̂ias, variance and MSE of βˆ when β = 0.5, σ2u = 0.5, σ
2 = 1 and
smooth with normal kernel
α = 50 α = 100
n hˆ b̂ias v̂ar MSE hˆ b̂ias v̂ar MSE
50 0.037 0.12 0.011 0.024 0.046 0.096 0.021 0.03
100 0.017 0.14 0.005 0.024 0.015 0.17 0.007 0.036
200 0.0099 0.12 0.002 0.016 0.007 0.17 0.0033 0.032
for the AR(1) correlation structure and ρ2(t) = exp(−12a1t)cos(pt) + a12p sin(pt), for an AR(2)
correlation structure, where p2 = (a2 − a21/4) > 0.
For each of the combination of β and ρ(·) mentioned above and a fixed sample size n
of {50, 100, 200}, we will generate 1000 sample data replicates and compute the mean of the
smoothing bandwidth (hˆ), the absolute value of the estimated bias of the estimator (b̂ias), the
estimated variance of the estimator (v̂ar), and the estimated Mean Squared Error (MSE).
When using the correlation structure ρ1(t) = exp(−at) to generate the errors, we will
consider a to be 50, 100, 200 and 1000. We want to use these four values of a to show the
impact of different levels of correlation on the estimator and the smoothing method. When
using ρ2(t) = exp(−12a1t)cos(pt) + a12p sin(pt) for error generation, we choose (a1, a2) to be
(50, 3000), (60, 4000) and (70, 5000).
Comparing Table 1-2 with Table 3-4 we can see that when β = 2, using the bimodal
bandwidth selection method will give us in general a greater bandwidth and a more accurate
estimate of β in both bias and variance for smaller α cases. When α = 1000, the errors are
almost independent. We can see that the two methods have similar performances. Similarly,
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Table 3.6 Estimated h, b̂ias, variance and MSE of βˆ when β = 0.5, σ2u = 0.5, σ
2 = 1 and
smooth with bimodal kernel
α = 50 α = 100
n hˆ b̂ias v̂ar MSE hˆ b̂ias v̂ar MSE
50 0.036 0.1 0.0097 0.02 0.053 0.07 0.022 0.027
100 0.019 0.12 0.0044 0.019 0.031 0.12 0.0098 0.025
200 0.011 0.12 0.0019 0.016 0.024 0.12 0.0061 0.021
Table 3.7 Estimated h, b̂ias, variance and MSE of βˆ when β = 0.5, σ2u = 0.5, σ
2 = 1 and
smooth with normal kernel
α = 200 α = 1000
n hˆ b̂ias v̂ar MSE hˆ b̂ias v̂ar MSE
50 0.062 0.065 0.027 0.031 0.096 0.012 0.034 0.034
100 0.018 0.16 0.01 0.035 0.08 0.021 0.02 0.02
200 0.0065 0.18 0.0037 0.036 0.066 0.012 0.01 0.011
when comparing Table 5-6 with Table 7-8 where β = 0.5 and for smaller α, the bimodal
bandwidth selection method performs better since β is also smaller and β
2σ2u
σ2
+1 will be smaller.
When α = 1000 and the correlation is small, using a normal kernel will have a slightly better
result. This is due to an inherent drawback of bimodal kernels i.e., the estimates will have
a larger variance. From Table 8-16, a similar conclusion follows: for the AR(2) correlation
structure, the bimodal kernel bandwidth selection method also outperforms the traditional
normal kernel method.
3.5 Lemmas and proofs of technical results
Lemma 3.1 For local polynomial weights, we have that
n∑
j=1
Wni(tj) = 1
n∑
i=1
Wni(tj) = 1
Proof of Lemma 3.1. Let Sj(t) =
∑n
i=1K(
t−ti
h )(t − ti)j and mˆj(t) =
∑n
i=1K(
t−ti
h )(t − ti)jXi
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Table 3.8 Estimated h, b̂ias, variance and MSE of βˆ when β = 0.5, σ2u = 0.5, σ
2 = 1 and
smooth with bimodal kernel
α = 200 α = 1000
n hˆ b̂ias v̂ar MSE hˆ b̂ias v̂ar MSE
50 0.066 0.048 0.028 0.03 0.083 0.013 0.033 0.033
100 0.044 0.092 0.016 0.024 0.07 0.02 0.02 0.021
200 0.035 0.099 0.011 0.021 0.059 0.011 0.01 0.011
Table 3.9 Estimated h, b̂ias, variance and MSE of βˆ when β = 2, σ2u = 0.5, σ
2 = 1 and
smooth with normal kernel
a1 = 50 a2 = 3000 a1 = 60 a2 = 4000
n hˆ b̂ias v̂ar MSE hˆ b̂ias v̂ar MSE
50 0.12 0.015 0.067 0.067 0.11 0.033 0.068 0.07
100 0.092 0.043 0.034 0.036 0.081 0.088 0.051 0.059
200 0.062 0.12 0.05 0.064 0.038 0.24 0.045 0.1
with j = 0, 1, ..., p. Denote by hˆ(t) the estimated local polynomial smoothing function for
E(X|t). Based on Newey (2007), hˆ(t) can be written as
hˆ(t) = eT1
S0(t) AT1 (t)
A1(t) A2(t)

−1
×
 mˆ0(t)
Mˆ1(t)

where eT1 is a vector with a 1 on the first position and 0 otherwise. Introduce the following
notations
A1(t) = (S1(t), ..., Sp(t))
T ,
Mˆ1(t) = (mˆ1(t), ..., mˆp(t))
T
and
A2(t) =

S2(t) S3(t) · · · Sp+1(t)
S3(t) S4(t) · · · Sp+2(t)
...
...
. . .
...
Sp+1(t) Sp+2(t) · · · S2p(t)

.
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Table 3.10 Estimated h, b̂ias, variance and MSE of βˆ when β = 2, σ2u = 0.5, σ
2 = 1 and
smooth with bimodal kernel
a1 = 50 a2 = 3000 a1 = 60 a2 = 4000
n hˆ b̂ias v̂ar MSE hˆ b̂ias v̂ar MSE
50 0.089 0.045 0.068 0.07 0.093 0.044 0.066 0.068
100 0.078 0.033 0.027 0.028 0.084 0.034 0.028 0.029
200 0.074 0.02 0.012 0.012 0.079 0.023 0.015 0.015
Table 3.11 Estimated h, b̂ias, variance and MSE of βˆ when β = 2, σ2u = 0.5, σ
2 = 1 and
smooth with normal kernel
a1 = 70 a2 = 5000
n hˆ b̂ias v̂ar MSE
50 0.07 0.23 0.066 0.12
100 0.035 0.25 0.033 0.095
200 0.022 0.18 0.0089 0.041
Taking the inverse of the block matrix yields
hˆ(t) =
(
S0(t)−AT1 (t)A−12 (t)A1(t)
)−1
(mˆ0(t)−AT1 (t)A−12 (t)Mˆ1(t))
=
∑n
i=1wi(t)Xi∑n
i=1wi(t)
where
wi(t) = K
(
t− ti
h
)[
1−AT1 (t)A−12 (t)
(
t− ti, (t− ti)2, . . . , (t− ti)p
)T]
.
Let Wni(t) =
wi(t)∑n
i=1 wi(t)
and K(·) be a symmetric kernel, then
n∑
j=1
Wni(tj) = 1
n∑
i=1
Wni(tj) = 1.
Lemma 3.2 Denote ui = Xi −E[Xi|ti] and δTx (ti) = E[Xi|ti]−
∑n
j=1Wnj(ti)Xj, then
E
[
1
n
∑
i
ui δ
T
x (ti)
]
= O
(
1
n
)
.
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Table 3.12 Estimated h, b̂ias, variance and MSE of βˆ when β = 2, σ2u = 0.5, σ
2 = 1 and
smooth with bimodal kernel
a1 = 70 a2 = 5000
n hˆ b̂ias v̂ar MSE
50 0.077 0.16 0.057 0.082
100 0.055 0.17 0.036 0.066
200 0.039 0.16 0.019 0.043
Table 3.13 Estimated h, b̂ias, variance and MSE of βˆ when β = 0.5, σ2u = 0.5, σ
2 = 1 and
smooth with normal kernel
a1 = 50 a2 = 3000 a1 = 60 a2 = 4000
n hˆ b̂ias v̂ar MSE hˆ b̂ias v̂ar MSE
50 0.1 0.018 0.039 0.039 0.095 0.0032 0.037 0.037
100 0.076 0.0085 0.021 0.021 0.07 0.0066 0.02 0.02
200 0.051 0.045 0.021 0.023 0.0063 0.24 0.0049 0.064
Proof of Lemma 3.2. Since r(ti) = E(Xi|ti)
E
[
1
n
∑
i
uiδ
T
x (ti)
]
=
1
n
∑
i
E
[
(r(ti)−
∑
j
Wnj(ti)Xj)(Xi − r(ti))T
]
=
1
n
∑
i
E
[
E
{
r(ti)X
T
i |ti
}− r(ti)rT (ti)−Wni(ti)E[Xi(Xi − r(ti))T |ti]]
= − 1
n
E
[∑
i
Wni(ti)Xi(Xi − r(ti))T
]
.
By using Lemma 3.1, it follows that
E
[
1
n
∑
i
uiδ
T
x (ti)
]
= O
(
1
n
)
.
Similarly, we have E
[
1
n
∑
i eiδ
T
x (ti)
]
= O
(
1
n
)
Lemma 3.3 Let X ∈ Rd and X1, . . . , Xn i.i.d.∼ X, then
∑
i
E[E(Xi|ti)−
∑
j 6=i
Wnj(ti)Xj ] = O(nh
p+1) +O(1)
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Table 3.14 Estimated h, b̂ias, variance and MSE of βˆ when β = 0.5, σ2u = 0.5, σ
2 = 1 and
smooth with bimodal kernel
a1 = 50 a2 = 3000 a1 = 60 a2 = 4000
n hˆ b̂ias v̂ar MSE hˆ b̂ias v̂ar MSE
50 0.072 0.0092 0.038 0.038 0.077 0.00029 0.037 0.037
100 0.07 0.007 0.021 0.021 0.077 0.012 0.02 0.02
200 0.069 0.0049 0.012 0.012 0.074 0.019 0.0094 0.0097
Table 3.15 Estimated h, b̂ias, variance and MSE of βˆ when β = 0.5, σ2u = 0.5, σ
2 = 1 and
smooth with normal kernel
a1 = 70 a2 = 5000
n hˆ b̂ias v̂ar MSE
50 0.025 0.17 0.01 0.039
100 0.011 0.19 0.0033 0.039
200 0.0079 0.12 0.001 0.016
Proof of Lemma 3.3. Ignoring boundary effects, we have
n∑
i=1
E
[
r(ti)−
n∑
j 6=i
Wnj(ti)Xj
]
=
n∑
i=1
E
[
r(ti)−
n∑
j=1
Wnj(ti)Xj +Wni(ti)Xi
]
=
n∑
i=1
E[δx(ti)] +
n∑
i=1
Wni(ti)E[Xi]
= O(nhp+1) +O(1),
by Assumption 1 and Lemma 3.1.
Lemma 3.4 Let X ∈ Rd and X1, . . . , Xn i.i.d.∼ X and assume that nhd → ∞ and h → 0 as
n→∞, then
n∑
i=1
E
[(
E(Xi|ti)−
n∑
j 6=i
Wnj(ti)Xj
)T (
E(Xi|ti)−
n∑
j 6=i
Wnj(ti)Xj
)]
= O(h−d + nh2p+2)
Proof of Lemma 3.4. Let X ∈ Rd and assume that nhd → ∞ and h → 0 as n → ∞. Then by
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Table 3.16 Estimated h, b̂ias, variance and MSE of βˆ when β = 0.5, σ2u = 0.5, σ
2 = 1 and
smooth with bimodal kernel
a1 = 70 a2 = 5000
n hˆ b̂ias v̂ar MSE
50 0.033 0.13 0.012 0.029
100 0.024 0.14 0.0058 0.024
200 0.022 0.1 0.0034 0.014
using Assumption 1 and 3 (and ignoring boundary effects) yields
n∑
i=1
E
[
(E(Xi|ti)−
n∑
j 6=i
Wnj(ti)Xj)(E(Xi|ti)−
n∑
j 6=i
Wnj(ti)Xj)
T
]
=
n∑
i=1
E
[
(r(ti)−
n∑
j=1
Wnj(ti)Xj +Wni(ti)Xi)(r(ti)−
n∑
j=1
Wnj(ti)Xj +Wni(ti)Xi)
T
]
=
n∑
i=1
E
[
(δx(ti) +Wni(ti)Xi)(δx(ti) +Wni(ti)Xi)
T
]
=
n∑
i=1
E
[
δx(ti)δ
T
x (ti)
]
+
n∑
i=1
W 2ni(ti)E
[
XiX
T
i
]
+
n∑
i=1
Wni(ti)E
[
δx(ti)X
T
i + δ
T
x (ti)Xi
]
= O(h−d + nh2p+2).
Lemma 3.5 Let X ∈ Rd, X1, . . . , Xn i.i.d.∼ X and assume that nhd →∞ and h→ 0 as n→∞.
Each element of n−2
∑n
i=1E[(uiδ
T
x (ti))
2] is O(n−1h2p+2 + n−2h−d)
Proof of Lemma 3.5. Let u
(l)
i indicate the lth element of ui and δ
(k)
x (ti) indicate the kth element
of δx(ti). We have
n−2
n∑
i=1
E
[
(u
(l)
i )
2δ(k)x (ti)
2
]
= n−2
n∑
i=1
E
[
(u
(l)
i )
2
(
r(k)(ti)−
n∑
j 6=i
Wnj(ti)X
(k)
j −Wni(ti)X(k)i
)2]
= n−2
n∑
i=1
E
[
(u
(l)
i )
2
]
E
[
(r(k)(ti)−
∑
j 6=i
Wnj(ti)X
(k)
j )
2
]
+ n−2
n∑
i=1
W 2ni(ti)E
[
(u
(l)
i )
2(X
(k)
i )
2
]
−2n−2
n∑
i=1
Wni(ti)E
[
(u
(l)
i )
2X
(k)
i
]
E
[
r(k)(ti)−
∑
j 6=i
Wnj(ti)X
(k)
j ]
By using Lemma 3.4 the first term is O(n−1h2p+2+n−2h−d) and the second term is O(n−3h−2)
(see (Fan and Gijbels, 1996, p. 64)). The order of the third term, O(n−2hp+1), follows from
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Lemma 3.3 and (Fan and Gijbels, 1996, p. 64) Finally, it follows for each element that
n−2
∑
i
E
[
(uiδ
T
x (ti))
2
]
= O(n−1h2p+2 + n−2h−d).
Lemma 3.6 Let X ∈ Rd and X1, . . . , Xn i.i.d.∼ X, EX4 < ∞, and assume that nhd → ∞ and
h→ 0 as n→∞. Each element of var[n−1∑ni=1 uiδx(ti)T ] is O(n−2h−d + n−1h2p+2).
Proof of Lemma 3.6. Let X ∈ Rd and assume that nhd → ∞ and h → 0 as n → ∞. Let u(l)i
and δ
(k)
x (ti) indicate the lth element of ui and kth element of δx(ti) respectively. This yields
var
[
n−1
n∑
i=1
u
(l)
i δ
(k)
x (ti)
]
= n−2
n∑
i=1
n∑
j=1
cov[u
(l)
i δ
(k)
x (ti), u
(l)
j δ
(k)
x (tj)]
= n−2
n∑
i=1
n∑
j=1
E
[
u
(l)
i δ
(k)
x (ti)u
(l)
j δ
(k)
x (tj)
]− n−2 n∑
i=1
n∑
j=1
E
[
u
(l)
i δ
(k)
x (ti)
]
E
[
u
(l)
j δ
(k)
x (tj)
]
= n−2
n∑
i=1
n∑
j=1
E
[
u
(l)
i δ
(k)
x (ti)u
(l)
j δ
(k)
x (tj)
]− {n−1 n∑
i=1
E[u
(l)
i δ
(k)
x (ti)]
}2
.
By using Lemma 3.2 on the second term, we have
var
[
n−1
n∑
i=1
u
(l)
i δ
(k)
x (ti)
]
= n−2
n∑
i=1
n∑
j=1
E
[
u
(l)
i
(
r(k)(ti)−
n∑
m=1
Wnm(ti)X
(k)
m
)
u
(l)
j
(
r(k)(tj)−
n∑
m=1
Wnm(tj)X
(k)
m
)]−O(n−2)
Next, consider the following two cases: i 6= j
var
[
n−1
n∑
i=1
u
(l)
i δ
(k)
x (ti)
]
= 2n−2
n∑
i=1
n∑
j=1
E
[
u
(l)
i (r
(k)(ti)−Wni(ti)X(k)i )u(l)j (r(k)(tj)−Wnj(tj)X(k)j )
]−O(n−2)
= O(n−2).
and i = j
var
[
n−1
n∑
i=1
u
(l)
i δ
(k)
x (ti)
]
= n−2
∑
i
E
[
(u
(l)
i δ
(k)
x (ti))
2
]
= O(n−2h−d + n−1h2p+2).
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Lemma 3.7 Assume E|ei|2+δ < ∞ for some δ > 0 such that
∑n
l=1 α
δ/(4+2δ)(l) < ∞, then
var[
∑n
i=1 ei] = O(n)
Proof of Lemma 3.7. For a stationary sequence {ei}, it follows that
var
[ n∑
i=1
ei
]
=
n∑
i=1
var(ei) +
n∑
i 6=j
cov[ei, ej ]
= O(n) + 2n
n∑
l=1
(1− l/n) cov[e1, el+1].
Using Davydov’s inequality (Davydov, 1967, Corollary of Lemma 2.1) on the second term with
E|ei|max(r,q) <∞ for some r > 2 and q > rr−1 such that
∑n
l=1 α
1−1/r−1/q(l) <∞ yields
var
[ n∑
i=1
ei
]
≤ O(n) + 24n(E |e1|r)1/r(E |e1|q)1/q n∑
l=1
α1−1/r−1/q(l) = O(n).
Lemma 3.8 Let X ∈ Rd and X1, . . . , Xn i.i.d.∼ X. Further, assume E|ei|max(r,q) < ∞ for some
r > 2 and q > rr−1 such that
∑n
l=1 α
1−1/r−1/q(l) < ∞ and that boundary effects are ignored,
then for nhd →∞ and h→ 0 as n→∞ each element of var[ 1n
∑
i eiδx(ti)
T ] is O(n−2h−1).
Proof of Lemma 3.8. Let δ
(k)
x (ti) denote the kth element of δx(ti), then we have
var
[
n−1
n∑
i=1
eiδ
(k)
x (ti)
]
= n−2
n∑
i=1
n∑
j=1
cov[eiδ
(k)
x (ti), ejδ
(k)
x (tj)]
= n−2
n∑
i=1
n∑
j=1
E
[
eiδ
(k)
x (ti)ejδ
(k)
x (tj)
]− n−2 n∑
i=1
n∑
j=1
E
[
eiδ
(k)
x (ti)
]
E
[
ejδ
(k)
x (tj)
]
.
Since E
[
eiδ
(k)
x (ti)
]
= 0, we have
var
[
n−1
n∑
i=1
eiδ
(k)
x (ti)
]
= n−2
n∑
i=1
n∑
j=1
E
[
eiδ
(k)
x (ti)ejδ
(k)
x (tj)
]
.
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Since ei and δ
(k)
x are independent
var
[
n−1
n∑
i=1
eiδ
(k)
x (ti)
]
= n−2
n∑
i=1
n∑
j=1
E(eiej)E
[
δ(k)x (ti)δ
(k)
x (tj)
]
= n−2
n∑
i=1
n∑
j=1
E(eiej)
{
cov
[
δ(k)x (ti), δ
(k)
x (tj)
]− E[δ(k)x (ti)]E[δ(k)x (tj)]}
= n−2
n∑
i=1
n∑
j=1
cov(ei, ej)
{
cov
[
δ(k)x (ti), δ
(k)
x (tj)
]
+O(h2p+2)
}
,
where the order of E
[
δ
(k)
x (ti)
]
E
[
δ
(k)
x (tj)
]
equals to the order of the squared bias of local poly-
nomial regression of odd order p. Writing out the expression for δ
(k)
x (ti) and δ
(k)
x (tj) and noting
that E[Xi|ti] and E[Xi|tj ] are fixed functions of ti and tj respectively gives
var
[
n−1
n∑
i=1
eiδ
(k)
x (ti)
]
= n−2
n∑
i=1
n∑
j=1
cov(ei, ej)
{
cov
[ n∑
l=1
Wnl(ti)X
(k)
l ,
n∑
l=1
Wnl(tj)X
(k)
l
]
+O(h2p+2)
}
= n−2
n∑
i=1
n∑
j=1
cov(ei, ej)
{
cov
[ n∑
l=1
Wnl(ti)X
(k)
l ,
n∑
l=1
Wnl(tj)X
(k)
l
]
+O(h2p+2)
}
= n−2
n∑
i=1
n∑
j=1
cov(ei, ej)
{ n∑
l=1
Wnl(ti)Wnl(tj)var(X
(k)
l ) +O(h
2p+2)
}
= n−2
n∑
i=1
n∑
j=1
cov(ei, ej)
{ n∑
l=1
Wnl(ti)Wnl(tj)σ
2
x +O(h
2p+2)
}
.
Using Lemma 3.1 and (Fan and Gijbels, 1996, p. 64), we can bound the term
∑n
l=1Wnl(ti)Wnl(tj)
yielding
var
[
n−1
n∑
i=1
eiδ
(k)
x (ti)
]
= n−2
n∑
i=1
n∑
j=1
cov(ei, ej)
{
σ2xO(n
−1h−1)
n∑
l=1
Wnl(ti) +O(h
2p+2)
}
= n−2
n∑
i=1
n∑
j=1
cov(ei, ej)
[
σ2xO(n
−1h−1) +O(h2p+2)
]
.
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By lemma 3.7, we have
var
[
n−1
n∑
i=1
eiδ
(k)
x (ti)
]
= n−2O(n)[O(n−1h−1) +O(h2p+2)]
= O(n−2h−1) +O(n−1h2p+2).
Lemma 3.9 Let δ
(k)
x (ti) be the k-th element of δx(ti), and X
(k)
i be the k-th element of Xi. If
E
{(
X
(k)
i
)4}
<∞, nhd →∞ and h→ 0 as n→∞, then var[n−1∑ni=1(δ(k)x (ti))2] is O(n−1)
Proof of Lemma 3.9. Let X ∈ Rd, r(ti) = E(Xi|ti) and assume that nhd → ∞ and δ(k)x (ti)
indicates the kth element of δx(ti), we have
var
[
n−1
n∑
i=1
(
δ(k)x (ti)
)2]
= n−2
n∑
i=1
n∑
j=1
cov
((
δ(k)x (ti)
)2
,
(
δ(k)x (tj)
)2)
= n−2
n∑
i=1
n∑
j=1
cov
((
r(ti)−
n∑
l=1
Wnl(ti)X
(k)
l
)2
,
(
r(tj)−
n∑
l=1
Wnr(tj)X
(k)
r
)2)
= n−2
n∑
i=1
n∑
j=1
cov
(
−r(ti)
n∑
l
Wn,l(ti)X
(k)
l +
n∑
l1=1
n∑
l2=1
Wn,l1(ti)Wn,l2(ti)X
(k)
l1 X
(k)
l2 ,
−r(tj)
n∑
r=1
Wn,r(tj)X
(k)
r +
n∑
r1=1
n∑
r2=1
Wn,r1(tj)Wn,r2(tj)X
(k)
r1 X
(k)
r2
)
= n−2
n∑
i=1
n∑
j=1
cov
(
r(ti)
n∑
l=1
Wn,l(ti)X
(k)
l , r(tj)
n∑
r=1
Wn,r(tj)X
(k)
r
)
−2n−2
n∑
i=1
n∑
j=1
cov
(
r(ti)
n∑
l=1
Wn,l(ti)X
(k)
l ,
n∑
r1=1
n∑
r2=1
Wn,r1(tj)Wn,r2(tj)X
(k)
r1 X
(k)
r2
)
+n−2
n∑
i=1
n∑
j=1
cov
( n∑
l1=1
n∑
l2=1
Wn,l1(ti)Wn,l2(ti)X
(k)
l1 X
(k)
l2 ,
n∑
r1=1
n∑
r2=1
Wn,r1(tj)Wn,r2(tj)X
(k)
r1 X
(k)
r2
)
We will discuss these three terms separately. For the first term,
n−2
n∑
i=1
n∑
j=1
cov
(
r(ti)
n∑
l=1
Wn,l(ti)X
(k)
l , r(tj)
n∑
r=1
Wn,r(tj)X
(k)
r
)
= n−2
n∑
i=1
n∑
j=1
n∑
m=1
Wn,m(ti)Wn,m(tj) cov
(
r(ti)X
(k)
m , r(tj)X
(k)
m
)
= n−2
n∑
i=1
O(1)
= O(n−1)
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For the second term, we have
2n−2
n∑
i=1
n∑
j=1
cov
(
r(ti)
n∑
l=1
Wn,l(ti)X
(k)
l ,
n∑
r1=1
n∑
r2=1
Wn,r1(tj)Wn,r2(tj)X
(k)
r1 X
(k)
r2
)
= 2n−2
n∑
i=1
n∑
j=1
n∑
m=1
n∑
r2=1
Wn,m(ti)Wn,m(tj)Wn,r2(tj) cov
(
r(ti)X
(k)
m , X
(k)
m X
(k)
r2
)
,
with the following two cases: m 6= r2,
2n−2
n∑
i=1
n∑
j=1
cov
(
r(ti)
n∑
l
Wn,l(ti)X
(k)
l ,
n∑
r1=1
n∑
r2=1
Wn,r1(tj)Wn,r2(tj)X
(k)
r1 X
(k)
r2
)
= 2n−2
n∑
i=1
O(1)
= O(n−1)
and m = r2,
2n−2
n∑
i=1
n∑
j=1
cov
(
r(ti)
n∑
l
Wn,l(ti)X
(k)
l ,
n∑
r1,r2
Wn,r1(tj)Wn,r2(tj)X
(k)
r1 X
(k)
r2
)
= 2n−2
n∑
i=1
n∑
j=1
n∑
m
Wn,m(ti)Wn,m(tj)
2 cov
(
r(ti)X
(k)
m ,
(
X(k)m
)2)
= 2n−2
n∑
i=1
O(n−1h−1)
= O(n−2h−1).
For the third term, we have four cases: {l1, l2} ∩ {r1, r2} = ∅,
n−2
n∑
i=1
n∑
j=1
cov
( n∑
l1=1
n∑
l2=1
Wn,l1(ti)Wn,l2(ti)X
(k)
l1 X
(k)
l2 ,
n∑
r1=1
n∑
r2=1
Wn,r1(tj)Wn,r2(tj)X
(k)
r1 X
(k)
r2
)
= 0,
l1 = r1 = m and l2 6= r2 6= m,
n−2
n∑
i=1
n∑
j=1
cov
( n∑
l1=1
n∑
l2=1
Wn,l1(ti)Wn,l2(ti)X
(k)
l1 X
(k)
l2 ,
n∑
r1=1
n∑
r2=1
Wn,r1(tj)Wn,r2(tj)X
(k)
r1 X
(k)
r2
)
= n−2
n∑
i=1
n∑
j=1
n∑
m=1
∑
l2=1
n∑
r2=1
Wn,m(ti)Wn,m(tj)Wn,l2(ti)Wn,r2(tj) cov
(
X(k)m X
(k)
l2 , X
(k)
m X
(k)
r2
)
= n−2
n∑
m=1
O(1)
= O(n−1),
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l1 = l2 = r1 = m and r2 6= m,
n−2
n∑
i=1
n∑
j=1
cov
( n∑
l1=1
n∑
l2=1
Wn,l1(ti)Wn,l2(ti)X
(k)
l1 X
(k)
l2 ,
n∑
r1=1
n∑
r2=1
Wn,r1(tj)Wn,r2(tj)X
(k)
r1 X
(k)
r2
)
= n−2
n∑
i=1
n∑
j=1
n∑
m=1
n∑
r2=1
Wn,m(ti)
2Wn,m(tj)Wn,r2(tj) cov
((
X(k)m
)2
, X(k)m X
(k)
r2
)
= n−2
n∑
m=1
O(n−1h−1)
= O(n−2h−1),
and finally l1 = l2 = r1 = r2 = m,
n−2
n∑
i=1
n∑
j=1
cov
( n∑
l1=1
n∑
l2=1
Wn,l1(ti)Wn,l2(ti)X
(k)
l1 X
(k)
l2 ,
n∑
r1=1
n∑
r2=1
Wn,r1(tj)Wn,r2(tj)X
(k)
r1 X
(k)
r2
)
= n−2
n∑
i=1
n∑
j=1
n∑
m=1
Wn,m(ti)
2Wn,m(tj)
2 var
((
X(k)m
)2)
= n−2
n∑
m=1
O(n−2h−2)
= O(n−3h−2).
Lemma 3.10 Under the assumptions of Lemma 3.7 and let eˆi =
∑n
j=1Wn,jej, then var
[
n−1
∑n
i=1 uieˆi
]
=
O(n−2h−1).
Proof of Lemma 3.10.
var
(
n−1
n∑
i=1
uieˆi
)
= n−2 cov
( n∑
i=1
uieˆi,
n∑
j=1
uj eˆj
)
.
We have the following two cases: i 6= j
var
(
n−1
n∑
i=1
uieˆi
)
= n−2
n∑
i 6=j
[E(uiu
T
j eˆieˆj)−E(uieˆi)E(uTj eˆj)]
= 0,
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and i = j
var
(
n−1
n∑
i=1
uieˆi
)
= n−2
n∑
i=1
cov(uieˆi, uieˆi)
= n−2
n∑
i=1
var(uieˆi)
= n−2
n∑
i=1
E(uiu
T
i eˆ
2
i )−E(uieˆi)E(uTi eˆi)
= n−2
n∑
i=1
E(uiu
T
i )E(eˆ
2
i )
= n−2Σx
n∑
i=1
E(eˆ2i )
= n−2Σx
n∑
i=1
E
(
(
n∑
j=1
Wn,j(ti)ej)
2
)
= n−2Σx
n∑
i=1
n∑
l=1
n∑
r=1
Wn,l(ti)Wn,r(ti)E(eler)
= n−2O(n−1h−1)
n∑
l=1
n∑
r=1
E(eler)
n∑
i=1
Wn,r(ti)
= n−2O(n−1h−1)O(n) (by Lemma 3.7)
= O(n−2h−1).
Lemma 3.11 Under the assumptions of Lemma 3.7 and let eˆi =
∑n
j=1Wn,jej and δ
(k)
x (ti) be
the k-th element of δx(ti), each element of var(
∑n
i=1 δx(ti)eˆi) is O(n
−2h−1)
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Proof of Lemma 3.11.
var
( n∑
i=1
δ(k)x (ti)eˆi
)
= n−2
n∑
i=1
n∑
j=1
cov
(
δ(k)x (ti)eˆi, δ
(k)
x (tj)eˆj
)
= n−2
n∑
i=1
n∑
j=1
E
(
eˆieˆjδ
(k)
x (ti)δ
(k)
x (tj)
)
= n−2
n∑
i=1
n∑
j=1
[E
(
eˆieˆj
)
E
(
δ(k)x (ti)δ
(k)
x (tj)
)
]
= n−2
n∑
i=1
n∑
j=1
[ n∑
l1=1
n∑
r1=1
Wn,l1(ti)Wn,r1(tj)E(el1er1)
n∑
l2=1
n∑
r2=1
Wn,l2(ti)Wn,r2(tj) cov(Xl2, Xr2)
]
= n−2
n∑
i=1
n∑
j=1
[O(n−1h−1)
n∑
l1=1
n∑
r1=1
Wn,l1(ti)E(el1er1)
n∑
m=1
Wn,m(ti)Wn,m(tj)var(Xm)]
= n−2O(n−1h−1)Σx
n∑
i=1
n∑
j=1
n∑
l1=1
n∑
r1=1
n∑
m=1
[Wn,l1(ti)E(el1er1)Wn,m(ti)Wn,m(tj)]
= O(n−3h−1)
n∑
i=1
n∑
l1=1
n∑
r1=1
n∑
m=1
Wn,m(ti)Wn,l1(ti)E(el1er1)
n∑
j
Wn,m(tj)
= O(n−3h−1)
n∑
i=1
n∑
l1=1
n∑
r1=1
Wn,l1(ti)E(el1er1)
n∑
m
Wn,m(ti)
= O(n−3h−1)
n∑
l1=1
n∑
r1=1
E(el1er1)
n∑
i=1
Wn,l1(ti)
= O(n−3h−1)
n∑
l1=1
n∑
r1=1
E(el1er1)
= O(n−3h−1)O(n) (by Lemma 3.7)
= O(n−2h−1)
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CHAPTER 4. MODELLING THE INTERLOCK HOUSE AC
CONSUMPTION
4.1 Introduction to Data
The data set we used was collected from the various sensors placed in the Interlock House
designed and built by Iowa State University professors and students, sponsored by the American
Solar Energy Society. The house is currently located at Honey Creek Resort State Park on Lake
Rathbun in Southern Iowa and the various sensors were placed to monitor the environmental
condition, the electric consumption and the electric generation of the house.
The purpose of Interlock House project is to build a controlled environment with many ways
of generating and saving energy and the hope to investigate the possible ways of achieving net-
zero energy performance. The house is equipped with solar panels on the roof and has a good
design to take heat inside the building in winter and use the wind to help cooling the house in
summer. To examine the potential energy performance of the house for the extreme climate,
the house is monitored with state-of-art data acquisition system include various sensors that
can record electricity consumption, generation and environment parameters.
The sensors can be classified into two categories. The first category of sensors collected
the data such as temperature, relative humidity, and luminosity at various positions inside and
outside the Interlock House. The second category of sensors collected the data related the
energy(electricity) used and generated by the house.
The data is measured every minute and we are currently focused on the summer AC elec-
tricity consumption of 2015. The purpose is to identify the key factors that relate to the energy
consumption and evaluate potential ways of saving more energy.
The major source of energy consumption comes from the air conditioning in the summer
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and heating in the winter. Since the air conditioning system uses electricity directly which can
be measured by the utility sensors, we will focus on investigation the factors that effect energy
consumption that is used for cooling and build a statistical model.
4.2 Data processing
We will use the data from September of 2015 as an example and display the need to filter
the data before building the model. Figure 4.1 shows the electricity consumption for the first
4 days of September, 2015. The unit for y-axis is Wh used and minute start from the day one
of September for the x-axis.
Several facts can be seen from Figure 4.1:
Figure 4.1 Electricity used by AC(Wh) in the first 4 days in 09/2015
• There is very clear trend of higher energy usage during the day and less or no consumption
during the night.
• The AC will run a couple of minutes then rest before starting again for another couple
of minutes, which causes huge fluctuation on measurements.
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• The energy consumption is not stable even during the time when the AC is on. This
could be caused by the nature of electrical flow or the sensors ability to measure.
• When the AC is on, there is a curve in the center of the fluctuations which is possible to
capture.
The most intuitive factor related to AC electricity consumption must be the outdoor tem-
perature. There is a sensor on the roof of the house that measures the temperature. Fig-
ure 4.2 shows the relationship between the AC electricity consumption(Wh) and the outdoor
temperature(◦C). If we just focus on the center mass of the data, the two variables seem to be
strongly correlated. There is one problem though, the data seems to have a large variance in
the vertical direction. Other than concentrated around the center mass, many data fall down to
the 0 line vertically. This situation can be well explained by Figure 4.1, since the AC electricity
consumption has large fluctuation, and when the AC is off, electricity consumption falls down
to 0.
Figure 4.2 Scatter plot of outdoor temperature(◦C) v.s. electricity used by AC(Wh) in
09/2015
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Figure 4.1 and Figure 4.2 shows the noisy nature of the electricity data, and very few
methods can handle the huge fluctuations in the data since most statistical models are based
on the assumption that regression function should be smooth enough. We also cannot treat
the fluctuations as traditional errors since it is absurd to assume that they have zero mean.
Wavelet methods are also inappropriate because we still would like to capture the main trend of
the energy consumption and there is no obvious pattern in halting and running of the AC. One
possible way of solving the problem is to use quantile regression, which may also fail caused
by the extreme unbalanceness of the data. Over 50% of the data falls near the bottom line of
the graph, and that will violate the assumption for most quantile based regression. A practical
way is to discard these noisy data and keep the data around the center mass in Figure 4.2 for
fitting the model.
We first clear out the extreme values that are too low or too hight and then fit the (time,
AC consumption) pairs using -support vector (SV) machine regression to capture the main
trend of the curvature.
Support vector machines is a nonlinear generalization of the portrait method introduced
by Vapnik and Lerner (1963) and Vapnik and Chervonenkis (1964). In -SV regression, the goal
is to find a regression function mˆ(x) that has at most  deviation from the actually obtained
targets Yi for all the training data, and at the same time, is as smooth as possible. By the
nature of the method, errors that are less than  will not have any influence on the objective
function that needs to be minimized. The method is developed first with the case of linear
function m that takes the form
m(xi) =< w, xi > +b (4.1)
where < w, x > is the dot product be between x and w when x is multivariate. flatness here in
SV is a little different from the smoothness we are talking about in statistics. flatness means
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small ‖w‖2. It problem can be written as a convex optimization problem by:
minimize
1
2
‖w‖2 + C
l∑
i=1
(ξi + ξ
∗
i )
subject to

yi− < w, xi > −b ≤ + ξi
< w, xi > +b− yi ≤ + ξ∗i
ξi, ξ
∗
i ≥ 0
(4.2)
The problem then can be transformed and solved by quadratic programming.
For a non-linear function m(x), the method maps xi to a higher or lower dimensional space
and makes m(x) linear in the new space. In order to consider a mapping Φ(·), and find an
easier way of computing < Φ(xi),Φ(w) >, Mercer’s Theorem is used. It is shown, under some
condition, that using a Gaussian kernel with different bandwidth will result in mapping x to
different space.
It is worth mentioning that for the -SV method, it tend to first include as many point in
the  range of the fitting curve which fits our goal of filtering the data perfectly. Other non-
parametric smoothing method can also be used such as the local polynomial method introduced
previously, but with a relative smaller bandwidth than the usual one. Since we are just trying
the capture a general trend of the curve and then filtering the data by a band around the fitted
trend, a little bit of overfitting is better than underfitting. As such we will have less bias and
be tolerant to relatively large variances.
Figure 4.3 shows the fitted trend after removing extreme values for the first 4 days in
09/2015. Note that when compared to Figure 4.1, the massive data when the AC is off have
been removed. The -SV method is works great in capturing the trend that we are interested
in.
We then filter out the noise by removing the data outside the ±1 band area of the fitted
trend by -SV method.
Figure 4.4 shows the scatter plot of the AC energy consumption(Wh) v.s. outdoor temperature(◦C).
The red data represents the filtered data. It is clear that the center mass is kept and a very
strong linear relationship appears in the data.
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Figure 4.3 The fitted curve(red) for AC consumption(Wh) through first 4 days in 09/2015
We can possibly stop here and fit a linear model as Figure 4.4 suggests, but there is more
information in the data set that could be useful.
4.3 Modeling the dew point
One sensor in the project measures the outdoor relative humidity(%). Figure 4.5 shows the
scatter plot of outdoor relative humidity(%) versus outdoor temperature(◦C). After careful
examination, we find that the graph is made of many narrow ellipses from top left corner to the
bottom right corner. The ellipses are so narrow, that they can be thought of as lines. Looking
at the data day by day, suggests a linear relationship between the relative humidity and the
temperature. This could also be related to the meteorological concept, dew point.
According to Wallace and Hobbs (2006), Dew point is the highest temperature at which
airborne water vapor will condense to form liquid dew. A higher dew point means there will be
more moisture in the air. Dew point is sometimes called ”frost point” when the temperature
is below freezing. The measurement of dew point is related to humidity.
Given that all the other factors influencing humidity remain constant, at ground level
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Figure 4.4 Scatter plot of outdoor temperature(◦C) v.s. electricity used by AC(Wh) origi-
nal(blue) and after filtered(red) in 09/2015
the relative humidity rises as the temperature decreases. This is because more water vapor
condenses as the temperature decreases further beneath the dew point. Dew point temperature
is never greater than the air temperature because relative humidity cannot exceed 100%.
A well-known approximation used to calculate the dew point, Tdp, given just the actual air
temperature, T (◦C) and relative humidity(%), RH, is the Magnus formula:
Tdp =
cγ(T,RH)
b− γ(T,RH) ,
where
γ(T,RH) = log
(
RH
100
)
+
bT
c+ T
.
Another simple approximation is given in Lawrence (2005).
Tdp ≈ T − 100−RH
5
,
and
RH ≈ 100− 5(T − Tdp). (4.3)
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Figure 4.5 Outdoor temperature(◦C) v.s. Outdoor relative humidity(%) in 09/2015
This allows conversion between the dew point, temperature and relative humidity with
accuracy to be within 1 ◦C as long as the relative humidity is above 50%.
Figure 4.5 confirms the approximate negative linear relationship between the temperature
and relative humidity for each day. If we assume that in each day, the moisture level of the
outside air is relatively stable, the dew point level of each day can be estimated by the slop of
the fitted curve using the temperature and relative humidity in that day.
Through this approach, we fit a linear model:
RHij = aTij + ui + eij , (4.4)
where eij stands for random error for i
th(i = 1, ..., 30) day and jth(j = 1, ..., 1440) minute in the
day. We use the estimated ui as the dew level of day i in the month. By (4.3), the estimated
dew level ui here is not exactly the dew point, but it is supposed to be positive and linear to
the dew point.
76
4.4 Modeling the AC energy consumption
Our purpose is to investigate the key factors that relate to the AC energy consumption.
We have processed and filtered the AC consumption data using a non-parametric model in
Section 2, so that we can have a relative reliable response variable. We have investigated the
relationship between the relative humidity and the temperature, and were able to model the
dew levels for each day. The next thing is to put all the features into a linear model, and to see
what features are most significant. We selected some key features from the data and combined
these with the newly built dew levels feature, to fit a linear model that could explain the AC
electricity consumption.
Figure 4.6 Estimated AC consumption by fitted model(red) and the real AC consump-
tion(blue) during the first 4 days in 09/2015
The features in the data that we are using are the outdoor temperature, outdoor relative
humidity, indoor temperature, indoor relative humidity, wind speed and fitted dew levels. Since
there is a strong linear relationship between the predictors and rather than to use the indoor
temperature and relative humidity directly, we used the differences between the indoor and
outdoor temperature as a feature. Since the estimated dew point is also linear to the outdoor
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temperature, we also deducted the dew point from the outdoor temperature before fitting the
model.
Figure 4.7 Estimated AC consumption by the fitted model(red) from 09/2015 and the real
AC consumption(blue) during the first 5 days in 08/2015
Table 4.1 shows the details of the variables used in the model and Figure 4.6 displays the
fitted AC consumption and the real AC consumption during the first 4 days in 09/2015.
Table 4.1 Variables that are used in the model and their details
Variable Name Variable Details
ac AC electricity consumption(Wh)
outDeg outdoor temperature(◦C) subtracted from the dew level(◦C)
difDeg outdoor temperature(◦C) subtracted from the indoor temperature(◦C)
outdoorPct outdoor relative humidity(%)
difPct outdoor relative humidity(%) subtracted from indoor relative humidity(%)
wind outdoor wind speed(mps)
Figure 4.6 shows the real(blue) and fitted(red) value of electricity consumption for the first
4 days of September 2015 based on the filtered data using only 6 predictors. The model can
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already capture most of the information without considering the time dependency.
The estimated model for September is
ac = 0.37outDeg + 0.3dewLevel − 0.073difDeg − 0.03oudoorPct
+ 0.0242difPct+ 0.1141wind+ 8.3
(4.5)
All coefficients are very significant, p values are all less than 0.001. The coefficients confirm
the impression that outdoor temperature and humidity are strongly positively correlated with
the ac energy consumption.
The estimated R-squares for July to October are 0.88, 0.844, 0.906, 0.781 which are rel-
atively high and stable. Coefficients estimated for each month are also similar. During the
winter when the heating system kicks in, the major source of energy consumption shift to
heating rather than cooling and thus different model should be considered.
To justify the robustness of the fitted model, and to show that its performance remain
consistent during the summer season, we used the fitted model, based on data from 09/2015,
and applied it to the data of 08/2015. Figure 4.7 shows the result of the fitted model.
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CHAPTER 5. DISCUSSIONS AND FUTURE WORK
5.1 Extending the bandwidth selection method to the multivariate case
5.1.1 Model assumptions
The results from Chapter 2 can be extended to higher dimensions. Consider the model
Yi = m(Xi) + ei, i = 1, . . . , n, (5.1)
where Yi ∈ R, Xi ∈ Ω and Ω is a subset in Rd. We assume the multivariate density function f(·)
of Xi exists, and has continuous second-order derivatives. We use ∇f (x) and Hf (x) to define
the gradient vector and Hessian matrix for f(·) and let m(·) be second order differentiable, with
Hessian matrix Hm(x). Define H to be the bandwidth matrix with H = diag(h21, ..., h2d) and
let hmax and hmin be the maximum and minimum bandwidth in h1, ..., hd. For n and H, we
will need n|H|1/2 → ∞, hmax/hmin < L,n−1|H| and every element of H goes to 0 as n → ∞.
Since h1, ..., hd have the same convergence rate and to simplify the notation, we use h in the
asymptotic results. In what follows, we consider local linear regression and define the design
matrix X as
X =

1 (X1−x0)T
...
...
1 (Xn−x0)T
 .
Define K be the kernel function such that
∫
K(u)du = 1 and
∫
uuT K(u)du < ∞ element-
wise. Also define KH(u) = |H|−1/2K(H−1 u). Let the weight matrix W be defined by
W = diag{KH(Xi−x0}.
Then the weight least squares problem can be written as
min
β
(y−Xβ)T W(y−Xβ), (5.2)
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with β = (β0, ...βp)
T . The solution vector is provided by weighted least squares theory and is
given by
βˆ = (XT WX)−1XT Wy . (5.3)
The estimator for m(x0) is
mˆ(x0, H) = e
T
1 (X
T WX)−1XT Wy . (5.4)
As in Chapter 2, we assume
E(ei | Xi) = 0, cov(ei, ej | Xi,Xj) = σ2eρn(‖Xi−Xj‖); (5.5)
for all i, j = 1, . . . , n and ρn is a stationary correlation function satisfying ρn(0) = 1, ρn(x) =
ρn(−x) and |ρn(x) |≤ 1 for all x. The subscript n in ρn allows the correlation function to shrink
as n→∞.
We also need the following assumptions:
Assumption 5.1 The conditional mean is bounded. There exists an mmax, such that m(·) <
mmax and m(·) ∈ C2.
Assumption 5.2 The density function of Xi is bounded. There exists an fmax, such that
f(·) < fmax.
Assumption 5.3 f(·) has bounded support.
Assumption 5.4 The kernel function is also bounded. There exists a constant Kmax such that
K(·) < Kmax.
Assumption 5.5 K(·) is Lipschitz continuous at 0.
Assumption 5.6 ‖uK(u)‖ <∞ as ‖u‖ → ∞.
Assumption 5.7 For ρn(x)
1. There exists a Constant ρmax such that n
∫ |ρn(x)|dx < ρmax
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2. For a constant ξ > 0, when n→∞,
n
∫
|x|≥hξ
|ρn(x)|dx→ 0 as n→∞.
Assumption 5.8 The conditional covariance of the second order combinations of Yi is bounded
by the conditional covariance of their first order combinations. That is, for all integer k1, k2, l1, l2 ∈
{1, ..., n},
cov(Yk1Yk2, Yl1Yl2 | Xk1,Xk2,Xl1,Xl2) = Op(
∑
k∈{k1,k2},l∈{l1,l2}
ρn(‖Xk−Xl‖)).
5.1.2 Asymptotic results
Given Lemma 5.1, the proof of the first theorem is very similar to the proof in Chapter
2. Also, for the second theorem, only Proposition 5.1 needs to be updated to the multivariate
case and all the other parts remain the same.
Theorem 5.1 Let the residual sum of squares(RSS) be n−1
∑n
i=1{Yi − mˆ(Xi)}2, MASE be
[bias{mˆ(X) | X}]2 + var{mˆ(X) | X} and with Assumption 5.1 through Assumption 5.7, we
have E(RSS | X) = MASE(H | X) + σ2 −D|K(0)|n−1|H|−1/2 − op(n−1|H|−1/2), where D is
bounded in probability.
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Proof
E(RSS | X) = E[n−1
n∑
i=1
{Yi − mˆ(Xi)}2 | X]
= n−1
n∑
i=1
E[{Yi − mˆ(Xi)}2 | Xi]
= n−1
n∑
i=1
E[{Yi −E(mˆ[Xi] | Xi) +E(mˆ[Xi] | Xi)− mˆ(Xi)}2 | Xi]
= n−1
n∑
i=1
E[{m(Xi) + ei −E(mˆ[Xi] | Xi) +E(mˆ[Xi] | Xi)− mˆ(Xi)}2 | Xi]
= n−1
n∑
i=1
E[{m(Xi)−E(mˆ[Xi] | Xi) + (E[mˆ{Xi} | Xi]− mˆ[Xi]) + ei}2 | Xi]
= n−1
n∑
i=1
[
E{(m[Xi]−E[mˆ{Xi} | Xi])2 | Xi}+E{(E[mˆ{Xi} | Xi]− mˆ[Xi])2 | Xi}
+E{e2i | Xi}+ 2E{ei(m[Xi]−E[mˆ{Xi} | Xi]) | Xi}
+2E{ei(E[mˆ{Xi} | Xi]− mˆ{Xi}] | Xi}
+2E{(m[Xi]−E[mˆ{Xi} | Xi])(E[mˆ{Xi} | Xi]− mˆ[Xi]) | Xi}
]
Let
a1i = E[ei{m(Xi)−E(mˆ[Xi] | Xi)} | Xi]
a2i = E[ei{E(mˆ[Xi] | Xi)− mˆ(Xi)} | Xi]
a3i = E[{m(Xi)−E(mˆ[Xi] | Xi)}{E(mˆ[Xi] | Xi)− mˆ(Xi)} | Xi]
E(RSS | X) = n−1
∑
i
[Bias{Xi}2 + var{mˆ(Xi) | Xi}+ σ2 + 2a1i + 2a2i + 2a3i]
= MASE(H | X) + σ2 + 2n−1
∑
i
(a1i + a2i + a3i)
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a1i = E[ei{m(Xi)−E(mˆ[Xi] | Xi)} | Xi]
= E[ei | Xi]E[m(Xi)− E(mˆ[Xi] | Xi) | Xi]
= 0
a3i = E[{m(Xi)−E(mˆ[Xi] | Xi)}{E(mˆ[Xi] | Xi)− mˆ(Xi)} | Xi]
= E[m{Xi} −E{mˆ(Xi) | Xi} | Xi]E[E{mˆ(Xi) | Xi} − mˆ(Xi) | Xi]
= 0
a2i = E[ei{E(mˆ[Xi] | Xi)− mˆ(Xi)} | Xi]
= E[eiE{mˆ(Xi) | Xi} | Xi]−E[eimˆ{Xi} | Xi]
= E[ei | Xi]E[E{mˆ(Xi) | Xi} | Xi]−E[eimˆ{Xi} | Xi]
= −E[eimˆ{Xi} | Xi]
By Lemma 5.1, we have
E[eimˆ{Xi} | Xi] ≤ 1
n|H|1/2f(Xi)
σ2|K(0)|{1 + f(Xi)|ρmax|}+ op(n−1|H|−1/2)
≤ 1
n|H|1/2σ
2|K(0)|{ 1
f(Xi)
+ |ρmax|}+ op(n−1|H|−1/2),
and because f(·) has a bounded support,
n−1
n∑
i
1
f(Xi)
p−→ E{ 1
f(X1)
} <∞
E(RSS | X) = MASE(H | X) + σ2 + 2
n
∑
i
{a1i + a2i + a3i}
= MASE(H | X) + σ2 − D|K(0)|
n|H|1/2 − op(n
−1|H|−1/2),
where D is bounded in probability by σ2
[
E{ 1f(X1)}+ |ρmax|
]
5.1.3 Lemmas and proofs of technical results
Lemma 5.1 Given Assumption 5.1 through Assumption 5.7, we have
E{eimˆ(Xi) | Xi} = σ
2|K(0)|{1 + f(Xi)|ρmax|}
n|H|1/2f(Xi)
+ op(n
−1|H|−1/2).
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Proof Following Ruppert and Wand (1994), we have the following result
(n−1XT WX)−1 =
 f(x)−1 + op(1) −∇f (x)T f(x)−2 + op(1)
−∇f (x)f(x)−2 + op(1) {µ2(K)f(x)H}−1 + op(H−1)
 . (5.6)
Using equation (5.6), we can rewrite mˆ(Xi) as
mˆ(Xi) = e
T
1 (X
T
XiWXiXXi)
−1XTXiWXi Y
=
1
nf(Xi)
n∑
j=1
[
{KH(Xj −Xi) + f(Xi)−1∇Tf (Xi)(Xj −Xi)KH(Xj −Xi)}Yj
]
{1 + op(1)},
Note that if we can find an asymptotic expression forE{ei
∑n
j=1∇Tf (Xi)(Xj −Xi)KH(Xj −Xi)Yj |
Xi} and E{ei
∑n
j=1KH(Xj −Xi)Yj | Xi}, we will be able to get E{eimˆ(Xi) | Xi}. We can
reorganize the the first conditional expectation as follows,
E{ei
n∑
j=1
∇Tf (Xi)(Xj −Xi)KH(Xj −Xi)Yj | Xi}
=
n∑
j=1
E
[
ei∇Tf (Xi)(Xj −Xi)KH(Xj −Xi){m(Xj) + ej} | Xi
]
=
n∑
j=1
E{eiej ∇Tf (Xi)(Xj −Xi)KH(Xj −Xi) | Xi} (5.7)
and for the second conditional expectation
E{ei
n∑
j=1
KH(Xj −Xi)Yj | Xi} =
n∑
j=1
E{eiejKH(Xj −Xi) | Xi}. (5.8)
For (5.8), we have
E{eif−1(Xi)
n∑
j=1
KH(Xj −Xi)Yj | Xi}
= f−1(Xi)
[
σ2KH(0) +
n∑
j 6=i
E{eiejKH(Xj −Xi) | Xi}
]
,
and for (5.7), we have
E{eif−2(Xi)
n∑
j=1
∇Tf (Xi)(Xj −Xi)KH(Xj −Xi)Yj | Xi}
= f−2(Xi)
[ n∑
j 6=i
E{eiej ∇Tf (Xi)(Xj −Xi)KH(Xj −Xi) | Xi}
]
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Looking at E{eiej ∇Tf (Xi)(Xj −Xi)KH(Xj −Xi) | Xi}, using Assumption 5.5, we know
that there exist a constant L, such that for any v > 0 and ‖u‖ < v, |K(u)−K(0)| < vL. By
using that, when i 6= j, for any sequence n that nhn →∞ and n → 0, we have
E{eiej ∇Tf (Xi)(Xj −Xi)KH(Xj −Xi) | Xi}
= E[E{eiej ∇Tf (Xi)(Xj −Xi)KH(Xj −Xi) | Xi,Xj} | Xi]
≤ σ2
∫
| ∇Tf (Xi)(u−Xi)f(u)ρn(‖u−Xi‖)KH(u−Xi)|du
= σ2
∫
| ∇Tf (Xi) t f(t+Xi)ρn(‖t‖)KH(t)|d t
= σ2
∫
| ∇Tf (Xi) t f(t+Xi)ρn(‖t‖)|H|−1/2K(H−1/2 t)|d t
= σ2
∫
‖H−1/2 t‖<n
|(∇Tf (Xi)|H|−1/2 t ρn(‖t‖)f(t+Xi)K(H−1/2 t)|d t
+ σ2
∫
‖H−1/2 t‖>n
| ∇Tf (Xi)|H|−1/2 t ρn(‖t‖)f(t+Xi)K(H−1/2 t)|d t
≤ σ2
∫
‖H−1/2 t‖<n
(|K(0)|+
∥∥∥H−1/2 t∥∥∥L)∇Tf (Xi)|H|−1/2 t |ρn(‖t‖)f(t+Xi)|d t (5.9)
+ σ2
∫
‖H−1/2 t‖>n
| ∇Tf (Xi)|H|−1/2 t ρn(‖t‖)f(t+Xi)K(H−1/2 t)|d t
Using Assumption 5.7, for the first term of (5.9), we have
σ2
∫
‖H−1/2 t‖<n
(|K(0)|+
∥∥∥H−1/2 t∥∥∥L)∇Tf (Xi)|H|−1/2 t |ρn(‖t‖)f(t+Xi)|d t
≤ σ2|H|−1/2
∫
‖H−1/2 t‖<n
Op(hn)(|K(0)|+ nL)|ρn(‖t‖){f(Xi) +Op(hn)}|d t
≤ σ2f(Xi)(|K(0)|+ nL) |ρmax|
n|H|1/2Op(hn) + op(
h2
n|H|1/2 ) (5.10)
And for the second term of (5.9), by Assumption 5.6, there exists U and C such that
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‖u‖ > U and ‖uK(u)‖ < C. Together with Assumption 5.2 and Assumption 5.4 we have,
σ2
∫
‖H−1/2 t‖>n
| ∇Tf (Xi)|H|−1/2 t ρn(‖t‖)f(t+Xi)K(H−1/2 t)|d t
= σ2
∫
n<‖H−1/2 t‖<U
| ∇Tf (Xi)|H|−1/2 tK(H−1/2 t)ρn(‖t‖)f(t+Xi)|d t
+ σ2
∫
U<‖H−1/2 t‖
|∇Tf (Xi)|H|−1/2 tK(H−1/2 t)ρn(‖t‖)f(t+Xi)|d t
≤ |H|−1/2σ2Op(hU)Kmaxfmax
∫
n<‖H−1/2 t‖<U
|ρn(‖t‖)|d t
+ |H|−1/2σ2
∫
U<‖H−1/2 t‖
Op(h)|ρn(‖t‖)|f(t+Xi)d t
≤ |H|−1/2σ2Op(hU)Kmaxfmaxop( 1
n
) + |H|−1/2σ2Op(h)fmaxop( 1
n
)
= op(
h
n|H|1/2 ) (5.11)
Combining both terms in (5.10) and (5.11), yields
E{eiej ∇Tf (Xi)(Xj −Xi)KH(Xj −Xi) | Xi}
≤ σ2f(Xi)(|K(0)|+ nL) |ρmax|
n|H|1/2Op(hn) + op(
h2
n|H|1/2 ) + op(
h
n|H|1/2 )
= op(
h
n|H|1/2 )
Similarly, we can show that for i 6= j,
E{eiejKH(Xj −Xi) | Xi} = σ2f(Xi)|K(0)| |ρmax|
n|H|1/2 + op(
1
n|H|1/2 )
and if i = j,
E{eiejKH(Xj −Xi) | Xi} = σ2|H|−1/2K(0)
,
E{eiej ∇Tf (Xi)(Xj −Xi)KH(Xj −Xi) | Xi} = 0
Put it all together, we have,
E{eimˆ(Xi) | Xi} = 1
nf(Xi)
n∑
j=1
[
E{eiejKH(Xj −Xi) | Xi}
+ f(Xi)
−1E{eiej ∇Tf (Xi)(Xj −Xi)KH(Xj −Xi)}
]
{1 + op(1)}
≤ σ
2|K(0)|{1 + f(Xi)|ρmax|}
n|H|1/2f(Xi)
+ op(n
−1|H|−1/2)
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Theorem 5.2 Let the residual sum of squares(RSS) be n−1
∑n
i=1{Yi−mˆ(Xi)}2, with Assump-
tion 5.1 through Assumption 5.8, var(RSS | X) = Op(n−1).
Proof Using ??, the proof of theorem 2 will be the same as in Chapter 2, since the covariance
between two random vector Xi and Xj solely depends on the distance they have and the
distance will always be a real number whether the X is univariate or multivariate.
Proposition 5.1 For local polynomial weights and Xj be multivariate of dimension d, we have
that
n∑
j=1
Wni(Xj) = 1
n∑
i=1
Wni(Xj) = 1
Proof By the definition of the multivariate local linear estimator,
mˆ(x0, H) = e
T
1 (X
T WX)−1XT Wy
= eT1
S0 ST1
S1 S2

−1µ0
µ1
 (5.12)
where
S0 =
n∑
i=1
KH(Xi−x0),
S1 =
n∑
i=1
(Xi−x0)KH(Xi−x0),
S2 =
n∑
i=1
(Xi−x0)(Xi−x0)TKH(Xi−x0),
µ0 =
n∑
i=1
KH(Xi−x0)Yi,
and
µ1 =
n∑
i=1
(Xi−x0)KH(Xi−x0)Yi.
88
By the block matrix inversion formula,
mˆ(x0, H) = (S0 − ST1 S−12 S1)−1(µ0 − ST1 S−12 µ1)
=
∑n
i=1KH(Xi−x0)Yi − ST1 S−12
∑n
i=1(Xi−x0)KH(Xi−x0)Yi
S0 − ST1 S2S1
=
∑n
i=1
{
(Xi−x0)− S1S−12 (Xi−x0)KH(Xi−x0)
}
Yi
S0 − ST1 S2S1
=
∑n
i=1wi(x0)Yi∑n
i=1wi(x0)
,
(5.13)
where
wi(x0) = (Xi−x0)− S1S−12 (Xi−x0)KH(Xi−x0).
Let Wni(x0) = wi(x0)/
∑n
i=1wi(x0) and K(·) be a symmetric kernel, then
n∑
j=1
Wni(Xj) = 1
n∑
i=1
Wni(Xj) = 1
5.2 Future work for partially linear models with correlated errors
In Chapter 3, we introduced a new bandwidth selection method based on bimodal kernels
and RSS as the objective function. The proof is for univariate t, and fixed design. One of the
reasons we developed it for the fixed design is that the work was finished before the work in
Chapter 2. At the time, we could only refer to De Brabanter et al. (2011) which is based on
fixed design and only for Nadaraya-Watson estimator. Now that we have finished the work in
Chapter 2 and extended the results to random design and the local polynomial estimator, we
can also do the same thing for the partially linear model.
5.3 Conclusions
We first introduced the classical result of local polynomial regression for both the univariate
case and multivariate case. Further, we stressed the importance of choosing the right band-
width, and introduced some bandwidth selection methods that can be used when the errors in
the model are independent. When the errors are correlated, many bandwidth selection methods
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will fail, including the popular cross-validation method. We showed why the method was not
able to have good performance under correlated errors and provided some simulation studies
to show that the estimated bandwidth is indeed far from the truth. We also discussed partially
linear model as one of the semi-parametric models that can integrate both advantages of the
parametric
√
n-consistency and flexibility of the non-parametric model.
In Chapter 2, we introduced the results from De Brabanter et al. (2011), and extended
it to random design with polynomial regression. We did simulations to compare the method
with cross-validation bandwidth selection based on a normal kernel and the plug-in method
introduced by Francisco-Ferna´ndez et al. (2005). We showed that the proposed method has a
good performance with various correlation structures.
In Chapter 3, we extended the bimodal kernel bandwidth selection method into the partially
linear model and showed that the proposed method was superior compared to others when the
correlation structure of the errors cannot be easily estimated. We proved that, without esti-
mating the correlation of the errors, the parametric estimator can also achieve
√
n-consistency
asymptotically. With the new bimodal bandwidth selection method, the accuracy of the esti-
mator can be improved.
In Chapter 4, we modelled a real data example. We used both non-parametric and para-
metric models and successfully built a robust model to investigate the factors that are related
to the AC electricity consumption for the Interlock house.
In Chapter 5, we discussed possible ways of extending the results in Chapter 2 to the
multivariate case and the possibility of extending the result in Chapter 3 to random design.
In summary, we discussed the importance of bandwidth selection methods in local polyno-
mial regression when errors are correlated. We introduced a new bandwidth selection method
based on bimodal kernels and investigated its asymptotic properties for random design.
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