Introduction
Research on business cycles has a long and eclectic history both concerning theory and empirical work. If any consensus on the subject is to be pointed out, it is in the conclusion that the business cycle is a phenomenon related to, and appearing in correlation with, a multitude of movements in various economic variables. This applies especially to those aspects of the business cycle which have the longest tradition in the history of economic thought: crises and recessions.
Similarly to Kaldor's (1957) famous "stylized facts" of growth, i.e. the long-term trend movement of an economy, the literature on business cycle research, too, has established a list of "stylized facts" of "movements about trend in gross national product" (Lucas 1977) as well. These observations generally accepted by most theorists in the field build on a long tradition in empirical business cycle research since the seminal work of Wesley C. Mitchell and others, and are used both as a summary of what generally constitutes a business cycle, and as a benchmark to measure existing theories against. As the founder of the National Bureau of Economic Research (NBER), Mitchell's research, as well as newer work on characteristics and predominant traits of business cycles by the NBER, is often focused on developments in the United States. This applies especially to studies involving a longer time frame. There is comparable work on developments in major European countries, no doubt, but much of the discussion still revolves around U.S. trends, and especially comparisons among different countries -and to what degree the stylized facts may or may not accurately describe movements in economic variables over the business cycle there -are relatively rare. This paper, therefore, tests the universality of these observations on the business cycle by analysing time series for various OECD countries from 1960 to 2010. Section 2 opens the discussion by summarizing and reflecting on the usual list of stylized facts, including the background of the studies they were derived from, and references to other related literature. Section 3 then presents both a descriptive overview and a more extensive statistical analysis of central data touched upon by the stylized facts to answer the question of whether or not, and to what extent, these stylized facts may be found in the time series analyzed here. In a next step, it is then attempted to explain the international differences which become apparent in the study by referring to measures of countries' institutional setups. The results are then discussed theoretically in Section 4, before the last section concludes with a summary of the results derived in this paper and an outlook pointing at further research. 1 ticular, they include the observation that prices generally move pro-cyclically, that is, they have a tendency to rise during an upswing and fall during a downswing. Furthermore, one of the most eminent observations on "real" economic variables is that unemployment moves anti-cyclically: it increases during a downswing, but usually decreases during an upswing. These two stylized facts will be primarily considered in what follows. The paper thus analyses both an eminent "monetary" and a "real" observation.
Additionally, the duration of cycles can also be considered to be a "stylized fact", although it is usually not explicitly listed among these items. Major empirical studies document an average cycle duration of often around five and up until around eight and sometimes ten years, at least for the decades after World War II in most industrialized countries.
2 Among the stylized facts, those relating to "real" variables are especially noteworthy, because those are usually the most clearly documented and least contested in empirical and theoretical disputes.
Even though many studies of the business cycle focus on developments in the U.S., there are also analyses of similar movements in other countries. Some of the early works already documented data for several countries (i.e. the U.S., France, the United Kingdom and Germany in Burns and Mitchell 1946) , and there is comparable research for other major industrialized countries as well, such as Kromphardt (1993, 10 ff.) and Maußner (1994, 14 ff.) for Germany, Fiorito and Kollintzas (1994) for a study of the G7 economies, and Agresti and Mojon (2001) for the Euro area (where the authors even emphasise the similarity to observations of the U.S. economy). Still, it should be pointed out, and the subsequent discussion in Section 3 will corroborate this statement, that the generalized observations which the stylized facts decoherence of output movements: production across virtually all sectors of the economy moves in the same direction, often in similar magnitudes. (2) Cycles of durable goods (especially including machine equipment) are more pronounced. (3) Time series of prices and production in the primary sector (agriculture) have below average conformity. (4) Profits are characterized by high conformity and a larger amplitude compared with other time series. (5) Prices generally move pro-cyclically (see the following discussion on the dispute regarding this observation). (6) Short-term interest rates are pro-cyclical, longterm interest rates less so. (7) Monetary aggregates and their velocity move pro-cyclically. (8) Unemployment develops anti-cyclically. Especially the movement of investment over a cycle has been among the first empirically documented regularities (see Kuznets 1933) . As regards the movement of profits, the other side of the same coin is an observation already due to Mitchell (1913) that during the upswing of a business cycle, wages rise more slowly than national income on average, and fall more slowly during a downswing. Accordingly, the profit share in national income rises during an upswing, and falls in the downswing (see Sherman 2001, 90 f.) .
scribe are most apt to describe U.S. developments -but even then, primarily a description of trends and general relations, not detailed illustrations.
As regards the method of analysis, not its international scope, there is an important shift in technique which was introduced especially in context of the advent of RBC theory. This is especially important concerning the question of linking the stylized facts to particular numbers, i.e. any form of quantitative (or quantifiable) measure. Whereas earlier contributions often worked with reference graphs and pointed out co-movements between variables, whether pro-or anti-cyclical, on a rather qualitative level, RBC research in particular has taken this approach a step further. A frequent method is to compare correlations between time series detrended with a filter (usually Hodrick-Prescott) for different lag coefficients, in order to investigate both the strength and most distinct timing of relations. As a byproduct of such studies, it is evident that there are not only different correlation coefficients for various lag coefficients, but also between countries. As of yet, however, it has not been a primary topic in the literature to discuss and attempt to explain international differences when they become apparent, both statistically and theoretically.
Furthermore, even after taking account of the caveats just mentioned, it should be noted that the list of stylized facts as reproduced in Footnote 1 above is not universally accepted. Indeed, the present paper is not the first to call their generality into question. In some cases, even the direction or essence of the stylized facts is not uncontroversial -even concerning one of the observations analysed in what follows. Since the advent and in the context of RBC theory, it has frequently been argued and empirically documented a uniform description of actual movements and co-movements in economic variables among different countries. Additionally, concerning the question of providing possible explanations of said differences, it is hard to find a comprehensive and systematic analysis in the literature. This, therefore, is where the present paper will provide its contribution: It will summarize differences for some of the most prominent stylized facts, and, following the idea employed by Calmfors et al. (1988) in a related context, investigate whether these can be statistically -and, following that step of the analysis, theoretically -explained by reference to the economies' institutional variables. The details and results of the analysis are laid out in what follows.
Methods, Data and Results
This section will lay out the method used in the following to measure and estimate stylized facts of the business cycle, document the data used to do so, and finally present results on the measured and estimated relations as well as on their degree of dependence on several sets of institutional variables. A particular focus will be on country-specific differences, and whether and how they can be statistically explained by the institutional variables used here. In the extent performed within this paper, this constitutes a novel contribution to the literature. The next section will then provide a theoretical discussion of the empirical results.
Capturing business cycles
The "stylized facts" as they were summarized and presented in the previous section are verbal descriptions. In Order to statistically assess these generalized observations, especially whether or not there are differences between countries, the descriptions need to be operationalised first. It is hardly possible to do full justice to all eight "stylized facts" within just one paper, so the following analysis will focus on three relations, capturing two stylized facts, in particular. As will be seen, however, the method employed is perfectly compatible with the other observations and can be readily applied to these as well.
The first relation to be analysed is not a particular "stylized fact", but one of the most eminent macroeconomic relations, especially in the context of business cycle research: the Phillips curve. Including a Phillips curve in the analysis is also a direct tribute to the work of Calmfors et al. (1988) , whose work on the relation between bargaining power and real wage changes has inspired this paper's second research question. It is also the relation between the two variables captured by the "stylized facts" which will be considered with equations (2) and (3) respectively.
Therefore, equation (1) measures parameters for country-specific Phillips curves, applying the usual method of changes in the inflation rate as the price variable:
Where ∆inf t is a stationary change of inflation, ∆un t is a stationary change of the unemployment rate, αs are coefficients and u t is an error term. The stationarity of the first differences is tested with the GLS version of the Augmented Dickey Fuller test (further DFGLS test), which performs better on the small samples. In addition, the residuals are tested on autocorrelation and heteroscedasticity with the Breusch-Godfrey and Breusch-Pagan/CookWeisberg tests.
The second equation and corresponding model now captures a particular "stylized fact" more directly. Equation (2) is applied to measure the correlation between unemployment and GDP over the business cycle, explaining trend deviations in unemployment by trend deviations in GDP, applying the usual methods (see below). In addition to capturing a "stylized fact", the relation measured by equation (2) may also be regarded as a particular formalization of Okun's Law (Okun 1962) .
As opposed to what can sometimes be found in more comprehensive studies of the "stylized facts" only, the following analysis will not take any lags into account and focus only on the correlation in the same period. From the point of view of economic theory, this may seem an over-simplification, for it implies that unemployment reacts to output changes right away; however, from the econometric perspective, it allows to minimize autocorrelation issues. Furthermore, since annual data will be used, this caveat from economic theory should weigh less severe.
The equation capturing the relation between unemployment and GDP thus reads:
Where un t −un * t is a stationary deviation from the trend of the unemployment rate, gdp t − gdp * t is a stationary deviation from a GDP per capita trend, βs are coefficients and u t is an error term. To obtain the cyclical fluctuation, the Hodrick-Prescott filter (HP filter) is applied as in Hodrick and Prescott (1997) . For the λ parameter, 6.25 is chosen as in Ravn and Uhlig (2002, 374) . The stationarity of the cyclical fluctuations is ensured with the DFGLS test and the residuals are tested for autocorrelation and heteroscedasticity.
The third model to be considered picks up number a central monetary "stylized fact". For this relation between output and prices, captured in equation (3), it will be particularly interesting to not just look at differences between countries, but also between this model and the second in particular, since, as pointed out in Section 2, there is quite some controversy about the question of whether or not prices move pro-cyclically. Applying the same methods and logic as for the previous model, equation (3) reads:
Where inf t − inf * t is a stationary deviation from the trend of the inflation rate, gdp t − gdp * t is a stationary deviation from a GDP per capita trend, γs are coefficients and u t is an error term. The cyclical fluctuations are obtained in a similar manner as in model (2) and the same tests are carried out.
Two important methodological issues related to the estimation of models (1), (2) and (3) are heteroscedasticity and serial correlation. The first issue is tackled by testing for heteroscedasticity according to Breusch and Pagan (1979) and applying robust standard errors as in White (1980) where it is needed.
4 In order to deal with autocorrelation, the test as in Breusch (1978) and Godfrey (1978) is applied first. After obtaining the test results, the autocorrelation consistent errors as in Newey and West (1987) are applied subsequently.
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Furthermore, as pointed out in Section 2, there is an additional generalized empirical observation which is not usually found explicitly among the lists of "stylized facts", but may still be regarded as one: the duration of business cycles.
In order to estimate this variable, two well-established methods of spectral analysis are applied to the stationary cyclical fluctuations of the real GDP per capita series. Fast Fourier Transform (further FFT) algorithm allows the use of Discrete Fourier Transform (DFT) and extraction of a dominant frequency of the stationary annual data. The DFT formula is displayed below:
In order to validate the estimations of the duration of business cycles with the first method, a second, more advanced tool is required. The Multiple Signal Classification (further MUSIC) based on Schmidt (1986) returns a pseudo-spectrum which allows an approximation of the dominant frequency. The estimation of the pseudo-spectrum includes eigenvalues and weights. The number of dimensions is set to two 6 due to the assumption that there are high and low frequency cycles present in the data.
The main strategy of this paper is to estimate coefficients of interest α 1 , β 1 , γ 1 and the dominant frequency. After the estimation, the relation of the latter parameters to the institutional variables is analyzed with nonparametric methods (see Spearman, 1987; Kendall, 1938) . 
Data
The data for estimation of the equations and the dominant frequency is taken from OECD.Stat and additional data for institutional comparison is taken from the DICE database, provided by CESifo. The time frames for the empirical data is from 1960 to 2012. The countries under consideration 8 are: Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany, Iceland, Ireland, Italy, Japan, South Korea, Luxembourg, the Netherlands, New Zealand, Norway, Sweden, Switzerland, Turkey, the UK and the USA. The empirical proxies for variables from models (1), (2) and (3) are: consumer price index inflation (CPI), unemployment rate and real gross domestic product per capita (GDP per capita).
Empirical proxies for institutional features of the given countries include eight variables. The coefficient of variation (further CV) provides a measure of the volatility of long and short run real interest rates, taken from the OECD.Stat database for the period from 1960 to 2012. These are taken as proxy measures for monetary policy. Whereas for interest rates the method of aggregation is the CV, for other variables averaging was used. The data for the trade as % of GDP indicator is also taken from OECD.Stat for the same time period. All other proxy variables are taken from the CESifo database and pertain to the labour market: The benefit replacement rate is originally due to Nickell (2006) and covers the period from 1960 to 2003. The data on public expenditures on out-of-work income maintenance and support as a % of GDP 9 is taken from the DICE 10 and covers the time period from 1985 to 2010. The collective bargaining data 11 was taken from Bassani (2006) and is related to the period from 1970 to 2003. The data on labour union coverage is taken from Ochel (2001) and covers the time period from 1960 to 1994. The data on union density originates from the DICE database 12 and covers the period from 1960 to 2011.
Results
First, the coefficients of interest, α 1 , β 1 , γ 1 and dominant frequencies are estimated. Tables 1-3 below report values and correlation coefficients of the coefficients and t-values of the empirical models. The coefficient displays the magnitude whereas the T-statistics show the significance of the effect. It should be acknowledged that the significance is subject to the type of errors, and therefore, Breusch-Godfrey and Breusch-Pagan/Cook-Weisberg tests on autocorrelation and heteroscedasticity are performed. Newey or robust standard errors are applied only where it is required by the 5% test benchmark. The type of errors is reported in the tables.
In Table 1 , the coefficients and significance of the relation between changes of inflation and changes of unemployment from the first model (1) is documented. From this table, several interesting findings can be pointed out. Firstly, most of the coefficients are negative except for Denmark, South Korea and Turkey. One has to note that most of the coefficients are significant, except for the above-mentioned countries and Belgium, Iceland and the Netherlands. Secondly, the CV of the short term interest rates has a significant and negative correlation with both, the coefficient and the significance. This literally means that higher variance of the short term interest rates is associated with a steeper slope of the relation between changes of inflation and changes of unemployment and with a higher significance of this relation. The latter fact is particularly interesting: high variance is associated with a better fit of model (1). Secondly, the benefit replacement rate has a significant and positive correlation with both, coefficient and significance from model (1). To paraphrase, high replacement rate is associated with a flatter slope of the relation between changes of inflation and changes of unemployment and lower significance of this relation. The correlation of the out of work support benefits with the coefficient on model (1) echoes this finding; however, the significance is not correlated: higher out of work support is associated with a flatter slope. Trade as a % of GDP has a significant positive correlation only in case of the Spearman rank correlation, whereas Kendall's tau does not confirm the effect.
The results from the next model (2), which estimates the relation between the cyclical fluctuations of unemployment and cyclical fluctuations of output, are reported in Table 2 . All of the coefficients have a negative sign and most are significant except for Italy and Turkey. The variance of the interest rates did not have significant correlation neither with the coefficient nor with significance. However, the proxies for the labour market institutions did: the out of work support benefits had a positive correlation with the coefficient. Kendall's tau was significant for correlation of the out of work benefits with the coefficient as well. This would mean that the higher the out of work support is, the steeper the slope of the relation between the cyclical fluctuations of unemployment and cyclical fluctuations of output is. Other variables did not demonstrate any significant correlation, except for the bargaining and labour union coverage which had positive correlation with the significance values; however, only on a 10% level. Higher bargaining and union coverage is associated with better fit of the relation between the cyclical fluctuations of unemployment and cyclical fluctuations of output.
The last model (3) estimates the relation between the cyclical fluctuation of inflation and cyclical fluctuation of output. Whereas the previous models yielded similar signs for the coefficients, Table 3 reports heterogeneous results. Significant and positive relation between cyclical fluctuation of output and inflation can be found for Belgium, Canada, Finland, France, Germany, Italy, Sweden and Switzerland, whereas significant negative coefficients can be found for Korea, Turkey and the UK. In the US the coefficient is positive; however, not significant. The only substantial correlation to be found is the positive correlation of the CV of the short term interest rates with the coefficient and a positive correlation of the labour union coverage. However, this correlation is significant only on the 11% value, outside the conventional levels. At this point, it can be stated that high CV of the short term interest rates and high union coverage is associated with higher coefficients of the relation between the cyclical fluctuation of inflation and cyclical fluctuation of output.
The duration of the cycles is displayed in Figure 1 and Table 4 . The values in Table 4 variate from 4.63 years for New Zealand to 6.84 for Italy with the weighted MUSIC method and from 4.02 years for New Zealand to 8.1 for Sweden with the FFT method. Table 4 reports correlation results with the duration of the cycles estimated by both, FFT and the weighted MUSIC methods for due diligence. From the table it follows that the labour market institutions, or to be precise, the replacement ratio, are related to the duration of the cycles: a high replacement rate is associated with shorter cycles, whereas a lower rate is associated with longer cycles. The latter effect is valid only for the FFT estimates. Another interesting effect which was captured is the significant and negative correlation between the CV of the long term interest rates and the duration of cycles: higher variance of the long term rates is associated with shorter cycles. However, we have discovered a significant and positive correlation between the duration and the variance coefficient of the short term interest rates: higher variance is associated with longer cycles. 1960 1960 1960 -2003 1985 1970 -2003 1960 -1994 1960 1960 1960-2012 1960-2012 1960-2003 1985-2010 1970-2003 1960-1994 1960-2011 1960-2012 1960-2012 1960-2003 1985-2010 1970-2003 1960-1994 1960-2011 1960- 1960-2012 1960-2012 1960-2003 1985-2010 1970-2003 1960-1994 1960-2011 1960-2012 
Interpretation and discussion
The foregoing analysis has provided some notable results, and it is worthwhile to discuss these empirical findings from a theoretical perspective as well. Generally, it may be concluded that the prevalence of the stylized facts concerning real economic variables, of which the unemployment-output relation was tested in this paper could be confirmed for the OECD members, although notable differences exist between countries, mostly concerning the strengths of the relations. The existence of the nominal stylized fact which was considered -the pro-cyclicality of prices, in the form of a correlation between inflation and GDP per capita -could not be unanimously confirmed, thus further adding to the dispute over this observation in particular, which, as already pointed out in Section 2, has been questioned to the point of switching the algebraic sign of the relation in the RBC literature.
As concerns model (1), what was measured here was really an altered Phillips curve relation by the now standard method of using first order differences: in equation (1), changes in the inflation rate were correlated with changes in the unemployment rate. The coefficient α 1 thus becomes a measure of the slope of this Phillips curve: an absolutely large coefficient for model (1) indicates that changes in the unemployment rate have a strong impact on the inflation rate, i.e., the larger (in absolute terms) the coefficient, the closer the curve gets to a vertical. Two of the institutional variables were strongly and significantly correlated throughout: the CV of short term interest rates (negative), and the replacement rate (positive). The former implies that a more volatile interest rate increases the negative slope of the Phillips curve (in absolute terms). This is a puzzling finding. Since a steep slope on the Phillips curve may be seen as a proxy for a relatively stable "natural" rate of unemployment, with inflation only causing short term deviations at best, the result would imply that the economy is more likely to stay closer to this unemployment level if short term interest rates fluctuate more strongly. However, if the story is turned around, an explanation of the kind that the fluctuations in the short term interest rate are exactly what keeps this relation in check -and the economy close to the particular unemployment level -may be more compelling. On the other hand, it may be the case that the high CV on short term interest rates is simply a consequence of monetary policy having to react more strongly on fluctuations in an economy in which inflation (or deflation) threatens to run away more rapidly with changes in unemployment. Thereby, this institutional variable would rather be the result of other institutional factors than an explanatory variable itself. In general though, the interpretation of these results is subject to debate and invites further research.
It is easier to interpret the second strong and highly significant correlation observed in model (1), namely between replacement rates (and also the benefits measure) and the coefficient α 1 . The relation is positive, which means that higher benefits imply a flatter Phillips curve. In other words, in an economy with high replacement rates, a given change in the unemployment rate likely translates into a lower change in the inflation rate than it would in another economy with lower unemployment benefits. This result is more intuitively appealing: In general, higher benefits mean that unemployment is less of a threat to individuals, so that they are less likely to drastically decrease their wage bargain expectations (which in simple models ultimately feature into the inflation rate) when hit by a spell of unemployment. On the other hand, this explanation does not account for the fact that the single coefficient estimated here implies that the slope would also be low to the left of a hypothetical "natural" rate of unemployment. In contrast, it might be argued that workers who can rely on large benefits in case of unemployment are more likely to perceive themselves to be in a very strong bargaining position in periods of high employment in general. This would, however, imply a non-linear model, which the linear regression approach used here does not capture. The general story to be told for this result is quite convincing though, especially because it connects well to observations for the next model.
In model (2), which relates changes in the unemployment rate to deviations of GDP per capita relative to its trend level, a correlation in line with the stylized fact was found universally among all countries: The coefficient was highly significant (with the exceptions of Turkey, Italy, and, to a lesser degree, New Zealand) and negative for all countries, which confirms that the unemployment rate decreases if GDP per capita grows above trend. However, the actual values for the coefficients were very different among the countries: in Italy, for example, GDP per capita growth at 1 percentage point above its trend level would reduce the unemployment rate by less than 0.1 percentage points, whereas the same growth difference reduces the unemployment rate by almost 0.5 percentage points in the U.S. The stylized fact is therefore confirmed for all OECD countries, but its quantitative level varies widely among countries, and the precise reaction of unemployment is therefore far from generalizable.
In this context, it appears straightforward to appeal to Okun's Law (see Okun 1962 for an original illustration), which relates changes in unemployment to GDP growth, and β 2 may therefore be referred to as the Okun coefficient. The discussion on explanations for Okun's Law revolves mainly around labour market institutions which, for example when comparing the U.S. and Europe, may make "hire-n-fire"-strategies more feasible on one side of the Atlantic as opposed to the other, thus causing a stronger reaction of unemployment to GDP growth: In a boom, firms which know that they will be able to dismiss workers once the boom ends more easily will be less reluctant to hire new employees right away, whereas, on the other hand, tight labour market regulations become especially visible in a recession where firms might not be able to decrease employment as much as they would desire due to legislatory constraints. Therefore, an absolutely higher negative coefficient is to be expected for the U.S. than, on the other hand, Italy -as documented above. However, this simple picture cannot be confirmed in general, with some continental European countries having coefficients close to the one estimated for the U.S., and often higher than the U.K. value. The statistical analysis confirms this, with hardly any significant correlations between the labour market institutions and the coefficients for the unemployment-GDP-relations. The only strongly significant and uniform result is found for correlations between benefits and the estimated coefficient β 2 .
In general, however, it is evident from the results documented in Table  2 that the institutional variables taken into account here are insufficient to explain the differences between countries. Okun's Law and the story often told behind it offers an appealing rationale, but it is not exactly in line with the numbers as documented. This calls for further research which takes additional institutional variables into account, even though the present study already includes mostly labour market proxy variables.
Whereas model (2) pointed out the validity, but large quantitative differences in what may very well be the most important "real" stylized fact, i.e. the output-unemployment-relation, the results for model (3) as documented in Table 3 clearly confirm the skepticism regarding the monetary stylized facts, which was already articulated in Section 2. The coefficients γ 1 documented in Table 3 are not only very different in absolute value and in their degree of significance, but additionally, there are both countries in which the sign is positive, and others where it is negative. Of the 22 countries observed, 10 display negative signs. Significant values are observed in both directions. This means that there are some countries, such as the U.K., where inflation decreases during a boom, whereas in others, such as France or Germany, it increases. The first observation is in line with the RBC story, the second with the majority of previous business cycle theories and empirical observations. Interestingly, the coefficient for the U.S. is positive, but it is not significant. This may contribute to an explanation of why both pro-and anti-cyclical movements of prices have been observed for the U.S. Given these observations and results, the stylized fact that prices move in a certain pattern along the business cycle -be it pro-or anti-cyclically -may be regarded as an artifact, at least when comparing different countries (even fairly similar ones such as the OECD members, or even within major European economies) on the international level.
Even if the stylized fact of (pro-/anti-)cyclical price movements is thus rejected, it is still worthwhile to investigate the origins of country-specific difference -in fact, this exercise might be even more promising with the larger differences observed between countries in this model. However, none of the institutional variables taken into account here correlate significantly with the estimated coefficients γ 1 . The difference between countries in their outputinflation-relations are thus evident, but they cannot be explained sufficiently by the institutional variables used here.
Finally, the empirical analysis in this paper has also estimated the length of cycles in the different countries observed. The results are generally in line with the numbers provided in the literature. Correlations of this number with the institutional variables were documented in Table 4 . Once more, the estimated correlations allow for only a careful interpretation at best. This is most evident from the CVs of the short-and long-term interest rates: the correlation coefficients with the cycle durations have different signs, and are even significant for the two different methods. Concerning the labour market and trade variable, only the replacement rate provides a negative correlation with the FFT results: A higher replacement rate implies a shorter business cycle. Since the coefficient for MUSIC is much lower and not even significant, it is questionable whether a theoretical explanation needs to be attempted here at all. Indeed, it should be noted that different spectral analysis methods not only provided different lengths of the cycles, but also vastly different rank orders between countries, if ordered by business cycle length. The results presented here are the most robust, but in general, the results from the spectral analysis have to be taken with a lot of caution, especially in context of a method such as here where rank correlation coefficients are appliedthe correlation results may easily be a statistical artifact and consequence of the particular method chosen for spectral analysis. Since no uniform correlation results with different methods of spectral analysis could be observed here, no further theoretical explanation of differences among countries will be attempted. It should just be noted that in general, the lengths of business cycles estimated here (between four and eight years) are in line with previous research.
Overall, the results presented and discussed here provide strong evidence against the universality of a central monetary "stylized fact" of business cycles, and point out notable country-specific differences in crucial macroeconomic relations. The institutional explanation of these results has to be met with many caveats due to the lack of uniform results pointing in the same direction. Whereas the results clearly do not contradict the thesis that institutional factors may be an important explanatory variable behind macroeconomic fluctuations over the course of a business cycle, they do not strongly confirm it either. Further research is therefore necessary to investigate whether the sometimes ambiguous results are due to problems connected to the methods or data (in particular the institutional variables) employed here, or whether indeed other institutional variables than those observed here, such as e.g. overall levels of state/government activity, central bank independence etc., perform better at explaining the differences between countries.
Summary and conclusion
The research interest of this paper has been twofold: First of all, to investigate whether or not the so called "stylized facts" of business cycles are general phenomena, or if there are notable differences between economies, even across a set of generally fairly similar countries (i.e. a subset of OECD members). Secondly, picking up these results, the paper included various institutional variables to further probe whether or not observed differences between countries could be explained by institutional factors. It was found that there are notable country-specific differences indeed, and that especially the monetary "stylized fact" regarding the pro-cyclical movement of prices rests on fragile grounds. It was further demonstrated that some of the differences could be explained by the institutional variables included in this study, but that there are clear limitations to the data used still. However, the underlying hypothesis of noteworthy variety in the "stylized facts" and a potential for institutional explanations of these was confirmed and subsequently discussed.
The main empirical findings documented in this paper can be summarized as follows. The stylized facts on business cycles are not universal, at least considering the OECD sample for the period of 1960-2010: the magnitude and direction of interaction between inflation, unemployment and output varies from one country to another; the duration of business cycles varies from four to eight years. Bearing this heterogeneity in mind, an attempt to explain these variations with the help of institutional variables representing monetary policy, labour market institutions and trade as a proxy for an economy's openness was carried out. It was found that the slope of the Phillips curve, α 1 from model (1), has a strong statistical relation with the coefficient of variation of short term interest rates (negative), and the replacement rate (positive). The Okun coefficient β 1 , from model (2), is statistically related to the share of GDP spent on unemployment benefits (negative). The variation in the coefficients of the output-inflation-relations, γ 1 from model (3), can not be explained by institutional variables, although a weak positive correlation with the coefficient of variation of the short-term real interest rates was found. The variation in the duration of business cycles is related to replacement rates (negative) and to the coefficients of variation of the short-and long-term interest rates, although the sign of the relation is not uniform.
The results presented in Section 3 and discussed in Section 4 provide an overall impression of differences, but they are far from being everything there could be said about this paper's underlying research questions. Two ways to build on and expand the results naturally connect to what was documented: Firstly, only the length of business cycles as well as three macroeconomic relations were estimated in the empirical study, as opposed to a list of usually eight "stylized facts" which are discussed in the literature. Among those not considered, especially the pro-cyclical movement of durable goods, such as investment in particular, would be a natural candidate for further research with the methods employed here. Secondly, the institutional factors themselves are of course a category which could and should be expanded in future analyses. Clearly, the variables considered in this paper are only a fraction of different measures and proxy variables for institutional variables available. Additional variables, such as better proxies for monetary (or maybe even fiscal) policy etc., should allow for further interesting results -whether or not they find significant correlations. Furthermore, one might even pursue a third expansion of this paper's research, i.e. by testing the models estimated here with different lag structures.
To summarize, this paper has therefore contributed to a potentially rich field of research in both theoretical and empirical economics: The econometric analysis of differences across countries with regard to business cycles, and how these may or may not be linked to the countries' institutional frameworks.
