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ABSTFtACT 
The main concern of this work is a description of inertia characteristics applicable 
to both a self-adjoint matrix polynomial and an associated perturbed polynomial. The 
description is given in terms of the inertia of a Bezout matrix and a Hankel matrix. 
Applications of the results include the calculation of lower hounds for the number of 
real eigenvalues, skew perturbations, and a problem concerning controllability and 
linear vibrations. 
1. INTRODUCTION 
IAL,,L,,..., L, be n X n complex matrices. Then the function L defined 
on C by L(X) = Cff_,JjLj is a matrix polynomial. Such a matrix polynomial is 
said to be self-adjoint if all of its coefficients are hermitian matrices, i.e. if 
L~=L,forj=O,l,..., 2. The eigenvalues of L are those numbers A, for which 
det L(X,) = 0, and the spectrum of L is the set of all eigenvalues. 
It will be assumed throughout that det L(A) f 0, i.e. that L(h) is regular. 
Note that, for a self-adjoint polynomial, the spectrum is necessarily symmetri- 
cally distributed with respect to the real axis. 
The inertia of L is the triple of nonnegative integers In L = 
(n(L), v(L), 6(L)) giving the numbers of eigenvalues of L with positive, 
negative, and zero real parts, respectively, where eigenvalues are counted 
according to multiplicities. It will also be convenient to consider the inertia 
characteristics with respect to the real axis. Thus, (y+(L), y_(L), yO(L)) 
denotes the numbers of eigenvalues of L with positive, negative, and zero 
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imaginary parts, respectively. Thus, for a self-adjoint polynomial L, the 
relation y+(L) = y _ (L) always holds. 
The purpose of this paper is to develop criteria for finding the inertia 
characteristics of a self-adjoint polynomial or, at least, for finding useful 
bounds on these parameters. These criteria are to be based on simple 
properties of the coefficients L,, L,,.  .,L,. The question of stability is of 
particular interest, namely, under what conditions are both n(L) = 0 and 
6(L)=O? 
The results obtained, and the applications, depend on two broad areas of 
development. The first is the development of inertia theory for matrices, and 
the second is the more recent development of properties of Bezout matrices 
for pairs of matrix polynomials. The use of Bezout matrices in the investiga- 
tion of inertia properties for scalar polynomials has been developed in the 
important survey of Krein and Naimark [ll]. In the remainder of this 
introduction, results and ideas from these two areas are summarized for later 
use. 
First, recall that for an n X n complex matrix A, the inertia triple 
In A = (n(A), v(A), S(A)) is defined in terms of the eigenvalues of A as 
above (module the ambiguity that the eigenvalues “of A” and “of IX - A” 
refer to the same numbers). We also use the concept of controllability of a 
matrixpair(A,C)whereAisnXnandCisnXrwithr<n.Suchapair 
(A, C) is said to be controllable if 
rank( C, AC, A2C,. . . ,A”-lC) = n. 
For convenience, we summarize (at least) two separate results in one 
theorem statement. Part (a) has a long history beginning with Lyapunov and 
with refinements by Taussky [18], Ostrowski and Schneider [17], Carlson and 
Schneider [3], and M. (3. Krein (Theorem 7.1 of [4]). This statement is based 
on Lemma 2 of Carlson and Schneider’s paper [3]. Part (b) is due to Wimmer 
[19]. The notation M > 0, for a matrix M, means that M is positive semidefi- 
nite. Also, In B < InC means that a(B) < r(C) and V(B) < v(C). 
THEOREM 0. Let complex matrices A and H satisfy H* = H and W = AH 
+HA*>O. 
(a) If H is twnsingulur than In A d In H, and if, in addition, 6(A) = 0, 
&nInA=InH. 
(b) Zf (A, W) is controllable, then H is non.singulur and 6(A) = 0, so that 
In A = In H. 
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Thus, the controllability condition of part (b) is sufficient to force the 
stronger conclusion of part (a). 
The inertia of a matrix polynomial L(h) = C~,,AjLj can be related to that 
of a matrix by using the device of a “linearization.” For our purposes it will 
be necessary to assume that the leading coefficient L, of L is nonsingular. The 
simplest linearization for L is then the first companion matrix 
CL = 
0 I 0 . . . 0 
0 0 Z . . . 0 
6 ;, 0 ..: ; 
-to -t, -i, * * * -II,_, 
where ii= L;‘Lj, j= O,l,. .., I - 1. It is easily seen that det(Ih - CL) = 
det L; ‘L(h) and consequently In L = InCL. 
It is well known, and easily verified, that the block Hankel matrix 
$ = . . . . . . . 
. . . 
L, 0 * * . 0 
(14 
is a ‘symmetrizer” for CL, i.e., B& is hermitian. Since $ itself is hermitian, 
this means that $C, = CzBO. Then it is easily verified that for any nonnega- 
tive integer j 
B& = (C,)jB,, (1.2) 
and consequently, for any real polynomial a(X), the matrix 
B = B,,u(C,) 0.3) 
is hermitian. In fact we have: 
LEMMA 1. Zf L(A) i.s a self-adjoint matrix polynomial of degree 1 with 
det L, * 0 and a(A) is a real (scuZur) polynomial, then the matrix B = B&C,) 
has the following properties: (a) B* = B, (b) BC, = CZB, (c) det B f 0 if and 
only if a(A) has no zeros in the spectrum of L. 
482 P. LANCASTER AND M. TISMENETSKY 
Proof. Part (a) is already verified. Part (b) follows from (1.2). For part (c) 
observe that det $ * 0, since det L, * 0, and X is an eigenvahre of a(C,) if 
and only if A = a(p) where p E a(L). ??
We shall also need the following representation for the matrix B when 
a(X) has degree less than I: 
where A = [a,Z, a,Z,.. . ,a,_,Z] (see [15]). 
We refer to the matrix B of (1.3) as the Bemt matrix generated by L(X) 
and a(A). More generally (see [l], [2], and [15]), a Bezout matrix can be 
associated with relations of the form 
in matrix polynomials, which can be seen as asserting the existence of a 
common multiple for L(A) and L,(X) (see [8] for details). For the purposes of 
this paper Equation (1.5) reduces to the trivial statement that L(h)a(h) = 
a(h)L 
Note that when det B * 0, B defines an indefinite scalar product in which 
CL is selfadjoint, i.e. 
BC, = C,*B, (l.fi) 
and this scalar product, or corresponding Bezout matrix, can be generated by 
choice of u(X). The choice u(h) = 1 produces the Bezout matrix B = B,, of 
(Ll), which has been exploited in [9], [lo], and other works. 
Our first conclusions will take advantage of the observation that other 
simple choices of u(X) lead to new results, together with the fundamental 
result (see Corollary S5.2 of [lo], for example) to be applied to Equation (1.6): 
LEMMA 2. Zf B* = B, det B * 0, and A*B = BA, then the real eigenvul- 
ues of A have at least ]sig BI associated elementary divisors of odd degree. 
Here sig B denotes the signature of B. Since all eigenvahres of B are real, 
we have sig B = a(B) - v(B). 
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2. LOWER BOUNDS FOR THE NUMBER OF REAL EIGENVALUES 
Let L(A) = C:,,xiLj be a self-adjoint matrix polynomial with det L, * 0 
and choose any real LY @ a(L). Make a “shift” of the parameter h by setting 
p = X - (Y, and write 
L(p+ a)= i pjL(Jya)~fL,(p). 
j=O 
The Bezout matrix generated by L,(p) and p is then 
L’ya) . . . . L"'(a) 
0 
B,= * . . . . cz. 01 
. . 
L'ya) 0 . * * 0 
-L(a) 0 * * * . 0 
0 Ly-4 . . . . Lya) 
0 = . . 
. . 
. . 
0 L"'(a) 0 * . * 0 
and note that L(')(a) = L(a). Now the signature of B, is readily calculated in 
terms of sig L(a) and sig L(‘)(cw) = sig L, (cf. Theorem 1.3 of [9]): 
sig B, = 
i 
- sig L(a) if li.sodd, 
sig L, - sig L(a) if 1 i.s even. 
The choice a(X) = 1 [or a(X) = x’-‘1 leads to a Bezout matrix B for which 
sig B = sig L, when 1 is odd. Consequently, using Lemma 2, we have proved: 
THEOREM 1. Zf L(X) = Cf,,AjL, is a self-adjointpolynomial with det L, 
* 0, and (Y EE a(L) is real, then L(A) has at least k, elementary divisors of 
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odd degree associuted with real eigenvalues, where 
k = 
i 
max{lsigLI(,lsigL(a)]} if Zisodd 
(1 lsigL,-sigL(a)] if 1 is even. 
It can be shown by example that the total number of eigenvalues with 
elementary divisors of odd degree may exceed max k,, where the maximum is 
over all real a E a(L). We illustrate with some examples. 
EXAMPLE 1. If L(X) is monk (L, = I) and L(O)= L, has inertia (p, n - 
P, O), then 
if Zisodd, 
if Ziseven. 
The case in which I is odd has been emphasized elsewhere ([9] and [lo]) and 
includes the interesting (and not usually connected) special cases n = 1 and 
l=l. 
E~AMPLEJ 2. Consider 
WI= 1 
[ 
P+h+2 1 
I A2+4X+3 ’ 
and note that Lj > 0 for j = 0, 1,2. Since 
w-l)= [; ;] 
has inertia (1, l,O), it follows that L(h) has at least two real eigenvalues. 
EXAMPLE 3. Consider the case in which I = 2 and L, > 0, L, > 0, 
L, > 0. If there is an a E R such that L(a) < 0, then the system is ouer- 
damped [i.e., (~*L,x)~> 4(x*L,x)(r*L,x) for all x*0] and the theorem 
shows that all eigenvalues are real with linear elementary divisors. 
On the other hand, if L(a) > 0 for all a E BP, then the system is weakly 
damped [i.e., (x*L,x)' < 4(x*L,x)(r*L,x) for all x * 0] and (although this is 
not established by the theorem) all eigenvalues are nonreal (cf. Chapter 13 of 
ClOJ). 
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The next result concerns the effect of perturbing a selfadjoint matrix 
polynomial L(h) by addition of a matrix polynomial F(h) of lower degree. It 
will be seen that the admissible perturbations F(A) are, at first sight, quite 
restrictive, having, in particular, coefficients which are not allowed to be 
hermitian. The result concerns the inertia characteristics of the perturbed 
polynomial with respect to the real line and is formulated in terms of a 
bezoutian determined by L(h) and F(X). 
Let L(X) be a self-adjoint n X n matrix polynomial of degree I with 
invertible leading coefficient L,, so that L(X) is certainly regular. Consider a 
matrix polynomial F(X) of the form 
r-1 
F(X) = c XhiFj, (3.1) 
j=o 
where ~~,a~,..., u,_,ER and F,,F,,..., F,_, are complex n X n matrices 
(the reason for the apparently redundant parameters will appear later). Use 
the coefficients of F to define In X In matrices 
D=diag[u,Z,u,Z,...,u~-,Zl, F = [Fj- F;];,Sf,, (3.2) 
and then define 
R, = + DFD. (3.3) 
Those polynomials F(X) for which R, > 0 will be of special interest in 
these investigations. Clearly, this requirement leaves some freedom of choice 
for the real parameters uo,...,ul_i, but it does impose severe limitations on 
the matrices F,, F,, . . . , Fl_ 1. To illustrate, one important case is Fj = 4iA for 
j=O,l , . . . ,1- 1 where A > 0, in which case all of the coefficients of the 
perturbing polynomial F(X) are skewhermitian. 
Define the polynomial u(A) = Ci,A ujAj; then, since the coefficients are 
real and L is self-adjoin& Equation (1.3) holds and there is a Bezout matrix B 
generated by L(A) and u(h)Z which may be represented as in (1.4). 
THEOREM 2. Let L(h) be a self_adjointmatrix polynomial with invertible 
leading coefficient. Let F(X) and the associated matrix R, be us defined in 
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(3.1), (3.2), and (3.3). Let i(x) = L(x)+ F(A), and assume that R, 2 0. Then 
(a) if the Be.wut matrix B generated by L(h) and a(A)Z is rwnAgulur, 
then 
y+(&v(B) and u_@+(B). 
Zf, in addition, ye(L)= 0, then 
y+(L)<y+(~)=v(B) muI u_(L)dy_(i)=+). (3.4) 
Furthermore, equulities hold throughout (3.4) if yO( L) = 0. 
(b) if the pair (C,‘, RF) is controllable, then the Bezout matrix B of part 
(a) is nonsingular, ye(t) = 0, and (3.4) hold-s. 
One interpretation of the theorem is that the two sets of hypotheses 
leading to the main conclusions (3.4) mean that the admissible perturbations 
F(X) have the effect of shifting all real eigenvalues of L(X) off the real axis, 
and the numbers y+(L), y_(L) of eigenvalues of the perturbed polynomial 
above and below the real axis can be counted using the inertia properties of 
B. Note also that B is determined by L(X) and the real scalar polynomial 
a(A), which is at our disposal. 
Proof. As noted earlier, the Bezout matrix B satisfies the equation 
or, what is equivalent, 
(iC,)*B + B( iC,) = 0. 
The companion matrix CL is related to CL by 
($=Ci+SfiD, 
where D is given in (3.2), S = diag[ I, I,. . . , I, L, ‘1, and 
0 . . . 
(3.7) 
0 
Fl 
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Substituting from (3.7) in (3.6), it is found that 
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Some manipulation shows that the right-hand side of this equation reduces to 
R, of (3.3). First use the representation (1.4) for B to obtain 
D+S*B = D , 
F; 0 ... 0 
F; 0 -a- 0 
F;_, ;, ... ;, 
a 
AC, 
Acl-1 
L 
= D[&;]f,;‘,D, 
where Fij=Fi for i,j=O,l,..., I - 1. Furthermore, B = B* (from Lemma 1) 
and D = D*, and therefore the expression on the right of (3.8) is 
f{ D[F,]&‘,D- D[~$;‘~D) = R,. 
Thus, (3.8) becomes 
(iC,-)*B + B(iC,-) = R,. (3.9) 
The relationships between the inertia characteristics of L(X) and B 
asserted in the theorem now follow from a direct application of Theorem 0 to 
Equation (3.9). 
When B is nonsingular Theorem 0 can also be applied to Equation (3.6) to 
yield 
y_(L) = s(iCL) Q r(B), y+(L) = v(iC,) < v(B), 
and so (3.4) follows immediately. 
When ya( L) = 0 it is clear that equality is the only possibility in (3.4). This 
completes the proof. ??
4. SKEW PERTURBATIONS OF SELF-ADJOINT POLYNOMIALS 
To introduce some applications of Theorem 2, consider first the effect of 
perturbations of the constant term, L,, of L(A) by addition of a strictly 
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dissipative matrix F, -i.e., defining Im Fe = (1/2i)( Fe - F,*), we have Im F, 
> 0. (If Im F, z 0 then F, is said to be dissipative.) 
THEOREM 3. Let L(A) be a selfadjointmutrix polynomial with invertible 
leading coeficient L,. If F is strictly dissipative, then the polynomial 
L(X) = L(h)+ F, has no real spectrum and 
if liseven, 
if 1 is odd. 
Proof, Choose a(X)= 1, so that in (3.1) we have F(X)= F,. Then 
RF=diag[(l/i)(F,- Fz),O,..., 0] 2 0. It is easily verified that (Cz, RF) is a 
controllable pair and so the results (3.4) hold. 
From (1.4) observe that B is simply 
4 
L2 
B= * 
_ 4 
L2 
0 
Lz 
0 
> 
0 
and the signature of B [sig B = m(B) - v(B)] is computed in [9] and found to 
be zero if 1 is even and sig B = sig L, if 1 is odd. Hence, the result follows from 
(3.4). ??
It is clear that the conclusions of Theorem 3 also hold if F is merely 
dissipative but (Cz, E) is controllable, where 
Im F, 
0 
j7’= 0 
and contains 1 - 1 zero n x n matrices. More generally, perturbing any single 
coefficient (except the leading one) of a self-adjoint matrix polynomial with a 
dissipative matrix yields the next result. 
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THEOREM 4. Let L(h) b e a self&joint polyrwmiul of degree 1 for which 
det L, * 0, det L, f 0. Let Fj be a dissipative matrix and L(A) = L(X)+ NFj 
with O<j<Z-1. Zf*fijr[O **a 0 (ImFj)r 0 *** O]r (with (ImFj)r in 
position j+ 1) and (C,, Fj) is controllable, then i(X) has no real spectrum 
and 
i 
0 if 1 and jare eoen, 
y_(L)-y+(L)= :f!;f_sigL 
* . 
;;;;fmaaddy-Yk;;9 (4.1) 
0 9 
- sig Lo ifland jareodd. 
Proof. Choosing a(A) = hi, it is easily seen that R, > 0. Since a(C,) = CL, 
it follows from (1.4) that 
L, L, * * . L, 
L, - 0 
B= . . . . CL . . 
. . . 
0 . . . 0 -Lo Lj+l * * . . L, 
-L, . * 0 
=diag’ *’ . . ,: .:‘I. 
0 . . 
-Lo -L, :.* -ij_l L, 0 . . . 0 
The calculation in the last step is straightforward and has been noted in [13] 
and [ 161. The conclusion of the theorem follows on calculating the signature 
of the matrix on the right. 8 
Note that, in the last two theorems, the assertion of “no real spectrum” 
for the perturbed polynomial in the case that Fj is strictly dissipative can be 
proved in a more elementary way. Thus, suppose X0 is a real eigenvalue of 
L(A)+ MFj with right eigenvector x. Then 
i h’,L,.x + A’oFjx = 0. 
r=O 
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Premultiply by x* and the imaginary parts yield &(x*Fjx) = 0. Then Fj 
strictly dissipative implies x*Fjx * 0, SO we immediately have a contradiction 
when j= 0, and when j > 0 there is a contradiction with the hypothesis that 
det L, * 0. 
EXAMPLE 4. Consider the scalar polynomial L(X) = h4 + 4ih3 - 4X2 - 1 
= (X + i)2(A2 +2ih + 1) having zeros in - i, - i, ( - 1 f &)i. Obviously, 
y_(L)= 3, y+(L)= 1. 
The same result follows from Theorem 4 where F3 = 4i. Indeed, Im F3 > 0 
and the pair (C& &), where f13 = [0 0 0 4]r and 
is controllable. 
Thus, there are no real zeros (which is otherwise obvious), and in view of 
(4.1), y_(L)-y+(L)=sigL,-sigL,=sigl-sig(-1)=2. Hence y_(t) 
= 3 and y+(L) = 1, as required. 
Note also that y,(L) Q y,(L), where L(A) = h4 - 4X2 - 1, and, therefore, 
L(A) has at least two real zeros. Evidently, aU zeros of this polynomial are, in 
fact, real. ??
The next proposition is concerned with the case in which several coeffi- 
cients Lj of a self-adjoint polynomial L(X) are perturbed by matrices a jF. 
THEOREM 5. Let L(h)=L(h)+C;,,al;@F, where akEQg, O<h<& 
< . . . -c j, < I- 1, and F is dissipative. Zf (Cl, RF) is controllable, then the 
am&on of part (b) of Thmrem 2 holds. 
In fact, in this case ai = 0 (i f 8) and R, is congruent to the positive 
semidefinite matrix 
where A = Im F. 
A A ... A 0 ... 0 
. . . . . . . . . . . . 
A A ..a A 0 ... 0 
0 0 *** 0 0 *** 0 
. . . . . . . . . . . . 
0 0 **- 0 0 ... 0 
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THEOREM 6. In addition to the hypotheses of part (b) of Theorem 2, 
assume that B > 0. Then the spectrum of L is real with all elementary divisors 
linear, and the spectrum of L is in the open lower half plane. 
Proof. In this case B can be used to define a new inner product on @I”, 
and Equation (3.5) implies that CL defines a selfadjoint operator in this inner 
product. Hence the first statement of the theorem. The second follows 
immediately from the conclusion (3.4) of Theorem 2. ??
EXAMPLE 5. The scalar polynomial L(h) = A2 - 1 has two real zeros. The 
perturbation F(A) = 2ih satisfies the hypotheses of Theorem 2 and 
B(X)= [y ;I[; ;]=,Z>O. 
Hence both zeros of X2 + 2iX - 1 are in the open lower half plane. 
5. THE MARKOV PARAMETERS 
It is known that the Bezout matrix B associated with (1.4) can generally 
be expressed in terms of the so-called (matrix) Markov parameters. If L,(X) 
has a nonsingular leading coefficient, the coefficients of the expansion 
~(h)L;l(h)= c x-jHj= M-l(A)M,(X), 
j=O 
valid for sufficiently large X, are known as Markov parameters of the rational 
function on the left. Defining the block Hankel matrix H = [Hi+ j+ ,] f;:,, 
Anderson and Jury [l] have established the following relation between H and 
B for the case m = 1: 
B= 
M, M, . . . M, 
M, * 0 
. . . 
. . 
M, 0 . . . 0 
L{l) 
0 
0 
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For the equation L(A)a( h) = a(X)L(A) which concerns us here, we have 
a(X)L-yX) = i PHj 
j=O 
for the definition of Ho, H,, . . . , and then 
Since a(h) is real and L(X) is self-adjoint, it follows that HT = Hi for 
j= 0,1,2 ,... and then that B is hermitian and, moreover, congruent to H 
(refer to Lemma 1). Consequently, In H = In B and, if convenient, the role of 
B in the results of Sections 2, 3, and 4 could equally well be played by the 
matrix H of (matrix) Markov parameters. 
6. THE LIENABD-CHIPABT TECHNIQUE 
The names of Lienard and Chipart are strongly associated with stability 
criteria for the zeros of real scalar polynomials, and in this case the relation- 
ship with certain Bezout matrices is well understood (see [ll] and [6]). 
Although complete matrix generalizations of Lienard-Chipart stability criteria 
cannot be expected as applications of Theorem 2, the techniques developed 
here do have interesting consequences. A detailed account of these will be 
deferred to the subsequent publication [14]. 
This paper will be concluded with an account of applications (which are 
not entirely new) to the important special case of second-degree matrix 
polynomials. 
7. VIBRATING SYSTEMS 
Matrix polynomials of degree two are of special importance because of the 
many physical situations in which they occur. In this section we consider 
applications and further developments in this important special case. The 
main application includes results of Wimmer from [19]. 
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Consider an n x n matrix polynomial 
L(X) = PL, + AF, + L,) (74 
where L, and L, are nonsingular hermitian matrices and Re Fi > 0. The 
special case in which Fl is also self-adjoin& L, > 0, and L, > 0 arises in the 
classical problem of vibrating systems with viscous damping. 
THEOREM 7. Let &A) be as defined above; then 
Furthermore, if the pair 
is controllable, then 6(L) = 0 and 
(7.2) 
v(Z) = @q))+ +J,), 7r(L)=zJ(L,)+v(L,). 
Note that a necessary condition for controllability (not explicit in [19]) is 
det L, * 0. If, in addition, Re Fr > 0, then the controllability condition follows 
immediately. 
Proof. Let L(A) = - A2L2 + L,, F(A) = ihF,, t(A)= L(X)+ F(h), and 
a(X) = A. Then L;(h) = L( - ih) and [cf. (3.3)] 
iF:. iF, + zFT 
Using (1.3), the bezoutian generated by L(A) and a(A) is found to be 
R= [ -1, -t2][L;L,, ]= [-0”‘i YL2]. 
which is clearly nonsingular. Applying part (a) of Theorem 2 to L(A), the first 
statement of the theorem follows. 
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Observe that 
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Now it is well known (Lemma 3 of [19], for example) that the controllability 
of a pair (A, C) is equivalent to that of (A + CD, C) for any D. Using this 
fact, the controllability of (Cz, RF) is found to be equivalent to that of the 
pair (7.2). The conclusion now follows from part (b) of Theorem 2. ??
EXAMPLE 6. Let 
Then L( X ) has two real zeros h I = 1, X 2 E ( - 2, - 1) and two complex roots 
in the left half plane. 
To apply the theorem, it is easily checked that the pair 
is controllable, and the conclusion is that 
as required. [It can be checked that with this choice of L,, F,, the pair (7.2) is 
controllable for any symmetric nonsingular L, which is not diagonal.] 
It is well known, and easily proved, that if L, > 0, Fl > 0, and L, > 0 in 
(7.1), then L is stable, i.e., In L = (0,2n,O). However, as noted by Wimmer 
[19], the theorem admits the extension of this result to semidefinite “damp 
ing” matrices Fl. 
COROLLARY 1. Zf L, > 0, L, > 0, and Re Fl > 0, then L(h) is stable if 
and only if the pair (7.2) is controllable. 
The “if” part is an immediate consequence of the theorem, and we refer 
to Wimmer’s analysis for proof of the “only if” part. 
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It is interesting that when Re F1 > 0, Im F1 plays no part in these results, 
and this could be interpreted in two ways. First, if L, > 0, L, > 0, and 
Re Fl > 0, then t(h) is stable and remains stable under a&tray skew-hermi- 
tian perturbations ofF,. (For related results in a Hilbert-space setting see pp. 
90-92 of [4].) 
The other interpretation concerns a sHalled gyroscopic unperturbed 
system (see [12] and Section 3.2 of [20]). Zf L, > 0, L, > 0, and F;” = - F,, 
then In z = (0,0,2n). Any definite perturbation D > 0 of Fl will produce a 
stable system, i.e. with inertia (0,2n,O). 
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