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Abstract
In pattern recognition, the k-nearest neighbor classifier (k-NN) is a non-parametric
approach for classifying test cases based on closest training set elements in the given
dataset. k-NN belongs to the category of instance-based learning, or lazy learning
where the function is estimated locally and all computation is delayed until classi-
fication. The k-nearest neighbor algorithm is supposed to be easiest of all machine
learning algorithms, in which an object is classified by a bulk vote of its neighbors,
with the object being allotted to the class most common amongst its k nearest neigh-
bors. If k = 1, then the object is merely assigned to the class of its nearest neighbor.
Nearest Neighbor classifier and its variants like k-Nearest Neighbor (KNN) classifier
are popular because of their simplicity and good performance. But one of the major
limitations of KNN is that it has to search the entire training set in order to classify
a given pattern which proves to be very expensive when a big sized training set is
given or dimension of training set is high. In this paper, a generalized k-nearest leader
follower classification algorithm is presented, which is an improvement over k-nearest
neighbor rule. It can find the class of a test dataset in less time with respect to tra-
ditional Nearest-neighbor and KNN.
The method is to find a set of leaders with the concept of clustering using a pre-
defined minimum distance between two leaders as tou. After finding leaders set, rest
of the remaining training set is classified into follower set, with a group of followers
assigned to each leader. Now the k-nearest leaders will be found out of the obtained
leader set by finding the distance of a given test set from the leader set. And finally
using these k-nearest leaders and their corresponding followers, class of the dataset
is found. The algorithm is empirically tested with some standard data sets and a
comparison is made with some of the earlier classifiers.
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Chapter 1
Introduction
Prompt developments in data gathering and storage
technology have empowered organizations to collect
enormous quantities of data. However, mining useful
information has proven particularly challenging. Of-
ten, customary data analysis tools and practices can-
not be used because of the enormous size of a data
set. At times, the non-traditional behavior of the
data means that traditional methods cannot be ap-
plied even if the data set is fairly small. In other con-
ditions, the query that need to be answered cannot
be addressed using current data mining techniques,
and thus, new methods need to be established.
1.1 Data mining
Data Mining is the process of finding a specific pat-
tern in a given data set. This method includes use of
automated data analysis techniques to expose the re-
1
1.1 Data mining Introduction
lationship between the data items. This data analysis
technique needs the involvement of many different al-
gorithms. The overall objective of the data mining
process is to excerpt information from an available
data set and transform it into a human-understandable
form for future use. The knowledge discovery process
consists of numerous steps, viz. data selection, data
cleaning, integration, transformation, data mining,
pattern estimation and knowledge depiction. The
initial four steps are different methods of data pre-
processing, where data is set for data mining. The
data mining step is a necessary step where data anal-
ysis technique is applied to extract patterns. The
extracted pattern is then evaluated in process eval-
uation step and is then represented before the user
in knowledge representation step. Basic data mining
tasks are classification, regression, prediction, time-
series-analysis, clustering, association, summarization,
and sequence formation.
Data mining is a technique which deals with the
extraction of unknown analytical information from
large datasets. It uses different algorithms for the
process of categorization of large amount of data and
finding relevant information. Data mining tools can
predict future trends and behaviors, it allows busi-
2
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nesses to make practical, knowledge-driven decisions.
With the amount of data increasing each year, more
data is gathering and data mining is becoming a
vital tool to transform this data into information.
Long course of research and product development has
evolved data mining. This evolution started when
business data were first stored on big computers, con-
tinued with various improvements in data access and
extraction, and more lately, generated technologies
that allow users to obtain any data in real time. Data
mining takes this evolutionary step beyond simple
data access and navigation to prospective and prac-
tical information supply.
1.2 Data Classification
Classification is the task of allocating an unknown
object to one of the several pre-defined categories.
It is a pervasive problem that incorporates various
applications. Various examples like email spam de-
tection based upon the e-mail message header and its
content, determining cancer by categorizing cells as
malignant or benign based upon the results of MRI
scans, and classifying galaxies based upon position
and shapes explain the concept of data classification.
Classification is the task of learning a target function
f that maps each attribute set x to one of the prede-
3
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Figure 1.1: Classification as the task of mapping an input attribute set x into its class
label y
fined class labels y. The target function is also known
informally as classification model.
1.2.1 General Approach to Solving a Classification Problem
A classification technique (or a classifier) is a method-
ical approach of building classification models from
given input data set. Some of the examples include
decision tree classifiers, rule-based classifiers, support
vector machines, neural networks, and Naive-Bayes
classifiers. Each technique employs a specific algo-
rithm to find a model that best fits the association
between the attributes and class label of the input
dataset. The model produced by any learning algo-
rithm should fit the input data well and also predict
the class labels of test records correctly. Therefore,
the main aim of the learning algorithm is to build
a model having good generalization capability; i.e.,
models that precisely determine the class labels of
previously unidentified records.
4
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Figure 1.2: General approach for building a classification model
1.3 Data Clustering
Partition of data into different groups of alike ob-
jects is called clustering. Sometimes a few particu-
lars are lost by representing the data with less num-
ber of clusters but it attains simplification. Data is
modelled using clusters. Data modeling puts cluster-
ing in a rhetorical perspective rooted in mathemat-
ics, statistics, and numerical analysis. According to
machine learning perspective, clusters correspond to
unknown patterns, the searching for clusters belongs
to the class of unsupervised learning, and resulting
system represents an important data concept. From
a practical viewpoint clustering plays an important
5
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Figure 1.3: Example showing 4 cluster of data
role in data mining applications such as information
retrieval, scientific data exploration, text mining, web
analysis, spatial database applications, CRM, mar-
keting, medical diagnostics, computational biology,
and a number of other fields. Clustering can be done
using different criteria to distribute data efficiently.
The similarity criterion is distance in which two or
more objects will belong to the same cluster if they
are at a proximity distance according to a given dis-
tance (euclidean distance).This is known as distance-
based clustering. Another one is conceptual cluster-
ing in which two or more objects belong to the same
cluster if there exists a concept common to all the
objects. In other words, objects are grouped if they
fit some descriptive concepts, not according to some
distance similarity measures.
6
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Literature Survey
In this chapter different methods of classification and
clustering that are in use at present have been dis-
cussed briefly.
2.1 Nearest Neighbor Classifier
Nearest Neighbor Classifier is a method of supervised
learning in which a test set with unknown class la-
bel is given and the goal is find its class. To make
a prediction for a test set, its distance is computed
from all the training set example, and the class of the
nearest training set is assigned to the test set.
Algorithm:-
• Let Training set,T = {xi}ni=1
• Let x be a pattern with unknown class label
• Find a pattern x in T such that d(x, x′′) < d(x, xi)
where x ∈ T − xi
7
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• Class label of x = Class label of x′′
2.2 k-Nearest Neighbor Classifier
This algorithm computes the distance between test
set and all the training sets, and a list of k near-
est training set examples is maintained. The class
to which maximum number of k-nearest training set
belongs to, is assigned to test set.
Algorithm:-
• Let Training set,T = {xi}ni=1
• Let x be a pattern with unknown class label
• KNN = Ø
• For each t=T
if |KNN | < K
KNN = KNN ∪ T
else
find a pattern x′ ∈ KNN such that
dist(x, x′) > dist(x, t)
• KNN = KNN − x′
• KNN = KNN ∪ {t}
8
2.2 k-Nearest Neighbor Classifier Literature Survey
Figure 2.1: Diagrammatic representation of KNN
9
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2.3 Condensed Nearest Neighbor
The concept of Condensed Nearest Neighbor rule was
introduced by Hart in order to determine a training-
set consistent subset of the original sample set. The
algorithm uses two sets, called S and T. Initially, set
S is initialized with Ø. Then, one pass through T is
performed. During the scan, whenever a point of T is
misclassified using the content of S, it is transferred
from T to S. The algorithm terminates when no point
is transferred during a complete pass of T.
Algorithm
• Input : Training set T
• Output : Condensed set S
• Start with empty condensed set S=Ø.
• For each x ∈ T,
Classify x using NN considering S as training set.
• If x is misclassified, then S = S ∪ x
• Repeat above step until no change is found.
2.4 Modified Condensed Nearest Neighbor
The MCNN rule computes a training-set-consistent
subset in an incremental manner. The consistent sub-
10
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set S is initialized with the set of centroids of training
set T. During each main iteration of the algorithm,
first, set G with elements misclassified by using S as
training set are selected. Then a representative set
R is found containing one pattern of each class from
G. Set S is augmented with the set R. The process is
repeated until there are no misclassified points of T
by using S.
Algorithm
• Input : Training set T
• Output : Condensed set S
• Start with condensed set S=centroids(T ).
• G=Ø
• For each x ∈ T
Classify x using NN considering S as training set.
• If x is misclassified, then G = G ∪ x
• Find a representative set R, containing pattern of
each class, from G.
• S = S ∪R
• G = Ø
• Repeat above step until no change is found.
11
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2.5 Leader’s algorithm
Leaders method finds a partition of dataset like most
other clustering methods.Leaders method works as
follows: Initially the leader set L is empty and is built
incrementally. For given threshold value Γ , foreach
pattern x in the dataset if there is no leader l ∈ L
whose distance from x is less than Γ , we transfer x
from training set T to leader set L. In this way the
leader set is generated.
Algorithm
• Initialize L with first element of training set T.
• for each ti ∈ T
• for each lj ∈ L
compute dij
find dmin = min < dij >
• if dmin > Γ
L = L ∪ {t}
else
continue
2.6 Weighted K-nearest Leader Classifier
This algorithm was proposed by V. Suresh Babu and
P. Viswanath which is an extension of leaders method.
12
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The algorithm works as follows:
Let Li be the set of leaders obtained after eliminat-
ing the noisy leaders for class ωi, for i = 1 to c. Let
L be the set of all leaders i.e. L = L1 ∪ ... ∪ Lc.
For a given query pattern q, the k nearest leaders
from L is obtained. For each class of leaders among
these k leaders, their respective cumulative weight
is found. Let this for class wi be Wi, for i = 1
to c. The classifier chooses the class according to
argmaxwi {W1 ∗ P (w1) ,W2 ∗ P (w2) , ...,Wc ∗ P (wc)}.
If P (wi) is not explicitly given then it is taken to
be ni/n where ni is the number of training patterns
from class wi and n is the total number of training
patterns.
Algorithm
• Find the k nearest leaders of q from L
• Among the k nearest leaders find the cumulative
weight of leaders that belongs to each class. Let
this be Wi for wi, for i= 1 to c.
• Class label assigned for q=
argmaxwi {W1 ∗ P (w1) ,W2 ∗ P (w2) , ...,Wc ∗ P (wc)}.
13
Chapter 3
Motivation and Objective
3.1 Motivation
Nearest neighbor classier (NNC) and its variants like
k-nearest neighbor classier (k-NNC) are popular be-
cause of:-
• simplicity
• good performance
Limitations:-
• Store the entire training set.
• Search the entire training set in order to classify
a given pattern.
• Presence of noisy patterns degrade the perfor-
mance of classifier.
Various remedies for the above mentioned problem:-
• Reduce the training set size by some editing tech-
niques.
14
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• Use only a few selected prototypes from the train-
ing set.
• Reduce the effect of noisy patterns.
3.2 Objective
To present a classification algorithm with less classi-
fication time and without degrading the performance
as compared to K-nearest neighbor.
15
Chapter 4
Proposed Work
A faster algorithm which needs less classification time
as compared to Nearest Neighbor Classifier and KNN
has been proposed.
4.1 Method
• First a set of leaders is found with the concept
of leader clustering using a pre-defined minimum
distance between two leaders known as Γ
• After finding leaders set, rest of the remaining
training set is classified into follower set, with a
group of followers assigned to each leader.
• Now the k-nearest leaders is found out of the ob-
tained leader set by finding the distance of a given
test set from the leader set.
• And finally using these k-nearest leaders and their
corresponding followers, class of the dataset is
found.
16
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4.2 Algorithm
4.2.1 Finding Leader Set
• Initialize L with first element of training set T.
• For each ti ∈ T
• For each lj ∈ L
compute dij
find dmin = min < dij >
• if dmin > Γ
L = L ∪ {t}
else
continue
4.2.2 Finding Leader Follower Set
• For each ti ∈ T
• For each lj ∈ L
compute dij
find dmin = min < dij >
• if dmin <= Γ
t=follower(l)
else
continue
17
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4.2.3 Find k-nearest leader set with respect to test set x
• KNL=Ø
• For each t=T
• if |KNL| <= K
KNL = KNL ∪ {t}
else
find a pattern x′ ∈ KNL such that
dist(x, x′) > dist (x, t)
4.2.4 Find condensed set with respect to test set x
• Let C be the condensed set which is used to find
class label of test set
• Let x be the test set with unknown class label
• Let K=number of k-nearest leader
• Let f(i)= number of followers in ith K-nearest
leader
• for i=1 to K
for j=1 to f(i)
if dist(x, i.leader) > dist(x, j.follower)
C=C ∪ j.follower
• Find the class to which maximum elements in this
condensed set belong.
• Assign that class to test set x.
18
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Figure 4.1: Diagrammatic Representation of KNLF
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Chapter 5
Result and Analysis
In this chapter an analysis of classification time and
accuracy is made on three classifiers viz. K-Nearest
Neighbor classifier, Weighted K-Nearest Leader clas-
sifier, and proposed algorithm K-Nearest Leader Foll-
wer classifier, using 5 different datasets
5.1 Datasets used
5.1.1 Breast Cancer dataset
Number of Instances: 699
Number of Attributes: 10
http://archive.ics.uci.edu/ml/datasets/Breast+
Cancer+Wisconsin+(Original)
5.1.2 Segment Challenge dataset
Number of Instance:2310
Number of Attributes:19
http://archive.ics.uci.edu/ml/datasets/Image+
20
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Segmentation
5.1.3 Iris dataset
Number of Instance:150
Number of Attributes:4
http://archive.ics.uci.edu/ml/datasets/Iris
5.1.4 Wine dataset
Number of Instance:178
Number of Attributes:13
http://archive.ics.uci.edu/ml/datasets/Wine
5.1.5 E.coli dataset
Number of Instance:336
Number of Attributes:8
http://archive.ics.uci.edu/ml/datasets/Ecoli
21
5.2 Comparison Analysis Result and Analysis
5.2 Comparison Analysis
5.2.1 Classification Time comparison:-
Dataset KNN WKNL KNLF
Breast Cancer 3.3 s 0.25 s 0.65 s
Segment Challenge 16.93 s 3.2 s 4.27 s
Iris 0.41 s 0.05 s 0.08 s
Wine 0.71 s 0.07 s 0.14 s
E.Coli 2.12 s 0.26 s 0.38 s
Table 5.1: Classification time for different classifiers using different datasets
Figure 5.1: Classification time for different classfiers
22
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5.2.2 Classification Accuracy comparison:-
Dataset KNN WKNL KNLF
Breast Cancer 96 82 94
Segment Challenge 91.73 87.6 90.95
Iris 96.96 87.87 96.96
Wine 57.44 31.91 53.19
E.Coli 81.08 58.22 74.68
Table 5.2: Classification accuracy for different classifiers in percentage
Figure 5.2: Classification accuracy for different classfiers
23
Chapter 6
Conclusion and Future Work
6.1 Conclusion
In this project, we observed that using K-Nearest
Leader Follower Classifier,there is a marked differ-
ence in classification time as compared KNN classi-
fier. Besides that the performance of KNLF classifier
is on par with K-Nearest Neighbor and better than
Weighted k-Nearest Leader, which proves that pro-
posed K-Nearest Leader Follower classifier is a suit-
able one to be used in different data mining applica-
tions.
6.2 Future Work
Various condensation methods like Condensed Near-
est Neighbor, MCNN, FCNN,etc, can be used before
this method for removing outliers, which will further
reduce the classification time.
24
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