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We investigate the evolution of string order in a spin-1 chain following a quantum quench. After
initializing the chain in the Aﬄeck-Kennedy-Lieb-Tasaki state, we analyze in detail how string
order evolves as a function of time at different length scales. The Hamiltonian after the quench is
chosen either to preserve or to suddenly break the symmetry which ensures the presence of string
order. Depending on which of these two situations arises, string order is either preserved or lost
even at infinitesimal times in the thermodynamic limit. The fact that non-local order may be
abruptly destroyed, what we call string-order melting, makes it qualitatively different from typical
order parameters a` la Landau. This situation is thoroughly characterized by means of numerical
simulations based on matrix product states algorithms and analytical studies based on a short-time
expansion for several simplified models.
PACS numbers: 75.10.Pq, 05.30.Jp, 05.70.Ln
I. INTRODUCTION
Within Landau theory, phases of matter are identi-
fied by their local order parameters, and transitions tak-
ing place between different phases are successfully un-
derstood by analyzing how order parameters change on
crossing the transition points. In this framework, lo-
cal quantities (including two-point correlation functions)
fully characterize the phase. Nonetheless, phases that
cannot be detected through local quantities do exist.
They are usually referred to as topological phases, both
protected and non-protected by symmetries [1, 2]. The
simplest example of non-local order in one dimension is
probably the string order (SO), first discussed in the con-
text of the Haldane phase [3, 4], which characterizes the
ground state of integer-spin Heisenberg chains. SO ac-
counts for correlations between spins that are not de-
tected by a simple two-point correlation function [5], and
reveals the presence of a hidden order parameter, that is
related to a non-local symmetry of the Hamiltonian [6–8].
Whereas the resilience of SO to local static perturba-
tions has been thoroughly characterized [6, 7], much less
is known on its robustness to dynamical perturbations.
Building on the results reported in an earlier work [9], in
this paper we continue the characterization of the time
evolution of SO in a specific dynamical protocol: a quan-
tum quench [10]. Here, an initially-prepared many-body
state evolves under the action of a time-independent
Hamiltonian. When the quenched Hamiltonian is exten-
sive, as it is in the case considered in this work, one refers
to a global quench.
The key result upon which this article is built is the
following: SO can be abruptly destroyed after an in-
finitesimal amount of time. We call this phenomenon
string-order melting [9]. This is in stark contrast with
Landau local order, e.g. the magnetization of a spin lat-
tice, where the order parameter of the system cannot
disappear instantaneously, but only after a finite amount
of time, because of continuity of its time evolution. The
goal of this article is to elucidate the nature of this pecu-
liar situation with numerical simulations and analytical
discussions of specific limits.
A number of theoretical works dealt with the problem
of studying the dynamics in topological systems after a
quantum quench [11–19]. A general analysis of the be-
havior of all the indicators of a symmetry-protected topo-
logical phase in the presence of a quantum quench is still
lacking. To the best of our knowledge, the sudden disap-
pearance of SO, one of the mentioned indicators, has not
been observed yet, neither theoretically nor experimen-
tally. Our result opens the intriguing perspective that
symmetry-protected topological phases might disappear
abruptly in the presence of a time-dependent perturba-
tion. This should be the object of further investigations.
In this paper we focus on the dynamics of SO in
a spin-1 chain after a global quantum quench. We
consider the protocol already introduced in Ref. [9].
Initially the system is prepared in the ground state
of the Aﬄeck-Kennedy-Lieb-Tasaki (AKLT) Hamilto-
nian [20, 21], known as AKLT state, which is the sim-
plest example of a state in the Haldane phase, featuring
its typical properties. The persistence of SO after the
quench is related to the symmetries of the Hamiltonian
ruling the time evolution [22]. The case in which the
symmetries allow the presence of SO at finite times has
been characterized in Ref. [9]. Here we focus on cases in
which the symmetries of the quenched Hamiltonian are
such that SO is either preserved or suddenly destroyed
after the global quantum quench, and characterize this
situation in detail.
2Our numerical results are based on simulations using
matrix product states (MPS) [23]. A rich phenomenology
can be observed at different length scales. We observe the
clear presence of a short-length region, roughly identified
as the thermalization region, where correlations induced
by the quench have propagated, and of a long-length
region, where the physics of melting is occurring. We
corroborate these results with a simple analytical model
which explicitly illustrates the mechanism of SO melting.
Properly tuned symmetry properties simplify the ana-
lytic description, thus allowing a quantitative description
of the dynamics of SO after the quench.
Understanding the robustness of topological order to
a dynamical perturbation is not the only motivation of
this work. The non-equilibrium dynamics of quantum
many-body systems has been theoretically studied since
several decades [24, 25]. The impressive experimental
progresses in the field of ultra-cold atomic gases (see
e.g. [26–30]) spurred a great deal of interest and a con-
sequent renewed theoretical activity [10, 31]. A promi-
nent portion of this activity on non-equilibrium dynamics
has focused on quenches, this special attention being in
part motivated by the fact that current experiments can
easily implement this protocol. Thanks to the amazing
progresses in the quantum simulation of effective spin
models through one-dimensional chains of trapped ions
and cold atoms [32–35], these questions are not a mere
academic curiosity, but retain an experimental relevance.
In particular, since both string operators [36, 37] and the
short-time dynamics of closed quantum systems are ex-
perimentally accessible, it is possible to envision an ex-
perimental verification of our results in the near term
future.
The paper is organized as follows. In Sec. II, we review
the main properties of the Haldane phase and of SO in a
spin-1 chain. In Sec. III, we summarize the recent results
on out-of-equilibrium SO and report our numerical data
on the case of a quantum quench with sudden melting of
SO. In Sec. IV, we present an analytical model based on
perturbation theory to describe numerical results, and in
Sec. V, we discuss a simplified model to test the previ-
ous analytical results. Conclusions are drawn in Sec. VI,
while some technical details are provided in the Appen-
dices. Throughout the paper we set ~ = 1, kB = 1.
II. HALDANE PHASE IN THE AKLT MODEL
Let us review the basic notions of the Haldane phase
that will be useful in the analysis of our results [6, 7]. We
consider a one-dimensional spin-1 chain governed by the
AKLT Hamiltonian [20, 21]
HˆAKLT =
∑
n
[
Sˆn · Sˆn+1 +
1
3
(
Sˆn · Sˆn+1
)2]
, (1)
where Sˆn =
(
Sˆxn, Sˆ
y
n, Sˆ
z
n
)T
and Sˆαn are spin-1 opera-
tors. The ground state |ΨAKLT〉, usually known as AKLT
state, is exactly known and has a simple MPS representa-
tion with bond link D = 2 [38]. It is the simplest example
of a state which belongs to the so-called Haldane phase.
The presence of non-local order is identified by analyzing
the properties of the string operator, defined as
Oˆ
(α)
l
:= Sˆαk
[
k+l−1∏
n=k+1
eiπSˆ
α
n
]
Sˆαk+l , (α = x, y, z) . (2)
The system displays SO when:
lim
l→∞
〈
Oˆ
(α)
l
〉
6= 0 , ∀α . (3)
When open boundary conditions (OBC) are consid-
ered, the model defined by HˆAKLT exhibits zero-energy
spin-1/2 edge modes. The presence of these edge modes
makes the AKLT state four-fold degenerate on an open
chain, whereas in the presence of periodic boundary con-
ditions it is non-degenerate.
This phenomenology is intimately related to the exis-
tence of SO. Indeed, both these features can be regarded
as a consequence of a hidden symmetry breaking related
to the D2 group:
GD2 :=
{
Iˆ, e−iπ
∑
n
Sˆxn , e−iπ
∑
n
Sˆyn , e−iπ
∑
n
Sˆzn
}
. (4)
Note that even if HˆAKLT is left invariant by the ac-
tion of GD2 , there is no contradiction in the fact that
symmetry-breaking might occur in a one-dimensional
system at zero-temperature because the group is finite.
The AKLT open chain can be mapped onto a local
ferromagnetic chain with four symmetry-broken mag-
netic states by means of a non-local transformation (the
Kennedy-Tasaki transformation) [8]. String operators in
the AKLT chain are mapped onto two-point spin corre-
lators which reveal ferromagnetic order, and thus, in this
dual picture, string operators reveal the presence of hid-
den, long-range antiferromagnetic order, as earlier pro-
posed in Ref. [5]. SO can be considered as the nonlocal
order parameter which identifies states in the Haldane
phase, and its relation to hidden long-range order has
also been discussed in different contexts [39–42].
Because of the special role of the symmetry group GD2 ,
the Haldane phase is better referred to as a symmetry-
protected topological phase. Indeed, it has been shown
that a perturbation Vˆ which is not left invariant by the
group GD2 destroys SO in the ground state. More rigor-
ously, it has been demonstrated that the presence of SO
is equivalent to the existence of a local symmetry [43];
in the case of the AKLT state, this means that SO is
related to the fact that |ΨAKLT〉 is invariant with respect
to the action of GD2 . In the absence of such symmetry,
SO will exponentially vanish on increasing the length of
the string [43].
3III. NON-LOCAL ORDER UNDER
DYNAMICAL PERTURBATIONS
A. Quantum quenches and string-order melting
In this Section, we start recapitulating the theory of
global quantum quenches applied to SO developed in
Ref. [9]. We then define the concept of SO melting and
present some general considerations on it.
The quench protocol is defined as follows. Consider a
system at zero temperature described by the Hamiltonian
Hˆ(κ) which depends on a parameter κ. Let κ0 be the
initial value of κ, so that at the beginning the system
is in the ground state of Hˆ(κ0) ≡ Hˆ0. At time t =
0, κ is abruptly varied from κ0 to a new value κ1 6=
κ0 such that the new Hamiltonian is Hˆ(κ1) ≡ Hˆ, and
thus the system is suddenly driven out of equilibrium. If
we denote with |Ψ0〉 the ground state of Hˆ0, the state
at time t is |Ψ(t)〉 = e−iHˆt|Ψ0〉. As mentioned in the
introduction, we consider |Ψ0〉 ≡ |ΨAKLT〉.
The discussion of SO at finite times is intimately re-
lated to the symmetry properties of |ΨAKLT〉 and Hˆ; we
thus recall some notions of group theory. Let us be-
gin by stressing that GD2 is an Abelian group and ad-
mits four irreducible (one-dimensional) representations:
Γ0 (the identity), Γx, Γy and Γz. From now on, we dub
even an operator Aˆe which transforms under action of
the group according to the representation Γ0, i.e. it is
left invariant gˆAˆegˆ
† = Aˆe, ∀gˆ ∈ GD2 . An operator Aˆo
is dubbed odd if, on the contrary, it is a linear combi-
nation of operators which transform under the action of
the group according to the representations Γx, Γy and
Γz. The Hamiltonian Hˆ can be formally decomposed as
Hˆe + Hˆo.
The necessary and sufficient condition for the simulta-
neous existence of SO at infinitesimally short times along
all the three directions α = x, y, z is that
Hˆo
(
Hˆe
)n
|ΨAKLT〉 = 0 , ∀n ∈ N . (5)
It is very important to stress that this result depends on
the fact that we explicitly consider a state which displays
SO at time t = 0. If Eq. (5) is not satisfied, SO is not
present for t > 0, and thus it disappears abruptly for at
least one of the axes x, y or z. If Eq. (5) is fulfilled, the
time evolution of SO is continuous and SO is present not
only at infinitesimally short times, but up to a finite time
τ . This result was first discussed in Ref. [9], to which the
interested reader is referred. For completeness, we report
the proof of Eq. (5) in Appendix A.
The previous relation highlights the role of symmetry:
if Hˆo = 0, the evolved state |Ψ(t)〉 has the same sym-
metry of |ΨAKLT〉 at any time, and SO is well defined at
finite short times. If Hˆo 6= 0, two situations may arise. If
the relation (5) is satisfied, the state nevertheless keeps
the original symmetry, and SO is well defined. However,
when Eq. (5) is not fulfilled, SO is abruptly lost. This is
possible because, although the dynamics of every string
operator Oˆ
(α)
l is continuous in time, the limit procedure
contained in Eq. (3) introduces a singularity in the ther-
modynamic limit. As we will see, the expectation value of
the string operator decays as the string length increases,
approaching the zero value in the thermodynamic limit.
This is the situation which, in this article, is referred to
as SO melting.
B. Numerical results
We now present numerical simulations of a quantum
quench where SO melting takes place. After initializing a
spin-1 one-dimensional chain in the AKLT state |ΨAKLT〉,
we perform a quantum quench with the Hamiltonian
Hˆ = J
∑
i
[
Sˆxi Sˆ
x
i+1 + Sˆ
y
i Sˆ
y
i+1 +∆Sˆ
z
i Sˆ
z
i+1 + bxSˆ
x
i
]
. (6)
When bx = 0, we recover the XXZ Hamiltonian HˆXXZ
which identifies the even part Hˆe. The spin-1 XXZ model
is known to be in the Haldane phase for ∆ < ∆c =
1.186... [44, 45]. Since it is D2-invariant, no SO melting
is induced; this is the case which has been studied in
Ref. [9]. In Eq. (6) the odd part of the Hamiltonian is
given by Hˆo = bx
∑
i Sˆ
x
i .
The numerical procedure that we employ here consists
of two steps:
• Even if the AKLT state has an exact MPS repre-
sentation, for technical reasons we find the MPS
representation of |ΨAKLT〉 by means of a varia-
tional search in the MPS space [23] using the AKLT
Hamiltonian. We start from a random MPS state
with initial bond link D = 10 and iterate the vari-
ational procedure sweeping the chain until con-
vergence is reached, i.e. the ground-state energy
reaches a constant value. In our simulations we
adopt OBC.
• After the ground state is found, we quench the
system with the XXZ Hamiltonian (6) with ∆ =
0.2 and compute the time-evolved state |Ψ(t)〉 by
means of time-evolving block decimation (TEBD)
algorithm [23, 46, 47]. The time evolution is de-
composed by using a fourth-order Trotter expan-
sion [48, 49]. Finite-temperature simulations are
carried out by using the purification method of a
mixed quantum state [22, 23] using a sixth-order
Trotter expansion.
In order to observe SO melting, bx 6= 0 is a necessary
condition. The results are shown in Fig. 1, where we con-
sider a chain of length L = 60. We plot the expectation
value of the string operator along the y-axis
〈
Oˆ
(y)
l
〉
(t)
for bx = 0.2, 0.5, 0.8, 1.0. Because of the choice of OBC,
to compute the expectation value of the string operator
we have to discard those sites close to the chain ends; we
choose to discard the 10% of the chain from both ends.
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FIG. 1. (Color online) Results of the numerical simulations described in Sec. III B. We simulate L = 60 sites with OBC. (Upper
panels) Expectation value of the string operator along the y-axis as a function of the string length l and at fixed time after a
quench using the Hamiltonian in Eq. (6) with ∆ = 0.2 and odd perturbation
∑
n
Sˆxn for four different values of the coupling
constant, here indicated with bx. Each line corresponds to a different time, from t = 0 (dark red) to t = 2.5 J
−1 (bright red)
with time spacing 0.1 J−1. For short lengths a steady region appears, whose size increases with time, and for longer lengths
SO melting in the bulk is observed. (Lower panels) Expectation value of the string operator along the y-axis as a function of
time at fixed string length, from l = 1 (dark green) to l = 35 (bright green). For bx = 0.2 the expectation value of the string
operator becomes independent of time (a local stationary state is reached) at short lengths. For larger values of bx simulations
are too short to reveal a steady region at short lengths. Thermalization of SO at short lengths to the corresponding canonical
ensemble with effective temperature β ≃ 1.5 J−1 is reported in Fig. 2 for bx = 0.2.
The results displayed in Fig. 1, top panels, show that〈
Oˆ
(y)
l
〉
(t) depends exponentially on l, the string length.
However, there are two typical decay lengths, one which
is valid for short length scales, and one which is valid for
long length scales. We first address the physics of the
system at short length scales. The time dependence of〈
Oˆ
(y)
l
〉
(t) (Fig. 1, bottom panels) shows a steady behav-
ior for short string lengths.
We now provide evidence that this short-length be-
havior is related to the occurrence of thermalization. We
show in Fig. 2 the expectation value of the string operator
along the x- and y-axis as a function of string length at
fixed time t = 2.28 J−1. The numerical data are com-
pared with the thermal average Z−1Tr[Oˆ
(α)
l e
−βHˆ] for
α = x, y, where Z is the corresponding partition func-
tion, and Hˆ is given by Hamiltonian (6) with ∆ = 0.2
and bx = 0.2. The inverse temperature β is defined, as
customary, by the relation 〈Ψ0|Hˆ|Ψ0〉 = Z−1Tr[Hˆ e−βHˆ].
From our simulations, by matching the energy of the
AKLT state with that of a thermal state, we find β ≃
1.5 J−1. As shown in Fig. 2, the properties of this ther-
mal state describe with very good fidelity the long-time
and short-length behavior of our system, thus pointing
out the occurrence of thermalization in this model. This
result complements the occurrence of thermalization dis-
cussed at bx = 0 in Ref. [9].
We now move to the discussion of the system at long
length scales. From Fig. 1 we observe that by increasing
the strength of bx, the long-length decay becomes more
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FIG. 2. (Color online) Thermalization analysis of the data
in Fig. 1. The system is quenched with Hamiltonian (6) by
using ∆ = 0.2 and bx = 0.2 (see Fig. 1, leftmost panels).
The thermal average of the expectation value of the string
operator along the x-axis as a function of string length (blue
thick line) with inverse temperature β ≃ 1.5 J−1 is overlapped
to the expectation value of the string operator along the x-axis
as a function of the string length, computed at fixed time t =
2.28 J−1 (red dots). In the inset we show the same analysis
for the expectation value of the string operator along the y-
axis. In both cases we numerically observe thermalization of
SO at short lengths.
pronounced, without significantly affecting the thermal-
ized region. This effect is a clear indication of the radi-
cally different physical origin of the two distinct exponen-
tial decays. The long-length regime is the one associated
to the melting of SO.
In order to better understand the melting process and
its interplay with thermalization, we now proceed with a
combined analytical and numerical analysis. The prob-
lem of describing the expectation value of the string op-
erator as a function of time and of string length can be
tackled by means of perturbation theory. By consider-
ing the strength of the magnetic field as a small expan-
sion parameter, it is possible to explicitly see the rela-
tion between the symmetry properties of the post-quench
Hamiltonian and SO. This is the subject of the following
Sections.
Before concluding, let us comments on the fact, dis-
played in Fig. 2, that SO along the x-axis survives the
quench. This is not violating the results in Sec. III A,
which refer to the symmetry properties of the Hamil-
tonian which are necessary and sufficient to ensure the
existence of SO along all the three axes α = x, y, z. Here,
SO melts along y- and z-axes (not shown) and thus there
is no contradiction. In Sec. IVB we discuss the symme-
try properties of a quench Hamiltonian in order to let SO
survive only along some of the three Cartesian axes.
Finally, we stress that when the system is quenched
with a magnetic field along the z-axis, the presence of
the magnetic field has no effect on the dynamics of SO.
This follows from the fact that
[
HˆXXZ,
∑
n Sˆ
z
n
]
= 0 and∑
n Sˆ
z
n|ΨAKLT〉 = 0. By using Hˆe ≡ HˆXXZ and Hˆo ≡∑
n Sˆ
z
n, it is straightforward to see that Eq. (5) is fulfilled.
C. Rotating string order
A curious question is whether, in the presence of SO
melting, there exists a rotating frame of reference in
which SO is restored. Consider the case of a rotating
string operator, defined by
Rˆ
(α)
l (t) := Uˆ
†
r (t) Oˆ
(α)
l Uˆr(t) . (7)
where the rotating operator is Uˆr(t) = e
iHˆ′ot. We take
an odd Hamiltonian given by the sum of only on-site
operators, i.e. Hˆ′o =
∑
j hˆ
′
o,j, where hˆ
′
o,j has support on
the j-th site only; this requirement is crucial in order
to preserve the local structure of Oˆ
(α)
l when acting with
Uˆr(t). Eq. (7) becomes
Rˆ
(α)
l (t) = Sˆ
α
k (t)
[
k+l−1∏
n=k+1
eiπSˆ
α
n (t)
]
Sˆαk+l(t) , (8)
where Sˆαj (t) = e
−ihˆ′o,jtSˆαj e
ihˆ′o,jt. The rotating SO pa-
rameter in Eq. (8) could be measured in experiments by
applying a global spin-rotation pulse before the detec-
tion.
The introduction of the rotating SO operator (8) allows
us to show under which conditions the rotating operator
Uˆr(t) restores SO after the quench. Let us assume that
Eq. (5) does not hold, namely that there is SO melting.
If we consider for instance the situation: (i) Hˆ′o ≡ Hˆo
and (ii) [Hˆe, Hˆo] = 0, we can show that, at short times,
the time-evolved system displays rotating SO
lim
l→∞
〈Ψ(t)|Rˆ
(α)
l (t)|Ψ(t)〉 6= 0 , ∀α . (9)
In order to show this statement, we observe that
Eq. (9) is equivalent to requiring that the state
Uˆr(t)|Ψ(t)〉 = eiHˆ
′
ot e−i(Hˆe+Hˆo)t|Ψ0〉 is D2-invariant. In-
deed, an expansion at first order in time yields:
Uˆr(δt)|Ψ(δt)〉 ≃ |Ψ0〉 − i δt
[
Hˆe + Hˆo − Hˆ
′
o
]
|Ψ0〉. (10)
It follows that D2 invariance is present only if (Hˆo −
Hˆ′o)|Ψ0〉 = 0. This is clearly true in the case Hˆo = Hˆ
′
o
corresponding to hypothesis (i). Moving to second order,
we obtain:
Uˆr(δt)|Ψ(δt)〉 ≃ |Ψ0〉 − i δt Hˆe|Ψ0〉+
−
(δt)2
2
(
Hˆ2e + [Hˆe, Hˆo]
)
|Ψ0〉+ . . . .
(11)
6When [Hˆe, Hˆo] = 0, which is hypothesis (ii), the state
Uˆr(t)|Ψ(t)〉 displays SO, since D2 symmetry is fully pre-
served at all orders in t.
Conditions (i) and (ii) are thus sufficient to ensure ro-
tating SO, although they unfortunately select only a lim-
ited range of situations. A generalization of such condi-
tions would give a more comprehensive understanding of
the phenomenon of SO in a time-evolved frame. In this
paper, we do not provide a detailed analytical and nu-
merical analysis of this fact, which remains a subject of
further study.
We conclude by showing that, in the case studied nu-
merically in Sec. III B, the melting of SO along the y-axis
is not associated with the existence of SO with respect to
a rotating spin given by Sˆyj (t) = e
−iSˆxj tSˆyj e
iSˆxj t. In this
case,
Hˆo = Hˆ
′
o =
∑
n
Sˆxn,
and thus the state Uˆr(t)|Ψ(t)〉 is D2-invariant at first or-
der in t. However, [Hˆe, Hˆo] 6= 0, and in particular it can
be shown that [Hˆe, Hˆo]|ΨAKLT〉 6= 0. Using Eq. (11), one
observes that the state Uˆr(t)|Ψ(t)〉 is not D2-invariant.
This is sufficient to ensure the absence of rotating SO (9)
at finite times.
IV. PERTURBATIVE EXPANSION
A more detailed analysis of the onset of SO melting can
be achieved by considering the dynamics of the string at
short times. Here it is possible to construct a pertur-
bative expansion that we are going to compare with the
numerical simulations.
A. Expectation value in the interaction picture
In order to perform a short-time expansion, we use
the interaction picture to describe the evolution of the
state after the quench. The general description is the
following: let us consider the even Hamiltonian before
the quench Hˆ0, and its even ground state |Ψ0〉, such that
gˆ|Ψ0〉 = |Ψ0〉 ∀gˆ ∈ GD2 . The Hamiltonian which rules
the dynamics is decomposed as in Sec III A. Since we are
going to develop a perturbative treatment, it is conve-
nient to rename Hˆo = ǫVˆ , where ‖Vˆ ‖op ∼ ‖Hˆe‖op and
ǫ is a dimensionless coupling constant. Here ‖Vˆ ‖op de-
notes the operatorial norm of the operator Vˆ defined by
‖Vˆ ‖op := sup|ψ〉:〈ψ|ψ〉=1‖Vˆ |ψ〉‖. The time-evolved state
is |Ψ(t)〉 = e−iHˆt|Ψ0〉. Let Aˆ be a generic observable,
then its time evolution after the quench reads:
〈Aˆ〉(t) = 〈Ψ(t)|Aˆ|Ψ(t)〉 . (12)
Time evolution can be recast in the interaction picture:
|Ψ(t)〉I = e
iHˆet|Ψ(t)〉S , (13a)
AˆI(t) = e
iHˆet AˆS e
−iHˆet ; (13b)
where the subscripts S and I denote Schro¨dinger and
interaction pictures respectively. In the interaction pic-
ture, the wavefunction evolution can be recast in terms
of the propagator Uˆ(t), such that |Ψ(t)〉I = Uˆ(t)|Ψ(0)〉S
and defined as
Uˆ(t) =
∞∑
n=0
(−iǫ)n
∫ t
0
dτ1 . . .
∫ τn−1
0
dτn VˆI(τ1) . . . VˆI(τn) ,
(14)
where VˆI(t) = e
iHˆet Vˆ e−iHˆet is the perturbation in the
interaction picture. After Eqs. (13), the wave func-
tion in the Schro¨dinger picture reads as |Ψ(t)〉S =
e−iHˆet Uˆ(t)|Ψ(0)〉S . The subscripts S and I will be
henceforth omitted, and since at time t = 0 (before
quenching the system) the chain is in the state |Ψ0〉,
the time-evolved state becomes |Ψ(t)〉 = e−iHˆet Uˆ(t)|Ψ0〉.
The time evolution of the operator Aˆ is then given by
〈Aˆ〉(t) = 〈Ψ0|Uˆ
†(t)Aˆ(t)Uˆ(t)|Ψ0〉 , (15)
where Aˆ(t) = eiHˆet Aˆ e−iHˆet. The time integrals in
Eq. (14) are evaluated by expanding the operators as
Vˆ (t) =
∞∑
n=0
(i)
n
n!
Nˆn
(
Hˆe, Vˆ
)
tn , (16)
where Nˆn
(
Hˆe, Vˆ
)
denotes the nested commutator of
order n between Hˆe and Vˆ , i.e. Nˆ0
(
Hˆe, Vˆ
)
= Vˆ ,
Nˆ1
(
Hˆe, Vˆ
)
=
[
Hˆe, Vˆ
]
, Nˆ2
(
Hˆe, Vˆ
)
=
[
Hˆe,
[
Hˆe, Vˆ
]]
and so on. Eq. (15) represents the exact time evolution
and coupling constant dependence (embedded in Uˆ) of
the operator Aˆ. We consider a perturbation as the sum
of L on-site perturbations (which is here referred to as a
global quantum quench), L being the chain length
Vˆ =
L∑
j=1
Vˆj , (17)
where Vˆj acts on the j-th site only.
B. Quench with the XXZ Hamiltonian in a
transverse field
Using Eq. (15) we are interested in describing the evo-
lution of the expectation value of string operators along
the α-axis, highlighting the dependence on time, coupling
constant ǫ and string length:〈
Oˆ
(α)
l
〉
(t, ǫ) = 〈Ψ0| Uˆ
†(t) Oˆ
(α)
l (t) Uˆ(t) |Ψ0〉 . (18)
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FIG. 3. (Color online) Numerical simulations for the ǫ and string-length dependence of the expectation value of the string
operator. As in Fig. 1, the system is quenched with Hamiltonian (6). We use L = 60 and ∆ = 0.2. (Left) Expectation value
of the string operator along y as a function of the coupling constant at time t = 1.6 J−1 and string length l = 30 to catch bulk
value of the expectation value of the string operator, away from the thermalized region. The quadratic behavior predicted by
Eq. (22) is confirmed by the quadratic fit (solid line). A similar behavior is seen for the expectation value of the string operator
along x and z (insets). (Right) Expectation value of the string operator along y in the bulk for the perturbation as in the left
panel, at time t = 1.6 J−1 and coupling constant ǫ = 0.07. SO along y (red dots) linearly melts in l, as confirmed by the linear
fit (red straight line). This is consistent with the fact that an exponential decay is observed away from the perturbative regime.
We apply perturbation theory to the model presented in
Sec. III B. In what follows we rename by ǫ the coupling
constant bx in Eq. (6) and identify Hˆe ≡ HˆXXZ.
First, it should be observed that Eqs. (18) and (16)
imply that no SO melting arises when quenching the sys-
tem with Vˆ =
∑
i Sˆ
z
i . Since
[
HˆXXZ,
∑
i Sˆ
z
i
]
= 0, we
have that Vˆ (t) = Vˆ and Uˆ(t) = e−iǫVˆ t. Additionally,∑
i Sˆ
z
i |Ψ0〉 = 0 and thus Uˆ(t) |Ψ0〉 = |Ψ0〉, from which it
follows that
〈
Oˆ
(α)
l
〉
(t, ǫ) = 〈Ψ0| Oˆ
(α)
l (t) |Ψ0〉. The per-
turbation, in this case, does not have any effect. This is
in agreement with what is discussed by means of generic
arguments in Ref. [9] and recalled in Sec III B.
In order to gain a better insight for the case in which
the condition (5) is violated, we write explicitly the time
evolution propagator (14) up to second order in ǫ:
Uˆ(t) ≃ Iˆ− iǫ
∫ t
0
dτ Vˆ (τ)− ǫ2
∫ t
0
dτ1 Vˆ (τ1)
∫ τ1
0
dτ2 Vˆ (τ2)
≃ Iˆ− iǫ Σˆ(t)− ǫ2Dˆ(t) , (19)
where the single and double time integrals have been in-
dicated with Σˆ(t) and Dˆ(t), and are respectively given
by
Σˆ(t) =
∞∑
n=0
(i)
n Nˆn
(
Hˆe, Vˆ
)
(n+ 1)!
tn+1 , (20a)
Dˆ(t) =
∞∑
m,n=0
(i)m+n Nˆm
(
Hˆe, Vˆ
)
Nˆn
(
Hˆe, Vˆ
)
(n+ 1)!m! (n+m+ 2)
tm+n+2.
(20b)
The operator in the r.h.s. of Eq. (18) becomes
Uˆ †(t)Oˆ
(α)
l (t)Uˆ(t) ≃O
(α)
l (t)− iǫ
[
Oˆ
(α)
l (t), Σˆ(t)
]
+
+ǫ2
{
Σˆ(t)Oˆ
(α)
l (t)Σˆ(t)+
− Oˆ
(α)
l (t)Dˆ(t)− Dˆ
†(t)Oˆ
(α)
l (t)
}
,
(21)
where we introduced O
(α)
l (t) = 〈Ψ0| Oˆ
(α)
l (t) |Ψ0〉. The
key result is that the expectation value of the string op-
erator is predicted to vary as〈
Oˆ
(α)
l
〉
(t, ǫ) ≃O
(α)
l (t) + ǫ
2
〈
Σˆ(t)Oˆ
(α)
l (t)Σˆ(t)+
− Oˆ
(α)
l (t)Dˆ(t)− Dˆ
†(t)Oˆ
(α)
l (t)
〉
. (22)
The proof of Eq. (22) is postponed to the end of this
Section.
The first term in Eq. (22) represents the unperturbed
time evolution, which is the term responsible for thermal-
ization at long time and short length that we observed in
Fig. 1 and in Ref. [9]. The second term instead represents
the leading term in the coupling constant describing the
action of the odd perturbation Vˆ : it is the term which in-
troduces melting. Since this is a perturbative expansion,
it is not possible to observe the melting phenomenon as
a clear scaling
〈
Oˆ
(α)
l
〉
(t) ∼ e−l. It is however possible
to distinguish the situations in which
〈
Oˆ
(α)
l
〉
(t) depends
on l (SO melting) from those in which it does not.
Due to the nested-commutator structure arising from
the expansion, a necessary condition for SO to melt is
8that the odd perturbation must not commute with some
element of GD2 [50], i.e.[
Vˆn, e
iπSˆαn
]
6= 0 , (23)
for some α. In this case, the expectation value in Eq. (22)
depends on l and describes the onset of melting along the
α-axis. The relation between SO melting and the sym-
metry properties of the Hamiltonian was already clarified
by Eq. (5). Here, a compatible necessary condition for
SO melting is obtained from a different perspective.
However, Eq. (23) provides a novel insight: in order
to observe SO melting, the quench has to extend over
the whole chain as in Eq. (17), i.e. the quench has to be
global. This is necessary in order to ensure the mentioned
l dependence of
〈
Oˆ
(α)
l
〉
(t).
The necessary condition in Eq. (23) also clarifies the
fact that if Vˆ belongs to the Γα representation of GD2
(α = x, y, z), then SO will not melt along the α axis;
indeed, in this case, the necessary condition (23) is not
valid. This result is consistent with the numerical results
reported in Sec. III B, where we observed that a magnetic
field along x did not lead to SO melting along the x-axis.
In Eq. (22) we keep only the second-order term in ǫ and
neglect higher orders since the quadratic scaling in the
coupling constant has been numerically verified, which
tells us that the term of order ǫ2 is indeed the leading
term at small coupling constant. We show the ǫ depen-
dence in Fig. 3(left). The numerical simulations reported
in Fig. 3(right) show that for small ǫ the dependence of〈
Oˆ
(y)
l
〉
(t) on l is linear. This is consistent with the fact
that the term of order ǫ2 in Eq. (22) actually catches the
lowest-order dependence on l of SO melting.
At this stage, however, the generic structure of the
term of order ǫ2 in Eq. (22) makes the problem of ex-
tracting the explicit dependence on l quite difficult to be
tackled. We can overcome this problem by considering
small times, since in this limit we can explicitly use the
expansion as in Eqs. (20). However, since
∑
n Sˆ
α
n |Ψ0〉 = 0
for all α, we see from Eqs. (20) that we have to expand
at least to third order in time, which makes the explicit
computation of the expectation value in Eq. (22) tedious.
The proof of Eq. (22) follows below. The reader unin-
terested in the technicalities can go directly to Sec. V.
Proof of Eq. (22). Since the time evolution is due to
HˆXXZ, which is even, any even operator evolved in time
by HˆXXZ remains in the Γ0 representation of GD2 at any
time. The nested commutators Nˆm(Hˆe, Vˆ ), which ap-
pear in Eqs. (20), belong to the same GD2-representation
of Vˆ . The same is true for Σˆ(t) and [Oˆ
(α)
l (t), Σˆ(t)] (the
string operator is even). On the contrary, Dˆ(t) is even
by construction. We conclude that, for any odd pertur-
bation Vˆ , the terms in Eq. (21) proportional to an odd
power of ǫ do not belong to the Γ0 representation.
The previous discussion implies that their expectation
value over the AKLT state, which belongs to the Γ0 rep-
resentation of GD2 , vanishes. The application of an odd
operator on |Ψ0〉 yields a state which is not in the Γ0
representation. This state is orthogonal to |ΨAKLT〉 by
symmetry. For the same reason, one can generalize this
statement to any odd power of ǫ, since in the term of or-
der ǫ2k+1, with k ∈ Z, the perturbation Vˆ appears 2k+1
times. 
V. QUENCH OF THE PURE AKLT MODEL
In order to get a deeper understanding of the melting
dynamics, we now present a simplified model for which
we are able to describe the behavior of SO in time, string
length and coupling constant.
As in Sec. III A, we initialize the system in the AKLT
state |ΨAKLT〉, but now we perform a quench with the
Hamiltonian Hˆ = HˆAKLT + ǫVˆ , where Vˆ is an odd per-
turbation which violates Eq. (5). We are interested in
the short time and small coupling constant regime; note
that this does not prevent the possibility of observing the
physics related to the melting phenomenon, because it is
expected to occur at infinitesimal times.
Since the even part of the Hamiltonian is not changed
by the quench, the unperturbed evolution of
〈
Oˆ
(α)
l
〉
is
trivial, and to second order in time, following Eq. (22),
the expectation value of the string operator varies as
〈
Oˆ
(α)
l
〉
(t, ǫ) = O0 − ǫ
2 t
2
2
〈[
Vˆ ,
[
Vˆ , Oˆ
(α)
l
]]〉
, (24)
where O0 = −4/9. With this form of perturbation, the
dependence on l, embedded in Oˆ
(α)
l , can be explicitly
extracted. By using the expression of the string operator
and of the perturbation, one can expand the operator in
the expectation value appearing in Eq. (24) and separate
terms which give a dependence on the string length (fˆl)
from those which do not (fˆ0):[
Vˆ ,
[
Vˆ , Oˆ
(α)
l
]]
= fˆ0 + fˆl . (25)
It is convenient to use perturbations Gˆα =
∑
i Sˆ
γ
i Sˆ
δ
i +
Sˆδi Sˆ
γ
i , where α 6= γ 6= δ, from the orthonormal set as
in Tab. I. By applying the scheme described before, the
following analytical results have been found: if we quench
the system with Gˆα, then SO melting occurs along the
δ 6= α axes following the law
〈
Oˆ
(δ)
l
〉
(t, ǫ, l) ≃ O0 −
1
2
ǫ2t2 [X0 +X1(l − 1)] , (26)
where O0 = −4/9, X0 = −8/9 and X1 = −32/27. Con-
versely, SO along the α axis does not melt and it evolves
according to
〈
Oˆ
(α)
l
〉
(t, ǫ) ≃ O0 −
1
2
ǫ2t2Xe , (27)
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FIG. 4. (Color online) Quench of the pure AKLTmodel. Expectation value of the string operator
〈
Oˆ
(α)
l
〉
(t) for the perturbation
Gˆx =
∑
i
Sˆ
y
i Sˆ
z
i + Sˆ
z
i Sˆ
y
i at ǫ = 0.05 and chain length L = 60. (Top left) Data for α = x as a function of string length. No
dependence on the string length arises as in Eq. (27). Curves are taken at fixed t, from t = 0 (dark red uppermost curve) to
t = 0.04 J−1 (bright red lowermost curve), with time spacing ∆t = 0.004 J−1. (Top right) Data for α = x as a function of
time; curves for different l are superimposed. A quadratic scaling is observed with space-independent curvature as in Eq. (27).
(Bottom left) Data for α = y as a function of string length. A linear scaling is observed with time-dependent curvature as in
Eq. (26). (Bottom right) Data for α = y as a function of time. A quadratic scaling is observed with space-dependent curvature
as in Eq. (26). Curves are taken at fixed l, from l = 1 (dark green uppermost curve) to l = 35 (bright green lowermost curve),
with length spacing ∆l = 1. Color coding in bottom panels is the same as in upper panels.
where Xe = −32/9 (thus, it is independent of l). The
proof of Eqs. (26) and (27) is postponed to the end of
this Section. Away from the perturbative regime an ex-
ponential decay of the expectation value of the string
operator is observed (see Fig. 5). The linear dependence
on l found in Eq. (26), valid in the perturbative regime,
is thus the lowest order in l describing SO melting.
We show in Fig. 4 the results of a simulation with per-
turbation Gˆx at ǫ = 0.05. In the top panels, we dis-
play the expectation value of the string operator along x,
which is seen to evolve as a function of time and string
length according to Eq. (27), whereas the expectation
value of the string operator along z behaves as SO along
y (not shown). In the bottom panels, we plot the expec-
tation value of the string operator as in the top panels
but along the y-axis. For small time and string length,
the expectation value of the string operator along y is
numerically seen to evolve following Eq. (26).
In Fig. 5, the same simulations as in Fig. 4, up to t =
4.48 J−1, are presented. Even if the expectation value
Mˆ
(1)
0 =
Iˆ√
3
Mˆ
(1)
x = Sˆ
ySˆz Mˆ
(2)
x = Sˆ
zSˆy
Mˆ
(3)
0 =
3 SˆzSˆz−2 Iˆ√
6
Mˆ
(1)
y = Sˆ
xSˆz Mˆ
(2)
y = Sˆ
zSˆx
Mˆ
(2)
0 =
SˆxSˆx−Sˆy Sˆy√
2
Mˆ
(1)
z = Sˆ
xSˆy Mˆ
(2)
z = Sˆ
ySˆx
TABLE I. Elements of the basis B. Odd perturbations can
be chosen to be Gˆα = Mˆ
(1)
α + Mˆ
(2)
α (α 6= 0).
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FIG. 5. (Color online) Same simulation as in Fig. 4, but away from the perturbative regime. We display the long-time behavior
of the expectation value of the string operator along the x axis (top panels) and y axis (bottom panels). Curves for string
length dependence are taken from t = 0 (dark red curve, left panels) to t = 4.48 J−1 (bright red curve, left panels) by varying
∆t = 0.08 J−1 for each curve. Curves for time dependence (right panels) are taken at fixed string length each, as in Fig. 4.
Unfortunately, simulations are not able to reveal a thermalized region, due to the entanglement growth in time.
of the string operator along the x-axis is independent
of l in the bulk of the chain (no SO melting), a string-
length dependence arises for longer times at short string
length (Fig. 5, top panels) as also observed in Fig. 1,
for the model described in Sec. III A. In the present case,
our simulations are however still too short to reveal the
occurrence of a thermalized region. This is due to the
exponential increase of the von Neumann entropy in time,
which is in turn related to the bond link dimension of the
MPS representation [23].
Notice that these results also apply to the model de-
scribed in Sec. III and Sec. IV if one uses the {Gˆα} as
odd perturbations and expands for small times, since the
evolution of the expectation value of the string operator
will follow Eq. (24) also in this case, but with the only
difference that the zero-order term will not be constant
and equal to O0 but will rather vary in time because of
the change of the even part of the Hamiltonian, as in
Eq. (22). This, of course, does not affect the dependence
on l and ǫ in the thermodynamic limit; the predictions
given by Eqs. (26) and (27) also hold in this case for SO
melting described by the ǫ2 dependence. This fact has
been confirmed by numerical simulations.
A similar comparison can be done for the ǫ depen-
dence. We show in Fig. 6 numerical data of the expec-
tation value of the string operator along the x, y and z
axes when we quench with Gˆx as a function of the cou-
pling constant ǫ. We set the chain length L = 60 and
compute the expectation value of the string operator at
fixed time t = 0.04 J−1 and, to avoid border effects, we
choose l = 30 since we are interested in bulk values of the
string operator. The quadratic behavior in ǫ predicted in
Eqs. (26) and (27) is numerically confirmed, as is evident
from the picture. We also checked that the curvature,
obtained by a quadratic fit of the data, perfectly agrees
with the analytical estimates of Eqs. (26) and (27) (see
the caption to Fig. 6). The same results predicted by Eqs.
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FIG. 6. (Color online) Quench of the pure AKLT model.
Expectation value of the string operator along x-axis (red
crosses), along the y-axis (blue circles) and along the z-axis
(magenta dots, over the blue circles) as a function of the cou-
pling constant ǫ for Gˆx perturbation. In each case data are
fitted by a parabola, confirming the quadratic scaling pre-
dicted in Eqs. (26) and (27). Data are taken at fixed time
t = 0.04 J−1 and string length l = 30 with L = 60. Numeri-
cal values of the curvature extracted by the quadratic fits are:
−0.002839 (x-axis), −0.02816 (y-axis) and −0.02819 (z-axis).
These values can be compared to those predicted by Eqs. (26)
and (27) which are: −0.002844 (x-axis) and −0.02821 (y- and
z-axes). Analytical predictions are confirmed.
(26) and (27) are found if we quench with Gˆy or Gˆz, with
the difference that SO melting does not occur along the
y and z axis, respectively. This is a consequence of the
special choice of perturbations that we made. From our
data, we see that we are always in the regime such that
ǫ2t2
〈[
Vˆ ,
[
Vˆ , Oˆ
(α)
l
]]〉
. O0, which is consistent with the
fact that we are developing a perturbative expansion.
Proof of Eqs. (26) and (27). The terms arising from
the expansion of the operator in Eq. (25) which yield a
space-independent contribution are
fˆ0 =
[
Vˆk,
[
Vˆk, Sˆ
α
k
]](k+l−1∏
n=k+1
eiπSˆ
α
n
)
Sˆαk+l +
+2
[
Vˆk, Sˆ
α
k
](k+l−1∏
n=k+1
eiπSˆ
α
n
)[
Vˆk+l, Sˆ
α
k+l
]
+
+Sˆαk
(
k+l−1∏
n=k+1
eiπSˆ
α
n
)[
Vˆk+l,
[
Vˆk+l, Sˆ
α
k+l
]]
. (28)
The terms yielding a space dependence are
fˆl =2
[
Vˆk, Sˆ
α
k
]k+l−1∑
i=k+1
[
Vˆi, e
iπSˆαi
]∏
n6=i
eiπSˆ
(α)
n

 Sˆαk+l +
+2Sˆαk

k+l−1∑
i=k+1
[
Vˆi, e
iπSˆαi
]∏
n6=i
eiπSˆ
α
n

[Vˆk+l, Sˆαk+l]+
+Sˆαk

k+l−1∑
i=k+1
[
Vˆi,
[
Vˆi, e
iπSˆαi
]]∏
n6=i
eiπSˆ
α
n

 Sˆαk+l +
+Sˆαk

 k+l−1∑
i,j=k+1 : i6=j
[
Vˆi, e
iπSˆαi
]
×
×
[
Vˆj , e
iπSˆαj
] ∏
n6=i,j
eiπSˆ
α
n

 Sˆαk+l . (29)
The space dependence arises only from terms where there
is at least one sum: space dependence is a consequence
of the nonzero commutation between the perturbation
and the element of GD2 , as in Eq. (23). If [Vˆi, e
iπSˆαi ] = 0
(which is true if Vˆi belongs to the Γα 6= Γ0 representation
of the GD2), the expression in Eq. (29) is zero. No space
dependence arises and SO along the α-axis is preserved.
We can exploit the fact the AKLT state has a simple
MPS representation identified by the the set of 2× 2 real
matrices
{
A(ik)
}
to compute all expectation values of
the operators fˆ0 + fˆl using the formalism of the transfer
matrices [23] (see Appendix B).
To do this, it is convenient to introduce a set of op-
erators forming an orthonormal basis (Hilbert-Schmidt
metric) in the space of three-by-three complex matrices,
and furthermore belong to a specific representation
of GD2 . A possible orthonormal basis can be B ={
Mˆ
(1)
0 , Mˆ
(2)
0 , Mˆ
(3)
0 , Mˆ
(1)
x , Mˆ
(2)
x , Mˆ
(1)
y , Mˆ
(2)
y , Mˆ
(1)
z , Mˆ
(2)
z
}
,
where the subscript denotes the symmetry representa-
tion. The operators are shown in Tab. I. Any operator
in the Γα = Γ0,Γx,Γy,Γz representation of GD2 can be
expressed as a linear combination of operators in the
same representation. Even perturbations can be taken
to be Mˆ
(i)
0 for i = 1, 2, 3, and odd perturbations can
be Gˆα = Mˆ
(1)
α + Mˆ
(2)
α for α = x, y, z to ensure they
are Hermitian. Eqs (26) and (27) are found using the
method described in Appendix B and the scheme here
explained with perturbations as in Tab. I. 
VI. CONCLUSIONS
In this article we have presented an extensive study
of SO melting, namely of the sudden disappearance of
SO after a quantum quench. We have highlighted the
fact that non-local order can be particularly fragile in
a dynamical context, in the presence of a perturbation
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which breaks the symmetry to which SO is related. This
is qualitatively different from what would happen in the
presence of a local order parameter a´ la Landau, where
the continuity of the evolution rules out the disappear-
ance of order in an infinitesimal time
We analyzed this phenomenon by considering a quan-
tum quench in a spin-1 chain initialized in the AKLT
state. We focused on the coupling constant, time and
string-length evolution of the expectation value of the
string operator after the quench, and related the pres-
ence of SO after the quench to the symmetries of the
post-quench Hamiltonian.
In our simulations, we observed a first exponential de-
cay of the expectation value of the string operator as a
function of the string length, which we identify as the
thermalization region. This region can be followed ei-
ther by a plateau (when the system displays SO) or by a
second exponential decay. This second regime is what it
is associated to SO melting. A short-time expansion al-
lowed to predict the behavior of SO just after the quench
at short times and distances. At longer times, where
thermalization occurs, non-perturbative effects come into
play and we resorted only on the numerical results.
SO is only one of the features which characterize
the properties of one-dimensional symmetry-protected
phases of matter [6, 7]. As long as the properties of the
ground state are concerned, it is known that different
indicators, such as SO, the presence of edge modes or
the existence of degeneracies in the entanglement spec-
trum, may behave differently [6]. We leave as an open
intriguing perspective the characterization of the behav-
ior of such indicators in an out-of-equilibrium context, as
well as the extension of this discussion to higher dimen-
sions. Generally speaking, it would be interesting to as-
sess whether symmetry-protected topological phases can
disappear abruptly after a quantum quench.
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Appendix A: Proof of Eq. (5)
We consider the state |Ψ0〉 = |ΨAKLT〉 and the Hamil-
tonian Hˆe + Hˆo. We now prove that the time-evolved
state |Ψ(t)〉 = e−i(Hˆe+Hˆo)t|Ψ0〉 displays SO as defined in
Eq. (3) at infinitesimally short times if and only if Eq. (5)
is verified. For better readability, we report Eq. (5) here
below:
Hˆo
(
Hˆe
)n
|ΨAKLT〉 = 0 , ∀n ∈ N . (A1)
Proof that SO at short time implies Eq. (5). We assume
that there is a time t such that the state |Ψ(t)〉 displays
SO. Since a necessary condition for a state |Φ〉 to possess
SO is to be D2-invariant, i.e. gˆ|Φ〉 = |Φ〉, for all gˆ ∈ GD2 ,
the time-evolved state satisfies gˆ|Ψ(t)〉 = |Ψ(t)〉 ∀gˆ ∈ GD2 .
We now investigate whether the state |Ψ(t)〉 can be D2
symmetric in the presence of an odd Hamiltonian contri-
bution (Hˆo 6= 0). We consider a small-time expansion:
at first order in t one has |Ψ(t)〉 ≃ [ˆI− it(Hˆe + Hˆo)]|Ψ0〉.
Thus, |Ψ(t)〉 keeps D2 symmetry at first order in t if
Hˆo|Ψ0〉 = 0. One can generalize this by induction to any
order in t: a full series expansion of e−i(Hˆe+Hˆo)t yields
that the state |Ψ(t)〉 keeps D2 symmetry if and only if
Hˆo(Hˆe)
n
|Ψ0〉 = 0 , (A2)
for all n ≥ 0, which is indeed Eq. (5).
Since SO for |Ψ(t)〉 implies D2 invariance, it also im-
plies Eq. (5). Note that this proof is valid also for t
infinitesimal.
Proof that Eq. (5) implies SO at short time. We prove
that Eq. (5) implies that liml→∞
〈
Oˆ
(α)
l
〉
(t) is continuous
as a function of t. Note that at t = 0 this expectation
value is different from zero. This implies that there is a
finite time range where SO is present.
At first order in t one has〈
Oˆ
(α)
l
〉
(t) ≃
〈
Oˆ
(α)
l
〉
(0) + it〈Ψ0|
[
Hˆe, Oˆ
(α)
l
]
|Ψ0〉 ,
(A3)
where Hˆo is discarded because of Eq. (5) . We assume Hˆe
to be short range, i.e. Hˆe =
∑
j hˆe,j , where hˆe,j acts onm
neighboring spins, from j to j+m− 1. The commutator
[Hˆe, Oˆ
(α)
l ] acts at most on 2m neighboring spins centered
around k and k + l. This follows by explicit inspection:
recalling Eq. (2), we get
[
Hˆe, Oˆ
(α)
l
]
=
∑
j
[
hˆe,j , Sˆ
α
k
(
k+l−1∏
n=k+1
eiπSˆ
α
n
)
Sˆαk+l
]
.
(A4)
The commutator in Eq. (A4) can be expanded into a
finite number of terms, around Sˆαk and Sˆ
α
k+l, since hˆe,j
is even and commutes with the string, i.e.
[
hˆe,j ,
j+m−1∏
n=j
eiπSˆ
α
n
]
= 0 . (A5)
Because of Eq. (A5), the number of terms arising from
the expansion of Eq. (A4) is upper bounded by 2m also
in the limit l → ∞. Moreover, the operator norm of
each of these operators is bounded. It follows that the
expectation value of the operator in Eq. (A4) is bounded
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in the limit l → ∞; the first-order term in Eq. (A3) is
thus finite in the thermodynamic limit.
A higher-order expansion in time of Oˆ
(α)
l (t) yields a
series of nested commutators between Hˆe+ Hˆo and Oˆ
(α)
l
〈
Oˆ
(α)
l (t)
〉
=
∞∑
q=0
(i)
q
q!
〈
Nˆq
(
Hˆe + Hˆo, Oˆ
(α)
l
)〉
tq , (A6)
where Nˆq
(
Hˆe + Hˆo, Oˆ
(α)
l
)
denotes the nested commuta-
tor of order q between Hˆe+ Hˆo and Oˆ
(α)
l , as in Eq. (16).
Using Eq. (5) one can see that, in the expansion (A6),
only terms involving Hˆe are nonzero, and by means of
Eq. (A5) one can prove that the term of order tn con-
tributes with a finite number of terms in the expan-
sion (A6), for all n > 0, in the limit l → ∞. Thus, the
term of order n in Eq. (A6) is finite in the limit l →∞,
for all n > 0, proving that SO is well defined, at least at
short times.
This proves that Eq. (5) implies that the state |Ψ(t)〉
displays SO at short times. Note that this proof is valid
also for t infinitesimal. 
Appendix B: Computation of expectation values
Expectation values are computed thanks to the for-
malism of transfer matrices. We write the AKLT state
as [23, 38] |ΨAKLT〉 =
∑
{i} Tr
[
A(i1) . . . A(iL)
]
|i1 . . . iL〉
and define the transfer matrix for a generic on-site oper-
ator θˆ as
Eαnαn+1βnβn+1(θˆ) =
∑
in
∑
jn
A[in]αnαn+1A
[jn]
βnβn+1
θjnin ,
(B1)
where θjnin = 〈jn|θˆ|in〉. The expectation value on the
AKLT state of a generic operator Qˆ of the form Qˆ =
Bˆk
(∏i−1
n=k+1 e
iπSˆαn
)
Cˆi
(∏k+l−1
n=i+1 e
iπSˆαn
)
Dˆk+l is readily
computed by means of transfer matrices as
〈Qˆ〉 =Tr
[
E(Bˆ)Ei−k−1
(
eiπSˆ
α
)
E(Cˆ)×
× Ek+l−i−1
(
eiπSˆ
α
)
E(Dˆ)EL−l+1 (ˆI)
]
. (B2)
In the limit L→∞ the expectation value becomes
〈Qˆ〉 =
〈
1
∣∣∣E(Bˆ)Ei−k−1 (eiπSˆα) E(Cˆ)×
× Ek+l−i−1
(
eiπSˆ
α
)
E(Dˆ)
∣∣∣ 1〉 , (B3)
where the fact that E(ˆI) is Hermitian and with unitary
spectral radius was used, |1〉 being the eigenvector of E(ˆI)
with unitary eigenvalue.
Similarly, the matrices E
(
eiπSˆ
α
)
are seen to be Her-
mitian and with unitary spectral radius for all α. They
can be then written in the diagonal form E
(
eiπSˆ
α
)
=∑4
r=1 µr|φr〉〈φr | where µ1 = 1 and µr ≡ µ = −1/3 for
r > 1. By defining the coefficient
crs = 〈1|E(Bˆ)|φr〉〈φr|E(Cˆ)|φs〉〈φs|E(Dˆ)|1〉,
one can write
〈Qˆ〉 =
4∑
r,s=1
crs µ
i−k−1
r µ
k+l−i−1
s . (B4)
In our case, 〈Qˆ〉 is independent of i and tends to c11
when l→∞ since |µ| < 1 and {crs} are finite. The same
reasoning applies to the other nonlocal operators.
By using this fact, one can see that the first three terms
in Eq. (29) yield a result which scales linearly with l. The
only term which in principle can give a scaling ∼ l2 is the
last term in Eq. (29). For a specific form of perturbation
[which means that the c11 coefficient in (B4) has to be
computable for any form of Bˆ, Cˆ and Dˆ] a full, quantita-
tive prediction of the evolution of the expectation value
of string operator can be given.
[1] C. Nayak, S. H. Simon, A. Stern, M. Freedman, and S.
Das Sarma, Rev. Mod. Phys. 80, 1083 (2008).
[2] X.-G. Wen, ISRN Cond. Mat. Phys. 2013, 198710
(2013).
[3] F. D. M. Haldane, Phys. Lett. A 93, 464 (1983).
[4] F. D. M. Haldane, Phys. Rev. Lett. 50, 1153 (1983).
[5] M. den Nijs and K. Rommelse, Phys. Rev. B 40, 4709
(1989).
[6] F. Pollmann, A. M. Turner, E. Berg, and M. Oshikawa,
Phys. Rev. B 81, 064439 (2010).
[7] F. Pollmann, E. Berg, A. M. Turner, and M. Oshikawa,
Phys. Rev. B 85, 075125 (2012).
[8] T. Kennedy and H. Tasaki, Phys. Rev. B 45, 304 (1992).
[9] L. Mazza, D. Rossini, M. Endres, and R. Fazio, Phys.
Rev. B 90, 020301(R) (2014).
[10] A. Polkovnikov, K. Sengupta, A. Silva, and M. Vengalat-
tore, Rev. Mod. Phys. 83, 863 (2011).
[11] D. I. Tsomokos, A. Hamma, W. Zhang, S. Haas, and R.
Fazio, Phys. Rev. A 80, 060302(R) (2009).
[12] G. B. Hala´sz and A. Hamma, Phys. Rev. Lett. 110,
14
170605 (2013).
[13] Y. Zeng, A. Hamma, H. Fan, arXiv:1509.08613v4 (2015).
[14] G. Kells, D. Sen, J. K. Slingerland, and S. Vishveshwara,
Phys. Rev. B 89, 235130 (2014).
[15] A. Chandran, F. J. Burnell, V. Khemani, S. L. Sondhi,
J. Phys.: Condens. Matter 25, 404214 (2013).
[16] M. D. Caio, N. R. Cooper, and M. J. Bhaseen, Phys.
Rev. Lett. 115, 236403 (2015).
[17] L. D’Alessio and M. Rigol, Nat. Commun. 6, 8336 (2015).
[18] A. Russomanno and E. G. Dalla Torre, arXiv:1510.08866
(2015).
[19] L. Privitera and G. E. Santoro, arXiv:1508.01883 (2015).
[20] I. Aﬄeck, T. Kennedy, E. H. Lieb, and H. Tasaki, Phys.
Rev. Lett. 59, 799 (1987).
[21] I. Aﬄeck, T. Kennedy, E. H. Lieb, and H. Tasaki, Com-
mun. Math. Phys. 115, 477 (1988).
[22] F. Vestraete, J. J. Garc´ıa-Ripoll, and I. J. Cirac, Phys.
Rev. Lett. 93, 207208 (2004).
[23] U. Schollwo¨ck, Ann. Phys. 326, 96 (2011).
[24] T. Niemeijer, Physica 36, 377 (1967).
[25] E. Barouch and M. Dresden, Phys. Rev. Lett. 23, 114
(1969); E. Barouch, B. M. McCoy, and M. Dresden, Phys.
Rev. A 2, 1075 (1970); E. Barouch and B. M. McCoy,
Phys. Rev. A 3, 2137 (1971).
[26] M. Greiner, O. Mandel, T. Esslinger, T. W. Ha¨nsch, and
I. Bloch, Nature 415, 39 (2002).
[27] T. Sto¨ferle, H. Moritz, C. Schori, M. Ko¨hl, and T.
Esslinger, Phys. Rev. Lett. 92, 130403 (2004).
[28] C. D. Fertig, K. M. O’Hara, J. H. Huckans, S. L. Rolston,
W. D. Phillips, and J. V. Porto, Phys. Rev. Lett. 94,
120403 (2005).
[29] T. Kinoshita, T. Wenger, and D S. Weiss, Nature (Lon-
don) 440, 900 (2006).
[30] M. Gring, M. Kuhnert, T. Langen, T. Kitagawa, B.
Rauer, M. Schreitl, I. Mazets, D. A. Smith, E. Demler,
and J. Schmiedmayer, Science 337, 1318 (2012).
[31] J. Eisert, M. Friesdorf, and C. Gogolin, Nat. Phys. 11,
124 (2015).
[32] S. Trotzky, Y-A. Chen, A. Flesch, I. P. McCulloch, U.
Schollwo¨ck, J. Eisert, and I. Bloch, Nat. Phys. 8, 325
(2012).
[33] M. Cheneau, P. Barmettler, D. Poletti, M. Endres, P.
Schauss, T. Fukuhara, C, Gross, I. Bloch, C. Kollath,
and S. Kuhr, Nature (London) 481, 484 (2012).
[34] C. Senko, P. Richerme, J. Smith, A. Lee, I. Cohen, A.
Retzker, and C. Monroe, Phys. Rev. X 5, 021026 (2015).
[35] I. Cohen, P. Richerme, Z.-X. Gong, C. Monroe, and A.
Retzker, Phys. Rev. A 92, 012334 (2015).
[36] M. Endres, M. Cheneau, T. Fukuhara, C. Weitenberg, P.
Schauss, C. Gross, L. Mazza, M. C. Ban˜uls, L. Pollet, I.
Bloch, and S. Kuhr, Science 334, 200 (2011).
[37] M. Endres, M. Cheneau, T. Fukuhara, C. Weitenberg, P.
Schauß, C. Gross, L. Mazza, M. C. Ban˜uls, L. Pollet, I.
Bloch, and S. Kuhr, Appl. Phys. B 113, 27-39 (2013).
[38] A. Klu¨mper, A. Schadschneider, and J. Zittartz, Euro-
phys. Lett. 24, 293 (1993).
[39] E. G. Dalla Torre, E. Berg, and E. Altman, Phys. Rev.
Lett. 97, 260401 (2006).
[40] E. Berg, E. G. Dalla Torre, T. Giamarchi, and E. Altman,
Phys. Rev. B 77, 245119 (2008).
[41] K. Hasebe and K. Totsuka, Phys. Rev. B 84, 104426
(2011).
[42] R. W. Chhajlany, P. R. Grzybowski, J. Stasin´ska, M.
Lewenstein, and O. Dutta, arXiv:1508.00404v1 (2015).
[43] D. Pere´z-Garc´ıa, M. M. Wolf, M. Sanz, F. Verstraete,
and J. I. Cirac, Phys. Rev. Lett. 100, 167202 (2008).
[44] C. D. E. Boschi and F. Ortolani, Eur. Phys. J. B 41, 503
(2004).
[45] H. Hueda, H. Nakano, and K. Kusakabe, Phys. Rev. B
78, 224402 (2008).
[46] G. Vidal, Phys. Rev. Lett. 91, 147902 (2003).
[47] G. Vidal, Phys. Rev. Lett. 93, 040502 (2004).
[48] M. Suzuki, Prog. Theor. Phys. 56, 1454 (1976).
[49] M. Suzuki, J. Math. Phys. 32, 400 (1991).
[50] Recall that, by definition of SO [Eq. (2)] and by means of
Eqs. (20), (16) and (22), the dependence on l is embedded
in the string operator.
