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Einleitung
Nach dem Lexikon der Physik des Spektrum Verlags ist Elastizita¨t die
”
Eigenschaft fester Ko¨rper, un-
ter Zug-, Scher- oder Druckbeanspruchung ihre Form voru¨bergehend zu a¨ndern und nach Wegfall der
Belastung ihre urspu¨ngliche Gestalt wieder einzunehmen.“
Diese Definition beinhaltet auch noch visko-elastisches Verhalten. Dabei treten Hysterese-Effekte auf: Der
Ru¨ckgang der Deformation nach Belastungsende nimmt Zeit in Anspruch. In dieser Arbeit beschra¨nken
wir uns auf ideal-elastisches Verhalten (ohne Hysterese).
Wir unterscheiden in
• linear-elastisches Verhalten: Es tritt vereinfacht bei kleinen Deformationen auf und kann durch den li-
nearen Spannungs-Dehnungszusammenhang ε 7→ σ = C.ε dargestellt werden (siehe auch Hookesches
Gesetz).
• nichtlinear-elastisches Verhalten: Die Spannung ha¨ngt mittels F 7→ σ(F ) nichtlinear von der Defor-
mation ab, ein typisches Beispiel ist die Gummielastizita¨t bei gro¨ßeren Deformationen.
Wir wenden uns in dieser Arbeit dem nichtlinear-elastischen Verhalten zu, welches im Gegensatz zum
linear-elastischen Verhalten noch viele offene Fragestellungen beinhaltet. Dieser nichtlineare Fall ist mathe-
matisch zwar wesentlich komplexer, aber mit Werkzeugen der Matrix-Analysis ko¨nnen wir ihn tiefgehend
untersuchen.
Diese Arbeit untergliedert sich in zwei Teile. Der erste Teil befasst sich mit mathematischen Zusam-
menha¨ngen. Dazu werden wir in Kapitel 1 zuna¨chst grundlegende Begriffe und Notationen einfu¨hren.
Darauf aufbauend widmen wir uns im zweiten Kapitel der Matrix-Analysis. Wichtige Ergebnisse sind
hierbei besonders der Zusammenhang zwischen Koaxialita¨t und Isotropie und das Konzept der Semi-
Invertierbarkeit von isotropen Funktionen verbunden mit den Baker-Ericksen-Ungleichungen und den em-
pirischen Ungleichungen. Wir fu¨hren den Begriff der Konvexita¨t von Tensorfunktionen und der Majori-
zation ein und stellen den Zusammenhang zwischen Nullstellen und Koeffizienten von Polynomen heraus.
Letzteren verwenden wir in Kapitel 2, welches die Sum-of-Squared-Logarithms-Ungleichung behandelt.
Einen wesentlichen Anteil des Kapitels macht hierbei der Beweis der bis dato nur fu¨r n ∈ {2, 3, 4} gezeig-
ten Ungleichung aus. Zudem ordnen wir unseren Beweis in die Chronologie der bisherigen Beweisfindung
ein. Weiterhin untersuchen wir Modifikationen im Hinblick auf Bedingungen der SSLI und stellen die
Sum-of-Powered-Logarithms-Ungleichung sowie andere verwandte Ungleichungen vor.
Der zweite Teil der Arbeit bescha¨ftigt sich mit der Anwendung der im ersten Teil herausgestellten mathe-
matischen Zusammenha¨nge auf die nichtlineare Elastizita¨tstheorie. Zuna¨chst geben wir eine umfassende
Einfu¨hrung in die Modellierung elastischer Ko¨rper durch Elastizita¨tsgesetze mittels des Kraftgleichgewich-
tes nach Cauchy und u¨ber den Einsatz von Energiefunktionen. In diesem vierten Kapitel verwenden wir
unsere Vorarbeit aus Kapitel 2 und ko¨nnen dadurch die Eigenschaften nichtlinearer Elastizita¨tsgesetze
tiefergehend mathematisch untersuchen. Darunter fallen zum Beispiel Hyperelastizita¨t, Objektivita¨t und
Isotropie. Daru¨ber hinaus leiten wir die verschiedenen Spannungstensoren – Cauchy-Spannungstensor, ers-
ter und zweiter Piola-Kirchhoff-Spannungstensor und Biot-Spannungstensor – her. Wir vergleichen einige
der in dieser Arbeit verwendeten Energiefunktionen in ihrer Wirkungsweise auf einfache Beispieldeforma-
tionen und stellen diese realen Messdaten gegenu¨ber.
In Kapitel 5 stellen wir eine hinreichende Bedingung vor, unter der eine schwache Lo¨sung der Euler-
Lagrange-Gleichungen in der nichtlinearen Elastizita¨t bereits ein globaler Minimierer des zugeho¨rigen
Energiefunktionals ist. Dieses Kriterium la¨sst sich auf Energien W (F ) = Ŵ (FTF ) = Ŵ (C), welche
konvex im rechten Cauchy-Green-Tensor C = FTF sind, anwenden. Hierbei bezeichnet F den Deformati-
onsgradienten. Wir geben Beispiele solcher Energien an, die einen Blowup fu¨r detF → 0 verursachen.
In Kapitel 6 untersuchen wir die Semi-Invertierbarkeit der Darstellung σ(B) = β0 1+ β1B + β−1B−1 der
Cauchy-Spannung im Fingertensor B = FFT . Wir stellen eine konkrete Formel fu¨r die Berechnung der
Koeffizientenfunktionen β−1, β0, β1 vor. Wir betrachten Truesdells empirische Ungleichungen β−1 ≤ 0,
β0 ≤ 0, β1 > 0 und zeigen, dass die Bedingung an β0 im Hinblick auf die Semi-Invertierbarkeit keine Rele-
vanz hat. Mehr noch, dass relevante semi-invertierbare Elastizita¨tsgesetze ausschließlich die β−1-Bedingung
und β1-Bedingung erfu¨llen ko¨nnen. Wir fu¨hren eine darauf angepasste schwache Variante der emprischen
1
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Ungleichungen ein und zeigen, dass auch diese den Schluss auf die Baker-Ericksen-Ungleichungen garan-
tieren. Weiterhin nutzen wir in diesem Kapitel unsere Ergebnisse u¨ber die SSLI aus dem vorigen Kapitel
und beweisen, dass das durch W (U) = ‖logU‖2 induzierte Elastizita¨tsgesetz die schwachen empirischen
Ungleichungen erfu¨llt und somit semi-invertierbar ist. Mit diesem Resultat fu¨hren wir die Klasse der Ener-
giefunktionen vom Hencky-Typ ein und werden sehen, dass deren typische Vertreter wie die quadratische
Hencky-Energie und die Exponentiated-Hencky-Energie ebenfalls die schwachen empirischen Ungleichun-
gen erfu¨llen. Wir zeigen, dass Semi-Invertierbarkeit nicht Invertierbarkeit impliziert.
In Kapitel 7 zeigen wir, dass unter Voraussetzung des linearen Modells jede Simple-Shear-Deformation von
jedem linearen Elastizita¨tsgesetz auf eine Pure-Shear-Spannung abgebildet wird, aber im finiten Modell
jede (nichttriviale) Simple-Shear-Deformation mittels eines isotropen Elastizita¨tsgesetzes weder auf eine
Pure-Shear-Cauchy-Spannung, noch auf eine Pure-Shear-Biot-Spannung fu¨hrt. Wir pra¨sentieren mit der
linken und der rechten Finite-Simple-Shear-Deformation zwei dem Simple-Shear recht a¨hnliche Deforma-
tionen und zeigen, dass die linke Finite-Simple-Shear-Deformation einer Pure-Shear-Cauchy-Spannung,
die rechte Finite-Simple-Shear-Deformation einer Pure-Shear-Biot-Spannung entspricht. Zudem stellen
wir heraus, dass die Linearisierungen beider Finite-Simple-Shear-Deformationen die klassische Simple-
Shear-Deformation ergeben. Weiterhin untersuchen wir in diesem Kapitel Energiefunktionen, die auf Elas-
tizita¨tsgesetze fu¨hren, mit denen jede Pure-Shear-Dehnung auf eine Pure-Shear-Cauchy-Spannung bzw.
jede Pure-Shear-Dehnung auf eine Pure-Shear-Biot-Spannung abgebildet wird. Abschließend fu¨hren wir
noch die rechte und die linke Polarzerlegung des klassischen Simple-Shear-Deformationsgradienten durch.
Bisherige Publikationen
Gro¨ßere Teile dieser Arbeit wurden bisher in wissenschaftlichen Zeitschriften vero¨ffentlicht oder sind zur
Vero¨ffentlichung aktzeptiert. Dies betrifft:
• F. Dannan, P. Neff und C. Thiel.
”
On the sum of squared logarithms inequality and related inequa-
lities“. Journal of Mathematical Inequalities (2015). open access, available at arXiv:1411.1290.
• L. Borisov, P. Neff, S. Sra und C. Thiel.
”
The sum of squared logarithms inequality in arbitrary
dimensions“. to appear in Linear Algebra and its Applications (2016). preprint available at ar-
Xiv:1508.04039. doi: 10.1016/j.laa.2016.06.026.
• D. Y. Gao, P. Neff, I. Roventa und C. Thiel.
”
On the convexity of nonlinear elastic energies in
the right Cauchy-Green tensor“. to appear in Journal of Elasticity (2016). preprint available at
arXiv:1508.05721.
Weiterhin sind noch Publikationen in Arbeit, welche die noch nicht eingereichten neu untersuchten Teile
dieser Arbeit betreffen:
• C. Thiel, R. J. Martin, P. Neff.
”
Generalizations of the empirical inequalities“
• C. Thiel, R. J. Martin, P. Neff.
”
Shear – Pure and Simple“
2
Teil I.
Mathematische Zusammenha¨nge
3
1. Grundlagen
In diesem Kapitel fu¨hren wir zuna¨chst grundlegende mathematische Begriffe und Aussagen ein. Dies soll
dazu dienen, dem Leser die Notation der folgenden Kapitel vorzustellen.
1.1. Matrizen und Skalarprodukte
Definitionen 1.1.1. Sei A = (aij)i,j∈{1,...,n} ∈ Kn×n eine quadratische n× n Matrix u¨ber einem Ko¨rper
K ∈ {C,R} mit
A =
a11 . . . a1n... ...
an1 . . . ann
 . (1.1.1)
Wir bezeichnen die Summe der Hauptdiagonalelemente von A als die Spur von A, geschrieben
tr(A) :=
n∑
i=1
aii . (1.1.2)
Die Matrix A heißt spurfrei, wenn tr(A) = 0 gilt.
Die Determinante von A definieren wir u¨ber die sogenannte Leibniz-Formel
detA :=
∑
σ∈Sn
(
sgn(σ)
n∏
i=1
ai,σ(i)
)
(1.1.3)
und wird als Summe u¨ber alle Permutationen σ der symmetrischen Gruppe Sn berechnet. Hierbei bezeich-
nen wir mit sgn(σ) das Signum der Permutation σ.1
Die zu A transponierte Matrix, geschrieben AT ∈ Kn×n, definieren wir als
AT =
a11 . . . an1... ...
a1n . . . ann
 . (1.1.4)
So ergibt sich die transponierte Matrix aus A durch Spiegelung ihrer Elemente an der Hauptdiagonalen
a11, a22, . . . , ann.
Wir bezeichnen A als symmetrisch, wenn AT = A, als schiefsymmetrisch wenn AT = −A gilt.
So ko¨nnen wir A in einen symmetrischen Anteil sym(X) und einen schiefsymmetrischen Anteil skew(X)
aufteilen mittels
sym(A) :=
1
2
(A+AT ) und skew(A) :=
1
2
(A−AT ) . (1.1.5)
Den deviatorischen Anteil devn(A) (spurfreie Anteil) von A definieren wir als
devn(A) := A− 1
n
tr(X) · 1 . (1.1.6)
1Das Signum einer Permutation σ ist 1, falls sie gerade ist und −1, falls sie ungerade ist
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Hierbei bezeichnen wir mit 1 die Einheitsmatrix.
Die Einheitsmatrix ist eine Diagnonalmatrix mit Einsen auf der Hauptdiagonalen, allgemein definieren wir
eine Diagnonalmatrix mit Hauptdiagonalelementen α1, . . . , αn mittels
diag(α1, . . . , αn) := (cij)i,j∈{1,...,n} mit cii = αi und cij = 0 fu¨r i 6= j . (1.1.7)
Proposition 1.1.2. Die Determinante det : Rn×n → R ist
i) multilinear in ihren Zeilen bzw. Spalten,
ii) alternierend in ihren Zeilen bzw. Spalten,
iii) normiert, d.h. det(1) = 1.
Hierbei betrachten wir die Determinante als Abbildung det :
n mal︷ ︸︸ ︷
Rn × . . .× Rn → R mit den Zeilen bzw.
Spalten als Argument. Dann bedeuten die Bedingungen i) und ii):
i) Fu¨r alle v1, . . . , vn, w ∈ Rn und λ, µ ∈ R gilt
det(v1, . . . , λvi + µw, . . . , vn) = λ det(v1, . . . , vi, . . . , vn) + µdet(v1, . . . , w, . . . , vn) .
ii) Fu¨r alle v1, . . . , vn, v ∈ Rn gilt
det(v1, . . . , v, . . . , v, . . . , vn) = 0 ,
d.h. sind zwei Zeilen oder zwei Spalten gleich, so ist die Determinante Null.
Bemerkung 1.1.3. Erfu¨llt eine Abbildung f : Rn × . . . × Rn → R die Bedingungen i) und ii), so gilt
f(X) = det(X) · f(1). Somit ist det schon eindeutig u¨ber i), ii) und iii) festgelegt.2
Folgerung 1.1.4. Fu¨r alle A,B ∈ Rn×n gilt det(AB) = det(A) det(B).
Beweis. Fu¨r beliebiges aber festes B ∈ Rn×n definieren wir die Abbildung f(X) = det(XB). Sei a·i die
i-te Zeile von A, dann ist a·iB die i-te Zeile von AB, so ha¨ngt jede Zeile von AB auf gleiche Weise linear
von der jeweiligen Zeile von A ab. Somit ist f multilinear und alternierend und wir ko¨nnen mittels der
vorigen Bemerkung schließen
det(AB) = f(A) = det(A) · f(1) = det(A) det(B) . 
Lemma 1.1.5. Seien A,B ∈ Rn×n. Dann gilt tr(AB) = tr(BA).
Beweis. Die Multiplikation C = AB ist definiert u¨ber cij =
∑n
k=1 aik bkj , also cii =
∑n
k=1 aik bki. Wir
erhalten
tr(AB) =
n∑
i=1
n∑
k=1
aik bki =
n∑
k=1
n∑
i=1
bki aki = tr(BA) . 
Folgerung 1.1.6. Die Spur ist invariant gegenu¨ber zyklischen Vertauschungen, d.h. fu¨r A1, . . . , Ar ∈ Rn×n
gilt tr(A1 ·A2 · . . . ·Ar) = tr(Ar ·A1 ·A2 · . . . ·Ar−1) = tr(Ar−1 ·Ar ·A1 · . . . ·Ar−2) = . . . = tr(A2 · . . . ·Ar ·A1) .
Definition 1.1.7. Sei U ⊆ Rn×n ein Untervektorraum der reellen n×n-Matrizen. Eine Abbildung Φ: U →
Rn×n nennt sich linear, wenn fu¨r alle A,B ∈ Rn×n und α ∈ R gilt
Φ(A+B) = Φ(A) + Φ(B) und Φ(αA) = αΦ(A) . (1.1.8)
Bemerkung 1.1.8. Die beiden Eigenschaften der Linearita¨t lassen sich a¨quivalent vereinen zu:
Φ(αA+ βB) = αΦ(A) + β Φ(B) fu¨r alle α, β ∈ R und alle A,B ∈ U . (1.1.9)
2Na¨heres hierzu in Bosch [13, S. 140].
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Lemma 1.1.9. Die Spurabbildung tr ist linear.
Beweis. Fu¨r alle X,Y ∈ Rn×n und α, β ∈ R gilt
tr(αX + βY ) =
n∑
i=1
(αX + βY )ii = α
n∑
i=1
xii + β
n∑
i=1
yii = α tr(X) + β tr(Y ) . 
Proposition 1.1.10. Sei U ⊆ Rn×n ein Untervektorraum der n×n-Matrizen. Dann sind die Abbildungen
sym, skew,devn : U → Rn×n linear.
Beweis. Fu¨r alle X,Y ∈ U und α, β ∈ R gilt
sym(αX + βY ) =
1
2
((αX + βY ) + (αX + βY )T )
=
1
2
(αX + βY + αXT + βY T ) = α sym(X) + β sym(Y ) ,
skew(αX + βY ) =
1
2
((αX + βY )− (αX + βY )T )
=
1
2
(αX + βY − αXT − βY T ) = α skew(X) + β skew(Y ) ,
devn(αX + βY ) = (αX + βY )− 1
n
tr(αX + βY ) · 1
= αX + βY − 1
n
(α tr(X) · 1 + β tr(Y ) · 1) = α devn(X) + β devn(Y ) . 
Proposition 1.1.11. Sei M ⊆ Rn×n eine isotrope Menge. Dann sind die Abbildungen sym, skew,devn : M→
Rn×n isotrop.3
Beweis. Fu¨r alle X ∈ Rn×n und Q ∈ O(n) gilt
sym(QTXQ) =
1
2
((QTXQ) + (QTXQ)T )
=
1
2
(QTXQ+QTXTQ) = QT sym(X)Q ,
skew(QTXQ) =
1
2
((QTXQ)− (QTXQ)T )
=
1
2
(QTXQ−QTXTQ) = QT skew(X)Q ,
devn(Q
TXQ) = (QTXQ)− 1
n
tr(QTXQ) · 1
= QTXQ− 1
n
tr(QQTX) ·QT1Q = QT devn(X)Q . 
Definition 1.1.12. Sei V ein komplexer Vektorraum. Wir nennen die Abbildung 〈·, ·〉 : V × V → R ein
Skalarprodukt , wenn fu¨r alle u, v, w ∈ V und alle α ∈ R die folgenden vier Bedingungen gelten. 〈·, ·〉 ist . . .
i) linear im ersten Argument : 〈u+ v, w〉 = 〈u,w〉+ 〈v, w〉 und 〈αu, v〉 = α〈u, v〉 .
ii) semilinear im zweiten Argument : 〈u, v + w〉 = 〈u, v〉+ 〈u,w〉 und 〈u, αv〉 = α〈u, v〉 .
iii) hermitesch: 〈u, v〉 = 〈v, u〉 .
iv) positiv definit : 〈u, u〉 ≥ 0 mit 〈u, u〉 = 0 genau dann, wenn u = 0 .
Hierbei bezeichnet x fu¨r jedes x ∈ C die komplex Konjugierte von x.
Gelten i) und ii), so sagen wir auch, 〈·, ·〉 ist sesquilinear.
3siehe auch Definition 2.5.1
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Definition 1.1.13. Sei V ein reeller Vektorraum. Wir nennen die Abbildung 〈·, ·〉 : V × V → R ein
Skalarprodukt, wenn fu¨r alle u, v, w ∈ V und alle α ∈ R die folgenden drei Bedingungen gelten. 〈·, ·〉 ist . . .
i) linear im ersten Argument : 〈u+ v, w〉 = 〈u,w〉+ 〈v, w〉 und 〈αu, v〉 = α〈u, v〉 .
ii) symmetrisch: 〈u, v〉 = 〈v, u〉 .
iii) positiv definit : 〈u, u〉 ≥ 0 mit 〈u, u〉 = 0 genau dann, wenn u = 0 .
Aufgrund der Symmetrie ist die Linearita¨t im ersten Argument a¨quivalent zur Linearita¨t in beiden Argu-
menten.
Definition 1.1.14. Sei V ein reeller oder komplexer Vektorraum mit Skalarprodukt 〈·, ·〉. Wir nennen
u, v ∈ V orthogonal, geschrieben u ⊥ v, wenn 〈u, v〉 = 0 gilt.
Fu¨r V = Rn ko¨nnen wir als Summe u¨ber die komponentenweise Multiplikation ein Skalarprodukt, das
Standardskalarprodukt, ausdru¨cken:
Definition 1.1.15. Das Standardskalarprodukt 〈·, ·〉 : Rn × Rn → R ist definiert als
〈u, v〉 :=
n∑
i=1
uivi .
Hierbei bezeichnen u1, . . . , un ∈ R die Komponenten von u und v1, . . . , vn ∈ R die Komponenten von v.
Bemerkung 1.1.16. Wir verwenden fu¨r das Standardskalarprodukt dieselbe Notation wie fu¨r das allge-
meine Skalarprodukt in Definition 1.1.13. Immer, wenn wir in dieser Arbeit ohne zusa¨tzliche Bezeichnung
vom Skalarprodukt sprechen, meinen wir das Standardskalarprodukt.
Definition 1.1.17. Sei V ein reeller Vektorraum. Wir nennen die Abbildung ‖·‖ : V → R eine Norm,
wenn fu¨r alle u, v ∈ V und α ∈ R die folgenden drei Bedingungen gelten.
i) Definitheit: Aus ‖u‖ = 0 folgt u = 0 .
ii) absolute Homogenita¨t: Es gilt ‖α · u‖ = |α| · ‖u‖ .
iii) Subadditivita¨t: Es gilt die Dreiecksungleichung ‖u+ v‖ ≤ ‖u‖+ ‖v‖ .
Bemerkung 1.1.18. Aus ii) folgt mit α = 0 und i) die A¨quivalenz ‖u‖ = 0⇔ u = 0. Setzen wir v = −u
in iii) und nutzen zudem i), so erhalten wir die Nichtnegativita¨t der Norm ‖u‖ ≥ 0.
Lemma 1.1.19. Jedes Skalarprodukt auf einem rellen Vektorraum 〈·, ·〉 : V ×V → R induziert eine Norm
‖·‖ : V → R, die sogenannte Skalarproduktnorm durch ‖u‖ := √〈u, u〉.
Definition 1.1.20. Das Standardskalarprodukt induziert die euklidsche Norm ‖·‖ : Rn → R mit ‖u‖ :=√
u21 + . . . u
2
n.
Proposition 1.1.21. Jede durch ein Skalarprodukt induzierte Norm auf den reellen n×n-Matrizen erfu¨llt
die Cauchy-Schwarz-Ungleichung
|〈X,Y 〉| ≤ ‖X‖ · ‖Y ‖ fu¨r alle X,Y ∈ Rn×n . (1.1.10)
Beweis. Fu¨r X = 0 oder Y = 0 ist die Gleichung trivial. Sei also ohne Einschra¨nkung X 6= 0 und Y 6= 0.
Dann gilt mit den Eigenschaften von Skalarprodukt und Norm
0 ≤ 〈 X‖X‖ ∓
Y
‖Y ‖ ,
X
‖X‖ ∓
Y
‖Y ‖ 〉
= 〈 X‖X‖ ,
X
‖X‖ 〉 ∓ 2 〈
Y
‖Y ‖ ,
Y
‖Y ‖ 〉+ 〈
Y
‖Y ‖ ,
Y
‖Y ‖ 〉
=
1
‖X‖2 〈X,X〉 ∓
2
‖X‖ · ‖Y ‖ 〈X,Y 〉+
1
‖Y ‖2 〈Y, Y 〉
= 2∓ 2‖X‖ · ‖Y ‖ 〈X,Y 〉 ,
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was a¨quivalent zu ±〈X,Y 〉 ≤ ‖X‖ · ‖Y ‖ ist. Nun ist |〈X,Y 〉| = 〈X,Y 〉 oder |〈X,Y 〉| = −〈X,Y 〉. In beiden
Fa¨llen gilt die Aussage. 
Definition 1.1.22. Seien A,B ∈ Rn×n. Wir sagen, dass A und B miteinander kommutieren, wenn
AB = BA gilt.
1.2. Differenzierbarkeit
Definition 1.2.1. Seien V und W endlichdimensionale, normierte, reelle Vektrorra¨ume und Ω ⊆ V eine
offene Menge. Wir bezeichnen eine Funktion f : Ω → W als differenzierbar an der Stelle x ∈ Ω, falls es
eine lineare Abbildung T von Ω nach W , und eine Funktion R : V →W mit limh→0 R(h)‖h‖ = 0 gibt, sodass
f(x+ h) = f(x) + T.h+R(h) fu¨r alle x ∈ Ω und alle h ∈ V mit ‖h‖  1
gilt. Die lineare Abbildung T : Ω→W nennen wir dann die Ableitung von f an der Stelle x und bezeich-
nen sie mit Df [x]. Ist f an allen Stellen x ∈ Ω differenzierbar, so bezeichnen wir f als differenzierbar und
die Abbildung Df : Ω → L(V,W ) mit x 7→ Df [x] als ihre Ableitungsfunktion. Ist die Ableitungsfunktion
zudem stetig, so schreiben wir f ∈ C1(Ω,W ). La¨sst sich die Ableitungsfunktion wieder stetig differen-
zieren und sich dieser Prozess insgesamt k-mal iteriert durchfu¨hren, so bezeichnen wir f als k-mal stetig
differenzierbar. La¨sst er sich beliebig oft durchfu¨hren, so bezeichnen wir f als unendlich oft differenzierbar.
Die Menge aller k-mal stetig differenzierbaren Funktionen bezeichnen wir mit Ck(Ω,W ), die Menge aller
unendlich differenzierbaren Funktionen mit C∞(Ω,W ). Im Falle von W = R schreiben wir auch kurz
Ck(Ω) fu¨r k ∈ N ∪ {∞}.
Die Anwendung eines Vektors v ∈ V auf Df [x] nennen wir die Richtungsableitung von f in x in v-Richtung,
die sich ebenso4 per Differentialquotient bestimmt la¨sst, als
Df [x].v = lim
t→0
f(x+ t · v)− f(x)
t
. (1.2.1)
Ist V = Rn mit der kanonischen Basis aus Einheitsnormalenvektoren e1, . . . , en, so nennen wir die Rich-
tungsableitungen in deren Richtung die partiellen Ableitungen von f an der Stelle x, geschrieben
∂f
∂xi
(x) = Df [x].ei . (1.2.2)
Ist V = Rn×n, so besteht die kanonische Basis aus ei ⊗ ej fu¨r i, j ∈ {1, . . . , n} und wir erhalten die
partiellen Ableitungen
∂f
∂xij
(x) = Df [x].(ei ⊗ ej) . (1.2.3)
Im Falle von V = Rn und W = Rm ko¨nnen wir die Ableitung von f : Ω→ Rm an der Stelle x ∈ Ω ⊂ Rn
h 7→ Df [x].h (1.2.4)
auch als Matrizenmultiplikation von Df [x] mit h auffassen. Hierfu¨r stellen wir Df [x] als m× n-Matrix
Df [x] :=

∂f1
∂x1
(x) . . . ∂f1∂xn (x)
...
...
∂fn
∂x1
(x) . . . ∂fn∂xn (x)
 (1.2.5)
dar, die wir als Jacobi-Matrix bezeichnen.
4wie kurze Umformung von f(x+ t · v) = f(x) + Df [x].(t v) +R(t · v) und Grenzu¨bergang zeigt.
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Ist f : Ω → W zweimal stetig differenzierbar, so ist die partielle Ableitung ∂f∂xi selbst wieder eine stetig
differenzierbare Funktion Ω → W und fu¨r ihre Ableitung gilt ∂2f∂xi∂xj := ∂∂xi ∂∂xj f = ∂∂xj ∂∂xi f .5 Diesen
Umstand nutzen wir fu¨r die folgende Definition:
Definition 1.2.2. Sei α := (α1, . . . , αn) ∈ Nn0 ein Multiindex mit |α| := α1 + . . . αn und f eine |α|-mal
stetig differenzierbare Funktion, dann bezeichnen wir die partielle Ableitung nach α mit
Dαf :=
∂|α|f
∂xαii . . . ∂x
αn
n
. (1.2.6)
Definition 1.2.3. Fu¨r Ω ⊆ Rn bezeichnen wir den Gradienten von f : Ω→ R mit
∇f :=

∂f
∂x1
...
∂f
∂xn
 . (1.2.7)
Fu¨r Ω ⊆ Rn×n bezeichnen wir den Gradienten von f : Ω→ R mit
∇f :=

∂f
∂x11
. . . ∂f∂x1n
...
...
∂f
∂xn1
. . . ∂f∂xnn
 . (1.2.8)
Sei V allgemein ein endlichdimensionaler, normierter, reeller Vektorraum, dann nennen wir den Operator
∇ : Ck+1(V,R)→ Ck(V, V ) Nabla-Operator.
Bemerkung 1.2.4. Der Gradient von f ist fu¨r jedes x ∈ Ω ⊆ V eindeutig dadurch bestimmt, dass er
〈∇f(x), h〉 = Df [x].h fu¨r alle h ∈ V (1.2.9)
erfu¨llt.
Definition 1.2.5. Fu¨r Ω ⊆ Rn bezeichnen wir die Divergenz von f : Ω→ Rn mit
div f :=
∂f1
∂x1
+
∂f2
∂x2
+ . . .+
∂fn
∂xn
. (1.2.10)
Fu¨r Ω ⊆ Rn bezeichnen wir die Divergenz von f : Ω→ Rn×n mit
div f :=

∂f11
∂x1
+ ∂f12∂x2 + . . .+
∂f1n
∂xn
...
∂fn1
∂x1
+ ∂fn2∂x2 + . . .+
∂fnn
∂xn
 , (1.2.11)
und a¨quivalent, indem wir f zeilenweise durch f1, . . . , fn ausdru¨cken,
div f :=
div f1...
div fn
 . (1.2.12)
Den Operator div : Ck+1(Rn,Rn)→ Ck(Rn,R) bzw. div : Ck+1(Rn,Rn×n)→ Ck(Rn,Rn) nennen wir den
Divergenz-Operator.
5Die Vertauschbarkeit der Reihenfolge der partiellen Ableitungen erfolgt wegen der Stetigkeit der partiellen Ableitungen
aus dem Satz von Schwarz
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Definition 1.2.6. Fu¨r Ω ⊂ Rn bezeichnen wir die Divergenz des Gradienten von f : Ω→ R mit
∆f := div(∇f) =
n∑
i=1
∂2f
∂x2i
. (1.2.13)
Den Operator ∆: Ck+2(Rn,R)→ Ck(Rn,R) nennen wir den Laplace-Operator.
Bemerkung 1.2.7. Hat eine Funktion mehrere Argumente, so ko¨nnen wir auch partiell nach einzelnen
mittels ∂, ∇, div oder ∆ ableiten, indem wir die anderen Argumente festhalten und die Funktion als
Funktion nur in dem einen Argument nach Definition ableiten. So ist beispielsweise fu¨r f mit (a, b, c) 7→
f(a, b, c) dann ∂f∂a (auch geschrieben als Da) oder auch ∇af , diva f , ∆af mo¨glich.
Bemerkung 1.2.8. Fu¨r ein Vektorfeld f bezeichnen wir div f auch als Quellendichte von f .
Ein Skalarfeld u bezeichnen wir auch als Potential und ∆u als Quellendichte des Potentials u.
Ohne Beweis stellen wir fest:
Proposition 1.2.9. Die Ableitungsoperatoren D, div, ∆ und ∇ sind linear.
Proposition 1.2.10 (Produktformel). Seien V,W Vektorra¨ume und Ω ⊆ V eine offene Menge. Dazu
seien differenzierbare Skalarfelder u, v : Ω → R und ein differenzierbares Vektorfeld f : Ω → W gegeben.
Dann gilt
div(uf) = 〈∇u, f〉+ u div f .
Sind u und v sogar zweimal differenzierbar, so gilt
∆(uv) = u∆v + 2 〈∇u,∇v〉+ v∆u .
Beweis. Nachrechnen ergibt
div(uf) =
n∑
i=1
∂(ufi)
∂xi
=
n∑
i=1
( ∂u
∂xi
fi +
∂fi
∂xi
u
)
=
n∑
i=1
∂u
∂xi
fi + u
n∑
i=1
∂fi
∂xi
= 〈∇u, f〉+ u div f
und
∆(uv) =
n∑
i=1
∂2(uv)
∂x2i
=
n∑
i=1
( ∂u
∂xi
v +
∂v
∂xi
u
)
=
n∑
i=1
( ∂2u
∂x2i
v +
∂u
∂xi
∂v
∂xi
+
∂2v
∂x2i
u+
∂u
∂xi
∂v
∂xi
)
= u∆v + 2 〈∇u,∇v〉+ v∆u . 
Definition 1.2.11 (A¨ußeres Normalenfeld). Sei V ein Vektorraum, Ω ⊆ V eine offene Menge und A ⊆
Ω eine kompakte Teilmenge mit glattem Rand. Wir nennen das Vektorfeld n : ∂A → V das a¨ußeres
Normalenfeld von A, wenn fu¨r jedes x ∈ ∂A der Vektor n(x) orthogonal und nach außen gerichtet zur
Tangentialebene in x an ∂A ist. Dann nennen wir n(x) a¨ußeren Normalenvektor an ∂A in x.
Definition 1.2.12. Sei Ω ⊆ Rn ein Gebiet. Wir nennen eine Funktion ψ : Ω→ Rn eine Testfunktion auf
Ω, wenn sie unendlich oft differenzierbar ist und einen kompakten Tra¨ger6 in Ω besitzt, d.h. außerhalb
einer kompakten Menge null ist.
Die Menge aller Testfunktionen bildet mit Addition und Skalarmultiplikation einen Vektorraum, den wir
mit
C∞0 (Ω) := {ψ ∈ C∞(Ω) | supp(ψ) ⊂ Ω ist kompakt}
bezeichnen.
6Wir bezeichnen den Tra¨ger mit supp(ψ) := {x ∈ Ω | ψ(x) 6= 0}.
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Lemma 1.2.13 (Gaußscher Integralsatz). Sei Ω ⊆ Rn eine offene Menge und A ⊆ Ω eine kompakte
Teilmenge mit glattem Rand. Dazu sei f : Ω→ V ein stetig diffenzierbares Vektorfeld. Dann gilt∫
∂A
〈 f(x) , n(x) 〉dS(x) =
∫
A
div f(x) dx .
Hierbei ist n(x) der a¨ußere Normalenvektor an ∂A in x.
Beweis. Siehe Heuser [38, Abschnitt 210]. 
Beispiel 1.2.14 (Wa¨rmeleitungsgleichung). Sei Ω ⊆ R3 eine offene Menge und u : Ω × R → R ein
zeitabha¨ngiges Skalarfeld. Es dru¨ckt u(x, t) die Temperatur am Ort x zum Zeitpunkt t aus. Wir fordern
aufgrund von physikalischen Erwa¨gungen:
∂
∂t
∫
A
u(x)dx︸ ︷︷ ︸
zeitliche Ableitung der Gesamtmenge
= −
∫
∂A
〈−∇xu, n〉︸ ︷︷ ︸
Ausfluss
dS fu¨r alle A ⊆ Ω
Aufgrund von∫
A
ut(x)dx =
∂
∂t
∫
A
u(x)dx und −
∫
∂A
〈−∇xu, n〉dS =
∫
A
∆xu(x)dx
gilt damit ∫
A
ut(x)dx =
∫
A
∆xu(x)dx fu¨r alle A ⊆ Ω .
Dies impliziert genau die sogenannte Wa¨rmeleitungsgleichung
ut = ∆xu . (1.2.14)
Es gibt mehrere Formeln, die Greensche Formeln genannt werden. Zwei von ihnen, die wir in dieser Arbeit
verwenden werden, stellen wir nun vor.
Lemma 1.2.15 (Greensche Formel). Sei Ω ⊆ Rn eine offene Menge und A ⊆ Ω eine kompakte Menge
mit glattem Rand. Zudem sei f : Ω→ Rn eine stetig differenzierbare Funktion, dann gilt∫
∂A
fi(x)ni(x) dS(x) =
∫
A
∂f
∂xi
(x) dx . (1.2.15)
Seien u, v : Ω→ R zweimal stetig differenzierbare Skalarfelder, dann gilt∫
A
(
f(x) ∆g(x) − g(x) ∆f(x))dx = ∫
∂A
(
f
(
Dg[x].n(x)
) − g(Df [x].n(x)) )dx . (1.2.16)
Beweis. Die Formel (1.2.15) ergibt sich direkt aus dem Gaußschen Integralsatz angewendet auf g : Ω→ Rn
mit gi ≡ fi und gj ≡ 0 fu¨r j 6= i.
Zum Beweis von Formel (1.2.16):
Sei F := f ∇g − g∇f , dann ist
divF = div(f ∇g − g∇f) = f div(∇g)− g div(∇f) = f ∆g − g∆f .
Somit gilt fu¨r alle x ∈ ∂A
〈F (x) , n(x) 〉 = 〈 f(x)∇g(x)− g(x) · ∇f(x) , n(x) 〉
= f〈∇g(x), n(x)〉 + g〈∇f(x) , n(x) 〉
= f(x) ·Dg[x].n(x) + g(x) ·Df [x].n(x) .
Mit Lemma 1.2.13 folgt nun die Aussage. 
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In diesem Kapitel der Matrix-Analysis werden erste relevante Ergebnisse dieser Arbeit erzielt. Wir erar-
beiten verschiedene mathematische Aussagen, welche die Basis fu¨r die folgenden Kapitel bilden. Dabei
ist besonderes Augenmerk auf den Zusammenhang zwischen Koaxialita¨t und Isotropie, sowie das Konzept
der Semi-Invertierbarkeit von isotropen Funktionen verbunden mit den Baker-Ericksen-Ungleichungen und
den empirischen Ungleichungen zu legen. Diese Vorarbeit beno¨tigen wir in Kapitel 6, in welchem wir dies
auf hyperelastische Elastizita¨tsgesetze anwenden. Außerdem fu¨hren wir den Begriff der Konvexita¨t von
Tensorfunktionen ein, die grundlegend fu¨r Kapitel 5 ist. Sowohl die Majorization als auch der Zusammen-
hang zwischen Nullstellen und Koeffizienten von Polynomen sind wichtige Bausteine fu¨r die Arbeit mit
der Sum-of-Squared-Logarithms-Ungleichung, die wir in Kapitel 3 thematisieren.
2.1. Mengen auf Rn×n
Definitionen 2.1.1. Die Menge der reellen n × n-Matrizen mit Determinante ungleich Null bilden mit
der Matrizenmultiplikation eine Gruppe. Wir bezeichnen sie mit
GL(n) := {X ∈ Rn×n | detX 6= 0} ,
der allgemeinen linearen Gruppe, der Gruppe der regula¨ren, also invertierbaren Matrizen.
Eine Untergruppe hiervon wird durch die Menge der Matrizen mit positiver Determinante
GL+(n) := {X ∈ Rn×n | detX > 0}
und von GL+(n) durch die Menge der Matrizen mit Determiante gleich 1 gebildet:
SL(n) := {X ∈ Rn×n | detX = 1} .
Letztere nennen wir auch die spezielle lineare Gruppe.
Ebenfalls eine Untergruppe von GL(n) wird durch die Menge aller orthogonalen Matrizen gebildet. Wir
bezeichen sie mit
O(n) := {X ∈ Rn×n | XTX = 1} ,
der Gruppe der Drehspiegel- und Drehmatrizen. Die Determinante ihrer Elemente ist −1 fu¨r die Drehspie-
gelmatrizen und +1 fu¨r die Drehmatrizen.
Eine Untergruppe sowohl von SL(n) als auch von O(n) wird durch die Menge aller Drehmatrizen gebildet.
Wir bezeichnen sie mit
SO(n) := {X ∈ Rn×n | XTX = 1 , detX = 1} .
Die Menge der symmetrischen n× n-Matrizen bezeichnen wir mit
Sym(n) := {X ∈ Rn×n | XT = X} ,
die Menge der schiefsymmetrischen n× n-Matrizen bezeichnen wir mit
so(n) := {X ∈ Rn×n | XT = −X} .
Die Menge der spurfreien n× n-Matrizen bezeichnen wir mit
sl(n) := {X ∈ Rn×n | tr(X) = 0} .
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Sym(n), so(n) und sl(n) bilden zusammen mit der Matrizenmultiplikation jeweils keine Gruppe.1 Aber sie
sind alle Untervektorra¨ume des Rn×n.
Die Teilmenge von Sym(n) der positiv definiten symmetrischen Matrizen2, die wir mit
Sym+(n) := {X ∈ Rn×n | XT = X , 〈v,Xv〉 > 0 ∀v ∈ Rn}
bezeichnen, ist allerdings kein Untervektorraum des Rn×n.
Bemerkung 2.1.2. Insgesamt gelten folgende Teilmengenbeziehungen:
SO(n) ⊆ SL(n) ⊆ GL
+(n)
O(n)
⊆ GL(n) ⊆ Rn×n , (2.1.1)
sowie
Sym+(n) ⊆ GL
+(n) ⊆ GL(n)
Sym(n)
⊆ Rn×n und so(n) ⊆ sl(n) ⊆ Rn×n . (2.1.2)
Proposition 2.1.3. Die Menge GL(n) liegt dicht in Rn×n, d.h. fu¨r jedes A ∈ Rn×n existiert eine Folge
(An)n∈N mit An ∈ GL(n), die gegen A konvergiert.
Beweis. Sei n ∈ N, dann ist 1n genau dann Eigenwert von A, wenn det(A − 1n · 1) = 0 ist. Hat A einen
kleinsten Eigenwert λ˜ gro¨ßer Null, wa¨hle n0 >
1
λ˜
, ansonsten wa¨hle n0 = 1. Dann gilt det(A− 1n ·1) 6= 0 fu¨r
alle n ≥ n0. Damit ist An invertierbar fu¨r alle n ≥ n0. Zudem ist limn→∞‖An − A‖ = limn→∞ 1n‖1‖ =
0. 
Folgerung 2.1.4. Fu¨r V ∈ {R,Rn,Rn×n} seien f, g : Rn×n × . . . × Rn×n → V stetige Funktionen. Gilt
f(X) = g(X) fu¨r alle X ∈ GL(n)× . . .×GL(n), so folgt f = g.
Proposition 2.1.5. Seien p1, . . . , pn die Spaltenvektoren von P ∈ Rn×n. Dann ist P ∈ O(n) genau dann,
wenn
〈pi, pj〉 =
{
1 fu¨r i = j ,
0 fu¨r i 6= j
fu¨r alle i, j ∈ {1, . . . , n}.
Beweis. Nach Definition der Matrizenmultiplikation gilt (PTP )ij =
∑n
k=1 pki pkj = 〈pi, pj〉. 
Proposition 2.1.6. Fu¨r alle P ∈ Rn×n ist PTP = 1 a¨quivalent zu PPT = 1.
Beweis. Gilt PPT = 1 oder PTP = 1, so ist detP · detPT = 1, also detP 6= 0. Somit ist P invertierbar
und Links- und Rechtsinverses sind identisch. 
Proposition 2.1.7. Sei X ∈ Rn×n. Dann ist
i) symX ∈ Sym(n) ,
ii) skewX ∈ so(n) ,
iii) devnX ∈ sl(n) ,
iv) devn symX ∈ Sym(n) ∩ sl(n) ,
v) X = symX + skewX = devn symX + skewX +
1
n tr(symX) · 1 .
1Als Beispiele betrachten wir
(
1 0
0 0
)
︸ ︷︷ ︸
∈Sym(2)
·
(
1 1
1 1
)
︸ ︷︷ ︸
Sym(2)
=
(
1 1
0 0
)
︸ ︷︷ ︸
6∈Sym(2)
und
(
0 −1
1 0
)2
︸ ︷︷ ︸
∈so(2)
= −1︸︷︷︸
6∈sl(2)
(mit so(2) ⊆ sl(2)).
2So ist 1 ∈ Sym+(n), aber −1 · 1 6∈ Sym+(n)
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Beweis. Fu¨r alle X ∈ Rn×n gilt
i) (symX)T = 12 (X
T +X) = symX ,
ii) (skewX)T = 12 (X
T −X) = − 12 (X −XT ) = −(skewX) ,
iii) tr devn(X) = tr
(
X − 1n tr(X) · 1
)
= trX − 1n tr(tr(X) · 1) = trX − 1n n tr(X) = 0 ,
iv) (devn symX)
T =
(
symX − 1n tr(X) · 1
)T
= (symX)T − 1n tr(X) · 1T = devn symX ,
v) X = X +
1
2
XT − 1
2
XT =
1
2
(X +XT ) +
1
2
(X −XT ) = symX + skewX
= symX − 1
n
tr(symX) · 1 + 1
n
tr(symX) · 1 + skewX
= devn symX +
1
n
tr(symX) · 1 + skewX . 
2.1.1. Operatoren auf Rn×n
Definition 2.1.8. Sei A ∈ Rn×n und sei Aij ∈ R(n−1)×(n−1) fu¨r i, j ∈ {1, . . . , n} die Matrix, die aus A
durch Streichung ihrer i-ten Zeile und j-ten Spalte hervorgeht. Wir bezeichnen a˜ij als die Kofaktoren von
A, wenn gilt
a˜ij = (−1)i+j det(Aij) . (2.1.3)
Die Matrix aller Kofaktoren bezeichnen wir als Kofaktor von A, geschrieben
Cof(A) := (a˜ij)i,j∈{1,...,n} . (2.1.4)
Fu¨r n = 3 gilt
Cof(A) :=
a22 a33 − a23 a32 a23 a31 − a21 a33 a21 a32 − a22 a31a32 a13 − a33 a12 a33 a11 − a31 a13 a31 a12 − a32 a11
a12 a23 − a13 a22 a13 a21 − a11 a23 a11 a22 − a12 a21
 , (2.1.5)
bzw. za¨hlen wir die Indizes modulo 3, so gilt fu¨r die Komponenten
(Cof A)ij = ai+1,j+1 ai+2,j+2 − ai+1,j+2 ai+2,j+1 . (2.1.6)
Proposition 2.1.9. Fu¨r eine offene Menge Ω ⊆ Rn sei f : Ω→ Rn ein zweimal differenzierbares Vektor-
feld. Dann ist der Kofaktor der Ableitungsmatrix von f divergenzfrei. Fu¨r n = 3 bedeutet dies
div
(
Cof(Df [x])
)
= div Cof

∂f1
∂x1
(x) ∂f1∂x2 (x)
∂f1
∂x3
(x)
∂f2
∂x1
(x) ∂f2∂x2 (x)
∂f2
∂x3
(x)
∂f3
∂x1
(x) ∂f3∂x2 (x)
∂f3
∂x3
(x)
 =
00
0
 fu¨r alle x ∈ Ω . (2.1.7)
Beweis. Wir fu¨hren den Beweis zur Veranschaulichung fu¨r n = 3 durch Nachrechnen. Unter Za¨hlung der
Indizes modulo 3 erhalten wir
(Cof Df)ij =
∂fi+1
∂xj+1
∂fi+2
∂xj+2
− ∂fi+1
∂xj+2
∂fi+2
∂xj+1
.
Dies fu¨hrt auf die partiellen Ableitungen
∂
∂xj
(Cof Df)ij =
∂2fi+1
∂xj+1∂xj
∂fi+2
∂xj+2
− ∂
2fi+1
∂xj+2∂xj
∂fi+2
∂xj+1
+
∂fi+1
∂xj+1
∂2fi+2
∂xj+2∂xj
− ∂fi+1
∂xj+2
∂2fi+2
∂xj+1∂xj
.
Die Divergenz bestimmt sich nun zeilenweise fu¨r alle i ∈ {1, . . . , n} zu
div(Cof Df)i,· =
n∑
j=1
∂
∂xj
(Cof Df)ij = 0 ,
wie einfaches Nachrechnen besta¨tigt. 
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Das Vektor- oder Kreuzprodukt ist eine Abbildung von n−1 Vektoren eines n-dimensionalen Vektorraums
in denselben. Fu¨r den Rn definieren wir
Definition 2.1.10. Das Vektor- oder Kreuzprodukt × : Rn·(n−1) → Rn mit (v1, . . . , vn−1) 7→ v1 × v2 ×
. . .× vn−1 ist definiert als
v1 × v2 × . . .× vn−1 :=
n∑
i=1
ei · det(ei|v1|v2| . . . |vn−1) . (2.1.8)
Bemerkung 2.1.11. Im Fall n = 3 la¨sst sich das Kreuzprodukt direkt angeben. Es ist fu¨r u, v ∈ R3u1u2
u3
×
v1v2
v3
 =
u2v3 − u3v2u3v1 − u1v3
u1v2 − u2v1
 . (2.1.9)
Proposition 2.1.12. Fu¨r alle Einheitsvektoren ei ∈ Rn mit i ∈ {1, . . . , n} gilt
〈ei, v1 × v2 × . . .× vn〉 = det(ei|v1|v2| . . . |vn−1) . (2.1.10)
Beweis. Es ist
〈ei, v1 × v2 × . . .× vn〉 = 〈 ei ,
n∑
j=1
ej · det(ej |v1|v2| . . . |vn−1) 〉 = det(ei|v1|v2| . . . |vn−1) ,
da 〈ej , ei〉 = 0 fu¨r j 6= i und 〈ej , ei〉 = 1 fu¨r j = i. 
Folgerung 2.1.13. Fu¨r alle A ∈ Rn×n gilt
〈a1 , a2 × . . .× an〉 = detA , (2.1.11)
wobei a1, . . . , an die Spalten von A sind.
Beweis. Sei a1 = α1e1 + . . .+ αnen mit α1, . . . , αn ∈ R. Linearita¨t von Skalarprodukt und Determinante
liefert
〈a1, a2 × . . .× an〉 =
n∑
i=1
αi〈ei , a2 × . . .× an〉
=
n∑
i=1
αi det(ei|a2 × . . .× an) = detA . 
Das Kreuzprodukt ist orthogonal zu all seinen Argumenten:
Folgerung 2.1.14. Seien v1, . . . , vn−1 ∈ Rn. Dann ist 〈vi, v1× . . .× vn−1〉 = 0 fu¨r alle i ∈ {1, . . . , n− 1}.
Beweis. Mit dem Wissen, dass die Determinante einer Matrix mit zwei identischen Spalten null ist, sehen
wir leicht:
〈vi, v1 × . . .× vn−1〉 = det(vi|v1| . . . |vn−1) = 0 . 
Proposition 2.1.15. Fu¨r alle A ∈ Rn×n und v1, . . . , vn−1 ∈ Rn gilt
Av1 ×Av2 × . . .×Avn−1 = (Cof A)(v1 × v2 × . . . vn−1) . (2.1.12)
Beweis. Wir definieren die stetigen Abbildungen F ,G : Rn×n → R mit
F(A) := Av1 ×Av2 × . . .×Avn−1 und G(A) := (Cof A)(v1 × v2 × . . . vn−1) .
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Fu¨r alle A ∈ GL(n) gilt
F(A) = Av1 ×Av2 × . . .×Avn−1
=
n∑
i=1
ei det(ei|Av1| . . . |Avn−1)
=
n∑
i=1
ei det(A) · det(A−1ei|v1| . . . |vn−1)
=
n∑
i=1
ei detA 〈A−1ei , v1 × . . .× vn−1〉
=
n∑
i=1
ei 〈(Cof A)T ei , v1 × . . .× vn−1〉
=
n∑
i=1
ei 〈ei , (Cof A)(v1 × . . .× vn−1)〉
= (Cof A)(v1 × . . .× vn−1) = G(A) .
Mit Folgerung 2.1.4 folgt F(A) = G(A) fu¨r alle A ∈ Rn×n. 
Bemerkung 2.1.16. Fu¨r u, v ∈ R3 und A ∈ R3×3 gilt Au×Av = (Cof A)(u× v).
Proposition 2.1.17. Die Determinantenabbildung det : Rn×n → R ist differenzierbar, ihre Ableitung ist
die Kofaktorabbildung, d.h. es gilt fu¨r alle A ∈ Rn×n
D det(A) = Cof(A) = (a˜ij)i,j∈{1,...,n} mit a˜ij = (−1)i+jMij . (2.1.13)
Hierbei bezeichnet Mij den i-j-ten Minor von A: Die Determinante der Matrix, die aus A durch Streichung
der i-ten Zeile und j-ten Spalte hervorgeht. Wir nennen die a˜ij die Kofaktoren von A, die Matrix (a˜ij) ist
die Kofaktormatrix Cof A (oder kurz: der Kofaktor von A).
Beweis. Die Determinantenabbildung det : Rn×n → R ist ein Polynom in den Komponenten ihres Argu-
ments und somit differenzierbar. Fu¨r ihre partiellen Ableitungen betrachten wir die Taylorentwicklung in
A in Richtung ei⊗ej , nutzen die Linearita¨t der Determinante aus und entwickeln in einem zweiten Schritt
nach Laplace in der j-ten Spalte:
det(A+ t · ei ⊗ ej) = det

a11 . . . a1,j−1 a1j a1,j+1 . . . a1n
...
...
...
...
...
ai1 . . . ai,j−1 aij + t ai,j+1 . . . ain
...
...
...
...
...
an1 . . . an,j−1 anj an,j+1 . . . ann

= detA+ det

a11 . . . a1,j−1 0 a1,j+1 . . . a1n
...
...
...
...
...
ai1 . . . ai,j−1 t ai,j+1 . . . ain
...
...
...
...
...
an1 . . . an,j−1 0 an,j+1 . . . ann

= det(A) + a˜ij · t .
Insgesamt ergibt sich also ∂ det∂aij (A) = a˜ij und damit D det(A) = Cof(A). 
Proposition 2.1.18. Sei A ∈ Rn×n. Dann gilt
A · Cof(A)T = detA · 1 .
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Beweis. Fu¨r beliebig vorgegebene i, j ∈ {1, . . . , n} sei B ∈ Rn×n mit
B :=

a11 a12 . . . ann
...
...
...
ai1 ai2 . . . ain
...
...
...
ai1 ai2 . . . ain
...
...
...
an1 an2 . . . ann

← i-te Zeile
← j-te Zeile
die Matrix, die aus A durch Ersetzen der j-ten Zeile durch die i-te Zeile entsteht. Fu¨r i = j ist B = A
und somit detB = detA. Fu¨r i 6= j hat B zwei identische Zeilen, die Eigenschaft des Alternierens der
Determinante liefert detB = 0.
In jedem Fall sind alle Elemente von B in der i-ten Zeile zu denen von A identisch, d.h. bik = aik fu¨r alle
k ∈ {1, . . . , n}. Fu¨r die Kofaktoren von B in der i-ten Zeile kommt die spezielle Konstruktion zum Tragen:
Es gilt b˜ik = a˜jk fu¨r alle k ∈ {1, . . . , n}.
Wir berechnen die Determinante von B durch Entwicklung in der i-ten Zeile:
detB =
n∑
k=1
bik b˜ik =
n∑
k=1
aika˜jk = (A · Cof AT )ij .
Somit ist (A · Cof AT )ij = detA fu¨r i = j und (A · Cof AT )ij = 0 fu¨r i 6= j.
Da i, j beliebig gewa¨hlt waren, erhalten wir A · Cof(A)T = detA · 1. 
Folgerung 2.1.19. Sei A ∈ GL(n). Dann gilt
Cof A = detA ·A−T . (2.1.14)
Folgerung 2.1.20. Fu¨r alle Drehmatrizen Q ∈ SO(n) gilt Cof Q = Q und fu¨r alle Drehspiegelmatrizen
Q ∈ O(n) \ SO(n) gilt Cof(Q) = −Q.
Beweis. Sei Q ∈ O(n), dann gilt QCof(Q)T = det(Q) · 1, also Cof(Q)T = det(Q) ·QT und damit
Cof(Q) = det(Q) ·Q . 
Definition 2.1.21. Wir nennen eine Matrix A ∈ Rn×n regula¨r oder invertierbar, wenn es eine Matrix
B ∈ Rn×n gibt, fu¨r die AB = BA = 1 erfu¨llt ist. Wir nennen B dann die Inverse von A.
Proposition 2.1.22. Seien A,B ∈ Rn×n mit AB = 1. Dann gilt BA = 1.
Beweis. Es ist B = B · 1 = B(AB) = (BA)B. Wegen der Eindeutigkeit des Einselements3 gilt damit
BA = 1. 
Bemerkung 2.1.23. Mit Proposition 2.1.22 reicht AB = 1 aus, um nachzuweisen, dass B zu A invers
ist.
Proposition 2.1.24. Eine Matrix A ∈ Rn×n ist genau dann invertierbar, wenn detA 6= 0 gilt.
Beweis. Mit detA 6= 0 und Proposition 2.1.18 gilt A · Cof(A)TdetA = 1, damit ist A−1 := Cof(A)
T
detA die Inverse
von A.
Mit der Existenz von A−1 gilt 1 = det1 = det(A ·A−1) = det(A) · det(A−1), also detA 6= 0. 
3Seien 11 und 12 Einselemente, dann gilt 11 = 1112 = 12.
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Folgerung 2.1.25. Ist A ∈ GL(n), dann ko¨nnen wir die Inverse von A mittels Determinante und Kofaktor
bestimmen:
A−1 =
1
detA
· Cof(A)T . (2.1.15)
Bemerkung 2.1.26. Die Transponierte der Kofaktormatrix Cof(A)T wird auch Adjunkte genannt.
Proposition 2.1.27. Die Spurabbildung tr : Rn×n → R ist differenzierbar, ihre Ableitung ist die Identita¨t,
d.h. es gilt D tr(A) = 1 fu¨r alle A ∈ Rn×n.
Beweis. Die Spurabbildung tr : Rn×n → R ist ein Polynom in den Komponenten ihres Arguments und so-
mit differenzierbar. Fu¨r ihre partiellen Ableitungen betrachten wir die Taylorentwicklung in A in Richtung
ei ⊗ ej , nutzen die Linearita¨t der Spur aus:
tr(A+ t · ei ⊗ ej) = tr(A) + t · tr(ei ⊗ ej) ,
und damit ∂ tr∂aij (A) = 1 fu¨r i = j und
∂ tr
∂aij
(A) = 0 fu¨r i 6= j, was auf D tr(A) = 1 fu¨hrt. 
Proposition 2.1.28. Seien A,B ∈ Rn×n. Dann gilt Cof(AB) = Cof(A) Cof(B).
Beweis. Wir definieren die stetigen Abbildungen F ,G : Rn×n × Rn×n → Rn×n mit
F(A,B) := Cof(AB) und G(A,B) := Cof(A) Cof(B) .
Fu¨r alle A,B ∈ GL(n) ist auch AB ∈ GL(n) und es gilt mit Folgerung 2.1.25 und dem Determinanten-
produktsatz
F(A,B) = Cof(AB) = det(AB)(AB)−T = det(A) det(B)A−T B−T
= det(A)A−T · det(B)B−T = Cof(A) Cof(B) = G(A,B) .
Mit Folgerung 2.1.4 folgt F(A) = G(B) fu¨r alle A ∈ Rn×n. 
Folgerung 2.1.29. Seien A ∈ Rn×n und Q ∈ O(n). Dann gilt
Cof(QA) = detQ ·Q Cof(A) und Cof(AQ) = detQ · Cof(A)Q . (2.1.16)
Beweis. Die Aussage folgt direkt aus der vorangegangenen Proposition und Folgerung 2.1.20, welches
Cof(Q) = detQ ·Q sicherstellt. 
Folgerung 2.1.30. Die Kofaktorabbildung ist isotrop4, d.h. fu¨r A ∈ Rn×n und Q ∈ O(n) gilt
Cof(QAQT ) = Q Cof(A)QT . (2.1.17)
2.2. Frobenius-Skalarprodukt und Frobeniusnorm
Fassen wir den Rm×n als Rm·n auf, so ist das folgende Frobenius-Skalarprodukt identisch mit dem Stan-
dardskalarprodukt und wird deshalb auch so genannt:
Definition 2.2.1. Das Frobenius-Skalarprodukt 〈·, ·〉 : Rm×n × Rm×n → R ist definiert als
〈A,B〉 :=
m∑
i=1
n∑
j=1
aij bij . (2.2.1)
Bemerkung 2.2.2. Fassen wir den Rm×n als Rm·n auf, so ist das Frobenius-Skalarprodukt identisch mit
dem Standardskalarprodukt und wird deshalb ebenfalls im Rm×n als Standardskalarprodukt bezeichnet.
4siehe auch Definition 2.5.1
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Folgerung 2.2.3. Seien A,B ∈ Rm×n. Fu¨r das Frobenius-Skalarprodukt gilt 〈A,B〉 = tr(ATB).
Beweis. Ist C := ATB, so ist cjj =
∑m
i=1 aij bij . Damit erhalten wir
trATB =
n∑
j=1
cjj =
n∑
j=1
m∑
i=1
aij bij =
m∑
i=1
n∑
j=1
aij bij = 〈A,B〉 . 
Proposition 2.2.4. Fu¨r alle A,B ∈ Rm×n, X ∈ Rm×m und Y ∈ Rn×n gilt
〈XA,B〉 = 〈A,XTB〉 und 〈AY,B〉 = 〈A,BY T 〉 . (2.2.2)
Beweis. Wir rechnen unter Zuhilfenahme von Folgerung 2.2.3 nach. Es ist
〈XA,B〉 = tr((XA)TB) = tr(ATXTB) = 〈A,XTB〉 .
Unter Ausnutzer der Invarianz der Spur unter zyklischen Vertauschungen gilt zudem
〈AY,B〉 = tr((AY )TB) = tr(Y TATB) = tr(ATBY T ) = 〈A,BY T 〉 . 
Folgerung 2.2.5. Fu¨r alle A,B ∈ Rm×n, Q ∈ O(m) und R ∈ O(n) gilt
〈QA,QB〉 = 〈AR,BR〉 = 〈A,B〉 . (2.2.3)
Folgerung 2.2.6. Fu¨r alle A,B ∈ Rn×n, Q ∈ O(n) gilt
〈QTAQ,QTBQ〉 = 〈A,B〉 . (2.2.4)
Proposition 2.2.7. Gegeben sei eine symmetrische spurfreie Matrix X ∈ Sym(n)∩sl(n), eine schiefsym-
metrische Matrix Y ∈ so(n) und eine Diagonalmatrix mit identischen Eintra¨gen Z ∈ R · 1. Dann sind X,
Y und Z paarweise orthogonal.
Beweis. Wir haben X,Y, Z ∈ Rn×n mit
XT = X , tr(X) = 0 , Y T = −Y und Z = λ · 1
fu¨r ein λ ∈ R. Dann ist
〈X,Y 〉 = 〈Y,X〉 = tr(Y TX) = tr(−Y XT ) = − tr(XTY ) = −〈X,Y 〉 ,
〈Y, Z〉 = tr(Y Tλ · 1) = tr(−Y λ · 1) = − tr((λ · 1)TY ) = −〈Z, Y 〉 = −〈Y, Z〉
und
〈Z,X〉 = tr((λ · 1)TX) = λ tr(X) = 0 .
Somit muss 〈X,Y 〉 = 〈Y,Z〉 = 〈Z,X〉 = 0 gelten. 
Proposition 2.2.8. Es ist Rn×n = (Sym(n) ∩ sl(n))⊕ so(n)⊕ R · 1 .
Beweis. Sei X ∈ (Sym(n) ∩ sl(n)) ∩ so(n), dann gilt XT = X, trX = 0 und XT = −X, also X = −X
und damit X = 0.
Sei X ∈ so(n) ∩ R · 1, dann gilt XT = −X und X = λ · 1, also X = λ · 1 = λ1T = XT = −X und damit
X = 0.
Sei X ∈ (sym(n) ∩ sl(n)) ∩ R · 1, also XT = X, trX = 0 und X = λ · 1, also 0 = trX = n · λ und damit
λ = 0, was X = 0 impliziert.
Wir haben in Proposition 2.1.7 gesehen, dass sich jedes X ∈ Rn×n aufspalten la¨sst in
X = devn symX︸ ︷︷ ︸
∈Sym(n)∩sl(n)
+ skewX︸ ︷︷ ︸
∈so(n)
+
1
n
tr(symX) · 1︸ ︷︷ ︸
∈R·1
, (2.2.5)
somit gilt Rn×n = (Sym(n) ∩ sl(n))⊕ so(n)⊕ R · 1 
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Bemerkung 2.2.9. Wir ko¨nnen also jedes X ∈ Rn×n eindeutig in der Form (2.2.5) aufspalten.
Proposition 2.2.10. Seien Ui ⊆ Rn×n mit Rn×n =
⊕n
i=1 Ui gegeben. Dann gilt fu¨r alle X,Y ∈ Rn×n
mit X =
∑n
i=1Xi, sowie Y =
∑n
i=1 Yi und Xi, Yi ∈ Ui
〈X,Y 〉 =
n∑
i=1
〈Xi, Yi〉 . (2.2.6)
Beweis. Mit der Linearita¨t des Skalarproduktes und dem Umstand, dass 〈A,B〉 = 0 fu¨r alle A ∈ Ui und
B ∈ Uj mit i 6= j, gilt
〈X,Y 〉 = 〈
n∑
i=1
Xi,
n∑
i=1
Yi 〉 =
n∑
i,j=1
〈Xi, Yj〉 =
n∑
i=1
〈Xi, Yi〉+
n∑
i 6=j
〈Xi, Yj〉︸ ︷︷ ︸
=0
=
n∑
i=1
〈Xi, Yi〉 . 
Dies gibt uns die Mo¨glichkeit der Zerlegung des Frobenius-Skalarproduktes fu¨r quadratische Matrizen in
spurfreien Anteil und Spuranteil bzw. in spurfrei symmetrischen Anteil, schiefsymmetrischen Anteil und
Spuranteil:
Folgerung 2.2.11. Fu¨r alle X,Y ∈ Rn×n gilt
〈X,Y 〉 = 〈devnX,devn Y 〉+ 1
n
tr(X) tr(Y ) (2.2.7)
= 〈devn symX,devn symY 〉+ 〈skewX, skew Y 〉+ 1
n
tr(X) tr(Y ) . (2.2.8)
Beweis. Aus
X = devn symX︸ ︷︷ ︸
∈Sym(n)∩sl(n)
+ skewX︸ ︷︷ ︸
∈so(n)
+
1
n
tr(symX) · 1︸ ︷︷ ︸
∈R·1
,
folgt
〈X,Y 〉 = 〈devnX,devn Y 〉+ 〈 1
n
tr(X) · 1 , 1
n
tr(Y ) · 1 〉
= 〈devn symX,devn symY 〉+ 〈skewX, skew Y 〉+ 〈 1
n
tr(X) · 1, 1
n
tr(Y ) · 1 〉 .
Und mit der Linearita¨t des Skalarproduktes gilt
〈 1
n
tr(X) · 1, 1
n
tr(Y ) · 1 〉 = 1
n2
tr(X) tr(Y ) · 〈1,1〉 = 1
n
tr(X) tr(Y ) . 
Die Zerlegung in den spurfreien symmetrischen Anteil, den schiefsymmetrischen Anteil und den Spuranteil
〈X,Y 〉 = 〈devn symX,devn symY 〉+ 〈skewX, skew Y 〉+ 1
n
tr(X) tr(Y )
gibt uns noch die Mo¨glichkeit der Gewichtung:
Proposition 2.2.12. Die Abbildung 〈·, ·〉µ,µc,κ : Rn×n × Rn×n → R mit µ, µc, κ ∈ R+ und
〈A,B〉µ,µc,κ := µ〈devn symA,devn symB〉+ µc〈skewA, skewB〉+
κ
2
tr(A) tr(B) . (2.2.9)
bildet ein Skalarprodukt auf Rn×n. Wir nennen sie das gewichtete isotrope Skalarprodukt.
Beweis. Wir zeigen, 〈·, ·〉µ,µc,κ ist symmetrisch, linear und positiv definit.
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i) Die Symmetrie folgt direkt aus der Symmetrie des Frobenius-Skalarproduktes und der Kommutati-
vita¨t der Multiplikation:
〈Y,X〉µ,µc,κ = µ〈devn symY,devn symX〉+ µc〈skew Y, skewX〉+
κ
2
tr(Y ) · tr(X)
= µ〈devn symX,devn symY 〉+ µc〈skewX, skew Y 〉+ κ
2
tr(X) · tr(Y ) = 〈X,Y 〉µ,µc,κ
ii) Aufgrund der Symmetrie reicht es, die Linearita¨t nur im ersten Argument zu zeigen. Sie folgt direkt
aus der Linearita¨t von dev, sym, skew, tr und des Frobenius-Skalarproduktes:
〈αX + βZ, Y 〉µ,µc,κ
= µ〈devn sym(αX + βZ),devn sym(Y )〉+ µc〈skew(αX + βZ), skew(Y )〉+ κ
2
tr(αX + βZ) · tr(Y )
= µ(α〈devn symX,devn symY 〉+ β〈devn symZ,devn symY 〉)
+ µc(α〈skewX, skew Y 〉+ β〈skewZ, skew Y 〉)
+
κ
2
(α tr(X) · tr(Y ) + β tr(Z) · tr(Y ))
= α〈X,Y 〉µ,µc,κ + β〈Z, Y 〉µ,µc,κ
iii) Zur positiven Definitheit : Es ist
〈X,X〉µ,µc,κ = µ 〈devn symX,devn symX〉︸ ︷︷ ︸
≥0
+µc 〈skewX, skewX〉︸ ︷︷ ︸
≥0
+
κ
2
tr(X)2︸ ︷︷ ︸
≥0
,
somit 〈X,X〉µ,µc,κ ≥ 0 fu¨r alle X ∈ Rn×n. Zudem folgt aus X = 0 offenkundig 〈X,X〉µ,µc,κ = 0. Ist
anderseits 〈X,X〉µ,µc,κ = 0, so muss aufgrund der positiven Definitheit des Frobenius-Skalarproduktes
devn symX = 0, skewX = 0 und tr(X) = 0 gelten. Nun folgt sym(X) = devn sym(X)+
1
n tr(X)·1 =
0, also X = sym(X) + skew(X) = 0.

Proposition 2.2.13. Fu¨r alle A,B ∈ Rn×n und Q ∈ O(n) gilt
〈QTAQ,QTBQ〉µ,µc,κ = 〈A,B〉µ,µc,κ . (2.2.10)
Beweis. Wir nutzen die Definition des gewichteten, isotropen Skalarproduktes, verwenden die Isotropie
von sym, devn, skew und tr. Schließlich stellen wir die Identita¨t mit Folgerung 2.2.6 her:
〈QTXQ,QTY Q〉µ,µc,κ
= µ〈devn sym(QTXQ),devn sym(QTY Q)〉+ µc〈skew(QTXQ), skew(QTY Q)〉+ κ
2
tr(QTXQ) tr(QTY Q)
= µ〈QT devn sym(X)Q,QT devn sym(Y )Q〉+ µc〈QT skew(X)Q,QT skew(Y )Q〉+ κ
2
tr(X) tr(Y )
= µ〈devn symX,devn symX〉+ µc〈skewX, skewX〉+ κ
2
tr(X) tr(Y )
= 〈X,Y 〉µ,µc,κ . 
Proposition 2.2.14. Seien X,Y ∈ Rn×n und C : Rn×n → Rn×n eine lineare Abbildung mit
C.X := µ devn symX + µc skewX +
κ
2
tr(X) · 1 . (2.2.11)
Dann ist 〈X,Y 〉µ,µc,κ = 〈C.X, Y 〉 .
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Beweis. Es gilt sowohl
〈devn symX,Y 〉 = 〈devn symX,devn symY 〉+ 〈 devn symX︸ ︷︷ ︸
∈Sym(n)∩sl(n)
,
1
n
tr(symY ) · 1︸ ︷︷ ︸
∈R·1
〉
︸ ︷︷ ︸
=0
+ 〈 devn symX︸ ︷︷ ︸
∈Sym(n)∩sl(n)
, skew Y︸ ︷︷ ︸
∈so(n)
〉
︸ ︷︷ ︸
=0
als auch
〈skewX,Y 〉 = 〈skewX, skew Y 〉+ 〈skewX︸ ︷︷ ︸
∈so(n)
, symY︸ ︷︷ ︸
∈Sym(n)
〉
︸ ︷︷ ︸
=0
und damit
〈C.X, Y 〉 = 〈µdevn symX + µc skewX + κ
2
tr(x) · 1, Y 〉
= µ〈devn symX,Y 〉+ µc〈skewX,Y 〉+ κ
2
tr(X) · 〈1, Y 〉
= µ〈devn symX,devn symY 〉+ µc〈skewX, skew Y 〉+ κ
2
tr(X) · tr(Y )
= 〈X,Y 〉µ,µc,κ . 
Proposition 2.2.15. Seien X,Y ∈ Rn×n. Dann gilt fu¨r λ2 = κ2 − µn :
〈X,Y 〉µ,µc,κ = µ〈symX, symY 〉+ µc〈skewX, skew Y 〉+
λ
2
tr(X) · tr(Y ) . (2.2.12)
Beweis. Es ist
〈symX, symY 〉 = 〈devn symX + 1
n
tr(symX) · 1,devn symY + 1
n
tr(symY ) · 1〉
= 〈devn symX,devn symY 〉+ 1
n2
tr(symX) tr(symY ) 〈1,1〉︸ ︷︷ ︸
=n
+
1
n
tr(symX) 〈1,devn symY 〉︸ ︷︷ ︸
=tr(devn symY ))=0
+
1
n
tr(symY ) 〈devn symX,1〉︸ ︷︷ ︸
=tr(devn symX))=0
= 〈devn symX,devn symY 〉+ 1
n
tr(X) tr(Y )
also
〈X,Y 〉µ,µc,κ = µ〈devn symX,devn symY 〉+ µc〈skewX, skew Y 〉+
κ
2
tr(X) · tr(Y )
= µ〈symX, symY 〉 − µ
n
tr(X) tr(Y ) + µc〈skewX, skew Y 〉+ κ
2
tr(X) · tr(Y )
= µ〈symX, symY 〉+ µc〈skewX, skew Y 〉+ λ
2
tr(X) · tr(Y )
mit
λ
2
=
κ
2
− µ
n
. 
Definition 2.2.16. Das Frobenius-Skalarprodukt induziert die Frobeniusnorm fu¨r quadratische Matrizen
‖·‖ : Rn×n → R mit ‖A‖ :=
√
trATA.
Bemerkung 2.2.17. Somit entspricht das Quadrat der Frobeniusnorm einer Matrix der Summe der
quadrierten Elemente der Matrix, d.h.
‖A‖2 =
n∑
i=1
n∑
j=1
a2ij . (2.2.13)
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Wir erinnern uns an die Zerlegung des Skalarproduktes in
〈X,Y 〉 = 〈devnX,devn Y 〉+ 1
n
tr(X) tr(Y )
= 〈devn symX,devn symY 〉+ 〈skewX, skew Y 〉+ 1
n
tr(X) tr(Y ) .
Durch eine Gewichtung erhielten wir das gewichtete, isotrope Skalarprodukt. Aber auch ungewichtet ergibt
diese Zerlegung schon eine wichtige Gleichheit:
Proposition 2.2.18. Fu¨r alle X ∈ Rn×n gilt
‖X‖2 = ‖devnX‖2 + 1
n
| trX|2 = ‖devn symX‖2 + ‖skewX‖2 + 1
n
| trX|2 .
Gewichten wir nun, erhalten wir:
Definition 2.2.19. Das gewichtete, isotrope Skalarprodukt 〈·, ·〉µ,µc,κ : Rn×n × Rn×n → R induziert die
gewichtete Frobeniusnorm fu¨r quadratische Matrizen ‖·‖µ,µc,κ : Rn×n → R mit
‖A‖2µ,µc,κ := µ‖devn symA‖2 + µc‖skewA‖2 +
κ
2
· tr(A)2 .
Bemerkung 2.2.20. Mit µ = µc = 1 und κ =
2
n erhalten wir ‖A‖2µ,µc,κ = ‖A‖2.
Proposition 2.2.21. Die Frobeniusnorm ist submultiplikativ, d.h. fu¨r alle A,B ∈ Rn×n gilt
‖AB‖ ≤ ‖A‖ · ‖B‖ . (2.2.14)
Beweis. Bezeichnen wir mit u := (ai1, . . . , ain) die i-te Zeile von A und mit v := (b1j , . . . , bnj) die j-te
Spalte von B, so gewa¨hrt uns die Cauchy-Schwarzsche Ungleichung auf Rn genau |〈u, v〉| ≤ ‖u‖ · ‖v‖ und
damit ( n∑
k=1
aikbkj
)2
≤
( n∑
k=1
a2ik
)( n∑
k=1
b2kj
)
.
Nun ko¨nnen wir abscha¨tzen:
‖AB‖2 =
∥∥∥( n∑
k=1
aikbkj
)
ij
∥∥∥2
=
n∑
i=1
n∑
j=1
( n∑
k=1
aikbkj
)2
≤
n∑
i=1
n∑
j=1
( n∑
k=1
a2ik
)( n∑
k=1
b2kj
)
=
( n∑
i=1
n∑
k=1
a2ik
)( n∑
k=1
n∑
j=1
b2kj
)
= ‖A‖2 · ‖B‖2 .
Mit der Positivita¨t der Norm folgt die Aussage. 
Proposition 2.2.22. Sowohl die Frobeniusnorm, als auch die gewichtete, isotrope Frobeniusnorm sind
isotrop5, d.h. fu¨r alle X ∈ Rn×n und Q ∈ O(n) gilt
‖QTXQ‖ = ‖X‖ und ‖QTXQ‖µ,µc,κ = ‖X‖µ,µc,κ . (2.2.15)
Beweis. Die Frobeniusnorm wird durch das Frobenius-Skalarprodukt induziert, so gilt unter Ausnutzung
von Folgerung 2.2.6
‖QTXQ‖2 = 〈QTXQ,QTXQ〉 = 〈X,X〉 = ‖X‖2 .
Vo¨llig analog verla¨uft die Rechnung bei der isotropen, gewichteten Norm, die durch das isotrope, gewichtete
Skalarprodukt induziert wird. Hier verwenden wir Proposition 2.2.13. 
5siehe auch Definition 2.5.1
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Lemma 2.2.23. Sei A ∈ Sym(n) eine reelle, symmetrische n× n-Matrix. Dann gilt:
i) A ist selbstadjugiert. D.h. fu¨r alle u, v ∈ Rn gilt 〈Au, v〉 = 〈u,Av〉.
ii) Jeder Eigenwert λ von A ist reell. D.h. fu¨r jedes λ ∈ C fu¨r das es ein v ∈ Rn gibt mit Av = λv, gilt
λ ∈ R. Insbesondere sind auch die Eigenvektoren reell.
iii) Sind u, v ∈ Rn Eigenvektoren von A zu unterschiedlichen Eigenwerten, so sind sie orthogonal zuein-
ander. D.h. fu¨r u, v ∈ Rn und λ, µ ∈ R mit Au = λu, Av = µv und λ 6= µ gilt 〈u, v〉 = 0.
iv) Die Matrix A ist orthogonal diagonalisierbar. D.h. es existieren (nicht notwendigerweise verschiede-
ne) Eigenwerte λ1, . . . , λn ∈ R und ein Q ∈ O(n) sodass gilt:
A = Qdiag(λ1, . . . , λn)Q
T .
Die Spalten von Q sind die Eigenvektoren zu den Eigenwerten λ1, . . . , λn. Sie werden auch Haupt-
achsen von A genannt, die Transformation A 7→ QTAQ in die Diagonalmatrix diag(λ1, . . . , λn) auch
Hauptachsentransformation.
v) Fu¨r die Spur von A gilt:
tr(A) = λ1 + . . .+ λn .
vi) Fu¨r die Determinante von A gilt:
detA = λ1 · . . . · λn .
vii) Fu¨r die Norm von A gilt:
‖A‖2 = λ21 + . . .+ λ2n .
Beweis. i): Seien u, v ∈ Rn. Mit der Symmetrie von A erhalten wir 〈Au, v〉 = 〈u,AT v〉 = 〈u,Av〉.
ii): Sei v ∈ Cn Eigenvektor zum Eigenwert λ ∈ C. Mit der Selbstadjungiertheit gilt
λ〈v, v〉 = 〈Av, v〉 = 〈v,Av〉 = λ〈v, v〉
und damit λ = λ. Da v Lo¨sung des reellen Gleichungssystems (A − λ · 1)v = 0 ist, ist v ∈ Rn. Die
Eigenvektoren einer symmetrischen Matrix sind somit ebenfall reell.
iii): Sei u Eigenvektor zum Eigenwert λ und v Eigenvektor zum Eigenwert µ mit λ 6= µ. Mit ii) ist λ, µ ∈ R
und u, v ∈ Rn und mit dem reellen Skalarprodukt gilt
λ〈u, v〉 = 〈Au, v〉 = 〈u,Av〉 = µ〈u, v〉 ,
also (λ− µ)〈u, v〉 = 0. Mit λ 6= µ erhalten wir 〈u, v〉 = 0.
iv): Wir beweisen die Aussage per vollsta¨ndiger Induktion u¨ber n.
Fu¨r n = 1 ist A bereits in Diagonalgestalt.
Nehmen wir nun an, dass es zu jeder symmetrischen n×n-Matrix Eigenwerte λ1, . . . , λn und ein Q ∈ O(n)
gibt, dessen Spalten Eigenvektoren von A zu λ1, . . . , λn sind, sodass A = Q
T diag(λ1, . . . , λn)Q gilt. Sei
A eine symmetrische (n + 1) × (n + 1)-Matrix. Nach dem Fundamentalsatz der Algebra hat A u¨ber C
mindestens einen Eigenwert λ, mit i) ist dieser reell. Sei v1 ein normierter Eigenvektor zu λ. Wir erga¨nzen
mit v2, . . . , vn+1 zu einer Orthonormalbasis Q̂ ∈ O(n+ 1) von Rn+1. Dann ist
〈v1, Av1〉 = 〈Av1, v1〉 = λ〈v1, v1〉 = λ
und fu¨r i, j ∈ {2, . . . , n+ 1}
〈v1, Avi〉 = 〈Av1, vi〉 = λ〈v1, vi〉 = 0 ,
〈vi, Av1〉 = λ〈v1, vi〉 = 0 ,
〈vi, Avj〉 = 〈Avi, vj〉 = 〈vj , Avi〉 = 〈vj , Avi〉 .
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Somit erhalten wir
Q̂AQ̂T =

λ 0 . . . 0
0
... A˜
0

mit A˜ ∈ Sym(n). Nach Induktionsvoraussetzung gibt es zu A˜ eine Orthonormalbasis Q˜ = (v˜1| . . . |v˜n),
sodass D = Q˜A˜Q˜T Diagonalgestalt hat. Wa¨hlen wir also Q = (v1|v˜1| . . . |v˜n), so gilt
QAQT =

λ 0 . . . 0
0
... D
0
 ∈ Sym(n+ 1) .
v)-vii) folgen direkt aus der Isotropie von Spur, Determinante und Norm. 
2.3. Tangentialra¨ume
Lemma 2.3.1. Der Raum der schiefsymmetrischen Matrizen so(n) ist der Tangentialraum des Raums der
Drehmatrizen SO(n) im Punkt 1. Oder gleichbedeutend: Jeder differenziere Weg, welcher ga¨nzlich in SO(n)
und durch 1 verla¨uft, hat in der Identita¨t seine Tangente in so(n). Das heißt: Sei γ : (−1, 1)→ SO(n) eine
differenzierbare Funktion mit γ(0) = 1, dann ist γ′(0) ∈ so(n).
Beweis. Sei f : Rn×n → Rn×n mit f(X) = XTX. Dann ist fu¨r H ∈ Rn×n
f(1 +H) = 1T1 +HT1 + 1TH +HTH mit
∥∥∥HTH‖H‖ ∥∥∥ ≤ ‖HT ‖ → 0 .
also Df [1].H = HT + H. Zudem gilt (f ◦ γ)(t) = 1 fu¨r alle t ∈ (−1, 1). Mittels der Kettenregel erhalten
wir nun
0 =
d
dt
(f ◦ γ)(t) = Df [γ(0)] · γ′(0) = γ′(0)T + γ′(0) ,
somit γ′(0)T = −γ′(0). 
SO(n)
1
R = polar(F )
GL+(n)
gl(n)
so(n)
F
∇u
skew∇u
Abbildung 2.1.: so(n) als Tangentialraum von SO(n)
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Folgerung 2.3.2. Jedes Q ∈ SO(n) la¨sst sich darstellen als
Q = 1 +W +O(‖Q− 1‖2) mit W ∈ so(n) . (2.3.1)
Lemma 2.3.3. Der Raum der spurfreien Matrizen sl(n) ist der Tangentialraum des Raums der Ma-
trizen mit Determinante eins SL(n) im Punkt 1. Oder gleichbedeutend: Jeder differenzierbare Weg, wel-
cher ga¨nzlich in SL(n) und durch 1 verla¨uft, hat in der Identita¨t seine Tangente in sl(n). Das heißt: Sei
γ : (−1, 1)→ SL(n) eine differenzierbare Funktion mit γ(0) = 1, dann ist γ′(0) ∈ sl(n).
Beweis. Fu¨r x, y ∈ Rn definieren wir das dyadische Produkt als x ⊗ y := xyT (hierbei fassen wir x bzw.
yT als einspaltige bzw. einzeilige Matrizen auf).
Fu¨r i 6= j ist det(1 + h(ei ⊗ ej)) = 1 = det(1) + 0 · h + 0, somit gilt fu¨r die Ableitung an der Stelle 1 in
ei ⊗ ej-Richtung D det(1).(ei ⊗ ej) = 0.
Fu¨r i = j ist det(1 + h(ei ⊗ ej)) = 1 + h = det(1) + 1 · h+ 0, somit gilt fu¨r die Ableitung an der Stelle 1
in ei ⊗ ej-Richtung D det(1).(ei ⊗ ej) = 1.
Die Determinantenabbildung det : Rn×n → R ist als Polynomfunktion differenzierbar. Wir erhalten somit
D det[1].H = D det[1].
n∑
i,j=1
hij(ei ⊗ ej) =
n∑
i,j=1
hij D det[1].(ei ⊗ ej) =
n∑
i=1
hii · 1 = tr(H) = 〈1, H〉 .
Sei nun f : Rn×n → R mit f(x) = det(X). Es gilt somit (f ◦ g)(t) = 1 fu¨r alle t ∈ (−1, 1). Mittels der
Kettenregel erhalten wir nun
0 =
d
dt
(f ◦ γ)(t) = Df [γ(0)] . D γ[0] = tr(γ′(0)) . 
Folgerung 2.3.4. Jedes X ∈ SL(n) la¨sst sich darstellen als
X = 1 +A+O(‖X − 1‖2) mit A ∈ sl(n) . (2.3.2)
2.4. Polarzerlegung
Definition 2.4.1. Sei F ∈ GL+(n). Wir bezeichnen als linke Polarzerlegung von F die multiplikative
Zerlegung
F = R · U mit R ∈ SO(n) und U ∈ Sym+(n) , (2.4.1)
und als rechte Polarzerlegung von F die multiplikative Zerlegung
F = V ·R mit R ∈ SO(n) und V ∈ Sym+(n) . (2.4.2)
Die Eigenwerte λ1, . . . , λn ∈ R+ von U und V nennen wir die Singula¨rwerte von F .
Satz 2.4.2 (Existenz und Eindeutigkeit der Polarzerlegung). Zu jedem F ∈ GL+(n) existiert eindeutig die
linke und die rechte Polarzerlegung. Der orthogonale Faktor R ∈ SO(n) in beiden ist identisch, zudem gilt
U =
√
FTF und V =
√
FFT . Auch haben U und V dieselben Eigenwerte und sind durch den Basiswechsel
U = RTV R ineinander u¨berfu¨hrbar.
Beweis. Zur Existenz der Zerlegung: Seien C := FTF und B := FFT . Dann ist detC = detB =
(detF )2 > 0 und CT = (FTF )T = FTF = C, bzw. BT = (FFT )T = FFT = B, also C,B ∈
Sym+(n) und wir ko¨nnen U, V ∈ Sym+(n) definieren durch U := √C und V := √B und erhalten
zudem detU = detV = detF . Setzen wir zudem R := FU−1, dann ist detR = detFdetU = 1 und
RTR = (FU−1)T (FU−1) = U−1FTFU−1 = U−1U2U−1 = 1, also R ∈ SO(n). Aufgrund von RU = V R
erhalten wir U = RTV R und damit haben U und V dieselben Eigenwerte.
Zur Eindeutigkeit der Zerlegung: Seien nun zudem R˜ ∈ SO(n), U˜ ∈ Sym+(n) mit F = R˜ · U˜ gegeben, dann
gilt U2 = FTF = U˜2 und damit U = U˜ . Da R˜ eindeutig u¨ber U˜ festgelegt ist, gilt R˜ = R. Der Beweis zur
Eindeutigkeit von V erfolgt analog. 
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2.5. Isotropie und Koaxialita¨t
Definition 2.5.1. Wir bezeichnen eine Menge D ⊆ Rn als isotrop, wenn Qx ∈ D fu¨r alle x ∈ D und alle
Q ∈ O(n) gilt.
Wir bezeichnen eine Menge M ⊆ Rn×n als isotrop, wenn QT X Q ∈M fu¨r alle X ∈M und alle Q ∈ O(n)
gilt, d.h. wenn M gegenu¨ber orthogonalen Basistransformationen abgeschlossen ist.
Sei M ⊆ Rn×n isotrop. Wir bezeichnen eine Funktion ψ : M→ R als isotrop, wenn ψ(QTXQ) = ψ(X) fu¨r
alle X ∈M und alle Q ∈ O(n) gilt, d.h. wenn ψ invariant gegenu¨ber orthogonalen Basistransformationen
ist.
Sei M ⊆ Rn×n isotrop. Wir bezeichnen eine Tensorfunktion Φ: M→ Rn×n als isotrop, wenn Φ(QTXQ) =
QT Φ(X)Q fu¨r alle X ∈M und alle Q ∈ O(n) gilt.
Sei D ⊆ Rn isotrop. Wir bezeichnen eine Funktion ϕ : D → Rn als isotrop, wenn fu¨r alle x ∈ D
mit (y1, . . . , yn) = ϕ(x1, . . . , xn) und jede Permutation (i1, . . . , in) von (1, . . . , n) auch (yi1 , . . . , yin) =
ϕ(xi1 , . . . , xin) gilt, d.h. wenn jede Vertauschung von Komponenten des Arguments zu den gleichen Ver-
tauschungen in den Komponenten des Bildes unter ϕ fu¨hrt.
Proposition 2.5.2. Sei D ⊆ Rn isotrop. Eine Funktion ϕ : D → Rn ist genau dann isotrop, wenn es eine
isotrope Tensorfunktion Φ: Sym(n) → Sym(n) gibt, sodass fu¨r alle (x1, . . . , xn) ∈ Rn mit (y1, . . . , yn) =
ϕ(x1, . . . , xn) gilt
Φ
(
diag(x1, . . . , xn)
)
= diag(y1, . . . , yn) . (2.5.1)
Beweis. Wir bezeichnen mit
S˜O(n) := {(ei1 | . . . |ein)T | (i1, . . . , in) ist Permutation von (1, . . . , n)} ⊆ O(n)
die Menge aller rechtwinkligen Drehungen auf Rn×n und mit
Diag(n) := {diag(x1, . . . , xn) | (x1, . . . , xn) ∈ Rn}
die Menge aller n× n Diagonalmatrizen.
Sei (i1, . . . , in) eine beliebige Permutation von (1, . . . , n). Zudem sei (x1, . . . , xn) ∈ Rn und (y1, . . . , yn) :=
ϕ(x1, . . . , xn). Dann gilt fu¨r Q := (ei1 | . . . |ein)T ∈ S˜O(n)
Φ
(
Qdiag(x1, . . . , xn)Q
T
)
= Φ
(
diag(xi1 , . . . , xin)
)
= diag
(
ϕ1(xi1 , . . . , xin), . . . , ϕn(xi1 , . . . , xin)
)
und
QΦ
(
diag(x1, . . . , xn)
)
QT = Qdiag
(
ϕ1(x1, . . . , xn), . . . , ϕn(x1, . . . , xn)
)
QT
= diag
(
ϕi1(x1, . . . , xn), . . . , ϕin(x1, . . . , xn)
)
= diag(yi1 , . . . , yin)
Angenommen, es sei Φ: Sym(n)→ Sym(n) eine isotrope Tensorfunktion mit
Φ
(
diag(x1, . . . , xn)
)
= diag(y1, . . . , yn)
fu¨r alle (x1, . . . , xn) ∈ Rn und (y1, . . . , yn) := ϕ(x1, . . . , xn). Dann folgt fu¨r jede Permutation (i1, . . . , in)
von (1, . . . , n)
diag
(
ϕ1(xi1 , . . . , xin), . . . , ϕn(xi1 , . . . , xin)
)
= diag(yi1 , . . . , yin) ,
und damit ϕ(xi1 , . . . , xin) = (yi1 , . . . , yin) fu¨r alle (x1, . . . , xn) ∈ Rn und (y1, . . . , yn) := ϕ(x1, . . . , xn).
Andersherum angenommen, es gelte
ϕ(xi1 , . . . , xin) = (yi1 , . . . , yin)
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fu¨r alle (x1, . . . , xn) ∈ Rn und (y1, . . . , yn) := ϕ(x1, . . . , xn) und fu¨r jede Permutation (i1, . . . , in) von
(1, . . . , n). Dann gilt fu¨r jedes Q ∈ S˜O(n) und alle (x1, . . . , xn) ∈ Rn
Φ
(
Qdiag(x1, . . . , xn)Q
T
)
= QΦ
(
diag(x1, . . . , xn)
)
QT ,
also fu¨r alle D ∈ Diag(n) und alle Q ∈ S˜O(n)
Φ
(
QDQT
)
= QΦ(D)QT ,
Damit ist die Abbildungsvorschrift von Φ genau auf allen Diagonalmatrizen festgelegt. Wir erweitern diese
auf Argumente aus Sym(n) und alle Q ∈ O(n) zu einer isotropen Funktion. 
Definition 2.5.3. Gegeben seien zwei symmetrische Matrizen A,B ∈ Sym(n). Wir nennen A und B
simultan oder auch gemeinsam diagonalisierbar, wenn es ein Q ∈ O(n) gibt, sodass Q Eigenvektorbasis
von A und B ist, d.h.
A = QT diag(λ1, . . . , λn)Q und B = Q
T diag(λ˜1, . . . , λ˜n)Q . (2.5.2)
Hierbei sind λ1, . . . , λn ∈ R die Eigenwerte von A und λ˜1, . . . , λ˜n ∈ R die Eigenwerte von B.
Definition 2.5.4. Gegeben seien zwei symmetrische Matrizen A,B ∈ Sym(n). Ist jeder Eigenvektor von
A auch ein Eigenvektor von B, so nennen wir A koaxial zu B. Ist zudem auch B koaxial zu A, d.h. beide
haben genau die gleichen Eigenvektoren, so nennen wir A und B bi-koaxial zueinander.
Bemerkung 2.5.5. Die Matrix A ist genau dann koxial zu B, wenn jede orthogonale Eigenvektorbasis
Q ∈ O(n) von A auch eine Eigenvektorbasis von B ist.
Definition 2.5.6. Sei U ⊆ Sym(n). Wir bezeichnen eine Funktion Φ: U → Sym(n) als koaxial, wenn fu¨r
jedes X ∈ U gilt, dass X koaxial zu Φ(X) ist und als bi-koaxial, wenn fu¨r jedes X ∈ U gilt, dass X und
Φ(X) bi-koaxial sind.
Definition 2.5.7. Sei X ∈ Sym(n). Wir bezeichnen mit Ik(X) := ek(λ1, . . . , λn) die k-te Invariante von
X. Hierbei sind λ1, . . . , λn ∈ R die Eigenwerte von X und ek das k-te elementarsymmetrische Polynom.
Bemerkung 2.5.8. Die erste Invariante einer Matrix ist stets deren Spur, d.h. I1(X) = tr(X), die n−1-te
Invariante ist stets die Spur ihres Kofaktors, d.h. In−1(X) = tr(Cof X), die n-te Invariante ist stets deren
Determinante, d.h. In(X) = detX. Speziell fu¨r n = 3 erhalten wir
I1 = tr(X) , I2 = tr(Cof X) =
1
2
tr(C)2 − 1
2
tr(X2) , I3 = detX . (2.5.3)
Bemerkung 2.5.9. Die Invarianten erben von den elementarsymmetrischen Polynomen ihre Differenzier-
barkeit: Sie sind differenzierbare Funktionen in den Eigenwerten von X mit partiellen Ableitungen
∂Ik
∂λi
(z) = ek−1(λ1, . . . , λi−1, λi+1, . . . , λn) . (2.5.4)
Proposition 2.5.10. Sei S ⊆ Sym(n) und P : S→ Sym(n) ein Polynom. Dann ist P koaxial.
Beweis. Sei v ein Eigenvektor von X zum Eigenwert a. Leicht la¨sst sich zeigen, dass dann auch Xnv = anv
gilt.
Wir beweisen die Aussage per Induktion u¨ber den Polynomgrad. Fu¨r n = 0 gilt P0(X)v = λ · 1v = λv.
Angenommen, es gibt ein Polynom Pn : R→ R mit Pn(X)v = P (a)v, dann ist(
λXn+1 + Pn(X)
)
v = λXn+1v + Pn(X)v = λa
n+1v + Pn(a) v = Pn+1(a) v ,
mit Pn+1(a) := λa
n+1 + Pn(a). 
Proposition 2.5.11. Sei S ⊆ Sym(n) eine isotrope Menge und Φ: S→ Sym(n) eine koaxiale Funktion.
Dann ist fu¨r jede Diagonalmatrix D ∈ S auch Φ(D) eine Diagonalmatrix .
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Beweis. Ist D Diagonalmatrix, so sind die Einheitsnormalenvektoren e1, . . . , en jeweils ein Eigenvektor
von D, somit gibt es, da Φ koaxial, b1, . . . , bn ∈ R mit Φ(D)ei = bi ei fu¨r alle i ∈ {1, . . . , n}, woraus
Φ(D) = diag(b1, . . . , bn) folgt. 
Das Hauptresultat der folgenden Proposition ist, dass jede isotrope Funktion auch koaxial ist. Die
Umkehrung gilt offenkundig nicht, wie das Gegenbeispiel Φ: Rn×n → Rn×n mit Φ(X) = x11 · 1 zeigt.6
Proposition 2.5.12. Sei S ⊆ Sym(n) eine isotrope Menge und Φ: S→ Sym(n) eine isotrope Funktion.
Dann ist Φ auch koaxial, d.h. sei X = Qdiag(λ1, . . . , λn)Q
T , dann ist Φ(X) = Qdiag(µ1, . . . , µn)Q
T .
Hierbei sind λ1, . . . , λn ∈ R die Eigenwerte von X und µ1, . . . , µn ∈ R die Eigenwerte von Φ(X). Weiterhin
ist Q ∈ O(n), bestehend aus den Eigenvektoren jeweils zu λ1, . . . , λn und µ1, . . . , µn als Spalten.
Insbesondere ha¨ngen die µ1, . . . , µn nur von λ1, . . . , λn ab, d.h. es existiert eine isotrope Funktion ϕ : Rn →
Rn mit (λ1, . . . , λn) 7→ (µ1, . . . , µn) mit
Φ
(
Qdiag(λ1, . . . , λn)Q
T ) = Qdiag
(
ϕ(λ1, . . . , λn)
)
QT = Qdiag(µ1, . . . , µn)Q
T . (2.5.5)
Beweis. Zur Koaxialita¨t:
Sei v ein Eigenvektor von X und Q ∈ O(n) sei die Spiegelung an der (Hyper-)ebene, auf der v senkrecht
steht, d.h.
Q.v = −v und Q.x = x fu¨r alle x ∈ Rn mit 〈v, x〉 = 0 .
Dann ist QXQT = X und wir erhalten mit der Isotropie von Φ
QΦ(X)QT = Φ(QXQT ) = Φ(X) ,
also
QΦ(X) = Φ(X)Q
und damit
QΦ(X).v = Φ(X)Q.v = −Φ(X).v .
Somit steht Φ(X).v ebenso wie v senkrecht auf Q. Dies kann nur sein, wenn Φ(X).v ein Vielfaches von v
ist. Also ist v ein Eigenvektor von Φ(X).
Siehe auch Ogden [62, Theorem 4.2.4, S. 193].
Zur Existenz von ϕ:
Sei X ∈ S. Als symmetrische Matrix ist X diagonalisierbar. Seien dazu λ1, . . . , λn ∈ R die (nicht notwen-
digerweise unterschiedlichen) Eigenwerte von X und Q ∈ O(n), sodass
X = Qdiag(λ1, . . . , λn)Q
T
gilt. Da Φ isotrop, ist Φ(X) = QΦ
(
diag(λ1, . . . , λn)
)
QT . Mit der aus dem ersten Beweisteil gefolgerten
Koaxialita¨t und Proposition 2.5.11 folgt, dass Φ
(
diag(λ1, . . . , λn)
)
eine Diagonalmatrix ist. Bezeichnen wir
die Eintra¨ge mit µ1, . . . , µn, so erhalten wir
Φ(X) = QΦ
(
diag(λ1, . . . , λn)
)
QT = Qdiag(µ1, . . . , µn)Q
T .
Die rechte Gleichheit bleibt bei allen Q ∈ O(n) erhalten, was die Existenz von ϕ mit ϕ(λ1, . . . , λn) =
(µ1, . . . , µn) sichert, die mit Proposition 2.5.2 isotrop ist. 
Folgerung 2.5.13. Da fu¨r jede isotrope Tensorfunktion Φ: S → Sym(n) jede Basis aus Eigenvekto-
ren Q ∈ O(n) von X auch eine Basis von Φ(X) ist, lassen sich X und Φ(X) gemeinsam mit diesem
6Da die Identita¨t 1 ganz Rn×n als Eigenraum hat, ist die Koaxialita¨t klar. Aber Φ ist nicht isotrop, wie z.B. fu¨r n = 2 zu
sehen:
(
2 0
0 2
)
= Φ
(
2 0
0 1
)
= Φ
((
0 1
1 0
)(
1 0
0 2
)(
0 1
1 0
))
6=
(
0 1
1 0
)
Φ
(
1 0
0 2
)(
0 1
1 0
)
=
(
1 0
0 1
)
.
Siehe hierzu auch Bemerkung 2.5.29 auf Seite 34.
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Q diagonalisieren (und kommutieren deshalb auch). Die Umkehrung gilt allerdings nicht. Hierfu¨r be-
trachten wir Φ: Sym+(2) → Sym(n) mit X 7→ X2 fu¨r X =
(
1 0
0 −1
)
, also Φ(X) = 1. Es ist fu¨r
Q =
√
2
2
(
1 −1
1 1
)
∈ O(2) dann QΦ(X)QT = 1 und QXQT =
(
0 1
1 0
)
.
Proposition 2.5.14. Ein Vektor v = (v1, . . . , vn) ∈ Rn \ {0} ist genau dann Eigenvektor einer Diagonal-
matrix D = diag(d1, . . . , dn) ∈ Rn×n zum Eigenwert a ∈ R, wenn fu¨r alle i ∈ {1, . . . , n} gilt: di = a oder
vi = 0. Oder anders ausgedru¨ckt, wenn v nur an den Komponenten von Null verschieden ist, die auf der
Diagonale von D gleich a sind.
Beweis. Es ist genau dann v Eigenvektor von D zum Eigenwert a, wenn Dv = av gilt. Ausmultipliziert
bedeutet dies: 
d1v1
d2v2
...
dnvn
 =

av1
av2
...
avn
 ,
was gleichbedeutend mit divi = avi, also di = a oder vi = 0, fu¨r alle i ∈ {1, . . . , n} ist. 
Lemma 2.5.15. Seien A,B ∈ Sym(n) gemeinsam diagonalisierbar mit Q ∈ O(n)
A = Qdiag(a1, . . . , an)Q
T und B = Qdiag(b1, . . . , bn)Q
T . (2.5.6)
Dann ist A genau dann koaxial zu B, wenn ai = aj ⇒ bi = bj fu¨r alle i, j ∈ {1, . . . , n} gilt. Hierbei sind
a1, . . . , an ∈ R die Eigenwerte von A und b1, . . . , bn ∈ R die Eigenwerte von B.
Beweis. Angenommen A ist koaxial zu B und sei i, j ∈ {1, . . . , n}. Fu¨r i = j ist die Aussage trivial, deshalb
sei i 6= j. Wa¨hle v als Summe des i-ten und j-ten Einheitsvektors, d.h. v = ei + ej . Nach Proposition 2.5
ist v nun genau dann ein Eigenvektor einer Diagonalmatrix diag(d1, . . . , dn), wenn di = dj gilt. Ist also
a := ai = aj , dann gilt somit
diag(a1, . . . , an)v = av
und damit
Qdiag(a1, . . . , an)Q
TQv = aQv ,
somit ist Qv Eigenvektor von A zum Eigenwert a. Aufgrund der Koaxialita¨t ist Qv auch Eigenvektor von
B, damit gibt es ein b mit
Qdiag(b1, . . . , bn)Q
TQv = bQv ,
also
diag(b1, . . . , bn) = bv
und es muss bi = bj = b gelten.
Angenommen, es gilt ai = aj ⇒ bi = bj fu¨r alle i, j ∈ {1, . . . , n}. Sei Q ∈ O(n) so gewa¨hlt, dass
A = Qdiag(a1, . . . , an)Q
T und sei v ∈ Rn ein Eigenvektor von A zum Eigenwert a, d.h. es ist Av = av
und damit
diag(a1, . . . , an)Q
T v = aQT v .
Somit ist v′ = QT v ein Eigenvektor von diag(a1, . . . , an) zum Eigenwert a. Sei I die Indexmenge der
Komponenten von v′, die ungleich Null sind. Ist I einelementig, so ist v′ trivialerweise auch Eigenvektor
von diag(b1, . . . , bn). Hat I mehr Elemente, so gilt nach Proposition genau ai = a fu¨r alle i ∈ I. Nach
Voraussetzung gibt es ein b mit bi = b fu¨r alle i ∈ I und v′ ist Eigenvektor von diag(b1, . . . , bn), d.h.
diag(b1, . . . , bn)Q
T v = bQT v, was
Qdiag(b1, . . . , bn)Q
T v = bv ,
also Bv = bv impliziert. 
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Folgerung 2.5.16. Sei S ⊆ Sym(n) eine isotrope Menge und Φ: S → Sym(n) eine isotrope Funktion.
Dann ist Φ bi-koaxial genau dann, wenn fu¨r alle X ∈ S die folgende Implikation gilt:
ai 6= aj ⇒ bi 6= bj fu¨r alle i, j ∈ {1, . . . , n} , (2.5.7)
wobei a1, . . . , an ∈ R die Eigenwerte von X und b1, . . . , bn ∈ R die Eigenwerte von Φ(X) bezeichnen.
Hierbei gilt
diag(b1, . . . , bn) = Φ
(
diag(a1, . . . , an)
)
, (2.5.8)
d.h. b1, . . . , bn sind die zugeho¨rigen Eigenwerte von Φ(X) zu a1, . . . , an von X. -
Beweis. Sei X ∈ S. Da Φ isotrop ist, ist nach Proposition 2.5.12 auch X koaxial zu Φ(X), sodass X
und Φ(X) genau dann bi-koaxial sind, wenn Φ(X) koaxial zu X ist. Zudem sind X und Φ(X) gemeinsam
diagonalisierbar. Mit Proposition 2.5.15 gilt fu¨r jedes X ∈ S die Aussage: Φ(X) ist genau dann koaxial
zu X, wenn bi = bj ⇒ ai = aj fu¨r alle i, j ∈ {1, . . . , n} gilt. 
Lemma 2.5.17. Seien A,B ∈ Sym(n) und A koaxial zu B. Dann gibt es zu jedem Eigenwert a von A
einen Eigenwert b von B, sodass jeder Eigenvektor v von A zum Eigenwert a auch Eigenvektor von B zum
Eigenwert b ist, d.h.
Av = av ⇒ Bv = bv fu¨r alle v ∈ Rn . (2.5.9)
Beweis. Angenommen, es ga¨be zwei Eigenvektoren v1, v2 von A zum Eigenwert a, die Eigenvektoren von
B mit unterschiedlichen Eigenwerten b1, b2 sind.
Es gilt A(v1 + v2) = Av1 +Av2 = av1 + av2 = a(v1 + v2), so ist v1 + v2 Eigenvektor von A und damit auch
von B, es gibt also ein b ∈ R mit B(v1 + v2) = b(v1 + v2).
Im Falle der linearen Abha¨ngigkeit von v1 und v2, d.h. es gibt s ∈ R mit sv1 = v2 ist b1v1 + b2v2 =
Bv1 +Bv2 = B(v1 + v2) = B(1 + s)v1 = (1 + s)b1v1 = b1v1 + b1v2, also b1 = b2, ein Widerspruch.
Im Falle der linearen Unabha¨ngigkeit von v1 und v2 ist b1v1 +b2v2 = Bv1 +Bv2 = B(v1 +v2) = b(v1 +v2),
also (b− b1)v1 + (b− b2)v2 = 0 und damit b− b1 = b− b2 = 0, also b1 = b2, ein Widerspruch. 
Lemma 2.5.18. Seien A,B ∈ Sym(n) simultan diagonaliserbare Matrizen. Dann kommutieren A und B.
Beweis. Seien A = QDQT und B = QD˜QT mit Diagonalmatrizen D, D˜ und Q ∈ O(n), dann gilt
AB = QDQTQD˜QT = QDD˜QT = QD˜DQT = QD˜QTQDQT = BA . 
Folgerung 2.5.19. Seien A,B ∈ Sym(n). Ist A koaxial zu B oder B koaxial zu A, dann kommutieren A
und B.
Lemma 2.5.20. Gegeben seien zwei kommutierende symmetrische Matrizen A,B ∈ Sym(n). Hat A nur
unterschiedliche Eigenwerte, so ist A koaxial zu B.
Bemerkung 2.5.21. Haben sowohl A als auch B nur unterschiedliche Eigenwerte, so ist auch B koaxial
zu A, ergo sind beide bi-koaxial.
Beweis. Seien λ1, . . . , λn ∈ R die Eigenwerte von A und Q ∈ O(n), sodass diag(λ1, . . . , λn) = QAQT gilt.
Wir definieren
C :=
c11 . . . c1n... ...
cn1 . . . cnn
 := QBQT
dann gilt aufgrund der Kommutativita¨t von A und B
QAQT︸ ︷︷ ︸
diag(λ1,...,λn)
QBQT︸ ︷︷ ︸
C
= QABQT = QBAQT = QBQT︸ ︷︷ ︸
C
QAQT︸ ︷︷ ︸
diag(λ1,...,λn)
,
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also ist 
λ1 c11 λ1 c12 . . . λ1 c1n
λ2 c21 λ2 c22 . . . λ2 c2n
...
...
...
λn cn1 λn cn2 . . . λn cnn
 =

λ1 c11 λ2 c12 . . . λn c1n
λ1 c21 λ2 c22 . . . λn c2n
...
...
...
λ1 cn1 λ2 cn2 . . . λn cnn

und damit λi cij = λj cij fu¨r alle i, j ∈ {1, . . . , n}. Ist nun λi 6= λj , so folgt cij = 0, also ist auch C eine
Diagonalmatrix. 
Da Bi-Koaxialita¨t die simultane Diagonalisierbarkeit impliziert, sind wir imstande zu folgern:
Folgerung 2.5.22. Seien A,B ∈ Sym(n). Sind zudem alle Eigenwerte jeweils von A und von B paarweise
verschieden, so sind A und B genau dann bi-koaxial, wenn sie kommutieren.
Proposition 2.5.23. Seien A,B ∈ Sym+(n) kommutierenden Matrizen und U Eigenraum von A und
u ∈ U . Dann ist auch Bu ∈ U .
Beweis. Der Eigenwert zu u sei λ, dann gilt Au = λu, aber aufgrund der Kommutativita¨t auch
ABu = BAu = Bλu = λBu ,
also ist auch Bu ∈ U . 
Wie gesehen, folgt im Allgemeinen aus der Kommutativita¨t nicht die Bi-Koaxialita¨t. Begnu¨gen wir uns
mit gemeinsamer Diagonalisierbarkeit, ko¨nnen wir feststellen:
Lemma 2.5.24. Seien A,B ∈ Sym(n) kommutierende Matrizen. Dann lassen sich A und B gemeinsam
diagonalisieren.
Beweis. Der Beweis erfolgt per Induktion u¨ber n.
Fu¨r n = 1 ist nichts zu zeigen.
Nehmen wir nun an, dass alle kommutierenden A,B ∈ Sym(s) mit s ≤ n sich gemeinsam diagonalisieren
lassen. Seien nun A,B ∈ Rn+1. Ohne Einschra¨nkung nehmen wir an, dass A mehr als nur einen Eigenwert
besitzt, ansonsten wa¨re ganz Sym(n + 1) Eigenraum und damit A = λ1 · 1 = Qλ11QT fu¨r alle Q ∈
O(n+ 1) und damit auch fu¨r die Eigenvektorbasis von B. Also habe A die Eigenwerte λ1, . . . , λk ∈ R mit
zugeho¨rigen Eigenra¨umen U1, . . . ,Uk und k > 1. Wa¨hlen wir Basen B1, . . . , Bk fu¨r die U1, . . . ,Uk, so ist
Q := (B1, . . . , Bk) := (b1, . . . , bn+1) ∈ O(n+ 1) Eigenvektorbasis von A.
Wir betrachten nun ohne Einschra¨nkung Ui mit Eigenwert λi und Basis Bi = {bl, bl+1, . . . , bm}. Fu¨r jedes
b ∈ Bi gilt offenkundig Ab = λib und damit QTAb = (0, . . . , λi, . . . , 0), so ist QTAQ, wie zu erwarten, eine
Diagonalmatrix. Da nach Proposition 2.5.23 Bb im Eigenraum Ui liegt, gibt es Koeffizienten αl, . . . , αm
mit Bb = αl bl + . . . + αm bm und damit Q
TBb = (0, . . . , αl, . . . , αm, . . . , 0), was dazu fu¨hrt, dass Q
TBQ
eine Blockmatrix ist. Jeder Block aus QTBQ kommutiert natu¨rlich mit dem entsprechenden Block aus
QTAQ, sodass sich jeweils beide gemeinsam diagonalisieren lassen. Also gibt es ein R ∈ O(n+ 1), sodass
RT (QTBQ)R, wie natu¨rlich auch RT (QTAQ)R eine Diagonalbasis ist, ergo lassen sich A und B mit
Q˜ := QR gemeinsam diagonalisieren. 
Folgerung 2.5.25. Seien A,B ∈ Sym(n). Dann sind A und B genau dann simultan diagonalisierbar,
wenn sie kommutieren.
Lemma 2.5.26 (Eigenschaften isotrope Funktionen). Fu¨r eine isotrope Menge S ⊆ Sym(n) sei ψ : S→ R
eine reellwertige Tensorfunktion. Dann sind folgende vier Aussagen a¨quivalent:
1) ψ ist isotrop, d.h. es ist ψ(QTXQ) = ψ(X) fu¨r alle Q ∈ O(n) .
2) ψ(X) ha¨ngt nur von den Eigenwerten (auch nicht von deren Reihenfolge) von X ∈ Sym(n) ab.
D.h. wenn eine Permutation i1, . . . , in mit λik = λ˜k fu¨r alle k ∈ {1, . . . , n} existiert, dann folgt
ψ(X) = ψ(Y ) .
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3) Es existiert eine eindeutige symmetrische Funktion g : Rn → R in den Eigenwerten, sodass ψ(X) =
g(λ1, . . . , λn) fu¨r alle X ∈ S gilt .
4) Es existiert eine eindeutige Funktion Ψ: T → R in den Invarianten, sodass ψ(X) = Ψ(I1, . . . , In)
fu¨r alle X ∈ S gilt .
Hierbei bezeichnen wir mit λ1, . . . , λn ∈ R die Eigenwerte von X, mit I1, . . . , In die Invarianten von X
und mit λ˜1, . . . , λ˜n ∈ R die Eigenwerte von Y . Zudem ist T =
{
(I1, . . . , In) | X ∈ S
} ⊆ Rn die Menge
der Invariantenvektoren, die auf Matrizen aus S fu¨hren.7
Beweis. 1) ⇒ 2): Seien X,Y ∈ Sym(n) beliebig, aber mit gemeinsamen Eigenwerten λ1, . . . , λn ∈ R.
Definieren wir D := diag(λ1, . . . , λn), dann gibt es P,Q ∈ O(n) mit X = PTDP und Y = QTDQ. Mit
1) gilt: ψ(X) = ψ(PTDP ) = ψ(D) = ψ(QTDQ) = ψ(Y ). Zudem ist die Reihenfolge der Eigenwerte egal,
denn mit Q = (ei1 | . . . |ein) gilt
ψ
(
diag(λ1, . . . , λn)
)
= ψ
(
Qdiag(λ1, . . . , λn)Q
T
)
= ψ
(
diag(λi1 , . . . , λin)
)
.
2) ⇒ 3): Zur Existenz: Wir definieren g(λ1, . . . , λn) := ψ(diag(λ1, . . . , λn)). Wegen 2) gilt fu¨r alle X mit
Eigenwerten λ1, . . . , λn und jede Permutation i1, . . . , in auch ψ(X) = g(λ1, . . . , λn) = g(λi1 , . . . , λin). Zur
Eindeutigkeit: Seien g, g˜ : Rn → R Funktionen mit ψ(X) = g(λ1, . . . , λn) und ψ(X) = g˜(λ1, . . . , λn) fu¨r alle
X ∈ Sym(n). Auf die Teilmenge aller Diagonalmatrizen { diag(λ1, . . . , λn) | λ1, . . . , λn ∈ R} ⊆ Sym(n)
eingeschra¨nkt, bedeutet dies ψ
(
diag(λ1, . . . , λn)
)
= g(λ1, . . . , λn) = g˜(λ1, . . . , λn) fu¨r alle λ1, . . . , λn ∈ R,
was g ≡ g˜ impliziert.
3)⇒ 4): Nach Folgerung 2.13.13 la¨sst sich jede symmetrische Funktion als Funktion in den elementarsym-
metrischen Polynomen ausdru¨cken, die Invarianten sind definiert als die elementarsymmtrischen Polynome,
ausgewertet in den Eigenwerten.
4) ⇒ 1): Fu¨r alle Q ∈ O(n) hat X ∈ S die gleichen Invarianten8 wie QTXQ, somit gilt ψ(X) =
Ψ(λ1, . . . , λn) = ψ(Q
TXQ). 
Proposition 2.5.27. Seien A,B ∈ Sym(n) und A koaxial zu B. Dann gibt es α1, . . . , αn ∈ R mit B =∑n−1
i=0 αiA
i.
Beweis. Seien a1, . . . , an ∈ R die (nicht notwendigerweise verschiedenen) Eigenwerte von A und b1, . . . , bn
die (nicht notwendigerweise verschiedenen) Eigenwerte von B. Aufgrund der Koaxialita¨t sind A und B
gemeinsam diagonalisierbar. So sei Q ∈ O(n), sodass
A = Qdiag(a1, . . . , an)Q
T und B = Qdiag(b1, . . . , bn)Q
T
gilt. Nun bezeichnen wir mit ai1 , . . . , aim und m ≤ n die paarweise verschiedenen Eigenwerte von A. Die
Vandermonde-Matrix
V (ai1 , . . . , aim) :=

1 ai1 a
2
i1
. . . am−1i1
1 ai2 a
2
i2
. . . am−1i2
...
...
...
...
1 aim a
2
im
. . . am−1im

hat die Determinante
detV (ai1 , . . . , aim) =
∏
j<k
(aij − aik) 6= 0 ,
sodass das Gleichungssystem  bi1...
bim
 = V (ai1 , . . . , aim)
 α0...
αm−1

7So hat beispielsweise die komplexe Matrix diag(−i, i) 6∈ Sym(2) die reellen Invarianten (I1, I2) = (0, 1) ∈ R2
8Sie sind ihrem Namen nach invariant gegenu¨ber Basistransformationen.
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also
bik = α0 + α1aik + α2a
2
ik
+ . . .+ αm−1am−1ik fu¨r alle k ∈ {1, . . . ,m}
eine eindeutige Lo¨sung (α0, . . . , αn−1)T hat. Da A koaxial zu B gilt mit Proposition 2.5.15 fu¨r alle ai = aik
auch bi = bik . So ist das Gleichungssystem a¨quivalent zu
bi = α0 + α1ai + α2a
2
i + . . .+ αm−1a
m−1
i fu¨r alle i ∈ {1, . . . , n} ,
also
diag(b1, . . . , bn) =
n−1∑
i=0
αi diag(a1, . . . , an)
i .
Beidseitiges Multiplizieren von links mit Q und von rechts mit QT fu¨hrt dann auf B =
∑n−1
i=0 αiA
i
mit eindeutiger Lo¨sung α0, . . . , αm−1 ∈ R unter der Voraussetzung αm = . . . = αn−1 = 0. Ohne diese
Voraussetzung ist die Lo¨sung womo¨glich nicht mehr eindeutig. 
Kommen wir nun zu einer zentralen Eigenschaft isotroper Funktionen, die sich auch in [69] findet:
Lemma 2.5.28 (Darstellungssatz). Sei S ⊆ Sym(n) eine isotrope Menge. Eine Funktion Φ: S→ Sym(n)
ist genau dann isotrop, wenn es nur von den Invarianten von X abha¨ngige Koeffizienten α0, . . . , αn−1 gibt
(d.h. sie sind Funktionen in den Invarianten), sodass gilt
Φ(X) =
n−1∑
i=0
αiX
i = α0 · 1 + α1X + . . .+ αn−1Xn−1 fu¨r alle X ∈ S . (2.5.10)
Ist sogar S ⊆ Sym+(n), dann ist (a¨quivalent zur Darstellung (2.5.10)) Φ genau dann isotrop, wenn es
nur von den Invarianten von X abha¨ngige Koeffizienten β−1, β0, . . . , βn−2 gibt (d.h. sie sind Funktionen
in den Invarianten), sodass gilt
Φ(X) =
n−2∑
i=−1
βiX
i = β−1 ·X−1 + β0 · 1 + . . .+ βn−2Xn−2 fu¨r alle X ∈ S . (2.5.11)
Bemerkung 2.5.29. Blume [10] bezieht sich zwar nur auf den dreidimensionalen Fall, charakterisiert
durch (2.5.10), wobei α0, . . . , αn−1 skalarwertige Funktionen in X sind, genau alle koaxialen Funktionen.
Mit dieser Aussage la¨sst sich der Darstellungssatz auch anders formulieren: Jede koaxiale Funktion mit
Darstellung (2.5.10) ist genau dann isotrop, wenn α0, . . . , αn−1 : S→ R isotrope Funktionen in X sind.9
Beweis. Angenommen Φ ist isotrop. Sei X ∈ S. Da jede isotrope Funktion auch koaxial ist gibt es mit
Proposition 2.5.27 Koeffizienten α0, . . . , αn−1 ∈ R, sodass
Φ(X) = α0 · 1 + α1X + α2X2 + . . .+ αn−1Xn−1
gilt. Aufgrund der Isotropie von Φ gilt dann auch
Φ(QTXQ) = α0 · 1 + α1 (QTXQ) + α2 (QTXQ)2 + . . .+ αn−1 (QTXQ)n−1 fu¨r alle Q ∈ O(n) ,
was bedeutet, dass die Koeffizienten α0, . . . , αn−1 sich nicht a¨ndern, wenn X durch QTXQ ersetzt wird.
Sie sind somit Invarianten in A.
Die A¨quivalenz zur Darstellung in β−1, . . . , βn−2 offenbart sich mittels des Satzes von Cayley-Hamilton,
nachdem eine Matrix X Nullstelle ihres charakteristischen Polynoms ist, es also zu jedem X ∈ Sym+(n)
Koeffizienten γ−1, γ0, . . . , γn−2 gibt mit
0 = −Xn + γn−2Xn−1 + . . .+ γ0X + γ−1 · 1 .
9Die A¨quivalenz der Darstellung in den Invarianten und der Darstellung als isotrope Funktion folgt aus Lemma 2.5.26.
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Die Koeffizienten sind invariant gegenu¨ber dem Ersetzen von X durch QTXQ, sie sind also Invarianten in
X. Wir formen um:
Xn−1 = γn−2Xn−2 + . . .+ γ0 · 1 + γ−1X−1
und setzen ein:
Φ(X) = (α0 + αn−1γ0︸ ︷︷ ︸
:=β0
) · 1 + (α1 + αn−1γ1︸ ︷︷ ︸
:=β1
)X + . . .+ (αn−2 + αn−1γn−1︸ ︷︷ ︸
:=βn−2
)Xn−2 + αn−1γ−1︸ ︷︷ ︸
:=β−1
X−1 .
Angenommen, es gibt fu¨r jedes X ∈ S eine Darstellung
Φ(X) = α0 · 1 + α1X + α2X2 + . . .+ αn−1Xn−1
so gilt fu¨r jede Potenz (QXQT )k = QXkQT , zudem sind die Koeffizienten selbst invariant gegenu¨ber dem
Ersetzen von X durch QXQT , somit ist Φ offenkundig isotrop. 
2.5.1. Isotrope Funktionen
Proposition 2.5.30. Sei S ⊆ Sym(n) eine offene, isotrope Menge und Φ: S → R eine differenzierbare,
isotrope Funktion, dann ist auch ihre Ableitung isotrop, d.h. es gilt
DΦ(QXQT ) = QDΦ(X)QT fu¨r alle X ∈ S und alle Q ∈ O(n) . (2.5.12)
Beweis. Sei X ∈ S und Q ∈ O(n). Entwickeln wir W an der Stelle QXQT in Richtung QHQT , so erhalten
wir
W (QXQT +QHQT ) = W (QXQT ) + 〈DW (QXQT ), QHQT 〉+O(‖QHQT ‖︸ ︷︷ ︸
=‖H‖
2) .
Entwickeln wir W an der Stelle X in Richtung H, so erhalten wir
W (X +H) = W (X) + 〈DW (X), H〉+O(‖H‖2) .
Die Abbildung W ist isotrop, deshalb gilt W (QXQT + QHQT ) = W (Q(X + H)QT ) = W (X + H), was
auf
〈QT DW (QXQT )Q−DW (X) , H〉 = O(‖H‖2)
fu¨hrt. Der Ausdruck links ist linear in H, der Ausdruck rechts quadratisch in H, somit muss
QT DW (QXQT )Q−DW (X) = 0
gelten, was gleichbedeutend mit DW (QXQT ) = QDW (X)QT ist. 
Definition 2.5.31. Sei I ⊆ R ein reelles Intervall. Dann bezeichnen wir mit SymI(n) die Menge aller
symmetrischen Matrizen mit Eigenwerten λ1, . . . , λn ∈ I, also
SymI(n) := {X ∈ Sym(n) | λ1, . . . , λn ∈ I} . (2.5.13)
Proposition 2.5.32. Sei Φ: SymI(n) → R eine differenzierbare, isotrope Funktion mit der Darstellung
in den Eigenwerten g : In → R, d.h. Φ(X) = g(λ1, . . . , λn). Dann ist auch g differenzierbar mit partiellen
Ableitungen:
∂g
∂λi
(λ1, . . . , λn) =
∂Φ
∂xii
(
diag(λ1, . . . , λn)
)
. (2.5.14)
Beweis. Sei X ∈ SymI(n) und Q ∈ O(n) derart, dass QTXQ = diag(λ1, . . . , λn), dann ist mit Proposition
2.5.30
DΦ
(
diag(λ1, . . . , λn)
)
= QT DΦ[X]Q = diag
( ∂g
∂λ1
(λ1, . . . , λn), . . . ,
∂g
∂λn
(λ1, . . . , λn)
)
. 
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Proposition 2.5.33. Sei I ⊂ R ein Intervall und f : I → R eine reelle Funktion. Dann ist die Ableitung
der prima¨ren Matrixfunktion Tf : Sym
I(n)→ Sym(n) selbstadjungiert im Frobenius-Skalarprodukt, d.h. es
gilt
〈DTf [A].H, H˜〉 = 〈H,DTf [A].H˜〉 fu¨r alle A ∈ SymI(n) und H, H˜ ∈ Sym(n) . (2.5.15)
Beweis. Siehe Martin und Neff [47, Lemma 2.1]. 
Lemma 2.5.34. Sei I ⊂ R ein reelles Intervall, f : I → R eine reelle Funktion und Tf : SymI(n) →
Sym(n) die zugeho¨rige prima¨re Matrixfunktion. Dann gilt
D tr(Tf [X]) = Tf ′(X) fu¨r alle X ∈ SymI(n) . (2.5.16)
Bemerkung 2.5.35. Definieren wir W : SymI → Sym(n) mit W = trTf , dann gilt DW [X] = Tf ′(X).
Somit ist W ein Potential von Tf ′ . Dazu siehe auch Martin und Neff [47, Proposition 2.5].
Beweis. Sei X ∈ SymI(n). Wir nutzen die Linearita¨t und die Selbstadjungiertheit der Ableitung, um die
Ableitung von tr(Tf ) an der Stelle X in Richtung H umzuformen:
D tr(Tf )[X].H = tr
(
DTf [X].H
)
= 〈DTf [X].H , 1 〉 = 〈DTf [X].1 , H 〉 fu¨r alle H ∈ Sym(n) .
Die Ableitung von von Tf an der Stelle X in Richtung 1 lautet mittels des Differenzenquotienten
DTf [X].1 = lim
t→0
f(X + t · 1)− f(X)
t
= lim
t→0
1
t
(
Qdiag
(
f(λ1 + t), . . . , f(λn + t)
)
QT −Qdiag(f(λ1), . . . , f(λn))QT)
= lim
t→0
Q diag
(f(λ1 + t)− f(λ1)
t
, . . . ,
f(λn + t)− f(λn)
t
)
QT
= Qdiag
(
f ′(λ1), . . . , f ′(λn)
)
QT
= Tf ′(X) .
Zusammen erhalten wir D tr(Tf )[X].H = Tf ′(X).H fu¨r alle H ∈ Sym(n), was die zu zeigende Aussage
impliziert. 
Proposition 2.5.36. Fu¨r alle X ∈ Sym+(n) gilt
D‖logX‖2 = 2X−1 logX , (2.5.17)
D‖devn logX‖2 = 2X−1 devn logX = 2X−1 log X
(detX)1/n
, (2.5.18)
D| tr(logX)|2 = 2X−1 tr logX = 2X−1 log det(X) . (2.5.19)
Beweis. Es ist
‖logX‖2 = tr((logX)T (logX)) = tr((logX)2) = Tf (X) mit f(x) = (log x)2 ,
so folgt mit Proposition 2.5.34
D‖logX‖2 = Tf ′(X) = 2X−1 logX .
Analog bestimmen wir D tr(logX) = X−1, sodass wir per Kettenregel
D | tr(logX)|2 = 2 tr(logX)X−1 = 2X−1 tr(logX)
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erhalten. Verwenden wir Proposition 2.2.18, also
‖logX‖2 = ‖devn logX‖2 + 1
n
| tr logX|2 ,
dann ko¨nnen wir die dritte Ableitung als Differenz u¨ber die beiden anderen bestimmen:
D‖devn logX‖2 = D‖logX‖2 − 1
n
D| tr(logX)
= 2X−1
(
logX − 1
n
tr(logX) · 1) = 2X−1 devn logX . 
Verwenden wir die letzte Proposition mit der Diagonalisierung X = diag(λ1, . . . , λn), so erhalten wir in
U¨bereinstimmung mit Proposition 2.5.32 eine Diagonalmatrix als Ableitungsmatrix, deren Diagonalein-
tra¨ge die Ableitungen nach den Eigenwerten λ1, . . . , λn sind.
Folgerung 2.5.37. Fu¨r alle X ∈ Sym+(n) gilt
d
dλi
‖logX‖2 = 2
λi
log λi , (2.5.20)
d
dλi
‖devn logX‖2 = 2
λi
log
λi
(detX)1/n
, (2.5.21)
d
dλi
| tr(logX)|2 = 2
λi
tr logX . (2.5.22)
Hierbei sind λ1, . . . , λn ∈ R+ die Eigenwerte von X.
Proposition 2.5.38. Fu¨r alle X ∈ Sym+(n) gilt
‖logX‖2 =
n∑
i=1
(log λi)
2 , (2.5.23)
‖devn logX‖2 =
n∑
i=1
(
log
λi
(λ1 · . . . · λn)1/n
)2
=
1
n
n∑
i,j=1,i<j
(
log
λi
λj
)2
, (2.5.24)
| tr(logX)|2 = (log λ1 · . . . · λn)2 = ( n∑
i=1
log λi
)2
. (2.5.25)
Hierbei sind λ1, . . . , λn ∈ R+ die Eigenwerte von X.
Beweis. Wir rechnen nach. Es ist
‖logX‖2 = ‖diag(log λ1, . . . , log λn)‖2 =
n∑
i=1
(log λi)
2
und
| tr(logX)|2 =
(
tr
(
diag(log λ1, . . . , log λn)
))2
=
( n∑
i=1
log λi
)2
=
(
log λ1 · . . . · λn
)2
.
Es gilt einerseits logX = devn logX +
1
n tr(logX) · 1 als auch nach Proposition 2.2.18 auf Seite 23 die
Identita¨t ‖logX‖2 = ‖devn logX‖2 + 1n | tr(logX)|2. Mit der ersten Identita¨t erhalten wir sofort
‖devn logX‖2 = ‖logX − 1
n
log detX · 1‖2 =
∥∥∥∥log XdetX1/n
∥∥∥∥2 = n∑
i=1
(
log
λi
(λ1 · . . . · λn)1/n
)2
.
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Nun verwenden wir die zweite Identita¨t, sowie zudem (2.5.23) und (2.5.24) und erhalten
‖devn logX‖2 = ‖logX‖2 − 1
n
| tr(logX)|2
=
n∑
k=1
(log λk)
2 − 1
n
(
n∑
k=1
log λk
)2
=
1
n
 n∑
i=1
n∑
j=1
(log λi)
2 −
n∑
i=1
log λi
n∑
j=1
log λj

=
1
2n
 n∑
i=1
n∑
j=1
(log λi)
2 − 2
n∑
i=1
n∑
j=1
log λi log λj +
n∑
i=1
n∑
j=1
(log λj)
2

=
1
2n
n∑
i=1
n∑
j=1
(log λi − log λj)2
=
1
n
n∑
i=1
n∑
j=1
(
log
λi
λj
)2
=
1
n
n∑
i,j=1,i<j
(
log
λi
λj
)2
. 
Proposition 2.5.39. Sei Φ: Sym+(n)→ R mit Φ(U) = |tr logU |2. Dann ist
∂Φ
∂Ik
(U) = 0 fu¨r alle k ∈ {1, . . . , n− 1} und ∂Φ
∂In
(U) =
2
detU
tr logU . (2.5.26)
Hierbei sind λ1, . . . , λn ∈ R+ die Eigenwerte und I1, . . . , In die Invarianten von U .
Beweis. Aufgrund der Identita¨t tr logU = log detU ist Φ(U) = (log In)
2, ein nur von In abha¨ngender
Ausdruck. Somit ist Φ konstant in I1, . . . , In−1, die zugeho¨rigen partiellen Ableitungen ∂Φ∂I1 = . . . =
∂Φ
∂In−1
=
0. Die n-te partielle Ableitung ergibt sich direkt als ∂Φ∂In =
2
In
log In. 
Ist eine isotrope Funktion sogar linear, dann existieren (feste) Koeffizienten, sodass sich fu¨r jedes Argument
X der Funktionswert C.X gewichtet in symmetrischen Anteil, schiefsymmetrischen Anteil und Spuranteil
zerlegen la¨sst, die Abbildung sich also als gewichtete Zerlegung darstellen la¨sst. Diesen Umstand werden
wir in Abschnitt 4.3.13 auf Seite 123 ff. bei der Einfu¨hrung linearen Elastizita¨tsgesetzes und in dessen
Anwendung auf Shear-Deformationen in Abschnitt 7.1 auf Seite 157 ff. verwenden.
Lemma 2.5.40. Sei C : Rn×n → Rn×n eine isotrope lineare Funktion. Dann existieren konstante Koeffi-
zienten µ, µc,Λ ∈ R, sodass sich C.X als mit ihnen gewichtete Summe des symmetrischen, des schiefsym-
metrischen und des Spuranteils von X darstellen la¨sst, d.h.
C.X = µ symX + µc skewX +
Λ
2
tr(X) · 1 fu¨r alle X ∈ Rn×n .
Beweis. Siehe Boor [11]. 
2.5.2. Semi-Invertierbarkeit, Baker-Ericksen und empirischen Ungleichungen
Wie wir in Lemma 2.5.28 (Darstellungssatz) auf Seite 34 gesehen haben, ko¨nnen isotrope Funktionen genau
u¨ber die Darstellbarkeit durch
Φ(X) = α0 · 1 + α1X + . . .+ αn−1Xn−1 = β−1 ·B−1 + β0 · 1 + . . .+ βn−2Xn−2
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fu¨r alleX ∈ S charakterisiert werden. Ausdru¨cklich sei hier nochmal erwa¨hnt, dass die hier dieα0, . . . , αn−1
und β−1, β0, . . . , βn−2 selbst Funktionen Rn → R sind, welche nur von den Invarianten des Argu-
ments X abha¨ngen du¨rfen.
Recht a¨hnlich dieser Darstellung folgen wir einer Definition von C. Truesdell und definieren eine abge-
schwa¨chte Variante der Invertierbarkeit von Φ unter Kenntnis gewisser Informationen des Arguments:
Definition 2.5.41 (Semi-Invertierbarkeit). Sei S ⊆ Sym(n) eine isotrope Menge. Eine Abbildung Φ: S→
Sym(n) heißt semi-invertierbar , wenn es nur von den Invarianten vonX abha¨ngige Koeffizienten ψ0, . . . , ψn−1
gibt (d.h. sie sind Funktionen in den Invarianten), sodass gilt
X =
n−1∑
k=0
ψk Φ(X)
k = ψ0 · 1 + ψ1 Φ(X) + . . .+ ψn−1 Φ(X)n−1 fu¨r alle X ∈ S . (2.5.27)
Wir ko¨nnen Φ somit
”
invertieren“, wenn zumindest die Invarianten des Urbildes gegeben sind.
Tatsa¨chlich mu¨ssen semi-invertierbare Funktion nicht notwendigerweise invertierbar sein: Als ein Gegen-
beispiel schlagen Truesdell und Moon 1975 in einem Artikel [78, S. 185] vor:
Beispiel 2.5.42. Sei Φ: Sym+(3)→ Sym(3) mit Φ(X) = dev3X, also
Φ(X) = X − 1
3
trX · 1 =
2∑
i=0
αiX
i (2.5.28)
mit α0(a, b, c) = − 13a, α1 ≡ 1, α2 ≡ 0. Wir sehen, offenkundig ist Φ nicht invertierbar, denn es gilt
Φ(1) = Φ(0) = 0. Aber Φ ist semi-invertierbar, denn es gilt
X =
1
3
trX · 1 + Φ(X) = ψ0 · 1 + ψ1 Φ(X) + ψ2 Φ(X)2 (2.5.29)
mit ψ0(a, b, c) =
a
3 , ψ1 ≡ 1, ψ2 ≡ 0.
Als weiteres Beispiel sei das von der quadratischen Hencky-Energie aus Beispiel 6.1.20 auf Seite 144
induzierte Elastizita¨tsgesetz genannt. Dies ist ebenso semi-invertierbar, aber nicht invertierbar ist (siehe
auch Bemerkung 6.1.21).
Wir erinnern uns: Fu¨r S ⊆ Sym(n) ist eine Funktion Φ: S → Sym(n) genau dann bi-koaxial, wenn X
und Φ(X) fu¨r jedes X ∈ S bi-koaxial ist, d.h. fu¨r jedes Q ∈ O(n) gilt
QTXQ ist in Diagonalgestalt genau dann, wenn QTΦ(X)Q in Diagonalgestalt ist.
Im folgenden Lemma, das sich auch in Blume [10, S. 277] findet, sehen wir, dass genau die bi-koaxialen
Funktionen semi-invertierbar sind.
Lemma 2.5.43. Sei S ⊆ Sym(n) eine isotrope Menge. Eine isotrope Abbildung Φ: S→ Sym(n) ist genau
dann semi-invertierbar, wenn sie bi-koaxial ist.
Beweis. Angenommen, Φ ist semi-invertierbar. Sei X ∈ S beliebig aber festgehalten. Dann ist X aufgrund
der Semi-Invertierbarkeit ein Polynom in Φ(X) und mit Proposition 2.5.10 ist jeder Eigenvektor von Φ(X)
auch Eigenvektor von X. Aufgrund der Isotropie ist auch jeder Eigenvektor von X auch Eigenvektor von
Φ(X). Also ist Φ bi-koaxial.
Angenommen, Φ ist bi-koaxial. Sei X ∈ S, dann ist Φ(X) koaxial zu X. Mit Proposition 2.5.27 gibt es
daher Koeffizienten ψ0, . . . , ψn−1 ∈ R, sodass
X = ψ0 · 1 + ψ1Φ(X) + ψ2Φ(X)2 + . . .+ ψn−1Φ(X)n−1
gilt. Aufgrund der Isotropie von Φ gilt dann auch
QTXQ = ψ0 · 1 + α1 Φ(QTXQ) + ψ2 Φ(QTXQ)2 + . . .+ ψn−1 Φ(QTXQ)n−1 fu¨r alle Q ∈ O(n) ,
was bedeutet, dass die Koeffizienten ψ0, . . . , ψn−1 sich nicht a¨ndern, wenn X durch QTXQ ersetzt wird.
Mit Lemma 2.5.26 sind sie somit Funktionen der Invarianten von X. Also ist Φ semi-invertierbar. 
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Lemma 2.5.43 macht die Semi-Invertierbarkeit einer isotropen Funktion zu einer begehrten Eigenschaft.
Wir haben in Folgerung 2.5.16 gesehen, dass wir die Koaxialita¨t einer Funktion Φ auch mittels ai 6= aj ⇒
bi 6= bj fu¨r alle i, j ∈ {1, . . . , n} charakterisieren ko¨nnen. Hierbei sind ai die Eigenwerte von X und bi die
zugeho¨rigen Eigenwerte von Φ(X).10 Diese Eigenschaft haben Baker und Ericksen [1] verscha¨rft.
Definition 2.5.44 (strikte Baker-Ericksen-Ungleichungen (BE+)). Sei S ⊆ Sym(n) eine isotrope Menge
und Φ: S → Sym(n) eine isotrope Funktion. Dann erfu¨llt Φ die strikten Baker-Ericksen-Ungleichungen,
wenn fu¨r alle X ∈ S die folgende Implikation gilt:
ai > aj ⇒ bi > bj fu¨r alle i, j ∈ {1, . . . , n} , (2.5.30)
wobei a1, . . . , an ∈ R die Eigenwerte von X und b1, . . . , bn ∈ R die Eigenwerte von Φ(X) bezeichnen.
Hierbei gilt
diag(b1, . . . , bn) = Φ
(
diag(a1, . . . , an)
)
, (2.5.31)
d.h. b1, . . . , bn sind die zugeho¨rigen Eigenwerte von Φ(X) zu a1, . . . , an von X.
Definition 2.5.45 (Baker-Ericksen-Ungleichungen (BE)). Sei Φ wie in der vorigen Definition gegeben.
Dann erfu¨llt Φ die Baker-Ericksen-Ungleichungen, wenn fu¨r alle X ∈ S die folgende Implikation gilt:
ai ≥ aj ⇒ bi ≥ bj fu¨r alle i, j ∈ {1, . . . , n} . (2.5.32)
Bemerkung 2.5.46. Da aufgrund der Isotropie von Φ schon die Implikation ai = aj ⇒ bi = bj
gilt, implizieren die strikten Baker-Ericksen-Ungleichungen die Baker-Ericksen-Ungleichungen. Aber nicht
jede isotrope Funktion, welche die Baker-Ericksen-Ungleichungen erfu¨llt, erfu¨llt auch die strikten Baker-
Ericksen-Ungleichungen. Als Gegenbeispiel hierzu betrachten wir die konstante Nullfunktion Φ ≡ 0.
Bemerkung 2.5.47. Als Verscha¨rfung der Bi-Koaxialita¨tseigenschaft ai 6= aj ⇒ bi 6= bj ist natu¨rlich jede
Funktion, welche die Baker-Ericksen-Ungleichungen erfu¨llt, auch bi-koaxial.
Eine weitere Verscha¨rfung der Bi-Koaxialita¨tseigenschaft von isotropen Funktionen wollen wir nun be-
schreiben. Truesdell nannte sie 1975 [78] zuerst die empirischen Ungleichungen (empirical inequalities).
Hierbei beziehen sich die besagten Ungleichungen auf Koeffizientenfunktionen in der Darstellung einer
isotropen Funktion laut Darstellungssatz (Lemma 2.5.28).
Definition 2.5.48 (empirische Ungleichungen (E-TSS)). Sei S ⊆ Sym(n) eine isotrope Menge und
Φ: S→ Sym(n) eine isotrope Funktion mit der Darstellung
Φ(X) =
n−2∑
i=−1
βiX
i = β−1X−1 + β0 · 1 + . . .+ βn−2Xn−2 fu¨r alle X ∈ S . (2.5.33)
Die sogenannten empirischen Ungleichungen (empirical inequalities) stellen folgende Bedingungen an die
Abbildungen in den Invarianten β−1, β0, . . . , βn−2 : Rn → R. Es soll fu¨r alle X ∈ S gelten:
β−1 ≤ 0 ,
β0 ≤ 0 und
βk ≥ 0 fu¨r alle k ∈ {1, . . . , n− 2} ,
βk > 0 fu¨r ein k ∈ {1, . . . , n− 2} . (2.5.34)
Bemerkung 2.5.49. Im Fall n = 3, also Φ(X) = β−1X−1 + β0 · 1 + β1X lauten die empirischen
Ungleichungen β−1 ≤ 0, β0 ≤ 0 und β1 > 0 fu¨r alle X ∈ S.
Truesdell fordert in seiner Definition der empirischen Ungleichungen, dass fu¨r ein k ∈ {1, . . . , n− 12} die
strikte Ungleichung βk > 0 fu¨r alle X ∈ S gilt. Dies ist fu¨r die in diesem Abschnitt herausgearbeitete
Implikationskette, an dessen Ende die Semi-Invertierbarkeit steht, nicht notwendig. Es reicht, wenn fu¨r
jedes X ∈ S jeweils eine der Ungleichungen strikt ist. Zudem stellt sich die Forderung an β0 fu¨r die
Implikationskette als unnu¨tz heraus. Mehr noch, in Bemerkung 6.1.6 aus Seite 138 stellen wir ein praktisch
relevantes Beispiel vor, das alle Bedingungen der (WE-TSS) erfu¨llt, bis auf die an β0, welche verletzt wird.
Um diese unno¨tige Strenge bereinigt, definieren wir die schwachen empirischen Ungleichungen.
10d.h. Φ
(
diag(a1, . . . , an)
)
= (b1, . . . , bn).
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Definition 2.5.50 (schwache empirische Ungleichungen (WE-TSS)). Sei S ⊆ Sym(n) eine isotrope Menge
und Φ: S→ Sym(n) eine isotrope Funktion mit der Darstellung
Φ(X) =
n−2∑
i=−1
βiX
i = β−1X−1 + β0 · 1 + . . .+ βn−2Xn−2 fu¨r alle X ∈ S . (2.5.35)
Die sogenannten schwachen empirischen Ungleichungen (weak empirical inequalities) stellen folgende Be-
dingungen an die Abbildungen in den Invarianten β−1, β1, . . . , βn−2 : Rn → R. Es soll fu¨r alle X ∈ S
gelten:
β−1 ≤ 0 und βk ≥ 0 fu¨r alle k ∈ {1, . . . , n− 2} ,
Zudem muss es zu jedem X ∈ S ein k ∈ {1, . . . , n − 2} geben, sodass die Ungleichung βk > 0 strikt ist,
insbesondere ist es nicht erforderlich, dass eine der Ungleichungen βk ≥ 0 fu¨r alle X ∈ S strikt ist.
Bemerkung 2.5.51. Im Fall n = 3, also Φ(X) = β−1X−1+β0 ·1+β1X lauten die schwachen empirischen
Ungleichungen β−1 ≤ 0 und β1 ≥ 0 fu¨r alle X ∈ S, wobei fu¨r jedes X eine der Ungleichungen jeweils
strikt ist.
Die empirischen Ungleichungen sind definitionsgema¨ß eine Verscha¨rfung der schwachen empirischen Unglei-
chungen, somit erfu¨llt jede Funktion, welche die (E-TSS) erfu¨llt auch die (WE-TSS). Letztere verscha¨rfen
zudem die strict Baker-Ericksen-Ungleichungen (BE+), wie das folgende Lemma zeigt. Und da die (BE+),
wie gezeigt, eine Verscha¨rfung der Bi-Koaxialita¨t bedeuten, erhalten wir die gewu¨nschte Eigenschaft der
Verscha¨rfung von (bi-coax) durch die empirischen Ungleichungen.
Lemma 2.5.52. Sei S ⊆ Sym(n) eine isotrope Menge und Φ: S→ Sym(n) erfu¨lle die schwachen empi-
rischen Ungleichungen. Dann erfu¨llt Φ auch die strikten Baker-Ericksen-Ungleichungen.
Beweis. Sei X ∈ Sym(n). Da Φ die schwachen empirischen Ungleichungen erfu¨llt, gibt es β−1 ≤ 0 und
β1 ≥ 0, . . . βn−2 ≥ 0, wobei eine der Ungleichungen sogar strikt ist, sodass Φ(X) =
∑n−2
l=−1 βlB
l gilt. Seien
a1, . . . , an ∈ R die Eigenwerte von X und b1, . . . , bn ∈ R die Eigenwerte von Φ(X) mit diag(b1, . . . , bn) =
Φ
(
diag(a1, . . . , an)
)
. Aufgrund der Isotropie von Φ und da die βl Invarianten von X sind, folgt
diag(b1, . . . , bn) =
n−2∑
l=−1
βi diag(a1, . . . , an)
l
und damit
bk =
n−2∑
l=−1
βl a
l
k fu¨r alle k ∈ {1, . . . , n} .
Gelte nun i, j ∈ {1, . . . , n} mit ai > aj , dann ist β−1a−1i ≥ β−1a−1j und β1ai ≥ β1aj , . . . , βn−2an−2i ≥
βn−2an−2j , wobei eine Ungleichung strikt ist. So erhalten wir
bi = β−1a−1i + β0 +
n−2∑
l=1
βla
l
i > β−1a
−1
j + β0 +
n−2∑
l=1
βla
l
j = bj ,
also erfu¨llt Φ die Baker-Ericksen-Ungleichungen. 
Abschließend beziehen wir Satz 2.5.56 noch auf den Begriff der Invertierbarkeit.
Definition 2.5.53 (Invertierbarkeit). Sei S ⊆ Sym(n) und Φ: S→ Sym(n). Wir nennen Φ invertierbar,
wenn es eine Umkehrfunktion Φ−1 : Sym(n)→ S gibt, fu¨r die
X = Φ−1
(
Φ(X)
)
fu¨r alle X ∈ S (2.5.36)
und
Y = Φ
(
Φ−1(Y )
)
fu¨r alle Y ∈ Sym(n) (2.5.37)
gilt.
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Proposition 2.5.54. Sei S ⊆ Sym(n) eine isotrope Menge und Φ: S → Sym(n) eine invertierbare
isotrope Funktion. Dann ist Φ auch semi-invertierbar.
Beweis. Sei X ∈ S und Y := Φ(X). Aufgrund der Isotropie gilt Φ(QTXQ) = QTY Q fu¨r alle Q ∈
O(n) und damit fu¨r die Umkehrfunktion Φ−1(QTY Q) = QTXQ, d.h. Φ−1 ist ebenso isotrop. Mit dem
Darstellungsatz 2.5.28 gibt es Funktionen α0, . . . , αn−1 in den Invarianten von Y mit
X = α0 · 1 + α1 Y + . . .+ αn−1 Y n−1 .
Nach Lemma 2.5.26 gibt es isotrope Funktionen α˜0, . . . , α˜n−1 mit αi
(
I1(Y ), . . . , In(Y )
)
= α˜i(Y ). Mit der
Isotrope von Φ ist auch X 7→ α˜i
(
Φ(X)
)
isotrop, was die Existenz von Funktionen ψ0, . . . , ψn−1 in den
Invarianten von X mit αi
(
I1(Y ), . . . , In(Y )
)
= ψi
(
I1(X), . . . , In(X)
)
und damit
X = ψ0 · 1 + ψ1 Φ(X) + . . .+ ψn−1 Φ(X)n−1
impliziert. 
Bemerkung 2.5.55. Auch wenn fu¨r isotrope Funktionen aus Invertierbarkeit immer Semi-Invertierbarkeit
folgt, ko¨nnen wir diese Implikation nicht auf die empirischen Ungleichungen oder die Baker-Ericksen-
Ungleichungen verscha¨rfen. Als Gegenbeispiel hierzu betrachten wir die isotrope Funktion Φ: Sym(n) →
Sym(n) mit Φ(X) = 1 − X. Sie ist invertierbar, erfu¨llt aber trotz ihrer Semi-Invertierbarkeit nicht
die Baker-Ericksen-Ungleichungen (und aufgrund der Implikationskette aus Satz 2.5.56 erfu¨llt sie nicht
(E-TSS), (WE-TSS), (BE+)).
Wir fassen unsere Ergebnisse zusammen:
Satz 2.5.56. Sei S ⊆ Sym(n) eine isotrope Menge und Φ: S → Sym(n) eine isotrope Funktion, d.h. es
gilt
Φ(X) =
n−2∑
i=−1
βiX
i = β−1X−1 + β0 · 1 + β1X fu¨r alle X ∈ S . (2.5.38)
Hierbei sind die β−1, . . . , βn−2 reellwertige Funktionen in den Invarianten von X. Zu jedem X bezeichnen
wir die Eigenwerte von X mit a1, . . . , an und die Eigenwerte von Φ(X) mit b1 . . . , bn, wobei Φ
(
diag(a1, . . . , an)
)
=
diag(b1, . . . , bn) gilt.
Dann gelten folgende Implikationen:
(E-TSS)
Def.2.5.50⇒ (WE-TSS) Lem.2.5.52⇒ (BE+)
Bem.2.5.47⇒ (bi-coax) Lem.2.5.43⇔
Bem.2.5.55
H⇐ (invert) Lem.2.5.54⇒
(semi)
Hierbei bezeichnen:11
(E-TSS) : Φ erfu¨llt die empirischen Ungleichungen.
D.h. es gilt β−1 ≤ 0, β0 ≤ 0 und β0 ≥ 1, . . . , βn−2 ≥ 0 fu¨r alle X und es gibt ein
k ∈ {1, . . . , n− 2} fu¨r das βk > 0 fu¨r alle X gilt.
(WE-TSS) : Φ erfu¨llt die schwachen empirischen Ungleichungen.
D.h. es gilt β−1 ≤ 0, β1 ≥ 0, . . . , βn−2 ≥ 0 fu¨r alle X, wobei fu¨r jedes X eine der
Ungleichungen jeweils strikt ist.
11Die Schreibweise speziell im Fall n = 3 finden wir auf Seite 135 vor. Dort wird der Satz auf Elastizita¨tsgesetze angewandt.
42
2. Matrix-Analysis
(BE+) : Φ erfu¨llt die strikten Baker-Ericksen-Ungleichungen.
D.h. es gilt ai > aj ⇒ bi > bj fu¨r alle i, j ∈ {1, . . . , n}
(bi-coax) : Φ ist bi-koaxial.
D.h. jeder Eigenvektor von X zu ai ist Eigenvektor von Φ(B) zu bi und umgekehrt.
(semi) : Φ ist semi-invertierbar.
D.h. es gilt X =
n−1∑
i=0
ψi Φ(X)
i mit reellen Funktionen ψ0, . . . , ψn−1 in den Invarianten
von X.
(invert) : Φ ist invertierbar.
D.h. es gibt eine Umkehrfunktion Φ−1 : Sym(n) → S mit X = Φ−1(Φ(X)) fu¨r alle
X ∈ S und Y = Φ(Φ−1(Y )) fu¨r alle Y ∈ Sym(n).
Bemerkung 2.5.57. Die Implikation (E-TSS)⇒ (semi) wird bereits von Truesdell in [78] erwa¨hnt. Mit
ihr haben wir ein einfaches Kriterium fu¨r die Semi-Invertierbarkeit:
Sei S ⊆ Sym(n) eine isotrope Menge und Φ: S→ Sym(n) eine isotrope Funktion mit der Darstellung
Φ(X) =
n−2∑
i=−1
βiX
i fu¨r alle X ∈ S .
und es gilt β−1 ≤ 0 und β1 ≥ 0, . . . , βn−2 ≥ 0, wobei fu¨r jedes X wenigstens eine Ungleichung strikt ist,
dann ist Φ semi-invertierbar.12
2.6. Matrixexponential und Matrixlogarithmus
2.6.1. Exponential
Proposition 2.6.1. Sei fn : Rn×n → Rn×n mit fn(X) =
n∑
k=0
Xk
k!
. Dann konvergiert fn punktweise.
Beweis. Wir zeigen, dass
(
fn(X)
)
n∈N eine Cauchyfolge ist. Dazu definieren wir gn : R
n×n → R mit
gn(X) =
∑n
k=0
‖X‖k
k! , dann ist fu¨r jedes x ∈ Rn×n und alle n,m ∈ N mit n ≤ m
‖fm(X)− fn(X)‖ =
∥∥∥ m∑
k=n+1
Xk
k!
∥∥∥ ≤ m∑
k=n+1
‖X‖k
k!
= | gm(X)− gn(X) | . (2.6.1)
Da fu¨r jedes X ∈ Rn×n die Abbildung n 7→ gn(X) =
∑n
k=0
‖X‖k
k! beschra¨nkt und monoton wachsend ist,
ist gn punktweise konvergent und damit
(
gn(X)
)
n∈N fu¨r jedes X ∈ Rn×n eine Cauchyfolge. Nun folgt mit
Abscha¨tzung (2.6.1) direkt das zu Zeigende. 
Die Wohldefiniertheit der folgenden Definition ergibt sich u¨berhaupt erst durch Proposition 2.6.1.
12Allerdings betont Truesdell in [78], dass die Implikation (BE+) ⇒ (semi) nur unter der Voraussetzung nichtmehrfacher
Nullstellen gilt und – abweichend zu Bemerkung 2.5.47 – im Allgemeinen nicht gilt. Sie sprechen von einfachen Gegen-
beispielen, die sie trotz ihrer Einfachheit nicht angeben (ko¨nnen?).
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Definition 2.6.2. Wir definieren das Matrixexponential auf den quadratischen Matrizen exp: Rn×n →
Rn×n u¨ber die Potenzreihe
exp(X) :=
∞∑
k=0
Xk
k!
. (2.6.2)
Fu¨r n = 1 entspricht das Exponential der Exponentialfunktion auf den reellen Zahlen.
Definition 2.6.3. Sei f : R → R. Die zugeho¨rige prima¨re Matrixfunktion Tf : Sym(n) → Sym(n) ist
definiert als
Tf (X) = Q diag
(
f(λ1), . . . , f(λn)
)
QT =
n∑
i=1
f(λi) · vi ⊗ vi , (2.6.3)
wobei λ1, . . . , λn ∈ R die Eigenwerte mit zugeho¨rigen Eigenvektoren v1, . . . , vn von X sind. Somit ist auch
X = Qdiag(λ1, . . . , λn)Q
T mit Q := (v1| . . . |vn).
Fu¨r weitere Informationen u¨ber Matrixfunktionen siehe auch Richter [68].
Bemerkung 2.6.4. Ist die induzierende Funktion f nur auf den positiven Zahlen definiert, erhalten wir
durch analoge Definition Tf : Sym
+(n)→ Sym(n).
Folgerung 2.6.5. Sei Φ: Sym(n)→ Sym(n) eine prima¨re Matrixfunktion. Dann gilt XΦ(X) = Φ(X)X
fu¨r alle X ∈ Sym(n).
Beweis. Die Aussage folgt, da X und Φ(X) nach Definition offenkundig gemeinsam diagonalisierbar sind.

Proposition 2.6.6. Sei fn : Sym(n) → Sym(n) mit fn(X) =
n∑
k=0
Xk
k!
. Dann konvergiert fn punktweise
gegen die prima¨re Matrixexponentialfunktion Texp : Sym(n)→ Sym(n).
Beweis. Es ist mit f˜n : R→ R und f˜n(x) =
∑n
k=0
xk
k!
fn(X) =
n∑
k=0
1
k!
(
Q diag(λ1, . . . , λn)Q
T
)k
=
n∑
k=0
1
k!
Qdiag(λ1, . . . , λn)
kQT
= Q
n∑
k=0
diag
(
1
k!
λk1 , . . . ,
1
k!
λkn
)
QT
= Qdiag
(
n∑
k=0
λk1
k!
, . . . ,
n∑
k=0
λkn
k!
)
QT = Tf˜n(X) ,
wobei λ1, . . . , λn ∈ R die Eigenwerte von X sind.
Da nun f˜n gegen die Exponentialfunktion konvergiert ist lim
n→∞ fn = Texp(X). 
Folgerung 2.6.7. Auf die Gruppe der symmetrischen Matrizen eingescha¨nkt ist das Exponential die
prima¨re Matrixexponentialfunktion, d.h. exp| Sym = Texp.
Proposition 2.6.8. Fu¨r X,Y ∈ Rn×n mit XY = Y X gilt
exp(X + Y ) = exp(X) · exp(Y ) . (2.6.4)
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Beweis. Mit dem Cauchyprodukt
∞∑
k=0
ak ·
∞∑
k=0
bk =
∞∑
n=0
n∑
k=0
ak bn−k
erhalten wir
exp(X) · exp(Y ) =
n∑
k=0
(X)k
k!
·
n∑
k=0
Y k
k!
=
∞∑
n=0
n∑
k=0
XkY n−k
k!(n− k)!
=
∞∑
n=0
1
n!
n∑
k=0
(
n
k
)
XkY n−k =
∞∑
n=0
(X + Y )n
n!
= exp(X + Y ) .
Hierbei ist
∑n
k=0
(
n
k
)
XkY n−k = (X + Y )n genau dann, wenn X und Y kommutieren. 
Folgerung 2.6.9. Fu¨r X = A ·N mit A ∈ Sym(n) und N ∈ Rn×n nilpotent mit Ns = 0 gilt
exp(X) = exp(A) · exp(N) = Qdiag(exp(λ1), . . . , exp(λn))QT · s−1∑
k=0
Nk
k!
. (2.6.5)
Hierbei sind λ1, . . . , λn ∈ R die Eigenwerte von A mit Diagonalisierung A = Qdiag(λ1, . . . , λn)QT mit
Q ∈ O(n).
Sicherlich ist aXbX = bXaX, so erhalten wir:
Folgerung 2.6.10. Fu¨r alle X ∈ Rn×n und a, b ∈ R gilt
exp
(
(a+ b)X
)
= exp(aX) · exp(bX) . (2.6.6)
Setzen wir a = b = 1, erhalten wir
Folgerung 2.6.11. Fu¨r alle X ∈ Rn×n gilt
exp(2X) =
(
exp(X)
)2
. (2.6.7)
Setzen wir jetzt noch a = 1 und b = −1, so ist 1 = exp(X) · exp(−X) und damit:
Folgerung 2.6.12. Fu¨r alle X ∈ Rn×n gilt
exp(−X) = (exp(X))−1 . (2.6.8)
Proposition 2.6.13. Fu¨r X ∈ Rn×n und S ∈ GL(n) gilt
exp(SXS−1) = S exp(X)S−1 . (2.6.9)
Beweis. Fu¨r alle k ∈ N0 ist (S X S−1)k = S Xk S−1. 
Auf symmetrische Matrizen X und orthogonale Matrizen Q eingeschra¨nkt, erhalten wir die Isotropie des
Exponentials:
Folgerung 2.6.14 (Isotropie). Fu¨r X ∈ Sym(n) und Q ∈ O(n) gilt
exp(QXQT ) = Q exp(X)QT . (2.6.10)
Direkt aus der Definition der Potenzreihe folgt
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Proposition 2.6.15. Fu¨r alle X ∈ Rn×n gilt
exp(XT ) =
(
exp(X)
)T
. (2.6.11)
Folgerung 2.6.16. Auf die Menge der symmetrischen Matrizen eingeschra¨nkt ist das Exponential eine
prima¨re Matrixfunktion mit exp: Sym(n)→ Sym+(n). Es gilt
exp(X) = Q diag
(
exp(λ1), . . . , exp(λn)
)
QT =
n∑
i=1
exp(λi) · vi ⊗ vi , (2.6.12)
wobei λ1, . . . , λn ∈ R die Eigenwerte von X sind mit zugeho¨rigen, paarweise orthogonales Eigenvektoren
v1, . . . , vn von X und Q = (v1 | . . . | vn).
Beweis. Fu¨r X ∈ Rn×n mit X = XT , also X ∈ Sym(n) gilt exp(X) = exp(XT ) = (exp(X))T , also
exp(X) ∈ Sym(n). Mit Proposition 2.6.13 erhalten wir
exp(X) = exp
(
Q diag(λ1, . . . , λn)Q
T
)
= Q exp
(
diag(λ1, . . . , λn)
)
QT
= Q diag
(
exp(λ1) , . . . , exp(λn)
)
QT . 
2.6.2. Logarithmus
Definition 2.6.17. Wir definieren den Matrixlogarithmus auf den quadratischen Matrizen exp: Rn×n →
P(Rn×n) mit X 7→ Log(X) := {Y ∈ Rn×n | exp(Y ) = X }, als die Menge aller Lo¨sungen exp(Log(X)) =
X.
Proposition 2.6.18. Fu¨r alle X ∈ Rn×n gilt
2 Log(X) ⊆ Log(X2) . (2.6.13)
Beweis. Mit Folgerung 2.6.11 ist
exp
(
2 Log(X)
)
=
(
exp
(
Log(X)
))2
= X2 ,
also 2 Log(X) ⊆ Log(X2). 
Proposition 2.6.19. Fu¨r X ∈ Rn×n und S ∈ GL(n) gilt
Log(SXS−1) = S Log(X)S−1 . (2.6.14)
Beweis. Mit Proposition 2.6.13 ist exp(S LogX S−1) = S X S−1, also Log(SXS−1) = S Log(X)S−1.

Auf symmetrische Matrizen X und orthogonale Matrizen Q eingeschra¨nkt, erhalten wir die Isotropie des
Logarithmus:
Folgerung 2.6.20 (Isotropie). Fu¨r X ∈ Sym(n) und Q ∈ O(n) gilt
Log(QXQT ) = Q Log(X)QT . (2.6.15)
Folgerung 2.6.21. Auf die Menge der symmetrischen, positiv definiten Matrizen eingeschra¨nkt ist der
Logarithmus eine prima¨re Matrixfunktion, die wir aufgrund ihrer A¨hnlichkeit zum reellen Logarithmus mit
log : Sym+(n)→ Sym(n) bezeichnen. Fu¨r fu¨r alle X ∈ Sym+(n) ist
log(X) = Q diag
(
log(λ1), . . . , log(λn)
)
QT =
n∑
i=1
log(λi) · vi ⊗ vi , (2.6.16)
wobei λ1, . . . , λn ∈ R die Eigenwerte von X sind mit zugeho¨rigen, paarweise orthogonalen Eigenvektoren
v1, . . . , vn von X und Q = (v1 | . . . | vn).
Beweis. Mit X = Qdiag(λ1, . . . , λn)Q
T und mit der Umkehrfunktion13 log : R+ → R von der reellen
13Als Umkehrfunktion ist sie eindeutig.
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Exponentialfunktion exp: R→ R+ folgt
Log(X) = QLog
(
diag(λ1, . . . , λn)
)
QT = Qdiag(log λ1, . . . , λn)Q
T = Tlog(X) .
Siehe auch Richter [67]. 
Bemerkung 2.6.22. Fu¨r n = 1 entspricht der Logarithmus der Logarithmusfunktion auf den reellen
Zahlen.
2.7. Spurungleichungen
Fu¨r nichtkommutierende Matrizen X,Y ∈ Rn×n gilt zwar nicht exp(X+Y ) = exp(X)·exp(Y ), aber in die
Spurabbildung eingeschlossen und nur fu¨r symmetrische Matrizen gilt zumindest die folgende Ungleichung:
Proposition 2.7.1 (Golden-Thomson-Ungleichung). Fu¨r alle X,Y ∈ Sym(n) gilt
tr
(
exp(X + Y )
) ≤ tr(expX · expY ) . (2.7.1)
Ebenfalls in die Spurabbildung eingeschlossen ist die folgende Ungleichung u¨ber das Exponential:
Proposition 2.7.2 (Bernstein-Spurungleichung). Fu¨r X ∈ Rn×n gilt
tr
(
exp(X +XT )
) ≥ tr(expX · expXT ) . (2.7.2)
Bemerkung 2.7.3. Man beachte das zur Golden-Thomson-Ungleichung umgedrehte Ungleichheitszei-
chen.
Beweis. Siehe Bernstein [6, S. 156]. 
Proposition 2.7.4. Fu¨r X ∈ Rn×n gilt
tr(expX) ≤ tr(exp(symX)) . (2.7.3)
Beweis. Formel (2.3) aus Bernstein [6, Theorem 2.1, S. 156] besagt: Fu¨r alle A,B ∈ Rn×n gilt
1
2
tr
(
exp(A+AT ) + exp(B +BT )
) ≥ 1
2
tr
(
exp(2A) + exp(2B)
)
.
Setzen wir A := B := 12 X, dann gilt
tr
(
exp
(1
2
(X +XT )
))
=
1
2
tr
(
exp
(1
2
(X +XT )
)
+ exp
(1
2
(X +XT )
))
≥ 1
2
tr
(
exp(X) + exp(X)
)
= tr
(
exp(X)
)
. 
Proposition 2.7.5. Fu¨r X ∈ Rn×n gilt tr(symX) = tr(X).
Beweis. Es gilt mit der Linearita¨t der Spur und mit ihrer Invarianz gegenu¨ber Transponieren:
tr(symX) = tr
(1
2
(X +XT )
)
=
1
2
tr(X) +
1
2
tr(XT ) = tr(X) . 
Folgerung 2.7.6. Fu¨r X ∈ Rn×n gilt
det
(
exp(symX)
)
= det
(
exp(X)
)
. (2.7.4)
Beweis. Aus Proposition 2.7.5 folgt direkt etr(symX) = etr(X), was aufgrund der Identita¨t etr(X) =
det
(
exp(X)
)
gleichbedeutend mit dem zu Zeigenden ist. 
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2.8. Heron-Verfahren
Lemma 2.8.1. Sei A ∈ Sym+(n). Wir implementieren das Heron-Verfahren auf Sym+(n) und definieren
dazu die Folge (Xn)n∈N rekursiv duch X0 = A und Xn+1 = 12 (Xn + X
−1
n A). Dann konvergiert (analog
zum Heron-Verfahren auf R) (Xn)n∈N mit B := limn→∞Xn und B2 = A.
Beweis. Sei Q ∈ O(n), D0 = diag(λ(A)), sodass A = QD0QT gilt. Zudem sei fu¨r ein k ∈ N auch
Xk ∈ Sym+(n) und es gilt Xn = QDnQT mit Dn = diag(λ(Xn)). Dann ist
Xk+1 =
1
2
(Xk +X
−1
k A)
=
1
2
(QDkQ
T + (QDkQ
T )−1QD0QT )
=
1
2
(QDkQ
T +QD−1k Q
TQD0Q
T )
= Q
(
1
2
(Dk +D
−1
k D0)
)
QT
= Q
(
diag
(
1
2
(
λ1(Xk) + λ1(Xk)
−1λ1(A)
)
, . . . ,
1
2
(
λn(Xk) + λn(Xk)
−1λn(A)
)))
QT
= Q
(
f1(λ1(Xk)), . . . , fn(λn(Xk))
)
QT mit fi(x) =
1
2
(
x+
1
x
· λi(A)
)
> 0.
Somit ist Xk+1 ∈ Sym+(n) und es gilt λi(Xk+1) = fi(λi(Xk)) und λi(X1) = λi(A). Somit konvergiert
jeder Eigenwert von Xk nach dem Heronverfahren auf R , d.h. limn→∞ λi(Xn) =
√
λi(A). Also gilt
B := limn→∞Xn = Q
√
D0Q
T und so B2 = A. 
2.9. Monotonie und die Tschebyscheff-Summenungleichung
Zuna¨chst geben wir eine U¨bersicht u¨ber einige Definitionen und Basisungleichungung, die wir im Folgenden
benutzen. Fu¨r tiefergehende Betrachtung siehe Marshall, Olkin und Arnold [45] und Hardy, Littlewood
und Po´lya [34].
Definition 2.9.1 (Komponentenweise Monotonie). Seien x, y ∈ Rn. Dann schreiben wir x ≤ y (und
y ≥ x), falls gilt
xi ≤ yi fu¨r alle i ∈ {1, . . . , n} .
So nennen wir eine Funkton f : Rn → R
i) monoton wachsend, falls f(x) ≥ f(y) fu¨r alle x, y ∈ Rn mit x ≤ y ;
ii) monoton fallend, falls f(x) ≤ f(y) fu¨r alle x, y ∈ Rn mit x ≤ y .
Definition 2.9.2 (Geordneter Vektor). Let x ∈ Rn.
i) Wir bezeichnen mit x↓ die Umordnung von x in absteigernder Sortierung, das bedeutet eine Permu-
tation der Komponenten von x, sodass gilt
x↓1 ≥ x↓2 ≥ . . . ≥ x↓n .
ii) Wir bezeichnen mit x↑ die Umordnung von x in aufsteigender Sortierung, das bedeuetet eine Per-
mutation der Komponenten von x, sodass gilt
x↑1 ≤ x↑2 ≤ . . . ≤ x↑n .
Lemma 2.9.3 (Umordnungsungleichung). Seien a1 ≤ a2 ≤ . . . ≤ an und b1 ≤ b2 ≤ . . . ≤ bn zwei monoton
wachsende Folgen reeller Zahlen, dann gilt fu¨r alle Permutationen pi von {1, 2, . . . , n}
n∑
i=1
ai bi ≥
n∑
i=1
api(i) bi ≥
n∑
i=1
ai bn+1−i . (2.9.1)
48
2. Matrix-Analysis
Beweis. Wir zeigen die linke Ungleichung von (2.9.1) mittels vollsta¨ndiger Induktion. Der Beweis der
rechten Ungleichung erfolgt analog.
Fu¨r n = 2 existieren nur die Identita¨t und pi(1) = 2, pi(2) = 1 als Permutation. Der erste Fall ist trivial,
fu¨r den zweiten sehen wir
a1 b1 + a2 b2 ≥ a2 b1 + a1 b2 ⇔ (a1 − a2︸ ︷︷ ︸
≥0
) (b1 − b2︸ ︷︷ ︸
≥0
) ≥ 0 .
Als Induktionsvoraussetzung (IV) sei (2.9.1) erfu¨llt fu¨r ein n ∈ N und fu¨r n = 2, dann ist pi eine vorgege-
benen Permuation von {1, . . . , n+ 1}. Wir definieren p˜i als Permutation von {1, . . . , n} mit p˜i(i) = pi(i) fu¨r
i ∈ {1, . . . , r − 1, r + 1, . . . , n} und p˜i(r) = s. Nun ko¨nnen wir abscha¨tzen:
n+1∑
i=1
ai bi =
n∑
i=1
ai bi + an+1 bn+1
IV n≥
n∑
i=1
ap˜i(i) bi + an+1 bn+1
=
n∑
i=1,i6=r
ap˜i(i) bi + ap˜i(r) br + an+1 bn+1 =
n∑
i=1,i6=r
api(i) bi + as br + an+1 bn+1
IV 2≥
n∑
i=1,i6=r
api(i) bi + an+1 br + as bn+1 =
n∑
i=1,i6=r
api(i) bi + api(r) br + api(n+1) bn+1 =
n+1∑
i=1
api(i) bi ,
(2.9.2)
somit ist (2.9.1) fu¨r n+ 1 erfu¨llt. 
Lemma 2.9.4 (Tschebyscheff-Summenungleichung). Seien a1 ≤ a2 ≤ . . . ≤ an und b1 ≤ b2 ≤ . . . ≤ bn
zwei monoton wachsende Folgen reeller Zahlen. Dann gilt
n∑
i=1
ai bi ≥ 1
n
(
n∑
i=1
ai
)(
n∑
i=1
bi
)
≥
n∑
i=1
ai bn+1−i . (2.9.3)
Bemerkung 2.9.5. Gleichheit gilt in (2.9.3) genau dann, wenn zumindest a1 = a2 = . . . = an oder
b1 = b2 = . . . = bn. Siehe auch Mitrinovic´, Pecˇaric´, Fink [50, S. 240].
Beweis. Die Ungleichung folgt direkt aus der Umordnungsungleichung. Wir ko¨nnen die Summanden des
Produktes (
∑
ai) (
∑
bi) in n Summen u¨ber apik(i) bi gruppieren:
14(
n∑
i=1
ai
)(
n∑
i=1
bi
)
= a1 b1 + a2 b2 + a3 b3 + . . .+ an−1 bn−1 + an bn
+ a2 b1 + a3 b2 + a4 b3 + . . .+ an bn−1 + a1 bn
+ a3 b1 + a4 b2 + a5 b3 + . . .+ a1 bn−1 + a2 bn
...
+ an b1 + a1 b2 + a2 b3 + . . .+ an−2 bn−1 + an−1 bn =
n∑
k=1
n∑
i=1
ai+k−1 bi ,
demnach (
∑n
i=1 ai) (
∑n
i=1 bi) =
∑n
k=1
∑n
i=1 apik(i) bi mit pik als eine Permutation von {1, . . . , n}. Jede
Summe
∑n
i=1 apik(i) bi kann durch (2.9.1) abgescha¨tzt werden, sodass wir
n
n∑
i=1
ai bi ≥
(
n∑
i=1
ai
)(
n∑
i=1
bi
)
≥ n
n∑
i=1
ai bn+1−i
erhalten, was a¨quivalent zur Aussage ist. 
14wobei der Index i+ k − 1 modulo n gemeint ist
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2.9.1. Partialbruchzerlegung
Lemma 2.9.6. Seien z1, . . . , zn paarweise verschiedene komplexe Zahlen und k ∈ {0, . . . , n − 1}. Dann
gilt
n∑
j=1
zkj
(t− zj)
∏n
i=1,i6=j(zj − zi)
=
tk∏n
i=1(t− zi)
fu¨r alle t ∈ C \ {z1, . . . , zn} . (2.9.4)
Z.B. erhalten wir fu¨r n = 3 und k = 2:
a2
(a−b)(a−c)(t−a) +
b2
(b−a)(b−c)(t−b) +
c2
(c−a)(c−b)(t−c) =
t2
(t−a)(t−b)(t−c) .
Beweis. Sei k ∈ {0, . . . , n − 1}. Dann existieren nach dem Satz u¨ber die Partialbruchzerlegung komplexe
Zahlen a1, . . . , an, sodass
tk∏n
i=1(t− zi)
=
n∑
i=1
ai
t− zi fu¨r alle t ∈ C \ {z1, . . . , zn} .
Sei nun j ∈ {1, . . . , n} beliebig. Beidseitiges Multiplizieren mit t− zj ergibt
tk∏n
i=1
i6=j
(t− zi) =
n∑
i=1
t− zj
t− zi ai fu¨r alle t ∈ C \ {z1, . . . , zn} .
Die Gleichung ist stetig erga¨nzbar, Grenzu¨bergang t→ zj ergibt
zkj∏n
i=1
i6=j
(zj − zi) = aj . 
Folgerung 2.9.7. Seien z1, . . . , zn ∈ C paarweise verschiedene komplexe Zahlen. Dann gilt
n∑
j=1
zkj∏n
i=1
i6=j
(zj − zi) = 0 fu¨r alle k ∈ {0, . . . , n− 2} . (2.9.5)
Z.B. erhalten wir fu¨r n = 4 und k = 2:
a2
(a−b)(a−c)(a−d) +
b2
(b−a)(b−c)(b−d) +
c2
(c−a)(c−b)(c−d) +
d2
(d−a)(d−b)(d−c) = 0 .
Beweis. Sei k ∈ {0, . . . , n− 2}. Nach (2.9.4) gilt
n−1∑
j=1
zkj
(t− zj)
∏n−1
i=1
i6=j
(zj − zi)
=
tk∏n−1
i=1 (t− zi)
fu¨r alle t ∈ C \ {z1, . . . , zn−1} . (2.9.6)
Setzen wir nun t := zn, fu¨hrt uns Umstellen direkt auf das Resultat. 
2.10. Differenzierbarkeit
Lemma 2.10.1 (Partielle Integration fu¨r Vektorfelder). Sei Ω ⊆ Rn eine offene Menge und A ⊂ Ω
kompakte Menge mit glattem Rand. Dazu sei u : Ω→ R ein stetig diffenzierbares Skalarfeld und f : Ω→ V
ein stetig diffenzierbares Vektorfeld. Dann gilt∫
A
u(x) div f(x) dx =
∫
∂A
〈u(x) f(x) , n(x) 〉dS(x)−
∫
A
〈 f(x) , ∇u(x) 〉dx . (2.10.1)
Hierbei ist n(x) die nach außen orientierte Normale zur Tangentialebene von Ω im Randpunkt x ∈ ∂Ω.
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Beweis. Mit Proposition 1.2.10 gilt∫
A
div
(
u(x) f(x)
)
dx =
∫
A
〈∇u(x) , f(x) 〉+ u(x) div f(x) dx .
Mit Lemma 1.2.13 gilt ∫
A
div
(
u(x) f(x)
)
dx =
∫
∂A
〈u(x) f(x) , n(x) 〉dS(x) .
Gleichsetzen und Umstellen unter Ausnutzung der Linearita¨t des Integrals liefert die Aussage. 
Lemma 2.10.2 (Partielle Integration fu¨r Matrixfelder). Sei Ω ⊆ Rn eine offene Menge und A ⊆ Ω eine
kompakte Teilmenge mit glattem Rand. Dazu sei ϕ : Ω → Rn ein stetig differenzierbares Vektorfeld und
Φ: Ω→ Rn×n ein stetig differenzierbares Matrixfeld. Dann gilt∫
A
〈ϕ(x) , div Φ(x) 〉dx =
∫
∂A
〈
n∑
i=1
ϕi(x) Φi(x)
T , n(x) 〉dS(x)−
∫
A
〈Φ(x) , Dϕ(x) 〉dx . (2.10.2)
Hierbei ist n(x) die nach außen orientierte Normale zur Tangentialebene von Ω im Randpunkt x ∈ ∂Ω
und Φi(x) bezeichnet die i-te Zeile von Φ(x).
Beweis. Wir ziehen die Aussage auf die partielle Integration fu¨r Vektorfelder zuru¨ck.
Wir dru¨cken Φ zeilenweise durch Φ1, . . . ,Φn mit Φi =
(
Φi1 . . . Φin
)
aus, dann ist
ϕ =
ϕi...
ϕn
 und div Φ =
div Φi...
div Φn

also
〈ϕ(x) , div Φ(x) 〉 =
n∑
i=1
〈ϕi(x) , div Φi(x) 〉 .
Fu¨r die Jacobi-Matrix von ϕ(x) gilt
Dϕ(x) =

∂ϕ1
∂x1
(x) . . . ∂ϕ1∂xn (x)
...
...
∂ϕn
∂x1
(x) . . . ∂ϕn∂xn (x)
 =
∇ϕ1(x)
T
...
∇ϕn(x)T
 ,
also
〈Φ(x) , Dϕ(x) 〉 =
n∑
i=1
〈Φi(x)T , ∇ϕi(x) 〉 .
Aufgrund der Linearita¨t des Skalarproduktes gilt offensichtlich
〈
n∑
i=1
ϕ(x) Φi(x)
T , n(x) 〉 =
n∑
i=1
〈ϕi(x) Φi(x)T , n(x) 〉 .
Wir ko¨nnen nun die Argumente der drei Integrale der Aussage als Summen u¨ber Ausdru¨cke in den Kom-
ponentenfunktionen ausdru¨cken. Mit Lemma 2.10.1 gilt∫
A
〈ϕi(x) , div Φi(x)T 〉dx =
∫
∂A
〈ϕi(x) Φi(x)T , n(x) 〉dS(x)−
∫
A
〈Φi(x)T , ∇ϕi(x) 〉dx .
Ein Summieren u¨ber alle i ∈ {1, . . . , n} liefert mit der Linearita¨t des Integrals die Aussage. 
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Ist ϕ eine Testfunktion auf A, dann gilt sogar
Folgerung 2.10.3. Sei Ω ⊆ Rn eine offene Menge und A ⊆ Ω eine kompakte Teilmenge mit glattem Rand.
Dazu sei ϕ : Ω → Rn eine Testfunktion auf A und Φ: Ω → Rn×n ein stetig differenzierbares Matrixfeld.
Dann gilt ∫
A
〈ϕ(x) , div Φ(x) 〉dx = −
∫
A
〈Dϕ(x) , Φ(x) 〉dx . (2.10.3)
Definition 2.10.4 (Lebesgue-Raum). Sei Ω ⊆ Rn offen. Fu¨r p ≥ 1 bezeichnen wir die Menge
Lp(Ω) :=
{
f : Ω→ R
∣∣∣ ∫
Ω
|f(x)|p dx <∞
}
(2.10.4)
mit der Norm ‖f‖pLp(Ω) :=
∫
Ω
|f(x)|p dx als Lebesgue-Raum15 Lp(Ω).
Der Raum Lp(Ω,Rn) besteht aus allen Funktionen f : Ω→ Rn, deren Komponentenfunktionen fi in Lp(Ω)
sind, fu¨r die Norm ergibt sich entsprechend ‖f‖pLp(Ω),Rn :=
∑n
i=1
∫
Ω
|fi(x)|p dx.
Mit
Lploc(Ω) :=
{
f : Ω→ R
∣∣∣ ∫
K
|f(x)|p dx <∞ fu¨r alle kompakten Teilmengen K ⊂ Ω
}
(2.10.5)
bezeichnen wir die Menge der lokal p-integrierbaren Funktionen.16 Sind fu¨r eine Funktion f : Ω→ Rn alle
Komponentenfunktionen lokal p-integrierbar, so ist f selbst lokal p-integrierbar.
Bemerkung 2.10.5. Im Falle von p = 1 ist vorige Definition a¨quivalent zu: Eine Funktion f : Ω → R
heißt lokal integrierbar, wenn fu¨r alle Testfunktionen ψ : Ω→ R gilt∫
Ω
|f(x)ψ(x)|dx < ∞ . (2.10.6)
Bemerkung 2.10.6. Jede Funktion f ∈ Lp(Ω) ist lokal p-integrierbar, d.h. Lploc(Ω) ⊂ Lp(Ω).
Proposition 2.10.7. Fu¨r jede offene Menge Ω ⊂ Rn ist der Lebesgue-Raum Lp(Ω) mit der Lebesgue-Norm
‖·‖Lp(Ω) vollsta¨ndig, also ein Banachraum.
Lemma 2.10.8 (Fundamentallemma der Variationsrechnung). Sei Ω ⊂ Rn eine offene Menge und f ∈
L2(Ω,Rn) eine reellwertige Funktion. Zudem gelte∫
Ω
〈 f(x) , ψ(x)〉dx = 0 fu¨r alle Testfunktionen ψ ∈ C∞0 (Ω,Rn) . (2.10.7)
Dann ist f(x) = 0 fast u¨berall.
Beweis. Siehe Evans [26]. 
Bemerkung 2.10.9. Ist f : Ω→ Rn sogar stetig, so ist f die Nullfunktion.
Um das Konzept der schwachen Differenzierbarkeit zu beleuchten, stellen wir zuna¨chst fest, dass fu¨r eine
beliebige differenzierbare Funktion f ∈ C1(Ω) mit offener Menge Ω ∈ Rn und eine beliebige Testfunktion
ψ ∈ C∞0 (Ω) die partielle Integrationsformel∫
Ω
f(x)
∂ψ
∂xi
(x) dx = −
∫
Ω
∂f
∂xi
ψ(x) dx
15Hierbei sind f, g ∈ Lp gleich, falls sie fast u¨berall gleich sind. Streng genommen sind die Elemente aus Lp also keine
Funktionen, sondern A¨quivalenzklassen von Funktionen. Deren Repra¨sentanten bezeichnen wir aber weiterhin als die
Elemente des Lebesque-Raums Lp.
16Im Falle von p = 1 auch lokal integrierbare Funktionen genannt.
52
2. Matrix-Analysis
mit ∂f∂xi ∈ C0(Ω) fu¨r alle i ∈ {1, . . . , n} gilt. Ist f lediglich in L1loc(Ω), so sind beide Seiten der Integrations-
formel noch wohldefiniert, wenn wir ∂f∂xi durch die Abbildung gi ∈ L1loc(Ω) ersetzen. Gilt zudem Gleichheit,
so bezeichnen wir gi als die i-te schwache partielle Ableitung aus der sich dann die schwache Ableitung
zusammensetzt. Wir verwenden im Falle schwacher Differenzierbarkeit die gleichen Bezeichner Df , ∇f ,
∂f
∂xi
wie bei klassischer Differenzierbarkeit.
Verallgemeinern wir das Vorgehen auf (gemischte) ho¨here Ableitungen, erhalten wir
Definition 2.10.10. Sei Ω ∈ Rn offen, f ∈ L1loc(Ω) ⊂ L1(Ω) und α ∈ Nn0 ein Multiindex. Zudem existiere
eine Funktion gα ∈ L1loc(Ω) mit∫
Ω
f(x) Dαψ(x) dx = (−1)|α|
∫
Ω
gα(x)ψ(x) dx fu¨r alle ψ ∈ C∞0 (Ω) . (2.10.8)
Dann bezeichnen wir Dαf := gα als (gemischte partielle) schwache Ableitung von f . Existieren die Ab-
leitungen Dαf fu¨r alle Multiindizes α ∈ Nk0 mit |α| ≤ k ∈ N, so nennen wir f insgesamt k-mal schwach
differenzierbar bzw. schwach differenzierbar bis Ordnung k.
Bemerkung 2.10.11. Aus dem Fundamentallemma der Variationsrechnung folgt direkt17, dass sa¨mtliche
schwachen Ableitungen Dαf eindeutig sind.
Ist f ∈ Ck(Ω), so sind die schwachen Ableitungen mit den klassischen identisch.
Bemerkung 2.10.12. Jede schwach differenzierbare Funktion ist fast u¨berall differenzierbar. Die Um-
kehrung gilt allerdings nicht, als Gegenbeispiel betrachten wir die Sprungfunktion f : R→ R mit f(x) = 0
fu¨r x < 0 und f(x) = 1 fu¨r x ≥ 0.
Beispiel 2.10.13. Sei Ω = (−1, 1) und f : Ω → R die Betragsfunktion mit f(x) = |x|. Dann ist f nicht
differenzierbar, aber fast u¨berall differenzierbar mit f ′(x) = sgn(x) fu¨r alle x ∈ Ω\{0}. Die Signumsfunktion
ist dennoch die schwache Ableitung der Betragsfunktion, denn es gilt fu¨r alle ψ ∈ C∞0 (Ω)∫ 1
−1
f(x)ψ′(x) dx =
∫ 0
−1
(−x)ψ′(x) dx+
∫ 1
0
xψ′(x) dx
= −
∫ 0
−1
−ψ(x) dx−
∫ 1
0
ψ(x) dx = −
∫ 1
−1
sgn(x)ψ(x) dx . (2.10.9)
Definition 2.10.14. Fu¨r k ∈ N und p ≥ 1 bezeichnen wir die Menge
W k,p(Ω) := { f ∈ Lp(Ω) | gemischte partielle schwache Ableitungen Dαf ∈ Lp(Ω) fu¨r alle |α| ≤ k } ,
mit der Norm
‖f‖p
Wk,p(Ω)
=
∑
|α|≤k
‖Dαf‖pLp(Ω) (2.10.10)
als Sobolev-Raum W k,p(Ω).
Analog definieren wir die Menge der schwach differenzierbaren Funktionen mit lediglich lokal integrierbaren
Ableitungen:
W k,ploc (Ω) := { f ∈ Lp(Ω) | gemischte partielle schwache Ableitungen Dαf ∈ Lploc(Ω) fu¨r alle |α| ≤ k } .
Bemerkung 2.10.15. Jede Funktion f ∈W k,p(Ω) ist, da alle gemischten partiellen Ableitungen bis zur
k-ten Ordnung auch lokal integrierbar sind, ebenfalls in W k,ploc (Ω), d.h. W
k,p(Ω) ⊂W k,ploc (Ω).
Proposition 2.10.16. Fu¨r jede offene Menge Ω ⊂ Rn, k ∈ N und p ≥ 1 ist der Sobolev-Raum W k,p(Ω)
mit der Sobolev-Norm ‖·‖Wk,p(Ω) vollsta¨ndig, also ein Banachraum.
17Fu¨r zwei Kandidaten g, g gilt
∫
Ω g(x)ψ(x) =
∫
Ω g(x)ψ(x) fu¨r alle ψ ∈ C∞0 (Ω) und damit g − g = 0 fast u¨berall.
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Bemerkung 2.10.17. Betrachten wir x 7→ Dkf [x] als Abbildung von x ∈ Ω auf den Tensor k-ter Stufe
bestehend aus den gemischten partiellen Ableitungen k-ter Ordnung, so ergibt sich
‖Dkf‖pLp(Ω) =
∑
|α|=k
‖Dαf‖pLp(Ω) (2.10.11)
und wir ko¨nnen schreiben
‖f‖p
Wk,p(Ω)
= ‖f‖pLp(Ω) + ‖Df‖pLp(Ω) + . . .+ ‖Dkf‖pLp(Ω) . (2.10.12)
Lemma 2.10.18. Gegeben sei ein Gebiet18 Ω ⊆ Rn mit C2-Rand und eine Funktion g : ∂Ω → Rn auf
dem Rand von Ω. Wir bezeichnen mit
M := {ϑ ∈ C1(Ω) | ϑ∣∣
∂Ω
= g } (2.10.13)
die Menge aller stetig differenzierbaren Funktionen ϑ : Ω → Rn, die der Randbedingung gehorchen, dass
ihre stetige Fortsetzung19 auf dem Rand von Ω identisch mit g ist.
Zudem sei eine zweimal stetig partiell differenzierbare Funktion L : Ω × Rn × Rn×n → R mit (x, y, p) 7→
L(x, y, p) gegeben.
Besitzt die Funktion
I : C1(Ω)→ R mit I(ϑ) =
∫
Ω
L
(
x, ϑ(x),Dϑ(x)
)
dx , (2.10.14)
ein Minimum ϑ0 ∈M , dann erfu¨llt dieses die schwache Form der Euler-Lagrange-Gleichung:∫
Ω
〈∇yL
(
x , ϑ0(x) , Dϑ0[x]
)
, ψ(x) 〉
+ 〈∇pL
(
x , ϑ0(x) , Dϑ0[x]
)
, Dψ(x) 〉 dx = 0 fu¨r alle ψ ∈ C∞0 (Ω) . (2.10.15)
Ist das Minimum ϑ0 ∈M sogar zweimal stetig differenzierbar, so erfu¨llt es die Euler-Lagrange-Gleichung:
∇yL
(
x , ϑ0(x) , Dϑ0[x]
) − div∇pL(x , ϑ0(x) , Dϑ0[x] ) = 0 fu¨r alle x ∈ Ω . (2.10.16)
Bemerkung 2.10.19. Wir bezeichnen ein ϑ, das die schwache Form einer Euler-Lagrange-Gleichung
erfu¨llt, als schwache Lo¨sung der Euler-Lagrange-Gleichung. Erfu¨llt ϑ sogar die Euler-Lagrange-Gleichung
selbst, so nennen wir ϑ Lo¨sung der Gleichung.
Beweis. Wir zeigen nun (2.10.15) fu¨r ϑ0. Hierfu¨r sei ψ ∈ C∞0 (Ω) eine beliebige Testfunktion auf Ω. Fu¨r
hinreichend kleines ε > 0 definieren wir die Funktion f : (−ε, ε)→ R mit Υ(t) = I(ϑ0 + t ·ψ). Mit Υ(0) =
I(ϑ0) hat Υ ihr Minimum bei t = 0. Aus der Differenzierbarkeit von I folgt auch die Differenzierbarkeit
der Verkettung mit t 7→ ϑ + t · ψ, also die Differenzierbarkeit von Υ, somit muss fu¨r die Minimalstelle
Υ′(0) = 0 gelten.
Nun formen wir um:
0 = Υ′(0) =
d I
d t
(ϑ0 + t ψ)
∣∣∣
t=0
=
d
dt
∫
Ω
L
(
x , ϑ0(x) + t ψ(x) , Dϑ0(x) + t Dψ(x)
)
dx
∣∣∣∣
t=0
=
∫
Ω
dL
d t
(
x , ϑ0(x) + t ψ(x) , Dϑ0(x) + tDψ(x)
) ∣∣∣
t=0
dx
=
∫
Ω
〈∇yL
(
x , ϑ0(x) , Dϑ0[x]
)
, ψ(x) 〉 + 〈∇pL
(
x , ϑ0(x) , Dϑ0[x]
)
, Dψ(x) 〉dx . (2.10.17)
18D.h. eine offene, nichtleere und zusammenha¨ngende Menge
19Wir verwenden die Einschra¨nkung auf den Rand als Einschra¨nkung der Fortsetzung, d.h. limx→x0 f(x) = g(x0) fu¨r alle
x0 ∈ ∂Ω.
54
2. Matrix-Analysis
Ist ϑ0 sogar zweimal differenzierbar, dann existiert die Ableitung div∇pL(x, ϑ0(x),Dϑ0[x]) und wir ko¨nnen
mit partieller Integration fu¨r Matrixfelder (Proposition 2.10.2) weiter umformen:
=
∫
Ω
〈∇yL
(
x , ϑ0(x) , Dϑ0[x]
)
, ψ(x) 〉 − 〈 div∇pL
(
x , ϑ0(x) , Dϑ0[x]
)
, ψ(x) 〉dx
=
∫
Ω
〈∇yL
(
x , ϑ0(x) , Dϑ0[x]
)− div∇pL(x , ϑ0(x) , Dϑ0[x] ) , ψ(x) 〉dx .
Da ψ ∈ C∞0 (Ω) beliebig gewa¨hlt war, liefert uns Lemma 2.10.8 nun
∇yL
(
x , ϑ0(x) , Dϑ0[x]
) − div∇pL(x , ϑ0(x) , Dϑ0[x] ) = 0 , (2.10.18)
was wir zeigen wollten. 
Bemerkung 2.10.20. Eine Funktion ϑ0 erfu¨llt die Euler-Lagrange-Gleichung, wenn sie ein lokales Mi-
nimum, ein lokales Maximum oder einen Sattelpunkt der Abbildung ϑ 7→ I(ϑ) darstellt. Somit ist das
Erfu¨llen der Euler-Lagrange-Gleichung nur ein notwendiges, aber kein hinreichendes Kriterium fu¨r eine
Funktion, Minimierer von I zu sein. Nicht jedes ϑ0, das die Euler-Lagrange-Gleichung erfu¨llt, ist ein
Minimierer von I.
Wohldefiniertheit von Energiefunktionalen
Proposition 2.10.21. Sei D ⊆ Rn×n und W : D → R mit
|W (F )| ≤ ‖F‖p fu¨r alle F ∈ D (2.10.19)
und ein Gebiet Ω ⊆ Rn gegeben, dann ist fu¨r jedes ϕ ∈W k,p(Ω) mit Dϕ(Ω) ⊆ D das Funktional
I(ϕ) :=
∫
Ω
W
(
Dϕ(x)
)
dx (2.10.20)
wohldefiniert.
Beweis. Da ϕ ∈W k,p(Ω), sind sowohl ϕ ∈ Lp(Ω) als auch Dϕ ∈ Lp(Ω,Rn). Mit Letzterem erhalten wir∫
Ω
|W (Dϕ(x))|dx ≤ ∫
Ω
‖Dϕ(x)‖p dx = ‖Dϕ‖pLp(Ω,Rn) < ∞ . 
Folgerung 2.10.22. Sei D ⊆ Rn×n und W : D → R mit
|W (F )| ≤ c1 + c2 ‖F‖p fu¨r alle F ∈ D (2.10.21)
mit Konstanten c1 ∈ R und c2 ∈ R+ gegeben. Sei Ω ⊂ Rn ein beschra¨nktes Gebiet20, dann ist fu¨r jedes
ϕ ∈W k,p(Ω) mit Dϕ(Ω) ⊆ D das Funktional
I(ϕ) :=
∫
Ω
W
(
Dϕ(x)
)
dx (2.10.22)
wohldefiniert.
Beweis. Mit Proposition 2.10.21 folgt
∫
Ω
|W (Dϕ(x))|dx ≤ c1 |Ω|+ c2 ‖Dϕ‖pLp(Ω,Rn) <∞. 
20D.h. |Ω| := ∫Ω 1 dx <∞.
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2.10.1. Differentiation von L : GL+(n)→ R mit L(QX) = L(X)
In Abschnitt 4.2 auf Seite 101 ff untersuchen wir im Kontext der Modellierung von Elastizita¨tsgesetzen die
Invarianz von Tensorfunktionen L : GL+(n)→ R gegenu¨ber Rotationen von links, d.h. L(QX) = L(X) fu¨r
alle X ∈ GL+(n) und Q ∈ SO(n) und ihre Darstellung u¨ber symmetrische Funktionen L̂ : Sym+(n) → R
mit L˜(XTX) = L(X). Die Grundlage wollen wir in diesem Abschnitt fernab des Anwendungsbezugs legen.
Proposition 2.10.23. Sei f : Rn×n → Rn×n mit f(X) = XTX. Dann ist
Df [X].H = XTH +HTX fu¨r alle X,H ∈ Rn×n . (2.10.23)
Beweis.
f(X +H) = (X +H)T (X +H) = XTX + XTH +HTX︸ ︷︷ ︸
=Df [X].H
+ HTH︸ ︷︷ ︸
=R(H)
mit lim
H→0
R(H)
‖H‖ = 0 . 
Proposition 2.10.24. Seien A,X,H ∈ Rn×n. Dann gilt
〈A , XTH +HTX 〉 = 〈 2X symA , H 〉 . (2.10.24)
Beweis. Mit der Linearita¨t des Skalarproduktes folgt:
〈A , XTH +HTX 〉 = 〈A , HTX 〉 + 〈A , XTH 〉
= 〈AXT , HT 〉 + 〈XA , H 〉
= 〈XAT , H 〉 + 〈XA , H 〉
= 〈 2X symA , H 〉 . 
Proposition 2.10.25. Sei L : GL+(n)→ R mit L(QX) = L(X) fu¨r alle X ∈ GL+(n) und alle Q ∈ SO(n).
Dann existiert eine Abbildung L˜ : Sym+(n) → R mit L˜(XTX) = L(X) fu¨r alle X ∈ GL+(n). Fu¨r diese
Abbildung und fu¨r alle X,H ∈ GL+(n) gilt
DL[X].H = DL˜[XTX].(XTH +HTX) , (2.10.25)
bzw.
〈∇L(X) , H 〉 = 〈∇L˜(XTX) , XTH +HTX 〉 (2.10.26)
und
∇L˜(XTX) = 1
2
X−1∇L(X) ∈ Sym(n) . (2.10.27)
Beweis. Sei X ∈ GL+(n) und X = RU mit R ∈ SO(n) und U ∈ Sym+(n). Fu¨r beliebiges Y ∈ Sym+(n)
setzen wir L˜(Y ) := L(
√
Y ), dann ist
L˜(XTX) = L(
√
XTX) = L(U) = L(RU) = L(X) .
Setzen wir nun f : GL+(n) → Sym(n) mit F (X) = XTX, dann ist L˜(f(X)) = L(X) und Ableitung
mittels der Kettenregel und Anwendung von Proposition 2.10.23 liefert
DL[X] . H =
(
DL˜[XTX] ·Df [X]) . H = DL˜[XTX] . (XTH +HTX) ,
was wir im Skalarprodukt auch als
〈∇L(X) , H 〉 = 〈∇L˜(XTX) , XTH +HTX 〉
schreiben ko¨nnen. Mit Proposition 2.10.24 wird dies zu
〈∇L(X) , H 〉 = 〈 2X sym∇L˜[XTX] , H 〉 ,
also ∇L[X] = 2X∇L˜[XTX], da die Ableitung eines Skalarfeldes auf einem symmetrischen Argument
selbst symmetrisch ist. Umstellen liefert schließlich die letzte Gleichung. 
56
2. Matrix-Analysis
Folgerung 2.10.26. Sei L : GL+(n)→ R mit L(QX) = L(X) fu¨r alle X ∈ GL+(n) und alle Q ∈ SO(n).
Dann ist (
X−1 DL[X]
)T
= X−1 DL[X] fu¨r alle X ∈ GL+(n) . (2.10.28)
2.11. Konvexita¨t
Definition 2.11.1. SeiM eine Teilmenge eines reellen Vektorraums. Wir bezeichnenM als konvex , wenn
t x+ (1− t) y ∈M fu¨r alle x, y ∈M und alle t ∈ [0, 1] (2.11.1)
gilt, also wenn die Verbindungsstrecke zweier Punkte aus M selbst vollsta¨ndig in M enthalten ist.
Definition 2.11.2. SeiM eine konvexe Teilmenge eines reellen Vektorraums. Wir bezeichnen eine Funk-
tion f : M→ R als konvex, wenn
f
(
t x+ (1− t) y) ≤ t f(x) + (1− t) f(y) fu¨r alle x, y ∈M und alle t ∈ [0, 1] (2.11.2)
gilt, also wenn fu¨r die Verbindungsstrecke zwischen beliebigen Stellen x, y ∈ M der zugeho¨rige Graph
unterhalb der Verbindung
(
x|f(x)) mit (y|f(y)) liegt.
Proposition 2.11.3 (Konvexita¨t stetig differenzierbarer Funktionen). Sei M eine offene, konvexe Teil-
menge eines reellen Vektorraums und f : M→ R eine stetig differenzierbare Funktion. Dann ist a¨quivalent:
i) f ist konvex.
ii) Fu¨r jeden Punkt y ∈M liegt die Tangentialebene an f in y unterhalb des Graphen, d.h. es gilt
f(x)− f(y) ≥ 〈∇f(y) , x− y 〉 fu¨r alle x, y ∈M . (2.11.3)
iii) Der Gradient von f ist monoton wachsend, d.h. es gilt
〈∇f(x)−∇f(y) , x− y〉 ≥ 0 fu¨r alle x, y ∈M . (2.11.4)
Im Falle von f ∈ C2(M) sind i)− iii) zudem a¨quivalent zu:
iv) Die zweite Ableitung ist positiv semidefinit, d.h. es gilt
D2f [x].(h, h) ≥ 0 fu¨r alle x ∈M und alle h ∈ span(M) . (2.11.5)
Beweis. Siehe Evans [26]. 
Direkt aus der Linearita¨t der Ableitung folgt:
Proposition 2.11.4. Sei M eine offene, konvexe Teilmenge eines reellen Vektorraums und f, g : M→ R
zwei konvexe Funktionen. Dann ist auch die Summe f + g konvex.
Ist die a¨ußere Funktion monoton wachsend, so ist auch die Verkettung zweier konvexer Funktionen konvex:
Proposition 2.11.5. Fu¨r D ⊆ R sei f : D → R eine konvexe und monoton wachsende Funktion, M eine
offene, konvexe Teilmenge eines reellen Vektorraums und f : M→D eine konvexe Funktion. Dann ist die
Verkettung f ◦ g : M→ R konvex.
Satz 2.11.6. Sei f ∈ C2(R+). Dann ist die Funktion Sym+(n) → R mit X 7→ f(detX) genau dann
konvex, wenn
f ′′(s) +
n− 1
n s
f ′(s) ≥ 0 und f ′(s) ≤ 0 fu¨r alle s ∈ R+ (2.11.6)
erfu¨llt ist.
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Beweis. Siehe Lehmich, Neff und Lankeit [44]. 
Folgerung 2.11.7. Die Funktion Ŵ : Sym+(n)→ R mit Ŵ (C) = − tr(logC) ist konvex.
Beweis. Mit tr log = log det mu¨ssen wir nur noch Bedingung (5.0.1) fu¨r f(s) = − log(s) pru¨fen. Es ist
f ′(s) = −1
s
≤ 0 fu¨r alle s ∈ R+
und
f ′′(s) =
1
s2
und damit f ′′(s) +
n− 1
n s
f ′(s) =
1
n s2
≥ 0 fu¨r alle s ∈ R+ . 
Lemma 2.11.8. Sei α ∈ R+ und w˜ : R+ → R eine zweimal stetig differenzierbare Funktion. Dann ist die
Funktion Sym+(n)→ R mit
X 7→ α tr(Tw˜(X)) (2.11.7)
genau dann konvex, wenn w˜ konvex ist.
Bildet w˜ ausschließlich in die positiven Zahlen ab und ist konvex, ist sogar
X 7→ α
(
tr
(
Tw˜(X)
))2
(2.11.8)
konvex.
Ist w˜ linear, dann ist X 7→ α tr(Tw˜(X)) sogar fu¨r alle α ∈ R konvex.
Bemerkung 2.11.9. Aus diesem Lemma la¨sst sich ebenso wie mit Satz 2.11.6 die Konvexita¨t von Ŵ :
Sym+(n)→ R mit Ŵ (C) = − tr(logC) = tr(T− log(C)) belegen.
Beweis. Mit Proposition 2.5.34 ist Dα tr(Tŵ[X]) = αTw′(X) = Tαw′(X). Also ist X 7→ D tr(Tŵ[X])
genau dann monoton wachsend, wenn x 7→ α w˜′(x) monoton wachsend ist. Letzteres ist fu¨r positives α
a¨quivalent zum monotonen Wachstum von x 7→ w˜′(x). Ergo ist X 7→ α tr(Tŵ(X)) genau dann konvex,
wenn x 7→ w˜(x) konvex ist. Siehe hierzu auch Davis [22].
Ist w˜ konvex und positiv, so ist X 7→ tr(Tw˜(X)) konvex und positiv21. Verkettung mit der auf R+ konvexen
Funktion x 7→ αx2 ergibt nach Proposition 2.11.5 eine konvexe Funktion.
Ist w˜ = ax+ b, so ist Dα tr
(
Tw˜(X)
)
= αa · 1 und damit 〈∇Xα tr
(
Tw˜(X)
)−∇Xα tr(Tw˜(Y )) , X − Y 〉 =
〈 0 , X − Y 〉 = 0. 
Folgerung 2.11.10. Sei ŵ ∈ C1(R+) eine konvexe Funktion mit ŵ′(1) = 0 und f̂ ∈ C2(R+) erfu¨lle die
Bedingungen aus Satz 2.11.6 und f̂ ′(1) = 0. Dann ist die durch
Ŵ (C) = ŵ(λ21) + ŵ(λ
2
2) + ŵ(λ
2
3) + f̂(detC) fu¨r alle C ∈ Sym+(3) (2.11.9)
definierte Funktion Ŵ ∈ C1(Sym+(3)) konvex. Zudem erfu¨llt sie D Ŵ (1) = 0. Hierbei sind λ21, λ22, λ23 ∈ R+
die Eigenwerte von C.
Folgerung 2.11.11. Seien α, ζ ∈ R, sowie β, γ, δ ∈ R+ ∪ {0} und sei Ŵ : Sym+ → R mit
Ŵ (C) = α tr(C) + β tr(C)2 + γ tr(C2)− δ log detC + ζ . (2.11.10)
Dann ist Ŵ konvex.
21Die Spur entspricht bei symmetrischen Matrizen der Summe aller Eigenwerte. Sind diese das Bild einer positiven Funktion,
so ist die Spur selbst positiv.
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Lemma 2.11.12. Sei Ŵ gegeben wie in Folgerung 2.11.11. Zudem sei Ω ⊂ Rn ein Gebiet und c+ ∈ R+
eine Konstante. Dann ist das Energiefunktional
I(ϕ) :=
∫
Ω
W
(∇ϕ(x)) dx (2.11.11)
fu¨r alle ϕ ∈W 1,4(Ω,Rn), die det∇ϕ(x) ≥ c+ fu¨r alle x ∈ Ω erfu¨llen, wohldefiniert.
Beweis. Es ist
tr(C) = tr(∇ϕ(x)T∇ϕ(x)) = ‖∇ϕ(x)‖2 ≤ 1 + ‖∇ϕ(x)‖4 ,
tr(C)2 = tr(∇ϕ(x)T∇ϕ(x))2 = ‖∇ϕ(x)‖4 ,
tr(C2) ≤ tr(C)2 = ‖∇ϕ(x)‖4 ,
− log detC = −2 log det(∇ϕ(x))︸ ︷︷ ︸
≥c+
≤ −2 log c+
und damit
W (F ) = Ŵ (C) = α tr(C) + β tr(C)2 + γ tr(C2)− γ log detC + ζ
≤ α (1 + ‖∇ϕ(x)‖4) + β ‖∇ϕ(x)‖4 + γ ‖∇ϕ(x)‖4 − 2 δ log c+ + ζ
= (α+ β + γ) ‖∇ϕ(x)‖4 + (α− 2 δ log c+ + ζ) .
Mit Folgerung 2.10.22 folgt nun die Wohldefiniertheit des Energiefunktionals fu¨r alle ϕ ∈W 1,4(Ω,Rn). 
2.12. Majorization und Schur-Konvexita¨t
Das Konzept der Majorization ist von großer Wichtigkeit fu¨r die Sum-of-Squared-Logarithms-Inequality
und verwandte Ungleichungen (siehe Kapitel 3). Im Folgenden stellen wir die grundlegenden Definitionen
und einige fundamentale Eigenschaften der Majorization vor.
Fu¨r einen gro¨ßeren U¨berblick siehe Marshall, Olkin und Arnold [45]. Der Begriff majorisiert folgt Hardy,
Littlewood und Po´lya [34], der Begriff schwach majorisiert Tomic [76] und Weyl [81].
Definition 2.12.1 (Majorization). Sei x, y ∈ Rn.
i) Wir bezeichnen x als schwach majorisiert von unten durch y oder submajorisiert, geschrieben x ≺w y,
wenn
k∑
i=1
x↓i ≤
k∑
i=1
y↓i fu¨r alle k ∈ {1, . . . , n} . (2.12.1)
ii) Wir bezeichnen x als schwach majorisiert von oben durch y oder supermajorisiert, geschrieben x ≺w
y, wenn
n∑
i=k
x↓i ≥
n∑
i=k
y↓i fu¨r alle k ∈ {1, . . . , n} . (2.12.2)
Bemerktung: Es ist einfach zu sehen, dass
∑n
i=k x
↓
i ≥
∑n
i=k y
↓
i genau dann wenn
∑k
i=1 x
↑
i ≥∑k
i=1 y
↑
i fu¨r alle k ∈ {1, . . . , n}.
iii) Wir bezeichnen x als majorisiert durch y, geschrieben x ≺ y, wenn x ≺w y und x ≺w y. Dies ist genau
dann der Fall wenn x ≺w y oder x ≺w y gilt und zusa¨tzlich e1(x) = e1(y), also
∑n
i=1 xi =
∑n
i=1 yi.
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Fu¨r ein besseres Versta¨ndnis: Seien x1 ≥ x2 ≥ . . . ≥ xn > 0 und y1 ≥ y2 ≥ . . . ≥ yn > 0. Dann wird x
schwach durch y von unten majorisiert (x ≺w y), wenn
x1 ≤ y1
x1 + x2 ≤ y1 + y2
...
x1 + x2 + . . .+ xn−1 ≤ y1 + y2 + . . .+ yn−1
x1 + x2 + . . .+ xn−1 + xn ≤ y1 + y2 + . . .+ yn−1 + yn (2.12.3)
und wir haben x ≺ y, wenn Gleichheit in der letzten Zeile gilt.
Lemma 2.12.2. Seien x1 ≥ x2 ≥ . . . ≥ xn > 0 und y1 ≥ y2 ≥ . . . ≥ yn > 0. Dann ist die Bedingung
k∑
i=1
xi ≤
k∑
i=1
yi fu¨r alle k ∈ {1, . . . , n− 1} und
n∑
i=1
xi =
n∑
i=1
yi (2.12.4)
a¨quivalent zu
k∑
i=1
xi −
n∑
i=k+1
xi ≤
k∑
i=1
yi −
n∑
i=k+1
yi fu¨r alle k ∈ {0, 1, . . . , n} . (2.12.5)
Beweis. Die Bedingung
n∑
i=1
xi =
n∑
i=1
yi (2.12.6)
ist a¨quivalent zu
∑n
i=1 xi ≤
∑n
i=1 yi und
∑n
i=1 xi ≥
∑n
i=1 yi, deshalb
n∑
i=1
xi −
n∑
i=n+1
xi ≤
n∑
i=1
yi −
n∑
i=n+1
yi und
0∑
i=1
xi −
n∑
i=0+1
xi ≤
0∑
i=1
xi −
n∑
i=0+1
yi ,
woraus
k∑
i=1
xi −
n∑
i=k+1
xi ≤
k∑
i=1
yi −
n∑
i=k+1
yi fu¨r k ∈ {0, n} (2.12.7)
folgt. Wenn nun (2.12.6) oder (2.12.7) erfu¨llt ist, dann erhalten wir fu¨r k ∈ {1, . . . , n− 1}:
k∑
i=1
xi ≤
k∑
i=1
yi ⇔ 2
k∑
i=1
xi −
n∑
i=1
xi ≤ 2
k∑
i=1
yi −
n∑
i=1
yi
⇔
k∑
i=1
xi −
n∑
i=k+1
xi ≤
k∑
i=1
yi −
n∑
i=k+1
yi . 
Proposition 2.12.3. Seien x, y ∈ Rn+. Dann ist x ≺ y genau dann, wenn
n∑
i=1
|t− xi| ≤
n∑
i=1
|t− yi] fu¨r alle t ∈ R . (2.12.8)
Beweis. Seien o.B.d.A. x1 ≥ x2 ≥ . . . ≥ xn > 0 und y1 ≥ y2 ≥ . . . ≥ yn > 0.
Nehmen wir zuna¨chst an, dass x ≺ y, bzw. mit Lemma 2.12.2:
k∑
i=1
xi −
n∑
i=k+1
xi ≤
k∑
i=1
yi −
n∑
i=k+1
yi fu¨r alle k ∈ {0, 1, . . . , n} .
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Sei zudem t ∈ R gegeben. Wir wa¨hlen k ∈ {0, . . . , n} so, dass t > x1 gilt, falls k = 0, dass xn ≥ t gilt, falls
k = n, ansonsten gilt xk ≥ t > xk+1. Dann ist xi ≥ t fu¨r alle i ≤ k und xi < t fu¨r alle i > k, deshalb gilt
|xi − t| = xi − t fu¨r alle i ≤ k und |xi − t| = t− xi fu¨r alle i > k .
Wir folgern mit der Dreiecksungleichung:
k∑
i=1
xi −
n∑
i=k+1
xi ≤
k∑
i=1
yi −
n∑
i=k+1
yi ⇔
k∑
i=1
(xi − t) +
n∑
i=k+1
(t− xi) ≤
k∑
i=1
(yi − t) +
n∑
i=k+1
(t− yi)
⇔
k∑
i=1
|xi − t|︸ ︷︷ ︸
≥0
+
n∑
i=k+1
|t− xi|︸ ︷︷ ︸
≥0
≤
k∑
i=1
(yi − t) +
n∑
i=k+1
(t− yi)
⇔
k∑
i=1
|xi − t|+
n∑
i=k+1
|t− xi| ≤
∣∣∣∣ k∑
i=1
(yi − t) +
n∑
i=k+1
(t− yi)
∣∣∣∣
⇒
k∑
i=1
|xi − t|+
n∑
i=k+1
|t− xi| ≤
k∑
i=1
|yi − t|+
n∑
i=k+1
|t− yi| ⇔
n∑
i=1
|xi − t| ≤
n∑
i=1
|yi − t| . (2.12.9)
Nun nehmen wir andersherum an, dass
n∑
i=1
|t− xi| ≤
n∑
i=1
|t− yi| fu¨r alle t ∈ R .
Sei zudem k ∈ {0, . . . , n} gegeben. Wir wa¨hlen t ∈ R so, dass t > y1, falls k = 0, dass yn ≥ t gilt, falls
k = n, ansonsten gilt yk ≥ t > yk+1. Dann ist yi > t fu¨r alle i ≤ k und yi < t fu¨r alle i > k, deshalb gilt
|yi − t| = yi − t fu¨r alle i ≤ k und |yi − t| = t− yi fu¨r alle i > k .
Mit der Ungleichung |ξ| ≥ ξ fu¨r alle ξ ∈ R folgern wir:
n∑
i=1
|xi − t| ≤
n∑
i=1
|yi − t| ⇔
k∑
i=1
|xi − t|+
n∑
i=k+1
|t− xi| ≤
k∑
i=1
|yi − t|+
n∑
i=k+1
|t− yi|
⇔
k∑
i=1
|xi − t|+
n∑
i=k+1
|t− xi| ≤
k∑
i=1
(yi − t) +
n∑
i=k+1
(t− yi)
⇒
k∑
i=1
(xi − t) +
n∑
i=k+1
(t− xi) ≤
k∑
i=1
(yi − t) +
n∑
i=k+1
(t− yi) (2.12.10)
⇔
k∑
i=1
xi −
n∑
i=k+1
xi ≤
k∑
i=1
yi −
n∑
i=k+1
yi . 
Das nachstehende Lemma, welches grundlegende Eigenschaften der sogenannten schwachen logarithmi-
schen Majorization zeigt, folgt direkt aus den Logarithmusgesetzten und der Monotonie des Logarithmus.
Lemma 2.12.4 (Logarithmische Majorization). Seien x, y ∈ Rn+. Dann
log x ≺w log y genau dann wenn
k∏
i=1
x↓i ≤
k∏
i=1
y↓i fu¨r alle k ∈ {1, . . . , n} ,
log x ≺w log y genau dann wenn
n∏
i=k
x↓i ≥
n∏
i=k
y↓i fu¨r alle k ∈ {1, . . . , n} ,
log x ≺ log y genau dann wenn log x ≺w log y und en(x) = en(y) ,
wobei wir log z := (log z1, log z2, . . . , log zn) fu¨r z ∈ Rn+ abku¨rzend schreiben.
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Proposition 2.12.5. Seien x, y ∈ Rn mit x ≺w y (bzw. x ≺w y). Dann existiert ein z ∈ Rn mit z ≺ y
und x ≤ z (bzw. z ≺ y und x ≥ z).
Beweis. Siehe Marshall, Olkin, Arnold [45, A.9. und A.9.a. S. 177]. 
Definition 2.12.6 (Schur-Konvexita¨t). Wir nennen eine Funktion ϕ : Rn → R Schur-konvex (bzw. Schur-
konkav), wenn
ϕ(x) ≤ ϕ(y) (bzw. ϕ(x) ≥ ϕ(y)) fu¨r alle x, y ∈ Rn mit x ≺ y (2.12.11)
gilt.
Proposition 2.12.7. Sei ϕ : D ⊆ Rn → R Schur-konvex. Wenn ϕ zudem monoton wachsend (bzw.
monoton fallend) ist, dann
ϕ(x) ≤ ϕ(y) fu¨r alle x, y ∈ D mit x ≺w y (bzw. x ≺w y) . (2.12.12)
Beweis. Aufgrund von Proposition 2.12.5 existiert ein z ∈ D mit z ≺ y und x ≤ z (x ≥ z). Weil g monoton
wachsend (fallend) ist, f(x) ≤ f(z). Und mit der Schur-Konvexita¨t von g folgt f(z) ≤ f(y). Siehe auch
Marshall, Olkin, Arnold [45, A.8. S. 87]. 
Proposition 2.12.8. Seien g : R→ R, x, y ∈ Rn+. Falls
i) g konvex ist und x ≺ y, oder
ii) g konvex und monoton wachsend ist und x ≺w y, oder
iii) g konvex und monoton fallend ist und x ≺w y,
dann ist
n∑
i=1
g(xi) ≤
n∑
i=1
g(yi) . (2.12.13)
Bemerkung 2.12.9. Die Funktion ϕ : Rn → R mit ϕ(x) = ∑ni=1 g(xi) ist Schur-konvex, falls g : R→ R,
x, y ∈ Rn+ eine konvexe Funktion ist. Ist g zudem monoton wachsend (bzw. monoton fallend), dann ist ϕ
monoton wachsend (bzw. monoton fallend).
Beweis. Siehe Mitrinovic´, Pecˇaric´, Fink [50, S. 686] und Marshall, Olkin, Arnold [45, C.1.a. C.1.b. S. 92].

Proposition 2.12.10. Seien x, y ∈ Rn+. Dann
log x ≺w log y impliziert x ≺w y
x ≺w y impliziert log x ≺w log y .und
Beweis. Siehe Marshall, Olkin, Arnold [45, A.2.b A.2.c S. 168]. 
2.13. Nullstellen und Koeffizienten von Polynomen
Definition 2.13.1. Wir bezeichnen fu¨r k ∈ {1, . . . , n} das k-te elementarsymmetrische Polynom als die
Abbildung ek : Cn → Cn mit
ek(z) =
∑
1≤i1<...<ik≤n
zi1 zi2 . . . zik . (2.13.1)
Fu¨r z ∈ Cn bezeichnen wir mit z(i) den Vektor, der aus z hervorgeht, wenn wir die i-te Komponente
streichen. Es ko¨nnen auch mehrere Komponenten gestrichen werden. So ist fu¨r z = (z1, . . . , zn) damit
z(i) = (z1, . . . , zi−1, zi+1, . . . , zn) und z(ij) = (z1, . . . , zi−1, zi+1, . . . , zj−1, zj+1, . . . , zn), usw.
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Lemma 2.13.2. Die elementarsymmetrischen Polynome lassen sich rekursiv formulieren:
ek(z) := zi ek−1(z(i)) + ek(z(i)) , (2.13.2)
wobei e0(z) = 1 und en+1(z) = 0 gilt. 
Bemerkung 2.13.3. Mit der rekursiven Beschreiben lassen sich ganz einfach die partiellen Ableitungen
der elementarsymmetrischen Polynome angeben:
∂ek
∂xi
(z) = ek−1(z(i)) . (2.13.3)
Definition 2.13.4. Wir bezeichnen eine Menge D ⊆ Cn als symmetrisch, wenn fu¨r jedes Element
(x1, . . . , xn) ∈ D und jede Permutation (i1, . . . , in) auch (xi1 , . . . , xin) ∈ D gilt, d.h. mit jedem Element
ist auch jede seiner Umordnungen in der Menge.
Definition 2.13.5. Sei D ⊆ Cn. Wir bezeichnen eine Funktion f : D → C als symmetrisch, wenn sie
invariant gegenu¨ber Komponentenvertauschungen ist, das heißt, wenn fu¨r jede Permutation (i1, . . . , in)
gilt
f(zi1 , . . . , zin) = f(z1, . . . , zn) . (2.13.4)
Beispiel 2.13.6. Die elementarsymmetrischen Polynome e1, . . . , en : Cn → Cn sind symmetrische Funk-
tionen.
Beispiel 2.13.7. Sei D ⊆ C und φ : D → C. Dann ist f : Dn → C mit f(z1, . . . , zn) :=
∑n
i=1 φ(zi) eine
symmetrische Funktion.
Definition 2.13.8. Wir bezeichnen z1, . . . , zn ∈ C als Nullstellen und e1, . . . , en ∈ C als Koeffizienten,
wenn es ein normiertes Polynom
p = (X − z1)(X − z2) . . . (X − zn)
= Xn − e1Xn−1 + e2Xn−2 + . . .+ (−1)nen (2.13.5)
gibt. Alle paarweise verschiedenen zi nennen wir einfache Nullstellen, die u¨brigen nennen wir mehrfache
Nullstellen.
Bemerkung 2.13.9. Die Abbildung der Nullstellen auf die zugeho¨rigen Koeffizienten ist genau die
Abbildung der elementarsymmetrischen Polynome, d.h. ek = ek(z1, . . . , zn) fu¨r gegebene (z1, . . . , zn).
So sind aufgrund der Symmetrie die Abbildungen ek : Cn → Cn nicht injektiv. So ist zum Beispiel
e1(1, 2) = e1(2, 1).
Lemma 2.13.10. Sei U ⊂ Cn↑ eine Menge mit eindeutig sortierten Komponenten22. Dann ist die Funkti-
on e : U → Cn, welche den geordneten Nullstellenvektor (z1, . . . , zn) auf den Koeffizientenvektor (e1, . . . , en)
abbildet, d.h.
e(z1, . . . , zn) :=
(
e1(z1, . . . , zn), . . . , en(z1, . . . , zn)
)
(2.13.6)
homo¨omorph, d.h. bijektiv und stetig, mit stetiger Umkehrfunktion z : Cn → Cn↑.
Beweis. Die Stetigkeit der elementarsymmetrischen Polynome ist klar. Nach dem Fundamentalsatz der
Algebra gibt es zu jedem Koeffizientenvektor eindeutig eine Menge von n Nullstellen, unter Sortierung
eindeutig einen Nullstellenvektor aus Cn↑. Ein Beweis der Stetigkeit dieser Nullstellenabbildung findet
sich in Cucker und Corbalan [20]. 
Bemerkung 2.13.11. Fu¨r n > 4 la¨sst sich z nicht explizit angeben23.
22So ko¨nnen wir mit Cn↑ :=
{
z ∈ Cn | Re(z1) ≥ . . . ≥ Re(zn) , Re zi = Re zi+1 ⇒ Im zi ≥ Im zi+1 ∀i ∈ {1, . . . , n − 1}
}
die Menge der geordneten Vektoren komplexer Zahlen definieren.
23fu¨r n = 2 haben wir die p-q-Formel, fu¨r n ∈ {3, 4} sind dies die Cardanischen Formeln
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Bemerkung 2.13.12. Aufgrund des bijektiven Zusammenhangs werden wir in dieser Arbeit, wenn es
aus dem Kontext ersichtlich ist, verku¨rzt ek fu¨r das k-te elementarsymmetrische Polynom, ausgewertet an
(z1, . . . , zn), schreiben und es als den k-ten Koeffizienten bezeichnen, d.h.
ek := ek(z1, . . . , zn) fu¨r alle k ∈ {1, . . . , n} , (2.13.7)
und verku¨rzt zi fu¨r die i-te Komponente der Umkehrfunktion z, ausgewertet an (e1, . . . , en), schreiben und
es als die i-te Nullstelle bezeichnen, d.h.
zi := zi(e1, . . . , en) fu¨r alle i ∈ {1, . . . , n} . (2.13.8)
In der nachstehenden Folgerung wenden wir diese Schreibweise das erste Mal an:
Folgerung 2.13.13. Fu¨r D ⊆ Cn sei f : D → C eine symmetrische Funktion. Dann la¨sst sich f als
Funktion in den elementarsymmetrischen Polynomen ausdru¨cken. Das heißt, es existiert eine Funktion
F : Cn → C mit
f(z1, . . . , zn) = F(e1, . . . , en) fu¨r alle (z1, . . . , zn) ∈ D . (2.13.9)
Beweis. Sei (zi1 , . . . , zin) ∈ Cn↑ die Umsortierung der Nullstellen zu einem geordneten Vektor. Setzen wir
F := f ◦ z, dann ist
F(e1, . . . , en) = f
(
z(e1, . . . , en)
)
= f(zi1 , . . . , zin)
f sym.
= f(z1, . . . , zn) . 
Lemma 2.13.14. Die Abbildung der Nullstellenvektoren auf die Koeffizientenvektoren e : Cn↑ → Cn ist
differenzierbar. Die partiellen Ableitungen der Komponenten lauten
∂ek
∂zi
(z) =
∑
1≤i1<...<ik≤n
ij 6=i
zi1 zi2 . . . zik−1 .
Beweis. Zur Ableitung der Koeffizienten ek nach den Nullstellen zi: Wie in der Bemerkung zur rekursiven
Darstellung der elementarsymmetrischen Polynome schon angegeben, lautet die Ableitung
∂
∂zi
ek(z) = ek−1(z(i)) =
∑
1≤i1<...<ik≤n
ij 6=i
zi1 zi2 . . . zik−1 . 
Lemma 2.13.15. Die Abbildung der Koeffizientenvektoren auf die Nullstellenvektoren z : Cn → Cn↑
ist differenzierbar fu¨r alle Koeffizientenvektoren (e1, . . . , en) mit paarweise unterschiedlichen Nullstellen
(z1, . . . , zn). Die partiellen Ableitungen der Komponenten lauten
∂zi
∂ek
(e) =
(−1)k+1 zn−ki∏n
j=1
j 6=i
(zi − zj) fu¨r alle (e1, . . . , en) mit zj 6= zi, wenn j 6= i . (2.13.10)
Beweis. Zur Ableitung der Nullstellen zi nach den Koeffizienten ek:
Wir betrachten das Polynom h als Funktion in (e1, . . . , en, t) und erhalten so die implizite Funktion
0 = h
(
e1, . . . , en, zi(e1, . . . , en)
)
fu¨r alle e = (e1, . . . , en) ∈ Rn+ .
Dem Satz der impliziten Funktionen folgend ist zi an der Stelle e ∈ Rn differenzierbar, falls ∂h∂t
(
e, zi(e)
) 6= 0.
Wir erinnern uns: Ein Polynom h hat an der Stelle t genau dann eine mehrfache Nullstelle, wenn nicht
nur h, sondern auch seine Ableitung an dieser Stelle null werden. Somit ist zi an der Stelle e ∈ Rn
differenzierbar, falls die zu e korresponierenden Nullstellen alle unterschiedlich sind.
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Wir ko¨nnen nun die implizite Funktion per Kettenregel ableiten:
0 =
d
dek
h
(
e, zi(e)
)
=
n∑
j=1
(
∂h
∂ej
)
(e, zi(e)) · δj,k + ∂h
∂t
(
e, zi(e)
) · ∂zi
∂ek
(e)
= (−1)kzi(e)n−k · 1 + ∂h
∂t
(
e, zi(e)
) · ∂zi
∂ek
(e) .
Umstellen ergibt nun die zu zeigende Ableitung, da ∂h∂t
(
e, zi(e)
)
=
∏n
j=1
j 6=i
(
zi(e)− zj(e)
)
. 
Lemma 2.13.16. Sei U ⊂ Cn und f : U → C mit f(z1, . . . , zn) = F(e1, . . . , en) eine symmetrische
Funktion. Fu¨r Koeffizienten (e1, . . . , en) ∈ Cn mit paarweise unterschiedlichen Nullstellen (z1, . . . , zn) ⊂ U
lauten die partiellen Ableitungen von f nach den Koeffizienten ek
∂F
∂ek
(e1, . . . , en) =
n∑
i=1
(−1)k+1 zn−ki∏n
j=1
j 6=i
(zi − zj)
∂f
∂zi
(z1, . . . , zn) fu¨r alle (e1, . . . , en) mit zj 6= zi, wenn j 6= i .
Beweis. Ableitung per Kettenregel. 
Folgerung 2.13.17. Im Falle von f(z1, . . . , zn) =
∑n
i=1 φ(zi) vereinfachen sich die partiellen Ableitungen
zu
∂F
∂ek
(e1, . . . , en) =
n∑
i=1
(−1)k+1 zn−ki∏n
j=1
j 6=i
(zi − zj) φ
′(zi) fu¨r alle (e1, . . . , en) mit zj 6= zi, wenn j 6= i .
Definition 2.13.18. Die Diskriminante eines normierten Polynoms
p = (X − z1)(X − z2) . . . (X − zn)
= Xn − e1Xn−1 + e2Xn−2 + . . .+ (−1)nen (2.13.11)
mit Nullstellen z1, . . . , zn ∈ C und Koeffizienten e1, . . . , en ∈ C ist definiert
D(p) =
∏
1≤i<j≤n
(zi − zj)2 .
Proposition 2.13.19. Wir ko¨nnen die Diskriminante als symmetrisches Polynom in den Nullstellen
d : Cn → C und als Polynom in den Koeffizienten d̂ : Cn → C darstellen, d.h.
D(p) = d(z1, . . . , zn) = d̂(e1, . . . , en) . (2.13.12)
So lautet die Diskriminante im Fall n = 3: D(p) = e21 e
2
2 − 4 e32 − 4 e32 e3 + 18 e1 e2 e3 − 27 e23.
Beweis. Die Abbildungsvorschrift von d folgt direkt der Definition der Diskriminante24. Offenkundig ist
d symmetrisch. Mit Folgerung 2.13.13 ergibt sich die Existenz von einer Funktion in den Koeffizienten d̂.
U¨ber die Art des Ausmultiplizierens sa¨mtlicher zi in der Diskriminante wird klar, dass d̂ selbst ein Polynom
ist. 
Proposition 2.13.20 (Identita¨ssatz fu¨r Polynome in mehreren Vera¨nderlichen). Seien f, g : Cn → C
Polynome. Stimmen f und g auf einer offenen Teilmenge U ⊆ Cn u¨berein, so gilt f = g.
24deren Notation formal korrekt eigentlich u¨ber Funktionen p 7→ zi(p) ha¨tte erfolgen mu¨ssen, was der leichteren
Versta¨ndlichkeit geopfert wurde.
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Beweis. Wir wa¨hlen ein x˜ = (x˜1, . . . , x˜n) ∈ U und ε > 0, sodass Uε(x˜) := ( x˜+z | z ∈ Cn mit|z| < ε ) ⊆ U ,
also (f−g)(x) = 0 fu¨r alle x ∈ Uε(x). Angenommen, es ga¨be ein y˜ ∈ Cn mit f(y˜) 6= g(y˜), also (f−g)(y˜) 6= 0.
Wir betrachten nun das Polynom ψ : C→ C mit
ψ(t) = (f − g)((1− t)x˜+ ty˜) . (2.13.13)
Es ist ψ(0) = (f−g)(x˜) = 0 und ψ(1) = (f−g)(y˜) 6= 0. Fu¨r alle t ∈ C mit |t| < ε|y˜−x˜| ist |t(y˜− x˜)| < ε, also
(1−t)x˜+ty˜ ∈ Uε(x˜) und damit ψ(t) = 0. Ein Polynom in einer Vera¨nderlichen, das nicht das Nullpolynom
ist, kann aber ho¨chstens n Nullstellen besitzen. Somit muss ψ das Nullpolynom sein, ein Widerspruch. 
Proposition 2.13.21. Sei M⊆ Cn eine Menge von Koeffizientenvektoren und
U := {(e1, · · · , en) ∈M| zi 6= zj fu¨r i 6= j} (2.13.14)
die Teilmenge aller Elemente mit paarweise unterschiedlichen Nullstellen. Dann liegt U dicht in M, d.h.
U =M.
Beweis. Wir zeigen, dass die Menge M\ U kein inneres hat. Angenommen, es ga¨be einen inneren Punkt
x0 in dieser Menge, so ga¨be es eine offene Menge Uε(x0) ⊆M so dass all deren Elemente x ∈ Uε(x0) auf
mehrfache Nullstellen fu¨hrten, d.h.
d(x) = 0 fu¨r alle x ∈ Uε(x0) ,
wobei d̂ die Diskriminante als Polynom in den Koeffizienten bezeichnet. Mit dem Identita¨tssatz fu¨r Poly-
nome, Prop 2.13.20, wa¨re die Diskriminante dann das Nullpolynom, ein Widerspruch. 
Lemma 2.13.22. Sei M ⊆ Rn eine konvexe, offene und symmetrische Menge und T := ( (e1, . . . , en) ∈
Rn | (z1, . . . , zn) ∈ M
)
. Zudem sei eine symmetrische Funktion f : M → R gegeben. Ist nun f auf M
(dem Abschluss der Menge der Nullstellenvektoren) n · r-mal stetig differenzierbar, dann ist F auf T (dem
Abschluss der Menge der Koeffizientenvektoren) r-mal stetig differenzierbar.
Hierbei ist F : T → R die nach Folgerung 2.13.13 existierende Funktion mit f(z1, . . . , zn) = F(e1, . . . , en)
Beweis. Siehe Ball [3, Theorem 3.2, S. 705]. 
Folgerung 2.13.23. Sei eine symmetrische und unendlich oft differenzierbare Funktion f : Rn+ → R ge-
geben. Zudem sei F : T → R mit T := ( (e1, . . . , en) ∈ Rn+ | (z1, . . . , zn) ∈ Rn+ ) die nach Folgerung 2.13.13
existierende Funktion mit f(z1, . . . , zn) = F(e1, . . . , en). Dann ist auch F unendlich oft differenzierbar.
Beweis. Fu¨r alle ε > 0 liefert die Differenzierbarkeit von f auf (ε,∞)n mit Lemma 2.13.22 die Diffe-
renzierbarkeit von F auf Tε :=
(
(e1, . . . , en) ∈ Rn | (z1, . . . , zn) ∈ (ε,∞)n
)
. Somit ist F unendlich oft
auf T =
⋃
ε
(
(e1, . . . , en) ∈ Rn | (z1, . . . , zn) ∈ (ε,∞)n
)
=
(
(e1, . . . , en) ∈ Rn | (z1, . . . , zn) ∈ Rn+
)
differenzierbar. 
Folgerung 2.13.24. Im Falle von f(z1, . . . , zn) =
∑n
i=1 φ(zi) ist F unendlich oft auf allen (e1, . . . , en),
fu¨r die (z1, . . . , zn) ∈ Rn+ gilt, differenzierbar, wenn φ auf R+ differenzierbar ist.
Wenden wir zudem Lemma 2.5.26 an, erhalten wir
Lemma 2.13.25 (Ableitung in den Invarianten). Sei ψ : Sym+(n) → R eine isotrope, unendlich oft
differenzierbare Funktion und sei T := {(I1, . . . , In) | X ∈ Sym+(n)} die Menge der Invariantenvektoren,
die auf Matrizen aus Sym+(n) fu¨hren. Dann existiert eine unendlich oft differenzierbare Darstellung in
den Invarianten Ψ: T → R mit Ψ(X) = Ψ(I1, . . . , In).
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Beweis. Lemma 2.5.26 garantiert uns, dass es wegen der Isotropie von ψ eine eindeutige symmetrische
Funktion g : Rn+ → R und eine Funktion Ψ: Rn+ → R mit (λ1, . . . , λn) 7→ g(λ1, . . . , λn) = ψ(X) und
(I1, . . . , In) 7→ Ψ(I1, . . . , In) = ψ(X) fu¨r alle X ∈ Sym+(n) mit Eigenwerten λ1, . . . , λn ∈ R+ und Invari-
anten I1, . . . , In ∈ R+ gibt.
Die Differenzierbarkeit von g wird impliziert durch die Differenzierbarkeit von ψ auf den Diagonalmatrizen,
die partiellen Ableitungen ∂ψ∂xii liefern uns die Ableitung
Dg(λ1, . . . , λn) =
(
∂ψ
∂x11
∂ψ
∂x22
. . . ∂ψ∂xnn
) (
diag(λ1, . . . , λn)
)
.
Mit Folgerung 2.13.23 erhalten wir die Differenzierbarkeit von Ψ. 
Beispiel 2.13.26. Fu¨r die Funktion ψ : Sym+(n)→ R mit ψ(X) = ‖logX‖2 existiert eine unendlich oft
differenzierbare Funktion in den Invarianten, d.h. ‖logX‖2 = Ψ(I1, . . . , In).
Lemma 2.13.27. Fu¨r alle (e1, . . . , en) ∈ Rn+ besteht (z1, . . . , zn) ausschließlich aus positiven reellen Zahlen
und konjugiert komplexen Zahlenpaaren. Zudem gilt
(t+ z1) · . . . · (t+ zn) ≥ min{tn, en} fu¨r alle t ∈ R+ . (2.13.15)
Beweis. Nach dem Fundamentalsatz der Algebra hat ein Polynom mit reellen Koeffizienten
h = Xn − e1Xn−1 + e2Xn−2 + . . .+ (−1)nen
genau n Nullstellen; sie kommen als reelle Zahlen oder als konjugiert komplexe Zahlenpaare vor. Dass die
reellen Nullstellen positiv sind sehen wir am Einfachsten, wenn wir−X in h einsetzen und damit
h(−X) = Xn + e1Xn−1 + . . .+ en−1X + en ,
erhalten, ein Polynom mit ausschließlich reellen Koeffizienten. Mit der somit verwendbaren Vorzeichenregel
von Descartes wird die maximale Anzahl der positiven reellen Nullstellen durch die Anzahl der Vorzei-
chenwechsel in den Koeffizienten beschra¨nkt. Da h(−X) u¨ber keine Vorzeichenwechsel verfu¨gt (alle ek sind
schließlich positiv), hat es keine positiven, und damit h keine negativen Nullstellen.
Setzen wir −t in h ein, erhalten wir fu¨r alle t > 0
(t+ z1) · . . . · (t+ zn) = tn + e1 tn−1 + . . .+ en−1 t︸ ︷︷ ︸
≥0
+en ≥ min{tn, en} . 
Wir erinnern uns:
Definition 2.13.28. Sei X ∈ Sym(n). Wir bezeichnen mit Ik(X) := ek(λ1, . . . , λn) die k-te Invariante
von X. Hierbei sind λ1, . . . , λn ∈ R die Eigenwerte von X und ek das k-te elementarsymmetrische Polynom.
Bemerkung 2.13.29. Die Invarianten sind gema¨ß ihres Namens invariant gegenu¨ber Basistransforma-
tionen, ergo sind die ek isotrope Funktionen mit ek(Q
TXQ) = ek(X) fu¨r alle X ∈ Sym(n) und alle
Q ∈ O(n).
Bemerkung 2.13.30. Die erste Invariante einer Matrix ist stets deren Spur, d.h. I1(X) = tr(X), die
n − 1-te Invariante ist stets die Spur ihres Kofaktors, d.h. In−1(X) = tr(Cof X), die n-te Invariante ist
stets deren Determinante, d.h. In(X) = det(X).
Definition 2.13.31. Das charakteristische Polynom einer Matrix X ∈ Sym(n) ist definiert als
PX(t) := det(t · 1−X) . (2.13.16)
PX ist ein normiertes Polynom n-ten Grades. Wir bezeichnen die Koeffizienten I1, . . . , In ∈ R des charak-
teristischen Polynoms PX in der Darstellung
PX(t) = t
n +−I1 tn−1 + I2 tn−2 + . . .+ (−1)n In (2.13.17)
als die Invarianten von X.
67
2. Matrix-Analysis
Wir erinnern uns: Die Invarianten von X sind per Definition u¨ber die elementarsymmetrischen Polynome
differenzierbare Funktionen in den Eigenwerten λ1, . . . , λn von X, es gilt
Ik(X) = ek(λ1, . . . , λn) und
∂Ik
∂λi
(z) = ek−1(λ1, . . . , λi−1, λi+1, . . . , λn) .
Aber wir ko¨nnen auch eine umgekehrte Aussage treffen:
Lemma 2.13.32. Sei X ∈ Sym(n) mit Eigenwerten λ1, . . . , λn ∈ R und Invarianten I1, . . . , In ∈ R.
Die Eigenwerte von X sind stetige Funktionen in den Invarianten von X. Fu¨r Invarianten, die auf paarwei-
se unterschiedliche Eigenwerte fu¨hren, sind die Eigenwerte sogar differenzierbar mit partiellen Ableitungen
∂λi
∂Ik
(I1, . . . , In) =
(−1)k+1 λn−ki∏n
j=1
j 6=i
(λi − λj) fu¨r alle I1, . . . , In mit λi 6= λj falls i 6= j . (2.13.18)
Beweis. Sei X = QT diag(λ1, . . . , λn)Q mit Q ∈ O(n). Mit der Isotropie der Determinanten und der
Definition der Invarianten erhalten wir
PX(t) = det(t · 1−X)
= det
(
t · 1−QT diag(λ1, . . . , λn)Q
)
= det
(
QT (t · 1− diag(λ1, . . . , λn)Q
)
= det diag(t− λ1, t− λ2, . . . , t− λn)
= (t− λ1)(t− λ2) . . . (t− λn)
= tn − e1(λ1, . . . , λn)tn−1 + e2(λ1, . . . , λn)tn−2 + . . .+ en(λ1, . . . , λn)
= tn − I1tn−1 + I2tn−2 + . . .+ In .
Die Eigenwerte λ1, . . . , λn sind somit die Nullstellen eines normierten Polynoms n-ten Grades mit Koeffi-
zienten I1, . . . , In. Mit Lemma 2.13.15 folgt nun die Aussage. 
2.13.1. Ungleichungen zu elementarsymmetrischen Polynomen
Es gibt viele wichtige Ungleichungen zu elementarsymmetrischen Polynomen. Als Beispiele stellen wir die
Newton-Ungleichung und die MacLaurin-Ungleichung vor:
Lemma 2.13.33 (Newton-Ungleichung). Sei a ∈ Rn+. Dann gilt
ek−1(a)(
n
k−1
) · ek+1(a)( n
k+1
) ≤ (ek(a)(n
k
) )2 , (2.13.19)
mit Gleichheit genau dann, wenn a1 = a2 = a3 = . . . = an.
Beweis. Siehe z.B. Bernstein [7, Fact 1.17.11 S. 55]. 
Lemma 2.13.34 (MacLaurin-Ungleichung). Sei a ∈ Rn+. Dann gilt
e1(a)(
n
1
) ≥ √e2(a)(n
2
) ≥ 3√e3(a)(n
3
) ≥ . . . ≥ n√en(a)(n
n
) , (2.13.20)
mit Gleichheit genau dann, wenn a1 = a2 = a3 = . . . = an.
Beweis. Siehe z.B. Biler und Witkowski [8, Problem 1.60 S. 5]. 
Die MacLaurin-Ungleichung ko¨nnen wir auf die Invarianten von Matrizen mit Determinante eins u¨bertragen:
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Folgerung 2.13.35. Sei X ∈ Sym+(n). Dann gilt
Ik
( X
detX1/n
)
≥
(
n
k
)
fu¨r alle k ∈ {1, . . . , n} , (2.13.21)
wobei Gleichheit genau fu¨r alle X ∈ R · 1 eintritt.
Bemerkung 2.13.36. Fu¨r den dreidimensionalen Fall erhalten wir dann
tr
( X
detX1/n
)
≥ 3 und tr
(
Cof
X
detX1/n
)
≥ 3 fu¨r alle X ∈ Sym(3) (2.13.22)
bzw.
tr(X) ≥ 3 und tr(Cof X) ≥ 3 fu¨r alle X ∈ Sym(3) ∩ SL(3) . (2.13.23)
Aus der Newton-Ungleichung und der MacLaurin-Ungleichung sind im Fall n = 3 zudem zwei a¨hnliche
Ungleichungen zu folgern, welche sich ebenfalls im Anhang von Hartmann und Neff [35] finden lassen:
Folgerung 2.13.37. Sei X ∈ Sym+(3). Dann gilt
3 I1 I3 ≤ I22 und 3 I2 ≤ I21 , (2.13.24)
wobei I1, I2, I3 die Invarianten von X sind.
2.13.2. Eigenschaften von elementarsymmetrischen Polynomen
Lemma 2.13.38. Seien x ∈ Rn+ und i, j ∈ {1, . . . , n} mit xi ≥ xj. Dann ist ek(x(i)) ≤ ek(x(j)) fu¨r alle
k ∈ {1, . . . , n}.
Beweis. Fu¨r den Beweis verwenden wir die rekursive Darstellung der elementarsymmetrischen Polynome:
ek(x
(i)) = xj ek−1(a(ij)) + ek(x(ij)) ≤ ai ek−1(a(ij)) + ek(a(ij)) = ek(a(j)) . 
Folgerung 2.13.39. Mit a1 ≥ a2 ≥ . . . ≥ an > 0 erhalten wir ek(a(1)) ≤ ek(a(2)) ≤ . . . ≤ ek(a(n)) fu¨r
alle k ∈ {1, . . . , n}.
Lemma 2.13.40. Eine Funktion φ : Rn → R ist genau dann Schur-konvex, wenn φ symmetrisch ist und
wenn
(xi − xj)
(
∂
∂xi
φ(x)− ∂
∂xj
φ(x)
)
≥ 0 (2.13.25)
fu¨r alle x ∈ Rn und i, j ∈ {1, . . . , n}. Analog dazu ist φ genau dann Schur-konkav, wenn φ symmetrisch
ist und die Ungleichung (2.13.25) mit ≤ 0 wird erfu¨llt.
Beweis. Siehe Marshall, Olkin, Arnold [45, A.1. S. 84]. 
Satz 2.13.41. Die elementarsymmetrischen Polynome ek : Rn → R sind Schur-konkav und monoton
fallend fu¨r alle k ∈ {1, . . . , n} und sogar streng Schur-konkav fu¨r k ≥ 2.
Beweis. Die Monotonie ist klar.
Fu¨r k = 1 und i, j ∈ {1, . . . , n} haben wir
(xi − xj)
(
∂
∂xi
ek(x)− ∂
∂xj
ek(x)
)
= (xi − xj) (1− 1) = 0 .
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Fu¨r k ≥ 2 und i = j haben wir xi = xj und damit ist (2.13.25) mit Gleichheit erfu¨llt. Fu¨r i 6= j haben wir
(xi − xj)
(
∂
∂xi
ek(x)− ∂
∂xj
ek(x)
)
= (xi − xj)
(
ek−1(x(i))− ek−1(x(j))
)
= (xi − xj)
(
xj ek−2(x(ij))− xi ek−2(x(ij))
)
= (xi − xj)︸ ︷︷ ︸
≥0
(xj − xi)︸ ︷︷ ︸
≤0
ek−2(x(ij))︸ ︷︷ ︸
>0
≤ 0 .
Somit ist ek Schur-konkav fu¨r alle k ∈ {1, . . . , n}.
Wir haben noch die strenge Schur-Konkavita¨t fu¨r k ≥ 2 zu zeigen, also ek(a) > ek(b) fu¨r alle a ≺ b mit
a↓ 6= b↓:
Nehmen wir o.B.d.A. a1 ≥ a2 ≥ . . . ≥ an > 0, b1 ≥ b2 ≥ . . . ≥ bn > 0 und a ≺ b mit a 6= b an, dann gibt es
einen kleinsten Index s mit as < bs und einen gro¨ßten index r < s mit ar > br. Sei α := min{br−ar, as−bs},
dann ist
(a1, . . . , an) ≺ (a1, . . . , ar + α, . . . , as − α, . . . , an) ≺ (b1, . . . , bn) ,
oder a ≺ a˜ ≺ b mit a˜ := (a1, . . . , ar + α, . . . , as − α, . . . , an). Wir erhalten
ek(a˜) = (ar + α) ek−1(a˜(r)) + ek(a˜(r))
= (ar + α)
(
(as − α) ek−2(a(rs)) + ek−1(a(rs))
)
+ (as − α)ek−1(a(rs)) + ek(a(rs))
= (ar + α)(as − α) ek−2(a(rs)) + (ar + as) ek−1(a(rs)) + ek(a(rs))
= (−α(ar − as)− α2) ek−2(a(rs)) + ar
(
as ek−2(a(rs) + ek−1(a(rs)
)
+
(
as ek−1(a(rs) + ek(a(rs)
)
= (−α(ar − as)− α2) ek−2(a(rs)) + arek−1(a(r)) + ek(a(r))
= (−α(ar − as)− α2)︸ ︷︷ ︸
<0
ek−2(a(rs))︸ ︷︷ ︸
>0
+ek(a) , (2.13.26)
somit ek(a) > ek(a˜). Wegen a˜ ≺ b und der Schur-Konkavita¨t von ek ist die Ungleichung ek(a˜) ≥ ek(b)
wahr, also ek(a) > ek(b). 
Beispiel 2.13.42. Seien a := (9, 5, 4, 3, 1) und b := (9, 8, 3, 1, 1). Damit ist r = 2, s = 4 und α =
min{b2 − aa, a4 − b4} = 2, und dann
(9, 5, 4, 3, 1) ≺ a˜ = (9, 7, 4, 1, 1) ≺ (9, 8, 3, 1, 1) .
So sehen wir
e5(a˜) = 9 (5 + 2) 4 (3− 2) 1 = 5 · 5 · 4 · 3 · 1− 9 · 4 · 1
(
(5− 3) 2 + 22) < 9 · 5 · 4 · 3 · 1 = e5(a) .
Folgerung 2.13.43. Seien x, y ∈ Rn+. Dann gilt: Aus x ≺ y folgt ek(x) ≥ ek(y) fu¨r alle k ∈ {1, . . . , n}.
Jedoch impliziert ek(x) ≥ ek(y) im Allgemeinen nicht x ≺ y: Hierzu betrachten wir a = (2, 2, 2) und
b = (1, 1, 1).
Folgerung 2.13.44. Seien x, y ∈ Rn+. Dann gilt: Aus x ≺ y folgt ek(x) > ek(y) fu¨r alle k ∈ {2, . . . , n}
wenn x↓ 6= y↓.
Folgerung 2.13.45. Wenn x ≺ y und ek(x) = ek(y) fu¨r irgendein k ∈ {2, . . . , n}, dann ist x↓ = y↓ und
somit ek(x) = ek(y) fu¨r alle k ∈ {2, . . . , n}.
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Wesentliche Teile dieses Kapitels wurden bereits in [12] und [21] vero¨ffentlicht.
Wir werden in diesem Kapitel die SSLI in ihren verschiedenen Erscheinungsformen vorstellen. Zudem wer-
den wir erla¨utern, wie sich die chronologische Entwicklung seit ihrem ersten Auftreten als wissenschaftliche
Fragestellung bis zum Zeitpunkt der Fertigstellung dieser Arbeit vollzogen hat. Dann werden wir einen
vollsta¨ndigen Beweis fu¨r den n-dimensionalen Fall vorstellen, der mit Grundkenntnissen der Analysis nach-
vollzogen werden kann. Anschließend wollen wir noch andere Bedingungen untersuchen, welche ebenfalls
die SSLI implizieren, sowie auch Bedingungen anderer Ungleichungen beweisen, die der SSLI a¨hnlich sind
und dabei einen Bezug zum Konzept der Majorization herstellen.
3.1. Einleitung
3.1.1. Die Ungleichung
Satz 3.1.1 (Sum-of-Squared-Logarithms-Ungleichung (SSLI)). Seien n ∈ N und x, y ∈ Rn+, sodass
ek(x) ≤ ek(y) fu¨r alle k ∈ {1, . . . , n− 1} , (3.1.1)
und
en(x) = en(y) . (3.1.2)
Dann gilt
n∑
i=1
(log xi)
2 ≤
n∑
i=1
(log yi)
2 .
Bemerkung 3.1.2. Fu¨r n = 3 bedeutet dies:
Seien x1, x2, x3, y1, y2, y3 > 0, sodass
x1 + x2 + x3 ≤ y1 + y2 + y3 ,
x1 x2 + x1 x3 + x2 x3 ≤ y1 y2 + y1 y3 + y2 y3 ,
x1 x2 x3 = y1 y2 y3 . (3.1.3)
Dann gilt (log x1)
2 + (log x2)
2 + (log x3)
2 ≤ (log y1)2 + (log y2)2 + (log y3)2.
Satz 3.1.3 (Sum-of-Squared-Logarithms-Ungleichung (SSLI) - Matrixform). Seien U, U˜ ∈ Sym+(n), so-
dass
Ik(U) ≤ Ik(U˜) fu¨r alle k ∈ {1, . . . , n− 1} , (3.1.4)
und
detU = det U˜ . (3.1.5)
Dann gilt
‖logU‖2 ≤ ‖log U˜‖2 .
In Folgerung 2.13.35 auf Seite 69 haben wir gezeigt, dass fu¨r U ∈ Sym+(3) mit I3 = detU = 1 stets
I1 = tr(U) ≥ 3 und I2 = tr(Cof U) ≥ 3 gilt, deshalb ko¨nnen wir die SSLI eingeschra¨nkt auf die Menge
Sym+(3) ∩ SL(3) umformulieren:
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Folgerung 3.1.4. Seien U, U˜ ∈ Sym+(3) mit det(U) = det(U˜) = 1. Sind zudem
| I1(U)− 3 | ≤ | I1(U˜)− 3 | und | I2(U)− 3 | ≤ | I2(U˜)− 3 | , (3.1.6)
erfu¨llt, dann gilt
‖logU‖2 ≤ ‖log U˜‖2 .
Bemerkung 3.1.5. Diese Umformulierung fu¨r U, U˜ ∈ Sym+(3) ∩ SL(3) la¨sst eine geometrische Interpre-
tation der Bedingungen der SSLI zu: So bemisst 4 · | I1(U)− 3 | = 4 · |λ1 +λ2 +λ3− 3 | die Gesamtkanten-
verzerrung und 2 · | I2(U)− 3 | = 2 · |λ1 λ2 + λ1 λ3 + λ2 λ3 − 3 | die Gesamtfla¨chenverzerrung eines mittels
U verzerrten Einheitswu¨rfels. Verwenden wir nun W : Sym+(3) ∩ SL(3) → R mit W (U) = ‖logU‖2 als
Energiefunktion, dann besagt die SSLI: Ist fu¨r eine volumenerhaltende Deformation U sowohl die Kanten-
als auch Fla¨chenverzerrung kleiner gleich einer volumenerhaltenden Deformation U˜ , dann ist auch die
Deformationsenergie von U kleiner gleich der Deformationsenergie von U˜ .
3.1.2. Die SSLI als Schlu¨ssel zur Lo¨sung eines Minimierungsproblems
Die Sum-of-Squared-Logarithms-Ungleichung (SSLI) hat wichtige Anwendungen in der Matrix-Analysis
und der nichtlinearen Elastizita¨tstheorie [9, 51, 52, 57, 58, 60]. Einige davon werden wir im weiteren Verlauf
dieser Arbeit untersuchen.
Als erstes tauchte die SSLI 2013 in einer Arbeit von Neff, Nakatsukasa und Fischle [59] als isolierte
Fragestellung auf, mit der das folgende Resultat direkt bewiesen werden kann.
Lemma 3.1.6. Sei F ∈ GL+(3) mit Polarzerlegung F = RU mit R ∈ SO(3) und U ∈ Sym+(3), dann gilt
min
Q∈SO(3)
‖sym LogQTF‖2 = min ‖sym LogRTF‖2 = ‖logU‖2 , (3.1.7)
d.h. genau Q = R minimiert den Ausdruck.
Beweis. Aufgrund der Mengengleichheit {QTU | Q ∈ SO(3)} = {QTF | Q ∈ SO(3)} und sym LogRTF =
sym LogU = logU 1 ko¨nnen wir die zu zeigende Aussage umformen zu
min
Q∈SO(3)
‖sym LogQTU‖2 = ‖logU‖2 . (3.1.8)
offenkundig gilt
min
Q∈SO(3)
‖sym LogQTU‖2 ≤ ‖sym Log 1TU‖2 = ‖logU‖2 ,
sodass uns
min
Q∈SO(3)
‖sym LogQTU‖2 ≥ ‖sym Log 1TU‖2 = ‖logU‖2 , (3.1.9)
zu zeigen bleibt.
Setzen wir XQ := exp(sym LogQ
TU). Dann ist ‖sym LogQTU‖2 = ‖LogXQ‖2 und die noch zu zeigende
Aussage ist ‖LogXQ‖2 ≥ ‖logU‖2, aufgrund von Folgerung 2.6.11 gleichbedeutend mit 12‖LogX2Q‖2 ≥
1
2‖logU2‖2, wir haben somit noch zu zeigen
‖LogX2Q‖2 ≥ ‖logU2‖2 .
Genau hier kommt die SSLI zum Tragen: Denn sie sichert uns in der Matrixvariante Satz 3.1.3 die Aussage
unter den folgenden Bedingungen an die Invarianten
I1(X
2
Q) ≥ I1(U2) , I2(X2Q) ≥ I2(U2) und I3(X2Q) = I3(U2) , (3.1.10)
1Fu¨r U ∈ Sym(3) ist der Logarithmus als Menge der Lo¨sungen exp(LogU) = U eindeutig und gleich der prima¨ren Matrix-
logarithmusfunktion, d.h. LogU = logU .
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die wir nun pru¨fen werden. Als Hilfsausdruck setzen wir AQ := LogQ
TU , sodass gilt exp(AQ) = Q
TU
und
X2Q = exp(sym 2AQ) = exp(AQ +A
T
Q) ,
X−2Q = exp(− sym 2AQ) = exp(−AQ −ATQ) .
Fu¨r die dritte Invariante gilt:
detX2Q = det exp(sym 2AQ)
Folg. 2.7.6
= det exp(2AQ) =
(
det exp(AQ)
)2
= det(QTU)2 = detU2
und damit I3(X
2
Q) = I3(U
2). Fu¨r die erste Invariante gilt:
trX2Q = tr
(
exp(AQ +A
T
Q)
)
Prop. 2.7.2
≥ tr(exp(AQ) · exp(ATQ)) = tr(exp(AQ) · (exp(AQ))T)
= tr
(
(QTU)(QTU)T
)
= tr(QTU2Q) = tr(U2)
und damit I1(X
2
Q) ≥ I1(U2). Fu¨r die zweite Invariante beno¨tigen wir erst noch eine Hilfsabscha¨tzung
trX−2Q = tr
(
exp(−AQ +−ATQ)
)
Prop. 2.7.2
≥ tr(exp(−AQ) · exp(−ATQ))) = tr(exp(AQ)−1 · exp(AQ)−T )
= tr
(
(QTU)−1(QTU)−T
)
= tr(U−1QQTU−1) = tr(U−2) ,
mit der wir dann folgern ko¨nnen
I2(X
2
Q) = tr(Cof X
2
Q) = tr
(
detX2Q ·X−2TQ
)
= detX2Q · tr(X−2Q )
≥ detU2 · tr(U−2) = tr(Cof U2) = I2(U2) ,
das heißt, auch fu¨r die zweite Invariante gilt I2(X
2
Q) ≥ I2(U2).
Somit gelten alle drei Bedingungen in Satz 3.1.10 und somit ‖LogX2Q‖2 ≥ ‖logU2‖2, was noch zu zeigen
war. 
3.1.3. Chronologie der Lo¨sung
Die SSLI war Gegenstand mehrerer wissenschaftlicher Arbeiten.
Wie bereits in Abschnitt 3.1.2 beschrieben, tauchte sie 2013 erstmalig in einer Arbeit von Neff, Nakatsukasa
und Fischle [59] als isolierte Fragestellung auf.
Ebenfalls im Jahr 2013 untersuchten Bˆırsan, Neff und Lankeit [9] sie na¨her und pra¨sentierten einen Beweis
fu¨r n = 2 und n = 3.
Pompe und Neff [64] vero¨ffentlichten 2014 einen Beweis fu¨r den Fall n = 4, der mit der Existenz einer
Fortfu¨hrung von Pfaden in der nichtkonvexen Nullstellenmenge arbeitet und sich so nicht auf ho¨here
Dimensionen u¨bertragen la¨sst.
Im Ma¨rz 2015, nach einem Forschungsaufenthalt von Ionel Roventa an der Universita¨t Duisburg-Essen,
arbeiteten Thiel und Roventa an einem Ansatz, die SSLI mit Mitteln der Majorization zu lo¨sen. Fu¨r den
Fall n = 2 funktioniert der resultierende Beweis auf eine sehr elementare Weise. Leider erwies sich die
U¨bertragung via Induktion auf ho¨here Dimensionen als nicht zielfu¨hrend. Den Beweis fu¨r n = 2 werden
wir in Abschnitt 3.1.4, die verfolgten Ideen in Abschnitt 3.1.5 pra¨sentieren.
Im Mai 2015 vero¨ffentlichte Patrizio Neff das Problem auf der Internet-Plattform MathOverflow [55]. Lev
Borisov erweiterte es auf die komplexe Zahlenebene und pra¨sentierte eine Beweisidee, die sich ausgearbeitet
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im Anhang von Borisov, Neff, Sra und Thiel [12] wiederfindet. Im Hauptteil der gleichen Arbeit findet sich
schließlich der Beweis der SSLI fu¨r beliebige Dimensionen, den wir in u¨berarbeiteter Form in Abschnitt
3.1.6 vorstellen und der aus der so hergestellten Zusammenarbeit mit Borisov, Neff und Sra erwuchs.
Miroslav Sˇilhavy´, welcher auch u¨ber die Vero¨ffentlichung und private Korrespondenz mit Neff vom Pro-
blem erfahren hatte, vero¨ffentlichte eine auf der Pick-Nevanlinna-Theorie basierende Charakterisierung
der Funktionen, welche die bei der SSLI relevante Monotonie in den elementarsymmetrischen Polynomen
aufweisen [74]. Bereits Jozsa und Mitchison [41] ahnten den auf der Pick-Funktion basierten Ansatz zur
Beweisfu¨hrung solcher Ungleichungen voraus, arbeiteten ihn aber nicht aus.
3.1.4. Ein elementarer Beweis auf Basis der Konvexita¨t fu¨r n = 2
Wir haben in Abschnitt 2.12 die Schur-Konvexita¨t kennengelernt. Mit ihr ko¨nnen wir direkt ein Kriterium
fu¨r die Gu¨ltigkeit der SSLI angeben.
Proposition 3.1.7. Seien x, y ∈ Rn+ Angenommen, x wird logarithmisch von y majorisiert, d.h. es gilt
(log x1, . . . , log xn) ≺ (log y1, . . . , log yn) (3.1.11)
dann folgt daraus die Gu¨ltigkeit der SSLI
n∑
i=1
(log xi)
2 ≤
n∑
i=1
(log yi)
2 . (3.1.12)
Beweis. Die Aussage ist gleichbedeutend mit der Schur-Konvexita¨t der Abbildung z 7→∑ni=1 z2i . In Pro-
position 2.12.8 auf Seite 62 haben wir gezeigt, dass fu¨r konvexe Funktionen φ : R → R die Abbildung
z 7→∑ni=1 φ(zi) schurkonvex ist. Die Abbildung x 7→ x2 ist konvex. 
Fu¨r n = 2 ko¨nnen wir tatsa¨chlich elementar beweisen, dass fu¨r alle x, y ∈ Rn+, welche die Bedingungen an
die elementarsymmetrischen Polynome
ek(x) ≤ ek(y) fu¨r alle k ∈ {1, . . . , n− 1} ,
und
en(x) = en(y)
erfu¨llen, die logarithmische Majorisierung (3.1.11) gilt. Fu¨r n ≥ 3 kann der Beweis nicht gelingen, wie das
Gegenbeispiel x = (15, 3, 2), y = (10, 9, 1) belegt. Selbst eine Abschwa¨chung auf die Aussage (| log x1|, . . . , | log xn|)
≺ (| log y1|, . . . , | log yn|), aus der immer noch die SSLI folgen wu¨rde, wird durch das Gegenbeispiel wider-
legt.
Proposition 3.1.8. Seien x1, x2, y1, y2 ∈ R+ gegeben, sodass
x1 + x2 ≤ y1 + y2 ,
x1 x2 = y1 y2 . (3.1.13)
Dann gilt (log x1, log x2) ≺ (log y1, log y2).
Beweis. Sei o.B.d.A. x1 ≥ x2 > 0 und y1 ≥ y2 > 0. Unter der Voraussetzung x1 x2 = y1 y2 gilt dann
x1 + x2 ≤ y1 + y2 ⇔ (x1 + x2)2 ≤ (y1 + y2)2
⇔ x21 + 2x1x2 + x22 ≤ y21 + 2y1y2 + y22
⇔ x21 − 2x1x2 + x22 ≤ y21 − 2y1y2 + y22
⇔ (x1 − x2)2 ≤ (y1 − y2)2 ⇔ x1 − x2 ≤ y1 − y2 .
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Die Addition von x1 + x2 ≤ y1 + y2 mit x1 − x2 ≤ y1 − y2 fu¨hrt so auf x1 ≤ y1. Unter Ausnutzung der
Monotonie der Logarithmusfunktion erhalten wir
log x1 ≤ log y1 ,
log x1 + log x2 ≤ log y1 + log y2 ,
was gleichbedeutend mit (log x1, log x2) ≺ (log y1, log y2) (kurz geschrieben log x ≺ log y) ist. 
3.1.5. Gescheiterter Beweisversuch auf Basis von Majorization
Die Idee von Roventa war es, den Zusammenhang zwischen Nullstellen und kritischen Stellen eines Poly-
noms und den darauf ausgeweiteten Majorization-Begriff fu¨r einen Beweis der SSLI zu verwenden.
Seien x, y ∈ Rn+ vorgegeben. Dazu sei P das normierte Polynom n-ten Grades mit den Nullstellen x1, . . . , xn
und Q das normierte Polynom n-ten Grades mit den Nullstellen y1, . . . , yn. Wir bezeichnen den Vektor
der Nullstellen der i-ten Ableitung von P bzw. von Q mit x(i) bzw. y(i) (im Falle i = 1 mit x′ bzw. y′).
Dann gilt (im Sinne des verallgemeinerten Majorization-Begriffs) x ≺ x′ und y ≺ y′. Zudem: x ≺ y
impliziert x′ ≺ y′, sowie x ≺w y impliziert x′ ≺w y.
Die Idee von Roventa war es nun, die Aussage
Aus ek(x) ≤ ek(y) fu¨r alle k ∈ {1, . . . , n− 1} und en(x) = en(y) folgt | log x| ≺w | log y|
zu zeigen, die wir in diesem Abschnitt bereits fu¨r n = 3 (mit x = (15, 3, 2), y = (10, 9, 1)) widerlegt haben.
Wie dort auch gesehen, wu¨rde aus der Gu¨ltigkeit dieser Aussage sofort die Gu¨ltigkeit der SSLI folgen.
Der Beweis sollte per Induktion erfolgen und auf der Aussage
Aus ek(x) ≤ ek(y) fu¨r alle k ∈ {1, . . . , n− 1} und en(x) = en(y) folgt | log x(n−2)| ≺w | log y(n−2)|
beruhen. Fu¨r n = 3 lautet diese Aussage
Aus e1(x) ≤ e1(y), e2(x) ≤ e2(y) und e3(x) = e3(y) folgt | log x′| ≺w | log y′| .
Leider zeigte sich mit dem Gegenbeispiel x = ( 259 ,
4
3 ,
2
45 ) und y = (
10
9 ,
2
3 ,
2
9 ) (welche auf die kritischen
Punkte x′ = 187±
√
11359
135 und y
′ = 18±
√
48
27 fu¨hren) auch hier, dass die Aussage falsch ist.
Der Umstand, dass x ≺ x′, y ≺ y′ und zudem x ≺ y ⇒ x′ ≺ y′, x ≺w y ⇒ x′ ≺w y′ gilt, na¨hrt die
Annahme, dass die Aussage
Seien x, y ∈ Rn+ und a, b ∈ Rn−1+ mit x ≺ a und y ≺ b.
Aus x ≺ y folgt nun a ≺ b und aus x ≺w y folgt a ≺w b
wahr ist. Es war nun angedacht, die Induktion mittels dieser Aussage durchzufu¨hren. Das Gegenbeispiel
x = ( 52 , 2,
3
2 ), y = (3, 2, 1), a = (
7
3 ,
5
3 ) und b = (2, 2) zeigt nur leider, dass die Annahme inkorrekt ist.
Insgesamt sehen wir, dass sich zwar einige interessante Zusammenha¨nge zwischen Majorization und der
SSLI auftun, der Beweis der SSLI mittels Majorization – sofern u¨berhaupt mo¨glich – nicht so einfach ist.
3.1.6. Der Beweis fu¨r beliebige Dimension
Wir haben in Folgerung 2.13.13 auf Seite 64 gesehen, dass wir jede symmetrische2 Funktion f : M → C
mit M ⊆ Cn als Funktion in den elementarsymmetrischen Polynomen ausdru¨cken ko¨nnen, es also eine
Funktion F : Cn → C gibt mit
f(z1, . . . , zn) = F(e1, . . . , en) fu¨r alle z ∈M . (3.1.14)
2Die Funktion ist invariant gegenu¨ber Vertauschungen von Komponeten ihres Arguments.
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Wie in Definition 2.13.8 eingefu¨hrt, bezeichnen wir (z1, . . . , zn) als Nullstellen und (e1, . . . , en) als Koeffi-
zienten. Der Zusammenhang wird u¨ber das Polynom n-ten Grades
h = (X − z1)(X − z2) . . . (X − zn)
= Xn − e1Xn−1 + e2Xn−2 + . . .+ (−1)nen (3.1.15)
hergestellt.
Definieren wir nun f(z) :=
∑n
i=1(log zi)
2 fu¨r eine Menge M ⊆ Cn, die garantiert, dass f(z) ∈ R wohldefi-
niert ist, dann ist f vom Typ f(z) =
∑n
i=1 φ(zi) und somit symmetrisch und wir ko¨nnen mittels Folgerung
2.13.13 eine Funktion F : T → R mit
F(e1, . . . , en) =
n∑
i=1
(log zi)
2 fu¨r alle (e1, . . . , en) ∈ T (3.1.16)
mit T := {(e1, . . . , en) | (z1, . . . , zn) ∈ M} definieren. Die Frage der Gu¨ltigkeit der SSLI wird somit zur
Frage nach dem monotonen Wachstum der Funktion (3.1.16) in ihren ersten n− 1-Komponenten.
Bemerkung 3.1.9. Bevor wir fortfahren, machen wir uns zuna¨chst klar, dass fu¨r jedes T ⊆ R+ die Funk-
tion F aus (3.1.16) wohldefiniert ist: Nach Lemma 2.13.27 besteht (z1, . . . , zn) fu¨r alle (e1, . . . , en) ∈ Rn+
ausschließlich aus positiven reellen Zahlen und konjugiert komplexen Zahlenpaaren, insbesondere existiert
zu jedem Koeffizientenvektor ein Nullstellenvektor. Die positiven reellen Zahlen sind unkritisch. Zudem ist
(log x)2 = (log x)2 = (log x)2, so gilt fu¨r diese Paare x, x ∈ C somit (log x)2 + (log x)2 = 2 Re(log x)2 ∈ R.
Auf Basis der letzten Bemerkung ko¨nnen wir F auch direkt u¨ber die Vorgabe von T ⊆ Rn+ definieren:
Definition 3.1.10. Fu¨r die Menge der Koeffizientenvektoren T ⊆ Rn+ definieren wir F : T → R als die
Funktion, fu¨r die
F(e1, . . . , en) =
n∑
i=1
(log zi)
2 (3.1.17)
gilt. Die Menge der mit T korrespondierenden Nullstellenvektoren bezeichnen wir als
M =
{
(z1, . . . , zn) ∈ Cn | e(z) ∈ T
}
, (3.1.18)
also M = z(T ) und T = e(M). Definieren wir f : M → R mit f(z1, . . . , zn) :=
∑n
i=1(log zi)
2,3 so ist
F = f ◦ z die Verkettung von f mit der Nullstellenabbildung z.
Bemerkung 3.1.11. Bei aller impliziten Definition von F mittels komplexer Argumente: Ganz gleich,
was
”
innerhalb“ von F geschieht, die Funktion F : T ⊆ Rn+ → R ist eine rein reelle Funktion!
Beweisziel
Ko¨nnen wir fu¨r F aus Definition 3.1.10 das monotone Wachstum in den ersten n−1-Komponenten zeigen,
dann folgt fu¨r vorgegebene x1, . . . , xn, x˜1, . . . , x˜n ∈ R+ mit (e1, . . . , en) = e(x1, . . . , xn) und (e˜1, . . . , e˜n) =
e(x˜1, . . . , x˜n), welche
ek ≤ e˜k fu¨r alle k ∈ {1, . . . , n− 1} und en = e˜n (3.1.19)
erfu¨llen, dass
F(e1, . . . , en) ≤ F(e˜1, . . . , e˜n) , (3.1.20)
gilt.
Diese Monotonie von F in den Komponenten ek wollen wir nun anhand der k-ten partiellen Ableitung von
F untersuchen. Ko¨nnen wir u¨berhaupt sicherstellen, dass F partiell differenzierbar ist? Erinnern wir uns
an Folgerung 2.13.24 auf Seite 66, geschlossen aus einer Aussage von Ball [3, Theorem 3.2, S. 705], wonach
eine Funktion F(e1, . . . , en) =
∑n
i=1 φ(zi) unendlich oft auf allen (e1, . . . , en), fu¨r die (z1, . . . , zn) ∈ Rn+
gilt, differenzierbar ist, wenn φ auf R+ differenzierbar ist.
Die Menge T =
{
(e1, . . . , en) | z(e) ∈ Rn+
}
auf der wir so die Differenzierbarkeit von F zeigen ko¨nnen,
reicht – wie wir im folgenden Unterabschnitt sehen werden – fu¨r den Beweis der SSLI nicht aus!
3Hierbei ist log der Hauptzweig des komplexen Logarithmus, definiert als log(x+ iy) := log |x+ iy|+ i · arctan y
x
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Beweisschritte
Zu gegebenem T ⊆ Rn+ unterteilt sich der Beweis der SSLI in zwei Beweisschritte:
1) Sind die partiellen Ableitungen von F positiv? Also
∂F
∂ek
(e1, . . . , en) ≥ 0 fu¨r alle (e1, . . . , en) ∈ T ?
2) Gibt es in der Menge Nullstellenvektoren M einen Weg γ von x nach x˜, sodass zugeho¨rige Koeffizi-
entenvektoren in T bleiben und dabei alle ek monoton wachsen? Also
γ : [0, 1]→M mit
{
γ(0) = x, γ(1) = x˜
d
dsek
(
γ(s)
) ≥ 0 fu¨r alle k ∈ {1, . . . , n} ?
Grundsa¨tzlich ist Bedingung 1) nicht ausreichend. Um dies zu verstehen, schauen wir uns in Abbildung
3.1 den Graphen einer Funktion g : D → R mit nichtkonvexem Definitionsbereich D ⊆ Rn an:
x
y
g(x) g(y)
Abbildung 3.1.: Nicht monoton wachsende Funktion mit nichtkonvexem Definitionsbereich und u¨berall
nichtnegativen partiellen Ableitungen
Wie wir sehen, erfu¨llt die Funktion trotz ihrer nichtnegativen partiellen Ableitungen nicht fu¨r jedes Paar
von Stellen x, y ∈ D mit (komponentenweise) x ≤ y auch g(x) ≤ g(y), insbesondere finden wir dann keinen
x mit y verbindenden, in den Komponenten wachsenden Weg.
So reicht die nichtkonvexe Menge T =
{
(e1, . . . , en) | z(e) ∈ Rn+
}
nicht aus. Aber auch ohne die Folgerung
aus der Aussage von Ball ko¨nnen wir die partielle Differenzierbarkeit einer fu¨r den Beweis hinreichend
großen Menge T belegen. Fu¨r k = n scheitert der Beweis fu¨r das folgende Lemma, wa¨re dies nicht so, dann
wa¨re die Bedingung en(x) = en(y) der SSLI nicht no¨tig, deren Notwendigkeit aber einfache Gegenbeispiele
belegen.
1) Positivita¨t der partiellen Ableitungen
Lemma 3.1.12. Fu¨r alle Koeffizientenvektoren (e1, . . . , en) ∈ Rn+, die auf paarweise unterschiedliche
Nullstellen (d.h. j 6= i ⇒ zj 6= zi fu¨r alle i, j ∈ {1, . . . , n}) fu¨hren, sind die ersten n − 1 partiellen
Ableitungen von F stets positiv, d.h. sei k ∈ {1, . . . , n− 1}, dann gilt
∂F
∂ek
(e1, . . . , en) > 0 fu¨r alle (e1, . . . , en) ∈ Rn+ mit zj 6= zi wenn j 6= i . (3.1.21)
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Bemerkung 3.1.13. Es sei trotz allem nochmal darauf hingewiesen, in der so gestalteten Menge T ⊆ Rn+
fehlen alle (e1, . . . , en) mit mehrfachen Nullstellen! Dadurch ist Konvexita¨t der Menge T aber verletzt. Die-
se Lu¨cke werden wir mit Dichtheitsargumenten schließen und die Aussage schlussendlich unter Einbu¨ßen
der Striktheit auf alle Koeffizientenvektoren aus Rn+ ohne Einschra¨nkung paarweise unterschiedlicher Null-
stellen vervollsta¨ndigen.
Wir haben in Folgerung 2.13.17 auf Seite 65 gezeigt, dass sich F(e1, . . . , en) =
∑n
i=1 φ(zi) im Falle paar-
weise unterschiedlicher Nullstellen per Kettenregel partiell differenzieren la¨sst mit
∂F
∂ek
(e1, . . . , en) =
n∑
i=1
(−1)k+1 zn−ki∏n
j=1
j 6=i
(zi − zj) φ
′(zi) fu¨r alle (e1, . . . , en) mit zj 6= zi, wenn j 6= i . (3.1.22)
Fu¨r φ(z) = log z ergibt sich die folgende Proposition sofort.
Proposition 3.1.14. Fu¨r alle Koeffizientenvektoren (e1, . . . , en) ∈ Rn+, die auf paarweise unterschiedliche
Nullstellen (d.h. j 6= i ⇒ zj 6= zi fu¨r alle i, j ∈ {1, . . . , n}) fu¨hren, ist F partiell differenzierbar mit der
Ableitung
∂F
∂ek
(e1, . . . , en) = −2
n∑
i=1
(−zi)n−k−1∏
j 6=i(zj − zi)
log zi fu¨r k ∈ {1, . . . , n} . (3.1.23)
Wir wollen nun zeigen, dass die partiellen Ableitungen von F positiv sind. Nun taucht der Ausdruck aus
Proposition 3.1.14 schon in anderen Arbeiten auf. So stellen beispielsweise Mitchison und Josza im Jahr
2004 im Anhang von [49] fest, dass
(−1)q
n∑
i=1
zn−qi log zi∏n
j=1
j 6=i
(zj − zi) ≥ 0 (3.1.24)
fu¨r alle q ∈ 2, . . . , n gilt. Damit scheinen wir unser Ziel bereits erreicht zu haben. Jedoch beweisen Mitchison
und Josza die Ungleichung (3.1.24) nur fu¨r den Fall, dass z1, . . . , zn Eigenwerte einer Gram-Matrix sind,
welche notwendigerweise symmetrisch und positiv definit ist. So kann die Ungleichung nur auf positive
reelle Zahlen z1, . . . , zn angewandt werden. Dies reicht uns nicht aus, wir beno¨tigen die Aussage auch fu¨r
konjugiert komplexe Paare. Abhilfe schafft nun die folgende Proposition.
Proposition 3.1.15. Sei (z1, . . . , zn) ∈M , dann gilt fu¨r alle r ∈ {0, . . . , n− 2}
−
n∑
i=1
(−zi)r∏n
i=1
i6=j
(zj − zi) log zi =
∫ ∞
0
tr∏n
j=1(t+ zj)
dt > 0 . (3.1.25)
Beweis. Nach Lemma 2.13.27 ist
∏n
j=1(t + z1) ≥ min{tn,
∏n
j=1 zj} > 0 fu¨r alle t ∈ R+. Somit ist, da
r ≤ n− 2, ∫ ∞
0
∣∣∣∣∣ tr∏nj=1(t+ zj)
∣∣∣∣∣dt ≤
∫ 1
0
tr
en
dt+
∫ ∞
1
tr−n︸︷︷︸
≤t−2
dt ≤ 1
en
+ 1 . (3.1.26)
Also konvergiert das Integral fu¨r r ∈ {0, . . . , n− 2} und wegen tr∏n
j=1(t+zj)
> 0 sogar gegen einen positiven
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Wert. Wir nutzen nun Lemma 2.9.64 und ziehen anschließend noch den Logarithmus auseinander:∫ ∞
0
tr∏
j(t+ zj)
dt
Lemma 2.9.6
=
∫ ∞
0
n∑
i=1
1
t+ zi
· (−zi)
r∏
j 6=i
(
(−zi)− (−zj)
) dt
=
n∑
i=1
(−zi)r∏
j 6=i
(zj − zi) · log(t+ zi)
∣∣∣t→∞
t=0
=
n∑
i=1
(−zi)r∏
j 6=i
(zj − zi) ·
(
log t+ log(1 +
zi
t
)
) ∣∣∣t→∞
t=0
= lim
t→∞
(
n∑
i=1
(−zi)r∏
j 6=i
(zj − zi) · log t+
n∑
i=1
(−zi)r∏
j 6=i
(zj − zi) · log
(
1 +
zi
t
)
−
n∑
i=1
(−zi)r∏
j 6=i
(zj − zi) log zi
)
Damit ist das Lemma bewiesen, denn:
Offenkundig ist limt→∞ log
(
1 + zit
)
= 0.
Allerdings ist auch
∑n
i=1
(−zi)r∏n
i=1
i6=j
(zj−zi) = 0, ansonsten wu¨rde limt→∞
∑n
i=1
(−zi)r∏n
i=1
i6=j
(zj−zi) log t divergieren,
obwohl das Integral selbst konvergiert. Ein Widerspruch. Also ist∫ ∞
0
tr∏
j(t+ zj)
dt = −
n∑
i=1
(−zi)r∏
j 6=i
(zj − zi) log zi
und wir erhalten die Aussage. 
Beweis von Lemma 3.1.12. Wir ko¨nnen nun direkt zusammensetzen: Es gilt fu¨r alle n−k−1 ∈ {0, . . . , n−
2}, also fu¨r k ∈ {1, . . . , n− 1}:
∂F
∂ek
(e1, . . . , en)
Prop. 3.1.14
= −2
n∑
i=1
(−zi)r∏
j 6=i
(zj − zi) log zi
Prop. 3.1.15
= 2
∫ ∞
0
tr∏
j(t+ zj)
dt > 0 . 
2) Weg durch T
Wir betrachten den Weg es ⊆ Rn+ fu¨r s ∈ [0, 1], der fu¨r s = 0 bei e(x) startet und dann linear in den
Koeffizienten mit wachsendem s ansteigt, um fu¨r s = 1 bei e(y) zu enden:
e(x) = e0
f monoton?
zj 6= zi?
e1 = e(y)
Abbildung 3.2.: in den Koeffizienten linearer Weg es von e(x) nach e(y)
Wir definieren also
esk := (1− s) ek(x) + s ek(y) fu¨r s ∈ [0, 1] . (3.1.27)
4also eine Partialbruchzerlegung der Form t
r
(t−a)(t−b)(t−c) =
ar
(a−b)(a−c)(t−a) +
br
(b−a)(b−c)(t−b) +
cr
(c−a)(c−b)(t−c)
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Dann ist e0 = e(x) und e1 = e(y), sowie
ek(x) ≤ esk < es
′
k ≤ ek(y) fu¨r alle 0 ≤ s < s′ ≤ 1 und alle k ∈ {1, . . . , n− 1}
und
en(x) = e
s
n = en(y) fu¨r alle s ∈ [0, 1] .
Bedingungen 1) und 2) nicht (ganz) erfu¨llt
Wir haben nun Bedingung 1) auf beinahe ganz T = Rn+ gezeigt. Das Einzige, was uns Probleme bereitet,
sind (e1, . . . , en) ∈ T , die auf mehrfache Nullstellen fu¨hren. T ist zwar konvex, sodass unser Bedingung
2) erfu¨llende Weg es sicher ganz durch T verla¨uft. Dennoch ko¨nnen auf ihm mehrfache Nullstellen liegen.
Wir werden nun im Folgenden zeigen, dass diese nicht ganz erfu¨llten Bedingungen schon ausreichend sind,
um die Gu¨ltigkeit der SSLI zu beweisen.
Schließen der Lu¨cken
Zuna¨chst machen wir uns daran, die Anzahl der s fu¨r die es auf mehrfache Nullstellen fu¨hrt, auf eine
endliche Anzahl zu beschra¨nken. Den Schlu¨ssel hierzu bietet folgende Proposition.
Proposition 3.1.16. Seien p0 und p1 Polynome n-ten Grades, die nicht beide mehrfache Nullstellen
haben. Dann hat das Polynom ps := (s−1) p0 +s p1 nur fu¨r endliche viele s ∈ [0, 1] mehrfache Nullstellen.
Beweis. Sei p = α
∏n
i=1(X − xi) =
∑n
i=0 aiX
n−i ein Polynom vom Grad n mit den Nullstellen z1, . . . , zn
und den Koeffizienten a0, . . . , an. Die Diskriminante von p ist definiert als
D(p) :=
∏
1≤i<j≤n
(zi − zj)2 (3.1.28)
und ist genau dann Null, wenn p mehrfache Nullstellen besitzt. Die Diskriminante ist als ein in den
z1, . . . , zn symmetrisches homogenes Polynom auch darstellbar als ein homogenes Polynom in den ek(z1, . . . , zn)
und somit in den Koeffizienten ak.
5
Die Koeffizienten von ps sind Polynome in s, so ist auch D(s) := D(ps) ein Polynom in s. Ist D(s) das
Nullpolynom, so gilt D(0) = D(1) = 0, also haben sowohl p0 als auch p1 mehrfache Nullstellen. Umgekehrt
folgt: Haben p0 und p1 nicht beide mehrfache Nullstellen, dann ist D(s) nicht dass Nullpolynom und nur
fu¨r endlich viele s ∈ [0, 1] kann fs mehrfache Nullstellen besitzen. 
Zum Preis einer weiteren Einschra¨nkung haben wir somit gezeigt
Folgerung 3.1.17. Fu¨r gegebene x1, . . . , xn, y1, . . . , yn ∈ R+ mit x1 > x2 > . . . > xn, y1 ≥ y2 ≥ . . . ≥ yn
und den Weg
esk := (1− s) ek(x) + s ek(y) fu¨r s ∈ [0, 1] (3.1.29)
gibt es nur endliche viele s ∈ [0, 1], fu¨r die es auf mehrfache Nullstellen fu¨hrt.
Bemerkung 3.1.18. Die Sortierung der xi und der yi ist aufgrund der Symmetrie von f keine weitere
Einschra¨nkung, sondern dient nur der einfacheren Formulierung.
Der Weg es ist somit in den elementarsymmetrischen Polynomen monoton wachsend, fu¨r alle bis auf
endlich viele s ∈ [0, 1] sind die partiellen Ableitungen von F positiv, es gelten somit die Bedingungen 1)
und 2) fu¨r alle bis auf endlich viele s ∈ [0, 1]. Nun verwenden wir noch die Stetigkeit der Verkettung von
F mit es.
5So hat beispielsweise das Polynom q(t) = t3 − a t2 + b t− c die Diskriminante D(q) = a2 b2 − 4 b3 − 4 a3 c+ 18 a b c− 27 c2.
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Lemma 3.1.19. Seien x1, . . . , xn, y1, . . . , yn ∈ R+ mit x1 > x2 > . . . > xn, y1 ≥ y2 ≥ . . . ≥ yn und
ek(x) < ek(y) fu¨r alle k ∈ {1, . . . , n− 1} und en(x) = en(y). Dann gilt f(x) < f(y), also
n∑
i=1
(log xi)
2 <
n∑
i=1
(log yi)
2 . (3.1.30)
Beweis. Wir betrachten die Verkettung s 7→ f(s) := f(z(es)). Nach Lemma 2.13.10 ist die Abbildung
der (es1, . . . , e
s
n) auf die zugeho¨rigen (eindeutig sortierten) Nullstellen stetig, zudem ist die Abbildung
f(z) =
∑n
i=1(log zi)
2 offenkundig fu¨r alle z ∈ Rn+ stetig. Damit ist s 7→ f(s) stetig. Da nun s 7→ es in
den ersten n − 1 Komponenten streng monoton wa¨chst (und in der letzten konstant) und ∂F∂ek fu¨r alle
k ∈ {1, . . . , n− 1} echt positiv ist, wa¨chst s 7→ f(s) fu¨r alle bis auf endlich viele s ∈ [0, 1] streng monoton.
Die Stetigkeit von s 7→ f(s) liefert monotones Wachstum auf ganz s ∈ [0, 1]. Somit gilt
f(x) = f
(
z(e0)
)
= f(0) < f(1) = f
(
z(e1)
)
= f(y) . 
Im na¨chsten Schritt nutzen wir aus, dass die Menge der (e1, . . . , en) ∈ T = Rn+ mit paarweise unterschied-
lichen (z1, . . . , zn) dicht in T liegt und schaffen es so, die Einschra¨nkung x1 > x2 > . . . > xn aus Lemma
3.1.19 zu umgehen.
Lemma 3.1.20. Seien x1, . . . , xn, y1, . . . , yn ∈ R+ mit ek(x) < ek(y) fu¨r alle k ∈ {1, . . . , n − 1} und
en(x) = en(y). Dann gilt f(x) < f(y), also
n∑
i=1
(log xi)
2 <
n∑
i=1
(log yi)
2 ,
Beweis. Sind die Komponenten von x = (x1, . . . , xn) paarweise unterschiedlich, so ko¨nnen wir mit einer
Umsortierung x1 > x2 > . . . > xn und y1 ≥ y2 ≥ . . . ≥ yn erreichen, dann ist die Aussage bewiesen.
Im anderen Fall ist die Idee, die Komponenten von x jeweils paarweise um ein hinreichend kleines Stu¨ck
zu bewegen und fu¨r das so entstandene x′ immer noch ek(x′) < ek(y) fu¨r alle k ∈ {1, . . . , n − 1} und
en(x
′) = en(y) zu erhalten. Erfolgt diese paarweise Bewegung von den wertgleichen xi und xj durch ein
x′i := xi (1 + ε) und x
′
j := xj
1
1+ε mit ε > 0, so erhalten wir
(log x′i)
2 + (log x′j)
2 =
(
log xi + log(1 + ε)
)2
+
(
log xj − log(1 + ε)
)2
= 2(log xi)
2 + 2
(
log(1 + ε)
)2
> (log xi)
2 + (log xj)
2 .
Lo¨sen wir alle paarweise Gleichheiten auf diese Art auf, so folgt unter Verwendung von Lemma 3.1.19
n∑
i=1
(log xi)
2 <
n∑
i=1
(log x′i)
2 3.1.19<
n∑
i=1
(log yi)
2 . 
Es ist jetzt noch mo¨glich, dass
ek(x) = ek(y) fu¨r ein k ∈ {1, . . . , n− 1}
gilt und damit Lemma 3.1.20 trotz Erfu¨lltheit aller SSLI Voraussetzungen nicht anwendbar ist. Der
Schlu¨ssel zur Lo¨sung dieses Problems liegt in der Folge (em)m∈N mit
emk := ek(x)−
1
m
fu¨r alle k ∈ {1, . . . , n− 1} und emn := en(x) ,
wie in Abbildung 3.3 angedeutet.
Unter Aufgabe der Stricktheit
∑
(log xi) <
∑
(log yi) und Ausnutzung der Stetigkeit des Zusammenhangs
zwischen Koeffizienten und Nullstellen, sind wir nun abschließend in der Lage, Proposition 3.1.20 zu
erga¨nzen und damit die SSLI in aller Ga¨nze und ohne jede Einschra¨nkung zu beweisen:
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e(x) e(y)
e1
e2
.
..
Abbildung 3.3.: Verwendung des Wegs von e1 nach e(y) anstelle von e(x) nach e(y) um Strikheit in allen
elementarsymmetrischen Polynomen zu gewa¨hrleisten
Seien n ∈ N und x, y ∈ Rn+ sodass
ek(x) ≤ ek(y) fu¨r alle k ∈ {1, . . . , n− 1} ,
und
en(x) = en(y) .
Dann gilt
n∑
i=1
(log xi)
2 ≤
n∑
i=1
(log yi)
2 ,
Beweis der Sum-of-Squared-Logarithms-Ungleichung. Wie oben schon beschrieben definieren wir
emk := ek(x)−
1
m
fu¨r alle k ∈ {1, . . . , n− 1} und emn := en(x) .
Fu¨r hinreichend große m ∈ N erhalten wir damit 0 < emk < ek(y), sodass (zusammen mit emn := en(x))
Proposition 3.1.20 die Ungleichung
n∑
i=1
(
log
(
zi(e
m
1 , . . . , e
m
n )
))2
<
n∑
i=1
(log yi)
2
liefert. Die Nullstellenabbildung ist stetig in den Koeffizienten, so gilt
lim
m→∞ zi(e
m
1 , . . . , e
m
n ) = xi .
und wir erhalten schlussendlich
n∑
i=1
(log xi)
2 = lim
m→∞
n∑
i=1
(
log
(
zi(e
m
1 , . . . , e
m
n )
))2 ≤ n∑
i=1
(log yi)
2 . 
3.2. Verbindungen der SSLI zur Entropie
Jozsa und Mitchison [41] studieren Entropie und
”
Subentropie“ aus der Perspektive der Quanteninfor-
mationstheorie. Sie fu¨hren partielle Ableitungen dieser Gro¨ßen nach ek ein und untersuchen diese. Sie
betrachten Entropie als eine Funktion in den elementarsymmetrischen Polynomen ek und die analytische
Fortsetzung um die Definition auf die ganze Menge der nichtnegativen reellen ek zu erweitern. Folglich
untersuchen sie Integralrepra¨sentationen der Entropie (und Subentropie), aus der die gewu¨nschen Eigen-
schaften der Nichtnegativita¨t folgen. Noch interessanter, sie studieren ho¨here partielle Ableitungen nach
den elementarsymmetrischen Polynomen und stellen die komplette Monotonie der Entropie und Subentro-
pie her. Es ko¨nnen a¨hnliche Monotonieeigenschaften ho¨herer Ordnung fu¨r f(x) =
∑n
i=1(log xi)
2 hergestellt
werden.
Dannan, Neff und Thiel [21] diskutieren Anwendungen der SSLI hinsichtlich der Entropie von Wahrschein-
lichkeitsverteilungen. Wir beweisen nun eine Aussage, bezogen auf einen Ausdruck, der dem Entropieaus-
druck zweier Vektoren sehr a¨hnlich ist.
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Wir wiederholen unser Vorgehen des letzten Abschnitts.
Gegeben seien T = Rn+ und M =
{
(z1, . . . , zn) ∈ Cn | e(z) ∈ T
}
wie im Beweis der SSLI. Nun definieren
wir G : T → R und g : M → R mit
G(e1, . . . , en) := g(z1, . . . , zn) := −
n∑
i=1
zi log zi . (3.2.1)
Analog zum Beweis der SSLI verwenden wir die Nullstellenabbildung z : T →M , um die Funktion G = g◦z
als Verkettung zu definieren.
Die Wohldefiniertheit von G ist sichergestellt: Wir wissen, nach Lemma 2.13.27 besteht (z1, . . . , zn) fu¨r
alle (e1, . . . , en) ∈ Rn+ ausschließlich aus positiven reellen Zahlen und konjugiert komplexen Zahlenpaaren,
insbesondere existiert zu jedem Koeffizientenvektor ein Nullstellenvektor. Fu¨r positive reelle Zahlen x ∈ R+
ist x log x ∈ R, fu¨r konjugiert komplexe Paare x, x gilt
x log x+ x log x = x log x+ x · log x = x log x+ x log x ∈ R .
G : T → R mit
G(e1, . . . , en) =
n∑
i=1
zi log zi fu¨r alle (e1, . . . , en) ∈ T (3.2.2)
Fu¨r alle (e1, . . . , en) ∈ R+, die auf (z1, . . . , zn) mit zj 6= zi fu¨r j 6= i fu¨hren, gilt
∂G
∂ek
(e1, . . . , en) =
n∑
i=1
(−1)k+1 zn−ki∏n
j=1
j 6=i
(zi − zj) φ
′(zi)
= −
n∑
i=1
(−1)k+1 zn−ki∏n
j=1
j 6=i
(zi − zj) (log zi + 1)
= −
n∑
i=1
(−1)k+1 zn−ki∏n
j=1
j 6=i
(zi − zj) log zi −
n∑
i=1
(−1)k+1 zn−ki∏n
j=1
j 6=i
(zi − zj)︸ ︷︷ ︸
=0 fu¨r k ∈ {2, . . . , n}
. (3.2.3)
Hierbei machen wir uns klar, dass der zweite Summand in (3.2.3) fu¨r alle k ∈ {2, . . . , n}6 aufgrund von
Folgerung 2.9.77 verschwindet und wir einen Ausdruck erhalten, dessen Positivita¨t im letzten Kapitel
schon eine entscheidene Rolle eingenommen hat. Er korrespondiert (paarweise unterschiedliche Nullstellen
vorausgesetzt) mit Proposition 3.1.15
2
∂G
∂ek+1
(e1, . . . , en) =
∂F
∂ek
(e1, . . . , en) > 0 fu¨r alle k ∈ {1, . . . , n− 1} . (3.2.4)
Wie beim Beweis der SSLI ko¨nnen wir nun analog zu den dort gefu¨hrten Beweisschritten die Monotonie
von G, diesmal in den letzten n− 1 Komponenten, zeigen. So erhalten wir das folgende Resultat:
Folgerung 3.2.1. Seien n ∈ N und x, y ∈ Rn+, sodass
e1(x) = e1(y) . (3.2.5)
und
ek(x) ≤ ek(y) fu¨r alle k ∈ {2, . . . , n} , (3.2.6)
Dann gilt
−
n∑
i=1
xi log xi ≤ −
n∑
i=1
yi log yi . (3.2.7)
6was gleichbedeutend ist mit n− k ∈ {0, . . . , n− 2}
7also eine Identita¨t der Form a
2
(a−b)(a−c)(a−d) +
b2
(b−a)(b−c)(b−d) +
c2
(c−a)(c−b)(c−d) +
d2
(d−a)(d−b)(d−c) = 0
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Wenn wir die erste Bedingung abschwa¨chen und nur noch ek(x) ≤ ek(y) fu¨r alle k ∈ {1, . . . , n} fordern,
dann ergeben sich offenkundig a¨hnliche Gegenbeispiele, wie bei der SSLI: Fu¨r x = (e−1, . . . e−1) ∈ Rn+
und y = (1, . . . , 1) ∈ Rn+ ist die abgeschwa¨chte Bedingung erfu¨llt, aber es ist −
∑n
i=1 xi log xi =
n
e > 0 =−∑ni=1 yi log yi.
3.3. Andere Bedingungen fu¨r die SSLI und die
Sum-of-Powered-Logarithms-Ungleichung
Zuna¨chst wollen wir in den folgenden Theoremen weitere Bedingungen angeben, welche die Gu¨ltigkeit der
SSLI sicherstellen.
Satz 3.3.1. Seien a, b ∈ Rn+. Weiter existiere eine Umordnung von a und b, welche
b1
a1
≥ b2
a2
≥ . . . ≥ bn
an
und a1 b1 ≥ a2 b2 ≥ . . . ≥ an bn (3.3.1)
erfu¨llt. Wenn wir nun zusa¨tzlich eine der folgenden beiden Bedingungen annehmen
en(a) ≤ en(b) und en(a) · en(b) ≥ 1 , (3.3.2a)
oder
en(a) ≥ en(b) und en(a) · en(b) ≤ 1 , , (3.3.2b)
dann erhalten wir die Sum-of-Squared-Logarithms-Ungleichung (3.1.1):
n∑
i=1
(log ai)
2 ≤
n∑
i=1
(log bi)
2 .
Beweis. Zuna¨chst nehmen wir an, dass Bedingung (3.3.2a) gilt:
Wegen der Monotonie des Logarithmus folgt aus den Annahmen, dass
log
b1
a1
≥ log b2
a2
≥ . . . ≥ log bn
an
und log(a1 b1) ≥ log(a2 b2) ≥ . . . ≥ log(an bn) .
Nun ko¨nnen wir mittels der Tschebyscheff-Summenungleichung (2.9.3) mit a˜n+k−1 := log biai und b˜n+k−1 :=
log ai bi abscha¨tzen:
n∑
i=1
(log bi)
2 −
n∑
i=1
(log ai)
2 =
n∑
i=1
(
(log bi)
2 − (log ai)2
)
=
n∑
i=1
(log bi − log ai)(log bi + log ai)
=
n∑
i=1
log
bi
ai
· log biai
(2.9.3)
≥ 1
n
( n∑
i=1
log
bi
ai
)( n∑
i=1
log biai
)
=
1
n
(
log
n∏
i=1
bi
ai︸ ︷︷ ︸
en(b)/en(a)
)(
log
n∏
i=1
biai︸ ︷︷ ︸
en(a) en(b)
)
≥ 1
n
log 1 log 1 = 0 .
Schließlich ist
∑n
i=1(log yi)
2 −∑ni=1(log ai)2 ≥ 0 a¨quivalent zu (3.1.1).
Als na¨chstes nehmen wir an, dass Bedingung (3.3.2b) gilt:
Wir setzen a˜, b˜ ∈ Rn+ mit a˜k := 1an+1−k und b˜k := 1bn+1−k fu¨r k ∈ {1, . . . , n}, sodass wir (a˜1, a˜2, . . . , a˜n) =
(a−1n , a
−1
n−1, . . . , a
−1
1 ) und (b˜1, b˜2, . . . , b˜n) = (b
−1
n , b
−1
n−1, . . . , b
−1
1 ) erhalten. Dann
b˜k
a˜k
=
1
bn+1−k
1
an+1−k
=
an+1−k
bn+1−k
und a˜k b˜k =
1
an+1−kbn+1−k
.
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Daher
b˜1
a˜1
=
an
bn
≥ b˜2
a˜2
=
an−1
bn−1
≥ . . . ≥ b˜n
a˜n
und a˜1b˜1 =
1
anbn
≥ a˜2b˜2 = 1
an−1bn−1
≥ . . . ≥ a˜nb˜n .
Außerdem
en(b˜) =
1
en(b)
≥ 1
en(a)
= en(a˜) und en(a˜)en(b˜) =
1
en(a)
· 1
en(b)
≥ 1 ,
somit erfu¨llen a˜ und b˜ Bedingung (3.3.2a). Deshalb ist die (3.1.1) fu¨r a˜ und b˜ erfu¨llt, und wir ko¨nnen
umformen:
n∑
i=1
(log a˜i)
2 ≤
n∑
i=1
(log b˜i)
2 ⇔
n∑
i=1
(
log
1
an+1−i
)2
≤
n∑
i=1
(
log
1
bn+1−i
)2
⇔
n∑
i=1
(
log
1
ai
)2
≤
n∑
i=1
(
log
1
bi
)2
⇔
n∑
i=1
(− log ai)2 ≤ n∑
i=1
(− log bi)2 (3.3.3)
⇔
n∑
i=1
(
log ai
)2 ≤ n∑
i=1
(
log bi
)2
. 
Beispiel 3.3.2. Weder sind die Bedingungen der SSLI strenger als in Satz 3.3.1 noch umgekehrt:
i) Mit a = (14, 2, 10) und b = (20, 2, 7) erhalten wir ek(a) ≤ ek(b) fu¨r alle k ∈ {1, . . . , n − 1} und
en(a) = en(b), aber es existiert keine Umordnung von a und b, die
b1
a1
≥ b2a2 ≥ b3a3 und a1 b1 ≥ a2 b2 ≥
a3 b3 erfu¨llt.
ii) Mit a = (6, 5, 7) und b = (10, 8, 3) erhalten wir 106 ≥ 85 ≥ 37 und 6·10 ≥ 5·8 ≥ 7·3. Wegen en(a) = 210
und en(b) = 240 erhalten wir en(a) ≤ en(b) und en(a) en(b) ≥ 1, aber nicht en(a) = en(b).
iii) Mit a = (2, 2, 2) und b = (4, 2, 1) erhalten wir ek(a) ≤ ek(b) fu¨r alle k ∈ {1, . . . , n − 1} und
en(a) = en(b). Außerdem
4
2 ≥ 22 ≥ 12 , 2 · 4 ≥ 2 · 2 ≥ 2 · 1 and en(a) en(b) ≥ 1.
Satz 3.3.3 (Sum-of-Powered-Logarithms-Ungleichung). Seien a, b ∈ Rn und p ∈ R mit ai > 1, bi > 1 und
p < 0. Angenommen a ≺w b, dann gilt
n∑
i=1
(log ai)
p ≤
n∑
i=1
(log bi)
p . (3.3.4)
Bemerkung 3.3.4. Wir setzen ai > 1 und bi > 1 fu¨r die Wohldefiniertheit von (log ai)
p und (log bi)
p fu¨r
alle p ∈ R voraus.
Beweis. Aus a ≺w b mit Proposition 2.12.10 erhalten wir
k∑
i=1
log a↑i ≥
k∑
i=1
log b↑i fu¨r alle k ∈ {1, . . . , n} .
Seien x, y ∈ Rn+ mit x := log a, y := log b (damit xi := log ai und yi := log bi fu¨r alle k ∈ {1, . . . , n}), dann
x ≺w y. Betrachten wir nun die Funktion g : R+ → R mit g(z) = zp, dann
g′(z) = p︸︷︷︸
<0
· zp−1︸︷︷︸
>0
< 0 und g′′(z) = p (p− 1)︸ ︷︷ ︸
>0
· zp−2︸︷︷︸
>0
> 0 .
Aus diesem Grund ist g monoton fallend und konvex. Mittels Proposition 2.12.8 ii) erhalten wir, dass
ϕ : Rn+ → R mit ϕ(ξ) =
∑n
i=1 ξ
p
i monoton fallend und Schur-konvex ist. Mit Proposition 2.12.7 erhalten
wir
∑n
i=1 x
p
i ≤
∑n
i=1 y
p
i . Ru¨cksubstitution liefert uns direkt die Aussage. 
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Bemerkung 3.3.5. a ≺ b ist eine zu schwache und a ≺ b plus en(a) = en(b) eine zu starke Bedingung
fu¨r (3.1.1):
Fu¨r a = (3, 2, 2) und b = (4, 2, 1) erhalten wir a ≺ b, aber 2.17 ≈∑(log ai)2 <∑(log bi)2 ≈ 2.40.
Fu¨r a = (4, 4, 4) und b = (10, 1, 1) erhalten wir a ≺ b, aber 5.77 ≈∑(log ai)2 >∑(log bi)2 ≈ 5.30.
Durch Lemma 2.13.43 haben wir gezeigt, dass a ≺ b impliziert ek(a) ≥ ek(b) (Es sei auf die umgekehrte
Ungleichung hingewiesen!).
Wie sieht es aus, a ≺ b und en(a) = en(b) als hinreichende Bedingungen fu¨r (3.1.1) zu fordern?
Wir ko¨nnen recht einfach zeigen: a ≺ b und en(a) = en(b) implizieren die logarithmische Majorizati-
on log a ≺ log b. Weil die Abbildung t 7→ t2 konvex ist, folgt mit Proposition 2.12.8, dass die Unglei-
chung
∑n
i=1(log ai)
2 ≤ ∑ni=1(log bi)2 erfu¨llt ist. Jedoch, fu¨r a ≺ b, ko¨nnen wir Folgerung 2.13.43 anwen-
den, um ek(a) ≥ ek(b) zu finden, daher impliziert die SSLI
∑n
i=1(log ai)
2 ≥ ∑ni=1(log bi)2 und damit∑n
i=1(log ai)
2 =
∑n
i=1(log bi)
2. Dieser Umstand ist nicht u¨berraschend: Wir wissen bereits (siehe Bemer-
kung 2.13.45), dass
a ≺ b und en(a) = en(b) ⇒ a↓ = b↓
gilt. Somit sind die Vektoren a und b ∈ Rn+ bis auf Permutation identisch.
3.4. Verwandte Ungleichungen
Proposition 3.4.1. Seien x, y ∈ Rn+ und m ∈ R+. Nehmen wir zudem log x ≺w log y an, dann gilt
n∑
i=1
emxi ≤
n∑
i=1
emyi . (3.4.1)
Beweis. Wir setzen ϕ : Rn → R mit ϕ(x) = ∑ni=1 emxi . Da x 7→ emx konvex und monoton wachsend ist,
ist die Funktion ϕ gema¨ß Proposition 2.12.8 ii) Schur-konvex und monoton wachsend. Mit Proposition
2.12.10 erhalten wir x ≺w y, so zeigt (2.12.7) i), dass ϕ(x) ≤ ϕ(y). 
Satz 3.4.2. Wenn die reellen Zahlen a, b, c, x, y, z
a+ b+ c = x+ y + z = 0 (3.4.2)
und
a2 + b2 + c2 = x2 + y2 + z2 6= 0 , (3.4.3)
erfu¨llen, dann
exy + eyz + ezx <
(
ex
2
+ ey
2
+ ez
2
)
exp
(
−3 3
√
1
4
a2b2c2
)
(3.4.4)
und
eab + ebc + eca <
(
ea
2
+ eb
2
+ ec
2
)
exp
(
−3 3
√
1
4
x2y2z2
)
. (3.4.5)
Beweis. Fu¨r α, β, γ ∈ R erhalten wir (α + β + γ)2 = α2 + β2 + γ2 + 2αβ + 2βγ + 2γα, damit gilt unter
den Voraussetzungen
ab+ bc+ ca =
1
2
(
(a+ b+ c)2 − (a2 + b2 + c2))
=
1
2
(
(x+ y + z)2 − (x2 + y2 + z2)) = xy + yz + zx
und wir ko¨nnen
p := ab+ bc+ ca = xy + yz + zx .
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setzen. Weiterhin
x3 + px− xyz = x3 + x2y + xyz + x2z − xyz = x2(x+ y + z) = x2 · 0 = 0
und analog
y3 + py − xyz = 0 und z3 + pz − xyz = 0 .
Somit hat die kubische Gleichung X3 + pX − xyz = 0 genau die drei Lo¨sungen X ∈ {x, y, z}.
Mit den Cardanischen Formeln (siehe Cardano [14]), hat die kubische Gleichung X3 + pX + q = 0 genau
dann drei reelle Lo¨sungen, wenn
D :=
(q
2
)2
+
(p
3
)3
< 0 .
Somit erhalten wir (−xyz
2
)2
+
(p
3
)3
=
x2y2z2
4
+
p3
27
< 0 ,
also p3 < −27x2y2z24 und schließlich
p = xy + yz + zx < −3 3
√
x2y2z2
4
. (3.4.6)
Auf analoge Weise erhalten wir aus X3 + pX − abc = 0
p = ab+ bc+ ca < −3 3
√
a2b2c2
4
. (3.4.7)
Also
p = p+ x2 − x2 = xy + yz + zx+ x2 − x2 = yz − x2 ,
und damit
yz = x2 + p
und analog xz = y2 + p und xy = z2 + p. Gema¨ß (3.4.7) und der Monotonie der Exponentialfunktion
haben wir
eyz < ex
2
exp
(
−3 3
√
a2b2c2
4
)
, ezx < ey
2
exp
(
−3 3
√
a2b2c2
4
)
, exy < ez
2
exp
(
−3 3
√
a2b2c2
4
)
und durch Summenbildung erhalten wir (3.4.4). Der Beweis von (3.4.5) erfolgt analog. 
Satz 3.4.3. Fu¨r I ⊆ R seien Funktionen f1, . . . , fn : I → R mit
n∑
i=1
fi(t) = 0 und f1(t) ≤ f2(t) ≤ . . . ≤ fn(t) fu¨r alle t ∈ I (3.4.8)
und g : I → R mit
g(t) =
n∑
i=1
efi(t) fu¨r alle t ∈ I (3.4.9)
gegeben.
i) Falls f ′1(t) ≤ f ′2(t) ≤ . . . ≤ f ′n(t) fu¨r alle t ∈ I, dann ist g′(t) ≥ 0 fu¨r alle t ∈ I und g ist monoton
wachsend.
ii) Falls f ′1(t) ≥ f ′2(t) ≥ . . . ≥ f ′n(t) fu¨r alle t ∈ I, dann ist g′(t) ≤ 0 fu¨r alle t ∈ I und g ist monoton
fallend.
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Beweis. Die Bedingung
∑n
i=1 fi(t) = 0 fu¨r alle t ∈ I impliziert
n∑
i=1
f ′i(t) =
d
dt
(
n∑
i=1
fi(t)
)
= 0 fu¨r alle t ∈ I .
Nehmen wir als erstes an, dass gilt: f ′1(t) ≤ f ′2(t) ≤ . . . ≤ f ′n(t) fu¨r alle t ∈ I. Mit der Monotonie der
Exponentialfunktion und der Tschebyscheff-Summenungleichung mit ai := e
fi(t), bi := f
′
i(t) erhalten wir
g′(t) =
n∑
i=1
f ′i(t) · efi(t)
(2.9.3)
≥ 1
n
( n∑
i=1
f ′i(t)︸ ︷︷ ︸
=0
)( n∑
i=1
efi(t)
)
= 0 .
Nun nehmen wir stattdessen an, dass f ′1(t) ≥ f ′2(t) ≥ . . . ≥ f ′n(t) fu¨r alle t ∈ I gilt. Mit der Monotonie
der Exponentialfunktion und der Tschebyscheff-Summenungleichung mit ai := e
fi(t), bn+k−i := f ′i(t)
erhalten wir
g′(t) =
n∑
i=1
f ′i(t) · efi(t)
(2.9.3)
≤ 1
n
( n∑
i=1
f ′i(t)︸ ︷︷ ︸
=0
)( n∑
i=1
efi(t)
)
= 0 . 
Beispiel 3.4.4. Gegeben seien die Funktionen f1, f2, f3 : R→ R mit
f1(x) = −x2 + 1 , f2(x) = x− 1 , f3(x) = x2 − x
und
f ′1(x) = −2x , f ′2(x) = 1 , f ′3(x) = 2x− 1 .
Dann gilt
f1(x) + f2(x) + f3(x) = 0 fu¨r alle x ∈ R .
Zudem ist
f1(x) ≤ f2(x) ≤ f3(x) und f ′1(x) ≤ f ′2(x) ≤ f ′3(x) fu¨r alle x ∈ [1,∞) ,
f2(x) ≤ f3(x) ≤ f1(x) und f ′1(x) ≥ f ′2(x) ≥ f ′3(x) fu¨r alle x ∈
[
1
4
, 1
]
.
Definieren wir nun g : R→ R mit
g(x) = e−x
2+1 + e−1+x + ex
2−x = ef1(x) + ef2(x) + ef3(x) ,
dann ko¨nnen wir mit Satz 3.4.3 schließen: g ist monoton wachsend auf [1,∞) und monoton fallend auf
[ 14 , 1].
Jetzt verallgemeinern wir Satz 3.4.3.
Satz 3.4.5. Seien I ⊆ R und f1, . . . , fn : I → R mit
n∑
i=1
fi(t) = 0 , f1(t) ≤ f2(t) ≤ . . . ≤ fn(t) und f ′1(t) ≤ f ′2(t) ≤ . . . ≤ f ′n(t) fu¨r alle t ∈ I
(3.4.10)
und nehmen wir g, h : I → R, wobei h positiv und monoton wachsend ist und
gh(t) =
n∑
i=1
eh(t)fi(t) fu¨r alle t ∈ I . (3.4.11)
Dann ist g′h(t) ≥ 0 fu¨r alle t ∈ I, woraus folgt, dass gh monoton wachsend ist.
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Beweis. Die Bedingung
∑n
i=1 fi(t) = 0 fu¨r alle t ∈ I impliziert
n∑
i=1
f ′i(t) =
d
dt
(
n∑
i=1
fi(t)
)
= 0 fu¨r alle t ∈ I .
Mit der Tschebyscheff-Summenungleichung, verwendend ai := fi(t) bzw. ai := f
′
i(t) und bi := e
h(t)fi(t)
ko¨nnen wir schließen:
g′h(t) =
n∑
i=1
(h′(t)fi(t) + h(t)f ′(t)) eh(t)fi(t)
= h′(t)
( n∑
i=1
fi(t) · eh(t)fi(t)
)
+ h(t)
( n∑
i=1
f ′i(t) · eh(t)fi(t)
)
(3.4.12)
(2.9.3)
≥ h′(t) · 1
n
( n∑
i=1
fi(t)︸ ︷︷ ︸
=0
)( n∑
i=1
eh(t)fi(t)
)
+ h(t)
( n∑
i=1
f ′i(t)︸ ︷︷ ︸
=0
)( n∑
i=1
eh(t)fi(t)
)
= 0 . 
Satz 3.4.6. Fu¨r I ⊆ R sei f1, . . . , fn : I → R mit den Eigenschaften
n∑
i=1
fi(t) = 0 , f1(t) ≤ f2(t) ≤ . . . ≤ fn(t) und f ′1(t) ≤ f ′2(t) ≤ . . . ≤ f ′n(t) (3.4.13)
fu¨r alle t ∈ I. Zusa¨tzlich ist h : D → R monoton wachsend und konvex vorgegeben. Die Menge D ⊆ R stellt
hierbei sicher, dass h(fi(t)) fu¨r alle i ∈ {1, . . . , n} und alle t ∈ I wohldefiniert ist. Weiterhin definieren
wir H : I → R mit
H(t) =
n∑
i=1
eh(fi(t)) .
Dann ist H ′(t) ≥ 0 fu¨r alle t ∈ I und H ist monoton wachsend.
Beweis. Die Bedingung
∑n
i=1 fi(t) = 0 fu¨r alle t ∈ I impliziert
n∑
i=1
f ′i(t) =
d
dt
(
n∑
i=1
fi(t)
)
= 0 fu¨r alle t ∈ I .
Weil h monoton wachsend ist, gilt h′(x) ≥ 0 und h(x) ≤ h(y) fu¨r x ≤ y, sodass
h′(fi(t)) ≥ 0 und h(f1(t)) ≤ h(f2(t)) ≤ . . . ≤ h(fn(t))
fu¨r alle t ∈ I gilt. Unter der Annahme, dass h konvex, also h′ monoton wachsend ist, erhalten wir
h′(x) ≤ h′(y) fu¨r x ≤ y, woraus
h′(f1(t)) ≤ h′(f2(t)) ≤ . . . ≤ h′(fn(t))
fu¨r alle t ∈ I folgt. Wenn nun fu¨r reelle Zahlen a1, a2, b1, b2 die Ungleichungen 0 < a1 ≤ a2 und b1 ≤ b2
erfu¨llt sind, dann ist a1 b1 ≤ a2 b2. Wenden wir dies iteriert an, so erhalten wir
h′(f1(t)) · f ′1(t) ≤ h′(f2(t)) · f ′2(t) ≤ . . . ≤ h′(fn(t)) · f ′n(t)
fu¨r alle t ∈ I. Schließlich ko¨nnen wir sehr einfach die Originalaussage durch Anwendung der Tschebyscheff-
Summenungleichung einmal mit ai := h
′(fi(t)f ′i(t) und bi := e
h(fi(t)), ein zweites Mal mit ai := h
′(fi(t))
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und bi := f
′
i(t) erhalten. Es ist
H ′(t) =
n∑
i=1
(h ◦ fi)′(t) eh(fi(t)) =
n∑
i=1
h′(fi(t)) f ′i(t) · eh(fi(t))
(2.9.3)
≥ 1
n
( n∑
i=1
h′(fi(t)) · f ′i(t)
)( n∑
i=1
eh(fi(t))
)
(3.4.14)
(2.9.3)
≥ 1
n2
( n∑
i=1
h′(fi(t))
)( n∑
i=1
f ′i(t)︸ ︷︷ ︸
=0
)( n∑
i=1
eh(fi(t))
)
= 0 . 
Das folgende Theorem wurde von Bˆırsan, Neff und Lankeit in [9] bewiesen. Mit Satz 3.4.3 (beziehungsweise
den Verallgemeinerungen Satz 3.4.5 oder Satz 3.4.6) ko¨nnen wir nun einen sowohl alternativen als auch
sehr elementaren Beweis fu¨hren:
Satz 3.4.7. Seien a, b, c, x, y, z ∈ R mit
a ≥ b ≥ c und x ≥ y ≥ z . (3.4.15)
Weiterhin
a+ b+ c = x+ y + z = 0 und a2 + b2 + c2 = x2 + y2 + z2 . (3.4.16)
Dann ist
ea + eb + ec ≤ ex + ey + ez (3.4.17)
genau dann wenn a ≤ x.
Bemerkung 3.4.8. Benutzen wir Satz 3.4.5 oder Satz 3.4.6 anstelle von Satz 3.4.3, erlaubt uns der
folgende Beweis sogar die sta¨rkere Aussage unter den Bedingungen von Satz 3.4.7 zu zeigen:
ema + emb + emc ≤ emx + emy + emz genau dann wenn a ≤ x fu¨r alle m ∈ R+ .
Beweis. Halten wir zuna¨chst a, b, c fest. dann definieren wir zur Vereinfachung r ∈ R+ mit r2 := a2+b2+c2.
Mittels der Bedingungen (3.4.15) und (3.4.16) ko¨nnen wir eindeutig y und z in Abha¨ngigkeit von x ∈ R+
bestimmen (Mit (3.4.15) x < 0 impliziert a+ b+ c < 0 + y + z ≤ 0 + 0 + 0; ein Widerspruch zu (3.4.16)).
Wegen z = −x− y ko¨nnen wir y2 + (−x− y)2 + x2− r2 = 0 sicherstellen. Seien x und r vorgegeben, dann
erhalten wir eine quadratische Gleichung, die wir mit der p-q-Formel lo¨sen ko¨nnen:
y2 + (−x− y)2 + x2 − r2 = 2y2 + 2xy + 2x2 − r2 = 0 ⇔ y2 + xy + x2 − 1
2
r2 = 0
⇔ y = −1
2
x±
√
1
4
x2 − x2 + 1
2
r2 = −1
2
x±
√
−3
4
x2 +
1
2
r2 .
Setzen wir diese beiden Lo¨sungen in z = −x− y ein, so bekommen wir
z = −1
2
x∓
√
−3
4
x2 +
1
2
r2 .
Von den beiden Mo¨glichkeiten ± fu¨r y bleibt nur der positive Fall, bei ∓ fu¨r z nur der negative Fall u¨brig,
um (3.4.15) zu erfu¨llen. Beide Gleichungen haben drei reelle Lo¨sungen genau dann, wenn − 34x2 + 12r2 ≥ 0
– dafu¨r muss x ≤
√
2
3r
2 gelten. Außerdem
x ≥ y ⇔ x ≥ −1
2
x+
√
−3
4
x2 +
1
2
r2 ⇔ 3
2
x ≥
√
−3
4
x2 +
1
2
r2
⇔ 9
4
x2 ≥ −3
4
x2 +
1
2
r2 ⇔ 3x2 ≥ 1
2
r2 ⇔ x ≥
√
1
6
r2 .
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Mit Dr :=
[√
1
6r
2,
√
2
3r
2
]
erhalten wir die differenzierbaeren Funktionen y, z : Dr → R mit
y(x) = −1
2
x+
√
−3
4
x2 +
1
2
r2 und z(x) = −1
2
x−
√
−3
4
x2 +
1
2
r2 (3.4.18)
als die eindeutigen Lo¨sungen (x, y(x), z(x)) von (3.4.15) und (3.4.16). Da die vorgegebenen a, b, c diese
Bedingungen erfu¨llen, sind offensichtlich a ∈ Dr, b = y(a) und c = y(b).
Nun definieren wir fu¨r m ∈ R+ die Funktion g˜ : Dr → R mit g˜(x) = emy(x) + emz(x). Wir wissen y(x) ≥
z(x) und
y′(x) =
1
2
−
3
4x√
− 34x2 + 12r2
≤ 1
2
+
3
4x√
− 34x2 + 12r2
= z′(x) .
Also ko¨nnen wir mit Satz 3.4.5 oder Satz 3.4.6 folgern (in beiden Fa¨llen ko¨nnen wir h(t) := mt setzen.
Fu¨r m = 1 ko¨nnen wir direkt Satz 3.4.3 benutzen), dass g˜ monoton wachsend ist1. Zudem ist x 7→ emx
monoton wachsend, also ist die Summenbildung g : R → R mit g(x) = emx + emy(x) + emz(x) ebenso
monoton wachsend. Deshalb
g(x) ≥ g(a) genau dann, wenn x ≥ a ,
was a¨quivalent zur Aussage ist, wenn wir m = 1 setzen. 
3.5. Neue logarithmische Ungleichungen in der Informationstheorie
Zuna¨chst stellen wir die Jensen-Ungleichung (vgl. Mitrinovic´, Pecˇaric´, [50, eq. (2.1) S. 191]) und die Log-
Summenungleichung (vgl. Cover, Thomas [19, 2.7 S. 29]) vor. Danach beweisen wie die Informationsun-
gleichung, welche in abweichenden Schreibweisen unter dem Namen Gibbs-Ungleichung bekannt ist. Die
Informationsungleichung (vgl. Cover, Thomas [19, 2.6 S. 28]) ist die grundlegendste Ungleichung in der
Informationstheorie. Es wird behauptet, dass die relative Entropie zwischen zwei Wahrscheinlichkeitsver-
teilungen p, q : Ω→ [0, 1], definiert als
D(p ‖ q) :=
∑
x∈Ω
p(x) log
p(x)
q(x)
(3.5.1)
nichtnegativ ist. Fu¨r den Fall, dass p und q Wahrscheinlichkeitsmaße auf einer endlichen Menge Ω =
{1, . . . , n} sind, ergibt sich die Formel zu:
D(p ‖ q) :=
n∑
i=1
pi log
pi
qi
. (3.5.2)
Lemma 3.5.1 (Jensen-Ungleichung). Sei I ⊆ R ein Inervall, f : I → R eine konvexe Funktion, λ1, . . . , λn
positive Zahlen mit λ1 + . . .+ λn = 1 und x1, . . . , xn ∈ I. Dann gilt
f
( n∑
i=1
λi xi
)
≤
n∑
i=1
λi f(xi) . (3.5.3)
Wir bemerken: Mit n = 2 erhalten wir direkt die Definition der Konvexita¨t von f .
Beweis. Die Ungleichung folgt direkt aus der Definition der Konvexita¨t durch vollsta¨ndige Induktion:
Der Fall n = 1 ist trivial, n = 2 ist wahr, weil f konvex ist.
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Sei nun als Induktionsvoraussetzung (IV) die Gleichung (3.5.3) erfu¨llt fu¨r ein n ∈ N und fu¨r n = 2, dann
folgt
f
(n+1∑
i=1
λi xi
)
= f
( n−1∑
i=1
λi xi + (λn + λn+1)
λn xn + λn+1 xn+1
λn + λn+1
)
IV n≤
n−1∑
i=1
λif(xi) + (λn + λn+1) f
(
λn
λn + λn+1
xn +
λn+1
λn + λn+1
xn+1
)
IV 2≤
n−1∑
i=1
λif(xi) + λn f(xn) + λn+1 f(xn+1) =
n+1∑
i=1
λif(xi) ,
somit ist (3.5.3) erfu¨llt fu¨r n+ 1. 
Mit der Jensen-Ungleichung ko¨nnen wir die sogenannte Log-Summenungleichung beweisen:
Lemma 3.5.2 (strengere Log-Summenungleichung). Seien a1, . . . , an, b1, . . . , bn ∈ R+ und k ≥ 0, dann
ist
n∑
i=1
ai log
(
ai
bi
+ k
)
≥
(
n∑
i=1
ai
)
log
(
1∑n
i=1 bi
n∑
i=1
ai + k
)
. (3.5.4)
Wir erhalten genau dann Gleichheit, wenn a1b1 =
a2
b2
= . . . = anbn .
Bemerkung 3.5.3. Fu¨r k = 0 haben wir die Log-Summenungleichung:
n∑
i=1
ai log
ai
bi
≥
(
n∑
i=1
ai
)
log
(
1∑n
i=1 bi
n∑
i=1
ai
)
. (3.5.5)
Beweis. Mit f(x) = x log(x+ k), λi := bi/
∑n
i=1 bi, xi := ai/bi und (3.5.3) erhalten wir
n∑
i=1
ai log
(
ai
bi
+ k
)
=
( n∑
i=1
bi
) ∑n
i=1 bi
ai
bi
log
(
ai
bi
+ k
)
∑n
i=1 bi
=
n∑
i=1
λi xi log(xi + k)
=
n∑
i=1
λi f(xi)
(3.5.3)
≥ f
( n∑
i=1
λi xi
)
=
( n∑
i=1
bi
)( n∑
i=1
λi xi
)
log
( n∑
i=1
λi xi + k
)
=
( n∑
i=1
bi
)(∑n
i=1 ai∑n
i=1 bi
)
log
(∑n
i=1 ai∑n
i=1 bi
+ k
)
=
( n∑
i=1
ai
)
log
(∑n
i=1 ai∑n
i=1 bi
+ k
)
. (3.5.6)
Wenn nun c := a1b1 =
a2
b2
= . . . = anbn , dann ist xi = c und so erhalten wir
f
( n∑
i=1
λi xi
)
= f
( n∑
i=1
λi c
)
= f(c) =
n∑
i=1
λif(c) =
n∑
i=1
λi f(xi) .
Gibt es ein i ∈ {1, . . . , n− 1} mit aibi 6=
ai+1
bi+1
, dann erhalten wir
n∑
i=1
λi f(xi) > f
( n∑
i=1
λi xi
)
. 
Proposition 3.5.4 (Gibbs-Ungleichung / Informationsungleichung). Bezeichne Pn die Menge der Wahr-
scheinlichkeitsmaße auf einer n-elementigen Menge, also Pn = {p ∈ Rn+ |
∑n
i=1 pi = 1}. Die folgenden
vier Ausdru¨cke (die ersten drei werden Gibbs-Ungleichung, die vierte Informationsungleichung genannt)
sind a¨quivalent und erfu¨llt fu¨r alle a, b ∈ Pn:
i) sup
ξ∈Pn
{ n∏
i=1
ξaii
}
=
n∏
i=1
aaii , ii) inf
ξ∈Pn
{ n∑
i=1
ai (− log ξi)
}
=
n∑
i=1
ai (− log ai) ,
iii)
n∑
i=1
ai (− log bi) ≥
n∑
i=1
ai (− log ai) , iv) D(a ‖ b) =
n∑
i=1
ai log
ai
bi
≥ 0 . (3.5.7)
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Beweis. Zuna¨chst beweisen wir die A¨quivalenz der vier Ausdru¨cke:
sup
ξ∈Pn
{ n∏
i=1
baii
}
=
n∏
i=1
aaii ⇔ inf
ξ∈Pn
{
−
n∏
i=1
baii
}
= −
n∏
i=1
aaii ⇔ −
n∏
i=1
baii ≥ −
n∏
i=1
aaii
⇔ − log
n∏
i=1
baii ≥ − log
n∏
i=1
aaii ⇔ −
n∑
i=1
log baii ≥ −
n∑
i=1
log aaii
⇔
n∑
i=1
ai(− log bi) ≥
n∑
i=1
ai(− log ai) ⇔
n∑
i=1
ai(log ai − log bi) ≥ 0
⇔
n∑
i=1
ai log
ai
bi
≥ 0 ⇔ D(a ‖ b) ≥ 0 .
Nun sei a, b ∈ Pn. Mit der strengeren Log-Summenungleichung und wegen
∑n
i=1 ai =
∑n
i=1 bi = 1 erhalten
wir
n∑
i=1
ai log
(
ai
bi
+ k
)
≥
(
n∑
i=1
ai
)
log
(
1∑n
i=1 bi
n∑
i=1
ai + k
)
= log(1 + k) . (3.5.8)
Mit k = 0 erhalten wir die Informationsungleichung aus Fall iv). 
Bemerkung 3.5.5. Analog ko¨nnen wir die Ungleichung (3.5.8) auch als die strengere Informationsun-
gleichung nennen.
Folgerung 3.5.6 (verallgemeinerte Log-Summenungleichung). Fu¨r a, b ∈ Rn+ und k1, . . . , kn ∈ [0,∞) gilt
n∑
i=1
ai log
m∏
s=1
(
ai
bi
+ ks
)
≥
( n∑
i=1
ai
)
log
m∏
s=1
(
1∑n
i=1 bi
n∑
i=1
ai + ks
)
. (3.5.9)
Beweis. Mit m Zahlen k1, . . . , km ∈ [0, 1) erhalten wir durch m-fache Summenbildung u¨ber die strengere
Log-Summenungleichung (3.5.4)
m∑
s=1
(
n∑
i=1
ai log
(
ai
bi
+ ks
))
≥
m∑
s=1
(
n∑
i=1
ai log
(
1∑n
i=1 bi
n∑
i=1
ai + ks
))
.
Unter Verwendung der Distributivita¨t und den Logarithmengesetzen erhalten wir direkt unser gewu¨nschtes
Resultat. 
Folgerung 3.5.7 (verallgemeinerte Informationsungleichung). Fu¨r a, b ∈ Pn u¨nd k1, . . . , kn ∈ [0,∞) gilt
n∑
i=1
ai log
m∏
s=1
(
ai
bi
+ ks
)
≥ log
m∏
s=1
(1 + ks) . (3.5.10)
Beweis. Wir vereinfachen (3.5.9) unter der Bedingung a, b ∈ Pn, somit gilt
∑n
i=1 ai =
∑
i=1 bi = 1. 
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4. Einfu¨hrung in die nichtlineare
Elastizita¨tstheorie
4.1. Modellierung u¨ber das Kraftgleichgewicht nach Cauchy
Gegeben sei ein physischer Ko¨rper elastischen Materials, der Kra¨ften ausgesetzt wird, die ihn verformen.
Dies sind zum einen auf seine Oberfla¨che einwirkende Kra¨fte wie Ziehen oder Dru¨cken, zum anderen auf
sein Volumen wirkende Kra¨fte wie Gravitation oder Elektromagnetismus. Wir gehen davon aus, dass die
Verformung in einem stationa¨ren Zustand endet. Die Elastizita¨t des Materials bewirkt eine elastische
Verformung. Diese ist nur abha¨ngig vom Ausgangszustand und den einwirkenden Kra¨ften, nicht aber von
vorigen Verformungen und hat die Eigenschaft, dass der Ko¨rper sich unter Wegfall der verformenden
Kra¨fte wieder zuru¨ckverformt. Zudem gehen wir davon aus, dass kein Teil des Materials unendlich dicht
zusammengedru¨ckt oder unendlich stark auseinander gezogen werden kann. Damit der Ko¨rper in einem
stationa¨ren Zustand enden kann, mu¨ssen zu den von außen einwirkenden Kra¨ften auch innere Kra¨fte
entstehen, welche die a¨ußeren ausgleichen.
Zur mathematischen Modellierung des stationa¨ren Zustandes der Verformung definieren wir:
Definition 4.1.1. Gegeben sei ein Gebiet Ω ⊆ R3 mit hinreichend glattem Rand und eine hinreichend
glatte, sich nicht selbstdurchdringende1 Deformationsabbildung ϕ : Ω → R3 mit x 7→ xϕ := ϕ(x) und
∇ϕ(x) ∈ GL+(3), wobei wir das Bild von ϕ unter Ω als Ωϕ bezeichnen.
Ω
x
Ωϕxϕ
ϕ
Abbildung 4.1.: Deformation eines Gebietes Ω
Zudem sei eine Volumenkraftabbildung fϕ : Ωϕ → R3 gegeben. Zu einer Fla¨chenkraftabbildung pϕ : Ωϕ ×
R3 → R3 sind ausschließlich die Funktionswerte fu¨r einen Teil des Randes Γ ⊆ ∂Ω vorgegeben, der Rest
ist nicht bekannt. Ziel ist es, zumindest Eigenschaften der Fla¨chenkraftabbildung angeben zu ko¨nnen.
Bemerkung 4.1.2. Ein hochgestelltes ϕ dru¨ckt immer die Abha¨ngigkeit der Menge oder Abbildung von
ϕ aus.
Die Volumenkra¨fte sind zu verstehen als Kraftdichten, somit Kraft pro Volumen, und sind abha¨ngig vom
Ort im verformten Gebiet xϕ ∈ Ωϕ. Volumenkra¨fte ko¨nnen durch beispielsweise Gravitation oder Elek-
tromagnetismus induziert werden. Hierbei wirkt dann ein Beschleunigungsfeld auf den Ko¨rper und die
Kraftdichte an einem Ort ergibt sich aus der Beschleunigung und der Dichte des Ko¨rpers an diesem Ort.
Die Fla¨chenkra¨fte sind ebenfalls als Kraftdichten zu verstehen. Sie sind abha¨ngig vom Ort im verformten
Gebiet xϕ ∈ Ωϕ und dem Normalenvektor nϕ ∈ R3 der durch den Punkt xϕ gehenden zu betrachtenden
1Eine Selbstdurchdringung setzt einen Punkt der unendlichen Kompression voraus, welchen wir ausschließen.
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Fla¨che. Betrachten wir zwei durch den verformten Ko¨rper gehende Fla¨chen, die im Punkt xϕ dieselbe
Normale haben, ist die Fla¨chenkraftdichte auch dieselbe. Fla¨chenkra¨fte sind die von außen wirkenden
Kra¨fte, die zur Verformung beitragen, wie auch die inneren Ru¨ckstellkra¨fte des gezogenen oder gestauchten
Materials.
Ωϕ
nϕ
Mϕ1
xϕ
Ωϕ
nϕ
Mϕ2
xϕ
Abbildung 4.2.: zwei Teilgebiete Mϕ1 und M
ϕ
2 von Ω
ϕ mit gleichem Normalenvektor nϕ im Punkt xϕ
Es ist klar, dass sich die Volumenkra¨fte und Fla¨chenkra¨fte in der Summe fu¨r jedes Teilgebiet Mϕ ⊆ Ωϕ
ausgleichen mu¨ssen, damit der Ko¨rper im ruhenden Gleichgewicht ist. Ansonsten wu¨rde eine Kraft auf Mϕ
im Ganzen wirken und dieses bewegen. Damit keine Verschiebung des Ko¨rpers oder seiner Teile stattfindet,
jeder Teilko¨rper eine ausgegelichene Kraftbilanz aufweist, muss gelten:∫
∂M
pϕ(xϕ, nϕ) dxϕ︸ ︷︷ ︸
Fla¨chenkra¨fte
+
∫
M
fϕ(xϕ) dxϕ︸ ︷︷ ︸
Volumenkra¨fte
= 0 fu¨r alle Mϕ ⊆ Ωϕ . (4.1.1)
Damit keine Rotation des Ko¨rpers oder seiner Teile stattfindet, jeder Teilko¨rper eine ausgeglichene Dreh-
momentbilanz aufweist, muss gelten:∫
∂Mϕ
xϕ × pϕ(xϕ, nϕ) dxϕ︸ ︷︷ ︸
Fla¨chendrehmomente
+
∫
Mϕ
xϕ × fϕ(xϕ) dxϕ︸ ︷︷ ︸
Volumendrehmomente
= 0 fu¨r alle Mϕ ⊆ Ωϕ . (4.1.2)
Hierbei ist nϕ := n(xϕ, ∂M) ∈ S1 stets der a¨ußere Normalenvektor auf ∂Mϕ im Punkt xϕ.
Beispiel 4.1.3. Betrachten wir als Beispiel einen Zylinder Z, der durch gleichma¨ßigen Druck auf seine
beiden Stirnfla¨chen auf einen Zylinder von gleicher Grundfla¨che Zϕ zusammengedru¨ckt wurde. Volumen-
kra¨fte sollen keine wirken. Wirkt auf die obere Stirnfla¨che A1 die konstante Kraft p1 und auf die untere
Stirnfla¨che A2 die konstante Kraft p2, dann ergibt sich∫
A1
p1 dx
ϕ +
∫
A2
p2 dx
ϕ = 0 (4.1.3)
A2
A1
p1
p2
p1
p2
pϕ
ϕ
Abbildung 4.3.: Zylinder vor und nach der Verformung in Seitenansicht
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Axiom 4.1.4 (Spannungsprinzip von Euler und Cauchy). Sei Ωϕ ⊆ Rn ein Gebiet mit hinreichend
glattem Rand und Γϕ ⊆ ∂Ωϕ ein Teil des Randes. Zu einer vorgegebenen auf dem Abschluss Ωϕ definierten
Volumenkraftabbildung fϕ : Ω
ϕ → R3 und einer auf dem Randteil Γϕ definierten Vorgabe der Fla¨chenkra¨fte
gϕ : Γϕ → R3 existiert eine Fla¨chenkraftabbildung pϕ : Ωϕ×S1 → R3, sodass pϕ auf dem Randteil Γϕ durch
pϕ(xϕ, nϕ) = gϕ(xϕ) fu¨r alle xϕ ∈ Γϕ
festgelegt ist und zudem fu¨r alle Teilgebiete Mϕ von Ωϕ das Gleichgewicht der Kra¨fte (4.1.1) und das
Gleichgewicht der Drehmomente (4.1.2) erfu¨llt ist. Hierbei ist nϕ := n(xϕ, ∂M) ∈ S1 := {v ∈ R3 | ‖v‖ = 1}
der a¨ußere Normalenvektor auf ∂M im Punkt xϕ.
Dies la¨sst sich auch als Anfangswertproblem schreiben: Zu wie oben vorgegebenen fϕ und gϕ existiert pϕ,
sodass ∫
Mϕ
fϕ(xϕ) dxϕ +
∫
∂Mϕ
pϕ(xϕ, nϕ) dS(xϕ) = 0∫
Mϕ
xϕ × fϕ(xϕ) dxϕ +
∫
∂Mϕ
xϕ × pϕ(xϕ, nϕ) dS(xϕ) = 0
pϕ(xϕ, nϕ) = gϕ(xϕ) ∀xϕ ∈ (Mϕ ∩ Γϕ)

fu¨r alle Teilgebiete Mϕ ⊆ Ωϕ
(4.1.4)
gilt. Hierbei ist nϕ := nϕ(xϕ) ∈ S1 der a¨ußere Normalenvektor des Randes ∂M in xϕ.
Lemma 4.1.5. Fu¨r jedes xϕ ∈ Ωϕ ist die Fla¨chenkraftabbildung pϕ linear in nϕ ∈ S1 := {v ∈ R3 | ‖v‖ =
1}, d.h. es gibt eine Abbildung σ : Ωϕ → R3×3, sodass pϕ(xϕ, nϕ) = σ(xϕ) · nϕ fu¨r alle xϕ ∈ Ωϕ und alle
nϕ ∈ S1 gilt.
Beweis. Sei xϕ ∈ Ωϕ und nϕ = (a, b, c)T ∈ S1, d.h. a2 + b2 + c2 = 1. Wir wa¨hlen x, y, z ∈ R so, dass
1
2yz = a,
1
2zx = b,
1
2xy = c gilt und betrachten den Tetraeder mit den Endpunkten
xϕ0 , x
ϕ
0 + ε x · e1 , xϕ0 + ε y · e2 und zϕ0 + ε x · e3 ,
der fu¨r hinreichend kleines ε ganz in Ωϕ liegt.
e1e2
e3
x
ϕ
0
ε x
ε y
ε z
v1
v2
v3
v4
Abbildung 4.4.: Tetraeder an xϕ0 mit Seitenkantenla¨ngen ε x, ε y, ε z
Wir charakterisieren die vier Seitenfla¨chen des Tetraeders A1, A2, A3, A4 durch die auf den Seitenfla¨chen
senkrecht stehenden Normalenvektoren −e1,−e2,−e3, nϕ multipliziert mit dem jeweiligen Fla¨cheninhalt:
v1 =
1
2
(ε z e3)× (ε y e2) = −ε2 a e1 ,
v2 =
1
2
(ε x e1)× (ε z e3) = −ε2 b e2 ,
v3 =
1
2
(ε y e2)× (ε x e1) = −ε2 c e3 ,
v4 =
1
2
(ε y e2 − ε x e1)× (ε z e3 − ε x e1) = ε2 (a e1 + b e2 + c e3) = ε2 nϕ .
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Die zugeho¨rigen Fla¨chenkra¨fte sind
p1 =
∫
A1
pϕ(xϕ0 ,−e1) dS(xϕ) , p2 =
∫
A2
pϕ(xϕ0 ,−e2) dS(xϕ) ,
p3 =
∫
A3
pϕ(xϕ0 ,−e3) dS(xϕ) , p4 =
∫
A4
pϕ(xϕ0 , n
ϕ) dS(xϕ) .
Fu¨r hinreichend kleines ε ko¨nnen wir die Kra¨fte hinreichend genau approximieren durch
p1 ∼ ε2 a · pϕ(xϕ0 ,−e1) , p2 ∼ ε2 b · pϕ(xϕ0 ,−e2) , p3 ∼ ε2 c · pϕ(xϕ0 ,−e3) , p4 ∼ ε2 · pϕ(xϕ0 , nϕ) .
Mit dem aus Symmetriegru¨nden fu¨r alle n ∈ S1 geltenden pϕ(xϕ0 ,−n) = −pϕ(xϕ0 , n) ko¨nnen wir auch
schreiben
p1 ∼ −ε2 a · pϕ(xϕ0 , e1) , p2 ∼ −ε2 b · pϕ(xϕ0 , e2) , p3 ∼ −ε2 c · pϕ(xϕ0 , e3) , p4 ∼ ε2 · pϕ(xϕ0 , nϕ) .
Aus der Formel fu¨r das Kraftgleichgewicht (4.1.4) mit dem Umstand, dass die Volumenkra¨fte fϕ kubisch
fu¨r ε→ 0 kubisch gegen Null streben, die Fla¨chenkra¨fte hingegen nur quadratisch, die Volumenkra¨fte im
Grenzu¨bergang somit vernachla¨ssigbar sind, folgt die Forderung p1 + p2 + p3 + p4 = 0, die uns, nochmal
durch ε2 geteilt,
pϕ(xϕ0 , n
ϕ) = pϕ(xϕ0 , a e1 + b e2 + c e3) = a · pϕ(xϕ0 , e1) + b · pϕ(xϕ0 , e2) + c · pϕ(xϕ0 , e3)
sicherstellt. 
Satz 4.1.6 (Satz von Cauchy). Es gelte das wie im vorigen beschriebene Spannungsprinzip von Cauchy
und Euler. Zudem gehen wir von Stetigkeit von fϕ in xϕ und tϕ in nϕ und von stetiger Differenzierbarkeit
von tϕ in xϕ aus. Dann existiert eine Abbildung σϕ : Ω
ϕ → Sym(3), fu¨r die
pϕ(xϕ, nϕ) = σϕ(xϕ).nϕ fu¨r alle xϕ ∈ Ωϕ und alle nϕ ∈ S1 (4.1.5)
gilt und die
div σϕ(xϕ) = −fϕ(xϕ) fu¨r alle xϕ ∈ Ωϕ (4.1.6)
und
σϕ(xϕ).nϕ = gϕ(xϕ) fu¨r alle xϕ ∈ Γϕ (4.1.7)
erfu¨llt.
Bemerkung 4.1.7. Hierbei entspricht div σϕ = −f dem Gleichgewicht der Kra¨fte. Das Gleichgewicht
der Drehmomente schla¨gt sich wiederum in σϕ(xϕ) ∈ Sym(3) nieder.
Beweis. Die Linearita¨t von pϕ haben wir in Lemma 4.1.5 bereits gezeigt.
Unter Anwendung des Gaußschen Integralsatzes gilt fu¨r alle Teilgebiete Mϕ ⊂ Ωϕ das Gleichgewicht der
Kra¨fte als
0 =
∫
Mϕ
fϕ(xϕ) dxϕ +
∫
∂Mϕ
σϕ(xϕ).nϕ dS(xϕ) =
∫
Mϕ
fϕ(xϕ) + div σϕ(xϕ) dxϕ ,
woraus fϕ(xϕ) = − div σϕ(xϕ) fu¨r alle xϕ ∈ Ωϕ folgt.
Wir schreiben σϕi,·(x
ϕ) fu¨r die Zeilen von σϕ(xϕ), dann ist
pϕ(xϕ, nϕ) = σϕ(xϕ).nϕ =
〈σϕ1,·, nϕ〉〈σϕ2,·, nϕ〉
〈σϕ3,·, nϕ〉
 .
Zusammen mit fϕ = −div σϕ erhalten wir dann
fϕi (x
ϕ) = div σϕi,·(x
ϕ) und pϕi (x
ϕ, nϕ) = 〈σϕi,·, nϕ〉 fu¨r i ∈ {1, 2, 3} .
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Fu¨r a, b ∈ R3 ist a × b =
a2 b3 − a3 b2a3 b1 − a1 b3
a1 b2 − a2 b1
, so la¨sst sich das Gleichgewicht der Drehmomente fu¨r alle
Teilgebiete Mϕ ⊂ Ωϕ schreiben als
0 =
∫
Mϕ
xϕi f
ϕ
j (x
ϕ)− xϕj fϕi (xϕ) dxϕ +
∫
∂Mϕ
〈xϕi σϕj,·(xϕ), nϕ〉 − 〈xϕj σϕi,·(xϕ), nϕ〉dS(xϕ)
=
∫
Mϕ
xϕi f
ϕ
j (x
ϕ)− xϕj fϕi (xϕ) dxϕ +
∫
∂Mϕ
3∑
k=1
(
xi σ
ϕ
j,·(x
ϕ)− xj σϕi,·(xϕ)
) · nϕk dS(xϕ) (4.1.8)
fu¨r alle (i, j) ∈ {(2, 3), (3, 1), (1, 2)}. Wir erinnnern uns an die Greensche Formel (1.2.15) auf Seite 11:∫
∂A
ui(x)ni(x) dS(x) =
∫
A
∂u
∂xi
(x) dx fu¨r u ∈ C1(Rn,Rn). Mit ihr ist∫
∂Mϕ
3∑
k=1
(
xi σ
ϕ
jk(x
ϕ)− xj σϕik(xϕ)
) · nϕk dS(xϕ)
=
∫
Mϕ
3∑
k=1
d
dxk
(
xi σ
ϕ
jk(x
ϕ)− xj σϕik(xϕ)
)
dxϕ
=
∫
Mϕ
3∑
k=1
(
δikσ
ϕ
jk(x
ϕ)− δjkσϕik(xϕ) + xi
d
dxk
σϕjk(x
ϕ)− xj d
dxk
σϕik(x
ϕ)
)
dxϕ
=
∫
Mϕ
σϕij(x
ϕ)− σϕji(xϕ) dxϕ +
∫
Mϕ
xi div σ
ϕ
j,·(x
ϕ)︸ ︷︷ ︸
−fj(xϕ)
− xj div σϕi,·(xϕ)︸ ︷︷ ︸
−fi(xϕ)
dxϕ .
Einsetzen in (4.1.8) ergibt
0 =
∫
Mϕ
σϕij(x
ϕ)− σϕji(xϕ) dxϕ fu¨r alle Teilgebiete Mϕ ⊂ Ω
ϕ
und alle (i, j) ∈ {(2, 3), (3, 1), (1, 2)}
und damit 0 = σϕij(x
ϕ)−σϕji(xϕ) fu¨r alle xϕ ∈ Ω
ϕ
und alle (i, j) ∈ {(2, 3), (3, 1), (1, 2)}, was gleichbedeutend
mit σϕ(xϕ)T = σϕ(xϕ) fu¨r alle xϕ ∈ Ωϕ ist. 
Kennen wir die Abbildung σϕ, so ko¨nnen wir den Vektor der Kraftdichte in deformierten Gebiet in
Abha¨ngigkeit von der Stelle xϕ ∈ Ωϕ in Richtung nϕ ∈ S1 beides bezogen auf das deformierte Gebiet
als
pϕ(xϕ, nϕ) = σϕ(xϕ).nϕ
ausdru¨cken. Damit wir pϕ auch bezogen auf das Referenzgebiet angeben ko¨nnen, definieren wir die Abbil-
dung Sϕ1 : Ω→ Sym(3) mittels
Sϕ1 (x) := σ
ϕ(xϕ) Cof∇ϕ(x) fu¨r alle x ∈ Ω .
Sie hat nun die Eigenschaft, dass
Sϕ1 (x).n = σ
ϕ(xϕ) Cof∇ϕ(x).n = ‖Cof∇ϕ(x)‖σϕ(xϕ).nϕ
gilt. Sei n = a× b, dann ist (∇ϕ(x) a) × (∇ϕ(x) b) = Cof∇ϕ(x).n die Anwendung der Deformation auf
n, normiert erhalten wir
nϕ =
Cof∇ϕ(x).n
‖Cof∇ϕ(x)‖ ∈ S
1 .
Fu¨r einen Normalenvektor n soll die Anwendung auf S1(x) also den gleichen Kraftdichtenvektor fu¨hren
wie die Anwendung des deformierten (und nicht wieder normierten) Normalenvektor auf σϕ(xϕ). Wenden
wir bloß nϕ auf σϕ(xϕ) an, so mu¨ssen wir noch mit der La¨ngenverzerrung von n multiplizieren.
Um nun unsere Gleichgewichtsgleichung div σϕ(xϕ) = −fϕ(xϕ) auf das undeformierte Gebiet zu u¨bertragen,
brauchen wir zuna¨chst folgende Proposition. Im Beweis nutzen wir die auch Piola-Identita¨t genannte Glei-
chung div
(
Cof∇ϕ(x)) = 0 aus Proposition 2.1.9.
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Proposition 4.1.8. Sei S1 : Ω→ R3×3 mit x 7→ S1(x) ein Elastizita¨tsgesetz zur Deformation ϕ : Ω→ R3
mit Sϕ1 (x) = σ
ϕ(xϕ) Cof
(∇ϕ(x)) und xϕ = ϕ(x). Dann gilt
divSϕ1 (x) = det∇ϕ(x) · div σϕ(xϕ) . (4.1.9)
Beweis. Die Divergenz von Sϕ1 und σ
ϕ ist zeilenweise definiert, fu¨r die i-te Zeile gilt
div
(
Sϕ1 (x)
)
i,· =
n∑
j=1
∂
∂xj
(
S1(x)
)
ij
=
n∑
j=1
∂
∂xj
(
det∇ϕ(x) · σϕ(ϕ(x)) · ∇ϕ(x)−T)
=
n∑
j=1
∂
∂xj
(
det∇ϕ(x) ·
n∑
k=1
σϕ
(
ϕ(x)
)
ik
(∇ϕ(x)−T )
kj
)
=
n∑
k=1
n∑
j=1
∂
∂xj
(
σϕ
(
ϕ(x)
)
ik
· det∇ϕ(x) (∇ϕ(x)−T )
kj
)
=
n∑
k=1
n∑
j=1
∂
∂xj
σϕ
(
ϕ(x)
)
ik
·
(
det∇ϕ(x) (∇ϕ(x)−1)
jk
)
+
n∑
k=1
σϕ
(
ϕ(x)
)
ik
n∑
j=1
∂
∂xj
(
det∇ϕ(x) (∇ϕ(x)−T )
kj
)
︸ ︷︷ ︸
= div
(
Cof∇ϕ(x)
)
k,·= 0
(4.1.10)
Mit der Kettenregel folgt
∂
∂xj
σϕ
(
ϕ(x)
)
ik
=
n∑
l=1
∂
∂xϕl
σϕ(xϕ)ik
∂
∂xj
ϕl(x) =
n∑
l=1
∂
∂xϕl
σϕ(xϕ)ik
(∇ϕ(x))
lj
.
Einsetzen in (4.1.10) ergibt
div
(
Sϕ1 (x)
)
i,· =
n∑
k=1
n∑
j=1
n∑
l=1
∂
∂xϕl
σϕ(xϕ)ik
(∇ϕ(x))
lj
det∇ϕ(x) (∇ϕ(x)−1)
jk
=
n∑
k=1
n∑
l=1
∂
∂xϕl
σϕ(xϕ)ik det∇ϕ(x)
n∑
j=1
(∇ϕ(x))
lj
(∇ϕ(x)−1)
jk︸ ︷︷ ︸
=(1)lk
=
n∑
k=1
n∑
l=1
∂
∂xϕl
σϕ(xϕ)ik det∇ϕ(x) δlk
=
n∑
k=1
∂
∂xϕk
σϕ(xϕ)ik det∇ϕ(x) = div
(
σϕ(xϕ)
)
i,· det∇ϕ(x) . 
Folgerung 4.1.9. Zudem ist ∫
∂M
Sϕ1 (x) dS(x) =
∫
∂Mϕ
σϕ(xϕ) dS(xϕ) . (4.1.11)
Beweis. Wir ko¨nnen die vorige Proposition direkt zum Substituieren benutzen. Mit dem Gaußschen Inte-
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gralsatz folgt ∫
∂M
Sϕ1 (x) dS(x) =
∫
M
divSϕ1 (x) dx =
∫
M
div σϕ
(
ϕ(x)
)
det∇ϕ(x) dx
=
∫
Mϕ
div σϕ(xϕ) dxϕ =
∫
∂Mϕ
σϕ(xϕ) dS(xϕ) . 
Nach dem Satz von Cauchy gilt die Gleichgewichtsgleichung fϕ(xϕ) + div σϕ(xϕ) = 0 fu¨r alle xϕ ∈ Ωϕ.
Gilt det∇ϕ(x) 6= 0 fu¨r alle x ∈ Ω, so ist die Gleichgewichtsgleichung a¨quivalent zu
0 = det∇ϕ(x)
(
fϕ
(
ϕ(x)
)
+ div σϕ
(
ϕ(x)
))
= det∇ϕ(x) fϕ(ϕ(x))+ divSϕ1 (x) fu¨r alle x ∈ Ω .
Fassen wir die Ergebnisse dieses Abschnittes kurz zusammen:
Gegeben seien: Ein Gebiet Ω ⊆ R3, eine Deformationsabbildung ϕ : Ω → R3, eine Abbildung der Volu-
menkra¨fte fϕ : Ω→ R3 und eine Fla¨chenkraftabbildung auf einem Teil des Randes gϕ : Γ ⊆ ∂Ω→ R3. Wir
interessieren uns fu¨r die Fla¨chenkraftabbildung pϕ : Ω → R3, welche das Kraft- und Drehmomentgleich-
gewicht, sowie die Randbedingung (4.1.4) erfu¨llt. Per Axiom (Spannungsprinzip von Euler und Cauchy)
setzen wir die Existienz eines solchen pϕ voraus. Dieses la¨sst sich dann nach dem Satz von Cauchy schreiben
als pϕ(xϕ, nϕ) = σϕ(xϕ).nϕ fu¨r eine Abbildung σϕ : Ωϕ → Rn×n. Alternativ definieren wir fu¨r Argumente
in Ω die Abbildung Sϕ1 : Ω→ R3×3 mit Sϕ1 (x) := σϕ(xϕ) Cof∇ϕ(x). Zudem gilt σϕ(xϕ) ∈ Sym(3) fu¨r alle
x ∈ Ω und die Eigenschaft div σϕ(xϕ) + fϕ(xϕ) bzw. det∇ϕ(x)fϕ(ϕ(x)) + divSϕ1 (x) = 0 ist erfu¨llt.
Weitere Information findet sich in Ciarlet [16].
4.2. Modellierung u¨ber Energiefunktionen
Im vorigen Abschnitt haben wir die Verformung eines Referenzgebietes Ω ⊆ Rn modelliert, indem wir
die Deformationsabbildung ϕ : Ω → Rn vorgegeben haben und unter Vorgabe einer Volumenkraftabbil-
dung fϕ : Ω→ Rn Eigenschaften einer mo¨glichen aus den Vorgaben resultierenden Fla¨chenkraftabbildung
hergeleitet haben.
In diesem Abschnitt zeigen wir die Alternative auf, die Verformung u¨ber Potentiale zu modellieren.
Wir geben hierfu¨r die Deformationsabbildung nur fu¨r einen Teil des Randes des Referenzgebietes Γ ⊆ ∂Ω
vor, dazu aber noch eine zweimal stetig differenzierbare Energiefunktion W : Rn × GL+(3) → R mit
(x, p) 7→ W (x, p) mit W (x,QX) = W (x,X) fu¨r alle X ∈ GL+(3)2 und alle Q ∈ SO(3) und eine stetig
differenzierbare Funktion P : Rn → R.
Hierbei ist P ein Potential fu¨r das Beschleunigungsfeld H : Rn → Rn mit
DP [y] = −H(y) , 3 (4.2.1)
also DP [xϕ] = −H(xϕ). Dieses Beschleunigungsfeld ist unabha¨ngig von ϕ. Die Volumenkraftabbildung
ergibt sich dann als Produkt aus der Beschleunigung in xϕ mit der Dichte des verformten Materials in xϕ:
fϕ(xϕ) = − 1
det∇ϕ(x) H(x
ϕ) =
1
det∇ϕ(x) DP (x
ϕ) . (4.2.2)
Weiterhin ist W das Potential fu¨r Sϕ1 : Ω→ R3×3 mit
∂W
∂p
(
x, p
)
= Sϕ1 (x) , (4.2.3)
2Diese Eigenschaft nennt sich Objektivita¨t und wird an spa¨terer Stelle noch thematisiert
3Das Minuszeichen ist erforderlich, da die Beschleunigungskra¨fte in Richtung kleiner (und nicht gro¨ßer) werdenden Potentials
wirken.
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also ∂W∂p
(
x,∇ϕ(x)) = Sϕ1 (x). Dadurch, dass W nur von x und ∇ϕ(x) abha¨ngt, setzen wir voraus, dass Sϕ1
fu¨r jedes x nicht von ganz ϕ abha¨ngen kann, sondern nur von den linearen Termen einer Taylorentwicklung
von ϕ in x.
Da Sϕ1 in Ω ”
lebt“, also Argumente und Funktionswerte sich auf Ω beziehen, verschwindet zudem die
Verrechnung wie bei der Volumenkraft mit der Dichte
(
det∇ϕ(x))−1 in Ωϕ und somit ergibt sich Sϕ1
direkt aus der Ableitung.
Sei M := {ϕ ∈ C2(Ω | ∇ϕ ∈ GL+(3) und ϕΓ = g) nun die Menge aller zweimal stetig differenzierbaren
Deformationsabbildungen ohne Selbstdurchdringung auf Ω. Wir definieren auf M das Energiefunktional
I : M → R mit I(ϕ) =
∫
Ω
W
(
x,∇ϕ(x))+ P (ϕ(x))dx (4.2.4)
und setzen axiomatisch voraus, dass eine Verformung immer nach dem Zustand minimaler Energie strebt,
die Deformationsabbildung ϕ0, welche I minimiert, genau die unter den Vorgaben sich physikalisch ein-
stellende Deformationsabbildung ist.
Wenden wir Lemma 2.10.18 mit L(x, y, p) := W (x, p) + P (y) an. Es ist
∇yL(x, y, p) = H(y) und ∇pL(x, y, p) = Sϕ1 (x) (4.2.5)
und damit
∇yL
(
x, xϕ,∇ϕ(x)) = −det∇ϕ(x) fϕ(ϕ(x)) und ∇pL(x, xϕ,∇ϕ(x)) = Sϕ1 (x) (4.2.6)
und wir erhalten fu¨r das ϕ, welches die Energie minimiert, die Euler-Lagrange-Gleichung
det∇ϕ(x) fϕ(ϕ(x))+ divSϕ1 (x) = 0 fu¨r alle x ∈ Ω , (4.2.7)
in U¨bereinstimmung mit dem letzten Abschnitt.
Nutzen wir nun noch die Bedingung W (x,QX) = W (x,X) fu¨r alle X ∈ GL+(n) und Q ∈ SO(n): Mit
Folgerung 2.10.26 erhalten wir ∇ϕ(x)−1 S1
(∇ϕ(x)) = ∇ϕ(x)−1 Sϕ1 (x) ∈ Sym(n), also(
det∇ϕ(x)∇ϕ(x)−1σϕ(xϕ)∇ϕ(x)−T
)T
= det∇ϕ(x)∇ϕ(x)−1σϕ(xϕ)∇ϕ(x)−T , (4.2.8)
was a¨quivalent ist zu
det∇ϕ(x)∇ϕ(x)−1σϕ(xϕ)T∇ϕ(x)−T = det∇ϕ(x)∇ϕ(x)−1σϕ(xϕ)∇ϕ(x)−T , (4.2.9)
sodass Ku¨rzen auf σϕ(xϕ)T = σϕ(xϕ) fu¨hrt, welches eine weitere Eigenschaft von σϕ aus dem letzten
Abschnitt ist.
4.3. Nichtlineares Elastizita¨tsgesetz
Wir haben in Abschnitt 4.1 zu einer gegebenen Deformation die Eigenschaft der Funktion σϕ : Ωϕ → R3×3
hergeleitet, die in jedem Punkt xϕ ∈ Ωϕ des verformten Gebiets die Fla¨chenkraftdichte auf eine Tangential-
fla¨che mit Normalenvektor nϕ ∈ S1 mittels σϕ(xϕ).nϕ angibt. Auch wenn wir σϕ nicht explizit angeben
konnten, so konnten wir zumindest σϕ(xϕ) ∈ Sym(3) und div σϕ(xϕ)+fϕ(xϕ) = 0 nachweisen. Wir haben
auch die Funktion S1 : Ω → Rn u¨ber den Zusammenhang Sϕ1 (x) := σϕ(xϕ) Cof∇ϕ(x) eingefu¨hrt, welche
die Fla¨chenkra¨fte mittels Sϕ1 (x).n angibt, wobei der Zusammenhang ‖Cof∇ϕ(x)‖ ·nϕ = Cof∇ϕ(x).n gilt.
In Abschnitt 4.2 haben wir Potentiale W : Ω×GL+(3)→ R und P : Rn → R und damit implizit Sϕ1 bzw.
σϕ und fϕ vorgegeben und u¨ber die Annahme einer die Energie
I(ϕ) =
∫
Ω
W
(
x,∇ϕ(x0)
)
+ P
(
ϕ(x)
)
dx (4.3.1)
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minimierenden Deformationsabbildung dieselben Eigenschaften σϕ(xϕ) ∈ Sym(3) und div σϕ(xϕ)+fϕ(xϕ)
= 0 nachgewiesen. Allerdings haben wir hierfu¨r die Eigenschaft W (x,QX) = W (x,X) fu¨r alle X ∈ GL+(3)
und Q ∈ SO(3), die wir im Folgenden noch als Objektivita¨t kennenlernen werden, ausgenutzt.
Desweiteren haben wir durch Sϕ1 = DpW [x, p]
∣∣
p=∇ϕ(x) implizit eine weitere Annahme an S
ϕ
1 und damit
auch an σϕ gemacht. Wir nennen sie die Lokalita¨t der Deformation.
4.3.1. Lokalita¨t der Deformation
Betrachten wir die Deformation abgegrenzt auf ein hinreichend kleines Gebiet Ω∗ ⊆ Ω (z.B. eine Kugel
oder ein Wu¨rfel) um einen inneren Punkt des Referenzgebietes x0 ∈ Ω, so sind die Terme ho¨herer Ordnung
vernachla¨ssigbar. Unter Beru¨cksichtigung der linearen Terme der Taylor-Entwicklung von ϕ in x0 ist die
Abweichung quadratisch in ‖h‖:
ϕ(x0 + h) = x
ϕ
0 +∇ϕ(x0).h︸ ︷︷ ︸
lineare Verzerrung
+O(‖h‖2) . (4.3.2)
Wir nennen eine Deformation nun lokal, wenn σϕ nur vom Verhalten von ϕ in einem so kleinen Gebiet
Ω∗ ⊆ Ω abha¨ngt, speziell nur von xϕ0 und ∇ϕ(x) (nicht von ϕ(y) mit y 6= x, nicht von ho¨heren Ableitungen
von ϕ an der Stelle x, etc.). Diese Abha¨ngigkeit impliziert die Existenz einer Abbildung σ˜ : Ωϕ×GL+(3)→
Sym(3) mit σ˜
(
xϕ,∇ϕ(x)) = σϕ(xϕ).
Mit gleicher Argumentation gibt es eine Abbildung S˜1 : Ω
ϕ × GL+(3) → R3×3 mit S˜1
(
xϕ,∇ϕ(x)) =
σϕ(xϕ) Cof∇ϕ(x).
Noch einen Schritt weiter gehen wir mit der Annahme an die Homogenita¨t der Deformation. Hierfu¨r
mu¨ssen wir aber Einschra¨nkungen an die physischen Eigenschaften des verformten Materials hinnehmen.
4.3.2. Homogenita¨t der Deformation
Wenn wir davon ausgehen, dass das deformierte Material im physikalischen Sinn homogen ist, d.h. das
Material unabha¨ngig von der Stelle auf Verformung mit Spannung reagiert, ko¨nnen wir den Zusammenhang
zwischen ϕ und σϕ bzw. Sϕ1 vereinfachen:
Wir bezeichnen eine Deformation als homogen, wenn aus∇ϕ(x0) = ∇ϕ(x1) fu¨r x0, x1 ∈ Ω immer σϕ(xϕ0 ) =
σϕ(xϕ1 ) folgt, d.h. bei gleichem Deformationsgradienten in x0 und x1 die gleichen Fla¨chenkra¨fte herrschen.
Die ausschließliche Abha¨ngigkeit von ∇ϕ(x) impliziert die Existenz einer Abbildung σ : GL+(3)→ Sym(3)
mit σ
(∇ϕ(x)) = σϕ(xϕ) und damit auch die Existenz einer Abbildung S1 : GL+(3)→ R3×3 mit S1(∇ϕ(x)) =
σϕ(xϕ) Cof∇ϕ(x).
Außerdem u¨bertra¨gt sich die Homogenita¨t auch – falls vorhanden – auf das Potential zu S1. Wir schreiben
auch hier gleich W (p) anstatt W (x, p) und ko¨nnen zu DW
(∇ϕ(x)) = S1(∇ϕ(x)) vereinfachen.
Bezeichnen wir nun F := ∇ϕ(x) ∈ GL+(3) als den Deformationsgradienten an der Stelle x ∈ Ω, dann
erhalten wir
F 7→W (F ) , F 7→ σ(F ) , F 7→ S1(F ) mit DW (F ) = S1(F ) = σ(F ) Cof F . (4.3.3)
Bemerkung 4.3.1. Unter Vernachla¨ssigung der Volumenkra¨fte ko¨nnen wir (4.2.7) nun zu divS1(F ) = 0
vereinfachen; der sog. Divergenzfreiheit des ersten Piola-Kirchoff-Spannungstensors.
4.3.3. Polarzerlegung des Deformationsgradienten
Nach Satz 2.4.2 (Satz u¨ber die Polarzerlegung) ko¨nnen wir den Deformationsgradienten F ∈ GL+(3)
eindeutig zerlegen in
F = V R = RU mit V,U ∈ Sym+(3) und R ∈ SO(3) . (4.3.4)
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Hierbei sind sowohl V als auch U als symmetrische Matrizen diagonalisierbar und haben aufgrund von
V = RU RT dieselben Eigenwerte λ1, λ2, λ3 ∈ R+. Diese nennen wir auch die Singula¨rwerte von F .
Betrachten wir nun den linearen Teil der Deformation ϕ(x0 + h)
ϕ(x0 + h)−O(‖h‖2) = ϕ(x0) + F.h , (4.3.5)
so ko¨nnen wir diese linearisierte Deformation im Falle einer rechten Polarzerlegung F = V R als die
U¨berlagerung von genau drei Bewegungen auffassen:
i) einer Rotation um R ∈ SO(3),
ii) einer Dehnung4 (Streckung/Stauchung) V ∈ Sym+(3) in drei zueinander orthogonalen Richtungen
(den Hauptdehnungsachsen),
iii) einer Verschiebung um ϕ(x0) ∈ R3.
Verwenden wir anstatt der rechten die linke Polarzerlegung F = RU mit U ∈ Sym+(3) und dem gleichen
R ∈ SO(3) wie oben, so besteht ϕ(x0 + h) = ϕ(x0) + RU.h auch aus drei Bewegungen, nur i) mit ii)
vertauscht.
R V
U R
Abbildung 4.5.: rechte und linke Polarzerlegung des Deformationsgradienten
4.3.4. Konstitutives Gesetz
Unter Voraussetzung der Homogenita¨t haben wir den Zusammenhang zwischen Deformation und resul-
tierender Spannung als F 7→ σ(F ) bzw. F 7→ S1(F ) hergestellt. Fu¨r jedes F sind σ(F ) und S1(F ) Span-
nungstensoren, wir werden in diesem Abschnitt noch S2(F ) und T
Biot(F ) vorstellen. Alle haben allerdings
die Eigenschaft, ineinander u¨berfu¨hrbar (so wie S1(F ) = σ(F ) Cof F ) zu sein. Die Abbildung von F in
die A¨quivalenzklasse der zugeho¨rigen Spannungstensoren nennen wir das Elastizita¨tsgesetz oder auch das
konstitutive Gesetz.
Es sind unterschiedliche konstitutive Gesetze denkbar, manche passen besser auf gewisse physikalische
Beobachtungen bei Deformationsexperimenten als andere. Eine physikalisch motivierte Eigenschaft, die
wir von jedem Elastizita¨tsgesetz fordern, ist σ(1) = 0. Wir nennen dies die Eigenschaft der spannungsfreien
Referenzkonfiguration (kurz gesagt:
”
ohne Deformation keine Spannung“). Eine andere Eigenschaft, die
wir bereits (als W (QX) = W (X)) kennengelernt haben und die im Folgenden noch na¨her erla¨utert wird,
ist die Objektivita¨t. Diese setzen wir auch stets voraus.
4auch Dilatation genannt
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Mo¨gliche konstitutive Gesetze sind σ(F ) = V − 1 oder σ(F ) = log V .
Im eindimensionalen Fall entspricht F 7→ σ(F ) = V − 1 dem Hooke’schen Gesetz: Wird eine Strecke der
La¨nge 1 auf die La¨nge λ gestaucht/gestreckt, ist F = V = λ·1. Die wirkenden Kra¨fte sind nun proportional
zur Auslenkung, also λ− 1.
4.3.5. Spannungstensoren
Die in diesem Unterabschnitt vorgestellten Spannungstensoren haben allesamt die Eigenschaft, auf einen
Normalenvektor angewandt, die in einem Sinne zugeho¨rige Fla¨chenkraft auszudru¨cken. Wir haben hierbei
verschiedene Mo¨glichkeiten der Wahl des Bezugssystems.
Sei n ∈ S1 := {v ∈ R3 | ‖v‖ = 1} ein Normalenvektor, senkrecht stehend auf der Tangentialebene in einem
Punkt des Randes des Referenzgebietes Ω. Der Vektor n repra¨sentiert somit eine Teilfla¨che dieser Ebene mit
Fla¨chenmaß eins. Wir haben bereits gesehen, dass diese Fla¨che bei einer Verformung des Referenzgebietes
mittels F ∈ GL+(3) in das deformierte Gebiet zu der Fla¨che transformiert wird, auf der (Cof F ).n senkrecht
steht, und die das Fla¨chenmaß ‖(Cof F ).n‖ besitzt. Die normierte zu n korrespondierende Fla¨che im
deformierten Gebiet bezeichenen wir von nun an mit nˆ = (Cof F ).n‖(Cof F ).n‖ .
Wir ko¨nnen es auch so ausdru¨cken: ‖(Cof F ).n‖ entspricht genau der Fla¨chenverzerrung durch F : Der
Fla¨cheninhalt einer Fla¨che mit Normalenvektor n vera¨ndert sich durch die Deformation um den Faktor
‖(Cof F ).n‖.
Die Anwendung von nˆ auf σ und n auf S1 haben wir bereits kennengelernt, hinzu kommt jetzt noch die
Anwendung von n auf S2 und auf T
Biot(F ).
Als U¨bersicht soll das folgende Beispiel dienen:
Beispiel 4.3.2. In Abbildung 4.6 deformieren wir einen Einheitswu¨rfel mittels F =
 4/5 1 0−1/5 6/5 0
0 0 1
.
n
Fn
n̂ · ‖(Cof F ).n‖n̂
F
S2.n
TBiot.n
S1.n
σ.n̂
F
Abbildung 4.6.: Seitenansicht der Deformation eines Einheitswu¨rfels und wirkende Kra¨fte
Cauchy-Spannungstensor
Der Cauchy-Spannungstensor σ dru¨ckt die Spannung im verformten Material bezogen auf Fla¨chen im
verformten Material aus (kurz gesagt: Kraft pro deformierter Fla¨che). Hierbei beschreiben die Eintra¨ge
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der Matrix σ(F ) mit ihren neun Eintra¨gen die jeweils drei Komponenten der drei Fla¨chenkra¨fte zu n̂ =
e1, e2, e3. Die Symmetrie von σ(F ) entspricht der Drehmomentfreiheit des Zusammenwirkens der drei
Kra¨fte.
So entspricht σ.nϕ der Kraft im verformten Material auf eine Fla¨che mit Fla¨chenmaß 1, auf der n senkrecht
steht.
Erster Piola-Kirchhoff-Spannungstensor
Der erste Piola-Kirchhoff-Spannungstensor S1 dru¨ckt die Spannung im verformten Material bezogen auf
Fla¨chen im unverformten Material aus (kurz gesagt: Kraft pro urspru¨nglicher Fla¨che).
Hierzu ist S1 definiert als
S1(F ) := σ(F ) Cof F (4.3.6)
und hat die Eigenschaft
S1(F ).n = σ(F )(Cof F ).n = ‖(Cof F ).n‖ · σ(F ).nϕ .
Wir sehen, ‖(Cof F ).n‖ bildet den Verzerrungsfaktor der Ebene von der Ausgangs- zur deformierten Kon-
figuration.
Natu¨rlich la¨sst sich der Cauchy-Spannungstensor aus dem erstem Piola-Kirchhoff-Spannungstensor mittels
σ(F ) = 1detF S1(F )F
T berechnen.
Zweiter Piola-Kirchhoff-Spannungstensor
Der zweite Piola-Kirchoff-Spannungstensor S2 transformiert die Spannung des verformten Materials be-
zogen auf Fla¨chen im unverformten Material wieder zuru¨ck auf das undeformierte Bezugssystem und ist
definiert als:
S2(F ) := F
−1S1(F ) . (4.3.7)
Biot-Spannungstensor
Der Biot-Spannungstensor TBiot dreht die Spannung des verformten Materials bezogen auf Fla¨chen im
unverformten Material wieder zuru¨ck auf das undeformierte Bezugssystem und ist definiert als:
TBiot(F ) := RTS1(F ) . (4.3.8)
Hierbei ist R ∈ SO(3) der orthogonale Faktor der Polarzerlegung F = V R = RU .
Umrechnungsdiagramm
In Abbildung 4.7 sehen wir ein Umrechnungsdiagramm fu¨r die verschiedenen Spannungstensoren.
4.3.6. Hyperelastizita¨t
Definition 4.3.3. Wir bezeichnen ein Elastizita¨tsgesetz als hyperelastisch, wenn es durch eine elastische
Energiefunktion5 W : GL+(3) → R induziert wird. Dies ist genau dann der Fall, wenn der erste Piola-
Kirchhoff-Spannungstensor S(F ) ein Gradientenfeld ist, also eine Funktion W : GL+(3)→ R existiert mit
DW (F ) = S1(F ).
5welche als Modellierung eines physikalischen Zusammenhangs die physikalisch immer vorauszusetzende Eigenschaft der
Objektivita¨t immer in sich tra¨gt
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σ S1
TBiot S2
S1 = σ Cof F
S2 = F
−1 S1
S2 = F
−1 σ Cof F
TBiot = U S2
TBiot = RT S1
TBiot = RT σ Cof F
Abbildung 4.7.: Umrechnung der verschiedenen Spannungstensoren
Bemerkung 4.3.4. Beispiele fu¨r hyperelastische Energiefunktionen sind
WSVK(F ) = ‖U2 − 1‖2µ,κ , (4.3.9)
WH(F ) = ‖logU‖2µ,κ . (4.3.10)
Hierbei ist U =
√
FTF und ‖·‖µ,κ die gewichtete Matrixnorm, definiert als
‖X‖2µ,κ := µ ‖dev3X‖2 +
κ
2
(tr(X))
2
(4.3.11)
mit dem deviatorischen (spurfreien) Anteil devnX = X − 1n tr(X)1 und der Frobeniusnorm ‖X‖ :=√
tr(XTX) =
√〈X,X〉.
4.3.7. Objektivita¨t
Wir haben bereits in Abschnitt 4.2 die Eigenschaft W (x,QX) = W (x,X) fu¨r alle Q ∈ SO(3) und X ∈
GL+(3) kennengelernt, die sich unter Einfluss der Homogenita¨t zu W (QX) = W (X) vereinfacht. Bevor
wir uns mit der Objektivita¨t von Energiefunktionen bescha¨ftigen, behandeln wir zuna¨chst die Objektivita¨t
von Spannungsabbildungen.
Dazu sei σ : GL+(3) → Sym(3) ein Elastizita¨tsgesetz, gegeben durch die Abbildung von F ∈ GL+(3) auf
den Cauchy-Spannungstensor σ(F ) ∈ Sym(3). Und sei n ∈ R3 ein Normalenvektor auf dem Rand des mit F
verzerrten Gebietes. Zur Erinnerung: Die Kraft pro Fla¨cheneinheit, die auf die Fla¨che mit Normalenvektor
n wirkt, wird durch σ(F ).n gegeben.
Definition 4.3.5. Wir nennen σ im physikalischen Sinne objektiv, wenn diese Kraft unabha¨ngig vom
Bezugssystem ist. Drehen wir das Bezugssystem um Q ∈ SO(3) nach der Deformation, d.h. wenden QF
anstatt F an, so dreht sich auch der Normalenvektor zu Qn und es soll σ(QF ).Qn die gleiche Kraft ergeben,
wie Qσ(F ).n, was auf
σ(QF ) = Qσ(F )QT fu¨r alle F ∈ GL+(3) und SO(3) (4.3.12)
fu¨hrt.
Bemerkung 4.3.6. Aufgrund von physikalischen U¨berlegungen muss bei (physikalisch plausiblen) Elas-
tizita¨tsgesetzen immer die Eigenschaft der Objektivita¨t gelten! So werden wir im Folgenden nicht immer
explizit erwa¨hnen, wenn ein Elastizita¨tsgesetz objektiv ist.
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Lemma 4.3.7. Ein Elastizita¨tsgesetz ist genau dann objektiv, wenn eine der folgenden zueinander a¨qui-
valenten Bedingungen erfu¨llt ist:
i) σ(QF ) = Qσ(F )QT fu¨r alle F ∈ GL+(3) und Q ∈ SO(3).
ii) S1(QF ) = QS1(F ) fu¨r alle F ∈ GL+(3) und Q ∈ SO(3).
iii) S2(QF ) = S2(F ) fu¨r alle F ∈ GL+(3) und Q ∈ SO(3).
iv) TBiot(QF ) = TBiot(F ) fu¨r alle F ∈ GL+(3) und Q ∈ SO(3).
Beweis. Die A¨quivalenz der Objektivita¨t zu i) ergibt sich direkt aus der Definition. Wir zeigen noch, dass
i), ii), iii) und iv) zueinander a¨quivalent sind:
Sei Q ∈ SO(3) und F ∈ GL+(3) mit Polarzerlegung F = UR und U ∈ Sym+(3) und R ∈ SO(3), somit
hat QF ∈ GL+(3) die Polarzerlegung QF = R̂ mit gleichem U und R̂ = QR ∈ SO(3). Zudem gilt
Cof(QF ) = QCof(F ) nach Folgerung 2.1.29. Nun ko¨nnen wir folgern
i)⇒ ii):
S1(QF ) = σ(QF ) Cof(QF ) = Qσ(F )Q
TQCof F = QS1(F )
ii)⇒ iii):
S2(QF ) = (QF )
−1 S1(QF ) = F−1QTQS1(F ) = S2(F )
iii)⇒ iv):
TBiot(QF ) = (QR)T (QF )S2(QF ) = R
TQTQF S2(F ) = T
Biot(F )
iv)⇒ i):
σ(QF ) = (QR)TBiot(QF ) Cof(QF )−1 = QRTBiot(F ) Cof(F )−1QT = Qσ(F )QT 
Lemma 4.3.8. Sei TBiot : GL+(3)→ Sym(3) ein objektives Elastizita¨tsgesetz. Dann ist TBiot allein schon
durch die Abbildungsvorschrift auf Sym+(3) bestimmt, d.h. es existiert eine Abbildung T˜Biot : Sym+(3)→
Sym(3) mit T˜Biot = TBiot
∣∣
Sym+(3)
und TBiot(F ) = T˜Biot(U) fu¨r alle F = RU ∈ GL+(3) mit U ∈ Sym+(3)
und Q ∈ SO(3).
Beweis. Sei F ∈ GL+(3) mit Polarzerlegung F = RU mit U ∈ Sym+(3) und R ∈ SO(3) gegeben. Ist
TBiot(U) bekannt, so gilt aufgrund der Objektivita¨t TBiot(F ) = TBiot(RU) = TBiot(U), also ist auch
TBiot(F ) bekannt. 
Bemerkung 4.3.9. Die Einschra¨nkung auf Sym+(3) werden wir im Folgenden anstatt mit T˜Biot auch
mit TBiot : Sym+(3)→ Sym(3) als Elastizita¨tsgesetz in U ausdru¨cken.
Zudem erhalten wir mit T̂Biot : Sym+(3)→ Sym(3) und C 7→ T̂Biot(C) := TBiot(√C) ein TBiot zugeho¨riges
Elastizita¨tsgesetz in C.
Objektivita¨t von Energiefunktionen
Wir fu¨hren nun auch formal den bereits schon verwendeten Begriff der Objektivita¨t von Energiefunktionen
ein:
Definition 4.3.10. Wir bezeichnen eine Energiefunktion W : GL+(3)→ R als objektiv, wenn
W (QF ) = W (F ) fu¨r alle F ∈ GL+(3) und Q ∈ SO(3) (4.3.13)
gilt.
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Bemerkung 4.3.11. Ist F = RU mit R ∈ SO(3) und U ∈ Sym+(3) die (linke) Polarzerlegung des
Deformationsgradienten F ∈ GL+(3), dann gilt mit Objektivita¨t W (F ) = W (U). So ist W allein schon
durch die Einschra¨nkung auf die Menge der positiv definiten symmetrischen Matrizen W
∣∣
Sym+(3)
festgelegt.
So schreiben wir gleichwertig auch W : Sym+(3)→ R mit U 7→W (U) als Energiefunktion.
Proposition 4.3.12. Die Objektivita¨t einer Energiefunktion W : GL+(3) → R impliziert die Existenz
einer Energiefunktion Ŵ : Sym+(3)→ R mit
Ŵ (FTF ) = W (F ) fu¨r alle F ∈ GL+(3) . (4.3.14)
Bemerkung 4.3.13. Das Argument von Ŵ bezeichnen wir im Allgemeinen mit C := FTF ∈ Sym+(3),
dem rechten Cauchy-Green-Deformationstensor [32].
Beweis. Fu¨r alle X ∈ Sym+(3) ist die Abbildung X 7→ √X wohldefiniert. Mit Ŵ (X) := W (√X) erhalten
wir
Ŵ (FTF ) = W (
√
FTF ) = W (U) = W (F ) ,
wobei F = RU die (linke) Polarzerlegung von F ∈ GL+(3) ist. 
Lemma 4.3.14. Sei W : GL+(3)→ R eine Energiefunktion. Ist W objektiv, so ist das durch W induzierte
Elastizita¨tsgesetz objektiv.
Beweis. Wir entwickeln zuna¨chst W an F ∈ GL+(3) mit der Taylorformel zu
W (F +H) = W (F ) + 〈S1(F ), H〉+O(‖H‖2) fu¨r alle H ∈ GL+(3) . (4.3.15)
Nehmen wir nun einerseits Objektivita¨t an, dann gilt
W (QF ) = W (F ) und W
(
Q(F +H)
)
= W (F +H) fu¨r alle F,H ∈ GL+(3) und Q ∈ SO(3) .
Entwickeln wir W in QF ∈ GL+(3)
W (QF + Ĥ) = W (QF ) + 〈S1(QF ), Ĥ〉+O(‖Ĥ‖2)
und setzen Ĥ = QH, erhalten wir O(‖Ĥ‖2) = O(‖H‖2) und
W (F +H) = W
(
Q(F +H)
)
= W (QF ) + 〈S1(QF ), QH〉+O(‖H‖2)
= W (F ) + 〈QT S1(QF ), H〉+O(‖H‖2) ,
was mit (4.3.15) auf
〈S1(F )−QT S1(QF ), H〉 = O(‖H‖2) fu¨r alle H ∈ GL+(3)
und damit auf S1(F ) = Q
T S1(QF ) fu¨hrt. 
U¨berfu¨hren wir Proposition 2.10.25 auf die hier verwendete Notation.
Proposition 4.3.15. Sei W : GL+(n) → R eine objektive Energiefunktion und Ŵ : Sym+(n) → R mit
Ŵ (C) = W (F ) fu¨r alle F ∈ GL+(n) die hieraus resultierende Energiefunktion in C := FTF . Mit S1(F ) =
DW (F ) und S2(F ) = F
−1S1(F ) gilt fu¨r alle F,H ∈ GL+(n)
DCŴ (C) =
1
2
S2(F ) =
1
2
F−1S1(F ) ∈ Sym(n) (4.3.16)
und
〈S1(F ) , H 〉 = 〈DCŴ (C) , FTH +HTF 〉 . (4.3.17)
Beweis. Siehe Beweis zu Proposition 2.10.25 auf Seite 56. 
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4.3.8. Isotropie
Anders als die Objektivita¨t impliziert die in diesem Abschnitt vorgestellte Isotropie eine Einschra¨nkung
an die physikalischen Eigenschaften des deformierten Materials. So sind sowohl isotrope, als auch aniso-
trope Elastizita¨tsgesetze denkbar. Wir bezeichnen mit Isotropie zuna¨chst einen physikalischen Begriff, der
sich unter der Annahme von Objektivita¨t als zur klassischen (mathematischen) Isotropie6 als a¨quivalent
erweisen wird.
Definition 4.3.16. Wir nennen ein Elastizita¨tsgesetz σ : GL+(3) → Sym(3) im physikalischen Sinne
isotrop, wenn das verzerrte Material keine Vorzugsrichtung7 aufweisen soll. Wenn wir beispielsweise unseren
Wu¨rfel vor der Verzerrung durch eine Vierteldrehung in einen Wu¨rfel gleicher Form u¨berfu¨hren, soll dieser
sich unter F mit der gleichen Kraft verformen, es soll also σ(FQ).n = σ(F ).n gelten, was auf
σ(FQ) = σ(F ) fu¨r alle F ∈ GL+(3) und Q ∈ SO(3) (4.3.18)
fu¨hrt.
Beispiele fu¨r isotrope Materialien sind Gummi und Stahl, Beispiele fu¨r nicht isotrope Materialien sind
Carbon und Holz.
Bemerkung 4.3.17. Wir erinnern uns: Fu¨r ein gegebenes Elastita¨tsgesetz sind die Abbildungen
S1, S2, T
Biot, σ : GL+(3)→ Sym(3) , (4.3.19)
welche den Deformationsgradienten F ∈ GL+(3) auf einen der a¨quivalenten Spannungstensoren S1(F ),
S2(F ), T
Biot(F ), σ(F ) abbilden, ineinander umrechenbar (vgl. Abbildung 4.7). Sei F = V R die Polarzer-
legung mit V ∈ Sym+(3) und R ∈ SO(3), dann gelten die zyklischen Umrechnungsformeln, welche wir in
den folgenden beiden Lemmata verwenden werden:
S1(F ) = σ(F ) Cof(F ) ,
S2(F ) = F
−1 S1(F ) ,
TBiot(F ) = RTσ(F ) Cof(F ) ,
σ(F ) = RTBiot(F ) Cof(F )−1 . (4.3.20)
Lemma 4.3.18. Ein Elastizita¨tsgesetz ist genau dann isotrop, wenn eine der folgenden zueinander a¨qui-
valenten Bedingungen erfu¨llt ist:
i) σ(FQ) = σ(F ) fu¨r alle F ∈ GL+(3) und Q ∈ SO(3).
ii) S1(FQ) = S1(F )Q
T fu¨r alle F ∈ GL+(3) und Q ∈ SO(3).
iii) S2(FQ) = Q
TS2(F )Q fu¨r alle F ∈ GL+(3) und Q ∈ SO(3).
iv) TBiot(FQ) = QTTBiotQ fu¨r alle F ∈ GL+(3) und Q ∈ SO(3).
Beweis. Die A¨quivalenz der Isotropie zu i) ergibt sich direkt aus der Definition. Wir zeigen noch, dass i),
ii), iii) und iv) zueinander a¨quivalent sind:
Sei Q ∈ SO(3) und F ∈ GL+(3) mit Polarzerlegung F = V R und V ∈ Sym+(3) und R ∈ SO(3), somit
hat FQ ∈ GL+(3) die Polarzerlegung FQ = V R˜ mit gleichem V und R˜ = RQ ∈ SO(3). Zudem gilt
Cof(FQ) = Cof(F )Q nach Folgerung 2.1.29. Nun ko¨nnen wir folgern
i)⇒ ii):
S1(FQ) = σ(FQ) Cof(FQ) = σ(F ) Cof(F )Q = S1(F )Q .
6Φ(QTXQ) = QTΦ(X)Q fu¨r alle X ∈ GL+(3) und alle X ∈ SO(3)
7So hat beispielsweise gemasertes Holz eine Vorzugsrichtung, Gummi oder Stahl hingegen nicht.
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ii)⇒ iii):
S2(FQ) = (FQ)
−1S1(FQ) = QTF−1S1(F )Q = QTS2(F )Q .
iii)⇒ iv):
TBiot(FQ) = (RQ)T (FQ)S2(FQ) = Q
TRTFS2(F )Q = Q
TTBiot(F )Q .
iv)⇒ i):
σ(FQ) = (RQ)TBiot(FQ) Cof(FQ)−1 = RTBiot(F ) Cof(F )−1 = σ(F ) . 
Folgerung 4.3.19. Somit gilt fu¨r ein isotropes Elastizita¨tsgesetz, wenn wir zudem von Objektivia¨t aus-
gehen, dass fu¨r die Spannungstensorabbildungen die mathematische Definition der Isotropie einer tensor-
wertigen Tensorfunktion gilt:
σ(QTFQ) = QTσ(F )Q ,
S1(Q
TFQ) = QT S1(F )Q ,
S2(Q
TFQ) = QT S2(F )Q ,
TBiot(QTFQ) = QT TBiot(F )Q (4.3.21)
fu¨r alle F ∈ GL+(3) und Q ∈ SO(3).
Lemma 4.3.20. Sei σ : GL+(3)→ Sym(3) ein isotropes Elastizita¨tsgesetz. Dann ist σ allein schon durch
die Abbildungsvorschrift auf Sym+(3) bestimmt, d.h. es existiert eine Abbildung σ˜ : Sym+(3) → Sym(3)
mit σ˜ = σ|Sym+(3) und σ(F ) = σ˜(V ) fu¨r alle F = V R ∈ GL+(3) mit V ∈ Sym+(3) und Q ∈ SO(3).
Zudem ist σ koaxial und es existiert eine Abbildung % : R3+ → R3+ mit (λ1, λ2, λ3) 7→ (σ1, σ2, σ3), welche
die Eigenwerte von V auf die Eigenwerte von σ(V ) abbildet. Ist V = Qdiag(λ1, λ2, λ3)Q
T , so ist
σ(F ) = σ(V ) = Qdiag(σ1, σ2, σ3)Q
T . (4.3.22)
Damit sind die Hauptdehnungsachsen (die Eigenvektoren von V zu λ1, λ2, λ3 als Spalten in Q) auch die
Hauptspannungsachsen (die Eigenvektoren von σ(V ) zu σ1, σ2, σ3 als Spalten in Q). So werden σ1, σ2, σ3
auch Hauptspannungen (principal stresses) genannt.
Beweis. Sei F ∈ GL+(3) mit Polarzerlegung F = V R mit V ∈ Sym+(3) und R ∈ SO(3) gegeben. Ist σ(V )
bekannt, so gilt aufgrund der Isotropie σ(F ) = σ(V R) = σ(V ), also ist auch σ(F ) bekannt.
Zusammen mit der Objektivita¨t folgt die mathematische Isotropie σ(QV QT ) = Qσ(V )QT fu¨r alle V ∈
Sym+(3) und alle Q ∈ SO(3) und Proposition 2.5.12 garantiert die Aussage. 
Bemerkung 4.3.21. Die Einschra¨nkung auf Sym+(3) werden wir im Folgenden anstatt mit σ˜ auch mit
σ : Sym+(3)→ Sym(3) als Elastizita¨tsgesetz in V ausdru¨cken.
Zudem erhalten wir mit σ̂ : Sym+(3) → Sym(3) und B 7→ σ̂(B) := σ(√B) ein σ zugeho¨riges Elasti-
zita¨tsgesetz in B = FFT .
Zusammen mit Bemerkung 4.3.9 erhalten wir somit fu¨r das Elastizita¨tsgesetz Funktionen σ̂, T̂Biot : Sym+(3)
→ Sym(3) mit
σ̂(QTBQ) = QT σ̂(B)Q , (4.3.23)
T̂Biot(QTCQ) = QT T̂Biot(C)Q , (4.3.24)
d.h. mathematisch isotrope Elastizia¨tsgesetze in B und C. Nach Folgerung 2.5.13 kommutiert jede isotrope
Tensorfunktion mit ihrem Argument, so ko¨nnen wir eine wichtige Eigenschaft sofort folgern.
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Folgerung 4.3.22. Gegeben seien die Darstellungen eines isotropen Elastizita¨tsgesetzes σ, σ̂, TBiot, T̂Biot :
Sym+(3)→ Sym(3). Dann kommutieren alle vier Abbildungen mit ihrem Argument, d.h.
σ(V ) · V = V · σ(V ) ,
σ̂(B) ·B = B · σ̂(V ) ,
TBiot(U) · U = U · TBiot(U) ,
T̂Biot(C) · C = C · T̂Biot(C) (4.3.25)
fu¨r alle V,U,C,B ∈ Sym+(3).
Isotropie von Energiefunktionen
Betrachten wir nun noch den Begriff der Isotropie von Energiefunktionen:
Definition 4.3.23. Wir bezeichnen eine Energiefunktion W : GL+(3)→ R als isotrop, wenn
W (FQ) = W (F ) fu¨r alle F ∈ GL+(3) und Q ∈ SO(3) (4.3.26)
gilt.
Bemerkung 4.3.24. Ist F = V R = UR mit R ∈ SO(3) und U, V ∈ Sym+(3) die Polarzerlegung des
Deformationsgradienten F ∈ GL+(3), dann gilt mit Isotropie W (F ) = W (V ). Da wir aber fu¨r gewo¨hlich
immer von Objektivita¨t ausgehen ko¨nnen, ist es sehr ungewo¨hnlich, eine Energiefunktion in Abha¨ngigkeit
von V anzugeben, da ja bereits W (F ) = W (U) gilt und eine Abbildungsvorschrift in V , falls sie denn
aufgrund von Isotropie existiert, identisch mit der Vorschrift in U wa¨re.
Bemerkung 4.3.25. Eine objektive, isotrope Energiefunktion W : GL+(3) → R erfu¨llt die klassische
(mathematische) Defintion der Isotropie einer skalarwertigen Tensorfunktion:
W (QTFQ) = W (F ) fu¨r alle F ∈ GL+(3) und Q ∈ SO(3) .
Lemma 4.3.26. Sei W : GL+(3) → R eine Energiefunktion. Ist W isotrop (und in diesem Fall nicht
zwingend objektiv), so ist das durch W induzierte Elastizita¨tsgesetz isotrop.
Beweis. Der Beweis verla¨uft a¨hnlich wie der Beweis zu Lemma 4.3.14:
Unter Annahme von Isotropie gilt
W (FQ) = W (F ) und W
(
(F +H)Q
)
= W (F +H) fu¨r alle F,H ∈ GL+(3) und Q ∈ SO(3) .
Entwickeln wir W in FQ ∈ GL+(3)
W (FQ+ H˜) = W (FQ) + 〈S1(FQ), H˜〉+O(‖H˜‖2)
und setzen H˜ = HQ, erhalten wir O(‖H˜‖2) = O(‖H‖2) und
W (F +H) = W
(
(F +H)Q
)
= W (FQ) + 〈S1(FQ), HQ〉+O(‖H‖2)
= W (F ) + 〈S1(QF )QT , H〉+O(‖H‖2) ,
was mit (4.3.15) auf
〈S1(F )− S1(FQ)QT , H〉 = O(‖H‖2) fu¨r alle H ∈ GL+(3)
und damit auf S1(F ) = S1(FQ)Q
T fu¨hrt. 
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Lemma 4.3.27. Fu¨r alle F ∈ GL+(3) mit B = FFT = V 2 gilt
σ(F ) = σ(V ) =
1
detV
DW (V )V (4.3.27)
= σ̂(B) =
2√
detB
DŴ (B)B . (4.3.28)
Beweis. Wir erhalten (4.3.27) direkt u¨ber die Definition S1(F ) = DW (F ) und σ(F ) = σ(V ). Weiterhin
ist mit W (V ) = Ŵ (B) auch
σ(V ) = DV Ŵ (V
2)(detV )−1 V
= DBŴ (V
2) 2V (detV )−1 V
=
2√
detV 2
DŴ (V 2)V 2 ,
sodass mit σ̂(B) = σ(V ) auch (4.3.28) folgt. 
Lemma 4.3.28. Sei W : GL+(3) → R mit F 7→ W (F ) eine isotrope Energiefunktion. Dann existiert
eine nur von den Singula¨rwerten von F abha¨ngende Energiefunktion g : R3+ → R und eine nur von den
Eigenwerten von B abha¨ngende Energiefunktion ĝ : R3+ → R mit
W (F ) = g(λ1, λ2, λ3) = ĝ(λ
2
1, λ
2
2, λ
2
3) . (4.3.29)
Hierbei sind g und ĝ invariant gegenu¨ber Permutation ihrer Parameter. Die Hauptspannungen gema¨ß
Lemma 4.3.20, d.h. die Eigenwerte von σ(F ), lassen sich mittels g bzw. ĝ bestimmen. Fu¨r i ∈ {1, 2, 3} ist
σi =
λi
λ1 λ2 λ3
· ∂g
∂λi
(λ1, λ2, λ3) (4.3.30)
=
2λ2i√
λ21 λ
2
2 λ
2
3
· ∂ĝ
∂λ2i
(λ21, λ
2
2, λ
2
3) . (4.3.31)
Die Singula¨rwerte von S1(F ) lassen sich ebenso mittels g bzw. ĝ bestimmen. Fu¨r i ∈ {1, 2, 2} ist
ti =
λ1, λ2 λ3
λi
σi =
∂g
∂λi
(λ1, λ2, λ3) (4.3.32)
= 2λi
∂ĝ
∂λ2i
(λ21, λ
2
2, λ
2
3) . (4.3.33)
Beweis. Mit Lemma 2.5.26 erhalten wir aus der Isotropie von W die Existenz von g : R3+ → R und mit
ĝ(x, y, z) = g(
√
x,
√
y,
√
z) auch die Existenz von ĝ : R3+ → R mit W (F ) = g(λ1, λ2, λ3) = ĝ(λ21, λ22, λ23)
einschließlich der Invarianz gegenu¨ber Argumentpermutation.
Seien nun λ1, λ2, λ3 ∈ R+ beliebig gewa¨hlt. Wa¨hlen wir nun fu¨r den Deformationsgradienten die Diago-
nalmatrix F = (diag(λ1, λ2, λ3), dann folgt mit Lemma 4.3.27
σ
(
diag(λ1, λ2, λ3)
)
=
1
λ1λ2λ3
DW
(
diag(λ1, λ2, λ3)
)
diag(λ1, λ2, λ3) .
Mit Lemma 4.3.20 ist σ
(
diag(λ1, λ2, λ3)
)
= diag(σ1, σ2, σ3), also ist auch DW
(
diag(λ1, λ2, λ3)
)
eine Dia-
gonalmatrix und es gilt
DW
(
diag(λ1, λ2, λ3)
)
= diag
( ∂g
∂λ1
(λ1, λ2, λ3) ,
∂g
∂λ1
(λ1, λ2, λ3) ,
∂g
∂λ1
(λ1, λ2, λ3)
)
.
Betrachten wir die Diagonalelemente der zusammengesetzen Gleichung, so erhalten wir σi =
λi
λ1 λ2 λ3
∂g
∂λi
(λ1, λ2, λ3).
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Analog ist
DŴ
(
diag(λ21, λ
2
2, λ
2
3)
)
= diag
( ∂ĝ
∂λ21
(λ21, λ
2
2, λ
2
3) ,
∂ĝ
∂λ21
(λ21, λ
2
2, λ
2
3) ,
∂ĝ
∂λ21
(λ21, λ
2
2, λ
2
3)
)
.
und wir erhalten
diag(σ1, σ2, σ3) =
2√
λ21λ
2
2λ
2
3
DŴ
(
diag(λ21, λ
2
2, λ
2
3)
)
diag(λ21, λ
2
2, λ
2
3)
und somit bei Betrachtung der Diagonalelemente σi =
2λ2i√
λ21 λ
2
2 λ
2
3
· ∂ĝ
∂λ2i
(λ21, λ
2
2, λ
2
3).
Zudem ist S1
(
diag(λ1, λ2, λ3)
)
= σ
(
diag(λ1, λ2, λ3)
) ·Cof(diag(λ1, λ2, λ3)), und damit ti = σi λ1,λ2,λ3λi . Die
ti sind die Singula¨rwerte von S1(F ), denn fu¨r F = RU = V R und R ∈ SO(3) und V,U ∈ Sym+(3) gilt
S1(F ) = S1(V R) = S1(V )R
T
= S1(RU) = RS1(U) . 
Verwenden wir die Nebenbedingung detF = 1, gehen also von inkompressiblem Material aus, so nehmen
σi und ti aus Lemma 4.3.28 die Form
σi = λi
∂g
∂λi
(λ1, λ2, λ3) + p , (4.3.34)
ti =
1
λi
σi =
∂g
∂λi
(λ1, λ2, λ3) + p
1
λi
(4.3.35)
an. Hierbei ist p ein Langrange-Multiplikator, der auch hydrostatischer Druck genannt wird.
4.3.9. Einige einfache Beispieldeformationen fu¨r inkompressible Materialien
Im Folgenden betrachten wir fu¨r den Fall, dass das Elastizita¨tsgesetz durch eine isotrope Energiefunktion
W (F ) = g(λ1, λ2, λ3) induziert wird, die Hauptspannungen von drei Typen von volumenerhaltenden De-
formationen: Im uniaxialen Fall wird ein Referenzwu¨rfel in e1-Richtung gedehnt (siehe Abbildung 4.8), im
equibiaxialen Fall wird er zugleich in e1-Richtung und in e2-Richtung gedehnt (siehe Abbildung 4.9), im
Pure-Shear-Fall wird er in e1-Richtung gedehnt und in e2-Richtung konstant gehalten (siehe Abbildung
4.10). In allen drei Fa¨llen gleichen die u¨brigen Richtungen die Deformation volumenerhaltend aus.
Uniaxiale Deformation
1
1
1
F
1√
λ
1√
λλ
Abbildung 4.8.: Uniaxiale Deformation
Proposition 4.3.29 (Uniaxiale Deformation). Fu¨r λ ∈ R+ seien λ1 = λ und λ2 = λ3 = 1√λ . Zudem
werde σ2 = σ3 = 0 bzw. t2 = t3 = 0 angenommen. Dann gilt
σ1 = λ
dg
dλ
(
λ,
1√
λ
,
1√
λ
)
und t1 =
dg
dλ
(
λ,
1√
λ
,
1√
λ
)
. (4.3.36)
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Beweis. Im Fall von i ∈ {2, 3} ergibt (4.3.35)
∂g
∂λ2
(
λ,
1√
λ
,
1√
λ
)
=
∂g
∂λ3
(
λ,
1√
λ
,
1√
λ
)
= −p
√
λ ,
also
p = − 1
2
√
λ
∂g
∂λ2
(
λ,
1√
λ
,
1√
λ
)
− 1
2
√
λ
∂g
∂λ3
(
λ,
1√
λ
,
1√
λ
)
.
Wenden wir die Kettenregel an, so ist (4.3.35) fu¨r i = 3
d g
dλ
(
λ,
1√
λ
,
1√
λ
)
=
∂g
∂λ1
(
λ,
1√
λ
,
1√
λ
)
− 1
2λ3/2
∂g
∂λ2
(
λ,
1√
λ
,
1√
λ
)
− 1
2λ3/2
∂g
∂λ3
(
λ,
1√
λ
,
1√
λ
)
=
∂g
∂λ1
(
λ,
1√
λ
,
1√
λ
)
+
1
λ
p = t3 .
Mit σi = λi ti gilt zudem die Aussage fu¨r die erste Hauptspannung. 
Equibiaxiale Deformation
1
1
1
F λ
1
λ2λ
Abbildung 4.9.: Equibiaxiale Deformation
Proposition 4.3.30 (Equibiaxiale Deformation). Fu¨r λ ∈ R+ seien λ1 = λ2 = λ und λ3 = 1λ2 . Zudem
werde σ3 = 0 bzw. t3 = 0 angenommen. Dann gilt
σ1 = σ2 =
λ
2
dg
dλ
(
λ, λ,
1
λ2
)
und t1 = t2 =
1
2
dg
dλ
(
λ, λ,
1
λ2
)
. (4.3.37)
Beweis. Im Fall von i = 3 ergibt (4.3.35)
∂g
∂λ3
(
λ, λ,
1
λ2
)
= −p λ2 .
Zudem gilt aus Symmetriegru¨nden8
∂g
∂λ1
(
λ, λ,
1
λ2
)
=
∂g
∂λ2
(
λ, λ,
1
λ2
)
annehmen. Wenden wir die Kettenregel an, so ist (4.3.35) fu¨r i ∈ {1, 2}
dg
dλ
(
λ, λ,
1
λ2
)
=
∂g
∂λ1
(
λ, λ,
1
λ2
)
+
∂g
∂λ2
(
λ, λ,
1
λ2
)
− ∂g
∂λ3
(
λ, λ,
1
λ2
)
· 2
λ3
= 2
∂g
∂λ1
(
λ, λ,
1
λ2
)
+ p
2
λ
= 2 t1 = 2 t2 .
Mit σi = λi ti gilt zudem die Aussage fu¨r die erste Hauptspannung. 
8genauer: aufgrund der Invarianz von g gegenu¨ber Argumentpermutation
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Pure-Shear-Deformation
1
1
1
F 1
1
λλ
Abbildung 4.10.: Pure-Shear-Deformation
Proposition 4.3.31 (Pure-Shear-Deformation). Fu¨r λ ∈ R+ seien λ1 = λ, λ2 = 1 und λ3 = 1λ . Zudem
werde σ3 = 0 bzw. t3 = 0 angenommen. Dann gilt
σ1 = λ
dg
dλ
(
λ, 1,
1
λ
)
und t1 =
dg
dλ
(
λ, 1,
1
λ
)
. (4.3.38)
Beweis. Im Fall von i = 3 ergibt (4.3.35)
∂g
∂λ3
(
λ, λ,
1
λ2
)
= −p λ .
Wenden wir die Kettenregel an, so ist (4.3.35) fu¨r i = 1
dg
dλ
(
λ, λ,
1
λ2
)
=
∂g
∂λ1
(
λ, λ,
1
λ2
)
− 1
λ2
∂g
∂λ3
(
λ, λ,
1
λ2
)
=
∂g
∂λ1
(
λ, λ,
1
λ2
)
+ p
1
λ
= t1 .
Mit σi = λi ti gilt zudem die Aussage fu¨r die erste Hauptspannung. 
4.3.10. Verschiedene Energiefunktionen und ihr Einfluss auf uniaxiale, biaxiale und
Pure-Shear-Deformation
Wie in Abschnitt 4.3.6 erla¨utert, wird jedes hyperelastische isotrope Elastizita¨tsgesetz durch eine isotro-
pe Energiefunktion bestimmt. Wir wollen nun isotrope Energiefunktionen darauf untersuchen, wie gut
sich der durch sie hergestellte Dehnungs-Spannungs-Zusammenhang mit realen, physikalischen Messda-
ten deckt. Hierzu verwenden wir Daten, die Treloar [77] 1944 bei Experimenten zur uniaxialen Streckung
und Stauchung (vgl. Proposition 4.3.29), zur equibiaxialen Streckung (vgl. Proposition 4.3.30) und zur
Pure-Shear-Dehnung (vgl. Proposition 4.3.31) ermittelt hat.
Zum Vergleich verwenden wir als Energiefunktionen die Saint-Venant-Kirchhoff-Energie
WSVK(F ) =
µ
4
‖FTF − 1‖2 + Λ
8
(
tr(FTF − 1))2
= gNH(λ1, λ2, λ3) =
µ
4
(
(λ21 − 1)2 + (λ22 − 1)2 + (λ23 − 1)2
)
+
Λ
8
(λ21 + λ
2
2 + λ
2
3 − 3)2 (4.3.39)
mit µ ∈ R+, Λ ∈ R mit 3Λ + 2µ > 0, die inkompressible9 Neo-Hooke-Energie
WNH(F ) =
µ
2
(‖F‖2 − 3) = gNH(λ1, λ2, λ3) = µ
2
(λ21 + λ
2
2 + λ
2
3 − 3) (4.3.40)
9Inkompressibel heißt, dass detF = 1, also F ∈ SL(3) vorausgesetzt wird.
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mit µ ∈ R+, sowie die inkompressible quadratische Hencky-Energie
WH(F ) = µ‖logU‖2 = gH(λ1, λ2, λ3) = µ
(
(log λ1)
2 + (log λ2)
2 + (log λ3)
2
)
(4.3.41)
mit µ ∈ R+.
Jones und Treloar [40] benutzen selbst eine inkompressible Form einer Valanis-Landel-Energie (siehe auch
Definition 5.2.1 auf Seite 127)
WJT(F ) = gJT(λ1, λ2, λ3) = w(λ1) + w(λ2) + w(λ3) (4.3.42)
mit
w′(λ) = 0.69
(
λ0.3 − 1
λ
)
+ 0.01
(
λ3 − 1
λ
)
− 0.0122
(
λ−3 − 1
λ
)
+
c
λ
(4.3.43)
und dem Parameter c = w′(1). Hierbei sei angemerkt, dass diese Jones-Treloar-Energie darauf angepasst
ist, die Messwerten von Treloar [77] mo¨glichst gut zu approximieren und auf anderen Messdaten im Allge-
meinen keine guten Ergebnisse liefert. Fu¨r beliebige Messdaten la¨sst sich die von Ogden [61] vorgeschlagene
Energie
WOG(F ) = gOG(λ1, λ2, λ3) =
M∑
i=1
µi
αi
(λαi1 + λ
αi
2 + λ
αi
3 − 3) (4.3.44)
mit Parametern α1, . . . , αM und µ1, . . . , µM verwenden. Mit ihr la¨sst sich eine beliebig gute Anna¨herung
10
bei hinreichend großem M erreichen. Allerdings lernt auch die Ogden-Energie vielmehr die Testdaten, als
dass sie einen physikalischen Dehnungs-Spannungs-Zusammenhang im Sinne der Elastizita¨t aufbaut.11
Die folgenden Diagramme basieren auf denen von Martin [46], der ebenso verschiedene Energien bezu¨glich
der Messdaten von Treloar vergleicht. Wir stauchen/strecken in allen drei Fa¨llen den Einheitswu¨rfel zu ei-
nem Quader, dabei in e1-Richtung auf Breite λ, unter Einwirkung von Kra¨ften auf alle sechs Wu¨rfelfla¨chen,
insbesondere auf die Fla¨che mit Normale e1, d.h. die rechte Seitenfla¨che, mit Kraft t1.
12
Uniaxiale Deformation
Fu¨r eine uniaxiale Deformation F ∈ GL+(3) mit Singula¨rwerten (λ1, λ2, λ3) =
(
λ, 1√
λ
, 1√
λ
)
, wie in Abbil-
dung 4.8 zu sehen, verha¨lt sich die Kraft t1 in Abha¨ngigkeit vom Dehnungsfakter in e1-Richtung λ ∈ R+
(λ < 1 fu¨r Stauchung, λ > 1 fu¨r Streckung) wie folgt:
Ogden:
t1 =
d
dλ
gO
(
λ,
1√
λ
,
1√
λ
)
=
d
dλ
M∑
i=1
µi
αi
(λαi + 2λ−
αi
2 − 3) =
M∑
i=1
µi(λ
αi−1 − λ−αi2 −1) , (4.3.45)
Jones-Treloar:
t1 =
d
dλ
gJT
(
λ,
1√
λ
,
1√
λ
)
=
d
dλ
(
w(λ) + 2w(
1√
λ
)
)
= w′(λ)− 1
λ3/2
w′(
1√
λ
)
= 0.69 (λ0.3 − λ−1.65) + 0.01 (λ3 − λ−3) + 0.0122 (1− λ−3) , (4.3.46)
Saint-Venant-Kirchhoff:
t1 =
d
dλ
gSVK
(
λ,
1√
λ
,
1√
λ
)
=
d
dλ
µ
4
(
(λ2 − 1)2 + 2 ( 1
λ
− 1)2
)
+
Λ
8
(
λ2 +
2
λ
− 3
)2
10a¨hnlich wie bei der Approximation einer analytischen Funktion durch ein Taylorpolynom hinreichend großer Ordnung
11Das typische Szenario ist: Mit Testdaten fu¨r einfache Beispieldeformationen werden die Parameter einer Energie bestimmt,
um dann fu¨r beliebige Deformationen realistische Aussagen zum Dehnungs-Spannungs-Zusammenhang zu treffen. Hierfu¨r
eignet sich die Ogden-Energie weniger gut als andere verwendete Energien.
12Kraft pro Fla¨cheneinheit im Referenzgebiet bezogen auf Fla¨che mit Fla¨cheneinheit 1 im Referenzgebiet.
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=
(
µ+
Λ
2
)(
λ3 − 1
λ3
)
−
(
µ+
3
2
Λ
)(
λ− 1
λ2
)
, (4.3.47)
Neo-Hooke:
t1 =
d
dλ
gNH
(
λ,
1√
λ
,
1√
λ
)
=
d
dλ
µ
2
(
λ2 +
2
λ
− 3) = µ(λ− 1
λ2
)
, (4.3.48)
Hencky:
t1 =
d
dλ
gH
(
λ,
1√
λ
,
1√
λ
)
=
d
dλ
3µ
2
(log λ)2 =
3µ log λ
λ
. (4.3.49)
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Abbildung 4.11.: Uniaxiale Streckung
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Abbildung 4.12.: Uniaxiale Stauchung
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Abbildung 4.13.: Uniaxiale Dehnung im Bereich
kleiner Verzerrung
Equibiaxiale Deformation
Fu¨r eine equibiaxiale Deformation F ∈ GL+(3) mit Singula¨rwerten (λ1, λ2, λ3) =
(
λ, λ, 1λ2
)
, wie in Abbil-
dung 4.9 zu sehen, verha¨lt sich die Kraft t1 in Abha¨ngigkeit vom Dehnungsfakter in e1-Richtung λ ∈ R+
wie folgt:
Ogden:
t1 = t2 =
d
dλ
gO
(
λ, λ,
1
λ2
)
=
1
2
d
dλ
M∑
i=1
µi
αi
(2λαi + λ−2αi − 3) =
M∑
i=1
µi(λ
αi−1 − λ−2αi−1) , (4.3.50)
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Jones-Treloar:
t1 = t2 =
d
dλ
gJT
(
λ, λ,
1
λ2
)
=
1
2
d
dλ
(
2w(λ) + w(
1
λ2
)
)
= w′(λ)− 1
λ3
w′(
1
λ2
)
= 0.69 (λ0.3 − λ−3.6) + 0.01 (λ3 − λ−9) + 0.0122 (λ3 − λ−3) , (4.3.51)
Saint-Venant-Kirchhoff:
t1 = t2 =
d
dλ
gSVK
(
λ, λ,
1
λ2
)
=
1
2
d
dλ
µ
4
(
2(λ2 − 1)2 + ( 1
λ4
− 1)2
)
+
Λ
8
(
2λ2 +
1
λ4
− 3
)2
= µ
(
λ3 − λ+ 1
λ5
− 1
λ9
)
+
Λ
2
(
2λ3 − 3λ− 1
λ3
+
3
λ5
− 1
λ9
)
, (4.3.52)
Neo-Hooke:
t1 = t2 =
d
dλ
gNH
(
λ, λ,
1
λ2
)
=
1
2
d
dλ
µ
2
(
2λ2 +
1
λ4
− 3) = µ(λ− 1
λ5
)
, (4.3.53)
Hencky:
t1 = t2 =
d
dλ
gH
(
λ, λ,
1
λ2
)
=
1
2
d
dλ
6µ (log λ)2 =
6µ log λ
λ
. (4.3.54)
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Abbildung 4.14.: Equibiaxiale Streckung
Pure-Shear-Deformation
Fu¨r eine Pure-Shear-Deformation F ∈ GL+(3) mit Singula¨rwerten (λ1, λ2, λ3) =
(
λ, λ, 1λ2
)
, wie in Abbil-
dung 4.10 zu sehen, verha¨lt sich die Kraft t1 in Abha¨ngigkeit vom Dehnungsfakter in e1-Richtung λ ∈ R+
wie folgt:
Ogden:
t1 =
d
dλ
gO
(
λ, 1,
1
λ
)
=
d
dλ
M∑
i=1
µi
αi
(λαi + λ−αi − 2) =
M∑
i=1
µi(λ
αi−1 − λ−αi−1) , (4.3.55)
Jones-Treloar:
t1 =
d
dλ
gJT
(
λ, 1,
1
λ
)
=
d
dλ
(
w(λ) + w(1) + w(
1
λ
)
)
= w′(λ)− 1
λ2
w′(
1
λ
)
= 0.69 (λ0.3 − λ−2.3) + 0.01 (λ3 − λ−5) + 0.0122 (λ1 − λ−3) , (4.3.56)
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Saint-Venant-Kirchhoff:
t1 =
d
dλ
gSVK
(
λ, 1,
1
λ
)
=
d
dλ
µ
4
(
(λ2 − 1)2 + ( 1
λ2
− 1)2
)
+
Λ
8
(
λ2 +
1
λ2
− 2
)2
=
(
µ+
Λ
2
)(
λ3 − 1
λ5
)
− (µ+ Λ)
(
λ− 1
λ3
)
, (4.3.57)
Neo-Hooke:
t1 =
d
dλ
gNH
(
λ, 1,
1
λ
)
=
d
dλ
µ
2
(
λ2 +
1
λ2
− 2) = µ(λ− 1
λ3
)
, (4.3.58)
Hencky:
t1 =
d
dλ
gH
(
λ, 1,
1
λ
)
=
d
dλ
2µ (log λ)2 =
4µ log λ
λ
. (4.3.59)
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Abbildung 4.15.: Pure-Shear-Dehnung
4.3.11. Darstellung isotroper Energiefunktionen als Funktion in den Invarianten
In Lemma 2.13.25 aus Seite 66 haben wir gezeigt, dass wir jede isotrope (unendlich oft differenzierbare)
FunktionW : Sym+(3)→ Rmit U 7→W (U) auch als (unendlich oft differenzierbare) Funktion Ψ: R3+ → R
in den Invarianten I1, I2, I3 von U schreiben ko¨nnen. Diese Invarianten sind hierbei die Koeffizienten des
charakteristischen Polynoms von U
χU (x) = x
3 − I1 x2 + I2 x− I3
und damit die elementarsymmetrischen Polynome der Eigenwerte λ1, λ2, λ3 ∈ R+ von U . Wegen der
Isotropie ko¨nnen wir hierbei auch W : Sym+(3) → R mit U 7→ W (U) durch W : GL+(3) → R mit
F 7→ W (F ) ersetzen, wobei I1,I2,I3 die Invarianten von U =
√
FTF und λ1, λ2, λ3 die Singula¨rwerte von
F sind. Aufgrund der Bijektivita¨t der Abbildung U 7→ C = U2 bzw. F 7→ C = FTF ko¨nnen wir die
Isotrope Funktion W ebenso als Funktion Ψ̂ : R3+ → R in den Invarianten I1, I2, I3 von C schreiben. Fu¨r
die Invarianten gilt
I1 = tr(C) , I2 = tr(Cof C) , I3 = detC .
Nach dem Satz von Cayley-Hamilton ist zudem
C3 − I1 C2 + I2 C − I3 = 0 , (4.3.60)
woraus sich die folgenden nu¨tzlichen Formeln ergeben.
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Proposition 4.3.32. Sei F ∈ GL+(3) und C = FTF , dann gilt fu¨r die Invarianten I1, I2, I3 von C
‖F‖2 = tr(C) = I1 , (4.3.61)
‖Cof F‖2 = tr(Cof C) = I2 , (4.3.62)
‖C‖2 = I21 − 2 I2 , (4.3.63)
‖C−1‖2 = I
2
2
I23
− 2 I1
I3
. (4.3.64)
Bemerkung 4.3.33. Stellen wir (4.3.63) um, erhalten wir sofort die bereits verwendete Identita¨t I2 =
1
2 tr(C)
2 − 12 tr(C2).
Beweis. (4.3.61) ist klar, (4.3.62) ergibt sich u¨ber den Zusammenhang Cof(FTF ) = (Cof F )T (Cof F ).
Multiplizieren wir (4.3.60) mit C−1 bzw. mit C−2, dann erhalten wir
C2 − I1 C + I2 · 1− I3 C−1 = 0 bzw. C − I1 · 1 + I2 C−1 − I3 C−2 = 0 .
Wenden wir den Spuroperator an, nutzen seine Linearita¨t und den Umstand, dass Cof C = I3 · C−1 gilt,
so erhalten wir
‖C‖2 − I21 + 3 I2 − I2 = 0 bzw. I1 − 3 I1 +
I22
I3
− I3 ‖C−1‖2 = 0 .
Umstellen liefert nun (4.3.63) bzw. (4.3.64). 
4.3.12. Verzerrung
Linearer Fall
Sei F ∈ GL+(3) mit Polarzerlegung F = RU und R ∈ SO(3) und U ∈ Sym+(3). Zudem sei ∇u = F − 1.
In (4.3.74) zeigen wir (setzen wir m = 1)
U = 1 + sym∇u+O(‖∇u‖2) . (4.3.65)
In Folgerung 2.3.2 auf Seite 26 haben wir gezeigt, dass es fu¨r jedes Q ∈ SO(n) ein W ∈ so(n) gibt, sodass
Q = 1+W+O(‖Q−1‖2) gilt. Aufgrund der stetigen Differenzierbarkeit der Abbildung F 7→ F
√
FTF = R
auf GL+(3) ist die Abbildung auch lokal lipschitz-stetig, somit erhalten wir fu¨r eine Konstante c ∈ R die
Abscha¨tzung ‖R− 1‖2 ≤ c2‖F − 1‖2 = c2‖∇u‖2 und ko¨nnen auf
R = 1 +W +O(‖∇u‖2) mit W ∈ so(n) (4.3.66)
schließen. Nun gilt einerseits
F = 1 +∇u = 1 + sym∇u+ skew∇u , (4.3.67)
andererseits liefert das Produkt der Polarfaktoren
F = R · U = (1 +W +O(‖∇u‖2)) · (1 + sym∇u+O(‖∇u‖2))
= 1 + sym∇u+W +O(‖∇u‖2) , (4.3.68)
woraus wir W = skew∇u + O(‖∇u‖2) und mit der Linearita¨t von skew schlussendlich W = skew∇u
folgern ko¨nnen.
Wir definieren den linearen Verzerrungstensor ε := sym∇u und erhalten so
F = 1 + ε︸︷︷︸
lin. Verzerr.
+ W︸︷︷︸
lin. Rotation
(4.3.69)
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mit ε = sym∇u ∈ Sym(3) und W = skew∇u ∈ so(3). Hierbei ist W die Linearisierung der Rotation13:
Fu¨r infinitesimal kleine Rotationen la¨sst sich F somit additiv in Verzerrung und Rotation zerlegen. Wir
vergleichen dies mit der nichtlinearen multiplikativen (Polar-)Zerlegung
F = R︸︷︷︸
Rotation
· U︸︷︷︸
Dehnung
(4.3.70)
mit Dehnung U ∈ Sym+(3) und Rotation R ∈ SO(3).
Zudem sei angemerkt, ist F ∈ SO(3) eine reine Rotation, so ist die Dehnung eins und die (lineare)
Verzerrung null.
Wir untersuchen die Abweichung von F zur linearen Rotation: Fu¨r Q ∈ SO(n) ist Q = 1+W+O(‖Q−1‖2)
mit W ∈ so(n), so linearisiert sich Q zu 1 + W . Wegen F = 1 + ∇u, ist die linearisierte Dehnung
die Abweichung von ∇u zu so(n). Betrachten wir die Seth-Hill-Verzerrungsfamilie. Wegen (1 + H)n =
1 + n ·H +O(‖H‖2) ist
1
n
(Un − 1) = 1
n
(
(FTF )
n
2 − 1)
=
1
n
(
(1 + 2 sym∇u+∇uT∇u)n2 − 1)
=
1
n
(
1 + n sym∇u+O(‖∇u‖2)− 1)
= sym∇u+O(‖∇u‖2) . (4.3.71)
So linearisiert sich U zu 1+ sym∇u. Ebenso la¨sst sich zeigen, dass sich R zu 1+ skew∇u linearisiert. Wir
sehen, F ist genau dann eine linearisierte Rotation, wenn ∇u schiefsymmetrisch ist.
Nichtlinearer Fall
Um auch im nichtlinearen Fall eine Verzerrung zu definieren, machen wir uns klar, was wir von einer
Verzerrung erwarten:
i) Sie dru¨ckt den Abstand von U zu so(3) aus.
ii) Sie linearisiert zu ε = sym∇u.
iii) Im Fall F ∈ SO(3) ist sie null (schon durch ii) mit abgedeckt).
Da der Abstandsbegriff nicht eindeutig festgelegt ist (und die Linearisierung auch noch Freiheiten la¨sst),
kann es verschiedene Verzerrungsabbildungen geben.
Beispiel 4.3.34 (Seth-Hill-Verzerrungsfamilie). Fu¨r ein m > 0 definieren wir die Abbildung
U 7→ 1
m
(Um − 1) (4.3.72)
als Seth-Hill-Verzerrung [72]. Fu¨r m→ 0 konvergiert diese Abbildung gegen den Hencky-Dehnungstensor
U 7→ logU . (4.3.73)
Beweis der Linerarisierungseigenschaft. Wegen (1 +H)n = 1 + n ·H +O(‖H‖2) ist
1
m
(Um − 1) = 1
m
(
(FTF )
m/2 − 1)
=
1
m
(
(1 + 2 sym∇u+∇uT∇u)m/2 − 1)
=
1
m
(
1 +m sym∇u+O(‖∇u‖2)− 1) (4.3.74)
= ε+O(‖∇u‖2) mit ε = sym∇u . 
13Wir sehen, F ist genau dann eine linearisierte Rotation, wenn ∇u schiefsymmetrisch ist.
122
4. Einfu¨hrung in die nichtlineare Elastizita¨tstheorie
4.3.13. Lineares Elastizita¨tsgesetz
Im nichtlinearen Fall la¨sst sich das Elastizita¨tsgesetz σ als Abbildung der Dehnung V ∈ Sym+(3) auf
den Spannungstensor σ(V ) ausdru¨cken. Im linearen isotropen Fall verwenden wir statt der Dehnung die
Linearisierung der Deformation 1 + ε = 1 + sym∇u und bilden so den linearen Verzerrungstensor ε auf
die Spannung ab. Von dieser Abbildung verlangen wir zudem noch die Linearita¨t in ε. Insgesamt erhalten
wir eine isotrope lineare Abbildung C mit ε 7→ σ = C.ε.
In Lemma 2.5.40 auf Seite 38 haben wir gesehen, dass sich jede isotrope lineare Funktion C : Rn×n → Rn×n
als
C.X = µ symX + µc skewX +
Λ
2
tr(X) · 1 fu¨r alle X ∈ Rn×n , (4.3.75)
mit konstanten Koeffizienten µ, µc,Λ ∈ R schreiben la¨sst. Verwenden wir die Einschra¨nkung auf symme-
trische Argumente C : Sym(3) → Sym(3), so entfa¨llt der schiefsymmetrische Summand. Mit sym ε = ε
und einer Umbenennung/Skalierung der Konstanten erhalten wir:
Lemma 4.3.35 (Lineares Elastizita¨tsgesetz). Jedes lineare Elastizita¨tsgesetz σ : Sym(3) → Sym(3) als
lineare isotrope Funktion im linearen Verzerrungstensor ε := sym∇u la¨sst sich als mit µ,Λ ∈ R bzw. mit
µ, κ ∈ R gewichtete Summe
σ(ε) = 2µ ε+ Λ tr(ε) · 1 = σ(ε) = 2µ dev3 ε+ κ tr(ε) · 1 (4.3.76)
schreiben. Hierbei bezeichnen Λ und µ die Lame´-Parameter und κ den Bulk-Modulus.
Bemerkung 4.3.36. Die beiden Darstellungen ergeben sich u¨ber die Identita¨t ε = dev3 ε +
1
3 tr(ε) · 1
und den daraus resultierenden Zusammenhang κ = Λ + 23 µ.
123
5. Konvexita¨t von Energiefunktionen in C
Wesentliche Teile dieses Kapitels wurden bereits in [31] vero¨ffentlicht.
In einem Beitrag von 2014 haben Lehmich et al. [44] Konvexita¨tsbedingungen fu¨r elastische Energien
W (F ) = Ŵ (C) im rechten Cauchy-Green-Deformationstensor C = FTF angegeben – Bedingungen, wel-
che auch eine Abha¨ngigkeit vom Logarithmus der Determinante ausdru¨cken und zudem das notwendige
Singularita¨tsverhalten Ŵ (C)→∞ fu¨r detF → 0 zeigen.
Spector [75] und Sˇilhavy´ [73] haben dieses Thema aufgegriffen und jeweils alternative Beweise vorgestellt.
Ihr Hauptresultat, das wir schon als Satz 2.11.6 auf Seite 57 vorgestellt haben, lautet:
Satz 5.0.37. Sei f ∈ C2(R+). Dann ist die Funktion Sym+(n) → R mit X 7→ f(detX) genau dann
konvex in X, wenn
f ′′(s) +
n− 1
n s
f ′(s) ≥ 0 und f ′(s) ≤ 0 fu¨r alle s ∈ R+ (5.0.1)
erfu¨llt ist.
Bemerkung 5.0.38. Beispielsweise erfu¨llt f(s) = − log s die Bedingungen (5.0.1).
Lehmich et al. stellen die Behauptung auf, dass die Konvexita¨t einer Energiefunktion in C eine nu¨tzliche
Eigenschaft ist. Diese Behauptung wollen wir in diesem Kapitel mit einem auf ihr aufbauenden Lemma
belegen.
Wir wissen, wa¨re die Energie polykonvex und koerziv, so ko¨nnten wir mittels direkter Methoden der
Variationsrechnung die Existenz eines Minimierers zeigen. Aber wir mu¨ssen uns vor Augen fu¨hren, dass
sowohl die Bedingung der Rang-eins-Konvexita¨t [71], als auch die Bedingung der Polykonvexita¨t (aus der
Rang-eins-Konvexita¨t folgt) [2] nicht allein durch die Konvexita¨t der Energie in C erfu¨llt sind.
Natu¨rlich haben wir immer die Mo¨glichkeit, auf Basis des Satzes u¨ber die impliziten Funktionen einen
Existenzbeweis zu fu¨hren, nur leider gilt dieser nur fu¨r kleine Umgebungen um die Identita¨t [18].
Auch wenn Konvexita¨t in C nicht die Polykonvexita¨t in F impliziert, finden wir in [44] ein Beispiel einer
Verzerrungsenergie W (F ) = Ŵ (C), die sowohl polykonvex in F als auch konvex in C ist; Zudem zeigt
diese Energie auch das korrekte Verhalten fu¨r unendliche Kompression, d.h. Ŵ (C)→∞ fu¨r detC → 0.
Eine allgemeinere Anwendung der Konvexita¨t in C wurde durch Le Dret und Raoult [42] gegeben: Sie
zeigen, dass wenn W (F ) = Ŵ (C) in C konvex ist, dann ist die quasikonvexe Hu¨lle QW von W durch eine
Entsprechung der Pipkin’schen Formel [63] gegeben ist:
QW (F ) = inf
S∈Sym+(3)
Ŵ (FTF + S) . (5.0.2)
Schließlich sei noch bemerkt, dass sich die Eigenschaft der Konvexita¨t in C bei der Ableitung einiger
Modelle der Elasto-Plastizita¨t sinnvoll nutzen la¨sst, siehe dazu [33].
5.1. Anwendungen der Konvexita¨t einer Energiefunktion in C
Wir betrachten das Problem der Minimierung der elastischen Energie I(ϕ) =
∫
Ω
W (∇ϕ) dx, wobei ϕ : Ω→
R3 die Deformation eines elastischen Ko¨rpers Ω ⊂ R3 ist, welche einer Randbedingung ϕ|Γ = φ0 mit
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Γ ⊂ ∂Ω genu¨gt, siehe [15]. Die zugeho¨rige formale Euler-Lagrage-Gleichung, wie schon in Bemerkung 4.3.1
beschrieben, lautet divS1(F ) = 0.
Das folgende Lemma, welches sich auch in [28, 29] finden la¨sst, zeigt die Anwendbarkeit unserer Konve-
xita¨tsbedingung.
Lemma 5.1.1. Fu¨r ein Gebiet Ω ⊂ Rn mit C2-Rand und eine auf seinem Rand definierte Funktion
φ : ∂Ω → Rn sei W ∈ C2(GL+(3)) eine Energiefunktion, die garantiert, dass fu¨r jedes ϕ ∈ W 1,p(Ω,Rn),
welches die Randbedingung ϕ
∣∣
∂Ω
= φ erfu¨llt, das Energiefunktional
I(ϕ) =
∫
Ω
W
(∇ϕ(x))dx (5.1.1)
wohldefiniert ist. Sei ϕ0 ∈ C1(Ω) eine schwache Lo¨sung der Euler-Lagrange-Gleichung
divS1
(∇ϕ(x)) = 0 fu¨r alle x ∈ Ω
zum Energiefunktional (5.1.1), d.h. ϕ0 erfu¨llt die schwache Form der Euler-Lagrange-Gleichung
1∫
Ω
〈S1
(∇ϕ(x)) , ∇ψ(x) 〉dx = 0 fu¨r alle Testfunktionen ψ ∈ C∞0 (Ω) . (5.1.2)
Sei nun Ŵ die zugeho¨rige Energiefunktion in C, d.h. Ŵ ∈ C1(Sym+(3)) mit Ŵ (FTF ) = W (F ) fu¨r alle
F ∈ GL+(3).
Ist Ŵ konvex und S2
(∇ϕ0(x)) fu¨r alle x ∈ Ω positiv semidefinit,2 d.h.
〈S2
(∇ϕ0(x)) , A 〉 ≥ 0 fu¨r alle A ∈ Rn×n und alle x ∈ Ω , (5.1.3)
dann ist ϕ0 ein globaler Minimierer des Energiefunktionals (5.1.1).
Bemerkung 5.1.2. Es sei darauf hingewiesen, dass wir die Konvexita¨t der Energie in C (also der Funktion
Ŵ ) fordern. Anders als die Konvexita¨t in F (der Funktion W ), die gegen physikalische Prinzipien versto¨ßt
und somit ausgeschlossen werden muss, steht die Konvexita¨t in C in keinem Widerspruch zu plausiblem
physikalischen Materialverhalten. Wir werden die Eigenschaft der Konvexita¨t von Ŵ (in C) als Monotonie
des zweiten Piola-Kirchhoff-Spannungstensors S2
〈S2(C1)− S2(C2), C1 − C2〉 ≥ 0 fu¨r alle C1, C2 ∈ Sym+(3) (5.1.4)
im Beweis nutzen. Die A¨quivalenz der Konvexita¨tsbedingungen findet sich in Proposition 2.11.3 auf Seite
57. Die zweite Forderung an S2 ist genau genommen eine Forderung an die Verkettung S2 ◦ ∇ϕ0:3 Wir
fordern die positive Semi-Definitheit von S2
(∇ϕ0(x)) fu¨r alle x ∈ Ω. Sie dru¨ckt aus physikalischer Sicht
den
”
tensionalen“ Charakter der (wieder auf die Referenzkonfiguration zuru¨cktransformierten) Kra¨fte aus.
Mit tensional bezeichnen wir den Umstand, dass die Lo¨sung ϕ0 nur Zug- und keinerlei Kompressionskra¨fte
aufweist.
Beweis. Wir haben zu zeigen
I(ϕ)− I(ϕ0) =
∫
Ω
W
(∇ϕ(x))dx− ∫
Ω
W
(∇ϕ0(x))dx
=
∫
Ω
W
(∇ϕ(x))−W (∇ϕ0(x)) dx
=
∫
Ω
Ŵ
(∇ϕ(x)T∇ϕ(x))− Ŵ (∇ϕ0(x)T∇ϕ0(x)) dx ≥ 0 fu¨r alle ϕ ∈ C1(Ω) . (5.1.5)
1Also hat die Abbildung t 7→ ∫ΩW (∇ϕ0(x) + t u(x)) dx fu¨r alle u ∈ C∞0 (Ω) in t = 0 eine Extremalstelle.
2Hierbei gilt DCŴ (F
TF ) = 1
2
S2(F ) =
1
2
Ŝ2(FTF ).
3Es wird nicht die Konvexita¨t von S2 gefordert. Ganz im Gegenteil: Wa¨re S2 konvex, wu¨rde diese Konvexita¨t zusammen
mit der Konvexita¨t von Ŵ in C umgehend die Konvexita¨t von W in F ergeben!
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Sei also ϕ ∈ C1(Ω) beliebig. Da ϕ und ϕ0 dieselben Randwerte haben, existiert ein ψ ∈ C∞0 (Ω) mit
ϕ(x) = ϕ0(x) + ψ(x) fu¨r alle x ∈ Ω.
Sei nun x ∈ Ω beliebig. Wir schreiben unter Vernachla¨ssigung der Arguments x verku¨rzt ∇ϕ0, ∇ϕ, ∇ψ
und setzen C0 := ∇ϕT0∇ϕ0 ∈ Sym+(3) und C := ∇ϕT∇ϕ ∈ Sym+(3).
Mit (4.3.16) aus Proposition 4.3.15 und der Konvexita¨tscharakterisierung aus Proposition 2.11.3 ii) gilt
Ŵ (C)− Ŵ (C0) ≥ 〈DCŴ (C0) , C − C0 〉 = 〈 1
2
Ŝ2(C0) , C − C0 〉 .
Nun ist
C − C0 = (∇ϕ0 +∇ψ)T (∇ϕ0 +∇ψ)−∇ϕT0∇ϕ0 = ∇ϕT0∇ψ +∇ψT∇ϕ0 +∇ψT∇ψ .
Mit (4.3.17) aus Proposition 4.3.15 ist
〈 1
2
Ŝ2(C0) , C − C0 〉 = 〈 1
2
Ŝ2(C0),∇ϕT0∇ψ +∇ψT∇ϕ0 〉+ 〈
1
2
Ŝ2(C0) , ∇ψT∇ψ 〉
= 〈S1(∇ϕ0),∇ψ 〉+ 〈 1
2
S2(∇ϕ0) , ∇ψT∇ψ 〉 .
Nun ist ϕ0 eine Lo¨sung der schwachen Form (5.1.2) und S2
(∇ϕ0(x)) nach Voraussetzung positiv definit,
somit ko¨nnen wir schließen
I(ϕ)− I(ϕ0) ≥
∫
Ω
〈S1
(∇ϕ0(x)),∇ψ(x) 〉dx︸ ︷︷ ︸
=0
+
∫
Ω
〈 1
2
S2
(∇ϕ0(x)) , ∇ψ(x)T∇ψ(x) 〉︸ ︷︷ ︸
≥0
dx ≥ 0 .
Da ϕ ∈ C1(Ω) beliebig gewa¨hlt war, folgt (5.1.5). 
Bemerkung 5.1.3. Wir haben in Lemma 5.1.1 die Konvexita¨t von Ŵ gefordert, diese globale Konvexita¨t
im Beweis aber nicht benutzt. Tatsa¨chlich wird die globale Konvexita¨t von Ŵ nicht beno¨tigt und es reicht
die abgeschwa¨chte Konvexita¨tsforderung
Ŵ (C)− Ŵ (C0(x)) ≥ 〈DCŴ (C0(x)), C − C0(x)〉 fu¨r alle C ∈ Sym+(3) und alle x ∈ Ω , (5.1.6)
wobei C0 = ∇ϕT0∇ϕ0 der Cauchy-Green-Tensor zur vorgegebenen schwachen Lo¨sung ϕ0 der Euler-
Lagrange-Gleichung ist.
Spector [75, S. 254] zeigt in seinem Beweis von Satz 5.0.37, dass diese abgeschwa¨chte Konvexita¨tsbedingung
(5.1.6) im Falle von
Ŵ (C) = f(detC)
mit einer gegebenen Funktion f : R+ → R fu¨r alle C ∈ Sym+(3) erfu¨llt ist, falls
f ′′(s) +
n− 1
n s
f ′(s) ≥ 0 fu¨r alle s ∈ R+ , (5.1.7)
f ′(s) ≤ 0 fu¨r alle s ∈ (0,detC0] (5.1.8)
gilt.
Vor allem ko¨nnen die Bedingungen an Ŵ aus Lemma 5.1.1 somit abgeschwa¨cht werden, um Energiefunk-
tionen der Form
Ŵ (C) = M(C) + f(detC)
unter der Bedingung, M : Sym+(n)→ R ist (global) konvex und f : R+ → R erfu¨llt (5.1.7) und (5.1.8) fu¨r
alle C0 = C0(x) = ∇ϕ0(x)T∇ϕ0(x), mit einzuschließen.
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Bemerkung 5.1.4. Wenn wir die Konvexita¨tsbedingung aus Lemma 5.1.1 zur allgemeinen Konvexita¨tsbedingung
D2CŴ (C).(H,H) ≥ c+ ‖H‖2 fu¨r alle symmetrischen Matrizen H mit einem c+ > 0 verscha¨rfen und falls
die Lo¨sung ϕ0 zudem ein Diffeomorphismus ist, dann la¨sst sich zeigen, dass∫
Ω
D2FW (∇ϕ0).(∇ϑ,∇ϑ) dx ≥ c˜+ ‖∇ϑ‖2L2(Ω)
fu¨r alle Testfunktionen ϑ ∈ C∞0 (Ω) mit einem c˜+ > 0 gilt, was seinerseits die lokale Stabilita¨t der Lo¨sung
impliziert [54].
In Bemerkung 5.1.3 haben wir den Volumenterm f(detC) aus der geschlossenen Darstellung von Ŵ
herausgelo¨st. Dieses Vorgehen wollen wir im na¨chsten Abschnitt mit den Valanis-Landel-Energien und
dazu sehr a¨hnlichen noch weiterfu¨hren.
5.2. Die Konvexita¨t der Valanis-Landel-Energien in C
Definition 5.2.1. Eine Energiefunktion W : GL+(3) → R hat die (verallgemeinerte) Valanis-Landel-
Form, wenn es differenzierbare Funktionen w, f : R+ → R mit f ′(1) = w′(1) = 0 gibt, sodass
W (F ) =
3∑
i=1
w(λi)︸ ︷︷ ︸
Achsenterm
+ f(detF )︸ ︷︷ ︸
Volumenterm
fu¨r alle F ∈ GL+(3) . (5.2.1)
Hierbei sind λ1, λ2, λ3 ∈ R+ die Singula¨rwerte von F ∈ GL+(3).
Bemerkung 5.2.2. Der Begriff der Verallgemeinerung ru¨hrt von der Hinzunahme des Volumenterms f ,
um die Energie nicht nur auf inkompressible Deformationen anwenden zu ko¨nnen: Ohne diesen Term, d.h.
fu¨r f ≡ 0 erhalten wir einen klassischen Vertreter der inkompressiblen Valanis-Landel-Energie.
Da die Singula¨rwerte von F die Quadratwurzeln der Eigenwerte von C = FTF sind und auch detF =√
detC gilt, ko¨nnen wir die Funktion W auch als Funktion in C schreiben als
W (C) = ŵ(λ21) + ŵ(λ
2
2) + ŵ(λ
2
3) + f̂(detλ
2
1λ
2
2λ
2
3) fu¨r alle C ∈ Sym+(3) (5.2.2)
mit ŵ(x) = w(
√
x) und f̂(x) = f(
√
x). Hierbei sind λ21, λ
2
2, λ
2
3 ∈ R+ die Eigenwerte von C. Wir ko¨nnen
nun ein Ergebnis von Davis [22], der fu¨r herko¨mmliche Valanis-Landel-Energien ohne den Volumenterm
(d.h. f ≡ 0) gezeigt hat, dass W genau dann konvex in C ist, wenn ŵ konvex ist, erweitern.
Proposition 5.2.3. Sei Ŵ : Sym+(3)→ Sym(3) einer Energiefunktion der (verallgemeinerten) Valanis-
Landel-Form (5.2.2). Dann ist W genau dann konvex in C, wenn ŵ konvex ist und f̂ die Bedingung (5.0.1)
aus Satz 5.0.37
f̂ ′′(s) +
n− 1
n s
f̂ ′(s) ≥ 0 und f̂ ′(s) ≤ 0 fu¨r alle s ∈ R+ (5.2.3)
erfu¨llt.
Beweis. Siehe Folgerung 2.11.10 auf Seite 58. 
Bemerkung 5.2.4. Mit f ≡ 0 ist die Bedingung (5.0.1) ebenfalls erfu¨llt, wir erhalten so das Ergebnis
von Davis.
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5.3. Beispiele fu¨r die Konvexita¨t von
Ŵ (C) = α tr(C) + β tr(C)2 + γ tr(C2)− δ log detC
Mit Folgerung 2.11.11 auf Seite 58 haben wir die Konvexita¨t der Klasse von Funktionen
Ŵ (C) = α tr(C) + β tr(C)2 + γ tr(C2)− δ log detC + ζ . (5.3.1)
fu¨r α, ζ ∈ R und β, γ, δ ∈ R+ ∪ {0} gezeigt. Wir mu¨ssen diese Parameter fu¨r physikalisch sinnvolle
Energien (spannungsfreie Referenzkonfiguration) selbstversta¨ndlich so wa¨hlen, dass DŴ (1) = 0 erfu¨llt
gilt. Als Beispiel hierzu betrachten wir:
Beispiel 5.3.1. Es seien α, β ∈ R+. Die Funktionen Ŵ1, Ŵ2, Ŵ3 : Sym+(3)→ R mit
Ŵ1(C) = α tr(C)
2 + β tr(C2)− log detC fu¨r 6α+ 2β − 1 = 0 , (5.3.2)
Ŵ2(C) = α tr(C) + β tr(C
2)− log detC fu¨r α+ 2β − 1 = 0 , (5.3.3)
Ŵ3(C) = α tr(C)
2 + β tr(C)− log detC fu¨r 6α+ β − 1 = 0 (5.3.4)
sind konvex und es gilt DŴ1(1) = DŴ2(1) = DŴ3(1) = 0.
Aufgrund von tr(C) =
∑
λ2i und tr(C
2) =
∑
λ4i sind die so gegebenen Energien sehr eng mit den Valanis-
Landel-Energien verwandt.
Bemerkung 5.3.2. Die Ableitungen lauten (zu finden in Lemma 5.5.1 am Ende dieses Abschnitts) im
ersten Fall DŴ1(C) = 2α tr(C) · 1 + 2β C − C−1, im zweiten Fall DŴ2(C) = α · 1 + 2β C − C−1 und im
dritten Fall DŴ3(C) = 2α tr(C) ·1+β ·1−C−1. Durch direktes Einsetzen sehen wir leicht die Eigenschaft
der spannungsfreien Referenzkonfiguration.
Bemerkung 5.3.3. Die zu Ŵ aus (5.3.1) geho¨rige Energie W in F hat die Eigenschaft, polykonvex und
koerziv zu sein. Dies garantiert die Existenz eines (die Randbedingung erfu¨llenden) Minimierers ϕ0 des
Energiefunktionals
I(ϕ) :=
∫
Ω
W
(∇ϕ(x)) dx . (5.3.5)
Die Energie erfu¨llt die Voraussetzung von Lemma 2.11.12. Aus ihr folgt die Abscha¨tzung |W (∇ϕ(x))| ≤
c1‖∇ϕ(x)‖4 + c2, welche garantiert, dass fu¨r jedes ϕ ∈W 1,4(Ω,Rn) mit det∇ϕ(x) ≥ c+ fu¨r alle x ∈ Ω das
Energiefunktional wohldefiniert ist.
Das heißt, ist ϕ0 ∈ W 1,4(Ω,Rn) mit det∇ϕ(x) ≥ c+ fu¨r alle x ∈ Ω ein globaler Minimierer, so erfu¨llt er
auch die schwache Form der Euler-Lagrange-Gleichung.
Mit numerischen Methoden lassen sich leicht Lo¨sungen der schwachen Form der Euler-Lagrange-Gleichung
finden. Aber solange wir nicht wissen, ob det∇ϕ0 ≥ c+ fu¨r ein c+ > 0 fu¨r den Minimierer gilt, wissen
wir nicht, ob wir den Minimierer gefunden haben, selbst wenn wir alle Lo¨sungen der schwachen Form der
Euler-Lagrange-Gleichung kennen.
Hier zeigt sich die Nu¨tzlichkeit von Lemma 5.1.1. Wir ko¨nnen es direkt auf die Funktionen vom Typ (5.3.1)
u¨bertragen und wissen so, ob die unter den obigen Voraussetzungen gefundene Lo¨sung ein Minimierer ist:
Proposition 5.3.4. Sei Ŵ : Sym+(3)→ R mit
Ŵ (C) = α tr(C) + β tr(C)2 + γ tr(C2)− δ log detC + ζ . (5.3.6)
und α, β, γ, δ, ζ ∈ R+ ∪ {0} so gegeben, sodass DŴ (1) = 0 sichergestellt ist. Angenommen, Ŵ (C) birgt
eine glatte Lo¨sung ϕ0 der Euler-Lagrange-Gleichung, welche det∇ϕ0 ≥ c+ > 0 und S2(∇ϕ0) ist positiv
semidefinit erfu¨llt. Dann ist ϕ0 ein globaler Minimierer.
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Wir wollen uns noch die linearen Elastizita¨tsgesetze der drei Energien Ŵ1, Ŵ2, Ŵ3 aus Beispiel 5.3.1
ansehen. Am Ende dieses Abschnittes in Lemma 5.5.1 bestimmen wir die bis zur zweiten Ordnung nach
∇u in 1 entwickelten Energieapproximationen. Es gilt fu¨r ∇u→ 0:
Ŵ1(C) =
3
2
+ (−12α+ 4) ‖dev3 ε‖2 + 4
3
tr(ε)2 + O(‖∇u‖3) ,
Ŵ2(C) =
3
2
α+
3
2
+ (−2α+ 4) ‖dev3 ε‖2 +
(−2
3
α+
4
3
)
tr(ε)2
)
+ O(‖∇u‖3)) ,
Ŵ3(C) = −9α+ 3 + 2 ‖dev3 ε‖2 +
(
4α+
2
3
)
tr(ε)2 + O(‖∇u‖3) .
Nach dem linearen Verzerrungstensor ε abgeleitet, erhalten wir unter Vernachla¨ssigung der Terme ho¨herer
Ordnung die linearen Elastizita¨tsgesetze der Form
σ = 2µ dev3 ε+ κ tr(ε) · 1 = 2λ ε+ κ tr(ε) · 1 .
So ist:4
µ = −12α+ 4 , κ = 8
3
fu¨r Ŵ1 ,
µ = −2α+ 4 , κ = −4
3
+
8
3
fu¨r Ŵ2 ,
µ = 1 , κ = 8α+
4
3
fu¨r Ŵ3 .
5.4. Die Konvexita¨t der Saint-Venant-Kirchhoff-Energie in C
Eine weitere Klasse von Energiefunktionen wir durch die sogenannte Saint-Venant-Kirchhoff-Energie [30,
43, 65] dargestellt.
Definition 5.4.1. Seien µ ∈ R+ und Λ ∈ R mit 3Λ + 2µ > 0. Dann nennt ŴSVK : Sym+(3)→ R mit
ŴSVK(C) =
µ
4
‖C − 1‖2 + Λ
8
(
tr(C − 1))2 (5.4.1)
die Saint-Venant-Kirchhoff-Energie.
Proposition 5.4.2. Die Saint-Venant-Kirchhoff-Energie ist fu¨r alle µ ∈ R+ und Λ ∈ R mit 3Λ + 2µ > 0
von der Form (5.3.1) und somit konvex in C.
Bemerkung 5.4.3. Fu¨r alle µ,Λ ∈ R ist ŴSVK nicht rang-eins-konvex [65].
Beweis. Unter Beru¨cksichtigung von CT = C formen wir um. Somit ist
ŴSVK(C) =
µ
4
‖C − 1‖2 + Λ
8
(
tr(C − 1))2
=
µ
4
tr
(
(C − 1)T (C − 1)) + Λ
8
(
tr(C)− 3)2
=
µ
4
(
tr(C2)− 2 tr(C) + 3) + Λ
8
((
tr(C)
)2 − 6 tr(C) + 9)
= α tr(C) + β tr(C)2 + γ tr(C2) + ζ ,
mit
α = −1
4
(3 Λ + 2µ) , β =
Λ
8
> 0 , γ =
µ
4
> 0 und ζ =
3
8
(3 Λ + 2µ)
von der Form (5.3.1). 
4Wir erinnern uns, es gilt: D‖dev3 ε‖2 = 2 dev3 ε und D tr(ε)2 = 2 tr(ε) · 1
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Bemerkung 5.4.4. In Beispiel 6.1.34 auf Seite 150 zeigen wir zudem, dass das durch die Saint-Venant-
Kirchoff-Energie induzierte Elastizita¨tsgesetz σ̂ : Sym+(3)→ Sym(3) weder die empirischen Ungleichungen
noch die strikten Baker-Ericksen-Ungleichungen erfu¨llt.
5.5. Bestimmung der Approximation bis zur zweiten Ordnung von
Ŵ1, Ŵ2 und Ŵ3
Wir haben in Abschnitt 5.3 drei Beispielenergien der Form (5.3.1)
Ŵ (C) = α tr(C) + β tr(C)2 + γ tr(C2)− γ log detC + ζ .
auf ihre Bedeutung zum Thema Konvexita¨t untersucht. Hierzu haben wir bereits auf das folgende, aufgrund
der Rechenlastigkeit ausgelagerte, Lemma zuru¨ckgegriffen.
Lemma 5.5.1. Es seien α, β ∈ R+. Die Funktionen Ŵ1, Ŵ2, Ŵ3 : Sym+(3)→ R mit
Ŵ1(C) = α tr(C)
2 + β tr(C2)− log detC fu¨r 6α+ 2β − 1 = 0 , (5.5.1)
Ŵ2(C) = α tr(C) + β tr(C
2)− log detC fu¨r α+ 2β − 1 = 0 , (5.5.2)
Ŵ3(C) = α tr(C)
2 + β tr(C)− log detC fu¨r 6α+ β − 1 = 0 (5.5.3)
haben die Ableitungen
DŴ1(C) = 2α tr(C) · 1 + 2β C − C−1 , (5.5.4)
DŴ2(C) = α · 1 + 2β C − C−1 , (5.5.5)
DŴ3(C) = 2α tr(C) · 1 + β · 1− C−1 . (5.5.6)
Fu¨r diese gilt DŴ1(1) = DŴ2(1) = DŴ3(1) = 0. Die bis zur zweiten Ordnung nach ∇u in 1 entwickelten
Energieapproximationen lauten fu¨r ∇u→ 0:
Ŵ1(C) =
3
2
+ 4α tr(ε)2 + (−12α+ 4) tr(ε2) + O(‖∇u‖3)
=
3
2
+ (−12α+ 4) ‖dev3 ε‖2 + 4
3
tr(ε)2 + O(‖∇u‖3) , (5.5.7)
Ŵ2(C) =
3
2
α+
3
2
+ (−2α+ 4) tr(ε2) + O(‖∇u‖3)
=
3
2
α+
3
2
+ (−2α+ 4) ‖dev3 ε‖2 +
(−2
3
α+
4
3
)
tr(ε)2
)
+ O(‖∇u‖3)) , (5.5.8)
Ŵ3(C) = −9α+ 3 + 4α tr(ε)2 + 2 tr(ε2) + O(‖∇u‖3)
= −9α+ 3 + (4α+ 2
3
)
tr(ε)2 + 2 ‖dev3 ε‖2 + O(‖∇u‖3) . (5.5.9)
Hierbei ist ∇u := ∇ϕ− 1 ∈ R3×3, C := ∇uT∇u ∈ Sym+(3) und ε := sym∇u.
Um das Lemma zu beweisen, brauchen wir die Darstellung der beteiligten Ausdru¨cke tr(C), tr(C)2, tr(C2)
und log detC im linearen Verzerrungstensor ε und im Verschiebungsgradienten ∇u. Schlu¨ssel fu¨r den
Determinantenterm ist die folgende Proposition, welche die Entwicklung der Determinante in 1 auf die
Invarianten zuru¨ckfu¨hrt.
Proposition 5.5.2. Fu¨r alle X ∈ Rn×n gilt
det(1 +X) = 1 + I1 + I2 + . . .+ In . (5.5.10)
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Hierbei sind
I1 = tr(X) , I2 = tr(Cof X) =
1
2
(
tr(X)2 − tr(X2)) , . . . , In = detX (5.5.11)
die Invarianten von X.
Beweis. Sei X ∈ Rn×n, dann lautet das charakteristische Polynom vom X
det(X − λ · 1) = (−λ)n + I1 (−λ)n−1 + I2 (−λ)n−2 + . . .+ In .
Setzen wir λ = −1 erhalten wir die Aussage. 
Unter Einfluss der letzten Proposition ko¨nnen wir mittels der Definitionen ∇u := ∇ϕ − 1 ∈ R3×3, C :=
∇uT∇u ∈ Sym+(3) und ε := sym∇u direkt berechnen:
Proposition 5.5.3. Fu¨r alle ∇u ∈ GL+(3) gilt fu¨r ∇u→ 0
tr(C) = 3 + 2 tr(ε) + ‖∇u‖2 , (5.5.12)
tr(C)2 = 9 + 12 tr(ε) + 4 tr(ε)2 + 6‖∇u‖2 +O(‖∇u‖3) , (5.5.13)
tr(C2) = 3 + 4 tr(ε) + 4 tr(ε2) + 2‖∇u‖2 +O(‖∇u‖3) , (5.5.14)
detC = 1 + 2 tr(ε) + 2 tr(ε)2 − 2 tr(ε2) + ‖∇u‖2 +O(‖∇u‖3) , (5.5.15)
log detC = 2 tr(ε)− 2 tr(ε2) + ‖∇u‖2 +O(‖∇u‖3) . (5.5.16)
Beweis. Es ist mit C = (1 +∇u)T (1 +∇u) = 1 + 2 ε+∇uT∇u
tr(C) = tr(1 + 2 ε+∇uT∇u) = 3 + 2 tr(ε) + ‖∇u‖2 ,
tr(C)2 = (3 + 2 tr(ε) + ‖∇u‖2)2
= 9 + 4 tr(ε)2 + ‖∇u‖4 + 12 tr(ε) + 6‖∇u‖2 + 4 tr(ε)‖∇u‖2
= 9 + 12 tr(ε) + 4 tr(ε)2 + 6‖∇u‖2 +O(‖∇u‖3) ,
tr(C2) = tr
(
(1 + 2 ε+∇uT∇u)2)
= tr(1 + 4 ε2 + (∇uT∇u)2 + 4 ε+ 2∇uT∇u+ 4 ε∇uT∇u)
= 3 + 4 tr(ε) + 4 tr(ε2) + 2‖∇u‖2 +O(‖∇u‖3) .
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Mit Proposition 5.5.2 folgt
detC = det(1 + 2 ε+∇uT∇u)
= 1 + tr(2 ε+∇uT∇u) + 1
2
(
tr(2 ε+∇uT∇u)2 − tr((2 ε+∇uT∇u)2))+ det(2 ε+∇uT∇u)
= 1 + 2 tr(ε) + tr(∇uT∇u)
+
1
2
(
2 tr(ε) + tr(∇uT∇u))2 − 1
2
tr
(
4 ε2 + 4 ε∇uT∇u+ (∇uT∇u)2)
+ det(2 ε+∇uT∇u)
= 1 + 2 tr(ε) + ‖∇u‖2
+ 2 tr(ε)2 + 2 tr(ε) ‖∇u‖2 + 1
2
‖∇u‖4 − 2 tr(ε2)− 2 tr(ε∇uT∇u)− 1
2
tr
(
(∇uT∇u)2)
+ det(2 ε+∇uT∇u)
= 1 + 2 tr(ε) + 2 tr(ε)2 − 2 tr(ε2) + ‖∇u‖2 +O(‖∇u‖3) .
Es ist somit
detC − 1 = 2 tr(ε) + 2 tr(ε)2 − 2 tr(ε2) + ‖∇u‖2 +R(∇u) ,
Quadrieren liefert (
detC − 1)2 = 4 tr(ε)2 +O(‖∇u‖3) .
Fu¨r Potenzen k > 2 gilt (
detC − 1)k = O(‖∇u‖3) .
Fu¨r x ∈ (−1, 1) liefert die Taylorentwickung der Logarithmusfunktion in der Eins: log(1 + x) = x− 12 x2 +
1
3 x
3 − . . ., so dass wir schlussendlich
log detC = (detC − 1)− 1
2
(
detC − 1)2 +O(‖∇u‖3)
= 2 tr(ε)− 2 tr(ε2) + ‖∇u‖2 +O(‖∇u‖3)
erhalten. 
Nun sind wir auch in der Lage, das urspru¨ngliche Lemma zu zeigen.
Beweis von Lemma 5.5.1. Die Konvexita¨t von Ŵ1, Ŵ2, Ŵ3 folgt direkt aus Lemma 2.11.8. Die Ableitungen
folgen mit Lemma 2.5.34.
Mit Proposition 5.5.3 und tr(ε2) = ‖ε‖2 = ‖dev3 ε‖2 + 13 tr(ε)2 folgt
Ŵ1(C) = α
(
9 + 12 tr(ε) + 4 tr(ε)2 + 6‖∇u‖2 +O(‖∇u‖3))
+ β
(
3 + 4 tr(ε) + 4 tr(ε2) + 2‖∇u‖2 +O(‖∇u‖3))
− (2 tr(ε)− 2 tr(ε2) + ‖∇u‖2 +O(‖∇u‖3))
= 9α+ 3β︸ ︷︷ ︸
=3/2
+ (12α+ 4β − 2)︸ ︷︷ ︸
=0
tr(ε) + 4α tr(ε)2
+ (4β + 2)︸ ︷︷ ︸
=12α−4
tr(ε2) + (6α+ 2β − 1)︸ ︷︷ ︸
=0
‖∇u‖2 + O(‖∇u‖3)
=
3
2
+ 4α tr(ε)2 + (−12α+ 4) tr(ε2) + O(‖∇u‖3)
=
3
2
+ 4α tr(ε)2 + (−12α+ 4)(‖dev3 ε‖2 + 1
3
tr(ε)2
)
+ O(‖∇u‖3)
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=
3
2
+ (−12α+ 4) ‖dev3 ε‖2 + 4
3
tr(ε)2 + O(‖∇u‖3)
Ŵ2(C) = α
(
3 + 2 tr(ε) + ‖∇u‖2))
+ β
(
3 + 4 tr(ε) + 4 tr(ε2) + 2‖∇u‖2 +O(‖∇u‖3))
− (2 tr(ε)− 2 tr(ε2) + ‖∇u‖2 +O(‖∇u‖3))
= (3α+ 3β)︸ ︷︷ ︸
=3/2α+3/2
+ (2α+ 4β − 2)︸ ︷︷ ︸
=0
tr(ε)
+ (4β + 2)︸ ︷︷ ︸
=−2α+4
tr(ε2) + (α+ 2β − 1)︸ ︷︷ ︸
=0
‖∇u‖2 + O(‖∇u‖3))
=
3
2
α+
3
2
+ (−2α+ 4) tr(ε2) + O(‖∇u‖3))
=
3
2
α+
3
2
+ (−2α+ 4)(‖dev3 ε‖2 + 1
3
tr(ε)2
)
+ O(‖∇u‖3))
=
3
2
α+
3
2
+ (−2α+ 4) ‖dev3 ε‖2 +
(−2
3
α+
4
3
)
tr(ε)2
)
+ O(‖∇u‖3))
Ŵ3(C) = α
(
9 + 12 tr(ε) + 4 tr(ε)2 + 6‖∇u‖2 +O(‖∇u‖3))
+ β
(
3 + 2 tr(ε) + ‖∇u‖2)
− (2 tr(ε)− 2 tr(ε2) + ‖∇u‖2 +O(‖∇u‖3))
= (9α+ 3β)︸ ︷︷ ︸
=−9α+3
+ (12α+ 2β − 2)︸ ︷︷ ︸
=0
tr(ε) + 4α tr(ε)2
+ 2 tr(ε2) + (6α+ β − 1)︸ ︷︷ ︸
=0
‖∇u‖2 + O(‖∇u‖3)
= −9α+ 3 + 4α tr(ε)2 + 2 tr(ε2) + O(‖∇u‖3)
= −9α+ 3 + 4α tr(ε)2 + 2 (‖dev3 ε‖2 + 1
3
tr(ε)2
)
+ O(‖∇u‖3)
= −9α+ 3 + (4α+ 2
3
)
tr(ε)2 + 2 ‖dev3 ε‖2 + O(‖∇u‖3)

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In der isotropen nichtlinearen Elastizita¨t ist der (symmetrische) Cauchy-Spannungstensor σ eine isotrope
Funktion im Finger-Tensor B = FFT ∈ Sym+(3) (siehe auch Finger [27]). Wir haben gezeigt, dass nach
dem Darstellungssatz (Lemma 2.5.28) dann Funktionen β−1, β0, β1 in den Invarianten von B existieren,
sodass die Spannungsantwort in der Form
σ(B) = β0 1 + β1B + β−1B−1 (6.0.1)
ausgedru¨ckt werden kann. In Abschnitt 2.5.2 auf Seite 38 ff. haben wir bereits die sogenannten empirischen
Ungleichungen
β0 ≤ 0 , β1 > 0 , β−1 ≤ 0 (6.0.2)
fu¨r isotrope Funktionen ohne Kontext zur Elastizita¨t kennengelernt. Konform zu den Ergebnissen von
Truesdell haben wir dort gezeigt, dass die empirischen Ungleichungen die Semi-Invertierbarkeit der Ab-
bildung B 7→ σ(B) implizieren. Auch Destrade et al. beschreiben diese Implikation auf korrekte Weise in
ihrem Artikel aus dem Jahr 2012 [23] u¨ber Shear-Deformationen. Sie erhalten die Semi-Invertierbarkeit
aus einem Ergebnis von Johnson und Hoger [39, S. 192] und geben explizite Repra¨sentationsformeln1 fu¨r
die Funktionen ψ0, ψ1 und ψ2 mit
2
B = ψ0 1 + ψ1 σ + ψ2 σ
2 (6.0.3)
in Abha¨ngkeit von β−1, β0 und β1, an.
Sie nennen die Repra¨sentation von σ, die sie in ihren weiteren Untersuchungen des Zusammenhangs
zwischen Simple-Shear-Deformationen und Simple-Shear-Spannungen, benutzen, die
”
Invertierbarkeit der
Spannungs-Dehnungs-Beziehung“.
Diese Beschreibung ist jedoch irrefu¨hrend, da die Semi-Invertierbarkeit im Allgemeinen nicht die Inver-
tierbarkeit dieser Abbildung mit sich bringt, wie wir schon in Truesdells Gegenbeispiel (Beispiel 2.5.42)
auf Seite 39 gesehen haben und dass sich mit der Spannungsantwort
σ(B) = B − 1
3
tr(B) · 1 = dev3B = dev3(B − 1) . (6.0.4)
deckt. Sicherlich ist die konstitutive Beziehung (6.0.4) nicht vereinbar mit einem physikalisch brauchbaren
Elastizita¨tsgesetz, denn es ist nicht hyperelastisch, das heißt es la¨sst kein elastisches Energiepotential zu
und versto¨ßt gegen die Eindeutigkeit der spannungsfreien Referenzkonfiguration (wegen σ(B) = 0 fu¨r alle
B = λ · 1 mit λ > 0). Gleichwohl zeigt das Gegenbeispiel die Notwendigkeit von zusa¨tzlichen Annahmen,
1Die von Johnson und Hoger [39, S. 192] vorgestellten Repra¨sentationsformeln lauten:
ψ0 =
1
∆
(
β20 − 2β−1 β1 + I2 β21 + I3
β0 β21
β−1
+ I1 β
2
−1 +
I2
I3
β0 β−1
)
, ψ2 =
1
∆
,
ψ1 = − 1
∆
(
2β0 + I3
β21
β−1
+
I2
I3
β−1
)
, ∆ = I1 β
2
1 − I3
β31
β−1
+
1
I3
β2−1 −
I2
I3
β1 β−1 .
2 Erneut sei darauf hingewiesen, dass die rechte Seite von (6.0.3) implizit von B durch ψ0, ψ1 und ψ2, welche Funktionen
in den Invarianten
I1(B) = tr(B) , I2(B) = tr(Cof B) und I3(B) = detB ,
sind, abha¨ngt. Hierbei ist Cof B der Kofaktor von B.
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um die Invertierbarkeit der Abbildung B 7→ σ(B) sicherzustellen; die Semi-Invertierbarkeit allein ist dafu¨r
nicht ausreichend. Dennoch ist sie eine sehr erwu¨nschte Eigenschaft.
Wir werden die Implikationskette die wir in Satz 2.5.56 auf Seite 42 beschrieben haben und mit der wir
von den empirischen Ungleichungen auf die Semi-Invertierbarkeit schließen, in diesem Abschnitt auf den
Kontext der Elastizita¨t u¨bertragen und so die Ergebnisse von Truesdell und Destrade et al. in diesem
Zusammenhang verfeinern.
Weiterhin werden wir fu¨r hyperelastische Elastizita¨tsgesetze eine konkrete Formel fu¨r die Berechnung
der β−1, β0, β1 aus (6.0.1) in Abha¨ngigkeit der zugrundeliegenden Energiefunktion in ihren Invarianten
vorstellen und unsere Ergebnisse u¨ber die SSLI ausnutzend zeigen, dass das durch W (U) = ‖logU‖2
induzierte Elastizita¨tsgesetz die empirischen Ungleichungen erfu¨llt und somit semi-invertierbar ist. Dies
wird sich als Schlu¨ssel erweisen fu¨r eine ganze Klasse von Energiefunktionen, welche wir als vom Hencky-
Typ bezeichnen werden, eine einfache Bedingung an die jeweilige Funktion dieser Klasse anzugeben, mit
der das von ihr induzierte Elastizita¨tsgesetz semi-invertierbar ist. Wir werden zeigen, dass die Bedingung
fu¨r die sogenannte quadratische Hencky-Energie, sowie auch fu¨r die Exponentiated-Hencky-Energie erfu¨llt
ist.
6.1. Semi-Invertierbarkeit von isotropen Elastizita¨tsgesetzen
Erinnern wir uns an Satz 2.5.56 von Seite 42. Zugeschnitten fu¨r das Elastizita¨tsgesetz σ̂ in B ∈ Sym+(3)
lautet er:
Satz 6.1.1. Gegeben sei ein isotropes Elastizita¨tsgesetz σ̂ : Sym+(3)→ Sym(3) mit Darstellung
σ̂(B) = β−1B−1 + β0 · 1 + β1B fu¨r alle B ∈ Sym+(3) . (6.1.1)
Hierbei sind die β−1, β0, β1 reellwertige Funktionen in den Invarianten von B. Zu jedem B bezeich-
nen wir die Eigenwerte von B mit λ21, λ
2
2, λ
2
3 und die Eigenwerte von σ̂(B) mit σ1, σ2, σ3, wobei
σ̂
(
diag(λ21, λ
2
2, λ
2
3)
)
= diag(σ1, σ2, σ3) gilt.
Dann gelten folgende Implikationen:3
(E-TSS) ⇒ (WE-TSS) ⇒ (BE+) ⇒ (bi-coax) ⇔
H⇐ (invert) ⇒
(semi)
Hierbei bezeichnen:
(E-TSS) : σ̂ erfu¨llt die empirischen Ungleichungen.
D.h. es gilt β−1 ≤ 0, β0 ≤ 0, β1 > 0 fu¨r alle B.
(WE-TSS) : σ̂ erfu¨llt die schwachen empirischen Ungleichungen.
D.h. es gilt β−1 ≤ 0, β1 ≥ 0 fu¨r alle B, wobei fu¨r jedes B eine der beiden Unglei-
chungen jeweils strikt ist.
(BE+) : σ̂ erfu¨llt die strikten Baker-Ericksen-Ungleichungen.
D.h. es gilt λi > λj ⇒ σi > σj fu¨r alle i, j ∈ {1, 2, 3}.
(bi-coax) : σ̂ ist bi-koaxial.
D.h. jeder Eigenvektor von B zum Eigenwert λi ist Eigenvektor von σ̂(B) zur Haupt-
spannung σ̂i und umgekehrt.
3siehe auch Dunn [25]
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(semi) : σ̂ ist semi-invertierbar.
D.h. es gilt B = ψ0 ·1+ψ1̂ σ(B) +ψ2 σ̂(B)2 mit reellen Funktionen ψ0, ψ1, ψ2 in den
Invarianten von B.
(invert) : σ̂ ist invertierbar.
D.h. es gibt eine Umkehrfunktion σ̂−1 : Sym(3)→ Sym+(3) mit B = σ̂−1(σ̂(B)) fu¨r
alle X ∈ S und Y = σ̂(σ̂−1(Y )) fu¨r alle Y ∈ Sym(n).
Bemerkung 6.1.2. Wir ko¨nnen sa¨mtliche der obigen Bedingungen und damit auch sa¨mtliche der
Implikationen auch nur auf isotropen Teilmengen von Sym+(3) definieren. Wegen der Isotropie
ist klar: Wenn eine Bedingung fu¨r zwei isotrope Teilmengen erfu¨llt ist, dann ist sie auch fu¨r deren Verei-
nigung erfu¨llt. Dieses so mo¨gliche Zerlegen in Teilmengen hat den Vorteil, dass wenn wir eine Bedingung
nur fu¨r eine Teilmenge von Sym+(3) nachweisen ko¨nnen und die aus dieser Bedingung resultierende Fol-
gerung fu¨r den u¨brigbleibenden Rest erfu¨llt ist, die Folgerung auf der ganzen Menge gilt! So bereiten uns
in diesem Kapitel Vielfache der Einheitsmatrix an einigen Stellen Probleme, und das, obwohl fu¨r diese
isotrope Teilmenge jedes isotrope Elastizita¨tsgesetz semi-invertierbar ist, wir also fu¨r das Schließen auf
Semi-Invertierbarkeit diese Teilmenge gar nicht beno¨tigen.
Denn gilt λ1 = λ2 = λ3, so sind die Baker-Ericksen-Ungleichungen trivialerweise erfu¨llt:
Proposition 6.1.3. Jedes isotrope Elastizita¨tsgesetz σ̂ : Sym+(3) → Sym(3) erfu¨llt auf der Teilmenge
aller Vielfachen der Einheitsmatrix {s · 1 | s ∈ R+} die strikten Baker-Ericksen-Ungleichungen und ist
damit auf dieser Teilmenge semi-invertierbar.
Beweis. Erfolgt direkt aus der Definition. 
Wollen wir also Semi-Invertierbarkeit zeigen, brauchen wir uns nur auf alle Matrizen zu
konzentrieren, die nicht drei gleiche Eigenwerte besitzen!
Die empirischen Ungleichungen und die schwachen empirischen Ungleichungen beziehen sich auf β−1, β0, β1
der Darstellung eines isotropen Elastizita¨tsgesetzes. Im hyperelastischen Fall haben wir anstatt dieser
Darstellung die Energiefunktion gegeben. Mit dem folgenden Lemma, dass sich auch bei Saccomandi im
Buch von Dorfmann und Ogden [24, S. 134] findet, ko¨nnen wir aus dieser direkt β−1, β0, β1 bestimmen.
Lemma 6.1.4. Gegeben sei eine isotrope elastische Energiefunktion Ŵ : Sym+(3)→ R mit B 7→ Ŵ (B).
Das durch Ŵ induzierte isotrope Elastizita¨tsgesetz σ̂ : Sym+(3)→ Sym(3) ist von der Form
σ̂(B) = β−1B−1 + β0 · 1 + β1B , (6.1.2)
mit Funktionen β−1, β0, β1 : R3+ → R in den Invarianten von B, die eindeutig festgelegt sind durch
β−1 = −2
√
I3
∂Ψ̂
∂I2
, β0 =
2√
I3
(
I2
∂Ψ̂
∂I2
+ I3
∂Ψ̂
∂I3
)
und β1 =
2√
I3
∂Ψ̂
∂I1
. (6.1.3)
Hierbei ist Ψ̂ : R3+ → R mit Ψ̂(I1, I2, I3) = Ŵ (B) die Energiefunktion in Abha¨ngigkeit von den Invarianten
von B.
Beweis. Wir erinnern uns: Fu¨r B ∈ Sym+(3) sind die Invarianten I1(B) = tr(B), I2(B) = tr(Cof B) =
1
2 tr(B)
2 − 12 tr(B2) und I3(B) = detB. Fu¨r ihre Ableitungen gilt:
DI1(B) = 1 , DI2(B) = I1 · 1−B und DI3(B) = Cof B = I3B−1 .
136
6. Semi-Invertierbarkeit und die empirischen Ungleichungen
Wir verwenden die Kettenregel, um einen Ausdruck fu¨r σ(B) in den Invarianten von B zu erhalten:
σ̂(B) =
2√
detB
DŴ (B) ·B
=
2√
I3
3∑
k=1
∂Ψ̂
∂Ik
(I1, I2, I3) ·DIk(B) ·B
=
2√
I3
(
∂Ψ̂
∂I1
(I1, I2, I3)B +
∂Ψ̂
∂I2
(I1, I2, I3) (I1B −B2) + ∂Ψ̂
∂I3
(I1, I2, I3) I3 · 1
)
Nach dem Satz von Cayley-Hamilton ist B Nullstelle seines charakteristischen Polynoms PB(t) = t
3 −
I1 t
2 + I2 t− I3, also 0 = B3 − I1B2 + I2B − I3 · 1. Umformen ergibt
I1B −B2 = I2 · 1− I3B−1 ,
was wir direkt einsetzen
σ̂(B) =
2√
I3
(
∂Ψ̂
∂I1
(I1, I2, I3)B +
∂Ψ̂
∂I2
(I1, I2, I3) (I2 · 1− I3B−1) + ∂Ψ̂
∂I3
(I1, I2, I3) I3 · 1
)
=
(
−2
√
I3
∂Ψ̂
∂I2
(I1, I2, I3)
)
B−1 +
2√
I3
(
I2
∂Ψ̂
∂I2
(I1, I2, I3) + I3
∂Ψ̂
∂I3
(I1, I2, I3)
)
· 1
+
2√
I3
∂Ψ̂
∂I1
(I1, I2, I3)B
= β−1B−1 + β0 · 1 + β1B
mit β−1, β0, β1 wie in (6.1.3). 
Mit der Kenntnis, wie wir β−1 und β1 direkt mittels I3 und ∂Ψ̂∂I1 ,
∂Ψ̂
∂I2
bestimmen ko¨nnen, bzw. noch
spezieller: Mit der darausfolgenden Erkenntnis, dass β1 stets dasselbe Vorzeichen wie
∂Ψ̂
∂I1
und β−1 stets
das umgekehrte Vorzeichen von ∂Ψ̂∂I2 hat, ko¨nnen wir die (E2)-Bedingung β−1 ≤ 0 und β1 ≥ 0 inklusive der
Striktheitseigenschaft einfacher direkt als Eigenschaft der Energie in den Invarianten ausdru¨cken. Auch
ko¨nnen wir die
”
unbequeme“ Konsequenz aus Bedingung β0 ≤ 0 ziehen:
Folgerung 6.1.5. Gegeben sei eine isotrope Energiefunktion Ŵ : Sym+(3) → R , B 7→ Ŵ (B) mit Dar-
stellung Ψ̂ : R3+ → R in den Invarianten von B ∈ Sym+(3), d.h. Ŵ (B) = Ψ̂(I1, I2, I3). Dann erfu¨llt das
aus Ŵ resultierende Elastizita¨tsgesetz σ̂ : Sym+(3) → Sym(3) mit B 7→ σ̂(B) die schwachen empirischen
Ungleichungen genau dann, wenn
∂Ψ̂
∂I1
(I1, I2, I3) ≥ 0 und ∂Ψ̂
∂I2
(I1, I2, I3) ≥ 0 fu¨r alle B ∈ Sym+(3) (6.1.4)
gilt und dabei fu¨r jedes B ∈ Sym+(3) jeweils eine der Ungleichungen strikt ist. Erfu¨llt σ̂ die empirischen
Ungleichungen, so folgt aus der β0 ≤ 0-Bedingung, dass
∂Ψ̂
∂I3
(I1, I2, I3) ≤ 0 fu¨r alle B ∈ Sym+(3) . (6.1.5)
gelten muss.
Beweis. Der erste Teil ist aufgrund der Nichtnegativita¨t der Invarianten klar. Zum zweiten Teil: Gelten
die empirischen Ungleichungen, so ist einerseits nach Definition β0 ≤ 0, somit 2√I3
(
I2
∂Ψ̂
∂I2
+ I3
∂Ψ̂
∂I3
)
≤ 0,
als auch nach Teil eins I2
∂Ψ̂
∂I2
≥ 0, woraus I3 ∂Ψ̂∂I3 ≤ 0 folgt. 
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Bemerkung 6.1.6. Die
”
β0 ≤ 0“-Bedingung ist fu¨r die Gu¨ltigkeit der schwachen empirischen Unglei-
chungen (WE-TSS) mathematisch irrelevant. Mehr noch: fu¨r physikalisch sinnvolle Energien, welche die
(WE-TSS) erfu¨llen und aus diesem Grund semi-invertierbar sind, ist die Eigenschaft ∂Ψ̂∂I3 ≤ 0 als notwen-
dige Eigenschaft fu¨r Semi-Invertierbarkeit physikalisch nicht zu rechtfertigen. Im Gegenteil: Wir erwarten,
dass mit zunehmender volumetrischer Verzerrung auch die Energie wa¨chst. Ein Beispiel, an der wir diese
Eigenschaft beobachten ko¨nnen, ist die kompressible Mooney-Rivlin-Energie
WMR(F ) =
µ1
2
(∥∥∥∥ FdetF 1/3
∥∥∥∥2 − 3)+ µ22
(∥∥∥∥Cof FdetF 1/3
∥∥∥∥2 − 3)+ γ2 (detF − 1)2 , (6.1.6)
mit µ1, µ2, γ ∈ R+. Der volumetrische Term γ2 (detF − 1)2 ist konvex in I3 mit Minimum bei I3 = 1 und
dominiert bei großen Volumenverzerrungen den gesamten Energieausdruck. Wir zeigen in Beispiel 6.1.29
auf Seite 148: Die kompressible Mooney-Rivlin-Energie erfu¨llt die schwachen empirischen Ungleichungen
und ist somit semi-invertierbar, aber zu jedem µ1, µ2, γ gibt es ein C ∈ Sym+(3) mit β0 > 0!
Um nun zu zeigen, dass das durch W (U) = ‖logU‖2 induzierte Elastizita¨tsgesetz die (schwachen) empiri-
schen Ungleichungen erfu¨llt, brauchen wir noch etwas Vorarbeit.
Zuna¨chst einmal mu¨ssen wir uns klarmachen, dass die Darstellbarkeit von W in den Invarianten von U
u¨berhaupt gegeben ist. Hierzu erinnern wir uns an Lemma 2.13.25 auf Seite 66 und bringen dieses Lemma in
den Kontext der nichtlinearen Elastizita¨tstheorie. Es sichert uns fu¨r hinreichend glatte Energiefunktionen
die Darstellbarkeit in den Invarianten.
Lemma 6.1.7. Sei W : Sym+(3)→ R eine isotrope, unendlich oft differenzierbare Energiefunktion, dann
existiert eine unendlich oft differenzierbare Funktion Ψ: Rn+ → R mit W (U) = Ψ(I1, I2, I3) fu¨r alle U ∈
Sym+(3), wobei I1 = tr(U), I2 = tr(Cof U) und I3 = detU die Invarianten von U sind.
Bemerkung 6.1.8. Es sollte klar sein, dass die in der Literatur kommentarlos beschriebene
”
Ableitung
der Energie nach ihren Invarianten“ eine Eigenschaft von Lemma 6.1.7 ist. Andererseits legitimiert Lemma
6.1.7 auch diese Sorglosigkeit bei genu¨gend glatten Energiefunktionen.
Bemerkung 6.1.9. Im inkompressiblen Fall, also bei Deformationen F ∈ GL+(3) mit detF = 1,
erhalten wir mittels Lemma 6.1.4 die Koeffizientenfunktionen
β−1 = −2 ∂Ψ̂
∂I2
, β0 = 2 I2
∂Ψ̂
∂I2
und β1 = 2
∂Ψ̂
∂I1
(6.1.7)
fu¨r das aus W˜ induziertes Elastizita¨tsgesetz σ̂(B) = β−1B−1 +β0 ·1+β1B. Zudem haben wir in Folgerung
2.13.35 auf Seite 69 gezeigt, dass fu¨r B ∈ Sym+(3) mit I3 = detB = 1 stets I1 = tr(B) ≥ 3 und
I2 = tr(Cof B) ≥ 3 gilt, also fu¨r k ∈ {2, 3} eine Monotonie in Ik stets gleichbedeutend mit einer Monotonie
in | Ik − 3 | ist.4
Welche Bedeutung hat eine Monotonie in | Ik − 3 |? Geometrisch betrachtet bemisst 4 · | I1(U) − 3 | =
4 · |λ1 + λ2 + λ3 − 3 | die Gesamtkantenverzerrung und 2 · | I2(U) − 3 | = 2 · |λ1 λ2 + λ1 λ3 + λ2 λ3 − 3 |
die Gesamtfla¨chenverzerrung eines mittels U verzerrten Einheitswu¨rfels (siehe auch Folgerung 3.1.4). So
entspricht monotones Wachstum von Ψ̂ in I1 genau monotonem Wachstum in der Gesamtkantenverzerrung
und monotones Wachstum in I2 genau monotonem Wachstum in der Gesamtfla¨chenverzerrung. Damit ist
im inkompressiblen Fall die Bedingung β−1 ≤ 0 gleichbedeutend mit der Eigenschaft, dass die Energie Ψ̂
mit zunehmender Fla¨chenverzerrung wa¨chst und die Bedingung β1 ≥ 0 gleichbedeutend der Eigenschaft,
dass sie mit zunehmender Kantenverzerrung wa¨chst.
6.1.1. Semi-Invertierbarkeit bei W (U) = ‖logU‖2
Nun arbeiten wir darauf hin, zu zeigen, dass W (U) = ‖logU‖2 die schwachen empirischen Ungleichungen
erfu¨llt. Wir werden sehen, dass wir die Menge aller Vielfachen der Einheitsmatrix aus der Menge Sym+(3)
4Da fu¨r detU = 1 die Ungleichungen I1(U) ≥ 3 und I2(U) ≥ 3 gelten, folgt Ik(U) ≤ Ik(Û) ⇔ |Ik(U)− 3| ≤ |Ik(Û)− 3| fu¨r
alle k ∈ {1, 2} und alle U ∈ Sym+(3) mit detU = 1.
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herausnehmen mu¨ssen, um das zu zeigen. Aber wie in Bemerkung 6.1.2 und Proposition 6.1.3 beschrieben,
reicht uns dies, um damit die Semi-Invertierbarkeit von W (U) = ‖logU‖2 auf ganz Sym+(3) zu beweisen.
Mit Folgerung 6.1.5 haben wir ein Kriterium herausgearbeitet, dass die Gu¨ltigkeit der schwachen empi-
rischen Ungleichungen unter der Positivita¨t der ersten beiden partiellen Ableitungen der Energie in den
Invarianten5 von C = U2 garantiert. Dass das Lemma sich auf die Invarianten von U (und nicht auf die
von C) bezieht, spielt mit Bemerkung 6.1.11 keine Rolle.
Lemma 6.1.10. Sei W : Sym+(3)→ R eine Energiefunktion mit
W (U) = ‖logU‖2 fu¨r alle U ∈ Sym+(3) (6.1.8)
und Ψ: R3+ → R die zugeho¨rige Energiefunktion in den Invarianten von U , d.h. Ψ(I1, I2, I3) = W (U).
Dann ist Ψ unendlich oft differenzierbar und fu¨r alle U gilt
∂Ψ
∂I1
(I1, I2, I3) ≥ 0 und ∂Ψ
∂I2
(I1, I2, I3) ≥ 0 , (6.1.9)
wobei fu¨r alle U nicht beidseitig Gleichheit gelten kann, außer U ist Vielfaches der Einheitsmatrix. Beide
Ungleichungen sind sogar strikt, wenn U nur paarweise unterschiedliche Eigenwerte hat.
Bemerkung 6.1.11. Mit gleicher Argumentation ist C 7→ ‖logC‖2 fu¨r alle C ∈ Sym+(3) als Funktion
Ψ̂ in den Invarianten von C mit positiven partiellen Ableitungen nach den Invarianten I1 und I2 von C
darstellbar. Wegen logC = 2 logU ist
W (U) = ‖logU‖2 = 1
4
‖logC‖2 (6.1.10)
ebenso als Funktion W (U) = Ψ̂(I1, I2, I3) in den Invarianten von C darstellbar, diese Darstellung
unendlich oft differenzierbar und fu¨r alle U gilt
∂Ψ̂
∂I1
(I1, I2, I3) ≥ 0 und ∂Ψ̂
∂I2
(I1, I2, I3) ≥ 0 , (6.1.11)
wobei fu¨r alle U nicht beidseitig Gleichheit gelten kann, außer U ist Vielfaches der Einheitsmatrix. Beide
Ungleichungen sind sogar strikt, wenn U nur paarweise unterschiedliche Eigenwerte hat.
Um das Lemma zu beweisen, formulieren wir es zuna¨chst um. Dabei beleuchten wir auch noch einmal die
Darstellbarkeit in und Differenzierbarkeit nach den Invarianten: U 7→ W (U) ist offenkundig isotrop, so
ko¨nnen wir es auch als symmetrische Funktion f in den Eigenwerten von U schreiben, das heißt
W (U) = f(λ1, λ2, λ3) , (6.1.12)
mit f(z1, z2, z3) =
∑3
i=1 φ(zi) und φ(x) = (log x)
2. Folgerung 2.13.24 von Seite 66 garantiert uns nun, dass
es zu dieser symmetrischen Funktion f eine Darstellung in den elementarsymmetrischen Polynomen
F : T → R mit f(z1, . . . , zn) = F(e1, . . . , en) (6.1.13)
gibt, wobei T :=
(
(e1, . . . , en) ∈ Rn+ | (z1, . . . , zn) ∈ Rn+
)
ist. Und sie sichert, dass wenn φ unendlich oft
differenzierbar ist, dass dann auch F unendlich oft differenzierbar ist. Da nun aber φ(x) = (log x)2 eine
glatte Funktion ist, haben wir einerseits die Differenzierbarkeit noch einmal besta¨tigt, aber auch den Weg
geebnet fu¨r die folgende a¨quivalente Darstellung von Lemma 6.1.10.
Lemma 6.1.12. Sei f : R3+ → R mit f(z1, z2, z3) =
∑3
i=1(log zi)
2. Zudem sei
F : T → R mit f(z1, z2, z3) = F(e1, e2, e3) und T := {(e1, e2, e3) | (z1, z2, z3) ∈ R3+}
5Die Invarianten von B und von C sind identisch, daher spielt es keine Rolle, wenn wir in diesem Abschnitt die Darstellungen
auf C beziehen.
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gegeben. Dann ist F unendlich oft differenzierbar und es gilt fu¨r die partiellen Ableitungen
∂F
∂e1
(e1, e2, e3) ≥ 0 und ∂F
∂e2
(e1, e2, e3) ≥ 0 fu¨r alle (e1, e2, e3) ∈ T , (6.1.14)
sogar mit Striktheit fu¨r paarweise unterschiedliche (z1, z2, z3). Außerdem folgt aus
∂F
∂e1
(e1, e2, e3) =
∂F
∂e2
(e1, e2, e3) = 0 (6.1.15)
die Gleichheit aller drei Nullstellen z1 = z2 = z3, d.h. es gibt kein (z1, z2, z3) 6= (a, a, a), das (6.1.15)
erfu¨llt.
Beweis von Lemma 6.1.10 und Lemma 6.1.12. Mit der Differenzierbarkeit der reellen Logarithmusfunkti-
on erhalten wir mit Folgerung 2.13.24 die Differenzierbarkeit der Funktion F . Zusammen mit der Monotonie
von F , die der Aussage der SSLI entspricht, erhalten wir (6.1.14). Dass sogar die Striktheit fu¨r paarweise
unterschiedliche Nullstellen gilt, war Teil des Beweises der SSLI.
Nun angenommen es gelte (6.1.15) und nicht z1 = z2 = z3. Dazu sei o.B.d.A. (z1, z2, z3) = (a, a, b) und
a 6= b. Setzen wir
γ : R→ R3+ mit γ(t) =
(
a (1 + t) , a ,
b
1 + t
)
,
dann ist γ(0) = (a, a, b). Sei nun Γ := e ◦ γ, d.h.
Γ: (−1, 1)→ T mit Γ(t) =
(
e1
(
γ(t)
)
, e2
(
γ(t)
)
, e3
(
γ(t)
) )
,
also
Γ1(t) = a(1 + t) + a+
b
1 + t
, Γ′1(t) = a−
b
(1 + t)2
,
Γ2(t) = a
2(1 + t) + ab
2 + t
1 + t
, Γ′2(t) = a
2 − ab
(1 + t)2
,
Γ3(t) = a
2b , Γ′3(t) = 0 ,
und damit
Γ1(0) = 2a+ b = e1(a, a, b) ,
Γ2(0) = a
2 + 2ab = e2(a, a, b) ,
Γ3(t) = a
2b = e3(a, a, b) fu¨r alle t ∈ R .
Nach unserer Definition ist F(e1, . . . , en) = f(z1, . . . , zn) also F
(
Γ(t)
)
= f
(
γ(t)
)
und damit
(F ◦ Γ)′(t) = (f ◦ γ)′(t) fu¨r alle t ∈ R . (6.1.16)
Es ist (F ◦ Γ)′(t) = ∑ni=1 ∂F∂e1 (Γ(t)) · Γ′i(t) und damit
(F ◦ Γ)′(0) = ∂F
∂e1
(a, a, b)︸ ︷︷ ︸
=0
·Γ′1(0) +
∂F
∂e2
(a, a, b)︸ ︷︷ ︸
=0
·Γ′2(0) +
∂F
∂e3
(a, a, b) · Γ′3(0)︸ ︷︷ ︸
=0
= 0 .
Auf der anderen Seite ist
f
(
γ(t)
)
=
(
log a (1 + t)
)2
+
(
log a
)2
+
(
log
b
1 + t
)2
=
(
log a+ log(1 + t)
)2
+ (log a)2 +
(
log b− log(1 + t))2
= 2 (log a)2 + (log b)2 + 2(log a− log b) log(1 + t) + 2(log(1 + t))2
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und damit
(f ◦ γ)′(t) = 2(log a− log b) 1
1 + t
+ 4 log(1 + t)
1
1 + t
,
was auf (f ◦ γ)′(0) = 2(log a− log b) 6= 0 fu¨hrt, ein Widerspruch zu (6.1.16). 
Wir wissen nun also, die die Darstellung der Abbildung U 7→ ‖logU‖2 in den Invarianten von C hat fu¨r
alle U ∈ Sym+(3), welche nicht Vielfache der Einheitsmatrix sind, positive partielle Ableitungen nach
I1 und I2. Folgerung 6.1.5 garantiert uns nun die Gu¨ltigkeit der schwachen empirischen Ungleichungen.
Bemerkung 6.1.2 und Proposition 6.1.3 sichern, dass dies den Schluss auf die Semi-Invertierbarkeit auf
ganz Sym+(3) zula¨sst. Insgesamt erhalten wir:
Satz 6.1.13. Die Energiefunktion W : Sym+(3)→ R mit
W (U) = ‖logU‖2 fu¨r alle U ∈ Sym+(3) (6.1.17)
induziert ein Elastizita¨tsgesetz, dass fu¨r alle U ∈ Sym+(3), die nicht Vielfaches der Einheitsmatrix sind,
die schwachen empirischen Ungleichungen (WE-TSS) erfu¨llt, fu¨r alle U ∈ Sym+(3) die Baker-Ericksen-
Inequalities (BE+) erfu¨llt und somit semi-invertierbar ist.
Wenn wir ‖logU‖2 noch mit einer monoton wachsenden Funktion f verketten, erhalten wir immer noch
ein Elastizita¨tsgesetz, welche die Baker-Ericksen-Inequalities erfu¨llt:
Beispiel 6.1.14. Sei f : R+ → R eine differenzierbare, streng monoton wachsende Funktion. Die Energie-
funktion W : Sym+(3)→ R mit
W (U) = f
(‖logU‖2) fu¨r alle U ∈ Sym+(3) (6.1.18)
induziert ein Elastizita¨tsgesetz, das ebenso wie Satz 6.1.13 (WE-TSS) und (BE+) erfu¨llt und semi-
invertierbar ist.
Beweis. Fu¨r k ∈ {1, 2} und alle U ∈ Sym+(3) \ R · 1 ist
d
dIk
f
(‖logU‖2) = d
dIk
f
(1
4
‖logC‖2
)
= f ′
(1
4
‖logC‖2
)
︸ ︷︷ ︸
>0
· d
dIk
‖logC‖2 ≥ 0 ,
mit ansonsten analoger Argumentation wie bei Satz 6.1.13. 
6.1.2. Energiefunktionen vom Hencky-Typ
Wir haben in diesem Kapitel bereits ausgenutzt, dass wir isotrope Energiefunktionen F 7→ W (F ) als
Funktionen in den Invarianten von C = FTF darstellen ko¨nnen. In diesem Abschnitt wollen wir nun
Energiefunktionen untersuchen, die sich als Funktion in der Norm des spurfreien Anteils und im Betrag
der Spur des Hencky-Dehnungstensors logU = log
√
FTF darstellen lassen.
Definition 6.1.15. Wir bezeichnen eine elastische Energiefunktion W : GL+(3) → R als vom Hencky-
Typ, wenn sich W als Funktion in ‖dev3 logU‖2 und |tr logU |2 schreiben la¨sst, d.h. wenn W von der
Form
W (F ) = W(‖dev3 logU‖2, |tr logU |2) (6.1.19)
mit einer differenzierbaren Funkton W : R2+ → R ist.
Bemerkung 6.1.16. Offenkundig sind elastische Energiefunktionen vom Hencky-Typ isotrop, da log,
devn, tr und die Frobeniusnorm isotrop sind. Und aus diesem Grund ko¨nnen wir, wie wir es von Ener-
giefunktionen gewohnt sind, gleichwertig W (F ) = W(‖dev3 log V ‖2, |tr log V |2) mit log V = log√FFT
schreiben.
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So, wie wir Darstellungssa¨tze von isotropen Funktionen als Ausdru¨cke in den Ableitungen nach den Inva-
rianten ausdru¨cken ko¨nnen, ist es uns mo¨glich, fu¨r Funktionen vom Hencky-Typ eine Darstellung in den
partiellen Ableitungen von W anzugeben:
Lemma 6.1.17. Sei σ : Sym+(3) → Sym(3) ein Elastizita¨tsgesetz, welches von einer Energiefunktion
W : GL+(3)→ R vom Hencky-Typ induziert wird. Dann gilt:
σ(V ) =
2
detV
(
∂W
∂x1
(‖dev3 log V ‖2, | tr log V |2) · dev3 log V
+
∂W
∂x2
(‖dev3 log V ‖2, | tr log V |2) · tr log V · 1
)
. (6.1.20)
Beweis. Wir setzen g : R3 → R, sodass W (F ) = W (‖dev3 log V ‖2, |tr log V |2) = g(λ1, λ2, λ3) gilt und
bestimmen mit der Kettenregel:
∂g
∂λi
(λ1, λ2, λ3) =
∂W
∂x1
(‖dev3 log V ‖2, | tr log V |2) · d
dλi
‖dev3 log V ‖2
+
∂W
∂x2
(‖dev3 log V ‖2, | tr log V |2) · d
dλi
| tr log V |2
=
∂W
∂x1
(‖dev3 log V ‖2, | tr log V |2) · 2
λi
log
λi
(detU)1/n
+
∂W
∂x2
(‖dev3 log V ‖2, | tr log V |2) · 2
λi
tr log V .
So lauten nach Lemma 4.3.28 auf Seite 113 die Hauptspannungen (principal stresses)
σi =
λi
detU
∂g
∂λi
(λ1, λ2, λ3) =
2
detU
(
∂W
∂x1
(‖dev3 log V ‖2, | tr log V |2) · log λi
(detU)1/n
+
∂W
∂x2
(‖dev3 log V ‖2, | tr log V |2) · tr log V
)
.
Mit σ(V ) = Q diag(σ1, σ2, σ3)Q
T fu¨r U = Qdiag(λ1, λ2, λ3)Q
T erhalten wir dann das zu Zeigende. 
Der partiellen Ableitung nach dem ersten Argument von W kommt eine besondere Bedeutung zu. Wir
werden mit den beiden folgenden Lemmata zeigen, dass die Semi-Invertierbarkeit des Elastizita¨sgesetztes
einer Energiefunktion vom Hencky-Typ nur von dieser ersten Ableitung abha¨ngt. Dies ist der Schlu¨ssel,
um fu¨r die typischen Vertreter der Energiefunktionen vom Hencky-Typ die Semi-Invertierbarkeit der kor-
respondierenden Elastizita¨tsgesetze nachzuweisen.
Wir zeigen nun, dass eine Energiefunktion vom Hencky-Typ unter positiver partieller Ableitung von W
nach der ersten Komponente das Kriterium aus Folgerung 6.1.5 fu¨r die Gu¨ltigkeit der schwachen empi-
rischen Ungleichungen erfu¨llt. Wie auch schon im letzten Abschnitt ko¨nnen wir alle U mit drei gleichen
Eigenwerten bei der Argumentation auslassen.
Lemma 6.1.18. Gegeben sei eine isotrope elastische Energiefunktion W : GL+(3)→ R vom Hencky-Typ
mit positiver partieller Ableitung nach ‖dev3 logU‖2, d.h.
∂W
∂x1
(‖dev3 logU‖2, |tr logU |2) > 0 fu¨r alle U ∈ Sym+(n) , (6.1.21)
dann gilt fu¨r alle U ∈ Sym+(n), wobei U kein Vielfaches der Einheitsmatrix ist
∂Ψ̂
∂I1
(I1, I2, I3) ≥ 0 und ∂Ψ̂
∂I2
(I1, I2, I3) ≥ 0 . (6.1.22)
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Hierbei ist Ψ̂ die Darstellung von W in den Invarianten I1, I2, I3 ∈ R+ von C = U2. Es kann nicht beidsei-
tig Gleichheit gelten. Beide Ungleichungen sind strikt, wenn U nur paarweise unterschiedliche Eigenwerte
hat.
Insbesondere erfu¨llt dann W die schwachen empirischen Ungleichungen fu¨r alle U ∈ Sym+(3), die nicht
Vielfache der Einheitsmatrix sind.
Beweis. Wir leiten Ψ̂ nach den Invarianten Ik von C ab, aufgrund von logU =
1
2 logC ko¨nnen wir leicht
umrechnen. Mit ‖logC‖2 = ‖devn logC‖2 + 1n | tr logC|2 und der Kettenregel gilt
∂Ψ̂
∂Ik
(U) =
dW
dIk
(‖dev3 logU‖2, |tr logU |2)
=
∂W
∂x1
(‖dev3 logU‖2, |tr logU |2) · d
dIk
‖dev3 logU‖2
+
∂W
∂x1
(‖dev3 logU‖2, |tr logU |2) · d
dIk
| tr logU |2
=
1
4
· ∂W
∂x1
(‖dev3 logU‖2, |tr logU |2) · d
dIk
(‖logC‖2 − 1
3
| tr logC|2)
+
1
4
· ∂W
∂x1
(‖dev3 logU‖2, |tr logU |2) · d
dIk
| tr logC|2
=
1
4
· ∂W
∂x1
(‖dev3 logU‖2, |tr logU |2) · d
dIk
‖logC‖2
+
1
4
·
(
−1
3
∂W
∂x1
+
∂W
∂x2
)(‖dev3 logU‖2, |tr logU |2) · d
dIk
| tr logC|2 .
Fu¨r k ∈ {1, 2} ist ddIk | tr logC|2 = ddIk | log I3|2 = 0. Weiterhin ist nach Voraussetzung die erste partielle
Ableitung ∂W/∂x1 positiv. Wir erhalten
dW
dIk
(U) =
∂W
∂x1
(‖dev3 logU‖2, |tr logU |2)︸ ︷︷ ︸
>0
· d
dIk
‖logC‖2 ≥ 0 fu¨r k ∈ {1, 2} .
Die Nichtnegativita¨t des Ausdrucks erben wir aus der Ungleichung ddIk ‖logC‖2 ≥ 0 fu¨r k ∈ {1, 2} aus
Lemma 6.1.10 des letzten Abschnitts. Wir haben dort sogar gezeigt, dass die Ungleichung im Falle paar-
weise verschiedener Eigenwerte von C fu¨r k = 1 und fu¨r k = 2 strikt ist und ansonsten fu¨r eins der beiden
k ∈ {1, 2} strikt ist. 
Die weitere Argumentation erfolgt nun analog wie im Satz 6.1.13: Wir haben gezeigt, dass die Darstellung
eines Elastizita¨tsgesetz vom Hencky-Typ in den Invarianten von C fu¨r alle U ∈ Sym+(3) \ R · 1 positive
partielle Ableitungen nach I1 und I2 unter der Voraussetzung hat, dass die zugeho¨rige Energiefunktion vom
Hencky-Typ W u¨ber eine positive erste Ableitung verfu¨gt. Bemerkung 6.1.2 und Proposition 6.1.3 sichern
uns, dass dies den Schluss auf die Semi-Invertierbarkeit auf ganz Sym+(3) zula¨sst. Insgesamt erhalten wir:
Satz 6.1.19. Gegeben sei eine isotrope elastische Energiefunktion W : GL+(3) → R vom Hencky-Typ
mit positiver partieller Ableitung nach ‖dev3 logU‖2, d.h.
∂W
∂x1
(‖dev3 logU‖2, |tr logU |2) > 0 fu¨r alle U ∈ Sym+(3) . (6.1.23)
Dann erfu¨llt das aus W resultierende Elastizita¨tsgesetz σ̂ : Sym+(3)→ Sym(3) fu¨r alle B ∈ Sym+(3), die
nicht Vielfaches der Einheitsmatrix sind, die schwachen empirischen Ungleichungen (WE-TSS), fu¨r alle
B ∈ Sym+(3) die Baker-Ericksen-Inequalities (BE+) und ist somit semi-invertierbar.
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Als erstes Beispiel einer Energiefunktion von Hencky-Typ wollen wir die quadratische Hencky-Energie
nennen. Sie ist sozusagen der Ursprung der Hencky-Typ-Energien und wurde 1929 von H. Hencky [37]
im Kontext der nichtlinearen Elastizita¨tstheorie eingefu¨hrt. Ju¨ngst wurde sie durch eine eindeutige geo-
metrische Eigenschaft charakterisiert [51, 56, 57]: Sie misst die quadratische geometrische Distanz von
F zur speziellen orthogonalen Gruppe SO(3) in einer links GL+(n)-invarianten, rechts SO(n)-invarianten
Riemann’schen Metrik auf GL+(n).
Beispiel 6.1.20. Die quadratische Hencky-Energie WH : GL
+(3)→ R mit
WH(F ) = µ ‖dev3 logU‖2 + κ
2
(tr(logU))
2
= µ ‖logU‖2 + Λ
2
(tr(logU))
2
. (6.1.24)
wobei die Materialparameter µ,Λ ∈ R mit µ > 0 und 3Λ + 2µ ≥ 0 Lame´-Parameter und κ ∈ R+ Bulk-
Modulus genannt werden, erfu¨llt fu¨r alle U =
√
FTF , die nicht Vielfache der Einheitsmatrix sind, die
schwachen empirischen Ungleichungen und fu¨r alle U ∈ Sym+(3) die Baker-Ericksen-Inequalities und ist
semi-invertierbar. Das von WH induzierte Elastizita¨tsgesetz σ : Sym
+(3)→ Sym(3) lautet
σ(V ) =
2
detV
(
µ dev3 log V +
κ
2
tr log V · 1) . (6.1.25)
Beweis. Die quadratische Hencky-Energie WeH(U) ist vom Hencky-Typ mit
W(x1, x2) = µx1 + κ
2
x2 ,
und hat die partiellen Ableitungen
∂W
∂x1
(x1, x2) = µ und
∂W
∂x2
(x1, x2) =
κ
2
.
Insbesondere la¨sst sich Satz 6.1.19 wegen der positiven partiellen Ableitung
dW
d‖dev3 logU‖2 (U) =
∂W
∂x1
(‖dev3 logU‖2, | tr logU |2) = µ > 0
anwenden. Unter Zuhilfenahme von Lemma 6.1.17 lautet das Elastizita¨tsgesetz
σ(V ) =
2
detV
(
∂W
∂x1
(‖dev3 log V ‖2, | tr log V |2) · dev3 log V
+
∂W
∂x2
(‖dev3 log V ‖2, | tr log V |2) · tr log V · 1
)
=
2
detV
(
µ dev3 log V +
κ
2
tr log V · 1) . 
Bemerkung 6.1.21. Das von der quadratischen Hencky-Energie induzierte Elastizia¨tsgesetz ist zwar
semi-invertierbar, aber nicht invertierbar. Dies la¨sst sich leicht anhand der Nichtinjektivita¨t der Abbildung
x 7→ σ(x1/n · 1) = 2
det(x
1/n · 1)︸ ︷︷ ︸
=x
(
µ dev3 log(x
1/n · 1)︸ ︷︷ ︸
=0
)
+
κ
2
(
log det(x
1/n · 1)︸ ︷︷ ︸
=x
·1
)
= κ
log x
x
(6.1.26)
fu¨r x ∈ R+ erkennen.6
Als na¨chstes Beispiel pra¨sentieren wie die von Neff, Ghiba und Lankeit [57] eingefu¨hrte Exponentiated-
Hencky-Energie.
6Die Abbildung ist stetig und es gilt log 1
1
= 0, log e
e
= 1
e
und limx→∞ log xx = 0.
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Beispiel 6.1.22. Die Exponentiated-Hencky-Energie WeH : Sym
+(3)→ R mit
WeH(U) =
µ
k
ek ‖dev3 logU‖
2
+
κ
2k̂
ek̂ | tr logU |
2
, µ, k, κ, k̂ ∈ R+ (6.1.27)
erfu¨llt fu¨r alle U ∈ Sym+(3)\R ·1 die schwachen empirischen Ungleichungen und fu¨r alle U ∈ Sym+(3) die
strikten Baker-Ericksen-Inequalities und ist semi-invertierbar. Das von WeH induzierte Elastizita¨tsgesetz
σ : Sym+(3)→ Sym(3) lautet
σ(V ) =
2
detV
(
µ ek ‖dev3 log V ‖
2
dev3 logU +
κ
2
ek̂ | tr log V |
2
tr log V · 1) . (6.1.28)
Beweis. Die Exponentiated-Hencky-Energie WeH(U) ist vom Hencky-Typ mit
W(x1, x2) = µ
k
ek x1 +
κ
2k̂
ek̂ x2
und hat die partielle Ableitungen
∂W
∂x1
(x1, x2) = µ e
k x1 und
∂W
∂x2
(x1, x2) =
κ
2
ek̂ x2 .
Insbesondere la¨sst sich Satz 6.1.19 wegen der positiven partiellen Ableitung
dW
d‖dev3 logU‖2 (U) =
∂W
∂x1
(‖dev3 logU‖2, | tr logU |2) = µ ek ‖dev3 logU‖2 > 0 .
anwenden. Unter Zuhilfenahme von Lemma 6.1.17 lautet das Elastizita¨tsgesetz
σ(V ) =
2
detV
(
∂W
∂x1
(‖dev3 log V ‖2, | tr log V |2) · dev3 log V
+
∂W
∂x2
(‖dev3 log V ‖2, | tr log V |2) · tr log V · 1
)
=
2
detV
(
µ ek ‖dev3 log V ‖
2
dev3 log V +
κ
2
ek̂ | tr log V |
2
tr log V · 1) . 
Bemerkung 6.1.23. Das Ergebnis der Semi-Invertierbarkeit des aus der Exponentiated-Hencky-Energie
hervorgehenden Elastizita¨tsgesetzes erhalten wir auch als Konsequenz aus der Invertierbarkeit des Elasti-
zita¨tsgesetzes. Den Beweis dazu finden wir in Neff, Ghiba und Lankeit [57, S. 25 f ].
Beispiel 6.1.24. Eine Variation der Exponentiated-Hencky-Energie W
e˜H
: Sym+(3)→ R mit
W
e˜H
(U) =
µ
k
exp
(
k
µ
· (µ‖dev3 logU‖2 + κ
2
| tr logU |2)
)
(6.1.29)
erfu¨llt fu¨r alle U ∈ Sym+(3) \ R · 1 die schwachen empirischen Ungleichungen und fu¨r alle U ∈ Sym+(3)
die Baker-Ericksen-Ungleichungen und ist semi-invertierbar. Das von WeH induzierte Elastizita¨tsgesetz
σ : Sym+(3)→ Sym(3) lautet
σ(V ) =
1
detV
2k
µ
·WeH(V ) ·
(
µ dev3 log V +
κ
2
tr log V · 1
)
. (6.1.30)
Beweis. Diese Variation der Exponentiated-Hencky-Energie W
e˜H
(U) ist vom Hencky-Typ mit
W(x1, x2) = µ
k
exp
(
k
µ
(µx1 +
κ
2
x2)
)
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und hat die partielle Ableitungen
∂W
∂x1
(x1, x2) = k · W(x1, x2) und ∂W
∂x2
(x1, x2) =
kκ
2µ
· W(x1, x2) .
Insbesondere la¨sst sich Satz 6.1.19 wegen der positiven partiellen Ableitung
dW
d‖dev3 logU‖2 (U) =
∂W
∂x1
(‖dev3 logU‖2, | tr logU |2) = k ·WeH(U) > 0
anwenden. Unter Zuhilfenahme von Lemma 6.1.17 lautet das Elastizita¨tsgesetz
σ(V ) =
2
detV
(
∂W
∂x1
(‖dev3 log V ‖2, | tr log V |2) · dev3 log V
+
∂W
∂x2
(‖dev3 log V ‖2, | tr log V |2) · tr log V · 1
)
=
2
detV
(
kWeH(V ) · dev3 log V + kκ
2µ
WeH(V ) · tr log V · 1
)
=
1
detV
2k
µ
·WeH(V ) ·
(
µ dev3 log V +
κ
2
tr log V · 1
)
. 
6.1.3. Energien mit additiv isochor-volumetrischem Split
Definition 6.1.25. Eine Energiefunktion W : GL+(3) → R weist einen additiv isochor-volumetrischen
Split auf, wenn es stetig differenzierbare Funktionen Wiso : SL(3)→ R und f : R+ → R gibt, sodass
W (F ) = Wiso
(
F
(detF )1/3
)
+ f(detF ) fu¨r alle F ∈ GL+(3) . (6.1.31)
Siehe auch Richter [66].
Proposition 6.1.26. Fu¨r jede Energiefunktion W : GL+(3)→ R, die einen additiv isochor-volumetrischen
Split aufweist, la¨sst sich auch die Darstellung W (F ) = Ψ̂(I1, I2, I3) in den Invarianten von C = F
TF
additiv isochor-volumetrisch aufteilen, d.h. es existiert eine Funktion Ψ̂iso : R2 → R in den Invarianten
von C˜ = C
(detC)1/3
, dem isochoren Anteil von C = FTF , mit
W (F ) = Ψ̂iso(I˜1, I˜2) + f(I
1/2
3 ) fu¨r alle F ∈ GL+(3) . (6.1.32)
Hierbei sind
I1 = tr(C) , I2 = tr(Cof C) , I3 = detC (6.1.33)
die Invarianten von C und
I˜1 = tr(C˜) =
I1
I
1/3
3
, I˜2 = tr(Cof C˜) =
I2
I
2/3
3
, I˜3 = det C˜ = 1 (6.1.34)
die Invarianten von C˜ mit F˜ = F
detF 1/3
und C˜ = F˜T F˜ .
Beweis. Die Funktion Wiso ist isotrop und hat fu¨r jedes Argument F˜ ∈ SL(3) eine Darstellung in den
Invarianten von C˜
Wiso(F˜ ) = Ψ̂iso(I˜1, I˜2, I˜3) .
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Die Invarianten von C˜ = F˜T F˜ = F
TF
(detFT )1/3(detF )1/3
= C
detC1/3
ergeben sich als
I˜1 = tr(C˜) = tr
(
C
detC1/3
)
=
1
detC1/3
tr(C) =
I1
I
1/3
3
I˜2 = tr(Cof C˜) = tr
( 1
detC2/3
Cof C
)
=
I2
I
2/3
3
I˜3 = det C˜ = det
C
detC1/3
= 1 .
Bei Î2 verwenden wir die Umformung Cof C˜ = det C˜ ·C˜−1 = 1detC detC C
−1
detC−1/3
= 1
detC2/3
Cof C. Da I˜3 =
1 konstant ist, ha¨ngt Ψ̂iso nicht von I˜3 ab. Somit ko¨nnen wir ebenso Wiso(F ) = Ψ̂iso(I˜1, I˜2) schreiben. 
Bemerkung 6.1.27. Die Abbildung F 7→ Wiso
(
F
(detF )1/3
)
la¨sst sich zwar als Funktion in den Invari-
anten I˜1, I˜2, aber im Allgemeinen nicht als Funktion in den Invarianten I1, I2 (und Ausschluss von I3!)
ausdru¨cken. Machen wir uns klar: Die Abbildung ist invariant gegenu¨ber rein volumetrischen A¨nderungen
von F . Diese A¨nderung bedeutet allerdings eine Vera¨nderung aller drei Invarianten I1, I2 und I3.
7 Halten
wir I1 und I2 fest und vera¨ndern bloß I3, so bedeutet dies auch eine Forma¨nderung von F und damit eine
A¨nderung der isochoren Energie Wiso
(
F
(detF )1/3
)
! Und machen wir uns insbesondere klar, die Ableitung
einer Energie mit additiv isochor-volumetrischem Split nach der dritten Invarianten I3 = detC ha¨ngt
im Allgemeinen nicht nur vom volumetrischen Teil f(detF ), sondern auch sehr wohl vom isochoren Teil
Wiso
(
F
(detF )1/3
)
ab!
Proposition 6.1.28. Sei W : GL+(3)→ R eine Energiefunktion, die einen additiv isochor-volumetrischen
Split aufweist und eine Darstellung in den Invarianten der Form (6.1.32) aufweist. Sind die partiellen
Ableitungen von Ψ̂iso positiv, d.h.
∂Ψ̂iso
∂I˜1
(I˜1, I˜2) ≥ 0 und ∂Ψ̂iso
∂I˜2
(I˜1, I˜2) ≥ 0 fu¨r alle C ∈ Sym+(3) , (6.1.35)
wobei fu¨r jedes C ∈ Sym+(3) jeweils eine der beiden Ungleichungen strikt ist, genau dann erfu¨llt Ŵ die
schwachen empirischen Ungleichungen (WE-TSS).
Beweis. Wie in der vorigen Proposition hergeleitet, habe nun W die Darstellung
W (F ) = Ψ̂iso(I˜1, I˜2) + f(I
1/2
3 ) mit I˜1 =
I1
I
1/3
3
, I˜2 =
I2
I
2/3
3
.
Ableitung mit der Kettenregel ergibt
∂Ψ̂
∂I1
(I1, I2, I3) =
1
I
1/3
3
∂Ψ̂iso
∂Î1
(I˜1, I˜2) und
∂Ψ̂
∂I2
(I1, I2, I3) =
1
I
2/3
3
∂Ψ̂iso
∂Î2
(I˜1, I˜2) .
Nach Folgerung 6.1.5 erfu¨llt W genau dann die schwachen empirischen Ungleichungen, wenn
∂Ψ̂
∂I1
(I1, I2, I3) ≥ 0 und ∂Ψ̂
∂I2
(I1, I2, I3) ≥ 0 fu¨r alle C ∈ Sym+(3)
gilt, wobei fu¨r jedes C ∈ Sym+(3) jeweils eine der Ungleichungen strikt sein muss. Mit der Positivita¨t von
1
I
1/3
3
und von 1
I
2/3
3
folgt die Aussage. 
7Fu¨r eine reine Volumena¨nderung F 7→ c F gilt: I1(c F ) = c I1(F ) , I2(c F ) = c2 I2(F ) , I3(c F ) = c3 I3(F ), es a¨ndern sich
alle drei Invarianten!
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Fu¨hren wir uns vor Augen: Sei F ∈ GL+(3) und damit F˜ := F
detF 1/3
∈ SL(3). Dann lauten die Invarianten
von C˜ = C
detC1/3
= F˜T F˜
I˜1 = tr(C˜) = tr(F˜
T F˜ ) = ‖F˜‖2 ,
I˜2 = tr(Cof C˜) = tr(Cof F˜
T F˜ ) = tr
(
Cof F˜ )T (Cof F˜ )
)
= ‖Cof F˜‖2 ,
I˜3 = det C˜ = 1 .
Vor diesem Hintergrund ist es uns ein Leichtes, die kompressible Mooney-Rivlin-Energie [70] und auch die
kompressible Neo-Hooke-Energie als Beispiele fu¨r Energien mit additiv isochor-volumetrischem Split zu
erkennen und direkt die Darstellung in den Invarianten von C˜ anzugeben8.
Beispiel 6.1.29. Die kompressible Mooney-Rivlin-Energie WMR : GL
+(3)→ Sym(3) mit
WMR(F ) =
µ1
2
(∥∥∥∥ FdetF 1/3
∥∥∥∥2−3)+µ22
(∥∥∥∥Cof FdetF 1/3
∥∥∥∥2−3)+γ2 (detF−1)2 , µ1, µ2, γ ∈ R+ (6.1.36)
weist einen additiv isochor-volumetrischen Split auf und hat die Darstellung in den Invarianten von C =
FTF
WMR(F ) = Ψ̂(I1, I2, I3) = Ψ̂iso(I˜1, I˜2) + f(I
1/2
3 ) (6.1.37)
mit
Ψ̂iso(I˜1, I˜2) =
µ1
2
(I˜1 − 3) + µ2
2
(I˜2 − 3) und f(I1/23 ) =
γ
2
(I
1/2
3 − 1)2 . (6.1.38)
Hierbei sind I˜1 =
I1
I
1/3
3
, I˜2 =
I2
I
2/3
3
und I1, I2, I3 die Invarianten von C = F
TF . Die kompressible Mooney-
Rivlin-Energie erfu¨llt fu¨r alle µ1, µ2, γ ∈ R+ die schwachen empirischen Ungleichungen, aber nicht
Truesdells empirische Ungleichungen, da die
”
β0 ≤ 0“-Bedingung verletzt ist.
Beweis. Mit
∥∥∥ F
detF 1/3
∥∥∥2 = ‖F˜‖2 = I˜1 und ∥∥∥Cof FdetF 1/3 ∥∥∥2 = ‖Cof F˜‖2 = I˜2 erhalten wir leicht die Darstel-
lung Ψ̂iso(I˜1, I˜2).
Der Nachweis fu¨r die schwachen empirischen Ungleichungen wird uns mit Proposition 6.1.28 leicht gemacht:
Es ist ∂Ψ̂
∂I˜1
= µ12 > 0 und
∂Ψ̂
∂I˜2
= µ22 > 0.
Bestimmen wir nun β0. Hier verwenden wir die Repra¨sentationsformel aus Lemma 6.1.4 und leiten dann
per Kettenregel ab
β0 =
2√
I3
(
I2
∂Ψ̂
∂I2
+ I3
∂Ψ̂
∂I3
)
=
2√
I3
(
I2
d
dI2
Ψ̂iso
(
I1
I
1/3
3
,
I2
I
2/3
3
)
+ I3
d
dI3
Ψ̂iso
(
I1
I
1/3
3
,
I2
I
2/3
3
)
+ I3
d
dI3
f
(
I
1/2
3
))
=
2√
I3
(
I2
I
2/3
3
∂Ψ̂iso
∂I˜2
(I˜1, I˜2) − 1
3
I1
I
1/3
3
∂Ψ̂iso
∂I˜1
(I˜1, I˜2) − 2
3
I1
I
2/3
3
∂Ψ̂iso
∂I˜2
(I˜1, I˜2) +
√
I3
2
f ′
(
I
1/2
3
))
= −2
3
I1
I
5/6
3
∂Ψ̂iso
∂I˜1
(I˜1, I˜2) − 2
I
7/6
3
(2
3
I1 − I2
) ∂Ψ̂iso
∂I˜2
(I˜1, I˜2) + f
′(I1/23 )
= −2
3
I1
I
5/6
3
µ1
2
− 2
I
7/6
3
(2
3
I1 − I2
) µ2
2
+ γ (I
1/2
3 − 1)
Dieser Ausdruck ist fu¨r große Volumenverzerrungen stets positiv. Zu vorgegebenen µ1, µ2, γ ∈ R+ betrach-
ten wir als Beispiel C = c · 1 mit c ∈ R+. Dann ist
β0 = (3µ2 − µ1) c−3/2 − 2µ2 c−5/2 + γ c3/2 − γ → ∞ fu¨r c→∞ .
Somit gilt fu¨r jede Wahl von µ1, µ2, γ ∈ R+ nicht β0 ≤ 0 und (E-TSS) ist nicht erfu¨llt. 
8Eine Diskussion hierzu findet sich auch in Truesdell und Noll [79, S. 348 ff].
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Beispiel 6.1.30. Die kompressible Neo-Hooke-Energie WNH : GL
+(3)→ Sym(3) mit
WNH(F ) =
µ
2
(∥∥∥∥ FdetF 1/3
∥∥∥∥2 − 3)+ γ2 (detF − 1)2 , µ, γ ∈ R+ (6.1.39)
ist ein Spezialfall der kompressiblen Mooney-Rivlin-Energie mit µ1 = µ und µ2 = 0.
Beispiel 6.1.31. Eine isochore Version der Saint-Venant-Kirchhoff-Energie (vgl. Beispiel 6.1.34) erhalten
wir durch Ŵ : GL+(3)→ Sym(3) mit
Ŵ (C) =
∥∥∥∥ CdetC1/3 − 1
∥∥∥∥2 . (6.1.40)
Sie hat die Darstellung als isochore Funktion Ψ̂iso in den Invarianten I˜1 =
I1
I
1/3
3
, Î2 =
I2
I
2/3
3
von C˜ = C
detC1/3
∈
SL(3)
Ŵ (C) = Ψ̂iso(I˜1, I˜2) = I˜
2
1 − 2I˜1 − 2I˜2 + 3 (6.1.41)
und erfu¨llt wegen ∂Ψ̂iso
∂I˜2
(I˜1, I˜2) = −2 < 0 laut Proposition 6.1.28 nicht die schwachen empirischen Unglei-
chungen.
Auch die folgende Energie weist einen additiv isochor-volumetrischen Split auf:
Beispiel 6.1.32. Die Energie Ŵ : Sym+(3)→ R mit
Ŵ (C) =
µ
4
∥∥∥∥ CdetC1/3 − C−1detC−1/3
∥∥∥∥2 + f(detC) , µ > 0 . (6.1.42)
weist einen additiv isochor-volumetrischen Split auf und hat die Darstellung in den Invarianten von C =
FTF
Ŵ (C) = Ψ̂iso(I˜1, I˜2) + f(I3) (6.1.43)
mit
Ψ̂iso(I˜1, I˜2) =
µ
4
(I˜21 − 2 I˜2 + 2I˜1 − I˜22 − 6) . (6.1.44)
Diese Energie erfu¨llt laut Proposition 6.1.28 nicht die schwachen empirischen Ungleichungen, denn es gilt
fu¨r die partiellen Ableitungen
∂Ψ̂iso
∂I˜1
(I˜1, I˜2, ) =
µ
2
(I˜1 + 1) > 0 und
∂Ψ̂iso
∂I˜2
(I˜1, I˜2) = −µ
2
(I˜2 + 1) < 0 . (6.1.45)
Beweis zur Darstellung in den Invarianten. Wir ko¨nnen die Energie auch schreiben als
Ŵ (C) =
µ
4
‖C˜ − C˜−1‖2 + f(detC)
mit C˜ = C
detC1/3
und Invarianten I˜1, I˜2, I˜3 = 1 von C˜. Da nun nach Proposition 4.3.32 auf Seite 121
‖C‖2 = I21 − 2 I2 und ‖C−1‖2 = 2
I1
I3
− I
2
2
I2e
gilt, ko¨nnen wir diese Ausdru¨cke auf C˜ u¨bertragen und erhalten
‖C˜‖2 = I˜21 − 2 I˜2 und ‖C−1‖2 = 2I˜1 − I˜22 ,
da I˜3 = 1. Mit ‖C˜ − C˜−1‖2 = ‖C˜‖2 − 6 + ‖C˜−1‖2 ist schließlich
Ψ̂iso(I˜1, I˜2) =
µ
4
(
(I˜21 − 2 I˜2)− 6 + (2I˜1 − I˜22 )
)
. 
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6.1.4. Andere Energien
Mit a¨hnlicher Rechnung wie in Beispiel 6.1.32 erhalten wir:
Beispiel 6.1.33. Die Energie Ŵ : Sym+(3)→ R mit
Ŵ (C) =
µ
4
‖C − C−1‖2 + f(detC) , µ > 0 (6.1.46)
hat die Darstellung in den Invarianten von C = FTF
Ψ̂(I1, I2, I3) =
µ
4
(
I21 − 2 I2 − 6 + 2
I1
I3
− I
2
2
I23
)
+ f(I3) . (6.1.47)
Diese Energie erfu¨llt laut Folgerung 6.1.5 nicht die schwachen empirischen Ungleichungen, denn es gilt fu¨r
die partiellen Ableitungen
∂Ψ̂
∂I1
(I1, I2, I3) =
µ
2
(
I1 +
1
I3
)
> 0 und
∂Ψ̂
∂I2
(I1, I2, I3) = −µ
2
(
1 +
I2
I23
)
< 0 . (6.1.48)
In Beispiel 6.1.31 haben wir bereits eine isochore Version (mit µ = 4 und Λ = 0) der folgenden Energie
kennengelernt. Sie erfu¨llt nicht die schwachen empirischen Ungleichungen. Die nicht-isochore Version, die
wir in Proposition 5.4.2 bereits als Saint-Venant-Kirchhoff-Energie kennengelernt9 haben, steht ihr dabei
in Nichts nach.
Beispiel 6.1.34. Die Saint-Venant-Kirchhoff-Energie ŴSVK : Sym
+(3)→ Sym(3) mit
ŴSVK(C) =
µ
4
‖C − 1‖2 + Λ
8
(
tr(C − 1))2 , 3Λ + 2µ > 0 (6.1.49)
hat die Darstellung in den Invarianten von C = FTF
Ψ̂(I1, I2, I3) =
µ
4
(I21 − 2I2 − 2I1 + 3) +
Λ
8
(I1 − 3)2 . (6.1.50)
Das aus dieser Energie resultierende Elastizita¨tsgesetz erfu¨llt laut Folgerung 6.1.5 nicht die schwachen
empirischen Ungleichungen, denn es gilt fu¨r die partiellen Ableitungen
∂Ψ̂
∂I1
(I1, I2, I3) =
µ
4
(2 I1 − 2) + Λ
4
(I1 − 3) und ∂Ψ̂
∂I2
(I1, I2, I3) = −1
2
µ < 0 . (6.1.51)
Hierbei ist auch die Bedingungen ∂Ψ̂∂I1 (I1, I2, I3) > 0 fu¨r jedes Λ und µ und hinreichend kleinem I1 nicht
erfu¨llt.
Zur Darstellung in den Invarianten. Wir formen um
ŴSVK(C) =
µ
4
‖C − 1‖2 + Λ
8
(
tr(C − 1))2
=
µ
4
(‖C‖2 − 2 tr(C) + 3)+ Λ
8
(
tr(C)− 3)2
Nun ist ‖C‖2 = I21 − 2 I2 und so erhalten wir
Ψ̂(I1, I2, I3) =
µ
4
(I21 − 2I2 − 2I1 + 3) +
Λ
8
(I1 − 3)2 . 
9Wir haben in Proposition 5.4.2 auf Seite 129 die Konvexita¨t in in C der Saint-Venant-Kirchhoff Energie gezeigt.
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Nicht nur die schwachen empirischen Ungleichungen werden vom aus der Saint-Venant-Kirchhoff-Energie
resultierenden Elastizita¨tsgesetz nicht erfu¨llt: Die bedeutend schwa¨cheren Baker-Ericksen-Ungleichungen
werden ebenso nicht erfu¨llt. Um dies zu zeigen, beno¨tigen wir zuna¨chst die Darstellung des Elastizita¨tsge-
setzes als σ̂ in B:
Proposition 6.1.35. Das durch die Saint-Venant-Kirchoff-Energie induzierte Elastizita¨tsgesetz σ̂ : Sym+(3)
→ Sym(3) lautet
σ̂(B) =
1√
detB
(
µB2 +
Λ
2
tr(B) ·B − 1
2
(2µ+ 3 Λ)B
)
. (6.1.52)
Beweis. Die Ableitung der Saint-Venant-Kirchhoff-Energie
ŴSVK(B) =
µ
4
(
tr(B2)− 2 tr(B) + 3) + Λ
8
((
tr(B)
)2 − 6 tr(B) + 9)
lautet
DŴSVK(B) =
µ
4
(
2C − 2 · 1
)
+
Λ
8
(
2 tr(B) · 1− 6 · 1
)
=
µ
2
(B − 1) + Λ
4
(
tr(B)− 3) · 1 = µ
2
C +
Λ
4
tr(C) · 1− 1
4
(2µ+ 3Λ) · 1 .
Nach Lemma 4.3.27 auf Seite 113 gilt σ̂(B) = 2√
detB
DŴ (B)B. Einsetzen der Ableitung schließt den
Beweis. 
Proposition 6.1.36. Das durch die Saint-Venant-Kirchoff-Energie induzierte Elastizita¨tsgesetz σ̂ erfu¨llt
nicht die strikten Baker-Ericksen Ungleichungen (BE+).
Beweis. Sind λ21, λ
2
2, λ
2
3 ∈ R+ die Eigenwerte von B ∈ Sym+(3), dann gilt nach Proposition 6.1.35 fu¨r die
Hauptspannungen
σi =
1
λ1λ2λ3
(
µλ4i +
Λ
2
(λ21 + λ
2
2 + λ
2
3)λ
2
i −
1
2
(2µ+ 3Λ)λ2i
)
.
Nun angenommen, σ̂ wu¨rde die strikten Baker-Ericksen Ungleichungen erfu¨llen, dann wu¨rde nach Satz
6.1.1 auf Seite 135 fu¨r alle B ∈ Sym+(3) mit Eigenwerten λ21, λ22, λ23 ∈ R+ und Hauptspannungen σ1, σ2, σ3
(also den Eigenwerten von σ̂(B)) gelten: Aus λi > λj folgt σi > σj fu¨r alle i, j ∈ {1, 2, 3}.
Zu vorgegebenen µ ∈ R+ und Λ ∈ R mit 3Λ + 2µ > 0 ko¨nnen wir x, y ∈ R+ so klein wa¨hlen, dass
2 (µ+ Λ)x+ Λ y − (2µ+ 3Λ) < 0
gilt. Fu¨r hinreichend kleines ε > 0 wa¨hlen wir nun λ1 =
√
x+ ε, λ2 =
√
x− ε und λ3 = √y. Dann gilt
λ1 > λ2 und
σ1 − σ2 = 1
(x2 − ε2)y
(
µ (x+ ε)2 − µ (x− ε)2 + Λ (2x+ y) ε− (2µ+ 3Λ) ε)
=
1
(x2 − ε2)y
(
2 (µ+ Λ)x+ Λ y − (2µ+ 3Λ)) ε < 0 ,
also σ1 < σ2, ein Widerspruch. 
In Ciarlet und Geymonat [17] findet sich die folgende Energiefunktion.
Beispiel 6.1.37. Die Ciarlet-Geymonat-Energie Ŵ : Sym+(3)→ R mit
ŴCG(C) =
µ
2
(
tr(C)− log detC − 3) + Λ
4
(
detC − log detC − 1) (6.1.53)
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hat die Darstellung in den Invarianten von C
Ψ̂(I1, I2, I3) =
µ
2
(
I1 − log I3 − 3
)
+
Λ
4
(
I3 − log I3 − 1
)
. (6.1.54)
Das aus ihr resultierende Elastizita¨tsgesetz erfu¨llt die schwachen empirischen Ungleichungen (und somit
auch die strikten Baker-Ericksen-Ungleichungen) und ist folglich semi-invertierbar, erfu¨llt aber nicht die
”
β0 ≤ 0“-Bedingung von Truesdells empirischer Ungleichungen.
Beweis. Die Gu¨ltigkeit der (WE-TSS) ist durch ∂Ψ̂∂I1 =
µ
2 > 0 und
∂Ψ̂
∂I2
= 0 mittels Folgerung 6.1.5
sichergestellt. Zudem erhalten wir mit Lemma 6.1.4 und ∂Ψ̂∂I3 =
Λ
4 −
(
µ
2 +
Λ
4
)
I−13
β0 =
2√
I3
(
I2
∂Ψ̂
∂I2
+ I3
∂Ψ̂
∂I3
)
= 2
√
I3
(
Λ
4
−
(µ
2
+
Λ
4
)
I−13
)
,
ein Ausdruck, der genau fu¨r I3 >
1
2
µ
Λ + 1 positiv ist. 
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Was ist eine Scherung? Dazu betrachten wir das Szenario eines in e1-Richtung und e3-Richtung unend-
lich ausgedehten Quaders eines homogenen elastischen Materials, der durch a¨ußere Scherkra¨fte (auf der
Oberseite in e1-Richtung, auf der Unterseite in −e1-Richtung) deformiert wird.
obere Scherkraft
untere Scherkraft
e1
e2
e3
Abbildung 7.1.: Scherung
Hierbei wird eine Rotation des Quaders durch seine unendliche Ausdehnung verhindert. Diese verhin-
dert auch, dass bis auf die Scherkra¨fte oben und unten sonstige Randbedingungen wirken. Durch die
Homogenita¨t (vgl. Abschnitt 4.3.2 auf Seite 103) ko¨nnen wir nun die gesamte Deformation untersuchen,
indem wir die Einschra¨nkung auf einen Teilwu¨rfel betrachten. Es muss einen symmetrischen Spannungs-
tensor T geben, der sa¨mtliche Fla¨chenkra¨fte, die auf den Teilwu¨rfel wirken, charakterisiert: Auf einer
Fla¨che mit Normale n wirkt die Kraft1 T.n. Die a¨ußeren Scherkra¨fte erzwingen T.e2 = (s, 0, 0)
T bzw.
T.(−e2) = (−s, 0, 0), was die zweite Spalte von T festlegt.2 Mit der Symmetrie von T ist auch seine zweite
Zeile festgelegt. Weiterhin nehmen wir T.e3 = (0, 0, 0)
T an, was insgesamt auf den Spannungstensor
T =
0 s 0s 0 0
0 0 0
 (7.0.1)
fu¨hrt, den wir als Pure-Shear-Spannung bezeichnen.
So verstehen wir unter einer
”
Scherung“ klassischerweise eine Simple-Shear-Deformation, welche Ogden
[62, S. 103] als volumenerhaltende und planare3 Deformation, wie in Abbildung 7.2 zu sehen, beschreibt.
Wir werden in diesem Kapitel zeigen, dass unter Voraussetzung des linearen Modells jede Simple-Shear-
Deformation von jedem linearen Elastizita¨tsgesetz auf eine Pure-Shear-Spannung abgebildet wird. Weiter
werden wir zeigen, dass im Falle des finiten Modells jede (nichttriviale) Simple-Shear-Deformation mittels
eines isotropen Elastizita¨tsgesetzes weder auf eine Pure-Shear-Cauchy-Spannung, noch auf eine Pure-
Shear-Biot-Spannung (vergleiche dazu Abbildung 7.7) abgebildet wird.
1genauer Kraftdichte als Kraft pro Fla¨cheneinheit
2Genau diese Symmetrie erwirkt die Drehmomentfreiheit, welche ein Rotieren des Wu¨rfels verhindert. In Fla¨chenkra¨ften
ausgedru¨ckt bedeutet dies, dass auf die Fla¨chen mit Normalen e1 bzw. −e1 die vertikalen Kra¨fte (0, s, 0)T bzw. (0,−s, 0)T
wirken, welche das Drehmoment der a¨ußeren Scherkra¨fte kompensieren (vgl. Abbildung 7.7).
3d.h. detF = 1 und e3 ist Eigenvektor von F zum Eigenwert 1
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1
1
1
1
1
 1︸ ︷︷ ︸
γ
F
ϑ
F =
1 γ 00 1 0
0 0 1

Abbildung 7.2.: Simple-Shear-Deformation mit Scherungswinkel ϑ und Scherungsmaß γ = tan(ϑ)
1
1
1
1
1√
cosh(2α)

√
cosh(2α)
︸ ︷︷ ︸
sinh(2α)√
cosh(2α)
F
ϑ
F =

1√
cosh(2α)
sinh(2α)√
cosh(2α)
0
0
√
cosh(2α) 0
0 0 1

Abbildung 7.3.: linke Finite-Simple-Shear-Deformation mit tan(ϑ) = tanh(2α)
1
1
1
1
√
cosh(2α)

1√
cosh(2α)
︸ ︷︷ ︸
sinh(2α)√
cosh(2α)
F
ϑ
F =

√
cosh(2α) sinh(2α)√
cosh(2α)
0
0 1√
cosh(2α)
0
0 0 1

Abbildung 7.4.: rechte Finite-Simple-Biot-Shear-Deformation mit tan(ϑ) = sinh(2α)
Als Ersatz werden wir dafu¨r zwei dem Simple-Shear recht a¨hnliche Deformationen vorstellen: Wir wer-
den zeigen, dass das auf eine Pure-Shear-Cauchy-Spannung fu¨hrende Pendant zum Simple-Shear die lin-
ke Finite-Simple-Shear-Deformation (siehe Abbildung 7.3) und das auf eine Pure-Shear-Biot-Spannung
fu¨hrende Pendant die rechte Finite-Simple-Shear-Deformation (siehe Abbildung 7.4) ist.
Desweiteren werden wir neben der Simple-Shear-Deformation alle Deformationen, die im linearen Fall auf
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Pure-Shear-Spannung fu¨hren, als
F =
Simple-Shear︷ ︸︸ ︷
1 +
0 γ2 0γ
2 0 0
0 0 0

︸ ︷︷ ︸
∈Sym(3)
+
 0 γ2 0−γ2 0 0
0 0 0

︸ ︷︷ ︸
∈so(3)
+ A mit γ ∈ R und A ∈ so(3)
identifizieren. Hierbei entsprechen die ersten beiden (symmetrischen) Summanden einer Dehnung (siehe
Abbildung 7.6) und die letzten beiden (schiefsymmetrischen) Summanden einer linearisierten Drehung
(vgl. Abschnitt 4.3.12).
1
1
1
1
︸ ︷︷ ︸
1
}
γ
2
P
P =
1 γ2 0γ
2 1 0
0 0 1

Abbildung 7.5.: lineare Pure-Shear-Dehnung
Auch fu¨r den finiten Fall werden wir neben der linken und rechten Finite-Simple-Shear-Deformation alle
volumenerhaltenden und planaren Deformationen, die auf Pure-Shear-Spannungen fu¨hren, ausmachen.
Wir werden beweisen, dass wenn die Pure-Shear-Spannung eine Cauchy-Spannung sein soll, sind dies alle
F ∈ GL+(3) der Form
F =
linker Finite-Simple-Shear︷ ︸︸ ︷cosh(α) sinh(α) 0sinh(α) cosh(α) 0
0 0 1

︸ ︷︷ ︸
∈Sym(3)
·

cosh(α)√
cosh(2α)
sinh(α)√
cosh(2α)
0
− sinh(α)√
cosh(2α)
cosh(α)√
cosh(2α)
0
0 0 1

︸ ︷︷ ︸
∈SO(3)
·Q1
mit α ∈ R ,
Q1 ∈ SO(3) ,
soll die Pure-Shear-Spannung eine Biot-Spannung sein, sind dies alle F ∈ GL+(3) der Form
F = Q2 ·
rechter Finite-Simple-Shear︷ ︸︸ ︷
cosh(α)√
cosh(2α)
sinh(α)√
cosh(2α)
0
− sinh(α)√
cosh(2α)
cosh(α)√
cosh(2α)
0
0 0 1

︸ ︷︷ ︸
∈SO(3)
·
cosh(α) sinh(α) 0sinh(α) cosh(α) 0
0 0 1

︸ ︷︷ ︸
∈Sym(3)
mit α ∈ R ,
Q2 ∈ SO(3) .
Im ersten Fall folgt auf eine Rotation eine Dehnung, im zweiten Fall folgt auf eine Dehnung eine Rotation.
Wir werden zeigen, dass die Dehnung in beiden Fa¨llen identisch ist und sie als Pure-Shear-Dehnung (siehe
Abbildung 7.6) bezeichnen.
Wir werden sogar sehen, dass die Linearisierungen der linken und der rechten Finite-Simple-Shear-Defor-
mation beide genau der klassischen Simple-Shear-Deformation mit 2α = γ entsprechen.
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1
1
1
1
︸ ︷︷ ︸
cosh(α)
}
sinh(α)
P
ϑ
P =
cosh(α) sinh(α) 0sinh(α) cosh(α) 0
0 0 1

Abbildung 7.6.: Pure-Shear-Dehnung mit tan(ϑ) = tanh(α)
F
pure shear Cauchy stress
pure shear Biot stress
F
T =
0 s 0s 0 0
0 0 0

Abbildung 7.7.: Pure-Shear-Spannung dargestellt durch Kraftpfeile auf den Begrenzungsfla¨chen eines un-
deformierten Referenzwu¨rfels und des mittels einer Simple-Shear-Deformation verformten
Wu¨rfels
Die Charakterisierungen der finiten Simple-Shear-Deformationen als Pure-Shear-Dehnung zuzu¨glich vor-
her bzw. nachher durchgefu¨hrter Rotation sind4 lediglich notwendige Kriterien fu¨r Deformationen, um
auf Pure-Shear-Cauchy-Spannungen bzw. auf Pure-Shear-Biot-Spannungen fu¨hren zu ko¨nnen. Wir wer-
den aber in diesem Kapitel Energiefunktionen untersuchen, welche Elastizita¨tsgesetze induzieren, die eine
dieser beiden Abbildungseigenschaften garantieren, also dass jede Pure-Shear-Dehnung auf eine Pure-
Shear-Cauchy-Spannung bzw. jede Pure-Shear-Dehnung auf eine Pure-Shear-Biot-Spannung abgebildet
wird.
Abschließend werden wir der Vollsta¨ndigkeit halber die rechte und die linke Polarzerlegung des klassischen
Simple-Shear-Deformationsgradienten untersuchen.
Wie bereits benutzt, verwenden wir in diesem Kapitel die folgenden Definitionen.
4modulo der Rotation
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Definitionen 7.0.38. Wir nennen F ∈ GL+(3) einen Simple-Shear-Deformationsgradienten, wenn F
von der Form
F =
1 γ 00 1 0
0 0 1
 mit γ ∈ R (7.0.2)
ist, einen linken Simple-Finite-Shear-Deformationsgradienten, wenn F von der Form
F =
1√
cosh(2α)
1 sinh(2α) 00 cosh(2α) 0
0 0
√
cosh(2α)
 mit α ∈ R (7.0.3)
ist und einen rechten Simple-Finite-Shear-Deformationsgradienten, wenn F von der Form
F =
1√
cosh(2α)
cosh(2α) sinh(2α) 00 1 0
0 0
√
cosh(2α)
 mit α ∈ R (7.0.4)
ist.
Wir nennen P ∈ Sym+(3) eine Pure-Shear-Dehnung, wenn P von der Form
P =
cosh(α) sinh(α) 0sinh(α) cosh(α) 0
0 0 1
 mit α ∈ R (7.0.5)
ist.
Wir nennen T ∈ Sym+(3) eine Pure-Shear-Spannung, wenn T von der Form
T =
0 s 0s 0 0
0 0 0
 mit s ∈ R (7.0.6)
ist.
7.1. Shear im linearen Modell – Simple-Shear-Deformationen und
Pure-Shear-Spannungen
Der Zusammenhang zwischen einer Deformation und der aus ihr resultierenden Spannung wird im linearen
Modell unter Annahme von Isotropie durch Lemma 4.3.35 auf Seite 123 beschrieben. Zu jedem isotropen li-
nearen Elastizia¨tsgesetz gibt es Gewichtungskonstanten5 µ und κ, sodass sich die lineare Cauchy-Spannung
zu gegebenem ε = sym(F − 1) als gewichtete Summe des spurfreien Anteils dev3 ε und des Spuranteils
tr(ε) · 1 mittels
σ = 2µ dev3 ε+ κ tr(ε) · 1 (7.1.1)
ausdru¨cken la¨sst. Mit Hilfe dieser Darstellung ko¨nnen wir den folgenden Satz, der den Zusammenhang
zwischen Deformationen und Spannung im isotropen linearen Modell beschreibt, leicht beweisen.
Satz 7.1.1. Die linearisierte Cauchy-Spannung σ einer Deformation F ∈ GL+(3) ist genau dann eine
Pure-Shear-Spannung, wenn die Deformation von der Form
F = 1 +
0 γ2 0γ
2 0 0
0 0 0
+A mit γ ∈ R und A ∈ so(3) (7.1.2)
5Hierbei bezeichnet µ den Lame´-Parameter und κ den Bulk-Modulus.
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ist. Insbesondere ist jede Simple-Shear-Deformation Fγ von der Form (7.1.2).
Beweis. Sei F von der Form (7.1.2), dann ist
ε =
0 γ2 0γ
2 0 0
0 0 0

und zusammen mit Lemma 4.3.35 erhalten wir
σ = 2µ dev3 ε+ κ tr(ε) · 1 =
 0 µγ 0µγ 0 0
0 0 0
 ,
also eine Pure-Shear-Spannung mit s = µγ.
Sei andersherum σ eine Pure-Shear-Spannung. Da eine Pure-Shear-Spannung selbst spurfrei ist, muss
aufgrund σ = 2µ dev3 ε+ κ tr(ε) · 1 ebenfalls tr(ε) = 0, also auch dev3 ε = ε gelten, was auf0 s 0s 0 0
0 0 0
 = 2µ ε
fu¨hrt. Damit ko¨nnen wir ε eindeutig auf die Form
ε =
 0 s2µ 0s
2µ 0 0
0 0

festlegen. Diese Form fu¨hrt schließlich auf (7.1.2) mit γ = sµ und A ∈ so(3).
Siehe auch Valle´e [80]. 
Wir ko¨nnen die Form der Deformationen (7.1.2), die im isotropen linearen Modell auf eine Pure-Shear-
Spannung fu¨hren noch weiter aufgesplitten und als
F = 1 +
0 γ2 0γ
2 0 0
0 0 0

︸ ︷︷ ︸
=ε ∈ Sym(3)
+
 0 γ2 0−γ2 0 0
0 0 0

︸ ︷︷ ︸
=B ∈ so(3)
+ A mit γ ∈ R und A ∈ so(3) (7.1.3)
ausmachen. Fu¨r jedes solche F ist 1 + ε+ B genau eine Simple-Shear-Deformation mit Scherungsmaß γ,
wie wir in Abbildung 7.8 sehen ko¨nnen und besteht aus der Dehnung ε ∈ Sym(3) und der infinitesimalen
Rotation B ∈ so(3).
γ
ε B
Abbildung 7.8.: Simple-Shear-Deformation
Wir wenden uns nun dem nichtlinearen Modell zu. Fu¨r den finiten Fall haben bereits Destrade et al. [23]
gezeigt, dass sich der Zusammenhang zwischen Shear-Deformationen und Pure-Shear-Spannungen nicht
so einfach darstellt.
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7.2. Shear in nichtlinearen Modell – finite
Simple-Shear-Deformationen und Pure-Shear-Spannungen
Fu¨r den finiten Fall haben Destrade et al. [23] gezeigt, dass keine Simple-Shear-Deformation, sondern nur
eine Kombination aus einer Rotation, einer triaxialen Dehnung und einer Simple-Shear-Deformation auf
eine Pure-Shear-Spannung fu¨hren kann. Wir werden in diesem Kapitel dieses Ergebnis besta¨tigen und
zeigen, dass es zu jeder Simple-Shear-Deformation Fγ und Pure-Shear-Spannung T
s mit
Fγ =
1 γ 00 1 0
0 0 1
 und T s =
0 s 0s 0 0
0 0 0
 (7.2.1)
eine triaxiale Dehnung diag(a, b, c) gibt, sodass F = Fγ · diag(a, b, c) · Q fu¨r alle Q ∈ SO(3) auf ei-
ne Pure-Shear-Cauchy-Spannung, also σ̂(FFT ) = T s, fu¨hren kann, bzw. dass es eine triaxiale Dehnung
diag(a˜, b˜, c˜) gibt, sodass F˜ = Q · diag(a˜, b˜, c˜) · Fγ fu¨r alle Q ∈ SO(3) auf eine Pure-Shear-Biot-Spannung,
also T̂Biot(FTF ) = T s fu¨hren kann.6
Wir beno¨tigen fu¨r unser Resultat, anders als Destrade et al., nicht die Semi-Invertierbarkeit des Elasti-
zita¨tsgesetzes, also die Darstellbarkeit u¨ber die Repra¨sentationsformel (siehe. Satz 6.1.1)
B = ψ0 1 + ψ1 σ + ψ2 σ
2 fu¨r alle B ∈ Sym+(3) . (7.2.2)
Destrade et al. verwenden sie in ihrem Beweis, fordern sie aber implizit; denn sie gehen einen Schritt
weiter und fordern das Erfu¨lltsein der scha¨rferen empirischen Ungleichungen (E-TSS). Dies hat fu¨r sie
den Vorteil, dass sie neben der Semi-Invertierbarkeit obendrein die Ordnung der Hauptdehnungen folgern
ko¨nnen. Dennoch ist anzumerken, dass die deutlich schwa¨chere Bedingung der strikten Baker-Ericksen-
Ungleichungen (BE+) dafu¨r auch gereicht ha¨tten [25].7
Auf a¨hnliche Weise zeigt Batra [4, S. 110], dass fu¨r ein Elastizita¨tsgesetz, dass die empirischen Ungleichun-
gen erfu¨llt, jede Dehnung, die auf eine uniaxiale Zugspannung fu¨hrt, eine einfache Streckung sein muss. Und
Marzano [48] zeigt fu¨r Elastizita¨tsgesetze, welche die strikte Baker-Ericksen Ungleichung (BE+) erfu¨llen:
Fu¨r jede uniaxiale Spannung (T = diag(s, 0, 0)) ist die auslo¨sende Dehnung eine einfache Stauchung/Stre-
ckung (V −1 = diag(α, 0, 0)). Allerdings erweckt Marzano den Eindruck, dass die Umkehrung
”
aus der Im-
plikation σ(V ) = diag(s, 0, 0)⇒ V − 1 = diag(α, 0, 0) folgt die Gu¨ltigkeit der Baker-Ericksen-Ungleichung
(BE+)“ ebenso gilt. Dies ist nicht korrekt!8
6
”
fu¨hren kann“ bedeutet hierbei (wie am Ende dieses Abschnitts noch ausgefu¨hrt), dass diese Form von F bzw. F˜ ein
notwendiges Kriterium darstellt
7vgl. dazu die Implikationskette
”
(E-TSS)⇒ (WE-TSS)⇒ (BE+)⇒ (semi)“ aus Satz 6.1.1 auf Seite 135.
8Wir sollten uns vor Augen fu¨hren: Offenkundig erfu¨llt jedes Elastizita¨tsgesetz, welches eine Dehnung V der Form V − 1 =
diag(α, 0, 0) auf eine Spannung der Form T = diag(s, 0, 0) abbildet, fu¨r dieses V und das zugeho¨rige σ(V ) trivialerweise
die Implikation λi > λj ⇒ σi > σj fu¨r alle i, j ∈ {1, 2, 3}. Die Baker-Ericksen-Ungleichung ist aber keine punktweise
Eigenschaft und gilt fu¨r einzelne V ! Nur ein Elastizita¨tsgesetz kann die Baker-Ericksen-Ungleichung erfu¨llen, und dann
gilt λi > λj ⇒ σi > σj fu¨r alle i, j ∈ {1, 2, 3} und alle V ∈ Sym+(3). Als Gegenbeispiel zu Marzanos Aussage
betrachten wir das Elastizita¨tsgesetz
σ(V ) =
(
1− h(λ1, λ2, λ3)
) · V − 1
mit der symmetrischen Funktion h : R3+ → R in den Eigenwerten von V mit
h(λ1, λ2, λ3) = (λ1 − λ3)2(λ2 − λ3)2(λ2 − λ3)2 ,
welche genau dann null ist, wenn zwei Eigenwerte gleich sind. Dann ist
σ(V ) =
s 0 00 0 0
0 0 0
 ⇔

(
1− h(λ1, λ2, λ3)
)
λ1 − 1 = s ,(
1− h(λ1, λ2, λ3)
)
λ2 − 1 = 0 ,(
1− h(λ1, λ2, λ3)
)
λ3 − 1 = 0 ,
also λ2 = λ3 und damit h(λ1, λ2, λ3) = 0, was auf λ1 = 1 + s, λ2 = λ3 = 1 und damit auf
V =
1 + s 0 00 1 0
0 0 1

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Wir sollten uns aber bewusst machen, dass die Semi-Invertierbarkeit, ob wir sie nun direkt oder indirekt
annehmen, immer eine Restriktion des Elastizita¨tsgesetzes mit sich bringt. Auf diese Einschra¨nkung wollen
wir verzichten. Wir fordern fu¨r den in diesem Kapitel von uns erbrachten Beweis nichts außer der Isotropie
des Elastizia¨tsgesetzes. Unsere verwendeten Berechnungen sind denen von Destrade et al. zwar stellen-
weise a¨hnlich, allerdings liegt der Schlu¨ssel unseres Beweises nicht in (7.2.2), sondern in Lemma 7.2.3:
Aufgrund von Folgerung 4.3.22 auf Seite 112 wissen wir, dass fu¨r ein isotropes Elastizita¨tsgesetz der linke
Dehnungstensor B = FFT stets mit σ̂(B) und der rechte Dehnungstensor C = FTF stets mit T̂Biot(C)
kommutiert. So ko¨nnen wir die allgemeine Form aller F ∈ GL+(3) bestimmen, fu¨r die B = FFT mit einer
Pure-Shear-Cauchy-Spannung T s kommutiert und die allgemeine Form aller F ∈ GL+(3) bestimmen, fu¨r
die C = FTF mit einer Pure-Shear-Cauchy-Spannung T s kommutiert.9
Allerdings sei an dieser Stelle explizit erwa¨hnt, dass diese Kommutativita¨t nur ein notwendiges Kri-
terium an die Deformation F ∈ GL+(3) darstellt. Wir beweisen in diesem Abschnitt nicht, dass es ein
Elastizita¨tsgesetz gibt, das solche F auf eine Cauchy oder Biot Pure-Shear-Spannung abbildet, sondern
nur, dass wenn es eines gibt, dass dann die Deformationen zwingend die nachgewiesene allgemeine Form
aufweisen.
Aber anders als Destrade et al. sind wir nicht direkt an Deformationen der Form
F =
1 γ 00 1 0
0 0 1
a 0 00 b 0
0 0 c
 Q bzw. F = Q
a 0 00 b 0
0 0 c
1 γ 00 1 0
0 0 1
 , (7.2.3)
also an Deformationen, die neben einer triaxialen Dehnung bloß eine Simple-Shear-Deformation enthalten,
interessiert. Wir fordern, dass die Deformation als Ganzes die Eigenschaft hat, eine Scherung genannt
werden zu ko¨nnen. Dafu¨r muss die Deformation volumenerhaltend und planar sein. Wir werden zeigen,
dass die Deformationen, die das erfu¨llen, die linke und die rechte Finite-Simple-Shear-Deformation sind:
Jede Shear-Deformation, die auf eine Pure-Shear-Cauchy-Spannung fu¨hrt, ist dabei eine linke Finite-
Simple-Shear-Deformation und jede Shear-Deformation, die auf eine Pure-Shear-Biot-Spannung fu¨hrt, ist
dabei eine rechte Finite-Simple-Shear-Deformation.
7.2.1. Die allgemeine Form
Wie in (7.0.2) definiert, nennen wir T ∈ Sym+(3) einen Pure-Shear-Spannungstensor, wenn T von der
Form
T =
0 s 0s 0 0
0 0 0
 mit s ∈ R (7.2.4)
ist.
Proposition 7.2.1. Sei T ∈ Sym+(3) ein Pure-Shear-Spannungstensor von der Form (7.2.4), dann hat
T die Eigenwerte s,−s, 0 zu den Eigenvektoren (
√
2
2 ,
√
2
2 , 0)
T , (−
√
2
2 ,
√
2
2 , 0)
T und (0, 0, 1)T . Insbesondere
la¨sst sich T mittels
Q :=
√
2
2
1 −1 01 1 0
0 0
√
2
 ∈ SO(3) , (7.2.5)
zu Qdiag(s,−s, 0)QT = T diagonalisieren.
Bemerkung 7.2.2. Wir sehen, entweder ist ein Pure-Shear-Spannungstensor entweder trivial (der span-
nungsfreie Fall des Nulltensors) oder er hat unterschiedliche Eigenwerte.
fu¨hrt. Somit fu¨hrt uniaxiale Spannung auf eine einfache Streckung. Aber σ erfu¨llt nicht die Baker-Ericksen-Ungleichungen,
wie das Beispiel V = diag(3, 2, 1) zeigt. Denn es ist h(3, 2, 1) = 2 und damit σ
(
diag(3, 2, 1)
)
= − diag(3, 2, 1) − 1 =
diag(−4,−3,−1). Wir haben somit λ1 = 3 > λ2 = 2 und σ1 = −4 < σ2 = −3, ein Widerspruch zu (BE+).
9Wir mu¨ssen allerdings anmerken, dass unsere eingesetzte Methode beim Problem der von Batra betrachteten uniaxialen
Belastungen nicht funktioniert, da in diesem Fall der Spannungstensor nicht drei unterschiedliche Eigenwerte besitzt (vgl.
Bemerkung 7.2.4).
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Beweis. Einfaches Nachrechnen ergibt
Q
s 0 00 −s 0
0 0 0
QT = 1
2
1 −1 01 1 0
0 0
√
2
s 0 00 −s 0
0 0 0
 1 1 0−1 1 0
0 0
√
2

=
1
2
1 −1 01 1 0
0 0
√
2
s s 0s −s 0
0 0 0

=
1
2
 0 2s 02s 0 0
0 0 0
 = T . 
Es soll nun σ̂(B) fu¨r jedes B = FFT mit F ∈ GL+(3) ein Pure-Shear-Spannungstensor sein. Wir untersu-
chen, welche Einschra¨nkungen wir unter Voraussetzung der Isotropie von σ̂ dafu¨r am Deformationsgradi-
enten F hinnehmen mu¨ssen. Die Isotropie stellt nach Folgerung 2.5.13 sicher, dass B mit σ̂(B) kommutiert,
daher untersuchen wir zuna¨chst folgendes Lemma.
Lemma 7.2.3. Seien T ein Pure-Shear-Spannungstensor mit s 6= 0 und P ∈ Sym+(3). Dann kommutieren
P und T genau dann, wenn P der Form
P =
p q 0q p 0
0 0 r
 (7.2.6)
genu¨gt. Sind µ1, µ2, µ3 ∈ R+ die Eigenwerte von P , dann gilt p = 12 (µ1 +µ2), q = 12 (µ1−µ2) und r = µ3.
Beweis. Angenommen, P und T lassen sich gemeinsam diagonalisieren. Lemma 2.5.20 besagt nun: Hat
T zudem nur unterschiedliche Eigenwerte, so ist T koaxial zu P , d.h. jeder Eigenvektor von T ist auch
Eigenvektor von P . In Proposition 7.2.1 haben wir gezeigt, dass wir T mittels Q wie in (7.2.5) diagona-
lisieren ko¨nnen und dass alle Eigenwerte von T genau dann unterschiedlich sind, wenn s 6= 0 gilt, wobei
wir letzteres in diesem Lemma voraussetzen. Somit ist T koaxial zu P und wir ko¨nnen P mittels Q in
Diagonalgestalt bringen. Seien µ1, µ2, µ3 ∈ R die Eigenwerte von P , dann erhalten wir
P = Q
µ1 0 00 µ2 0
0 0 µ3
QT = 1
2
1 −1 01 1 0
0 0
√
2
µ1 0 00 µ2 0
0 0 µ3
 1 1 0−1 1 0
0 0
√
2

=
1
2
1 −1 01 1 0
0 0
√
2
 µ1 µ1 0−µ2 µ2 0
0 0
√
2µ3

=
1
2
µ1 + µ2 µ1 − µ2 0µ1 − µ2 µ1 + µ2 0
0 0 2µ3
 .
Also ist auch P von der Form (7.2.6).
Nehmen wir andersherum an, dass P von der Form (7.2.6) ist. Dann gilt
PT =
p q 0q p 0
0 0 r
0 s 0s 0 0
0 0 0
 =
qs ps 0ps qs 0
0 0 0
 =
0 s 0s 0 0
0 0 0
p q 0q p 0
0 0 r
 = TP . 
Bemerkung 7.2.4. Es ist zu beachten, dass der Beweis von Lemma 7.2.3 den Umstand nutzt, dass eine
(nichttriviale) Pure-Shear-Spannung ausschließlich einfache Eigenwerte besitzt; ansonsten wa¨re es ohne
weitere Annahmen nicht mo¨glich zu schließen, dass jeder Eigenvektor von T auch ein Eigenvektor von P
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ist. Im Hinblick auf Elastizitstensoren muss dies nicht allgemein erfu¨llt sein, es sei denn die Hauptspan-
nungen sind paarweise unterschiedlich oder wir nehmen zusa¨tzliche Beschra¨nkungen an das konstitutive
Gesetz an. Unter den konstitutiven Voraussetzungen, welche diese
”
Bi-Koaxialita¨t“ von Spannung und
Dehnung garantieren, sind die empirischen Ungleichungen [78], obgleich die (schwa¨cheren) Baker-Ericksen-
Ungleichungen ebenso hinreichend sind.
Damit B = FFT bzw. C = FTF mit einem Pure-Shear-Spannungstensor T kommutiert, muss B bzw. C
von der Form p q 0q p 0
0 0 r
 = 1
2
λ21 + λ22 λ21 − λ22 0λ21 − λ22 λ11 + λ22 0
0 0 2λ23
 (7.2.7)
sein. Hierbei sind λ1, λ2, λ3 die Singula¨rwerte von F und λ
2
1, λ
2
2, λ
2
3 die Eigenwerte von B und von C.
Zudem ist p q 0q p 0
0 0 r
1/2= 1
2
λ1 + λ2 λ1 − λ2 0λ1 − λ2 λ1 + λ2 0
0 0 2λ3
 . (7.2.8)
Machen wir uns aber noch einmal explizit klar: Auch wenn u¨ber Q wie in (7.2.5) die Form von B bzw. C
festgelegt sind, gilt das nicht fu¨r die Eigenwerte; fu¨r alle λ1, λ2, λ3 ∈ R+ kommutieren B bzw. C mit T .
Lemma 7.2.3 ist von zentraler Bedeutung fu¨r die Charakterisierung der Deformationen, die einer Pure-
Shear-Spannung entsprechen. Denn wir wissen durch Folgerung 4.3.22 auf Seite 112, dass B mit σ̂(B) und
C mit T̂Biot und mit Ŝ2 kommutiert. So ko¨nnen wir ohne weitere Vorarbeit direkt zeigen, dass eine (nichttri-
viale) Simple-Shear-Deformation niemals auf eine Pure-Shear-(Cauchy/Biot/Pioala-Kirchhoff-)Spannung,
fu¨hren kann.
Bemerkung 7.2.5. Seien F ein Simple-Shear-Deformationsgradient mit γ 6= 0 und T ein Pure-Shear-
Spannungstensor mit s 6= 0. Da
FFT =
1 γ 00 1 0
0 0 1
1 0 0γ 1 0
0 0 1
 =
1 + γ2 γ 0γ 1 0
0 0 1
 (7.2.9)
und
FTF =
1 0 0γ 1 0
0 0 1
1 γ 00 1 0
0 0 1
 =
1 γ 0γ 1 + γ2 0
0 0 1
 (7.2.10)
beide nicht von der Form (7.2.6) sind, kommutieren weder FFT noch FTF mit T .
Aber welche F ∈ GL+(3) fu¨hren nun als der quadrierte positiv definite Faktor B = FFT der linken
Polarzerlegung von F oder als der quadrierte positiv definite Fakter C = FTF der rechten Polarzerlegung
von F auf die Form (7.2.6)? Wir wollen mit den na¨chsten zwei Lemmata dieser Frage nachgehen und die
entsprechenden Deformationen charakterisieren.
Lemma 7.2.6. Sei P ∈ Sym+(3) mit
P =
p q 0q p 0
0 0 r
 und p > |q| , r > 0 (7.2.11)
gegeben. Dann ist F ∈ GL+(3) mit FFT = P bis auf beliebiges Q ∈ SO(3) eindeutig bestimmt durch
F =
1 γ 00 1 0
0 0 1
a 0 00 b 0
0 0 c
 Q (7.2.12)
162
7. Shear
wobei
a =
√
p2 − q2
p
, b =
√
p , c =
√
r und γ =
q
p
.
bzw. in den Singula¨rwerten λ1, λ2, λ3 ∈ R+ von F ausgedru¨ckt
a = λ1λ2
√
2
λ21 + λ
2
2
, b =
√
λ21 + λ
2
2
2
, c = λ3 , γ =
λ21 − λ22
λ21 + λ
2
2
.
Lemma 7.2.7. Sei P ∈ Sym+(3) mit
P =
p q 0q p 0
0 0 r
 und p > |q| , r > 0 (7.2.13)
gegeben. Dann ist F ∈ GL+(3) mit FTF = P bis auf beliebiges Q ∈ SO(3) eindeutig bestimmt durch
F = Q
a 0 00 b 0
0 0 c
1 γ 00 1 0
0 0 1
 (7.2.14)
wobei
a =
√
p , b =
√
p2 − q2
p
, c =
√
r und γ =
q
p
. (7.2.15)
bzw. in den Singula¨rwerten λ1, λ2, λ3 ∈ R+ von F ausgedru¨ckt
a =
√
λ21 + λ
2
2
2
, b = λ1λ2
√
2
λ21 + λ
2
2
, c = λ3 , γ =
λ21 − λ22
λ21 + λ
2
2
. (7.2.16)
Bemerkung 7.2.8. Fu¨r die Wohldefiniertheit des Ausdrucks
√
p2−q2
p fu¨r a bzw. b muss p > |q| gelten.
Dieser Umstand fu¨hrt auf die Schranke |γ| = |q|p < 1.
Bemerkung 7.2.9. Mit den Lemmata 7.2.6 und 7.2.7 ko¨nnen wir auf das Hauptresultat von Destrade et
al. schließen: Eine Pure-Shear-Spannung induziert keine Simple-Shear-Deformation, aber eine Kombination
einer triaxialen Dehnung mit einer Simple-Shear-Deformation. Hierbei ist das Scherungsmaß γ der Simple-
Shear-Deformation betraglich durch eins damit der Scherungswinkel durch 45◦ beschra¨nkt. Neben der
Isotropie ist unsere einzige Forderung an das konstitutive Gesetz die Eindeutigkeit bis auf Rotation der
spannungsfreien Referenzkonfiguration, das heißt σ̂(B) = 0 genau dann, wenn B = 1. Wir beno¨tigen nicht
die Semi-Invertierbarkeit von σ̂! Zudem machen wir uns klar: Fu¨r ein vorgegebenes s ∈ R fordern wir
weder die Existenz, noch die Eindeutigkeit eines F ∈ GL+(3) mit
σ̂(FFT ) =
0 s 0s 0 0
0 0 0
 bzw. T̂Biot(FTF ) =
0 s 0s 0 0
0 0 0
 (7.2.17)
Ob solch ein F existiert, ha¨ngt einzig und allein von der konstitutiven Beziehung ab. Aber was wir sagen
ko¨nnen, ist: Falls solch ein F existiert, so ist es unweigerlich von der Form (7.2.12) bzw. (7.2.14).
Beweis von Lemma 7.2.6. Jedes F ∈ GL+(3), welches FFT = P erfu¨llt, la¨sst sich eindeutig als F = V R
mit V ∈ Sym+(3) und R ∈ SO(3) und V 2 = P darstellen. Auf Sym+(3) ist die Abbildung V 2 7→ V
injektiv, sodass V eindeutig durch P bestimmt ist. Andererseits gilt dann
FQ(FQ)T = FQQTFT = P fu¨r jedes Q ∈ SO(3) .
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Ohne Einschra¨nkung setzen wir also
F :=
1 γ 00 1 0
0 0 1
a 0 00 b 0
0 0 c

und rechnen aus
FFT =
1 γ 00 1 0
0 0 1
a 0 00 b 0
0 0 c
a 0 00 b 0
0 0 c
1 0 0γ 1 0
0 0 1

=
1 γ 00 1 0
0 0 1
a2 0 00 b2 0
0 0 c2
1 0 0γ 1 0
0 0 1

=
1 γ 00 1 0
0 0 1
 a2 0 0b2γ b2 0
0 0 c2

=
a2 + b2γ2 b2γ 0b2γ b2 0
0 0 c2
 !=
p q 0q p 0
0 0 r
 .
Damit nun a2 + b2γ2 = b2 = p, b2γ = q und c2 = r erfu¨llt ist, muss b =
√
p, c =
√
r, γ = qb2 =
q
p und
a =
√
p− b2γ2 =
√
p− q2p =
√
p2−q2
p gelten.
Nach Lemma 7.2.3 sind p = 12 (λ
2
1 +λ
2
2), q =
1
2 (λ
2
1−λ22) und r = λ23, woraus sich sofort b =
√
λ21+λ
2
2
2 , c = λ3
und γ =
λ21−λ22
λ21+λ
2
2
ergeben. Zudem ist p + q = λ21 und p − q = λ22, woraus p2 − q2 = λ21 λ22 und daraus dann
a = λ1λ2
√
2
λ21+λ
2
2
folgt. 
Beweis von Lemma 7.2.7. Der Beweis verla¨uft analog zum Beweis von Lemma 7.2.6:
Jedes F ∈ GL+(3), welches FTF = P erfu¨llt, la¨sst sich eindeutig als F = RU mit R ∈ SO(3) und
U ∈ Sym+(3) und U2 = P darstellen. Auf Sym+(3) ist die Abbildung U2 7→ U injektiv, sodass U
eindeutig durch P bestimmt ist. Andererseits gilt dann
(QF )TQF = FTQTQF = P fu¨r jedes Q ∈ SO(3) .
Ohne Einschra¨nkung setzen wir also
F :=
a 0 00 b 0
0 0 c
1 γ 00 1 0
0 0 1

und rechnen aus
FTF =
1 0 0γ 1 0
0 0 1
a 0 00 b 0
0 0 c
a 0 00 b 0
0 0 c
1 γ 00 1 0
0 0 1

=
1 0 0γ 1 0
0 0 1
a2 0 00 b2 0
0 0 c2
1 γ 00 1 0
0 0 1

=
1 0 0γ 1 0
0 0 1
a2 aaγ 00 b2 0
0 0 c2

=
 a2 a2γ 0a2γ a2γ2 + b2 0
0 0 c2
 !=
p q 0q p 0
0 0 r
 .
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Damit nun a2 = a2γ2 + b2 = p, a2γ = q und c2 = r erfu¨llt ist, muss a =
√
p, c =
√
r, γ = qa2 =
q
p und
b =
√
p− a2γ2 =
√
p− q2p =
√
p2−q2
p gelten.
Nach Lemma 7.2.3 sind p = 12 (λ
2
1 + λ
2
2), q =
1
2 (λ
2
1 − λ22) und r = λ23, woraus sich sofort a =
√
λ21+λ
2
2
2 ,
c = λ3 und γ =
λ21−λ22
λ21+λ
2
2
ergeben. Zudem ist p+ q = λ21 und p− q = λ22, woraus p2 − q2 = λ21 λ22 und daraus
dann b = λ1λ2
√
2
λ21+λ
2
2
folgt. 
7.2.2. Finite-Simple-Shear-Deformationen
Wir kennen nun die allgemeine Form der F ∈ GL+(3), fu¨r die B = FFT bzw. C = FTF mit einem
Pure-Shear-Spannungstensor
T =
0 s 0s 0 0
0 0 0
 (7.2.18)
kommutieren. Aber nicht jede Deformation dieser allgemeinen Form
F =
1 γ 00 1 0
0 0 1
a 0 00 b 0
0 0 c
 Q bzw. F = Q
a 0 00 b 0
0 0 c
1 γ 00 1 0
0 0 1
 (7.2.19)
ist geeignet,
”
shear“ genannt zu werden. Als charakteristische Eigenschaften einer Shear-Deformation F
werden die drei folgenden Merkmale angenommen:
i) Die Deformation F ist volumenerhaltend, d.h. detF = 1.
ii) Die Deformation F ist planar, d.h. F hat den Eigenwert 1 zum Eigenvektor e3.
iii) Die Deformation F ist bodenparallel, d.h. e1 ist ein Eigenvektor von F .
Hierbei sind λ1, λ2, λ3 ∈ R+ die Singula¨rwerte von F .
Machen wir uns klar, dass die ersten beiden Eigenschaften zur Folge haben, dass zu den Singula¨rwerten
λ1, λ2, λ3 ∈ R+ von F ein λ ∈ R+ gibt, sodass λ1 = λ, λ2 = 1λ und λ3 = 1 gilt.
Lemma 7.2.10. Seien T ein Pure-Shear-Spannungstensor mit s 6= 0 und P ∈ Sym+(3) mit λ1 = λ,
λ2 =
1
λ und λ3 = 1 fu¨r ein λ ∈ R+, wobei λ21, λ22, λ23 die Eigenwerte von P sind. Dann kommutieren P
und T genau dann, wenn P der Form
√
P =
cosh(α) sinh(α) 0sinh(α) cosh(α) 0
0 0 1
 mit α ∈ R (7.2.20)
genu¨gt, d.h. wenn
√
P eine finite Pure-Shear-Dehnung ist.
Beweis. Aufgrund von Lemma 7.2.3 kommutiert P genau dann mit T , wenn
P =
1
2
λ21 + λ22 λ21 − λ22 0λ21 − λ22 λ21 + λ22 0
0 0 2λ23
 . (7.2.21)
Verwenden wir nun die Vorgabe λ1 = λ, λ2 =
1
λ , λ3 = 1 und setzen dabei α := log(λ) ∈ R, dann ist
√
P =
1
2
λ1 + λ2 λ1 − λ2 0λ1 − λ2 λ1 + λ2 0
0 0 2λ3

=
1
2
eα + e−α eα − e−α 0eα − e−α eα + e−α 0
0 0 2
 =
cosh(α) sinh(α) 0sinh(α) cosh(α) 0
0 0 1
 . 
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Bemerkung 7.2.11. Im Gegensatz zur linearen Pure-Shear-Dehnung aus Abschnitt 7.1 ist die finite Pure-
Shear-Dehnung volumenerhaltend. Diesen Umstand kann man fu¨r ausgewa¨hlte γ bzw. α in Abbildung 7.9
erkennen: Die Determinante der linearen Pure-Shear-Dehnung ist 1 − γ24 , die der finiten Pure-Shear-
Dehnung ist 1.
1 γ2 0γ
2 1 0
0 0 1

linear pure shear stretch finite pure shear stretch
cosh(α) sinh(α) 0sinh(α) cosh(α) 0
0 0 1

Abbildung 7.9.: lineare und finite Pure-Shear-Dehnung
Lemma 7.2.12. Sei P von der Form (7.2.20) gegeben. Dann ist F ∈ GL+(3) mit FFT = P bis auf
beliebiges Q ∈ SO(3) eindeutig bestimmt durch
F =
1√
cosh(2α)
1 sinh(2α) 00 cosh(2α) 0
0 0
√
cosh(2α)
 ·Q . (7.2.22)
Lemma 7.2.13. Sei P von der Form (7.2.20) gegeben. Dann ist F ∈ GL+(3) mit FTF = P bis auf
beliebiges Q ∈ SO(3) eindeutig bestimmt durch
F = Q · 1√
cosh(2α)
cosh(2α) sinh(2α) 00 1 0
0 0
√
cosh(2α)
 . (7.2.23)
Beweis von Lemma 7.2.12. Wir verwenden Lemma 7.2.6 und setzen dort direkt λ1 = e
α, λ2 = e
−α, λ3 = 1
ein. Dann erhalten wir
F =
1 γ 00 1 0
0 0 1
a 0 00 b 0
0 0 c
Q ,
mit
a = λ1λ2
√
2
λ21 + λ
2
2
= eαe−α ·
√
2
e2α + e−2α
=
1√
cosh(2α)
b =
√
λ21 + λ
2
2
2
=
√
e2α + e−2α
2
=
√
cosh(2α)
c = λ3 = 1
γ =
λ21 − λ22
λ21 + λ
2
2
=
e2α − e−2α
e2α + e−2α
= tanh(2α)
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und damit
F =
1 γ 00 1 0
0 0 1
a 0 00 b 0
0 0 c
Q
=
1 tanh(2α) 00 1 0
0 0 1


1√
cosh(2α)
0 0
0
√
cosh(2α) 0
0 0 1
Q
=
1√
cosh(2α)
1 sinh(2α) 00 cosh(2α) 0
0 0
√
cosh(2α)
Q . 
Beweis von Lemma 7.2.13. Der zweite Beweis erfolgt analog zum ersten: Wir verwenden Lemma 7.2.7 und
setzen dort direkt λ1 = e
α, λ2 = e
−α, λ3 = 1 ein. Dann erhalten wir
F = Q
a 0 00 b 0
0 0 c
1 γ 00 1 0
0 0 1
 ,
mit
a =
√
λ21 + λ
2
2
2
=
√
e2α + e−2α
2
=
√
cosh(2α)
b = λ1λ2
√
2
λ21 + λ
2
2
= eαe−α ·
√
2
e2α + e−2α
=
1√
cosh(2α)
c = λ3 = 1
γ =
λ21 − λ22
λ21 + λ
2
2
=
e2α − e−2α
e2α + e−2α
= tanh(2α)
und damit
F = Q
a 0 00 b 0
0 0 c
1 γ 00 1 0
0 0 1

= Q

√
cosh(2α) 0 0
0 1√
cosh(2α)
0
0 0 1

1 tanh(2α) 00 1 0
0 0 1

= Q · 1√
cosh(2α)
cosh(2α) sinh(2α) 00 1 0
0 0
√
cosh(2α)
 . 
Nun sind wir in der Lage, unser angeku¨ndigtes Hauptresultat schlusszufolgern.
Satz 7.2.14. Jede Shear-Deformation10 F ∈ GL+(3), die auf eine (nichttriviale) Pure-Shear-Cauchy-
Spannung fu¨hrt, ist eine linke Finite-Simple-Shear-Deformation
F =
1√
cosh(2α)
1 sinh(2α) 00 cosh(2α) 0
0 0
√
cosh(2α)
 mit α ∈ R (7.2.24)
10d.h. es gilt detF = 1, e3 ist ein Eigenvektor von F zum Eigenwert 1 und e1 ist ein Eigenvektor von F
167
7. Shear
γl
R
√
P
γr√
P R
Abbildung 7.10.: linke Finite-Simple-Shear-Deformation mit Scherungsmaß γl = tanh(2α) und rechte
Finite-Simple-Shear-Deformation mit Scherungsmaß γr = sinh(2α)
und jede Shear-Deformation, die auf eine (nichttriviale) Pure-Shear-Biot-Spannung fu¨hrt, ist dabei eine
rechte Finite-Simple-Shear-Deformation
F =
1√
cosh(2α)
cosh(2α) sinh(2α) 00 1 0
0 0
√
cosh(2α)
 mit α ∈ R . (7.2.25)
Beweis. Seien T ein Pure-Shear-Spannungstensor mit s 6= 0 und P ∈ Sym+(3) mit λ1 = λ, λ2 = 1λ und
λ3 = 1 fu¨r ein λ ∈ R+, wobei λ21, λ22, λ23 die Eigenwerte von P sind. Nach Lemma 7.2.10 wissen wir, dass
P und T genau dann kommutieren, wenn P von der Form (7.2.20) ist, also
√
P =
cosh(α) sinh(α) 0sinh(α) cosh(α) 0
0 0 1
 mit α ∈ R
eine finite Pure-Shear-Dehnung ist.
Aufgrund von Folgerung 4.3.22 auf Seite 112 wissen wir, dass fu¨r ein isotropes Elastizita¨tsgesetz der linke
Dehnungstensor B = FFT stets mit σ̂(B) und der rechte Dehnungstensor C = FTF stets mit T̂Biot(C)
kommutiert.
Fu¨r den Fall, dass σ̂(B) eine Pure-Shear-Cauchy-Spannung ist, muss B = FFT der Form (7.2.20) genu¨gen
(also ist V dann eine finite Pure-Shear-Dehnung). Mit Lemma 7.2.12 ist F bis auf eine Rotation Q ∈ SO(3)
von rechts durch eine linke Finite-Simple-Shear-Deformation festgelegt.
Fu¨r den Fall, dass T̂Biot(C) eine Pure-Shear-Biot-Spannung ist, muss C = FTF der Form (7.2.20) genu¨gen
(also ist U dann eine finite Pure-Shear-Dehnung). Mit Lemma 7.2.13 ist F bis auf eine Rotation Q ∈ SO(3)
von links durch eine linke Finite-Simple-Shear-Deformation festgelegt.
Genau fu¨r Q = 1 haben beide so entstandenen Deformationen die Eigenschaft der Bodenparallelita¨t,
d.h. e1 als Eigenvektor zu besitzen und wir erhalten zu einer Pure-Shear-Cauchy-Spannung die linke
Finite-Simple-Shear-Deformation und zu einer Pure-Shear-Biot-Spannung die rechte Finite-Simple-Shear-
Deformation. 
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Zum Abschluss beweisen wir noch einen auf den ersten Blick u¨berraschenden Zusammenhang:
Lemma 7.2.15. Sei α ∈ R vorgegeben und
√
P =
cosh(α) sinh(α) 0sinh(α) cosh(α) 0
0 0 1
 und R = 1√
cosh(2α)
 cosh(α) sinh(α) 0− sinh(α) cosh(α) 0
0 0
√
cosh(2α)
 .
(7.2.26)
Dann ist
√
P R =
1√
cosh(2α)
1 sinh(2α) 00 cosh(2α) 0
0 0
√
cosh(2α)
 (7.2.27)
die linke Finite-Simple-Shear-Deformation und
R
√
P =
1√
cosh(2α)
cosh(2α) sinh(2α) 00 1 0
0 0
√
cosh(2α)
 (7.2.28)
die rechte Finite-Simple-Shear-Deformation zum vorgegebenen α.
Beweis. Der Beweis erfolgt per Nachrechnen. Hierbei rufen wir uns die hyperbolischen Additionstheoreme
cosh(α)2 + sinh(α)2 = cosh(2α) und 2 sinh(α) cosh(α) = sinh(2α)
ins Geda¨chtnis. 
Bemerkung 7.2.16. In anderen Worten ausgedru¨ckt besagt das Lemma: Zu einem gegebenen α ∈ R
bestehen die linke Finite-Simple-Shear-Deformation und die rechte Finite-Simple-Shear-Deformation aus
genau der gleichen Dehnung und Rotation – nur wird im Fall der linken Finite-Simple-Shear-Deformation
zuna¨chst rotiert und dann gedehnt und im Fall der rechten Finite-Simple-Shear-Deformation zuna¨chst
gedehnt und dann rotiert.
7.3. Linearisierung von Finite-Simple-Shear
Die linke und rechte Finite-Simple-Shear-Deformationen tragen beide zu Recht den Namen Simple-Shear in
sich, denn sie sind tatsa¨chlich die finiten Entsprechungen der Simple-Shear-Deformation, wie der folgende
Satz belegt.
Satz 7.3.1. Fu¨r jedes α ∈ R linearisiert sowohl die linke Finite-Simple-Shear-Deformation als auch die
rechte Finite-Simple-Shear-Deformation zur Simple-Shear-Deformation mit γ = 2α.
Beweis. Fu¨hren wir uns zuna¨chst die Taylorentwicklungen der Matrixeintra¨ge von Finite-Pure-Shear-
Stretch, linker und rechter Finite-Simple-Shear-Deformation vor Augen:
cosh(x) = 1 +
1
2!
x2 +
1
4!
x4 +O(x6) , 1√
cosh(x)
= 1− x2 + 7
6
x4 +O(x6) ,
sinh(x) = x+
1
3!
x3 +
1
5!
x5 +O(x6) , cosh(x)√
cosh(2x)
= 1− 1
2
x2 +
17
24
x4 +O(x6) ,
tanh(x) = x− 1
3
x3 +
2
15
x5 +O(x6) , sinh(x)√
cosh(2x)
= x− 5
6
x3 +
121
120
x5 +O(x6) ,
√
cosh(x) = 1 + x2 − 1
6
x4 +O(x6) .
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pure shear stress
0 s 0s 0 0
0 0 0

linear pure shear strain
0
γ
2 0
γ
2 0 0
0 0 0

linear simple shear deformation
1 γ 00 1 0
0 0 1

pure shear stress
0 s 0s 0 0
0 0 0

σ

1
λ1+λ2
1
λ1−λ2 0
1
λ1−λ2
1
λ1+λ2
0
0 0 λ3

V
finite pure shear stretch
cosh(α) sinh(α) 0sinh(α) cosh(α) 0
0 0 1

V
left finite simple shear deformation
1√
cosh(2α)
sinh(2α)√
cosh(2α)
0
0
√
cosh(2α) 0
0 0 1

detF = 1
planar
pure shear stress
0 s 0s 0 0
0 0 0

TBiot, S2

1
λ1+λ2
1
λ1−λ2 0
1
λ1−λ2
1
λ1+λ2
0
0 0 λ3

U
finite pure shear stretch
cosh(α) sinh(α) 0sinh(α) cosh(α) 0
0 0 1

U
right finite simple shear deformation
√
cosh(2α) sinh(2α)√
cosh(2α)
0
0 1√
cosh(2α)
0
0 0 1

Abbildung 7.11.: Vergleich von Simple-Shear und Finite-Simple-Shear
So gilt fu¨r die Finite-Pure-Shear-Dehnung
P =
cosh(α) sinh(α) 0sinh(α) cosh(α) 0
0 0 1
 = 1 +
0 α 0α 0 0
0 0 0
+O(α2) ,
sie linearisiert somit zur linearen Pure-Shear-Dehnung. Fu¨r die an beiden Finite-Simple-Shear-Deformationen
beteiligte Rotation gilt
R =

cosh(α)√
cosh(2α)
sinh(α)√
cosh(2α)
0
− sinh(α)√
cosh(2α)
cosh(α)√
cosh(2α)
0
0 0 1
 = 1 +
 0 α 0−α 0 0
0 0 0
+O(α2) ,
die Linearisierung entspricht dem schiefsymmetrischen Summanden der Zerlegung der Simple-Shear-Deformation.
Fu¨r die linke Finite-Simple-Shear-Deformation gilt
P R =
1 α 0α 1 0
0 0 1
 1 α 0−α 1 0
0 0 1
+O(α2)
=
−α2 + 1 2α 00 α2 + 1 0
0 0 1
+O(α2) =
1 2α 00 1 0
0 0 1
+O(α2) .
Fu¨r die rechte Finite-Simple-Shear-Deformation gilt
RP =
 1 α 0−α 1 0
0 0 1
1 α 0α 1 0
0 0 1
+O(α2)
=
α2 + 1 2α 00 −α2 + 1 0
0 0 1
+O(α2) =
1 2α 00 1 0
0 0 1
+O(α2) .
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Beide Deformationen lienearisieren somit zur linearen Shear-Deformation.
Betrachten wir noch die Scherungsmaße:
γl = tanϑl = tanh(2α) = 2α+O(α2) ,
γr = tanϑr = sinh(2α) = 2α+O(α2) .
Sowohl das linke als auch das rechte Scherungsmaß linearisieren zum Scherungsmaß der Simple-Shear-
Deformation. 
7.4. Konstitutive Bedingungen damit Pure-Shear-Dehnungen auf
Pure-Shear-Spannungen fu¨hren
Wir haben im vorigen Abschnitt gezeigt, dass fu¨r eine linke Simple-Finite-Shear-Deformation
F =
1√
cosh(2α)
1 sinh(2α) 00 cosh(2α) 0
0 0
√
cosh(2α)
 mit α ∈ R (7.4.1)
alle Eigenvektoren von B = FFT bzw. der zugeho¨rigen Pure-Shear-Dehnung
V =
√
B =
cosh(α) sinh(α) 0sinh(α) cosh(α) 0
0 0 1
 (7.4.2)
auch Eigenvektoren einer Pure-Shear-Spannung
T =
0 s 0s 0 0
0 0 0
 mit s ∈ R (7.4.3)
sind, wir also gemeinsam mit
Q =
√
2
2
1 −1 01 1 0
0 0 1
 ∈ SO(3) (7.4.4)
diagonalisieren ko¨nnen zu
V = Qdiag
(
λ,
1
λ
, 1
)
QT bzw. B = Qdiag
(
λ2,
1
λ2
, 1
)
QT mit λ = eα (7.4.5)
und T = Qdiag(s,−s, 1)QT . Ob ein konstitutives Gesetz σ̂ : Sym+(3)→ Sym(3) nun solch ein B auf solch
ein T abbildet, ha¨ngt aufgrund der Isotropie von σ̂ ausschließlich davon ab, ob
σ̂(
λ2 0 00 1λ2 0
0 0 1
) =
s 0 00 −s 0
0 0 0
 (7.4.6)
gilt. Oder anders ausgedru¨ckt: Ob die Cauchy-Spannung σ̂(FFT ) eines Simple-Finite-Shears eine Pure-
Shear-Spannung ist, ha¨ngt einzig und allein von den Eigenwerten σ1, σ2, σ3 von σ̂(FF
T ) ab.
Insbesondere gilt: Fu¨r eine gegebene Spannungsantwort induziert eine Pure-Shear-Dehnung genau dann
immer eine Pure-Shear-Spannung, wenn fu¨r alle λ ∈ R+ ein s ∈ R existiert, sodass aus (λ1, λ2, λ3) =
(λ, 1λ , 1) stets (σ1, σ2, σ3) = (s,−s, 0) folgt, wobei λ1, λ2, λ3 die Singula¨rwerte von F sind und σ1 den i-ten
Eigenwert von σ̂(FFT ) bezeichnet.
Im Folgenden gehen wir von der Hyperelastizita¨t des Elastizita¨tsgesetzes aus, d.h. σ ist induziert durch
eine elastische Energiefunktion W : GL+(3)→ R, genauer σ(F ) = DW (F )(Cof F )−1 fu¨r alle F ∈ GL+(3).
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Zur Erinnerung: In Lemma 4.3.28 auf Seite 113 haben wir gezeigt, dass es zu einem gegebenen isotropen
und hyperelastischen Elastizita¨tsgesetz σ : Sym+(3) → Sym(3), stets eine nur von den Singula¨rwerten
λ1, λ2, λ3 ∈ R+ von F ∈ GL+(3) abha¨ngende Energiefunktion g : R3+ → R (und analog eine nur von den
Eigenwerten λ21, λ
2
2, λ
2
3 ∈ R+ von FFT abha¨ngende Energiefunktion ĝ : R3+ → R) existieren muss, sodass
die σ induzierende Energiefunktion W : GL+(3)→ R festgelegt ist durch
W (F ) = g(λ1, λ2, λ3) = ĝ(λ
2
1, λ
2
2, λ
2
3) . (7.4.7)
Das Elastizita¨tsgesetz σ : R3+ → R3 la¨sst sich dann ausdru¨cken durch
σi =
λi
λ1 λ2 λ3
· ∂g
∂λi
(λ1, λ2, λ3) (7.4.8)
=
2λ2i√
λ21 λ
2
2 λ
2
3
· ∂ĝ
∂λ2i
(λ21, λ
2
2, λ
2
3) , (7.4.9)
wobei die σi die Eigenwerte von σ, die sogenannten Hauptspannungen, sind.
7.4.1. Pure-Shear-Cauchy-Spannungen
Wir wollen nun isotrope elastische Energiefunktionen W : GL+(3) → R untersuchen, die garantieren,
dass das induzierte isotrope Elastizita¨tsgesetz σ Pure-Shear-Dehnungen V ∈ Sym+(3) auf Pure-Shear-
Spannungen T ∈ Sym(3) abbildet, also dass es zu jedem λ ∈ R+ ein s ∈ R mit σ
(
diag(λ, 1λ , 1)
)
=
diag(s,−s, 0) gibt.
Zuna¨chst definieren wir EnergiefunktionenW , deren Argument F ∈ GL+(3) wir in einen nur forma¨ndernden
(und damit volumenerhaltenden) Teil F
(detF )1/3
∈ SL(3) und den Faktor der Volumena¨nderung detF ∈ R+
zerlegen und getrennt auswerten ko¨nnen.
Definition 7.4.1. Eine Energiefunktion W : GL+(3)→ R weist einen additiv isochor-volumetrischen Split
auf, wenn es stetig differenzierbare Funktionen Wiso : SL(3)→ R und f : R+ → R gibt, sodass
W (F ) = Wiso
(
F
(detF )1/3
)
+ f(detF ) fu¨r alle F ∈ GL+(3) . (7.4.10)
Proposition 7.4.2. Gegeben sei eine isotrope elastische Energiefunktion W : GL+(3) → R, die einen
additiven isochor-volumetrischen Split aufweist. Dann ist die Spur der Cauchy-Spannung eine Funktion in
der Determinante, d.h. es exisitiert eine Funktion F : R+ → R mit
tr
(
σ(V )
)
= F(detV ) fu¨r alle V ∈ Sym+(3) . (7.4.11)
Beweis. Die Funktion W la¨sst sich aufgrund ihrer Isotropie als Funktion in den Singula¨rwerten schrei-
ben. Die Determinante la¨sst sich mit detF = λ1λ2λ3 ebenso als Funktion in den Singula¨rwerten schrei-
ben. Somit muss sich F 7→ Wiso
(
F
(detF )1/3
)
als Differenz der beiden Funktionen auch als Funktion in
den Singula¨rwerten schreiben lassen; also gibt es eine Funktion giso : R3+ → R mit giso(λ1, λ2, λ3) =
Wiso
(
F
(detF )1/3
)
. Offenkundig ist giso isochor, also t 7→ giso(t λ1, t λ2, t λ3) konstant und damit
0 =
d
dt
giso(t λ1, t λ2, t λ3) =
3∑
i=1
λi
∂giso
∂λi
(t λ1, t λ2, t λ3) fu¨r alle t ∈ R+ .
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Nun gilt mit t = 1
σ1 + σ2 + σ3 =
1
λ1λ2λ3
3∑
i=1
∂g
∂λi
(λ1, λ2, λ3)
=
1
λ1λ2λ3
3∑
i=1
λi
∂giso
∂λi
(λ1, λ2, λ3)︸ ︷︷ ︸
=0
+
1
λ1λ2λ3
n∑
i=1
λi
∂f
∂λi
(λ1λ2λ3)︸ ︷︷ ︸
=
λ1λ2λ3
λi
f ′(λ1λ2λ3)
= 3 f ′(λ1λ2λ3) ,
also tr(σ(B)) = 3 f ′(detV ). Setzen wir F = 3 f ′, sind wir fertig. 
Wir ko¨nnen nun fu¨r Energien der Form (7.4.10) ein einfaches Kriterium angeben, das sicherstellt, dass aus
Pure-Shear-Dehnungen immer Pure-Shear-Cauchy-Spannungen folgen.
Lemma 7.4.3. Gegeben sei eine isotrope elastische Energiefunktion W : GL+(3) → R, die einen additi-
ven isochor-volumetrischen Split aufweist. Ist W streckungs-stauchungs-symmetrisch (tension-compression
symmetric), d.h. W (F−1) = W (F ) fu¨r alle F ∈ GL+(3), dann gilt fu¨r alle Pure-Shear-Dehnungen V , dass
σ(V ) eine Pure-Shear-Spannung ist.
Beweis. Sei λ1 = λ, λ2 =
1
λ und λ3 = 1. Wie in Proposition 7.4.2 gezeigt ist die Spur von σ(B) eine
Funktion F in der Determinanten von V , also invariant gegenu¨ber isochoren Vera¨nderungen von B. Wegen
detB = λ1λ2λ3 = 1 und σ(1) = 0 gilt
σ1 + σ2 + σ3 = tr
(
σ(V )
)
= F(1) = tr(σ(1)) = 0 .
Ko¨nnen wir nun σ3 = 0 zeigen, so folgt σ1 = −σ2 und wir sind fertig. Hierzu definieren wir p : R+ → R
mit p(t) := g(λ, 1λ , t) und der Ableitung p
′(t) = ∂g∂λ3
(
λ, 1λ , t
)
. Nun ist
W (
λ 0 00 1λ 0
0 0 t
) =
tension compr. sym.
W (
 1λ 0 00 λ 0
0 0 1t
) =
sym. von g
W (
λ 0 00 1λ 0
0 0 1t
) ,
woraus p(t) = p
(
1
t
)
fu¨r alle t ∈ R+ folgt. Leiten wir beide Seiten ab, erhalten wir
p′(t) =
d
dt
p(t) =
d
dt
p
(
1
t
)
= − 1
t2
p′
(
1
t
)
fu¨r alle t ∈ R+ .
Setzen wir t = 1 ein, erhalten wir u¨ber p′(1) = −p′(1) den Wert der Ableitung 0 = p′(1) = ∂g∂λ3
(
λ, 1λ , 1
)
.
Also ist
σ3 =
λ3
λ1λ2λ3
∂g
∂λ3
(
λ,
1
λ
, 1
)
= 0 . 
Definition 7.4.4. Eine Energiefunktion W : GL+(3) → R hat die (verallgemeinerte) Valanis-Landel
Form, wenn es differenzierbare Funktionen w, f : R+ → R mit f ′(1) = w′(1) = 0 gibt, sodass
W (F ) =
3∑
i=1
w(λi)︸ ︷︷ ︸
Achsenterm
+ f(detF )︸ ︷︷ ︸
Volumenterm
fu¨r alle F ∈ GL+(3) . (7.4.12)
Bemerkung 7.4.5. Offenkundig ist W isotrop. Die Bedingung f ′(1) = w′(1) = 0 stellt sicher, dass F = 1
eine spannungsfreie Referenzkonfiguration ist. Wir bemerken, dass eine Energie der Valanis-Landel Form
im Allgemeinen keinen isochor-isometrischen Split aufweist.
Lemma 7.4.6. Gegeben sei eine isotrope elastische Energiefunktion W : GL+(3) → R von der (verall-
gemeinerten) Valanis-Landel Form. Ist w streckungs-stauchungs-symmetrisch, d.h. w
(
1
t
)
= w(t) fu¨r alle
t ∈ R+, dann gilt fu¨r alle Pure-Shear-Dehnungen V , dass σ(V ) eine Pure-Shear-Spannung ist.
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Beweis. Sei λ1 = λ, λ2 =
1
λ und λ3 = 1. Wir setzen g(λ1, λ2, λ3) = W (F ), dann ist
∂g
∂λi
(λ1, λ2, λ3) = w
′(λi) +
λ1λ2λ3
λi
f ′(λ1λ2λ3)
und damit
σi =
λi
λ1λ2λ3
∂g
∂λi
(λ1, λ2, λ3) =
λi
λ1λ2λ3
w′(λi) + f ′(λ1λ2λ3) .
Einsetzen ergibt
σ1 = λw
′(λ) + f ′(1) = λw′(λ) ,
σ2 =
1
λ
w′
(
1
λ
)
+ f ′(1) =
1
λ
w′
(
1
λ
)
,
σ3 = w
′(1) + f ′(1) = 0 .
Leiten wir beide Seiten der Bedingung w
(
1
t
)
= w(t) ab, erhalten wir
w′(t) =
d
dt
w(t) =
d
dt
w
(
1
t
)
= − 1
t2
w′
(
1
t
)
fu¨r alle t ∈ R+ ,
und damit 1λ w
′ ( 1
λ
)
= −λw(λ), also σ1 = −σ2. 
Im letzten Kapitel haben wir Energiefunktionen vom Hencky-Typ definiert. Wir erinnern uns:
Definition 7.4.7 (Energiefunktion vom Hencky-Typ). Wir bezeichnen eine elastische Energiefunktion
W : GL+(3)→ R als vom Hencky-Typ, wenn sich W als Funktion in ‖dev3 logU‖2 und |tr logU |2 schreiben
la¨sst, d.h. wenn W von der Form
W (F ) = W(‖dev3 logU‖2, |tr logU |2) (7.4.13)
mit einer differenzierbaren Funkton W : R2+ → R ist. Hierbei bezeichnet logU = log
√
FTF den Hencky-
Dehnungstensor.
Definition 7.4.8 (quadratische Hencky-Energie). Wir bezeichnen die quadratische Hencky-Energie WH :
Sym+(3)→ R mit
WH(U) = µ ‖dev3 logU‖2 + κ
2
(
tr(logU)
)2
= µ
∥∥∥∥log UdetU 1/3
∥∥∥∥2 + κ2 (log detU)2
= µ ‖logU‖2 + Λ
2
(
tr(logU)
)2
. (7.4.14)
Hierbei sind µ, λ ∈ R mit µ > 0 und 3Λ + 2µ ≥ 0 die sogenannten Lame´-Parameter und κ ∈ R+ der
sogenannte Bulk-Modulus.
Lemma 7.4.9. Gegeben sei eine isotrope elastische Energiefunktion W : GL+(3)→ R vom Hencky-Typ.
Dann gilt fu¨r alle Pure-Shear-Dehnungen V , dass σ(V ) eine Pure-Shear-Spannung ist.
Beweis. Wir setzen g(λ1, λ2, λ3) = W (F ). Nach Proposition 2.5.38 auf Seite 37 ko¨nnen wir ‖dev3 logU‖2
und | tr logU |2 leicht in den Eigenwerten ausdru¨cken
g(λ1, λ2, λ3) = W
(
3∑
k=1
(
log
λk
3
√
λ1λ2λ3
)2
︸ ︷︷ ︸
=‖dev3 logU‖2
, (log λ1λ2λ3)
2︸ ︷︷ ︸
=| tr(logU)|2
)
.
174
7. Shear
Folgerung 2.5.37 liefert uns die Ableitungen von ‖dev3 logU‖2 und | tr(log u)|2 nach den Eigenwerten,
sodass wir per Kettenregel die partiellen Ableitungen von g bestimmen ko¨nnen:
∂g
∂λi
(λ1, λ2, λ3) =
∂W
∂x1
(‖dev3 logU‖2, |tr logU |2) · 2
λi
log
λi
(detU)1/3
+
∂W
∂x2
(‖dev3 logU‖2, |tr logU |2) · 2
λi
tr logU .
Einsetzen von λ1 = λ, λ2 =
1
λ und λ3 = 1 ergibt
‖dev3 logU‖2 = 1
3
(
(log λ2)2 + (log λ−2)2 + (log λ)2
)
= 3(log λ)2 ,
| tr logU |2 = | log λ 1
λ
1|2 = 0
also
∂g
∂λi
(λ,
1
λ
, 1) =
∂W
∂x1
(
3(log λ)2, 0
) · 2
λi
log λi
und damit
σi = λi
∂g
∂λi
(λ,
1
λ
, 1) = 2 log λi
∂W
∂x1
(
3(log λ)2, 0
)
.
Wir pru¨fen fu¨r i ∈ {1, 2, 3}
σ1 = 2 log λ
∂W
∂x1
(
3(log λ)2, 0
)
,
σ2 = 2 log
1
λ
∂W
∂x1
(
3(log λ)2, 0
)
= −2 log λ ∂W
∂x1
(
3(log λ)2, 0
)
,
σ3 = 2 log 1
∂W
∂x1
(
3(log λ)2, 0
)
= 0
und sehen, dass σ1 = −σ2 und σ3 = 0 sichergestellt ist. 
Folgerung 7.4.10. Die Energiefunktion W : GL+(3) → R sei u¨ber Funktionen h, f˜ : R+ → R bestimmt
durch
W (F ) = h(‖dev3 logU‖2) + f˜(| tr logU |2) . (7.4.15)
Dann gilt fu¨r alle pure shear stretches V , dass σ(V ) ein pure shear stress ist.
Beweis. Die Folgerung ist sowohl ein Spezialfall von Lemma 7.4.9 als auch von Lemma 7.4.3. Fu¨r das erste
setzen wir einfach W (x, y) = h(x)+ f˜(y). Im zweiten Fall ko¨nnen wir wegen ‖dev3 logU‖ = ‖log U(detU)1/3 ‖
die Funktion Wiso = h(‖log
√
XTX‖2) und wegen tr logU = log detU die Funktion f(x) = f˜(log2 x) setzen
und erhalten damit den isochor-volumetrischen Split
W (F ) = Wiso
(
F
(detF )1/3
)
+ f(detF ) .
Nun zeigen wir noch die Dehnungs-Stauchungs-Symmetrie von W , d.h. W
(
F−1
)
= W (F ). Fu¨r den ersten
Summanden gilt
Wiso
(
F
(detF )1/3
)
= h
(
‖log
√
FTF
(detF )1/3
‖2
)
.
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Mit F = RU ist √(
F−1
)T
F−1 =
√
(RU)−T (RU)−1
=
√
RU−TU−1R−1
=
√
RU−2RT
= R
√
U−2RT
= RU−1RT
und damit
Wiso
(
F−1
(detF−1)1/3
)
= h
(
‖log RU
−1RT
(detF−1)1/3
‖2
)
= h
(
‖log U
−1
(detF )−1/3
‖2
)
= h
(
‖− log U
(detF )1/3
‖2
)
= h
(
‖log U
(detF )1/3
‖2
)
= Wiso
(
F
(detF )1/3
)
.
Fu¨r den zweiten Summanden ist
f(detF−1) = f
(
(detF )−1
)
= f˜
(
log2(detF )−1
)
= f˜
(
log2 detF
)
= f(detF ) .
Wir erhalten damit
W
(
F−1
)
= Wiso
(
F−1
(detF−1)1/3
)
+ f(detF−1) = Wiso
(
F
(detF )1/3
)
+ f(detF ) = W (F ) .
Damit sind auch die Voraussetzungen fu¨r Lemma 7.4.3 erfu¨llt. 
Folgerung 7.4.11. Die Energiefunktion W : GL+(3) → R sei u¨ber die Funktion h˜ : R+ → R bestimmt
durch
W (F ) = h˜(‖logU‖2) . (7.4.16)
Dann gilt fu¨r alle Pure-Shear-Dehnungen V , dass σ(V ) eine Pure-Shear-Spannung ist.
Beweis. Die Folgerung ist ein Spezialfall von Lemma 7.4.9. Wir setzen W(s, t) := h˜(s + 13 t). Da mit
Proposition 2.2.18 ‖logU‖2 = ‖dev3 logU‖2 + 13 | tr(logU)|2 gilt, erhalten wir
W(‖dev3 logU‖2, | tr(logU)|2) = h˜(‖logU‖2) . 
Lemma 7.4.12. Gegeben sei eine isotrope elastische Energiefunktion W : GL+(3)→ R von der Form
W (F ) = W(‖dev3 logU‖2, tr logU) (7.4.17)
mit einer differenzierbaren Funkton W : R2+ → R, wobei logU = log
√
FTF den Hencky-Dehnungstensor
bezeichnet. Zudem sei
∂W
∂x2
(
x1, 0
)
= 0 fu¨r alle x1 ∈ R+ . (7.4.18)
Dann gilt fu¨r alle pure shear stretches V , dass σ(V ) ein pure shear stress ist.
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Beweis. Wir gehen analog zum Beweis von Lemma 7.4.9 vor, setzen abermals g(λ1, λ2, λ3) = W (F ) und
erhalten
g(λ1, λ2, λ3) = W
(
3∑
k=1
(
log
λk
3
√
λ1λ2λ3
)2
︸ ︷︷ ︸
=‖dev3 logU‖2
, log λ1λ2λ3︸ ︷︷ ︸
=tr(logU)
)
.
Analog zu Folgerung 2.5.37 auf Seite 37 ist ddλi tr logU =
2
λi
und wir bestimmen die partiellen Ableitungen:
∂g
∂λi
(λ1, λ2, λ3) =
∂W
∂x1
(‖dev3 logU‖2, tr logU) · 2
λi
log
λi
(detU)1/3
+
∂W
∂x2
(‖dev3 logU‖2, tr logU) · 2
λi
.
Einsetzen von λ1 = λ, λ2 =
1
λ und λ3 = 1 ergibt
‖dev3 logU‖2 = 3(log λ)2 und tr logU = 0 ,
also
∂g
∂λi
(λ,
1
λ
, 1) =
∂W
∂x1
(
3(log λ)2, 0
) · 2
λi
log λi +
∂W
∂x2
(
3(log λ)2, 0
) · 2
λi
;
anders als im vorigen Lemma verschwindet der Summand mit der zweiten partiellen Ableitung von W
nicht! Wir erhalten
σi = λi
∂g
∂λi
(λ,
1
λ
, 1) = 2 log λi
∂W
∂x1
(
3(log λ)2, 0
)
+ 2
∂W˜
∂x2
(‖dev3 logU‖2, tr logU) .
und damit
σ1 = 2 log λ
∂W
∂x1
(
3(log λ)2, 0
)
+ 2
∂W
∂x2
(
3(log λ)2, 0
)
,
σ2 = 2 log
1
λ
∂W
∂x1
(
3(log λ)2, 0
)
= −2 log λ ∂W
∂x1
(
3(log λ)2, 0
)
+ 2
∂W
∂x2
(
3(log λ)2, 0
)
,
σ3 = 2 log 1
∂W
∂x1
(
3(log λ)2, 0
)
= 2
∂W
∂x2
(
3(log λ)2, 0
)
und sehen, dass σ1 = −σ2 und σ3 = 0 genau dann gilt, wenn ∂W∂x2
(
3(log λ)2, 0
)
= 0. 
Folgerung 7.4.13. Die Energiefunktion W : GL+(3) → R sei u¨ber Funktionen µ, g : R → R bestimmt
durch
W (F ) = µ(tr logU) · (‖logU‖2) + g(tr logU) , (7.4.19)
mit
µ(x) := µr − (µr − µ0) exp
(
sgn(x) · |x|1+ε
εr
)
, (7.4.20)
g(x) := κ0(εc)
2
(
1−
(
1 +
x
εc
)
exp
(
− x
εc
))
, (7.4.21)
mit Konstanten µ0, µr, κ0, εr, εc, ε ∈ R+.
Dann gilt fu¨r alle pure shear stretches V , dass σ(V ) ein pure shear stress ist.
Bemerkung 7.4.14. Es ist sgn(x) · |x|1+ε → x fu¨r ε → 0, somit entspricht limε↘0W (F ) genau der
Energie aus Henann und Anand [36] mit µ(x) = µr − (µr − µ0) exp( xεr ).
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Beweis. Wir verwenden Lemma 7.4.12 und setzen W (F ) =W(‖dev3 logU‖2, tr logU) mit
W(x1, x2) := µ(x2) · x1 + g(x2) .
und
∂W
∂x2
(x1, x2) = µ
′(x2) · x1 + g′(x2) .
Es ist
µ′(x) = − 1
εr
(µr − µ0)(1 + ε) sgn(x) · |x|ε exp
(
sgn(x) · |x|1+ε
εr
)
,
g′(x) = κ0(εc)2
(
1
εc
exp
(
− x
εc
)
+
(
1 +
x
εc
)(
− 1
εc
)
exp
(
− x
εc
))
= −κ0 x exp
(
− x
εc
)
und damit
µ′(0) = 0 und g′(0) = 0 .
Wir erhalten somit
∂W
∂x2
(
3(log λ)2, 0
)
= µ′(0) · 3 (log λ)2 + g′(0) = 0 . 
7.4.2. Pure-Shear-Biot-Spannungen
Gegebenenfalls ist es auch interessant, die Bedingungen an eine Energiefunktion W zu kennen, sodass
aus jeder Pure-Shear-Dehnung eine Pure-Shear-Belastung folgt, d.h. es folgt TBiot ist eine Pure-Shear-
Spannung.
Zur Erinnerung: Fu¨r den Biot-Spannungstensor TBiot : GL+(3)→ Sym(3) gilt definitionsgema¨ß
TBiot(F ) = detF ·RT σ(F )F−T , (7.4.22)
wobei F = V R die Polarzerlegung von F ∈ GL+(3) mit V ∈ Sym+(3) und R ∈ O(3) ist. Eingeschra¨nkt
auf Sym+(3) erhalten wir TBiot(U) = detU · σ(U)U−1, was fu¨r isotrope Energiefunktionen W (F ) =
g(λ1, λ2, λ3) auf
TBioti (U) =
detU
λi
σi(U) =
∂g
∂λi
(λ1, λ2, λ3) (7.4.23)
fu¨hrt.
Lemma 7.4.15. Gegeben sei eine isotrope elastische Energiefunktion W : GL+(3) → R von der (verall-
gemeinerten) Valanis-Landel Form. Ist nun w′( 1t ) = −w′(t) fu¨r alle t ∈ R+, dann gilt fu¨r alle Pure-Shear-
Dehnungen V , dass TBiot(B) eine Pure-Shear-Spannung ist.
Beweis. Sei λ1 = λ, λ2 =
1
λ und λ3 = 1. Wir setzen g(λ1, λ2, λ3) = W (F ), dann ist
TBioti =
∂g
∂λi
(λ1, λ2, λ3) = w
′(λi) +
λ1λ2λ3
λi
f ′(λ1λ2λ3) .
Einsetzen ergibt
TBiot1 = w
′(λ) +
1
λ
f ′(1) = w′(λ) ,
TBiot2 = w
′
(
1
λ
)
+ λ f ′(1) = −w′(λ) ,
TBiot3 = w
′(1) + f ′(1) = 0 .
und damit TBiot1 = −TBiot2 und TBiot3 = 0. 
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Abbildung 7.12.: Die Valanis-Landel Energieausdru¨cke ŵ und w˜ wie in (7.4.25) bzw. (7.4.27) definiert.
Bemerkung 7.4.16. Mit der Bedingung w′( 1t ) = −w′(t) fu¨r alle t ∈ R+ ist w : R+ → R eindeutig durch
die Abbildungsvorschrift auf [1,∞) festgelegt, denn fu¨r alle t > 0 gilt
w
(
1
t
)
= w(1) +
∫ t
1
d
ds
w
(
1
s
)
ds = w(1) +
∫ t
1
1
s2
w′
(
1
s
)
ds = w(1)−
∫ t
1
w′(s)
s2
ds . (7.4.24)
Beispiel 7.4.17. Die Funktion ŵ : R+ → R mit
ŵ(t) =
{
(t− 1)2 fu¨r t ≥ 1
2(t− log t− 1) fu¨r t < 1 (7.4.25)
erfu¨llt die Bedingung ŵ′( 1t ) = −ŵ′(t) fu¨r alle t ∈ R+.
Beispiel 7.4.18. Die isotrope Energiefunktion W : GL+(3)→ R mit
W (F ) = 2µ 〈U, logU − 1〉+ 3 (7.4.26)
der (verallgemeinerten) Valanis-Landel Form W (F ) =
∑n
i=1 w˜(λi) + f(detU) mit f ≡ 0 und
w˜(t) = 2µ
(
t (log t− 1) + 1) (7.4.27)
erfu¨llt die Bedingung w˜′( 1t ) = −w˜′(t) fu¨r alle t ∈ R+
Bemerkung 7.4.19. Die Energiefunktion aus Beispiel 7.4.18 induziert das Beckersche Elastizita¨tsgesetz
im querkontraktionsfreien Spezialfall [53]. Dieses konstitutive Gesetz wurde als erstes vom Geologen G.F.
Becker [5] beschrieben, der es aus einer Reihe von Axiomen einschließlich der A¨quivalenz von Pure-Shear-
Dehnung und Pure-Shear-Biot-Spannung hergeleitet hat.
7.5. Polarzerlegung des Simple-Shear-Deformationsgradienten
Lemma 7.5.1. Gegeben sei ein Simple-Shear-Deformationsgradient F ∈ GL+(3). Dann lautet seine rechte
Polarzerlegung:1 γ 00 1 0
0 0 1

︸ ︷︷ ︸
F∈GL+(3)
=
1√
4 + γ2
·
2 + γ2 γ 0γ 2 0
0 0
√
4 + γ2

︸ ︷︷ ︸
V ∈Sym+(3)
· 1√
4 + γ2
·
 2 γ 0−γ 2 0
0 0
√
4 + γ2

︸ ︷︷ ︸
R∈SO(3)
. (7.5.1)
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Und fu¨r die linke Polarzerlegung gilt:1 γ 00 1 0
0 0 1

︸ ︷︷ ︸
F∈GL+(3)
=
1√
4 + γ2
·
 2 γ 0−γ 2 0
0 0
√
4 + γ2

︸ ︷︷ ︸
R∈SO(3)
· 1√
4 + γ2
·
2 γ 0γ 2 + γ2 0
0 0
√
4 + γ2

︸ ︷︷ ︸
U∈Sym+(3)
. (7.5.2)
Beweis. Wir machen uns daran, den Verzerrungstensor (stretch) V zu bestimmen. Dies erreichen wir u¨ber
das Wurzelziehen des Fingertensors
B = FFT =
1 γ 00 1 0
0 0 1
1 0 0γ 1 0
0 0 1
 =
1 + γ2 γ 0γ 1 0
0 0 1
 . (7.5.3)
Das charakteristische Polynom von B lautet
det(B − µ · 1) =
∣∣∣∣∣∣
1 + γ2 − µ γ 0
γ 1− µ 0
0 0 1− µ
∣∣∣∣∣∣ = (1− µ)2(1 + γ2 − µ)− (1− µ)γ2
= (1− µ)((1− µ)(1− µ+ γ2)− γ2) = (1− µ)((1− µ)2 + γ2 − µγ2 − γ2)
= (1− µ)(1− 2µ+ µ2 − µγ2) = (1− µ)(µ2 + (−2− γ2)µ+ 1) ,
seine Nullstellen sind somit µ = 1 und
µ = 1 +
1
2
γ2 ±
√
(1 +
1
2
γ2)2 − 1 = 1 + 1
2
γ2 ±
√
γ2 +
1
4
γ4
=
1
4
(γ2 + 4± 2γ
√
γ2 + 4 + γ2) =
1
4
(
√
γ2 + 4± γ)2 .
Setzen wir α :=
√
γ2 + 4 + γ
2
> 1, dann ist
1
α
=
2√
γ2 + 4 + γ
=
γ2 + 4− γ2
2(
√
γ2 + 4 + γ
=
(
√
γ2 + 4− γ)(
√
γ2 + 4 + γ)
2(
√
γ2 + 4 + γ)
=
√
γ2 + 4− γ
2
< 1 .
Die Eigenwerte von B lauten also (µ1, µ2, µ3) = (α
2, 1, 1α2 ) (die Singula¨rwerte von F sind (λ1, λ2, λ3) =
(α, 1, 1α )). Zu diesen Eigenwerten bestimmen wir nun die Eigenra¨ume:
Fu¨r µ2 ist die Rechnung recht kurz
Bx = µ2 · x ⇔ (B − 1 · 1)x = 0 ←→
γ2 γ 0γ 0 0
0 0 0
 ←→
1 0 00 1 0
0 0 0

←→ x ∈ span

00
1
 . (7.5.4)
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Im Falle von µ1 und µ3 brauchen wir etwas Vorarbeit:
Bx = µ1,3 · x ⇔ (B − λ1,3 · 1)x = 0
←→

1 + γ2 − (1 + 12γ2 ±√γ2 + 14γ4) γ 0
γ 1− (1 + 12γ2 ±√γ2 + 14γ4) 0
0 0 1− (1 + 12γ2 +√γ2 + 14γ4)

←→
 12γ(γ ∓
√
4 + γ2) γ 0
γ − 12γ(γ ±
√
4 + γ2) 0
0 0 1

←→
 12 (γ ∓
√
4 + γ2) 1 0
1 − 12 (γ ±
√
4 + γ2) 0
0 0 1

←→
− 14 (γ ∓
√
4 + γ2)(γ ±
√
4 + γ2) − 12 (γ ±
√
4 + γ2) 0
1 − 12 (γ ±
√
4 + γ2) 0
0 0 1
 ←→
1 − 12 (γ ±√4 + γ2) 00 0 0
0 0 1
 .
Nun ergeben sich die Eigenra¨ume zu
Bx = α2 · x ⇔ x ∈ span

− 12 (γ +√γ2 + 4)−1
0
 = span

α1
0
 (7.5.5)
und
Bx =
1
α2
· x ⇔ x ∈ span

− 12 (γ −√γ2 + 4)−1
0
 = span

 1α−1
0
 . (7.5.6)
Es ist leicht zu sehen, dass
〈
00
1
 ,
α1
0
〉 = 〈
00
1
 ,
 1α−1
0
〉 = 〈
α1
0
 ,
 1α−1
0
〉 = 0
sowie ∥∥∥
α1
0
∥∥∥ = √1 + α2 , ∥∥∥
00
1
∥∥∥ = 1 und ∥∥∥
 1α−1
0
∥∥∥ = √ 1
α2
+ 1 =
√
1 + α2
α
gilt. Somit spannenα1
0
 /√1 + α2 =
 α√1+α21√
1+α2
0
 ,
00
1
 und
 1α−1
0
 /√1 + α2
α
=
 1√1+α2− α√
1+α2
0

ein Orthonormalensystem aus Eigenvektoren zu B auf und wir erhalten
Q =
 α√1+α2 0 1√1+α21√
1+α2
0 − α√
1+α2
0 1 0
 . (7.5.7)
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Wir ko¨nnen nun auch V bestimmen. Dazu multiplizieren wir:
V = Qdiag(λ1, λ2, λ3)Q
T =
 α√1+α2 0 1√1+α21√
1+α2
0 − α√
1+α2
0 1 0
α 0 00 1 0
0 0 1α
 α√1+α2 1√1+α2 00 0 1
1√
1+α2
− α√
1+α2
0

=
 α
2√
1+α2
0 α
−1√
1+α2
α√
1+α2
0 − 1√
1+α2
0 1 0

 α√1+α2 1√1+α2 00 0 1
1√
1+α2
− α√
1+α2
0

=
 α
3
1+α2 +
α−1
1+α2
α2
1+α2 − 11+α2 0
α2
1+α2 − 11+α2 α1+α2 + α1+α2 0
0 0 1

=
α(α
2+α−2)
1+α2
α2−1
1+α2 0
α2−1
1+α2
2α
1+α2 0
0 0 1
 . (7.5.8)
Wir ko¨nnen noch etwas vereinfachen: Es ist
α =
1
2
(
√
γ2 + 4 + γ) und
1
α
=
1
2
(
√
γ2 + 4− γ) ,
somit
1 + α2
α
=
1
α
+ α =
√
γ2 + 4 und
α2 − 1
α
= α− 1
α
= γ . (7.5.9)
Damit ist
2α
1 + α2
= 2 · 1√
γ2 + 4
und
α2 − 1
1 + α2
=
α2 − 1
α
· α
1 + α2
= γ · 1√
γ2 + 4
. (7.5.10)
Weiterhin ist
α2 +
1
α2
=
(
α2 − 2 · α · 1
α
+
1
α2
)
+ 2 =
(
α− 1
α
)2
+ 2 = γ2 + 2 (7.5.11)
und damit
α(α2 + α−2)
1 + α2
=
α2 + 1α2
α+ 1α
=
γ2 + 2√
γ2 + 4
. (7.5.12)
Insgesamt erhalten wir also
V =

2+γ2√
4+γ2
γ√
4+γ2
0
γ√
4+γ2
2√
4+γ2
0
0 0 1
 = 1√4 + γ2 ·
2 + γ2 γ 0γ 2 0
0 0
√
4 + γ2
 . (7.5.13)
Mit der Kenntnis von V einschließlich seiner Diagonalisierung ko¨nnen wir leicht die Polarzerlegung F =
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V R = RU bestimmen. Da beno¨tigen wir zuna¨chst die Inverse
V −1 = Qdiag(λ−11 , λ
−1
2 , λ
−1
3 )Q
T =
 α√1+α2 0 1√1+α21√
1+α2
0 − α√
1+α2
0 1 0
 1α 0 00 1 0
0 0 α
 α√1+α2 1√1+α2 00 0 1
1√
1+α2
− α√
1+α2
0

=
 α√1+α2 0 1√1+α21√
1+α2
0 − α√
1+α2
0 1 0


1√
1+α2
α−1√
1+α2
0
0 0 1
α√
1+α2
− α2√
1+α2
0

=
 α1+α2 + α1+α2 11+α2 − α
2
1+α2 0
1
1+α2 − α
2
1+α2
α−1
1+α2 +
α3
1+α2 0
0 0 1

=
 2α1+α2 1−α
2
1+α2 0
1−α2
1+α2
α(α2+α−2)
1+α2 0
0 0 1

=

2√
4+γ2
− γ√
4+γ2
0
− γ√
4+γ2
2+γ2√
4+γ2
0
0 0 1

=
1√
4 + γ2
·
 2 −γ 0−γ 2 + γ2 0
0 0
√
4 + γ2
 . (7.5.14)
Wegen F = V R ist
R = V −1F = =
1√
4 + γ2
·
 2 −γ 0−γ 2 + γ2 0
0 0
√
4 + γ2
1 γ 00 1 0
0 0 1

=
1√
4 + γ2
·
 2 γ 0−γ 2 0
0 0
√
4 + γ2
 . (7.5.15)
Zudem ist F = RU , also
U = RTF =
1√
4 + γ2
·
2 −γ 0γ 2 0
0 0
√
4 + γ2
1 γ 00 1 0
0 0 1

=
1√
4 + γ2
·
2 γ 0γ 2 + γ2 0
0 0
√
4 + γ2
 . 
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8.1. Zusammenfassung der Haupt- und Nebenresultate
Im Rahmen dieser Arbeit wurden die folgenden neuen Ergebnisse erzielt:
Beweis der Sum-of-Squared-Logarithms-Ungleichung im beliebigdimensionalen Fall
Im Rahmen dieser Arbeit wurde ein Beweis der Sum-of-Squared-Logarithms-Ungleichung (SSLI), der bis
dato nur fu¨r n ≤ 4 vorlag, entwickelt. Dieser Beweis funktioniert fu¨r beliebige Dimensionen und verwendet
recht elementare Konzepte der Mathematik und kann so leicht nachvollzogen werden. Wir beweisen: Seien
n ∈ N und x, y ∈ Rn+, sodass
ek(x) ≤ ek(y) fu¨r alle k ∈ {1, . . . , n− 1} und en(x) = en(y) .
Dann gilt
n∑
i=1
(log xi)
2 ≤
n∑
i=1
(log yi)
2 .
Fu¨r die Anwendung auf die nichtlineare Elastizita¨tstheorie wurde die folgende Matrix-Variante vorgestellt:
Seien U, U˜ ∈ Sym+(n), sodass
Ik(U) ≤ Ik(U˜) fu¨r alle k ∈ {1, . . . , n− 1} und detU = det U˜ .
Dann gilt
‖logU‖2 ≤ ‖log U˜‖2 .
Neue Kriterien, die ebenfalls die Gu¨ltigkeit der SSLI sicherstellen
Wir erforschen weitere Bedingungen, welche die Ungleichung
∑n
i=1(log xi)
2 ≤ ∑ni=1(log yi)2 sicherstellen.
Diese Bedingungen sind keine Verscha¨rfung der klassischen Bedingung an die elementarsymmetrischen
Polynomen zweier Vektoren und erschließen so die Ungleichung auch fu¨r weitere Szenarien.
Beweis der Sum-of-Powered-Logarithms-Ungleichung im beliebigdimensionalen Fall
Es wird eine mit der SSLI sehr verwandte Ungleichung pra¨sentiert, dessen Bedingung ein weiteres Beispiel
fu¨r die Relevanz des Konzeptes der auch in dieser Arbeit behandelten Majorization darstellt. Wir zeigen:
Seien a, b ∈ Rn mit ai, bi > 1. Angenommen a wird schwach von b majorisiert (a ≺w b), dann gilt
n∑
i=1
(log ai)
p ≤
n∑
i=1
(log bi)
p , fu¨r alle p < 0 .
Neue Interpretation der SSLI in Bezug auf die Hencky-Energie
Wir wenden die SSLI auf die Hencky-Energie WH : Sym
+(3)→ R mit
WH(U) = µ ‖logU‖2 + Λ
2
(
tr(logU)
)2
fu¨r alle U ∈ Sym+(3)
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an und zeigen die Monotonie in den Invarianten von U , d.h. von Ψ(I1, I2, I3) = W (U). Wir zeigen, dass
Ψ unendlich oft differenzierbar ist und fu¨r alle U gilt:1
∂Ψ
∂I1
(I1, I2, I3) ≥ 0 und ∂Ψ
∂I2
(I1, I2, I3) ≥ 0 .
Wir fu¨hren die Klasse der Energien vom Hencky-Typ mit
W (F ) = W(‖dev3 logU‖2, |tr logU |2)
ein und zeigen, dass unter Voraussetzung des monotonen Wachstums vonW bezu¨glich des ersten Argument
die SSLI die Gu¨ltigkeit der Baker-Ericksen-Ungleichung impliziert.
Strukturierte Herangehensweise an Shear und Finden der finiten Entsprechung des linearen
Simple-Shear
Die auf eine Pure-Shear-Cauchy-Spannung bzw. Pure-Shear-Biot-Spannung fu¨hrende Deformation (beste-
hend aus Rotation, triaxialer Dehnung und Shear bzw. Shear, triaxiale Dehnung und Rotation) wird von
uns unter der Voraussetzung
”
Shear“ zu sein, also Volumenerhaltung, Planarita¨t und Bodenparallelita¨t2,
als Produkt PR bzw. RP aus Pure-Shear-Dehnung P und Rotation R der Form
P =
cosh(α) sinh(α) 0sinh(α) cosh(α) 0
0 0 1
 und R = 1√
cosh(2α)
 cosh(α) sinh(α) 0− sinh(α) cosh(α) 0
0 0
√
cosh(2α)
 .
ausgemacht. Wir fu¨hren den linken Simple-Finite-Shear-Deformationsgradienten
F =
1√
cosh(2α)
1 sinh(2α) 00 cosh(2α) 0
0 0
√
cosh(2α)
 mit α ∈ R
und den rechten Simple-Finite-Shear-Deformationsgradienten
F =
1√
cosh(2α)
cosh(2α) sinh(2α) 00 1 0
0 0
√
cosh(2α)
 mit α ∈ R
als finite Cauchy- bzw. Biot-Entsprechung des linearen Simple-Shear ein und belegen die Linearisierung
zu Letzterem.
Zudem bietet die Arbeit die nachstehenden Nebenresultate:
• Zusammenstellung und Erweiterung von Ergebnissen aus dem Bereich der konstituti-
ven Bedingungen mit Fokus auf empirische Ungleichungen und Semi-Invertierbarkeit
von Spannungsantwortfunktionen
• Systematische Aufarbeitung des Modellierungsansatzes der nichtlinearen Elastizita¨ts-
theorie
• Eine hinreichende Bedingung, damit eine Lo¨sung der Euler-Lagrange-Gleichung zum
Energiefunktional globaler Minimierer ist
• Untersuchung von Energiefunktionen der Form Ŵ (C) = α tr(C) +β tr(C)2 + γ tr(C2)
−δ log detC + ζ mit α, β, γ, δ, ζ ≥ 0 sodass DŴ (1) = 0 bezu¨glich der Konvexita¨t in C
und Anwendung obengenannter Resultate
1Hier nehmen wir explizit die Vielfachen der Einheitsmatrix aus der Betrachtung heraus; ein Umstand, der uns keinerlei
Probleme beim Schließen auf die verwendeten Aussagen bereitet.
2Es gilt detF = 1, F hat den Eigenwert 1 zum Eigenvektor e3 und e1 ist ein Eigenvektor von F .
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8.2. Ausblick auf weiterfu¨hrende Forschungsmo¨glichkeiten
In vielen der betrachteten Bereiche verbleiben offene Fragestellungen, die Gegenstand zuku¨nftiger For-
schungsarbeiten werden ko¨nnten.
Verallgemeinerungen der Sum-of-Squared-Logarithms-Ungleichung
Es ist bislang nicht bekannt, ob die SSLI unter schwa¨cheren Bedingungen an die Vektoren x, y ∈ Rn+ gilt.
Eine mo¨gliche Erweiterung betrifft den Fall en(x) < en(y), obgleich gezeigt wurde, dass ek(x) ≤ ek(y) nicht
ausreichend fu¨r die Gu¨ltigkeit der SSLI ist. Wa¨re es mo¨glich, dass andere Restriktionen als die Gleichheit
en(x) = en(y) hinreichend fu¨r das Gelten der SSLI sind?
Konsequenzen aus der Semi-Invertierbarkeit, die nicht notwendig die empirischen Unglei-
chungen voraussetzen
In Abschnitt 7.2 wurde gezeigt, dass viele positive Eigenschaften von elastischen Energiefunktionen, die
in der Literatur ha¨ufig aus den empirischen Ungleichungen gefolgert werden, auch von schwa¨cheren kon-
stitutiven Bedingungen impliziert werden, beispielsweise die Semi-Invertierbarkeit bzw. die Bi-Koaxialita¨t
der Cauchy-Spannungsantwort. Eine weitere mo¨gliche Fragestellung betrifft die Erweiterbarkeit dieser Er-
gebnisse: Gibt es leicht zu u¨berpru¨fende A¨quivalenzkriterien fu¨r die Bi-Koaxialita¨t? Welche weiteren Kon-
sequenzen der empirischen Ungleichungen folgen aus schwa¨cheren Bedingungen, wie z.B. den schwachen
empirischen Ungleichungen?
Alternative Eigenschaften und Bedingungen fu¨r die Konvexita¨t von Energiefunktionen in C
Das in Abschnitt 5.1 bewiesene Kriterium fu¨r die Minimierungseigenschaft von Lo¨sungen der elastischen
Gleichgewichtsgleichung erfordert zusa¨tzlich zur Konvexita¨t von C = FTF die positive Semidefinitheit der
zur Lo¨sung geho¨renden zweiten Piola-Kirchhoff-Spannung. Diese Bedingung ist in der Praxis nur schwer
zu u¨berpru¨fen. Es stellt sich daher die Frage, ob ein praxistaugliches Kriterium fu¨r diese Bedinung existiert
oder ob die Aussage auch unter zuga¨nglicheren Bedingungen bewiesen werden kann.
Kriterien fu¨r den Zusammenhang zwischen Pure-Shear-Dehnungen und Pure-Shear-Span-
nungen
Die in Abschnitt 7.4 aufgezeigte hinreichende Bedingung an das konstitutive Gesetz dafu¨r, dass Pure-Shear-
Deformationen stets Pure-Shear-Spannungen entsprechen, ko¨nnte um notwendige Kriterien erga¨nzt wer-
den. Desweiteren ko¨nnte es von Interesse sein, Kriterien aufzufinden, unter denen Pure-Shear-Spannungen
stets Pure-Shear-Deformationen erzeugen.
Zusammenstellung der Eigenschaften von verschiedenen in der Literatur erwa¨hnten Ener-
giefunktionen
Ziel einer zuku¨nftigen Forschungsarbeit ko¨nnte auch die systematische Zusammenstellung eines
”
Kom-
pendiums der Elastizita¨tsgesetze“ sein, in dem eine mo¨glichst große Vielfalt konstitutiver Gesetze der
nichtlinearen Elastizita¨tstheorie gesammelt und hinsichtlich ihrer konstitutiven Eigenschaften untersucht
wird. Dies wu¨rde unter anderem das Auffinden von Gegenbeispielen zu mo¨glichen Implikationen konstitu-
tiver Eigenschaften ermo¨glichen.
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