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4Abstract
Pose estimation of human gures is a challenging open problem. Model-based approaches, which
can incorporate prior knowledge of the structure and appearance of human gures in various
poses are the most promising line of research in this area. Most models of the human body
represent it in terms of a tree of interconnected parts. Given such a model, two broad classes
of pose estimation algorithms exist: top-down and bottom-up. Top-down algorithms locate
body parts in a top-down order with respect to the tree of parts, performing a structure-guided
search. Bottom-up algorithms, on the other hand, rst look for potential parts irrespective of
which parts they may be (usually based on local image properties such as edges), and then
assemble a human gure using a subset of these candidate parts. Both approaches have pros
and cons, and there are compelling reasons to develop a hybrid approach.
We describe a model-based pose estimation algorithm that combines top-down and bottom-
up approaches in a simple manner. We describe a bottom-up part detector based on the skeleton
transform, and a skeleton computation pipeline that uses existing algorithms for computing a
pruned skeleton transform of any image. We describe a top-down pose estimation algorithm
based on pictorial structures which we combine with the skeleton-based part detector. We
also describe a way of imposing a structure on the space of candidate parts by computing
a hierarchy between skeleton fragments, and use this structure to facilitate pose estimation.
We compare our pose estimation algorithm with the classic pictorial structures algorithm, and
compare our skeleton-based part detector with another edge-based part detector, and provide
ideas for improving our method.Chapter 1
Introduction
An important open challenge in computer vision is the problem of building a reliable system that
can track people and their poses. There are many diculties that one faces when attempting
to solve this problem. The motion and pose of a human gure is not easy to predict. Consider
the problem of tracking a gure skater or gymnast; the motion is quite dierent from the more
common human motions such as walking or running, and the pose may vary greatly from frame
to frame. Moreover, people's appearances and clothing vary greatly from instance to instance,
making the problem of locating the human gure in an image or image sequence complicated.
A successful human tracking and pose estimation system has immense utility: the possible
range of applications includes automated surveillance, providing input to structure-from-motion
algorithms, and enabling novel approaches to human-computer interaction.
As a result, there is a rich body of literature devoted to this problem; such as the highly pop-
ular KLT tracking algorithm by Kanade et al. [11, 18] However the resulting systems typically
require some constraints on the input, such as multiple cameras, special coloured markers or
controlled backgrounds. The KLT tracker, for example, does not use any global information such
as the structure or appearance of, say, a human gure, and hence it performs relatively poorly
when attempting to track human motion. We would like a tracking system that requires input
from only a single camera and performs tracking and pose estimation in previously unknown
surroundings (even in the presence of a moving background). We would also prefer the ability
to track multiple people in the same image sequence, as well as the ability to handle occlusions.
The standard approach to incorporate knowledge about humans into a pose estimation sys-
tem is to use a model of the appearance and structure of the human body. Typically, the human
body is described in terms of a set of parts and joints between them. The appearance of parts
and the structural constraints at joints are represented in terms of cost functions dened on
the parts and joints, respectively. These cost functions are in turn described in terms of some
parameters, which we need to learn from a set of training images. Thus, at its core, any model-
based pose estimation algorithm relies on machine learning techniques and a suitable training
set.
In this work, we describe a pose estimation algorithm that allows us to infer the pose of
human gures from a single image. While a repeated application of this algorithm does allow
us (at least in theory) to track humans (and their poses) through an image sequence, we do not
make use of inter-frame coherence or motion models to enhance the tracking output. We leave
such modications to future work.
Our basic method is as follows. We observe that the skeleton of a human shape is highly
representative of pose. Therefore, we rst compute a noise-free skeleton transform of the input
image. We use this skeleton information as a part detector. (See Chapter 4 for details.) The
1Figure 1.1: Overview of the pose estimation process.
candidate parts returned by this detector are used as input to a model-based pose estimation
algorithm. (See Chapter 5 for details.) We also use the skeleton information to impose a
structure on the space of candidate parts, which is then exploited by the pose estimation phase.
Figure 1.1 shows an overview of our pose estimation process.
1.1 Related Work
Pose estimation algorithms for human gures are a widely studied and highly active area of
research. Most algorithms treat the human body as a tree of connected parts, with the vertices
representing parts and the edges representing joints. The root is typically taken to be the torso.
Most existing algorithms can typically be classied as either top-down or bottom-up.
A top-down algorithm tries to locate the torso rst, followed by the parts connected to
the torso, and so on down the tree. One of the most popular such approaches is the pictorial
structures algorithm [9], which we shall describe in detail. The advantage of such an approach
is that the search is guided by the structure of the human body. However, one of the main
disadvantages of such an approach is that since there is no knowledge of where potential parts
exist in the image, the search space is typically very large, since a search must be performed
over all positions, scales and orientations.
In contrast, a bottom-up algorithm begins by detecting potential parts (irrespective of which
parts they may be) in the image, and then builds up pose estimates going upwards from the
bottom of the tree. This process may be expressed as parsing an image [19, 15], or as solving
some other form of optimization [16]. We shall describe a bottom-up approach that uses the
constrained Delaunay triangulation for part detection and expresses pose estimation in terms of
solving an integer quadratic program [16]. The main advantage of such an approach is that the
optimization phase has a small search space. The disadvantage is that the search is not guided
by structure, since no structure information is available after part detection.
Combining both approaches can lead to the best of both worlds. Many approaches have been
documented in the literature [10, 4], several of them describing a combined segmentation and
pose estimation system. However, we shall describe a simplistic combination of the top-down
and bottom-up approaches: use a part detector to reduce the size of the search space, and then
employ a structure-guided, top-down pose estimation algorithm.
Our part detector is based on the skeleton transform. For our purposes, we require a skeleton
without spurious branches introduced by noise. Several skeleton pruning algorithms exist, some
of which compute a multi-resolution hierarchy of skeletons [3, 20, 14]. We describe a skeleton
pruning algorithm based on discrete curve evolution [3]. In order to use such an algorithm, we
need a way to compute closed contours of salient objects in the image. Several algorithms exist
to solve this problem [22, 6, 7], we describe one of them, Ratio Contour [22].
A completely dierent approach to pose estimation is the exemplar-based approach, where
2a set of example poses are compared against the input image and the best match is found.
Among existing algorithms that use this approach, some express the exemplars in terms of the
shape skeleton [8, 5], and we can combine our skeleton pipeline with such an algorithm as well.
Although such an approach has several unique advantages (in particular, 3-dimensional pose
estimation is simplied greatly: each exemplar is associated with a 3-dimensional pose), we
believe the disadvantage of explicitly storing all \possible" poses outweighs the advantages, and
hence we do not pursue such an approach.
1.2 Challenges
A successful model-based pose estimation algorithm has to overcome several challenges. We shall
now outline some of the issues that need to be addressed. Firstly, the search space which needs
to be explored in order to determine the pose can grow to be very large. This makes many pose
estimation algorithms which consider all possible part locations scale poorly with image reso-
lution. In the case of exemplar-based algorithms, a large search space leads to correspondingly
greater storage requirements as well.
We have already mentioned that a bottom-up part detector can be one way to reduce the
size of the search space. This requires us to choose informative features using which to describe
potential parts. Many pose estimation systems have been described in the literature which use
edge-based part detectors. However, it is not easy to extract structural information about the
candidate part based on edge information alone. Moreover, noise in the image can lead to faulty
edge detection, which can greatly complicate the process of part detection.
At its core, a model-based pose estimation algorithm may be divided into a series of process-
ing steps, each of which typically uses a machine learning technique to choose its output. For
example, a part detector may use a classier based on a learned part model in order to select
a set of candidate parts given a set of edges in the image. Any such approach will lead to false
positives and false negatives. In practice, the greater problem is that of false negatives, since
they involve the loss of useful information. Therefore, we may be forced to design our processing
steps in a manner which reduces false negatives at the cost of increasing false positives. Dealing
with the resulting large number of false positives is another challenge in itself.
In the rest of this report, we shall explore several ways of tackling the above issues, and see
to what extent they succeed.
1.3 Contributions
The main contributions of this work are as follows:
 We have built a system to construct pruned (and hence noise-free) skeletons based on
salient boundaries in an image, and a parts detector based on the skeleton.
 We have combined this bottom-up detector with a structure-guided, top-down pose esti-
mation algorithm (pictorial structures). The resulting algorithm is in some sense a hybrid
between the top-down and bottom-up approaches.
 We have described a method to extract hierarchical relationships between skeleton frag-
ments, in order to impose a structure on the search space for pose estimation. The pose
estimation phase exploits this structure while locating parts.
3 We have designed a pose estimation system based on pictorial structures that does not
require background subtraction (a strong restriction) in order to compute the cost of a
part conguration.
 We have compared the skeleton-based pose estimation algorithm with some existing pose
estimation algorithms, with respect to performance and accuracy of the estimated pose.
The rest of this report is organized as follows. In Chapter 2, we describe the pictorial
structures framework, which is one of the standard top-down pose estimation algorithms. Next,
in Chapter 3, we describe a bottom-up pose estimation algorithm based on the constrained
Delaunay triangulation (CDT) and integer quadratic programming (IQP). Before moving on to
describe our pose estimation algorithm, we describe our pruned skeleton computation pipeline
in Chapter 4. In Chapter 5, we detail the various aspects of our skeleton-based pose estimation
algorithm. Finally, in Chapter 6, we describe our implementation of the algorithm and show
some results, and compare performance with standard pictorial structures and the IQP-based
algorithm.
4Chapter 2
Pictorial Structures
One of the more popular frameworks for object recognition (particularly in the case of objects
with articulated parts), is the pictorial structures approach [9]. We shall now describe the
general features of the pictorial structure model as applied to human pose estimation. The
basic pictorial structures algorithm involves an energy minimization (which can be described in
terms of a maximum a posteriori (MAP) estimation problem). We shall describe an ecient
algorithm for performing this energy minimization and estimating the pose of human gures in
a single image. However, the energy minimization approach detects only the best match of the
human model in an image (by design). Since we would like to estimate the pose of multiple
human gures in a single image, we next describe an approach to sample multiple matches for
the human model in order to locate multiple humans. However, we leave specics of the model
(in particular, the denitions of the cost functions) for a later chapter (Chapter 5).
2.1 The Model
The object to be detected is assumed to have multiple parts, with connections between some
pairs of parts. The set of possible locations for any part is called the location space L. (Note
that L need not be the actual space in which the object exists, such as R2 or R3.) The location
of the entire object is completely specied by the locations of all its parts. So for example,
if the number of parts is n, then the location of the object is specied by (l1;:::;ln), where
8i 2 [1;n];li 2 L.
The pictorial structures framework is quite general, and is not restricted to human pose
estimation. For example, it has been used successfully for face detection [9]. For our purposes,
however, we shall assume that the human body is made of 10 parts (as shown in Figure 2.1),
arranged in a tree structure with the torso at the root.
2.1.1 The Denition
Roughly speaking, a pictorial structure is a graph with a set of energy functions associated with
it. A more formal denition follows.
Denition 1 Consider a graph G = (V;E). With each vertex vi 2 V associate a function
mi : L ! R, and with each edge eij = (vi;vj) 2 E associate a function dij : L  L ! R. The
graph G combined with the associated functions are collectively termed a pictorial structure.
Each vertex vi corresponds to a part of the object, and each edge eij = (vi;vj) corresponds
to a connection between the parts corresponding to vertices vi and vj. The value mi(li) is the
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Figure 2.1: The tree structure of the human body. (a) Rectangles represent parts, and adjacent
rectangles are connected parts. (b) This naturally leads to a tree structure with the root at the
torso.
cost of locating part i at location li, based on the appearance of the image at li. The value
dij(li;lj) is the cost of locating parts i and j at li and lj respectively, based on their relative
locations. (Typically, this is some measure of distance between li and lj.)
Again, suppose the number of parts is n (i.e., jV j = n). Then the location of the object can
be specied by an n-tuple L = (l1;l2;:::;ln). To perform object recognition given an image,
we must nd the \best" location L for the object. In the pictorial structure framework, this
involves solving the following energy minimization:
L = argmin
L
0
@
n X
i=1
mi(li) +
X
(vi;vj)2E
dij(li;lj)
1
A (2.1)
In the next section, we will describe a statistical framework within which the above energy
minimization can be rewritten as a MAP estimation problem.
2.1.2 A Statistical Interpretation
The above energy minimization view has some major drawbacks:
 There is no simple way to specify the cost functions.
 There is no obvious method of learning these functions given a set of training examples.
 There is no way of detecting multiple good instances of the model in the same image, since
the minimization locates a single \best" match of the model.
All of these issues can be resolved by introducing a statistical framework in which to interpret
the pictorial structure model. Since we want to determine locations L given an image I, we
consider the following probability distribution:
Pr(L j I;) / Pr(I j L;)Pr(L j ) (2.2)
where  2  is a set of parameters describing the pictorial structure model. Using standard
Bayesian terminology [13], Pr(L j I;) is the posterior distribution, Pr(I j L;) is the likelihood
6and Pr(L j ) is the prior. The likelihood models the probability of the image given an object
conguration L, based on the appearance of the image, much like the mi functions described
earlier. The prior models the probability distribution of all possible object congurations, in a
way performing the role of the dij functions described earlier. The posterior models the proba-
bility distribution of object congurations given the input image, and hence is the distribution
that is most useful to us.
The above proportionality can be rewritten as follows:
 logPr(L j I;) =  logPr(I j L;)   logPr(L j ) + constant (2.3)
Putting  logPr(I j L;) =
Pn
i=1 mi(li) and  logPr(L j ) =
P
(vi;vj)2E dij(li;lj), it can be
seen that:
 The energy minimization problem reduces to a MAP estimation problem.
 The parameters for the distributions can be obtained by computing the max-likelihood
estimator of .
 Multiple good matches for the model can obtained by repeatedly sampling the posterior
distribution.
It is assumed that the likelihood parameters and the prior parameters are independent:
 = (u;c;E). Here, u is a set of per-part appearance parameters, c is a set of per-edge connection
parameters and E is the set of edges in the graph.
It is also assumed that the individual part likelihoods are independent, i.e.:
Pr(I j L;u) =
n Y
i=1
Pr(I j li;ui) (2.4)
Note that this is only an approximation, and can be bad if parts overlap, in which case
multiple parts generate the same portion of the image. From the above, it can be seen that
mi(li) =  logPr(I j li;ui).
It is also assumed that the graph G is a tree. (If it is not a tree, we can compute a tree-
structured edge set using some standard minimum spanning tree algorithm, as described in
Section 2.2.) In terms of a tree-structured Markov random eld, the prior can now be written
as:
Pr(L j ) =
Q
(vi;vj)2E Pr(li;lj j )
Q
vi2V Pr(li j )deg(vi) 1 (2.5)
The distribution over absolute locations is assumed to be uniform, and hence the denominator
can be ignored. This gives:
Pr(L j c) =
Y
(vi;vj)2E
Pr(li;lj j cij) (2.6)
From the above, it can be seen that dij(li;lj) =  logPr(li;lj j cij).
In the next section, we will see how to use this statistical framework for the learning pa-
rameters of a pictorial structure model, and an ecient algorithm for computing the MAP
estimate.
72.2 Learning the Parameters
Before we can use a pictorial structure model for object recognition, we need to learn its pa-
rameters from a set of training examples. We will now outline the basic approach for doing so,
without going into the specics of the parameters themselves.
The problem is as follows. We are given a set of m training instances, in the form of a set
of images fI1;:::;Img and a corresponding set of object locations fL1;:::;Lmg. We need to
compute the parameters  = (u;c;E). These parameters are computed using the maximum
likelihood estimation technique. Since the likelihood and prior parameters are independent, the
MLE technique can be applied separately to the likelihood (to compute u) and the prior (to
compute c and E).
For the appearance parameters u, this gives:
u = argmax
u
m Y
k=1
Pr(Ik j Lk;u) (2.7)
Since the individual part likelihoods are assumed to be independent, it is easy to see that
the individual parts' appearance parameters can be computed separately, as follows:
u
i = argmax
ui
m Y
k=1
Pr(Ik j lk
i ;ui) (2.8)
Similarly for the connection parameters c:
c = argmax
c
m Y
k=1
Pr(Lk j c) (2.9)
Again, the cij's can be computed independently:
c
ij = argmax
cij
m Y
k=1
Pr(lk
i ;lk
j j cij) (2.10)
The edge set E needs to describe a tree. In case the connections between parts of the object
naturally form a tree structure, it is not necessary to learn E: the natural edge set can be used.
However, if the connections form a more general kind of graph, it is necessary to learn an edge
set E which forms a tree. To do this, each edge eij in the original graph is assigned the weight:
wij =
m Y
k=1
Pr(li;lj j c
ij) (2.11)
The minimum spanning tree of the pictorial structure graph is then computed using any
standard algorithm. E is dened to be the edge set of the resulting spanning tree.
Note that for our purposes, E is xed, since we explicitly model the human body as a set of
parts and known joints between them. Therefore, we do not need to perform the above minimum
spanning tree computation when learning the model parameters.
In the next section, we will describe an ecient algorithm to compute the MAP estimate for
the pictorial structure model posterior.
82.3 Computing the MAP Estimate
For the sake of brevity, we will describe the procedure of computing the MAP estimate in
terms of the original energy minimization problem. Solving the energy minimization problem
for general graphs is an NP-hard problem. However, in the special case where the graph is
a tree, the minimization can be performed in polynomial time using a dynamic programming
algorithm.
2.3.1 An Ecient Algorithm
We shall now see how the minimization can be performed eciently. Bj(li) is dened to be
the cumulative energy for the best locations of vertex vj and the subtree rooted at it given the
position li for its parent vi. This includes both the appearance score for vj and the connection
score for the edge to its parent. Therefore, if vj is a leaf node:
Bj(li) = min
lj
(mj(lj) + dij(li;lj)) (2.12)
For any internal node vj other than the root, this gives the following recursive expression:
Bj(li) = min
lj
0
@mj(lj) + dij(li;lj) +
X
vc2Cj
Bc(lj)
1
A (2.13)
where Cj denotes the set of children of vertex vj. Finally, for the root vroot:
Broot(li) = min
lroot
 
mroot(lroot) +
X
vc2Croot
Bc(lroot)
!
(2.14)
It is assumed that there exists a procedure to compute not only Bj(li) but l
j(li), which is
the best position of vj given location li for its parent vi, or in other words, the argmin of the
above expressions. (We will see shortly that there is indeed such a procedure.) The following
strategy can then be used to perform the energy minimization:
1. Perform a post-order traversal of the pictorial structure tree. Upon visiting each node
vj, compute Bj and l
j (for all possible values of li). Once this is complete, we will have
obtained the minimum overall value for the energy function.
2. Locate the optimal location of the root by computing the location corresponding to the
optimal score for the root.
3. Perform a pre-order traversal of the pictorial structure tree. Upon visiting each node vj,
set the optimal location of the node to be l
j for the optimal location of the parent. Note
that this is not necessary for the root.
Upon completion, the above procedure gives the optimal locations for each part in the
pictorial structure. A simplistic implementation of this algorithm runs in O(h2n) time, where
n is the number of nodes in the pictorial structure and h is the number of locations considered
in the location space (in practice, the location space is divided into a grid with h locations, and
minimization is performed by iterating over the discrete locations in the grid; considering for
each location of the parent, every location of the child). In the next section, we will see how to
improve the running time of this algorithm.
92.3.2 The Generalized Distance Transform
The running time of our algorithm can be improved by employing the generalized distance
transform. It is dened as follows.
Denition 2 Consider a grid G. Suppose  : G  G ! R is some measure of distance between
points on the grid. Further suppose that f : G ! R is some arbitrary function dened on grid
points. Then the function Df : G ! R given by:
Df(x) = min
y2G
((x;y) + f(y)) (2.15)
for any point x 2 G is dened as the generalized distance transform given f.
The idea is to rewrite the general form of Bj in the form of a generalized distance transform.
It can easily be seen that f corresponds to the appearance (mj) and recursive (Bc) terms.
Moreover,  corresponds to dij if the latter is expressed in the form of a Mahalanobis distance.
A Mahalanobis distance is a \scale-invariant" distance measure, dened as follows:
(x;y) = (x   y)T 1(x   y) (2.16)
where x and y are vectors in some space, and  is a general covariance matrix for data points
in the space. In our case, dij can be expressed as a Mahalanobis distance after transforming the
locations:
dij(li;lj) = (Tij(li)   Tji(lj))
T D 1
ij (Tij(li)   Tji(lj)) (2.17)
where Tij and Tji are transformations in the underlying space of which the grid is a dis-
cretization; and Dij is a diagonal covariance matrix. Thus, we can write:
Bj(li) = Df(Tij(li)) (2.18)
where
f(y) =
(
mj(T 1
ji (y)) +
P
vc2Cj Bc(T 1
ji (y)) if y 2 range(Tji)
1 otherwise
(2.19)
Ecient algorithms exist which compute the distance transform in O(k) time, where k is
the number of grid locations. Therefore, by computing Bj using the distance transform, the
running time of the algorithm can be reduced to O(kn), where k is the number of grid locations
in the transformed grid. Since in practice k is usually O(h), we get a reduction of running time
to O(hn).
2.4 Sampling the Posterior
The algorithm described in the previous section locates the best match of the model in a given
image. However, real-world images may contain multiple human gures, and we would like to
detect all of them. Moreover, the appearance and structure models for human gures that we
use are imprecise. We now describe the modications necessary to address these issues.
Instead of performing MAP estimation (or equivalently, energy minimization), we now con-
sider precomputing the posterior distribution and sampling from it in order to get the best few
matches of the model in the image. The idea is that since good matches will have a much higher
10posterior than bad matches, this approach will locate multiple human gures in a single image.
The basic approach is quite similar to the MAP estimation case, except that the minimizations
in the recursive equations are replaced with summations.
We have previously seen that the posterior distribution is given by
Pr(L j I;) /
0
@
n Y
i=1
Pr(I j li;ui)
Y
(vi;vj)2E)
Pr(li;lj j cij)
1
A (2.20)
Suppose the vertex r is the root of the pictorial structure tree. To begin, the marginal
distribution Pr(lr j I;) is computed. From this distribution, a location for the root is sampled.
Then for each child c of the root, the distribution Pr(lc j lr;I;) is computed and a location for
the child relative to the location of its parent is sampled. Recursion proceeds down the tree in
this manner, and locations are sampled for each of the parts.
The marginal distribution for the root location is:
Pr(lr j I;) /
X
l1

X
lr 1
X
lr+1

X
ln
0
@
n Y
i=1
Pr(I j li;ui)
Y
(vi;vj)2E
Pr(li;lj j cij)
1
A (2.21)
Since the pictorial structure graph is a tree, we can write
Pr(lr j I;) / Pr(I j lr;ur)
Y
vc2Cr
Sc(lr) (2.22)
where the Sj functions give a recursive formulation similar to the Bj functions in the MAP
estimation case:
Sj(li) /
X
lj
0
@Pr(I j lj;uj)Pr(li;lj j cij)
Y
vc2Cj
Sc(lj)
1
A (2.23)
For any other node j with parent i:
Pr(lj j li;I;) / Pr(I j lj;uj)Pr(li;lj j cij)
Y
vc2Cj
Sc(lj) (2.24)
So the algorithm proceeds as follows:
1. Perform a post-order traversal of the pictorial structure tree. Upon visiting each node vj,
compute Sj (for all possible values of li).
2. Sample a location for the root from the marginal distribution of root locations, Pr(lr j I;).
3. Perform a pre-order traversal of the pictorial structure tree. Upon visiting each node vj,
sample a location from the node from Pr(lj j li;I;), where li is the sampled location for
its parent. Note that this is not necessary for the root.
The process is quite similar to the MAP estimation case. The key dierence is that a new
approach is needed for computing the Sj functions eciently.
Due to the particular form of dij that is used (compare with Equation 2.17 and note that
dij(li;lj) =  logPr(li;lj j cij)), the prior can be written in the form of a Gaussian distribution:
11Pr(li;lj j cij) / N(Tij(li)   Tji(lj);0;Dij) (2.25)
This allows the Sj function to be rewritten as a Gaussian convolution:
Sj(li) / (F 
 f)(Tij(li)) (2.26)
where F is a Gaussian lter (whose covariance is given by Dij) and f is the following function:
f(y) =
(
Pr(I j T 1
ji (y);uj)
Q
vc2Cj Sc(T 1
ji (y)) if y 2 range(Tji)
0 otherwise
(2.27)
Since the covariance matrix is diagonal, the Gaussian lter is separable. This fact is used to
approximate the Gaussian convolution using a cascade of uniform lters using methods described
in [23]. This gives us an overall running time of O(hn), where n is the number of parts and h is
the number of transformed grid locations.
In practice, the posterior values for some incorrect poses tend to be large, comparable to the
peaks in the posterior corresponding to the \correct" pose(s). Therefore, the posterior sampling
algorithm is typically used to generate a large set of candidate poses (around 100-200 poses),
from which the correct pose is located by computing the Chamfer distance between the object
shape under the candidate pose and the binary image obtained through background subtraction.
We defer discussion of our implementation of the pictorial structures algorithm until a later
chapter (Chapter 6), where we shall compare it with our skeleton-based pose estimation algo-
rithm.
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A Bottom-Up Approach
The pictorial structures approach is a top-down pose estimation algorithm. In this chapter
we shall describe a contrasting bottom-up pose estimation algorithm [16]. To locate potential
body parts, we use a part detector which characterizes parts by a pair of parallel edges in the
image. This requires a boundary detection algorithm that does not return too many spurious
boundaries; we shall describe such a system, based on the Pb operator [12]. The actual pose
estimation is expressed as an integer quadratic program (IQP), and we shall describe how to
express the pose estimation problem as an IQP, and how to solve it.
3.1 Contour Detection
Parts are assumed to be characterized by a pair of parallel line segments (which form the
boundary of the part). The motivation for this assumption comes from the Gestalt school of
psychology [16]. This characterization means that the parts classier need concern itself only
with edges in the image. Therefore, the rst step of preprocessing an image would be to perform
edge detection.
3.1.1 Probability of Boundary
Instead of using a standard edge detector, we employ a method for computing the probability
of boundary at each pixel in the image. Termed the Pb operator, this method [12] analyzes the
brightness, colour and texture around each image pixel and computes the posterior probability
that the pixel is part of a boundary. It is important to note the distinction between \edge" and
\boundary" here. An edge (the output of, say, the Canny detector) is simply a contour across
which local image features such as intensity change abruptly. However, a boundary is a contour
separating distinct objects in the image. This is much more useful for vision applications, since
it takes into account issues such as texture. An edge detector would detect a large number of
edgels in a highly textured region, whereas the Pb map returns low probabilities in such regions.
Hence closed contours extracted from a Pb map are very likely to contain distinct objects.
The basic idea is as follows. For each pixel, consider an image patch centered around the pixel.
Based on this image patch, a feature vector is computed (as explained shortly). This feature
vector is then given as input to a classier, whose output is used to estimate the probability of
a boundary passing through the pixel. (In practice, the classier used is a logistic classier, or
one of its variants.) The output of such a classier directly gives the probability we seek.
In order to compute the feature vector components for a pixel, a circular patch is constructed,
centered at the pixel. It is divided into 2 halves along a diameter at an angle  to the horizontal.
13(a) Sample input image.
(b) Edges detected in the image using the Pb operator.
(c) Constrained Delaunay triangulation obtained from the
edge map. (Constrained edges are shown in black.)
Figure 3.1: Stages of preprocessing employed in [16].
14This process is repeated over eight orientations and three scales  to compute the entire feature
vector. The feature vector used by the classier contains the following components:
Oriented Energy
For any given orientation  and scale , the orientation energy OE; is computed as follows:
OE; = (I  fe
;)2 + (I  fo
;)2 (3.1)
where I is the input image and fe
; and fo
; are even- and odd-symmetric lters, respectively.
(In particular, the even-symmetric lter is a Gaussian second derivative, and the odd-symmetric
lter is its Hilbert transform [24].) For any pixel (x;y), the oriented energy is simply OE;(x;y).
Brightness Gradient
For each half of the patch, the luminance values of each of its pixels (the L component of the
CIELAB colour space) are binned into a histogram. The dierence between the two histograms
corresponding to the two halves of the patch is then computed using the 2 dierence operator:
2(h1;h2) =
1
2
X
i
(h1   h2)2
h1 + h2
(3.2)
The resulting dierence, the brightness gradient, is denoted by BG.
Colour Gradient
In a similar manner as the brightness gradient, a colour gradient in CIELAB space can be
computed by taking the dierence of two two-dimensional histograms (one for each half of the
patch) generated by binning the (a;b) values of the corresponding pixels. However, this measure
(CGab) is approximated by rst computing two separate gradients, one for the a term and one
for the b term, and then adding them:
CGa+b = CGa + CGb (3.3)
Since the a and b terms correspond to the perceptually orthogonal red-green and yellow-blue
colour opponents, this is considered to be a reasonable approximation.
Texture Gradient
To describe the texture around a pixel, its responses to a bank of 13 lters is computed. This is
done for each pixel in the two halves of the circular patch under consideration. Since computing a
dierence between two 13-dimensional histograms would not be feasible, the following approach
is used.
If we consider the 13 responses of a pixel as a 13-dimensional vector, it turns out that the
response vectors are not uniformly distributed in 13-dimensional space. Instead, they exist in
clusters. Therefore, given a set of response vectors, they are rst clustered (using the k-means
algorithm). Then for each cluster, its center is referred to as a texton, and is given a unique
identier. With any pixel is associated the texton closest to its corresponding response vector.
The resulting mapping between pixels and textons is referred to as a texton map. The texton
map is to some extent a description of texture variation in the image.
15(a) Input image (b) Pb map
Figure 3.2: Example of a Pb map. Brighter pixels indicate higher probability.
Once the texton map is computed, a histogram of texton values for each pixel in the two
halves of the circular patch is computed. Then the dierence between the two 1-dimensional
histograms is computed, and denoted by TG.
Figure 3.2 shows an example of a Pb map computed from a colour image.
3.1.2 Hysteresis Thresholding
Having obtained the Pb map for the image, we still need to derive a binary edge map from it.
One possible way of doing so would be to apply a threshold to the probability values, setting only
those pixels in the edge map whose Pb value is greater than some threshold T. However, due
to imperfections in the computed probability values, this process may lead to a large number of
gaps in the recovered edge map. One standard method of overcoming this problem (to a degree)
is hysteresis thresholding.
Hysteresis thresholding works as follows. We are given two thresholds, T1 and T2, such that
T1  T2. To construct the edge map, we rst choose all pixels whose probability is at least T1.
Next, we locate all pixels whose probability is at least T2 and which are connected via a sequence
of such pixels to a pixel whose probability is at least T1. Here, two pixels are considered to be
connected if they are neighbours of each other.
In practice, this process tends to reduce the number of gaps in the edge map as compared
to the usual single threshold method. However, it does not entirely eliminate the problem. In
the next section, we shall describe a method of recovering closed contours given the edge map
recovered via hysteresis thresholding.
3.1.3 Boundary Completion
The above process returns piecewise linear contours which may contain gaps due to issues with
the Pb computation. Therefore, a method to ll in the gaps in a piecewise linear contour is
needed. The constrained Delaunay triangulation is employed for this purpose, due its benecial
scale-invariance properties [17].
Constrained Delaunay Triangulation
The constrained Delaunay triangulation is dened as follows:
Denition 3 The constrained Delaunay triangulation (CDT) of a set of line segments E
is a triangulation T of the endpoints of each edge in E such that:
161. every edge in E is present in T; and
2. T is as close as possible to the Delaunay triangulation of the edges' endpoints, subject to
the above requirement.
A CDT is constructed with the contour edges as constraint edges. This process lls gaps in
the contours and leaves us with a triangulation over the image domain. However, it also leads
to a large number of non-contour edges, which would unnecessarily increase the search space of
the part detector. In the next section, we describe a method to discard such non-contour edges
by learning a contour model.
Contour Completion using the CDT
The basic idea is as follows: we want to compute the probability that any given edge is part
of the contour (to be more precise, is part of a piecewise linear approximation to the \correct"
contour). We use the following local continuity model [17]. With each edge ei, associate a
random variable Xi, which is 1 if ei is a contour edge, and 0 otherwise. Consider a pair of edges
e1 and e2, sharing a common endpoint. Assume that either both X1 and X2 are 1, or both are
0. (This based on the observation that in practice, most contours are closed.)
This lets us associate a random variable Y12 with this edge pair. With each such edge pair
(sharing a common endpoint), associate a feature vector xij, having the following components:
 Pbij, the average Pb value along the edge pair;
 ij, the angle between the edges;
 Gij = GiGj, where Gi = 1 if edge ei is a constraint edge in the CDT, 0 otherwise.
A logistic classier is trained to classify edge pairs with a common endpoint. A logistic
classier is a simple modication of logistic regression, which works as follows. Suppose we have
a feature vector x of independent variables, and we wish to predict the value of y, the dependent
variable. The relation between x and y is assumed to have the form of the sigmoid function:
y =
eTx+0
1 + eTx+0
where  and 0 give the coecients of a hyperplane, which have to be learned from training
data. (0 is often absorbed into  by suitably modifying the feature vector.) Now, if y is
constrained to take on exactly two values (say +1 and  1), then we have a logistic classier.
The probability that edge e0 (between endpoints u and v) is a contour edge is computed as
follows:
Pr(e0) = max
e12Eu
Pr(Y01 = 1) max
e22Ev
Pr(Y02 = 1) (3.4)
where Eu is the set of edges sharing endpoint u with e0 (and similarly for Ev). Only
those edges are then chosen whose probabilities are above some threshold. Once this process is
complete, we have a set of edges which lie along object boundaries. The next step is to choose
pairs of approximately parallel edges in order to detect potential parts.
173.2 Detecting Parts
A logistic classier is used for bottom-up part detection. Given a pair of edges in the CDT
graph, a feature vector is derived with the following elements: (Here, L is the length of an edge,
 its orientation,
  !
C its center and Pb the average contrast on it;
  !
T and
  !
N are the average
tangent and normal directions, respectively.)
 orientation consistency, j1   2j.
 length consistency, jL1   L2j=jL1 + L2j.
 low-level contrast, jPb1   Pb2j and jPb1 + Pb2j.
 distance between centers, in the tangent direction (j(
  !
C1  
  !
C2) 
  !
T j=jL1 + L2j) and in
the normal direction (j(
  !
C1  
  !
C2) 
  !
Nj=jL1 + L2j).
 intervening contour, which is the maximum Pb value on all edges intersecting the
straight line connecting
  !
C1 to
  !
C2.
Before the classier can be used to detect parts, it must be trained using a training set of
(x;y) pairs where the feature vectors have been classied by hand (or, to be more precise, whose
class labels are known beforehand). Another important part of the training phase is learning
the parameters to the various cost functions, which we shall describe next.
3.3 Solving the IQP
We shall now describe the cost functions used in expressing the pose estimation problem in
terms of the IQP problem, and the method used to learn the parameters of these cost functions.
3.3.1 Learning the Constraints
Since this approach deals with pose estimation from single images, we use only appearance and
structure cost functions. In this section, we detail the various cost functions that we use to
evaluate candidate matches.
The appearance cost functions we use are:
 aspect ratio, the ratio of part length to part width.
 low-level classier score, the score returned by the logistic classier for a given part.
 scale consistency between a pair of candidate parts. If the candidate part widths are w1
and w2, and the ideal widths of the corresponding parts are W1 and W2, then we compare
r = (w1   w2)=(w1 + w2) to R = (W1   W2)=(W1 + W2). The goal of this cost function is
to capture the relative sizes of body parts in a scale-invariant manner.
 orientation consistency between a pair of candidate parts. If the orientations of the
candidate parts are 1 and 2, then we compute j1   2j.
 appearance consistency between a pair of candidate parts is computed by comparing
the average colour of each candidate part in Lab colour space.
Before we describe the structure cost functions we use, we need the denitions of a couple
of functions computed over pairs of edges in the CDT graph:
18 dist(e1;e2) Given two edges e1 and e2 in the CDT graph, this function returns the total
weight of all edges along the shortest path from e1 to e2. Note that non-constraint edges
are assigned thrice the weight of constraint edges.
 gap(e1;e2) Given two edges e1 and e2, this function returns the number of non-constraint
edges along the shortest path from e1 to e2.
A pair of candidates c1 and c2 are described by edge pairs (a1;b1) and (a2;b2). A correspon-
dence between edges in each candidate is dened by choosing a1 and a2 to be the pair of edges
with the smallest value of dist(a1;a2). The other two edges are then b1 and b2.
The structure cost functions can now be described. They include:
 limb-limb separation, which is computed in terms of the dist measure for pairs of
connected limbs (such as upper right arm and lower right arm).
 limb-torso separation, which is computed in terms of the dist measure between the
torso and a limb connected to the torso.
 V-shape between upper legs, which is also computed in terms of the dist measure.
This cost function tries to capture the fact that in most poses, the upper legs and torso
are arranged in a characteristic V-shaped conguration.
 upper-arm/upper-leg connectivity, which is computed in terms of the gap measure
between corresponding upper arms and upper legs. This cost function tries to capture the
fact that (for example) the right upper arm and right upper leg form a smooth contour
with the right edge of the torso.
Each of the cost functions is assumed to take values from independent Gaussian distributions.
The mean and variance of these distributions is computed based on a set of training examples.
We shall now see how these cost functions are put to use in the IQP framework.
3.3.2 Constructing the IQP
Combining candidate parts into a match for the model as a whole can be formulated in terms of
nding a labelling of candidate parts:  : flig ! fcig (where li are labels and ci are candidate
parts). The cost functions then take the form f(l;c) (in the unary case) and f(l1;c1;l2;c2) (in
the binary case).
Suppose a constraint fk is dened by Gaussian parameters (k;k). Dene fk = (fk  
k)2=2
k. Now it can be seen that nding the maximum likelihood assignment  is equivalent
to minimizing the following expression:
X
l1;l2
X
k
fk(l1;(l1);l2;(l2)) +
X
l
X
k
fk(l;(l))
An assignment is represented by a vector x, which is dened as follows. Consider rst a
vector v where the element vi is the label assigned to the ith candidate. Here, labels are integers
in the range [1;N] (where N is the number of labels) or 0 to indicate no label. The number of
elements in such a vector is equal to the number of candidate parts. Now replace each vi with
a sequence of N binary values, such that if vi is some non-zero label k, then the kth bit in the
sequence is set to 1 while all the others are 0; and if vi is zero, then all bits are zero. The number
of elements in the resulting vector is then N times the number of candidate parts. This vector
is the vector x that we shall be using in the rest of this discussion.
19Also, c(i) is dened to be the candidate part corresponding to index i, and l(i) to be the
label corresponding to the index i. It should be clear from the above discussion that
c(i) =

i
N

l(i) = i mod N
Note that such a vector must satisfy the constraint that for each part label L:
X
i:l(i)=L
xi = 1
i.e., each part label is assigned to exactly one candidate and each candidate is assigned to
exactly one part. The authors do not mention it, but the following constraint must also hold
for correctness. For each candidate C:
0 
X
i:c(i)=C
xi  1
i.e., each candidate part is assigned at most one label.
The above two equations are essentially an instance of the classic Integer Quadratic Pro-
gramming problem, and are rewritten as follows:
x = argmin(xTHx + cTx)
subject to Ax  b
where
ci =
X
k
fk(l(i);(l(i)))
Hij =
X
k
fk(l(i);(l(i));l(j);(l(j)))
where Ax  b captures the constraints mentioned above. A lower bound to the solution to
the IQP is given by the solution to the following linear programming problem:
qi = min
X
j
H(i;j)xj
x = argmin
X
i
(qi + ci)xi
subject to Ax  b
as explained in [16]. Since the above method gives only an approximate solution to the
IQP, further processing is needed. Starting from the assignment that minimizes the above LP,
a greedy local search is used to improve the solution. Note however, that this local search may
still fail to the global optimum.
We defer discussion of our implementation of the above algorithm until a later chapter
(Chapter 6), where we shall compare it with our skeleton-based pose estimation algorithm.
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The Skeleton
One of the most well-known descriptors of the shape of an object is its skeleton. Roughly
speaking, the skeleton transform of an object is a set of curves which lie in the \middle" of
the object. As can be seen from the examples in Figure 4.1, the skeleton is a very intuitive
shape descriptor. Moreover, the medial axis transform (MAT) (a procedure used to compute
the skeleton) can be used to reconstruct the original shape in its entirety. Thus the skeleton has
remained a popular, powerful method for shape analysis and object detection problems.
(a) buttery (b) human
Figure 4.1: Utility of the skeleton as a shape descriptor. The shapes are the black silhouettes,
and the skeletons are shown in white. [3] These are pruned skeletons, unaected by discretization
issues in, say, the human example.
In the rest of this report, we propose a method to detect humans and estimate their pose from
a single image using the skeleton transform. While the details of this process will be described in
Chapter 5, in this chapter we shall describe the method we use to compute the skeletons of the
objects in a given image. To begin with, we need an estimate of the boundaries of the objects
whose skeletons we wish to compute. We also need to ensure that these boundaries are closed.
Once this is done, we may compute the skeleton transforms. A block diagram of this process is
shown in Figure 4.2. In the subsequent sections, we shall describe each step of this process in
detail.
Figure 4.2: Block diagram of the skeleton extraction process.
21(a) Single threshold (T = 0:5) (b) Hysteresis thresholding (T1 = 0:5,
T2 = 10
 20)
Figure 4.3: Benet of using hysteresis thresholding. Notice the gaps, such as those in the legs,
which are lled by hysteresis thresholding.
4.1 Closed Contours: Ratio Contour
The rst step in our process is to detect the boundaries of the objects in the image. We employ
the Pb operator followed by hysteresis thresholding for this purpose (as explained in Chapter
3). Although hysteresis thresholding attempts to reduce the number of gaps in the detected
boundaries (see Figure 4.3), it fails to completely eliminate them. We shall now examine a graph-
based algorithm, Ratio Contour [22], for lling in these gaps, and returning closed boundaries
of objects in the image. We have chosen this algorithm as opposed to the CDT-based algorithm
described in Chapter 3 primarily because of its lack of dependence on a training set of any sort.
To begin, the binary edge map is converted into a set of edge fragments, which may or
may not be connected to each other. Edge fragments thus recovered are referred to as real
fragments, to distinguish them from virtual fragments, which we shall describe shortly. Since
the edge map may contain issues such as intersections between edge fragments, we rst perform
a preprocessing step. In this step, edge fragments are split at intersection points and points
of high curvature. This technique is used to handle intersections, false attachments between
ideally separate edge fragments, and closed edge fragments in the edge map. Note that at each
point where a fragment is split, two overlapping \endpoints" are created, so that no two real
fragments share a common endpoint.
The next step is to construct potential gap completions, which are referred to as virtual
fragments. To construct a virtual fragment between any two real fragment endpoints, they
are rst connected by a straight line segment. Then consider the combined fragment which is
made up of the line segment and one half of each of the real fragments (the half containing the
endpoints under consideration). A spline-based algorithm is then used to smooth the resulting
curve. Removing the halves of the real fragments from the smoothed combined fragments leaves
us with the nal virtual fragment.
Given the combined set of real and virtual fragments, the next step is to extract salient
closed boundaries. Note that we are concerned with nondegenerate boundaries, i.e. boundaries
which do not self-intersect. For any closed boundary given as a sequence of fragments (real
and/or virtual), the following cost is dened:
 (B) =
W(B)
L(B)
=
R
B [v(t) + 2(t)]dt
R
B dt
(4.1)
where t is an arc length parameter, B is a closed boundary, (t) is the curvature of the
22Figure 4.4: Salient boundaries and simple alternate cycles. (a) A set of real fragments. (b)
A subset of real and virtual fragments giving a nondegenerate, non-self-crossing boundary. (c)
A nondegenerate but self-crossing boundary. (d) The solid-dashed graph corresponding to (b),
with the boundary shown in bold. (e) The solid-dashed graph corresponding to (c), with the
boundary shown in bold.
boundary at t, v(t) = 1 if the point at t lies in a virtual fragment (and is 0 otherwise), and
 is a pre-determined weight parameter. Our goal therefore is to locate the closed boundary
which minimizes the above cost. We shall now describe a graph-based algorithm to perform this
optimization eciently.
Consider a graph G = (V;E) whose vertices correspond to fragment endpoints, and whose
edges correspond to fragments. There are two kinds of edges: solid and dashed, corresponding
to real and virtual fragments, respectively. Such a graph is referred to as a solid-dashed graph.
To describe closed boundaries with respect to such a graph, we need the following denitions:
Denition 4 A simple cycle in a graph G = (V;E) is a cycle that does not traverse any vertex
more than once.
Denition 5 An alternate cycle in a graph G = (V;E) is a cycle that alternately traverses
solid and dashed edges.
Based on the above denitions, it can be seen that a nondegenerate closed boundary in an
edge map is equivalent to a simple alternate cycle in its corresponding graph. With each edge
ei in the graph, associate a weight w(ei) = W(B(ei)) and a length len(ei) = L(B(ei)), and on
any boundary, dene the following cost function:
 (B) =
P
ei2B w(ei)
P
ei2B len(ei)
(4.2)
where B(ei) denotes the fragment corresponding to the graph edge ei. Thus we see that
the problem of computing the most salient closed boundary reduces to computing the minimum
ratio alternate cycle in the graph G. (See Figure 4.4 for an example.)
4.1.1 A Polynomial Time Solution
We shall now see a series of reductions that will let us reformulate the problem in a manner
which can solved in polynomial time.
Reduction 1: Modifying Edge Weights of Solid Edges
By construction, two solid edges can never share a common vertex. So consider a solid edge
e. To every dashed edge adjacent to e, add the weight 1
2w(e) and the length 1
2l(e), and set the
weight and length of e to 0. This reassignment is performed for every solid edge in the graph.
23Since any alternate cycle which passes through e must necessarily pass through two dashed
edges adjacent to e, the total weight and length of any alternate cycle in the graph remains
unchanged. In other words, this reduction does not alter the minimum ratio alternate cycle (or
its cost).
Reduction 2: Detecting Negative Weight Alternate Cycles
Consider the following transformation of edge weights:
w0(e) = w(e)   b  l(e) (4.3)
Since the above transformation osets the ratio costs of any alternate cycle by b, the trans-
formation does not alter the MRA cycle. This fact allows us to use the above transformation to
reframe the MRA problem as follows. Suppose we have a subroutine to locate a negative weight
alternate cycle if one exists. Let the cost of the NWA cycle thus obtained be b. The above
transformation is then performed, osetting the cycle ratio by b. This process is repeated until
no NWA exists. It can easily be seen that in this case, the cost of the MRA cycle is 0.
The last NWA cycle located must necessarily be the MRA cycle. Hence, in order to locate
the MRA cycle, all we need is a method to locate NWA cycles.
Reduction 3: Finding Minimum Weight Perfect Matchings
We will now describe how an NWA cycle detector can be constructed based on a minimum
weight perfect matching (MWPM) detector. We rst need the following denition:
Denition 6 A perfect matching in G denotes a subgraph of G which includes each vertex
of G but in which each vertex has exactly one incident edge.
The MWPM is the perfect matching in G which has the minimum total edge weight. Since
each solid edge has weight 0, the set of solid edges forms a trivial perfect matching, with total
weight 0. It follows that the MWPM has nonpositive total weight. Now, given any perfect
matching P, a subgraph of G which contains only a set of disjoint alternate cycles can be
constructed as follows:
1. From P, remove all solid edges and their incident vertices. Denote the resulting subgraph
by P0.
2. To P0, add all solid edges in G which were not in P. Denote the resulting subgraph by
P00. This is the required subgraph.
The proof that the above process works is as follows. Each vertex in G is incident on exactly
one solid edge. Since no two solid edges can share a vertex, step 2 implies that each vertex in
P00 has degree 2. Also, by construction, each vertex in P00 is incident on exactly one solid edge
and exactly one dashed edge. Therefore, it can be seen that each vertex in P00 is part of a simple
alternate cycle, implying that P00 is a set of disjoint alternate cycles.
The authors show that each cycle in P00 has nonpositive total weight. Therefore, detecting
an NWA cycle is equivalent to computing an MWPM, carrying out the above two-step process,
and locating the cycle in P00 which has minimum cost. Figure 4.5 illustrates an example of this
reduction process.
Based on the above three reductions, and the fact that there are known polynomial time
algorithms for computing the MWPM, we can obtain a polynomial time algorithm for computing
the MRA cycle. Figure 4.6 shows an example closed contour recovered by the Ratio Contour
algorithm.
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Figure 4.5: Reduction 3 in Ratio Contour. (a) A set of real fragments. (b) The corresponding
solid-dashed graph G, with some of the dashed edges shown. (c) A perfect matching P in G.
(d) Removing solid edges from P, giving P0. (e) Adding solid edges in G which are absent in P,
giving P00, a simple alternate cycle.
(a) Input image (b) Salient contour highlighted in red.
Figure 4.6: Example of a salient contour detected by Ratio Contour.
4.1.2 Possible Improvements
Ratio Contour is not necessarily the optimal boundary completion algorithm for our purposes.
Due to the nature of its cost function, it tends to favour more circular contours. This leads
to trouble in distinguishing between, for example, the two legs of a human gure. Many other
approaches to this problem exist in the literature [6, 7], and their utility for our purposes needs
to be assessed.
One of the promising ideas involves incorporating appearance information in the contour
completion process [7]. Basically, the algorithm tries to favour boundaries which best separate
visually distinct parts of the image. In the common case where (say) the appearance of the right
and left legs is symmetric, this can lead to a boundary which properly distinguishes between the
two legs. We leave such analysis to future work.
4.2 Medial Axis Transform
Before we describe the skeleton, we need the following denition:
Denition 7 For any 2-dimensional shape S and its corresponding boundary @S, a maximal
circle is dened as a circle which lies inside S, and which is tangential to @S in at least 2
distinct points.
The skeleton and the medial axis transform are dened as follows:
Denition 8 The skeleton Sk(S) of a shape S is dened as the locus of the centres of all
maximal circles contained in S.
25Denition 9 The medial axis transform of a shape S is the skeleton of S combined with
a function f : Sk(S) ! R, which gives the radius of the maximal circle associated with each
skeleton point.
Some of the standard methods of computing the skeleton (or MAT) are:
 Morphological thinning: Suppose we ll the interior of the detected closed contour. We
employ a form of successive morphological thinning which preserves line segment endpoints.
If we keep performing the thinning operation until no further thinning is possible, the
remaining pixels approximate the skeleton.
 Distance transform: If we compute the distance transform of the contour image, then
the skeleton lies along ridges in the distance transform.
 Voronoi poles: If the boundary points are sampled densely enough, then it can be
shown [1] that the medial axis is approximated by the poles of the Voronoi diagram of the
boundary points (the furthest vertices of the Voronoi cells of each boundary point which
lie inside the boundary).
Since we are dealing with image data, we choose to employ the rst method. However, due
to noise and other errors in the detected boundaries, the skeleton may contain a large number
of spurious branches (see Figure 4.7). To address this issue, we describe a method for pruning
a skeleton in the next section.
(a) Skeleton transform (b) Pruned skeleton
Figure 4.7: Pruning an example skeleton. In both cases, the horse shape is the input. Due to
noise, the skeleton has many spurious branches, which are removed by the pruning process as
shown in (b) [3].
4.3 Skeleton Pruning
At this stage, we are given a closed contour curve and its corresponding skeleton. The objective
is to remove those points in the skeleton which are \noise," or in other words, which do not
contribute signicantly to the shape of the object. (See Figure 4.7(b) for an example.) We shall
now describe a skeleton pruning process, beginning with the following denitions:
Denition 10 For any skeleton point, the points on the boundary which are tangential to its
maximal circle are called its generating points.
The intuitive notion that noise in the skeleton corresponds to short, \localized" features on
the boundary is formalized as follows. Dene a sequence of control points p1;:::;pn on the
26Figure 4.8: Complications caused by concave vertices in the skeleton pruning process. The same
convex vertex may generate skeleton branches with dierent importances. [3]
boundary. Boundary arcs between two consecutive control points are called boundary segments.
Then use the following pruning strategy: remove all skeleton points whose generating points all
lie within the same boundary segment. This requires that we compute a segmentation that is
able to distinguish between boundary \features" and \noise."
We use the discrete curve evolution [3] technique to compute a boundary segmentation that
is optimal for our purposes. It is assumed that the boundary is a closed, piecewise linear curve.
(This is true due to the discrete nature of our input.) The initial set of control points is dened
as P0 = fv1;:::;vng, where vi are the vertices of the boundary curve. From this set, the vertex
v which has the minimum value of the following cost function is removed:
K(v) =
(s1;s2)l(s1)l(s2)
l(s1) + l(s2)
(4.4)
where s1 and s2 are the two polygon sides incident at vertex v, (s1;s2) is the turn angle
at vertex v, and l(s) denotes the length of the segment s normalized by the total length of the
boundary. The resulting set is denoted by P1. This process is repeated until some stopping
condition is reached. (In our case, we simply stop iterating when the number of control points
reaches a target k0.) If this process takes k iterations, then Pk is the nal contour segmentation.
Note that in order to speed up the process of contour simplication, only convex vertices are
considered in the partitioning and simplication process.
However, additional complications can be introduced by concave vertices, as shown in 4.8.
To make sure that skeleton branches such as those in the gure are assigned a low cost, vertices
with a low value of Dl(v) are also removed, where Dl(v) is the distance between v and the
nearest concave vertex u such that the line segment vu is inside the shape.
Instead of a two-step process where we rst compute the skeleton and then prune it, the
authors describe a combined algorithm, where the skeleton is grown recursively [3]. Points are
added along the ridges of the distance transform of the boundary, subject to the constraint that
any added point must have generating points in at least two distinct segments of the simplied
boundary.
In the preceding sections, we have seen how to compute pruned skeletons of salient objects
in any image. The next step is to use this information in order to locate human gures and infer
their pose. In the next chapter, we shall describe our approach for performing pose estimation
using the skeleton.
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Skeleton-Based Pose Estimation
Having obtained a (reasonably) good set of skeletons from the input image, our next step is
to perform pose estimation given the skeleton information. One approach to doing this would
be to treat the skeleton as a parts detector and plug its output into a bottom-up or top-
down pose estimation algorithm. Doing so would require a method to recover the image region
corresponding to any skeleton fragment, which we shall see below.
An alternative approach would be to employ a classier and throw away skeletons which
are not \human-like," based on some appropriate denition of human-like. (Such a denition
would typically involve topological constraints on the number of fragments and simple geometric
relationships between them.) We could use (among others) either a logistic classier for this
purpose, or a forest of randomized decision trees (RDT). The RDT classier has been used to
recognize typewritten symbols [2], and has the unique advantage that it can deal with a virtually
innite feature space.
However, the part detector approach is simpler, and unlike the skeleton classier approach,
does not require us to stitch together broken skeleton fragments as a preprocessing step. Hence,
we choose to not use a classier-based approach, and instead use the skeleton information as
a set of candidate parts. This set of candidate parts is then plugged into a top-down pictorial
structures algorithm, which gives us the pose estimate. In the next few sections, we shall explore
various issues involved in each step of such a process.
5.1 Extracting Parts
The rst step in extracting a set of candidate parts from a skeleton is obviously to break up
the skeleton into a set of skeleton fragments, each of which represents a single candidate part
(see Figure 5.1). Note that since we may have multiple skeletons in a single image (due to there
being multiple salient closed boundaries detected in the image), we need to extract parts from
each skeleton. The next step is to reconstruct the image region corresponding to each skeleton
fragment, using an inverse medial axis transform. We shall describe these processes in more
detail in the next subsections.
5.1.1 Skeleton Fragments
To describe the method we use to recover skeleton fragments, we will need the following deni-
tion:
Denition 11 A pixel in a binary image I is a junction if, when visiting each of its 8 neigh-
bours in clockwise (or counter-clockwise) order, the number of transitions between 0 and 1 is 3
28(a) Most of a human gure (b) A background object (c) A disconnected leg
Figure 5.1: Result of splitting skeletons at junction pixels, for three skeletons in the same image.
Each resulting fragment is shown in a dierent color.
or more.
We now dene a skeleton fragment as follows:
Denition 12 A skeleton fragment is a set of connected pixels belonging to a skeleton in
which no pixel other than possibly the rst and/or the last pixel are junctions.
(Here, two pixels are connected if they are neighbours of each other.) With this denition,
the process of recovering skeleton fragments is simple to describe: we simply trace the skeleton
pixels, starting and stopping only at junctions. The result of this process is shown in Figure 5.1.
5.1.2 Inverse Medial Axis Transform
Once we have obtained a set of skeleton fragments, the next step is to recover their corresponding
image regions. This is accomplished using the inverse medial axis transform. This process
requires that for each skeleton point, we store the radius of the maximal circle centered at
that point. We accomplish this by computing the distance transform of the closed contour
corresponding to the skeleton, and then masking it with the pruned skeleton.
After this information is available, the reconstruction process is simple. For each skeleton
pixel, we draw a lled circle centered at the pixel and whose radius is the corresponding maximal
circle's radius. We combine the pixels from all circles drawn for a given skeleton fragment (by
ORing them together), and the resulting set of pixels serves as a candidate part.
5.2 Structuring the Part Set
The major problem with the above approach is that the process of extracting skeleton fragments
can lead to a large number of small, insignicant fragments in place of a large, perceptually
signicant fragment. This is because we only look at whether or not a pixel is a junction.
What is required is an inspection of the skeleton branches incident at junction pixels. In the
next sections, we will describe a method of extracting skeleton fragments that takes properties
of incident skeleton branches into account, and computes a hierarchical relationship between
skeleton fragments (a fragment lower in the hierarchy is considered to \branch o" from its
parent).
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Figure 5.2: Angle and length as cues for skeleton hierarchy. In (a), the vertical segment can be
considered to branch o from the longer horizontal segment. In (b), no one segment branches
o from any other, since the angles and lengths are all approximately equal. In (c), even though
the angles are the same as in (b), the vertical segment appears to be the parent of the other
two, due to its larger length.
5.2.1 Fragment Hierarchy
As depicted in Figure 5.2, angle and branch length are two major cues that dene a \hierarchy"
between skeleton branches. Our system only considers angles between skeleton fragments, ignor-
ing branch lengths. The results are nonetheless satisfactory. We shall now explain the method
we use to compute this hierarchy information from a skeleton.
Outline of the Method
We start by computing a set F of skeleton fragments, and a set J of junction points from the
skeleton, using the method described in Section 5.1.1. Our goal is to compute a set of fragments
Fleaf which are the lowest in the hierarchy out of all fragments in F. Further steps of the method
require the following denitions:
Denition 13 A skeleton fragment f 2 F is said to be disconnected if none of its endpoints
are junctions in J.
Denition 14 A skeleton fragment f 2 F is said to be a branch if exactly one of its endpoints
is a junction in J.
Since disconnected fragments have no \parent" in F, we add all disconnected fragments fd
to Fleaf and remove them from F. Next we consider branch fragments. For any branch fb, we
decide whether or not it should be considered as a leaf in the hierarchy (as explained shortly).
We then add all fragments fb which should be considered as leaves to Fleaf and remove them
from F. If no such branch exists, then we add all fragments in F to Fleaf and remove them
from F.
We then repeat the entire process (including computing the sets F and J) with the pixels
corresponding to fragments in Fleaf reset to 0. This continues until there are no more fragments
left.
After each iteration, every fragment in Fleaf is labelled with the current iteration number.
This allows us to compute the depth in the hierarchy of each fragment. Note that we do not need
30explicit parent-child relationships between fragments. As we shall see, our approach requires
that we know only the depth of each node in the hierarchy.
Classifying a Fragment
We now examine the details involved in deciding whether a branch should be considered as a leaf
in the hierarchy. Denote the branch under consideration by fb. Denote the set of all fragments
(not necessarily branches) which share the junction with fb by Fj. Now for each fi 2 Fj, we
compute the angle i between fb and fi. If the largest such angle, maxi i is not within some
threshold of , we treat fb as a leaf. Otherwise, we consider fb to not be a leaf.
This process will obviously lead to misclassications in cases such as the one shown in Figure
5.2(c). To remedy this problem, we would need to incorporate fragment lengths into the analysis.
For now, however, we leave this as future work.
5.2.2 Splitting Fragments
Since the above process erases fragment pixels between iterations, it can lead to the merging of
fragments corresponding to distinct parts (as shown in Figure 5.1(a)). To address this issue, we
examine each fragment returned by the hierarchy computation process and locate pixels within
the fragment where the fragment may need to be split.
We have identied the following four criteria for determining whether a fragment f should
be split at a pixel p:
 Junctions: If p is a junction in the original skeleton, we should split f at p. This addresses
the problem that when a branch is erased, junction pixels may no longer be junction pixels
in the resulting binary image.
 Turn Angle: We rst compute a piecewise linear approximation of f. Next, if p is a
vertex in this polyline and if the turn angle at p is below some threshold max, then we
split f at p. This enables us to locate joints between upper and lower limbs, since in such
cases the joint is characterized by sudden turn in the skeleton fragment.
 Middle Pixel: If p is the middle pixel in the sequence of pixels that make up f, then we
may split f at p. This enables us to locate joints between upper and lower limbs in the
case when there is no bend at the joint.
 Discontinuity in Maximal Circle Radius: If p is the location of a sudden change
in the radius of the maximal circle centered at p, we split f at p. The justication for
doing so is that such sudden changes typically mark a transition from part to another. For
example, if the head and torso are both upright, then the sudden change can locate the
pixel which separates torso from head.
Figure 5.3 shows two example splitting pixels.
Once all the n splitting pixels have been located, we compute each of the
 n
2

subfragments
of f, formed by considering subfragments between each possible pair of splitting pixels (includ-
ing the original endpoints of f). Once this is done for each skeleton fragment, the resulting
subfragments are used to reconstruct the corresponding image regions (using the inverse MAT),
which are in turn used in the nal step of the algorithm.
31(a) Skeleton (b) Two splitting pixels
Figure 5.3: Two example splitting pixels. (a) The original skeleton (hypothetical). (b) Two
splitting pixels (size exaggerated). The red pixel splits an arm at what is possibly the elbow
(based on turn angle). The green pixel splits the other arm at the midpoint, attempting to
separate the upper and lower arm.
5.3 A Top-Down Framework
Having obtained a set of candidate parts, we perform pose estimation using a modied pictorial
structures algorithm. We use the posterior sampling framework described in Section 2.4. How-
ever, unlike the original algorithm, our location space is not a 4-dimensional grid describing a
discretization of the space of all possible positions, scales and orientations. Instead, our location
space is simply the set of candidate parts.
This allows us to make use of the hierarchy information computed previously (see Section
5.2.1). When considering locations for the torso, we restrict ourselves to candidate parts with
depth 0. When considering locations for the upper limbs and the head, we consider candidate
parts with a depth of at most 1, and for the lower limbs, we consider candidate parts with a
depth of at most 2. Thus the hierarchy information allows us to further prune the search space
used by the pictorial structures algorithm.
In the next few sections, we will describe the specic cost functions used by our version of
the pictorial structures algorithm. All cost functions are computed based on best-t rectangles
computed for each candidate part.
5.3.1 Appearance Costs
The likelihood is modelled as follows. Each pixel in the image is assumed to be independently
generated. Pixels within part i's rectangle are foreground pixels with probability q1i. Intuitively,
this value should be close to 1, modeling the fact that most pixels within a part's rectangle are
foreground pixels. Pixels within a border area around this rectangle are foreground pixels with
probability q2i. This number models the fact that parts tend to be surrounded by background
pixels. All other pixels are equally likely to be foreground or background. Thus, we get the
following expression:
Pr(I j li) = q
c1i
1i (1   q1i)A1i c1iq
c2i
2i (1   q2i)A2i c2i(0:5)A A1i A2i (5.1)
where A1i is the area of part i's rectangle, c1i is the number of foreground pixels in it, A2i
is the area of the border around part i's rectangle, c2i is the number of foreground pixels in it,
and A is the total area of the image. Therefore, ui = (q1i;q2i).
32Learning these parameters is simple: we simply compute the average fraction of foreground
pixels in each part's rectangle over all training instances:
q1i =
Pm
k=1 ck
1i Pm
k=1 Ak
1i
(5.2)
q2i =
Pm
k=1 ck
2i Pm
k=1 Ak
2i
(5.3)
When computing the likelihood in practice, we use a dilated version of the input image while
computing c1i and an eroded version of the input while computing c2i.
To compute the foreground counts, we need to apply a rectangular mask to the input image.
This operation can be performed very eciently using the technique of integral images [21]. The
integral image of an image I is dened as follows:
Denition 15 The integral image of I is the image with the same dimensions as I which
contains at each location (x;y) the sum of values of pixels above and to the left of (x;y) in I:
ii(x;y) =
X
x0x;y0y
i(x0;y0) (5.4)
where i(x0;y0) is the value of the pixel at (x0;y0) in I.
The integral image can be computed in one pass over I by using the following recurrence:
s(x;y) = s(x;y   1) + i(x;y) (5.5)
ii(x;y) = ii(x   1;y) + s(x;y) (5.6)
It can now be seen that the number of foreground pixels within a rectangle can be computed
by only 4 array lookups, as explained in Figure 5.4.
5.3.2 Structure Costs
The prior is modelled as follows. With each edge eij, we associate two points pij = (xij;yij)
and pji = (xji;yji). pij is the ideal position of the joint between parts i and j in the coordinate
system of part i. pji is the ideal position of the joint between parts i and j in the coordinate
system of part j. Ideally, when transformed to the common image coordinate system, these two
points should coincide. (See Figure 5.5.)
Roughly speaking, the prior takes into account the separation between these joint positions
for a candidate conguration and the relative orientation of the parts:
Pr(li;lj) = N(x0
i   x0
j;0;2
xij) N(y0
i   y0
j;0;2
yij) M(i   j;ij;kij) (5.7)
The rst two terms capture the dierence in joint positions when transformed to the common
image coordinate system. Note that (x0
i;y0
i) is the transformed version of pij, and (x0
j;y0
j) is the
transformed version of pji:

x0
i
y0
i

=

xi
yi

+ RiSi

xij
yij

(5.8)

x0
j
y0
j

=

xj
yj

+ RjSj

xji
yji

(5.9)
33Figure 5.4: The sum of the pixel values in rectangle D can be computed in 4 array lookups.
Denote the value of the integral image at marked point i in the above gure (1  i  4) by
xi and the sum of pixel values in one of the above rectangles by the name of the rectangle as
marked in the gure. We have x1 = A, x2 = A+B, x3 = A+C, x4 = A+B+C+D. Therefore,
the sum within rectangle D is x4 + x1   x2   x3. This requires only 4 lookups.
Figure 5.5: Joint positions for two parts of the pictorial structure. (a) depicts them in their own
coordinate systems. (b) depicts them in the common image coordinate system.
34where R denotes a standard rotation matrix corresponding to a rotation by angle ; and
Si is a scaling matrix which scales the ideal dimensions of part i (learnt from training data) to
match the dimensions of the candidate part under consideration (and similarly for Sj).
The rst two terms are Gaussian distributions with 0 mean, however the third term is a
von Mises distribution with mean ij and circular variance kij. The connection parameters are
therefore:
cij = (xij;yij;ij;kij) (5.10)
Learning these parameters is simple: computing the variances of the Gaussian terms is
straightforward; similarly there are simple ways of computing the mean and circular variance
of a von Mises distribution given a set of training instances. We assume xed values for the
ideal relative joint positions. However, in practice, it is desirable to learn these from training
instances. This can be done in the form of a linear least squares problem. In the interests of
simplicity, we do not perform this in our implementation.
In the next chapter, we shall describe our implementation of the algorithm described in the
preceding two chapters, and comment on its performance and quality of output.
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Results
In this chapter, we shall describe our implementation of the skeleton-based pose estimation
algorithm described in Chapter 5. We shall consider the performance of our implementation
as compared with our implementation of the classic pictorial structures algorithm [9], and shall
compare their quality of output by comparison with ground truth data.
6.1 Implementation Details
We have implemented the classic pictorial structures algorithm, the IQP-based bottom-up algo-
rithm, and two variants of our skeleton-based pose estimation algorithm, all in MATLAB. We
now describe some of the important details of these implementations.
6.1.1 Dataset
The dataset we used was the Brown University HumanEva dataset1. The same dataset was
used to train our implementations of the classic pictorial structures algorithm, as well as the
IQP-based pose estimation algorithm [16].
The ground truth data present in the HumanEva dataset describes each part as a line
segment, and gives its orientation in image space. In order to obtain rectangles corresponding
to parts, we have chosen widths for each part by hand based on training images and part masks
provided along with the ground truth.
6.1.2 Classic Pictorial Structures
Due to the fact that the classic pictorial structures algorithm involves searching over all possible
locations, signicant downsampling of the image is required in order to bring the running time
within acceptable limits. We also have to discretize the range of orientations used by the
algorithm. In our implementation, we consider only angles which are multiples of 45 degrees.
We also make the simplifying assumption that the variation is foreshortening between parts
is negligible, and hence x the value of the s parameter in location space for all parts.
6.1.3 CDT/IQP-based Algorithm
Our implementation has the following major components:
1http://vision.cs.brown.edu/humaneva/
361. Boundary Detection. We use the Berkeley Segmentation Engine2 for computing Pb
maps. Hysteresis thresholding is performed using MATLAB's Image Processing Toolbox.
2. Constrained Delaunay Triangulation. We use the open-source Computational Geom-
etry Algorithms Library (CGAL)3 for computing CDTs. All code dealing with CDTs and
CDT-based graphs is written in C++.
3. Logistic Classier. The logistic classier used for detecting contour edges and candidate
parts is implemented using the NETLAB Toolbox4. The classiers are trained using a
hand-labeled dataset consisting of 10 images from the HumanEva dataset.
4. Integer Quadratic Programming. Finally, the LP approximation to the IQP problem
is solved using MATLAB's Optimization Toolbox.
6.1.4 Skeleton-Based Pose Estimation
We have implemented most of the pose estimation algorithm in MATLAB. For the skeleton com-
putation phase, we use the Berkeley Segmentation Engine for computing Pb maps, an existing
C implementation of Ratio Contour5, and an existing MATLAB implementation of DCE-based
skeleton pruning6.
We have also implemented a version of our skeleton-based algorithm which uses background
subtraction to locate salient boundaries, instead of the Pb operator followed by Ratio Con-
tour. We use this version of our algorithm primarily for comparison against the classic pictorial
structures algorithm, which also relies on background subtraction.
6.2 Experimental Results
We learn the human model from a set of 62 training images. The total time required for
training is approximately 1 minute. Figure 6.1 shows the learned model. Before we describe
our experimental results, we shall outline our strategy for comparing our method with existing
methods.
Figure 6.1: The learned human model.
2http://www.cs.berkeley.edu/~fowlkes/BSE/
3http://www.cgal.org/
4http://www.ncrg.aston.ac.uk/netlab/
5http://www.cse.sc.edu/~songwang/
6http://xiang.bai.googlepages.com/softwareforskeletonizationandskeletonpru
37Algorithm Resolution Time (s) Accuracy Remarks
PS 160  120 3491.69 0.49
Sk-RC 160  120 109.06 0.38 Does not include part detection.
Sk-BG 160  120 11.69 0.69 Does not include part detection.
Table 6.1: Comparison between our pose estimation algorithm and classic pictorial structures.
6.2.1 Evaluation Strategy
We have compared our pose estimation algorithm with the classic pictorial structures algorithm
with respect to performance and quality of the estimated pose. We have also compared our
skeleton-based part detector with the CDT-based part detector with respect to performance.
Our methodology is as follows.
We took a set of 3 test images from the HumanEva dataset. Using this test set, we measured
(in MATLAB) the average time required for processing an image using the classic pictorial
structures algorithm (PS), our skeleton-based pose estimation algorithm with our skeleton-based
part detector (Sk-RC), our skeleton-based part detector with background subtraction (Sk-BG),
and the CDT-based part detector (CDT).
In order to compare the quality of the estimated pose, we computed a binary image of the
ground truth pose, and compared it with a binary image of the estimated poses using normalized
cross-correlation, and used the score of the highest-scoring pose.
6.2.2 Results
Two examples of the output at each step of the pose estimation process are shown in Figures
6.3 and 6.4. In order to assess the usefulness of the boundary detection and completion phases,
we compared our skeleton pipeline with a two step process consisting of background subtraction
followed by pruned skeleton computation. Two examples of each step of this process are shown
in Figures 6.5 and 6.6.
Table 6.1 compares the average running times and quality of both versions of our skeleton-
based pose estimation algorithm and the classic pictorial structures algorithm. Table 6.2 com-
pares the average running times of both versions of our skeleton-based part detector and the
CDT-based part detector.
Figure 6.2 shows how the performance of the classic pictorial structures algorithm and both
versions of our skeleton-based pose estimation algorithm varies with resolution. Due to the
fact that classic pictorial structures involves a search over all locations, using images beyond a
resolution of, say, 160  120 leads to unacceptably high running times. At the other extreme,
our skeleton-based algorithm with background subtraction handles resolutions upto 640  480
with ease. (Note that in our implementation, background subtraction is performed at 640480
irrespective of the resolution that the rest of algorithm uses. The results of the background
subtraction are then scaled appropriately.) Performance and memory issues prevented testing
of classic pictorial structures at 640  480. Also, we had trouble recovering useful contour
information using Ratio Contour at 64 48, which is the cause of the missing data point in the
plots.
The results highlight the advantages of our algorithm over existing methods. However, some
issues may be noted from the results.
There is diculty in distinguishing between upper and lower limbs (which is why lower limbs
are not shown in the gures, they were detected in exactly the same conguration as the upper
limbs). This occurs due to the fact that the skeleton branches do not distinguish between upper
38(a)
(b)
Figure 6.2: Comparison between classic pictorial structures and both versions of our skeleton-
based algorithm based on performance.
Algorithm Resolution Time (s)
CDT 160  120 93.74
Sk-RC 160  120 39.64
Sk-BG 160  120 4.29
Table 6.2: Comparison between skeleton-based part detection and CDT-based part detection.
39(a) Input image. (b) Pb map. (c) Edge map computed via
hysteresis thresholding.
(d) One of the closed contours
returned by Ratio Contour.
(e) Corresponding pruned skele-
ton.
(f) Pruned skeleton transform
of the entire image.
(g) Hierarchy in a pruned skele-
ton. (blue = depth 0, green =
depth 1)
(h) One of the candidate parts
after splitting fragments.
(i) Some of the parts returned
by the pose estimation algo-
rithm. (red rectangle = torso,
blue = upper arms, magenta =
upper legs)
Figure 6.3: Results: test image 1
40(a) Input image. (b) Pb map. (c) Edge map computed via
hysteresis thresholding.
(d) One of the closed contours re-
turned by Ratio Contour.
(e) Corresponding pruned skele-
ton.
(f) Pruned skeleton transform
of the entire image.
(g) Hierarchy in a pruned skele-
ton. (dark blue = depth 0, light
blue = depth 1)
(h) One of the candidate parts
after splitting fragments.
(i) Some of the parts returned
by the pose estimation algo-
rithm. (red rectangle = torso,
blue = upper arms, magenta =
upper legs)
Figure 6.4: Results: test image 2
41(a) Input image. (b) Background subtraction. (c) Corresponding pruned skele-
ton.
(d) Hierarchy in a pruned skele-
ton. (dark blue = depth 0, light
blue = depth 1)
(e) One of the candidate parts
after splitting fragments.
(f) Some of the parts returned
by the pose estimation algo-
rithm. (red rectangle = torso,
blue = upper arms, magenta =
upper legs)
Figure 6.5: Results: test image 1 with background subtraction
and lower limbs, and we have to split the branches in a somewhat arbitrary manner in order to
attempt to make the distinction.
Also note how in Figure 6.4, Ratio Contour has merged the two legs. This is a natural
consequence of its cost function, and leads to issues with the corresponding skeleton transform
(the torso is too elongated and legs are too short and at unnatural angles).
Although the quality of the results seems to be better, requiring background subtraction is
too strong a restriction. We therefore believe that it would be worthwhile to consider improve-
ments in the boundary detection and completion phases of our skeleton pipeline.
42(a) Input image. (b) Background subtraction. (c) Corresponding pruned skele-
ton.
(d) Hierarchy in a pruned skele-
ton. (dark blue = depth 0, light
blue = depth 1)
(e) One of the candidate parts
after splitting fragments.
(f) Some of the parts returned
by the pose estimation algo-
rithm. (red rectangle = torso,
blue = upper arms, magenta =
upper legs)
Figure 6.6: Results: test image 2 with background subtraction
43Chapter 7
Conclusion
In the preceding chapters, we have described a skeleton-based pose estimation algorithm and
compared it with existing top-down and bottom-up approaches. In this chapter, we shall sum-
marize our ndings and outline ideas and improvements for future work.
7.1 Discussion
We have seen the clear advantage of combining top-down and bottom-up approaches to human
pose estimation. In particular, we have seen how using a bottom-up part detector noticeably
speeds up top-down pose estimation by signicantly reducing the search space. This allows us
to deal with input images at a much higher resolution than is possible with, say, the pictorial
structures algorithm. It also allows us to incorporate the structure of the human body in our
search for the correct pose.
Another important conclusion of our work is that a skeleton-based part detector is in several
ways more preferable to an edge-based part detector. Intuitively speaking, this is because the
skeleton captures the structure of an object in a more explicit manner than the boundary, and
this makes it easier for us to locate parts. Moreover, the implicit structure can be extracted
(to some extent), and can be used to reconstruct hierarchical relationships between candidate
parts. This allows us to impose a structure on the part space, which can be further exploited
by a top-down pose estimation algorithm.
However, several issues remain to be addressed, and there is much potential for improvement.
In the next section, we shall briey outline a few such ideas.
7.2 Future Work
Although our pose estimation framework is a complete system, there remain a few issues that
need to be addressed, and there is much scope for improvement and further study. We shall
now briey outline our ideas for future work in this direction.
As can be seen from the output (see Figure 6.4(d)), Ratio Contour is not the best choice
of contour completion algorithm for our purposes. We have already discussed the issues with
Ratio Contour in Section 4.1.2, and have briey described one possible alternative [7]. This new
approach incorporates appearance into the boundary cost function. The benet of such a cost
function is that for poses where the legs are close together, an appearance-based cost function
will correctly return a V-shaped concavity in the boundary (thus distinguishing between the
legs), whereas a purely geometric cost function such as the one used by Ratio Contour will tent
to join edge fragments from both legs into a more circular shape.
44Another approach to computing improved boundaries (and hence improved skeletons) would
be to combine the boundary detection and skeleton computation steps. For any candidate closed
boundary, we can compare its corresponding pruned skeleton with some skeletal model (stick
gure) of the human body, and modify the candidate boundary based on the comparison. Since
such an algorithm by denition is more likely to return human-like boundaries and skeletons,
we believe that this approach is worth studying.
The appearance and structure cost functions that we use can be improved upon. In particu-
lar, the binary appearance cost functions used by the IQP-based pose estimation algorithm [16]
might make a good addition to our current set of cost functions. However, its incorporation will
lead to the pictorial structure model no longer being a tree, but a directed acyclic graph. Of
course, investigation of other, entirely new cost functions is another possibility.
An important issue with our procedure to extract hierarchy information from a pruned
skeleton is the fact that it makes use of angle-based cues only. As we have previously shown
(Figure 5.2), incorporating length in this process can help resolve ambiguities. We would need
to carefully choose which fragments' lengths we use in the comparison, and this would make for
an interesting direction of study.
Although we have chosen not to use a classier to discard pruned skeletons which are not
\human-like", this possibility may also be explored. We would need a way to stitch together
multiple skeleton fragments which individually may not look human-like, but may be two halves
of a human skeleton. However, this requirement may be alleviated to some extent by an improved
contour completion algorithm.
Finally, although we can perform tracking over multiple images by repeated use of our
algorithm, we do not exploit inter-frame coherence in any way. Adding such a capability to our
algorithm would be one of the most important areas of future work.
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