A bound for the determinant of certain Hadamard products and for the determinant of the sum of two normal matrices  by Drury, S.W.
A Bound for the Determinant of 
Certain Hadamard Products and for the 
Determinant of the Sum of Two Normal Matrices 
S. W. Drury 
Department of Mathematics and Statistics 
McGill University 
Burnside Hall 
805 Ouest, rue Sherbrooke St. W. 
Montreal, Quebec, Canada H3A 2K6 
Submitted by George P. H. Styan 
Dedicated to Ingram Olkin 
ABSTRACT 
We establish an upper bound for the absolute value of the determinant of the 
Hadamard (elementwise) product of a unitary matrix and a general complex matrix. In 
the case that the general matrix is fixed and the unitary matrix is allowed to vary, this 
estimate is best possible. As a corollary, we obtain an upper bound for the absolute 
value of the determinant of the sum of two normal matrices with specified eigenval- 
ues. This corollary supports the determinantal conjecture of Marcus and de Oliveira. 
The primary objective of this article is to establish the following result. 
THEOREM. Let A = (a#) and U = (u#) be n × n complex matrices 
such that either one or other of the following two conditions holds: 
~: lu,/2 < 1 vj (1 <j < n), (1) 
i=1  
Z In,jl 2 < 1 Vi (1 ~< i < n) .  (2) 
j= l  
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Then 
[det( A o U)I  ~< max f i  laj~ol. 
o'e S,, j= l  
(31 
where A o U denotes the Hadamard (e lementwise)  product o f  A and U, and 
S, denotes the symmetr ic  group on the n s~lmbols {1, 2 . . . . .  u}. 
In the applications that we have in mind, U will be a unitary matrix, so 
that (1) and (2) will both be satisfied. In particular U may be a permutation 
matrix. Thus we see that if we regard A as fixed and U as varying, (3) is the 
best possible result. We give two different proofs of the theorem. In both 
proofs, it is convenient o make the normalization 
max YI I~j~ol ~< 1 (4) 
~rc  S, ,  j = I 
and to establish that Idet(A o U)I ~< 1. 
Our motivation in fornmlating this result comes from a question discussed 
by Queird and Kova6ec [6], which we state as a corolla% 
COROLLARY. Let  M and N be complex normal u × n matrices with 
eigenvalues IX I . . . .  Iz,, and Pl . . . . .  13 n respectivehj. Then 
det (M + N)I ~< max FI I~j + v,~ol. 
~r~ S,, j = 1 
(5) 
There is a still unresolved conjecture due to Marcus [3] and de Oliveira 
[5] that 
det (M+N)~co/ f i ( /x j+  u, , ( i ) ) ;cr~S, ,  }, (6) 
I j= l  
where co denotes the convex hull taken in C. It is clear that (5) would be a 
consequence of (6). We refer the reader to [6] to see how the Corollary can 
be reduced to the following equivalent proposition, which in turn is easily 
seen to be a special ease of the Theorem. 
PROPOSITION. Let txj . . . . .  Pc,, and v~ . . . .  , u,, be complex numbers and 
U = (ujk) an n × n unitary matrix. Let  tik = ( Ix a + vk)ujk. Then 
ii 
Idet TI < max l-[ l~j + ~OI. 
~r~ S,, j= l  
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First proof of the Theorem. We define the following notation: 
I1 
~(o-) = lq%~j~,  (7)  
j=l  
r/ 
k(o ' )  = sgn(o ' )  I-Iuj¢(j). (8) 
j= l  
Then according to the standard expansion of the determinant we have by (7) 
and (8) 
det (AoU)  = E k(o')v(o').  
o 'E  S n 
The v(o-) satisfy certain multiplicative identities which we now exploit 
with the key idea of this proof. Let G be the discrete abelian group of all 
n × n matrices with integer entries, the group operation being matrix addi- 
tion. For every or ~ S,,, the permutation matrix P(o ' )  given by 
1 if k = t r ( j ) ,  
~k(~r)  = 0 if kg :~r ( j )  
is an element of G. We have 
n 
= x Pjk(o- )
j= l  j= l  k=l 
Thus if or I . . . . .  o;,,,, o'~ . . . . .  ~,'~ are 2m permutations satisfying 
P(~, )  + .-. +P(~, , , )  = P (~; )  + --- +e(~, , ' , ) ,  
it follows that 
m m 
1- I~(~, )  = I - I~(~, '1 ,  
l= l  /= l  
which is typical of the multiplicative identities referred to above. Accordingly 
for each integer m ~> 1, we define a function V ~m) on G by 
j=lk=l 
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if M = (mjk) is a sum of m permutation matrices, and 
vO. ) (M)  = o 
otherwise. We clearly have by (4), (7), and (9) 
I v° " ' (M) ]  ~ 1 VM E c .  
Now let 
o = E k(~)a~,  
O-E S n 
be a measure on G, where 6e(~) 
permutation matrix P(o'). We have 
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(lo) 
denotes the unit point mass at the 
f l  ivt [det(AoU)]"  = E k(crt) I~v(~r,) 
~r I . . . . .  o',,, ~S , ,  1~ 1 l=  I 
o- I . . . . .  cr,,,~S,, /~ l  j= l  k=l  
= (p'",V°")),  (11) 
where p"  denotes the m-fold convolution power of p on G. It is in the 
equality in (11) that the multiplicative identities are used. It follows from (10) 
that 
]det(A o U)]'" ~ II p"'IIM. 
Thus 
]det( A o U)] < lim infl[ p'" '/'" M • 
We now invoke the spectral radius formula for the commutative semisimple 
Banaeh algebra M(G). The reader may consult Rudin [7, Chapter 1 and 
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Appendix D] for details. We conclude that 
Idet(aoU)l sup I/3(x)l, (12) 
where G denotes the compact abelian character group of G, and/3(X) is the 
Fourier transform of p at X. To each character X we may associate an n x n 
complex matrix Z = (zjk) where Izjkl = 1 for 1 ~j ,k  <~ n. The (G ,G)  
duality is given by 
"~jk • 
j= lk=l  
Thus 
supl#(x)l=s, p E 
XeC~ o'e S,, j= l  
(13) 
But Y'-¢es k(o')Y[j=l ~j,~(j) = det(Uo Z), and finally ]det]Uo Z] < 1 is an 
easy conse~tuence of the Hadamard inequality [1, §7.8.2, p. 477] by virtue of 
either (1) or (2), whichever applies. Combining this with (12) and (13) 
completes the first proof of the Theorem. • 
The second proof of the Theorem uses the following lemma. 
LEMMA 1. Let A = (a#) be an n X n complex matrix such that (4) 
holds'. Then there exist real positive (aj) and (ilk) satisfying 1-I~'= 1aj = 1 
and lq~=l tk = 1 and such that the matrix B =(b#)  defined by bjk = 
~jajk ilk satisfies Ibjkl ~ 1 for allj and k. 
It follows from Lemma 1 that det(A o U) = det(B o U). Since Ibjkl-< 1, 
an application of Hadamard's inequality ields ]det(B o U)[ ~< 1 as in the first 
proof. Combining these two facts now yields the Theorem, given Lemma 1. 
We will say that two real n × n matrices (xjk) and (Yjk) are equivalent if 
there exist real vectors (sj) and (t k) such that Y'.~= 1tk = ~-~'= 1 s j  = 0 and 
Yjk = x# + sj + t k. 
We also define S(X, o') = Y~'=I xj~(j) for every permutation o" in S n. It 
should be observed that if X and Y are equivalent matrices then S(X, tr) = 
S(Y, or) for all tr. We can now state the following additive version of 
Lemma 1. 
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LEMMA 2. Eve~j real n X n matrix X which satisfies 
S( X, o- ) > 0 Vo- ~ S,, (14) 
is equivalent to a matrix with nonnegative ntries. 
Proof. We first observe that if X is a matrix such that S(X, o') = 0 for 
all ~r in S,,, then X is equivalent to the zero matrix. To see this, we remark 
that X is equivalent o a matrix with the elements in the first row and first 
column all equal. Thus without loss of generality we inay assume that X has 
this property. Now it is easy to see that 
x,,,, - x,,, - : , , ,  + , ,~  = s (x ,  o- , )  - s (x ,  ~2)  
where ~r 1 and ~r 2 are suitable permutations differing by a transposition. It
follows that all the entries of X are equal. But since 
1)! x,, = E s(x,o-)  (15) 
j= l  k=l  cr~ S,, 
vanishes, it follows further that X is the zero matrix. 
Now let X be a general real matrix satisfying (14); then it is easy to see 
that X is equivalent to a matrix with row and column sums all equal. Without 
loss of generality we may assume that X has this property. If the common 
eohnnn and row sums are all zero, then by (15) X is equivalent o the zero 
matrix. In the contrary ease, again by (15), tile common value of the row and 
column sums is strictly positive. We may then normalize X by scalar 
multiplication with a strictly positive real number to ensure that the common 
value is 1. Thus we are led to define the conditions 
'_2_' 
E x2~ = 1 vk (1 < k < n), (16) 
j=l  
L x ik = 1 Vj (1 ~<j ~< n) (17) 
k=l  
and the closed convex set of n × n real matrices 
F = {X; (14), (16), and (17) all hold}. 
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It is then enough to establish that every matrix in F is equivalent to a matrix 
with nonnegative entries. 
The plan for doing this is as follows. First we will establish the compact- 
ness of F. Consequently, F is the convex hull of its set of extreme points. The 
reader may consult Lay [2, Theorem 5.6, p. 43] for details. The set of extreme 
points of F will be determined, and it will be clear that every such extreme 
matrix is equivalent to a nonnegative matrix. Once these facts are established, 
the lemma follows immediately. • 
Let us define a = (n 2 - 2n + 2)/n,  b = - (n  - 2)/n, and c = 2/n. 
LEMMA 3. The set F is compact. 
Proof. Let p and q be integers uch that 1 ~< p, q ~ n. Then from (14) 
we obtain for X an element of F 
E ~ Xjo.(j ) ~ O, 
o-(p)=q j=  1 
where the first sum is taken over those permutations ~r such that ~r(p) = q. 
The calculation 
E E xj~(,) = (~ - 1)! x,.,, + ( .  - 2)! E E xjk 
cr(p)=q j=l  j¢p ke-q 
= ( , ,  - 1)! x,,,, + ( , ,  - 2)! E (1 - x;~) 
j~p 
= (n  - 1 ) !  xl, q + (n  - 2) ! [ (n  - 1 )  - (1  - xp,¢)] 
= (n  - 2 ) ! [nxp~ + ( , ,  - 2 ) ] ,  (18) 
using (16) and (17), leads to Xpq >~ b, which, when repeated with q replaced 
by j  for every value o f j  except q and using (17), gives also xpq ~ a. Thus all 
the entries of X are bounded above and below, and Lemma 3 follows, since 
F is already known to be closed. • 
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For every pair of integers p and q such that 1 ~< p, q ~< n we now define 
a matrix Qp,t as follows: !if 
if 
nPq = 
• ¢jk if 
if 
j =p  and k =q,  
j=p  and k 4~q, 
j 4:p and k=q,  
j4 :p  and k~q.  
It is easy to check that the matrix Qpq is equivalent o the matrix with 
p, q entry equal to n and all the other entries zero. It follows that S(Q v'~, 
o') = 0 unless ~r is a permutation such that o ' (p )= q, in which case 
S(Q pq, cr) = n. 
LEMMA 4. The extreme points of the convex set F are precisely the 
matrices Q Pq fl~r 1 <~ p, q <~ n. 
In the proof of Lemma 4 we need the following result; see Mirsk-y [4, 
Theorem 11.1.5, p. 186]. 
LEMMA 5. A square matrix with nonnegative integer entries and 
with row and column sun~s all equal can be expressed as a finite sum of 
permutation matrices. 
Proof of Lemma 4. First, it is easy to check that Qpq lies in F. Next we 
show that Qpq is an extreme point of F. Towards this, let us suppose that R 
is an n × n real matrix such that Qt, q + tR is in F for small values of t (both 
positive and negative). We must show that R is identically zero. Since 
S(Qp't,~r) = 0 unless ~r(p) = q, it follows that S(R, ~r) = 0 whenever ~r is 
a permutation sueh that o ' (p )  4= q. It is also clear that the row and column 
sums of R are all zero. Let k be an integer with 1 ~< k ~< n and k 4= q. Then 
a simple calculation entirely analogous to (18) gives 
n(n-2) ! r , , k= E 
~(p)=k ./= l 
where the first sum on the right is taken over all permutations o" such that 
a (p )  = k. It follows that 
and similarly 
r ; , k=O Vk( l~<k~<n) ,  
= o vj (1 < n). 
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Now for k 4= q and 1 4= q and j 4: p we may write 
rj, --  rj~ = ~,,k -- ~ -- '>  + ~jz = S(R ,  o- l )  -- S (R ,  o-~) = 0 
for o- 1 and o- 2 permutations differing by a transposition and such that 
o5(p) ¢ q and o-2(P) 4: q. It follows that on the (n - 1) x (n - 1) block 
obtained from R by deleting the pth row and qth column, entries are 
constant on rows. Similarly they are constant on columns. It now follows that 
R is identically zero as required. This completes the proof that Qpq is 
extreme. 
We now turn to the converse. Let X he an extreme point of F different 
from all the Qpq. We will obtain a contradiction. Temporarily fix p and q 
with 1 < p, q ~< n. The matrix (1 + t ) - l (x  + tQ t'q) is clearly in F for 
positive values of the real number t. I f  it were also in F for some strictly 
negative value of t, then X could not be extreme. It follows that there exists 
some permutation o" such that o"(p) = q, but S(X, o') = 0. To capture this 
fact as p and q are allowed to vary, let us define 
and 
Z = {Or; O '~ S.  
M = E V(o-). 
tr~Z 
and S(X ,o ' )  = O} 
Then M is an n × n matrix with integer entries all exceeding 1 in value. 
Letting the j stand for the matrix in which every entry is 1 and applying 
Lemma 5, we find that there exist permutations o" 1 . . . .  , O-L such that 
M = J + E/~= 1P(o)). We now have 
j= l  k=l ~Z j= I  k=l 
by the definition of Z on the one hand, and 
L 
j= l  k=]  l= l j=t  k=l 
since X ~ F, on the other. This contradiction establishes Lemma 4. • 
With all the details of Lemma 2 finally established, we now turn to the 
question of deducing Lemma 1 from Lemma 2. 
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Proof of Lemma 1. In the case that the matrix A has no zero entries the 
proof is easy. We define xjk = - loglajk 1. The matrix X satisfies the hypothe- 
ses of Lemma 2. It follows that there exist real vectors (sj) and (t k) such that 
E~ ~ t k = Ej'=l ,s) = 0 and 
x.j~. + ~iJ + tk >~ O. 
It remains then to define aj = exp( -s j )  and /31, = exp(- t / , )  to obtain 
the conclusion of Lemma 1. In case A has zero entries, we perturb them 
slightly to obtain a matrix A' which still satisfies the hypotheses of Lemma 2. 
We then proceed as above to obtain ¢XJ and flk (but using A' in place of A). 
The matrix B'  defined by b;k = o~ja~t/3 k satisfies Ib;~l ~< 1 for all j and k. 
We also define blk = ajajk ~k and observe that either bjk = 0 or bjk = b~k 
according as the element ajk was or was not perturbed. In either ease we 
have ]bjk[ ~< 1. This completes the proof of Lemma 1. • 
Note added in p ro~ It recently has been pointed out to us that Lemma 1 
is already in the literature [8, Theorem 5.7]. Also the convex set F is easily 
seen to be polar to the polytope of double stochastic n × n matrices. This 
observation allows lemma 2 to be derived directly from Burkhoft~s classic 
theorem. 
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