DISCERN: Diversity-based Selection of Centroids for k-Estimation and
  Rapid Non-stochastic Clustering by Hassani, Ali et al.
DISCERN: Diversity-based Selection of Centroids for
k-Estimation and Rapid Non-stochastic Clustering
Ali Hassani · Amir Iranmanesh · Mahdi Eftekhari · Abbas Salemi
July 2020
Abstract One of the applications of center-based clus-
tering algorithms such as K-Means is partitioning data
points into K clusters. In some examples, the feature
space relates to the underlying problem we are trying to
solve, and sometimes we can obtain a suitable feature
space. Nevertheless, while K-Means is one of the most
efficient offline clustering algorithms, it is not equipped
to estimate the number of clusters, which is useful in
some practical cases. Other practical methods which do
are simply too complex, as they require at least one run
of K-Means for each possible K. In order to address this
issue, we propose a K-Means initialization similar to K-
Means++, which would be able to estimate K based on
the feature space while finding suitable initial centroids
for K-Means in a deterministic manner. Then we com-
pare the proposed method, DISCERN, with a few of
the most practical K estimation methods, while also
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comparing clustering results of K-Means when initial-
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The results show improvement in both the estimation
and final clustering performance.
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1 Introduction
Due to the vast growth in data and data generation,
machine learning methods have started to grow more
rapidly than ever, in order to be able to catch up with
this growth in data. Processing all of this information
is usually divided into four categories: supervised learn-
ing, unsupervised learning, semi-supervised learning and
reinforcement learning. In supervised learning, the ob-
jective is known and the relationship between the input
and the objective is the target of the learning process.
In unsupervised and semi-supervised learning however,
the objective is usually unknown. For instance, in su-
pervised learning, emails can be classified into labels,
examples of which are available, but in unsupervised
learning, emails can be grouped into a certain num-
ber of groups based on their own properties. In semi-
supervised learning, specific details are added to the
unsupervised learning process or supervised cases are
then applied to unsupervised measures. One of the most
prominent algorithms in unsupervised and even semi-
supervised methods of machine learning is data clus-
tering. It is a process of partitioning data into clusters,
based on their similarity to each other. Many differ-
ent clustering approaches for unsupervised learning and
constrained clustering approaches for semi-supervised
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learning have been introduced and are actively being
applied to practical tasks.
While clustering algorithms have many other usages
as well, dividing data points into different clusters can
only be as good as the feature space of the data points.
Methods such as spectral embedding, kernel methods
and representation learning methods such as deep learn-
ing have been employed in order to improve clustering
algorithms by providing a better representation. Deep
learning methods on the other hand have also gained a
great deal of attention recently, due to their strength in
truly analyzing and later representing data. Deep learn-
ing has been applied to a great number of tasks, even
unsupervised and semi-supervised learning tasks such
as clustering and constrained clustering [1, 2] as well
as online clustering methods which aide representation
learning [3, 4].
In most offline partitioning clustering methods, the
number of clusters is usually the initial parameter. This
number can be unknown in practical cases, leaving the
determination or estimation of this number open to dis-
cussion, and many researchers have proposed measures
to address this problem. An instance of such a prob-
lem can be person re-identification and face grouping,
where a set of images of peoples faces is given, and the
objective is grouping by identity. In this problem, the
number of people, which is the number of the groups, or
in this case, clusters, is unknown. K-Means, which is one
of the most efficient offline clustering algorithms, and
one the most widely used partitioning methods. These
algorithms represent each cluster with center points or
centroids and any given data point is then assigned to
the nearest centroids corresponding cluster. K-Means
has been widely used in subjects such as patent detec-
tion [5] and music recognition [6], while being one of
the most commonly used clustering methods. The orig-
inal algorithm starts with K random points in the data
space as centroids. This is known as one of its primary
downsides, as it makes the algorithm sensitive to this
step, which is usually referred to as the initialization
phase. K-Means++ [7] was later introduced in order
to initialize K-Means more effectively, but it is still de-
pendant on the number of clusters. With the added
complexity of K-Means++, while the algorithm is still
efficient, running the algorithm multiple times along
with K-Means itself in order to estimate the number
of clusters is very inefficient. Moreover, the stochastic
nature of the algorithms may lead to slightly different
results each time, which would also affect this process.
In short, one of the issues of both K-Means and K-
Means++ is inefficiency when attempting to estimate
the number of clusters through sequentially runs with
different parameters, especially when there is no known
upper bound for that number. Given a set consisting of
n data points, the number of clusters can vary from 2
to even as far as n. Another problem when using these
methods is stability in results, as different runs with the
same parameters can yield different results. While this
can be seen an advantage in some cases, it can however
be an issue when using these algorithms to divide the
data points into clusters, similar to classification. In or-
der to mitigate these issues, we propose a new method
which performs similarly to K-Means++, but does not
require the number of clusters to be determined. This
method can estimate the number of clusters while es-
timating the initial centroids which are then passed to
K-Means. Moreover, this method is deterministic, yield-
ing the same results regardless of the random state and
the order of the dataset. We compare the performance
and complexity of DISCERN to the most practically
used methods for cluster estimation, and also compare
the clustering performance in some supervised learning
problems to K-Means and K-Means++.
The remainder of this paper is organized as follows:
In section 2 the notation used in the paper is provided,
section 3 covers related work and section 4 presents the
proposed approach. Section 5 covers the details of the
experiments conducted on the proposed method, the
results, and discussion on the results. We conclude and
present possible future explorations in section 6.
2 Notation
The notations used in this paper are as follows: When
clustering data into K clusters, where each cluster is a
set of data points and has a center point or centroid
which is denoted as zl:
zl =
1
|Cl|
∑
x∈Cl
x. (1)
The initial centroids or zl’s were originally selected ran-
domly among data points. This process will be explained
further in the next section. Given the set of data points
in the form of a matrix X ∈ IRn×d where n is the num-
ber of data points, each data point xi can be labeled
using a distance metric and the centroids of the K clus-
ters. Equation 2 assigns data points to clusters based
on Euclidean distance and is used most commonly.
li = argmin
1<j<K
‖xi − zj‖2. (2)
Another form of clustering using cosine similarity, or
spherical clustering is also used depending on the us-
age and the data space. Spherical cluster assignment is
presented in 3.
li = argmax
1<j<K
cos(θ(xi, zj)). (3)
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Cosine similarity in 3 can be expressed as:
cos(θ(x, y)) =
xT y
‖x‖2‖y‖2 . (4)
Spherical clustering has been applied to text mining
and document clustering [8, 9]. The distance metric is
therefore an important part of the definition of cluster
assignment.
We denote ◦ as the element-wise (Hadamard) prod-
uct of two matrices H and J of the same size, which is
defined as:
H ◦ J := [HijJij ], where H = [Hij ], J = [Jij ]. (5)
3 Related Work
Since the proposed method in this paper is an initial-
ization method for K-Means and is related to meth-
ods such as K-Means++, while also being related to
the elbow and silhouette methods and X-Means for K-
estimation, we present brief reviews on these methods
in this section.
3.1 K-Means
As previously discussed, K-Means, and its variants are
among of the most widely employed clustering algo-
rithms for their efficiency and performance. The origi-
nal K-Means algorithm is presented in Algorithm 1. The
Algorithm 1: K-Means
Input : Dataset X ∈ IRn×d, maximum number of
iterations t, and the number of clusters K
Output: Cluster assignments L
1 Initialize Z ∈ IRK×d with random values, LinIRn×1
with zeros;
2 for i = 1 to T do
3 for j = 1 to n do
4 lj = argmin1<k<K ‖xj − zk‖2
5 end
6 for l = 1 to K do
7 nl = |Cl|;
8 zl =
1
nl
∑
x∈Cl
x
9 end
10 end
computational complexity of this algorithm is O(ndKt)
[10], which when considering K and t constants is lower
than the complexity of most other clustering algorithms.
Some have also recently proposed methods to further
improve the performance of K-Means [11], while others
based their methods on this algorithm [12, 13].
3.2 K-Means++
K-Means++ [7] aims to boost its performance by ini-
tializing the centroids more intuitively, and is presented
in Algorithm 2. Despite being over a decade old, this
Algorithm 2: K-Means++
Input : Dataset X ∈ IRn×d, maximum number of
iterations t, and the number of clusters K
Output: Cluster assignments l ∈ IRn×1
1 Initialize Z ∈ IRK×d with zeros;
2 z1 = select a random row of X;
3 for i = 2 to K do
4 Initialize d ∈ IRn×1 with zeros;
5 for j = 1 to n do
6 dj = min
1≤k≤i−1
‖xj − zk‖22
7 end
8 zi = select a row of X based on probability
proportional to d
9 end
10 L = K-Means(X,K,Z, t);
method is still considered one of the most prominent
partitional clustering methods, as it has been applied
recently in many cases such as recommendation sys-
tems [14] and image processing [15]. This extension to
K-Means also relies on the number of clusters given as
input, on top of being stochastic. In practical cases, it
may be suitable to attempt multiple runs of this al-
gorithm, and to select the best one as the optimum
clustering. The computational complexity of this al-
gorithm without considering the K-Means complexity
which comes afterwards is O(ndK2).
3.3 Spectral Clustering
K-Means and similar methods operate based on the idea
of a centroid representing an entire cluster, which is
the mean of the cluster. However, there are situations
in which this approach might not perform as expected,
such as the synthetic set presented in Fig. 1. In such
occasions, rather than using density-based methods, an
embedding named Spectral Embedding is used to
transform the feature space based on a similarity met-
ric to a new space which can be clustered as expected
by K-Means. The similarity metric is usually obtained
either using the RBF kernel or the adjacency matrix
of a nearest-neighbors graph. This clustering is referred
to as spectral clustering, which essentially changes the
feature space of the original data. Maggioni et al. [16]
and Little et al. [17] have proposed a method which esti-
mates the number of clusters using spectral embedding
and spectral clustering.
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Fig. 1: Spectral clustering
3.4 Silhouette and Elbow methods
Methods such as the elbow method and silhouette method
have been employed to estimate an optimal number of
clusters. These measures require sequential runs of al-
gorithms such as K-Means and K-Means++ in order
to evaluate each run and select the most appropriate
one. Silhouette is a clustering evaluation metric which
can be used on any clustering output. The equation for
computing the silhouette score for any given set of data
Xn×d and their clustering labels Ln×1 is presented in
Eq. (6).
Silhouette(X,L) =
1
n
n∑
i=1
s(xi, li), (6)
where
s(xi, li) =

b(xi, li)− a(xi, li)
max{b(xi, li), a(xi, li)} , if |Cli | > 1,
0, otherwise
a(xi, li) =
1
|Cli | − 1
∑
x∈Cli\{xi}
‖xi − x‖,
b(xi, li) = min
t∈{1,2,...,K}\{li}
1
|Ct|
∑
x∈Ct
‖xi − x‖,
The average silhouette score is in the range [−1, 1], and
higher silhouette scores represent better clustering. In
the silhouette method, an algorithm such as K-Means
or K-Means++ is run, usually starting at K = 2 and
it continues up to a specific number, which in practi-
cal cases may go up to the order of n. Afterwards, the
optimum clustering and therefore the number of clus-
ters is the one which produced results with the highest
silhouette score.
2 4 6 8 10
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Fig. 2: Wine dataset SSE values over different number
of clusters, and the elbow point
In the elbow method, different K values are tested
and each time the sum of squared errors (presented in
Eq. (7)) is logged.
SSE(X,L) =
K∑
i=1
∑
x∈Ci
‖x− zi‖2. (7)
By definition, more clusters results in a smaller SSE,
and when the number of clusters equals n (each clus-
ter has only a single data point), it is self-evident that
the SSE will be equal to 0. A plot of the SSE values
on a multivariate dataset with 3 classes is presented
in Fig. 2. The elbow point is the breaking point of
the plot from which the SSE difference between two se-
quential number of clusters starts to get smaller and
smaller. The elbow method selects the K relative to
this point as the estimated number of clusters. It is ob-
vious that when the maximum number of clusters is
unknown, these methods can be very time-consuming
and even impractical, as each run is costly. Another
point of weakness in these methods, which will be fur-
ther discussed in detail is that their results, which are
contingent on appropriate convergence of K-Means at
each run.
3.5 X-Means
X-Means [18] has also been used in estimating an op-
timal number of clusters as it runs K-Means on each
clusters data points separately, and stops when a stop-
ping criterion is met. This method explores the space
of cluster locations and attempts to optimize the num-
ber of clusters using the Bayesian Information Criterion
(BIC) or other similar measures.
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4 Proposed Method
As previously stated, K-Means is a clustering method
which depends on the initial set of cluster centers, as
well as the number of clusters. In this paper, we propose
DISCERN (Diversity-based Selection of Centroids
for k-Estimation and Rapid Non-stochastic clustering)
as a centroid initialization method, somewhat similar
to K-Means++, which selects a number of data points
from the original dataset as the initial centroids and
helps increase the probability of K-Means reaching bet-
ter results without relying on stochastic measures. More-
over, this approach can estimate a suitable number of
clusters based on the diversity of the data points it
chooses. The idea behind this approach is to be able to
both select the most diverse data points possible as cen-
troids, and estimate the number of clusters while doing
so. This section is divided into three subsection: Sim-
ilarity pre-computation, Diversity-Based selection and
Estimation of the number of clusters.
4.1 Similarity pre-computation
DISCERN operates based on point-by-point similarity
and starts by pre-computing a similarity matrix, S =
[sij ] ∈ IRn×n:
sij = cos(θ(xi, xj)), i, j ∈ {1, 2, ..., n}. (8)
This matrix is computed using cosine similarity with a
complexity of O(dn2), and requires storing the values,
which yields a space complexity of O(n2).
4.2 Diversity-Based selection
DISCERN selects the initial centroids by firstly choos-
ing the two most diverse data points possible. This
is equivalent to finding the minimum similarity in the
matrix S and selecting the corresponding data points,
which will be the first two centroids. Therefore:
(r1, r2) = argmin
(i,j)∈{1,2,...,n}×{1,2,...,n}
(sij). (9)
As a result, r1 and r2 hold the indices of the data
points which will be used as the first two centroids.
Now DISCERN moves on to an iterative approach. This
approach selects one data point per iteration which is
expected to be the most diverse data point from the
ones which are already selected. In other words, r3 is
the index of a data point, excluding r1 and r2, and this
data point is different from both. In order to achieve
this, a sub-matrix of S named S3 ∈ IR2×n is created:
(S3)ij = sij , i ∈ {r1, r2}, j ∈ {1, 2, ..., n} \ {r1, r2},
(S3)ij = δij , i, j ∈ {r1, r2}.
The matrix S3 holds the similarity between the selected
data points xr1 and xr2 , compared to the rest. An ob-
jective is introduced which will turn this sub-matrix
into a vector, and will express overall similarity. This
objective is adjusted specifically (using trial and error)
for expressing diversity in a way so that both the cen-
troids and the number of clusters are selected in the
best possible way. This vector at iteration l, which is
denoted as pl, where l ≥ 3, and it is generated using
the sub-matrix Sl. The vector p3 is defined as:
p3 = (M3) ◦ (M3) ◦m3 ◦ (M3 −m3), (10)
where
M3 = [max((S3)1),max((S3)2), ...,max((S3)n)],
m3 = [min((S3)1),min((S3)2), ...,min((S3)n)],
and (S3)j is the j -th column of S3.
After p3 is constructed, r3 is simply selected by find-
ing the data point with the least value:
r3 = argmin(p3). (11)
Assuming that the method has proceeded up to step
`− 1, step ` requires S`:
(S`)ij = Sij , (12)
i ∈ {r1, r2, ..., r`−1}, j ∈ {1, 2, ..., n}\{r1, r2, ..., r`−1},
and
(S`)ij = δij i, j ∈ {r1, r2, ..., r`−1}.
Following that, p` is computed:
p` = (M`) ◦ (M`) ◦m` ◦ (M` −m`), (13)
where
M` = [max((S`)1),max((S`)2), ...,max((S`)n)],
m` = [min((S`)1),min((S`)2), ...,min((S`)n)],
and (S`)j is the j -th column of S`.
Afterwards, r`, or the `-th centroid is selected:
r` = argmin(p`). (14)
By minimizing the vector p`, the algorithm is set
to minimize the maximum and minimum similarities of
any given data point with the selected clusters, as well
as the range of similarities.
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Fig. 3: The function R and the target number of clusters (red point) of the dataset
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Fig. 4: The curvature of R, the target number of clusters (red points) and the estimated number of clusters (if
different from red, green point).
4.3 Estimation of the number of clusters
The vector p` (Eq. (13)) aims to minimize similarity
between centroids and was carefully adjusted so that
its values could help estimate the number of clusters.
To that end, the function R is defined as follows:
R : {1, 2, ..., n} → [0, 1], (15)
where
R(`) =
{
0, if ` = 1, 2,
min(p`), if ` = 3, 4, ..., n.
Many different variations of the objective function
which generates the p` vectors have been previously ex-
plored, and the one presented in Eq. (13) performed
best. Instances of the function R on three datasets [19–
21] are presented in Figure 3. It is self-evident that the
target K is at a breaking point. We found that calculat-
ing the curvature of this function using finite differences
can help detect this point which can serve as a good es-
timate for the number of clusters. The signed curvature
of R is defined as:
κ(R) =
R′′
(1 +R′2)
3
2
(16)
The results showed that an optimum K is usually close
to the minimum value of curvature (κ(R)). The graphs
of κ(R) on the three instances in Figure 3 are expressed
in Figure 4. The red points represent the target num-
ber of clusters, which is the same as the minimum value
of the signed curvature of R in Figure 4.a and 4.b. In
Figure 4.c however, the minimum of curvature of R is
the green point which is different from the exact tar-
get (the target being 199 clusters and the minimum of
κ(R) being at 201). The optimal number of clusters is
estimated as:
K = argmin(κ(R)). (17)
The resulting centroids are:
Z =

xr1
xr2
...
xrK
 , K ≥ 2 (18)
which are the initial centroids that can guide K-Means
to converge to more appropriate results. We also pro-
vide the pseudo-code of DISCERN in Algorithm 3.
Therefore DISCERN can estimate the number of
clusters without having to run K-Means with differ-
ent K values and provides suitable initial centroids.
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Algorithm 3: DISCERN
Input : Dataset X ∈ IRn×d
Output: Cluster assignments L, K
1 Compute similarity matrix Sn×n;
2 (r1, r2) = argmin(S);
3 R(1) = R(2) = 0;
4 for ` = 3 to n do
5 Create S` ∈ IR(`−1)×n according to Eq. (12);
6 (Ml,ml) = max(S`),min(S`), using Eq. (13);
7 Compute p` according to according to Eq. (13);
8 (R(`), r`) = (min(p`), argmin (p`));
9 end
10 Compute κ(R) according to Eq. (16);
11 K = argmin (κ(R));
12 Z =

xr1
xr2
...
xrK
;
13 L = K-Means(X,K,Z, t);
Fig. 5: Wine dataset(t-SNE Visualization)
We do have to note that in order for clustering algo-
rithms to serve as practical classifiers, the feature space
is required to be in relation with what is expected. An
example of such a dataset can be Wine (t-SNE visual-
ization provided in Fig. 5), in which the 16-dimensional
feature space correlates with the three classes.
5 Experiments and analysis
In this section, we compare DISCERN with some of the
methods mentioned in section 3. We present the details
of the experiments we conducted in order to compare
each aspect of the proposed approach. Firstly, compar-
ison to methods that estimate the number of clusters is
presented, which are: The silhouette and elbow meth-
ods and X-Means [18]. The metric for comparison is
the proximity of the estimated number of clusters to
the number of ground truth classes. Afterwards, we
present the clustering performance of both K-Means
and K-Means++ compared to DISCERN, using both
the number of ground truth classes as the number of
clusters, as well as the estimated number of clusters
by DISCERN. The metrics used for this comparison
are the Average Silhouette Coefficient (presented in Eq.
(6)), Adjusted Rand Index (ARI) [32] and Purity (clus-
tering accuracy). Silhouette is an internal metric, which
means it only relies on the dataset and the clustering
labels, while ARI is an external one, requiring the orig-
inal classification labels as well. Given:
Tj = {xi|xi is in class j}
nij = |Ci ∩ Tj |
ai =
t∑
j=1
nij , t is the number of classes
bj =
K∑
i=1
nij , K is the number of clusters
(19)
ARI is then computed using:
ARI =
∑
ij
(
nij
2
)− (∑i (ai2 )∑j (bj2 ))
(n2)
1
2 (
∑
i
(
ai
2
)
+
∑
j
(
bj
2
)
)− (
∑
i (
ai
2 )
∑
j (
bj
2 ))
(n2)
(20)
Purity is also an external evaluation metric, and is mea-
sured using Eq. (21).
Purity =
1
n
K∑
i=1
max
j
nij (21)
A pre-trained FaceNet[33], obtained from a GitHub
repository [34] trained on MS-Celeb-1M [35] was used
to embed facial image sets. For the two ImageNet sub-
sets (ImageNette and ImageWoof), we used a pre-trained
ResNet101 [36] to embed the training and test sets.
These sets were split into training and validation sets,
the sizes of which are presented in the table. During our
second experiments, all clustering methods were trained
on the training set and later evaluated using the vali-
dation sets. Principal Component Analysis (PCA) was
applied to Wap and it was reduced to IR30 prior to
running the tests as it was better suited for cluster-
ing. Latent Semantic Analysis (LSA) was applied to
the text dataset BBC News. In the experiments, facial
data are clustered using cosine distance, since it is more
suitable for the latent space of FaceNet. Three other
datasets, Iris, Wap and Prestige were also clustered us-
ing cosine distance, while the rest of the datasets were
clustered using Euclidean distance. The libraries used
in the experiments are: PyTorch [37], TensorFlow [38],
Numpy [39], Scikit-Learn [40], PyClustering [41] and
KEEL [42].
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Table 1: Datasets and Their Characteristics
Dataset Abbreviation Features Samples Classes Type Embedding
Yale Faces[22] YALE 128 165 15 Image FaceNet
MIT-CBCL Faces[23] MIT 128 59 10 Image FaceNet
GeorgiaTech Faces[24] GA 128 750 50 Image FaceNet
AT&T Faces[25] ATT 128 400 40 Image FaceNet
Caltech Faces[26] CA 128 450 31 Image FaceNet
FEI Faces[21] FEI 128 400 199 Image FaceNet
ImageNette[27] IMG 512 9469 + 3925 10 Image ResNet101 + PCA
ImageWoof[27] WOOF 2048 9025 + 3929 10 Image ResNet101
Wine[20] WINE 13 178 3 Multivariate Original
Iris[19] IRIS 4 150 3 Multivariate Original
Prestige[28] PRES 5 102 4 Multivariate Original
MFeat Fourier[29] MFF 76 2000 10 Multivariate Original
Wap[30] WAP 30 30 20 Text PCA
BBC News[31] BBC 5 29392 5 Text LSA
Table 2: Estimated K comparison between the proposed approach and other measures.
Dataset True K Silhouette Elbow X-Means DISCERN
YALE 15 16 14 15 15
MIT 10 13 11 2 12
GA 50 56 32 52 54
ATT 40 44 44 4 40
CA 31 29 34 25 41
FEI 199 216 69 2 201
IMG 10 11 13 46 10
WOOF 10 9 11 38 10
WINE 3 2 4 10 3
IRIS 3 2 4 6 3
PRES 4 2 6 13 4
MFF 10 2 8 20 5
WAP 20 28 17 40 18
BBC 5 5 6 15 6
5.1 K-Estimation Performance
In this subsection, we estimated an optimum K for each
dataset. For the other methods we used K-Means++
for estimation. The estimated K and the real num-
ber of classes are presented in Table 2. Each method
was performed multiple times and the results were av-
eraged, and rounded to the nearest integer. A Friedman
test was performed on these results, with the Friedman
statistic being computed using chi-square with 3 de-
grees of freedom. The resulting rankings are presented
in Figure 6. The proposed approach outranks the rest in
this test and Lis post-hoc p-value comparison of these
methods to DISCERN are presented in Table 3. The p-
value when compared against X-Means is below the 5%
limit which points to significant improvement, while it
is not necessarily the case for the other two. However,
the significance of the improvement over the Elbow and
Silhouette methods cannot be inferred with certainty.
Nevertheless, DISCERN’s advantage over these meth-
ods is less complexity, which will be discussed in 5.4.
Silhouette Elbow X-Means DISCERN
2
3
2.43 2.46
3.54
1.57
R
a
n
k
Fig. 6: Friedman ranking test on the methods presented
in Table 2.
Table 3: K-Estim. p-value comparison to DISCERN
Silhouette Elbow X-Means
7.9× 10−2 6.8× 10−2 6.2× 10−5
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Table 4: Comparison of clustering methods set to True K.
Dataset
ASC Purity ARI
K-Means K-Means++ DISCERN K-Means K-Means++ DISCERN K-Means K-Means++ DISCERN
YALE 0.544 0.581 0.723 0.834 0.852 1 0.791 0.798 1
MIT 0.493 0.549 0.653 0.835 0.863 0.983 0.751 0.789 0.96
GA 0.494 0.517 0.625 0.841 0.847 0.96 0.802 0.785 0.94
ATT 0.569 0.619 0.751 0.851 0.883 1 0.807 0.846 1
CA 0.595 0.678 0.83 0.898 0.957 0.953 0.828 0.905 0.942
FEI 0.47 0.602 0.79 0.839 0.903 0.995 0.636 0.763 0.985
IMG 0.126 0.159 0.159 0.728 0.825 0.825 0.614 0.74 0.74
WOOF 0.163 0.169 0.170 0.891 0.911 0.892 0.836 0.862 0.917
WINE 0.728 0.729 0.732 0.697 0.693 0.702 0.366 0.361 0.371
IRIS 0.752 0.747 0.748 0.933 0.895 0.973 0.857 0.8 0.922
PRES 0.146 0.143 0.151 0.753 0.752 0.765 0.395 0.386 0.382
MFF 0.258 0.264 0.269 0.664 0.692 0.731 0.512 0.542 0.577
WAP 0.316 0.317 0.333 0.635 0.614 0.636 0.3 0.249 0.416
BBC 0.549 0.539 0.557 0.757 0.749 0.788 0.502 0.491 0.55
Table 5: Comparison of clustering methods set to DISCERN K.
Dataset
ASC Purity ARI
K-Means K-Means++ DISCERN K-Means K-Means++ DISCERN K-Means K-Means++ DISCERN
YALE 0.534 0.599 0.723 0.815 0.868 1 0.759 0.822 1
MIT 0.504 0.54 0.667 0.878 0.917 0.966 0.756 0.799 0.887
GA 0.492 0.521 0.607 0.863 0.882 0.96 0.806 0.809 0.919
ATT 0.572 0.622 0.751 0.851 0.888 1 0.808 0.853 1
CA 0.515 0.588 0.775 0.947 0.985 1 0.816 0.873 0.956
FEI 0.469 0.609 0.793 0.843 0.909 1 0.634 0.769 0.995
IMG 0.126 0.159 0.159 0.728 0.825 0.825 0.614 0.74 0.74
WOOF 0.163 0.169 0.170 0.891 0.911 0.892 0.836 0.862 0.917
WINE 0.73 0.73 0.732 0.697 0.695 0.702 0.366 0.362 0.371
IRIS 0.764 0.756 0.748 0.819 0.924 0.973 0.681 0.847 0.922
WAP 0.313 0.299 0.319 0.616 0.596 0.626 0.287 0.261 0.406
BBC 0.569 0.569 0.573 0.729 0.729 0.728 0.425 0.425 0.421
PRES 0.139 0.143 0.151 0.752 0.752 0.765 0.396 0.386 0.382
MFF 0.255 0.254 0.256 0.46 0.455 0.478 0.376 0.372 0.354
K-Means K-Means++DISCERN
0
2
4
2.86
2.09
1.06
2.81
2.06
1.13
2.68
2.25
1.08R
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n
k
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Fig. 7: Quade rankings of True K.
Table 6: Quade test Post-Hoc p-values using Lis
Method when using True K
Method ASC Purity ARI
K-Means 2.8× 10−5 9.2× 10−5 1.94× 10−4
K-Means++ 1.653× 10−2 2.962× 10−2 6.334× 10−3
K-Means K-Means++DISCERN
0
2
4
2.78
2.06
1.15
2.85
2.05
1.1
2.74
2.08
1.19R
a
n
k
ASC
Purity
ARI
Fig. 8: Quade rankings of DISCERN K.
Table 7: Quade test Post-Hoc p-values using Lis
Method when using DISCERN K.
Method ASC Purity ARI
K-Means 1.49× 10−4 4.9× 10−5 3.09× 10−4
K-Means++ 3.36× 10−2 2.72× 10−2 3.8× 10−2
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5.2 Clustering Performance
In this subsection, we present the results of clustering
on the datasets using 3 methods: K-Means, K-Means++
and DISCERN. We set the number of clusters to the
number of ground truth classes for the True K ex-
periment, and to the DISCERN-estimated number of
clusters in the DISCERN K experiment.
We present the results of the clustering performance
when the number of clusters is set to the number of
ground truth classes in Table 4, and the results when
the number of clusters is estimated by DISCERN in
Table 5. The resulting numbers are rounded to 3 dec-
imal points. ASC is basically an indicator of how well
an algorithm is able to cluster data in an unsupervised
manner (regardless of the classes and the labels). Pu-
rity and ARI on the other hand, indicate how well the
clustering algorithms have classified the datasets, when
comparing cluster assignments to the ground-truth la-
bels. It is seen that DISCERN can usually reach bet-
ter results than K-Means and K-Means++, especially
when the representation is more suitable, i.e. face and
image datasets. In the cases that may contain noisy
data, DISCERN may preform poorly compared to K-
Means++, as it is more sensitive to noise. In such cases,
DISCERN’s deterministic nature will be its disadvan-
tage as well, since K-Means++ has the potential to
reach better results due to its stochastic nature. We
also conducted Quade statistical analysis on these re-
sults. The Quade statistic was calculated according to
F-distribution with 2 and 26 degrees of freedom. Figure
7 presents the rankings of the Quade test, and Table 6
presents Lis post-hoc p-values compared to DISCERN,
since it was the top-ranked method in all three compar-
isons. The same analysis was conducted on the results
from the DISCERN K experiment, and the results
are presented in Figure 8 and Table 7. As it can be ob-
served, the proposed method shows significant improve-
ment in all metrics, as the p-values in both experiments
are under the threshold of 5%. Note that these results
do not mean that the same standard is going to hold
for all types of data, but rather sets of data similar to
ones used in the experiments, all of which share one key
feature: suitable feature representation.
5.3 Clustering Stability
DISCERN is deterministic, and therefore, unlike K-
Means and K-Means++ which are stochastic, it does
not require multiple runs of the algorithm in order to
select the most preferable results. DISCERN could po-
tentially perform better than the two while estimating
the number of clusters, but may also suffer more com-
plexity, which is further explained below. Furthermore,
the stochastic nature of the other two is sometimes an
advantage. DISCERN however has to remain determin-
istic for a suitable K estimation.
5.4 Complexity Analysis
In this section, we present the complexity order of DIS-
CERN. Based on Algorithm 3, DISCERN’s complexity
depends on whether the number of clusters is known or
not. Assuming that the number of clusters(K) is known,
DISCERN’s main loop runs for K−2 times which yields
a total complexity of:
DISCERN(K) ∈ O(nK2 + dn2) (22)
On the other hand, in the case where K is unknown,
DISCERN’s complexity can be expressed as:
DISCERN ∈ O(n3 + dn2) (23)
As mentioned in section 3, K-Means has an order of
O(ndKT ) while K-Means++ initialization alone is go-
ing to add a complexity of O(ndK2) to K-Means. From
Eq. (22) we understand that DISCERN however usu-
ally has a higher complexity than K-Means++, with a
worst-case complexity of O(nK2 +dn2) when the num-
ber of clusters is known, but it can be more efficient
than K-Means++ when the number of data points(n)
is much less than the dimension of the space(d). An in-
stance of that is term-document matrices in text min-
ing. We also provide the complexity of the elbow and
silhouette methods below, and note that the following
is based on the idea that no previous knowledge with
respect to the data is available, therefore the limit for
the number of clusters would be in the order of n. An
instance is FEI, which contained 400 images of about
200 people (= n/2). In other words, these two meth-
ods run K-Means with a specific K and increment that
number each time and later evaluate which K is more
suitable. Therefore, even without the evaluation (score
computation), n−1 runs of K-Means++(K starting at
2 and ending at n) would yield a complexity which is
expressed below:
K-ESTIMATION ∈ O
(
n∑
i=2
ndi2 + ndiTi
)
= O
(
nd
n∑
i=2
i2 + iTi
)
= O
(
nd
(n)(n+ 1)(2n+ 1)
6
+ nd
n∑
i=2
iTi
) (24)
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Since Ti is a constant each time, we exclude it from the
complexity for simplicity.
K-ESTIMATION ∈
O
(
nd
(n)(n+ 1)(2n+ 1)
6
+ nd
(n)(n+ 1)
2
)
= O (dn4 + dn3)
(25)
This yields that the worst-case complexity of the meth-
ods is O(dn4), while DISCERN has a better complex-
ity of O(n3 + dn2). This concludes that DISCERN has
better performance than X-Means and is more efficient
when compared with the silhouette and elbow methods.
5.5 Summary and Discussion
The proposed method values diversity, and picks the
most diverse data points as centroids. This can be a
bit problematic with the presence of noisy data. In
the facial datasets specifically, we noticed that those
with worse representations (rotated angles, dark light-
ing, and the like) were sometimes being clustered alone.
An instance of the dataset MIT [23] being clustered by
DISCERN is presented in Figure 9. This dataset in-
cludes 10 individuals each with a different number of
images and from different angles.
While this can be a disadvantage in datasets with
noisy data present, it serves also as the most obvious
advantage in the rest. To summarize, while K-Means
and K-Means++ as partitional clustering measures are
sensitive to noise, the proposed approach may be even
more sensitive in specific cases. Datasets such as Yale
[22] on the other hand are perfectly clustered by DIS-
CERN, with 100% accuracy. Another point worth not-
ing is that estimating the number of clusters correctly
requires features which to some degree hint at the cor-
rect number. For example, DISCERN estimated the
number of clusters very closely to the number of classes
in facial datasets, all of which went through a deep net-
work which represents facial images better. As a result,
while DISCERN is highly efficient for well-constructed
representations.
6 Conclusion
As discussed earlier, K-Means is an efficient clustering
algorithm. Among many uses in data science, its most
basic usage is data partitioning. However, it is very
sensitive to initialization and K-Means++ has proven
to be the most efficient initialization for K-Means by
far. Nevertheless, the problem of setting the number
of clusters still exists in real-time applications. Person
re-identification is a good example, in which a set of
facial images or patterns are available, but the num-
ber of unique people is not. Many methods such as X-
Means, the elbow and silhouette methods have been
used previously, but as seen in our experiments, they
either fail to estimate a number close enough to the
optimal number, or are inapplicable when there exists
no knowledge of the minimum and maximum number
of clusters. While it can be argued that these meth-
ods may be very useful tools for data scientists, they
cannot possibly be built into a real-time service. These
methods often require multiple runs of an initialization
algorithm on top K-Means, which is highly inefficient.
Moreover, these methods are using runs of an algorithm
which is stochastic in order to obtain results, which may
lead to instability in their overall results. As a result,
we introduced DISCERN which is an initialization al-
gorithm that attempts to solve these issues.
DISCERN operates based on point-by-point simi-
larity which is deterministic, therefore yields the same
results. It chooses the most diverse data points as the
initial centroids for K-Means. This process can be though
of as a careful deterministic re-engineering of K-Means++,
since the goal is essentially the same, while the selection
process is made deterministic and adjusted to aide the
estimation of the number of clusters. K-Means++ sets
a selection probability for each data point which is rel-
ative to its diversity. DISCERN instead uses a different
formulation for defining diversity (Eq. (13)) which not
only asserts diversity but also helps shape the func-
tion R (Eq. (15)) which is later used to estimate the
number of clusters. This entire process is done with-
out runs of K-Means, which is the reason behind its
lower complexity compared to methods such as the el-
bow and silhouette methods. We compared DISCERN
in both in estimating an optimal number of clusters,
and as a clustering initialization method and found that
it is ranked higher than K-Means++ in terms of suit-
able clustering, and ranked the best in terms of sta-
bility in results with an obvious standard deviation of
zero. Moreover, it was the best performing method in
terms of K-estimation and in terms of complexity or-
der. It should be added that our experiments in no way
point toward the conclusion that DISCERN would per-
form better than K-Means++ in all cases. DISCERN
can provide more suitable results in cases where noisy
data doesn’t exist in great capacities. This would be the
greatest weakness of DISCERN, as it is also the weak-
ness of the original K-Means. Nevertheless, DISCERN
would be even more affected by this issue than K-Means
as it operates entirely based on diversity, which is ar-
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Fig. 9: MIT clustered using DISCERN (t-SNE Visualization). Each cluster assigned is represented with a colored
border, and the initial centroids have an extra black border.
guably high among noisy data. Density-based methods
such as DBSCAN [43] and OPTICS [44] can perform
better in such cases where noise is present, but suf-
fer from greater complexity compared to K-Means. Fu-
ture research in this area can include measures that are
diversity-based, but also take noise into consideration.
An instance is employing neighborhood-based methods
along with diversification. Spectral methods such as the
method proposed by Little et al. [17] can also be helpful
as they also change the embedding space.
Further improvements of this method may include a
mini-batch version, or an online version of the method,
as the computation of the similarity matrix can be very
costly. One future application of the proposed method
is undoubtedly in deep learning. In our experiments, we
used a pre-trained deep network [33, 34] trained with
triplet loss in order to cluster facial data, and observed
very good results even in the cases where the number of
unique faces surpassed 100 (FEI). Following that, clus-
tering methods can play an essential role in unsuper-
vised and semi-supervised learning using deep learning,
where deep learning finds a suitable feature represen-
tation, and the clustering is done afterwards, or even
online clustering algorithms may be used to help deep
networks learn representations in an unsupervised man-
ner [3, 4].
In summary, this method relies on a suitable fea-
ture representation which can be provided using matrix
methods and deep learning, and when that representa-
tion is suitable, it serves as a completely parameter-less
learning algorithm. This can serve as a step towards
making machine learning algorithms more independent
from human supervision.
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