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THE KOOPMAN REPRESENTATION AND POSITIVE ROKHLIN
ENTROPY
BRANDON SEWARD
Abstract. In a prior paper, the author generalized the classical factor theo-
rem of Sinai to actions of arbitrary countably infinite groups. In the present
paper, we use this theorem and the techniques of its proof in order to study
connections between positive entropy phenomena and the Koopman represen-
tation. Following the line of work initiated by Hayes for sofic entropy [7, 8],
we show in a certain precise manner that all positive entropy must come from
portions of the Koopman representation that embed into the left-regular rep-
resentation. By combining this result with the generalized factor theorem of
the previous paper, we conclude that for actions having completely positive
outer entropy, the Koopman representation must be isomorphic to the count-
able direct sum of the left-regular representation. This generalizes a theorem
of Dooley–Golodets for countable amenable groups. As a final consequence, we
observe that actions with completely positive outer entropy must be mixing,
and when the group is non-amenable they must be strongly ergodic and have
spectral gap. We also prove generalizations of these results that apply relative
to sub-σ-algebras and apply to non-free actions.
1. Introduction
In this paper we use entropy theory to study the spectral structure of probability-
measure-preserving (p.m.p.) actions of general countable groups. We will use an
extension of the classical Kolmogorov–Sinai entropy called Rokhlin entropy that
was introduced by the author in 2014 [16] and is defined for actions of general
countable groups. If G is a countable group, G y (X,µ) is an aperiodic p.m.p.
action, F is a G-invariant sub-σ-algebra, and ξ ⊆ B(X) is a collection of sets, then
the (outer) Rokhlin entropy of ξ relative to F is defined to be
hG(ξ | F) = inf
{
H(α | F) : α a countable partition with ξ ⊆ σ-algG(α) ∨ F
}
,
where σ-algG(α) is the smallest G-invariant σ-algebra containing α, and H(α |F) is
the conditional Shannon entropy of α relative to F . When ξ = B(X) is the Borel
σ-algebra of X , we write instead hG(X,µ | F) for the Rokhlin entropy of (X,µ)
relative to F . When F = {X,∅} is trivial we simply write hG(ξ) and hG(X,µ) for
the Rokhlin entropy of ξ and the Rokhlin entropy of (X,µ), respectively. In this
paper, hG will always denote Rokhlin entropy.
A closely related concept is the notion of sofic entropy. Sofic entropy is an entropy
notion for p.m.p. actions of countable sofic groups that was created in 2008 through
ground-breaking work of Lewis Bowen [3] and improvements by Kerr and Li [13].
Both sofic entropy and Rokhlin entropy coincide with classical Kolmogorov–Sinai
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entropy when the acting group is amenable [2, 4, 14], and it is an important open
question whether Rokhlin entropy is equal to sofic entropy whenever sofic entropy
is defined and not minus infinity.
The present paper is a sequel to [17]. In [17] the author proved the following
theorem, which is a generalization of the classical Sinai factor theorem for Z.
Theorem 1.1 (Seward, [17]). Let G be a countably infinite group, let Gy (X,µ)
be a free p.m.p. action, and let (L, λ) be a standard probability space. If hG(X,µ) ≥
H(L, λ) then the action Gy (X,µ) factors onto the Bernoulli shift Gy (LG, λG).
The arguments of the present paper rely heavily upon the above theorem, taken
as a black box, and upon some of the ingredients appearing in its proof.
Spectral consequences of entropic phenomena were first uncovered by Rokhlin
and Sinai in 1961 [15]. They proved that the Koopman representation of any CPE
action of the integers must be isomorphic to the countable direct sum of the left-
regular representation (i.e. must have countable Lebesgue spectrum). Recall that
an action Gy (X,µ) of a countable amenable group G is CPE, or has completely
positive entropy, if every non-trivial factor action has strictly positive Kolmogorov–
Sinai entropy. The Rokhlin–Sinai theorem was generalized to Zd by Kamin´ski in
1981 [11], to
⊕
n∈N Z by Kamin´ski and Liardet in 1994 [12], to finitely-generated
torsion-free nilpotent groups by Golodets and Sinel’shchikov in 2002 [6], and finally
to arbitrary countable amenable groups by Dooley and Golodets in 2002 [5].
The definition of CPE immediately extends to the contexts of sofic and Rokhlin
entropy, however there is a stronger alternative generalization of CPE in these
settings as well. This alternative generalization arises from the fact that entropy
is no longer monotone under factor maps. For example, for an action G y (X,µ)
and a factor action Gy (Y, ν) under a map φ : (X,µ)→ (Y, ν), it is possible that
hG(Y, ν) > 0 while hG(φ
−1(B(Y ))) = 0. Thus, we can say an action G y (X,µ)
has completely positive outer Rokhlin entropy, written CPE+, if hG(F) > 0 for all
µ-non-trivial F ⊆ B(X) (a similar strengthening of CPE exists in the setting of
sofic entropy, but we won’t need this). In this paper we will work with both CPE
and CPE+.
In the context of actions of non-amenable groups, the first exploration of the
connection between entropy and the Koopman representation was undertaken by
Ben Hayes using the framework of sofic entropy [7, 8]. His work, specifically the
presentation of his results, strongly influenced the nature of the present paper. We
emphasize that our proofs are entirely distinct from Hayes,’ as his techniques are
firmly rooted in finitary properties that are specific to soficity, while our techniques
draw upon the ingredients of the proof of Theorem 1.1.
Our main theorem is the following. It generalizes a nearly identical theorem due
to Hayes in the case of sofic entropy [7]. Recall that two representations of G are
singular if no non-zero sub-representation of one embeds into the other.
Theorem 1.2. Let Gy (X,µ) be a free p.m.p. action, and let ρ : G→ U(L 2µ (X))
be the corresponding Koopman representation. Also let λ : G → U(ℓ2(G)) be the
left-regular representation. If H is a ρ(G)-invariant closed subspace of L 2µ (X) and
ρ|H is singular with λ, then hG(σ-alg(H )) = 0.
We mention that the theorem above and corollaries below are stated only in
their simplest form, as we in fact prove both relative and non-free versions of these
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results (similar to the relative results of Hayes [8]). See Theorem 4.1 and Corollaries
5.1 and 5.2.
With the above theorem we are able to compute the Rokhlin entropy of some
Gaussian actions.
Corollary 1.3. Let G be a countably infinite group, let π : G → O(H ) be an
orthogonal representation on a real separable Hilbert space H , and let λR : G →
O(ℓ2(G,R)) be the real left-regular representation of G. Suppose that π is sin-
gular with λR. Then the Gaussian action G y (Xπ, µπ) induced by π satisfies
hG(Xπ, µπ) = 0.
The sofic entropy of Gaussian actions of sofic groups was previously computed
by Hayes [9] in the case where the sofic entropy is not minus infinity. Combined
with the above corollary, we immediately obtain the following consequence.
Corollary 1.4. Let G be a countably infinite sofic group and let π : G→ O(H ) be
an orthogonal representation on a real separable Hilbert space H . Then the Rokhlin
entropy of the corresponding Gaussian action G y (Xπ, µπ) is equal to the sofic
entropy whenever the sofic entropy is not minus infinity.
By applying a simple Zorn’s lemma argument to Theorem 1.2, one can conclude
that for a free CPE+ p.m.p. action G y (X,µ), the Koopman representation
restricted to the orthogonal complement of the constants, ρ|L 2µ (X)⊖C, must embed
into λ⊕N. Conversely, since the Koopman representation of any Bernoulli shift is
isomorphic to λ⊕N, it follows from Theorem 1.1 that λ⊕N embeds into the Koopman
representation of any free ergodic p.m.p. action with positive Rokhlin entropy. This
leads to the following.
Corollary 1.5. Let G y (X,µ) be a free p.m.p. action, and let ρ be the corre-
sponding Koopman representation. Also let λ denote the left-regular representation
of G. Assume that either (1) Gy (X,µ) is CPE+, or (2) Gy (X,µ) is CPE and
every non-trivial factor action is essentially free. Then ρ|L 2µ (X)⊖C is isomorphic to
λ⊕N.
Similarly, as formally recorded in [17], Theorem 1.1 combines with the result of
Hayes [7] to provide a sofic entropy version of the above corollary.
Finally, we observe that Corollary 1.5 implies the following.
Corollary 1.6. Let G y (X,µ) be a free p.m.p. action such that either (1) G y
(X,µ) is CPE+, or (2) G y (X,µ) is CPE and every non-trivial factor action is
essentially free. Then G y (X,µ) is mixing and for every non-amenable Γ ≤ G
the restricted action Γy (X,µ) has spectral gap and is strongly ergodic.
Acknowledgments. This research was partially supported by ERC grant 306494
and Simons Foundation grant 328027 (P.I. Tim Austin). The author thanks Tim
Austin and Ben Hayes for helpful and encouraging conversations.
2. Generalized *-algebras and *-representations
For a countable set A we write ℓ2(A) for the Hilbert space of square-summable
complex-valued functions on A, and for a ∈ A we write δa for the function that is 1
at a and 0 elsewhere. If H is a Hilbert space then we write B(H ) and U(H ) for the
set of bounded operators and the set of unitary operators, respectively. Recall that
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the left-regular representation of G is the unitary representation λ : G→ U(ℓ2(G))
defined by λtδg = δtg. Also recall that for a p.m.p. action Gy (X,µ), the Koopman
representation of G associated to this action is the unitary representation ρ : G→
U(L 2µ (X)) defined by (ρ(g)f)(x) = f(g
−1 · x).
In the simplest context of (standard non-relative) entropy and free actions, the
results of this paper use entropy to compare the Koopman representation ρ and the
left-regular representation λ. However we will work in slightly greater generality
by considering both relative entropy and actions which are not necessarily free.
In order to do this we will need to work in the setting of ∗-representations of ∗-
algebras rather than unitary representations of G. This more general perspective
was initiated by Ben Hayes [8], and our treatment closely follows his.
In this section we introduce a class of ∗-algebras and corresponding general-
izations of the Koopman and left-regular representations. Let us first introduce
the ∗-algebras we will work with. Let G y (Y, ν) be a p.m.p. action. Define the
algebraic crossed product L∞ν (Y )⋊algG to be the algebra of all finite formal sums∑
g∈G
sgug, sg ∈ L
∞
ν (Y ) and sg = 0 for all but finitely many g,
with the relation ugs = (s ◦ g
−1)ug. This algebra becomes a ∗-algebra with the
convention that (∑
g∈G
sgug
)∗
=
∑
g∈G
(s¯g ◦ g)ug−1 .
Next we introduce a generalized Koopman representation for L∞ν (Y )⋊algG. Let
Gy (X,µ) be a p.m.p. action and let φ : (X,µ)→ (Y, ν) be a G-equivariant factor
map. We naturally obtain a ∗-representation ρ : L∞ν (Y ) ⋊alg G → B(L
2
µ (X))
defined by
(ρ(sug)f)(x) = s(φ(x))f(g
−1 · x).
Using φ we may view L 2ν (Y ) as a subspace of L
2
µ (X). Often we will focus on the
restriction of ρ to L 2µ (X)⊖L
2
ν (Y ).
Lastly, we we introduce a generalized left-regular representation. Denote by
Sub(G) the topological space of all subgroups of G. A base for the topology on
Sub(G) is given by the basic open sets {H ∈ Sub(G) : H ∩ T = F} as F ⊆ T range
over the finite subsets of G. We let Gy Sub(G) by conjugation. Fix a G-invariant
Borel probability measure ω on Sub(G) × Y such that the projection to Y pushes
ω forward to ν. We define an associated ∗-representation
λ : L∞ν (Y )⋊alg G→ B
(∫ ⊕
Sub(G)×Y
ℓ2(Γ\G) dω(Γ, y)
)
by
(λ(sug)f)(Γ, y)(Γh) = s(y)f(g
−1Γg, g−1 · y)(g−1Γh).
In particular, if ξ is defined by ξ(Γ, y) = δΓ then
(λ(sug)ξ)(Γ, y) = s(y)δΓg.
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For later reference, notice that there is no proper closed L∞ν (Y ) ⋊alg G-invariant
subspace containing ξ, and note that for s, t ∈ L∞ν (Y ) and g, h ∈ G we have
〈λ(sug)ξ, λ(tuh)ξ〉 =
∫
Sub(G)×Y
s(y)t(y)〈δΓg, δΓh〉 dω(Γ, y)
=
∫
S
gh−1×Y
s(y)t(y) dω(Γ, y),(2.1)
where Sgh−1 = {Γ ∈ Sub(G) : gh
−1 ∈ Γ}.
Lemma 2.1. Let G y (Y, ν) be a p.m.p. action, and let πi : L
∞
ν (Y ) ⋊alg G →
B(Hi) be two ∗-representations. If π1 and π2 each embed into one another then
they are isomorphic.
Proof. Set π = π1⊕π2 and H = H1⊕H2. Consider the von Neumann algebraM =
π(L∞ν (Y ) ⋊alg G)
′. Let V : H1 → H2 be a bounded L
∞
ν (Y ) ⋊alg G-equivariant
linear isometry, and define the operator V˜ on H by V˜ (ξ, η) = (0, V (ξ)). Also let
Pi : H → Hi, i = 1, 2, be the orthogonal projections. Note that V˜ , P1, P2 ∈M . A
simple computation shows that V˜ ∗V˜ = P1 and V˜ V˜
∗ ≤ P2, so P1 is sub-equivalent
to P2. By symmetry, we also have P2 is sub-equivalent to P1. By Murray-von
Neumann equivalence of projections in von Neumann algebras [18, Prop. V.1.3],
there is W ∈ M with W ∗W = P1 and WW
∗ = P2. Note that W ∈ M implies W
is π(L∞ν (Y )⋊alg G)-equivariant. One can then check that the restriction of W to
H1 ⊕ {0} is a L
∞
ν (Y )⋊alg G-equivariant isometry onto {0} ⊕H2. 
3. The Koopman representation of generalized Bernoulli shifts
It is well known that for any non-trivial probability space (K,κ) and any count-
able group G, the Koopman representation of G associated with the Bernoulli shift
action G y (KG, κG) is, after restricting to the orthogonal complement of the
constants, isomorphic to λ⊕N, the countable direct-sum of the left-regular repre-
sentation (i.e. there is a unitary G-equivariant isomorphism from L 2
κG
(KG) ⊖ C
to ℓ2(G)⊕N). In this section we aim to simply prove containment of λ⊕N in a more
general framework.
Let (K,κ) be a standard probability space. We let G act on KG by the standard
left-shift action: (g · x)(t) = x(g−1t) for g, t ∈ G and x ∈ KG. For Γ ∈ Sub(G), we
identify KΓ\G with the set of points x ∈ KG with Γ ⊆ Stab(x), and we consider
the corresponding Borel probability measure κΓ\G on KG which is supported on
KΓ\G. If we pick any conjugation-invariant Borel probability measure θ on Sub(G)
(this is known as an IRS [1]), then we obtain a non-free Bernoulli measure on KG
by integrating:
κθ\G :=
∫
Sub(G)
κΓ\G dθ(Γ).
If Γ ∈ Sub(G) has infinite index in G and κ is non-trivial, then Stab(x) = Γ
for κΓ\G-almost-every x ∈ KG, where Stab(x) = {g ∈ G : g · x = x} is the
stabilizer map. Thus θ = Stab∗(κ
θ\G) whenever θ is supported on the infinite-
index subgroups of G. Note that if θ = Stab∗(µ) for a p.m.p. action G y (X,µ),
then θ is supported on the infinite-index subgroups of G if and only if almost-every
point has an infinite orbit (such an action is said to be aperiodic).
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Lemma 3.1. Let G y (Y, ν) be a p.m.p. action and let y ∈ Y 7→ Γy ∈ Sub(G) be
a G-equivariant Borel map where each Γy is of infinite index. Let
λ : L∞ν (Y )⋊alg G→ B
(∫ ⊕
Y
ℓ2(Γy\G) dν(y)
)
be the generalized left-regular ∗-representation. Fix a non-trivial probability space
(K,κ) and consider the action Gy (X,µ) where
(X,µ) =
(
KG × Y,
∫
Y
κΓy\G × δy dν(y)
)
.
Let ρ : L∞ν (Y )⋊alg G→ B(L
2
µ (X)) be the generalized Koopman ∗-representation.
Then λ⊕N embeds into ρ|L 2µ (X)⊖L 2ν (Y ).
We believe that λ⊕N and ρ|L 2µ (X)⊖L 2ν (Y ) are isomorphic, though we have not
checked this carefully. The above statement is all that we will need for our theorems.
Proof. Let S denote the set of subgroups of G having infinite index. Our first goal
is to define a sequence of Borel functions Γ ∈ S 7→ RnΓ, where R
n
Γ ⊆ G is finite,
satisfying the following condition for all n, k ∈ N, Γ ∈ S, and g ∈ G:
(∗) if g 6∈ Γ or n 6= k then ΓRnΓ 6= ΓgR
k
g−1Γg.
We partition S into the following two conjugation invariant Borel sets
S1 = {Γ ∈ S : |NG(Γ) : Γ| =∞}
S2 = {Γ ∈ S : |NG(Γ) : Γ| <∞},
where NG(Γ) = {g ∈ G : gΓg
−1 = Γ} is the normalizer of Γ in G. We will define
the desired sequence of functions on each piece separately.
First consider S1. Enumerate G as t0, t1, . . . and for I ⊆ N set TI = {ti : i ∈ I}.
Let (πn)n∈N enumerate the prime numbers greater than or equal to 3 and pick
bijections qn : N → N
πn for each n ∈ N. Now for each Γ ∈ S1 and n ∈ N set
RnΓ = Tqn(ℓ) where ℓ is least so that the following conditions hold:
(a) RnΓ ⊆ NG(Γ);
(b) |Γ\RnΓ| = πn;
(c) if g ∈ G and ΓgRnΓ = ΓR
n
Γ then g ∈ Γ.
By working in the groupNG(Γ)/Γ, (c) requires that R
n
ΓΓ/Γ not be a union of cosets
of a cyclic subgroup. However, (b) asserts that RnΓΓ/Γ has cardinality πn, a prime
strictly greater than 2. So (c) is equivalent to the requirement that RnΓΓ/Γ not be a
cyclic subgroup. Therefore it is easy to see that for every Γ and every n there is ℓ so
that RnΓ = Tqn(ℓ) has the desired properties. Furthermore the function (Γ, n) 7→ R
n
Γ
is Borel.
Now we check (∗) on S1. Fix Γ ∈ S1, g ∈ G, and n, k ∈ N. First suppose
g 6∈ NG(Γ). Note that g
−1ΓgRk
g−1Γg ⊆ NG(g
−1Γg) since g−1Γg ∈ S1. Therefore
ΓgRkg−1Γg ⊆ gNG(g
−1Γg) = NG(Γ)g
is disjoint with NG(Γ) ⊇ ΓR
n
Γ, so ΓR
n
Γ 6= ΓgR
k
g−1Γg as required. Now suppose
g ∈ NG(Γ). Then
ΓgRkg−1Γg = ΓgR
k
Γ
THE KOOPMAN REPRESENTATION AND POSITIVE ROKHLIN ENTROPY 7
If n = k and g 6∈ Γ then the above set is distinct from ΓRnΓ by (c). If n 6= k then the
above set is distinct from ΓRkΓ because after quotienting by Γ they have distinct
cardinalities by (b). We conclude (∗) holds on S1.
Now consider S2. Notice that the conjugation action of G on S2 is aperiodic. So
we can pick an aperiodic Borel bijection T : S2 → S2 such that T (Γ) is conjugate
to Γ for every Γ ∈ S2 [10, Lem. 3.25]. Choose any Borel function c : Z × S2 → G
satisfying the rule c(m,Γ)−1Γc(m,Γ) = Tm(Γ) and satisfying c(0,Γ) = 1G. Now
for Γ ∈ S2 and n ∈ N set
RnΓ = {c(i,Γ) : 0 ≤ i ≤ n}.
We now verify (∗) on S2. Define q :
⋃
Γ∈S2
Γ\G → S2 by q(Γu) = u
−1Γu. Fix
Γ ∈ S2, g ∈ G, and n, k ∈ N. Notice that
q(ΓRnΓ) = {q(Γc(i,Γ)) : 0 ≤ i ≤ n}
= {c(i,Γ)−1Γc(i,Γ) : 0 ≤ i ≤ n} = {T i(Γ) : 0 ≤ i ≤ n}
and
q(ΓgRkg−1Γg) = q(g
−1ΓgRkg−1Γg) = {T
i(g−1Γg) : 0 ≤ i ≤ k}.
In particular, |q(ΓRnΓ)| = n+1 and |q(ΓgR
k
g−1Γg)| = k+1, so we are done if n 6= k.
Additionally, if g 6∈ NG(Γ) then Γ 6= g
−1Γg and therefore the partial T -orbits
{T i(Γ) : 0 ≤ i ≤ n} and {T i(g−1Γg) : 0 ≤ i ≤ k} have different starting points and
are unequal. Finally, suppose g ∈ NG(Γ) but g 6∈ Γ. By definition of c we have
1G ∈ R
k
g−1Γg and hence
ΓgRkg−1Γg ∩ (NG(Γ) \ Γ) ⊇ Γg 6= ∅.
On the other hand, c(Z× {Γ}) ⊆ {1G} ∪ (G \NG(Γ)) and hence
ΓRnΓ ∩ (NG(Γ) \ Γ) = ∅.
We conclude that (∗) holds on S2.
Now let us complete the proof. Notice that (∗) implies the more general state-
ment: for all n, k ∈ N, Γ ∈ S, and g, h ∈ G:
(∗′) if gh−1 6∈ Γ or n 6= k then ΓgRn
g−1Γg 6= ΓhR
k
h−1Γh.
Indeed, setting t = h−1g and Γ′ = h−1Γh, we have gh−1 ∈ Γ⇔ t ∈ Γ′,
ΓhRkh−1Γh = h · Γ
′RkΓ′ and ΓgR
n
g−1Γg = h · Γ
′tRnt−1Γ′t.
So this follows immediately from (∗).
For y ∈ Y set µy = κ
Γy\G× δy. Fix any function f ∈ L
2
κ (K)⊖C with ‖f‖κ = 1
and define the functions ζn ∈ L
2(X,µ)⊖L 2(Y, ν) by
ζn(z, y) =
∏
{f(z(r)) : r ∈ RnΓy} (z, y) ∈ X = K
G × Y
Notice that if R,R′ ⊆ G are finite, ΓR 6= ΓR′, and ω, ω′ : KG → C are defined by
ωi(z) =
∏
{f(z(r)) : r ∈ R} ω′(z) =
∏
{f(z(r)) : r ∈ R′},
then 〈ω, ω′〉κΓ\G = 0.
Since
(ρ(ug)ζn)(z, y) = ζn(g
−1 · z, g−1 · y) =
∏
{f((g−1 · z)(r)) : r ∈ RnΓg−1·y}
=
∏
{f(z(r)) : r ∈ gRng−1Γyg},
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property (∗′) implies that for every y ∈ Y , n, k ∈ N, and g, h ∈ G, if n 6= k or
gh−1 6∈ Γy then
〈ρ(ug)ζn, ρ(uh)ζk〉µy = 0.
On the other hand, if n = k and gh−1 ∈ Γy then ρ(ug)ζn and ρ(uh)ζn are equal
µy-almost-everywhere.
Since L∞ν (Y ) acts via scalar multiplication on each Y -fiber, it follows from the
previous paragraph that the closed ρ(L∞ν (Y )⋊algG)-invariant subspaces generated
by ζn, n ∈ N, are pairwise-orthogonal. It suffices to show that the restriction of ρ
to each of these subspaces is isomorphic to λ. Define Yg = {y ∈ Y : g ∈ Γy}. For
s, t ∈ L∞ν (Y ) and g, h ∈ G, we use the previous paragraph to compute
〈ρ(sug)ζn, ρ(tuh)ζn〉 =
∫
Y
s(y)t(y)〈ρ(ug)ζn, ρ(uh)ζk〉µy dν(y)
=
∫
Y
gh−1
s(y)t(y) dν(y).
This is identical to (2.1), thus the map λ(sug)ξ 7→ ρ(sug)ζn extends by linearity
and continuity to a L∞ν (Y )⋊alg G-equivariant linear isometric embedding. 
Corollary 3.2. Let G y (Y, ν) be a p.m.p. action and ω be a G-invariant Borel
probability measure on Sub(G)× Y with Γ having infinite index in G for ω-almost-
every (Γ, y) and with ω pushing forward to ν under the projection map. Let
λ : L∞ν (Y )⋊alg G→ B
(∫ ⊕
Sub(G)×Y
ℓ2(Γ\G) dω(Γ, y)
)
be the generalized left-regular ∗-representation. Fix a non-trivial probability space
(K,κ) and consider the action Gy (X,µ) where
(X,µ) =
(
KG × Y,
∫
Sub(G)×Y
κΓ\G × δy dω(Γ, y)
)
.
Let ρ : L∞ν (Y )⋊alg G→ B(L
2
µ (X)) be the generalized Koopman ∗-representation.
Then λ⊕N embeds into ρ|L 2µ (X)⊖L 2ν (Y ).
Proof. Let π : X → Y be the projection map, set Y ′ = Sub(G) × Y , and set
ν′ = (Stab × π)∗(µ). Notice that G y (Y
′, ν′) is an intermediary factor between
(X,µ) and (Y, ν). Also notice that Gy (X,µ) is isomorphic to Gy (X ′, µ′) where
(X ′, µ′) =
(
KG × Y ′,
∫
(Γ,y)∈Y ′
κΓ\G × δΓ × δy dν
′(Γ, y)
)
(these are isomorphic since the stabilizer map on KG is κΓ\G-almost-every equal
to Γ, whenever Γ has infinite index in G). For y′ = (Γ, y) set Γy′ = Γ. Let
λ′ : L∞ν′ (Y
′)⋊alg G→ B
(∫ ⊕
Y ′
ℓ2(Γy′\G) dν
′(y′)
)
be the generalized left-regular ∗-representation, and let ρ′ : L∞ν′ (Y
′) ⋊alg G →
B(L 2µ′(X
′)) be the generalized Koopman ∗-representation. Clearly if we restrict
λ′ and ρ′ to be ∗-representations of L∞ν (Y ) ⋊alg G then λ is isomorphic to λ
′
and ρ′|L 2
µ′
(X′)⊖L 2
ν′
(Y ′) embeds into ρ|L 2µ(X)⊖L 2ν (Y ). Thus we are finished by the
previous lemma. 
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Corollary 3.3. Let G y (X,µ) be an aperiodic p.m.p. action, let Σ be a G-
invariant sub-σ-algebra, and let Gy (Y, ν) be the factor associated with Σ, say via
φ : (X,µ)→ (Y, ν). Set ω = (Stab× φ)∗(µ) and let
λ : L∞ν (Y )⋊alg G→ B
(∫ ⊕
Sub(G)×Y
ℓ2(Γ\G) dω(Γ, y)
)
and ρ : L∞ν (Y ) ⋊alg G → B(L
2(X,µ)) be the generalized left-regular and Koop-
man ∗-representations, respectively. If hG(X,µ | Σ) > 0 then λ
⊕N embeds into
ρ|L 2µ(X)⊖L 2ν (Y ).
Proof. Since hG(X,µ |Σ) > 0, our factor theorem from the previous paper [17] (of
which the previously stated Theorem 1.1 was just a special case) implies that there
is a non-trivial probability space (K,κ) and a factor map f from G y X to KG
such that
(f × φ)∗(µ) =
∫
Sub(G)×Y
κΓ\G × δy dω(Γ, y).
The claim now follows from the previous corollary. 
4. Spectral consequences of positive entropy
In this section we prove our main theorem. This generalizes to Rokhlin entropy
a similar result obtained by Ben Hayes for sofic entropy [8]. However, our proof
shares no similarity with the Hayes’ sofic entropy proof, as his methods are entirely
rooted in soficity.
Given a ∗-algebra A and two ∗-representations πi : A→ B(Hi), i = 1, 2, we say
that π1 and π2 are singular if no non-trivial subrepresentation of π1 is (isometri-
cally) embeddable into π2. Also, for a sub-σ-algebra F of (X,µ), we write L
2
µ (F)
for the set of F -measurable functions in L 2µ (X), and conversely for H ⊆ L
2
µ (X)
we write σ-algG(H ) for the smallest G-invariant σ-algebra containing ψ
−1(D) for
ψ ∈ H , D ⊆ C Borel.
Theorem 4.1. Let G y (X,µ) be an aperiodic p.m.p. action, and let G y (Y, ν)
be a factor action, say via φ : (X,µ) → (Y, ν). Set ω = (Stab × φ)∗(µ) and
Σ = φ−1(B(Y )). Let ρ : L∞ν (Y )⋊alg G→ L
2
µ (X) and
λ : L∞ν (Y )⋊alg G→ B
(∫ ⊕
Sub(G)×Y
ℓ2(Γ\G) dω(Γ, y)
)
be the generalized Koopman and left-regular representations, respectively. If H is
a ρ(L∞ν (Y )⋊alg G)-invariant closed subspace of L
2
µ (X) and ρ|H is singular with
respect to λ then hG(σ-algG(H ) | Σ) = 0.
The proof of this theorem will rely upon some of the methods developed in
our previous paper [17], which we now review. Recall that for a p.m.p. action
Gy (X,µ) with associated orbit-equivalence relation EXG = {(x, y) : ∃g ∈ G g ·x =
y}, the associated full group, denoted [EXG ], is the group of all Borel bijections
T : X → X (identified up to equality µ-almost-everywhere) satisfying T (x) EXG x
for µ-almost-every x ∈ X . If T ∈ [EXG ] and F is a G-invariant sub-σ-algebra, we
say that T is F-expressible if there is a F -measurable partition of X , {Zg : g ∈ G},
satisfying T (x) = g · x for every g ∈ G and µ-almost-every x ∈ Zg.
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Recall that for a p.m.p. action G y (X,µ) and a G-invariant sub-σ-algebra
F , there exists a unique (up to isomorphism) factor action G y (Y, ν), say via
φ : (X,µ) → (Y, ν), satisfying φ−1(B(Y )) = F . The sub-σ-algebra F is called
class-bijective if Stab(φ(x)) = Stab(x) for µ-almost-every x ∈ X .
Lemma 4.2 (Seward, [17]). Let G y (X,µ) be an aperiodic p.m.p. action, and
let F be a G-invariant class-bijective sub-σ-algebra. Then there is an aperiodic F-
expressible T ∈ [EXG ] and a T -invariant F-measurable function f : X → [0, 1] with
the property that x, y ∈ X lie in the same G-orbit and have equal f values if and
only if they lie in the same T -orbit.
An important consequence of the above lemma is that it creates an ordering on
each G-orbit, and with it a useful notion of “past.” Specifically, for x ∈ X we
define a quasi-order on G by setting u ≤x v if either f(u
−1 · x) < f(v−1 · x) or
f(u−1 · x) = f(v−1 · x) and there is m ≥ 0 with T−m(u−1 · x) = v−1 · x. When
x has trivial stabilizer ≤x is a total order on G. We write u <x v when u ≤x v
but ¬(v ≤x u). Its a simple consequence of the F -expressibility of T and the F -
measurability of f that for every u, v ∈ G the set {x ∈ X : u <x v} is F -measurable.
The past of x consists of the points {g−1 · x : g <x 1G}, and this past breaks into
two pieces – a part that is internal to the T -action and a part that is external. This
concept leads to the notion of a past σ-algebra for any given partition. We next
describe in detail this σ-algebra for the external portion of the past.
For a partition α of X and Y ⊆ X we define another partition of X by
α ↾ Y = {X \ Y } ∪ {A ∩ Y : A ∈ α}.
Similarly, for a σ-algebra Σ we write Σ ↾ Y for the σ-algebra on X generated by
the sets {X} ∪ {B ∩ Y : B ∈ Σ}.
Definition 4.3. Let G y (X,µ) be an aperiodic p.m.p. action, let F be a G-
invariant class-bijective sub-σ-algebra, and let T ∈ [EXG ] and f : X → [0, 1] be as
in Lemma 4.2. For a countable partition ξ of X and S ⊆ [0, 1] write ξS for the
partition ξS = ξ ↾ f
−1(S). We define the external past of ξ as
Pξ = F ∨
∨
t∈[0,1]
(
σ-algG(ξ[0,t)) ↾ f
−1([t, 1])
)
.
In other words, the external past of ξ consists of the sets that you can measure
by using G to travel to strictly “smaller” T -orbits and looking at the partition ξ
(we also include F in this σ-algebra for technical reasons). The next lemma verifies
that these σ-algebras behave as expected with respect to containment.
Lemma 4.4 (Seward, [17]). Let G y (X,µ) be an aperiodic p.m.p. action, let F
be a G-invariant class-bijective sub-σ-algebra, and let T ∈ [EXG ] and f : X → [0, 1]
be as in Lemma 4.2. Fix a countable partition ξ of X. For all u, v ∈ G and every
D ∈ F with D ⊆ {x ∈ X : u <x v} we have[
u ·
(∨
k≤0 T
k(ξ) ∨Pξ
)]
↾ D ⊆ v ·
(∨
k<0 T
k(ξ) ∨Pξ
)
.
Finally, an important feature of the external past is how it relates Rokhlin en-
tropy to classical Kolmogorov–Sinai entropy.
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Lemma 4.5 (Seward, [17]). Let G y (X,µ) be an aperiodic p.m.p. action, let F
be a G-invariant class-bijective sub-σ-algebra, and let T ∈ [EXG ] and f : X → [0, 1]
be as in Lemma 4.2. If ξ is a countable partition with H(ξ | F) <∞, then
hG(ξ | F) ≤ h
KS
T (ξ |Pξ),
where hKS denotes Kolmogorov–Sinai entropy.
Before presenting the proof of the main theorem we need one more simple lemma.
In the remainder of this section, we write EF for the projection operator on L
2
µ (X)
given by taking the conditional expectation with respect to a sub-σ-algebra F .
Lemma 4.6. Let Gy (X,µ) be a p.m.p. action, and let F be a G-invariant sub-
σ-algebra. If H satisfies hG(σ-algG(H ) | F) > 0 then there is a finite partition α
with hG(α | F) > 0 and satisfying for all sub-σ-algebras A
α ⊆ A ⇐⇒ α ⊆ σ-alg(EA(H )).
Proof. Clearly σ-alg(EA(H )) ⊆ A, so the right-hand side always implies the left.
For the reverse implication, it suffices to pick any partition β of C into convex
sets (for example, dividing the complex plane using a finite number of bi-infinite
straight lines) and pick any ψ ∈ H and set α = ψ−1(β). Indeed, assuming α ⊆ A,
its a basic property of conditional expectation that if A ∈ α and x ∈ A then
EA(ψ)(x) will lie in the (not necessarily closed) convex set generated by ψ(A). By
construction, the sets ψ(A), A ∈ α, are contained in the pairwise-disjoint convex
sets B ∈ β. Therefore α = EA(ψ)
−1(β), and hence α ⊆ σ-alg(EA(H )). To finish
the proof, we only need to find a finite α with hG(α | F) > 0.
Let (ψn)n∈N be a dense subset of H . For any sub-σ-algebra Σ, L
2-limits of Σ-
measurable functions are Σ-measurable. So we have σ-alg(H ) =
∨
n∈N σ-alg(ψn).
Sub-additivity of Rokhlin entropy [2] gives
0 < hG(σ-alg(H ) | F) ≤
∑
n∈N
hG(σ-alg(ψn) | F).
So there is ψ ∈ H with hG(σ-alg(ψ) | F) > 0. Let (βn)n∈N be an increasing
sequence of finite partitions of C with B(C) =
∨
n∈N σ-alg(βn) and with all classes
of βn convex. Then σ-alg(ψ) =
∨
n∈N σ-alg(ψ
−1(βn)). Again by sub-additivity
0 < hG(σ-alg(ψ) | F) ≤
∑
n∈N hG(ψ
−1(βn) | F). We conclude that there is a finite
partition β of C with all classes of β convex, and ψ ∈ H such that α = ψ−1(β)
satisfies hG(α | F) > 0. 
Proof of Theorem 4.1. We will prove the contra-positive. So let us assume that
hG(σ-alg(H ) | Σ) > 0. Let α be as in Lemma 4.6. Then hG(α | Σ) > 0. By [17,
Lem. 2.3] we can enlarge Σ to a G-invariant σ-algebra F so that F is class-bijective
and hG(α | F) > 0. Note that the map Stab is F -measurable since F is class-
bijective. Apply Lemma 4.2 to get a F -expressible T ∈ [EXG ] and a F -measurable
f : X → [0, 1].
Set A =
∨
n≤0 σ-alg(T
n(α)) ∨ Pα and A
− =
∨
n<0 σ-alg(T
n(α)) ∨ Pα. By
Lemma 4.5 we have
0 < hG(α | F) ≤ h
KS
T (α |Pα) = H(α | A
−).
So α 6⊆ A− but α ⊆ A. It follows from Lemma 4.6 that
H1G = (EA − EA−)(H ) ⊆ L
2
µ (A) ⊖L
2
µ (A
−)
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is non-trivial.
Fix any non-trivial ζ ∈ H1G . Let µ =
∫
Sub(G)×Y µ(Γ,y) dω(Γ, y) be the disintegra-
tion of µ over ω. For g, h ∈ G we claim that ρ(ug)ζ and ρ(uh)ζ are µ(Γ,y)-orthogonal
if gh−1 6∈ Γ and that ρ(ug)ζ and ρ(uh)ζ agree µ(Γ,y)-almost-everywhere otherwise.
The latter case is immediate as g−1 ·x = h−1 ·x for µ(Γ,y)-almost-every x whenever
gh−1 ∈ Γ. Now consider the former case. Partition {x ∈ X : gh−1 6∈ Stab(x)} into
the sets D1 = {x ∈ X : g <x h} and D2 = {x ∈ X : h <x g}, and write χi for
the characteristic function of Di. Recalling that ζ is µ-orthogonal to L
2
µ (A
−) and
that χi is F ⊆ A
−-measurable, it follows that ζχi is µ-orthogonal to L
2
µ (A
−)χi.
Additionally, the map Stab × φ is measurable with respect to F ⊆ A−, so ζχi is
µ(Γ,y)-orthogonal to L
2
µ(Γ,y)
(A−)χi for ω-almost-every (Γ, y). Therefore by employ-
ing Lemma 4.4 we obtain
(ρ(ug)ζ) · χ1 ∈ L
2
µ(Γ,y)
(g · A) · χ1 ⊆ L
2
µ(Γ,y)
(h · A−) · χ1 ⊥µ(Γ,y) ρ(uh)ζ · χ1
(ρ(uh)ζ) · χ2 ∈ L
2
µ(Γ,y)
(h · A) · χ2 ⊆ L
2
µ(Γ,y)
(g · A−) · χ2 ⊥µ(Γ,y) ρ(ug)ζ · χ2.
Finally, when gh−1 6∈ Γ we have χ1 + χ2 = 1 µ(Γ,y)-almost-everywhere and thus
〈ρ(ug)ζ, ρ(uh)ζ〉µ(Γ,y) = 0 as claimed.
For (Γ, y) ∈ Sub(G) × Y write ‖ζ‖(Γ,y) for ‖ζ‖µ(Γ,y) and define a vector η ∈∫ ⊕
Sub(G)×Y
ℓ2(Γ\G) dω(Γ, y) by
η(Γ, y) = ‖ζ‖(Γ,y) · δΓ.
Set Sg = {Γ ∈ Sub(G) : g ∈ Γ}. For s, t ∈ L
∞
ν (Y ) and g, h ∈ G we have
〈ρ(sug)ζ, ρ(tuh)ζ〉µ =
∫
Sub(G)×Y
s(y)t(y)〈ρ(ug)ζ, ρ(uh)ζ〉µ(Γ,y) dω(Γ, y)
=
∫
S
gh−1×Y
s(y)t(y) · ‖ρ(ug)ζ‖
2
µ(Γ,y)
dω(Γ, y)
=
∫
S
gh−1×Y
s(y)t(y)‖ζ‖2g−1·(Γ,y) dω(Γ, y)
=
∫
Sub(G)×Y
〈
s(y)‖ζ‖g−1(Γ,y)δΓg, t(y)‖ζ‖h−1(Γ,y)δΓh
〉
dω(Γ, y)
= 〈λ(sug)η, λ(tuh)η〉.
Thus the map L : ρ(sug)ζ 7→ λ(sug)η is a L
∞
ν (Y ) ⋊alg G-equivariant linear isom-
etry. By continuity L extends to V , the closed ρ(L∞ν (Y ) ⋊alg G)-invariant lin-
ear subspace containing ζ. Finally, by construction the projection from H to V ,
pV (H ), is non-trivial. The composition L ◦ pV is a L
∞
ν (Y ) ⋊alg G-equivariant
bounded linear map from H into
∫ ⊕
Sub(G)×Y ℓ
2(Γ\G) dω(Γ, y). From the Polar De-
composition Theorem it follows that there is a closed ρ(L∞ν (Y ) ⋊alg G)-invariant
subspace of H that isometrically and L∞ν (Y ) ⋊alg G-equivariantly embeds into∫ ⊕
Sub(G)×Y
ℓ2(Γ\G) dω(Γ, y). 
As an immediate corollary we are able to compute the Rokhlin entropy of some
Gaussian actions. For a real Hilbert space H we write O(H ) for the set of or-
thogonal operators on H . Recall that from any representation π : G → O(H )
one can build an associated p.m.p. action Gy (Xπ, µπ) called the Gaussian action
induced by π (see [9] for details).
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Corollary 4.7. Let G be a countably infinite group, let π : G → O(H ) be an
orthogonal representation on a real separable Hilbert space H , and let λR : G →
O(ℓ2(G,R)) be the real left-regular representation of G. Suppose that π is sin-
gular with λR. Then the corresponding Gaussian action G y (Xπ, µπ) satisfies
hG(Xπ, µπ) = 0.
Proof. We sketch the proof as the details of the argument have already been worked
out by Hayes in [9]. As argued by Hayes, one can complexify π to get a unitary
representation πC : G→ U(HC), where HC = H ⊗RC. This new representation πC
will be singular with λ, where λ is the usual (complex) left-regular representation.
Furthermore, the Koopman representation ρ : G → U(L 2µpi (Xπ)) admits a closed
sub-representation K such that ρ|K is isomorphic to πC and such that σ-algG(K) =
B(Xπ). Thus it follows from Theorem 4.1 that
hG(Xπ , µπ) = hG(σ-algG(K)) = 0. 
Corollary 4.8. Let G be a countably infinite sofic group and let π : G→ O(H ) be
an orthogonal representation on a real separable Hilbert space H . Then the Rokhlin
entropy of the corresponding Gaussian action G y (Xπ, µπ) is equal to the sofic
entropy whenever the sofic entropy is not minus infinity.
Proof. When combined with work of Hayes [9], this is an immediate consequence
since sofic entropy is always both (a) bounded above by Rokhlin entropy, and
(b) takes values in {−∞} ∪ [0,+∞]. Specifically, in [9] Hayes computed the sofic
entropy of Gaussian actions under the assumption that their sofic entropy is not
minus infinity. He showed that the sofic entropy is 0 when the assumptions of
Corollary 4.7 hold and otherwise the sofic entropy is positive infinity. 
5. Completely positive entropy and mixing
Putting all of our results together, we are able to fully determine the L 2 struc-
ture of CPE+ (and many CPE) actions. Furthermore, our results can be applied
in a relative setting as well. Let Gy (X,µ) be a p.m.p. action and let Gy (Y, ν)
be a factor action, say via φ : (X,µ)→ (Y, ν). We say that (X,µ) is CPE relative
to (Y, ν) if for every non-trivial intermediary factor
Gy (X,µ)
f
−→ Gy (Z, η)
ψ
−→ Gy (Y, ν) (ψ ◦ f = φ)
we have hG(Z, η | ψ
−1(B(Y ))) > 0. Similarly, we say that (X,µ) is CPE+ relative
to (Y, ν) is hG(F | φ
−1(B(Y ))) > 0 whenever F is a sub-σ-algebra that properly
contains φ−1(B(Y )).
We would like to emphasize that the corollary below is a structure theorem for
all positive entropy actions. Specifically, every p.m.p. action Gy (X,µ) admits a
smallest factor Gy (Y, ν) (and a smallest factor Gy (Y+, ν+)) such that (X,µ) is
CPE relative to (Y, ν) (respectively CPE+ relative to (Y+, ν+)). These are called the
(Rokhlin) Pinsker factor and outer Pinsker factor, respectively. When hG(X,µ) > 0
these factors are proper and the structure theorem of the corollary below applies.
Corollary 5.1. Let Gy (X,µ) be an aperiodic p.m.p. action, and let Gy (Y, ν)
be a factor action, say via φ : (X,µ) → (Y, ν). Set ω = (Stab × φ)∗(µ). Assume
that either
(1) Gy (X,µ) is CPE+ relative to Y , or
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(2) Gy (X,µ) is CPE relative to Y and every non-trivial intermediate factor
is class-bijective.
Let
λ : L∞ν (Y )⋊alg G→ B
(∫ ⊕
Stab×Y
ℓ2(Γ\G) dω(Γ, y)
)
and ρ : L∞ν (Y )⋊algG→ B(L
2(X,µ)) be the generalized left-regular and Koopman
representations, respectively. Then ρ|L 2µ (X)⊖L 2ν (Y ) is isomorphic to λ
⊕N.
Proof. Set Σ = φ−1(B(Y )). Clearly hG(X,µ | Σ) > 0 and therefore λ
⊕N embeds
into ρ|L 2µ(X)⊖L 2ν (Y ) by Corollary 3.3. By Lemma 2.1, it suffices to show that
ρ|L 2µ(X)⊖L 2ν (Y ) embeds into λ
⊕N. By a simple application of Zorn’s lemma, there
is a maximal ρ(L∞ν (Y ) ⋊alg G)-invariant closed subspace K of L
2
µ (X) ⊖ L
2
ν (Y )
such that ρ|K embeds into λ
⊕N. Set H = L 2µ (X) ⊖ (K + L
2
ν (Y )). To complete
the proof we will argue that H = {0} under assumption (1) and under assumption
(2).
(1). By maximality of K, ρ|H must be singular with λ. So by Theorem 4.1
hG(σ-algG(H ) |Σ) = 0. The assumption of CPE
+ then implies that σ-algG(H ) ⊆
Σ. But H is orthogonal to L 2ν (Y ) = L
2
µ (Σ), so we must have H = {0}.
(2). Towards a contradiction, suppose that H 6= {0}. Let G y (Z, η) be the
intermediary factor associated with σ-algG(H ) ∨ Σ, and let f : (X,µ) → (Z, η)
be the factor map. Choose φ′ : (Z, η) → (Y, ν) so that φ′ ◦ f = φ and set Σ′ =
(φ′)−1(B(Y )). Every function in H is f−1(B(Z))-measurable, so we may identify
H with a subspace H ′ of L 2η (Z) satisfying σ-algG(H
′) = B(Z). Our assumptions
imply that f is class-bijective and
hG(σ-alg(H
′) | Σ′) = hG(Z, η | Σ
′) > 0.
Since f is class-bijective, (Stab× φ′)∗(η) coincides with ω. So Theorem 4.1 implies
that λ is not singular with ρ|H , contradicting the maximality of K. 
Before stating the final corollary, let us review some definitions. Let Gy (X,µ)
be a p.m.p. action, let Σ be a G-invariant sub-σ-algebra, let G y (Y, ν) be the
factor associated with Σ, and let µ =
∫
Y
µy dν(y) be the disintegration of µ over
ν. Recall that Gy (X,µ) is mixing relative to Y if for all A,B ∈ B(X) we have
lim
g→∞
∫
Y
(µy(A ∩ g · B)− µy(A)µy(g ·B))
2 dν(y) = 0.
Additionally, G y (X,µ) has spectral gap relative to Y if for every sequence ξn ∈
L 2µ (X) satisfying ∀g ∈ G limn→∞ ‖ρ(g)(ξn)−ξn‖µ = 0, we have that limn→∞ ‖ξn−
EΣ(ξn)‖µ = 0. Finally, G y (X,µ) is strongly ergodic relative to Y if for every
sequence of sets An ∈ B(X) satisfying ∀g ∈ G limn→∞ µ(An△g ·An) = 0, we have
that limn→∞
∫
Y
µy(An)(1 − µy(An)) dν(y) = 0.
Corollary 5.2. Let G y (X,µ) be a free p.m.p. action and let G y (Y, ν) be a
factor action. Assume that either
(1) Gy (X,µ) is CPE+ relative to Y , or
(2) Gy (X,µ) is CPE relative to Y and every non-trivial intermediary factor
action is free.
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Then G y (X,µ) is mixing relative to Y , and for every non-amenable Γ ≤ G the
restricted action Γ y (X,µ) has spectral gap relative to Y and is strongly ergodic
relative to Y .
Proof. This is a direct consequence of Corollary 5.1. We refer the reader to [8]
for details, but we briefly explain the idea here. Relative mixing is equivalent
to a relative mixing condition on the Koopman representation. So both relative
mixing and spectral gap are spectral properties. These properties hold for the
generalized left-regular representation when ω is supported on {{1G}} × Y . Thus,
by Corollary 5.1, they hold for our action. Additionally, relative strong ergodicity
is an immediate consequence of relative spectral gap. 
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