Classical techniques to estimate the spectrum of the multi-component signal are based on Fourierbased transformations. The frequency estimates obtained from their spectral peaks are affected by the window length and phase of signal component, thus presenting a large variance even in the absence of noise.
Introduction
Spectrum estimation of discretely sampled processes is usually based on procedures employing the FFT. This approach is computationally efficient and generally produces useful results for a large class of signal processes. However, there are several performance limitations of the FFT: low frequency resolution, i.e. the ability to distinguish the spectral responses of two or more signals and limitations due to windowing of the data. Windowing manifests as leakage in the spectral domain: energy of the main lobe of a spectral response "leaks" into the sidelobes obscuring and distorting other spectral components. These limitations are especially troublesome when analysing short data records, which occur in practice or because processes have slowly time-varying spectra, that may be considered constant only for short record lengths. The time-varying spectra of a nonstationary time series commonly used are the spectrogram obtained from the short-time Fourier transform (STFT) and the scalogram obtained from the wavelet transform. Another type of time-frequency distribution is the Wigner-Ville (WV) distribution, which appears to show better frequency concentration and less phase dependence than Fourier spectra. However, the computational requirements of that method are often significantly higher than FFT processing. A recent method of spectrum estimation is based on the linear algebraic concepts of subspaces and so has been called "subspace method". One of the most important technique, which is based on the Pisarenko approach of separating the data into signal and noise subspaces, is the min-norm method. The Wigner-Ville distribution is another approach that is especially appropriate for analysis of transient signals, due to its better temporal resolution than alternative spectral estimation approaches (FFT, STFT).
Subspace Methods -Min-Norm
The Min-Norm method (Therrien, 1992) involves calculation of the correlation matrix
of the observed data x under assumption that it consists of M complex sinusoids in white Gaussian noise. The matrix of eigenvectors is defined by:
Min-Norm method uses one vector d for frequency estimation. This vector, belonging to the noise subspace, has minimum Euclidean norm and its first element is equal to one. We can present noise
. These conditions are expressed by the following equation (Therrien, 1992) ( ) ( )
A pseudospectrum is defined with the help of d as:
where w is defined as:
Since each of the elements of the signal vector is orthogonal to the noise subspace, the quantity (5) exhibits sharp peaks at the signal component frequencies.
In order to adapt this method for the analysis of non-stationary signals, a similar approach is used now as in the short-time Fourier transform (STFT). A time varying signal is first broken up into segments (with the help of the temporal window function) and each segment is then analysed. Next, the denominator of (5) is estimated for the each time instant, which enables estimates of the instantaneous frequency of the signal (Shan, 1998) .
Wigner-Ville Representation
The Wigner-Ville distribution (WVD) (Qian and Chen, 1996) is the time-frequency representation given by:
where t is a time variable, ω is a frequency variable and * denotes complex conjugate.
The Wigner distribution is a two-dimensional function describing the frequency content of a signal as a function of time (Boashash, 1988) and possesses many advantageous properties, among them:
1. Instantaneous frequency property which says that, at the time instant t, the mean instantaneous frequency of the
W t ω is equal to the mean instantaneous frequency of the signal (Boashash, 1988) .
2. Because the Wigner-Ville distribution satisfies both time and frequency marginal conditions, it can be shown (Boashash, 1988) , that the energy content of the
W t ω is equal to that of the original signal.
Evaluation of a Wigner-Ville distribution is a non-linear operation (quadratic operation applied to the signal) followed by a linear Fourier transform. The essential difference between a Wigner-Ville distribution and a spectrogram is thus the reversed order of non-linear operation and Fourier transform. In fact, a spectrogram originates from a short-time Fourier transform with an external window function, but the Wigner-Ville distribution can be regarded as a similar analysis but with the window matched to the signal and this window is the mirror of the signal itself. Moreover, the Wigner-Ville distribution (in its original form) does not require the introduction of a window function, which remains external to the signal.
For a discrete-time signal ( ) x n the discrete pseudo-Wigner-Ville distribution (PWD) is evaluated using a sliding symmetrical finite-length analysis window ( ) Qian and Chen, 1996) .
where ( ) h τ is a windowing function that satisfies the condition: ( ) 0;
h L τ τ = > and n and k correspond to the discrete time and frequency variables respectively.
The short-time Fourier transform (STFT) was the first tool for analysing a signal in the joint timefrequency domain. The crucial drawback inherent to the STFT is the trade-off between time and frequency resolution. WVD does not suffer from interaction between time and frequency resolutions, but presents some other undesired properties (e.g. cross-term interference). Because a WVD is a linear combination of auto-and cross correlation terms, each pair of the signal components creates one additional cross-term in the spectrum, thus confusing the desired time-frequency representation. One way of lowering cross-term interference is to apply a low-pass filter to the WVD, but such smoothing reduces its frequency resolution (Qian and Chen, 1996) .
Another way of lowering cross-term interference is to use the WVD of analytical signal 1 , which avoids all cross-terms associated with negative frequency components. The analytical function, however, differs from the original signal in different ways; e.g. its instantaneous properties may substantially differ from that of the original signal (Martin and Flandrin, 1985) .
Investigations

Fault operation of the converter drive
In the recent years, simulation programs for complex electrical circuits and control systems have been markedly improved. An accurate simulation of their characteristic transient phenomena is now feasible without hardware. For example, the EMTP-ATP (EMTP, 1992) (Electromagnetic Transients Program) is a FORTRAN based simulation that serves for modelling complex 1-or 3-phase networks occurring in drive, control and energy systems. This paper shows simulation results for a 3 kVA PWM-converter with a modulation frequency of 1 kHz supplying a 2-pole, 1 kW asynchronous motor (Fig. 1 
It describes, in addition to the positive-sequence component, an existing negative-sequence component, harmonic as well as non-harmonic frequency components of the signal. The complex space-phasor of the converter output 3-phase currents is investigated using the previously cited spectrum estimation methods.
The time-frequency representation of the space-phasor is considered by reference to: In Fig. 4-6 we can see a simple case of supply asymmetry at the motor. After the fault, a negative component with frequency 120 Hz is caused by asymmetric state. We can also see a positive intermodulation component with frequency 760 Hz (1000 Hz (PWM modulation frequency) -2120 Hz = 760 Hz) and negative intermodulation component with frequency -1240 Hz (1000 Hz + 2120 Hz = 1240 Hz). In contrast, the spectrogram shows only the main frequency component (120 Hz) (Fig. 5, 6 ).
In the case, where a short circuit occurs between the motor leads, (Fig.7) shows additional intermodulation components.
Wigner-Ville representation of the short-circuit waveform
Investigated waveform appears during the single line to ground fault in the transmission line. At the time of fault 50 ms appears an exponentially damped component with frequency 130 Hz. Figure 8 .
Results:
The Wigner-Ville distribution of the signal in Fig. 8 is shown in Fig. 9 . Analytical form of the signal is used. WVD offers the possibility to track the frequency and amplitude changes of non-stationary signals.
In figure 10 is shown the estimated instantaneous frequency of the signal in figure 8 . Figure 9 . Figure 10 . In Figure 11 is shown the estimated instantaneous amplitude (power) of the main component. Both characteristics show good correlation with the true changes of investigated signal. Figure 11 .
Conclusions
Modern frequency power converters generate a wide spectrum of harmonic components. Large converter systems can also generate non-characteristic harmonics and interharmonics. These are not revealed by standard tools of harmonic analysis based on the Fourier transform whose harmonics have periodicity intervals of 20 ms (50 Hz) and submultiples. On the other hand, the periodicities of the interharmonics (when they exist) can be variable and much longer. Visualisation of frequency converter supplied drives by means of a static space-phasor is a very useful, compact observation and diagnostic method. The spectrum of the space-phasor and of the real-valued signal has been investigated under different operation conditions using the min-norm method and Wigner-Ville distribution. Superiority of the proposed approaches over the conventional FFT-based tool has been shown. In addition, the detection of irregular frequencies may be useful for the diagnosis of some drive faults. The WVD either allows the possibility to track the frequency and amplitude changes of nonstationary signals. 
