The configuration for a new data acquisition system for the Weapons Neutron Research Facility at the Los Alamos National Laboratory is introduced. The system utilizes a FASTBUS front-end for real-time data collection and DEC computers for the experiment control and analysis.
Introduction
In recent years the Weapons Neutron Research (WNR) facility has developed into one of the nation's principal neutron scattering centers for nuclear physics and condensed matter measurements. Neutron flux intensities and pulse characteristics will be substantially enhanced when the Proton Storage Ring (PSR), which circulated first beam this spring, becomes fully operational in the fall. Flux intensities are generally expected to increase by a factor of approximately 250, thus rendering the present data acquisition system inadequate.
The PSR repetition rate may be adjusted as low as 12 pulses per second without sacrificing average intensity.
With this capability new measurements using slow neutrons are practical and may increase memory requirements for data storage up to an order of magnitude over that now employed. Using the current facility repetition rate, these slow neutrons arrive at the detector after the start of the next burst of neutrons (frame overlap) thus creating ambiguity.
Because of growth in the measurements program, it is further desired to increase the number of instruments served by the new system to a dozen.
From these neutron source characteristics, from the strengths and weaknesses of our present system as well as those at other laboratories, and from the availability of high performance computer and communication equipment at reasonable costs, five basic guidelines for our new Print servers and terminal servers will be connected to the network and will provide network resources not associated with any particular computer system. Two terminal servers are currently on order.
Host System
The central host system is designed to provide added capability for the experimental program in three major areas: data archive management, data reduction and analysis where extensive numeric calculations may be involved, and software development and maintenance support.
This system will have no real-time data acquisition role and is intended primarily to support experiments which have been completed, in contrast with those in progress. The central host system will be a VAX 8600 class machine.
After data collection, data obtained with the front-end system will automatically be forwarded to the host system where it is archived and retained online for the duration of the run cycle. Not less than 10 Gigabytes of disk storage is envisioned for this system.
Powerful color graphics terminals supported with DMA access will be provided to assist with data interpretation and analysis. Through the laboratory network (XNET), it will be possible to access powerful computing resources with Crays, 7600s, etc., as well as exotic peripherals such as high speed laser printers and photo-plotters. More routine peripherals like magnetic tape drives will be available locally for archive, backup, and data export functions.
Presently, the host is an overloaded VAX 11/750. However, much of the host functionality is present in this system including connection to the laboratory network and a single color graphics terminal. Disk storage capacity is limited to 1 Gigabyte at this time. To extend this system to the desired configuration requires a significant amount of funding.
At this writing a second VAX 11/750 dedicated to software and hardware development and maintenance has been added to the local area network.
While originally perceived as an integral component of a single host computer system, the separation of many of the maintenance aspects of system support to this computer will likely prove highly beneficial over the lifetime of the data acquisition system.
Front-end Systems
Each front-end system exists to service the needs of a single neutron scattering instrument. Although each computer will likely have sufficient resources to service several experiments, this approach seems unwise at present system costs in view of the risk of disruptive user interaction. These extra CPU cycles should be regarded as a resource available to the experimenter which, for example, may allow him to determine the health of the experiment via some detailed on-line analysis. Other experiments may be able to finish data collection and at the same time be finished with data reduction and analysis.
Powerful as it may be, the front-end computer is incapable of handling the expected worst case data rates from the detector arrays. Scaling current WNR counting rates to the expected PSR levels indicates that burst rates of 45 MHz for a period of 10 us early in the neutron pulse are possible. Of course these count rates drop at later times in the pulse finally reaching an average count rate of 1 MHz for the worst case.
Additional requirements that dead-time corrections not exceed 0.5% and constant dead-time be enforced (drop all data from a neutron burst if any event cannot be processed within a user defined fixed time interval) force an implementation with custom hardware for buffering events as they arrive from the detector.
In our judgement it is reasonable to complete the data capture process, including data compaction and histogramming, in hardware and dedicate the computer to control and analysis tasks. This hardware is described at length in the foLlowing section.
Development of these front-end computer tasks is extremely software intensive and has been the focus of considerable effort over the past year. As the subject of other papers[2,'31, the main data acquisition tasks are listed below as background for the hardware requirements. They include configuration initialization, instrument control, data collection, data cataloging, automatic run sequencing, and graphics for monitoring the health of the experiment and data analysis.
The basic hardware configuration for each frontend is shown in Figure 2 .
As delivered , each microVAX II will be contained within a 5.25'; rack mount chassis which includes 2 Megabytes of memory, a 71 Megabyte hard disk, a 95 Megabyte cartridge tape, 4 serial ports, and an Ethernet interface.
We anticipate that in the future it will be necessary to upgrade this disk to increase the local storage capacity to at least 120 Megabytes. At the completion of each run, control information and data selected by the experimenter will be written to the local disk in a generalized and flexible format. These files may be as large as 4 Megabytes, so even large local disks could be filled quickly. Local storage is mandatory since reliable operation of the network and host system should not be taken for granted. At a minimum, local storage capacity for files created during, a day of running is required. Should the network/host remain unavailable, the local cartridge tape could be used to make copies of all data from the preceding day.
Normally, the cartridge tape is reserved for disk backup operations.
Since the data obtained with the front-end systems can be subtle and complex, high resolution color graphics will be included here as well as on the more powerful host system. This graphics capability enables rapid inspection of the quality of the data and allows in near-time an experimenter to select measurements that make best use of his beam time. Initially, a combined command/graphics terminal will provide experiment control and data monitoring capability.
Later a second high resolution dedicated graphics terminal with color and a parallel DMA interface will be added.
A simple register driven I/O interface for a CAMAC system crate will be included on the front-end system.
Since no preset scalers for FASTBUS systems Data is accumulated in the buffer for the duration of the neutron burst. At the start of the next neutron burst the data is read for a complete frame of events into the mapper processor which compacts the data. Compaction is accomplished primarily through substitutions from a map loaded into the mapper processor through the UPI interface. Individual events are reduced to addresses which are presented to the bulk store module for histogramming. The histogram may be read by the front-end microVAX for data monitoring or recording. through the FASTBUS module set. Before data acquisition initialized through the computer interface. Once begun, from the master clock in the clockwise direction.
