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Port-Hamiltonian control of fully actuated
underwater vehicles
Tristan Perez1,2, Alejandro Donaire1
and Christopher Renton1
7.1 Introduction
Mathematical models of underwater vehicles often present a significant degree of
uncertainty. Vehicle dynamic response involves complex hull–fluid interactions that
cannot be fully captured by a model over the envelope of sailing conditions. Indeed,
the dynamic response to a given force excitation can change depending on the vehicle
forward velocity and its proximity of boundaries like the free surface, the seafloor or
other larger vehicles. Since vehicle motion follows physical laws of energy, motion
control designs based on energy-related properties like passivity and dissipativity
have been very successful due to their inherent robustness – see, for example, Astolfi
et al. (2002) and Fossen (2011) and references therein. A controller designed so that
stability depends only on dissipativity properties can result in closed-loop stability
under large parametric uncertainty – even changes in model structure may be toler-
ated provided the dissipativity properties remain unchanged (Brogliato et al., 2007).
Port-Hamiltonian systems (PHSs) have a particular structure that incorporates
explicitly a scalar function that can represent the total energy stored in the system
as well as other functions that describe structure of the system in terms of energy
distribution and dissipation. As its name indicates, the input and output variables of
PHS constitute a port. PHS models are an extension, made by the control com-
munity, of the canonical equations of motion in classical mechanics developed by
Hamilton (Lanczos, 1960). The fundamental property of PHS models is that they
readily show physical properties that enable energy-based control design (van der
Schaft, 2000; Ortega et al., 2002).
In this chapter, we write the dynamic model of underwater vehicles of Fossen
(1994) – see also Fossen (2011) – into a PHS form. We then consider a control
design for position regulation and trajectory tracking based on energy shaping and
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damping assignment such that the closed-loop system retains a PHS form. We
further show how integral action can be added and the PHS form can be exploited
to provide a procedure for control design that ensures stability and robustness to
slowly varying disturbances. Finally, we present a numerical case study to illustrate
the performance of the proposed control design.
7.2 Port-Hamiltonian systems
An input-state-output PHS1 has the following form (van der Schaft, 2006):
_x ¼ EðxÞ  DðxÞ½  ßHðxÞ
ßx
þ GðxÞ u ð7:1Þ
y ¼ GTðxÞ ßHðxÞ
ßx
ð7:2Þ
where x [ Rn is the state vector and H: Rn ? R is known as the Hamiltonian. This
function can represent the total energy stored in the system. The pair u, y [ Rm are
the input and output variables. These are conjugate variables; i.e. their inner pro-
duct represents the power exchanged between the system and the environment. The
function E(x) is skew-symmetric and describes the power conserving inter-
connection structure through which the components of the system exchange energy.
The function D(x) 0 is symmetric and captures dissipative phenomena in the
system. The matrix G(x) weighs the action of the input on the system and defines
the output. From (7.1) and (7.2), it follows that
dH
dt
¼ yTu  ßH
TðxÞ
ßx
DðxÞ ßHðxÞ
ßx
 yTu ð7:3Þ
which proves passivity of the PHS model (van der Schaft, 2000).
If one can design the controller such that the resulting closed-loop system takes
a PHS form, then the closed-loop system, under certain conditions,2 is passive and
thus stable, and the energy function H can be used as a Lyapunov candidate.
In addition, the control law can have a physical interpretation in terms of adding
dissipation, changing the interconnection structure, and shaping the energy of the
system such that the minimum is at the desired equilibrium point. In other words,
the control objectives can be set as energy shaping and interconnection and
damping assignment (Ortega et al., 2002, 2008). These control design objectives
will be considered later in this chapter to design a motion controller of underwater
vehicles, but before doing this, we will review the classical dynamic model of
underwater vehicles and then put it into a PHS form.
1This type of model has been originally referred to as port-controlled Hamiltonian systems (PCHS) –
see (van der Schaft, 2000).
2The Hamiltonian must be bounded from below (van der Schaft, 2000).
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7.3 Vectorial and port-Hamiltonian dynamic models
7.3.1 Rigid-body dynamics
To describe the motion of an underwater vehicle, we consider two reference
frames: Earth-fixed and body-fixed. Underwater vehicles move at a relatively low
speed, and hence the Earth frame can be considered inertial. Associated with the
Earth frame, we consider a local geographical Cartesian coordinate system with
origin or reference point N fixed3 to the mean free surface of the water and positive
directions along the North, East and down. This system is referred to as NED and
denoted {n}. The underwater vehicle is considered to be a rigid body, and thus a
reference frame. Associated with the body frame there is a Cartesian coordinate
system with a reference point O and positive directions forward, starboard and
down. The body-fixed coordinate system is denoted {b}.
The position (vector) of the vehicle is given by the position of O with respect
to N. When the position is expressed in {n}, its components are North, East and
down positions, which are denoted
pnO=N ¼D ½n; e; dT
The lower script O/N indicates that the position refers to that of the point O with
respect to the point N. The upper script, in this case n, indicates the coordinate
system in which the vector is expressed.
The orientation of the vehicle can be represented by a set of Euler angles,
which correspond to three consecutive single rotations that take {n} into the
orientation of {b}. For marine and aerospace systems, the sequence of rotations is
fng!y=znfn0g; fn0g!q=y
0
nfn00 g, and fn00 g!f=x
0 0
nfb g, where the upper script indicates the
angle rotated about the axis of rotation, and the coordinate system on the right
of the arrow is the result of the rotation. With the rotations thus defined, the angles
are called y-yaw, q-pitch and f-roll. The set of Euler angles is denoted as
Q ¼D ½f; q; yT
The generalized position vector (position-orientation) is defined by
h ¼D p
n
O=N
Q
 
¼ ½n; e; d; f; q; yT ð7:4Þ
The velocities are expressed in terms of body-fixed coordinates and denoted by the
velocity vector (linear-angular)
n ¼D np: bO=N bwbb=n
h i
¼ ½u; v; w; p; q; rT ð7:5Þ
3It is fixed relative to any other Earth-fixed coordinate system.
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The linear-velocity vector n _pbO=N ¼ ½u; v; wT is the time derivative of the posi-
tion vector as seen from the frame {n} expressed in {b}. These components are
called the surge, sway and heave speeds, respectively. The vector wbb=n ¼ ½p; q; rT
is the angular velocity of {b} with respect to {n} expressed in {b}. These compo-
nents are called the roll, pitch and yaw rates, respectively. Table 7.1 summarizes the
adopted notation for the motion variables.
The trajectory of the vehicle is given by the time evolution of the generalized
positions h defined in (7.4). The time derivative of the positions is related to the
body-fixed generalized velocities via a kinematic transformation
_h ¼ JðhÞn ð7:6Þ
where
JðhÞ ¼ R
n
bðQÞ 0
0 TðQÞ
 
The rotation matrix RnbðQÞ is given by
RnbðQÞ ¼
cycq sycf þ cysqsf sysf þ cycfsq
sycq cycf þ sfsqsy cysf þ sycfsq
sq cqsf cqcf
2
4
3
5
where sx: sin x and cx: cos x. Note that rotation matrices are orthogonal, i.e.
R(Q)1 ¼ R(Q)T and also det(R(Q)) ¼ 1. The transformation from the angular
Table 7.1 Summary of marine craft motion variables
Variable Name Frame Units
n North position Earth-fixed m
e East position Earth-fixed m
d Down position Earth-fixed m
f Roll angle – rad
q Pitch angle – rad
y Yaw angle – rad
u Surge speed Body-fixed m/s
v Sway speed Body-fixed m/s
w Heave speed Body-fixed m/s
p Roll rate Body-fixed rad/s
q Pitch rate Body-fixed rad/s
r Yaw rate Body-fixed rad/s
pnO=N ¼ ½n; e; dT Position vector Earth-fixed
n _pbO=N ¼ ½u; v; wT Linear-velocity vector Body-fixed
Q ¼ ½f; q; yT Euler-angle vector –
wbb=n ¼ ½p; q; rT Angular-velocity vector Body-fixed
h ¼ ½ðpnO=N ÞT; QTT Generalized position vector –
n ¼ ½ðn _pbO=N ÞT; ðwbb=nÞTT Generalized velocity vector Body-fixed
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velocity expressed in the body-fixed coordinates to the time derivatives of the Euler
angles is given by
TðQÞ ¼
1 sftq cftq
0 cf sf
0
sf
cq
cf
cq
2
64
3
75; tq  tan q; cosq 6¼ 0
Note that T(Q) is not orthogonal. Also, T(Q) and its inverse are singular for
q ¼ p/2, known as the Euler-angle singularity. This is not usually a problem
for marine surface vessels, but it may be an issue for some underwater vehicles. In
such cases, alternative representation of the kinematic transformations without
singularities can be obtained in terms of quaternions.
Note that there is no physical vector whose time derivative gives n (Goldstein,
1980). Note also that in the literature of analytical mechanics, the term generalized
velocity usually refers to _h; however, in the context of this chapter, we use this
term in relation to the body-fixed velocity vector n. For further details about marine
craft kinematics see for example, Fossen (2011).
7.3.2 Kirchhoff’s equations and rigid-body equations of motion
The equations of motion of an unconstrained rigid body can be derived using either
vectorial or analytical mechanics. Here, we will outline the second approach, and in
particular the work of Kirchhoff (1869), in which a rigid body moving in an ideal
fluid and the fluid are treated as a single dynamic system (Lamb, 1932).
The kinetic energy of the vehicle due to its rotation and translation (without
interacting with the fluid) can be expressed in terms of body-fixed generalized
velocities
T ¼ 1
2
nTMRBn ð7:7Þ
where the craft rigid-body generalized mass matrix is of the form
MRB ¼
mI3 3 mSðpbG=OÞ
mSðpbG=OÞ IbO
" #
in which, m is the mass of the vehicle, pbG=O is the position of the craft’s centre of
gravity relative to O in {b}, and S(p) is, by definition, the skew-symmetric matrix
form of any vector r ¼ [rx, ry, rz]T, that is
SðrÞ ¼
0 rz ry
rz 0 rx
ry rx 0
2
4
3
5
The inertia tensor about the point O expressed in {b} is represented by the matrix
IbO, which – using the parallel-axis theorem – can be expressed as
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IbO ¼ IbG  mSðpbG=OÞSðpbG=OÞ ¼
Ibxx Ibxy Ibxz
Ibyx Ibyy Ibyz
Ibzy Ibzy Ibzz
2
64
3
75 ð7:8Þ
In (7.8), IbG is the inertia tensor about Centre of gravity expressed in {b}, which
can be computed using the following sum over the vessel mass particles mi with
position rbi=G
IbG ¼
X
i
miS
Tðpbi=GÞ S ðpbi=GÞ
Following SNAME (1950) notation, the body-fixed forces (forces and
moments) are denoted
t ¼ ½X ;Y ;Z;K;M ;N T
which are the components of the resultant forces and moments in body axes, and
● X, Y, Z are the surge, sway and heave forces, respectively.
● K, M, N are the roll, pitch, and yaw moments, respectively.
A kinetic model can be obtained in terms of body-fixed velocities using Kirchhoff’s
equations (Kirchhoff, 1869) – see Lamb (1932)
d
dt
ßT
ßn1
 
þ Sðn2Þ ßTßn1 ¼ t1 ð7:9Þ
d
dt
ßT
ßn2
 
þ Sðn1Þ ßTßn1 þ Sðn2Þ
ßT
ßn2
¼ t2 ð7:10Þ
where
n1 ¼ ½u; v;wT; n2 ¼ ½p; q; rT
t1 ¼ ½X ;Y ;ZT; t2 ¼ ½K;M ;N T
Substituting (7.7) into (7.9) and (7.10) and manipulating the latter, a general
model structure for craft rigid-body dynamics can be expressed as
MRBn þ CRBðnÞn ¼ t ð7:11Þ
The first term on the left-hand side of (7.11) is the product of the generalized mass
matrix and the acceleration. The second term represents forces due to Coriolis and
centripetal accelerations.4 The Coriolis and centripetal acceleration matrix in (7.11)
can be expressed in different ways; one of such representations is
4These accelerations are due to the rotation of the body frame relative to the local geographical frame
{n}. Note these Coriolis forces are different from the Coriolis forces due to the rotation of the Earth.
The latter are ignored since marine craft move at low speeds; and therefore, we can assume that the
Earth frame is inertial.
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CRBðnÞ ¼
mSðn2Þ mSðn2ÞSðpbG=OÞ
mSðpbG=OÞSðn2Þ SðIbOn2Þ
" #
ð7:12Þ
For alternative representations of (7.12), see Fossen (2011). Note that
_MRB¼ 0; MRB ¼ MTRB; CRB ¼ CTRB
The kinematic transformation (7.6) together with the kinetic model (7.11)
provides a dynamic model for rigid-body motion of the craft without interaction
with the fluid. To describe such interaction, we need to separate the generalized
forces on the right-hand side of (7.11) into
t ¼ tfl þ tctrl þ tenv ð7:13Þ
where tfl represents fluid pressure-induced forces due to hydrostatics and hydro-
dynamics due to the motion of the vehicle, tctrl represents control forces due to
actuators and tenv represents environmental forces due to ocean currents.
7.3.3 Fluid-force models
For a fully submerged underwater vehicle at a depth where wave-induced changes
in pressure are negligible, the hydrodynamic forces in (7.13) can be expressed as
tfl ¼ MA _nCAðnÞn  DðnÞn  gðhÞ ð7:14Þ
The first two terms on the right-hand side of (7.14) can be explained by considering
the motion of the vehicle in an irrotational flow and for ideal fluid (no viscosity).
As the vehicle moves, it changes momentum of the fluid. The kinetic energy of the
ideal fluid due to the motion of the craft can be expressed as
TA ¼ 12 n
TMAn ð7:15Þ
where the constant matrix MA is called the matrix of added mass coefficients
MA ¼ 
X _u X _v X _w X _p X _q X_r
Y _u Y _v Y _w Y _p Y _q Y_r
Z _u Z _v Z _w Z _p Z _q Z_r
K _u K _v K _w K _p K _q K_r
M _u M _v M _w M _p M _q M_r
N _u N _v N _w N _p N _q N_r
2
6666664
3
7777775
; _MA¼ 0
Depending on the symmetry of the hull, some of the added mass coefficients
can be zero. For vehicle manoeuvring at low speeds the added mass matrix is
positive definite and symmetric (Faltinsen, 1990).
Using the fluid kinetic energy (7.15) in Kirchhoff’s equations (7.9)–(7.10), we
can obtain the forces on the vessel due to the change in the energy of the ideal fluid
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(Lamb, 1932, p. 168). With some elementary algebraic work, this gives the first
two terms in (7.14) (Fossen, 2011). The first term represents pressure-induced
forces proportional to the accelerations of the craft. The second term corresponds to
Coriolis and centripetal forces due to the added mass. The Coriolis–centripetal
matrix due to added mass can be expressed as
CAðnÞ ¼ 03 3 SðA11n1 þ A12n2ÞSðA11n1 þ A12nvÞ SðA21n1 þ A22n2Þ
 
where
A ¼ 1
2
ðMA þ MTAÞ
The third term in (7.14) corresponds to damping forces: potential damping,
skin friction, vortex shedding and circulation effects (lift and drag due to lift)
(Lamb, 1932; Newman, 1977; Faltinsen, 1990). Due to the complex interaction of
different physical effects that give rise to damping, the hydrodynamic damping
forces of manoeuvring vessels are generally modelled by a series expansion, and
the coefficients of the model are obtained via regression analysis of the data mea-
sured from scaled model tests or computational fluid dynamic (CFD) experiments.
The last term in (7.14) represents hydrostatic forces due to gravity and buoy-
ancy. These forces tend to restore the upright equilibrium of the vehicle,
and therefore, are called restoring forces. We denote the centre of buoyancy by B and
the weight by W and the buoyancy forces by FW and FB, respectively. The forces and
moments due to gravity and buoyancy can be expressed in the body frame
gðhÞ ¼ F
b
G þ FbB
SðpbG=OÞFbG þ SðpbB=OÞFbB
 
ð7:16Þ
where
FbG ¼ RnbðQÞT
0
0
W
2
4
3
5; FbB ¼ RnbðQÞT
0
0
B
2
4
3
5 ð7:17Þ
with W ¼ mg, B ¼ r gr, and r is the displaced volume. After substitution, these
forces and moments can be expressed as follows (Fossen, 2011):
gðhÞ ¼
ðW  BÞ sinq
ðW  BÞ cosq sin f
ðW  BÞ cos q cos f
ðybG=OW  ybB=OBÞ cos q cos fþ ðzbG=OW  zbB=OBÞ cos q sin f
ðzbG=OW  zbB=OBÞ sin qþ ðxbG=OW  xbB=OBÞ cos q cos f
ðxbG=OW  xbB=OBÞ cos q sin f ðybG=OW  ybB=OBÞ sin q
2
66666664
3
77777775
ð7:18Þ
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7.3.4 Complete dynamic models and PHS form
Substituting (7.14) into (7.13) and combining the latter with (7.11) and (7.6), the
vectorial model using the notation of (Fossen, 2011) is obtained
_h ¼ JðhÞn ð7:19Þ
M _n þ CðnÞn þ DðnÞn þ gðhÞ ¼ tctrl þ tenv ð7:20Þ
where M ¼ MRB þ MA, and C(n) ¼ CRB(n) þ CA(n).
It is often common to use a parametric representation of environmental forces
due the currents and express (7.20) in terms of the vehicle velocity relative to the
ocean current velocity – assuming the ocean current is irrotational in the Earth
frame (Fossen, 2011). This captures changes in the Coriolis and damping terms
with the current. In this chapter, we will not use such a representation and consider
current forces as slowly varying disturbances, the fact that these forces depend on
the velocities is part of the uncertainty in the model, which adds to the uncertainty
already present in the parametric representation of the hydrodynamic damping.
To put (7.19)–(7.20) into a PHS form, we define the following state:
x ¼ x1
x2
 
¼ Mnh
 
ð7:21Þ
Then we need to define a Hamiltonian H, such that
_x ¼ ~CðxÞ J
TðxÞ
JðxÞ 0
 
 ~DðxÞ 0
0 0
  
ßH
ßx
þ I
0
 
t ð7:22Þ
where
~CðxÞ ¼D CðM1x1Þ ð7:23Þ
~DðxÞ ¼D DðM1x1Þ ð7:24Þ
As a Hamiltonian, we can use the sum of the total kinetic energy (rigid body
and fluid) and a potential function
HðxÞ ¼ Tðx1Þ þ Vðx2Þ ¼ 12 x
T
1 M
1x1 þ V ðx2Þ ð7:25Þ
To find a suitable potential function, we use the constraint
JTðx2Þ ßHßx2 ¼ gðx2Þ ð7:26Þ
Equation (7.26) should then be integrated to obtain a potential energy. This inte-
gration, however, cannot be done for the general g(x2) given in (7.18). This is a
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consequence of considering Euler angles as part of generalized positions and the
fact that _h 6¼ n – it is a well known fact that the model in terms of Euler angles does
not, in general, admit an Euler–Lagrange representation (Egeland and Gravdahl,
2002). Under some assumptions, however, the integration of (7.26) is possible
without having to revert to other coordinates. Indeed, following Leonard (1997), we
assume that the vehicle is neutrally buoyant, but we consider general position for
the centre of buoyancy and centre of gravity, namely
W ¼ B; pbG=O ¼
xbG=O
ybG=O
zbG=O
2
64
3
75; pbB=O ¼
xbB=O
ybB=O
zbB=O
2
64
3
75 ð7:27Þ
Under these assumptions, the restoring forces (7.18) take the particular form
gðhÞ ¼
0
0
0
WðybG=O  ybB=OÞ cosq cosfþ WðzbG=O  zbB=OÞ cosq sinf
WðzbG=O  zbB=OÞ sinqþ WðxbG=O  xbB=OÞ cosq cosf
WðxbG=O  xbB=OÞ cosq sinf WðybG=O  ybB=OÞ sinq
2
66666664
3
77777775
ð7:28Þ
From (7.26), it follows that
ßV
ßx2
¼ ßH
ßx2
¼ JTðx2Þgðx2Þ ð7:29Þ
Integrating (7.29) with respect of x2 with the particular case (7.28), we obtain the
following potential function:
V ðx2Þ ¼ W DxBG sinqþ W DyBG cosq sinfþ W DzBG cosq cosf ð7:30Þ
where DjBG ¼ ð jbB=O  jbG=OÞ with j ¼ x, y, z. Under the assumptions made, (7.30)
is the potential energy (Leonard, 1997).
With the above results we have derived a PHS model for a neutrally buoyant
underwater vehicle
_x ¼ ~CðxÞ J
TðxÞ
JðxÞ 0
 
 ~DðxÞ 0
0 0
  
ßH
ßx
þ I
0
 
t ð7:31Þ
with the state (7.21) and a Hamiltonian
HðxÞ ¼ 1
2
xT1 M
1x1  W DxBG sinqþ W DyBG cosq sinf
þ W DzBG cosq cosf ð7:32Þ
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As mentioned above, for a more general case of non-neutrally buoyant vehi-
cles, it is not possible to find a potential energy by integrating (7.26). In such case,
parameterizations other than Euler angles should be used to describe the orientation
of the vehicle. This will not be addressed in this chapter, but, see for example,
Leonard (1997) for a different parameterization in terms of the rotation matrix,
namely, SE(3).
7.4 Motion control retaining the PHS form
Here, we will concentrate on the control problem in the horizontal plane (surge,
sway and yaw) of fully actuated vehicles. This applies to most open-frame under-
water vehicles used in the offshore industry. For this particular case, the PHS model
reduces to
_x ¼ ~CðxÞ R
TðxÞ
RðxÞ 0
 
 ~DðxÞ 0
0 0
  
ßH
ßx
þ t
0
 
ð7:33Þ
where x1 ¼ M[u, v, r]T and x2 ¼ [N, E, y]T, t¼ [X, Y, N], and Hamiltonian
function
Hðx1; x2Þ ¼ 12 x
T
1 M
1x1 ð7:34Þ
In Donaire and Perez (2010), we designed a position regulation control system
in two steps. First, we exploited the structure of the system (7.33) to stabilize the
desired equilibrium point by shaping the energy function. This part of the design
uses the standard interconnection and damping assignment passivity-based control
method proposed by Ortega et al. (2002), which results in a static-feedback control
law that guarantees passivity of the closed-loop and position regulation. Second, we
added integral action for the position error also retaining the PHS form. In many
applications, the influence of unknown disturbances, parameter uncertainties and
measurement noise deteriorates the performance of the static-feedback controller,
even if the closed-loop system is passive (Khalil, 2000; Fujimoto et al., 2003).
A classical and widely accepted practice to deal with this problem is the incor-
poration of integral action on the controller (Khalil, 2000; Ortega and Garcia-
Canseco, 2004). Hence, in the second step, we use a technique proposed in Donaire
and Junco (2009) to add integral action of variables with relative degree greater
than one whilst preserving the PHS form. The full control law tc results from the
combination of the regulation and integral laws, tr and ti, respectively, as
tc ¼ tr þ ti ð7:35Þ
With this approach, internal stability, output regulation and disturbance rejection
can be theoretically proven. In addition, input-to-state stability (ISS) property of the
control system can be proven (Donaire and Perez, 2012). In the following sections,
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we summarize the extension of these results to the case of trajectory tracking
(Donaire et al., 2011). The control objective is that the positions of the vessel
asymptotically track time-varying position references. In addition, the control law
must incorporate integral action to reject slowly varying disturbances due to currents.
7.4.1 Reference signals and control objective
Given the position reference vector x	2 and its derivatives _x
	
2 and €x
	
2 provided by the
guidance system, we define the momentum reference vector and its derivative as
follows:
x	1 ¼ MRTðx2Þ _x	2 ð7:36Þ
_x	1 ¼ MRTðx2Þ€x	2 þ M _RTðx2Þ _x	2 ð7:37Þ
The control objective is then to drive the vessel such that it asymptotically tracks
the positions and momenta references, namely x ? x*.
7.4.2 Regulator controller design for trajectory tracking
The control objective can be expressed using the momentum and position errors.
We define these errors as ~x1¼ x1 x	1 and ~x2¼ x2  x	2. Then, taking the time
derivative of the errors and using the model (7.33), we can formulate the error
dynamics as follows:
_~x1 ¼~Cð~x1þ x	1ÞM1ð~x1þ x	1Þ  ~Dð~x1þx	1ÞM1ð~x1þ x	1Þ þ t _x	1 ð7:38Þ
_~x2 ¼ Rð~x2þ x	2ÞM1ð~x1þ x	1Þ  _x	2 ð7:39Þ
where t ¼ tr þ ti þ tenv. With the purpose to design the regulation controller for
the error, we consider the following desired closed-loop system:
_~x1
_~x2
 
¼ ~Cð~x1þx
	
1Þ RTð~x2þ x	2Þ
Rð~x2þx	2Þ 0
 
 ~Ddð~x1Þ 0
0 0
  
ßHd
ß~x
ð~xÞþ tiþtenv
0
 
ð7:40Þ
with
Hdð~xÞ ¼ 12 ~x1
TM
1~x1þ
1
2
~x2
TK2~x2 ð7:41Þ
The desired error dynamics are chosen such that it preserves the PHS form.
Therefore, some terms of the original system are preserved and new terms are
introduced using physical properties. In the closed-loop system, the Coriolis matrix
form is preserved since it does not produce instabilities (but it can deteriorate the
performance). Hence, we try to avoid cancelling non-linear terms, which otherwise
can jeopardize the system stability – in the case of Coriolis and centripetal terms,
the model structure is certain, but the value of the parameters may not be so.
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The energy function is shaped to consider the momentum and position errors such
that the Hamiltonian is a state function. In addition, damping is injected to ensure
asymptotic stability to the desired position trajectory.
The control law that transforms the open loop dynamics (7.38)–(7.39) into the
desired PHS (7.40) is obtained by matching the state equations of the open- and
closed-loop dynamics. That is
 ~Cð~x1þ x	1ÞM1ð~x1þ x	1Þ ~Dð~x1þ x	1ÞM1ð~x1þ x	1Þþt _x	1
¼~Cð~x1þ x	1Þ
ßHd
ß~x1
RTð~x2þ x	2Þ
ßHd
ß~x2
 ~Ddð~x1ÞßHdß~x1 þtiþtenv ð7:42Þ
Rð~x2 þx	2ÞM1ð~x1þ x	1Þ  _x	2 ¼ Rð~x2þ x	2Þ
ßHd
ß~x1
ð7:43Þ
The second matching equation (7.43) is satisfied using the definition (7.36) for the
momentum reference vector x	1. The control law that ensures regulation is com-
puted from the second matching equation (7.42). This yields
tr ¼ ~Cð~x1þ x	1ÞM1x	1 þ _x1	  ~Ddð~x1ÞM1~x1
RTð~x2 þ x	2ÞK2~x2 þ ~Dð~x1þx	1ÞM1ð~x1þ x	1Þ ð7:44Þ
The closed-loop system (7.40) obtained by using the control law (7.44) in the
error dynamics (7.38)–(7.39) has an asymptotically stable equilibrium at the origin
of the error state space. Indeed, the stability of the origin can be proved using
standard properties of PHSs. The Hamiltonian function (7.41) has a minimum at the
origin of the error state space. This function can be used as a Lyapunov candidate.
Computing the derivative with respect to time of the Hamiltonian results in
dHd
dt
¼  ß
THd
ß~x1
~Ddð~x1Þ
ßHd
ß~x1
 0 ð7:45Þ
Negative semi-definiteness of dHd/dt ensures stability. Then, the origin of the error
state space is stable. In next section we will show asymptotic stability of the full
closed loop, which incorporates integral action.
7.4.3 Dynamic positioning (without integral action) as
a particular case of tracking
The dynamic positioning control problem is a set-point position regulation pro-
blem. This problem is a particular case of the tracking problem of the previous
section that results from taking the references as _x2
	 ¼ €x2	 ¼ 0, which leads to
_x1
	 ¼ x	1 ¼ 0. In this case, the controller (7.44) reduces to
tr ¼ RTðyÞK2ðx2  x	2Þ  ½~Ddðx1Þ  ~Dðx1ÞM1x1 ð7:46Þ
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with the desired Hamiltonian
Hdðx1; x2Þ ¼ 12 x
T
1 M
1x1 þ 12 ðx2  x
	
2ÞTK2ðx2  x	2Þ ð7:47Þ
which has a minimum at x1 ¼ 0 and x2 ¼ x	2. We can see that the controller has re-
shaped the energy of the system by adding an elastic potential energy which attracts
the system to the desired position. In addition, the controller has added damping.
This physical interpretation of the control action in position regulation of marine
systems is commonly used for control tuning rules. For example, for offshore
surface vessels, Faltinsen (1990) suggests particular natural periods for the
exchange between this control-added potential energy and the kinetic energy of the
vessel in the controlled degrees of freedom. This provides one way to choose K2.
7.4.4 Integral controller design for trajectory tracking
The regulation controller for the tracking error derived in Section 7.4.2 is a static
non-linear feedback controller, and it cannot effectively reject slowly varying dis-
turbances. The classical solution to reject constant or slowly varying disturbances is
the addition of integral action, which depends on the signal to be suppressed, in this
case, the position-tracking error. A second objective, then, is to design an integral
controller via state augmentation whilst preserving the form of the original PHS.
This is not possible when the integral action depends on the states with relative
degree greater than one (Donaire and Junco, 2009). Thus, we need to find a state
transformation that allows us to preserve the PHS form and ensure integral action
of position-tracking error. This is done using a procedure similar to that proposed in
Donaire and Junco (2009) for the case of set-point regulation. We propose to design
an integral control law such that the closed-loop results in the PHS with dynamics
_z1
_z2
_z3
2
4
3
5 ¼ 
~Cðz1Þ RTðz2 þ x	2Þ D3
Rðz2 þ x	2Þ 0 Rðz2 þ x	2Þ
DT3 RTðz2 þ x	2Þ 0
2
4
3
5
0
@

~Ddðz1Þ 0 0
0 D2 0
0 0 D3
2
4
3
5 ßHdz
ßz
ðzÞ þ
tenv
0
0
2
4
3
5
1
A ð7:48Þ
with
HdzðzÞ ¼ 12 z
T
1 M
1z1 þ 12 z
T
2 K2z2 þ
1
2
zT3 K3z3 ð7:49Þ
To build the target PHS (7.48), we consider the same interconnection structure
and Hamiltonian form as we did in the regulation control design, but here we
augment the state vector by adding the state z3 that produces the desired integral
action. We also add to the Hamiltonian function a term depending on the state z3,
and damping is injected in all states. The dynamics of z3 are given by
_z3 ¼ D3M1~x1 þ D3RTðz2 þ x	2ÞD2 þ RTðz2 þ x	2Þ
 	
K2~x2 ð7:50Þ
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The change of variable is chosen such that
z2 ¼ ~x2 ð7:51Þ
The change of variable for z1 is obtained by taking the time derivative of (7.51) and
replacing the derivative of the state by the corresponding state equations. This gives
z1 ¼ ~x1þMRTð~x2 þx	2ÞD2K2z2 þ MK3z3 ð7:52Þ
The integral control law that renders the regulation loop as the augmented PHS
(7.48) is obtained by performing the derivative with respect to time of (7.52) and
replacing the derivative of the state by the corresponding state equations. By doing
so, the resulting integral control law is
ti ¼½~Cðz1Þþ ~Ddðz1ÞM1z1þ½~Cð~x1þx	1Þ
þ ~Ddð~x1ÞMRTð~x2þx	2ÞD2K2Rð~x2þx	2ÞMK3D3

M1~x1fMK3½D3RTð~x2þx	2ÞD2þRTð~x2þx	2Þ
M _RTð~x2þx	2ÞD2gK2~x2D3K3z3
ð7:53Þ
The closed-loop system (7.48) obtained by using the control law tc ¼ tr þ ti
defined by (7.44) and (7.53) in the error dynamics (7.38)–(7.39) has an asymptoti-
cally stable equilibrium point at the origin of the z-state space. The stability follows
using the Hamiltonian (7.49) as a Lyapunov candidate. Its time derivative gives
_H dz ¼  ß
THdz
ßz
~Ddðz1Þ 0 0
0 D2 0
0 0 D3
2
4
3
5 ßHdz
ßz
< 0 ð7:54Þ
The negative definiteness of _H dz ensures the asymptotic stability of the origin.
Given that the Hamiltonian Hdz is radially unbounded, the stability property is global.
7.5 Case study
In this section, we consider a simulation study based on a model of an open-frame
remotely operated underwater vehicle (Donaire and Perez, 2010). We consider an
open-frame underwater vehicle with a mass of 140 kg. The vehicle has four
thrusters in an x-type configuration that provides actuation in all the degrees of
freedom of interest. The parameters of the model are
M ¼
290 0 0
0 404 50
0 50 132
2
4
3
5; D ¼
95 þ 268j v j 0 0
0 613 þ 164j u j 0
0 0 105
2
4
3
5
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The controller parameters are
K2 ¼
200 0 0
0 200 0
0 0 200
2
4
3
5; K3 ¼
0:0034 0 0
0 0:0025 0
0 0 0:0076
2
4
3
5
D2 ¼
1 0 0
0 1 0
0 0 1
2
4
3
5; D3 ¼
350 0 0
0 400 0
0 0 180
2
4
3
5
and the desired damping is
Dd ¼
191 þ 100j v j 0 0
0 1228 þ 100j u j 0
0 0 210
2
4
3
5
Figure 7.1 shows the displacements, velocities and control forces in the three
degrees of freedom of interest. Figure 7.2 shows the tracking errors corresponding
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Figure 7.1 Demanded and actual motion variables and control forces of a
manoeuvring underwater vehicle
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to the positions and velocities. At 10 s into the simulation, a constant disturbance
representing an ocean current is added into the model. Then changes in the refer-
ence trajectory are generated by the guidance system and passed on to the tracking
controller. The model is implemented such that the current forces and moment
change with the heading of the vehicle and the forward speed. As we can see from
these figures, the design controllers perform satisfactorily during both regulation
and tracking and it is robust to the under modelling related to the dependence of the
(bounded) current disturbance on the state.
7.6 Conclusion
This chapter presents a novel control strategy for trajectory tracking of underwater
marine vehicles that are designed using port-Hamiltonian theory. A model for
neutrally buoyant underwater vehicles is formulated as a PHS, and then the track-
ing controller is designed for the horizontal plane – surge, sway and yaw. The
control design is done by formulating the error dynamics as a set-point regulation
port-Hamiltonian control problem. The control design is formulated in two steps. In
the first step, a static-feedback tracking controller is designed, and the second step
integral action is added.
The global asymptotic stability of the closed-loop system is proved and the
performance of the controller is illustrated using a model of an open-frame offshore
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Figure 7.2 Tracking errors in position and velocity of a manoeuvring underwater
vehicle
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underwater vehicle. Due to space constraints, we limit the presentation to the case
of horizontal plane control of fully actuated vehicles, but the results can be
extended to the case of under-actuated marine vehicles.
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