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4Abstract
This thesis presents analysis and computations of systems of nonlinear partial differen-
tial equations (PDEs) modelling the dynamics of three stratiﬁed immiscible viscous layers
ﬂowing inside a channel with parallel walls inclined to the horizontal. The three layers are
separated by two ﬂuid-ﬂuid interfaces that are free to evolve spatiotemporally and nonlin-
early when the ﬂow becomes unstable. The determination of the ﬂow involves solution
of the Navier-Stokes in domains that are changing due to the evolution of the interfaces
whose position must be determined as part of the solution, providing a hard nonlinear
moving boundary problem. Long-wave approximation and a weakly nonlinear analysis
of the Navier-stokes equations along with the associated boundary conditions, leads to
reduced systems of nonlinear PDEs that in general form are systems of coupled Kuramoto-
Sivashinsky equations. These physically derived coupled systems are mathematically rich
due to the rather generic presence of coupled nonlinearities that undergo hyperbolic-elliptic
transitions, along with high order dissipation. Analysis and numerical computations of the
resulting coupled PDEs is presented in order to understand the stability of multilayer chan-
nel ﬂows and explore and quantify the different types of underlying nonlinear phenomena
that are crucial in applications. Importantly, it is found that multilayer ﬂows can be unsta-
ble even at zero Reynolds numbers, in contrast to single interface problems. Furthermore,
the thesis investigates the dynamical behaviour of the zero viscosity limits of the derived
systems in order to verify their physical relevance as reduced models. Strong evidence of
the existence of the zero viscosity limit is provided for mixed hyperbolic-elliptic type sys-
tems whose global existence is an open and challenging mathematical problem. Finally, a
novel sufﬁcient condition is derived for the occurrence of hyperbolic-elliptic transitions in
general conservation laws of mixed type; the condition is demonstrated for several physical
5systems that have been studied in the literature.
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Chapter 1
Introduction
Multilayer channel ﬂows, either pressure or gravity driven, have received considerable at-
tention due to their rich dynamical behaviour and their enormous range of scientiﬁc and
industrial applications. The advancement of novel technologies based on microﬂuidic plat-
forms (e.g. lab-on-chip systems) has created numerous applications involving multilayer
ﬂows in microchannels. At the same time, the accurate control and manipulation of mul-
tilayer microscale ﬂows has become increasingly popular in modern biomedical and other
applications. Examples include techniques for concentrating leukocytes from whole blood
samples (see [93]), integrated lab-on-chip systems (see [5, 37, 46, 94]) and the use of mi-
croﬂuidic devices in food engineering [88]. Potential applications in microelectromechani-
cal systems (MEMS) in the aerospace industry have been suggested, such as microthrusters
that can propel small-scale spacecraft and satellites (see [78]). Furthermore, multilayer
ﬂows are also encountered in oil production and transportation in the petrochemical indus-
try [69], and in processing industries including multilayer coextrusion processes [72] and
multilayer coating processes [98]. One of the main objectives of the present study is to
understand the stability of such ﬂows and in particular to follow instabilities into the non-
linear regime in order to explore and quantify the different types of underlying nonlinear
phenomena that are crucial in applications.
Multilayer ﬂows are governed by the incompressible Navier-Stokes equations in each
constituent ﬂuid region, along with no-slip conditions at the walls and stress-balance condi-
tions at interfaces between the immiscible ﬂuids. At low and moderate Reynolds numbers,
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an initial disturbance can give rise to stable wavy formations at interfaces primarily due to a
competitive mechanism between inertia forces and the stabilizing effect of surface tension
at interfaces. These phenomena are known as interfacial instabilities, and if the character-
istic Reynolds number is not far from the critical one, above which instabilities occur, then
long interfacial waves with wavelength much longer than the total channel height emerge.
This characteristic geometry of the interfacial waves allows for a long-wave asymptotic
expansion by the introduction of a small slenderness parameter δ proportional to the ra-
tio of channel height to perturbation wavelength. Nonlinear long-wave theories reduce the
complexity of the problem signiﬁcantly while retaining salient physical mechanisms and
nonlinearities. For example, in the present multilayer setting, the Navier-Stokes equations
in each ﬂuid provide a system of coupled nonlinear partial differential equations (PDEs)
to describe the interacting spatiotemporal evolution of each interface. Once this system is
solved, the velocity and pressure ﬁelds in each ﬂuid can be recovered by going back to
the asymptotic expansions and solutions and identifying expressions of relevant primitive
variables. For reviews on the use of long-wave theories to derive evolution equations for
immiscible viscous ﬂows the reader is referred to Oron et al. [73] and Craster & Matar
[25].
In the case of two-ﬂuid ﬂows when a single interface separates the two phases, the
long-wave expansion mentioned above and specialised to weakly nonlinear interfacial ﬂuc-
tuations, leads to the well-known Kuramoto-Sivashinsky (KS) equation, which in a dimen-
sionless form and re-scaled to 2π−periodic domains reads as follows:
ht + hhx + hxx + νhxxxx = 0, (x, t) ∈ (R,R+), (1.1)
h(x, t) = h(x+ 2π, t), (1.2)
where x is the horizontal coordinate measuring distance down the channel (or tube), t is
time and the variable h(x, t) denotes the position (scaled) of the interface. The parameter
ν > 0 is inversely proportional to the square of the system size (or period for spatially pe-
riodic domains), and decreases as the system size increases. Linearising about the uniform
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state h = 0 and looking for solutions proportional to exp(ikx+ st) gives
s = k2(1− ν k2), (1.3)
so that all wave numbers smaller than kc = 1/
√
ν are linearly unstable, while all those
larger than kc are damped; the equation is long-wave unstable and is of the active-dissipative
type.
The KS equation (1.1) is a paradigm evolution equation for a variety of physical prob-
lems describing instabilities not far from criticality, and plays a central role in the present
study. It has been derived independently in the context of chemical physics describing
the propagation of concentration waves [63], in plasma physics describing instabilities of
dissipative trapped ion modes [22], and in ﬂame-front propagation and reaction-diffusion
combustion dynamics [86, 87]. In the context of viscous ﬂows it has been derived to de-
scribe the nonlinear stability of sheared two-phase ﬂows in the presence of strong surface
tension [48, 85], as well as lubricated pipelining core-annular ﬂows in cylindrical tubes
including hydrodynamic coupling between the phases that produces additional nonlocal
dispersive operators - see for example [76].
From a mathematical point of view, a distinguishing feature of the KS equation is that
it is one of the simplest one-dimensional partial differential equations that can exhibit a
wealth of a complex spatiotemporal dynamical behaviour including weak interfacial tur-
bulence, as the parameter ν decreases. Consequently, it has been extensively studied both
analytically (see [24, 45, 74]) and numerically (see [49, 56, 92]), and it has been estab-
lished that the long-time behavior of KS solutions converge to a compact attractor with
ﬁnite fractal and Hausdorff dimension. Despite the fact that the attractor can have a very
complicated structure, Foias et al. [39] proved the existence of a ﬁnite-dimensional iner-
tial manifold which contains the global attractor and leads to a ﬁnite-dimensional-system
of ODEs that determine the dynamics inside the attractor. For computational purposes, it
is more useful to obtain a more explicit form, so an approximate inertial manifold can be
constructed for the KS, [51].
The linear stability of two-layer ﬂows in channels (either plane Couette or Poiseuille),
where only one interface is present and separates ﬂuids of different viscosities and densities,
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was ﬁrst studied by Yih [101]. Yih considered the long-wave limit and showed that there
exists an unstable mode associated with the jump in viscosity across the interface (termed
an interfacial mode) at arbitrarily small but non-zero values of the Reynolds number. Yih’s
study suggests a simple “rule of thumb” in ﬁnding linearly stable ﬂows, at least at small
Reynolds numbers: arrange the less viscous ﬂuid in the thinner of the two layers to stabilise
long-waves, and include sufﬁcient amounts of surface tension to stabilise short waves. Ex-
perimental observations and numerical calculations of the full linear eigenvalue problem
support this ﬁnding, and interestingly Rayleigh-Taylor unstable arrangements (heavier ﬂuid
on top) can also be stabilised this way. For a detailed discussion of the stability of two-layer
Couette-Poiseuille ﬂow, along with numerous references on analysis, computations and ex-
periments, the reader is referred to the monograph by Joseph & Renardy [53]. Later studies
by Tilley et al. [95, 96], consider the linear and nonlinear stability of two-layer ﬂow in an
inclined channel allowing for counter-ﬂowing ﬂows. Given the success of long-wave linear
theories in horizontal channels, analyses were carried out to derive weakly nonlinear long-
wave models described by the Kuramoto-Sivashinsky equation; see, for example [48] and
[85].
The present work is concerned with instabilities and nonlinear dynamics in three-layer
ﬂows in an inclined plane channel, where two ﬂuid-ﬂuid interfaces are now present and
can interact among themselves and with the solid boundaries; the set-up is a complex but
amenable system allowing an extensive study of nonlinear ﬂuid-surface interactions. Mul-
tilayer ﬂows with several internal interfaces behave quite differently from single interface
(or single surface) ﬂows in several important aspects. Multilayer ﬂows depend on addi-
tional physical parameters and perhaps more importantly support a resonance mechanism
between the interacting interfaces (or the interfaces and the free surface in the case of
open ﬂows). As a result, such systems (both closed and open) support instabilities that
are not seen in two-layer ﬂows. It has been established that two-layer ﬂows in inclined or
pressure-driven channels and single-layer free-surface ﬂows down inclined planes, require
ﬂuid inertia for destabilisation, at least when the inclination to the horizontal is less than
90o (see [7, 100, 19]). However, in the case of two-layer free-surface ﬂows, Kao [55],
Loewenherz & Lawrence [68] and Chen [18] showed that when the less viscous ﬂuid is
adjacent to the wall, then a long-wave instability can appear in the absence of inertia (zero
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Reynolds number); this instability has been termed inertialess instability. Chen [18] argues
that the instability arises from an interaction between the free surface and the interface,
while an interpretation of the underlying mechanism has been given recently by Gao &
Lu [42]. An analogous linear stability study was undertaken by Li [66], for Couette ﬂow
of three superposed ﬂuids of different viscosities; it was shown that the ﬂow can become
unstable in the long-wavelength limit for certain values of the depth and viscosity ratio due
to resonance between the interfaces, something that does not happen if the additional inter-
face is not present. A weakly nonlinear study of three-layer Poiseuille ﬂow was considered
by Kliakhandler & Sivashinsky [59], who derived a system of weakly nonlinear evolution
equations corresponding to Li’s instability, and observed two new kinds of long-wavelength
inertialess instabilities; one of entirely kinematic nature known as the “alpha” effect, and
an additional surface-tension-induced instability. For a review of multilayer instabilities in
ﬂows in channels and ﬁlms, see [79].
Here we focus on the long-wavelength instabilities mentioned previously, both in the
absence and presence of inertia. The novel feature of multilayer ﬂows is the introduction
of kinematic instabilities that are absent in single-interface problems. As a result, care-
ful asymptotic analysis must be performed to arrive at canonical lower-dimension systems
not involving a small arbitrary parameter, and we will carry this out in order to identify
the correct models (we note that the weakly nonlinear models suggested by Kliakhandler
& Sivashinsky [59, 60] were not appropriately derived as will be explained later). The
difﬁculty lies in removing the leading order advective terms present, to ensure that the
evolution equation does not contain an arbitrary small parameter. In general, for ﬂows
involving a single interface (or free surface) a single evolution equation is found and an
appropriate Galilean transformation can be used to obtain an asymptotically correct evolu-
tion equation (see, for example, [76] for the derivation of equations in core-annular ﬂows).
However, in the case of multilayer ﬂows we obtain a system of evolution equations (as in
[59], for example), necessitating that the matrix of the advective terms should be diagonal
with equal eigenvalues to enable an appropriate Galilean transformation to be performed.
With a Galilean transformation identiﬁed, an asymptotic detuning of the parameters (in
the present physical problem there are eight such parameters, two of each of the following
ratios: viscosity, density, surface tension, undisturbed layer thickness), along with non-
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linear balances, provides the rich canonical systems of equations that form the basis of
our analytical and computational studies. This Galilean transformation requirement can be
satisﬁed in the case of a closed ﬂow inside a channel, but for the open ﬂow of a falling
ﬁlm multilayer system we have veriﬁed that a similar transformation cannot be performed.
Consequently, the weakly nonlinear models derived by Kliakhandler [58] for multilayer
thin ﬁlms down an inclined plane require additional study. An extensive linear stability
study of such multilayer falling ﬁlm ﬂows, showing the existence of long-wave and inertia-
less unstable modes has been carried out by Jiang et al. [50]. These authors also performed
experiments on aqueous gelatin systems to conﬁrm the existence of three-layer inertialess
instability.
Now, we would like to draw attention to the kind of nonlinearities involved in the
weakly nonlinear models derived in the context of this work and to make a connection with
several other applications that potentially share the phenomena and mathematical structures
elucidated here. The nonlinearities are quadratic ﬂux functions (the equations are quasi-
linear) and for certain initial conditions and physical parameters of the problem, they can
themselves be a source of inertialess instability; this happens when the Jacobian matrix of
the ﬂux function possesses complex conjugate eigenvalues (the nonlinearities in the partial
differential equations are of mixed hyperbolic-elliptic type). These quadratic nonlinearities
can be derived as an approximation of more general ﬂux functions in the neighborhood
of isolated singular points in the state space [83]. Furthermore, even when the Jacobian
matrix possesses real and distinct eigenvalues, the nonlinearities can introduce instability
into the system by interacting with the other terms present, e.g. surface tension. Such kinds
of instabilities were found by Majda & Pego [70] who studied admissible viscosity matri-
ces for strictly hyperbolic conservation laws. The present study develops PDEs that admit
all of the mathematical and physical features mentioned above, and additionally provides
physically meaningful systems with dissipation matrices of fourth order, see Chapter 3.
Finally, we would like to mention that many problems arising from ﬂuid physics are
governed by nonlinear partial differential equations that are systems of conservation laws
of mixed hyperbolic-elliptic type. Particular examples can be found in stratiﬁed ﬂows (see
[71, 21], for example), steady transonic ﬂows [23], magnetohydrodynamics [61], sedimen-
tation of polydisperse suspensions [15], ﬂuids of van der Waals type [89], three-phase ﬂow
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in porous media modeling ﬂuid ﬂows in petroleum reservoirs [6], as well as in viscoelastic
ﬂuids [52]. Due to the presence of ellipticity (the system possesses complex eigenvalues),
such nonlinear systems do not share the same kind of well-posedness as hyperbolic con-
servation laws. In the absence of any kind of regularisation, the corresponding linearised
system is catastrophically unstable in the sense of Hadamard - linear theory predicts that
short waves grow the fastest, causing problems for numerical computations (see [38] and
[62], for example). Furthermore, sufﬁcient criteria for admissible solutions of mixed-type
systems are an open problem since their vanishing viscosity limits, if they exist, are sen-
sitive to the structure of the regularisation. Consequently, the practical and mathematical
meaningfulness of the mixed hyperbolic-elliptic models have been questioned and the ex-
istence of a complete theory, as in the case of hyperbolic conservation laws, is a debatable
issue (see Keyﬁtz [57], for a discussion).
In this thesis, we use analysis and computations in order to tackle the aforementioned
issues regarding the mixed-type systems. More speciﬁcally, in Chapter 4 we explore the
behaviour of general vanishing viscosity limits of the mixed hyperbolic-elliptic systems
derived physically (from ﬁrst principles) in Chapter 3. We consider the initial value prob-
lem with spatially periodic boundary conditions and mostly random initial conditions. The
randomness of the initial conditions ensures that the ﬂux function of the system initially
supports both hyperbolic and elliptic regions - hence we exclude special cases encountered
in the literature that initialise the problem inside invariant hyperbolic regions. Intuitively,
one expects that the persistence of ﬂux function ellipticity in the vanishing viscosity limit
would prevent the existence of bounded solutions, and such behaviour is conﬁrmed for ho-
mogeneous quadratic ﬂux functions. However, our study also suggests that this is not the
case in general. By probing the spatiotemporal evolution of the elliptic regions in the case
of inhomogeneous ﬂux functions we found that such nonlinear structures give rise to per-
sistent hyperbolic-elliptic transitions. Interestingly, these transitions enable the existence of
bounded but highly oscillatory solutions in the limit (these are measure-valued solutions).
Moreover, as the viscosity vanishes, the elliptic regions are conﬁned to a fractal Cantor-
like set. Finally, we would like to emphasise that the fractal dimension associated with the
emerging measure-valued solutions, depends on the order of the dissipation operator. This
observation may provide an avenue towards the classiﬁcation of measure-valued solutions
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according to the structure of the regularising operator as has been proposed by DiPerna
[30, 27].
1.1 Thesis organization
The structure of the thesis is as follows. Chapter 2 provides a review of the basic theory
of conservation laws along with a short discussion of the literature and open problems.
Chapter 3 investigates the dynamics of viscous immiscible multilayer ﬂows in channels
by using a combination of modeling, analysis and numerical computations. Chapter 4
considers the vanishing viscosity limit of the mixed hyperbolic-elliptic systems derived in
Chapter 3. In Chapter 5, a sufﬁcient condition for the occurrence of hyperbolic-elliptic
transitions in mixed-type systems of conservation laws are investigated. Finally, in Chapter
6 concluding remarks are made along with a short discussion of possible future work.
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Chapter 2
Conservation Laws
A signiﬁcant number of mathematical models describing the nonlinear evolution of phys-
ical quantities falls into the category of conservation laws. In the context of this thesis,
we derive systems of PDEs which can also be considered as regularised approximations
to systems of conservation laws. Importantly, the theory of conservation of laws enables
the identiﬁcation and the deeper understanding of the underlying nonlinear mechanisms in-
volved in these systems. The aim of this Chapter is to provide a review of the basic theory
of conservation laws along with a short discussion on the literature and open problems.
2.1 Euler’s equation
In the physics of ﬂuids, one of the most fundamental systems of conservation laws are
Euler’s equations governing the motion of an inviscid ﬂuid. These equations were among
the ﬁrst partial differential equations to be derived and, in one space dimension and Eulerian
coordinates read as follows:
∂ρ
∂t
+
∂(ρυ)
∂x
= 0 (mass conservation), (2.1)
∂(ρυ)
∂t
+
∂(ρυ2 + p)
∂x
= 0 (momentum conservation), (2.2)
∂(ρE)
∂t
+
∂(ρEυ + pυ)
∂x
= 0 (energy conservation), (2.3)
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where ρ is the density of the ﬂuid, υ represents the velocity, E = e+ υ
2
2
is the total energy
density per unit mass ( the sum of internal and kinetic energy) and p = p(ρ, e) denotes
the pressure. Despite the fact that three-dimensional Euler’s equations are among the most
fundamental physical PDEs, a complete mathematical theory regarding the existence and
the uniqueness of its solutions is not available. Therefore, research has focused on simpler
model PDEs, the rigorous analysis of which can provide a deeper insight into the structure
of the solutions of Euler’s equations. Such simpliﬁed models, derived from the Euler’s
equations, include a reduced form of the well-known one-dimensional shallow water sys-
tem (
υ
φ
)
t
+
(
υ 1
φ υ
)(
υ
φ
)
x
= 0, (2.4)
where φ is the depth of water multiplied by a constant gravitational acceleration, and the
gas dynamics system for isentropic ﬂow
(
ρ
υ
)
t
+
(
υ ρ
γργ−2 υ
)(
ρ
υ
)
x
= 0, (2.5)
where it is assumed that p(ρ) = ργ and γ > 1 is the ratio of speciﬁc heats (γ  1.4 for a
diatomic gas) (see [65]).
2.2 Mathematical formulation
From a mathematical point of view a conservation law is a nonlinear scalar evolution equa-
tion that can be written in the following divergence form:
ut +∇ ·F = 0, (2.6)
where u(x, y, z, t) is a scalar quantity and ∇ = (∂x, ∂y, ∂z) ∈ R3; a standard Carte-
sian coordinate system is used and t > 0 denotes time. Furthermore, the ﬂux function
F = (F1(u),F2(u),F3(u)) ∈ R3 is a nonlinear vector of u. (The superscript  denotes
the transpose of a vector). From a physical perspective, equation (2.6) is a conservation law
representing the rate of change of the quantity u in a given ﬁxed volume V , and incorporat-
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ing any increase or decrease given by the ﬂux of the vector ﬁeld F through the boundary
∂V . Indeed the starting point in the derivation of the pointwise conservation law (2.6) is
the following integro-differential equation that states the physical law
∂t
˚
V
u dV = −
‹
∂V
F · n dS, (2.7)
where dS denotes a surface integral over the boundary ∂V and n is the outward pointing
normal vector to ∂V . Using Gauss’s theorem (assuming sufﬁcient smoothness of deriva-
tives of the functions appearing), enables us to re-write the surface integral in (2.7) in terms
of a volume integral to yield
˚
V
∂tu dV = −
˚
V
∇ ·F dV, (2.8)
and using the fact that V was chosen arbitrarily, equation (2.8) readily gives (2.6).
In the context of this thesis, we concentrate on the case of a 2 × 2 system of ﬁrst
order conservations laws in one space dimension (these are derived from ﬁrst principles in
concrete multilayer viscous ﬂow problems). The quasilinear form of such systems is
ut +∇uF (u)ux = 0, (2.9)
where F (u) ∈ R2 has components that are nonlinear in u = (u1, u2) ∈ R2, and the
operator ∇u indicates the Jacobian matrix operation with respect to the vector u. Three
distinct cases can be distinguished depending on the eigenvalues of the Jacobian of the
ﬂux function (∇uF ). First, when system (2.9) evolves in the hyperbolic region and the
Jacobian possesses real and distinct eigenvalues, λ1(u) < λ2(u), the system is considered
to be strictly hyperbolic. These eigenvalues determine the speed of two traveling waves
and the corresponding eigenvectors dictate the direction of their amplitude. Second, if at
some points in the state space the eigenvalues of the Jacobian are equal, λ1(u) = λ2(u),
then strict hyperbolicity fails and the wave speeds coincide. In other words, the matrix of
the Jacobian is singular at these points, allowing nonlinear interaction between waves, and
now the system is referred to as non-strictly hyperbolic. Finally, if there exist regions in
the state space where the Jacobian has complex conjugate eigenvalues, then the system is
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elliptic, implying catastrophic (short-wave) instabilities.
2.3 Riemann invariants
If we assume that the 2× 2 quasilinear system (2.9) possesses real and distinct eigenvalues
(i.e it is strictly hyperbolic), then it can be reduced to a simpler diagonal system by per-
forming an appropriate nonlinear change of the dependent variables. This simpliﬁcation
can be achieved by decomposing the Jacobian of the ﬂux function as follows:
∇uF = T ΛT −1, (2.10)
where T is the square matrix of the eigenvectors and Λ is the diagonal matrix of its eigen-
values. Next multiplying (2.9) on the left with the inverse matrix of the eigenvectors (T −1),
yields
T −1ut +ΛT −1ux = 0. (2.11)
Now, one can ﬁnd a vectorω =
(
ω1(u), ω2(u)
) so that the Jacobian matrix∇uω consists
of two row vectors which are parallel to the left eigenvectors of system (2.9). This condition
reads
(∇uω)T = I (2.12)
and gives rise to the following two transport equations:
∂ωi
∂t
+ λi(ω)
∂ωi
∂x
= 0, i = 1, 2. (2.13)
The smooth scalar-valued functions ωi which satisfy system (2.13) are called Riemann
invariants. Note that the speeds λi(ω) are the eigenvalues for which ∇uωi is a left eigen-
vector. Moreover, condition (2.12) can be understood as a system of ﬁrst order partial
differential equations, given by
∂ω1
∂u1
+
∂ω1
∂u2
T21
T11 = 0, (2.14)
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∂ω2
∂u1
+
∂ω2
∂u2
T22
T12 = 0. (2.15)
Now, consider the total differential form of the Riemann invariants written as follows:
dωi =
∂ωi
∂u1
du1 +
∂ωi
∂u2
du2, i = 1, 2. (2.16)
System (2.14)-(2.15) and the above total differential of the Riemann invariants give the
following system of ordinary differential equations (ODEs):
du2
du1
=
T2i(u1, u2)
T1i(u1, u2) , i = 1, 2. (2.17)
Therefore, the Riemann invariants are constant along the two integrated curves of system
(2.17), which are called ﬁrst and second rarefaction wave curves, respectively.
2.4 Weak solutions
Due to the nonlinearity of the ﬂux function as well as the fact that these systems do not
include any dissipative mechanism, the Cauchy problem for the hyperbolic case typically
develops jumps discontinuities after a ﬁnite time, the well-known shock waves, even with
smooth initial data. As a result, the loss of regularity requires the usage of weak solutions to
describe the solutions at large times. In order to deal with discontinuous solutions a special
Cauchy problem has been developed termed the Riemann problem, where now the initial
data have a single discontinuity at the origin, typically given by
uo =
⎧⎨
⎩ uL, x < 0uR, x > 0, (2.18)
where uL and uR are constant states. The solutions of the Riemann problem consist of
shock waves (discontinuities) and/or rarefaction waves (continuous solutions) and/or con-
tact discontinuities along with constant states and have been used as basic building blocks
for approximation schemes in order to solve the general Cauchy problem (see [43], [4]).
The presence of discontinuities implies that the weak solutions to the Cauchy problem
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are not uniquely determined from initial conditions. Consequently, admissibility criteria
should be introduced in order to close the system of conservation laws and as a result to
obtain only physically relevant weak solutions. Such criteria are the entropy admissibility
criterion (see [64] and [67]) and the vanishing viscosity criterion (see [26]), which will be
described in more detail next.
2.5 Admissibility criteria
In this section, we would like to present a brief description of the two main methods used
to predict the physical relevant solutions of conservation laws.
2.5.1 The entropy- entropy ﬂux pair
As has been mentioned previously, conservation laws develop discontinuous solutions in
ﬁnite time. The emergence of such solutions destroys the reversible nature of the hyperbolic
laws and introduces non-uniqueness and loss of information. In order to exclude unstable
and physically irrelevant solutions, or otherwise to single out a unique admissible solution,
a companion law should be introduced. This axiomatic law is motivated by the Second Law
of Thermodynamics which mandates that the entropy of an isolated system never decreases.
In a direct analogy, one should expect that the entropy increases across a discontinuity. Note
that the only difference between mathematical and physical entropy is in sign. Therefore,
in the mathematical sense, entropy is a non-increasing quantity along the trajectories of the
evolution of the system, namely a Lyapunov function.
In a formal mathematical language, system (2.9) is endowed with a Lax entropy in-
equality criterion in the weak sense when
∂α(u)
∂t
+
∂β(u)
∂x
≤ 0, (2.19)
α(u) is a convex scalar function (i.e. the Hessian ∇2uuα is positive semi-deﬁnite) and, in
addition, given the following condition
∇α(∇uF ) = ∇β (2.20)
2.6 Discussion of the Cauchy problem of the conservation laws 28
holds, where now ∇ = (∂u1 , ∂u2) ∈ R2. The pair of scalar functions
(
α(u), β(u)
)
, is
termed an entropy-entropy ﬂux pair. Friedrichs & Lax [41] showed that the basic systems
of continuum mechanics allow the existence of such pairs due to the presence of sym-
metries. For a extensive review on the concept of entropy both from mathematical and
physical point of view, the reader is referred to the excellent monograph written by Evans
[33]. Finally, we would like to emphasise that the non-decrease of entropy is a universal
and fundamental law, naturally arising in most branches of physics (i.e. in both classical
and quantum physics), as a direct consequence of everyday experience. The deeper under-
standing of this postulation is an open and extremely challenging problem, which in the
author’s view will revolutionise the current perspective of the physical cosmos.
2.5.2 Vanishing viscosity method
Most conservation laws that model physical processes are lower order approximations of
higher order models that include dissipative mechanisms. Given the fact that higher order
models are typically well-posed parabolic equations, the initial value problem always has
a solution at least for small times. Importantly, by retaining higher order terms we impose
a physically motivated irreversibility. Consequently, admissible solutions can be recovered
from systems containing higher order dissipative terms, as the dissipation tends asymptoti-
cally to zero. To conclude, the Cauchy problem of inviscid system (2.9) can be transformed
to the following closed problem
ut +∇uF (u)ux = L(u), (2.21)
u(x, 0) = uo, (2.22)
as  → 0+, where L(u) stands for a dissipative operator.
2.6 Discussion of the Cauchy problem of the conservation laws
In the scalar case, such as the Burgers canonical nonlinear hyperbolic equation, the exis-
tence and the uniqueness of the global Cauchy problem is completely known (see [84]); in
addition, admissibility criteria, specially designed to select physically relevant weak solu-
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tions, coincide with each other. However, the main existence and uniqueness theorems for
generalN ×N systems of conservation laws demand additional restrictions to be imposed.
In a fundamental paper, Glimm [43] proved existence of global weak entropy solutions
provided that the N ×N quasilinear system is strictly hyperbolic, each characteristic ﬁeld
is either genuinely nonlinear or linearly degenerate in the sense of Lax [64], and the ini-
tial data are of small total variation. For N = 2, Glimm & Lax [44] have weakened the
condition on the initial data, allowing small oscillations. However, this stronger result can-
not be extended to the case N ≥ 3, since nonlinear resonance mechanisms can produce
unbounded ampliﬁcations and as a result even strictly hyperbolic systems can blow up in
ﬁnite time (see [3] and the references therein). For an extensive review on the basic theory
of one-dimensional strictly hyperbolic systems of conservation laws and a description of
the remaining open problems see [13]. In a celebrated paper, Bianchini & Bressan [11]
used the vanishing viscosity method to prove global existence and uniqueness of general
N ×N strictly hyperbolic systems, requiring only small total variations on the initial data.
They considered viscosity limits (i.e. second order dissipation) with the matrix of the reg-
ularised term being the identity matrix. The concept of general viscosity matrices is an
open mathematical problem. Majda & Pego [70] identiﬁed stable viscosity matrices for
systems of hyperbolic conservation laws. Furthermore, even in the scalar case one cannot
expect global uniqueness for generalised vanishing viscosity limits. This can be illustrated
by the following two special examples; the zero diffusion limit of the Burgers equation
and the zero dispersion limit of the Kortweg de-Vries equation. In the former case the
regularised system converges strongly to the weak solution in the limit, while in the latter
case oscillations persist ([30] and references therein). Bertozzi et al. [10] studied fourth
order regularised scalar conservation laws describing the interfacial dynamics of thin ﬁlm
ﬂows. They show that in contrast to second order dissipation, fourth order regularisation al-
ters the behaviour of the corresponding inviscid conservation law, admitting non-classical
shock waves in the limit of vanishing viscosity. Furthermore, the lack of monoticity in
the case of fourth order regularisation implies nontrivial linear stability of the non-uniform
viscous proﬁles, [32]. Finally, we would like to mention that the multi-dimensional prob-
lem of systems of hyperbolic conservation laws is terra incognita and their mathematical
development is highly desirable. For instance, the existence or not of singular solutions
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at large times for the three-dimensional (3D) incompressible Euler equations is a long-
standing open problem and of great signiﬁcance since it can provide an avenue towards the
mechanism for the energy transfer to small scales in turbulence, [36].
The Cauchy problem of mixed hyperbolic-elliptic systems is a subject of considerable
interest and is under analytical investigation by several research teams. The main tool
utilised is the vanishing viscosity method, where one seeks to extract a subsequence of
a regularised solutions {u()} which converge to a weak solution of the associated invis-
cid system as the viscosity  tends to zero. Uniform controls on the amplitude (the spatial
norm) and derivative (total variation norm) of the approximate solutions {u()} can provide
a compactness argument, and consequently one can show that a subsequence will converge
strongly to u. This is exactly the case for the strictly hyperbolic systems of conservation
laws reviewed previously. However, in the case of mixed-type systems, estimates on the
total variation are not generally available, and one can ﬁnd uniform L∞ bounds only for
special systems; this is possible in cases where bounded invariant regions exist as identiﬁed
by Chueh et al. [20]. Such a priori bounds can only guarantee weak convergence, that is
convergence in the local averages (in the weak-∗ topology of L∞). The failure to show
strong convergence emanates from the fact that the approximate regularised solutions may
not converge to a weak solution but are found to develop rapid oscillations as  approaches
zero. By using the method of compensated compactness [34], DiPerna [30] introduced the
notion of measure-valued solutions which generalise the concept of the weak solutions and
provide a framework for the study of the persistence of oscillations in the vanishing vis-
cosity limit. Admissible measure-valued solutions of the systems endowed with positively
invariant regions reduce to a Dirac solution, suggesting that oscillations are not present in
the limit and there exists a subsequence of the approximate solutions that converge strongly
to a weak solution inside these regions (see [29] for the case of isentropic gas dynamics).
On the other hand, if this is not the case and oscillations persist in the limit, the approx-
imate regularised solutions converge to a measure-valued solution which corresponds to
a non-classical weak solution (with non-Dirac structure). Consequently, the structure of
the measure-valued solution reﬂects the character of the convergence and the type of os-
cillations that are present in the vanishing viscosity limit (see DiPerna [30]). DiPerna &
Majda [31] extended the notion of the measure-valued solutions to the context of Lp func-
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tion sequences in order to deal with complex dynamical behavior of oscillations and/or
concentrations developed in the limit of approximate solutions to the 3D incompressible
Euler equations.
Finally, when the Riemann problem is considered for mixed-type conservation laws,
one should expect the presence of oscillations and non-classical weak solutions in the van-
ishing viscosity limit. Peters & Canic [77] used numerical solutions to show that the vanish-
ing viscosity method for the Riemann problem of the shallow water wave equations yields
limits which exhibit persistent and stable oscillations that increase in frequency but stay
uniformly bounded as the viscosity term vanishes, and proved that this limit is a measure-
valued solution of the system. Furthermore, Frid & Liu [40] studied numerically Riemann
problems for mixed-type systems with initial data inside elliptic regions, and observed non-
classical (measure valued) solutions with persistent oscillations. Berres et al. [9] captured
such oscillations in models of sedimentation of polydisperse suspensions by employing
multiresolution schemes.
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Chapter 3
Nonlinear interfacial dynamics in
stratiﬁed multilayer channel ﬂows
In this Chapter we investigate the dynamics of viscous immiscible pressure-driven mul-
tilayer ﬂows in channels by using a combination of modelling, analysis and numerical
computations. More speciﬁcally the particular system of three stratiﬁed layers with two
internal ﬂuid-ﬂuid interfaces is considered in detail in order to identify the nonlinear mech-
anisms involved due to multiple ﬂuid surface interactions. The approach adopted is ana-
lytical/asymptotic and is valid for interfacial waves that are long compared to the channel
height or individual undisturbed liquid layer thicknesses. This leads to a coupled system
of fully nonlinear partial differential equations of Benney-type that contain a small slen-
derness parameter that cannot be scaled out of the problem. This system is in turn used
to develop a consistent coupled system of weakly nonlinear evolution equations, and it is
shown that this is possible only if the underlying base-ﬂow and ﬂuid parameters satisfy
certain conditions that enable a synchronous Galilean transformation to be performed at
leading order. Two distinct canonical cases (all terms in the equations are of the same
order) are identiﬁed in the absence and presence of inertia, respectively. The resulting sys-
tems incorporate all the active physical mechanisms at Reynolds numbers that are not large,
namely, nonlinearities, inertia-induced instabilities (at non-zero Reynolds number) and sur-
face tension stabilisation of sufﬁciently short waves. The coupled system supports several
instabilities that are not found in single long-wave equations including, transitional instabil-
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ities due to a change of type of the ﬂux nonlinearity from hyperbolic to elliptic, kinematic
instabilities due to the presence of complex eigenvalues in the linearised advection matrix
leading to a resonance between the interfaces, and the possibility of long-wave instabilities
induced by an interaction between the ﬂux function of the system and the surface tension
terms. All these instabilities are followed into the nonlinear regime by carrying out exten-
sive numerical simulations using spectral methods on periodic domains. It is established
that instabilities leading to coherent structures in the form of nonlinear travelling waves are
possible even at zero Reynolds number, in contrast to single interface (two-layer) systems;
in addition, even in parameter regimes where the ﬂow is linearly stable, the coupling of
the ﬂux functions and their hyperbolic-elliptic transitions lead to coherent structures for
initial disturbances above a threshold value. When inertia is present an additional short-
wave instability enters and the systems become general coupled Kuramoto-Sivashinsky
type equations. Extensive numerical experiments indicate a rich landscape of dynamical
behaviour including nonlinear travelling waves, time-periodic travelling states and chaotic
dynamics. It is also established that it is possible to regularise the chaotic dynamics into
travelling wave pulses by enhancing the inertialess instabilities through the advective terms.
Such phenomena may be of importance in mixing, mass and heat-transfer applications. The
work presented in this Chapter has been published in the Journal of Fluid Mechanics [75].
3.1 Mathematical formulation and derivation of fully nonlinear long-
wave systems
Consider a two-dimensional multilayer ﬂow driven by gravity and an imposed pressure
gradient along an inclined channel of height d as depicted in ﬁgure 3.1. Three immiscible,
incompressible Newtonian liquids of constant densities ρi and viscosities μi, i = 1, 2, 3,
ﬂow together in the channel which is inclined at an angle θ to the horizontal as shown in
the ﬁgure. A Cartesian frame of reference (x, y) is adopted with x measuring distances
down the channel and y the distance perpendicular to it. The disturbed interface between
ﬂuids 1 and 2 is denoted by y = h2(x, t)while that between ﬂuid 2 and 3 is y = h3(x, t) (the
corresponding undisturbed interfaces are H2 and H3, respectively and here H2 > H3 > 0).
Consequently, ﬂuids 1, 2 and 3 occupy the evolving regions h2(x, t) < y < d, h3(x, t) <
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y < h2(x, t) and 0 < y < h3(x, t), respectively. Typically a pressure gradient acts in the x
direction and gravitational forces are also accounted for through the force g shown in the
ﬁgure. In addition, surface tension is present with values σ2 and σ3 on interface h2 and h3,
respectively.
The governing equations are the incompressible Navier-Stokes equations in each ﬂuid
region along with appropriate boundary conditions across h2,3(x, t). Letting the velocity
ﬁeld in each layer i be ui = (ui, υi) (the superscript  denotes transpose) and the corre-
sponding pressure be Pi, the momentum and continuity equations in each layer i = 1, 2, 3,
are
ρi
(
∂tui + (ui · ∇)ui
)
= −∇Pi + μi∇2ui + ρig (3.1)
∇ · ui = 0. (3.2)
There are several boundary conditions to impose at liquid-solid and liquid-liquid surfaces.
These are no-slip conditions at liquid-solid and continuity of velocities at liquid-liquid
surfaces, yielding
u1 = 0 , υ1 = 0 at y = d, (3.3)
u3 = 0 , υ3 = 0 at y = 0, (3.4)
ui−1 = ui , υi−1 = υi at y = hi, i = 2, 3. (3.5)
In addition we need to impose continuity of stresses at liquid-liquid interfaces, and resolv-
ing these into their tangential and normal components at y = h2, h3, yields
ti · Ti−1 · ni = ti · Ti · ni, i = 2, 3, (3.6)
ni · Ti−1 · ni = ni · Ti · ni − σiκi, i = 2, 3. (3.7)
Here Ti is the stress tensor in region i given by
Ti =
[
−Pi + 2μiuix μi(uiy + υix)
μi(uiy + υix) − Pi + 2μiυiy
]
, (3.8)
(subscripts x, y denote partial derivatives), the outward-pointing unit normal is ni =
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Figure 3.1: Schematic of a three-layer ﬂow down an inclined channel. The undisturbed
interfaces are ﬂat and given by y = H2 and H3.
(−hix, 1)/
√
1 + h2ix, the corresponding unit tangent is ti = (1, hix)
/
√
1 + h2ix and
the curvature κi at interface i is κi = hixx/(1 + h2ix)
3/2. After some algebra and using the
continuity equations, the stress balances (3.6) and (3.7) at y = hi, i = 2, 3, can be written
in expanded form as
μ(i−1)υ(i−1)x − μiυix + μ(i−1)u(i−1)y − μiuiy = − 4hix
1− h2ix
(
μ(i−1)υ(i−1)y − μiυiy
)
, (3.9)
P(i−1) − Pi − 21 + h
2
ix
1− h2ix
(
μ(i−1)υ(i−1)y − μiυiy
)
= σiκi. (3.10)
Finally, we have kinematic boundary conditions at h2, h3 and these read
hit + uihix − υi = 0, i = 2, 3. (3.11)
In addition to conditions at the walls and interfaces we also need to specify conditions in
the x direction. Throughout this study we will impose periodic boundary conditions along
the channel.
In order to complete the mathematical statement of the physical problem, an additional
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condition needs to be imposed concerning the overall ﬂow rate. This is given by
h3ˆ
0
u3 dy +
h2ˆ
h3
u2 dy +
dˆ
h2
u1 dy = Q, (3.12)
where Q is a constant; equation (3.12) is imposed by the continuity of the velocities at the
interfaces, as will be explained later. In this work, we adopt the scenario where the overall
ﬂow rate is ﬁxed and, for the sake of simplicity, equal to unity in dimensionless terms (see
below), suggesting that the pressure gradients in each layer will be determined as part of the
solution. Alternatively, one can impose a ﬁxed overall pressure gradient in the streamwise
direction, in which case the overall ﬂow rate will be determined as part of the solution.
Analogous conditions have been adopted by Tilley et al. [96] in their study of two-layer
ﬂows, as well as [59] in multilayer ﬂows.
3.1.1 Dimensionless equations
We non-dimensionalize the equations using d for lengths, U¯ = (gd2ρ1 sin θ)/(2μ1) for
velocities, d/U¯ for time, the viscous pressure scale (2μ1U)/d for pressures, and U¯d for
the overall ﬂow rate. Furthermore, we deﬁne the ratio of viscosities and densities by
mi = μi/μ1, ri = ρi/ρ1, respectively, and the Reynolds and capillary numbers Re and
C, representing the ratios of inertial to viscous forces, and viscous to capillary forces, re-
spectively, that are given by
Re =
U¯ ρ1d
μ1
=
gd3ρ21 sin θ
2μ21
, Ci =
2 U¯μ1
σi
=
gd2ρ1 sin θ
σi
. (3.13)
Consequently, the Navier-Stokes equations become, for i = 1, 2, 3,
Re(uit + uiuix + υiuiy) = − 2
ri
Pix +
mi
ri
(uixx + uiyy) + 2 , (3.14)
Re(υit + uiυix + υiυiy) = − 2
ri
Piy +
mi
ri
(υixx + υiyy)− 2 cot θ, (3.15)
uix + υiy = 0. (3.16)
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The boundary conditions (3.9), (3.10) and (3.11) at the ith interface y = hi, i = 2, 3, can
be written as
m(i−1)υ(i−1)x−miυix+m(i−1)u(i−1)y−miuiy = − 4hix
1− h2ix
(
m(i−1)υ(i−1)y−miυiy
)
, (3.17)
P(i−1) − Pi − 1 + h
2
ix
1− h2ix
(
m(i−1)υ(i−1)y −miυiy
)
=
hixx
Ci(1 + h2ix)
3/2
, (3.18)
hit + uihix − υi = 0. (3.19)
Finally, condition (3.12) for the overall ﬂow rate becomes
h3ˆ
0
u3 dy +
h2ˆ
h3
u2 dy +
1ˆ
h2
u1 dy = 1. (3.20)
Note that for simplicity we have used the same symbols to represent dimensionless and
dimensional dependent and independent variables.
3.1.2 Steady states
Steady states emerge by making the interfaces ﬂat, h2 = H2, h3 = H3 and setting υi = 0,
for i = 1, 2, 3. In addition the driving pressure gradient P¯ix is constant and is denoted by
P¯x. It follows from the momentum equation (3.15) that the hydrostatic pressure gradient in
the y direction is constant in each layer, and is given by
P¯iy = −ri cot θ. (3.21)
Finally, the steady horizontal velocity proﬁle in each layer is parabolic in the y direction
and a function of y alone,
mi
ri
u¯i = (−1 + P¯x
ri
)y2 + c2iy + c3i. (3.22)
The seven constants P¯x, c2i and c3i, i = 1, 2, 3 can be fully determined by solving the
system (3.22) along with the stress balance equation at the ith interface (3.17), the condi-
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tion for the ﬂow rate (3.20) and the no-slip conditions for the velocities (3.3)-(3.5) (these
remain unaltered when non-dimensionalized, but the wall is now at y=1). The algebra is
cumbersome and was carried out by the Matlab symbolic manipulation software.
3.1.3 Long-wave asymptotic analysis
The mathematical model described in section 3.1.1 (equations (3.14)-(3.20)), when sup-
plemented with initial conditions constitutes a formidable multiphase nonlinear moving-
boundary problem. To make analytical progress we proceed asymptotically and seek a
system of nonlinear evolution equations that can describe the ﬂow when interfacial undu-
lations are long compared with the channel height. More precisely we assume that the
typical interfacial deformation wavelength λ is large compared with the channel height d,
i.e. δ = d/λ << 1, providing scale separation. We write the ﬂow components ui, υi, Pi
as the undistributed steady state (see equations (3.21) and (3.22)) plus a disturbance of
arbitrary size
ui = u¯i + u˜i, υi = υ˜i, Pi = P¯i + P˜i. (3.23)
The scale separation dictates the following canonical change of variables
x → ξ
δ
, y → y, t → τ
δ
, (3.24)
u˜i = u˜i, υ˜i = δw˜i, P˜i =
p˜i
δ
, (3.25)
where the new quantities ξ, τ , w˜i, p˜i are of order one, while other unscaled variables retain
their original deﬁnitions. The scaling for υi follows from the continuity equation (3.16)
and (3.24), while the order 1/δ pressures are required in order to retain a ﬂow driven by
the horizontal pressure gradient to leading order. Changing variables in the governing
equations (3.14)-(3.16) we obtain, for i = 1, 2, 3,
δRe(u˜iτ + u¯iu˜iξ + u˜iu˜iξ + w˜iu¯iy + w˜iu˜iy) = −2p˜iξ
ri
+
mi
ri
(δ2u˜iξξ + u˜iyy), (3.26)
δ2Re(w˜iτ + u¯iw˜iξ + u˜iw˜iξ + w˜iw˜iy) = −2p˜iy
δri
+
mi
ri
(δ3w˜iξξ + δw˜iyy), (3.27)
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u˜iξ + w˜iy = 0. (3.28)
The interfacial boundary conditions (3.17)-(3.19) (representing tangential/normal stress
balances and the kinematic condition) become for i = 2, 3 (note that (3.18) is differen-
tiated with respect to ξ)
m(i−1)δ2w˜(i−1)ξ −miδ2w˜iξ + m(i−1)
(
u¯(i−1)y + u˜(i−1)y
)
−mi
(
u¯iy + u˜iy
)
= − 4δ
2hiξ
1− δ2h2iξ
(
m(i−1)w˜(i−1)y −miw˜iy
)
, (3.29)
p˜(i−1)ξ − p˜iξ
δ
+
(
ri − r(i−1)
)
cot θhiξ − δ
[1 + δ2h2iξ
1− δ2h2iξ
(
m(i−1)w˜(i−1)y −miw˜iy
)]
ξ
=
[ δ2hiξξ
Ci(1 + δ2h2iξ)
3/2
]
ξ
, (3.30)
hiτ + (u¯i + u˜i)hiξ − w˜i = 0. (3.31)
In order to retain surface tension so that it competes with viscous stresses and density
stratiﬁcation forces in equation (3.30), we assume small capillary numbers and introduce
the canonical limit Ci = δ2C¯i. The normal stress balance (3.30) becomes
p˜(i−1)ξ − p˜iξ
δ
+
(
ri − r(i−1)
)
cot θ hiξ − δ
[1 + δ2h2iξ
1− δ2h2iξ
(
m(i−1)w˜(i−1)y −miw˜iy
)]
ξ
=
[ hiξξ
C¯i(1 + δ2h2iξ)
3/2
]
ξ
, i = 2, 3.(3.32)
Finally, the condition for the overall ﬂow rate is given by
h3ˆ
0
(u¯3 + u˜3) dy +
h2ˆ
h3
(u¯2 + u˜2) dy +
1ˆ
h2
(u¯1 + u˜1) dy = 1. (3.33)
We will construct asymptotic solutions of the problem that are periodic in ξ of given scaled
dimensionless period 2L, say; the quantity L is a measure of the length of the system and
is an important parameter in that it controls the number of linearly unstable modes about
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the trivial state.
Long-wave coupled evolution equations
Our objective is to derive a reduced-dimension system of equations that describes the non-
linear dynamics of the three-layer ﬂow. The system originates from the dimensionless
kinematic equations (3.31) evaluated at the appropriate asymptotic order, with the ﬂuid
mechanics in the bulk ﬁxing the various terms by matching across interfaces. The follow-
ing asymptotic expansions are introduced
(u˜i, w˜i, p˜i) =
(
u˜
(0)
i , w˜
(0)
i , p˜
(0)
i
)
+ δ
(
u˜
(1)
i , w˜
(1)
i , p˜
(1)
i
)
+ δ2
(
u˜
(2)
i , w˜
(2)
i , p˜
(2)
i
)
+ . . . (3.34)
Substituting into (3.31) and retaining terms up to order δ we ﬁnd
hiτ + u¯ihiξ + u˜
(0)
i hiξ − w˜(0)i + δ
(
u˜
(1)
i hiξ − w˜(1)i
)
= 0 at y = hi, i = 2, 3. (3.35)
This can be rewritten in an integral form by using the continuity equation (3.28) and the
no-slip boundary conditions (3.3) and (3.4), along with Leibniz’s rule to obtain
h2τ +
( h2ˆ
u¯1 dy +
h2ˆ
1
u˜
(0)
1 + δu˜
(1)
1 dy
)
ξ
= 0 at y = h2, (3.36)
h3τ +
( h3ˆ
u¯3 dy +
h3ˆ
0
u˜
(0)
3 + δu˜
(1)
3 dy
)
ξ
= 0 at y = h3. (3.37)
The leading-order horizontal velocities u˜(0)i are found by substituting (3.34) into the mo-
mentum equation (3.26) and retaining order one terms. The vertical momentum equation
(3.27) gives p˜(0)iy = 0, hence p˜
(0)
i ≡ p˜(0)i (ξ, t), and the horizontal velocity proﬁles in each
layer are parabolic in y and given by
mi
ri
u˜
(0)
i =
p˜
(0)
iξ
ri
y2 + c4iy + c5i. (3.38)
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Here the nine functions p˜(0)iξ , c4i and c5i, i = 1, 2, 3, depend on the physical parameters of
the problem but also on the spatiotemporal interfacial dynamics hi(ξ, τ), i = 2, 3. They
can be fully determined by considering the leading-order contributions of the boundary
conditions (3.3)-(3.5), (3.29), (3.32) and (3.33).
The horizontal momentum equation (3.26) at order δ allows us to solve for u˜(1)i in terms
of leading-order quantities. The solution consists of two parts, one involving the pressure
gradient and an inertial part, and is given by
mi
ri
u˜
(1)
i =
p˜
(1)
iξ
ri
y2+Re
ˆ ˆ (
u˜
(0 )
iτ +w˜
(0 )
i u¯iy+w˜
(0 )
i u˜
(0 )
iy +u˜
(0 )
iξ u¯i+u˜
(0 )
iξ u˜
(0 )
i
)
dy1 dy2+c6iy+c7i .
(3.39)
Equation (3.27) implies that p˜(1)iξ are also independent of y, but now also depend on the
interfacial derivatives hiξ and hiξξξ, as can be seen from the stress balance equation (3.32).
The terms u˜(0)iτ can be calculated by differentiating equation (3.38) with respect to τ and us-
ing leading-order terms of equations (3.36) and (3.37). Furthermore, the normal velocities
w˜
(0)
i can in turn be found from the continuity equation (3.28), to obtain
w˜
(0)
i = −
ˆ
u˜
(0)
iξ dy + cwi, i = 1, 2, 3. (3.40)
The functions cwi(ξ, τ) can be found by applying the four boundary conditions (3.3)-(3.5)
to the solution (3.40) and noting that the extra boundary condition (i.e. at y = h2) is
automatically satisﬁed due to the overall ﬂow rate constraint (3.33); see Appendix A for
details. Finally, substitution of (3.40) into (3.39) and use of the boundary conditions (3.3)-
(3.5),(3.29) and (3.32) along with the ﬁxed ﬂow rate condition (3.33), enables the determi-
nation of the nine functions p˜(1)iξ , c6i and c7i, i=1,2,3.
The leading-order velocities appearing in equations (3.36) and (3.37) are now known
and the ﬁnal form of the long-wave coupled system that describes the spatiotemporal dy-
namics of the two interfaces takes the form
hiτ + Fiξ + δ
2∑
j=1
[(
Re Sij + cot θGij
)
hj ξ +
1
C¯i
Dijhj ξξξ
]
ξ
= 0 , i = 2 , 3 . (3.41)
The 2× 1 matrix Fi and the 2× 2 matrices Sij, Gij, Dij are rational polynomial functions
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of the interfacial deformations hi as well as the physical parameters of the problem Hi, mi
and ri. Their exact determination is tedious but straightforward and in this work we used
the Matlab symbolic manipulation software for their efﬁcient and error-free calculation.
The system (3.41) is to be solved subject to periodic boundary conditions hi(ξ + 2L, τ) =
hi(ξ, τ).
Depending on the physical parameters, the leading-order (δ = 0) system (3.41) of con-
servation laws can be strictly hyperbolic in which case it would support shocks (thus violat-
ing the long-wave assumption), but can also be elliptic (or mixed hyperbolic-elliptic) mak-
ing the system susceptible to short-wave instabilities and hence ill-posed. Consequently,
the higher-order terms must be retained to regularise the equations in order to allow the
possibility of long-time existence of the long-wave solutions. The regularised equations
(3.41) depend on the small parameter δ that cannot be scaled out of the problem. For a
single interface (two ﬂuid phases) the system reduces to a Benney-type equation [8], and it
is well-known from the numerical work of Pumir et al. [80] and Rosenau et al. [81] that
solutions can become unbounded in ﬁnite time for certain coefﬁcients. Such difﬁculties
motivate the derivation of canonical weakly nonlinear equations that do not contain δ, di-
rectly from (3.41). Such equations provide the initial stages of the nonlinear dynamics by
restricting the amplitudes to be small but not inﬁnitesimal, and their derivation and study is
considered next.
3.2 Weakly nonlinear coupled evolution equations
Here we aim to capture the initial nonlinear stages of the instability by imposing the re-
striction that the departure of the interfaces from the steady-state layer thicknesses is small(
i.e. δηi = h(i+1) − H(i+1), where ηi = O(1)
)
, and we can use Taylor expansions about
the undisturbed states H(i+1). The system (3.41) now reduces to
ηiτ+
2∑
j=1
[
qijηjξ+
2∑
k=1
δβijk
(
ηjηk
)
ξ
+δ
(
Re sij+cot θ gij
)
ηj ξξ+
δ
C¯i
dijηj ξξξξ
]
= 0 , (3.42)
where i = 1, 2. The constant coefﬁcients qij, βijk, sij, gij, dij are rational polynomial func-
tions of the physical parameters of the system (Hi,mi, ri) and were calculated using a sym-
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bolic manipulator. System (3.42) incorporates advective terms ηjξ, Burgers-type coupled
nonlinearities (ηjηk)ξ, buoyancy effect cot θ ηjξξ, inertia Re ηj ξξ and surface-tension terms
1
C¯i
ηjξξξξ. The matrix of the surface tension is always positive deﬁnite providing damping
for large wavenumbers; on the other hand, the matrix gij provides damping for stably den-
sity stratiﬁed ﬂows, and introduces Rayleigh-Taylor instability otherwise. Furthermore, the
matrix gij vanishes when the densities of the three layers are equal.
We remark that a system of equations similar to (3.42) is valid for arbitrarily many inter-
faces constrained in an inclined channel. However, as can be observed the system (3.42) in-
cludes terms of different magnitude, since the advective term is of unit order while the other
terms are of order δ. As a result, the advective part of the system overshadows the nonlinear
dynamics. In order to retain the δ-order dynamics, the advective term should be removed
by an appropriate Galilean transformation as in the case of the single interface problem.
However, in the case of two or more interfaces, this transformation is possible only if the
matrix of the advective term is diagonal to leading order with equal eigenvalues λ say.
Consequently, we proceed by deﬁning the 6-dimensional vector of the physical parameters
of the problem T = (H2, H3,m2,m3, r2, r3), where 0 < H3 < H2 < 1, and identify-
ing speciﬁc parameter vectors that allow a Galilean transformation. This analysis suggests
two distinct cases corresponding to basic states that are symmetric or non-symmetric about
y = 1
2
. We analyse these individually since they provide distinct dynamical systems.
3.2.1 The symmetric case: Nonlinear advective-dissipative systems
In this case the basic ﬂow is parabolic and symmetric about y = 1
2
as depicted in ﬁgure
3.2(a), and in general corresponds to the parameter vector T ≡ T¯ = (1−ω, ω, 1, 1, 1, 1),
where 0 < ω < 1
2
. Importantly, this implies that the advective term is diagonal with equal
eigenvalues λ(ω), so that qij(T¯ ) = λ(ω)δij , the coefﬁcients of the nonlinear terms become
βijk(T¯ ) = β¯i(T¯ ) so that the nonlinearities decouple, and the inertial and buoyancy terms
become zero, i.e. sij(T¯ ) = 0 and gij(T¯ ) = 0. The resulting weakly nonlinear system
(3.42) is
ηiτ + ληiξ + δβ¯i(T¯ )
(
η2i
)
ξ
+ δ
2∑
j=1
1
C¯i
dij(T¯ )ηjξξξξ = 0, i = 1, 2. (3.43)
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Figure 3.2: Steady-state velocity proﬁles for different ﬂuid properties. Panel (a)
symmetric case T¯ = (2
3
, 1
3
, 1, 1, 1, 1); panel (b) the non-symmetric case T˜ =
(0.79132, 0.4, 2, 4.8457, 1, 1).
It is easy to deduce that (3.43) is a stable advective-dissipative system (note that dij is pos-
itive deﬁnite) with decoupled Burgers-type nonlinearities; consequently, at large times the
system attains the trivial solution for rather general periodic initial conditions (e.g. a ﬁnite
number of random Fourier coefﬁcients) - this can be proven easily using simple energy es-
timates. In what follows we investigate these inertialess instabilities of the symmetric case
by detuning the value of the parameter vector T¯ to derive general canonical systems.
We proceed by perturbing the system (3.42) about the symmetric case by writing T =
T¯ + δZ, where Z = (H˜2, H˜3, m˜2, m˜3, r˜2, r˜3) is a constant vector acting as a detuning
parameter; retaining terms up to order δ yields
ηiτ + ληiξ + δβ¯i(T¯ )
(
η2i
)
ξ
+ δ
2∑
j=1
(
q
(1)
ij (T¯ ,Z)ηjξ +
1
C¯i
dij(T¯ )ηjξξξξ
)
= 0, (3.44)
where
q
(1)
ij (T¯ ,Z) =
6∑
l=1
Zl
∂qij
∂Tl
(T¯ ), i = 1, 2. (3.45)
The vector β¯i and matrix dij depend on ω alone since they are leading-order quantities. As
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an example, when T¯ = (2
3
, 1
3
, 1, 1, 1, 1) (i.e. ω = 1/3), we have
β¯i(T¯ ) =
(
−1
1
)
, dij(T¯ ) =
⎛
⎜⎜⎝
73
100
1
2
1
2
73
100
⎞
⎟⎟⎠ ,
and emphasise that other physically relevant cases can be determined analogously.
To obtain the ﬁnal form of the equations we perform a Galilean transformation x∗ =
ξ−λτ , introduce a new slow time-scale t∗ = δτ , and normalize the equations to 2π-periodic
domains by introducing new scaled coordinates t∗∗ = ( π
L
)2t∗, x∗∗ = ( π
L
)x∗, η∗i =
(L
π
)ηi; the resulting bifurcation parameter ν = ( πL)
2 > 0, where 2L is the period of the
solutions introduced earlier, plays a central role in the dynamics and is analogous to the
“viscosity” parameter found in the Kuramoto-Sivashinsky equation. Dropping the asterisks
yields the following system of nonlinear coupled evolution equations:
ηit + β¯i(T¯ )(η
2
i )x +
2∑
j=1
( 1√
ν
q
(1)
ij (T¯ ,Z)ηjx +
ν
C¯i
dij(T¯ )ηjxxxx
)
= 0, i = 1, 2. (3.46)
Previous work by Kliakhandler & Sivashinsky [59] derived model equations that are not
of the canonical form derived here; the difference lies in the fact that the weakly nonlinear
expansion was performed on a scaled Benney equation (equivalent to our equation (3.41)
but with δ = 1), hence leading to a system with arbitrary coefﬁcients in front of the advec-
tive and nonlinear terms. These terms play a crucial role in the instability mechanisms and
nonlinear dynamics as we explain in more detail below and in section 3.3.1. The canon-
ical model (3.46) derived here, enables us to evaluate the competing physical effects of
nonlinearity, advective instability due to the presence of two interfaces, and short-wave
dissipation due to surface tension. An effective way to reveal the nature of the underlying
instabilities is to rewrite the system in quasilinear matrix form as follows:
∂η
∂t
+A(η)
∂η
∂x
+ νD
∂4η
∂x4
= 0, (3.47)
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where
η =
(
η1(x, t)
η2(x, t)
)
, A =
⎛
⎝ −2η1(x, t) + q(1)11 (T¯ ,Z)√ν q(1)12 (T¯ ,Z)√ν
q
(1)
21 (T¯ ,Z)√
ν
2η2(x, t) +
q
(1)
22 (T¯ ,Z)√
ν
⎞
⎠
and D ≡ 1
C¯i
dij(T¯ ).
The matrix A varies in space and time and the nature of the instabilities depends crucially
on its eigenvalues λ1,2(x, t). Given a solution η(x, t), these eigenvalues depend on η(x, t)
and can be either real or complex conjugates. In the latter case the non-dissipative system
becomes elliptic and induces catastrophic short-wave instabilities - i.e. the system is ill-
posed with short waves growing the fastest (for a brief introduction to PDEs of mixed type
the reader is referred to [102, 35]). Dissipation as it appears in equation (3.47) regularises
such short-wave instabilities and more surprisingly can destabilise the long-wave modes
when the eigenvalues are real. Noting that in our systems the diagonal elements of the
dissipation matrix dij are equal, then we ﬁnd that such instabilities can only happen when
the off-diagonal entries are non-zero. In what follows we illustrate these mechanisms with
particular physical examples.
First we consider the linear stability of equation (3.47) about the trivial state η = η¯ =
(0, 0) with parameters that ensure that the eigenvalues of A are complex. The ﬂow is
long-wave unstable to linear disturbances proportional to e(iκx+st), as depicted in ﬁgure
3.3(a). There are two modes with growth rates s1 and s2, the latter of which is stable for all
wavenumbers κ. The effect of surface tension is to stabilise short waves and provide a ﬁnite
band of instability, and the unstable mode has growth rates proportional to κ for κ << 1.
This instability is known as the “alpha” effect; see [59] for references. We illustrate this by
calculating the marginal stability of the system (3.47) for the case T¯ = (2
3
, 1
3
, 1, 1, 1, 1),
and Z = (H˜2, 0, m˜2, m˜3, 0, 0). Physically, the chosen detuning parameter vector allows
us to evaluate the role of viscosity and depth ratios. The zeros in the detuning vector Z
represent no change in the undisturbed thickness of the lower layer (i.e. the parameter
H˜3 = 0), and equal densities in all three layers (i.e. we set the parameters r˜2 = r˜3 = 0).
Mathematically this is not necessary but by reducing the parameters we are able to depict
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the instability mechanisms in a phase space in the plane rather than a higher dimension.
Figure 3.3(b) depicts the marginal stability curves; for each value of H˜2 the marginal sta-
bility curve is a closed circular region in the m˜2−m˜3 plane. The ﬁgure shows a collection of
these regions for − 15
100
≤ H˜2 ≤ 15100 , the locus of which deﬁnes the two triangular regions
inside which the system is unstable. Furthermore, it can be observed that the instability
vanishes when H˜2 = 0, while it is present when the layer adjacent to the wall is more
viscous than the intermediate one, i.e. m˜2 < m˜3. The results also show that the instability
region increases as H˜2 increases, which corresponds to the upper layer depth decreasing
with respect to the bottom layer depth. Analogous results hold for negative H˜2, where now
the upper layer depth increases relative to the bottom one and instability is found when
m˜2 > m˜3.
A more surprising and interesting ﬁnding is that even when A possesses real and dis-
tinct eigenvalues, the system (3.47) can be unstable due to an interaction between the non-
linear ﬂux and the dissipation terms due to surface tension. This kind of instability has been
proposed in the context of viscously regularised quasilinear systems by Majda & Pego [70].
They studied strictly hyperbolic 2× 2 systems of conservation laws with second-order vis-
cosity terms, i.e. ηxx in our notation, and show that whenA is symmetric andD is positive
deﬁnite, then their system (as well as ours) is stable for every constant state η = η¯ satisfy-
ing
li(η¯)Dri(η¯) > 0, (3.48)
where li and ri, i = 1, 2, are the left and right eigenvectors of A. One can also consider
ﬁxed viscosity matrices (in our notation the surface tension matrices D) and determine
stable and unstable constant states (usually by studying Riemann problems - see [16]). It
follows, therefore, that solutions η of (3.47) can be unstable in the sense of Majda and Pego
for ﬁxed values of x and t when (note that we rewrite (3.48); see proposition (5.12) in [16])
tr
(
D−1
[
− λi(x, t)I +A(η)
])
tr
(
− λi(x, t)I +A(η)
) < 0, (3.49)
where I is the identity matrix, for either i = 1 or 2. The Majda-Pego instability in our
problem is illustrated next by the linear stability about η = η¯ = (0, 0), for a slightly
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different ﬂux function and dissipation matrix as in ﬁgure 3.3, and slightly different values
ofZ to place us just outside the elliptic region. Typical results are depicted in ﬁgure 3.4(a)
with parameter values shown in the caption; the results show that in the long-wave limit
κ << 1, we have Real(s) ∼ κ2, indicating the different nature of the dissipative mechanism
of the instability compared with the kinematic one discussed earlier. The boundary of the
region inside which Majda-Pego instability occurs is depicted in ﬁgure 3.4(b) by the outer
gray closed circular curve which is constructed using the condition (3.49). The topology
of the elliptic, Majda-Pego and hyperbolic regions shown in ﬁgure 3.4(b) is quite generic
and has been described by Peters & Canic [77] in the context of three-phase reservoir ﬂow
in porous media. Note that condition (3.49) will be used in our numerical computations
to determine the presence or absence of Majda-Pego instability of nonlinear solutions in
the spatiotemporally evolving dynamics. This condition is clearly much stronger than the
linear conditions about the null state used by Kliakhandler & Sivashinsky [59]. We remark
that the analysis of Majda & Pego [70] applies to second-order viscosity matrices; to our
knowledge the analysis for higher order dissipation, e.g. fourth order as in the present
problem, remains open. Our numerical results indicate that condition (3.49) is still valid
for our dissipation matrices in (3.47).
3.2.2 The non-symmetric case: Kinematically modiﬁed coupled Kuramoto-
Sivashinsky systems
In this case the overall steady-state velocity proﬁles do not possess any symmetry about
the channel midplane as depicted in ﬁgure 3.2(b). This case corresponds, in general, to the
following parameter vector T ≡ T˜ = (H2, H3,m2 = 1,m3 = 1, r2 = 1, r3 = 1). Hence,
the system (3.42) can be written as follows:
ηiτ +
2∑
j=1
[
qij(T˜ )ηiξ +
2∑
k=1
δβijk(T˜ )
(
ηjηk
)
ξ
+ δ
(
Re sij (T˜ ) + cot θ gij (T˜ )
)
ηj ξξ
+
δ
C¯i
dij(T˜ )ηjξξξξ
]
= 0, i = 1, 2. (3.50)
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As previously the advective term dominates the order δ dynamics. Hence, we can remove
it by performing a Gallilean transformation by identifying parameter vectors T˜ = T˜d that
make the matrix qij(T˜d) diagonal with equal eigenvalues λ, yielding, correct to order δ:
ηiτ +
2∑
j=1
[
ληiξ +
2∑
k=1
δβijk(T˜d)
(
ηjηk
)
ξ
+ δ
(
Re sij (T˜d) + cot θ gij (T˜d)
)
ηj ξξ
+
δ
C¯i
dij(T˜d)ηjξξξξ
]
= 0, i = 1, 2. (3.51)
Note that the buoyancy term gij vanishes in the case of equal densities, and we proceed
with this term absent: similar systems that have analogous qualitative behaviour can be
derived when the densities are unequal. Physically, the presence of Rayleigh-Taylor insta-
bility (more dense ﬂuid on top of lighter ﬂuid), will produce linear instabilities with the
combined matrix Re sij (T˜d)+cot θ gij (T˜d) being not negative deﬁnite. The system (3.51),
in contrast to (3.43), involves coupled nonlinearities as well as inertial terms (of order δ).
An asymptotically correct canonical system that also retains kinematic terms follows by in-
troducing T˜ = T˜d+δZ into (3.50), and performing an appropriate Galilean transformation
to ﬁnd
ηit +
2∑
j=1
[ 1√
ν
q
(1)
ij (T˜d,Z)ηjx +
2∑
k=1
βijk(T˜d)
(
ηjηk
)
x
+ Re sij (T˜d)ηjxx
+
ν
C¯i
dij(T˜d)ηjxxxx
]
= 0, i = 1, 2, (3.52)
where q(1)ij (T˜d,Z) is deﬁned by (3.45). In this study we introduce a constant parameter ζ
so that Z → ζZ to enable us to control the size of the advective term relative to inertia (as
we will see later, the competition between these terms inﬂuences the large time dynamics
and resulting coherent structures). However, retaining the six independent parameters Zl,
l = 1, . . . , 6 provides the freedom to control the numerical values of q(1)ij . Equations (3.52)
are a kinematically modiﬁed coupled Kuramoto-Sivashinsky (cKS) system and contains all
of the physical mechanisms of the single Kuramoto-Sivashinsky (KS) equation in addition
to the instability mechanisms described in section 3.2.1. Our main objective is to describe
the ensuing nonlinear dynamics of such complex systems. We proceed by rewriting (3.52)
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in the following matrix form
∂η
∂t
+
∂Q(η; ζ, ν)
∂x
+ S
∂2η
∂x2
+ νD
∂4η
∂x4
= 0, (3.53)
where the matrix S ≡ sij is not negative deﬁnite and the ﬂux function Q(η; ζ, ν)) is the
following non-homogeneous quadratic polynomial
Q =
⎛
⎝ β111η21 + (β112 + β121)η1η2 + β122η22 + ζ√ν q(1)11 η1 + ζ√ν q(1)12 η2
β211η
2
1 + (β212 + β221)η1η2 + β222η
2
2 +
ζ√
ν
q
(1)
21 η1 +
ζ√
ν
q
(1)
22 η2
⎞
⎠ . (3.54)
We denote the eigenvalues of the Jacobian ∇ηQ by λ1,2(x, t). Note that the Reynolds
number Re has been removed from the problem by rescaling η1,2 and time t. Furthermore,
for simplicity, we drop the superscript (1) from qij terms. The problem has two important
parameters measuring competing mechanisms: ζ corresponding to kinematic effects and
ν measuring the size of the system (recall that the unscaled size of the periodic domain is
2π/
√
ν). In what follows we solve the problem numerically in order to describe the effect
of these parameters on the nonlinear dynamics.
3.3 Numerical experiments
We begin by describing the numerical schemes used to solve the canonical systems (3.47)
and (3.53). The spatial domains are 2π−periodic and random initial conditions are used
unless otherwise stated. We use spectral methods for the spatial discretisations with implicit
time-stepping due to the stiffness of the fourth order derivatives (we implemented and tested
the Matlab integrator ode23tb for stiff ODEs as well as home-grown explicit-implicit
BDF algorithms; [1]). Brieﬂy, we represent the solutions by their Fourier series
ηi(x, t) =
∞∑
μ=1
(
ηciμ(t) cosμx+ η
s
iμ(t) sinμx
)
, (3.55)
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to ﬁnd an inﬁnite-dimensional system of coupled nonlinear ordinary differential equations
(ODEs) for the Fourier coefﬁcients ηciμ(t), η
s
iμ(t), given by
dηc1μ(t)
dt
=
2∑
j=1
[
−
2∑
k=1
β1jkN
c
jkμ(t)−
q
(1)
1j√
ν
μηsjμ(t)
+ s1jμ
2ηcjμ(t)− νf1jμ4ηcjμ(t)
]
, (3.56)
dηs1μ(t)
dt
=
2∑
j=1
[
−
2∑
k=1
β1jkN
s
jkμ(t) +
q
(1)
1j√
ν
μηcjμ(t)
+ s1jμ
2ηsjμ(t)− νf1jμ4ηsjμ(t)
]
, (3.57)
dηc2μ(t)
dt
=
2∑
j=1
[
−
2∑
k=1
β2jkN
c
jkμ(t)−
q
(1)
2j√
ν
μηsjμ(t)
+ s2jμ
2ηcjμ(t)− νf2jμ4ηcjμ(t)
]
, (3.58)
dηs2μ(t)
dt
=
2∑
j=1
[
−
2∑
k=1
β2jkN
s
jkμ(t) +
q
(1)
2j√
ν
μηcjμ(t)
+ s2jμ
2ηsjμ(t)− νf2jμ4ηsjμ(t)
]
, (3.59)
where
N cjkμ =
∑
m+n=μ
μ
2
(
ηcjnη
s
km+η
s
jnη
c
km
)
− μ
2
∑
m−n=μ
(
−ηcjnηskm+ηsjnηckm+ηcjmηskn−ηsjmηckn
)
,
(3.60)
N sjkμ =
∑
m+n=μ
μ
2
(
ηsjnη
s
km − ηcjnηckm
)
− μ
2
∑
m−n=μ
(
ηcjnη
c
km + η
c
jmη
c
kn + η
s
jnη
s
km + η
s
jmη
s
kn
)
.
(3.61)
The system is truncated to M terms (we are assuming that the dynamics are low modal
as in the case of the single KS equation, and this is checked numerically a posteriori).
Consequently, the nonlinear terms (N cjk, N
s
jk) are truncated accordingly and can be written
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in the form of ﬁnite series as follows:
(
N cjk
)M
=
M∑
μ=1
[ μ−1∑
n=1
μ
2
(
ηcjnη
s
k(μ−n) + η
s
jnη
c
k(μ−n)
)
+
M−μ∑
n=1
μ
2
(
ηcjnη
s
k(μ+n) − ηsjnηck(μ+n) − ηcj(μ+n)ηskn + ηsj(μ+n)ηckn
)]
, (3.62)
(
N sjk
)M
=
M∑
μ=1
[ μ−1∑
n=1
μ
2
(
ηsjnη
s
k(μ−n) − ηcjnηck(μ−n)
)
−
M−μ∑
n=1
μ
2
(
ηcjnη
c
k(μ+n) + η
c
j(μ+n)η
c
kn + η
s
jnη
s
k(μ+n) + η
s
j(μ+n)η
s
kn
)]
. (3.63)
We would like to comment that the analytical expressions for the nonlinearities are com-
puted efﬁciently (i.e. with an operation count which is much less than O(M2)) using vec-
torised matrix multiplications provided by Matlab.
One of the diagnostics we use in order to check boundedness of solutions is the evolu-
tion of their energy. Parseval’s theorem shows that the L2-norm can be calculated spectrally
and is given by the following expression:
Ei(t) ≡ ||ηi||2 =
√√√√π M∑
μ=1
(
(ηciμ)
2 + (ηsiμ)
2
)
, i = 1, 2. (3.64)
Furthermore, in order to construct the phase plane (Ei, E˙i) of the solutions we differentiate
(3.64) with respect to t to obtain
E˙i =
√
π
M∑
μ=1
(
2ηciμ
dηciμ
dt
+ 2ηsiμ
dηsiμ
dt
)
2||ηi||2 , i = 1, 2, (3.65)
and eliminating
dηciμ
dt
and
dηsiμ
dt
by using the governing equations (3.56)-(3.59). Expres-
sion (3.65) is spectrally accurate making the phase plane characteristics spectrally accurate
too. This is important in determining complex dynamics (e.g. period-doubling bifurca-
tion routes to chaos) from the numerical data. The numerical diagnostic tools used here
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have been described elsewhere (see [2]; [91]). In what follows we describe results for the
symmetric and non-symmetric cases, respectively, i.e. equations (3.47) and (3.53).
3.3.1 Interfacial dynamics - Nonlinear advective-dissipative systems
In this section, we investigate numerically the interfacial dynamics exhibited by the advection-
dissipative system (3.47). The initial conditions typically contain the ﬁrst 10 harmonics
with amplitudes chosen randomly in the interval [−0.5, 0.5]. The number of modes M de-
pends on the parameter ν and M is always chosen so that the numerical solution has an
exponentially decaying spectrum in Fourier space.
The large time behaviour of the solutions depends crucially on the eigenvalues of matrix
A in (3.47). Denoting these by λ1,2 we ﬁnd that they are real or complex conjugates
depending on whether the sign of Λ, deﬁned by
Λ =
1
ν
[(
− 2√ν(η1(x, t) + η2(x, t))+ q11 − q22)2 + 4q12q21
]
, (3.66)
is positive or negative, respectively. In the former case the ﬂux function is hyperbolic and
as a result (due to the presence of diffusion) the solutions decay to zero at large times
independent of initial conditions - a sufﬁcient condition for this to happen is q12q21 ≥ 0.
Hence, we concentrate on situations where the ﬂux function can provide mixed-type (i.e.
hyperbolic-elliptic) behaviour.
The eigenvalues λ1,2 depend on the values of qij (recall that these correspond to differ-
ent physical situations and can be chosen to take a wide range of values), and the initial
conditions. For example, if the qij are such that the ﬂat state is linearly unstable (either due
to Majda-Pego instability or the “alpha” effect), then any arbitrary initial condition will
evolve to nonlinear travelling wave states. We illustrate this scenario in ﬁgure 3.5 for ν = 1
(other parameters given in the caption) and qij given by
qij =
(
−0.519 0.123
−0.247 −0.341
)
.
The ﬁgure shows the evolution of η1(x, t) and η2(x, t) in panels (a) and (b) correspond-
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ingly, and the corresponding evolution of their energy norms (panel (c)), indicating that
the solutions evolve to ﬁnite energy travelling wave states. These phenomena can be un-
derstood by considering the spatiotemporal evolution of the matrix A and in particular the
nature of its eigenvalues according to (3.66). As the solutions η1,2(x, t) evolve, we track
the regions in the x− t plane where Λ takes on negative (black) or positive (gray) values as
shown in panel (d). In addition we indicate regions of Majda-Pego instability (see (3.49))
with a white colour and these can be found on the edges of the elliptic regions (as described
earlier also - see ﬁgure 3.4). Even though the systems studied here are parabolic (fourth or-
der diffusion), non-trivial states can only emerge if there exist dynamic transitions resulting
from the nonlinearities and their interaction with the damping; these transitions (hyperbolic
to elliptic) are the hallmark of the emerging dynamics.
Through extensive numerical experiments we have established that when the ﬂat states
are linearly stable, the emerging dynamics depend on the energy input of the initial condi-
tions. If the initial energy is below a threshold value (this value clearly depends on problem
parameters, e.g. ν) then a trivial state emerges at large time, whereas above threshold non-
trivial travelling wave states emerge as found earlier. Results near threshold for the case
ν = 1 and
qij =
(
−1 0.123
−0.247 −0.341
)
,
are given in ﬁgure 3.6 (other parameters given in the caption). Figure 3.6(a, c) are be-
low threshold (the initial energy input is 1.1636), while ﬁgure 3.6(b), (d) are just above
(with energy 1.1639). Figure 3.6(c), (d) depict the type of the ﬂux function eigenvalues as
explained earlier. In both cases (below and above threshold) there exist elliptic regions ini-
tially, and these either disappear or persist depending on the initial energy. Below threshold,
the damping is sufﬁcient to drive the system to a uniformly hyperbolic state thus leading
to trivial solutions, whereas above threshold ellipticity persists leading to non-trivial states.
We can conclude, therefore, that the linear stability is a necessary but not sufﬁcient condi-
tion for the emergence of non-trivial nonlinear states.
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Figure 3.5: Emergence of steady state traveling waves of system (3.47), when T¯ =
(2
3
, 1
3
, 1, 1, 1, 1), Z = (1, 0.9405, 10, 15, 0, 0), ν = 1 and 1
C¯1
= 1
C¯2
= 1. The matrix
of the advective term qij possesses conjugate complex eigenvalues. (a, b), The spatiotem-
poral evolution of the interfaces; (c) the evolution of the energy; (d) the spatiotemporal
evolution of underlying instability regions, where black-shaded regions correspond to com-
plex eigenvalues, white-shaded regions to Majda-Pego instability and gray-shaded regions
indicate hyperbolicity.
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Figure 3.6: Dependence of long-time behavior on initial energy input for the the lin-
early stable system (3.47), with T¯ = (2
3
, 1
3
, 1, 1, 1, 1), while the detuning vector is
Z = (1.2405, 0.9405, 10, 15, 0, 0), ν = 1 and 1
C¯1
= 1
C¯2
= 1: (a, c) initial conditions
below threshold; while panels (b, d) initial conditions above threshold.The energy evo-
lution is shown along with the evolution of the instability regions (black-shaded regions
correspond to complex eigenvalues, white-shaded regions to Majda-Pego instability and
gray-shaded regions indicate hyperbolicity).
3.3 Numerical experiments 58
3.3.2 Interfacial dynamics - Kinematically modiﬁed coupled Kuramoto-
Sivashinsky systems
In this section we study ﬂows that include inertia and are governed by the cKS systems
(3.53). We carried out extensive numerical experiments as the parameters ν and ζ vary. In
the results that follow we take the vector of the physical parameters to be equal to T˜ =
(0.79132, 0.4, 2, 4.8457, 1, 1) and the detuning vector Z = (0.1, 0, 8, 8, 0, 0). These
values correspond to a physical situation with the upper and lower undisturbed interfaces
atH2 = 0.79132,H3 = 0.4, and the viscosity ratiosm2 = 2,m3 = 4.8457 (in this scenario
the upper layer is less viscous than the other layers and the lower layer is the most viscous);
the densities of the three layers are equal in this example. With these values the matrices
β1jk, β2jk, sij, dij, qij are calculated to be
β1jk =
(
−1.5774 −0.0209
−0.0209 0.1919
)
, β2jk =
(
0.2477 −0.0509
−0.0509 1.3278
)
,
sij =
(
−5.30615 5.4011
−5.2902 8.2255
)
× 10−4, dij =
(
0.0020 0.0015
0.0015 0.0033
)
,
qij =
(
−0.445 0.052
−0.075 −0.504
)
.
Note also that with this choice of T˜ we ensure that the nonlinear ﬂux function is of mixed
hyperbolic-elliptic type, thus avoiding strictly hyperbolic nonlinearities that could provide
more standard Kuramoto-Sivashinsky dynamics. In addition, the detuning parameter ζ is
selected to provide kinematic instability of the zero states, i.e. the matrix qij has complex
eigenvalues. This example may be difﬁcult to access experimentally due to the simulta-
neous variation of four physical parameters in the detuning vector. Nevertheless, analo-
gous dynamics have been found for simpler cases that vary the layer depths alone (e.g.
Z = (−0.0799, 0.1, 0, 0, 0, 0) that increases the thicknesses of the undisturbed upper and
lower layers).
Our main interest here is in quantifying the kinematic effect through the parameter ζ .
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We present numerical results as ζ varies for a ﬁxed value of ν = 0.003 to ensure that we
start with chaotic dynamics when ζ = 0 as seen in ﬁgure 3.7(a),(b). Figure 3.7(a) shows
the evolution of the energy norms of η1 and η2 and ﬁgure 3.7(b) shows the corresponding
phase plane of η1. We note that evidence of chaotic dynamics is deduced from the ever-
increasing and non-overlapping number of loops in the phase plane as time increases. Note
that in this case both inertial and inertialess instabilities contribute to the dynamics of the
system. Cases where the energy input due to inertia dominates are considered later and are
interesting due to the fact that the dynamics are closer to those of the single Kuramoto-
Sivashinsky equation. The effect of increasing ζ is to regularise the dynamics from chaos
to time-periodic travelling waves and ultimately to steady-state nonlinear travelling waves.
Table 3.1 contains the ﬁrst three windows as ζ increases that show this regularisation. We
note that for ζ larger than approximately 0.44184 × 10−3, the dynamics is of type I, II or
III (as categorized in the Table), but when ζ is larger than 0.0026, approximately, the ﬂow
is attracted to steady-state nonlinear travelling waves. Figure 3.7(c),(d) shows a typical
time-periodic travelling wave from attractor II having ζ = 0.15811 × 10−3. The energy
norms (3.7c) are time-periodic signals and this is clearly seen in the phase plane in ﬁgure
3.7 (d) that is seen to contain three repeating loops.
In what follows we solve an analogous system to that above with the same matrices
β1jk, β2jk, dij, qij but with a different inertia-associated matrix given by
sij =
(
3.5655 3.4635
−4.0635 −7.6411
)
× 10−4. (3.67)
This model is motivated by the fact that the energy input due to the inertia-associated matrix
sij given by (3.67) dominates and produces slaved dynamics, meaning that the dynamics
of one interface lock into those of the other, resulting in mostly hyperbolic nonlinearities.
Hence the inertia terms due to (3.67) lead to mostly single KS-type dynamics when ζ = 0.
Next we quantify the effect of ζ with particular interest in the way that it affects the slaved
dynamics mentioned above; we illustrate this by starting with the case ν = 0.015 and
ζ = 0. Results are given in ﬁgure 3.8 that depicts the energy norms of η1(x, t) and η2(x, t).
The large time dynamics are chaotic homoclinic bursts (the solution is attracted to steady
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Figure 3.7: Regularisation of chaotic oscillations for the non-symmetric system (3.53) as
the value of the parameter ζ increases for ﬁxed ν = 0.003 and 1
C¯1
= 1
C¯2
= 1: (a, b) ζ = 0,
giving chaotic dynamics; (c, d) ζ = 0.15811 × 10−3, providing time-periodic travelling
waves. The energy evolution is shown along with the phase planes of
(
E1(t), E˙1(t)
)
.
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Attractor ζ Description
I 0.82056×10−4 chaotic oscillations
II 0.28088×10−3 periodic travelling waves
III 0.44184×10−3 steady-state travelling waves
Table 3.1: Attractors of the kinematically modiﬁed cKS system for ﬁxed ν = 0.003 and
1
C¯1
= 1
C¯2
= 1. The values of ζ denote an approximate upper bound for the described
attractor.
states which then loose stability, become chaotic and then return to the original steady state
but shifted horizontally as seen in the ﬁgure) analogous to the single Kuramoto-Sivashinsky
case (see [92]). Note that due to the scale of the horizontal axis the bursts appear to contain
fast oscillations but on closer inspection typical times between oscillations are of the order
of approximately 103 time units, implying that the slow time-scale assumption remains
valid.
Extensive numerical experiments (recall that ν = 0.015 is ﬁxed) were carried out to
produce the attractors given in table 3.2 and labeled as regions I-V (these results were ob-
tained by computing the most attracting solutions according to our initial-value problem).
In region I where ζ is non-zero but sufﬁciently small (i.e. ζ  0.34415 × 10−3), the dy-
namics are chaotic and the homoclinic burst behaviour found when ζ = 0 is lost. This was
conﬁrmed numerically for values of ζ as small as 4 × 10−5. Typical results are shown in
ﬁgure 3.9 for ζ = 0.3162 × 10−3; the absence of time intervals supporting steady-state
solutions is evident from the ﬁgure, and the dynamics are chaotic. We ﬁnd that the advec-
tive term introduced when ζ = 0, extends the elliptic and Majda-Pego regions (due to the
ﬂux terms) in the x− t plane, and destroys the appearance of steady-state attractors. These
regions can be seen in ﬁgure 3.9 (b).
As ζ is increased further the chaotic attractor gives way to the time-periodic travelling
wave attractor II (the solutions at large times are time-periodic travelling waves with peri-
ods depending on the value of ζ). The dynamics inside region II are intricate and appear
to follow a period-halving bifurcation scenario until a critical value of ζ is reached, after
which a period-doubling cascade takes place and leads to the chaotic dynamics of region
III . As ζ increases further, another periodic-travelling wave window is found, region IV .
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Figure 3.8: The evolution of the energy norms for the non-symmetric system (3.53) when
the inertia-associated matrix sij is given by (3.67). Emergence of chaotic homoclinic bursts
for ζ = 0, ν = 0.015 and 1
C¯1
= 1
C¯2
= 1.
Attractor ζ Description
I > 0 chaotic oscillations
II 0.34415×10−3 periodic travelling waves
III 0.34848×10−3 chaotic oscillations
IV 0.36651×10−3 periodic travelling waves
V 0.72416×10−3 steady-state travelling waves
Table 3.2: Overview of the solutions of the kinematically modiﬁed cKS system when the
inertia-associated matrix sij is given by (3.67), ν = 0.015 and 1C¯1 =
1
C¯2
= 1; The values of
ζ denote an approximate lower bound for the described attractor.
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Figure 3.9: Chaotic interfacial oscillations for the non-symmetric system (3.53) when the
inertia-associated matrix sij is given by (3.67), ζ = 0.3162 × 10−3, ν = 0.015 and 1C¯1 =
1
C¯2
= 1: (a) the evolution of the energy; (b) the spatiotemporal evolution of underlying
instability regions, where black-shaded regions correspond to complex eigenvalues, white-
shaded regions to Majda-Pego instability and gray-shaded regions indicate hyperbolicity.
The time-period at the start of region IV is large and as ζ increases we observe a
period-halving bifurcation (inverse Feigenbaum) that eventually leads to the steady-state
travelling waves of region V , similar to those found in the symmetric case in section
3.3.1 where the inertial terms were absent. To illustrate the dynamics in region IV we
present the phase-plane of (E1(t), E˙1(t)) for four values of ζ (shown in ﬁgure 3.10) that
show three successive period-halving bifurcations. The transition from time-periodic solu-
tions to steady-state travelling waves is monotonic in the sense that the single phase plane
loop illustrated in the bottom right panel of ﬁgure 3.10, shrinks to a single point heralding
steady-state dynamics. We can conclude, therefore, that when the kinematic terms domi-
nate (relatively large ζ), chaotic or time-periodic dynamics are regularised into steady-state
travelling wave pulses. Illustrative results are given in ﬁgure 3.11 for three different values
of ζ = 0.94868 × 10−3, 1.3 × 10−3, 1.6 × 10−3. The solutions have been shifted horizon-
tally (allowed due to Galilean invariance of the equations) for comparison purposes, and
further analysis and computations of the large ζ limit will need to be considered in a future
work. This regularisation is caused by terms that provide linear instability (elliptic advec-
tive terms) as opposed to more familiar dispersive regularisations encountered in single
Kuramoto-Sivashinsky equations (see [2]).
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Figure 3.10: Phase planes of
(
E1(t), E˙1(t)
)
in region IV as ζ increases - values shown
on the ﬁgure. Three successive period-halvings are shown as we move from the upper left
panel to the lower right one. The dynamics transition from a period-8 solution (8 turns in
the phase plane), to a period-4, -2 and -1 solution. At larger ζ time-periodicity gives way
to steady-state travelling waves - the phase plane shrinks to a point.
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Figure 3.11: Emergence of steady-state travelling wave pulses as the values of parameter ζ
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C¯1
= 1
C¯2
= 1.
66
Chapter 4
Vanishing viscosity limits of mixed
hyperbolic-elliptic systems arising in
multilayer channel ﬂows
This Chapter considers the vanishing viscosity limit of 2×2 quasi-linear parabolic systems
having quadratic polynomial ﬂux functions. These systems have been derived in Chapter
3 and arise physically in the interfacial dynamics of viscous immiscible multilayer channel
ﬂows. The equations describe the spatiotemporal evolution of phase-separating interfaces
with dissipation arising from surface tension (fourth order) and/or stable stratiﬁcation ef-
fects (second order). A crucial mathematical aspect of the system is the presence of mixed
hyperbolic-elliptic ﬂux functions that provide the only source of instability. The study
concentrates on scaled spatially 2π−periodic solutions as the dissipation vanishes, and in
particular the behaviour of such limits when generalised dissipation operators (continu-
ously spanning second to fourth order - these are deﬁned through their symbols in Fourier
space as shown later) are considered. Extensive numerical computations and asymptotic
analysis suggest that the existence (or not) of bounded vanishing viscosity solutions de-
pends crucially on the structure of the ﬂux function. In the absence of advective terms (i.e.
homogeneous ﬂux functions) the vanishing viscosity limit does not exist in the L∞-norm
(maximum norm). On the other hand, if advection is present the computations strongly sug-
gest that the solutions exist and are bounded in the L∞-norm in the zero dissipation limit. It
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is found that the key mechanism that provides such boundedness centres on persistent spa-
tiotemporal hyperbolic-elliptic transitions. Strikingly, as the dissipation decreases, the ﬂux
function becomes almost everywhere hyperbolic except on a fractal set of elliptic regions,
whose dimension depends on the order of the regularised operator. Furthermore, the spa-
tial structures of the emerging weak solutions are found to support an increasing number
of discontinuities (measure-valued solutions) located in the vicinity of the fractally dis-
tributed elliptic regions. For the unscaled problem, such spatially oscillatory solutions can
be realized as extensive dynamics analogous to those found in the Kuramoto-Sivashinsky
equation. The content of this Chapter has been submitted to Nonlinearity (Journal of the
Institute of Physics and the London Mathematical Society).
4.1 Description of the problem
Consider the following 2× 2 system in one-space dimension
∂U
∂t
+
∂F (U ;T )
∂x
+ δ
[
G(U ;T )
∂U
∂x
+D(U ;T )
∂3U
∂x3
]
x
= 0, (4.1)
subject to L−periodic boundary conditions, i.e. U (x + L, t) = U (x, t), where U =
(U1, U2)
 ∈ R2 is a vector-valued function which depends on (x, t) ∈ (R,R+) (the su-
perscript  denotes the transpose of a vector as before). The 2 × 1 matrix F and the
2 × 2 matrices G and D have entries that are nonlinear functions of U and the constant
6-dimensional vector T . System (4.1) is a coupled set of fully nonlinear partial differential
equations (of Benney-type, [8]) and contains a small slenderness parameter δ  1 that
cannot be scaled out of the problem. Such complex systems can be seen as the generalised
version of system (3.41) (derived in Chapter 3), where U now represents the position of
the two interfaces and T is the vector of the physical parameters of the problem (i.e. undis-
turbed interface positions, viscosity and density ratios). Recall that system (4.1) is valid for
interfacial deformations that are long compared with typical undisturbed layer thicknesses.
Furthermore, the physical origin of the order δ terms correspond to inertia and density
stratiﬁcation for the term proportional to G, and surface tension for the term proportional
to D.
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We proceed by performing a weakly nonlinear analysis and a Taylor expansion about
ﬁxed statesU∗ = 0 and T ∗ = 0 that correspond to undisturbed interface solutions. Writing
U = U ∗ + δu and T = T ∗ + δZ and retaining up to order δ yields
∂u
∂t
+∇UF (T ∗)∂u
∂x
+ δ
{
Z∇2UTF (T ∗)
∂u
∂x
+
[1
2
u∇2UUF (T ∗)u
]
x
+G(T ∗)
∂2u
∂x2
+D(T ∗)
∂4u
∂x4
}
= 0, (4.2)
where the operator ∇X is the Jacobian with respect to X . The vector Z represents a set
of six detuning parameters away from the base-state. Note that the matrices G(T ∗) and
D(T ∗) have constant entries, and one can study two distinct physical scenarios depending
on their values: First, inertia and density stratiﬁcation absent leading to G(T ∗) = 0 and a
fourth order dissipation system (the matrixD(T ∗) is always positive deﬁnite from physical
considerations), and second, surface tension forces absent with D(T ∗) = 0 (but G(T ∗) a
negative deﬁnite matrix, i.e. stably stratiﬁed inertialess systems), yielding second order
dissipation systems. In this work we study both physical scenarios, and consequently we
rewrite system (4.2) as follows:
∂u
∂t
+∇UF (T ∗)∂u
∂x
+ δ
{
Z∇2UTF (T ∗)
∂u
∂x
+
[1
2
u∇2UUF (T ∗)u
]
x
+L(u;T ∗)
}
= 0,
(4.3)
where the linear operator L(u;T ∗) can introduce either fourth or second order dissipation
as mentioned above. In the former case L(u;T ∗) = D(T ∗)∂4u
∂x4
, while in the latter it is
L(u;T ∗) = G(T ∗)∂2u
∂x2
, and we emphasise that D(T ∗) is a positive deﬁnite matrix, while
G(T ∗) is a negative deﬁnite matrix.
In order to scale out the slenderness parameter δ from system (4.3), we require that
∇UF (T ∗) = λI λ ∈ R, (4.4)
where I is the identity matrix (physically this condition constrains the undisturbed states
whose nonlinear stability we are investigating). This condition allows us to perform a
Galilean transformation ξ = x− λt and remove the leading order advective terms. Finally,
introduction of a new slow time-scale τ = δt yields the following canonical system of
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nonlinear coupled evolution equations
∂u
∂τ
+ ζA(T ∗;Z)
∂u
∂ξ
+
∂Q(u;T ∗)
∂ξ
+ L(u;T ∗) = 0, (4.5)
u(x+ L, τ) = u(x, τ),
where the nonlinear term
Q :=
1
2
u∇2UUF (T ∗)u =
(
a1(T
∗)u21 + 2b1(T
∗)u1u2 + c1(T ∗)u22
c2(T
∗)u21 + 2b2(T
∗)u1u2 + a2(T ∗)u22
)
(4.6)
incorporates quadratic nonlinearities. In equation (4.5) the advective term ζA(T ∗;Z)∂u
∂ξ
arises from the analogous termZ∇2UTF (T ∗)∂u∂x in (4.3), by introducing a single detuning
parameter ζ so that Z → ζZ. This enables us to manipulate the size of the advective term
relative to other terms in system (4.5). However, retaining the six independent physical
parameters Z1, . . . , Z6, provides the freedom to control the numerical values of 2×2matrix
A, and more importantly the nature (i.e. real or complex) of its eigenvalues.
It is useful to normalize system (4.5) to 2π-periodic domains by introducing new scaled
coordinates
x∗ = (
2π
L
)ξ, t∗ = (
2π
L
)τ, (4.7)
where L is the spatial period of our solutions. Dropping the asterisks from independent
variables yields the following system
∂u
∂t
+ ζA(T ∗;Z)
∂u
∂x
+
∂Q(u;T ∗)
∂x
+ L(u;T ∗) = 0, (4.8)
u(x+ 2π, t) = u(x, t).
The resulting bifurcation parameter  is given by  = (2π
L
)3 > 0 when L(u;T ∗) =
D(T ∗)∂
4u
∂x4
, whereas  = 2π
L
when L(u;T ∗) = G(T ∗)∂2u
∂x2
. Importantly,  decreases to
zero through positive values as domain size L tends to inﬁnity.
The condition (4.4) that enables a Galilean transformation constrains the values of T ∗
and determines whether the ﬂux function (4.6) is hyperbolic or of mixed hyperbolic-elliptic
type. The hyperbolic case has been studied in detail by Schaeffer & Shearer [83] who
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give a classiﬁcation of the kinds of hyperbolic singularities that arise depending on T ∗.
In our problem viscosity is present and hence the hyperbolic case is of limited physical
interest; in what follows we consider values of T ∗ that yield mixed-type ﬂux functions,
and we emphasise that these emerge naturally from the physical multilayer ﬂow problem
considered in Chapter 3. Furthermore, in the present study we pick physical parameters so
that the eigenvalues of A are complex.
The goal of the present work is the investigation of the dynamical behaviour of the zero
viscosity limit of the 2 × 2 nonlinear parabolic system (4.8). The existence of this limit
plays an important role in the physical relevance of the reduced parabolic model. From a
mathematical point of view, if one can prove that such limits exist then they represent, in the
usual weak sense, solutions to the full nonlinear system (4.1) for which existence of global
solutions is an open and challenging problem. Our work is not centred on mathematical
proofs but uses extensive computations to obtain a thorough understanding of the zero
viscosity solutions and can be of help for more rigorous mathematical investigations of this
class of open problems. As we have already described, the regularised operator can contain
second or fourth order derivatives, so we proceed by considering a generalised dissipation
operator in (4.8) as follows:
∂u
∂t
+ ζA(T ∗;Z)
∂u
∂x
+
∂Q(u;T ∗)
∂x
= S(H ◦ ∂x)ρ[u], (4.9)
u(x+ 2π, t) = u(x, t),
where ρ ∈ [2, 4],  > 0 and S is a constant negative deﬁnite matrix. The pseudo-spectral
operator is deﬁned by its Fourier transform
F
[
(H ◦ ∂x)ρ[u]
]
(k) = |k|ρuˆ,
and has been used in generalisations of the Kuramoto-Sivashinsky equation (see [97])
where the Hilbert transform operator H arises in the modelling of interfacial electrohy-
drodynamics problems. In addition we take S = −I , where I is the identity matrix, so
as to avoid Majda-Pego instability, (see [70]). Recall that ρ = 2 and 4 correspond to the
physical problems described by (4.8) since they are identical in Fourier space.
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Equation (4.9) facilitates a mathematical study of any damping in the interval 2 ≤ ρ ≤ 4
and in particular the zero dissipation limit  → 0 for different dissipation operators. Con-
sequently we can explore numerically issues regarding the boundedness and uniqueness of
the zero viscosity limit solutions. In what follows we use extensive numerical computations
and asymptotic analysis to provide strong evidence for the existence (in a weak sense) of
vanishing viscosity limits of (4.9) when ζ = 0, as well as non-existence of global solutions
for ﬁnite values of  (these emerge as self-similar ﬁnite-time singularities of the PDEs)
when ζ = 0. The crucial mechanism that facilitates existence of vanishing viscosity weak
solutions when ζ = 0, centres on the persistent spatiotemporal transitions from hyperbolic
to elliptic regions and vice versa supported by the ﬂux function (i.e. the sum of the second
and third terms in (4.9)). Interestingly, the spatial structures of the emerging weak solu-
tions are found to support an increasing (and unbounded) number of discontinuities that
are distributed on fractal sets of dimension between 0 and 1, with the dimension depending
on the value of ρ. The cases ζ = 0 and ζ = 0 are considered separately in the following
sections.
4.2 Nonexistence of vanishing viscosity limits in the absence of advec-
tion, ζ = 0
In this section we investigate the nonlinear dynamical behaviour of system (4.9) when
ζ = 0, i.e.
∂u
∂t
+
∂Q(u)
∂x
= −I(H ◦ ∂x)ρ[u], (4.10)
where u = (u1, u2). System (4.10) is solved on a periodic domain x ∈ [−π, π] as the pa-
rameter  decreases and with the parameter ρ ranging from 2 to 4. The Jacobian of the ﬂux
function Q plays a crucial role in the nonlinear dynamics and so does the spatiotemporal
evolution of its eigenvalues that are denoted by
eig(∇uQ) = λ1,2(x, t). (4.11)
The eigenvalues are functions of x and t by deﬁnition - given a solution u(x, t), equation
(4.11) determines the eigenvalues and their parametric dependence on space and time.
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Our interest is in the case when the initial conditions u(x, 0) = uo(x) are such that
λ1,2 are not real on the whole interval, so that the inviscid system is of mixed type. This
ensures that global existence theorems (for general parabolic systems) as in [20] and [47],
do not apply to our system. The numerical method that we employ is a spectral method for
space discretisation and an implicit-explicit method for the time integration (as described
in section 3.3 of Chapter 3). Note that we can ﬁx the initial conditions and consider 
decreasing to zero, or equivalently ﬁx  and increase the amplitude of the initial conditions
(this follows from simple scaling of (4.10)). Unless otherwise stated, we will adopt the
former vanishing viscosity route. In what follows we use extensive numerical computations
to gain a quantitative description of the solutions in such cases.
We have identiﬁed two distinct typical cases depending on the nature of the eigenvalues
λ1,2: (a) any complex eigenvalues λ1,2 are purely imaginary, and (b) any complex eigen-
values have a non-zero real part. As will be shown, this difference in the nature of the
eigenvalues plays a crucial role in the emergence of the non-trivial dynamics emanating
solely from the coupling of the nonlinear terms. To ﬁx matters we will present results for
the following ﬂux functions:
(a) Q =
1
2
(
u22
u21
)
and (b) Q =
1
2
(
u21 + u
2
2
u21 − u22
)
. (4.12)
4.2.1 Dynamics for fourth order dissipation (ρ = 4) and moderate dissi-
pation coefﬁcients ()
We begin with a description of the dynamics for ρ = 4 and case (4.12)(a) with  = 1
(sufﬁciently small to produce non-trivial dynamics). The initial conditions are
uo =
(
9 cos(x), −9 cos(x)) (4.13)
and are selected to make λ1,2 complex (this can be achieved by the sufﬁcient condition of
having u1o and u2o out of phase). Results are given in ﬁgure 4.1 that shows the evolution
of u1 and u2 (panels (a) and (b)), the evolution of their respective L2-norms:= ||ui||2, for
i = 1, 2, (panel (c)), and the space-time evolution of the nature of the eigenvalues (panel
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(d)); regions where λ1,2 are complex are shaded dark and regions where they are real are
white. The solution evolves to steady states that preserve the out of phase property of
the initial conditions, with the large time states satisfying u1(x) = u2(x + π). Due to the
symmetry of the system and the equal amplitudes of the initial conditions, the energy norms
are also identical during the evolution as seen in panel (c). As can be seen, the ellipticity
of the eigenvalues (the whole domain supports complex eigenvalues initially) persists by
forming two parallel vertical stripes in the x− t plane. This is crucial in the emergence of
non-trivial steady states - if the eigenvalues were to become and remain real in the whole
domain, then the system is driven to the trivial state, as will be shown below. Note also that
an arbitrary number of stripes (and hence spatial oscillations in the steady-state proﬁles)
can be obtained by starting with initial conditions containing additional spatial oscillations.
We illustrate this with initial conditions uo =
(
9 cos(8x), −9 cos(8x)) and  = 0.001,
that lead to sixteen elliptic region stripes instead of two; the results are included in ﬁgure
4.2(a, b) that show the evolution of the elliptic regions and the corresponding steady state
proﬁles with the additional spatial oscillations.
We, now, consider the ﬂux function for case (4.12)(b) with the initial conditions given
by (4.13), and  = 0.01. Again the eigenvalues are complex in the whole domain initially,
but as the results of ﬁgure 4.3 show, they become real in part of the domain for relatively
small times, while eventually they become real over the whole domain for t larger than
approximately 1.1. The system is driven to the trivial state and this is depicted in ﬁgure
4.3(a) which shows the evolution of the L2-norms. The decay is exponential in time as
expected. This change in behavior was found to be generic and depends crucially on the
fact that the eigenvalues λ1,2 have non-zero real parts.
For completeness we also consider case (4.12)(a) but starting from hyperbolic initial
conditions, i.e. λ1,2 are real and distinct (this can be achieved when u1 and u2 are in-phase
initially). The structure of the ﬂux function again supports non-trivial steady states at large
times that emerge through a transition from hyperbolic regions (initially) to elliptic regions
in the form of two vertical stripes in the x−t plane as seen in ﬁgure 4.4(b). Interestingly, the
energy of the steady solutions (shown in ﬁgure 4.4(a)) is the same but the symmetries found
for the case of initial conditions (4.13) are not present; the ﬁnal proﬁles are shown in ﬁgure
4.4(c) and are seen to coincide over the hyperbolic part of the domain. Furthermore, the
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two proﬁles are locally oscillatory odd functions about x ≈ −1.58 which is the midpoint
of the two elliptic stripes. For general mixed-type ﬂux functions, a sufﬁcient condition for
such hyperbolic-elliptic transitions to occur will be investigated in Chapter 5. Finally we
note that for general quadratic nonlinearities there exists a sufﬁciently large  so that the
system decays exponentially and the trivial solution is obtained at large times, analogous
to the results of ﬁgure 4.3(a). This is proved using energy estimates in section 4.4.
4.2.2 Self-similar solutions for fourth order dissipation (ρ = 4) in the limit
 → 0
Having established that moderate values of  can yield non-uniform steady states (see ﬁgure
4.1), we now concentrate on the behaviour of such solutions as  decreases. This will allow
us to probe numerically the vanishing viscosity solutions of the system (4.10) when Q is
given by (4.12)(a) and ρ = 4. We have carried out extensive numerical experiments as
 decreases starting with ﬁxed initial conditions (4.13). We ﬁnd that at large times the
solutions become steady and have two noteworthy features: (i) The solution maxima (i.e.
the L∞-norms) increase as  decreases according to the relation
L∞ ∼ − 12 , (4.14)
and (ii) the solution develops viscous shock regions of size 1/2 that connect ﬁxed states
of equal and opposite signs. These properties are supported by the numerical evidence
provided in ﬁgures 4.5(a,b). Figure 4.5(a) shows the variation of ln(L∞) with ln(1/) as
 approaches zero. The algebraic behavior (4.14) is clearly borne by our simulations that
superimpose a straight line of slope 1/2 in the log-log plot. The spatial structure of the
solutions at  = 8 × 10−4 is depicted in ﬁgure 4.5(b) which shows the presence of the
viscous shocks mentioned above. Another interesting feature of the solutions is that they
preserve the phase differences imposed initially, i.e. with the large time states satisfying
u1(x) = u2(x+ π).
Our numerical experiments strongly suggest that the steady state solutions behave in a
self-similar manner as  → 0 with universal local behaviour in the vicinity of the viscous
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Figure 4.1: Steady state dynamics exhibited by system (4.10) with initial conditions uo =(
9 cos(x), −9 cos(x)). The ﬂux functionQ is given by (4.12)(a), ρ = 4 and  = 1. Panels
(a) and (b), the spatiotemporal evolution of u1 and u2, respectively; panel (c), evolution
of the energy; panel (d), the spatiotemporal evolution of the nature of the eigenvalues of
Q: dark-shaded regions correspond to ellipticity (complex eigenvalues) and white-shaded
regions indicate hyperbolicity (real eigenvalues).
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Figure 4.2: Emergence of 8-modal steady state solutions of system (4.10) when Q is given
by (4.12)(b), ρ = 4 and  = 0.001 and starting fromuo =
(
9 cos(8x), −9 cos(8x)). Panel
(a), the spatiotemporal evolution of the nature of the eigenvalues: dark-shaded regions
correspond to complex eigenvalues and white-shaded regions indicate hyperbolicity; panel
(b) the ﬁnal steady state proﬁles for u1 (solid line) and u2 (dashed).
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Figure 4.3: Trivial dynamics exhibited by system (4.10) when Q is given by (4.12)(b),
ρ = 4 and  = 1, starting from uo =
(
9 cos(x), −9 cos(x)). Panel (a), the evolution of
the energy; panel (b), the spatiotemporal evolution of the nature of the eigenvalues (dark -
elliptic; white - hyperbolic).
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Figure 4.4: Evolution to steady state for the system (4.10) starting with hyperbolic initial
conditions uo =
(
9 cos(x), 5 cos(x)
). The ﬂux function Q is given by (4.12)(a), ρ = 4
and  = 0.01. Panel (a), the evolution of the energy; panel (b), the spatiotemporal evolution
of the nature of the eigenvalues (dark - elliptic; white - hyperbolic); panel (c) ﬁnal steady-
state proﬁles u1 (solid), u2 (dashed).
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shocks. To analyse this limit we write
u1(x) = 
−1/2 U(ξ), u2(x) = −1/2 V (ξ), x− xs = 1/2ξ, (4.15)
where xs denotes the position of any viscous shock, and ξ ∈ (−∞,∞) is an order one inner
variable. Note that the scaling for the size of the viscous shock region follows immediately
from a balance of nonlinear and viscous terms once the size of the solutions is used from
(4.14). Consequently, in the vicinity of viscous shocks, one can derive the following system
of ODEs with the appropriate boundary conditions:
U2U2ξ = −U1ξξξξ, (4.16)
U1U1ξ = −U2ξξξξ, (4.17)
U1 → ±U∞, U2 → ±U∞ as ξ → ±∞, U∞ > 0. (4.18)
Using the rescaling (U1, U2) → U∞(U1, U2) and ξ → U−1/3∞ ξ normalizes the equations to
the same system (4.16)-(4.17) but with the boundary conditions
U1 → ±1, U2 → ±1 as ξ → ±∞. (4.19)
This Riemann problem (with boundary conditions (4.19)) was solved numerically and com-
pared with the large time solutions of the PDEs (4.10) with ρ = 4 and for  = 8 × 10−4
shown in ﬁgure 4.5 (the solutions computed from the PDEs were appropriately rescaled to
match those of the ODEs). This was done for the viscous shocks in the vicinity of xs = 0
and xs = π/2, and the results for u1 are shown in ﬁgure 4.6(a) and 4.6(b), respectively.
Agreement is seen to be excellent. The numerical results provide evidence that as  → 0
we do not obtain L∞ bounds for the solutions.
Finally, we emphasise that the ﬁnal steady states obtained for different  (not necessar-
ily small), are not unique but depend crucially on the initial conditions. We have shown
solutions supporting four viscous shocks starting with initial conditions (4.13). However,
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Figure 4.5: Vanishing viscosity limit for system (4.10) when Q is given by (4.12)(a), ρ=4
and  decreasing. Panel (a) shows the variation of ln(L∞) with ln(1/) as  approaches
zero; Panel (b) the ﬁnal spatial structure of u1 (top) and u2 (bottom) for  = 8× 10−4.
altering the initial conditions to include more oscillations (but keeping the phase differ-
ence), allows us to evolve to steady states with an arbitrary number of elliptic regions (see
for example the stripes shown in ﬁgure 4.2) and consequently an arbitrary number of vis-
cous shocks when in addition  decreases.
4.2.3 Dynamics for lower order dissipation, ρ < 4: Finite-time blowup
and self-similar solutions
In this section we investigate the effect of different dissipation operators parametrised by
ρ as deﬁned in (4.9). For different values 2 ≤ ρ < 4 we solve the initial value problem
with initial conditions (4.13). Both cases corresponding to the ﬂux functions (4.12)(a) and
(4.12)(b) were considered and we ﬁnd that when  is sufﬁciently large the solutions tend to
the trivial state exponentially fast as t → ∞. On the other hand if  is sufﬁciently small, the
solutions encounter ﬁnite time blowup as we describe in more detail below. A numerically
constructed bifurcation diagram in  − ρ space is given in ﬁgure 4.7 with panels (a) and
(b) corresponding to ﬂux functions (4.12)(a) and (4.12)(b), respectively. Note that the de-
picted boundaries are determined numerically by imposing a uniform criterion of blowup
as follows (boundaries between trivial and steady states are much easier to establish com-
4.2 Nonexistence of vanishing viscosity limits in the absence of advection, ζ = 0 80
(a) (b)
−40 −20 0 20 40
−1
−0.5
0
0.5
1
1.5
Space
u
1
system of ODEs
system of PDEs
−40 −20 0 20 40
−1.5
−1
−0.5
0
0.5
1
1.5
Space
u
1
system of ODEs
system of PDEs
Figure 4.6: Comparisons of the solutions of system (4.10) when Q is given by (4.12)(a),
ρ=4 and  = 8 × 10−4 with self similar solutions produced by the ODE system. Panel
(a) and panel (b) depict the viscous shocks of u1 in the vicinity of xs = 0 and xs = π/2
respectively.
putationally): Given a value of ρ, the computations proceed with high but ﬁxed resolution
in space and time (selected to retain numerical stability), to ﬁnd the smallest value of 
correct to two signiﬁcant ﬁgures, for which blowup does not occur - these are depicted as
dots on the diagram. The results indicate distinct behaviour of solutions depending on the
type of ﬂux function used. For ﬂux function (4.12)(b), trivial states give way to blowup
irrespective of the value of ρ, as can be seen in 4.7(b). In contrast to this, the case of
ﬂux function (4.12)(a) yields more intricate behaviour and can support several steady-state
windows prior to blowup taking place at smaller  (all steady states found in this section are
analogous to those described for ρ = 4, and possess ﬁxed hyperbolic and elliptic intervals
in x - see ﬁgure 4.1(d) for example). As can be seen from ﬁgure 4.7(a), when ρ is smaller
that approximately 3, trivial steady states directly give way to solutions blowing up in ﬁnite
time. However, when ρ is larger than approximately 3, trivial steady states now give way
to non-uniform steady solutions of different type depending on where we are in the  − ρ
space. For instance, when ρ is less than approximately 3.54 a single steady state window
is found, labeled I in the ﬁgure, while for ρ larger than approximately 3.54 an additional
steady state window appears, labeled II in the ﬁgure. The boundary between regions I and
II shown by the dashed curve, was determined numerically; the solutions attain a jump
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in their L2-norm and the steady state proﬁles change when this is crossed. In both ﬂux
function cases, our numerical results indicate that the curve separating blowup from steady
states, has a vertical asymptote as ρ tends to 4 from below and  tends to zero. The numeri-
cal computations near this point become extremely challenging, but the results depicted in
ﬁgure 4.7(a) are consistent with those for ρ = 4 described in section 4.2.2, where we do
not ﬁnd ﬁnite-time blowup for non-zero values of  as small as 8× 10−4.
In what follows we consider the solutions that blow up in more detail. To illustrate mat-
ters we take ρ = 2 and  = 1 in (4.10) with ﬂux function (4.12)(a), and solve the problem
numerically subject to initial conditions (4.13) (analogous results hold for ﬂux function
(4.12)(b)). Numerical results are depicted in ﬁgure 4.8. Panel (a) shows the evolution of
the L2−norm of u1 (the L2-norm of u2 is identical), and it can be established that a sin-
gularity is encountered after a ﬁnite time with the norm blowing up. The corresponding
proﬁles at the ﬁnal computed time t = 0.1603 are given in panel (b), which shows that the
solutions become unbounded locally at x = 0 (and x = π). We also note that the solutions
preserve the phase difference imposed initially (i.e. shifting u1 spatially by π yields u2).
These results provide an example of a parabolic system with second order diffusion that
does not possess globally bounded solutions.
The structure of the singular solutions can be analyzed asymptotically for any ρ near
the space-time singularity. To achieve this we consider order-of-magnitude estimates of the
terms in the PDEs. Supposing that the solution becomes singular at t = ts, x = xs, then
for 0 < ts − t  1 and |x− xs|  1, balancing terms in (4.10) yields
u1
ts − t ∼
u22
|x− xs| ∼
u1
|x− xs|ρ ,
u2
ts − t ∼
u21
|x− xs| ∼
u2
|x− xs|ρ . (4.20)
This in turn provides the scalings |x − xs| ∼ (ts − t)
1
ρ , u1,2 ∼ (ts − t)−(1−
1
ρ
), and hence
we can look for self-similar solutions of the form
u1,2 = (ts − t)−(1−
1
ρ
)F1,2(ξ), ξ =
x− xs
(ts − t)
1
ρ
. (4.21)
Substitution of (4.21) into the PDEs (4.10) provides a system of coupled nonlinear ODEs
for the scaling functions F1 and F2 to be solved on −∞ < ξ < ∞. We do not pursue
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such solutions here, but instead proceed to verify the self-similar ansatz (4.21) from our
numerical solutions. To accomplish this we consider the L2-norms of u1,2 and ∂xu1,2 which
on use of (4.21) are expected to scale as
E21,2 ≡ ||u1,2(·, t)||22 ∼ (ts − t)(−2+
3
ρ
), (4.22)
E21,2x ≡ ||∂xu1,2(·, t)||22 ∼ (ts − t)(−2+
1
ρ
). (4.23)
Since 2 ≤ ρ < 4, the quantities E1,2 and E1,2x blow up as t → ts−, and from (4.22) and
(4.23) we obtain
(E1,2)
2
2ρ−3 ∼ (E1,2x)
2
2ρ−1 . (4.24)
This expression is useful in verifying the self-similar ansatz since it does not require knowl-
edge of the singular time ts. In fact, taking logarithms we have
ln(E1,2) =
(
2ρ− 3
2ρ− 1
)
ln(E1,2x) + const.. (4.25)
Figure 4.9(a)-(c) shows the variation of ln(E2) with ln(E1x) as the singular time is ap-
proached for three values of ρ = 2, 2.5, 3. According to the theoretical predictions, the
variation should become linear as t → ts in all cases, with slopes 1/3, 1/2 and 3/5, respec-
tively. In each panel we superimpose this prediction and it can be seen that agreement is
very good, thus conﬁrming the self-similar structures.
To summarise, this section considered solutions of the coupled parabolic system (4.10)
with homogeneous quadratic ﬂux functions possessing complex eigenvalues. Our numer-
ical results indicate that homogeneous quadratic ﬂux functions (e.g. (4.6)) play a crucial
role in the large time dynamics of the parabolic systems considered here. It is found that
the large time solutions are unbounded in the L∞-norm as  tends to zero for all values of ρ.
If ρ < 4, solutions blow up in ﬁnite time for sufﬁciently small , while when ρ = 4 steady
states emerge possessing self-similar local behavior for arbitrarily small . The mechanism
that drives such structures has been identiﬁed to hinge on the persistence in time of ﬁxed
intervals in x where the solutions support complex eigenvalues for the ﬂux functions - for
example see the stripes shown in ﬁgures 4.1(d) and 4.4(b). Such vertical stripes remain
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Figure 4.7: Bifurcation diagram in the  − ρ space produced by (4.10) when starting
from (4.13). Panels (a) and (b) corresponding to ﬂux functions (4.12)(a) and (4.12)(b),
respectively.
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Figure 4.8: Formation of inﬁnite-slope singularities after ﬁnite time for system (4.10) sub-
ject to initial conditions (4.13). Flux function Q is given by (4.12)(a) and ρ = 2,  = 1.
Panel (a) shows the evolution of the L2-norm of u1; panel (b) shows the corresponding
proﬁles at the ﬁnal computed time t = 0.1603.
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Figure 4.9: Blow-up diagnostics for ρ = 2 (panel (a)), ρ = 2.5 (panel (b)) and ρ = 3 (panel
(c));  is chosen to be inside the blow-up region shown in ﬁgure 4.7(a). The variation of
ln(E2)with ln(E1x) is depicted as the singular time is approached along with the theoretical
prediction (4.25) for each case.
as  decreases and are the source of the unboundedness of the solutions in the limit. In
the following section we generalise the ﬂux functions to include non-homogeneous terms
(physically these are advective terms), and study vanishing viscosity limits in such cases.
The advective terms are found to play a crucial role in the existence of such limits and the
boundedness of L∞-norms.
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4.3 Vanishing viscosity limits in the presence of advection, ζ = 0
So far we have studied the dynamical behaviour of generalised parabolic systems which
incorporate mixed-type homogeneous quadratic nonlinearities. In this section we investi-
gate such systems but for inhomogeneous ﬂux functions that incorporate advective terms.
In particular we consider the system
∂u
∂t
+
(
ζA+∇uQ
)∂u
∂x
= −I(H ◦ ∂x)ρ[u], (4.26)
where
∇uQ =
(
−2u1 0
0 2u2
)
, A =
⎛
⎜⎜⎝
−0.519 0.123
−0.247 −0.341
⎞
⎟⎟⎠ . (4.27)
As discussed already, the eigenvalues of the ﬂux function are of crucial importance. These
are given by
eig(ζA+∇uQ) = λ1,2(x, t), (4.28)
and are complex (i.e. the inviscid system is elliptic) when
Λ =
{[
− 2
(
u1(x, t) + u2(x, t)
)
− 0.519 ζ + 0.341 ζ
]2
− 0.1215 ζ2
}
< 0. (4.29)
Condition (4.29) is used below in the accurate tracking of elliptic regions in the x − t
plane that may be present as the system evolves. System (4.26) is solved subject to random
2π−periodic initial conditions with Fourier modes initialised with random amplitudes of
size 0.1 or less. The constant matrix A as well as the ﬂux function, have been chosen to
correspond to the physical problem of symmetric case, as described in sections 3.2.1 and
3.3.1 of Chapter 3 (the base ﬂow values are given by T¯ = (2
3
, 1
3
, 1, 1, 1, 1) and the detuning
vector is Z = (1, 0.9405, 10, 15, 0, 0)). This physical situation is quite generic and is
characterized by decoupled nonlinearities and the matrix A having complex eigenvalues
(note that analogous results to those described below have been found in computations
with coupled nonlinearities). The latter property implies that the linearised problem (about
the state u = 0) is short-wave unstable in the absence of dissipation. For ﬁnite values of
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 and with ρ = 4, numerical experiments in section 3.3.1 show that the solutions evolve to
non-uniform steady state travelling waves; an example is given in ﬁgure 4.10 for ζ = 1,
 = 0.1 and ρ = 4. (In the results that follow, ζ is ﬁxed to unity.) Figure 4.10(d) depicts
the evolution of the hyperbolic-elliptic regions in the x− t plane, which are seen to develop
along lines of ﬁnite slope to produce inclined stripes; this is in contrast to the vertical
stripes found in the absence of advection (see ﬁgure 4.1). Consequently, hyperbolic-elliptic
transitions are the hallmark of the dynamics when advection is present. If we ﬁx a spatial
position x in ﬁgure 4.10(d), then it is seen that as t evolves the ﬂux function transitions
between elliptic and hyperbolic states. As will be clariﬁed later, such transitions are the
essential mechanism that enables the existence of bounded solutions as  decreases.
Our main interest is in describing the solutions as  decreases. Representative results
for the solution u1 for three small values of  = 5 × 10−5, 5 × 10−6, 4 × 10−7, are shown
in ﬁgure 4.11. The solutions are taken after large-time numerical integration starting from
the same random initial conditions and the results provide several notable features. As 
decreases additional spatial oscillations appear and the solutions remain bounded in the
L∞ norm. Rather than counting the number of spatial oscillations we have found it much
more useful to consider the number and size of elliptic regions as calculated and depicted
in ﬁgure 4.10(d), for example. This novel way will enable us to understand and quantify
the emergence of ever increasing oscillations along the vanishing viscosity route. The
spatiotemporal evolution of the elliptic regions for the solutions corresponding to ﬁgure
4.11, are given in ﬁgure 4.12, with panel (a) corresponding to  = 5× 10−5, and panel (b)
to  = 5 × 10−6. The number of elliptic regions increase as  decreases, and at the same
time their spatial size also decreases. We identify the number of elliptic regions by taking a
ﬁxed time and counting their number over the whole 2π domain. From ﬁgure 4.12 we ﬁnd
that there are 8 initially (panel (a)), then increase to 16 (panel (b)) and further increase to
24 when  = 4×10−7 (not shown). Note that in all our computations the number of elliptic
regions as  tends to zero, was always found to be even. At the same time, the intervals
in x that support ellipticity decrease with , as noted already. The distribution in space of
this increasing set of elliptic regions appears to follow fractal self-similar structures as we
illustrate next.
To produce numerical results that are capable of quantifying fractal structures, it is
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Figure 4.10: Emergence of steady state traveling waves of system (4.26) when ζ = 1, ρ = 4
and  = 0.1. Panels (a) and (b), show the spatiotemporal evolution of the variables u1 and
u2, respectively; panel (c), evolution of the energy; panel (d), spatiotemporal evolution of
the nature of the eigenvalues (dark- complex eigenvalues, white - real eigenvalues.
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essential to have highly accurate numerical values for the size and distribution of elliptic
regions supported by the solutions u1, u2 at a ﬁxed time. The elliptic regions are found
over intervals in x where Λ < 0 - see equation (4.29). We ﬁnd the edges of all elliptic
regions present, by calculating the zeros of the implicit function Λ(x; t) = 0 at a ﬁxed
t. All calculations were carried out by using 6th order interpolating polynomials in space
using ﬁne discretization grids of mesh-size 10−4 ( the latter is achieved by going from the
Fourier space back to real space). This in turn implies that the interpolating error is below
computer accuracy. In general, then, for a ﬁxed value of  we ﬁnd n elliptic regions of size
χ1, . . . , χn - in fact as  decreases we ﬁnd that n elliptic regions are supported for a range
of . Numerical evidence for fractal self-similarity is provided in ﬁgure 4.13. The ﬁgure
shows the distribution and the actual widths (χi as deﬁned above) over [−π, π] of the elliptic
regions as their number increases (i.e.  decreases) for the three values of  represented in
ﬁgure 4.11. The objective is to test whether an enlargement of the distributions for n = 24
and n = 16, can produce the structure found in the base case n = 8. The regions to be
compared have been enclosed in the dashed rectangular boxes shown in panel (a). The
n = 24 and n = 16 results are enlarged by factors of approximately 2.4 and 2, respectively,
and plotted (after a horizontal shift) on top of the unscaled n = 8 results as shown in panel
(b) of ﬁgure 4.13. Agreement is reasonable and this motivates us to use our computations to
estimate the Hausdorff dimension based on the diminishing size and increasing number of
the elliptic regions for a wide range of   1. It is useful to deﬁne Xn = maxi=1,...,n{χi}
which is the largest elliptic interval for a given n (this corresponds to the largest  that
supports n elliptic regions); this in turn allows us to deﬁne the Hausdorff dimension of the
distribution of elliptic regions
D = lim
n→∞
ln(n)
ln( 1Xn )
. (4.30)
In the numerical computations we calculate Dn = ln(n)ln( 1Xn ) and estimate D by allowing
n to increase (equivalently  to decrease). Results are presented in ﬁgure 4.14 for two
values of ρ = 4 and 3.75 corresponding to different dissipation operators, see (4.26). As
n increases the Hausdorff dimension appears to settle down to different values that depend
on ρ; for ρ = 4 it is found to be approximately 0.74 while for ρ = 3.75 we ﬁnd a value of
approximately 0.57. The decrease with ρ of the Hausdorff dimension, is due to the sharper
Chapter 4. Vanishing viscosity limits of mixed-type systems 89
−3 −2 −1 0 1 2 3
−0.2
0
0.2
−3 −2 −1 0 1 2 3
−0.2
0
0.2
−3 −2 −1 0 1 2 3
−0.2
0
0.2
Space
u
1
ε
Figure 4.11: Ever-increasing bounded oscillations in space for system (4.26) when ζ = 1
and ρ = 4 as  decreases. From top to bottom, ﬁnal proﬁles of u1 for three different values
of  = 5× 10−5, 5× 10−6 and 4× 10−7.
gradients appearing in the solutions as the order ρ of the dissipation operator decreases,
leading to smaller elliptic regions. We note that the computations are quite challenging as
 and ρ decrease and require small time-steps and large numbers of modes. The highest
number of modes employed in this work was 800 for ρ = 4 and 1200 for ρ = 3.75, and
these were chosen so that the magnitude of the highest retained mode is at least 10−10. In
the results of ﬁgure 4.14 we computed as many as 28 elliptic regions so that  needs to be
taken as small as 2.5× 10−7 for ρ = 4, and 2× 10−8 for ρ = 3.75.
The numerical experiments described here provide strong evidence that the L∞ norm
of solutions to (4.26) remains bounded as the dissipation parameter  decreases to zero. We
conjecture that in the vanishing viscosity limit, solutions exist and become measure-valued.
More speciﬁcally, the solution supports elliptic regions that are conﬁned to a Cantor-like set
in space with Hausdorff dimension between 0 and 1 that depends on ρ, the order of the dis-
sipative term in (4.26). Consequently, in the limit the system becomes almost everywhere
hyperbolic (except on a ρ−dependent fractal set with Lebesgue measure zero), and oscil-
lates inﬁnitely many times between two constant states of equal and opposite value so as to
preserve the zero spatial mean. Furthermore, the jumps (discontinuities) follow the fractal
distribution of the elliptic regions. The connection discovered here between the structure of
the regularising operator and the topology of the elliptic regions (or equivalently the topol-
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Figure 4.12: The spatiotemporal evolution of the elliptic regions (black-shaded) of system
(4.26) when ζ = 1 and ρ = 4. Panel (a) corresponds to  = 5 × 10−5 (8 elliptic regions);
panel (b) corresponds to  = 5× 10−6 (16 elliptic regions).
ogy of discontinuities) in the zero dissipation limit, provides numerical evidence that may
be useful in the classiﬁcation of measure-valued solutions as posed by DiPerna [30, 27].
4.3.1 Interpretation of the results on the unscaled domain: Existence of
extensive dynamics
All numerical results presented in section 4.3 are based on the scaled 2π−periodic equa-
tion (4.9). It is interesting to transform the solutions back to unscaled variables so as to
obtain solutions of problem (4.5) on periodic domains of length L. In view of the trans-
formation (4.7), and concentrating on the results of ﬁgure 4.11 that correspond to fourth
order dissipation, we can recover the unscaled solutions by the transformation x → 1/3ξ,
where ξ ∈ [0, L]per. The unscaled proﬁles for three values of  are shown in ﬁgure 4.15;
the largest period solution depicted has L ≈ 850 while that for the smallest period has
L ≈ 170. As L increases we obtain solutions that exhibit extensive dynamics which are
strikingly analogous to those of the single Kuramoto-Sivashinsky (KS) equation ([99, 74]).
In particular, the solution as well as its derivatives remain bounded as L increases. (This
is an important ﬁnding regarding the physical problem - the weakly nonlinear long-wave
description used here is seen to be valid as L increases.) Conﬁrmation of this is provided
Chapter 4. Vanishing viscosity limits of mixed-type systems 91
in ﬁgure 4.16 which shows the log-log plot of the energy norm of the unscaled solution u1
as a function of L, i.e. the variation with L of
E1 =
(ˆ L
0
u21dξ
)1/2
. (4.31)
The results show a linear dependence with L as expected when the dynamics are extensive.
Note that analogous results hold for energy norms of the second solution u2. We have
also conﬁrmed that higher Sobolev norms also grow linearly with L, in direct analogy with
extensive dynamics behaviour of the Kuramoto-Sivashinsky equation, i.e.
ητ + ηηξ + ηξξ + ηξξξξ = 0, (4.32)
η(ξ + L, τ) = η(ξ, τ). (4.33)
The numerical results presented above exhibit strong connections between the qual-
itative behaviour of solutions of our system (see equation (4.5)) with that of the single
Kuramoto-Sivashinsky equation. However, the equations have differences in the way in
which energy is pumped into the systems by instability mechanisms (they share fourth or-
der dissipation). For the KS equation instability is due to the presence of a linear negative
diffusion term (physically arising from inertial effects), whereas in our system (4.5) energy
is generated by the hyperbolic-elliptic transitions that are a direct consequence of the non-
linear ﬂux function. More precisely, as L increases the maximum width Wn = −1/3Xn
of the size of the intervals where the ﬂux function is elliptic, is found to remain constant
as increasingly more elliptic regains are added. Hence, we surmise that as L increases, n
tends to inﬁnity and limn→∞Wn = const.. Numerical results depicting the variation of
Wn with n are shown in ﬁgure 4.17, and it can be seen that for (4.5) when L = I ∂4ξ , the
asymptotic size of the elliptic regions is approximately 1.77.
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Figure 4.13: Self-similar behavior of the elliptic regions of system (4.26) when ζ = 1 and
ρ = 4 as  decreases. Panel (a) shows the distribution and the actual widths of the elliptic
regions over [−π, π] for the three values of  = 5 × 10−5 (8 elliptic regions, bottom), 5 ×
10−6 (16 regions, middle) and 4× 10−7 (24 regions, top). Panel (b) shows the enlargement
of the dashed rectangular boxes shown in panel (a) along with the actual structure of the
case of 8 elliptic regions corresponding to  = 5× 10−5 (bottom panel).
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Figure 4.14: Numerically estimated Hausdorff dimension (D) of the distribution of elliptic
regions for two values of ρ = 4 and 3.75.
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Figure 4.15: Extensive dynamics exhibited by system (4.5) when L = I ∂4ξ as L increases.
From the top to bottom, ﬁnal proﬁles of u1 for three different values of  = 5 × 10−5, 5 ×
10−6 and 4× 10−7.
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Figure 4.16: Conﬁrmation of the existence of extensive dynamics for system (4.5) when
L = I ∂4ξ . The linear dependence of ln(E21 ) with the length of the system L is depicted as
L increases.
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Figure 4.17: Variation of the maximum width Wn of the elliptic regions of system (4.5),
when L = I ∂4ξ , as their number n increases.
4.4 Proof of large-time uniform states for sufﬁcient amount of viscos-
ity and small initial conditions
Here we use energy estimates to prove that under certain conditions the system (4.10)
with a general quadratic ﬂux function Q given by (4.6) and ρ = 4, has solutions that
decay exponentially in time to trivial uniform states. The result holds for sufﬁciently large
viscosity  and sufﬁciently small initial conditions as shown below.
Consider the following set of nonlinear parabolic PDEs (these are (4.10) written out in
component form)
u1t + 2a1u1u1x + 2b1 (u2u1x + u1u2x) + 2c1 u2u2x +  u1xxxx = 0, (4.34)
u2t + 2a2 u2u2x + 2b2 (u2u1x + u1u2x) + 2c2 u1u1x +  u2xxxx = 0. (4.35)
By multiplying (4.34) and (4.35) by u1 and u2, respectively, and integrating over the peri-
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odic domain Ω=[−π, π] with respect to x, we obtain
ˆ
Ω
u1tu1 dx+
ˆ
Ω
2a1u
2
1u1x dx+
ˆ
Ω
2b1(u
2
1u2x + u1u2u1x) dx
+
ˆ
Ω
2c1u2u2xu1 dx+ 
ˆ
Ω
u1xxxxu1 dx = 0, (4.36)
ˆ
Ω
u2tu2 dx+
ˆ
Ω
2a2u
2
2u2x dx+
ˆ
Ω
2b1(u
2
2u1x + u1u2u2x) dx
+
ˆ
Ω
2c2u1u1xu2 dx+ 
ˆ
Ω
u2xxxxu2 dx = 0. (4.37)
Integrating by parts and using periodicity yields:
1
2
d
dt
ˆ
Ω
u21 dx−
ˆ
Ω
c1u
2
2u1x dx+
ˆ
Ω
b1u
2
1u2x dx+ 
ˆ
Ω
u21xx dx = 0, (4.38)
1
2
d
dt
ˆ
Ω
u22 dx−
ˆ
Ω
c2u
2
1u2x dx+
ˆ
Ω
b2u
2
2u1x dx+ 
ˆ
Ω
u22xx dx = 0. (4.39)
Adding equations (4.38) and (4.39) and using the Cauchy-Schwartz inequality, we obtain
1
2
d
dt
(
‖u1‖22 + ‖u2‖22
)
≤
(
|b1|+ |c2|
)
‖u21‖2‖u2x‖2
+
(
|b2|+ |c1|
)
‖u22‖2‖u1x‖2 − 
(
‖u1xx‖22 + ‖u2xx‖22
)
. (4.40)
Use of Young’s inequality in (4.40) allows us to express it as
1
2
d
dt
(
‖u1‖22 + ‖u2‖22
)
≤
(
|b1|+ |c2|
)(
δ1‖u21‖22 +
δ−11
4
‖u2x‖22
)
+
(
|b2|+ |c1|
)(
δ1‖u22‖22 +
δ−11
4
‖u1x‖22
)
− 
(
‖u1xx‖22 + ‖u2xx‖22
)
, (4.41)
where δ1 is a positive constant.
The next step is to use the Gagliardo-Nirenberg interpolation inequalities (see [14]) in
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order to ﬁnd an upper bound for the higher norm ‖u2‖22 = ‖u‖44, appearing in (4.41). The
relevant inequalities in one space read:
Let Ω ⊂ R, 1 ≤ q ≤ p ≤ ∞ and 1 ≤ r ≤ ∞. Then there exists a constant C such that
‖u‖p ≤ C‖u‖1−aq ‖u‖aW 1,r , (4.42)
where a = (1
q
− 1
p
)/(1
q
− 1
r
+ 1) (0 ≤ a ≤ 1) and ‖u‖W 1,r = ‖u‖r + ‖ux‖r. Hence, taking
p = 4 and q = r = 2 yields
‖u‖44 ≤ (C‖u‖
3
4
2 ‖u‖
1
4
W 1,2)
4 = C4‖u‖32‖u‖W 1,2
≤ C4(δ2‖u‖62 +
δ−12
4
‖u‖2W 1,2), (4.43)
where the last bound follows from Young’s inequality. Applying the Poincare´ inequality
now gives
‖u‖44 ≤ C4(δ2‖u‖62 +
δ−12
2
‖uxx‖22), (4.44)
where δ2 is a positive constant.
Now, given inequality (4.44) and choosing δ1 = δ2 = 12 , allows us to express (4.41) as
follows
1
2
d
dt
(
‖u1‖22 + ‖u2‖22
)
≤
(
|b1|+ |c2|
)(C4
4
‖u1‖62 +
C4
2
‖u1xx‖22 +
1
2
‖u2x‖22
)
+
(
|b2|+ |c1|
)(C4
4
‖u2‖62 +
C4
2
‖u2xx‖22 +
1
2
‖u1x‖22
)
− 
(
‖u1xx‖22 + ‖u2xx‖22
)
. (4.45)
If  satisﬁes the condition
2 > max
{
C4(|b1|+ |c2|) + |b2|+ |c1|, C4(|b2|+ |c1|) + |b1|+ |c2|
}
, (4.46)
then the Poincare´ inequality readily yields
d
dt
(
‖u1‖22 + ‖u2‖22
)
≤ A1
(
‖u1‖22
)3
+ A2
(
‖u2‖22
)3
− A3‖u1‖22 − A4‖u2‖22
≤ max{A1, A2}(‖u1‖22 + ‖u2‖22)3 −min{A3, A4}(‖u1‖22 + ‖u2‖22), (4.47)
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where A1 =
C4(|b2|+|c1|)
2
, A2 =
C4(|b1|+|c2|)
2
, A3 = 2 −
(
C4(|b1| + |c2|) + |b2| + |c1|
)
> 0
and A4 = 2−
(
C4(|b2|+ |c1|)+ |b1|+ |c2|
)
> 0. Finally, by deﬁning y := ‖u1‖22+‖u2‖22,
A := max{A1, A2} and B := min{A3, A4}, inequality (4.47) becomes
d
dt
y ≤ Ay3 − By. (4.48)
As a result, given that initial conditions for y are below the threshold β =
√
B
A
, (y < β),
then due to Gronwall’s lemma inequality (4.48) yields
y ≤ β√
1 +Ke(2Bt)
, (4.49)
where K > 0. Therefore, inequality (4.49) implies that if (4.46) holds and the sum of the
energies of the initial conditions is less than β, then the solutions of system (4.34)-(4.35)
decay exponentially to zero as time goes to inﬁnity, i.e. lim supt→∞ y = 0.
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Chapter 5
A sufﬁcient condition for
hyperbolic-elliptic transition in systems
of conservation laws
In this ﬁnal Chapter, we investigate an intriguing and wholly nonlinear phenomenon en-
countered in mixed-type systems of conservation laws. Considering initial value problems
starting with initial conditions that make the system hyperbolic, mixed hyperbolic-elliptic
systems may remain hyperbolic throughout their evolution or transition to ellipticity de-
pending on the properties of the nonlinear ﬂux function. This is a very crucial observation
both from a practical and mathematical point of view. For practical considerations, when
such transitions occur they are typically outside the realm of linear theory which fails to
predict the emergence of catastrophic short-wave instabilities (ellipticity) - for example
uniform steady-states may be linearly stable yet the system can evolve nonlinearly to en-
counter elliptic behaviour. Furthermore, when the corresponding regularised systems are
considered, one cannot foresee the emergence of travelling or steady state waves by rely-
ing only on linear theory. Now, mathematically one can treat systems that do not permit
transition but are purely hyperbolic, and apply the theory developed for hyperbolic systems
hence avoiding the difﬁculties posed by ellipticity (such difﬁculties have been described in
Chapter 1).
A condition for hyperbolic-elliptic transition given smooth solutions in 2 × 2 systems
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of conservation laws arising in shallow water wave equations and related systems, was
established by Milewski et al. [71]. In this Chapter we revisit the results of Milewski et
al. by providing an additional mathematical and physical meaning for the phenomenon by
generalising their condition. In particular we show the existence of entropy-entropy ﬂux
pairs and invariant hyperbolic regions in the sense of Chueh et al. [20] when systems persist
to be hyperbolic for all time (not necessarily smooth solutions). Finally, we propose and
demonstrate a practical criterion that is based on computing numerically the vector ﬁelds
produced by the gradient of the Riemann invariants in order to determine the direction of
the vector ﬁelds. Interestingly, the direction of the ﬁelds reveals the long time behaviour of
the system and allows us to establish whether the system transitions to ellipticity or remains
hyperbolic due to the presence of hyperbolically invariant regions.
5.1 Description of the theory
Consider the following 2× 2 system of conservation laws in one-space dimension
∂U
∂t
+
∂F (U ;T )
∂x
= 0, (5.1)
subject to L-periodic boundary conditions, i.e. U (x + L, t) = U (x, t), where U =
(U1, U2)
 ∈ R2 is a vector valued function which depends on (x, t) ∈ (R,R+). The
2 × 1 matrix F has entries that depend on general nonlinear functions of U and the con-
stant 6-dimensional vector T ∈ R represents physical parameters. Such conservation laws
can be understood as generalizations of system (3.41) (derived in Chapter 3) with the small
parameter δ set to zero (i.e. we consider higher order terms being negligible).
System (5.1) is of mixed hyperbolic-elliptic type meaning that the eigenvalues of the
Jacobian matrix denoted by
eig(∇UF ) = λ1,2(x, t), (5.2)
can be either real (the system is hyperbolic) or a complex conjugate pair (elliptic), de-
pending on the values of the vector of the dependent variables U = (U1, U2) and the
constant vector T . Ellipticity introduces instability into the system, and due to the ab-
sence of any dissipative mechanism the system is catastrophically unstable (short waves
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grow the fastest and the system is ill-posed in the sense of Hadamard). However, starting
from hyperbolic initial conditions, Uo(x) say, there exists a special class of mixed-type
conservation laws that never transition from hyperbolic to elliptic regions throughout their
evolution. This endowed property allows one to study such non-strictly hyperbolic systems
by using exclusively the well-established theory of hyperbolic conservation laws (see ref-
erences in Chapter 2). Milewski et al. [71] motivated by the study of physically arising
simpler models, proposed a condition for the transition which states that if the characteris-
tic ﬁelds can be expressed as a linear combination of the Riemann invariants of the system
then transition will not occur for smooth solutions. However, this criterion demands the
exact computation of the analytical expressions of the eigenvalues of the system in terms
of the Riemann invariants, and this cannot be accomplished in general. In this Chapter we
investigate a sufﬁcient condition which will determine whether system (5.1) will not tran-
sition given strictly hyperbolic initial conditions. In what follows, it will be shown that a
computer assisted condition can be found by studying the topological invariant structures
of the rarefaction wave curves of the system.
We start by imposing hyperbolic initial conditions, so that system (5.1) is strictly hyper-
bolic for all x at t = 0. As already discussed in the introductory Chapter 2, the concept of
the Riemann invariants and rarefaction wave curves can be introduced for 2× 2 hyperbolic
systems. In particular, the following system of nonlinear ODEs can be derived
dU2
dU1
=
T2i(U1, U2)
T1i(U1, U2) , i = 1, 2, (5.3)
where T is the 2 × 2 matrix of the eigenvectors of the ﬂux function. If we consider each
of the Riemann invariants ω1,2 = ω1,2(U1, U2) as a two-dimensional surface function then
system (5.3) gives the contours of the functions (i.e. the curves along which the function has
a constant value). Now one can introduce a vector ﬁeld, for each of the Riemann invariants,
given by the gradient of the Riemann invariant ∇ωi = ( ∂ωi∂U1 , ∂ωi∂U2 ), for i = 1, 2, which is
perpendicular to the constant ωi contours. In that case due to relations (2.14)-(2.15), the
system of ODEs becomes:
dU2
dU1
= −T1i(U1, U2)T2i(U1, U2) , i = 1, 2. (5.4)
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Recall that the ﬂux function of a mixed-type system can produce both real and complex
eigenvalues under certain combinations of the spatiotemporal values of the state vector(
U1(x, t), U2(x, t)
)
. We observe that by studying the structure of the hyperbolic state
space, one can determine whether the system will transition from hyperbolicity to ellipticity
given hyperbolic initial conditions. Speciﬁcally, the topological structure of the solutions of
(5.3) can reveal the existence of hyperbolic invariant regions (we will denote such regions
by Σ), as described by Chueh et al. [20, 90]. Such topological structures in the hyperbolic
state space (U1, U2) implies that the spatiotemporal evolution, starting from hyperbolic
initial conditions, will be conﬁned to hyperbolic regions and as a result the system will not
cross the sonic boundary (the boundary between the hyperbolic and elliptic regions). A
geometrical interpretation of hyperbolic invariance is obtained by considering the direction
of the vector ﬁelds produced by the solutions of (5.4) close to the sonic boundary, i.e. the
curve in the (U1, U2) plane that separates hyperbolic from elliptic regions; if the direction
is inwards into the hyperbolic region, then the hyperbolicity is maintained and hyperbolic
invariance follows, and if it is outwards and away from hyperbolic region, transition occurs.
Recall that the existence of arbitrarily large bounded hyperbolic invariant regions is the only
known tool which provides a priori boundedness in the L∞-norm (the maximum norm) for
2× 2 systems of conservation laws of mixed type. In the absence of such invariant regions,
systems of mixed type will generically transition when hyperbolic initial conditions are
considered, and one should expect similar behaviour to that described in Chapter 4. Finally,
we would like to emphasise that this condition also applies to general parabolic quasilinear
systems only when the dissipation matrix is a multiple of the identity matrix. This occurs
because the viscous system should share the same eigenvectors with the inviscid system so
that the added regularising term does not destroy the invariant regions.
5.2 Proof of the condition for the transition
Assume that the mixed-type system (5.1) starts from smooth hyperbolic initial conditions
and remains hyperbolic for all times. From the absence of transition from hyperbolicity
to ellipticity, one can deduce that the spatiotemporal evolution of the system is conﬁned
to invariant hyperbolic regions. This observation corresponds exactly to the theory of the
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invariant hyperbolic regions developed by Chueh et al. [20] and the following Theorem
[17] is a direct consequence of this observation:
Theorem 1. Consider the following associated parabolic system that extends (5.1)
∂U 
∂t
+
∂F (U )
∂x
= IU xx, (5.5)
where I is the identity matrix, and  > 0. Now, let c1 and c2 be constants and Σ =
{(U1, U2) : c1 ≤ ω1 ≤ 0 ≤ ω2 ≤ c2}. Suppose that the Riemann invariants ω1 and ω2 of
the ﬂux function F are quasi-convex on the boundary of Σ ( the boundary is denoted by
∂Σ), i.e.
(T11, T21) ·∇2UUω2 · (T11, T21) ≥ 0, (5.6)
− (T12, T22) ·∇2UUω1 · (T12, T22) ≥ 0. (5.7)
Then Σ is a hyperbolic invariant region for (5.5), i.e. if Uo(x) ∈ Σ for all x ∈ R, then
U (x, t) ∈ Σ for all x ∈ R, t > 0. Furthermore, if (5.5) is endowed with bounded
invariants regions, then there is a uniform a priori L∞ bound for solutions U (x, t) of the
parabolic system (5.5) for global time.
Here we would like to say that numerical experiments (presented in the following sec-
tion 5.3) suggest that Theorem 1 can be extended for general linear dissipative operators
L(U ) (i.e. fourth order dissipation Uxxxx). One can justify such an extension by recalling
the fact that the invariant regions are present because of the ﬂux function (convex Riemann
invariants) and persist even in the case of the inviscid system (provide a priori bounds in-
dependent of ). Moreover, this extension holds only when the matrix of the dissipation
operator is equal to the identity matrix. A proof of this conjecture has not been completed
yet and is currently under investigation.
The above Theorem also suggests that in the absence of convex Riemann invariants,
viscous solutions of a mixed hyperbolic-elliptic system will visit elliptic regions of the ﬂux
function when starting from hyperbolic initial conditions. However, Lax [64] showed that
given the condition of quasi-convex Riemann invariants, one can construct a strictly convex
entropy on each compact subset of the state space. Note also that the condition of a global
coordinate system of quasi-convex Riemann invariants is the simplest known condition that
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guarantees the existence of a strictly convex entropy for large initial data [28]. Moreover,
an inviscid system endowed with a strictly convex entropy in a state domain O must be
symmetrisable and hence strictly hyperbolic in O (see Section 3.4 in [84]). Consequently,
one can deduce that Theorem 1 applies also to the associated inviscid system (5.1) and
holds for weak solutions. Finally, we would like to emphasise that the theory described
here considers initial conditions not at the sonic boundary (i.e. strictly hyperbolic initial
conditions). The sonic boundary is a singular boundary for the inviscid system since the
eigenvalues are equal there and strict hyperbolicity is lost. The behaviour of the inviscid
system, i.e. the existence of entropy solutions, at the boundary is a special and very techni-
cal issue that is beyond the scope and purposes of this thesis (the reader is referred to Chen
& Kao [17] and references therein).
From the above discussion we can conclude that the existence of entropy-entropy ﬂux
pairs as deﬁned in Chapter 2, guarantees that the inviscid system will remain hyperbolic
for all times (not only for smooth solutions). Now, we turn our attention to the smooth
condition proposed by Milewski et al. [71]. Namely, smooth hyperbolic solutions of a
2 × 2 system of mixed type cannot reach the sonic boundary if the system’s characteristic
speeds are smooth functions of the Riemann invariants. Next we will show that this con-
dition implies the existence of convex Riemann invariants and consequently the absence
of transition (for all times) to ellipticity, given the existence of a convex entropy in physi-
cal variables. We start from strictly hyperbolic initial conditions and demand the relation
(2.20) (see section 2.5.1 in Chapter 2):
∇α(∇uF ) = ∇β, (5.8)
where ∇ = (∂u1 , ∂u2) ∈ R2. Now, by decomposing the Jacobian of the ﬂux function as
∇uF = T ΛT −1, (5.9)
where T is the square matrix of the eigenvectors of the ﬂux function and Λ is the diagonal
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matrix of its eigenvalues, and by multiplying (5.9) on the right with T , one obtains
∇αT Λ = ∇βT . (5.10)
By changing the coordinates to the Riemann invariants (ω1, ω2), we have
∇α∇uωT Λ = ∇β∇uωT , (5.11)
where ∇ = (∂ω1 , ∂ω2) ∈ R2. Furthermore, due to (2.12) we obtain
∇αIΛ = ∇βI, (5.12)
where I is the identity matrix, or in system form
λ1(ω)αω1 = βω1 , (5.13)
λ2(ω)αω2 = βω2 . (5.14)
By eliminating the scalar function β from system (5.13)-(5.14), we end up with the follow-
ing second-order linear partial differential equation:
αω1ω2 +
λ2ω1
λ2 − λ1αω2 −
λ1ω2
λ2 − λ1αω1 = 0. (5.15)
Given Milewski et al.’s smooth condition
λ2ω1
λ2 − λ1 =
c
ω2 − ω1 (5.16)
and
λ1ω2
λ2 − λ1 =
±c
ω2 − ω1 , (5.17)
equation (5.15) reduces to the following PDE:
(ω2 − ω1)αω1ω2 + cαω2 ± cαω1 = 0, (5.18)
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where c is a constant. This is the characteristic form of the classical Euler-Poisson-Darboux
(EPD) equation (see Chen & Kao [17] and references therein). Recall that we work away
from the sonic boundary (ω2 − ω1 = 0). We proceed by changing variables and setting
η = ω2 − ω1 and ξ = ω2 + ω1 so that the entropy equation becomes:
η(αξξ − αηη) + 2cαξ = 0, (5.19)
or
η(αξξ − αηη) + 2cαη = 0. (5.20)
Now, we concentrate on equation (5.19) and seek special entropy solutions of the form
α = α1(ξ) + α2(η) (see [82]), to ﬁnd
ηα1(ξ)
′′ − ηα2(η)′′ + 2cα1(ξ)′ = 0. (5.21)
This in turn admits the following entropy solution:
α = 2ck(ω2−ω1) log(ω2−ω1)−2ck(ω2−ω1)+k(ω2+ω1)+k1(ω2−ω1)+const., (5.22)
where k and k1 are freely chosen constants.
In what follows we demand the existence of a convex scalar function α in physical vari-
ables (U1, U2). In terms of Riemann invariants, the condition of convexity can be expressed
as follows (see Section 7.4 in [26] for a proof of this condition):
αωiωi +
2∑
j=1
σjαωj ≥ 0, i = 1, 2, (5.23)
where
σ1 = (T12, T22) ·∇2UUω1 · (T12, T22),
σ2 = (T11, T21) ·∇2UUω2 · (T11, T21).
Now, by setting ck > 0 and k1 = 2ck log( 1xo ) + 2k, where 0 < xo < ω2 − ω1, one can
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ﬁnd from (5.22) that we always have αωiωi ≥ 0, for i = 1, 2, αω1 ≤ 0 and αω2 ≥ 0.
Consequently, convexity imposes convex Riemann invariants:
σ2 ≥ 0, (5.24)
σ1 ≤ 0. (5.25)
We can conclude that convex entropy along with Milewski et al.’s condition imply the
existence of convex Riemann invariants and consequently the absence of transition for
inviscid system (5.1) for all times. We remark that the analysis for equation (5.20) follows
along the same lines and is therefore omitted here.
From the above analysis, we can see that Milewski et al.’s condition is a special con-
dition that simpliﬁes (5.15) into (5.18) for which we can ﬁnd convex entropies. From a
practical point of view, however, such a condition (if it holds) cannot be derived in general.
Next we propose and prove a practical criterion for the occurrence of transition based on
the computations of the gradient of the Riemann invariants and the existence of hyperbolic
invariant regions. Consider a perturbation of system (5.5):
∂U δ
∂t
+
∂F (U δ)
∂x
= IU δxx + δV (U
δ), (5.26)
where V is a bounded vector ﬁeld and is equal to ∇ωi, for i = 1, 2. According to the
third condition of Theorem 4.4 in [20], the vector ﬁeld V must points inward the invariant
region Σ on boundary ∂Σ. Consequently, the sonic boundary, which is a line in the plane
(U δ1 , U
δ
2 ), i.e. a linear function (f ) of U
δ
1 and U
δ
2 , should be a boundary of the invariant
region of system (5.26) so as transition does not occur, U δ ≥ f(U δ1 , U δ2 ) . Now following
the same analysis that presented in [20] for the system of gas dynamics, with the use of
Gronwall’s inequality, one can show thatU δ converges uniformly toU as δ → 0. Therefore
the inequality U ≥ f(U1, U2) holds for all times, guaranteeing the absence of transition
for system (5.5) when the vector V points inward into the hyperbolic region. In what
follows we verify numerically the above condition for model mixed-type systems as well
as physically meaningful systems.
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5.3 Numerical experiments
In this section, in order to ﬁx ideas, we study simple models as well as systems arising from
physically meaningful ﬂuids problems. Firstly, we consider the following three simple
models whose Riemann invariants can be computed explicitly:
(
U1
U2
)
t
+
(
0 U1
1 0
)(
U1
U2
)
x
= 0, (5.27)
(
U1
U2
)
t
+
(
0 U2
1 0
)(
U1
U2
)
x
= 0, (5.28)
and (
U1
U2
)
t
+
(
0 U2
U1 0
)(
U1
U2
)
x
= 0. (5.29)
The ﬁrst two models have been suggested in [71], while the third is the inviscid conterpart
of system (4.10) when Q is given by (4.12)(a), and ρ = 4 as has been described in section
4.2 of Chapter 4. Figure 5.1 depicts the two vector ﬁelds of the gradient of the Riemann
invariants (arrows) given by system (5.4) and the rarefaction wave curves (solid curves),
produced by system (5.3), along which the Riemann invariants are constant. Note that the
vector ﬁelds are always perpendicular to the corresponding wave curve and their absence
indicates elliptic regions. According to the theory developed in the previous sections when
transition is absent then the wave curves should form invariant hyperbolic regions. Further-
more, the vector ﬁelds should point inward into these regions at the sonic boundary. Next
we verify this theory numerically for the above systems.
Numerical experiments suggest that the ﬁrst system (5.27) remains hyperbolic given
hyperbolic initial conditions - see [71]. As a result, according to our proposal, hyperbolic
invariant structures should be present in the state space, and this is indeed the case as can
be seen from ﬁgure 5.1(a). Note that, in the ﬁgure 5.1(a), the vector ﬁelds produced by
(5.4) close to the sonic boundary (U1 = 0) points inwards into the hyperbolic region. On
the other hand, systems (5.28) and (5.29) fall into the mixed-type category which transi-
tions from hyperbolicity to ellipticity; this has been veriﬁed by the numerical experiments
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of Milewski et al. [71] for equation (5.28), and ﬁgure 4.4 in section 4.2 of Chapter 4 for
equation (5.29). In ﬁgures 5.1(b) and 5.1(c), one can observe the absence of convex in-
variant structures in the hyperbolic regions which is in full accordance with our statement
for systems that transition. One of the vector ﬁelds points outward, i.e. towards to elliptic
region. Finally, to strengthen the applicability of our proposal to physical applications, we
explore the state space of the systems (2.4) and (2.5) described in Chapter 2, i.e. the one-
dimensional shallow water system and and the gas dynamics system for isentropic ﬂow,
respectively. As depicted in ﬁgures 5.1(e) and 5.1(f) the gas dynamic system for isentropic
ﬂow is endowed with convex invariant hypebolic regions, both for γ < 3 and γ ≥ 3, and
this forbids transition to occur. Note again, that the vector ﬁelds close to the sonic boundary
(U1 = 0) point inward into the hyperbolic region. In contrast, the reduced shallow water
system will transition given hyperbolic initial conditions, and evidence for this is provided
in ﬁgure 5.1(d).
We have also applied the theory to the advective-dissipative system (3.47) derived in
Chapter 3, but the matrix of the surface tension term is considered to be multiple of the
identity matrix, i.e. D = I . Now, the system is given by (in the notation of this Chapter)
∂U
∂t
+∇UF (U ;Z)∂U
∂x
= −νI ∂
4U
∂x4
, (5.30)
where
∇UF =
⎛
⎝ −2U1(x, t) + q(1)11 (Z)√ν q(1)12 (Z)√ν
q
(1)
21 (Z)√
ν
2U2(x, t) +
q
(1)
22 (Z)√
ν
⎞
⎠ .
One of the main advantages of this system is the fact that one can freely change the ﬂux
function through the manipulation of the matrix of the advective term. We choose two
different detuning vectors Z so that the matrix of the advective terms possesses real and
distinct eigenvalues (i.e. the system is linearly stable about the trivial state (0, 0)). Further-
more, we want to verify the fact that the phenomenon of transition depends purely on the
direction of the eigenvectors of the system as the system of ODEs (5.4) suggests. Conse-
quently, we produce two different matrices q(1)ij which share the same eigenvalues but have
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(a) (b)
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(c) (d)
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U1
Figure 5.1: The vector ﬁelds of the gradient of the Riemann invariants produced by system
(5.4) and depicted by arrows. The rarefaction wave curves produced by (5.3) and depicted
by solid curves, while the absence of vector ﬁelds marks the presence of elliptic regions.
Panel (a) corresponds to (5.27), (b) (5.28), (c) (5.29), (d) (2.4), (e) (2.5) for γ = 2 and (f )
(2.5) for γ = 4; Gray colour corresponds to the second Riemann invariant and black colour
to the ﬁrst. Convex invariant regions are indicated by (Σ).
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different eigenvectors; these matrices are given by
(a) q
(1)
ij =
(
−1 0.123
−0.247 −0.341
)
and (b) q
(1)
ij =
(
−1 −0.123
0.247 −0.341
)
.
(5.31)
The ﬁrst matrix corresponds to Z = (1.2405, 0.9405, 10, 15, 0, 0) while the second to
Z = (−0.24075,−1.282,−10,−15, 0, 0). Figure 5.2 shows the vector ﬁelds of the gra-
dient of the Riemann invariants of system (5.30) along with the rarefaction wave curves.
As can be observed, in the case of matrix (5.31)(a), hyperbolic invariant regions are absent
and consequently the theory predicts that the system will transition. On the other hand, in
the case of (5.31)(b) the system is endowed with hyperbolic invariant regions (marked by
Σ) above the elliptic region, indicating the absence of transition when starting inside this
region. Note that in the presence of advection the elliptic region is a strip instead of the
whole semi-plane as in the case of previous systems. Now in order to verify the theory we
perform numerical experiments for the parabolic system (5.30) starting from hyperbolic
initial conditions Uo =
(
15/200 cos(x)+ 9/200 sin(x),−15/200 cos(x)+ 6/200 sin(x))
(located at the upper hyperbolic region and in the vicinity of the (0,0) state). Recall that
due to the fact that the dissipation matrix is a multiple of the identity matrix, the parabolic
system shares the same eigenstructure with its inviscid counterpart. We expect that before
the system decays to the zero trivial state, it will either transition to complex eigenvalues
or will be everywhere hyperbolic for all times, depending on the absence or presence of
invariant hyperbolic region in the state space (U1, U2). This can be veriﬁed from the results
of ﬁgure 5.3, where we solve system (5.30) numerically and track the spatiotemporal evo-
lution of its eigenvalues. As can be seen in panel (a) of ﬁgure 5.3, which corresponds to
the case of equation (5.31)(a), the system transitions as expected, while in the case of an
advection term given by equation (5.31)(b), the system remains hyperbolic everywhere in
spacetime.
Finally, we would to comment on the mixed-type systems which govern the dynamics
of two layer shallow water wave ﬂows with different densities that have been derived in
[12]). Boonkasame & Milewski showed that the occurrence of transition depends on the
proximity of the initial condition to the sonic boundary. Such systems are special since the
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Figure 5.2: The vector ﬁelds of the gradient of the Riemann invariants (arrows) and the
rarefaction wave curves (solid curves) of system (5.30), while the absence of vector ﬁelds
indicates elliptic regions. Convex invariant regions are indicated by (Σ). Panels (a) and (b)
correspond to matrices of the advective term 5.31(a) and 5.31(b), respectively
.
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Figure 5.3: The spatiotemporal evolution of the nature of the eigenvalues of system (5.30)
when ν = 0.01: dark-shaded regions correspond to ellipticity (complex eigenvalues) and
white-shaded regions indicate hyperbolicity (real eigenvalues). Panels (a) and (b) corre-
spond to matrices of the advective term 5.31(a) and 5.31(b), respectively.
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point U = (0, 0) is an isolated hyperbolic singularity surrounded by four sonic bound-
aries. Consequently, in the close vicinity of this point (but still sufﬁciently far from the
sonic boundaries), the ﬂux function may form closed invariant hyperbolic regions around
the singularity. It would be interesting to carry out a detailed study of such systems, and
this is left for future work.
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Chapter 6
Conclusions and future work
This thesis considered the linear and nonlinear stability of stratiﬁed multilayer ﬂows in
channels driven by gravity and horizontal pressure gradients. Fairly general physical sys-
tems have been studied in the case of three layer ﬂows in channels characterised by im-
miscible ﬂuids of different viscosities and densities. In addition, our models allow the
underlying basic states to have different thicknesses for each liquid layer and in particular
they support scenarios where less viscous ﬂuids are occupying thicker or thinner liquid lay-
ers, respectively. Ten dimensionless parameters emerge (two of each of viscosity, density,
surface tension, and basic state thickness ratios, a Reynolds number and a Capillary num-
ber), making the problem challenging and physically rich. Our focus has been in making
analytical progress by deriving asymptotically correct coupled systems of weakly nonlinear
evolution equations that can be used to understand the dynamics.
The derivation of the models is carried out in two stages. First, a system of nonlinear
equations is derived valid for interfacial deformations that are long compared to typical
undisturbed layer thicknesses; in addition, the wave amplitudes scale with the layer thick-
nesses (or equivalently the channel height). This system is worked out to second order in
the slenderness parameter δ in order to regularise the leading order system that typically
encounters singularities in ﬁnite time that violate the long-wave approximation. The re-
sulting equations are a system extension to the Benney-type equations obtained for ﬂows
with a single interface, and this has a crucial effect on carrying out consistent asymptotic
approximations. Since the parameter δ in the regularised system cannot be scaled out of
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the problem, we proceed with a weakly nonlinear analysis to produce canonical models
(without small parameters present) that retain nonlinearities and all the different stabilising
and destabilising physical mechanisms of the problem. The main technical issue involved
in correctly carrying out a weakly nonlinear expansion, is the fact that the linearised (about
the ﬂat states) leading order Benney system has unequal eigenvalues in general, so that
there are two unequal speeds of wave propagation. In single interface problems such terms
are removed by a Galilean transformation with the weakly nonlinear models following by
balancing ﬁrst order terms with the nonlinearity. In the present case we require the eigen-
values to be real and equal so that a Galilean transformation can be applied to the system
simultaneously. This condition deﬁnes, in general, a six-parameter family of admissible
basic states and we have reduced the solution space, for relative simplicity, by taking the
three ﬂuid densities to be equal, leaving us with the two viscosity and two depth ratios as
the controlling parameters (the general case can be analysed in a directly analogous man-
ner). Basic states satisfying this condition (the resulting parameters are such as to give
what is known as an umbilic degenerate point for the unregularised system of conserva-
tion laws) were explored in detail and two canonical cases arise. The ﬁrst case, termed
symmetric (see ﬁgure 3.2(a) and section 3.2.1), emerges by perturbing parameters and car-
rying out a weakly nonlinear analysis about a ﬂow with all layers having equal viscosity
and with the thicknesses of the top and bottom layers being equal. The resulting evolu-
tion equations (3.47) are inertialess (the viscosity stratiﬁcation instability enters at higher
order) but contain nonlinear ﬂuxes of mixed hyperbolic-elliptic type. The second canoni-
cal case, termed non-symmetric, perturbs about basic states with different layer viscosities
and thickness ratios and the analysis is described in section 3.2.2 of Chapter 3 (see ﬁgure
3.2(b) for a typical base ﬂow proﬁle), resulting in the system of evolution equations (3.53).
In this case inertia enters and was found to destabilise the ﬂow for the range of viscosity
and thickness ratios explored here. The nonlinear ﬂux functions are again of mixed type
and consequently enhance the rate of energy input that comes from the inertial terms (note
that surface tension provides short-wave stabilisation rendering the equations well-posed).
The symmetric inertialess systems evolve to generically produce nonlinear travelling
wave coherent structures like the ones depicted in ﬁgure 3.5. These nonlinear structures
can emerge in one of two ways: (i) from inﬁnitesimally small initial perturbations in the
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case when the system is linearly unstable with respect to the ﬂat states (η1 = η2 = 0) -
here the instability is either due to Majda-Pego instability or a kinematic instability termed
the “alpha”-effect (see section 3.2.1) of Chapter 3; (ii) from initial disturbances of am-
plitudes above a threshold value in the case when the ﬂat states are linearly stable to all
wavelengths. We note that the required threshold amplitudes are moderate - for example
in the computations depicting this phenomenon in ﬁgure 3.6 the initial energy required
is approximately 1.164 which is equivalent to a scaled amplitude 0.657 of an equivalent
monochromatic sinusoidal initial condition. We have established that the reasons for this
are due to the underlying hyperbolic-elliptic transitions and Majda-Pego instabilities found
in our systems of multilayer equations. An important conclusion that can be drawn from
these ﬁndings is that in the case of three stratiﬁed layer ﬂow (we surmise that systems with
additional interfaces will behave analogously), linear stability analysis is a necessary but
not sufﬁcient condition for the emergence of non-trivial nonlinear coherent structures.
The presence of inertia found in the non-symmetric case can provide a destabilis-
ing mechanism that enriches the dynamics of the system and in general enables complex
chaotic dynamics to emerge in many parameter regimes. Note that such mechanisms can
arise even at zero Reynolds numbers due to capillary and Marangoni instabilities, see for
example [76, 54]. Illustrative examples have been given in the absence (ζ = 0) and pres-
ence (ζ = 0) of the linear kinematic terms in the ﬂux function of (3.53); we consider
two cases (following unslaved and slaved dynamics respectively) characterised by strongly
chaotic dynamics, and chaotic homoclinic bursts, respectively, when ζ = 0 (see ﬁgures 3.7
and 3.8). The kinematic terms (measured through ζ in our models) can promote hyperbolic-
elliptic transitions as well as Majda-Pego types of instabilities, and comprise an additional
source of instability even in the presence of “negative diffusion” caused by the inertia (see
the positive deﬁnite second-order diffusion matrix S in (3.53)). We have carried out ex-
tensive numerical experiments to determine the effect of increasing ζ on the dynamics, and
have found that solutions which are time-periodic or chaotic when ζ is zero or small, ulti-
mately become regularised into steady-state travelling waves at sufﬁciently large ζ . In par-
ticular for the slaved dynamics case, table 3.2 summarises these ﬁndings and two interesting
dynamical phenomena emerge: (i) the behaviour as ζ increases is non-monotonic, i.e. there
are alternating windows supporting chaotic dynamics and time-periodic solutions; (ii) the
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transition from chaotic dynamics to the ultimate nonlinear travelling waves that emerge
at “large” ζ (in the example of table 3.2 these waves appear at ζ ≥ 0.72416 × 10−3, ap-
proximately), takes place through a reverse Feigenbaum cascade via a sequence of period-
halving bifurcations. Our numerical ﬁndings are consistent with the Feigenbaum universal
theory but a signiﬁcant amount of additional simulations is required to establish this. We
also emphasise that the regularisation of the underlying complex dynamics as the kinematic
instability terms are enhanced, is a novel regularisation phenomenon that is quite distinct
from the more familiar dispersive regularisations found in single nonlinear evolution equa-
tions (e.g. the dispersively modiﬁed Kuramoto-Sivashinsky equation - see [2]). In the
present problem large ζ enables the system to promote the kinematic terms compared to
the inertial ones thus pushing the system towards the canonical symmetric case equations
that produce travelling-wave states at large times.
In Chapter 4 we studied the vanishing viscosity limits of 2× 2 mixed-type hyperbolic-
elliptic conservations laws incorporating general quadratic nonlinear ﬂux functions. These
systems are physically motivated and arise in the coupled interfacial dynamics of viscous
immiscible multilayer channel ﬂows derived and studied in earlier Chapters. The equations
contain high order linear dissipation terms (e.g. arising from surface tension), homoge-
neous quadratic nonlinearities (a result of weak nonlinearity), as well as coupled linear
advection terms. A crucial aspect of the present work is that the ﬂux function is of mixed
hyperbolic-elliptic type, i.e. can support real or complex eigenvalues; the only source of
instability arises from the presence of such complex eigenvalues. We study numerically
the initial value problem on scaled 2π−periodic domains, and pay particular attention to
the vanishing viscosity limits for different dissipation operators that range between second
and fourth order. Note that the dissipation parameter  decreases as the unscaled length of
the system increases, as is familiar in scalar equations such as the Kuramoto-Sivashinsky
equation. Extensive numerical computations and asymptotic analysis suggest that the ex-
istence of bounded vanishing viscosity solutions depends crucially on the structure of the
ﬂux function. In particular it is shown that the advection terms play a crucial role in both
the dynamics as well as the boundedness of solutions.
In the absence of advection terms (i.e. the ﬂux function is homogeneous) the vanishing
viscosity limit does not exist in the L∞-norm and the solutions become unbounded in a
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manner that depends on the order of the dissipation term. Fourth order dissipation leads to
self-similar steady-states that become unbounded as  → 0. On the other hand, our numer-
ical experiments indicate that dissipation of order less than four leads to solutions blowing
up in ﬁnite-time at non-zero values of the dissipation parameter (self-similar structures near
the singular time have been constructed and favourably compared to the computations).
If advection is present (i.e. the ﬂux function is an inhomogeneous quadratic poly-
nomial), the computations strongly suggest that the solutions exist and are bounded in the
L∞-norm as  → 0. In particular, the presence of the advection terms introduces spatiotem-
porally varying hyperbolic-elliptic transitions, which in turn promote highly oscillatory but
bounded solutions (these are surmised to be measure-valued solutions). We emphasise
that as far as we are aware, the classiﬁcation of measure-valued solutions according to the
structure of the regularising operator is an open problem, see DiPerna [30, 27]. The present
numerical study on spatially periodic domains, facilitates a numerically-based classiﬁca-
tion in the context of mixed hyperbolic-elliptic systems with quadratic nonlinearities. We
observe that the distribution of the oscillations that emerge in the vanishing viscosity limit
for high order dissipation (i.e. as large as four), follows a fractal geometry reminiscent of
the Cantor set. Furthermore, the fractal dimension is found to depend on the order of the
dissipation operator, and decreases as the order of the dissipation decreases (see Figure 4.14
for example). Finally, when we consider the unscaled problem on L−periodic domains, the
ever-increasing spatial oscillations can be seen as the emergence of extensive dynamics as
L increases. This phenomenon is analogous to the dynamics of the Kuramoto-Sivashinsky
equation but in a completely different mathematical context.
Finally, in Chapter 5 we investigated a sufﬁcient condition for the occurrence of hyperbolic-
elliptic transitions in general conservation laws of mixed type. Particularly, we have shown
the existence of entropy-entropy ﬂux pairs and invariant hyperbolic regions in the sense
of Chueh et al. [20] when systems persist to be hyperbolic for all time. In addition, we
proposed a practical criterion that is based on computing numerically the vector ﬁelds pro-
duced by the Riemann invariants in order to determine the direction of the vector ﬁelds.
This criterion has been demonstrated for several physical systems that have been derived
in the context of physics of ﬂuids.
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6.1 Future research directions
In this section we will set the future directions of this work, which will be twofold:
Firstly, we will study multilayer viscous ﬂows of immiscible liquids under the presence
of an electric ﬁeld. In particular, we will extent the work of Chapter 3 by deriving analo-
gous governing systems which will additionally include a second-order destabilizing term
due to the presence of the electric ﬁeld. Then we will focus on the numerical solution of
this system with self-induced forcing which is chaotic. Of particular interest will be the dy-
namics of such deterministic systems as compared to the dynamics of stochastically forced
PDEs. Furthermore, we will investigate the possibility of chaotic synchronization under
the external forcing of the electric ﬁeld.
Secondly, we will work on an interesting extension of the work of Chapter 4. The re-
sults presented were valid for physical situations where the second order derivative term
in (4.2) was either absent or stabilising. For sufﬁciently large Reynolds numbers and/or
unstably density stratiﬁed ﬂows, this term acts as negative diffusion thus providing addi-
tional instabilities. In a future work we will consider solutions for general ﬂux functions
in the limit that the whole operator (including fourth order dissipation and second order
negative diffusion) vanishes. Finally, the work of Chapter 4 provides an excellent ground
for a future analytical work on mixed hyperbolic-elliptic systems.
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Appendix A
The extra condition for the velocities
w˜
(0)
i
Using (3.40), the integral expression for the leading-order normal velocity w˜(0)3 in the bot-
tom ﬂuid layer 3 reads
w˜
(0)
3 = −
yˆ
0
u˜
(0)
3ξ dy, (A.1)
while in the top layer 1 we have
w˜
(0)
1 = −
yˆ
h2
u˜
(0)
1ξ dy + cw1. (A.2)
The no-slip condition at y = 1 gives
cw1 =
1ˆ
h2
u˜
(0)
1ξ dy. (A.3)
The normal velocity in the middle layer 2 is given by
w˜
(0)
2 = −
yˆ
h3
u˜
(0)
2ξ dy + cw2, (A.4)
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and continuity of velocities at the lower-most interface y = h3 gives
cw2 = −
h3ˆ
0
u˜
(0)
3ξ dy. (A.5)
Consequently, the remaining extra condition corresponding to continuity of normal veloci-
ties at y = h2 reads
h3ˆ
0
u˜
(0)
3ξ dy +
h2ˆ
h3
u˜
(0)
2ξ dy +
1ˆ
h2
u˜
(0)
1ξ dy = 0. (A.6)
This condition can also be obtained by differentiating the overall ﬂow-rate (3.33) with
respect to ξ as we illustrate next. Differentiation of 3.33) and use of Liebniz’s formula
gives
h3ˆ
0
u˜
(0)
3ξ dy+h3ξ(u¯3+u˜
(0)
3 )|y=h3+
h2ˆ
h3
u˜
(0)
2ξ dy+h2ξ(u¯2+u˜
(0)
2 )|y=h2−h3ξ(u¯2+u˜(0)2 )|y=h3 (A.7)
+
1ˆ
h2
u˜
(0)
1ξ dy + h2ξ(u¯1 + u˜
(0)
1 )|y=h2 = 0. (A.8)
The boundary terms cancel due to continuity of velocities at interfaces, e.g.
(u¯3 + u˜
(0)
3 ) = (u¯2 + u˜
(0)
2 )|y=h3 and (u¯2 + u˜(0)2 ) = (u¯1 + u˜(0)1 )|y=h2 .
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