Understanding atmospheric phenomena involves analysis of large-scale spatiotemporal multivariate data. The complexity and heterogeneity of such data pose a significant challenge in discovering and understanding the association between multiple climate variables. To tackle this challenge, we present an interactive heuristic visualization system that supports climate scientists and the public in their exploration and analysis of atmospheric phenomena of interest. Three techniques are introduced: (1) web-based spatiotemporal climate data visualization; (2) multiview and multivariate scientific data analysis; and (3) data mining-enabled visual analytics. The Arctic System Reanalysis (ASR) data are used to demonstrate and validate the effectiveness and usefulness of our method through a case study of "The Great Arctic Cyclone of 2012". The results show that different variables have strong associations near the polar cyclone area. This work also provides techniques for identifying multivariate correlation and for better understanding the driving factors of climate phenomena.
Introduction
Over the past few decades, enhanced Earth observation techniques and powerful climate modeling capabilities have facilitated the exponential growth of spatiotemporal climate data [1] . These data carry important information for discovering and analyzing the underlying pattern of various atmospheric phenomena. To gain an in-depth understanding of the dynamic mechanics of the extinction and reignition of these phenomena, such as cyclones, scientists need intuitive and convenient approaches to validate known associations and reveal hidden ones in multiple physical properties [2] . There is an increasing need for methods and systems to support heuristic data exploration based on interactive visualization and analytics. However, designing an effective and easy-to-use heuristic climate visualization system presents a variety of challenges.
First, high dimensions, heterogeneity, time variation, and large volumes characterize spatiotemporal climate data [1] . Effectively simulating and visualizing these multi-dimensional and multivariate data are challenging. Second, atmospheric phenomena, which span time and lack concrete form, usually have fuzzy boundaries. The patterns of these phenomena are often hidden in the structured data and cannot be easily revealed with traditional visual interaction (such as value picking and filtering). Moreover, the users of visualization systems have different backgrounds, skills, interests, and needs [3] . To address these challenges, sophisticated visualization techniques, well-designed user interfaces, and data mining algorithms need to be seamlessly integrated to exploit effective visual exploration and scientific discovery.
Previous studies on developing climate data visualization systems have bridged the gap between climate scientists and the massive amounts of data they study [4] [5] [6] . For instance, the Visualization and Analysis Platform for Ocean, Atmosphere, and Solar Researchers (VAPOR) [7] provided by the National Center for Atmospheric Research (NCAR) depicts climate datasets as comprehensible visual representations. ParaView [8] benefits users from a range of scientific fields with a general-purpose, open-source, visual analytic framework. UV-CADT [9] is an open-source, desktop-based tool for climate visualization and analysis. Although providing an intuitive visual exploration interface, these systems are limited in supporting space-time analysis if they are not equipped with the ability to integrate data into virtual geographical environment, such as a digital earth or a virtual globe. Moreover, in existing tools, users have difficulty in selecting the principal variables related to a specific phenomenon and understanding the associations between these and other variables [10] . To this end, a heuristic climate visualization system is presented to benefit climate scientists and the public by reducing visual analytics obstacles.
The framework introduced in this paper integrates intuitive 4D visualization and mining of hidden relationships among multiple climate variables. It is built upon web infrastructure, enabling easy access to the system at any location without software installation or configuration. The system includes scale visualization tools including volume rendering and vector streamline. Two major components, spatial view and parallel coordinate plot (PCP) view, are integrated into the system to improve human-computer interaction and to assist in the multivariate analysis. In addition, an association rule-learning algorithm is implemented to generate strong association rules among variables and offer insights to end-users. To demonstrate the effectiveness and usefulness of our system, we use a strong polar cyclone as a case study.
There are two main contributions of this work. First, we provide a real-time scalable visualization system for spatiotemporal climate data. Second, we combine visualization techniques with data mining algorithms to facilitate interactive visual exploration of scientific data by various user groups.
Related Works
In this section, we summarize the previous related work in (1) multivariate spatiotemporal data visualization and (2) visual analytics of multivariate climate data.
Multivariate spatiotemporal data visualization: Spatiotemporal climate data visualization remains an important and active research topic in scientific visualization. Utilizing visualization techniques to gain insight from the underlying information has been the focus of many research efforts [11] . Previous solutions for visual exploration of multivariate data can be categorized into two classes [12] . The first focuses on developing efficient visualization techniques to facilitate interactive data exploration and providing user-friendly widgets to support the comparison of variables side by side. Those studies vary from producing an image representation of the space-time feature with slicing and projection techniques to designing specifications for a transfer function of a time-varying variable and/or developing various exploration interfaces to facilitate data recognition. For example, Woodring and Shen [13] proposed a method to compare the differences in multivariate, time-varying, and comparative data by combining several volumes from different variables. Wang et al. [14] introduced information theory to enhance visualization and guide framework design. Guo et al. [6] integrated multiple components, including PCP and multi-dimensional scaling plots, to design an interesting transfer function interface. Jankun-Kelly and Ma [15] conducted research to determine how the dynamic behavior of spatiotemporal data can be captured using different summary functions. Janicke et al. [16] introduced an approach that transforms multivariate data to a point cloud organized in a 2D plane, allowing intuitive analyses of many variables together with brushing, scatterplots, and linked views. Potter et al. [17] proposed ensemble-Vis to allow scientists to gain key scientific insight into simulation data as well as the uncertainty associated with the data.
The second solution combines all variables into a single view to explore the space distribution of data and their underlying relationships. For instance, Akiba et al. [2] introduced data fusion strategies to handle multiple values recorded in the same spatial domain. Luo and Dingliana [18] designed a transfer function in the HSB (hue, saturation, and brightness) color space to view multiple variables in a cyclone simulation. Although useful, these works have some limitations, including the difficulty of comparing multiple variables simultaneously, the lack of quantitative evaluation of multiple variables, and the sacrifice of geospatial characteristics of the original data.
Visual analytics of multivariate climate data: Association analysis-a rule-based machine learning method-has been widely used in data-driven analytics to identify latent relationships among multi-variables. A variety of other approaches, including biclustering techniques [19] and cosine similarity measurements [20] , have been used to identify the relationships of multiple variables as well. With the development of machine learning techniques, data mining algorithms are being used to discover the underlying knowledge of climate phenomena. For instance, Li et al. [21] revealed how the formation and intensity of tropical cyclones is related to climate factors, such as surface temperature and water vapor, using a decision tree learning method. Other variations of classic decision tree algorithms have also been used. Catani et al. [22] introduced a specific version of random forest algorithms to evaluate the association of landslide susceptibility and geology and geography variables. Mounce et al. [23] applied genetic algorithms along with numerical regression as a hybrid data mining technique to discover the relationship between accumulation of discoloration material and other information in a drinking water system. Except for symmetric relationships, the directional connection between variables has also been taken into account in recent research. Liu and Shen [10] associated different scalar variables by modeling the directional interaction using a social network model. Yang et al. [24, 25] conducted work on predicting tropical cyclone strength using association rule analysis.
Although the research listed above has contributed in specific domains (i.e., tropical cyclone, scientific visualization), no studies have examined and validated data in the polar region, which is and important region of interest in climate research. Meanwhile, very few studies have focused on integrating machine learning algorithms into a visualization system and providing a heuristic strategy to support visual analytics. To this end, we incorporate association rule learning into our visualization framework to provide a quantitative analysis for further understanding of the underlying associations of the polar climatic phenomena. The intuitive and interactive visualization components will facilitate and accelerate the knowledge discovery processes.
Spatiotemporal Climate Data
Climate data are characterized by complexity and heterogeneity because of their high dimensionality, multivariability, and multiresolution factors, which make visualizing and analyzing the data challenging. As observation techniques develop, climate data have evolved into four categories: in situ, remotely sensed, model output, and paleoclimate [26] . Currently, climate model simulation and reanalysis datasets are the main contributors to climate data. As the simulation-observation hybrid data, reanalysis datasets have the advantages of data from both observation and numerical climate modeling. Numerical climate modeling provides simulation data covering a large scale with time-series, which are not easily or routinely observed. Meanwhile, because it is calibrated by observation data, the re-analysis data is more accurate than using simulation models alone. Generally, these data have the following characteristics [26] :
• Autocorrelation-climate data that are close in space and time are more similar than data that are farther apart.
• Ambiguous boundaries-spatiotemporal phenomena in climate research are abstract "objects" and evolving patterns over the spatiotemporal span.
• Uncertainty, variability, and diversity-these characteristics stem from the biases in sampling and measurement.
• Multivariability-climate data have different attributes, such as temperature, humidity, wind speed, etc.
• High dimensionality-climate data are observed in 3D space and mapped to long time-stamps, which can vary from months to years.
These characteristics pose a significant challenge to climate scientists in both visualization and data analysis. Autocorrelation, for example, limits the accuracy of models that assume independent and identically distributed observations in climate data. Ambiguous boundaries complicated the data mining process for making accurate extraction in patterns belonging to the core of a phenomenon. However, solutions to this challenge are emerging gradually, which combine visual analysis and data mining. Data mining algorithms can be effectively integrated into the analysis process and significantly benefit the data exploration. Therefore, our goal is to develop effective visual analytical tools to support the knowledge mining of complex, big climate data.
In this study, the Arctic System Reanalysis (ASR) data [27] , which have the characteristics listed above, are exploited for validating the effectiveness of the heuristic system in analyzing climate conditions in the Arctic region. The ASR data have a moderate spatial (30 km) and high temporal (3 h) resolution across the continental scale. The gridded output of ASR data has a cube size of 360 × 360 × 29 (latitude, longitude, and altitude/pressure level) and spans from 2000 to 2012. Twelve variables, including air temperature, ice depth, humidity, etc., are simulated and recorded for reconstruction of the Arctic's climate variability and change.
Visual Analytics Techniques
Visualization and analytics are two fundamental components for data comprehension in a visual analytic system. In this section, we illustrate how both techniques are applied in our proposed heuristic system. According to Shneiderman [28] , a general data exploration process is "overview first, zoom and filter, then detail-on-demand". Following this mantra, climate scientists visually filter the event or abnormality in the spatial view and derive knowledge from multiple variables when studying an atmospheric phenomenon. To support this task, the heuristic system visualizes the preselected variable in real time. The user's interactions, including zooming and filtering, then facilitate the discovery and identification of the phenomena of interest. Furthermore, the heuristic analytic components are employed to derive new knowledge or association rules among the variables. Figure 1 depicts the workflow of data exploration and how the components in the system work together. The visualization component, implemented on the client end and accelerated by the graphic process unit (GPU), is comprised of the spatial view and the PCP view. We designed and implemented multiple widgets, including spatial filtering and multi-dimensional brushing, to support interaction. On the server end, the analytic component processes the filtered data and employs an association rules-learning algorithm to derive knowledge to deepen our understanding of polar cyclones.
Because Arctic cyclones significantly influence the warming and melting of the Arctic icecap [29] , we illustrate the proposed visualization system with a polar cyclone and select the four variables most relevant to the formation and intensification of the cyclone to study the intervariable association: (1) air temperature (T), the temperature difference creates a pressure imbalance, which is the driving force for the formation of cyclone; (2) wind speed (S), the wind speed indicates the strength of the cyclone; (3) geopotential height (G), can be used for locating troughs and ridges; and (4) atmospheric water vapor (V), which releases heat when condensing in the atmosphere that helps to fuel the cyclone. Key techniques that support this knowledge-driven visualization pipeline are described in the following sections. 
Spatiotemporal Data Visualization
Climate modeling scientists focus on the research of complicated climate physics and their compounding effects [30] . The ability to simulate atmospheric conditions over long time periods has led to a new understanding [31] . In this context, we select a time-varying wind field as the vector input of the simulation since it is an important indicator of extreme phenomena, such as polar cyclones. Although several previous studies have been conducted on vector data visualization, the pursuit of effective representation of time-varying vector flow remains an active research topic [32, 33] . We select two visualization strategies, streamlines and volume rendering, to simulate the wind field data because streamlines yield the pattern of a cyclone, and volume rendering supports the internal data exploration in comparison to other existing techniques, such as particle tracking [29] and line integral convolution [34] . We accelerate the two approaches with GPUs to achieve better performance. Figure 2 depicts the visualization result of the Great Arctic Cyclone of 2012 with the two proposed approaches.
Streamline: Streamline algorithms have been widely used in flow visualization [35] [36] [37] . Achieved by dynamic seed distribution, the animated streamline-based flow provides an intuitive illustration of the vector field. A good example is Cameron Beccario's work [38] that focuses on developing a live visualization of global weather conditions. The resulting global wind visualization demonstrations have attracted significant attention. However, an issue with this method is that the response latency, or wait time, is high when the user interacts with the virtual earth or changes the viewpoint because the process of seed reinitialization and streamline regeneration is rather time-consuming. To improve visualization efficiency, we chose to reinitialize only the seed that is beyond the boundary, and keep the other parameters in their original positions. Given that the user's interaction is smooth and the camera view changes gradually in every frame, the seed's disturbance can be ignored. Visually, we achieve a smoother visualization than the existing work [38] . Volume rendering: Climate scientists need to be able to explore the internal patterns of the data because a cyclone is an atmospheric phenomenon hovering in 4D space (3D + Time). Volume rendering, which is widely used in scientific visualization, is an effective technique to explore the data inside a volume [39] . In this work, we employ a GPU-based volume ray casting algorithm to gain insight into the wind field. An introduction to the algorithm can be found in [40, 41] . By highlighting the high-value region of a cyclone through opacity, the cyclone's skeleton emerges, as illustrated in Figure 2b . We calculate the opacity with the equation opacity(voxel) = [Speed] 2 to emphasize the high speed. To better understand the 4D volume data, we developed a user-defined color scheme widget that allows the user to update the color transfer function in real time. The rendering result is updated with the movement of the control point in the color bar.
Spatial Filter
The spatial coverage of the demonstrated climate data ranges from 180 W to 180 E in longitude and 24.716 N to 90 N in latitude. Analyzing and mining the original data within the entire area is complex and confusing, especially when a scientist wants to focus on a local study area. Hence, users need an interactive spatial filtering tool to explore a region of interest.
Three coordinate systems are involved in the spatial filtering process: a screen coordinate system, a spherical coordinate system, and a model coordinate system. The spatial filter enables users to custom draw a region of interest on the virtual globe. Hence, geographical transformation must precede data filtering. The user's input coordinate (X, Y) in the screen coordinate system is transformed to a WGS84 coordinate (Longitude, Latitude) in the spherical coordinate system on the globe, and then mapped to the grid coordinate (X, Y, Z) in the model coordinate system (see [42] for the fundamental transformation formulations). The spatial filter takes place via two steps: (1) transform the user-defined bounding box from the screen coordinate to the grid coordinate and (2) conduct a spatial query in the grid coordinate by checking if a voxel is within the bounding box. The grid points falling outside the selected study area are excluded from visualization or analysis in the later phases.
Multiview Data Exploration
After capturing an overview of the climate data from the spatial view, the system then engages a multifaced PCP view to assist multivariate analysis. PCP, a technique applied to a diverse set of multi-dimensional problems, provides a more vivid output and a friendlier interface than other multivariate analysis techniques, such as scatterplot [43] . PCP plots multiple variables observed at the same spatial coordinates with a connected line. Qualitative relations emerge after all data have been plotted. Figure 3a illustrates the associations of four variables observed near a cyclone center. The top image shows all the connections, with the color scheme applied to the variable "wind speed". The bottom image highlights the low-speed lines. Results show that observation points with a relatively low speed are usually associated with a very high temperature and high water vapor near a cyclone center. To support the second stage of Shneiderman's mantra, we developed two useful filter approaches: (1) a spatial filter in the spatial view to bound the region of interest (ROI) and (2) a multi-dimensional data filter in the multifaced PCP view through brushing. Once a polar cyclone is detected in the spatial view, users can bound the cyclone with an editable bounding box (red polygon in Figure 3b ). The data in the PCP view are updated collaboratively to display the selected volume grid within ROI. Meanwhile, brushing the data in the PCP view enables the user to filter associations of interest and trigger the spatial view filter as well. In Figure 3a , when the user brushes the axis of wind speed and water vapor to filter the grid with very low wind speed and high water vapor (humidity), the cyclone eye instantly emerges within the user-defined ROI (Figure 3c) .
One drawback of the PCP view is the visual clutter issue when a plethora of lines are visualized [30] . In our demonstration, there are 3,240,000 voxels in the ASR data. Drawing so many lines in a real-time visualization system leads to a barely recognizable PCP view and limits interaction. Rather than allocating one line for each voxel, the variables are first categorized into several classes (see categorization details in Section 4.5), and then lines falling in the same category are grouped together and represented by a single line. The line's placement on each axis will be an averaged value of all lines sharing similar trends. The frequency of each line (unit: ‰) is calculated and displayed on the fifth axis. Another improvement for the PCP view is colorization. By clicking the axis title, all displayed lines will be recolored according to the value distribution of selected variables. See the effect in Figure 3a when a color scheme is applied on the variable "wind speed".
Mining Algorithm
Besides the visualization component, another main contribution of our work is the knowledge-driven component, which integrates an association rule-learning algorithm with multivariate analysis. Association rule learning [44] , used to discover interesting relations between variables in large databases, was initially used for market basket analysis. It has gradually been extended to other application domains, such as bioinformatics, earth science, and scientific data analysis. An example in the area of earth science is the interesting connection revealed by association patterns that show how the different elements of the earth system interact with each other [10] .
An association rule is indicated by the form X → Y, which states that a random user who selects itemset X is also likely to select itemset Y. An itemset is a collection of zero or more items in a commodity pool I = {i 1 , i 2 , ..., i k }. An important property of an itemset is its support count, which refers to the number of transactions contained in a specific itemset. For itemset X, the support count λ(X) in a transaction database T = {t 1 , t 2 , ..., t n } (t i is the ith transaction record) can be stated as follows:
The estimated criteria of a rule usually include the terms of support and confidence. Support is an indication of the probability of the antecedent, represented by P(X). Confidence determines how frequently item Y appears in transactions that contain X, represented by P(Y|X). The formal definitions of these metrics are:
The goal of association rule learning is to find rules of interest from a large transaction database T whose support and confidence are larger than the corresponding thresholds. The thresholds ranging from 0 to 1 are adjustable according to the specific application in our heuristic system. To analyze the association of climate data, we make an analogy of climate data to transaction records. All voxels in the time-varying volume data constitute a transaction database. Categorized variables (see details in Section 4.5) in each voxel can be a selected item in the commodity pool, for example, item pool I = {VLT, LT, MT, HT, VHT, VLS, LS, MS, HS, VHS} when temperature and wind speed are selected to conduct the mining process. Itemsets X (i.e., VLS) and Y (i.e., HT) denote an arbitrary combination of items in I, with the restriction that only one of the five categories of a variable can be selected to put in X or Y. To derive the association rules, we first calculate the support and confidence using Equations (2) and (3). A rule, e.g., (VLS) → (HT), is determined to be a strong rule if the possibility is higher than the pre-set minimum support and confidence values. Usually, the minimum confidence should be larger than the minimum support. The larger the threshold of minimum support and confidence, the stronger the rule is.
In this work, we implemented a classic association rule algorithm-the a priori algorithm [44] -to discover the hidden associations among the variables. The variable values of all spatially filtered points are categorized (see details in Section 4.5) and then dumped into the a priori model for rule learning. The generation process is usually split into two steps: (1) find all the itemsets whose support is larger than the minimum support threshold (the selected itemsets are called frequent itemsets) and (2) apply the minimum confidence constraint to the frequent itemsets and form the strong rules.
Finding the frequent itemsets is a time-consuming task since it involves searching all possible itemsets. The size of the itemsets grows exponentially, which makes the query difficult since the number of voxels is up to 3,240,000. However, by applying the downward-closure property [45] , which states that an arbitrary subset of a frequent itemset is also frequent, the efficiency of the rule generation can be substantially improved.
Data Categorization
Variables in most scientific datasets are continuous values. Data categorization has thus become an important step. In our work, data categorization benefits both association rule mining and PCP generation. The association rule-mining algorithm is more efficient for processing categorical and discrete variables, although it was originally designed to deal with datasets containing Boolean-type attributes. Meanwhile, superabundant connected lines in the PCP view will cause a visual clutter issue and increase interaction latency if there are many voxels.
In this work, each variable's value domain is discretized into five categories: very high (V H), high (H), medium (M), low (L), and very low (VL). Combining the category label with the variable label, we can generate the abbreviation for each categorized variable (T, S, G, V). For instance, air temperature data (T) can be represented using V HT, HT, MT, LT, and VLT. To investigate the effect of different categorization methods in rule mining and visualization, we apply four popular unsupervised strategies to the raw data: equal interval, equal frequency, K-means [46] , and birch clustering [47] .
The data in the bottom vertical layer (at 100 hPa) are tested to reveal the underlying pattern because a cyclone is a near-surface atmospheric phenomenon [21] . Figure 4 depicts the outcome of the PCP view and strong association rules when applying these different strategies to the filtering data within a great cyclone near Alaska on 08/06/12. The line distribution and relations share similar patterns in the four PCP views. Taking temperature (T) and wind speed (S) as an example, the low-speed voxels are normally associated with a high temperature, but the high-speed voxels do not show strong relations with temperature. Likewise, the generated strong rules show that different strategies have only a small influence on the mining result. Although the strength of the first rule (VLS → HT) varies somewhat when categorization methods are different, all generated rules remain the same. This experiment shows that the heuristic system is robust towards data classification algorithms. Eventually, we selected K-means in our heuristic system after balancing the algorithm's performance and efficiency. Although more simple and time efficient, equal interval and equal frequency methods can result in bad categorization results when a variable is distributed unevenly within its value range. On the other hand, birch is more time-consuming than K-means since it maintains a clustering feature tree. Figure 5 illustrates the system architecture of the proposed heuristic climate visualization system. On the server side, two distributed servers (a web server and an application server) are responsible for conducting the knowledge-driven process. The web server responds to the user's resource request (HTML, image, climate attributes, etc.) as well as forwards the calculative request to the application server through a web proxy. The application server implemented in Python is mainly responsible for (1) accessing climate data; (2) the spatial filter according to the user-defined boundary; (3) data categorization; and (4) the a priori mining process. This multiscale server architecture increases the maintainability and extensibility of the system. It is simple to maintain and upgrade, highly expandable, and adaptable to increased workloads. Figure 5 . Browser/server architecture of our heuristic system. An application server is used to process the climate data. The web server communicates with an application server through a web proxy.
System Implementation
At the client end, the browser visualizes the time-varying climate data on a virtual globe in real time [48] . JavaScript and D3 library were employed to implement and tessellate (tile) the spatial view and PCP view into the Cesium platform [49] (an open-source JavaScript library for world-class globes based on WebGL). Users bound a research area and trigger a mining request after they discover a phenomenon of interest. The request is posted to the server through the Internet. The heuristic system also allows users to select an arbitrary combination of variables to generate the strong association rules with user-defined minimum support and confidence. This way, a user can flexibly select important variables for analyzing different atmospheric phenomena.
Case Study: The Great Arctic Cyclone of 2012
In this section, a famous cyclone named "the Great Arctic Cyclone of 2012" is used to demonstrate the effectiveness of our heuristic system. This cyclone was an unusually strong storm that formed off the coast of Alaska on 6 August 2012, and tracked into the center of the Arctic Ocean, where it slowly dissipated. According to the records, it was the strongest summer storm and the 13th strongest storm observed at any time in the Arctic since satellite observation began in 1979 [50, 51] . The demonstration of our system was run on a desktop machine with a 2.7 GHz Intel Core i5 CPU (Tempe, AZ, USA), 16 GB of RAM, and an AMD Radeon HD 6770m GPU (Tempe, AZ, USA) with 512 MB texture memory. Figure 6 shows a user case diagram depicting the workflow of climate data exploration. Following the diagram labels from (a) to (g), climate scientists obtain a qualitative and quantitative analysis of the polar cyclone.
Within the research region, the perfect shape of the study cyclone is discovered and tracked in the spatial view after we set the timeline to 6 August 2012 (Figure 6a ). The PCP view demonstrates the data distribution in the research region. To further explore the cyclone, a user-defined spatial filter is conducted near the cyclone eye (Figure 6b) , which triggers the update of data in the PCP view (Figure 6c) . The eye of a strong cyclone is characterized by light wind speed [52] . This characteristic is exploited to filter out the cyclone eye. The wind speed ranges from 0 to 12 m/s in the selected region. We then brush the data (speed = VLS, range from 0 to 4m/s) in the PCP view. The association of the four variables relative to the cyclone eye is highlighted in the PCP view in Figure 6d , and the eye emerges in the spatial view in Figure 6e . The highlighted associations indicate that the cyclone eye wall is labeled with high temperature (HT, 273.3∼273.5 F), low geopotential height (VLG, −273∼−261 m), and dense water vapor (V HV, 39.3 ∼ 40 × 10e − 4 kg/kg). A widget is also developed for calculating the strength of the association rules and identifying strong associations (see illustration in Figure 6f ). In the demonstration, association rules are calculated with a user-defined minimum support of 0.01 and minimum confidence of 0.65. The higher value indicates the stronger rules that are derived. By filtering the generated rules with additional criteria (i.e., set wind speed to be VLS), the strong rules near the cyclone eye are picked out and depicted in Figure 6g .
Nine powerful cyclones in 2012 are selected to analyze the association. Table 1 illustrates the strong association rules generated near each cyclone eye. The demonstration shows that the polar cyclone eye wall presents with minimum surface pressure and large water vapor, which yields heavy snow in the North Pole. The association between temperature and speed near the cyclone eye is more complicated. In the polar region (latitude ≥ 66.5 N), the cyclone eye is more likely to have a high temperature (warm core), whereas in the extratropical region (23.5 N ≤ latitude ≤ 66.5 N), the cyclone eye is characterized by a low temperature (cold core).
A comparison of data and rules between the cyclone eye and cyclone edge is illustrated in Figure 7 , in which different data associations in the PCP view are captured. The generated rules show that data near the cyclone eye are more likely to have a negative correlation, whereas data near cyclone edge have a positive correlation. Low speed has a strong association with the high temperature near the cyclone eye, but it is just the opposite near the cyclone edge. The results indicate that this association might be used as a criterion of cyclone identification. 
Conclusions
In this paper, we propose a web-based heuristic climate visualization system to explore spatiotemporal multivariate data. Real-time interactive climate data visualization and association rules mining capabilities are developed that allow for interactive vector field streamline and volume rendering visualization. In the visualization process using streamlines, an improvement for better interaction is achieved by reinitializing only the portion of the streamline seed outside the boundary. To discover underlying knowledge in the data, association rules learning is used to mine strong association rules between multiple variables. Additionally, multiple data exploratory methods (e.g., spatial filter, multifaced PCP view, brushing, and linking) are employed to facilitate data exploration.
We then integrate the submodules and multiple visualization techniques to explore and analyze time-varying climate data for the Great Arctic Cyclone of 2012 and test the system's effectiveness and usefulness. Results show that our system provides an effective tool for users to explore climate data. For example, some general principles about the cyclone eye wall were derived and analyzed from the data, which is useful for identifying cyclones.
Currently, only one variable at a time is visualized in the spatial view within the proposed visualization framework. In the future, we will add interactive visualization of multiple variables in the spatial view. To further develop this complex heuristic visualization system and integrate multiple heterogeneous data sources seamlessly, more research needs to be conducted on analyzing multivariable correlation with other data mining algorithms, such as neutral network and deep learning.
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