In 1922, J. F. Ritt [13] proved two remarkable theorems on decompositions of polynomial maps of C[x] into irreducible polynomials (with respect to the composition • of maps). Briefly, the first theorem states that in any two decompositions of a given polynomial function into irreducible polynomials the number of the irreducible polynomials and their degrees are the same (up to order). The second theorem gives four types of transformations of how to obtain all the decompositions from a given one. In 1941, H. T. Engstrom [7] and, in 1942, H. Levi [11] generalized respectively the first and the second theorem to polynomial maps over an arbitrary field K of characteristic zero. The aim of the paper is to generalize the two theorems of J.
Introduction
In this paper, K is a field of characteristic zero and K[x] is a polynomial algebra over the field K in a single variable * . A polynomial a ∈ K[x] is said to be irreducible (or prime or indecomposable) if deg(a) > 1 and the polynomial a is not a composition of two non-units, i.e. a is an irreducible element of the monoid (K[x], •). This concept of irreducibility should not be confused with the concept of irreducibility of the multiplicative monoid (K[x], ·) which is not used in the paper. A polynomial which is not irreducible is said to be reducible or composite. When K = C composite polynomials were studied by J. F. Ritt [13] . He proved two theorems that completely describe the decompositions composite polynomials may possess. Suppose that in a decomposition of the polynomial a into irreducible polynomials
there is an adjacent pair of irreducible polynomials
where λ 1 , λ 2 and λ 3 are polynomials of degree 1 and where π 1 and π 2 , of unequal degrees m and n, respectively, are of any of the following three types:
where g = g(x) is a polynomial, T n is the trigonometric polynomial, T n (cos t) := cos(nt). Then, for the polynomial a we have a decomposition distinct from (1),
where respectively to the three cases above the polynomials p
Clearly, deg(p * i ) = deg(p i+1 ) = n and deg(p * i+1 ) = deg(p i ) = m.
The second theorem of J. F. Ritt states: if a ∈ C[x] has two distinct decompositions into irreducible polynomials, we can pass from either to a decomposition equivalent to the other by repeated steps of the three types just indicated.
He writes in his paper, p. 53: "The analogous problem for fractional rational functions is much more difficult. There is a much greater variety of possibilities, as one sees, without going far, on considering the formulas for the transformation of the periods of the elliptic functions. There are even cases in which the number of prime functions in one decomposition is different from that in another."
We will see later in the paper that the situation is similar for the cusp.
J. F. Ritt's approach is based on the monodromy group associated with the equation f (x) − y = 0.
Later H. T. Engstrom [7] and H. Levi [11] proved respectively the first and the second theorem of J. F. Ritt for the polynomial algebra K[x] where K is a field of characteristic zero. Their methods are algebraic.
It is known that the theorems of J. F. Ritt are false in prime characteristic [5] , [10] , but the first theorem is true for, so-called, tame polynomials [9] , [15] . For some generalizations, applications and connections with the two theorems of J. F. Ritt the reader is referred to [1, 3, 4, 6, 10, 12, 15, 14, 16, 17] .
The goal of this paper is to generalize the two theorems of J. F. Ritt to a more general situation (for, so-called, reduction monoids -see Section 2 for a definition; (K[x], •) and (K[x 2 ]x, •) are reduction monoids). The advantage of our method is that generalizations of the two theorems are proved in one go.
For a natural number r, let S r be the symmetric group. For reduction monoids (the definition is given in Section 2), the first and the second statement of the following theorem are generalizations of the first and the second theorem of J. F. Ritt, respectively. The first statement is precisely the same as the first theorem of J. F. Ritt, but the second statement contains only 'half' of the second theorem of J. F. Ritt, as the second part of the second theorem of J. F. Ritt classifies all the situations p i p i+1 = p 
3. There are only the following options for the pairs P := (p i , p i+1 ) and
(a) P = (T n , T m ) and P * = (T m , T n ) where n and m are odd distinct primes,
where s is an odd prime number, t is an odd number, and α ∈ K[x]\K with α(0) = 0.
Up to my knowledge, the monoid O is the only example distinct from K[x] for which (analogues of) the two theorems of J. F. Ritt hold. It would be interesting to find more examples (the definition of reduction monoid is very arithmetical). It is a curious fact that the monoid O, in fact, comes from non-commutative situation. The monoid O is the monoid of all central algebra endomorphisms of a certain localization of the quantum plane which is a non-commutative algebra (see Section 2 for detail). It would be interesting to find more reduction monoids coming from non-commutative situation (and as a result to obtain analogues of the two theorems of J. F. Ritt for them). Notice that in the definition of reduction monoid M is not necessarily a commutative algebra, it is just an abelian group. Moreover, in the case of the odd polynomials, O is not even an algebra.
The
•) looks similar to the monoid O but for it situation is completely different. In particular, the cusp submonoid is not a reduction monoid.
Till the end of this section let K be an algebraically closed field of characteristic zero and let A be the subalgebra of the polynomial algebra K[x] generated by the monomials x 2 and x 3 . The algebra
2 is isomorphic to the algebra of regular functions on the cusp
of degree deg(a) > 1, let Dec(a) be the set of all decompositions of the polynomial a into irreducible polynomials of K[x] (with respect to •). The length l(a) of the polynomial a ∈ K[x] is the number of irreducible polynomials in any decomposition of Dec(a). Similarly, for a polynomial a ∈ A\K, let Dec A (a) be the set of all decompositions of the polynomial a into irreducible polynomials of A. The natural number
is called the A-length of the element a. It is obvious that
In general, this inequality is strict (Corollary 3.4). An element a ∈ A is called regular (respect. irregular) if l A (a) = l(a) (resp. l A (a) < l(a)). The are plenty of elements of both types. Moreover, if a is irregular then a • (x + λ) is regular for some λ ∈ K. A decomposition
is called a decomposition of maximal length or a maximal decomposition for the element a. Let Max(a) be the set of all maximal decompositions for a. Clearly, Max(a) ⊆ Dec A (a), but, in general, Max(a) = Dec A (a), see (14) . Lemma 3.7 describes the set Max(a). In general, the number of irreducible polynomials in decomposition into irreducible polynomials of an element of A is non-unique (Lemma 3.5); moreover, it can vary greatly. So, for the cusp the two theorems of J. F. Ritt do not hold. Therefore, the cusp is not a reduction monoid. Nevertheless, for decompositions of maximal length of each regular element a of A analogues of the two theorems do hold -Theorem 1.4 and Theorem 1.5 if K is algebraically closed (if K is not algebraically closed then, in general, Theorem 1.5 does not hold). 
Consider the following four types of transformations of the decomposition Z that produce a new decomposition Z * ∈ Max(a) where
(Adm) In both cases,
is the inverse map of u).
In the remaining three cases below, gcd(deg
* , p is a prime number, polynomials x s g p (x) and x s g(x p ) satisfy the condition that g(0) = 0, λ
i is the inverse of the element λ i in the monoid (K[x], •).
where k and l are distinct odd prime numbers, λ 2 is T k -admissible and λ 3 is T l -admissible, then
Decompositions of polynomials with coefficients in a commutative ring were studied by the author in [2] .
2 Generalizations of the two theorems of J. F. Ritt
In this section, the two theorems of J. F. Ritt are generalized to a more general situation. They are proved for reduction monoids (Theorem 1.1). The polynomial algebra K[x] is a reduction monoid with respect to the composition of functions. These generalizations are inspired by the paper of H. T. Engstrom [7] and we follow some of his ideas. Proofs of Theorem 1.1, Theorem 1. (A4) are obvious. The axioms (A5) and (A6) follow respectively from Theorems 2.2 and 3.1 of the paper [7] .
If p is an irreducible element of the monoid M then so are the elements up and pu for all units u ∈ M * .
• Each element a of M with |a| > 1 is a product of irreducible elements.
To prove this statement we use induction on |a|. By (A2) and (A3), each element a with |a| = 2 is irreducible. Suppose that |a| > 2 and the result holds for all elements a ′ of M with 1 < |a ′ | < |a|. Then either the element a is irreducible or, otherwise, it is a product, say bc, of two non-units b and c. Since |a| = |b| |c|, |b| > 1 and |c| > 1 (see (A2) and (A3)), we have 1 < |b| < |a| and 1 < |c| < |a|. By induction, the elements b and c are products of irreducible elements, then so is the element a. Proof. Suppose that the natural numbers |p| and |q| are not co-prime, i.e. k := gcd(|p|, |q|) > 1, we seek a contradiction. Then |p| = ki, |q| = kj for some co-prime natural numbers i and j. By (A5), Mp ∩ Mq = Mc for some element c of M with |c| = lcm(|p|, |q|) = ijk. Then c = αp = βq for some elements α and β of M with |α| = j and |β| = i. By (A6), there exist elements
If i = j = 1 then |α| = |β| = 1, and so α, β ∈ M * , by (A3). The equality αp = βq implies that M * p = M * q. This contradicts to the assumption of the corollary. Therefore, either i > 1 or j > 1 or both i and j are strictly greater than 1. These mean that either the element p is reducible (since p = p 1 d, |p 1 | = i > 1, |d| > 1) or the element q is reducible (since q = q 1 d, |q 1 | = j > 1, |d| > 1) or both elements p and q are reducible. These contradictions prove the corollary.
Proof of Theorem 1.1. 
To finish the proof of statement 2 we have to show that p 1 · · · p r ∼ q 1 · · · q s . To prove this fact we use induction on |a|. Note that if the element a is irreducible then Dec(a) = {a}, and there is nothing to prove. The base of the induction, |a| = 2, is obvious since the element a is irreducible, by (A2) and (A3). Suppose that |a| ≥ 3 and the result is true for all elements a ′ of M with 1 < |a ′ | < |a|. We may assume that the element a is reducible, i.e. r ≥ 2 and s ≥ 2. The proof consists of considering several possibilities.
Suppose that M * p r = M * q s , i.e. p r = uq s for some element u ∈ M * . By (A4), we can delete the element q s in the equality
As a result, there are two decompositions of the element
into irreducible components with 1 < |a ′ | = |a| |qs| < |a| (note that p r−1 u is the irreducible element). By induction, these two decompositions are equivalent in Dec(a ′ ). In particular, r = s. Now, 
We can write the equality dc = a in two different ways:
By (A4), we can delete the element p r in the first equality and the element q s in the second:
Note that 1 < |p 1 | ≤ |dα| = |a| |pr| < |a| and 1 < |q 1 | ≤ |dβ| = |a| |qs| < |a| since r, s ≥ 2. Then induction yields the equivalence relations
There are two options: either |d| > 1 or |d| = 1.
If |d| > 1 then 1 < |p r | ≤ |c| = |a| |d| < |a| (see (3)), and so, by induction, αp r ∼ βq s . Now,
Finally, suppose that |d| = 1. By (A3), the element d is a unit of the monoid M since |d| = 1. Then Mc = Mda = Ma (since c = da). Without loss of generality we may assume that c = a and d = 1. Then the equations (4) mean that
Recall that we have the equality |c| = |p r ||q s |. In combination with (3), i.e. a = c = αp r = βq s , it yields the equalities |α| = |q s | and |β| = |p r |.
In particular, the numbers |α| and |β| are co-prime. Recall that r ≥ 2 and s ≥ 2. Now, the case r = s = 2 is trivially true, p 1 p 2 ∼ q 1 q 2 , since a = p 1 p 2 = q 1 q 2 and the numbers |p 1 | = |q 2 | and |p 2 | = |q 1 | are co-prime. This is a transformation of the type (b). It remains to consider the case (r, s) = (2, 2). In a view of symmetry, we may assume that r ≥ 3 and s ≥ 2. We prove that this case is not possible, i.e. we seek a contradiction. In order to get a contradiction, the axiom (A6) will be applied to the equality
First, note that the numbers
and j := |β| = |p r | are co-prime since the numbers |q s | and |p r | are co-prime; i > 1 and j > 1. Clearly, k := |p 2 · · · p r−1 | > 1 since r ≥ 3; |p 2 · · · p r | = kj and |q s | = ki. Applying the axiom (A6) to the equality (6), we obtain the equalities 
It suffices to show that c + ν ∈ O for some element ν ∈ K. For, we introduce the K-algebra automorphism ω of the polynomial algebra K[x] given by the rule x → −x.
where K[x 2 ] is the fixed ring for the automorphism ω, and O is the eigen-space for ω that corresponds to the eigenvalue −1, i.e. O = ker(ω + 1). Note that the equality
and so the element c is uniquely defined up to an affine transformation. By (7), the element c is a unique sum c 0 + c 1 x for some elements c 0 ,
, and then
, by the assumption). This contradiction proves the claim that c 1 = 0. Note that
This means that ω(c) = λc + µ for some scalars λ = 0 and µ of K. In combination with the equality ω(c) = c 0 − c 1 x and the fact that c 1 = 0, it gives that λ = −1, i.e. ω(c) = −c + µ. Then changing c to c − µ 2 we may assume that µ = 0, i.e. ω(c) = −c. This means that c ∈ O, as required. This proves that the axiom (A5) holds for the monoid O.
To finish the proof of Theorem 1.2, it remains to establish the axiom (A6) for the monoid O.
Suppose that elements a, b, α and β of the monoid O satisfy the following conditions: 
Then, it is easy to show that
Indeed, by the Theorem of Lüroth, K(a) ∩ K(b) = K(c * ) for some element c * ∈ K(x) which can be chosen from the polynomial algebra K[x], by Lemma 3.1, [7] . Then
and so the equality (8) 
By the Theorem of Lüroth, the composite field
Clearly,
To prove the reverse inequality note that
and so [K(d) : K(c)] ≥ lcm(i, j) = ij since the numbers i and j are co-prime. This proves the equality (9). Now,
Note that
This means that ω(d) = λd + µ for some scalars λ = 0 and
. By (7), the polynomial d is a unique sum
, and so a ∈ O ∩ K[x 2 ] = 0, a contradiction (since a = 0). Therefore, d 1 = 0. Then the equalities (1) is either one of the decompositions (a), (b) or (c) with λ 2 = 1 and gcd(deg(p i ), deg(p i+1 )) = 1 (in all three cases) and with the numbers m and n being odd prime numbers in the case (a) (see (2) ) or a decomposition of the type
Definition. A Ritt transformation of the decomposition
In his paper, J. F. Ritt wrote (page 52, the last line): "Case (a) with m = 2 can be reduced to Case (b) by linear transformation." In more detail, for each natural number k ≥ 1,
Let n = 2k + 1. Then
and the remark of J. T. Ritt is obvious. Note that
Now, it is obvious that also the case (a) with n = 2 can be reduced to the case (c) by linear transformation. This is the reason why in the definition of Ritt transformation m and n are odd primes (in the case (a)).
All trigonometric polynomials T l = xt l (x 2 ) do not belong to the algebra A where l runs through all odd prime numbers (since T ′ l (0) = l = 0). But T 2 ∈ A. The next corollary follows from Theorem 1.1 and the second theorem of Ritt(-Levi), it is implicit in the papers [13] and [11] . 
Proof. Case (i): a ∈ O.
The polynomial a is a non-scalar polynomial, and so 
The first case is obvious; the second case follows from the inequalities: for all natural numbers m and n such that 0 ≤ m ≤ n,
Since in both cases the leading term of the polynomial c ev is non-zero, we have c ev = 0. This contradicts to the assumption that c ∈ K[x 2 ]x, i.e. c ev = 0. The contradiction finishes the proof of the case (i).
The polynomial a is a unique sum a ev + a od of even and odd polynomials. Comparing both ends of the following series of equalities
we conclude that a ev • b = 0, hence a ev = 0 since b is a non-scalar polynomial, and so a = a od ∈ O, as required. The proof of Lemma 2.3 is complete.
and
where f
and f
Lemma 2.5 Let a ∈ O and f
where f 0 := f ev and f 1 := f od . Then
Proof. The result is an easy consequence of the Taylor's formula,
and the following two facts:
Theorem 2.6 Suppose that a ∈ O with deg(a) > 1, µ ∈ K * , and
Proof. Suppose that (x + µ) • a • f ∈ O, we seek a contradiction. Then
Comparing the degrees of both ends of the series of equalities above, we conclude that
. Then −µ = ∆∂(f 1 ) where the linear map
is equal to f 0 (1 − n) where n := − k≥1
The map ∆ is invertible and ∆
0 , and so deg(f 1 ) ≤ 1, that is f 1 = γx for some γ ∈ K * since f ∈ K. We claim that f 0 = 0 since otherwise we would have the inclusion (x + µ)
Changing, if necessary, the element a to a • f 1 = a • [γx] ∈ O, we may assume that γ = 1.
This implies that deg(a) ≤ 1, a contradiction (since deg(a) > 1, by the assumption). This contradiction finishes the proof of the theorem.
The next corollary follows at once from Theorem 2.6.
Proof. Let u = λx + µ for some λ ∈ K * , and f = n i=0 λ i x i where n := deg(f ), and so λ n = 0. Then f • x 2 • (λx + µ) = n i=0 (λx + µ) 2i = λ n λ 2n x 2n + smaller terms, and so 
where u, v, v, w ∈ O * , we have either the equality P = P * or, otherwise, P and P * as in Corollary 1.3.(3) .
* then, by Lemma 2.3, v ∈ O * , and there is nothing to prove, the result is obvious. So, suppose that (p * , q
* . Then by the second theorem of Ritt-Levi the pair P * can be obtained from the pair P by finitely many Ritt transformations and a ∈ O * , the inclusion u • a ∈ O * implies u ∈ O * (Lemma 2.3). Let i be the least such an index. For each j, let Q j := (l j , f j ). Then p j = α j • l j and q j = f j • β j for some polynomials α j , β j ∈ K[x]. There are the following three options for the pairs Q i = (l i , f i ) and
, where s is a prime number, t ≥ 0, and β ∈ K[x] with β(0) = 0. In the cases (b) and (c), s is an odd prime number since, otherwise, by Lemma 2.8, the polynomials p i+1 ∈ O (the case (b)) and p i ∈ O (the case (c)), which are contradictions.
Let us consider the case (a). Note that T m , T n ∈ O. Applying Theorem 2.6 to the inclusion w
Since q i is an irreducible element of the monoid O, we must have v 
and so x t β(x s ) ∈ O, hence t is odd (since β(0) = 0), and 
.(3) (if t = 0).
To finish with the case b it suffices to show that the remaining subcase when t = 0 is impossible. Suppose that t = 0, we seek a contradiction. Then the inclusion w
for some odd natural number T and a polynomial α 1 (x) ∈ K[x] with α 1 (0) = 0. Note that w ∈ O * and
* , by Lemma 2.3, hence s = 1, a contradiction (s is a prime number). The remaining case (c) follows from the case (b) by interchanging the roles of the pairs (and repeating the proof of the case (b)). Therefore, the pairs P i and P i+1 are as in Corollary 1.3.(3). By the minimality of i, we have p = p 1 = · · · = p i and q = q 1 = · · · = q i , and so P = P i . Now, the result is obvious. The proof of Corollary 1.3. (3) 
where the algebra K(y)[x 2 ] is the fixed ring of the inner automorphism ω y : u → yuy −1 of Λ ′ , and K(y)[x 2 ]x = ker(ω y + 1). Then it follows that the monoid E of all the K-algebra endomorphisms of Λ ′ elements of which fix the element y is equal to the set {τ α :
Suppose that xTheorem 2.13 The numbers n P (X), n Q (X), n R (X) and n P,l (X) do not depend on the decomposition X.
Proof. Recall that (10) is a disjoint union, and the set P ∪ Q contains precisely all the irreducible polynomials that are involved in all the Ritt transformations (Proposition 2.9). Then it follows from the definition of Ritt transformations that the numbers n P (X), n Q (X) and n P,l (X) do not depend on the decomposition X. Then the number
does not depend on the decomposition X either.
Definition. The common value of all the numbers n P (X), X ∈ Dec(a), is denoted by n P (a). Similarly, the numbers n Q (a), n R (a) and n P,l (a) are defined.
Analogues of the two theorems of J. F. Ritt for the cusp
In this section, Theorems 1.4 and 1.5 are proved. It is shown that, in general, the first theorem of J. F. Ritt does not hold for the cusp, i.e., in general, the number of irreducible polynomials in decomposition of element of A into irreducible polynomials is not unique (Lemma 3.5). For each element a of A, the set Max(a) is found (Lemma 3.7). In this section, K is an algebraically closed field of characteristic 0 if it is not stated otherwise.
The algebra K[s, t]/(s 2 − t 3 ) of regular functions on the cusp s 2 = t 3 is isomorphic to the subalgebra
The polynomial algebra K[x] is a monoid with respect to the composition • of functions. It follows from the chain rule, (a
where (x) is the ideal of the polynomial algebra K[x] generated by the element x. In particular, (A, •) is a semigroup but not a monoid. Indeed, suppose that e is an identity of A then deg(a) = deg(e • a) = deg(e) deg(a) for all elements a ∈ A, and so deg(e) = 1. But the semigroup A contains no element of degree 1, a contradiction. 
Let Irr(A) and Irr(K[x]) be the sets of irreducible elements of the semi-groups A and K[x] respectively. The set Irr(A) is the disjoint union of its two subsets C and D where
and D := Irr(A)\C. So, the set C contains precisely all the irreducible elements of K[x] that belong to the semi-group A, and the set D contains precisely all the irreducible elements of A which are reducible in K[x]. Below, Proposition 3.2 states a necessary and sufficient condition for an irreducible element of A to belong to the set C or D. First, let us give some definitions.
For a polynomial a ∈ K[x], let R(a) and Dec(a) be, respectively, the set of its roots and the set of all possible decompositions into irreducible factors in K [x] . For an element a ∈ A, let Dec A (a) be the set of all possible decompositions into irreducible factors in A.
and so
Let
. By the very definition, the set E(a) is a subset of R(a ′ ). In particular, the set E(a) is a finite set. In general, E(a) = R(a ′ ). For each element p ∈ Irr(K[x]), q ∈ Irr(A) and λ ∈ R(q ′ ), we have the inclusions (where
2. p ∈ D iff p ∈ C and, for each decomposition
Proof. 1. This is obvious. This contradicts to the irreducibility of the element p. Therefore, (
Suppose that the element p is reducible, i.e. p = a • b for some elements a, b ∈ A\K, we seek a contradiction. Fix decompositions p 1 • · · · • p s ∈ Dec(a) and
′ (0) = 0 (by the chain rule), a contradiction. So, the element p is irreducible in A, hence p ∈ D since p ∈ C.
The following two corollaries give a method of construction of elements of the set D.
In particular, they show that the set D is a non-empty set.
Corollary 3.3 Suppose that an element
Proof. Since r ≥ 2, q ∈ C. By the assumption, for each decomposition q 1 • · · · • q r ∈ Dec(q), we can find elements u 1 , . . . , u r−1 ∈ K[x]
* such that
Note that any sufficiently generic irreducible polynomials p 1 , . . . , p r ∈ Irr(K[x]) (r ≥ 2) with p 1 • · · · • p r ∈ A satisfy the assumptions of Corollary 3.3. For example, take generic polynomials 
we seek a contradiction. Then, by the second theorem of Ritt-Levi, there exists a pair (p i , p i+1 ) and elements α, β, γ
is one of the three types:
, let C(f ) be the subfield of K generated by its coefficients over Q. In the case (a) (resp. (b))
On the one hand, the transcendence degree tr.deg C(p i ) = n i ≥ 5, on the other hand, tr.deg
, and so
a contradiction. These contradictions mean that the assumptions of Corollary 3.3 hold for the element p 1 • · · · • p r , and so
In particular, D is a non-empty set.
The next lemma shows that, in general, the first theorem of J. F. Ritt does not hold for the cusp. Proof. Let p ∈ D and q ∈ Irr(A). Consider their composition a := p • q. Fix a decomposition p 1 • · · · • p r ∈ Dec(p), and then, for each i = 1, . . . , r, fix a root, say λ i , of the polynomial p i . Consider the elements of C:
Then a r+1 := (x − λ r ) −1 • q ∈ Irr(A) and
are two irreducible decompositions for the element a with distinct numbers of irreducible factors.
Lemma 3.5 means that both theorems of J. F. Ritt fails badly for the cusp. However, we can describe a procedure of how to obtain all irreducible decompositions of any given element of A. Let a ∈ A\K. Take any decomposition p 1 • · · · • p r ∈ Dec(a). Suppose that it is possible to insert brackets
in such a way that inside the brackets are irreducible elements of A (in principal, this can be checked using Proposition 3.2). It gives an irreducible decomposition for the element a in A. Moreover, all irreducible decompositions of the element a in A can be obtained in this way.
Then the decomposition Y = V • p r can be obtained from the decomposition X = U • p r by applying cusp transformations of the type (Adm) in the following way. First, we have the elements of the set Dec(a):
An important fact is that the last element of all decompositions, that is p r , is an element of A. Let
* , and consider the decomposition
where
It is obvious that the decomposition W * i is obtained from the decomposition W i by applying r −1 transformations of the type (Adm). Let Adm(u i1 , . . . , u i,r−1 ) denote their composition (in arbitrary order since the transformations commute). We assume that for i = 0, t + 1 all the u's are equal to x. This means that the transformation Adm(x, . . . , x) is the identity transformation, and, obviously, W * 0 = W 0 = X and W * t+1 = W t+1 = Y . So, there is the chain of elements of the set Max(a):
For each natural number i = 1, . . . , t + 1, the decomposition W * i is obtained from the decomposition W * i−1 by applying cusp transformations of the type (Adm):
* q r . By Corollary 2.2, this means that p r = λ
* such that λ r is π-admissible and the polynomial π is one of the following types:
(a) π = T l , where l is an odd prime number,
where p is a prime number.
Remark. We exclude the situation when s = 0 in the case (b) since otherwise we would have the case (c) due to irreducibility of the element π and the equality g(x p ) = g(x) • x p . We consider the three cases separately and label them respectively as (βa), (βb) and (βc).
Case ( where π j is either x n for a prime number n or, otherwise, x t f (x q ) for some t ≥ 1 and f (x) ∈ K[x] such that deg(f ) ≥ 1 and f (0) = 0. The decomposition Y is obtained from the decomposition X by several Ritt transformations
Using the explicit form of Ritt transformations the claim follows easily by the backward induction on k starting with the obvious case k = m − 1.
Using the claim we can produce r − i cusp transformations
such that on each step the largest x q moves one point to the right, and the last irreducible element in the decomposition Z r is q r = µ • x q • λ r . On the first step, Z i ∼ C Z i+1 , the cusp transformation changes the triple (p i , p i+1 , p i+2 ) = (λ
(deg(x n ), deg(p)) = (n, kl) and (deg(x s g n ), deg(q)) = (k, nl). Since k > n, we have (n, kl) = (k, nl) and (n, kl) = (nl, k). This means that Theorem 1.4 does not hold for the irregular element a.
In general, for an element a of A there exists a decomposition p 1 • · · · • p t ∈ Dec A (a) with t < l A (a), i.e.
Max(a) = Dec A (a).
Example. Let k be an odd prime number, g be a non-scalar polynomial of K[x] such that l := s + 2 deg(g) is a prime number for some natural number s ≥ 2. Let λ be a root of the trigonometric polynomial * is p j − admissible}.
Proof. It is obvious that the RHS ⊆ Max(a). On the other hand, if q 1 • · · ·• q i ∈ Max(a) then q 1 • · · · • q i ∈ the RHS. It suffices to put p j = q j and u j = x.
By Lemma 3.7, if the element a of A is irregular and q 1 • · · · • q i ∈ Max(a) then necessarily q 1 , . . . , q i−1 ∈ C and q i ∈ D.
