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This doctoral dissertation in the eld of Supply Chain Management demon-
strates that signicant cost reductions can be obtained for both the retailer and
the manufacturer when they align their replenishment policy. Such a collabora-
tion strategy goes far beyond \information sharing". When the manufacturer
takes charge of the retailer's replenishment policy, he uses this visibility in plan-
ning his own supply operations to obtain more ecient production schedules
and a better transportation planning. The retailer in turn benets from a bet-
ter supply service since lead times are drastically reduced due to the improved
eciency in the manufacturer's production.
There is ample anecdotic evidence that many companies experience signicant
costs due to supply chain problems. A major cause of supply chain deciencies
is the bullwhip eect: demand 
uctuations increase as one moves up the supply
chain from retailer to manufacturer. Since bullwhip is costly to all members
of the chain via excessive demands thereby placed on capacity, inventory and
transportation, there is a real cost benet associated with eective bullwhip
reduction. Therefore, new replenishment rules have been developed that reduce
the variability of upstream demand by generating a smooth order pattern.
However, we have to be careful not to focus only on one side of the production
smoothing `coin'. The manufacturer (upstream) does benet from smooth pro-
duction, but dampening the variability in orders forces the retailer's safety stock
(downstream) to increase due to inventory variance increases. At rst sight, or-
der smoothing comes at a price: in order to guarantee the same customer service,
more investment in safety stock is required. These con
icting concerns lead to a
tension between the preferred order variability of retailers versus manufacturers.
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In this doctoral dissertation we model a two stage (manufacturer-retailer) sup-
ply chain as a production-inventory system. As such, we integrate the impact
of the retailer's replenishment decision on the manufacturer's production, and
treat the lead time as an endogenous variable. This leads to new insights. A
smooth order pattern generates shorter and less variable production lead times,
corresponding to shorter and less variable replenishment lead times. This intro-
duces a compensating eect on the retailer's safety stock. Higher order variance,
on the other hand, results in longer and more variable lead times, in
ating the
inventory requirements. This motivates the retailer to generate smooth order-
ing patterns and, as a result, it may lead to a situation where both parties are
better o.
We explore dierent replenishment rules in dierent environments and analyze
their impact on supply chain performance. The methodology used is twofold.
First, we make use of standard statistical techniques to manage inventories
and to generate replenishment orders. Second, queueing analysis is used to
determine production lead times based on Markov chains and matrix analytic
techniques.
 We rst investigate a basic model where the retailer adopts a chase sales
strategy; this means that his replenishment orders are equal to the ob-
served consumer demand. We develop an ecient procedure based on
phase-type distributions to compute the replenishment lead time in the
corresponding production system, and we characterize the inventory levels
in the resulting production/inventory model, together with various other
performance measures, such as ll rates and optimal safety stock levels.
 We then analyze the scenario where the retailer decides to dampen the
variability in orders placed with the manufacturer. At rst sight, a de-
crease in order variability comes at the cost of an increased variance of
the retailer's inventory levels, in
ating his safety stock requirements. How-
ever, a smooth order pattern generates shorter and less variable (produc-
tion/replenishment) lead times, introducing a compensating eect on the
retailer's safety stocks.
 The third research model considers the case where the retailer decides
either to dampen, or to amplify the variability in his orders to the manu-
facturer. Although the latter scenario may sound irrational at rst sight,ix
it is often observed in reality. Moreover, we extend our approach to a 
ex-
ible capacity scenario. This means that the manufacturer invests in excess
capacity in order to meet predened target delivery times. It is clear that
when the orders 
uctuate wildly, these investments will be larger than
when the order pattern is less volatile.
 Eventually, we explore the impact of autocorrelation in demand. When
demand is positively correlated over time and forecasted with the optimal
(minimum mean squared error) forecast technique, the bullwhip eect
automatically arises, whereas a negatively correlated demand over time
results in a natural smoothing in the replenishment orders. We focus on
the impact of this phenomenon on production lead times and safety stock
requirements.
In addition to these theoretical contributions, we present an educational software
tool to gain an insight into the use (or abuse) of inventory control policies in re-
lation to the bullwhip eect and customer service. We developed a spreadsheet
application, which explores a series of replenishment policies and forecasting
techniques under dierent demand patterns. It illustrates how tuning the para-
meters of the replenishment policy induces or reduces the bullwhip eect, and
demonstrates that bullwhip reduction may increase the inventory 
uctuations,
with reduced customer service as a result.xSamenvatting
Dit doctoraal proefschrift in het domein \Supply Chain Management" toont
aan dat signicante kostenreducties gerealiseerd kunnen worden voor zowel de
producent (productiebedrijf, leveranciers) als de klant (supermarktketen, dis-
tributiecentrum) wanneer zij hun bestelpolitiek op elkaar afstemmen. In het
verdere verloop van deze tekst noemen we beide partijen eenvoudigweg de `pro-
ducent' en de `klant'. Wanneer een producent inspraak heeft in de bestelpolitiek
van zijn klant, kan hij zijn productie eci enter plannen. De klant van zijn kant
haalt voordeel uit een betere service van zijn producent omdat diens producten
eci enter geproduceerd en dus sneller geleverd worden.
De supply chain omvat de goederenketen van de producent via de (detail)handel
naar de eindgebruikers. Een vaak voorkomend fenomeen in supply chains is het
bullwhip of zweepslageect: de schommelingen in de vraag worden groter naar-
mate men zich in de keten beweegt van de eindgebruiker in de richting van de
producent. Het eect manifesteert zich als een zweepslag: een kleine schommel-
ing aan het begin van de keten (bij de eindgebruiker) geeft aanleiding tot grote
schommelingen op het einde van de keten (bij de producent).
Het bullwhip eect zorgt voor (soms zeer grote) problemen bij de producent.
Bij grote schommelingen in de vraag is het moeilijk in te schatten hoeveel pro-
ductiecapaciteit nodig is, hoeveel transport gepland moet worden, en hoeveel
voorraad aangehouden moet worden. De producent geeft eerder de voorkeur aan
een stabiele, constante productie en verkiest derhalve dat het bestelpatroon van
zijn klanten minder variabel is, of anders gezegd, meer afgevlakt. Op het eerste
zicht is de klant echter niet bereid om zijn bestellingen \af te vlakken". Immers,
de voorraad bij de klant vangt dan alle schommelingen in de consumentenvraag
op, zodat een grotere buer of veiligheidsvoorraad nodig is teneinde niet uit
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voorraad te lopen. Met andere woorden, er ontstaat een con
ict tussen de pro-
ducent en zijn klant: de producent wil dat zijn klant een afgevlakte bestelling
doorgeeft, maar de klant staat hier weigerachtig tegenover vermits dit ten koste
gaat van een hogere voorraad.
Deze trade-o dwingt tot kiezen. In dit doctoraal proefschrift gaan we op zoek
naar een win-win situatie. Dit doen we door de impact van de bestelregel op
de productie van de producent mee op te nemen in het voorraadmodel van de
klant. Immers, elke bestelling van de klant genereert een productie order bij
de producent. Dus de bestelregels waarmee de klant zijn bestellingen plaatst,
hebben een onmiddellijke invloed op het productieproces van de producent. Dit
productieproces bepaalt de tijd om een bestelling te produceren en te leveren
aan de klant, wat een impact heeft op de veiligheidsvoorraad van de klant. Bij
lange levertermijnen moet meer voorraad voorzien worden om de schommelende
consumentenvraag op te vangen. Een dergelijk model, waarbij de bestelregel van
de klant de levertermijn van de producent bepaalt, noemen we een voorraad-
model met endogene levertijden.
Wanneer de klant zijn bestellingen afvlakt, zijn de productie orders minder vari-
abel. Dit zorgt voor kortere doorlooptijden, en bijgevolg zijn ook de levertijden
korter, waardoor de klant minder voorraad moet aanhouden. Dit neerwaartse
eect op de voorraden kan de opwaartse druk op de voorraad omwille van de
grotere schommelingen compenseren. Op deze manier kan de klant zijn orders
afvlakken zonder meer voorraad te voorzien en toch dezelfde klantenservice te
behouden.
In dit proefschrift beperken we ons tot een basis supply chain met  e en klant
en  e en producent. We bestuderen verschillende bestelpolitieken van de klant,
en meten de impact van deze bestelregels op de productie van de producent.
We modelleren het productieproces als een wachtlijn- of queueing model. Uit
de analyse van dit productiemodel vinden we de levertijden, die op hun beurt
gebruikt worden in het voorraadmodel van de klant. De methodologie die hier-
voor gebruikt wordt, is tweevoudig. Enerzijds maken we gebruik van statistische
technieken om de voorraad te beheren en bestellingen te plaatsen. Anderzijds
maken we gebruik van wachtlijntheorie en Markov ketens om de doorlooptijden
te bepalen.xiii
 Eerst onderzoeken we een eenvoudige \chase sales" bestelpolitiek: de
klant plaatst elke periode een bestelling die gelijk is aan de consumenten-
vraag. We ontwikkelen een eci ente procedure om de impact van deze
bestelregel op de doorlooptijden te berekenen op basis van phase type
verdelingen, en bepalen het voorraadpatroon in dit ge ntegreerd produc-
tie/voorraad model, samen met andere performantie maatstaven, zoals
klantenservice en optimale veiligheidsvoorraad.
 Vervolgens bestuderen we het scenario waarbij de klant zijn bestellingen
afvlakt. Dit gaat enerzijds ten koste van grotere schommelingen in zijn
voorraad, maar anderzijds oefent de vermindering in levertijden een com-
penserend eect uit op de voorraad. We tonen aan dat het mogelijk is om
de bestellingen af te vlakken, en tegelijkertijd de voorraad te doen dalen
zonder in te boeten op klantenservice.
 In een derde onderzoeksmodel bekijken we een bestelregel die de bestelling-
en kan afvlakken, maar ook de schommelingen in de bestellingen kan ver-
sterken. Hoewel dit laatste irrationeel lijkt, komt het vaak voor in de
praktijk (het zogenaamde bullwhip eect). Bovendien breiden we onze
aanpak uit naar een `
exibele capaciteit' benadering. Dit houdt in dat de
producent investeert in extra capaciteit om vooropgestelde levertermijnen
te respecteren. Het is intu tief duidelijk dat deze investeringen toenemen
wanneer de bestellingen grotere schommelingen vertonen.
 Tenslotte bestuderen we de impact van autocorrelatie in de consumenten-
vraag. Wanneer de vraag positief gecorreleerd is doorheen de tijd en voor-
speld wordt met optimale voorspeltechnieken, treedt het bullwhip eect
automatisch op, terwijl negatieve correlatie in de vraag doorheen de tijd
leidt tot een afgevlakt orderpatroon. We onderzoeken de impact van dit
fenomeen op de doorlooptijden en de voorraadpolitiek van de klant.
Naast deze theoretische modellen bespreken we een spreadsheet applicatie die
ontwikkeld werd om inzicht te verwerven in de impact van bestelpolitieken en
voorspelmethoden op het bullwhip eect en bijgevolg op de klantenservice. De
bestelpolitiek en de voorspelmethode zijn immers de twee hoofdoorzaken van het
bullwhip eect. Dit educatief software instrument verkent een aantal bestel-
regels en voorspelmethoden onder verschillende vraagpatronen, en toont aan
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Problem statement
\Would you tell me, please, which way I ought to go from here?"
\That depends a good deal on where you want to get to", said the Cat.
\I don't much care where", said Alice.
\Then it doesn't matter which way you go." 1
In this introductory chapter we dene the research problem tackled in this
dissertation. Our research objective is stated in section 1.1, and the outline of
this thesis is presented in section 1.2. In the remainder of the chapter we review
the two main research domains related to our problem statement. Section 1.3
describes the bullwhip eect, identies its main causes and consequences, and
discusses countermeasures to tame the bullwhip eect. Next, section 1.4 focuses
on production/inventory models and models with endogenous lead times.
1.1 Research objective
Supply Chain Management was one of the most popular management topics of
the 1990s, and it continues to receive a lot of attention nowadays. In a typical
supply chain, raw materials are purchased, items are produced in one or more
factories, shipped to the warehouses for intermediate storage, and then shipped
to retailers or customers. As such, the supply chain is composed of suppliers,
1Lewis Carroll, Alice's Adventures in Wonderland
12 1.1. Research objective
manufacturers, warehouses, distribution centers and retail outlets. Simchi-Levi
et al. [99] dene Supply Chain Management as follows:
\Supply chain management is a set of approaches utilized to e-
ciently integrate suppliers, manufacturers, warehouses and stores, so
that merchandise is produced and distributed at the right quantities,
to the right locations, and at the right time, in order to minimize
system-wide costs while satisfying service level requirements." [99]
A problem frequently encountered in supply chains, is the bullwhip eect: 
uc-
tuations in demand increase in the supply chain as one moves from the lowest
echelon (retailer) to the highest echelon (manufacturer). The bullwhip eect
is a costly phenomenon, since it reduces the protability of a supply chain by
making it more expensive to provide a given level of product availability [28].
In section 1.3 we elaborate further on the bullwhip eect.
It has been recognized that demand forecasting and ordering policies are among
two of the key causes of the bullwhip eect. Lee et al. [71] provide a mathe-
matical proof that variance amplication takes place when the retailer adjusts
the parameters of the inventory replenishment rule based on demand signals.
These rational adjustments may cause over-reactions to short-term 
uctuations
and lead to variance amplication. In other words, the replenishment rule used
by the members of the chain may be a contributory factor to the bullwhip ef-
fect. Following the same line of argument it can be seen that the replenishment
policy can also be used to reduce or tame the bullwhip eect. This has led to
the creation of new replenishment rules that are able to generate smooth order
patterns, which we call \smoothing replenishment rules". Smoothing is a well-
known method to reduce variability.
We have to be careful not to focus only on one side of the production smoothing
coin, however. Production smoothing is benecial for the manufacturer, but
it comes at a price: in order to guarantee the same customer service, more
investment in safety stock is required due to an increased inventory variance.
Inventory acts as a buer, absorbing increases or decreases in demand while
production remains relatively steady [18]. This leads to a tension between the
retailer's and manufacturer's preferred order variability. Retailers, driven by
the goal of reducing inventory (holding and shortage/backlog) costs, prefer toChapter 1. Problem statement 3
use replenishment policies that chase demand rather than dampen consumer
demand variability.
In this doctoral research we include the impact of the replenishment rule on
production. Much of the management science literature separates the questions
of production and inventory control. However, inventory in
uences production
by initiating orders, and production in
uences inventory by completing and
delivering orders to inventory. Modeling a two-echelon (retailer-manufacturer)
supply chain as a production/inventory (P/I) system complies with this research
question and explicitly analyzes the interaction between the retailer's inventory
and the manufacturer's production management. This results in new insights.
We restrict our analysis to only two echelons in the supply chain: a single re-
tailer holds a nished goods inventory to meet a random consumer demand, and
a single manufacturer produces the retailer's replenishment orders on a make-
to-order basis. We model the manufacturer's capacitated production stage by
a single-server queueing model that processes the orders rst-come-rst-served.
Once the complete replenishment order is produced, it replenishes the retailer's
inventory. The time from the period an order is placed to the period that it re-
plenishes the retailer's inventory, is the production or replenishment lead time.
A schematic of the model is shown in Figure 1.1.
Figure 1.1: A two stage make-to-order supply chain
In this model setting, the retailer's inventory control system generates replenish-
ment orders that are sent to the manufacturer's production. Hence, by analyzing4 1.2. Outline of the thesis
the characteristics of the retailer's replenishment orders, we implicitly analyze
the characteristics of the production orders that arrive at the manufacturer's
production queue. The time between an order is placed until it is produced
(waiting time in the queue plus production time), is the time to replenish the
order. Consequently, supply lead times depend on the production load, the
arrival rate of orders and the variability in the production system and arrival
process [9, 52].
When the retailer amplies the 
uctuations in his replenishment orders (i.e.,
when the bullwhip eect is present), he implicitly increases the variability in
the production orders at the manufacturer's production facility. This has an
impact on the steady state distribution of the lead times. More variability in
the arrival pattern leads to longer lead times, requiring more safety stocks. On
the other hand, when the retailer dampens the variability in his replenishment
orders, there is less variability in the arrival pattern at the queue, so that lead
times are shorter and less variable.
Moreover, when supply lead times are endogenously generated by a nite-
capacity production system, there is correlation between demand and lead times.
It takes a longer time to produce (and consequently replenish) a large order.
Since the order size is related to the demand size, this implies that there is
correlation between demand and lead time. This correlation impacts the tran-
sient behavior of the demand during lead time, and consequently it in
uences
the inventory distribution. Therefore, we have to include this correlation in
our analysis in order to characterize the retailer's inventory behavior in the
corresponding P/I system in an exact way.
1.2 Outline of the thesis
In this dissertation, we analyze the impact of dierent replenishment rules on
supply chain performance. We hereby distinguish dierent scenarios. In each
research model, we consider a two-echelon supply chain where a single retailer
holds an inventory of nished goods to satisfy customer demand, and a single
manufacturer who produces the retailer's replenishment orders on a make-to-
order basis. The models dier, however, in their assumptions and consequentlyChapter 1. Problem statement 5
the analysis to solve the problem. We present a schematic outline in Figure 1.2.
Figure 1.2: Schematic outline of chapters 2-5
Chapter 2 considers the situation where the retailer satises an independent
and identically distributed (i.i.d.) consumer demand and controls his inventory
with the traditional, standard, order-up-to (OUT) policy. This policy results in
a chase sales strategy, where the replenishment orders are equal to the observed
customer demand. We develop an ecient procedure based on matrix-analytic
techniques for computing the replenishment lead time distribution using a phase-
type (PH) distributed demand. This is then used to numerically characterize
the distribution of inventory levels in the corresponding production/inventory
system, and various other performance measures such as ll rate, safety stocks
and optimal base-stock levels.
In chapter 3, the retailer decides to dampen the variability in orders placed
with the manufacturer, using a generalized order-up-to policy. At rst sight
a decrease in order variability comes at the cost of an increased variance of
the retailer's inventory levels, in
ating the retailer's safety stock requirements.
However, integrating the impact of the retailer's order decision on the manu-
facturer's production leads to new insights. A smooth order pattern generates
shorter and less variable (production/replenishment) lead times, introducing a
compensating eect on the retailer's safety stock. We show that by including the
impact of the order decision on lead times, the order pattern can be smoothed to
a considerable extent without increasing stock levels. This leads to a situation6 1.2. Outline of the thesis
where both parties are better o.
Chapter 4 considers the case where the retailer decides either to dampen, or to
amplify the variability in his replenishment orders to the manufacturer. This
latter scenario is referred to as the bullwhip eect, which is often observed in
reality. We analyze the impact of this order decision on lead times and safety
stocks. We introduce a cost model, and use it to nd a cost-optimal solution to
this production/inventory problem.
In chapter 4, we also extend our approach to a \
exible capacity" scenario. This
means that the manufacturer invests in excess capacity in order to produce each
order within the period after it is placed. It is clear that when the orders 
uc-
tuate wildly, these investments will be larger than when the order pattern is
less volatile. At the same time the inventory costs for the retailer are low since
every order is replenished in the period after it is placed.
Chapter 5 relaxes the assumption of an i.i.d. consumer demand, and analyzes
the impact of correlation in demand. More specically, we assume a rst-order
autoregressive (AR) consumer demand. The retailer replenishes according to
an adaptive order-up-to inventory policy and forecasts customer demand using
the optimal Mean Squared Error (MSE) forecasting technique. Due to the cor-
relation in demand, the bullwhip eect may naturally arise: as soon as demand
becomes positively correlated, the replenishment orders have a greater variabil-
ity than the observed customer demand. On the contrary, when demand is
negatively correlated, there is a natural smoothing in the order pattern by us-
ing the MSE forecast technique. We focus on the impact of this phenomenon on
the production lead times and safety stock requirements. However, a lead time
interaction eect occurs. The replenishment decision depends on the forecasted
demand during the expected lead time, whereas the actual manufacturing lead
time itself depends on the replenishment decision (production order). We de-
velop an iterative procedure to solve this lead time dependency problem and
present an exact solution to the corresponding production/inventory system.
In addition to these theoretical models, we present an educational software tool
in chapter 6 to gain an insight into the use or abuse of inventory control poli-
cies and improper forecasting in relation to the bullwhip eect and customer
service. It has been recognized that demand forecasting and ordering policiesChapter 1. Problem statement 7
are among two of the key causes of the bullwhip eect. We therefore developed
a spreadsheet application, which explores a series of replenishment policies and
forecasting techniques under dierent demand patterns. It illustrates how tun-
ing the parameters of the replenishment policy induces or reduces the bullwhip
eect, and demonstrates that bullwhip reduction may increase the inventory

uctuations, with reduced customer service as a result.
Chapter 7 concludes this dissertation with a summary of the main insights and
a discussion of future research opportunities. Finally, Appendix A describes
matrix-analytic techniques and phase-type distributions, which cover the queue-
ing methodology used throughout this doctoral dissertation.
1.3 The bullwhip eect in supply chains
The bullwhip eect refers to the amplication of demand variability as one
moves up the supply chain from the retailer to the manufacturer. In particular,
the variance of orders may be larger than that of sales, and the distortion tends
to increase as one moves upstream in the chain. Historically, the bullwhip eect
had been accepted as a normal occurrence and rationalized as an inevitable
outcome of the order-to-delivery system that characterized the production and
distribution systems of the past. In 1924, Mitchell [83] already describes the
bullwhip eect and its promulgation. His story may sound familiar to many
operations managers nowadays, still facing these problems in their daily work.
\Retailers nd that there is a shortage of merchandise at their sources
of supply. Manufacturers inform them that it is with regret that they
are able to ll their orders only to the extent of 80 per cent: there
has been an unaccountable shortage of materials that has prevented
them from producing to their full capacity. They hope to be able
to give full service next season, by which time, no doubt, these un-
explainable conditions will have been remedied. However, retailers,
having been disappointed in deliveries and lost 20 per cent or more
of their possible prots thereby, are not going to be caught that way
again. During the season they have tried with little success to obtain
supplies from other sources. But next season, if they want 90 units
of an article, they order 100, so as to be sure, each, of getting the
90 in the pro rata share delivered. Probably they are disappointed a8 1.3. The bullwhip eect in supply chains
second time. Hence they increase the margins of their orders over
what they desire, in order that their pro rata shares shall be for each
the full 100 per cent that he really wants. Furthermore, to make
doubly sure, each merchant spreads his orders over more sources of
supply." [83, p. 645]
Although the bullwhip phenomenon has been observed in industry for a long
time, the rst recorded documentation, was probably by Jay Forrester [46] in
1958, who did not coin the term bullwhip, but used industrial dynamic ap-
proaches to demonstrate the amplication in demand variance. He identied
that the action/reaction and interaction of the 
ows of information, materials,
and money among the self-interested parties in the supply chain would lead to
delays, oscillation, and amplication in the 
ows of information and physical
goods through the channel. That time, Forrester referred to this phenomenon
as \Demand Amplication".
Forrester's work has inspired many authors to develop business games to demon-
strate the bullwhip eect. The well-known Beer Game, developed by Forrester's
colleagues at MIT, is one of the most popular games in many business schools
and executive seminars. This is why people in industry tend to call demand
variability amplication the \beer game phenomenon". Sterman [107] reports
on the major ndings from a study of the performance of some 2000 partici-
pants. He demonstrates amplication of orders in a four-echelon supply chain
model and provides two interesting insights: 1) the bullwhip is apparent in the
inventory levels as well, and 2) the key to improved performance lies within the
policy individuals use to manage the system.
Procter and Gamble rst coined the phrase bullwhip eect to describe the or-
dering behavior witnessed between customers and suppliers of Pampers diapers.
Although the end consumption of P&G diapers by babies (Pampers) was very
stable, the demand as generated by customers of P&G on diapers was so vari-
able that one might think that some babies were using no diapers in one week,
and doubling their normal usage the next week to make up for it. When they
looked at P&G's orders of materials to their suppliers, such as 3M, they dis-
covered that the swings were even greater. P&G called this phenomenon the
\bullwhip" eect. In some industries, it is also known as the \whiplash" or
\whipsaw" eect.Chapter 1. Problem statement 9
1.3.1 Causes of the bullwhip eect
The bullwhip eect has been very popular in the research community over the
past decade. We will now review causes of the bullwhip eect as available in
the literature, and distinguish between operational and behavioral causes.
The behavioral causes are rather straightforward. Supply chain managers may
not always be completely rational. Managers over-react (or under-react) to
demand changes. People often try to read \too much signal" into a series of
demand history as it changes over time. Decision makers sometimes over-react
to trade and newspaper reports, customer complaints and anecdotes of negative
customer reactions. Moreover, there are cognitive limitations as supply chain
networks are often very complicated, operating in a highly uncertain environ-
ment with limited access to data. Croson and Donohue [31, 32] and Sterman
[107] found that decision makers consistently under-weight the supply chain.
This means that they don't have a clear idea of what will be available from the
order pipeline. This data masking induces some form of decision bias. Strategies
to alleviate this problem include: sharing Point-of-Sales data, sharing inventory
and demand information, centralizing ordering decisions and using formal fore-
casting techniques correctly. Although sharing of information is often cited as
a bullwhip remedy, there is evidence that retailers and suppliers are often not
willing to share information [34].
Lee et al. [71] identify ve major operational causes of the bullwhip: demand
signal processing, lead time, order batching, price 
uctuations and rationing
and shortage gaming. We understand demand signal processing as the prac-
tice of decision makers adjusting the parameters of the inventory replenishment
rule. Target stock levels, safety stocks and demand forecasts are updated in
face of new information or deviations from targets. These rational adjustments
create erratic responses. It is possible, however, to design replenishment rules
that have a stabilizing, smoothing eect on orders. It is important to realize
that most players in supply chains do not respond directly to the market but
respond to replenishment demand from downstream echelons. This is why local
optimization often results in global disharmony. It is therefore claimed that
centralized control (e.g. Distribution Requirements Planning, Vendor Managed
Inventories) is superior to decentralized control (disconnected supply chains).10 1.3. The bullwhip eect in supply chains
A second operational cause of the bullwhip problem is the lead time. Lead
times are made of two components; the physical delays as well as the infor-
mation delays. The lead time is a key parameter for calculating safety stock,
reorder points and order-up-to levels. Lee et al. [71] claim that the increase
in variability is magnied with increasing lead time. Hence, a way to alleviate
this problem is lead time compression. The information delay can be reduced
by better communication technologies (web-enabled communication, EDI, e-
procurement) and the order fullment lead time (the physical lead time) can be
reduced by investment in production technology and process, strategic supplier
partnerships (supplier hubs, logistics integrators) or by eliminating channel in-
termediaries (direct channels, the \Dell model").
A third well-known bullwhip creator is the practice of order batching. Retailers
might wish to order weekly rather than daily to avoid incurring excessive order-
ing costs. Economies of scale in ordering, production set-ups or transportation
will quite clearly increase order variability [19]. Reduction of set-up, ordering
and handling costs is of course a way to alleviate this problem.
The fourth major cause of bullwhip as highlighted by Lee et al. [71] has to do
with price 
uctuations. Retailers often oer price discounts, quantity discounts,
coupons or in-store promotions. This results in forward buying where retailers
(as well as consumers) buy in advance and in quantities that do not re
ect their
immediate needs. Pricing strategies (ranging from deep promotions to Every
Day Low Price) should clearly be connected to supply and replenishment poli-
cies. However, it is not sure from a marketing perspective whether the positive
supply chain eect (e.g. higher eciencies) outweighs the potential negative
marketing eect (e.g. demand-depressing side eects).
A nal cause of the bullwhip eect has to do with rationing and shortage gam-
ing. In
ated orders placed by supply chain members during shortage periods
tend to magnify the bullwhip eect. Such orders are common when retailers
and distributors suspect that a product will be in short supply. Exaggerated
customers orders make it hard for manufacturers to forecast the real demand
level. A very simple countermeasure is to allocate products proportional to sales
in previous periods and not proportional to what has been ordered.Chapter 1. Problem statement 11
This short overview of the causes of the bullwhip eect (and a short summary
of potential remedies and contractual implications) highlights that the bullwhip
eect is a very complex issue. It touches on all aspects of supply chain manage-
ment. Since the bullwhip phenomenon has a number of highly undesirable cost
implications, the discussion has shifted towards strategies aimed at preventing
or taming the bullwhip eect.
1.3.2 Taming the bullwhip eect
The upstream manufacturer aims to smooth production and therefore he prefers
minimal variability in the replenishment orders from the (downstream) retailer.
Balakrishnan et al. [6] emphasize the opportunities to reduce supply chain costs
by dampening upstream demand variability. The manufacturer not only prefers
a level production schedule, the smoothed demand also allows him to minimize
his raw materials inventory cost. This has led to the creation of new replen-
ishment rules that are able to generate smooth order patterns, which we call
\smoothing replenishment rules". Smoothing is a well-known method to reduce
variability. A number of production level smoothing rules were developed in
the 1950's and 1960's [37, 78, 79, 100, 118]; the more recent work on smoothing
replenishment rules can be found in Dejonckheere et al. [36], Balakrishnan et al.
[6] and Disney et al. [38].
The production-smoothing model has received a lot of attention in the macro-
economic literature. A rm can smooth its production relative to its sales (i.e.,
its production is less volatile than sales) by using inventory as a buer. Such be-
havior is desirable for a rm if maintaining production at a constant level is less
costly than varying production about that level, possibly because the produc-
tion cost function is convex in the amount produced (i.e., increasing marginal
cost) or because it is costly to change the rate of production. For example, sup-
pose a rm faces predictable variability in its demand throughout the year (i.e.,
seasonality). Production smoothing is then an appropriate strategy: produce
at a reasonably constant rate throughout the year, building inventory during
the low season and drawing down inventory during the high season. Production
smoothing is also desirable with the combination of seasonality and stochastic
shocks [101].12 1.3. The bullwhip eect in supply chains
There are other conditions that lead to production smoothing. Early theoretical
investigations of optimal inventory and production behavior established that if
production costs are convex, then it is optimal for a rm to only partially ad-
just output in response to a change in its inventory position. Several papers in
the macro-economic literature investigate this production-smoothing hypothesis
with available empirical data [2, 11, 12, 42, 64, 81, 124]. These papers are all
concerned with the question whether production is smoothed relative to sales.
More recently, Cachon et al. [22] document on the strength of the bullwhip eect
in US industry level data. They nd the bullwhip eect among wholesalers, but
little evidence of the bullwhip eect among retailers and only some with man-
ufacturers when considering seasonally unadjusted data. Firms indeed smooth
production if one looks at their actual production and demand rather than their
seasonally adjusted production and demand.
However, inventory managers must consider two primary factors when making
replenishments. First, a replenishment rule has an impact on order variabil-
ity shown to the supplier. Second, the replenishment rule has an impact on
the variance of the net stock. The order variability mainly contributes to up-
stream (production/inventory) costs, while the variance of net stock determines
the stage's ability to meet a service level in a cost-eective manner. More
specically, dampening variability in orders may have a negative impact on the
retailer's customer service due to inventory variance increases [10, 35, 40]. This
is the key trade-o faced by a single-stage member of a supply chain [38].
The problem described above may therefore lead to non-cooperative behavior.
Indeed, the bullwhip eect is driving costs at the upstream stage (e.g., the man-
ufacturer or supplier) and consequently, the downstream stage (e.g., the retailer)
may not worry about it. Even worse, dampening the bullwhip eect may have
a negative impact on customer service. Why should a downstream stage be
concerned with upstream costs? One answer becomes clear if the lead time is
also considered. By dampening the order variability, the upstream supply chain
member will most likely be able to oer shorter lead times and this of course is
benecial for the downstream stage. Another reason why a downstream player
should be concerned about upstream costs is that the supplier may approach
the downstream player with a coordination incentive. That is, the supplier may
be able to reduce costs so much that he is willing to oer a price discount inChapter 1. Problem statement 13
exchange for reduced order variability. That way, both the supplier and the
customer may realize cost savings, so that both parties are better o [65].
1.4 Integration of production and inventory con-
trol
Much of the management science literature separates the questions of produc-
tion and inventory control. According to Benjaafar et al. [7], treating production
systems and inventory systems as independent units is realistic when they are
decoupled through large inventory holding at the production facility or at subse-
quent stages of the supply chain. It may also be reasonable when the inventory
and production systems belong to separate entities, where the production entity
guarantees xed delivery times, or when, e.g., transportation times are signif-
icantly longer than manufacturing lead times. However, for most integrated
systems these assumptions rarely hold.
In an integrated production/inventory (P/I) system, the interaction between
the retailer's inventory control system and the manufacturer's production sys-
tem is explicitly modeled: inventory in
uences production by initiating orders,
and production in
uences inventory by completing and delivering orders to in-
ventory. In contrast to a conventional inventory system where lead times are
assumed to be exogenous variables, the replenishment lead times in P/I systems
are endogenously determined by the production system. These endogenous pro-
duction/replenishment lead times are load-dependent and aected by the cur-
rent size of the order queue in the production system.
In the literature, studies on P/I systems mostly focus on base-stock control. A
rst reason why this focus is appropriate, is because it is a well-studied policy
with many familiar properties. In general, the base-stock policy is an optimal
inventory policy in systems where there is no xed ordering cost, unmet sales are
backlogged and not lost, and both holding and shortage costs are proportional
to the volume of on-hand inventory or shortage [30, 120]. If a xed order cost
is present, clearly an (s,S) policy is optimal. Ordering in every period would be
uneconomical, and batching of orders would occur.14 1.4. Integration of production and inventory control
Nevertheless, studies on base-stock control dier quite substantially in the de-
tailed modeling assumptions and approaches. One body of work considers peri-
odic review (discrete time) inventory models and assumes a random stochastic
demand process and constant replenishment lead times. The production system
may be capacitated in the sense that a limitation is specied on the order size
such that each period's replenishment quantity is bounded by a capacity limit.
Federgruen and Zipkin [43, 44] showed that a base-stock policy is optimal in
this inventory model with limited production capacity. Computations of the
optimal base-stock level and extensions of this model are extensively discussed
in the literature [e.g., 47, 94, 108].
Another body of work focuses on continuous review models and assumes a Pois-
son demand with replenishment lead times determined by a queueing model.
For instance, Lee and Zipkin [73] and Veatch and Wein [119] explore base-stock
controlled make-to-stock queues and model the production system as a tandem
queue. Song et al. [104] study a multi-component, multi-product P/I system,
in which the components are produced by a single-machine production facility.
Song and Yao [105] and Lu et al. [74] use an innite-server queue to model the
supply system. When the supply system is modeled as an innite collection of
identical independent parallel processors, the lead times are simply i.i.d. random
variables [106].
Finally, Kim et al. [62] and Van Nyen et al. [116] consider a periodic review
base-stock controlled environment with a random period demand and stochas-
tic lead times. Our work is closely related to these papers, but it diers from
them in that we do not decouple the analysis of the inventory and production
systems by treating the lead times as i.i.d. random variables. Instead, we explic-
itly take the correlation between demand and lead times into account. In our
model, it takes a longer time to produce (and consequently replenish) a large
order quantity. This has an impact on the distribution of the demand during
lead time and consequently, the analysis of the inventory distribution is more
complex.
A second reason why base-stock control policies are often studied in literature,
is that they provide a benchmark on how much inventory is needed to provide
a certain service level. In this sense it sharpens the focus on the higher-levelChapter 1. Problem statement 15
business issue of inventory/service trade-o, without getting into operational
issues such as order sizes. This makes it an attractive model to analyze the
eect of variability on system performance.
For a continuous review single item inventory system with exogenous lead times,
Song [102, 103] proved that increased lead time variability causes an increase
in the optimal base-stock levels and the optimal costs. In an assemble-to-order
system with stochastic lead times for component replenishment, not only in-
creased lead time variability [105], but also increased order size variability [74]
degrades ll rate performance. Jema  and Karaesmen [58] analyze the eect
of demand variability in a continuous review single-item single-server make-
to-stock queue. They show that when demand inter-arrival distributions are
ordered in a stochastic sense, increased arrival time variability indeed leads to
higher base-stock levels and higher costs. Benjaafar and Kim [8] study the ef-
fect of demand variability in multi-item continuous review make-to-stock queues
with a single server. Variability in lead time demand, as measured by its co-
ecient of variation, actually decreases with demand variability. In addition,
Benjaafar and Kim [8] prove that in these particular P/I systems, higher de-
mand variability leads to a smaller fraction of total stock being devoted to safety
stock.16 1.4. Integration of production and inventory controlChapter 2
A production/inventory
system with periodic review
and endogenous lead times
Even a journey of one thousand miles starts with a single step.1
This chapter considers a basic replenishment rule: the retailer's inventory lev-
els are reviewed periodically and managed using a standard base-stock policy.
Replenishment orders are placed with the manufacturer's production system
which is capacitated in the sense that there is a single server that sequentially
processes the items one at a time with stochastic unit processing times. This
replenishment rule results in a chase sales policy, with orders equal to the ob-
served consumer demand. As a result, the 
uctuations in demand determine the
arrival process of production orders at the queue, in
uencing supply lead times.
In addition, the inventory behavior is impacted by the correlation between de-
mand and lead times: a large demand size corresponds to a long lead time,
depleting the inventory longer. The contribution of this chapter is threefold.
First, we present an exact procedure based on matrix-analytic techniques for
computing the replenishment lead time distribution given an arbitrary discrete
1Lao Tzu, 6th Century BC Chinese Poet
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demand distribution. Second, we numerically characterize the distribution of
inventory levels and various other performance measures such as ll rate, base-
stock levels and optimal safety stocks, taking the correlation between demand
and lead times into account. Third, we develop an algorithm to t the rst two
moments of the demand and service time distribution to a discrete phase-type
distribution with a minimal number of phases. This provides a practical tool to
analyze the eect of demand variability, as measured by its coecient of varia-
tion, on system performance. We also show that our model is more appropriate
than some existing models of capacitated systems in discrete time.
2.1 Introduction
In this chapter we assume that the consumer demand per period is a random
i.i.d. variable with a general, nite, discrete distribution. When the retailer's
inventory is controlled by the standard periodic review base-stock policy and
single unit service times at the manufacturer are stochastic variables with a
general distribution, the corresponding production system is a DG=G=1 queue.
However, using phase-type (PH) distributions we are able to transform this sys-
tem into a D/PH/1 queue, which is a special case of the PH/PH/1 queue and
can be solved numerically using matrix-analytic techniques [68]. By exploiting
the deterministic nature of the arrival process we are able to improve the general
solution method of Latouche and Ramaswami [68] for the PH/PH/1 queue.
Any general, nite distribution can be tted to a phase-type distribution. How-
ever, when only the rst two moments are relevant in the analysis, it may be
useful to t only the rst two moments to a PH distribution with a minimal
number of phases. The use of tting PH distributions in continuous time has
been proven extensively in the literature. In this chapter we extend the results
for continuous PH tting algorithms to its discrete time equivalent. We develop
an algorithm to t the rst two moments of the demand and the service times
to a discrete PH distribution with a minimal number of phases. As such we
obtain a practical tool to analyze the eect of demand variability, as measured
by its coecient of variation, on system performance. This extends earlier work
on the eect of demand variability in continuous review systems [e.g., 8, 58].Chapter 2. Periodic review P/I system with endogenous lead times 19
When supply lead times are endogenously generated by a nite-capacity produc-
tion system, there is correlation between demand and lead times. The variabil-
ity in demand determines the arrival pattern of production orders at the queue,
having an impact on the steady state distribution of the lead times. Moreover,
it takes a longer time to produce (and consequently replenish) a large order
quantity, which corresponds to a large demand size. This impacts the transient
behavior of the demand during lead time, and consequently in
uences the in-
ventory distribution. Using the Markov analysis of the queueing model we are
able to include this correlation in our analysis and, as a result, we can char-
acterize the inventory behavior in the corresponding P/I system in an exact way.
The remainder of this chapter is organized as follows. In the next section we
brie
y review the P/I model and its assumptions. Section 2.3 describes the
queueing analysis to determine supply lead times, and section 2.4 considers the
inventory analysis of the P/I system under study. Section 2.5 provides the PH
tting algorithms to capture the rst two moments of the demand and service
process. A numerical experiment is given in section 2.6, and in section 2.7
we compare our model with two other well-established models of capacitated
systems. Section 2.8 concludes.
2.2 Model description
This chapter studies a basic production/inventory system: there is one item
at one location. The demand per period is a discrete (integer-valued) and
non-negative random variable, and it is independent and identically distributed
(i.i.d.) from period to period. The demand Dt is observed at the beginning of
a time period t, but it need not be fullled until the end of the period. Unlled
demand is backordered.
2.2.1 Inventory control system
There are two basic types of inventory replenishment rules: continuous time,
xed order quantity systems and periodic review systems. Fixed order quan-
tity systems result in the same quantity (or multiples thereof) of product being
ordered at varying time intervals. In periodic systems, a variable amount of
product is ordered at regular, repeating intervals and the decision maker has to20 2.2. Model description
determine an order-up-to (OUT) level in each period. Given the common prac-
tice in retailing to replenish inventories frequently (e.g., daily) and the tendency
of manufacturers to produce to demand, we will focus our analysis on periodic
review, base-stock, or order-up-to replenishment policies. Such a policy is opti-
mal when there is no xed ordering cost and both holding and shortage costs
are proportional to the volume of on-hand inventory or shortage [84, 126].
The standard periodic review base-stock replenishment policy is the (R;S) re-
plenishment policy [98]. At the end of every review period R, the retailer tracks
his inventory position IPt, which is the sum of the inventory on hand (that
is, items immediately available to meet demand) and the inventory on order
(that is, items ordered but not yet delivered due to the lead time), minus the
backlog (that is, demand that could not be fullled and still has to be deliv-
ered). A replenishment order is then placed to raise the inventory position to
an order-up-to or base-stock level St, which determines the order quantity Ot:
Ot = St   IPt: (2.1)
The base-stock level St is the inventory required to ensure a given customer
service. Orders are placed every R periods, and after an order is placed, it
takes Tp periods for the replenishment to arrive (with Tp being the stochastic
replenishment lead time). Hence the risk period (the time between placing a
replenishment order until receiving the subsequent replenishment order) is equal
to the review period plus the replenishment lead time R + Tp. The base-stock
level covers the forecasted demand during the risk period plus a buer or safety
stock SS to meet unexpected 
uctuations in demand during this risk period.
As customer demand is i.i.d., the best possible demand forecast is the average
of all previous demands, E(D), so that
St = [E (Tp) + R]  E (D) + SS (2.2)
remains constant over time, or 8t : St = S, with S a time invariant constant.
Note that, when forecasting the i.i.d. customer demand with e.g. the moving
average or exponential smoothing forecasting technique, the order-up-to level
St varies over time, or is adaptive [36].
Placing a replenishment order every period t, the inventory position IPt at the
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base-stock level St 1) minus the observed customer demand Dt. Hence, similar
to Chen et al. [25], we can rewrite (2.1) as
Ot = St   (St 1   Dt); (2.3)
and substituting (2.2) into (2.3) we see that the order pattern is equal to the
demand pattern:
Ot = Dt: (2.4)
We simply order what the demand is in the base period. That is why this policy
is often referred to as the chase sales policy. The order pattern corresponds to
the demand pattern, and since the demand pattern D is assumed to be i.i.d.,
this result implies that the order pattern O is also i.i.d. over time.
2.2.2 Production system
Supply lead times are endogenously generated by a nite-capacity production
system. The production system is capacitated in the sense that there is a single
processor that sequentially processes items one at the time on a rst-come-
rst-served basis. The service times of a single item, denoted by M, are i.i.d.
according to a general distribution. Orders that arrive at a busy production
facility must wait in a queue. To ensure stability (of the queue), we assume
that the utilization of the production facility (average batch production time
divided by average batch interarrival time) is strictly smaller than one.
Once the replenishment order of size O is produced, it is added to the nished
goods inventory. There is no transfer batch, i.e., there is no delivery until the
whole batch is completed. Note that this assumption is justied under the case
described in this thesis where the manufacturing facility receives a single order
from a single retailer. The time from the instant the order is placed to the point
that the production of the entire batch is nished, is the production or response
time, denoted by Tr. This response time corresponds to the sojourn time in a
single server queueing system with batch arrivals (equal to the replenishment
orders) and deterministic inter-arrival times (equal to one (review) period).
Note that the response time Tr is not necessarily an integer number of periods.
Since in our inventory model events occur on a discrete time basis with a time
unit equal to one period, the replenishment lead time, denoted by Tp, has to be22 2.3. Determination of lead times
expressed in terms of an integer number of periods. We therefore rely on the
sequence of events in a period. In our sequence of events, the demand need not
be fullled until the end of the period (meaning, after the receipt of produced
items in inventory), and a replenishment order is placed after demand is satis-
ed (see Figure 2.1).
Figure 2.1: Sequence of events in a period
For instance, suppose that an order placed at the end of period t has a production
lead time of 0:8 periods. This order quantity will be added to the inventory in
the next period t+1, and can be used to satisfy demand in period t+1. Therefore
the replenishment lead time is 0 periods, since the order can immediately be
used to satisfy next period's demand. An order Ot with a production lead time
of 1:4 periods is added to the inventory in period t+2 and can be used to satisfy
demand Dt+2. Consequently we will treat the 1:4 period production lead time
as an integer 1 period replenishment lead time. Hence, we round the response
time Tr down to the nearest integer Tp (i.e., setting Tp = bTrc) to obtain the
(discrete) replenishment lead time.
2.3 Determination of lead times
2.3.1 Queueing model
In order to determine the lead time distribution, we set up a queueing model.
By analyzing the characteristics of the replenishment orders, we implicitly an-
alyze the characteristics of the production orders that arrive to the production
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deterministic interarrival time (equal to the review period) and with a variable
batch size (equal to the decit between base-stock level and inventory position).
In the previous section it is shown that when the review period is one base pe-
riod and demand is i.i.d., the replenishment orders are exactly the same as the
observed demand. As a consequence the batch sizes are discrete i.i.d. random
variables with the same general distribution as the demand pattern, so that we
obtain a DG=G=1 queue. Due to the specic characteristics of the arrival pat-
tern (deterministic interarrival times and discrete batch sizes), it is preferable
to set up a discrete time queueing model instead of a continuous time model.
Therefore we assume production times to be discrete instead of continuously
distributed.
Instead of using general distributions, it is preferable to use phase-type distri-
butions in the analysis. The key idea behind PH distributions is to exploit the
Markovian structure of the distribution to simplify the queueing analysis. A
discrete PH distribution X is the distribution of the number of steps prior to
nal absorption in an absorbing Markov chain. It is characterized by the triple
(n;T;), where n > 0 is an integer, referred to as the number of phases of the
distribution or the number of transient states in an absorbing Markov chain, T
is an nn substochastic matrix, delineating the transition probabilities between
the transient states and  is a stochastic 1  n vector, which denes the prob-
abilities i that the process is started in the transient state i. The transition
probabilities between the transient states and the absorbing state are given by t,
which is an n1 substochastic vector equal to e Te, where e is a n1 column
vector with all its entries equal to one. Hence the probability that k steps are
taken prior to absorption is given by Pr[X = k] = T k 1t, where k > 0.
Any general distribution can be approximated in sucient detail by means of a
PH distribution. Moreover, it holds that when the discrete distribution is nite,
the corresponding PH approximation is exact. To see how this works, consider
a random variable Z with a general, nite distribution function Pr[Z = i] = zi
for i = 1;::;mz, where mz is the maximum value that Z can attain, i.e., mz
is the smallest integer such that Pr[Z > mz] = 0. Then, the PH distribution
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corresponds exactly to the distribution of Z.
This way we can t both the demand pattern and the single unit service times
by a discrete PH distribution, so that we obtain a DPH=PH=1 queue. When both
the batch size and the single unit service process are PH distributed, we nd
that the production time of an entire batch (an integral replenishment order)
is also PH distributed. Let (nM;TM;M) and (nD;TD;D) be the matrix
representations of the PH distributions tted to the single unit service process
and the demand pattern. Then, by applying a discrete time variant of one
of the closure properties of PH distributions [69, Theorem 2.6.3], we nd that
the production time of a batch order is PH distributed with representation
(nS;TS;S):
nS = nDnM;
TS = (InD 
 TM) + (TD 
 tMM); (2.5)
S = D 
 M;
where 
 denotes the Kronecker product between matrices 2, tM = e TMe and
Ix is an identity matrix of dimension x.
This permits us to treat the entire batch order as a single customer and hence,
the problem of estimating the lead time is reduced to computing the response
time distribution of a customer in a D/PH/1 queue. The single service cen-
ter serves a customer in a PH distributed time characterized by the triple
2If A is an n  m matrix and B is an n0  m0 matrix, the Kronecker product A 
 B is an


















We refer to Graham [48] for further details.Chapter 2. Periodic review P/I system with endogenous lead times 25
(nS;TS;S), given by Eq. (2.5). The D/PH/1 queue is a special case of the
PH/PH/1 queue, for which a solution method is provided by Latouche and Ra-
maswami [68]. However, we can exploit the deterministic nature of the arrival
process and improve the existing procedures.
2.3.2 Markov chain analysis
In order to analyze the D/PH/1 queue, we rst set the time unit U of the
queueing system equal to the time unit of a single unit service time M. As
a consequence, interarrival times, production times and response times are ex-
pressed in this time unit U. For instance, a replenishment order placed every
period is translated into a new batch arrival occurring every d time slots, with
d  U = 1 period.
To compute the response time Tr, we construct a Markov chain (MC) (Bn;Sn),
where Bn represents the age of the order in service at the n-th observation point
tn and Sn re
ects the phase of the service process at epoch tn. The age of the
order in service at time tn is dened as the duration (expressed in time slots)
of the time interval [an;tn), where an denotes the arrival time of the replenish-
ment order. Instead of observing the Markov chain (Bn;Sn) at all time epochs,
we observe the system only when the server is busy (simplifying the boundary
behavior of the Markov chain). Hence, the time of the n-th observation point,
tn, is the n-th epoch during which the server is busy. All events such as ar-
rivals, transfers from the waiting line to the server and service completions are
assumed to occur at instants immediately after the discrete time epochs. This
implies, amongst others, that the age of an order in service at some time epoch
tn is at least 1.
The MC (Bn;Sn) has an innite number of states labeled 1;2;:::. The set of
states f(i 1)nS +1;:::;inSg is referred to as level i of the MC, for i  1. The
states of level i > 0 are labeled as s, where 1  s  nS. Let state s of level i of
the MC correspond to the situation in which there is an order in service (being
produced), that arrived i time units ago, while the service process is currently26 2.3. Determination of lead times
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The matrix A0 represents the probability that the service of the batch continues
and is given by A0 = TS, while the matrix Ad represents the probability that
the service of the batch nishes and is given by Ad = tSS (and tS = e  TSe).
Let us explain this by distinguishing between two cases:
(i) Assume that a batch order of age q  d is in service at time tn and the
service process is in phase s (recall, d is the interarrival time). Then,
either (a) his service is completed at time tn, or (b) his service continues.
In scenario (a), service completes with probability (tS)s. The next order,
which arrived at time an+1 = an+d, has an age q0 = q d+1  1 at time
tn+1 = tn+1, as q0 = tn+1 an+1 and q = tn an. The new phase s0 of the
service process is determined by S. Hence, Ad = tSS. In scenario (b),
the same order remains in service. Hence, tn+1 = tn + 1 and q0 = q + 1.
The new phase of the service process equals s0, with probability (TS)s;s0.
(ii) Assume the age q of the order in service is less than d at time tn. The
scenario where this order remains in service is identical to (i), scenario
(b). However, if a service completion occurs, also with probability (tS)s,
the next order arrives at time an+1 = an + d = tn   q + d > tn. Since
all arrivals occur immediately after the discrete time epochs, the service
facility is empty at the time instants tn + 1;:::;tn + d   q. Therefore,
tn+1 = tn + d   q + 1 and the new age q0 = tn+1   an+1 = (tn + d   q +
1)   (tn   q + d) = 1, meaning the Markov chain makes a transition to
level 1. The new phase s0 is, once more, determined by the vector S.
The MC characterized by Eq. (2.6) is of the GI/M/1 type [85]. From an oper-
ational point of view it is clear that the proposed queueing system is stable if
and only if its utilization  is strictly smaller than one, or equivalently if theChapter 2. Periodic review P/I system with endogenous lead times 27
average production time of a batch order (equal to the average batch order size
E(D) times the average single unit production E(M)) is strictly smaller than
the average inter-arrival time d of a batch order. Hence the stability condition
can be rephrased as E(D)  E(M) < d. This condition is not restrictive, as a
system with a load  > 1 leads to innite lead times as the demand is greater
than the production capacity.
For an ergodic MC of the GI/M/1 type, one computes the steady state vector
 of P, that is, P =  and e = 1, as follows:
1 = S=(S(I   R) 1e); (2.7)
i = 1R
i 1; (2.8)
where  = (1;2;:::) and i is a 1  nS vector, for all i > 0. The expression
for 1 is obtained using the normalization condition
P
i ie = 1 and the sto-
chastic interpretation of 1 (i.e., an order with age one implies that the order
just entered service, the initial phase probabilities of which are given by S).
The nS  nS rate matrix R is the smallest nonnegative solution to the matrix
equation R = A0 + RdAd and can be numerically solved with a variety of algo-
rithms [e.g., 1, 85, 90].
Having obtained the steady state vector  = (1;2;:::), we can obtain the
response time Tr using the following observation: the probability that a batch
order has a response time of i time units can be calculated as the expected
number of orders with an age of i time units that complete their service at an
arbitrary time instant, divided by the expected number of orders that complete
their service during an arbitrary time instant (that is, 1=d for a queue with
 < 1). As such, we nd the response time distribution as
Pr[Tr = i] = ditS: (2.9)
Notice, the s-th element of i equals the probability that an order of age i is
in service at an arbitrary time instant with the service process in phase s.
Recall that the time unit U of our queueing system is equal to the time unit of
a single unit service time. Thus, if we want to express the replenishment lead
time in terms of the number of periods needed to deliver the order in inventory,28 2.4. Inventory analysis
we still need to make the following conversion:
Pr[Tp = i] =
X
j
Pr[Tr = j]1fbj=dc=ig; (2.10)
where 1fAg is 1 if the event A is true and 0 otherwise. Note that this conversion
at the same time rounds the (possibly fractional) response time Tr to the discrete
replenishment lead time Tp expressed in an integer number of periods.
2.4 Inventory analysis
When demand is stochastic, there is a denite chance of not being able to satisfy
some of the demand directly out of stock. Therefore, a buer or safety stock
is required to meet unexpected 
uctuations in demand. The goal is to reduce
inventory without diminishing the level of service provided to customers. For
a given service level, a decision maker has three levers that aect safety stock:
demand variability, replenishment lead time, and lead time variability [29]. In
the P/I system we consider, the demand variability impacts the replenishment
lead time and its variability, since the demand pattern determines the arrival
pattern at the production queue, and consequently the steady state distribution
of the lead times [52]. Moreover, the queueing analysis implies that it takes a
longer time to produce (and consequently replenish) a batch order with a large
demand size. Hence the demand and its replenishment lead time are correlated,
impacting the transient behavior of lead time demand, and correspondingly, the
inventory distribution.
Since the inventory is controlled by stochastic lead times, the inventory is not
necessarily replenished every period and we do not know when exactly a replen-
ishment occurs. We therefore characterize the inventory random variable and
use it to nd the safety stock requirements for the system. To do so, we observe
the system at the end of every period t, after demand Dt is satised and after
replenishment order Ot has been placed (and before a possible order delivery
occurs in period t + 1). At that time there may be k  0 orders waiting in the
production queue and there is always 1 order in service (since the observation
moment is immediately after an order placement) which is placed k periods ago
(Ot k). Although k is a function of t, we write k as opposed to k(t) to simplify
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The inventory on hand or net stock NSt is equal to the initial inventory on
hand plus all replenishment orders received so far minus total observed customer
demand. For our purposes the initial inventory level is a control variable, equal
to the safety stock SS, determining the retailer's customer service. At the end of
period t, the order Ot k is in service, and the orders placed more than k periods
ago, i.e., Ot i;i  k + 1, are already delivered in inventory, while customer
demand is satised up to the current period t. Assuming that Ot = Dt = E(D)
for t  0, the net stock after satisfying demand in period t is equal to







In a periodic review base-stock policy with i.i.d. demand, the order quantity
is equal to the observed demand, or Ot = Dt. Moreover the base-stock level
S = SS + (E(Tp) + 1)  E(D), see Eq. (2.2). Hence Eq. (2.11) becomes




We need to determine the steady state distribution NS of the net stock random
variable NSt characterized by Eq. (2.12). As S is constant, we focus on




which is the inventory on order or number of units in the pipeline (that is,
the number in queue + in-process at the production system) immediately af-
ter placing replenishment order Ot. Some care must be taken when evaluating
Eq. (2.13) as the value of Dt k (the batch size of the order in service) and k
(the age of the order in service) are correlated: the larger the demand size, the
longer it takes to produce the order.
At rst sight, the presence of correlation seems to necessitate some kind of
approximation. However, using the Markov chain (Bn;Sn), we can derive the
joint probability that the order in service has an age of k periods and a size of
q units.
 To do so, we rst nd the waiting time distribution W from the response
time distribution Tr as
Pr[W = w] =
Pd
j=1 Pr[Tr = j] for w = 0
Pr[Tr = w + d] for w > 0;
(2.14)30 2.4. Inventory analysis
where both the response time Tr and the interarrival time d are expressed
in time units U = 1=d. Indeed, due to the deterministic nature of the
arrival process (orders arrive deterministically every d time units), an
order has a waiting time of w > 0 time units if the previous order had a
lead time of w + d time units.
 Next we consider the system at an arbitrary moment when the server is
busy. Then, the joint probability that the current order in service has an
order quantity q and a service time p is given by



















where S denotes the service time distribution of a batch order, M and
TM are the parameters of the PH distributed single unit service process
and Xk denotes the k-fold convolution of the random variable X with
itself. Eq. (2.15) can be understood as follows. Pr[S = k]k=E(S) is
the probability that our observation point falls within a service period of
length k. Thus the probability that we observe the system exactly p slots
after the start of service equals
P
kp(1=k)Pr[S = k]k=E(S) = Pr[S 
p]=E(S), as the probability of choosing the p-th slot in a service period of
length k is 1=k.
 Given Eqs. (2.14-2.15), we can derive the joint probability that the order
currently in service has an age of k periods (equal to kd time units) and
an order size of q at an arbitrary instant when the server is busy. Denote
by B(b) and O(b) the steady state random variables of the age of the order











fPr[W = w] 
Pr[S  dk   w;O = q]=(E(M)  E(D))g:
(2.16)
Notice, Pr[S  p;O = q]=(E(M)  E(D)) equals the probability, when ob-
serving the system at an arbitrary busy time slot, that the customer occu-
pying the server has age dk (= k periods) and has been in service for p slotsChapter 2. Periodic review P/I system with endogenous lead times 31
(and possibly completes his service in the current time slot). Furthermore,
the mean service time of a batch order is equal to E(S) = E(M)  E(D).
Now that we derived the joint probability that the order in service has an age
of k periods and a size of q units, we are able to compute the steady state
distribution of IOt, denoted by IO, in an exact manner. We distinguish two
cases: at the moment of observation, the replenishment order Ot nds k > 0
orders pending at the queue, or it nds the queue empty, k = 0. Let the random
variable Ft equal 0 if the order placed at time t nds the queue empty and there
was no service completion at the order placement time, and 1 otherwise.
 First, consider the case where a new order nds k > 0 orders pending at
the queue (Ft = 1):
Pr[IO = io;F = 1] = lim
t!1




Pr[B(b) = dk;O(b) = q]d  Pr[Dk = io   q]:
(2.17)
Indeed, Pr[B(b) = dk;O(b) = q]d is the joint probability that a new
order nds k orders at the queue with the original size of the one in
service equaling q = Dt k (the factor  drops the busy condition, while
dividing by 1=d conditions the probability on an arrival event). Now,
Pr[Dk = io   q] gives the probability that the total demand that was
taken from the inventory during the last k periods (
Pk 1
i=0 Dt i) equals
io   q, where Dk denotes the k-fold convolution of the demand D.
 Second, we focus on the case where a new order nds the queue empty and
there was no service completion at this time emptying the queue (Ft = 0):
Pr[IO = io;F = 0] = lim
t!1







Pr[D = io]: (2.18)
This expression does not include Pr[Tr = d] as this would imply that a
customer completed service at the order placement time.
Using Eqs. (2.17-2.18) we can compute the steady state distribution of the in-
ventory on order as Pr[IO = io] = Pr[IO = io;F = 0] + Pr[IO = io;F = 1],32 2.5. PH tting algorithms for two moment approximation
from which we nd the corresponding steady state distribution of the net stock
as Pr[NS = k] = Pr[IO = S   k], for k  S   1 (as the minimum size of an
order is at least one).
To measure customer service, we use the ll rate, which measures the proportion
of demand that can immediately fullled from the inventory on hand [126]:
Fill rate = 1  
expected number of backorders
expected demand
:
The probability of a stock-out can be found from the inventory distribution:
Pr[NS < 0] = Pr[IO > S], and the average number of shortages when a stock-





, where x+ := maxf0;xg.
Hence, the ll rate can then be calculated as








In practice, decision makers often have to nd the minimal safety stock level
that is required to achieve a given ll rate. From (2.19) we can compute the
minimal base-stock level S that is required such that an imposed ll rate is met.
The corresponding safety stock is then equal to SS = S   (E (Tp) + 1)  E(D).
The safety stock provides a buer to meet the 
uctuations in demand until the
subsequent replenishment order is received in inventory. When the safety stock
is zero, this implies that there is only sucient inventory to cover the average
demand during the risk period, and as a consequence, there is 50% chance that a
stock-out occurs. A negative safety stock then implies that the base-stock level
is not sucient to cover the average demand until the subsequent replenishment
order arrives, which corresponds to a service level of less than 50%.
2.5 PH tting algorithms for two moment ap-
proximation
In the previous sections we described a solution method for the P/I system with
periodic review and endogenous lead times. To do so, we make use of phase-type
distributions. In section 2.3 we demonstrated that any general nite distribu-
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for any arbitrary demand and service distribution. However, sometimes the rst
two moments are sucient in the analysis, for instance in order to measure the
impact of demand variability on the performance of the P/I system. Or it may
also be the case that only the rst two moments of the demand and service
process are known, instead of the entire distribution.
Therefore we develop an algorithm to t the rst two moments of the demand
and the service times to a discrete PH distribution. Doing so, we prefer a min-
imal number of phases in the PH distributions in order to decrease the compu-
tational complexity of the queueing analysis, as the dimensions of the matrices
A0 and Ad in Eq. (2.6) increase with the number of phases in the respective
PH distributions. The use of tting PH distributions in continuous time has
been proven extensively in the literature [see e.g. 4, 67, 110]. In this section
we extend the results for continuous PH tting algorithms to its discrete time
equivalent.
Although tting the demand pattern or the production time by a PH distribu-
tion seems analogue, the choice of the time unit of the queueing system of inter-
est oers an additional degree of freedom when tting the production time [16].
We rst t an arbitrary mean demand E(D) and variance V ar(D) to a discrete
PH distribution, and then we t a PH distribution to the rst two moments of
the single unit processing time.
2.5.1 Demand tting procedure
We assume that E(D)  2; this condition is not necessary, but allows some
simplication in the tting procedure. A PH distribution X is characterized by
the triple (n;T;). Its mean and variance obey the following equations:
E(X) = (I   T)
 1e; (2.20)
V ar(X) = (I   T) 1  
2(I   T) 1 + (1   E(X))I

e; (2.21)
with I an n  n identity matrix. In order to match the mean demand E(D)
and its variance V ar(D), we need to nd a PH distribution X characterized by
a triple (n;T;) such that E(D) = E(X) and V ar(D) = V ar(X). Moreover,
since the queueing analysis is computationally more ecient with a smaller n,
we want a representation (n;T;) that ts the two rst moments with n as34 2.5. PH tting algorithms for two moment approximation
small as possible.
Denote cv2(D) as the squared coecient of variation, that is, cv2(D) =
V ar(D)=[E(D)]
2. By applying a theorem by Telek [109, Theorem 1], we nd






E(D)  cv2(D) + 1

: (2.22)
Next, we choose the 1  n vector  and the n  n matrix T as follows. These
choices are motivated by a variety of results when matching continuous time
PH distributions [15, 110]:
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This leaves us with 3 parameters: ;p1 and p2, and two equations: E(D) =
E(X) and V ar(D) = V ar(X). Therefore, we add an additional constraint
which states that the stationary vector of the matrix T + t is the uniform
vector (1=n;:::;1=n). This constraint implies that the probability that the
process is in phase i is equal for each phase i = 1;2;:::;n, and hence equal to
1=n. As a consequence the average sojourn time in phase i equals E(X)=n. Due
to Eqs. (2.23-2.24), the PH Markov process starts in phase 1 with probability 
and every time slot it may depart from phase 1 with probability p1. Hence the
time in phase 1 is geometrically distributed with an average of =p1. The PH
process subsequently passes through phases i = 2;:::;n and departs from each
phase with probability p2. Hence the average time in phase i = 2;:::;n equals
1=p2. Setting E(D) = E(X) poses the following conditions on ;p1 and p2:
p1 = n=E(D);
p2 = n=E(D): (2.25)
Recall, 0  p2  1 and 0  p1  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Thus, it remains to determine , with 0    1, based on the remaining
condition V ar(D) = V ar(X). Therefore, we dene the generating function
G(z) =
P
k Pr[X = k]zk of the PH distribution X characterized by Eqs. (2.22-
2.24). Recall that a discrete PH distribution denotes the distribution of the
number of steps prior to nal absorption in an absorbing Markov chain. Due
to the special structure in Eqs. (2.23-2.24), the process passes through each
phase i = 2;:::;n and runs through phase 1 with probability . The time
that the process spends in phase i = 1;:::;n is geometrically distributed and
independent of the time that the process spends in phase j;j 6= i. Since the




1   (1   p)z
;
we nd that the generating function G(z) =
P
k Pr[X = k]zk of the PH distri-
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p2z
1   (1   p2)z
n 1
: (2.26)









+ E(D)  (1   E(D)): (2.27)
Some careful calculations show that this equation is solved by setting  equal
to:
0   =
2E(D)
2E(D) + n(n   E(D) + n cv2(D)  E(D))
 1; (2.28)
where the rst and last inequality is due to Eq. (2.22). In conclusion, by making
use of Eqs. (2.22-2.25) and (2.28), we can t the rst two moments of the demand
pattern by a PH distribution.
2.5.2 Service time tting procedure
The same procedure can be used to match the rst two moments of the single
unit production time M. However, in this case we can do signicantly bet-
ter. Since the lead time is expressed as an integer number of periods and the
interarrival time is equal to one base period, we have the freedom to choose
the time unit U of the queueing system in an appropriate manner [16]. Let36 2.6. Numerical experiment
U equal half of the mean production time of an item, i.e., U = E(M)=2,
and denote E(MU) and V ar(MU) as the mean and variance of the produc-
tion time expressed as multiples of U. By denition, we nd E(MU) = 2 and
V ar(MU) = 4V ar(M)=[E(M)]
2, implying that cv2(MU) = cv2(M). Conse-









Meaning, we can always match the production process of a single product using
a 2 state PH distribution. The remainder of the matching algorithm is identical
to the procedure used to t the demand distribution.
Note that the above holds when we approximate production times with a dis-
crete distribution. Nevertheless, we could still replace the discrete production
times with continuous ones. This increases the computational complexity of the
Markov analysis, however. When production times are continuously distributed,
the age of the Markov process is continuous as well. Consequently, the steady
state distribution of the corresponding Markov process is matrix-exponential,
instead of matrix-geometric. The solution method for this Markov process can
be found in Sengupta [97].
2.6 Numerical experiment
In this section we report on how our procedure can be used to numerically
investigate the performance of a periodic review single-item single-server make-
to-stock queue. We set up a numerical experiment with a daily demand between
1 and 20 units and an average E(D) = 10:5. We assume three dierent demand
distributions, each with a dierent variability: a symmetric bell shaped demand
distribution with variability V ar(D) = 11:99 (case 1), a uniform demand pat-
tern with variability V ar(D) = 33:25 (case 2), and nally a symmetric U-shaped
demand pattern with variability V ar(D) = 56:59 (case 3). We acknowledge that
this last demand pattern is somewhat articial and rarely observed in reality,
but it provides a good illustration of a wildly 
uctuating customer demand. The
(discrete) probability distributions of the three demand patterns are shown in
Figure 2.2.Chapter 2. Periodic review P/I system with endogenous lead times 37



















Figure 2.2: Three customer demand patterns with dierent variability
We assume that the manufacturer's production operates 10 hours per day and
the service time of a single unit is PH distributed with an average E(M) =
48 minutes and a coecient of variation cv(M) = 1. Hence the average produc-
tion load is (10:5  48)=(60  10) = 0:84.
In Table 2.1 we summarize the results for the three demand patterns. We
provide the mean and variance of the production/replenishment lead time, Tp,
together with the average lead time demand, denoted by LD, and its squared
coecient of variation. The lead time demand is the demand during the lead
time and review period: LD =
Pn+tp
k=n Dk. The third column presents the av-
erage inventory on order, IO, and its squared coecient of variation, and the
safety stock SS required to achieve a 98% ll rate is given in the last column.
For each demand pattern we rst solved the P/I system when the entire demand
distribution is modeled (exactly) as a PH distribution. These results are given
in the rst row of each case (\full distr"). The results conrm the insights that
practitioners can obtain by going through a capacity and variability analysis of38 2.6. Numerical experiment
E(Tp) V ar(Tp) E(LD) cv
2(LD) E(IO) cv
2(IO) SS
full distr 0.637 0.482 17.183 0.494 18.147 0.258 19.997
case 1 2 moments 0.641 0.527 17.234 0.508 18.244 0.285 22.855
GEO 2.329 7.684 34.957 0.848 42.685 0.829 157.865
Exo Tp 0.637 0.482 17.183 0.494 16.78 0.202 7.720
full distr 1.023 1.126 21.244 0.529 23.760 0.388 40.513
case 2 2 moments 1.041 1.400 21.426 0.588 24.037 0.488 51.164
GEO 2.329 7.684 34.957 0.848 42.685 0.829 157.865
Exo Tp 1.023 1.126 21.244 0.529 20.88 0.286 17.265
full distr 1.463 2.235 25.858 0.577 30.128 0.467 65.680
case 3 2 moments 1.486 2.957 26.106 0.685 30.482 0.639 85.262
GEO 2.329 7.684 34.957 0.848 42.685 0.829 157.865
Exo Tp 1.463 2.235 25.858 0.577 25.52 0.339 25.753
Table 2.1: Performance evaluation of periodic review make-to-stock system
a production/inventory system. When demand is more variable or uncertain,
the mean lead time and its variability increase. Due to the eect on lead times,
an increased demand variability has a reinforced eect on lead time demand
and inventory on order. The same holds for their coecient of variation. As
a consequence, as can be intuitively expected, the safety stock SS increases
considerably with demand variability. We conrmed our analytic results with
a simulation analysis. In Table 2.2 we present the simulation results after a
period of 10 years. Throughout this period, the ll rate always remains around
98%. Notice that the resulting lead times also coincide with the exact results
in Table 2.1.
E (Tp) V ar(Tp) Fill rate
case 1 0.6396 0.4875 0.9801
case 2 1.0218 1.1182 0.9810
case 3 1.4622 2.2341 0.9812
Table 2.2: Simulation results for the full distribution approach
In a second experiment we want to provide numerical evidence that a two mo-
ment approximation (instead of a full distribution approach) is reasonably ac-
curate for a wide range of parameter values. The second row of Table 2.1 (\2Chapter 2. Periodic review P/I system with endogenous lead times 39
moments") provides for each case the results when we t only the rst two mo-
ments of the demand pattern to a PH distribution with the tting algorithm
provided in section 2.5.1. We observe that the approximation is reasonably
good, compared to the exact results when we take the entire distribution into
account. Moreover, although the result is not identical, the approximation may
provide a sucient outcome when going through a variability analysis of the
system.
2.7 Performance of the model with respect to
other models of capacitated systems
The exact procedure presented in this chapter is of importance because we take
into account the correlation between demand and lead times and because we are
able to compute the replenishment lead time distribution (and consequently, the
distribution of inventory levels, ll rates, base-stock levels and optimal safety
stocks) for any arbitrary discrete demand distribution. This rigorous analy-
sis basically conrms existing queueing and inventory insights. It is therefore
of importance to show that our analysis outperforms well-established existing
models of capacitated systems. This makes the tougher mathematical analysis
more useful for practical purposes.
We conducted two experiments. The rst experiment deals with the exponential
distribution, or its discrete counterpart namely the geometric distribution. The
exponential distribution is commonly used in queueing theory and many models
are readily available. In a second experiment we want to value the importance of
the endogenous lead times. We therefore compare our model with the situation
in which exogenous lead times are assumed.
Let's now discuss both experiments in detail. The rst experiment deals with
the exponential distribution. When we use its discrete counterpart, the geo-
metric distribution, for both the demand and service patterns, we obtain a
DGEO=GEO=1 queue, or equivalently, a D/GEO/1 queue. The outcome is given
in the third row of each case (\GEO") in Table 2.1. Since only one moment
is used to t the demand pattern to a geometric distribution, the results are
the same for each case. It is clear that the geometric approximation di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nicantly from the exact solution obtained for our assumed demand processes
(with a squared coecient of variation of respectively 0.11, 0.30 and 0.51). Ig-
noring the exact demand and production characteristics in favor of the more
readily available queueing results based on the exponential (geometric) distrib-
ution may lead to incorrect results, and in our case a dramatic overestimation of
the required safety stock. This simple experiment shows that a more accurate
performance analysis as explained in this chapter, may pay o for the more
demanding mathematical analysis.
In a second experiment we relax another assumption of our model. In this ex-
periment we suggest to decouple the analysis of the inventory and production
systems and to treat the lead times as exogenous i.i.d. random variables. Sup-
pose that we use the correct lead time distribution found with the queueing
analysis described in section 2.3, but we arbitrarily assign a random lead time
to an order quantity. This means that we do not take the correlation between
the order quantity and its production (replenishment) lead time into account.
In other words we ignore the correlation between Dt k and k in Eq. (2.13). The
relaxation of this crucial assumption drastically underestimates the required
safety stock and consequently results in signicantly lower ll rates. Indeed, the
safety stock requirements in case of exogenous lead times are for the three cases
equal 7:72, 17:27 and 25:75 to achieve a supposed ll rate of 98% (see the last
row of each case (\EXO Tp") in Table 2.1). These safety stock levels, however,
provide a real ll rate of only 93%, 89% and 83% respectively. This clearly illus-
trates that the exogenous lead time assumption dramatically degrades customer
service.
2.8 Conclusions
In this chapter we considered a periodic review base-stock controlled production-
inventory system, where replenishment lead times are endogenously generated
by a production system with nite capacity. Our main contribution is the devel-
opment of an ecient numerical procedure based on matrix analytic techniques
to analyze the system in an exact manner. We numerically characterize several
performance measures, such as lead times, ll rates, and optimal safety stock
levels. In our analysis we make use of discrete phase-type distributions. Any
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so our approach can be used for an arbitrary discrete distribution. However,
tting the rst two moments of the demand pattern only, allows an eective
analysis of the impact of demand variability, as measured by its coecient of
variation, since we can bring down the number of phases of the PH distribution
and consequently decrease the computational complexity of the queueing analy-
sis. We provided numerical evidence that a two moment approximation (instead
of a full distribution approach) is reasonably accurate for a wide range of para-
meter values. Nevertheless, the relaxation of the full distribution assumption (or
its two moment approximation) to the geometric distribution and the relaxation
of the endogenous lead time assumption leads to incorrect decisions. Including
only one moment of the distribution (the geometric distribution assumption)
in
ates the safety stocks unduly high. On the other hand, ignoring the corre-
lation between demand and lead times (the exogenous lead time assumption)
dramatically degrades customer service.42 2.8. ConclusionsChapter 3
Dampening upstream
demand variability in the
supply chain
If you are not part of the solution,
you are part of the problem.
In this chapter we consider the same two-echelon supply chain as considered in
the previous chapter: a single retailer holds a nished goods inventory to meet
an i.i.d. consumer demand, and a single manufacturer produces the retailer's
replenishment orders on a make-to-order basis. In this setting the retailer's
order decision has a direct impact on the manufacturer's production. It is a
well known phenomenon that inventory control policies at the retailer level often
propagate consumer demand variability towards the manufacturer, sometimes
even in an amplied form (known as the bullwhip eect). The manufacturer,
however, prefers to smooth production, and thus he prefers a smooth order
pattern from the retailer. In this chapter we present a replenishment rule that
reduces the variability of upstream orders. At rst sight a decrease in order
variability comes at the cost of an increased variance of the retailer's inventory
levels, in
ating the retailer's safety stock requirements. However, integrating the
4344 3.1. Introduction
impact of the retailer's order decision on the manufacturer's production leads
to new insights. A smooth order pattern generates shorter and less variable
(production/replenishment) lead times, introducing a compensating eect on
the retailer's safety stock. We show that by including the impact of the order
decision on lead times, the order pattern can be smoothed to a considerable
extent without increasing stock levels. This leads to a situation where both
parties are better o.
3.1 Introduction
In chapter 1 we described a problem frequently encountered in supply chains,
called the bullwhip eect: demand variability increases as one moves up the
supply chain. This distorted information throughout the supply chain can lead
to ineciencies: excessive inventory investment, poor customer service, lost rev-
enues, misguided capacity plans, ineective transportation and missed produc-
tion schedules [70]. Even when demand variability is not amplied but merely
transmitted to the upstream echelons, this order variability can have large up-
stream cost repercussions. In a make-to-order supply chain, the upstream man-
ufacturer { pursuing smooth production { prefers minimal variability in the
replenishment orders from the (downstream) retailer.
In this chapter we present an inventory control policy that is able to dampen the
upstream demand variability by generating a smooth order pattern. We inte-
grate the impact of this order decision on the manufacturer's production system,
and develop a procedure to estimate the lead time distribution given the explicit
order pattern generated by our smoothing replenishment rule. We then focus on
the resulting impact of order smoothing on the safety stock requirements to pro-
vide a given service level. Many papers on the control of production-inventory
systems explicitly include the replenishment delay in their models, for example
Axs ater [5], Towill [111], Riddalls and Bennett [91], and Warburton [122], but
the replenishment delay always remains xed, independent of the load gener-
ated by the replenishment policy. Our contribution is to present an integrated
production and inventory analysis of order smoothing.
The remainder of the chapter is organized as follows. Our research model and its
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order-up-to policy which is able to dampen the upstream demand variability in
the supply chain. Section 3.4 analyzes the manufacturer's production system
and discusses the procedure to estimate the lead time distribution using matrix
analytic methods. In section 3.5 we combine both supply chain echelons by ag-
gregating the inventory and production subsystems into a production/inventory
model and we analyze the impact on customer service and safety stock. Numer-
ical results are presented in section 3.6, and section 3.7 concludes.
3.2 Model description
We brie
y repeat our research model. We consider a two-echelon supply chain
with a single retailer and a single manufacturer. Every period, the retailer ob-
serves consumer demand. If there is enough on-hand inventory available, the
demand is immediately satised. If not, the shortage is backlogged. To maintain
an appropriate amount of inventory on hand, the retailer places a replenishment
order with the manufacturer at the end of every period.
The manufacturer does not hold a nished goods inventory but produces the re-
tailer's orders on a make-to-order basis. The manufacturer's production system
is characterized by a single server queueing model that sequentially processes
the orders which require stochastic unit processing times. Once the complete re-
plenishment order is produced, it replenishes the retailer's inventory. The time
from the period an order is placed to the period that it replenishes the retailer's
inventory, is the replenishment lead time Tp. The queueing process at the man-
ufacturer implies that the retailer's replenishment lead times are stochastic and
correlated with the order quantity.
Assumptions
The assumptions in this chapter are:
 The sequence of events in a period is as follows; the retailer rst receives
goods from the manufacturer, then he observes and satises customer de-
mand and nally, he places a replenishment order with the manufacturer.
 Customer demand Dt is independently and identically distributed (i.i.d.)
over time according to an arbitrary, nite, discrete distribution.46 3.3. Generalized order-up-to policy
 The order quantity, Ot, is determined by the retailer's replenishment pol-
icy. The retailer's replenishment rule denes the variability in the orders
placed on the manufacturer. In section 3.3 we discuss how we can control
this upstream demand variability.
 The replenishment orders are processed by a single server on a rst-come-
rst-served basis. This excludes the possibility of order crossovers. When
the server is busy, they join a queue of unprocessed orders.
 The service times of a single item are i.i.d. according to a phase type (PH)
distribution. We use the algorithm described in section 2.5 to match the
rst two moments of an arbitrary distribution to a 2-phase PH distribu-
tion. To ensure stability (of the queue), we assume that the utilization of
the production facility (average batch production time divided by average
batch interarrival time) is strictly smaller than one.
 The time from the moment the order arrives at the production queue
to the point that the production of the entire batch is nished, is the
production lead time or response time that we denote by Tr. Analogous
to the procedure described in section 2.2.2, we round the response time
Tr down to the nearest integer Tp (i.e., setting Tp = bTrc) to obtain the
(discrete) replenishment lead time (see page 21).
3.3 Generalized order-up-to policy
In the previous chapter we presented the standard base-stock policy. More
specically, we described in section 2.2.1 how this policy generates orders equal
to the observed customer demand, implying that the order variability is equal
to the variability of customer demand. Thus, when customer demand is wildly

uctuating, this replenishment rule sends a highly variable order pattern to the
manufacturer, which may impose high capacity and inventory costs on the man-
ufacturer. The manufacturer not only prefers a level production schedule, the
smoothed demand also allows him to minimize his raw materials inventory cost.
Therefore, we discuss a smoothing replenishment policy that is able to reduce
the variability of the orders transmitted upstream.
We describe two ways to develop a replenishment rule that dampens the up-
stream demand variability in the supply chain. We show that they both comeChapter 3. Dampening upstream demand variability 47
down to the same result under the assumptions of our model. The rst approach
stems from linear control theory and introduces a proportional controller into the
standard base-stock policy. The second approach originates from Balakrishnan
et al. [6] who propose to set the order quantity equal to a convex combination
of previous demand realizations in order to dampen the upstream demand vari-
ability.
We start with the linear control theory approach. Forrester [45] and Magee [79]
propose not to recover the entire decit between the base-stock level and the
inventory position in one time period (contrary to what happens in Eq. (2.1)),
but instead order only a fraction  of the inventory decit:
Ot =   (S   IPt): (3.1)
Forrester [45] refers to 1= as the \adjustment time" and hence explicitly ac-
knowledges that the decit recovery should be spread out over time. This par-
ticular replenishment policy is recently used by, among others, Dejonckheere
et al. [36], Warburton [121, 122], and Disney et al. [38].
When customer demand is i.i.d., we forecast lead time demand with its average
and consequently always order up to the same base stock level S, so that S is
constant over time. This means that
Ot   Ot 1 =   (S   IPt)     (S   IPt 1)
=   (IPt 1   IPt):
The inventory position IPt is monitored after customer demand Dt is satised
and before replenishment order Ot is placed. Hence
IPt = IPt 1 + Ot 1   Dt;
so that we obtain
Ot   Ot 1 =   (Dt   Ot 1);
or
Ot = (1   )  Ot 1 +   Dt: (3.2)
The order size is a weighted combination of the previous order quantity and the
last observed customer demand. Note that, similar to the standard order-up-to48 3.3. Generalized order-up-to policy
policy (see Eq. (2.4)), we do not need the lead time distribution to make our
order decision, although the base-stock level S in Eq. (3.1) does depend upon
the lead time.
It is notable that the replenishment rule described by Eq. (3.2) is exactly the
same as the exponential smoothing policy proposed by Balakrishnan et al. [6] to
decrease order variability. Balakrishnan et al. [6] set the order quantity equal





Setting k = (1   )k gives a similar result to Eq. (3.2).
From Eq. (3.2) we can determine the variability in orders created by our smooth-
ing rule:
V ar(O) = (1   )
2 V ar(O) + 2V ar(D) + 2 (1   )covar(Ot 1;Dt)
= (1   )
2 V ar(O) + 
2V ar(D);





If we do not smooth, i.e. if  = 1, these expressions reduce to the standard
base-stock policy, where Ot = Dt; we chase sales and thus the variability in
orders equals the customer demand variability. For 1 <  < 2 we amplify the
demand variability in the replenishment orders (known as the bullwhip eect)
and for 0 <  < 1 we are able to dampen the demand variability and generate
a smooth replenishment pattern.
With this generalized replenishment policy we can clearly reduce the demand
variance transmitted upstream by decreasing . Under a xed lead time as-
sumption, such a smoothing policy is justied when production (or ordering)
and holding costs are convex or when there is a cost of changing the level of pro-
duction [120]. When the production capacity is xed and lead times result from
a single server queueing system (as in the model described in this dissertation),
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resulting in shorter order-to-delivery times and more balanced, peak shaving
production schedules, which are benecial for the manufacturer.
Besides the benets realized through smoother planning, the manufacturer also
realizes cost savings on its own raw material and/or component inventories.
Hosoda and Disney [55] show that if one faces a rst-order autoregressive de-
mand pattern such as Eq. (3.2) and adopts the optimal base-stock policy (with
minimum mean squared error forecasting), the inventory variance declines as 
decreases, reducing the safety stock requirements. Balakrishnan et al. [6] state
that this replenishment rule serves to provide advanced order information to
the manufacturer. The retailer's replenishment orders are not statistically inde-
pendent, because from Eq. (3.2) we can derive that corr (Ot;Ot x) = (1   )
x,
and the dependence between successive orders creates an opportunity for the
manufacturer to use information embedded in past retailer orders.
Since order smoothing leads to a number of cost savings for the manufacturer,
it seems to be a dominating operations strategy. However, in developing a re-
plenishment rule one has to consider the impact on the inventory variance as
well. The manufacturer does benet from smooth production, but dampening
variability in orders may have a negative impact on the retailer's customer ser-
vice due to inventory variance increases [10, 35, 40].
Disney et al. [38] quantify the variance of the net stock and compute the required
safety stock as a function of the smoothing intensity. Their main conclusion is
that when customer demand is i.i.d., order smoothing comes at a price: in order
to guarantee the same ll rate, more investment in safety stock is required. As
a consequence, retailers, driven by the goal of reducing inventory costs (holding
and shortage/backlog), prefer to use replenishment policies that chase demand
rather than dampen consumer demand variability.
However, the manufacturer produces on a make-to-order base and (produc-
tion/ replenishment) lead times are determined by the manufacturer's queueing
model. This implies that the retailer's order pattern determines the arrival
process at the queue and as such it aects the distribution of the lead times.
We expect that a smooth order pattern gives rise to shorter and less variable
lead times due to the laws of factory physics [52]. This in turn exercises a
downward eect on the retailer's inventory level, which may compensate the50 3.4. The impact of order variance dampening on lead times
increase in inventory variance. The impact of the smoothing decision on lead
time reduction is the topic of the next section.
3.4 The impact of order variance dampening on
lead times
3.4.1 Interaction between the retailer's inventory policy
and the manufacturer's queueing system
Most inventory models proposed in the literature take the replenishment lead
time, Tp, as a xed constant or as an exogenous variable with a given probability
distribution. However, the replenishment orders do in fact load the production
facilities. The nature of this loading process relative to the available capacity
and the variability it creates are the primary determinants of lead times in the
facility [61]. Therefore, the inventory control system should work with a lead
time that is a good estimate of the real lead time, depending on the production
load, the interarrival rate of orders, and the variability of the production system
[52]. Zipkin [126, p. 246] states: \to understand the overall inventory system,
we need to understand the supply system. For this purpose we can and do apply
the results of queueing theory".
It is essential to extend pure inventory systems with exogenous lead times to
production-inventory systems with endogenous lead times. After all, inventory
in
uences production by initiating orders, and production in
uences inventory
by completing and delivering orders to inventory. In Figure 3.1, the interac-
tion between the retailer's inventory system and the manufacturer's production
system is illustrated: the retailer's replenishment policy generates orders that
constitute the arrival process at the manufacturer's production queue. The
time until the order is produced (sojourn time in the production system), is
the time to replenish the order. These production/replenishment lead times are
load-dependent and aected by the current size of the order queue with the
production system. The replenishment lead time in turn is a prime determinant
in setting the safety stock requirements at the inventory system. In the previous
chapter, we showed that ignoring endogenous lead times may lead to seriouslyChapter 3. Dampening upstream demand variability 51
underestimated customer service levels and/or excessive inventory holdings.
Figure 3.1: Interaction between retailer's inventory and manufacturer's produc-
tion
By analyzing the characteristics of the replenishment orders, we implicitly an-
alyze the characteristics of the production orders that arrive to the production
queue [116]. In a periodic review base-stock policy, the arrival pattern consists
of batch arrivals with a xed interarrival time (equal to one (review) period) and
with variable batch sizes. The supply system is a bulk queue [24], which tends
to be dicult to analyze. Moreover as we can see from Eq. (3.2), the batch sizes
generated by our smoothing rule are not i.i.d.; rather, they are autocorrelated.
Queueing models with such arrival patterns can be solved with matrix analytic
methods (MAM's). These methods are popular as modeling tools because they
can be used to construct and analyze a wide class of stochastic models. They are52 3.4. The impact of order variance dampening on lead times
applied in several areas, of which the performance analysis of telecommunication
systems is one of the most notable [69].
3.4.2 Estimation of the manufacturer's production lead
times
To estimate the lead time distribution, we develop a discrete time queueing
model. The arrival process consists of batch arrivals with a xed interarrival
time (1 period) and with autocorrelated batch sizes. The service times of a sin-
gle item, denoted by M, are stochastic and i.i.d. according to a phase type (PH)
distribution. The key idea behind PH distributions is to exploit the Markovian
structure of the distribution to simplify the queueing analysis. Moreover, any
general discrete distribution can be approximated in sucient detail by means
of a PH distribution [53].
The computational complexity of our algorithm to compute the lead time distri-
bution increases with the number of phases of the PH distributed service process.
Therefore we want the service process to be PH-distributed with as few phases
as possible. Since the lead time is expressed as an integer number of periods
and the interarrival time is equal to one base period, we have the freedom to
choose the time unit U of the queueing system in an appropriate manner [16].
When the time unit U is chosen as half of the mean service time of a single item,
i.e., U = E(M)=2, we showed in chapter 2 that we are able to match the rst
two moments of the single unit service times, E(M) and V ar(M), by means of
a PH distribution with only 2 phases (see section 2.5). The PH distribution is
characterized by the pair (T;), where T is a 22 substochastic matrix and 
a 1  2 stochastic vector.
When we choose U to be the time unit of our queueing system, this implies that
orders placed every period arrive at the queue at time epochs 0;d;2d;:::, where
d  U = 1 period. The order size at these time epochs evolves as a Markovian
process with state space fx : 1  x  mDg, where mD is the maximum demand,
i.e., mD is the smallest integer such that Pr[D > mD] = 0. Indeed, according to
Eq. (3.2), the order size generated by our smoothing rule at time td is determined
as
Otd = (1   )O(t 1)d + D; (3.5)Chapter 3. Dampening upstream demand variability 53
where D is the customer demand random variable. Eq. (3.5) evolves as a
Markovian process, since the probability of order quantity Otd can be deter-
mined given the value of the previous order quantity O(t 1)d. Using induction
on t we have E (Otd) = E (D).
The order size that results from (3.5) can be a real number. However, because
only an integer number of items can be produced, the actual batch size passed







Otd if Otd 2 N;
dOtde with probability Otd   bOtdc if Otd 62 N;
bOtdc with probability dOtde   Otd if Otd 62 N;
(3.6)
such that the batch size O
td is an integer number. Doing so, the expected value
E[O
td] = E[Otd] = E[D]. Suppose for instance that the replenishment rule
generates an order quantity of 5:8. Since 5:8 is not an integer, we round this to
5 units with a probability of 0:20 and to 6 units with a probability of 0:80. This
(integer) number of units constitutes the batch size that has to be produced by
the manufacturer.
In order to estimate the lead time distribution we start by dening the following
additional random variables:
 tn : the time of the n-th observation point, which we dene as the n-th
time epoch during which the server is busy,
 a(n) : the arrival time of the order in service at time tn,
 Bn : the age of the order in service at time tn, dened as the duration
(expressed in the time unit of the queueing model, i.e., U) of the time
interval [an;tn),
 Cn : the number of items of the order in service that still need to complete
service at time tn,
 Sn : the service phase at time tn.
All events, such as arrivals, transfers from the waiting line to the server and
service completions are assumed to occur at instants immediately after the dis-
crete time epochs. This implies that the age of an order in service at some time54 3.4. The impact of order variance dampening on lead times
epoch tn is at least 1.
Then, (Bn;Oa(n);Cn;Sn) forms a discrete time Markov process on the state
space N0  f(x;c) : 1  x  mD;c 2 f1;2;:::;dxegg  f1;2g, because Bn is
a positive integer, Oa(n) (the original order quantity of the order in service)
is a real number between 1 and mD, Cn  dOa(n)e and the PH service has
two phases. We keep track of the original order quantity Oa(n) instead of the
rounded batch size O
a(n), because it allows us to determine the order size of the
next batch arrival precisely (see Eq. (3.5)). Since this original order quantity is
a real number, the Markov process (Bn;Oa(n);Cn;Sn) has a continuous state
space. Due to its continuous state space, it is very hard to nd the steady
state vector of this Markov process. Therefore, instead of keeping track of
Oa(n) in an exact manner, we will round it in a probabilistic way to the nearest
multiple of 1=g, where g  1 is an integer termed the granularity of the system.
Clearly, the larger g, the better the approximation. As a result, we obtain a
Markov chain (Bn;O
g
a(n);Cn;Sn) on the discrete state space N0  f(x;c) : x 2
f1;1 + 1=g;1 + 2=g;:::;mDg;c 2 f1;2;:::;dxegg  f1;2g. The quantity O
g
a(n)
evolves as follows. Let
Oc
td = (1   )O
g
(t 1)d + D:
Then the random variable O
g











tdeg with probability (Oc
td   bOc
tdcg)  g if Oc
td 62 Sg;
bOc
tdcg with probability (dOc
tdeg   Oc
td)  g if Oc
td 62 Sg;
(3.7)
where Sg = f1;1+1=g;1+2=g;:::;mDg and dxeg (bxcg) is the smallest (largest)
element in Sg that is larger (smaller) than x. Using induction on t, we have
E(O
g





(t 1)d = q] for q;q0 2 Sg, which we denote as pg(q;q0),
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where   = (1   ) and 1fAg is 1 if the event A is true and 0 otherwise.Chapter 3. Dampening upstream demand variability 55
Let us have a look at the evolution of the Markov chain (Bn;O
g
a(n);Cn;Sn).
At each transition step, there are three possibilities. First, the current item in
production stays in service and the phase of the service process may change.
Second, the current item in service nishes production, and a new item of the
same batch enters production. Third, the current item in service nishes pro-
duction and when this is the last item of the batch, the entire batch is produced.
The order size of the new batch that is taken in production is given by pg(q;q0)
according to Eq. (3.8), and the batch size is equal to dq0e;bq0c or q0 according
to Eq. (3.6), such that the batch size is an integer number of units.
Let (Pg)(a;q;r;s);(a0;q0;r0;s0) be the transition probabilities of the Markov chain
(Bn;O
g
a(n);Cn;Sn). These probabilities are then given by
(Pg)(a;q;r;s);(a0;q0;r0;s0) =
8
> > > > > > > > > <
> > > > > > > > > :
Ts;s0 a0 = a + 1;q0 = q;r0 = r;
tss0 a0 = a + 1;q0 = q;r0 = r   1  1;
tss0pg(q;q0)(dq0e   q0) a0 = max(a   d + 1;1);r0 = bq0c;q0 62 N;r = 1;
tss0pg(q;q0)(q0   bq0c) a0 = max(a   d + 1;1);r0 = dq0e;q0 62 N;r = 1;
tss0pg(q;q0) a0 = max(a   d + 1;1);r0 = q0 2 N;r = 1;
0 else,
(3.9)
with t = (e   Te) denoting the probability that the current unit in service n-
ishes production. As a consequence, we have the following form for the transition
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where A0 and Ad are square matrices of dimension mtot, with mtot the num-
ber of elements in the set f(x;c) : x 2 f1;1 + 1=g;1 + 2=g;:::;mDg;c 2
f1;2;:::;dxegg  f1;2g, i.e., mtot = g(mD + 1)mD   2(g   1). The matri-
ces A0 represent the probabilities that the service of the batch continues and56 3.4. The impact of order variance dampening on lead times
are given by the rst two equations of Eq. (3.9), while the matrices Ad represent
the probabilities that the service of the batch nishes and are given by the 3rd,
4th and 5th equation of (3.9).
The MC characterized by Eq. (3.10) is of the GI/M/1 type [85]. From an op-
erational point of view it is clear that the proposed queueing system is stable
if and only if its utilization  is strictly smaller than one, or equivalently if the
average production time of a batch order is strictly smaller than the average
inter-arrival time of a batch order. Since we have chosen the time unit of our
queueing model such that the average production time of a single unit is equal
to 2, and the average batch order size is equal to the average demand E(D),
the average production time of a batch order is 2E(D). The inter-arrival time
of an order is one (review) period, or, when we express it in the time unit of
our queueing model, equal to d time units. Hence the stability condition can
be rephrased as 2E(D) < d. This condition is not restrictive as a system with
a load  > 1 leads to innite lead times as the demand is greater than the
production capacity.
For an ergodic MC of the GI/M/1 type, one computes the steady state vector
 of Pg, that is, Pg =  and e = 1, as follows:
1 = 1(I   Rd)(I   R) 1Ad; (3.11)
i = 1Ri 1; (3.12)
where  = (1;2;:::) and i is a 1  mtot vector, for all i > 0. The vector 1
is normalized as 1(I   R) 1e = 1 and the mtot  mtot rate matrix R is the
smallest nonnegative solution to the matrix equation R = A0 + RdAd and can
be numerically solved with a variety of algorithms, e.g., Neuts [85], Ramaswami
[90], Alfa et al. [1].
Having obtained the steady state vector  = (1;2;:::), we can obtain the
response time using the following observation: the probability that an order has
a response time of a time units can be calculated as the expected number of
orders with an age of a time units that complete their service at an arbitrary
time instant, divided by the expected number of orders that get completed
during an arbitrary time instant (that is, 1=d for a queue with  < 1). As such,Chapter 3. Dampening upstream demand variability 57
denoting Tr as the response time (expressed in the time unit U) we have




where (a)(q;r;s) represents the steady state probability of being in state (a;q;r;s).
Notice, to make sure that an order completes its service, the number of remain-
ing customers requiring service cannot be more than one.
We chose the time unit U of our queueing system as half of the mean production
time of a single item (i.e., E(M)=2). Thus, if we want to express the lead time
in terms of the number of periods needed to deliver the order to the retailer, we
still need to make the following conversion:
Pr[Tp = i] =
X
j
Pr[Tr = j]  1fdj=de=ig; (3.14)
where 1fAg is 1 if the event A is true and 0 otherwise. Note that this conversion
at the same time rounds the (possibly fractional) response time Tr to the discrete
replenishment lead time, Tp, expressed in an integer number of periods.
3.5 Impact of the smoothing replenishment rule
on safety stock
When demand is probabilistic, there is a denite chance of not being able to
satisfy some of the demand directly out of stock. Therefore, a buer or safety
stock is required to meet unexpected 
uctuations in demand. The goal is to re-
duce inventory without diminishing the level of service provided to customers.
When the retailer faces (and satises) a variable customer demand, but replen-
ishes through a smooth order pattern, this comes at the cost of an increase in
its inventory variability. As a consequence, in order to provide the same service
level a larger safety stock will be needed than the traditional standard base-
stock replenishment policy where orders have the same variability as customer
demand [35, 38, 40].
However, since we include the impact of the order decision on production, a
smooth order pattern generates shorter and less variable lead times. This in-
troduces a compensating eect on the required safety stock. The aim is to nd58 3.5. Impact of the smoothing replenishment rule on safety stock
values for the smoothing parameter 0 <  < 1 where the decrease in lead times
compensates the increase in inventory variance. In that case we can smooth
production without having to increase inventory levels to provide the same cus-
tomer service.
Similar to Graves [49] and Disney et al. [38], we characterize the inventory ran-
dom variable and use it to nd the safety stock requirements for the system. In
Graves [49] and Disney et al. [38], the inventory control system operates with
xed lead times. Hence it is known exactly when a replenishment order is re-
ceived in inventory. In this environment the retailer's inventory is replenished
every period with the order that was placed tp+1 periods ago (with tp the xed
lead time).
In our model however, the inventory is controlled by stochastic lead times. As a
consequence the inventory is not necessarily replenished every period and we do
not know when exactly a replenishment occurs. Moreover, the queueing analy-
sis implies that it takes a longer time to produce (and consequently replenish)
a larger order quantity. Hence the order size and its replenishment lead time
are undoubtedly correlated, aecting the inventory distribution. Therefore the
analysis is more involved. We refer to Song and Zipkin [106], Song et al. [104],
Song and Yao [105] and Lu et al. [74] where the same problem is encountered.
In this section we rst describe how to determine the optimal base-stock level S
that is required to meet a target service level and then we explain how to nd
the corresponding safety stock SS.
3.5.1 Determination of optimal base-stock level
We study the ll rate, which is a popular metric of customer service. It mea-
sures the proportion of the demand that can immediately be delivered from the
inventory on hand [126]:
Fill rate = 1  
expected number of backorders
expected demand
:
To calculate the ll rate, we monitor the inventory on hand after customer de-
mand is observed and we retain the number of shortages when a stockout occurs.
To do so, we observe the system at the end of every period t, after customer
demand Dt is satis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the manufacturer (and before a possible order delivery occurs at the retailer in
period t+1), and we characterize the inventory random variable. At that time
there may be k  0 orders waiting in the production queue and there is always
1 order in service (since the observation moment is immediately after an order
placement) which is placed k periods ago (Ot k). Although k is a function of t,
we write k as opposed to k(t) to simplify the notation.
The inventory on hand or net stock NSt is equal to the initial inventory on
hand plus all replenishment orders received in inventory minus total observed
customer demand. At the time instant we observe the system, the order Ot k
is currently in service. Hence, the orders placed more than k periods ago, i.e.,
Ot i;i  k + 1, are already delivered in inventory, while customer demand is
satised up to the current period t. For convenience, we dene the demand Dt;
and hence the order quantity Ot; to be zero for t  0, in which case the initial
inventory level is equal to the base-stock level S. Hence we can write:







After backward substitution of Eq. (3.2) or directly using Eq. (3.3) we nd that




 (1   )
j Dt i j: (3.16)
Substituting Eq. (3.16) into Eq. (3.15) results in an expression for the net stock
in function of customer demand only:
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i k Dt i: (3.17)60 3.5. Impact of the smoothing replenishment rule on safety stock
We need to determine the steady state distribution NS of the net stock random
variable NSt characterized by Eq. (3.17). As S is a constant (for a given ), we









Some care must be taken when evaluating (3.18) as the value of Dt k in
uences
the age k of the order in service: the larger the demand size, the larger the
order size and consequently the longer it takes to produce the order. Moreover,
since the order quantity is also aected by previously realized customer demand
(see (3.16)), the demand terms Dt i;i = k + 1;:::;t also in
uence the order's
age k. Since k determines the number of demand terms in the summation terms
in Eq. (3.18), there is correlation between the dierent terms that make up Zt.
At rst sight the correlation between the dierent terms of Zt seems to necessi-
tate some kind of approximation. However, the Markovchain (Bn;O
g
a(n);Cn;Sn)
used to determine the lead time distribution, retains the age k of the order in
service (here denoted by Bn) and the order quantity Ot k (rounded to the near-
est multiple of 1=g with g the granularity, here denoted by O
g
a(n)). According




 (1   )
i k Dt i: (3.19)








where both the order quantity Ot k and the age k of the order in service1 are
measures that can be obtained from the Markov chain (Bn;O
g
a(n);Cn;Sn). De-
note by B(b) and O(b) the steady state random variables of the age of the order
in service and the original size of the order in service, provided that the server
is busy, respectively. The joint distribution (B(b);O(b)) is then available via the
steady state vector  by summing the appropriate terms.
1Recall that the time unit U of our queueing analysis is equal to 1=d periods. Hence k
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We are now able to compute the steady state probabilities Z of Zt. We dis-
tinguish two cases: at the moment of observation, the replenishment order Ot
nds k > 0 orders pending at the manufacturer's queue, or it nds the queue
empty, k = 0. Let the random variable Ft equal 0 if the order Ot nds the
(manufacturer's) queue empty and there was no service completion at the order
placement time, and 1 otherwise. First, consider the case where a new order
nds k > 0 orders pending at the manufacturer:
Pr[Z = s;F = 1] = lim
t!1




Pr[B(b) = dk;O(b) = q]d  Pr[Dk = s   q=]:
(3.21)
Indeed, Pr[B(b) = dk;O(b) = q]d is the joint probability that a new order nds
k orders at the manufacturer with the original size of the one in service equaling
q (the factor  drops the busy condition, while dividing by 1=d conditions the
probability on an arrival event). Now, Pr[Dk = s   q=] gives the probabil-
ity that the total demand that was taken from the inventory during the last k
periods equals s   q= according to Eq. (3.20), where Dk denotes the k-fold
convolution of the demand D.
Second, we focus on the case where a new order nds the queue idle (Ft = 0):
Pr[Z = s;F = 0] = lim
t!1







g = q]  pg(q;s): (3.22)
Recall, Pr[Tr = a] is the probability that an arbitrary order has a response time
of a time units. An arbitrary tagged order will nd the queue empty upon arrival
if the previous order (which is just as arbitrary) has a response time of less than
d time units, since d is the interarrival time of the orders. The joint probability
Pr[Tr = a;Og = q] = Pr[Og = qjTr = a]  Pr[Tr = a] gives the probability
that the order preceding the tagged one has a size q and its lead time equals
a time units. Multiplying this with pg(q;s) thus gives us the probability that
the tagged order nds the queue empty upon arrival and has size s. Recall
that pg(q;s) represents the conditional probability that the new order quantity
equals s, given the previous order quantity q (see Eq. (3.8)). The probabilities62 3.5. Impact of the smoothing replenishment rule on safety stock
Pr[Tr = a;Og = q] can be retrieved from the steady state vector  as




The steady state probabilities of the net stock Pr[NS = k] = limt!1 Pr[NSt =
k] can then be computed from Eqs. (3.21-3.22):
Pr[NS = k] = Pr[Z = S   k;F = 0] + Pr[Z = S   k;F = 1]; (3.24)
for k  S  1 (as the minimum size of an order is at least one). The probability
of a stock-out is given by
Pr[NS < 0] = Pr[Z > S]; (3.25)











where x+ := maxf0;xg. Finally, the ll rate can then be calculated as








In practice, decision makers often have to nd the minimal safety stock level
that is required to achieve a given ll rate. From Eq. (3.27) we can compute
the minimal base-stock level S that is required such that an imposed ll rate
is met. In the next subsection we will describe how to nd the corresponding
safety stock SS given this base-stock level S.
3.5.2 Determination of the corresponding safety stock
To determine the base-stock level, we observed the system after customer de-
mand is satised and after a replenishment order is placed. However, in order to
nd the safety stock requirements, we characterize the inventory random vari-
able at time instants just before a replenishment occurs. Indeed, by denition
the safety stock is the average level of the net stock just before a replenishment
arrives [98].Chapter 3. Dampening upstream demand variability 63
Suppose that the n0th replenishment order (i.e., the order placed at the end of
period n) is to be delivered in period n + tp + 1. We monitor the inventory on
hand just before this replenishment occurs and denote this time instant by n.
At the time instant just before replenishment n occurs, the orders placed before
period n are delivered in inventory and due to the sequence of events (satisfy
demand after receipt of the orders) customer demand is satised up to period
n + tp. Then, the net stock or inventory on hand NSn is equal to







Similar to Eq. (3.16) we can write the order quantity as a convex combination




 (1   )
k j Dj; (3.29)
and substituting Eq. (3.29) into Eq. (3.28) results in a result similar to Eq. (3.17):








Note that Eqs. (3.17) and (3.30) are dierent, however. In Eq. (3.30) the age
of the order in service (tp periods) does represent the replenishment lead time,
since the order will be delivered immediately after the observed time instant.
The value of tp is consequently a realisation of the lead time variable Tp. In
Eq. (3.17) the age of the order in service (k periods) does not necessarily repre-
sent the lead time, since it is possible that the order in service does not nish
production within the next period, and hence the order in service will not re-
plenish the inventory in the next period.
Eq. (3.30) monitors the net stock at time instants just before a replenishment
occurs. By denition the expected value of this expression represents the safety
stock:












: (3.31)64 3.6. Numerical experiment
Since tp is a realisation of the lead time distribution Tp, we obtain an elegant
result for the safety stock that can be used to determine the safety stock SS,
given a base-stock level S:





To illustrate our ndings, we set up an experiment. We take the same nu-
merical example as considered in the previous chapter where the retailer daily
observes a random discrete customer demand between 1 and 20 units with an
average E(D) = 10:5. We assume three dierent demand patterns, each with
a dierent variability: a symmetric bell shaped demand distribution with vari-
ability V ar(D) = 11:99 (case 1), a uniform demand pattern with variability
V ar(D) = 33:25 (case 2), and nally a symmetric U-shaped demand pattern
with variability V ar(D) = 56:59 (case 3). We refer to Figure 2.2 where the
(discrete) probability distributions of the three demand patterns were plotted
(see page 37).
The retailer satises this daily customer demand from his inventory on hand
and we assume he replenishes according to the smoothing rule discussed in sec-
tion 3.3. The manufacturer's production operates 10 hours per day and the ser-
vice time of a single unit is PH distributed with an average E(M) = 48 minutes
and a coecient of variation cv(M) = 1. Hence the average production load is
(10:5  48)=(60  10) = 0:84.
The retailer has to determine the parameter  to control his inventory. With the
procedure described in this chapter, we compute the lead times that correspond
to the order decision and we determine the resulting safety stock requirements.
We provide the results in Table 3.1.
Suppose rst that we treat the lead time to be an exogenous variable with the
probability distribution that results from the queueing analysis corresponding to
this order pattern, i.e., we assume lead times to be stochastic, but we arbitrarily
assign a lead time to an order quantity. This means that we do not take the
correlation between the order quantity and its production (replenishment) lead
time into account, or equivalently, we ignore the correlation between Ot k andChapter 3. Dampening upstream demand variability 65





1 11:99 0:6365 0:4823 7:7195 19:9971
case 1 0:4 2:9975 0:6365 0:4823 8:4890
0:4 2:9975 0:5336 0:4163 19:7157
1 33:25 1:0233 1:1255 17:2655 40:5134
case 2 0:4 8:3125 1:0233 1:1255 18:5879
0:4 8:3125 0:7814 0:9044 40:0613
1 56:69 1:4626 2:2351 25:7532 65:6799
case 3 0:4 14:1475 1:4626 2:2351 28:1991
0:4 14:1475 1:0886 1:8114 64:6523
Table 3.1: Comparison of chase sales and order smoothing with exogenous and
endogenous lead times
k in Eq. (3.20). When the retailer sets  = 1, he places orders equal to demand
and hence the customer demand variability is fully transmitted to the manufac-
turer. This replenishment rule was the topic of the previous chapter. The rst
two moments of the lead time distribution corresponding to this replenishment
decision are shown in Table 3.1. The safety stock that is required to maintain
a 98% ll rate with these exogenous lead times can then be calculated directly
via Eq. (3.17). They are given in the second last column of Table 3.1. Note
that these results coincide with the results presented in the previous chapter
(see Table 2.1 on page 38).
When the retailer chooses to smooth his orders with a parameter  = 0:4, the
upstream demand variability is considerably dampened. In Figures 3.2(a)-3.2(c)
we plot the order pattern resulting from this smoothing decision together with
the observed customer demand pattern. Recall that when  6= 1, the order
pattern is correlated, while customer demand is i.i.d.
This smoothing decision leads to an increase in inventory variance, since inven-
tory absorbs the variability in demand while the replenishments are relatively
steady. When we would not consider the impact of this dampened order vari-
ability on lead time reduction, a higher safety stock has to be kept in order to
maintain the same ll rate. As an example, we take the same exogenous lead66 3.6. Numerical experiment




















































































Figure 3.2: Customer demand patterns and corresponding order patterns when
 = 0:4Chapter 3. Dampening upstream demand variability 67
time distribution as in the case where  = 1. In this case, smoothing with
 = 0:4 indeed leads to an increased safety stock (see Table 3.1, second last
column): the manufacturer can smooth his production, but at the expense of
an increase in the retailer's inventory.
Working with exogenous lead times is, however, incomplete. First of all, we may
not simply ignore the correlation between the order quantity and its lead time.
It undoubtedly takes a longer time to produce an order with a large batch size.
Including the correlation between Ot k and k in Eq. (3.20) is indispensable for a
correct representation of the model. When we compute the safety stock required
to meet a 98% ll rate with endogenous lead times (with the analysis described
throughout section 3.5) for  = 1, we obtain dierent results (see Table 3.1,
last column). Using exogenous lead times seriously underestimates the required
safety stock; consequently, customer service will dramatically degrade.
E (Tp) V ar(Tp) Fill rate
case 1 0.5361 0.4134 0.9798
case 2 0.7899 0.9310 0.9794
case 3 1.0678 1.7354 0.9822
Table 3.2: Simulation results for  = 0:4 and endogenous lead times
Second, when the retailer smoothes his orders, he sends a less variable arrival
pattern to the manufacturer's queue (see Figures 3.2(a)-3.2(c)), which inevitably
results in dierent lead times. We therefore have to include the impact of this
decreased order variability on production (queueing). Indeed, when we esti-
mate the lead time distribution if the retailer sends a smooth order pattern
with  = 0:4 to the manufacturer's production (we used a granularity equal to
8), we observe that order smoothing leads to lower and less variable lead times
(see Table 3.1). This introduces a compensating eect on the safety stock SS.
In the last column of Table 3.1 we observe that the safety stock for  = 0:4
(computed with endogenous lead times) is even slightly lower than when we
do not smooth the orders ( = 1). We conrmed our analytic results with a
simulation analysis. In Table 3.2 we present the simulation results for  = 0:4
and endogenous lead times after a period of 10 years. Throughout this period,68 3.7. Conclusions
the ll rate always remains around 98%. Notice that the resulting lead times
also coincide with the exact results in Table 3.1.
In Figure 3.3 we show the eect of order smoothing on the retailer's safety
stock for a smoothing parameter  = 0:2 to  = 1. When we include the eect
of order smoothing on production, the safety stock is a U-shaped function of
the smoothing intensity. We can smooth the replenishment orders to some ex-
tent while decreasing the safety stock. However, as of a certain point (around
 = 0:5) the safety stock increases sharply. When  approaches zero, the lead
time reduction cannot compensate the increase in inventory variability anymore
and the safety stock exceeds the safety stock that is required when the orders
are not smoothed ( = 1). On the other side of the curve, as  approaches one,
we observe that the increase in safety stock diminishes. This can be attributed
to the fact that when  is larger than one, the increase in safety stock is less
steep (see e.g. Figure 4.5 on page 89).
These results imply that the retailer can dampen the upstream demand vari-
ability without having to increase his safety stock to maintain customer service
at the same target level. Moreover, the retailer can even decrease his safety
stock when he smoothes his orders. This is clearly a better situation for both
the retailer and the manufacturer. The manufacturer receives a less variable or-
der pattern and the retailer can decrease his safety stock while maintaining the
same ll rate, so that the cooperative surplus is realized. This Pareto-improving
policy may require contractual arrangements between the supply chain partners
so that the lead time reduction is eectively implemented [113].
3.7 Conclusions
Disney and Towill [40] question \to what extent can production rates be smoothed
in order to minimize production adaptation costs without adversely increasing
inventory costs". This is an important trade-o because, if a perfectly level pro-
duction rate is used, then large inventory deviations are found and hence large
inventory costs are incurred. Conversely, if inventory deviations are minimized
(by \passing on orders"), highly variable production schedules are generated
and hence production adaptation costs are incurred. We have shown that by
including the impact of the order decision on production, we can turn this con-Chapter 3. Dampening upstream demand variability 69











































Figure 3.3: Safety stocks required to ensure a 98% ll rate70 3.7. Conclusions

icting situation into a situation where both parties are better o. A smooth
order pattern gives rise to shorter and less variable (production/replenishment)
lead times. This introduces a compensating eect on the retailer's inventory
level. In this chapter we showed that we can smooth the order pattern to a con-
siderable extent without increasing stock levels. This may motivate the retailer
to generate a smooth ordering pattern, resulting in a better situation for both






You can't have it all.
Oh yes, you can... but not all at the same time.
The previous chapter implicitly considers an in
exible capacity strategy; this
means that the manufacturer's capacity remains at a xed level, irrespective of
the retailer's order pattern. As a result, when the retailer sends a more volatile
order pattern to the production queue, production (and delivery) lead times will
be longer and more variable as when the retailer sends a leveled order pattern
to production. This in turn aects the retailer's inventory requirements. In
this chapter we extend this model to a 
exible capacity strategy, where the
manufacturer invests in excess capacity to guarantee constant lead times. The
retailer's order variability then determines the amount of capacity investment:
when the orders 
uctuate wildly, these investments will be higher than in case
7172 4.1. Model description
the retailer sends a smooth order pattern to production. We introduce a cost
model, and use it to nd a cost-optimal solution to this production/inventory
problem. Moreover, we extend our analysis to the situation where the retailer
decides either to dampen, or to amplify the variability in his replenishment
orders towards the manufacturer. This latter scenario is referred to as the
bullwhip eect, which is often observed in practice.
4.1 Model description
This chapter explores a coordinative supply chain approach to control the order
variability that is propagated to upstream stages through appropriate down-
stream inventory management. In chapter 3 we emphasized the opportunities
to reduce supply chain costs by dampening order variability. However, as de-
scribed in chapter 1, a problem frequently encountered in supply chains, is the
bullwhip eect: the order variability is amplied compared to the observed con-
sumer demand. In this chapter we extend the replenishment rule presented in
the previous chapter to the case where the retailer decides either to dampen, or
to amplify the variability in his replenishment orders towards the manufacturer.
We use the same replenishment rule considered in the previous chapter, given
by Eq. (3.1) on page 47:
Ot =   (S   IPt): (4.1)
Substituting the expression for the base-stock level, given by Eq. (3.32), into
this replenishment rule gives
Ot =  

SS + [E (Tp) + 1]  E(D) +
(1   )

 E(D)   IPt

= E(D) +   (E(Tp) E(D) + SS   IPt)
= E(D) +   (DIP   IPt); (4.2)
where DIP = E(Tp) E(D) + SS is the desired inventory position, which is the
sum of the desired pipeline stock and the desired net stock. The dierence be-
tween the desired and actual inventory position, is referred to as the \inventory
position decit". When 0 <  < 1 in the above replenishment rule, the decit
should be spread our over time, whereas 1 <  < 2 implies an overreaction to
the inventory decit. As such, tuning the parameter  in this replenishmentChapter 4. Flexible and in
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rule, the order pattern can be dampened or amplied upstream in the supply
chain. Note that a value  < 0 or  > 2 results in an unstable system [39].
We consider two strategies with regard to the production capacity. The rst is
a 
exible capacity strategy. This means that the manufacturer invests in excess
capacity in order to produce each order within the period after it is placed. The
second strategy is an in
exible capacity strategy: the manufacturer's capacity
remains at a xed level, and when the available capacity in a period is insucient
to complete production of an order, then the next period's capacity is used
to continue production of this order. The manufacturer delivers the retailer's
orders as soon as the total order is produced, implying that lead times are
variable and can be strictly positive. We discuss the impact of both strategies
on capacity investment and lead times in the next section.
Assumptions
The assumptions in this chapter are:
 Customer demand D is independently and identically distributed (i.i.d.)
over time with an arbitrary, nite, discrete probability distribution func-
tion fD().
 The production (\service") time M of a single unit is deterministic. To
ensure stability (of the queue), we assume that the utilization of the pro-
duction facility (average batch production time divided by average batch
interarrival time) is strictly smaller than one.
 If the net stock at the end of the period is positive (NSt > 0), a holding
cost Ch per unit is incurred to carry inventory to the next period. If the
net stock is negative (NSt < 0), a backlog cost Cb per unit shortage is
incurred (see Figure 4.1(a)).
 Dene the capacity K as the number of units that can be produced in
a period. The capacity investment cost function is given by C(K) =
C0 + CK  K, where C0 represents the xed capacity investment cost and
CK is a constant, marginal capacity investment cost. The xed cost may
represent all the planning, real estate, and other costs that are (nearly)
independent of the size of the capacity. The marginal capacity investment
cost is the additional cost to add one unit of capacity. When the installed74 4.2. Flexible/in
exible capacity
capacity is insucient, a unit can be produced in overtime capacity at
a marginal cost of CP. We assume that CK < CP, otherwise it would
never be optimal to invest in capacity. In Figure 4.1(b) we summarize the
assumed capacity cost structure.
(a) Inventory costs (b) Capacity costs
Figure 4.1: Assumed cost structure
The remainder of this chapter is organized as follows. Section 4.2 discusses the
implications of a 
exible and an in
exible capacity strategy. Section 4.3 is de-
voted to the determination of lead times and inventory distribution. Section 4.4
describes the cost analysis of our model, and section 4.5 concludes.
4.2 Flexible/in
exible capacity
4.2.1 Flexible Capacity { impact on capacity investment
Suppose the retailer wants the manufacturer to deliver the replenishment orders
within the period after the order is placed, then the production capacity has to
be large enough to complete the production of each replenishment order within
one time period. A key trade-o in capacity strategy is balancing the marginal
cost of installed capacity CK with the cost of capacity shortage [114]. In our
model a capacity shortage implies a unit production in overtime capacity at
cost CP.Chapter 4. Flexible and in
exible capacity strategies 75
The installed capacity K is the number of units that can be produced in a
period, and M is the production time of a single unit, expressed as a fraction
of a period, or K = M 1. The capacity shortfall in a given period measures
how much of the period's order quantity exceeds available capacity, or equiva-
lently, the number of units that are produced in overtime capacity in that period.
When the capacity is equal to the average order quantity, K = E(O), the man-
ufacturer experiences capacity shortfalls half of the time, resulting in frequent
production in overtime if the order pattern is volatile. Therefore, it may be
worth to invest in extra capacity above the average order quantity, in order to
counter the negative impact of volatility. The purpose of the \excess" capacity
is to provide a safety capacity to capture higher-than-expected orders. When
the order volatility increases, the expected capacity shortfall will increase, but
an investment in safety capacity can strongly reduce this capacity shortfall [114].
An alternative strategy is to set the capacity equal to the maximum order quan-
tity, K = Omax, so that the capacity shortfall is zero and there is no production
in overtime capacity. This would be a plausible strategy when the cost of pro-
duction in overtime capacity is extremely large or when no overtime capacity
is available. However, if for instance the order quantity reaches its maximum
only occasionally, it may turn out cheaper to install a capacity K < Omax and
occasionally produce in overtime capacity at cost CP (i.e., in case the order
quantity exceeds the installed capacity).
Hence the optimal capacity size K depends on the distribution of the replen-
ishment orders placed by the retailer. When the orders 
uctuate wildly, there is
more need to produce in overtime capacity, and consequently, one may increase
the installed capacity level K to reduce the capacity shortfall.
4.2.2 In
exible Capacity { impact on lead times
The second strategy is an in
exible capacity strategy; the manufacturer's capac-
ity remains at a xed level, irrespective of the retailer's order pattern, and this
capacity level may be lower than the maximum possible order quantity. As a
result, when the available capacity in a period is insucient to complete produc-
tion of an order, then the next period's capacity is used to continue production
of this order. There is no production in overtime capacity and the production76 4.3. Determination of lead times and inventory
of an order may be spread over several periods, so that lead times are variable
and can be strictly positive.
As the retailer's replenishment orders load the manufacturer's production, the
nature of this loading process relative to the available capacity and the variabil-
ity it creates determine the (production/replenishment) lead times. This was
also discussed in the previous chapter. Smoothing the order pattern results in
shorter and less variable lead times. On the other hand, amplifying the order
variability will induce longer and more variable lead times.
These lead times in turn aect the retailer's inventory requirements. This ca-
pacity strategy saves on capacity investment, but the inventory costs will be
larger than in the 
exible capacity scenario. In the 
exible capacity scenario,
the inventory costs for the retailer are low since every order is replenished in
the period after it is placed (called here zero lead times).
4.3 Determination of lead times and inventory
4.3.1 Generated order pattern
In the previous chapter (section 3.3), we showed that the generalized order-up-to
policy described by Eq. (4.1) under an i.i.d. demand gives rise to the following
autocorrelated order pattern:
Ot = (1   )  Ot 1 +   Dt: (4.3)
From this order \path" over time we can derive the steady state distribution of
the order sizes given the nite, discrete demand distribution fD(). We denote
this order distribution by fO() and its corresponding cumulative order distri-
bution by FO().
The order variability created by this replenishment rule can easily be derived







Hence, for 1 <  < 2 we amplify the demand variability in the replenishment
orders, and for 0 <  < 1 we dampen the order variability.Chapter 4. Flexible and in
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From Eq. (4.3) we observe that when 1 <  < 2, the order pattern is negatively
correlated and thus the generalized order-up-to policy may possibly generate
negative order sizes. Since in our model it is not possible to send negative
orders to production, we have to preclude the possibility of negative orders.
The following restriction on the parameter , given the minimum and maximum
demand size, ensures that Ot  1:
Dmin + (1   )  Dmax  2   : (4.5)
This result is derived from Theorem 1.
Theorem 1. When 1 <  < 2, the theoretical minimum and maximum order
sizes are respectively given by
Omin =




Dmax + (1   )Dmin
2   
: (4.7)
Proof. Let the order quantity Ot reach its maximum value Omax in an arbitrary
period t. Then, the order quantity in the next period t + 1 reaches its new
minimum value Omin when the minimum demand realizes:
Ot+1 =   Dmin + (1   )  Ot
= Omin:
Next, a new maximum Omax is reached in the subsequent period when the
maximum demand is realized:
Ot+2 =   Dmax + (1   )  Ot+1
= Omax:
Suppose the order pattern successively reaches its new minimum and maximum
order sizes. Then, O2n and O2n+1 are the respective minimum and maximum
order quantities, given by
Omin  O2n =   Dmin + (1   )  O2n 1 (4.8)
Omax  O2n+1 =   Dmax + (1   )  O2n: (4.9)78 4.3. Determination of lead times and inventory
When 1 <  < 2, we nd that the minimum and maximum order sizes are
respectively given by
Omin =




Dmax + (1   )Dmin
2   
: (4.11)
Indeed, substituting (4.10-4.11) into (4.8-4.9) returns (4.10-4.11) again.
4.3.2 Determination of lead time distribution
The replenishment orders that load the production system are characterized by
Eq. (4.3). We make a distinction between the 
exible and the in
exible capacity
strategy. When capacity is 
exible, every order is produced within the period
after it is placed, either making use of the installed capacity, or producing in
overtime capacity. Then, because of the assumed sequence of events (fulll de-
mand after receipt of the products), an order replenishes the inventory before
satisfying the demand in the next period. In other words, the risk period (ex-




exible capacity scenario coincides with the model described in the pre-
vious chapter, where the replenishment orders characterized by Eq. (4.3) load
the production queue. In the previous chapter, production times are phase type
(PH) distributed, whereas they are assumed to be deterministic in this chap-
ter. We can model deterministic production times by a PH distribution. For







corresponds to a deterministic distribution with a constant equal to 2. In ad-
dition we extend the analysis for values 1 <  < 2, taking the restriction given
by Eq. (4.5) into account. The resulting queueing analysis, described in sec-
tion 3.4.2 of the previous chapter, returns the lead time distribution fTp() for
each value of . Eq. (4.4) shows that as  increases, the variability in the ar-
rival pattern at the queue increases and consequently we expect longer and more
variable lead times.Chapter 4. Flexible and in
exible capacity strategies 79
4.3.3 Determination of inventory distribution
We characterize the retailer's inventory random variable to nd the safety stock
requirements. In section 3.5 of the previous chapter we developed expressions
for the inventory distribution in the in
exible capacity scenario (page 59). We
brie
y repeat these results and use them to derive expressions for the 
exible
capacity strategy.
Eq. (3.17) states that the net stock evolution is characterized by








with S = SS+E (Tp)E(D)+1=E(D) according to Eq. (3.32) and k the age
of the order in service. For the purpose of this chapter, we rewrite Eq. (4.12) as









i k  (Dt i   E(D)): (4.14)
The evolution of Zt determines the evolution of the net stock NSt. Since
E(Z) = 0, E(NS) = SS. By means of the analysis described in section 3.5,
we are able to nd the steady state distribution of Zt, denoted by fZ(). Re-
member that the exact analysis is not straightforward due to the correlation
between the dierent terms that make up Zt. The value of Dt k in
uences the
age k of the current order in service: the larger the demand size, the larger the
order size and consequently the longer it takes to produce the order. Moreover,
since the order quantity is also aected by previously realized demand terms,
the demand terms Dt i;i  k + 1 also in
uence the order's age, k.
Given the distribution of Z, the amount of safety stock SS determines the cor-
responding inventory distribution fNS(). The value of SS is a decision variable
and depends on the cost structure and the distribution of Z (see next section).
Since Z is function of , SS is also impacted by the value of .
In the 
exible capacity scenario each replenishment order is produced within
the period after it is placed, so that the production queue is always empty when80 4.4. Supply chain performance
an order is sent to production, or k = 0 in Eq. (4.14). Moreover, since the lead




(1   )i  (Dt i   E(D)); (4.15)
and its steady state distribution fZ() can be found from the compound demand
distribution.
4.4 Supply chain performance
In this section we measure the impact of the retailer's order decision (order vari-
ance amplication/dampening) on total supply chain performance. We consider
the inventory costs at the retailer and the capacity costs at the manufacturer,
and search for the value of the replenishment parameter  that minimizes total
supply chain costs for the 
exible and in
exible capacity scenarios. We illustrate
our analysis with a numerical example.
4.4.1 Cost model
The capacity costs include the capacity investment cost, given by C(K) =
C0 + CK  K, and the number of units that are produced in overtime capac-
ity in a period (which is zero in the in
exible capacity scenario). The inventory
costs per period consist of a holding cost to keep a unit in inventory for a unit of
time and a backlog cost for every unit of demand that can not be immediately
fullled from the inventory on hand. Hence the inventory costs are equal to
Ch  NS if NS  0, and Cb  ( NS) if NS < 0. It is however more elegant to
write the net stock NS as a function of the safety stock SS and the distribution
of Z, NS = SS   Z.
The cost-minimization problem can then be formulated as
min

fCINV (SS;Z) + CCAP(K;O)g; (4.16)Chapter 4. Flexible and in






























when capacity is in
exible. (4.18)
The inventory and capacity costs depend on the amount of safety stock SS,
the installed capacity K and the distribution functions of Z and O, which are
function of the replenishment parameter . In the remainder of this section we
determine the safety stock SS and the installed capacity K that minimize
respectively the inventory and capacity costs for a given value of . In our
analysis we make a distinction between the 
exible and the in
exible capacity
strategy.
4.4.2 Flexible capacity strategy
a) Optimal safety stock SS for a given 
The inventory cost function
CINV = Ch  E

(SS   Z)+




is minimized by the critical fractile value [98], which provides the optimal stock
out probability, given by:
Pr(NS < 0) = Ch=(Ch + Cb): (4.20)
The safety stock that corresponds to this stock out probability minimizes the
inventory costs. Thus, the optimal safety stock SS is given by
Pr(Z  SS
) = Cb=(Ch + Cb)
SS = F
 1
Z (Cb=(Ch + Cb)); (4.21)
where FZ() denotes the cumulative distribution function of Z. Substituting
SS into Eq. (4.19) then provides the lowest inventory cost for a given value of .82 4.4. Supply chain performance
Clearly, as Z becomes more volatile, the optimal safety stock SS increases,
and the corresponding inventory costs increase as well. From the steady state
distribution of Zt given by Eq. (4.15), we nd that
V ar(Z) = V ar(D)  1=(2   ): (4.22)
Hence, Z has a higher variance as we dampen the order pattern ( < 1) or as we
amplify the orders ( > 1), compared to a pure chase sales policy ( = 1). As a
result, the inventory costs increase as we dampen or amplify the order variance,
and they are minimal when  = 1.
b) Optimal capacity size K for a given 
In order to produce each order within one time period, the manufacturer has
to invest in capacity. The objective is to determine the installed capacity K,
dened as the number of units that can be produced per period, that minimizes
the capacity cost function, given by




The optimal capacity size K that minimizes this capacity cost function, satises
a newsvendor solution. Van Mieghem [114] shows that the optimal capacity
sizing condition is given by:
Pr(O > K) = CK=CP; (4.24)




O ((CP   CK)=CP); (4.25)
with FO() the cumulative order distribution function.
When the order sizes 
uctuate wildly, it is preferable to invest in more capacity
since there is more need for production in overtime capacity, which is much more
expensive than a capacity investment itself. On the other hand, when the order
pattern is 
at, the optimal capacity size K will be lower since there is less need
to produce in overtime capacity. The optimal capacity size therefore depends
on the retailer's ordering decision to amplify or dampen the order variance.
Since the order pattern increases in variability as  increases (see Eq. (4.4)),
the optimal capacity investment K increases as  increases.Chapter 4. Flexible and in
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c) Value of  that minimizes total supply chain costs
For a given value of the replenishment parameter  we described how to nd
the values of K and SS that minimize resp. the capacity and inventory costs.
The minimum total supply chain costs for a given value of  are found by simply
adding up the inventory and capacity costs corresponding to K and SS, since
there is no interaction between inventory and capacity costs. We then choose
the value of  that achieves the lowest total supply chain costs.
On the one hand, inventory costs show a U-shaped convex function of the pa-
rameter  with a minimum in  = 1; both order variance amplication and
dampening increase inventory costs compared to the chase sales policy. The ca-
pacity costs, on the other hand, increase as  increases. Compared to the chase
sales policy, the capacity costs are lower when order variance is dampened, and
higher when the order variance is amplied. Hence, total supply chain costs
may be reduced by dampening the orders, when the decrease in capacity costs
outweigh the increase in inventory costs. When the inventory costs increase to a
larger extent than the decrease in capacity costs, it is preferable not to dampen
any further. In other words, the extent to which we should smooth the order
pattern depends on the relative costs of capacity and inventory.
4.4.3 In
exible capacity strategy
a) Optimal safety stock SS for a given 
Analogous to the 
exible capacity strategy, the safety stock SS that minimizes
the inventory costs, is given by
SS = F
 1
Z (Cb=(Ch + Cb)): (4.26)
In this case however, Z is the steady state distribution of Zt, given by Eq. (4.14),
which has a more complex function than Eq. (4.15). The distribution of Z is now
aected by  in two ways. First, similar to the 
exible capacity strategy, the
order variance has an impact on the variance of Z. Fluctuations are minimal in
a pure chase policy ( = 1), and variability increases when orders are dampened
( < 1) or amplied ( > 1). But in the in
exible capacity strategy, there is also
a second factor that impacts the distribution of Z. The value of  aects the lead
time distribution as well; lead times increase as  increases. As a consequence,84 4.4. Supply chain performance
order variance dampening leads to lower and less variable lead times, exercising
a compensating eect on the required safety stock. This was the topic of the
previous chapter. On the other hand, order variance amplication increases the
inventory variability  and increases lead times, reinforcing the increased safety
stock requirements.
b) Optimal capacity size K for a given 
The capacity level remains xed in the in
exible capacity strategy, independent
of the order decision. Since there is no production in overtime capacity, the
capacity cost function, reduced to
CCAP = C0 + CK  K (4.27)
is consequently minimized when the installed capacity K is as small as possible.
However, the capacity K is related to the utilization rate of the manufacturer's
production system. The average utilization rate  is equal to the ratio of the
average batch production time over the average inter-arrival time. Orders are
placed every period, so the average inter-arrival time equals 1 period, and the
average batch production time equals the average order quantity times the single




and the optimal capacity investment K has to be larger than the average order
quantity E(O) in order to obtain a stable system with a production load 
smaller than one.
c) Value of  that minimizes total supply chain costs
For a given value of the replenishment parameter  we described how to nd the
value SS that minimizes the inventory costs. The capacity costs are minimized
when the installed capacity is as small as possible, provided that it exceeds the
average order quantity. However, the amount of excess capacity has an impact
on the lead times, which in turn determines the inventory costs. A large ca-
pacity investment decreases the production load, so that production (queueing)
lead times are shorter. On the contrary, a minor investment in excess capacityChapter 4. Flexible and in
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corresponds to a high production load with long lead times as a result. These
replenishment lead times determine the inventory costs at the retailer.
Hence, in order to minimize the total supply chain costs, we may not simply add
up the inventory and capacity costs, corresponding to K and SS, due to the
interaction between both. We need to trade-o capacity and waiting, which is,
in this case, a capacity-inventory trade-o. For instance, when inventory costs
are relatively cheap, it is preferable not to invest in too much excess capacity
and instead hold more inventory. A high cost of inventory on the contrary in-
creases the need for capacity investment in order to keep inventory holdings low.
In order to seek the lowest total supply chain costs, we assume a capacity size
K and measure the impact of  on the inventory costs. Order variance ampli-
cation increases inventory variability  and lead times, blowing up the inventory
costs. Order variance dampening on the other hand gives rise to shorter and less
variable lead times compared to the chase sales policy, which compensates the
increase in inventory variability. The lowest inventory costs are consequently
found when we smooth the replenishment orders to some extent. If we smooth
too much however, the lead time reduction may not compensate the increase in
inventory variability anymore, so that the resulting inventory costs increase.
To trade-o the cost of capacity against the cost of inventory, we change the
capacity level K and measure its impact on inventory costs. It is clear that lead
times (and inventory costs) decrease as the capacity investment K increases,
since this decreases the utilization rate. However, due to the complexity of
our queueing model we cannot quantify the exact relation between the utiliza-
tion rate and lead times analytically. Hence by means of a search procedure
we determine the optimal capacity size K that minimizes total supply chain
costs. Obviously, the value of K depends on the relative costs of capacity and
inventory.
4.4.4 Numerical example
Consider a retailer who daily observes a customer demand which is randomly
distributed between 21 and 40 units with an average of 30.5 units and a stan-
dard deviation of 7.5. The retailer replenishes his inventory with the general-
ized replenishment rule, i.e., he places orders at the end of every day equal to86 4.4. Supply chain performance
Ot = E(D) + [DIP   IPt].
When the replenishment parameter 0 <  < 1, the retailer sends a smooth,
positively correlated order pattern to the manufacturer. When 1 <  < 2, the
order pattern is negatively correlated with a larger variance than the observed
customer demand. In order to exclude the possibility of negative order quanti-
ties, we limit the replenishment parameter to   1:5 (larger values of  may
theoretically generate negative order quantities, see Eq. (4.5)).
We assume the following cost components. A holding cost Ch = 1 is incurred
per unit per day and a backlog cost Cb = 20 is incurred per unit that cannot
be immediately satised from the inventory on hand. There is a xed capacity
investment cost C0 = 2 and an additional cost per unit of installed capacity
CK = 2. A unit can be produced in overtime capacity at extra unit cost
CP = 20.
a) Flexible capacity strategy
In Figure 4.2 we plot the optimal safety stock SS that is required to maintain
a 95:24% customer availability service level (the optimal stock-out probability
equals Ch=(Cb+Ch) = 0:0476)), together with its corresponding inventory costs
Cinv. We observe that both the safety stocks and the inventory costs indeed
increase as the order variance is dampened ( < 1) or amplied ( > 1), and the
minimal inventory costs are found in a pure chase sales policy ( = 1). Overall,
we observe that inventory costs are relatively low due to the zero lead times.
In Figure 4.3 we plot the optimal capacity size K in function of the replenish-
ment parameter . As intuitively expected, K increases as the order pattern
becomes more volatile (i.e., as  increases), and the corresponding capacity costs
increase as well.
Finally, Figure 4.4 plots the total supply chain costs (CINV +CCAP) in function
of . We observe that order variance amplication ( > 1) increases total supply
chain costs sharply due to the reinforced eect of inventory and capacity costs,
while the decrease in capacity costs when we smooth the orders ( < 1) exercises
a dampening eect on total supply chain costs. Hence, dependent on the relative
size of capacity and inventory costs, order smoothing (to a certain extent) mayChapter 4. Flexible and in
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Figure 4.2: Impact of  on optimal safety stock and corresponding inventory
costs (
exible capacity)




























Figure 4.3: Impact of  on optimal capacity size and corresponding capacity
costs (
exible capacity)
decrease total supply chain costs. However, if we dampen the order variance
too much ( < 0:5), the decrease in capacity costs cannot compensate for the
increase in inventory costs any more, and total supply chain costs increase.
b) In
exible capacity strategy
Suppose we assume a constant daily capacity equal to 32.5 units (at a xed
capacity cost of CCAP = 67). This implies an average production load of88 4.4. Supply chain performance













Figure 4.4: Impact of  on total supply chain costs (
exible capacity)
 = 30:5=32:5 = 0:9385. The impact of  on the optimal safety stock SS
to provide a 95:24% customer service level, is shown in Figure 4.5. We observe
that the optimal safety stock indeed increases as the order variance is amplied
( > 1), but decreases when the order variance is dampened to some degree
(0:7 <  < 1). The lead time reduction exercises a compensating eect on the
optimal safety stock. However, when we dampen the order variance to a large
extent ( < 0:7), the decrease in lead times cannot compensate the increase in
inventory variability any more and safety stocks increase sharply.
The corresponding inventory costs show a similar trend. Since capacity costs
remain xed, independent of , the total supply chain costs are obtained by
adding the capacity cost of 67 to the inventory costs.
Suppose we increase the installed capacity slightly to K = 33 (at a total capac-
ity cost of CCAP = 68). This extra capacity investment decreases the average
production load to  = 30:5=33 = 0:9242, which in turn causes lead times to
decrease. Since lead times determine the optimal safety stocks, an investment
in excess capacity will reduce the corresponding inventory costs.
In Figure 4.6 we plot the impact of an increase in capacity to K = 33 on the
resulting inventory costs. The inventory costs are indeed signicantly lower
compared to a capacity size K = 32:5. Moreover, adding the capacity cost
of 68 to these inventory costs, we obtain lower total supply chain costs: the
decrease in inventory costs compensates the increase in capacity costs. Hence,Chapter 4. Flexible and in
exible capacity strategies 89




























Figure 4.5: Impact of  on optimal safety stocks and corresponding inventory
costs (in
exible capacity)
in this case, it would be benecial to increase capacity (at extra cost) in order
to improve total supply chain performance.






















This numerical example well illustrates the dynamics resulting from the retailer's
inventory decision and the manufacturer's strategy of a 
exible or an in
exible
capacity. Both in the 
exible and in
exible capacity scenarios, order variance
amplication increases total supply chain costs, and order variance dampening90 4.5. Conclusions
may lead to lower supply chain costs. Consequently order smoothing is prefer-
able. The degree to which we should smooth depends on the observed customer
demand pattern and the cost components in the supply chain. In our example
it is optimal to smooth the orders to a limited extent (  0:7).
The question whether companies should pursue a 
exible or an in
exible ca-
pacity, depends on the relative size of capacity and inventory costs. The in-

exible capacity strategy leads to higher inventory costs due to the stochastic
lead times. These inventory costs may be reduced by increasing the installed
capacity. Flexible capacity on the other hand requires production in overtime
capacity and may require a large capacity investment, but benets from low




In this chapter we consider a downstream replenishment rule that is able to am-
plify or dampen the order variance upstream, and we analyze the impact of this
replenishment decision on total supply chain performance. The upstream eche-
lon prefers a dampened or smooth order pattern from its downstream partner
in order to minimize its own capacity costs. The latter however is not inclined
to do so since a reduction in its order variance comes at the cost of an increased
inventory cost. Both order variance amplication and dampening increase the
inventory variability, in
ating the safety stock requirements.
We propose a coordinative supply chain approach and consider two strategies
investigating the capacity-lead time trade-o. When capacity is in
exible, order
variance amplication results in longer and more variable lead times, increasing
the inventory costs even more. At the same time order variance dampening
decreases lead times, exercising a compensating eect on the retailer's invento-
ries. When capacity is 
exible, lead times can be reduced at the cost of extra
capacity investment. However, as orders become more variable, the cost of ex-
tra capacity can be considerable. On the other side, order smoothing decreases
the capacity requirements. The lowest costs are in both scenarios found when
orders are somewhat dampened. The extent to which we should dampen the
order variance depends on the relative costs of capacity and inventory.Chapter 5
Impact of correlation in
demand on lead times and
safety stocks
Prediction is very dicult,
especially if it's about the future.1
This chapter explores the impact of correlation in demand on supply chain
performance. Unlike the previous chapters, we assume in this chapter that cus-
tomer demand is given by a rst-order autoregressive pattern (and not an i.i.d.
process). The retailer uses the adaptive order-up-to replenishment rule and
forecasts demand with the minimum mean squared error forecasting method,
which is optimal at minimizing (holding and backlog) inventory cost when de-
mand is a correlated process. Due to the correlation in demand, the bullwhip
eect may naturally arise, which implies that the replenishment orders have a
greater variability than the observed customer demand. We assume the man-
ufacturer produces the retailer's orders on a make-to-order basis, and focus on
the impact of the bullwhip eect on the production lead times and the safety
1Nils Bohr, Nobel laureate in Physics
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stock requirements. However, a lead time interaction eect occurs. The re-
plenishment decision depends on the forecasted demand during the expected
lead time, whereas the actual manufacturing lead time itself depends on the
replenishment decision (production order). We develop an iterative procedure
to solve this lead time dependency problem and present an exact solution to
the corresponding production/inventory system, taking the correlation between
demand and lead times into account.
5.1 Introduction
This chapter aims to extend the existing research on order-up-to policies with
correlated demand to a production/inventory environment, where lead times
are endogenously generated by a queueing model. In other words we include
the impact of the inventory policy on production lead times and use these lead
times in our inventory model. However, in this setting a lead time interaction
issue arises. In an order-up-to policy under correlated demand, the replenish-
ment decision depends on the forecasted demand during the expected lead time,
whereas the actual manufacturing lead time itself depends of course on the pro-
duction order, which is equal to the replenishment decision. In order to solve
this lead time dependency problem we develop an iterative procedure to con-
verge expected and actual lead times.
The analysis of the resulting production/inventory system also provides a more
accurate analysis of the retailer's inventory control. The inventory control sys-
tem should work with a lead time that is a good estimate of the real lead time,
depending on the production load, the interarrival rate of orders, and the vari-
ability of the production system [52]. This is also argued in the previous chap-
ters. To nd the retailer's safety stock requirements, we therefore characterize
the inventory random variable in the resulting production/inventory system. It
is well known that in an order-up-to policy the inventory distribution depends
on the distribution of the lead time demand. Since lead times are correlated
with demand (a large customer demand generates a large order quantity, result-
ing in longer lead times), we need to determine the joint distribution of demand
and lead times in order to obtain an exact result for the inventory distribution.Chapter 5. Impact of correlation in demand 93
This chapter is organized as follows. The following section presents a brief
overview of the related literature. Section 5.3 describes our research model
and oers expressions for the order process generated by the inventory policy.
In section 5.4, an iterative procedure is developed to determine the lead time
distribution given this order pattern and section 5.5 is devoted to the analysis
of the resulting production/inventory system. Finally, section 5.6 numerically
illustrates the impact of demand correlation on lead times and safety stocks.
Section 5.7 concludes.
5.2 Literature review
Several papers discuss the bullwhip eect under a correlated demand model.
Kahn [59] and Lee et al. [71] were among the rst to demonstrate the existence
of variance amplication when the retailer follows an optimal inventory pol-
icy and demand is positively serially correlated. Later on, Chen et al. [25, 26]
quantied the bullwhip eect when a correlated demand is forecasted using the
moving average (MA) or exponential smoothing (ES) technique.
Zhang [125] studies the role of forecasting in relation to the bullwhip eect and
introduces a forecasting procedure that minimizes the mean squared forecasting
error for the underlying demand process. This minimum Mean Squared Er-
ror (MSE) forecasting method minimizes the variance of the forecasting error
among all linear forecasting methods, therefore it obviously leads to the lowest
inventory costs. Alwan et al. [3] employ this optimal forecasting scheme and
determine the underlying time-series model of the resulting ordering process.
They reveal that there is no bullwhip eect for a negatively correlated process,
as opposed to the MA and ES forecasting methods, which always create bull-
whip, independent of the demand parameters [36]. In a similar paper, Luong
[76] investigates the eect of the autoregressive coecient and the lead time on
the behavior of the bullwhip eect. Hosoda and Disney [55] extend the existing
results to a three echelon supply chain model and nd analytical expressions for
the bullwhip and inventory variance at each echelon of the supply chain.
The above mentioned papers assume that the replenishment lead time is con-
stant. Chateld et al. [23] include stochastic lead times in a simulation analysis
on the bullwhip eect. They state: \The constant lead time assumption is es-94 5.3. Model description
pecially restrictive in light of the variable lead times actually present in many
supply chains" [23, p. 341]. In a recent paper, the same authors provide ex-
pressions for quantifying the bullwhip eect under an i.i.d. demand and gamma
distributed lead times [62].
One step further is to include endogenous lead times in the analysis, instead of
exogenous lead times. This means that we do not merely assume the replenish-
ment lead time to be a random variable with a given probability distribution, but
we explicitly include the impact of the replenishment decision on the production
lead times and use these lead times in our inventory model. In this sense it is
related to the literature on production planning with load dependent lead times.
De Kok and Fransoo [33] and Pahl et al. [88] present an extensive overview of
the literature on the interaction between order release models and lead times.
When lead times are frequently updated, this may lead to uncontrolled order
release patterns [96]. This phenomenon is referred to as the lead time syndrome:
as the lead times get longer, orders are released earlier (or order quantities be-
come larger), queues and 
ow times get longer, which causes again longer lead
times. Selcuk et al. [95] present an analytical evaluation of the lead time syn-
drome and provide stability conditions of systems with adaptive lead times.
This chapter complements the above works, but it diers from them because
we do not update lead times depending on the current production load in the
queueing system. Instead, we develop an iterative procedure to determine the
lead time distribution corresponding to the order pattern over time. Our contri-
bution is threefold. First, we analyze the impact of the bullwhip eect on lead
times. Second, we solve the lead time dependency problem that arises in this
setting. Third, we nd an exact solution to the inventory distribution and the
safety stock requirements of the corresponding production/inventory system,
taking the correlation between customer demand and lead times into account.
5.3 Model description
We brie
y repeat our research model. We consider a retailer that maintains a
single-item inventory. The retailer orders and replenishes his stock from a man-
ufacturer on a 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for the product is a discrete (integer-valued) and non-negative random variable.
All shortages are backlogged. The manufacturer does not hold a nished goods
inventory, but produces the retailer's orders on a make-to-order basis. Once
the replenishment order is produced, it replenishes the retailer's inventory. The
time from the period an order is placed to the period that it replenishes the
retailer's inventory, is the replenishment lead time.
We model the manufacturer's capacitated production stage by a discrete-time
single-server queueing model that processes the orders rst-come-rst-served.
Hence, the possibility of order crossovers is excluded. The service times of a
single unit are independent and identically distributed (i.i.d.) according to a
phase type (PH) distribution. To ensure stability (of the queue), we assume
that the utilization of the production facility (average batch production time
divided by average batch interarrival time) is strictly smaller than one. The
queueing process at the manufacturer implies that the retailer's replenishment
lead times are stochastic and correlated with the order quantity.
In the following, we describe in more detail the demand process, the order-up-
to policy and the forecasting model in order to obtain expressions for the order
pattern sent to the manufacturer's production.
5.3.1 Demand process
There are a number of potential stochastic processes that can be assumed
for the customer demand process, ranging from a simple i.i.d. process to a
non-stationary process. One industrially relevant, 
exible, correlative demand
process that has often been studied in the supply chain literature is the rst-
order autoregressive or AR(1) model. Traditionally, an AR(1) demand is mod-
eled as
Dt =  + Dt 1 + "t; jj < 1; (5.1)
where Dt is the demand observed in period t,  is the rst-order autocorrela-
tion coecient,  is a constant that determines the mean of the demand, i.e.,
E (D) = =(1   ), and "t is an i.i.d. random error with mean 0 and variance
2. The demand variance is given by V ar(D) = 2=(1   2). The assumption
of jj < 1 assures that the demand process is covariance stationary.96 5.3. Model description
Equivalently, Eq. (5.1) can be written as a mean-centered demand pattern,
which omits the variable :
Dt = E(D) + (Dt 1   E (D)) + "t: (5.2)
For the purpose of this chapter, we prefer, however, to use a slightly dierent
notation. We assume customer demand follows the following correlated process:
Dt =  Dt 1 + (1   )Gt; (5.3)
where Gt is a random i.i.d. term with mean E(G) > 0 and variance V ar(G). The
error term is consequently given by (1   )Gt. For  1 <  < 0, the demand
process is negatively correlated and will exhibit period-to-period oscillatory be-
havior. For 0 <  < 1, the demand process is positively correlated which will
be re
ected by a wandering or meandering sequence of observations.
As will become clear in the remainder of this chapter, this particular notation
reveals some elegant formulations and remarkable similarities between the de-
mand pattern and the order pattern when demand is forecasted using the MSE
forecasting technique. This reduces the complexity in the Markov analysis con-
siderably, which is used to estimate lead times.
Whereas in the traditional notation (Eq. (5.1)) the error term " has mean 0, and
the average demand equals =(1   ), in our notation (Eq. (5.3)), the average
demand is equal to the average error term, E(D) = E(G). The variance of
demand is equal to V ar(D) =
1 
1+ V ar(G), so that the demand decreases in
variance as  increases towards 1.
Moreover, when 0   < 1, the minimum and maximum demand are given
by the minimum and maximum values of G respectively, or Dmin = Gmin and
Dmax = Gmax. When  1 <   0, the minimum and maximum demand are
given by, respectively,
Dmin = (Gmin +  Gmax)=(1 + ); (5.4)
Dmax = (Gmax +  Gmin)=(1 + ): (5.5)
This provides a condition on Gmin;Gmax and  to avoid negative customer de-
mand. These upper and lower bounds on the demand size are derived from the
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(see page 77), where Ot and Dt are substituted by Dt and Gt respectively, and
 = 1   .
A nal advantage of this notation can be seen in a multi-echelon context.
Whereas we consider only two supply chain echelons (retailer-manufacturer)
in this chapter, we may just as well regard these two echelons as part of a multi-
echelon supply chain. The retailer's demand pattern D may be the result of
an order decision made by a downstream supply chain partner who responds
to a random demand G. When we smooth the demand G with the generalized
order-up-to policy presented in section 3.3 (page 46), then the resulting order
size, denoted by Dt in this case, corresponds to Eq. (5.3) when we set  = 1 .
5.3.2 Order-up-to policy
The retailer controls his inventory with the standard order-up-to policy, which
is optimal when there is no xed ordering cost and both holding and shortage
costs are proportional to the volume of on-hand inventory or shortage [84, 126].
The order-up-to level is determined to achieve a desired service level. Here, the
service level is dened as the fraction of customer demand that can be immedi-
ately satised from the inventory on hand, known as the ll rate [126].
Let Ot represent the ordered quantity in period t to be delivered in period t +
Tp+1, where Tp is a stochastic lead time for the manufacturer to produce/fulll
an order, and let St be the order-up-to level, which equals the inventory position
after placing the order in period t. The timing of events (rst receive goods from
manufacturer, then satisfy demand and nally place replenishment order) and
the conservation of 
ow imply that
Ot = St   St 1 + Dt: (5.6)
The order-up-to level is the sum of the forecasted lead time demand and the
safety stock. We dene lead time demand as the total demand during the risk
period, L, or DL
t =
PL
i=1 Dt+i, and let b DL
t be its forecast. The risk period
is equal to the review period (1 period) plus the replenishment lead time (Tp
periods). Since lead time is stochastic, the lead time demand is a stochastic
sum of a random number of random variables. Then,
St = b DL
t + SS; (5.7)98 5.3. Model description
where SS denotes the safety stock that is required to achieve the desired service
level. Since there is correlation in demand, the demand forecast is updated
when a new demand realisation occurs. Hence the lead time demand forecast
changes every period, and the order-up-to level St in Eq. (5.7) is adaptive over








stating that the order quantity is equal to the observed demand plus the dif-
ference between the lead time demand forecast of the current period and the
previous period. In the next subsection we dene how to forecast lead time
demand.
5.3.3 Forecasting model
Several techniques are available to forecast lead time demand. The moving
average (MA) and exponential smoothing (ES) forecast methods are widely em-
ployed because of their simplicity and ease of implementation. However, when
demand follows an AR(1) process, the minimum Mean Squared Error (MSE)
forecasting method is the preferred forecasting scheme, since it minimizes the
inventory deviations over time [3]. With the MSE forecasting method, the
demand forecast is conducted so as to minimize the expected mean squared
forecast error. It is the conditional expectation of future demand, given current
and previous demand observations [17]. Hence the MSE forecast should be used
when inventory cost is of primary concern [125]. This forecasting technique as-
sumes however that the underlying parameters of the demand model are known
or that an innite number of demand data is available to estimate these para-
meters accurately.
For the AR(1) demand process given by Eq. (5.3), the MSE forecast of next
period's demand is given by
b Dt+1 = Dt + (1   )  E(G); (5.9)
and the i-period ahead demand forecast is given by
b Dt+i = iDt +
 
1   i
 E(G): (5.10)Chapter 5. Impact of correlation in demand 99































It is clear from the above expressions that the MSE forecasting scheme explicitly
takes the correlative demand structure into account, which is not the case in
the non-optimal ES and MA forecasts. Moreover, instead of forecasting the one-
period ahead demand and multiplying this with the lead time L, it calculates
the forecast of the demand over the lead time horizon L. The subtle dierence
between the two methods is that in the former construction, the lead time L is
explicitly multiplicative, whereas in the latter L is implicitly additive [62].
5.3.4 Generated order process
Given the expression of the lead time demand forecast, we can determine the or-
der quantity that is generated by the order-up-to policy. Substituting Eq. (5.11)
into Eq. (5.8) returns a similar result as obtained by Zhang [125], Hosoda and
Disney [55] and Luong [76]:
























Eq. (5.13) states that the retailer's order quantity is equal to a linear com-
bination of the observed demand size in the current period and the demand







1  , implying that the distribution of L is required to make the or-
der decision. Usually, the retailer uses historical data to obtain this information.100 5.3. Model description
By substituting the expression for the correlated customer demand given by













This expression for the order quantity is surprisingly similar to the expression
of customer demand itself. Substituting  by E
 
L+1
in the expression of the
demand pattern (Eq. (5.3)), results in the order pattern, given by Eq. (5.14).
5.3.5 Order variance amplication/dampening









































If we dene the bullwhip eect, BWE, as the degree of order variance ampli-





then we nd that there is no variance amplication when the correlation coe-
cient is negative. Moreover, there is an anti-bullwhip, or de-whip eect, which
means that the orders are smoothed compared to the demand pattern when
demand is negatively correlated:






















,   0: (5.17)
This result contrasts sharply with the traditional, non-optimal, MA and ES
forecasting techniques, which always result in bullwhip, independent of the ob-
served demand pattern [36]. Eq. (5.17) shows that there is a natural smoothing
in the orders when demand is negatively correlated and forecasted with the MSEChapter 5. Impact of correlation in demand 101
forecast scheme.
When customer demand is positively correlated, then the bullwhip eect is
always present:




















,   0: (5.18)
Note that when there is no correlation in demand, i.e., when  = 0, there is no
bullwhip eect, or BWE = 1. Indeed, when demand is i.i.d., we obtain a chase
sale policy with orders equal to the demand. This was the topic of chapter 2.
Hence, as soon as demand becomes positively correlated (0 <  < 1), the
order variance is amplied. On the contrary, when demand is negatively cor-
related ( 1 <  < 0), there is a natural smoothing in the order pattern by
using the MSE forecast technique. Since the manufacturer produces on a make-
to-order basis, the order pattern has an impact on the lead times. Positive
autocorrelation in demand amplies the variability in orders, with increasing
production/replenishment lead times as a consequence. On the other hand, a
negatively correlated demand dampens the order variability, resulting in shorter
lead times. These lead times in turn determine the safety stock requirements.
5.4 Determination of lead times
5.4.1 Lead time dependency problem
Every period the retailer sends his replenishment order to the manufacturer.
Since the manufacturer starts producing as soon as an order arrives at the
queue, the replenishment orders described by Eq. (5.14) load the production
queue. The nature of this loading process relative to the available capacity
and the variability it creates are the primary determinants of lead times [61].
According to the laws of factory physics, a more variable arrival pattern at
the production queue induces longer and more variable lead times [52]. Conse-
quently the order pattern determines the distribution of the lead times.102 5.4. Determination of lead times
From Eq. (5.14) however, we see that the order pattern itself is dependent on
the lead time distribution. In other words, we need the lead time distribution
to determine the order pattern. We consequently face a lead time dependency
problem: the order pattern is dependent on the lead time distribution, while
the lead time itself is dependent on the order pattern. In order to solve this
mutual dependency problem, we develop an iterative procedure.
We start with an initial guess for the lead time distribution T 0
p. Typically, we
select T 0
p deterministically, equal to 0 periods. Next, for n > 0, we make use
of T n 1
p to determine the order pattern in Eq. (5.14). Given this expression
for the order pattern, we determine the new lead time distribution T n
p and
repeat this procedure. Notice, the only manner in which T n
p aects the system
behavior is through the term E(Ln+1) in Eq. (5.14), with Ln = T n
p + 1. As
soon as
 E(Ln+1)   E(L(n 1)+1)
  drops below a predened error value , e.g.,
 = 10 14, we can consider T n
p as suciently close to the actual lead time
distribution Tp. Note that, when  is negative, the value of Ln+1 is alternately




towards zero as ln increases, so that E(Ln+1) converges (with ln a realization
of Ln).
5.4.2 Queueing model
To estimate the lead time distribution at iteration n, we develop a discrete time
queueing model. The arrival process consists of batch arrivals with a xed inter-
arrival time (equal to one (review) period) and with variable batch sizes, which
are, in our model, correlated. The service times of a single unit, denoted by
M, are stochastic and i.i.d. according to a phase type (PH) distribution. When
the time unit U is chosen as half of the mean service time of a single item, i.e.,
U = E(M)=2, we showed in chapter 2 that we are able to match the rst two
moments of the single unit service times, E(M) and V ar(M), by means of a PH
distribution with only 2 phases (see section 2.5). This reduces the complexity
of our queueing model. The PH distribution is then characterized by the pair
(T;), where T is a 22 substochastic matrix and  a 12 stochastic vector.
When we choose U to be the time unit of our queueing system, this implies
that orders placed every period arrive at the queue at time epochs 0;d;2d;:::,
where d  U = 1 period. The order size at these time epochs is driven by anChapter 5. Impact of correlation in demand 103
underlying Markov process with state space fx : x = 1;:::;gmaxg, where gmax
is the maximum value the random i.i.d. term G can attain, i.e., gmax is the
smallest integer such that Pr(G > gmax) = 0. Indeed, according to Eq. (5.14),










where Dt is the customer demand random variable at time t. Hence, by keeping
track of the state of the demand at time (t   1)d we can easily determine the
order size at time td. The state of the demand itself evolves as
Dtd = D(t 1)d + (1   )Gtd; (5.20)
which has an obvious Markovian nature. Using induction on t we easily estab-
lish that E (O) = E (D) = E (G). From Eqs. (5.19-5.20) we see that if we know
the value of D(t 1)d, we can dene the transition to the values of Dtd and Otd
(and their respective probabilities) from the value of Gtd (and its probability
function). This of course reduces the complexity of our Markov analysis, since
we only need the value of D(t 1)d to determine the transition probabilities to
both Dtd and Otd.
The demand and order size resulting from (5.20) and (5.19), respectively, can
be a real number. However, as it is more natural to have demands of integer
size, the actual demand (determining the order size) is stochastically rounded







Dtd if Dtd 2 N;
dDtde with probability Dtd   bDtdc if Dtd 62 N;
bDtdc with probability dDtde   Dtd if Dtd 62 N:
(5.21)
Suppose for instance that the arrival process generates a demand quantity of
5:8. Since 5:8 is not an integer, we round this to 5 units with a probability of
0:20 and to 6 units with a probability of 0:80. This (integer) number of units
constitutes the demand which determines the batch size that has to be produced
by the manufacturer. Notice, the expected value E(D
td) = E(Dtd) = E(D),
meaning the expected value is not aected.104 5.4. Determination of lead times
Moreover, because only an integer number of items can be produced, the batch

































td is found by Eq. (5.19) when replacing D(t 1)d by D
(t 1)d. In order
to simplify the notation, however, we will use respectively Dtd and Otd instead
of D
td and O
td, and assume in the remainder of this section that Dtd and Otd
are rounded according to Eqs. (5.21) and (5.22) respectively.
Discretizing the range of the demand and order sizes on the integer values is not
only more natural, but also helps in computing the lead time distribution in an
ecient manner. That is, it allows us to construct a Markov chain that has a
considerably smaller state space, leading to a less stringent time and memory
complexity for the numerical procedure involved.
5.4.3 Markov chain analysis
In order to estimate the lead time distribution we start by dening the following
additional random variables:
 tn : the time of the n-th observation point, which we dene as the n-th
time epoch during which the server is busy,
 a(n) : the arrival time of the order in service at time tn,
 Vn : the age of the order in service at time tn, dened as the duration
(expressed in the time unit of the queueing model, i.e., U) of the time
interval [an;tn),
 Cn : the number of items of the order in service that still need to complete
service at time tn,
 Sn : the service phase at time tn.
All events, such as arrivals, transfers from the waiting line to the server and
service completions are assumed to occur at instants immediately after the dis-
crete time epochs. This implies that the age of an order in service at some timeChapter 5. Impact of correlation in demand 105
epoch tn is at least 1.
Thus, (Vn;Da(n);Cn;Sn) forms a Markov chain on the state space N0fx : 1 
x  gmaxgfc 2 f1;2;:::;gmaxgf1;2g, because Vn is a positive integer, Da(n)
(the demand at the time the order in service was placed) is an integer between
1 and gmax as is Cn and the PH service has two phases. In order to characterize
its transition matrix, we start by deriving an expression for the probabilities
Pr(Gtd = g;Dtd = k0jD(t 1)d = k) for k;k0 and g in f1;:::;gmaxg. As a result
from the stochastic rounding to integer demand values given by Eq. (5.21), these
conditional probabilities, which we denote as p(g)(k;k0), can be computed as:




(k +  g)   bk +  gc

+
1fk+ g=k0g + 1fk0<k+ g<k0+1g
 
d(k +  g)e   (k +  g)
o
; (5.23)
where   = (1   ) and 1fAg is 1 if the event A is true and 0 otherwise. Com-
bining these probabilities with Eq. (5.22), we are now in a position to set up an
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Let us now have a look at the evolution of the Markov chain (Vn;Da(n);Cn;Sn).
At each transition step, there are three possibilities. First, the current item in
production stays in service and the phase of the service process may change. Sec-
ond, the current item in service nishes production, and a new item of the same
batch enters production. Third, the current item in service nishes production
and when this is the last item of the batch, the complete batch is produced. The
order quantity of the new batch that is taken in production is given by p[q](k;k0)
according to Eq. (5.24). Let (P)(a;k;r;s);(a0;k0;r0;s0) be the transition probabilities
of the Markov chain (Vn;Da(n);Cn;Sn). These probabilities are then given by
(P)(a;k;r;s);(a0;k0;r0;s0) =
8
> > > > <
> > > > :
Ts;s0 a0 = a + 1;k0 = k;r0 = r;
tss0 a0 = a + 1;k0 = k;r0 = r   1  1;
tss0p[q](k;k0) a0 = max(a   d + 1;1);r0 = q;r = 1;
0 else,106 5.4. Determination of lead times
(5.25)
with t = (e   Te) denoting the probability that the current unit in service n-
ishes production. As a consequence, we have the following form for the transition
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where A0 and Ad are square matrices of dimension mtot = 2g2
max. The matri-
ces A0 represent the probabilities that the service of the batch continues and
are given by the rst two equations of (5.25), while the matrices Ad represent
the probabilities that the service of the batch nishes and are given by the 3rd
equation of (5.25).
The MC characterized by Eq. (5.26) is of the GI/M/1 type [85]. From an op-
erational point of view it is clear that the proposed queueing system is stable
if and only if its utilization  is strictly smaller than one, or equivalently if the
average production time of a batch order is strictly smaller than the average
inter-arrival time of a batch order. Since we have chosen the time unit of our
queueing model such that the average production time of a single unit is equal
to 2, and the average batch order size is equal to the average demand E(D),
the average production time of a batch order is 2E(D). The inter-arrival time
of an order is one (review) period, or, when we express it in the time unit of
our queueing model, equal to d time units. Hence the stability condition can
be rephrased as 2E(D) < d. This condition is not restrictive as a system with
a load  > 1 leads to innite lead times as the demand is greater than the
production capacity.
As stated before, for an ergodic MC of the GI/M/1 type, one computes the
steady state vector  of P, that is, P =  and e = 1, as follows:
1 = 1(I   R
d)(I   R)
 1Ad; (5.27)
i = 1Ri 1; (5.28)Chapter 5. Impact of correlation in demand 107
where  = (1;2;:::) and i is a 1  mtot vector, for all i > 0. The vector 1
is normalized as 1(I   R) 1e = 1 and the mtot  mtot rate matrix R is the
smallest nonnegative solution to the matrix equation R = A0 + RdAd and can
be numerically solved with a variety of algorithms, e.g., Neuts [85], Ramaswami
[90], Alfa et al. [1].
Having obtained the steady state vector  = (1;2;:::), we can obtain the
response time using the following observation: The probability that an order
has a response time of a time units can be calculated as the expected number
of orders with an age of a time units that complete their service at an arbitrary
time instant, divided by the expected number of orders that get completed
during an arbitrary time instant (that is, 1=d for a queue with  < 1). As such,
denoting Tr as the response time (expressed in the time unit U) we have




where a(k;r;s) represents the steady state probability of being in state (a;k;r;s).
Notice, to make sure that an order completes its service, the number of remain-
ing customers requiring service cannot be more than one.
We chose the time unit U of our queueing system as half of the mean production
time of a single item (i.e., E(M)=2). Thus, if we want to express the lead time
in terms of the number of periods needed to replenish an order, we still need to
make the following conversion:
Pr(Tp = i) =
X
j
Pr(Tr = j)  1fdj=de=ig; (5.30)
where 1fAg is 1 if the event A is true and 0 otherwise. Note that this conversion
at the same time rounds the (possibly fractional) response time Tr to the discrete
replenishment lead time, Tp, expressed in an integer number of periods. This
lead time distribution, Tp, is then used to start a new iteration.
5.5 Producton/inventory control
With the lead time distribution that corresponds to the retailer's order pattern,
we can analyze the retailer's inventory behavior and determine its safety stock
requirements to provide a target service level. To do so, we characterize the108 5.5. Producton/inventory control
inventory random variable in the resulting production/inventory system. Since
the inventory is controlled by stochastic lead times, the inventory is not necessar-
ily replenished every period and we do not know exactly when a replenishment
occurs. Moreover, the queueing analysis implies that it takes a longer time to
produce (and consequently replenish) a larger order quantity. Hence the order
quantity and its replenishment lead time are correlated, which has an impact on
the calculation of the inventory distribution. Therefore, if we want to determine
the inventory distribution and the corresponding safety stock requirements in
an exact way, we need to take this correlation into account. In this section we
rst dene the evolution of the net stock over time, then we nd its steady state
distribution, and nally we determine the safety stock requirements to provide
a target customer service.
5.5.1 Evolution of the net stock
We monitor the inventory on hand at the end of period t, after customer de-
mand Dt is observed and after a replenishment order Ot has been placed. At
that time, there may be l  0 orders waiting in the production queue and there
is always 1 order in service (since the observation moment is immediately after
an order placement) which is placed l periods ago (Ot l). Note that l is a func-
tion of t, but we write l as opposed to l(t) to simplify the notation.
The inventory on hand or net stock NSt is equal to the initial inventory on
hand plus all replenishment orders received so far minus total observed customer
demand. At the end of period t, the order Ot l is in service, and the orders
placed more than l periods ago, i.e., Ot i;i  l + 1, are already delivered in
inventory, while customer demand is satised up to the current period t. For
our purposes the initial inventory level is a control variable, equal to the safety
stock SS, determining the retailer's customer service. Moreover we assume that
Ot = Dt = E(D) for t  0, so that the net stock after satisfying demand in
period t is equal to






Dt i: (5.31)Chapter 5. Impact of correlation in demand 109
Since Dt = E(D) for t  0, the lead time demand forecast in period 0 is equal
to b DL









































































































(Dt l 1   E (D)): (5.33)
Substituting (5.33) into (5.31), we nd that the net stock is equal to the safety
stock plus the dierence between the average lead time demand and the realised
lead time demand plus a fraction of the dierence between the last observed
demand before the order in service was placed, and the average demand (which
is there to incorporate the trend in demand into the replenishment orders):











(Dt l 1   E (D)): (5.34)













Gt i; (5.35)110 5.5. Producton/inventory control
so that substituting (5.35) into (5.34) provides the following expression for the
net stock:
NSt = SS +
 


























5.5.2 Steady state distribution of the net stock
We need to determine the steady state distribution NS of the net stock evolu-
tion NSt, characterized by Eq. (5.36). To do so, we focus on the steady state















Some care must be taken when evaluating (5.37), since there is correlation be-
tween the terms that make up Zt. The values of Gt l and Dt (l+1) in
uence the
number of orders l in the queue. According to Eq. (5.14), the values of Gt l and
Dt (l+1) determine the order quantity Ot l. It is intuitively clear that if Ot l
is large, it takes a longer time until production is completed, so that l increases.
It is however possible to include this correlation in our analysis, making use of
the Markov analysis described in section 5.4.3. Since this analysis is done in
the time unit U of our queueing system, where 1 period corresponds to d time
units U, we will work in the remainder of this section in the time unit of the















To obtain the distribution of Z = limt!1 Zt we need to nd the joint prob-
abilities of having l ongoing orders at the end of a period (i.e., immediately
after placing a new order), while Gt dl = g and Dt (l+1)d = k. We denote
these probabilities as Pr

^ B = l; ^ G = g; ^ D = k

. Notice, ^ B is the limiting dis-
tribution of l(t) as t goes to innity. In order to determine these joint proba-
bilities, we could extend the 4-dimensional Markov chain (Vn;Da(n);Cn;Sn),
set up to nd the lead time distribution, to a 6-dimensional Markov chainChapter 5. Impact of correlation in demand 111
(Vn;Da(n) d;Da(n);Ga(n);Cn;Sn), which tracks the error term Ga(n) and the
demand Da(n) d. However, doing so will increase the dimensions of the block
matrices of the transition matrix (5.26) with a factor g2
max, which increases the
time and memory complexity of the numerical procedure to nd the steady state
probabilities of the corresponding Markov chain.
Instead, we compute the required joint probabilities from the (known) steady
state vector  of the previously used Markov chain (Vn;Da(n);Cn;Sn) in a
number of steps. First, we observe this Markov chain just before the service
completion of the n'th replenishment order, and we determine the system state
probabilities at the start of service of the next replenishment order n+1. In this
transition step, we retain the error term G(n + 1), the order quantity O(n + 1)
and the value of the previous customer demand D(n). Then, we observe the
system at an arbitrary busy moment and derive its steady state vector. This is
nearly identical to the steady state vector , but additionally contains the values
of G(n+1) and D(n). In the last step, we restrict to arrival instants only, i.e., we
observe the system just after an order arrives at the queue, which corresponds
to the end of a period. This allows us to determine the joint probabilities
Pr

^ B = l; ^ G = g; ^ D = k

, which enables to nd the net stock distribution in
an exact way.
Step 1
We start by determining the system state probabilities at the start of service.
To describe this state we dene the probability that given the demand value
D(t 1)d = k, the error term in the next period Gtd equals g and the order
quantity Otd equals q, denoted by p
(g)
[q] (k) = Pr
 
Otd = q;Gtd = gjD(t 1)d = k

.
These probabilities are similar to Eq. (5.23), but in this case we are not inter-
ested in the next period's demand size k0, but in the next period's order quantity
q. These probabilities can be found as follows:
p
(g)




k +  
g)   b







k +  
g)e   (




Denote  a0(g;k;r) as the probability that immediately after we start serving an
order (say at time t), we observe an order with age a0, an order size equal to112 5.5. Producton/inventory control
r, while Gt da0 = g and Dt (a0+1)d = k. Similar to Eq. (5.29), we can express
 a0(g;k;r) as





[r] (k) 1fa0=[a d]+g; (5.40)
where [x]+ = max(0;x). This can be explained as follows. First we divide
the expected number of orders with age a and demand size k that complete
service, given by a(k;1;s) (t)s, by the expected number of orders that start
service during an arbitrary time instant (that is, 1=d for a queue with  < 1).
After service completion, the subsequent order that starts service has age a0.
Since the Markov chain is only dened at time slots when the server is busy,
the age a0 = 0 when the previous order completes service before the next order
arrives at the queue, or, equivalently, when the order's age a is smaller than the
interarrival time d. When a > d however, this implies that the next order waits
in the queue for a   d time instants until it starts service, and consequently
a0 = a   d. The probability p
(g)
[r] (k) then denes that the next order in service
has size r and the error term equals g. Finally, we multiply these probabilities
by the average load , in order to shift from busy time slots to all time slots.
Step 2
Given the system state probabilities at the start of service, we establish an ex-
pression for the probability vector of the system at an arbitrary busy moment.
We denote ~ a(g;k;r0;s) as the probability of having an order in service with
age a, r0 remaining items that still need to be produced, and service phase
equal to s, provided that the system is busy (say at time t), while Gt da = g
and Dt (a+1)d = k. Notice, ~ a(g;k;r0;s) and a(k0;r0;s) have a nearly iden-
tical interpretation, except that k0 is the demand D at time t   da, while k is
the demand D at time t (a+1)d and g re
ects the outcome of G at time t da.
If we observe the system at an arbitrary busy moment tb, then the probability
that tb falls within the service of an order of size r, is given by
P






since E(O) = E(G) and
P
v Pr(Mr = v)v denes the expected service time of
a batch of size r, equal to E(M)  r. Thus, the probability that we observe the
system during the u-th time slot after starting the service of an order of size r,Chapter 5. Impact of correlation in demand 113
















as the service has to last for at least u time slots and we have a probability 1=v
that tb is located in the u-th time epoch of a length v interval.
This observation allows us to write ~ a(g;k;r0;s). Let phsi(u;r;r0) denote the
probability that an order of size r requires at least u time slots to complete,
r0 equals the number of remaining items that require completion and s is the
service phase after u time units. These probabilities are computed from the






 a(g;k;r) phsi(u;r;r0)1fa0=a+ug: (5.43)
Step 3
We are now in a position to compute the probabilities at arrival instants by
observing that all time epochs where the age of the customer is a multiple of d
correspond to an arrival instant. Hence, these probabilities are given by
Pr



















for l > 0.
Observe that when ^ B = 0, we use the steady state vector  of our original
Markov chain instead of ~ . This can be seen as follows. When an order arrives
at an empty queue, then the value of the customer demand that corresponds to
the previous order is in fact the demand corresponding to the order that just
nished service. This demand value can easily be found from the steady state
vector .114 5.5. Producton/inventory control
We are now able to compute the steady state probabilities Z of Zt. Making use
of the probabilities Pr

^ B = b; ^ G = g; ^ D = k

we readily nd
Pr(Z = s) = lim
t!1






















as the random variables Gt dj form an independent set for j = 0;:::;b.
Let
S = SS +
 









then, we nd from Eq. (5.36) that the steady state probabilities of the net stock
Pr(NS = k) = limt!1 Pr(NSt = k) can then be computed from Eq. (5.46):
Pr(NS = s) = Pr(Z = S   s): (5.48)
5.5.3 Safety stock determination
Given the inventory distribution, we can nd the safety stock requirements to
provide a target customer service. To measure customer service, we use the ll
rate, which measures the proportion of demand that can immediately fullled
from the inventory on hand [126]:
Fill rate = 1  
expected number of backorders
expected demand
:
The probability of a stock-out can be found from the inventory distribution, or,
Pr(NS < 0) = Pr(Z > S); (5.49)










where x+ := maxf0;xg. Hence, the ll rate can then be calculated as
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In practice, decision makers often have to nd the minimal safety stock that is
required to achieve a given ll rate. From (5.51) we can compute the minimal
value of S that is required such that an imposed ll rate is met, the correspond-
ing safety stock is then found using Eq. (5.47).
5.6 Numerical experiment
In sections 5.4 and 5.5 we described a procedure to compute lead times and
safety stocks when customer demand is an AR(1) process, and inventory is con-
trolled by an adaptive order-up-to policy with optimal MSE demand forecasting.
In this section we illustrate the impact of positive and negative correlation in
demand on lead times and safety stocks with a numerical example.
To do so, we compare the supply chain performance when demand is uncorre-
lated (i.e., an i.i.d. demand) with the performance when there is (positive or
negative) correlation in demand. When customer demand is given by an i.i.d.
process, the order-up-to policy with MSE forecasting generates orders equal to
the observed customer demand, or Ot = Dt. In other words, a chase sales
strategy. In chapter 2 we developed a procedure to determine lead times and
safety stocks corresponding to a chase sales strategy in an identical produc-
tion/inventory environment.
We set up a small numerical experiment. We assume an autoregressive demand














where Gt is the same error term and  has the same value as in the correlated
demand pattern (Eq. (5.3)). Consequently both demand processes have the
same average, E(D) = E(G), and variance, V ar(D) =
1 
1+ V ar(G).
We assume G is uniformly distributed between 6 and 15, so that Pr(G = g) = 0:1
for g 2 f6;7;:::;15g and Pr(G = g) = 0, else. The average demand and average
order quantity are then given by E(D)  E(O)  E(G) = 10:5 units per day.
The manufacturer's production is available 10 hours per day and it takes on aver-
age 48 minutes to produce a single unit, with a coecient of variation equal to 1.116 5.6. Numerical experiment
This results in an average production load equal to (10:548)=(1060) = 0:84.
Then, for a given value of , we determine the lead time distribution and safety
stock requirements for both the AR(1) demand (through the procedure de-
scribed in this chapter) and the corresponding i.i.d. process (with a chase sales
strategy, through the procedure described in chapter 2).
We consider values  0:3    0:7. When    0:4, the demand and order
sizes may become negative (see Eqs. (5.4-5.5)). When   0:8 the lead time
estimation may not be accurate anymore. This is due to the fact that we round
the demand size Dt stochastically to an integer D
t, and use this rounded (inte-
ger) demand value to determine the order quantities (see Eq. (5.22)). When 





increases, which may lead to an imprecise order pattern when the range of G
is relatively small. It would be more natural to use the original (real) value of
demand Dt to determine the order quantity, instead of the rounded demand size
D
t, but this goes at the cost of a considerable increase in the complexity of our
Markov chain analysis, since the state space of the Markov process described
in section 5.4.3 becomes continuous instead of discrete. Through simulation
analysis, we veried however that lead times are accurately estimated in this
numerical example for values of   0:7.
Let us rst consider the case when demand is an i.i.d. process.
 As  increases to one, the variance of demand decreases to zero, and
consequently, in a chase sales strategy, the order variance decreases as well.
Moreover, it is known that lead times decrease when the arrival pattern
at the queue is less variable. Therefore, lead times go down as  increases.
This is conrmed in Figure 5.1(a)), where the solid line represents the
chase sales strategy for an i.i.d. demand.
 The lead times impact the safety stock requirements of the system. A
longer lead time increases the risk period during which we need to buer
the uncertain demand, which has a negative impact on customer service,
or equivalently, it in
ates the safety stocks requirements to maintain the
same service level. The same holds for demand variability. A more variable
(or more uncertain) demand in
ates the safety stock requirements as well.
Therefore, since both the lead time and the demand variance increase asChapter 5. Impact of correlation in demand 117
 decreases, this results in signicantly higher safety stock requirements
when  decreases. This is also observed in Figure 5.1(b), where we plot
the required safety stock to meet a 98% ll rate (once more, the solid line
represents the chase sales strategy for an i.i.d. demand).



















(a) Impact of  on average lead times

















(b) Impact of  on safety stocks
Figure 5.1: Comparison of P/I systems with an AR and i.i.d. demand process
We compare these observations with the performance when there is correlation
in demand. We distinguish between positive and negative demand correlation.
 In Figure 5.2 we plot the convergence of the lead time distribution for  =
0:2 and  =  0:2 when we start with an initial lead time distribution T 0
p =
0. The abscissa shows the iteration step n and the ordinate represents the
dierence between the average lead time at iteration step n and the actual
average lead time: E(Tp)   E(T n
p ). We observe a monotonic convergence
for both a positive and negative .
 As shown in Eq. (5.18), a positively correlated demand amplies the vari-
ability in the orders, implying more variability in the arrival process at the
production queue. This results in longer lead times compared to the chase
sales strategy for an i.i.d. demand. In Figure 5.1(a), we indeed observe
that for a given value of  > 0, lead times are longer when demand is
given by an AR process, compared to the i.i.d. demand (the dotted line
represents the case where demand is an AR process).
 The inverse is true for a negatively correlated demand. When  < 0, the
variability in orders is dampened with respect to the observed demand118 5.6. Numerical experiment
































Figure 5.2: Convergence of lead time distribution
(see Eq. (5.17)). As a consequence, lead times are shorter compared to
the chase sales strategy. This dampening eect in the orders is so strong
that, although the demand variability increases as  decreases, the corre-
sponding lead times do not reveal a similar trend. In this example they
even decrease slightly as  becomes more negative.
 Since autocorrelation has an impact on the lead times, this will also have a
repercussion on the safety stocks. When demand is positively correlated,
the demand variance decreases as  increases. Lead times decrease as well,
but to a lesser extent than in the chase sales strategy. Hence, safety stocks
decrease as  increases, but they are higher compared to the safety stocks
when demand is i.i.d. (see Figure 5.1(b)).
 When there is negative correlation in demand, we observe two opposite
eects. On the one hand, lead times decrease slightly as  decreases,
but on the other hand, demand becomes more variable. In our numerical
example, we observe that safety stocks increase slightly as there is more
negative correlation in demand. Of course, safety stocks are lower com-
pared to the chase sales strategy due to the compensating eect of the
lead times.
We conrmed our analytic results with a simulation analysis. In Table 5.1 we
present the simulation results for an AR demand and three dierent values of Chapter 5. Impact of correlation in demand 119
after a period of 10 years. Throughout this period, the ll rate always remains
around 98%.
E (Tp) V ar(Tp) Fill rate
 = 0:3 0.5620 0.3918 0.9799
 = 0 0.5804 0.4100 0.9783
 =  0:3 0.5706 0.4008 0.9788
Table 5.1: Simulation results for AR demand
What are the implications of these results in the supply chain? In the rst place,
the retailer has to realize that when there is positive correlation in demand,
he amplies the variance in his replenishment orders compared to the customer
demand, even if he uses the optimal forecasting scheme. When the manufacturer
produces on a make-to-order basis, this increased order variance will result in
longer production lead times, and consequently longer replenishment lead times.
This in turn increases the safety stock requirements at the retailer. The inverse
is true when demand is negatively correlated. The optimal MSE forecasting
scheme dampens the variability in the replenishment orders, with shorter lead
times as a consequence, decreasing the safety stock requirements at the retailer.
5.7 Conclusions
In this chapter we provide an exact and stable solution for the production and
inventory control problem with autoregressive demand and endogenous lead
times. When a retailer faces an AR(1) demand and replenishes his inventory
according to the order-up-to policy with MSE demand forecasting, he creates
bullwhip when demand is positively correlated. This implies that his order pat-
tern towards the manufacturer 
uctuates more than his own observed customer
demand. When the manufacturer does not hold a nished goods inventory,
but instead produces to demand, his production orders consequently have an
increased variance. This results in longer production lead times at the manu-
facturer, or equivalently, longer replenishment lead times for the retailer. When
demand is negatively correlated, the MSE forecasting scheme dampens the vari-
ability in the replenishment orders, and lead times are shorter. These lead times120 5.7. Conclusions
in turn aect the safety stock requirements.
We developed an iterative procedure to determine the lead time distribution
given the retailer's order pattern. This order pattern depends on the distri-
bution of the replenishment lead times, but these lead times themselves are
determined by the retailer's order pattern. We solved this lead time interaction
problem through an iterative procedure. Next, we developed an exact solution
to the inventory distribution and safety stock requirements of the corresponding
production/inventory system, taking the correlation between customer demand
and lead times into account. We found that positive autocorrelation in demand
indeed has an increasing eect on lead times, with higher safety stocks as a
consequence. The inverse is true when demand is negatively correlated. The
dampening eect in the replenishment orders decreases lead times, which has a
compensating eect on the corresponding safety stock requirements.Chapter 6
Exploring the bullwhip
eect by means of
spreadsheet simulation
Those who have knowledge, don't predict.
Those who predict, don't have knowledge.1
It has been recognized that demand forecasting and ordering policies are among
two of the key causes of the bullwhip eect. In this chapter we present a
spreadsheet application, which explores a series of replenishment policies and
forecasting techniques under dierent demand patterns2. It illustrates how tun-
ing the parameters of the replenishment policy induces or reduces the bullwhip
eect. Moreover, it demonstrates how bullwhip reduction (order variability
dampening) may have an adverse impact on inventory holdings. Indeed, order
1Lao Tzu
2The development of the spreadsheets has evolved over time. We acknowledge the help
of Jeroen Dejonckheere, Freek Janssen, Griet Van Reeth and Niki Goyvaerts. The bullwhip
explorer is available upon request or can be downloaded at
http://www.econ.kuleuven.be/public/NDBAA78/BullwhipExplorer.xls.
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smoothing may increase inventory 
uctuations resulting in poorer customer ser-
vice. As such, the spreadsheets can be used as an educational tool to gain a
clear insight into the use or abuse of inventory control policies and improper
forecasting in relation to the bullwhip eect and customer service.
6.1 Introduction: teaching the bullwhip eect
Since the bullwhip eect is rather dicult to understand, a number of re-
searchers designed games to illustrate this phenomenon. The most famous game
is the \Beer Distribution Game". This game has a rich history: growing out of
the industrial dynamic work of Forrester [45] and others at MIT, it is later on
developed by Sterman [107] in 1989. The Beer Game is by far the most popular
simulation and the most widely used game in many business schools, supply
chain electives and executive seminars. Simchi-Levi et al. [99] developed a com-
puterized version of the beer game, and several versions of the beer game are
nowadays available, ranging from manual to computerized and even web-based
versions [e.g. 27, 57, 77].
Beyond the games, real cases are used as teaching tools to introduce and ad-
dress the bullwhip eect [72]. The case study Barilla SpA [50], a major pasta
producer in Italy, provides vivid illustrations of issues concerning the bullwhip
eect. For a long time, Barilla oered special price discounts to customers who
ordered full truckload quantities. Such marketing deals created customer order
patterns that were highly spiky and erratic. The supply chain costs were so
high that they outstripped the benets from full truckload transportation. The
Barilla case was one of the rst published cases that supported empirically the
bullwhip phenomenon.
Campbell Soup's chicken noodle soup experience [20] is another such example.
Campbell Soup sells products whose customer demand is fairly stable; the con-
sumption doesn't swing wildly from week to week. Yet the manufacturer faced
extremely variable demand on the factory level. After some investigation, they
found that the wide swings in demand were caused by the ordering practices
of retailers. The swing was induced by forward buying. More recent teaching
cases that address the bullwhip eect include Kuper and Branvold [66], HoytChapter 6. Exploring the bullwhip eect by means of spreadsheets 123
[56] and Peleg [89].
It has been recognized that demand forecasting and the type of ordering policy
used are among two of the key causes of the bullwhip eect [70]. Lee et al.
[71] provide a mathematical proof that variance amplication takes place when
the retailer adjusts his ordering decision based on demand signals. Later on,
Dejonckheere et al. [36] demonstrate that the use of \non-optimal" forecasting
schemes, such as the exponential smoothing and moving average forecast, al-
ways lead to bullwhip, independent of the observed demand pattern. As such,
there has been an increasing number of studies devoted to the adverse eects of
demand signaling, improper forecasting and the replenishment rule used (e.g.
Watson and Zheng [123]).
In this chapter we present an easy-to-use spreadsheet application, which ex-
plores a series of replenishment policies (standard and generalized order-up-to
policies) and forecasting methods confronted with dierent demand processes
(identically and independently distributed demand and autoregressive demand
processes). What often appears to be a rational policy of the decision maker
creates tremendous order amplication. We verify the correctness of our spread-
sheets by comparing simulation results with analytical results available in the
literature. The spreadsheets are designed in Microsoft Excel so they are user-
friendly and easy to understand.
The remainder of this chapter is organized as follows. In section 6.2 we present
our spreadsheet model. Section 6.3 analyses the impact of the standard order-
up-to policy with dierent forecasting techniques on the bullwhip eect. Sec-
tion 6.4 describes a generalized order-up-to policy which is able to dampen the
order variability for any demand process, and we discuss its impact on customer
service. Finally we summarize our ndings in section 6.5.
6.2 Description of spreadsheet model
Our model setup follows the standard protocol with respect of the sequence of
events of the Beer Distribution Game [107]. Each period, we have the following
sequence of events: (1) incoming shipments from the upstream decision-maker
are received and placed in inventory, (2) incoming orders (demand) are received124 6.2. Description of spreadsheet model
from the downstream decision-maker and either lled (if inventory is available)
or backlogged, and (3) a new order is placed and passed to the upstream echelon.
The inventory position is reviewed every Rp periods3. The physical lead time
equals Tp periods. The total lead time (risk period) is then equal to Rp + Tp
periods. We analyze inventory and order 
uctuations for a single echelon. Ex-
tending the analysis to multiple echelons poses no problems.
There are two basic types of inventory replenishment rules: continuous time,
xed order quantity systems and periodic review systems. Fixed order quan-
tity systems result in the same quantity (or multiples thereof) of product being
ordered at varying time intervals. In periodic systems, a variable amount of
product is ordered at regular, repeating intervals and the decision maker has to
determine an order-up-to (OUT) level in each period. Our spreadsheet applica-
tion is based on a periodic review policy. Such a policy is optimal when there is
no xed ordering cost and both holding and shortage costs are proportional to
the volume of on-hand inventory or shortage [84, 126]. At xed time intervals,
the decision maker compares the inventory position with the OUT level, and
orders the dierence.
The standard periodic review order-up-to policy is discussed in chapter 2: the
inventory position IPt is tracked at the end of every review period Rp. IPt is
the sum of the net stock NSt and the inventory on order WIPt. A positive
net stock represents the inventory on hand (the items immediately available to
meet demand), whereas a negative net stock refers to a backlog (demand that
could not be fullled and still has to be delivered). The inventory on order is
the work-in-process, or the items ordered but not yet arrived due to the physical
lead time. A replenishment order is then placed to raise the inventory position
to an order-up-to or base-stock level St, which determines the order quantity:
Ot = St   IPt: (6.1)
The order-up-to level covers the (forecasted) average demand during the risk
period and a safety stock to buer higher than expected demands during the
same risk period. The risk period L (the time between placing a replenishment
order until receiving the subsequent replenishment order) is equal to the review
3Note that in the previous chapters we denoted the review period by R; in this chapter,
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period plus the physical lead time: L = Rp + Tp. Analogous to the beer game
setup, we assume the review period is one period (Rp = 1), which implies that
we place an order every period. We dene lead time demand as the demand
during the risk period L, or DL
t =
PL
j=1 Dt+j. For the purpose of this chapter
we do not elaborate on the determination of the safety stock. The amount of
safety stock may be based on the economic stock-out probability (when shortage
cost is known), or a predetermined customer service level or ll rate.
In the section 6.3 we elaborate on the standard periodic review OUT policy
and dene several techniques to forecast (lead time) demand. In the remainder
of this section we focus on the structure of the spreadsheets. We dene three
parts: (1) the input section, where the user selects the demand process and
its characteristics, the parameters of the replenishment policy and the selected
forecasting method, (2) the simulation over time, where the user can track the
calculations how the orders are generated, and (3) the output section, where
the key performance measures of the simulation are summarized, together with
some illustrating graphs.
6.2.1 Input section
The objective of our spreadsheet models is to illustrate in an educative manner
the impact of the demand characteristics and forecasting techniques on the
bullwhip eect. In the input section, the user can dene the customer demand
process. We distinguish between an independent and identically distributed
(i.i.d.) process and a rst order autoregressive AR(1) process [17], since they
have often been studied in the supply chain literature. We dene the demand
process as follows:





where Dt represents the demand in period t, D is the average demand, 
the autocorrelation coecient and "t a normally distributed i.i.d. random er-
ror with mean 0 and variance 2
". The variance of demand is then equal to




. When demand is i.i.d. the autocorrelation coecient
 = 0. For  1 <  < 0, the process is negatively correlated and exhibits period-
to-period oscillatory behavior. For 0 <  < 1, the demand process is positively
correlated which is re
ected by a meandering sequence of observations.126 6.2. Description of spreadsheet model
The user can select a transportation lag, or physical lead time Tp. This auto-
matically determines the risk period L = Tp + 1 (assuming a one period review
period), the average lead time demand, DL = LD, and the standard deviation
of lead time demand, L =
p
L2
D. In fact, the average lead time demand has
to be forecasted as b DL
t = L b Dt, where b Dt is the forecast of next period's demand,
made in period t, and can be determined in dierent ways, e.g., moving average,
exponential smoothing, long term average, or minimum expected mean squared
error. We discuss these methods further in this chapter. Of course, the standard
deviation of lead time demand b L has to be estimated as well. In this chapter,
we assume however that L is known and constant. This assumption simplies
the analysis, although the assumption is not realistic. Extending the analysis
to include an estimated forecast error can be done easily [26]. Finally, the user
can select a safety factor z, which is a constant to meet a desired service level
and denes the safety stock as SS = zL [98].
In order to evaluate the cost of the proposed policy, we input the following cost
parameters: a holding cost Ch per unit per period, and a backlog cost Cb per
unit short.
We blocked the cells with automatic calculations in the spreadsheets in order
to avoid mistakes and miscalculations. The cells of the parameters that can be
changed are shaded. The protection can easily be removed using the Unprotect
Sheet command (Tools menu, Protection submenu).
Beside the demand parameters, the user can select a method to forecast cus-
tomer demand. We distinguish ve forecasting techniques: the mean demand
forecast, the moving average forecast, the exponential smoothing forecast, the
minimum mean squared error forecast and nally, demand signal processing. In
section 6.3 we discuss these forecasting techniques in detail. Once the forecast
method is selected, the user can specify the parameters corresponding to the
forecast method, respectively Tm,  and  (to be discussed in the following
sections).
6.2.2 Simulation
By clicking the \SIMULATE" button, a simulation of 500 periods is generated.
The structure of the simulation table follows the sequence of events discussedChapter 6. Exploring the bullwhip eect by means of spreadsheets 127
earlier in this chapter. We provide a spreadsheet example of six periods in Fig-
ure 6.1. Every period, the incoming shipments from the upstream supplier are
rst received and placed in inventory. Assuming that the supplier has ample
stock, these shipments correspond to the order placed Tp + 1 periods ago (Tp
periods transportation delay and 1 period ordering delay). Next, a random
customer demand is observed and either fullled (if enough on hand inventory
available) or placed in backlog (corresponding to a negative net stock).
Figure 6.1: Spreadsheet example of a standard OUT policy with Tp = 2
The net stock NS in a period is then equal to the net stock in the previous
period, plus that period's receipt (equal to the order placed Tp+1 periods ago),
minus the observed customer demand. We also determine the number of items
in the pipeline before an order is placed (WIP). The amount in the pipeline in
the current period equals the pipeline amount of the previous period, plus the
order placed at the end of the previous period, minus the order delivered this
period. Hence we obtain
NSt = NSt 1 + Ot (Tp+1)   Dt; (6.3)
WIPt = WIPt 1 + Ot 1   Ot (Tp+1): (6.4)
At the end of the period, a new order is placed to raise the inventory position
(sum of net stock and inventory on order) to the order-up-to (OUT) level St.
We also provide the one-period ahead forecast, since we need this number to
calculate the OUT level. In the next section we discuss in more detail how to
obtain the OUT level. Finally, the inventory costs are incurred: a holding cost
per unit in inventory (positive net stock) and a shortage cost per unit backlogged128 6.2. Description of spreadsheet model
(negative net stock).





Ch  NSt if NSt  0
Cs  ( NSt) if NSt < 0
(6.6)
6.2.3 Output section
We dene three performance measures of the simulation analysis: (1) the bull-
whip eect, (2) net stock amplication, and (3) the inventory related costs.





A bullwhip measurement equal to one implies that the order variance is equal
to the demand variance, or in other words, there is no variance amplication.
A bullwhip measurement larger than one indicates that the bullwhip eect is
present (amplication), whereas a bullwhip measurement smaller than one is
referred to as a smoothing scenario, meaning that the orders are smoothed (less
variable) compared to the demand pattern (dampening). When we know the
variance of demand (which we assumed), we can verify our simulation results
with the analytic results available in the literature. This is also the reason why
we focus on a single echelon in our model. In a multi-echelon environment,
the demand pattern of the upstream echelon is given by the order pattern of
its downstream partner. In general, however, we cannot determine the exact
distribution of this order pattern, and therefore a comparative analysis with the
analytic results available in the literature is not possible.
Our focus is not only on the bullwhip measure. In this chapter we also check
the variance of the net stock since this has a signicant impact on customer
service (the higher the variance of net stock, the more safety stock required).
Therefore we measure the amplication of the inventory variance, NSAmp, as:
NSAmp =
Variance of net stock
Variance of demand
: (6.8)
In case exact results are available in the literature, we compare them with our
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where we provide the analytic formulas used in the spreadsheets.
Finally, we provide the average inventory cost incurred per period. A holding
cost is incurred when the net stock is positive at the end of the period, whereas
a backlog cost is incurred when the net stock is negative. Other performance
measures that can easily be examined are for example the customer service level
and the ll rate.
Additionally we created some graphs to illustrate the bullwhip eect and the
net stock amplication. By clicking on the \GRAPHS" button the user can
observe the evolution of the simulated order pattern together with the observed
demand pattern over time, and the simulated net stock evolution together with
customer demand, both over a range of 50 and 500 periods.
6.3 Impact of the standard order-up-to policy
on the bullwhip eect
In the previous section we brie
y recalled the standard order-up-to policy: we
place an order equal to the decit between the OUT level and the inventory
position (Eq. 6.1). The OUT level St covers the forecasted average lead time
demand and a safety stock:
St = b DL
t + zL: (6.9)
b DL
t is the forecasted demand over L periods, L is the standard deviation of the
demand during L periods (assumed known), and z is a chosen constant to meet
a desired service level (zL is referred to as the safety stock SS). There are two
methods to calculate the forecasted demand over the lead time b DL
t . The rst is
one-period ahead forecasting and is estimated by forecasting the demand of one
period ahead and multiplying it by the lead time, i.e., b DL
t = Lb Dt, where b Dt
represents the forecast of next period's demand, made in period t. The second
estimation method, called lead time demand forecasting, is calculated by taking




where b Dt+j represents the j-period-ahead forecast, made in period t. In the rst
construction, the lead time is explicitly multiplicative, whereas in the second,
the lead time is implicitly additive [62]. Unless stated otherwise, we assume130 6.3. Impact of the standard order-up-to policy on the bullwhip eect
one-period ahead forecasting in the remainder of this chapter.
There are several ways to forecast demand. We will now review a number of fore-
casting techniques and illustrate their impact on the bullwhip eect by means
of our spreadsheet models. We advise the reader to download the bullwhip ex-
plorer4; it makes it easier to follow the discussion below. The analytical results
available in the literature (for both bullwhip and net stock amplication) are
summarized in Table 6.1 at the end of the chapter.
6.3.1 Mean demand forecasting
The simplest forecast method is mean demand forecasting. If the decision maker
knows that the demand is i.i.d., then it is quite clear that the best possible
forecast of all future demands is simply the long-term average demand, D . As
a consequence, the forecasted lead time demand equals b DL
t = LD, and the OUT
level St given by Eq. (6.9) remains constant over time, so that Eq. (6.1) becomes
Ot = St   (St 1   Dt) = Dt: (6.10)
We simply place an order equal to the observed demand. That is why this policy
is called the \chase sales policy". Consequently, in this setting, the variability
of the replenishment orders is exactly the same as the variability of the original
demand and the bullwhip eect does not exist.
By selecting in the spreadsheet model the \mean demand forecasting" technique,
the user can observe how the generated orders are equal to the demand, with a
bullwhip measure equal to one as a result. Although we do not discuss in this
section the net stock amplication, it is worthwhile to check that number as well.
So why do we observe variance amplication in the real world? The answer is
that decision makers do not know the demand (over the lead time) and conse-
quently they forecast demand and constantly adjust the OUT levels. Suppose
the demand is not characterized by an i.i.d. process, but rather a correlated or
a non-stationary process, it is preferable to use the knowledge of the current
demand to forecast next period's demand. Because of the fact that the true
4The bullwhip explorer is available upon request or can be downloaded at
http://www.econ.kuleuven.be/public/NDBAA78/BullwhipExplorer.xls.Chapter 6. Exploring the bullwhip e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underlying distribution of demand is not directly observed (only the actual de-
mand values are observed) many inventory theory researchers suggest the use
of adaptive inventory control mechanisms [see e.g. 112]. Unfortunately, these
adjustments create bullwhip.
6.3.2 Demand signal processing
Lee et al. [70] introduce the term \demand signal processing", which refers to the
situation where decision makers use past demand information to update their
demand forecast which in turn leads to an adapted order-up-to level. Suppose
that the retailer experiences an unexpected increase in demand in one period. It
will be interpreted as a signal of high future demand. The demand forecast will
be adjusted, so that a larger order will be placed to meet this higher demand.
Consequently the order-up-to level is adapted to
St = St 1 + (Dt   Dt 1); (6.11)
resulting in the ordering policy
Ot = Ot 1 + (Dt   Dt 1); (6.12)
where  is the signaling factor, a constant between zero and one. A value  = 1
implies that we fully adjust the order quantity by the increase (decrease) in
demand from period to period.
Cachon and Terwiesch [21] oer an excellent explanation to this ordering pol-
icy. An increase in demand could signal that demand has shifted, suggesting the
product's actual expected demand is higher than previously thought. Then the
retailer should increase his order quantity to cover additional future demand,
otherwise he will quickly stock out. In other words, it is rational for a retailer
to increase his order quantity when faced with an unusually high demand ob-
servation. These reactions by the retailer, however, contribute to the bullwhip
eect. Suppose the retailer's high demand observation occurred merely due to
random 
uctuation. As a result, future demand will not be higher than ex-
pected even though the retailer reacted to this information by ordering more
inventory. Hence, the retailer will need to reduce future orders so that the excess
inventory just purchased can be drawn down. Ordering more than needed now
and less than needed later implies the retailer's orders are more volatile than132 6.3. Impact of the standard order-up-to policy on the bullwhip eect
the retailer's demand, which is the bullwhip eect.
Suppose we select \demand signal processing" in our spreadsheets, then we
immediately observe demand amplication. If we set  = 1, the bullwhip eect
increases to a value around 5. If we anticipate to a lesser degree the change of
the demand, for example by setting  = 0:2, the bullwhip eect tempers to a
value around 1.48.
6.3.3 Moving average forecast
When the retailer does not know the true distribution of demand, he can use
simple methods to forecast demand, such as the moving average or exponen-
tial smoothing technique. This way future demand forecasts are continuously
updated as the new daily demand data become available. These estimates are
then used to determine the order-up-to level in Eq. (6.9). Hence, adjusting the
demand forecasts every period, the order-up-to level also becomes adaptive.
The moving average forecast (MA) takes the average of the observed demand






with Tm the number of (historical) periods used in the forecast. The forecast of
the lead time demand is obtained by multiplying the one-period ahead forecast
by the lead time L; b DL
t = Lb Dt , which determines the OUT level in Eq. (6.9).
By selecting the \moving average"forecasting technique in our spreadsheet mod-
els, we observe the impact of this forecast method on the order variability. As-
suming an i.i.d. demand and a physical lead time of 2 periods, the bullwhip
eect equals 3.63 for Tm = 4 (if one period corresponds to a week, then we use
the demand data of the past 4 weeks or 1 month to compute the forecast). By
using the data of 1 year or Tm = 52, we obtain a much smaller bullwhip of 1.12
and we approach the chase sales policy. Indeed, the more data we use from the
past, the closer our forecast will approach the average demand, and our results
coincide with mean demand forecasting.
The spreadsheets also allow us to illustrate the eect of the lead times on the
bullwhip e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bullwhip measure increases to 6.63 with Tm = 4. The same results hold for an
AR demand. We nd that there is always bullwhip for all values of  and L.
Clearly there is one exception that will result in no bullwhip (BW=1), namely
when we set  = 0 and Tm = 1. In that case the AR(1) demand simplies to
the i.i.d. demand and the forecast equals the average demand, resulting in the
chase sales policy.
6.3.4 Exponential smoothing forecast
The exponential smoothing (ES) forecast is an adaptive algorithm in which the
one-period-ahead demand forecast is adjusted with a fraction of the forecasting
error. Let  denote the smoothing factor, then the ES forecast of next period's
demand can be written as
b Dt = b Dt 1 + (Dt   b Dt 1): (6.14)
Analogously to the moving average forecasting method, we multiply the one-
period ahead forecast by the lead time L to obtain a measure of the lead time
demand forecast.
We illustrate this forecasting method with our spreadsheets. When demand is
i.i.d. and Tp = 2, a smoothing factor  = 0:4 generates a bullwhip measure of
5.20. We observe that an increase of  increases the bullwhip eect, since more
weight is given to a single observation in the forecast. When  approaches zero
(e.g.  = 0:001), we approximate the average demand as forecast. In that case
the order-up-to level remains constant over time and hence there is no bullwhip
eect (i.e., a bullwhip value of one). Similar to the MA forecast, we observe
that an increase in the lead time results in an increasing bullwhip measure. The
results for an AR demand are similar, but we nd that for positively correlated
demands, the increase in variability will be less than for i.i.d. demands, whereas
for negatively correlated demands, the increase in variability will be greater
than for i.i.d. demands.
6.3.5 Minimum mean squared error forecast
Finally we consider the minimum mean squared error (MSE) forecastingmethod.
With this forecasting technique, the demand forecast is derived in such a man-
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in period t +  equals the conditional expectation of Dt+, given current and
previous demand observations Dt;Dt 1;Dt 2;::: [17]. Doing so, we exploit the
underlying nature of the demand pattern to predict future demand.
In contrast to the two previous forecast methods (MA and ES forecasting),
this forecast method is not just a horizontal projection into the future. As a
consequence it seems logical not to use the one-period-ahead forecast to predict
lead time demand (where we simply multiply the one-period-ahead demand
forecast with the lead time), but instead we explicitly forecast the -period-
ahead demand. Let b Dt+; = 1;2;:::, be the -period-ahead forecast of demand
Dt+ made in period t. Then,
b Dt+1 = D + (Dt   D); (6.15)
b Dt+ = D + (Dt   D): (6.16)
The lead time demand forecast is obtained by plugging the -period-ahead fore-
cast into the denition of lead time demand, b DL
t =
PL
=1 b Dt+. Hence, in con-
trast to the MA and ES forecast methods, we do not multiply the one-period
ahead forecast with the lead time, but instead calculate the forecast of the de-
















Clearly, the MSE forecasting scheme is optimal when demand is an AR(1)
process, as it explicitly takes the correlative demand structure into account,
which is not the case in the non-optimal MA and ES techniques. It assumes,
however, that the underlying parameters of the demand process are known or
that an innite number of demand data is available to estimate these parame-
ters accurately. Note that Eq. (6.17) reveals that when demand is i.i.d. ( = 0),
the MSE forecast reduces to mean demand forecasting.
We illustrate the impact of this forecasting method with our spreadsheets, and
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results. When demand is negatively correlated, there is no bullwhip eect.
When for instance  =  0:5, we obtain a bullwhip measure of 0.30, meaning that
the order variability is dampened compared to the customer demand, instead
of amplied. We refer to Alwan et al. [3] for a theoretical justication. When
 = 0:5, we obtain a bullwhip measure of 2.64, so that the bullwhip eect is
present for positively correlated demand. When  = 0, the demand process is
i.i.d. and the MSE forecast boils down to the mean demand forecast, resulting
in a bullwhip measure of one. We again observe that increasing the lead time
results in a higher bullwhip measure.
6.3.6 Insights
We have contrasted ve dierent forecasting methods to replenish inventory
with the standard order-up-to policy for both i.i.d. and AR(1) demand. The
ndings indicate that dierent forecasting methods lead to dierent values of
bullwhip measures. The bullwhip measure also varies according to the lead time
and demand process.
We conclude that, when we forecast a stationary demand based on its long
term average and we keep the OUT level constant, there is no bullwhip eect.
However, when we adapt the OUT level using a simple exponential smoothing,
moving average or demand signal processing method, the standard order-up-to
policy will always result in a bullwhip eect, independent of the demand process.
The MSE forecasting technique is clearly the winner among the forecast meth-
ods, because it chases sales when demand is an i.i.d. process and it dampens the
order variability when demand is negatively correlated. Moreover, it minimizes
the variance of the forecasting error of demand during lead time among all lin-
ear forecasting methods, and therefore it leads to the lowest inventory costs.
Nevertheless, this forecast method requires an elaborate study to discover the
parameters of the demand process.
Except for the mean demand forecasting and demand signal processing, we nd
that increasing lead times leads to a higher bullwhip measure. The focus on
simplied and non-optimal forecasting techniques (such as MA and ES) would
mistakenly lead to the conclusion that there is an ever-worsening bullwhip eect
as a function of the lead time. Alwan et al. [3] have proved that under an MSE
forecasting scheme, the bullwhip eect approaches a limiting value as the lead136 6.4. Impact of bullwhip reduction on customer service
time increases, given demand is a positively correlated AR(1) process.
We conclude that improper forecasting may have a devastating impact on the
bullwhip eect. The spreadsheet application helps the decision maker to eval-
uate the impact of forecasting on the variability of the material 
ow. This
observation puts forecasting in a totally dierent perspective.
6.4 Impact of bullwhip reduction on customer
service
In the previous section we illustrated that the bullwhip eect may arise when
using the standard order-up-to policy. In this section we consider the general-
ized order-up-to policy discussed in chapter 3 and chapter 4. This replenishment
rule may avoid variance amplication and succeed in generating smooth order-
ing patterns, even when demand has to be forecasted. Smoothing models have a
long tradition. The economic rationale of using smoothing replenishment (pro-
duction) rules is quite obvious. A smoothing policy is justied when production
(ordering) and inventory costs are convex (e.g. quadratic costs) or when there
is a switching cost. In such an environment it is preferable not to accept large
deviations, instead some form of \averaging" is optimal.
However, as mentioned earlier in this dissertation, in developing a replenish-
ment rule one has to consider the impact on the inventory variance as well.
Dampening the order variability has a negative impact on customer service due
to an increased inventory variance. We therefore take into consideration the
two following factors: on the one hand, the order variability which is related
to the bullwhip eect, and on the other hand the investment in inventories and
the customer service which is related to the net stock amplication. So the
real question is to what extent production rates can be smoothed in order to
minimize production adaptation costs, without adversely increasing our inven-
tory costs too much [40]. Of course, the exact position of the optimal trade-o
depends on the properties of the supply chain.
In this section we brie
y recall the generalized order-up-to replenishment rule.
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some win-win solutions that arise for some specic demand patterns and discuss
the use of the smoothing rule when demand is forecasted using the ES or MA
forecast technique.
6.4.1 Generalized order-up-to policy
Consider again the standard order-up-to policy. Substituting Eq. (6.9) into
Eq. (6.1) we obtain
Ot = b DL
t + SS   IPt
= Lb Dt + SS   IPt
= (Tp + 1) b Dt + SS   IPt
= b Dt +
h
Tp b D + SS   IPt
i
; (6.18)
where Tp b D + SS can be seen as the desired inventory position DIP, which is
the sum of the desired pipeline stock and desired net stock or safety stock. The
dierence between the desired and actual inventory position [DIP  IPt] is de-
noted as the inventory decit.
Introducing a proportional controller  into the inventory decit, results in the
following generalized order-up-to policy:
Ot = b Dt + [DIP   IPt]; (6.19)
with 0 <  < 2. Forrester [45] refers to 1= as the \adjustment time". When
 < 1 he explicitly acknowledges that the decit recovery should be spread
out over time, whereas  > 1 implies an overreaction to the inventory decit.
Hence, when  < 1, the inventory decit is only partially recovered during the
next ordering period. This fractional adjustment is second nature to control
engineers.
We developed a spreadsheet simulation of this generalized inventory policy5.
The model is similar to the spreadsheet simulation of the standard OUT pol-
icy, but with a few minor modications. Additionally we input a value for the
smoothing parameter  (since the control engineer literature prefers to use the
inverse of , namely Ti = 1=, we also mention the Ti parameter in the input
5This model can be found in a second worksheet of the same 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section). For some scenarios we compare the simulation results with the exact
results available in the literature. We provide the analytic formulas used in the
spreadsheets in Table 6.2 at the end of the chapter.
In Figure 6.2 we illustrate the impact on the bullwhip eect when we choose a
value  = 0:5, demand is i.i.d. and forecasted with its long term average. The
fractional controller indeed has a dampened or \peak-shaving" impact on the
order pattern; the resulting bullwhip measure equals 0.33.
Figure 6.2: Illustration of the smoothing rule with  = 0:5
6.4.2 Trade-o between bullwhip and inventory variance
So far in this chapter, we have been concentrating on the variance of orders
placed. This is, however, only one side of the coin. We should also study the
variance of inventory, because that variance will have an immediate eect on
customer service: the higher the variance, the more stock will be needed to
maintain customer service at the target level. We therefore measure the net
stock amplication (NSAmp), which equals the ratio of the inventory variance
over the demand variance. Net stock variance (let alone variance amplication)
is not a common supply chain measure, but we need it to calculate the ll rate,Chapter 6. Exploring the bullwhip eect by means of spreadsheets 139
which is a popular customer service measure [38].
Intuitively, we expect smooth ordering patterns will result in higher inventory

uctuations and consequently in a poorer ll rate, and this is indeed the case.
Suppose we assume an i.i.d. demand, mean demand forecasting and Tp = 2. A
chase sales strategy with  = 1 results in an NSAmp value of 3. Smoothing
with  = 0:5 reduces the bullwhip measure to 0.33, but it increases the NSamp
measure to 3.33, together with an increase in inventory costs. We are able to
smooth the order pattern, but pay the price of higher inventory 
uctuations and
more inventory costs.
These observations lead to a variability trade-o between bullwhip and customer
service (as measured by net stock variance amplication). Disney et al. [41] show
that when demand is i.i.d. and we forecast demand with its mean, then the sum
of bullwhip and NSAmp is minimized at  = 0:618, which can be seen as \the
best of both worlds" solution. This remarkable result is the Golden Section, also
known as the Golden Mean, Golden Ratio or Divine Proportion. By adding the
bullwhip eect metric and the net stock amplication metric, we assume that
both factors are equally important. It is clear that in the real world companies
apply weights to the bullwhip related costs and customer service related costs.
In this case the shape of the total costs curve may be dierent and the optimal
smoothing parameter may no longer be \golden".
6.4.3 Win-win solutions for some demand patterns
We demonstrated that bullwhip can be reduced by ordering a fraction of the
inventory decit, rather than recovering the entire decit in one time period.
When demand is i.i.d., order smoothing comes at a price: in order to guarantee
the same ll rate, more investment in safety stock is required due to an in-
creased inventory variance. Disney et al. [38] show that it is possible to actually
achieve bullwhip and inventory reduction together whilst maintaining customer
service. This is a true win-win situation resulting from the generalized OUT
policy. However, this cannot be achieved in all cases as it depends on the de-
mand pattern.140 6.4. Impact of bullwhip reduction on customer service
Consider a stochastic demand pattern with auto regressive and moving average
(ARMA) components of order one, i.e. ARMA (1,1), dened by:




+ "t   (1   )"t 1; (6.20)
which is similar to the AR process, given by Eq. (6.2), but additionally contains
a moving average component with  the moving average coecient, 0    2
[17]. Then, depending on the specic values of  and , lower inventory vari-
ability can be achieved by over-reacting to the ARMA signal (i.e.,  > 1). If
we then want to remove bullwhip in this situation, we are obliged to hold ex-
tra inventory. In other cases, however, inventory variance can be reduced by
smoothing the demand signal ( < 1), so that bullwhip can be removed whilst
reducing net stock variance (when compared to the standard OUT policy).
These situations can be illustrated with the spreadsheets. For instance, suppose
that  = 0:5; = 1:8 and we forecast demand with its long term average (\mean
demand forecasting"). Then, a chase sales strategy ( = 1) results in an NSAmp
measure of 6.73. A value of  = 1:8 increases the bullwhip measure to 1.33,
but decreases the NSAmp to 5.5, while smoothing with  = 0:5 decreases the
bullwhip to 0.66, but increases the NSAmp to 9.13. In this case, lower inventory
variability is achieved with bullwhip.
Suppose another example where demand is characterized by  = 0:25 and  =
0:25, then a chase sales strategy ( = 1) results in an NSAmp of 1.46. Smoothing
with  = 0:5 then decreases the inventory variability to 1.15. Inventory variance
is in this case reduced by smoothing the demand signal, which is a win-win
solution.
6.4.4 The generalized order-up-to policy with demand fore-
casting
We have to be cautious with the results described above. The smoothing rule
described by Eq. (6.19) indeed provides the opportunity to dampen the variabil-
ity in orders compared to the demand pattern; when demand is forecasted with
its long term average, Disney et al. [38] show that the bullwhip measure is equal
to =(2 ). Hence, for 0 <  < 1 we generate a smooth replenishment pattern
(dampening order variability) and for 1 <  < 2 we create bullwhip (varianceChapter 6. Exploring the bullwhip eect by means of spreadsheets 141
amplication). However, when the smoothing rule is applied and demand is
forecasted with e.g. the moving average or exponential smoothing technique,
the results are much more complex.
For instance, when demand is i.i.d. and forecasted with exponential smooth-
ing and a smoothing parameter  = 0:5 is used, then a value  = 0:5 results
in a bullwhip measure of 2.41. Hence the bullwhip eect is present, although
the feedback parameter  is smaller than one. Using this particular forecast
method, we should reduce  down to 0.2 in order to obtain a smooth order
pattern with a bullwhip measure smaller than one.
The analytic formulas for bullwhip and NSAmp for the generalized OUT policy
in the complete ARMA plane are very lengthy when we forecast using the ES
technique. We refer to Disney et al. [38] where these expressions are provided.
For the purpose of this chapter, we just mention that a feedback parameter  < 1
does not necessarily imply that the order variability is dampened when demand
is forecasted with the MA or ES method. The results are more involved; using
the spreadsheets the decision maker can experiment to obtain some insights in
this complicated process.
6.4.5 Insights
When production is in
exible and signicant costs are incurred by frequently
switching production levels up and down, order-up-to policies with forecasting
mechanisms may no longer be desirable. Because of the huge expenses, it may
be important to avoid variance amplication or even to reduce variability of
customer demand. Therefore we presented a generalized order-up-to decision
rule that may avoid variance amplication and succeed in generating smooth
ordering patterns, even when demand has to be forecasted. The crucial dier-
ence with the standard order-up-to policies is that the inventory decit is only
fractionally taken into account. In using this generalized replenishment rule,
we have emphasized on two aspects: the order variability (as measured by the
bullwhip eect), and the impact on the variance of the net stock (as measured
by the net stock amplication).
The insights are clearest when we forecast demand with its long term average.
When demand is an i.i.d. process, bullwhip reduction comes at a price. In or-142 6.5. Conclusions
der to guarantee the same ll rate, a larger safety stock is required. The \best
of both worlds" solution, minimizing the sum of bullwhip and net stock am-
plication, is to set  = 0:618, the \Golden Ratio". For ARMA(1,1) demand
patterns, it is possible to end up in four dierent scenarios when compared to
the standard OUT policy: (1) win-win, we can remove bullwhip and reduce in-
ventory; (2) win-lose, sometimes bullwhip can only be removed at the expense
of holding extra inventory; (3) lose-win, sometimes bullwhip can be endured be-
cause it results in a policy that requires less inventory to be held; (4) lose-lose,
sometimes excessive bullwhip and inventory may exist. These scenarios depend
on the statistical properties of the demand process.
When demand is forecasted using the exponential smoothing or moving average
method, the results are much more complex. In that case, a feedback parameter
 < 1 does not necessarily imply that the order variability is dampened com-
pared to the demand pattern. Using the spreadsheet application the decision
maker can experiment with order smoothing and forecasting and as such, he
can evaluate the impact of dierent replenishment strategies on the 
uctuations
in both the order and inventory pattern.
6.5 Conclusions
In this chapter we present a spreadsheet application that can be used as an ed-
ucational software tool to gain a clear insight into the use or abuse of inventory
control policies in relation to the bullwhip eect. It explores a series of replen-
ishment policies and forecasting techniques under dierent demand patterns,
and illustrates how tuning the parameters of the replenishment policy induces
or reduces the bullwhip eect. Moreover it demonstrates that bullwhip reduc-
tion may increase the inventory 
uctuations, with reduced customer service as
a result. Although ample analytical results are available in the literature, the
spreadsheets make it easy to follow the (mostly basic) computations how the
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Table 6.2: Exact formulas for the generalized order-up-to policy. Source: Disney et al. [38]Chapter 7
Conclusions and future
research directions
You are today where your knowledge brought you;
you will be tomorrow where your knowledge takes you.
In this last chapter we draw some general conclusions on the material presented
throughout this dissertation, we state our main contributions and bring forward
some ideas for future research. A rst contribution is that we extend pure in-
ventory models with constant lead times to production/inventory models with
endogenous lead times, where we explicitly take the interaction between the
inventory control model and the production system into account. We discuss
this issue in section 7.1. Our second contribution is that we extend the existing
literature on the bullwhip eect in pure inventory models to the analysis of bull-
whip in a production/inventory environment. Although the impact of bullwhip
on production lead times may be intuitively clear, we think to the best of our
knowledge that this was not investigated before. This is discussed in section 7.2.
In section 7.3 we claim our third contribution: \Smooth is smart". In a certain
sense, this may contradict previous research on order smoothing, since dampen-
ing the variability in orders has a negative impact on customer service due to an
increased inventory variance. This in
ates the safety stock requirements when
lead times are assumed to be independent of the inventory decision. However,
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when we include the impact of smooth replenishments on production, lead times
are shorter, exercising a compensating eect on the safety stock requirements,
so that the inventory holdings do decrease and smooth  s smart. Our fourth
contribution is the practical implication of this doctoral research, depicted in
section 7.4. Collaboration in the supply chain goes far beyond \information
sharing". We acknowledge that this doctoral dissertation considers a simplied
representation of real-life applications, but we do believe that the intuitions ob-
tained in our research also hold in more realistic cases. Finally, we conclude this
dissertation with some future research opportunities, presented in section 7.5.
7.1 Production/inventory systems with periodic
review and endogenous lead times
In chapter 1 we highlighted the importance of integrating production and inven-
tory control. Treating production systems and inventory systems as independent
units is realistic when the inventory and production systems belong to separate
entities, and the production entity guarantees xed delivery times, or when for
instance, transportation times are signicantly longer than manufacturing lead
times. However, for most integrated systems these assumptions rarely hold.
Therefore, it is necessary to extend pure inventory systems with constant (or
exogenous) lead times to production/inventory systems where the lead times
are endogenously generated by the production system.
In a production/inventory (P/I) system with endogenous lead times, the inven-
tory control model is directly related to the production system, represented by a
queueing model. As such, we measure the impact of the replenishment policy on
the production lead times. These lead times in turn aect the inventory require-
ments. There are a number of papers in the literature on production/inventory
systems in continuous time (see section 1.4 for a selected literature overview).
When consumer demand is modeled as a Poisson distribution, and inventory is
controlled by a continuous time base-stock policy, the resulting arrival pattern
at the production queue is also a Poisson process, and the available results for
the standard M/M/1 or M/G/1 queueing models hold for the corresponding
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In this doctoral dissertation, however, we consider periodic review produc-
tion/inventory systems in discrete time. After all, companies tend to order
on a frequent time basis, for instance daily or weekly, a variable amount of
products. Moreover, we do not restrict our analysis to a Poisson distributed
demand, which is often a poor t to realistic demand data. Instead, we assume
consumer demand to be a random process with an arbitrary, nite distribu-
tion. Our work is closely related to the work of Kim et al. [62] and Van Nyen
et al. [116], who also consider periodic review base-stock controlled policies with
a random period demand and stochastic lead times. Analogous to our models,
Van Nyen [115] also integrates the production control and the inventory control,
where the arrival process of orders at the production system is determined by
the inventory policy, determining the replenishment lead times. However, the
analysis of the inventory and production systems is then decoupled by treating
the production lead times as exogenous i.i.d. random variables in the inventory
system.
We consider lead times to be endogenously generated by the production system.
This means that once a replenishment order is placed, it is sent to the produc-
tion queue, where it is produced as soon as the production facility is available.
When the entire order nishes production, it replenishes the inventory. Hence,
the replenishment lead time consists of a waiting time in the queue (until the
server is free) and the production time itself. Obviously, it takes a longer time
to produce a large replenishment order, so that the replenishment lead time
and the order size are correlated. Since a large order size is generally related
to a large observed consumer demand, we nd that demand and lead times are
correlated, impacting the distribution of the demand during lead time and con-
sequently, the analysis of the inventory distribution.
Hence there are two major issues to overcome in the analysis of P/I systems
with periodic review and endogenous lead times. First, we have to determine
the lead time distribution corresponding to the order pattern generated by the
inventory policy. Obviously, adjusting the replenishment rule results in dierent
ordering patterns, so that the queueing models (and more specically, their
arrival processes) vary with the assumed replenishment rule. Second, in order
to make an appropriate inventory analysis in the production/inventory system,
we need to take the correlation between demand and lead times into account. By
making use of matrix analytic techniques we are able to analyze these specic148 7.2. Impact of the bullwhip eect on lead times
queueing models, and with the corresponding Markov chain analysis we can
additionally take the correlation between demand and lead times into account.
7.2 Impact of the bullwhip eect on lead times
The bullwhip eect is a popular phenomenon in supply chain management.
Plenty of researchers have investigated this fascinating problem, identied its
possible causes and proposed remedies to mitigate this eect. The Beer Distri-
bution Game is played in many MBA and Master Class programmes to demon-
strate how bullwhip is generated, and the impact of this increased demand
variability on various supply chain performance measures is intuitively clear to
most operations managers; it increases manufacturing costs by ramping up and
down production levels; it in
ates inventory costs due to the increased vari-
ability (uncertainty) in demand, and as such, it decreases the level of product
availability; it increases transportation costs because surplus transportation ca-
pacity needs to be maintained to cover high-demand periods, etc. In other
words, the bullwhip eect reduces the protability of a supply chain, by making
it more expensive to provide a given level of product availability [28].
The bullwhip eect also increases replenishment lead times in the supply chain.
The increased variability as a result of the bullwhip eect makes scheduling at
the production plant more dicult compared to a situation with level demand.
There are times when the available capacity cannot supply the orders coming
in. This results in higher replenishment lead times in the supply chain. In this
dissertation we contribute to this issue. We analyze the eect of amplifying or
dampening the variability in orders on the production lead times. By adjust-
ing the replenishment rule, we increase or decrease the variability in demand
upstream in the supply chain, and we measure its impact on lead times. These
lead times in turn aect the inventory requirements; a safety stock is installed
as a buer against uncertainties in demand and the replenishment lead times,
so that longer lead times increase the safety stock requirements.
In this dissertation we have shown that the bullwhip eect indeed increases
lead times upstream in the supply chain. The matrix analytic methodology can
be used to analyze queueing models whose arrival process corresponds to the
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whip. Moreover we showed that these increased lead times in
ate the inventory
holdings downstream in the supply chain. This result is intuitively clear, but to
the best of our knowledge we think that this was not investigated before.
For some companies it may be the case, however, that the assumption of sto-
chastic lead times does not hold. There may exist contractual arrangements
between the dierent members of the supply chain so that the supplier or man-
ufacturer has to deliver each replenishment order within a target delivery lead
time. As a result, the manufacturer needs to invest in excess capacity in order to
achieve this target lead time. In this dissertation we discuss this situation. We
assume in particular that the manufacturer has to deliver every replenishment
order before a new order is placed. We measure the impact of this assump-
tion on the resulting capacity investments when the retailer either amplies or
dampens the variability in his orders.
7.3 \Smooth is smart" { the compensating ef-
fect of lead times
A manufacturer aims to smooth production. The manufacturer not only prefers
a level production schedule, the smoothed demand also allows him to minimize
his raw materials inventory cost. Therefore he prefers minimal variability in the
replenishment orders from the retailer. Smoothing models have a long tradition.
The economic rationale of using smoothing replenishment (production) rules is
quite obvious. A smoothing policy is justied when production (ordering) and
inventory costs are convex (e.g. quadratic costs) or when there is a switching
cost. In such an environment it is preferable not to accept large deviations,
instead some form of \averaging" is optimal. The smoothing rationale is still
alive nowadays. Balakrishnan et al. [6] emphasize the opportunities to reduce
supply chain costs by dampening upstream demand variability. Kunnumkal and
Topaloglu [65] propose a pricing scheme where the supplier is willing to oer a
price discount in exchange for reduced demand variability. Many lean papers
stress the importance of leveled scheduling, for instance Mitchell [82] argues the
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However, there is a downside on smooth ordering. The manufacturer indeed
benets from stable production, but a reduction in order variations downstream
the supply chain goes at the cost of an increase in its inventory variations [10].
As a result, more safety stock is required to buer the dierence between usage
and supply; the inventory acts as a buer, absorbing the increases or decreases
in demand while production remains relatively steady [18]. Hence, at rst sight
order smoothing comes at a price; in order to provide the same customer service
level, more investment in safety stock is required.
In this dissertation, however, we contend that smooth  s smart. Smooth re-
plenishments reduce the variability in production orders, enabling a faster and
more ecient production. This results in shorter production lead times, and
accordingly, shorter replenishment lead times. This in turn exercises a down-
ward eect on the safety stock requirements, and as such, it may compensate
the increase in inventory variability. In other words, the retailer downstream
the supply chain must place his smoothing decision in a broader, supply chain
context. At rst sight he may be reluctant to dampen his order variability since
it in
ates his inventory variance, but he must realize that at the same time it
will reduce his replenishment lead times, introducing a compensating eect on
his inventory holdings. This way he can smooth production, without having to
increase inventory levels to provide the same customer service.
7.4 Learnings for practical application in indus-
try
We have shown that order smoothing combined with endogenous lead times may
create a win-win situation for both the retailer and the manufacturer. In order
to eectively implement such a policy, the supply chain partners have to align
their replenishment policies, i.e. the type of replenishment rule used and the set-
ting of the \best" value of the replenishment parameters. Such a collaboration
strategy goes far beyond \information sharing". In a practical setting, other
coordination schemes may be used to achieve the same objective. An excellent
overview can be found in Holweg et al. [51].Chapter 7. Conclusions and future research directions 151
In a traditional supply chain, each level in the supply chain issues production
orders and replenishes stock without considering the situation at up- or down-
stream tiers of the supply chain. This is how most supply chains still operate:
no formal collaboration between the retailer and supplier. Collaboration can
be installed through a wide range of concepts such as Collaborative Forecasting
Planning and Replenishment (CPFR), Information Sharing, Vendor Managed
Inventory (VMI), etc. A more drastic solution can be obtained by a redesign of
the supply chain by eliminating echelons. Let us focus on VMI.
VMI eliminates one decision point and merges the replenishment decision with
the production and materials planning of the supplier. Here, the supplier takes
charge of the customer's inventory replenishment on the operational level, and
uses this visibility in planning his own supply operations (e.g. more ecient
production schedules and transportation planning). With VMI, multi-echelon
supply chains can act in the same way, dynamically, as a single echelon of a sup-
ply chain. VMI often results in more frequent replenishments and consequently
the order quantity variance is reduced. Economies in transportation can be ob-
tained through an optimization of the route planning and with methods such as
joint replenishment and inventory routing techniques. VMI is in other words an
alternative to the smoothing replenishment policy proposed in this dissertation.
We illustrate the benets of dampening the order variance with a real-life case.
We analyze the ordering pattern of a bakery company focusing on authentic spe-
cialties in the biscuit and cake world: caramelized biscuits, waes, frangipane,
and cake specialties among others. For certain products, a make-to-order policy
is employed and the assumptions used in this dissertation are largely satised.
In 2002, the rm introduced a VMI program implemented in the SAP software,
referred to as \Customer Replenishment Planning\ (CRP). In Figure 7.1 we
show a graph of the shipments from the production facility to the distribution
centre of a retailer (for one specic product) in the pre-CRP period (2001-mid
2002) and the shipments in the post-CRP period (mid 2002-2005). The coef-
cient of variation of the shipment quantities went down from 1.14 to 0.45 (a
number observed for other products as well). We were also able to collect (post-
CRP) data on the shipments from the distribution center of the retailer to the
dierent retail outlets. For the specic product discussed above, we obtain a
coecient of variation of 0.40. The company now benets from a higher 
exibil-
ity in its production planning and reduced its transportation costs considerably.152 7.5. Future research opportunities
Figure 7.1: The impact of VMI on the order variability
Moreover, inventories decreased, improving the freshness of the products of the
end consumer.
7.5 Future research opportunities
The work presented in this dissertation is not the nal stage or terminus of our
research journey. Instead, it is the start of a number of research opportunities
that are worthwhile to investigate. In this section we brie
y enumerate some
possible research directions.
7.5.1 Extensions of the model for other research purposes
The models developed in this dissertation can be extended in several ways to
investigate other research objectives. There are a few possible avenues for future
research. In this section we enumerate two opportunities.
In the standard order-up-to policy discussed in chapter 2, we assume that the
review period is one base period. This assumption is appropriate when there is
no setup time before an order is produced. Obviously, when long setup times
are required before the production of each order, the production load can beChapter 7. Conclusions and future research directions 153
reduced by eliminating the need to setup every period, for instance by batching
the orders. In a periodic review order-up-to policy, the orders can be batched
by increasing the review period, as proposed by Van Nyen [115]. However, large
lot sizes cause long production times, indicating a convex relationship between
batch size and lead time. We refer to Karmarkar [60] and Vandaele [117] for
a discussion on the impact of lot sizing on lead times. Our standard order-up-
to policy can be extended to include setup times and multiple review periods.
For instance, phase type production times can be used to include setup times,
namely by adding an extra `setup' phase. Moreover, a sum of a random num-
ber of i.i.d. terms is also i.i.d., so that the batch sizes of the production orders
arriving at the queue remain i.i.d., and the same queueing model can be re-used.
Our standard model can also be used to investigate the benets of capacity
pooling. Capacity pooling refers to the consolidation of capacity that resides in
multiple facilities into a single one. In a system without pooling, each facility
fullls its own demand relying solely on its capacity. In a pooled system, demand
is aggregated and fullled from a single shared facility. We refer to Benjaafar
et al. [7] who discuss the benets of pooling in production/inventory systems.
We may use our model to investigate capacity pooling by comparing on the
one hand the performance analysis of several parallel P/I systems, each with
a separate production unit serving the demand of one customer, and on the
other hand, one aggregate model with one production unit, serving a common
demand stream of all customers.
7.5.2 Combination capacity and inventory buer
In chapter 4 we discussed the capacity-inventory trade-o. In this trade-o, we
considered two strategies with regard to the production capacity. The rst is
an in
exible capacity strategy; the manufacturer's capacity remains at a xed
level, irrespective of the retailer's order pattern, and when the available capac-
ity in a period is insucient to complete production of an order, then the next
period's capacity is used to continue production of this order. As a result, the
production of an order may be spread over several periods, so that lead times
are variable. This increases inventory requirements, but tempers the capacity
investments. The opposite is true in a 
exible capacity strategy; the manu-
facturer invests in excess capacity in order to produce each order within the
period after it is placed. This extra capacity investment reduces the lead times154 7.5. Future research opportunities
considerably (since every order is replenished the day after it is placed), with
lower inventory holdings as a result.
In other words, we trade-o a variable lead time with a xed target lead time,
and when considering a xed lead time, we assume that every order has to
be produced before the next one arrives, or equivalently, that the lead time is
shorter than the review period. An interesting research question is to consider
xed target lead times that relaxes this assumption, for instance, an order is
placed every day and the manufacturer promises a target delivery time of one
week. This way, there is a capacity buer (to produce orders within the tar-
get delivery time)  and an inventory buer (to buer against uncertain demand
during the target lead time).
The reason why we did not include this scenario in our model is that this com-
plicates the matter considerably. In this dissertation we model the production
system as a queueing model. Hence, when every order is produced before the
next one is placed, the queue is always empty when an order arrives at the
queue. As a result, there is no waiting time, and the lead time consists of a
production (or service) time only. This result does not hold when the target
delivery time is a multiple of the review period. In that case the queue may
not be empty when a new order is placed. In order to know whether an order
can be produced within the target delivery time, we then need to know the
waiting time of a new placed order, which depends on the amount of work in
the queue. Moreover, suppose it turns out that the order (or part of it) has to
be produced in overtime (in order to meet the target lead time), then this order
will not join the queue of waiting orders and the Markovian arrival process at
the queue will be disturbed. Remember that the queueing models developed in
this dissertation rely on a Markovian arrival process. Therefore we cannot use
the models developed in this dissertation to tackle this problem.
Nevertheless, it is worthwhile to investigate this research track, but we will
have to develop a dierent research model to solve this problem, for instance,
by making use of clearing functions, where the lead time is a function of the
WIP. In other words, we will have to abandon our queueing model in favor of
production models with \load dependent lead times", see Pahl et al. [88].Chapter 7. Conclusions and future research directions 155
Another topic for further research that is related to this issue is to set up a
decision rule to decide whether an order (or part of it) is produced by the pro-
duction system (make-to-order), or whether it is taken from inventory (deliver-
from-stock). It is plausible to assume that if an order arrives at a long queue,
indicating a long waiting time, one may decide to full this order from inventory
in order to avoid an overdue delivery time. On the contrary, when an order ar-
rives at an empty queue, one may decide to produce the order since the delivery
time can be easily met. In this case, we again combine a capacity buer with
an inventory buer, but in a slightly dierent way as the discussion above. The
research question is here to determine both the required capacity investment
and the required inventory holdings to deliver from stock when the available
capacity is insucient. Since the rationale is similar to the discussion described
earlier in this paragraph, the use of clearing functions may be a way to tackle
this problem.
7.5.3 The quest for closed-form expressions
In this doctoral dissertation we presented an exact solution to a specic type
of production/inventory systems. This means that we do not rely on heuristics
or approximations. However, our results are based on a numerical analysis.
Therefore, it may take a long time to obtain the outcome when the numerical
computations are complex, for instance when large instances are considered.
For practical purposes, it may be more convenient to have analytic closed-form
expressions. This way computation times can be reduced, and additionally, the
impact of a specic parameter can immediately be measured. Unfortunately,
the queueing models considered in this thesis are too complex to obtain closed-
form expressions. An opportunity for further research is therefore to consider a
simplied version of the models described in this thesis and derive closed-form
expressions for a reduced model. This may provide additional insights in the
dynamics of the examined P/I systems.156 7.5. Future research opportunitiesAppendix A
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In this appendix we brie
y introduce the queueing methodology used throughout
this dissertation. Due to the specic characteristics of the arrival and service
processes of the encountered queueing models, the standard queueing results
of e.g. M/M/1 or G/G/1 models are not applicable. Instead, we make use of
matrix analytic methods (MAM's), which are popular as modeling tools because
they can be used to construct and analyze a wide class of stochastic models [69,
85]. They are applied in several areas, of which the performance analysis of
telecommunication systems is one of the most notable [69]. This appendix
presents an introduction to these matrix analytic methods. We rst introduce
a general class of arrival patterns, i.e., the discrete batch Markovian arrival
pattern, and a particular type of distributions, i.e., the phase type distribution,
before we present the matrix analytic techniques themselves.
A.1 Discrete batch Markovian arrival pattern
In many queueing models, the Poisson distribution is commonly used as the
arrival pattern, though it is often a poor t to realistic demand data. The limi-
tation which the Poisson process presents in modeling realistic arrival processes
has led to the introduction of the versatile Markovian point process, known as
MAP, by Marcel Neuts [87]. Later on, Lucantoni [75] generalized the MAP
including arrivals in batches to BMAP. The discrete-time version of this batch
arrival process (called D-BMAP) was introduced by Chris Blondia [13]. The
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idea of a D-BMAP is to keep tractability of the Poisson arrival process but
signicantly generalize it in ways that allow the inclusion of non-exponential
interarrival time or batch size distributions, dependent interarrival times, cor-
related batch sizes, etc.
Generally, a D-BMAP is dened by an innite set of positive l l matrices Fn,





is a transition matrix1. By denition the Markov chain Jt associated with F and
having fi;1  i  lg as its state space, is controlling the actual arrival process
as follows. Suppose J is in state i at time t. By going to the next time instance
t + 1, there occurs a transition to another or possibly the same state, and a
batch arrival may or may not occur. The entries (Fn)i;j represent the probabil-
ity of having a transition from state i to j and a batch arrival of size n. So, a
transition from state i to j without an arrival will occur with probability (F0)i;j.
In our queueing models, the arrival process is characterized by batch arrivals
with a deterministic inter-arrival time and a variable batch size, that can be
either a random variable, or correlated with the previous batch size. Suppose
for instance that a new batch order arrives every p time units. Hence, by setting
the number of states l = p, we can capture this periodic arrival pattern by means
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for n  1. This means that during p   1 time steps, transitions occur without
an arrival from state 1 to state p with probability one. Then a transition occurs
with a batch arrival from state p back to state 1 with a batch size probability
1A Markov transition matrix is a square matrix describing the probabilities of moving from
one state to another in a dynamic system. In each row are the probabilities of moving from
the state represented by that row, to the other states. Thus the rows of a Markov transition
matrix each add to one.Appendix A. Matrix analytic methods 159
dictated by the matrix Zn. For instance, if the batch sizes are i.i.d. random vari-
ables of size O, then F0 and Fn are pp matrices with I = 1 and Zn = Pr[O = n].
When the batch sizes are autocorrelated, the batch size of the current arrival
determines the size of the next batch arrival. Dening mo as the maximum batch
size, i.e., mo is the smallest integer such that Pr[O > mo] = 0, the matrices F0
and Fn are (p  mo)  (p  mo) matrices with I the mo  mo identity matrix
and Zn = Pr[Ot = n j Ot 1] a matrix with dimensions mo  mo.
A.2 Phase type distributions
Instead of using general distributions, it is preferable to use phase-type (PH)
distributions in the analysis. Phase type distributions are based on the method
of stages technique that was introduced by Erlang and generalized by Neuts [86].
The key idea behind PH distributions is to exploit the Markovian structure of
the distribution to simplify the queueing analysis. In this dissertation, we make
use of discrete PH distributions. Any general discrete distribution can be ap-
proximated in sucient detail by means of a discrete PH distribution, since the
class of discrete PH distributions is a versatile set that is dense within the set
of all discrete distributions on the nonnegative integers [14, 69, 86]. Moreover,
it holds that when the discrete distribution is nite, the corresponding PH ap-
proximation is exact.
A discrete PH distribution X is the distribution of the number of steps prior to
nal absorption in an absorbing Markov chain. It is characterized by the triple
(n;T;), where n > 0 is an integer, referred to as the number of phases of the
distribution or the number of transient states in an absorbing Markov chain,
T is an n  n substochastic matrix2, delineating the transition probabilities
between the transient states, and  is a stochastic 1  n vector, which denes
the probabilities i that the process is started in the transient state i. The
transition probabilities between the transient states and the absorbing state are
given by t, which is an n  1 substochastic vector equal to e   Te, where e is a
n1 column vector with all its entries equal to one. Hence the probability that
k steps are taken prior to absorption is given by Pr[X = k] = T k 1t, where
2In a substochastic matrix, the entries are nonnegative real numbers, where the sum in
each row is bounded by, but not necessarily equal to 1.160 A.3. Matrix analytic techniques
k > 0.
Any general, nite discrete distribution can be modeled exactly by a discrete
PH distribution. To see how this works, consider a random variable G with a
general, nite distribution function Pr[G = i] = gi for i = 1;::;mg, where mg
is the maximum value that G can attain, i.e., mg is the smallest integer such
that Pr[G > mg] = 0. Then, the PH distribution characterized by n = mg,  a
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corresponds exactly to the distribution of G.
A.3 Matrix analytic techniques
Over the last two decades, considerable eort has been put into the develop-
ment of matric analytic techniques, pioneered by Marcel Neuts [85, 86]. These
techniques provide a framework that is widely used for the exact analysis of
queueing models, whose embedded Markov chains are two-dimensional general-
izations of elementary GI/M/1 and M/G/1 queues [63], and their intersection,
i.e., quasi-birth-death (QBD) processes [92]. These two-dimensional general-
izations, called \GI/M/1 and M/G/1 Markov chains", model systems with in-
terarrival and service times characterized, respectively, by general distributions
rather than simple exponentials. In particular, queueing models with phase
type distributed arrival or service patterns or with a discrete batch Markovian
arrival pattern (D-BMAP) are solved with matrix analytic techniques.
We start this section by illustrating the matrix analytic approach by means of
a simple example. A major dierence is to start thinking in terms of blocks of
states and transition submatrices, instead of keeping track of individual states
and scalar transition probabilities. Then we dene three types of Markov chains
that can be solved with matrix analytic techniques. Finally, we shortly men-
tion the matrix geometric solution method which is used in our models. TheAppendix A. Matrix analytic methods 161
objective is merely to present an introduction to matrix analytic techniques,
rather than go through an extensive analysis. For an extensive summary on
this topic, we refer the interested reader to Riska [92, chapter 3] or Latouche
and Ramaswami [69].
A.3.1 Introductory example
Consider a discrete time single server queue where single items arrive determin-
istically every 3 time units and the service process is geometrically distributed
with mean service time 1= < 3. We dene Bn as the \age" of an item in service
at time tn, which is the duration (expressed in time units) of the time interval
[an;tn), with an the arrival time of the item. Then, with the states representing
the age Bn at the n-th observation point tn, the state transition diagram of this
D/GEO/1 queue is given by Figure A.1. Instead of observing the process at all
time epochs, we observe the system only when the server is busy. Hence, the
time of the n-th observation point, tn, is the n-th epoch during which the server
is busy. All events such as arrivals, transfers from the waiting line to the server
and service completions are assumed to occur at instants immediately after the
discrete time epochs. This implies, amongst others, that the age of an order in
service at some time epoch tn is at least 1.
The evolution of the process is as follows. When the item in service does not
complete service (with a probability of 1 ), the item remains in service and its
age increases with one time unit, or Bn+1 = Bn +1. On the contrary, when the
item completes service (with a probability ), the next item in the queue enters
service. This item arrived 3 time units later than the previous one, so that this
item has age Bn+1 = Bn   3 + 1, when Bn  3. When Bn < 3, however, the
queue is empty until the next item arrives. Since we observe the system only
when the server is busy, the age of the next item in service is 1.
It is easy to see that this process makes up a Markov chain on the state space Bn.
State i corresponds to the situation in which the item in service arrived i time
units ago. The state space of this process is innite, denoted by S = f1;2;:::g.
If we order the states of the chain in an increasing order, then the transition162 A.3. Matrix analytic techniques
Figure A.1: The transition diagram of a D/GEO/1 queue
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Suppose now that the arrivals still occur every 3 time units, but an item may ar-
rive individually with probability p1, or may occur in pair (i.e., with a batch size
of 2) with probability p2 = 1 p1. The service process of a single item remains
geometrically distributed with mean service time 1=, with (p1 + 2p2)= < 3
(in order to ensure stability of the queue, the average utilization of the produc-
tion system should be smaller than one). The state transition diagram of this
DX=GEO=1 queue is illustrated in Figure A.2. Each state is now dened by the
pair (Bn;Cn), where Bn  1 is the age of the batch in service and Cn = f1;2g
is the number of items from this batch that still has to start or nish service at
the n-th observation point tn.
The evolution of the process is as follows. When the item in service does not
complete service (with a probability of 1   ), the item remains in service and
the batch age increases with one time unit, or Bn+1 = Bn + 1 and Cn+1 = Cn.
When an item completes service (with a probability ), there are two options:
(a) when this item is the rst completed item of a batch of two (Cn = 2), then
there is still one item of this batch that has to start service, or Cn+1 = Cn   1,Appendix A. Matrix analytic methods 163
(b) when this item is the last of the batch that completes service, then a new
batch arrives of size 1 with probability p1, or of size 2 with probability p2.
Figure A.2: The transition diagram of a DX=GEO=1 queue
Again, this process forms a Markov chain on the state space (Bn;Cn), which is
innite. If we order the states lexicographically, so that
S = f(1;1);(1;2);(2;1);(2;2);:::g, then the transition probability matrix of


















  p1   p2 1    0 0 0 0 0 :::
0 0  1    0 0 0 0 :::
  p1   p2 0 0 1    0 0 0 :::
0 0 0 0  1    0 0 :::
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When we group the entries of the transition matrix according to the age Bn,
then the structure closely resembles the structure of the transition matrix of a
D/GEO/1 queue. To see this, dene the submatrices
L =
"





1    0
 1   
#
;














L F 0 0 :::
L 0 F 0 :::
L 0 0 F
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0 L 0 0
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where 0 is a 2-dimensional matrix of all zeros. The similarity of the transition
matrix (A.3) with the transition matrix (A.1) suggests that the method used
to solve a D/GEO/1 queue can also be used to solve the DX=GEO=1 queue,
with the only dierence that here we deal with vectors and matrices instead
of scalars. This is the key rationale behind the matrix analytic approach. We
search for similar structures as basic M/M/1 or M/G/1 queueing models, but
instead of individual states and scalar transition probabilities, we have blocks
of states and transition submatrices. In the following, we describe three types
of Markov chains that can be solved with MAM's. They all contain a certain
repetitive structure, which can be exploited in their analysis.
A.3.2 Markov chains with repetitive structure
We dene three classes of innite-state Markov chains with a repetitive struc-
ture: GI/M/1-type Markov chains, M/G/1-type Markov chains, and their inter-
section, QBD processes. Note that these are not the same as GI/M/1, M/G/1
and M/M/1 (QBD) queues, but they do have a similar structure. In this sub-
section we brie
y give an overview of the transition matrices of these processes.
The transition matrix of a GI/M/1 type process is a \skip free to the right"
type matrix. It indicates that the Markov chain can move up by one level at a
time only, although it may skip in the downward direction several levels in oneAppendix A. Matrix analytic methods 165
transition. The block partitioned transition matrix of a GI/M/1-type process
resembles the structure of the Markov chain embedded at arrival epochs for the
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Markov chains of M/G/1-type are called \skip free to the left" type matrices.
Their structure is similar to the transition matrix of the Markov chains embed-
ded at service completion epochs for the standard M/G/1 queue. The transition
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0 0 A0 A1
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Finally, Quasi-Birth-Death (QBD) processes are the intersection of GI/M/1-
type and M/G/1-type processes. The transition matrix of a QBD process only
contains non-zero matrices on its (block) diagonal. As such it resembles that of
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A.3.3 Matrix-geometric solution method
Key to the solution of Markov chains of the GI/M/1, M/G/1, and QBD types,
is the existence of the repetitive structure, as illustrated in Eqs. (A.4 { A.6).
This special structure allows for a certain recursive procedure to be applied for
the computation of the stationary probability distribution. It is this recursive
relation that gives elegance to the solution for the case of GI/M/1 (and con-
sequently QBD) Markov chains, but results in unfortunately more complicated
mathematics for the case of the M/G/1-type.
The reason why the solution method for the GI/M/1-type and QBD processes
is signicantly simpler than the solution for the M/G/1-type processes is due
to the matrix geometric relation that exists among the stationary probabilities
[85]. Denote by  the steady state vector of the transition matrix PGI=M=1,
which is the unique solution of the system  = PGI=M=1;e = 1. Then, the
following property holds:
i = 1Ri 1; for 8i  1; (A.7)
where  = (1;2;:::). This property leads to signicant algebraic simplica-
tions resulting in the very elegant matrix-geometric solution technique. Key
to the solution is the computation of the rate matrix R, which is the smallest
nonnegative solution to the matrix equation R =
P1
k=0 RkAk. It can be nu-
merically solved with a variety of algorithms [e.g., 1, 85, 90].
For M/G/1-type processes there is no geometric relation among the various
probability vectors i for i  1 as in the case of QBD and GI/M/1-type
processes. However, matrix analytic methods have been proposed for the solu-
tion of the basic equation  = PM=G=1;e = 1, e.g. see [69, 80, 86], which are
unfortunately more complex [93].
In this Appendix we will not discuss these solution methods into detail since it
will lead us too far. For an extensive summary of these solution techniques, we
refer the interested reader to Riska [92, chapter 3] or Latouche and Ramaswami
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