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Abstract
We study a free boundary problem which is motivated by a particular case of
the flow of a non-Newtonian fluid, with a pressure depending yield stress given by a
Drucker-Prager plasticity criterion. We focus on the steady case and reformulate the
equation as a variational problem. The resulting energy has a term with linear growth
while we study the problem in an unbounded domain. We derive an Euler-Lagrange
equation and prove a comparison principle. We are then able to construct a subsolution
and a supersolution which quantify the natural and expected properties of the solution;
in particular we show that the solution has in fact compact support, the boundary of
which is the free boundary.
The model describes the flow of a non-Newtonian material on an inclined plane
with walls, driven by gravity. We show that there is a critical angle for a non-zero
solution to exist. Finally, using the sub/supersolutions we give estimates of the free
boundary.
MSC 2010: 76A05; 49J40; 35R35
Keywords: Non-Newtonian fluid; Drucker-Prager plasticity; Variational in-
equality; Free boundary
1 Introduction
Setting of the problem We study non-negative solutions u(y, z) of the equation
(1.1)
div(∇u+ |z|q) = −λ in (−1, 1)× (−∞, 0),q ∈ ∂(| · |)(∇u),
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Vallée Cedex 2, France. e-mail: eleftherios.ntovoris@enpc.fr
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with u(±1, z) = 0, q = q(y, z), λ ≥ 0 and for a function f : RN → R, N ∈ N we define the
subdifferential of f at a point y ∈ RN as
(1.2) (∂f)(y) := {z ∈ RN : f(x)− f(y) ≥ z · (x− y)∀x ∈ RN}.
The variational formulation of (1.1) consists in minimizing the functional
(1.3) Eλ(u) =
∫
Ω
|∇u|2
2 + |z||∇u| − λu,
in the space
(1.4) X = X (Ω) := {u ∈ W 1,20L (Ω), z∇u ∈ L1(Ω,R2)},
with
W 1,20L (Ω) := {u ∈ W 1,2(Ω) : u(±1, ·) = 0},
Ω = (−1, 1) × (−∞, 0). Note that by Remark 2.1 the functional Eλ is well defined in X .
Before we explain the physical interpretation of the mathematical model, we present some
of the particularities of the problem.
Since we study the equation (1.1) in an unbounded domain, the variational problem (1.3)
is no longer trivial because it is not clear if the linear term − ∫Ω λu is lower semicontinuous
or if the minimizing sequence obtained by the direct method will have a converging subse-
quence in X . Using Lemma 3.3, we show that the linear term is lower semicontinuous and
the well posedness of the problem is established in Theorem 2.2 (i). Also, despite the fact
that the energy E includes a term with linear growth (in the gradient variable), a compar-
ison principle still holds for equation (1.1). Using this comparison principle we construct
sub/supersolutions and show that in fact the solution of (1.1) is compactly supported.
For the construction of these barriers we use the “curvature like” equation
(1.5) −div(|z|q) = λ,
which is the first variation of the energy
∫
Ω |z||∇u| − λu, with q = ∇u|∇u| when ∇u 6= 0 and
|q| ≤ 1; then the vector ∇u|∇u| is the normal to the level sets of u. If we suppose that these
level sets are given by −z = φ(y) we are led to study the first variation of the 1-D functional
(1.6)
∫ 1
−1
−φ(y)
√
1 + |φ′(y)|2 + λφ.
Non-Newtonian fluids The model (1.1) is motivated by the motion of non-Newtonian
fluids. Let Ω ⊂ R3, open and v : Ω→ R3 be the velocity of the fluid, assumed incompressible,
(1.7) div v = 0.
Let f : Ω→ R3 be the external force, then the relevant equation reads as
(1.8) div σ + f = (∇ · v)v + ∂tv
2
where σ is the stress tensor and using the usual summation convention we write (∇ · v)v =
(vj∂jvi)1≤i≤3. Let σdev be the stress deviator defined by tr(σdev) = 0 and
(1.9) σdev := σ + pI,
where p is the pressure and I is the unit matrix.
We are interested in the flow of rigid visco-plastic fluids, which unlike Newtonian fluids
can sustain shear stress. The stress tensor in this case is characterized by a flow/no flow
condition, namely when the stress tensor belongs to a certain convex set the fluid behaves
like a rigid body, whereas outside this set the material flows like a regular Newtonian fluid.
For a matrix B = (bij)1≤i,j≤3 we denote the norm ||B|| =
√√√√1
2
3∑
i,j=1
b2ij. Following [10] and [5]
we define the stress deviator as
(1.10)
σdev = 2νD(v) + k(p)
D(v)
||D(v)|| if D(v) 6= 0,
||σdev|| ≤ k(p) if D(v) = 0
where we assume that the viscosity ν > 0 is constant and k(p) is the pressure-dependent yield
stress and D(v) = (∇v+ (∇v)T )/2. The above constituent law is a result of a superposition
of the viscous contribution 2νD(v) and a contribution related to plasticity effects k(p) D(v)||D(v)|| ,
which is independent of the norm of the strain rate ||D(v)||. For constant yield limit k(p)
we retrieve the regular Bingham model, which is a generalized Newtonian problem, i.e. the
constituent law in this case is described by a dissipative potential, see [6], [8, Chapter 3] and
references therein. In this paper we will assume the Drucker-Prager plasticity criterion
(1.11) k(p) = µsp,
where µs = tan δs, with δs the internal friction (static) angle. The existence of a dissipative
potential in the case of Bingham flows allows for a variational formulation and in tern the
well-posedeness of the problem; for quasi-static Bingham flows see for example [8]. The
case of a Drucker-Prager criterion, however, falls in a wider class of constituent laws called
“µ(I)−rheology” which are known to be ill-posed, see [1] and [17]. The strong geophysical
interest in the model (1.11) supports however our study. A main result of the present work
is that for one-directional steady flows the model is well-posed.
Flow in one direction We study the well-posedeness and certain quantitative properties
of quasi-static solutions of (1.7)-(1.8), (1.10)-(1.11), for a material which flows on an inclined
plane with sidewalls. We assume that the inclination angle is constant θ and the material
moves only in the direction x under the effect of gravity, see Figure 1. In what follows,
we will assume that the velocity field is of the form v(x, y, z) = (u(y, z), 0, 0) for (x, y, z) ∈
{(x, y, z) : 0 ≤ x, −l ≤ y ≤ l, b ≤ z ≤ h(y)} where h(y) is the interface separating the fluid
and the air and z = b is the surface of the inclined plane, the width of which is equal to 2l.
Although the well posedness of similar problems have been studied in more generality in a
bounded domain, as it will become clear later, in order to study the interface between the
solid and the liquid phase, as we increase the inclination angle, we will need to take b = −∞.
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Figure 1: Steady flow on an inclined plane
By the form of v, the incompressibility condition (1.7) is trivially satisfied and equation (1.8)
with ˆtv = 0 becomes
(1.12) div‡dev = ≠f +Òp,
with ‡dev given by (1.10) and
(1.13) f = (g0 sin ◊, 0,≠g0 cos ◊),
with g0 the gravitational constant. We also assume that p = p(y, z). We calculate
(1.14) D(v) = 12
Qca 0 ˆyu ˆzuˆyu 0 0
ˆzu 0 0
Rdb
and ||Du|| = 12 |Òu|, with Òu = (ˆyu, ˆzu). If we substitute (1.14) in (1.10), equations (1.12)
become, for D(v) ”= 0 or equivalently Òu ”= 0,
(1.15)
(1.16)
(1.17)
Y_____]_____[
‹0div(Òu) + µsdiv
A
p
Òu
|Òu|
B
= ≠g0 sin ◊
0 = ˆyp
0 = g0 cos ◊ + ˆzp
Where the divergence is taken for the coordinates (y, z). If we integrate equation (1.17)
from z to h(y) we get p(y, z) = (h(y)≠z)g0 cos ◊, but because of equation (1.16) and because
◊ œ
Ë
0, fi2
2
we have h(y) = h © constant. For simplicity we take h = 0; then the pressure is
given by
(1.18) p(y, z) = |z|g0 cos ◊.
We are lead to study the following equation
(1.19)
Y][‹0 div(Òu) + µsg0 cos ◊ div(|z|q) = ≠g0 sin ◊ in (≠l, l)◊ (b, 0),q œ ˆ(| · |)(Òu)
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Figure 1: Steady flow on an inclined plane.
By the form of v, the incompressibility condition (1.7) is trivially satisfied and equation (1.8)
with ∂tv = 0 becomes
(1.12) divσdev = −f +∇p,
with σdev given by (1.10) and
(1.13) f = (g0 sin θ, 0,−g0 cos θ),
with g0 the gravitational constant. We also assume that p = p(y, z). We calculate
(1.14) D(v) = 12
 0 ∂yu ∂zu∂yu 0 0
∂zu 0 0

and ||Du|| = 12 |∇u|, with ∇u = (∂yu, ∂zu). If we substitute (1.14) in (1.10), equations (1.12)
become, for D(v) 6= 0 or equivalently ∇u 6= 0,
(1.15)
(1.16)
(1.17)

νdiv(∇u) + µsdiv
(
p
∇u
|∇u|
)
= −g0 sin θ
0 = ∂yp
0 = g0 cos θ + ∂zp
Where the divergence is taken for the c ordinates (y, z). If we integrate equation (1.17)
from z to h(y) we get p(y, z) = (h(y)−z)g0 cos θ, but because of equation (1.16) and because
θ ∈
[
0, pi2
)
we have h(y) = h ≡ constant. For simplicity we take h = 0; then the pre sure is
given by
(1.18) p(y, z) = |z|g0 cos θ.
We are lead to study the following equation
(1.19)
ν div(∇u) + µsg0 cos θ div(|z|q) = −g0 sin θ in (−l, l)× (b, 0),q ∈ ∂(| · |)(∇u)
4
where ∂(| · |) is the subdifferential of the absolute value. If (u, q) is such that (1.19) holds,
with q = q(y, z) = (q1(y, z), q2(y, z)), then |q| ≤ 1 and q = ∇u|∇u| for ∇u 6= 0 and therefore the
stress deviator defined by
(1.20) σdev := ν
 0 ∂yu ∂zu∂yu 0 0
∂zu 0 0
+ µs|z|g0 cos θ
 0 q1 q2q1 0 0
q2 0 0

is of the form (1.10) with v(x, y, z) = (u(y, z), 0, 0) and solves equations (1.12) with f given
by (1.13) and p by (1.18).
Boundary conditions On the surface of the material z = 0 we assume a no stress condi-
tion, i.e. σ · (0, 0, 1) = 0; since the pressure is zero on the surface near the atmosphere, this
condition becomes σdev · (0, 0, 1) = 0. Here we assume that the stress deviator is given by
(1.20). Then the stress free condition becomes (since z = 0)
(1.21) ∂zu(y, 0) = 0.
On the lateral boundary y = ±1 we assume the Dirichlet conditions u = 0 (no slip), while
at the bottom z = b, where the material is in contact with the inclined plane, a natural
assumption is the friction conditionσn− (σn · n)n = µCvv · n = 0
where v, σ, n, µC are the velocity, stress, normal to the plane and a friction coefficient respec-
tively. In our case the friction condition reads as follows
(1.22) ν∂zu+ µs|b|g0(cos θ)q2 = µCu.
Variational formulation The variational formulation of equation (1.19) with boundary
conditions (1.21), (1.22) and the homogeneous Dirichlet conditions on the lateral boundary
constitutes in minimizing the energy
(1.23)
∫
(−l,l)×(b,0)
ν
|∇u|2
2 + µs|z|g0 cos θ|∇u| − (g0 sin θ)u+ µC
∫
{z=b}
|u|2
2
with zero lateral boundary conditions, i.e. u(±1, ·) = 0. Since the energy (1.23) is convex
and the domain is bounded we can easily get a non-negative minimizer via the direct method.
We are interested in the properties of the minimizer as we increase the inclination angle
θ. We call solid and liquid phases the sets {(y, z) : u(y, z) = 0} and {(y, z) : u(y, z) > 0}
respectively (often abbreviated as {u = 0}, {u > 0} resp.), while their common boundary we
call a yield curve. We note that usually in the literature the yield curve is defined, for our
setting, as the set ∂{∇u 6= 0}, but approximating this set would require different methods
and more regularity of the solution.
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For |b| small we expect that for a sufficiently large angle θ all of the material will move
due to the gravity, namely there is no solid phase, whereas, if |b| is large enough, even if
the inclination is large we expect that there will be a solid phase. In order to study the
behaviour and shape of the liquid/solid phases as we increase the inclination angle, we fix
b = −∞. However, there is still one more free boundary remaining, the yield curve, i.e. the
curve that separates the solid from the liquid phase. Since we study (1.23) in an unbounded
domain we drop the friction condition. Let u˜ be a solution of (1.19)-(1.21) with b = −∞, in
order to simplify further the equation (1.19) we set
(1.24) u(y, z) = ν
µsg0 cos θ
u˜ (ly, lz)
l2
, (y, z) ∈ (−1, 1)× (−∞, 0)
we also define
(1.25) λ := tan θ
µs
,
then ∂| · |(∇u(y, z)) = ∂| · |(∇u˜(ly, lz)) and therefore, u given by (1.24) solves the equation
(1.1) if and only if u˜ solves (1.19)
As we will see in Theorem 2.3, the minimizer has compact support, therefore, it trivially
satisfies the friction condition (1.22) on the solid phase as long as the level of the plane is
taken far enough from the support of the minimizer.
We also show that the critical angle for an non-zero minimizer to exist is arctanµs,
namely for θ > arctanµs there exists a non-zero solution with a yield curve while for 0 ≤
θ ≤ arctanµs the solution is zero. This angle is known in the literature by experimental
study, see for example [16]. The time dependent, one dimensional analogue of our case is
studied in [4]; the authors prove that for θ > arctanµs there is no solution with solid phase
while in our case the solution always has a solid phase. The difference of course lies in
our two dimensional setting of the problem in which the existence of the walls where the
velocity vanishes is crucial, not just for the physical relevance of the problem. Indeed since
we study minimizers of (1.3) in an unbounded domain we will often need to apply Poincaré’s
inequality, for this reason we need that the projection of the domain in one of the coordinate
axes is bounded. In [13] the authors also prove that for θ ≤ arctanµs the flowing material
stops moving in finite time.
Review of the literature For an extensive review of non-Newtonian fluids see [6], also [8]
and references therein and [15] for evolutionary problems. The flow of a viscoplastic material
with “µ(I)−rheology” is relatively new in the literature, see for example [10]. The inviscid
case, i.e. for ν = 0 is similar to another scalar model with applications in image processing,
the total variation flow, see for example [18] and [2]. Although the total variation bears more
similarities with the Bingham case, many of the tools used to study our problem are similar.
In fact the total variation is more difficult to study because of the lack of the quadratic term
in the energy which leads to lack of regularity of the solution. For the inviscid case our
energy (1.3) falls into a wider class, the “total variation functionals” see [3, Hypothesis 4.1].
We refer to [14] for simulations of a regularized Drucker-Prager model with application to
granular collapse. Concerning the case of the inclined plane see [11] and [16].
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Organization of the paper In Section 2 we state our main results, Theorems 2.2 and
2.3. In Subsection 3.1 we study the 1-dimensional analogue of (1.3) which we use in Lemma
3.3; this Lemma is the crucial step in order to prove that the linear term −λ ∫Ω u is lower
semicontinuous. In Subsection 3.3 we study an approximate problem of the minimizer of
(1.3) which helps us to prove certain regularity properties of the solution; we also note that
since the minimizer is studied in the half stripe Ω the regularity holds up to the interface
seperating the solid from the liquid phase (the support of the minimizer). Using the ap-
proximate minimizer we can also calculate the first variation of (1.3). Finally, in Lemma 4.4
we construct a solution of (1.5) which we use together with the comparison principle from
Subsection 4.1, in Subsections 4.3 and 4.4 in order to construct a subsolution and superso-
lution respectively. The Figures 2-7 as well as the simulations in Table 1 have been made
with Mathematica.
2 Main results
We begin with a technical remark.
Remark 2.1. We have X (Ω) ⊂ W 1,1(Ω), which justifies the choice of the space X as natural
functional space for the functional (1.3). Indeed,∫
{|z|≥1}∩Ω
|∇u| ≤
∫
{|z|≥1}∩Ω
|z||∇u| <∞,
from which get that u ∈ L1(Ω) by Poincaré’s inequality, see [12, Theorem 12.17]; note also
that in our case the proof of Poincaré’s inequality requires only that elements of the space
W 1,2(Ω) are zero on the lateral boundary of Ω (i.e. on {±1} × (0,∞)). In fact, since the
width of the walls is 2 we have
∫
Ω |u|p ≤ 2
p
p
∫
Ω |∇u|p for p = 1, 2.
Let
(2.1) Λ := {q : q ∈ L2loc(Ω,R2), |q| ≤ 1 a.e.}.
Let Ωˆ = (−1, 1)×R, u ∈ W 1,20L (Ω), we denote by uˆ ∈ W 1,20L (Ωˆ) the reflection of u with respect
the z = 0 axes, i.e.
(2.2) uˆ(y, z) :=
u(y, z) if (y, z) ∈ Ω,u(y,−z) if y, z) ∈ Ωˆ \ Ω.
Throughout the paper we will denote the space X (Ω) simply by X . Only in Lemma 3.4 we
will use the explicit notation, this time for the space X (Ωˆ). The weak formulation of (1.1)
is
(2.3)

∫
Ω
ν∇u · ∇ϕ+ |z|q · ∇ϕ = λ
∫
Ω
ϕ for all ϕ ∈ X
q · ∇u = |∇u| a.e.
for some λ ≥ 0, q ∈ Λ. We can now state our first main Theorem.
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Theorem 2.2. (Existence and uniqueness of minimizers of (1.3))
Let λ ≥ 0, Eλ be given by (1.3), then the following hold
(i) there exists a unique 0 ≤ uλ ∈ X such that
(2.4) Eλ(uλ) = inf
v∈X
Eλ(v),
moreover, uλ ≡ 0 if λ ∈ [0, 1] and uλ 6≡ 0 if λ ∈ (1,+∞),
(ii) there exists q ∈ Λ such that (uλ, q) solves (2.3),
(iii) uλ ∈ C0,αloc (Ω) for all α ∈ (0, 1), in fact uˆλ ∈ W 2,2loc (Ωˆ) and ∂zuλ(y, 0) = 0 for y ∈ (−1, 1),
(iv) if λ > 1, the pair (uλ, q) obtained in (ii) is unique in the sense that if (u¯λ, q¯) ∈ X × Λ
is another pair satisfying (2.3) then
u = u¯ in Ω, and q = q¯, a.e. in {∇u 6= 0}.
We set
Im := inf
v∈X
Eλ(v).
Note that by the continuity of the non-negative function uλ in Theorem 2.2 we can define
the yield curve as the common boundary ∂{uλ > 0} = ∂{uλ = 0}. Moreover, the critical
value λ = 1 in the previous Theorem is also a critical value of the physical solution by (1.24),
(1.25) and it does not depend on the viscosity constant ν or the width of the walls.
We will give some notations in order to present our second result, the motivation for
this notation will become clear in the proofs of the relevant Propositions. Let λ > 1 for
Z ∈ [ 1
λ
, 1
λ−1 ] we define
(2.5) fλ(Z) :=
1
(λ2 − 1)3/2
{
Arcsin
[
(λ2 − 1)Z − λ
]
− λ
√
1− ((λ2 − 1)Z − λ)2
}
.
As we will see in the proof of Lemma 4.4, the function fλ is strictly increasing in the interval
[ 1
λ
, 1
λ−1 ], i.e. fλ(Z1) < fλ(Z2) for Z1 < Z2, with Z1, Z2 ∈ [ 1λ , 1λ−1 ]; we can therefore define the
following function
(2.6) φK(λ)(y) := K(λ)f−1λ
(
fλ
( 1
λ− 1
)
+ |y|
K(λ)
)
y ∈ [−1, 1],
where
(2.7) K(λ) := 1
fλ
(
1
λ
)
− fλ
(
1
λ−1
) .
Note that by the monotonicity of fλ it is K(λ) < 0. We also define the half cone
(2.8) Cλ := {(y, z) ∈ R2 : 0 < |y| < z λ
K(λ)}
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and
(2.9) Epi`(λ) := {(y, z) ∈ Ω : z > φK(λ)(y)}.
In Lemma 4.4 we show that the sets in (2.9) are increasing in λ in the sense that Epi`(λ) (
Epi`(λ¯) for λ¯ > λ, see Figure 3a. For λ1 > λ we set
(2.10) ϑλ,λ1 :=
λ1 − λ
2
(
1 +
(
λ1
K(λ1)
)2) ,
(2.11) b(λ, λ1) := 1 +
√√√√ λ1
2ϑλ,λ1
,
(2.12) Π(λ, λ1) :=
−K(λ1)
λ1 − 1 b(λ, λ1) +
K(λ)
λ− 1 .
and
(2.13) Epi`(λ1) := {(y, z) ∈ Ω : z > b(λ, λ1)φK(λ1)
(
y
b(λ, λ1)
)
}.
In Lemma 4.4 we see that min
|y|≤1
φK(λ)(y) = φK(λ)(0) =
K(λ)
λ− 1 for all λ > 1, and therefore,
the function Π in (2.12) is the distance of the projections on the z−axes of the epigraphs
Epi`(λ) and Ω \ Epi`(λ1). Using (2.7) we calculate
K(λ1)
λ1 − 1 =
2(λ1 + 1)
√
λ21 − 1
2
√
λ21 − 1 + pi + 2Arcsin
(
1
λ1
) ,
then lim
λ1→+∞
K(λ1)
λ1 − 1 = +∞, and similarly one can see that limλ1→+∞
K(λ1)
λ1
= +∞; if we combine
the above two limits, one can check that for all λ > 1,
(2.14) lim
λ1→+∞
Π(λ, λ1) = +∞.
We also have
(2.15) lim
λ1→λ
Π(λ, λ1) = +∞.
If we combine (2.14), (2.15) and the fact that Π is continuous and we get that for every fixed
λ > 1 the function Π(λ, ·) attains a minimum for some λ?1 > λ. In fact numerical simulations
(see Figure 6) suggest the function Π(λ, ·) attains the minimum at a unique λ?1 > λ, but the
analytical calculations are too complicated to check.
In the following Theorem we gather the main properties of the solution obtained in
Theorem 2.2.
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Theorem 2.3. (Main properties)
Let λ > 1, X as in (1.4), (uλ, q) ∈ X × Λ be a solution of (2.3). Also let λ1 > λ, Epi`(λ1)
be as in (2.13), then then function uλ has compact support and it’s support can be estimated
as follows
(2.16) Epi`(λ) ⊂ suppuλ ⊂ Epi`(λ1).
Moreover, we can optimize estimate (2.16) by choosing λ1 = λ?1.
Remark 2.4. (Consequences of Theorem 2.3)
1. In Lemma 4.4 we show that the function φK(λ) has a strictly negative maximum, there-
fore estimate (2.16) implies that the yield curve ∂{uλ > 0} never reaches the surface
of the atmosphere {z = 0}.
2. Notice that the sets Epi`(λ) and Epi`(λ1) can also estimate the support of the physical
solution, by (1.24) and they are independent of the viscosity ν.
3 Existence/Uniqueness
3.1 1D-problem
Let A > 0 and for w ∈ W 1,20 (−1, 1) we consider the energy
(3.1) A(w) =
∫ 1
−1
( |w′(y)|2
2 + A|w
′(y)|
)
dy.
Using the direct method of calculus of variations it is not difficult to show the following
Proposition.
Proposition 3.1. (Minimizer of 1D-problem)
Let A > 0 and m > 0. Then there exists a unique function w solving
A(w) = inf
w∈W 1,20 (−1,1)∫ 1
−1 w=m
A(w).
We set
(3.2) IAm := inf
w∈W 1,20 (−1,1)∫ 1
−1 w=m
A(w).
The uniqueness of the minimizer of A in the above Proposition follows by the strict convexity
of the functional or by using similar arguments as in the proof of Step 1 of Theorem 2.2 (i).
We define the set theoretic sign function as
sign(r) :=

{
r
|r|
}
if r 6= 0,
(−1, 1) else.
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Proposition 3.2. (Characterization of the 1D minimizer)
Let A, m > 0. If λA = λA,m is the non-negative root of
(3.3) 2λ3A − 3λ2A(A+m) + A3 = 0,
with λA > A+m,
(3.4) a = A
λA
< 1,
(3.5) w(y) =

A
(
−y22a + |y|+ 12a − 1
)
a < |y| < 1,
A (a−1)
2
2a |y| ≤ a.
q(y) =

− y|y| a < |y| < 1,
−y
a
|y| ≤ a,
then (w, q, λA) solves the equation
(3.6) −w′′(y)− A(q(y))′ = λA, for a.e. y ∈ (−1, 1),
and
∫ 1
−1w = m. In particular w is the unique minimizer of (3.1) corresponding to the volume
constraint m.
!1.0 !0.5 0.5 1.0
0.5
1.0
1.5
2.0
2.5
L1
L2
L3
L4
Figure 2: Li, i = 1, 2, 3, 4 are the graph of w for (m,A) = (0.5, 0.5), (2, 2), (3, 0.5), (4, 2)
respectively.
Proof of Theorem 3.2
Step 1. The trinomial (3.3)
First we will show that the trinomial (3.3) has a unique non-negative root λA ≥ A+m.
A simple calculation shows that the trinomial (3.3) is increasing in the interval [A+m,+∞)
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with values A3
(
1−
(
1 + m
A
)3) ≤ 0 and +∞ for λA = A + m and λA = +∞ respectively,
hence there exist a root for λ ≥ A+m.
Step 2. The equation (3.6)
For a.e. y ∈ (−1, 1) we have
(3.7) w′′(y) =
−
A
a
a < |y| < 1,
0 |y| < a
and
(3.8) q′(y) =
0 a < |y| < 1,− 1
a
|y| < a.
Using (3.7), (3.8) and (3.4) we deduce that (w, q, λA) solves (3.6).
Step 3. Volume constraint
It remains to show that
∫ 1
−1w = m. It is∫ 1
−1
w = 2
(
A
2 (1− a)
2 +
∫ 1
a
w
)
= 2
(
A
2 (1− a)
2 − A2a
∫ 1
a
(y − a)2 − (1− a)2 dy
)
= A(1− a)
2
a
− A
a
∫ 1−a
0
y2 dy
= A3a(1− a)
2(2 + a),
using equation (3.4) and (3.3) we get
(3.9)
∫ 1
−1
w = A3a(1− a)
2(2 + a) = (λA − A)
2(2λA + A)
3λ2A
= m.
Step 3. Minimizer
It remains to show that w is the minimizer of A in W 1,20 (−1, 1) which corresponds to the
constraint m. First we notice that q(x) ∈ sign(w′(x)) = ∂(| · |)(w′(x)) for x ∈ (−1, 1) and
the subdifferential is given by (1.2). Let v ∈ W 1,20 (−1, 1) with
∫ 1
−1 v = m, it is
A(v)− A(w) ≥
∫ 1
−1
w′(v − w)′ + Aq(v − w)′
= −
∫ 1
−1
(w′′ + Aq′)(v − w) = λA
∫ 1
−1
(v − w) = 0.

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3.2 A variational problem
The lower semicontinuity of the term − ∫Ω λu in (1.3) under the weak topology of W 1,2
is not trivial since the integral is not evaluated in a bounded domain. The following Lemma
shows that the L1-tails of a sequence of functions will converge to zero if the respective values
of the functional Eλ are uniformly bounded.
Lemma 3.3. (Compensation of the mass)
Let {vk}k∈N ⊂ X , suppose that there exists a non-negative constant c independent of k such
that Eλ(vk) < c for all k ∈ N, then
(3.10) lim
l→+∞
(
sup
k
(∫ +∞
l
∫ 1
−1
vk(y,−A) dydA
))
= 0.
Proof of Lemma 3.3
Step 1: An estimate for the minimum of A
Let A > 0 and define
(3.11) mA = mkA =
∫ 1
−1
vk(y,−A) dy
Let A be given by (3.1) and IAmA be the minimum of A corresponding to the constraint mA.
Then for λA the root of the trinomial in (3.3), it is
mA =
(λA − A)2(2λA + A)
3λ2A
.
Using (3.5) we calculate
(3.12) IAmA =
A2
a
(
2
3
(1− a)3
a
+ (1− a)2
)
= (λA − A)
2(2λA + A)
3λA
= mAλA.
By Step 1 of the proof of Proposition 3.2 we have λA ≥ A + mA hence equation (3.12)
becomes
(3.13) IAmA ≥ mA(A+mA) ≥ AmA.
Step 2: The tails of vk converge uniformly to 0
We argue by contradiction, suppose that
sup
k
(∫ +∞
l
mkA dA
)
9 0 as l→ +∞
then, there are ε > 0 and a sequence lj → +∞ as j → +∞ such that
(3.14) sup
k
(∫ +∞
lj
mkA dA
)
≥ ε
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By Fubini’s Lemma we have for lj > λ
(3.15) Eλ(vk) =
∫ +∞
0
∫ 1
−1
|∇vk|2
2 + A|∇vk| − λvk dydA
≥
∫ +∞
0
∫ 1
−1
|∂yvk|2
2 + A|∂yvk| − λvk dydA
≥
∫ +∞
lj
IAmkA
− λmkA dA ≥
∫ +∞
lj
mkA(lj − λ) dA,
where in the last inequality we used (3.11), (3.2) and (3.13). Taking the supremum over
k ∈ N we get, using (3.14)
c ≥ sup
k
Eλ(vk) ≥ sup
k
(∫ +∞
lj
mkA(lj − λ) dA
)
≥ (lj − λ)ε→ +∞ as lj → +∞,
a contradiction.

We have the following Lemma.
Lemma 3.4. (Approximation by smooth functions)
Let v ∈ X (Ωˆ). Then, there is a sequence vA ∈ W 1,20 (Ωˆ) such that
(3.16) vA → v in W 1,2(Ωˆ) ∩ L1(Ωˆ),
and
(3.17) lim
A→+∞
∫
Ωˆ
|z||∇vA −∇v| = 0.
Proof of Lemma 3.4
First we note that v ∈ L1(Ωˆ) by Remark 2.1. Let A > 1 we define the cut off functions
ηA ∈ W 1,∞0 (R) by
ηA(z) :=

1 if |z| ≤ A,
1− 1
A
(|z| − A) if A ≤ |z| ≤ 2A,
0 if 2A ≤ |z|.
Then
(3.18) |η′A(z)| ≤
2
|z| a.e.
The functions vA(y, z) := ηA(z)v(y, z) belong to W 1,2(Ωˆ), they have compact support in
ΩˆA = (−1, 1)×(−2A, 2A) and zero trace on ∂ΩˆA. Since the boundary of each ΩˆA is Lipschitz
and bounded we have by [12, Theorem 15.29] that vA ∈ W 1,20 (ΩˆA). It is not difficult to see
that vA → v in W 1,2(Ωˆ), we will show that lim
A→+∞
|z||∇vA −∇v| = 0.
We have ∫
Ωˆ
|z||∇vA −∇v| ≤
∫
Ωˆ
|z|(|η′Av|+ |ηA − 1||∇v|)
≤
∫
Ωˆ∩{A<|z|<2A}
2|v|+
∫
Ωˆ∩{A<|z|}
|z||∇v|
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then, using (3.18) and the fact that |z||∇v|, |v| ∈ L1(Ωˆ) the right hand side of the above
estimate converges to zero as A→ +∞.
The convergence in L1(Ωˆ) in (3.16) follows by Remark 2.1. 
For two sets U,U ′ ⊂ R2, by U ⊂⊂ U ′ we mean that U is relatively compact in U ′,
i.e. U ⊂ U ′ and U is compact. Also for a function u(y, z) we define the positive part
u+(y, z) = max{u(y, z), 0}.
Proof of Theorem 2.2 (i)
Step 1. Boundedness of Eλ from below
We focus in the cases λ > 0 since for λ = 0 the minimizer of Eλ is trivially the zero
function. We fix λ > 0, let u ∈ X , using Poincaré’s inequality in Ω (Remark 2.1) we get
Eλ(u) =
∫
Ω
|∇u|2
2 + |z||∇u| − λ
∫
Ω
u
≥
∫
Ω
|∇u|2
2 + (|z| − 2λ)|∇u|.
We split the last integral in the domains {|z| ≥ 2λ} ∩ Ω and {|z| ≤ 2λ} ∩ Ω and get
Eλ(u) ≥
∫
{|z|≤2λ}∩Ω
|∇u|2
2 − 2λ|∇u|
≥
∫
{|z|≤2λ}∩Ω
−2λ2 > −∞.
Step 2. Minimizing sequence
Let uk ∈ X with lim
k→+∞
Eλ(uk) = inf
v∈X
Eλ(v). We will denote by c a generic positive
constant which does not depend on the parameter k. There is a positive constant c such
that sup
k∈N
Eλ(uk) ≤ c, then as in Step 1 we use Poincare’s inequality to get
c ≥
∫
{|z|≤2λ}∩Ω
|∇uk|2
2 + (|z| − 2λ)|∇uk|+
∫
{|z|≥2λ}∩Ω
|∇uk|2
2
≥
∫
{|z|≤2λ}∩Ω
|∇uk|2
2 −
|∇uk|2
4 − (|z| − 2λ)
2 +
∫
{|z|≥2λ}∩Ω
|∇uk|2
2 ,
where in the second inequality we used Young’s inequality
(
|a||b| ≤ b24 + a2
)
. Is is easy now
to see that
(3.19)
∫
Ω
|∇uk|2 ≤ c.
Then by Poincare’s inequality and compactness there is u ∈ W 1,20L (Ω) such that uk ⇀ u as
k → +∞.
Using similar arguments we get c ≥ ∫Ω(|z| − 2λ)|∇uk|, or if we split the integral in the
domains {|z| ≥ 4λ} ∩ Ω = {|z| − 2λ ≥ |z|/2} ∩ Ω and {|z| ≤ 4λ} ∩ Ω we get
(3.20)
1
2
∫
{|z|−2λ≥|z|/2}∩Ω
|z||∇uk| ≤
∫
{|z|≥4λ}∩Ω
(|z| − 2λ)|∇uk| ≤ c−
∫
{|z|≤2λ}∩Ω
(|z| − 2λ)|∇uk|,
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since
∫
{2λ≤|z|≤4λ}∩Ω(|z| − 2λ)|∇uk| ≥ 0. We can now bound the right hand side of (3.20)
using Hölders inequality and (3.19) and get eventually that
∫
{|z|≥4λ}∩Ω |z||∇uk| ≤ c. Using
Hölders inequality and (3.19), one can also bound the quantity
∫
{|z|≤4λ}∩Ω |z||∇uk| uniformly
in k, we can therefore conclude that
(3.21)
∫
Ω
|z||∇uk| ≤ c,
where again c is a positive constant independent of k.
Step 3. Lower semicontinuity
We will show that
(3.22)
∫
Ω
|∇u|2
2 + |z||∇u| ≤ lim infk→+∞
∫
Ω
|∇uk|2
2 + |z||∇uk|,
and
(3.23) −λ
∫
Ω
u ≤ lim inf
k→+∞
(
−λ
∫
Ω
uk
)
.
Equations (3.19), (3.21) and (3.22) imply that u ∈ X and then u ∈ L1(Ω) by Remark 2.1.
Whereas, equations (3.22) and (3.23) together imply that Eλ(u) ≤ lim inf
k→+∞
Eλ(uk), which
shows that u is a minimizer of Eλ in X . Since the integrand in (3.22) is non-negative convex
in the gradient variable and measurable in the z variable, the inequality (3.22) follows from
[9, Chapter I, Theorem 2.5].
For l > 0 fixed we have
(3.24)
(3.25)
∫
Ω
uk =
∫ +∞
l
∫ 1
−1
uk(y,−A) dydA+
∫ l
0
∫ 1
−1
uk(y,−A) dydA
≤ sup
k
(∫ +∞
l
∫ 1
−1
uk(y,−A) dydA
)
+
∫ l
0
∫ 1
−1
uk(y,−A) dydA.
Since Eλ(uk) is uniformly bounded we can apply Lemma 3.3 and get that (3.10) holds for
the sequence uk. Using (3.10) and the fact that u ∈ L1(Ω), we can take the lim sup in (3.24),
as k → +∞ and then l → +∞ and get lim sup
k→+∞
∫
Ω
uk ≤
∫
Ω
u or else (3.23), which completes
the proof of the lower semi-continuity of Eλ and hence the existence of a minimizer u ∈ X .
Step 4. Uniqueness
Let u, u˜ ∈ X be two minimizers, then using similar arguments as in [6, Section 3.5.4,
p.36] one can show that
(3.26)
∫
Ω
∇u · (∇u˜−∇u) +
∫
Ω
|z||∇u˜| −
∫
Ω
|z||∇u| ≥ λ
∫
Ω
u˜− u,
(3.27)
∫
Ω
∇u˜ · (∇u−∇u˜) +
∫
Ω
|z||∇u| −
∫
Ω
|z||∇u˜| ≥ λ
∫
Ω
u− u˜.
If we add equations (3.26) and (3.27) we get∫
Ω
|∇u−∇u˜|2 ≤ 0,
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hence u = u˜ in Ω since they also have the same lateral boundary conditions.
Step 5. Non-negative minimizer
We have by [19, Corollary 2.1.8, page 47] that ∇u+ = (∇u) · χ{u>0}, where by χ{u>0} we
denote the characteristic function of the set {(y, z) : u(y, z) > 0}. Since also −λ ∫Ω u+ ≤
−λ ∫Ω u we have Eλ(u+) ≤ Eλ(u), hence u = u+ by the uniqueness of minimizers.
Step 6. λ ∈ [0, 1]
Our goal is to show that
(3.28) Eλ(u) ≥ 0, for all u ∈ X ,
then because 0 ∈ X and Eλ(0) = 0 we get that the unique minimizer of Eλ is the zero
function. In view of Lemma 3.4, it is enough to prove (3.28) for functions u with uˆ ∈ W 1,20 (Ωˆ).
Let u be such a function, then as in Step 5 we have
(3.29) Eλ(u+) ≤ Eλ(u).
Suppose that the compact support of uˆ+ is contained in [−1, 1]× (−A,A) where A is large
enough, then we have ∫
Ω
|z||∇u+| ≥
∫ 1
−1
∫ A
0
|z|
∣∣∣∣∣∂u+∂z
∣∣∣∣∣ dzdy
≥
∣∣∣∣∣
∫ 1
−1
∫ A
0
z
∂u+
∂z
dzdy
∣∣∣∣∣
=
∫
Ω
u+
in the last equality we used integration by parts. This estimate together with (3.29) and the
fact that λ ≤ 1 gives
Eλ(u) ≥ Eλ(u+) ≥ (1− λ)
∫
Ω
u+ ≥ 0.
Step 7. λ ∈ (1,+∞)
Our goal is to prove that there is u ∈ X with Eλ(u) < 0. Let ϕ ∈ C∞(−1, 1), ϕ ≥ 0 with
ϕ(−1) = 0 = ϕ(1) and ∫ 1−1 ϕ = 1 (for example ϕ(y) = 34(1− y2)). We define
u(y, z) := k−3ekzϕ(y)
where k > 0 is large enough, to be chosen later. It is u ∈ X and
(3.30)
∫
Ω
|∇u|2
2 =
1
2
∫ 1
−1
[
k−2(ϕ′(y))2 + ϕ2(y)
]
dy
∫ 0
−∞
(k−2ekz)2 dz
= Ak4 k
−5
where we set Ak =
∫ 1
−1 [k−2(ϕ′(y))2 + ϕ2(y)] dy. Also
(3.31)
∫
Ω
|z||∇u| =
∫ 1
−1
√
k−2(ϕ′(y))2 + ϕ2(y) dy
∫ 0
−∞
|z|k−2ekz dz
= Bk
∫ 0
−∞
|z|k−2ekz dz
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where Bk =
∫ 1
−1
√
k−2(ϕ′(y))2 + ϕ2(y) dy. If we integrate by parts the second product com-
ponent of the right hand side of (3.31) we get∫ 0
−∞
|z|k−2ekz dz =
∫ 0
−∞
k−3ekz =
∫ 0
−∞
k−3ekz
∫ 1
−1
ϕ =
∫
Ω
u,
then (3.31) becomes
(3.32)
∫
Ω
|z||∇u| = Bk
∫
Ω
u.
We also have
∫
Ω u = k−4, then we can write Eλ(u) using (3.30) and (3.32) as
(3.33) Eλ(u) =
Ak
4 k
−5 + (Bk − λ)k−4.
Next we note that Bk ≥ 1, is decreasing in k (and so is Ak) and Bk → 1 as k → +∞. Since
λ > 1 we can find k0 large enough such that Bk0 < λ, then (3.33) becomes
Eλ(u) ≤ Ak04 k
−5 + (Bk0 − λ)k−4,
for all k ≥ k0. We can now conclude if we choose k ≥ k0 large enough, since the function
k−5 decreases faster than k−4, for example k > max{k0, Ak04(λ−Bk0 )}. 
3.3 The ε-approximation
Let λ > 0, uλ be the minimizer of Eλ given by Theorem 2.2 (i). For A > 0 we define
ΩˆA = {(y, z) ∈ Ωˆ : |z| ≤ A}, ΩA = Ω ∩ ΩˆA and
HA = {v ∈ W 1,2(ΩA), v = uλ, on ∂ΩA \ {z = 0}},
We are interested in approximate minimizers of (1.3), for this we study the minimizers in
HA of the approximate functional
(3.34) EAε,λ(u) =
∫
ΩA
|∇u|2
2 + |z|
√
ε2 + |∇u|2 − λu,
where ε > 0.
Since we have mixed boundary conditions, an easy way to describe the space of test functions
for the weak formulation of the first variation of (3.34) is to use reflection in the domain ΩˆA.
We will simply write φˆ ∈ W 1,20 (ΩˆA) for the test functions. We have the following Proposition.
Proposition 3.5. (W 2,2loc regularity of approximate problem)
Let A, ε, λ > 0, then there exists a unique minimizer uε,A ∈ HA of EAε,λ. Moreover, uˆε,A ∈
W 2,2loc (ΩˆA) and the following equation holds
(3.35)
∫
ΩA
∇uε,A · ∇ϕ+ |z| ∇uε,A · ∇ϕ√
ε2 + |∇uε,A|2
= λ
∫
ΩA
ϕ, for all ϕˆ ∈ W 1,20 (ΩA),
and ∂zuε,A(y, 0) = 0 for y ∈ (−1, 1).
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The existence of a minimizer is a consequence of the direct method in the bounded domain
ΩA, while the regularity results are standard. We give a sketch of the Proof of Proposition
3.5 in Appendix A.
Proof of Theorem 2.2 (ii)-(iv)
Step 1. Solutions of E-L equation are minimizers of (1.3)
First we will show that for any pair (u, q) ∈ X × Λ that satisfies equation (2.3), u is a
minimizer of Eλ. Let v ∈ X , using (2.3) and the fact that |q| ≤ 1 it is easy to check that
q ∈ ∂| · |(∇u) in Ω. By the definition of the subdifferential we have
(3.36) Eλ(v)− Eλ(u) ≥
∫
Ω
∇u · ∇(v − u) + |z|q · ∇(v − u)− λ
∫
Ω
(v − u) = 0,
where we used (2.3) with test function ϕ = v − u ∈ X .
Step 2. Approximating solutions
As usual we will focus in the case λ > 0. Let u = uλ be the minimizer of Eλ given by
Theorem 2.2 (i). For ε > 0 let uε,A be the minimizer of EAε,λ given by Proposition 3.5, then
for all A > 0 we will show that uε,A → u strongly as ε→ 0, inW 1,2(ΩA) up to a subsequence.
Extending uε,A by uλ outside ΩA, we can write the following variational inequalities as in
the Step 1 of the proof of Theorem 2.2 (i)
(3.37)
∫
ΩA
∇u · (∇uε,A −∇u) +
∫
ΩA
|z||∇uε,A| −
∫
ΩA
|z||∇u| ≥ λ
∫
ΩA
uε,A − u
and
(3.38)∫
ΩA
∇uε,A · (∇u−∇uε,A) +
∫
ΩA
|z|
√
ε2 + |∇u|2 −
∫
ΩA
|z|
√
ε2 + |∇uε,A|2 ≥ λ
∫
ΩA
u− uε,A.
Adding inequalities (3.37) and (3.38), we get∫
ΩA
|∇uε,A −∇u|2 ≤
∫
ΩA
|z|(|∇uε,A| −
√
ε2 + |∇uε,A|2) + |z|(
√
ε2 + |∇u|2 − |∇u|)
≤
∫
ΩA
|z|(
√
ε2 + |∇u|2 − |∇u|)
=
∫
ΩA
|z| ε
2√
ε2 + |∇u|2 + |∇u|
≤ A|ΩA|ε,
Then using also Poincare’s inequality we get for all A > 0 and up to a subsequence
(3.39) ∇uε,A → ∇u, uε,A → u a.e. in ΩA as ε→ 0.
Step 3. The function q
For qε,A = ∇uε,A√
ε2+|∇uε,A|2
, we have qε,A ·∇uε,A ≤ |∇uε,A|, then using (3.39) it is not difficult
to see that
(3.40) qε,A · ∇uε,A → |∇u| a.e. in ΩA as ε→ 0.
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Since qε,A ∈ L2loc(ΩA,R2) with |qε,A| ≤ 1, there exists qA ∈ L2loc(ΩA,R2) with |qA| ≤ 1 and
such that qε,A converges weakly to qA in L2(U,R2), as ε→ 0, for every U ⊂⊂ ΩA. Then using
also (3.39) we have lim
ε→0
∫
U
qε,A ·∇uε,A =
∫
U
qA ·∇u for all U ⊂⊂ ΩA and by (3.40) we get that
qA ·∇u = |∇u| a.e. in ΩA. Extending qA by zero outside ΩA we may wright qA ∈ L2loc(Ω,R2)
and as before we can find q ∈ L2loc(Ω,R2), with |q| ≤ 1 and such that qA converges weakly
to q in L2(U,R2), as A→ +∞, for every U ⊂⊂ ΩA, and hence q · ∇u = |∇u| a.e.
Step 4. Passing to the limit ε→ 0, A→ +∞
Let ϕ with ϕˆ ∈ W 1,20 (Ωˆ), then equation (3.35) with A large enough holds for this test
function and since qε,A is bounded we can pass to the limit as ε→ 0 and get∫
Ω
∇u · ∇ϕ+ |z|qA · ∇ϕ = λ
∫
Ω
ϕ.
We can now pass to the limit as A→ +∞ and using also Lemma 3.4 we get (2.3).
Step 5. Uniqueness
Let (u, q), (u¯, q¯) be two solutions of (2.3) then by Step 1 we have u = u¯, since minimizers
of (1.3) in X are unique by Theorem 2.2 (i). Then in the set {∇u 6= 0} the vectors q, q¯ are
parallel to ∇u and so is q − q¯, but since (q − q¯) · ∇u = 0 by (2.3) we have q = q¯ a.e. in
{∇u 6= 0}.
Step 6. Neumann condition
We denote by ∂xi , i = 1, 2 respectively the derivatives ∂y, ∂z. Let i, j ∈ {1, 2}, Uˆ ⊂⊂ ΩˆA,
by Proposition 3.5 we have that uˆε,A ∈ W 2,2loc (Uˆ), by Lemma A.1 the second derivatives of
uˆε,A are uniformly bounded in L2(Uˆ), hence for ϕ ∈ W 1,20 (Uˆ) we have (up to a subsequence)∫
Uˆ
∂xiuˆ∂xjϕ = limε→0
∫
Uˆ
∂xiuˆε,A∂xjϕ = − limε→0
∫
Uˆ
∂xj∂xiuˆε,Aϕ = −
∫
Uˆ
gϕ,
for some function g ∈ L2(Uˆ). We have proved that uˆ ∈ W 2,2loc (Ωˆ), then applying a Sobolev
embedding Theorem ([7, Section 5.6.3]) we get that uˆ ∈ C0,αloc (Ωˆ) for all α ∈ (0, 1). As in the
proof of Proposition 3.5 we can now define the trace of the derivative of u on {z = 0} and
∂zu(y, 0) = 0 for y ∈ (−1, 1). 
4 Properties of the solution
4.1 Comparison Principle
In view of Theorem 2.2 (i) we will assume that λ > 1 for the rest of the paper.
Definition 4.1. Sub/supersolution
Let u ∈ X be non-negative and q ∈ Λ, Λ as in (2.1), we call the pair (u, q) a subsolution
(resp. a supersolution) of the equation (2.3) if
(4.1)

∫
Ω∇u · ∇ϕ+ |z|q · ∇ϕ ≤ λ
∫
Ω ϕ (resp. ≥ λ
∫
Ω ϕ) for all ϕ ∈ X , ϕ ≥ 0,
q · ∇u = |∇u| a.e. in Ω.
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Proposition 4.2. Comparison principle
Let u, v ∈ X , qu, qv ∈ Λ with (u, qu), (v, qv) a subsolution and a supersolution respectively of
(2.3), with 0 = u ≤ v on {−1, 1} × (−∞, 0) in the sense of traces, then
u ≤ v, in Ω.
Proof of Proposition 4.2
Let ϕ = (u − v)+, then ϕ ∈ X . If we write the inequalities (4.1) for u, v with this test
function and subtract the one from the other we get∫
Ω
∇(u− v) · ∇(u− v)+ + |z|(qu − qv) · ∇(u− v)+ ≤ 0,
or if we use [19, Corollary 2.1.8, page 47] we can write it as
(4.2)
∫
Ω
|∇(u− v)|2χ{u−v≥0} ≤ −
∫
Ω
|z| [(qu − qv) · ∇(u− v)]χ{u−v≥0}.
Next we calculate, using the properties of qu, qv in Definition 4.1
(qu − qv) · (∇u−∇v) = |∇u| − qu · ∇v − qv · ∇u+ |∇v|
≥ |∇u| − |∇u|+ |∇v| − |∇v| = 0, a.e.
then (4.2) implies
∇(u− v) = 0, a.e. in {u− v ≥ 0}
or ∇(u− v)+ = 0 almost everywhere. Using the boundary conditions we can conclude that
(u− v)+ = 0 and hence u ≤ v a.e. in Ω. 
Remark 4.3. (Monotonicity in λ)
For uλ the minimizer of Eλ in X and m(λ) = ∫Ω uλ the volume rate, using the comparison
principle from Proposition 4.2 it is not difficult to see that m(λ) is increasing in λ. Unfortu-
nately, the physical volume rate is given, using the rescaling (1.24), by m0 = (l2µsg0 cos θ)m,
which does not allow us to directly study the monotonicity with respect the inclination angle
θ (cos θ is decreasing for θ ∈ [0, pi/2) and λ(θ) is increasing by (1.25)).
4.2 Some explicit profiles
As we explained in the introduction, we study the first variation of the functional (1.6),
i.e.
(4.3) φφ
′′
(1 + |φ′|2)3/2 −
1√
1 + |φ′|2
+ λ = 0, y ∈ (−1, 1).
Lemma 4.4. (An explicit solution of 4.3)
Let λ > 1, K(λ) be given by (2.7) and φK(λ) defined in (2.6). Then the function φK(λ) ∈
C∞(−1, 1) ∩ C([−1, 1]) is non-positive and the following properties hold
(4.4) lim
y→−1φ
′
K(λ)(y) = −∞, limy→1φ
′
K(λ)(y) = +∞.
Moreover the function φK(λ) is convex with minimum φK(λ)(0) = K(λ)λ−1 and maximum φK(λ)(±1) =
K(λ)
λ
and if λ¯ > λ then φK(λ¯)(y) < φK(λ)(y), for y ∈ [−1, 1].
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Proof of Lemma 4.4
Step 1. The inverse function
Let λ > 1 and Z ∈ [ 1
λ
, 1
λ−1 ], fλ(Z) be given by (2.5). Notice that fλ is smooth in (
1
λ
, 1
λ−1)
and that it has been chosen so that
(4.5) f ′λ(Z) =
(λZ − 1)√λ2 − 1√
1− ((λ2 − 1)Z − λ)2
,
from which we get that fλ is strictly increasing in [ 1λ ,
1
λ−1 ]. We set
(4.6) Aλ := fλ
( 1
λ− 1
)
− fλ
(1
λ
)
= pi2(λ2 − 1)3/2 +
1
λ2 − 1
1 + Arcsin
(
1
λ
)
√
λ2 − 1
 ,
by the monotonicity of f we can define the positive function φ implicitly in the intervals
[−Aλ, 0] and [0, Aλ] as follows
(4.7) fλ(φ(y)) = fλ
( 1
λ− 1
)
− |y|, y ∈ [−Aλ, Aλ],
then fλ(φ(y)) = fλ(φ(−y)) for y ∈ [0, Aλ], which means that φ is an even function thanks to
the monotonicity of fλ. Also by (4.7) we have φ(0) = 1/(λ−1) and by (4.5) we can calculate
the limit lim
Z→1/(λ−1)
f ′(Z) and get lim
y→0+
φ′(y) = 0. Since φ is even and smooth in the intervals
[−Aλ, 0) and (0, Aλ] we eventually get φ′(0) = 0. We have concluded that φ ∈ C1(−Aλ, Aλ).
Relation (4.7) gives also for y ∈ [−Aλ, Aλ]
(4.8) 1/λ = φ(±Aλ) ≤ φ(y) ≤ φ(0) = 1/(λ− 1)
and by (4.5)
(4.9) φ′(−Aλ) = +∞, φ′(Aλ) = −∞.
Step 2. φ satisfies (4.3)
Using (4.5) we can differentiate (4.7) and taking the squares in both sides of the equation,
we get for y ∈ (−Aλ, Aλ),
|φ′|2 (λφ− 1)
2(λ2 − 1)
1− ((λ2 − 1)φ− λ)2 = 1
or after a few simplifications
|φ′|2 = 1(λ− 1
φ
)2 − 1.
Noting that φ ≥ 1/λ > 0, the above equation can be rewritten as
(4.10) φ
λ− 1√
1 + |φ′|2
 = 1.
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Let K0 < 0, we define
(4.11) φK0(y) := K0φ(
y
K0
), y ∈ [AλK0,−AλK0],
by (4.10), the negative function φK0 satisfies
(4.12) φK0(y)
λ− 1√
1 + |φ′K0(y)|2
 = K0, y ∈ (AλK0,−AλK0).
In particular, if K(λ) is given by (2.7), differentiating (4.12) with respect to y we get
(4.13) φ′K(λ)
 φK(λ)φ′′K(λ)
(1 + |φ′K(λ)|2)3/2
− 1√
1 + |φ′K(λ)|2
+ λ
 = 0, y ∈ (−1, 0) ∪ (0, 1).
Using equation (4.13) we calculate for y ∈ (−1, 0) ∪ (0, 1)
(4.14) φ′′K(λ) =
(1 + |φ′K(λ)|2)(λ
√
1 + |φ′K(λ)|2 − 1)
−φK(λ) > 0,
here we have also used equation (4.12) in order to get the sign of the second derivative.
Since φK(λ) ∈ C1(−1, 1) we get from (4.14) that in fact φK(λ) ∈ C2((−1, 1)). Differentiating
further (4.14) and using (4.8) we get by iteration φK(λ) ∈ C∞(−1, 1).
Step 3. Extrema
By (4.8) and (4.11) we have
(4.15)

min
|y|≤1
φK(λ) = φK(λ)(0) =
K(λ)
λ− 1 =
1
(λ− 1)(fλ( 1λ)− fλ( 1λ−1))
,
max
|y|≤1
φK(λ) = φK(λ)(−1) = φK(λ)(1) = K(λ)
λ
= 1
λ(fλ( 1λ)− fλ( 1λ−1))
.
It is
(4.16)
d
dλφK(λ)(1) = −
4(2λ2 + 1)Arcsin
(
1
λ
)√
λ2 − 1 + 2pi(2λ2 + 1)√λ2 − 1 + 4(λ2 − 1)(λ2 + 2)
λ2
(
2
√
λ2 − 1 + pi + 2Arcsin
(
1
λ
))2 < 0
and
(4.17)
d
dλφK(λ)(0) = −
4
(
λ− 12
)
(λ− 1)√λ2 − 1
(
pi + 2Arcsin
(
1
λ
))
+ 4(λ2 − 1)
[
(λ− 1)2 + λ−1
λ
]
(λ− 1)2
(
2
√
λ2 − 1 + pi + 2Arcsin
(
1
λ
))2 < 0.
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Figure 3b is the graph of the function φK(λ)(1) in terms of the variable λ.
Step 4. Monotonicity of the graphs in λ
Let λ¯ > λ we will show that φK(λ¯)(y) < φK(λ)(y), for y ∈ [0, 1]. Since the functions
are even and we already have the monotonicity of the boundary points by Step 3, we will
focus in the interval (0, 1). If we use equation (4.13), we get that the function w(y) =
φK(λ¯)(y)− φK(λ)(y) satisfies the elliptic equation
−a1(y)w′′(y) + a2(y)w′(y) + a3(y)w(y) = λ− λ¯,
with
a1(y) =
−φK(λ¯)(y)
(1 + |φ′
K(λ¯)(y)|2)3/2
, a3(y) =
φ′′K(λ)(y)
(1 + |φ′
K(λ¯)|2)3/2
,
and
a2(y) =
∫ 1
0
G1(p(t, y))dt+ φ′′K(λ)(y)φK(λ)(y)
∫ 1
0
G2(p(t, y))dt,
with p(t, y) = φ′K(λ)(y) + t(φ′K(λ¯)(y) − φ′K(λ)(y)), G1(p) = −p(1+|p|2)3/2 and G2(p) = −3p(1+|p|2)5/2 .
It is ai ∈ C(0, 1), i = 1, 2, 3 with a1, a3 > 0 in (0, 1) and w ∈ C2((0, 1)) ∩ C([0, 1]) with
w(0), w(1) < 0 by (4.16), (4.17). We can now conclude that w < 0 by a maximum principle.
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Using the function φK(λ) constructed in Lemma 4.4 we can define a diffeomorphism in
Cλ ∩ Ω, with Cλ as in (2.8). Let L ∈ (0,+∞), we define
φL(y) := LφK(λ)
(
y
L
)
, y ∈ [−L,L].
We have the following Lemma.
Lemma 4.5. (A diffeomorphism)
Let φK(λ) be as in (2.6), then for (y, z) ∈ Cλ ∩ Ω \ {(0, 0)} there is a unique L = L(y, z) ∈
(0,+∞) implicitly defined by
(4.18) z = LφK(λ)
(
y
L
)
= φL(y),
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and L ∈ C∞(Cλ ∩ Ω) ∩ C(Cλ ∩ Ω \ {(0, 0)}).
Proof of Lemma 4.5
Since the family of curves {(y, φL(y))}L∈(0,+∞) are obtained as a rescaling of the function
φK(λ) we have that the mapping (y, L) 7→ (y, z) is a surjection; it is also an injection since
the family of curves {(y, φL(y))}L∈(0,+∞) do not intersect. On the other hand the same
bijective correspondence can be established locally by the implicit function theorem since
y
L
φ′K(λ)
(
y
L
)
− φK(λ)
(
y
L
)
> 0 (since φK(λ) is even and negative), from which we also get the
smoothness of L(y, z) in Cλ ∩ Ω because φK(λ) is smooth. The continuity of L up to the
boundary follows from the definition and the continuity of φK(λ). 
Using the diffeomorphism from Lemma 4.5 we can define q = qλ(y, z) ∈ C∞(Cλ∩Ω,R2)∩
C(Cλ ∩ Ω \ {(0, 0)},R2) as follows
(4.19) q(y, z) :=
(−φ′L(y,z)(y), 1)√
1 + |φ′L(y,z)(y)|2
, (y, z) ∈ Cλ ∩ Ω \ {(0, 0)},
where φ′L(y,z)(y) = φ′K(λ)
(
y
L(y,z)
)
. Note that the boundary values of q make sense because of
the boundary values of φ′K(λ) by Lemma (2.6). We have the following Lemma
Lemma 4.6. (An equation for q)
Let λ > 1, q as in (4.19) then
(4.20) −div(|z|q(y, z)) = λ, for (y, z) ∈ (Cλ ∩ Ω).
Proof of Lemma 4.6
All the equations in this proof hold for (y, z) ∈ Cλ ∩ Ω. Having in mind the diffeomorphism
(y, z) 7→ (y¯, L(y, z)), with y¯(y) = y from Lemma 4.5, we can write q = q(y¯, L(y, z)) =
(q1(y¯, L(y, z)), q2(y¯, L(y, z))). Since |z| = −z in Ω, we have
(4.21) div(y,z)(|z|q) = |z|div(y,z)(q)− q2
and
(4.22) ∂yq1 = ∂y¯q1 + ∂L(q1)∂yL
∂zq2 = ∂L(q2)∂zL.
In order to simplify the notation we set ψ = φK(λ), then using (4.18) we can write q1 =
−ψ′(y/L)√
1+|ψ′(y/L)|2 and q2 =
1√
1+|ψ′(y/L)|2 , from which we can calculate
(4.23) ∂Lq1 =
ψ′′
(
y
L
) (
y
L2
)
(
1 + |ψ′
(
y
L
)
|2
)3/2 ,
∂Lq2 =
ψ′′
(
y
L
)
ψ′
(
y
L
) (
y
L2
)
(
1 + |ψ′
(
y
L
)
|2
)3/2 .
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Differentiating (4.18) in y and z we get
(4.24) ∂zL =
−1
y
L
ψ′
(
y
L
)
− ψ
(
y
L
) ,
∂yL =
ψ′
(
y
L
)
y
L
ψ′
(
y
L
)
− ψ
(
y
L
) .
Using (4.23), (4.24) we get ∂L(q1)∂yL+ ∂L(q2)∂zL = 0 and hence we get from (4.22)
(4.25) div(y,z)q = ∂y¯q1 =
d
dy¯
−φ′L(y¯)√
1 + |φ′L(y¯)|2
= −φ
′′
L(y¯)
(1 + |φ′L(y¯)|2)3/2
.
Using the fact that y¯ = y, z < 0, (4.18) and (4.25), equation (4.21) becomes
−div(y,z)(|z|q) = − φL(y)φ
′′
L(y)
(1 + |φ′L(y)|2)3/2
+ 1√
1 + |φ′L(y)|2
,
and finally using the above equation together with (4.13) and the definition of φL we conclude
−div(y,z)(|z|q) = λ, (y, z) ∈ Cλ ∩ Ω.

Note also that by (4.24) and the boundary conditions of φ′K(λ) we can extend L ∈
C1(Cλ ∩ Ω \ {(0, 0)}).
Lemma 4.7. (Bound on the Laplacian)
Let L be as in (4.18), then there are positive constants C1, C2 such that if
(4.26) C = C(λ) := 1 +
(
λ− 1
K(λ)
)2
we have
(4.27)
(4.28)
(∂yL(y, z))2 + (∂zL(y, z))2 ≤ C for (y, z) ∈ Cλ ∩ Ω,
L(y, z)∆(y,z)L(y, z) ≤ C1 + C2 for (y, z) ∈ Cλ ∩ Ω,
in particular we have
(4.29) 0 ≤ ∆(y,z)(L(y, z))2 ≤ 2(C + C1 + C2), (y, z) ∈ Cλ ∩ Ω.
Proof of Lemma 4.7
As in the proof of Lemma 4.6 we simplify the notation by setting ψ = φK(λ).
Step 1. Bound on ∂zL and ∂yL
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By (4.14) we have ψ′′ > 0 in (−1, 1), then, using also (4.15) we can estimate by the
maximum
(4.30) 1
yψ′(y)− ψ(y) ≤
λ− 1
−K(λ) , for y ∈ (−1, 1).
Let (y, z) ∈ Cλ ∩ Ω, by the diffeomorphism in Lemma 4.5 we have |y|L(y,z) ≤ 1, hence using
(4.30) and the formula of ∂zL by (4.24) we have |∂zL(y, z)| ≤ λ−1−K(λ) .
Similarly for ∂yL given by the formula (4.24), since
d
dy
(
ψ′(y)
yψ′(y)− ψ(y)
)
= −ψ(y)ψ
′′(y)
(yψ′(y)− ψ)2 > 0 for y ∈ (−1, 1),
and lim
y→1
ψ′(y)
yψ′(y)− ψ(y) = 1, we have |∂yL(y, z)| ≤ 1 for (y, z) ∈ Cλ ∩ Ω. Combining the
bounds of ∂zL and ∂yL we get (4.27).
Step 2. Bound on second derivatives
If we differentiate (4.18) twice in z and y respectively and use (4.24) we get
(4.31) L∂2zzL =
ψ′′
(
y
L
) (
y
L
)2
(
y
L
ψ′
(
y
L
)
− ψ
(
y
L
))3
and
(4.32) L∂2yyL =
ψ′′
(
y
L
)
ψ2
(
y
L
)
(
y
L
ψ′
(
y
L
)
− ψ
(
y
L
))3 .
We estimate in Cλ ∩ Ω
L∂2zzL ≤ max
max|y|
L
≤ 12
L∂2zzL, sup
1
2<
|y|
L
<1
L∂2zzL
 .
Using the fact that yψ′(y) ≥ 0 and the maximum of ψ by (4.15) we estimate
(4.33) max
|y|
L
≤ 12
L∂2zzL ≤
1
4
(
λ
−K(λ)
)3
max
|y|≤ 12
ψ′′(y).
For 1/2 < |y/L| < 1 it is ψ′ 6= 0 and we can rewrite (4.31) as
(4.34) L∂2zzL =
ψ′′
(
y
L
)
∣∣∣ψ′ ( y
L
)∣∣∣3 ·
(
y
L
)2
(∣∣∣ y
L
∣∣∣+ −ψ( yL)|ψ′( yL)|
)3 ,
and by equation (4.14) we calculate in the same interval
(4.35) ψ
′′
|ψ′|3 =
λ
(
1
|ψ′|2 + 1
)3/2 − 1|ψ′|3 − 1|ψ′|
−ψ .
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Substituting (4.35) in (4.34) and using properties of ψ and the monotonicity of ψ′ we get
the bound
(4.36) sup
1
2<
|y|
L
<1
L∂2zzL ≤
2λ2
−K(λ)
 1∣∣∣ψ′ (12)∣∣∣2 + 1

3/2
.
Finally by (4.36) and (4.33) we get sup
Cλ∩Ω
L∂2zzL ≤ C1, with C1 a positive constant. Similarly
one can show that sup
Cλ∩Ω
L∂2yyL ≤ C2 with
C2 = max

λ
−K(λ) max|y|≤ 12
ψ′′(y), 8
(
λ
λ− 1
)2
(−K(λ))
 1∣∣∣ψ′ (12)∣∣∣2 + 1

3/2
 .

4.3 A subsolution
Remark 4.8. Let σ : Ω1 ∪Ω2 → R2, with Ω1,Ω2 ⊂ R2, two bounded domains with Lipschitz
boundary and a common smooth boundary ∂Ω, with surface measure dS. Suppose that σ ∈
2⋂
i=1
(C1(Ωi,R2)∩C(Ωi,R2)), divσ ∈ L2(Ω1)∩L2(Ω2), we denote by Tr |Ωi σ, i = 1, 2, the limit
value of σ from the sides Ωi respectively. Then for φ ∈ W 1,20 (Ω1∪Ω2) with supp(φ)∩∂Ω 6= ∅
it is
(4.37)
∫
Ω1∪Ω2
σ · ∇φ = −
∫
Ω1∪Ω2
div(σ)φ+
∫
∂Ω
n · (Tr |Ω1 σ − Tr |Ω2 σ)φ dS
where n is the normal to ∂Ω pointing at the direction of Ω2.
We can now construct a subsolution. In what follows we will favour intuition over math-
ematical elegance, as far as the notation is concerned, and we will instead denote the set
Epi`(λ) defined in (2.9), simply by {z > φK(λ)}. Let ζ > 0, using the diffeomorfism from
Lemma 4.5 we can define the continuous function (see Figure 4)
(4.38) uζ,λ(y, z) :=

−ζy2 + ζ in Ω \ Cλ,
−ζL2(y, z) + ζ in Cλ ∩ {z ≥ φK(λ)},
0 in {z < φK(λ)},
and for qλ as in (4.19) we define
(4.39) dextλ (y, z) :=

(
− y|y| , 0
)
in Ω \ Cλ,
qλ(y, z) in Cλ ∩ Ω.
Then we have that uζ,λ ∈ X with ∂zuζ,λ(y, 0) = 0 for y ∈ (−1, 1) and dextλ ∈ Λ. In the set
Cλ ∩ {z > φK(λ)} we have ∇uζ,λ = −2ζL(∂yL, ∂zL), then using also (4.24), (4.38), (4.39),
definition (4.19) and the properties of φK(λ) by Lemma 4.4 we have that dextλ ·∇uζ,λ = |∇uζ,λ|
a.e. in Ω.
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Proposition 4.9. (Subsolution)
Let λ > 1, then there is 1 < λ0 < λ such that for 0 < ζ0 ≤ λ−λ02(C+C1+C2) , with C,C1, C2 given
by Lemma 4.7, the pair (uζ0,λ0 , dextλ0 ) given by (4.38)-(4.39), is a subsolution of the equation
(2.3).
Proof of Proposition 4.9
Step 1. The subsolution inequalities
We will first show the subsolution inequalities in the set
Ω1 ∪ Ω2 ∪ Ω3 :=
(
Ω \ Cλ0
)
∪
(
Cλ0 ∩ {z > φK(λ0)}
)
∪
(
Cλ0 \ {z ≥ φK(λ0)}
)
where the functions uζ0,λ0 , dextλ0 are smooth. Using (4.20) and (4.39) we calculate
(4.40) −div(|z|dextλ0 (y, z)) =
0 in Ω \ Cλ0 ,λ0 in Cλ0 ∩ Ω.
Also
(4.41) −∆uζ0,λ0 =
2ζ0 in Ω \ Cλ0 ,0 in Ω ∩ {z < φK(λ0)}.
and using Lemma 4.7 we get in Cλ0 ∩ {z > φK(λ0)}
(4.42) −∆uζ0,λ0 = ζ0∆L2 ≤ 2ζ0(C + C1 + C2)
If we now combine (4.40)-(4.42), use the fact that the positive constant 2(C + C1 + C2)
depends only on λ0, we can choose ζ0 ≤ λ−λ02(C+C2+C2)(< λ/2 since C +C1 +C2 > 1 by (4.26))
and get
(4.43) −∆uζ0,λ0 − div(|z|dextλ0 ) ≤ λ in Ω1 ∪ Ω2 ∪ Ω3.
It remains to show that inequality (4.43) holds in the rest of Ω. We will use Remark 4.8 for
σ = ∇uζ0,λ0 + |z|dextλ0 . Note that σ is not defined at (0, 0) but we still have that it is bounded
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near z = 0 by Lemma 4.7.
Step 2. The Dirac masses
Note that since ∂zuζ0,λ0(y, 0) = 0 and therefore σ(y, 0) = 0, for y ∈ (−1, 1) \ {(0, 0)}, in
view of (4.37), we do not need to take into account the boundary {z = 0}. We denote by
J = J1 ∪ J2 ∪ J3 the three parts of the boundary of Ω1 ∪ Ω2 ∪ Ω3 as in Figure (4a). We will
show the subsolution inequalities on J . We need to estimate for (i, j) ∈ {(1, 2), (2, 3)}, the
terms
(4.44) nj ·
(
Tr |Ωi σ − Tr |Ωj σ
)
,
where nj is the normal of the common boundary pointing in the direction of Ωj. For J1, the
right common boundary of Ω1 and Ω2 we have n1 =
(
K(λ0)
λ0
,−1
)
, using (4.4) and (4.19) one
can see that that dextλ is continuous in Ω, therefore using (4.38) we get
(4.45) Tr |Ω1 σ − Tr |Ω2 σ = (−2ζ0y, 0) + 2ζ0L(∂yL, ∂zL) = 0, (y, z) ∈ J1,
where we used the fact that y = L on J1 and (∂yL, ∂zL) = (1, 0) by the Neumann conditions
in (4.4). In a similar way we can write (4.44) on J2 as
(4.46) −n2 · (Tr |Ω1 σ − Tr |Ω2 σ) = 0.
where n2 =
(−K(λ0)
λ0
,−1
)
. On J3 we simplify the notation and set ψ = φK(λ0), then (4.44)
becomes
(4.47) n3 · (Tr |Ω2 σ − Tr |Ω3 σ) =
 ψ′√
1 + |ψ′|2
,
−1√
1 + |ψ′|2
 · (−2ζ0L(∂yL, ∂zL))
= −2ζ0
√
1 + |ψ′|2
yψ′ − ψ ≤ 0,
where in the last equality we used equations (4.24) and that L = 1 on J3. We can now
conclude from estimates (4.45), (4.46) and (4.47). 
Proof of Theorem 2.3 (lower bound)
If we compare the subsolution uζ0,λ0 by Proposition 4.9 with the solution uλ of (2.3) using
Proposition 4.2, we get 0 ≤ uζ0,λ0 ≤ uλ in Ω for all λ0 ∈ (1, λ), hence by definitions (4.38)
and (2.9) we get
(4.48) {uζ0,λ0 > 0} = {z > φK(λ0)} = Epi`(λ0) ⊂ {uλ > 0}, for all λ0 ∈ (1, λ).
We set ψ(y, λ) = φK(λ)(y) for (y, λ) ∈ [0, 1] × (1,+∞). By definition (2.6) we have that ψ
satisfies the equation F (y, λ, ψ(y, λ)) = 0 with
F : {(y, λ, z) : y ∈ (0, 1), λ ∈ (1,+∞), z ∈
(
K(λ)
λ− 1 ,
K(λ)
λ
)
} → R
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given by
F (y, λ, z) = K(λ)fλ
(
z
K(λ)
)
−K(λ)fλ
( 1
λ− 1
)
− y.
The using the formulas (2.5), (2.7) and (4.6) one can check that F is smooth in the domain
of it’s definition. Since f ′λ
(
ψ(y,λ)
K(λ)
)
> 0 for (y, λ) ∈ (0, 1) × (1,+∞) we have by the implicit
function theorem that ψ ∈ C∞((0, 1)× (1,+∞)). Since φK(λ) is even, we get that for fixed
y ∈ (−1, 0) ∪ (0, 1) the function φK(λ)(y) is continuous in λ in (1,+∞). By the formulas of
φK(λ)(±1), φK(λ)(0) by Lemma (4.4) and the continuity of the function K(λ) we get that
lim
λ0↑λ
φK(λ0)(y) = φK(λ)(y) for all y ∈ [−1, 1]. We can now pass to the limit in (4.48) and
conclude. 
4.4 A supersolution
Let λ > 1, λ1 > λ and ϑ, b,Π given by (2.10), (2.11), (2.12) respectively. Using the
diffeomorphism from Lemma 4.5 with φK(λ1) in (4.18) we can consider sets of the form
{(y, z) ∈ Cλ ∩ Ω : 1 ≤ L(y, z) ≤ b}, where the level set {(y, z) ∈ Cλ ∩ Ω : L(y, z) = 1} is the
graph {z = φK(λ1)}; we will simply denote by {1 ≤ L(y, z) ≤ b} these sets. We define
(4.49) uλ11 (y, z) :=
λ1
2 (1− y
2), (y, z) ∈ Ω,
(4.50) uλ1,ϑ2 (y, z) :=

+∞ in {z > φK(λ1)},
ϑ(L(y, z)− b)2 in {1 ≤ L(y, z) ≤ b},
0 in {b ≤ L(y, z)}.
where we simply write ϑ for ϑλ,λ1 . Also, we define
(4.51) Uλ1,ϑ = min{uλ11 , uλ1,ϑ2 }, in Ω.
We note that the intersection of the graphs of the functions uλ1,ϑ2 and uλ11 lies in the domain
Figure 5: Uλ1,ϑ
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Ω ∩ {L(y, z) < b} and is given by the equation
(4.52) ϑ(L(y, z)− b)2 = λ12 (1− y
2), (y, z) ∈ Ω ∩ {L(y, z) < b},
or else since L < b
L(y, z) = b−
√
λ1
2ϑ(1− y
2) ≥ b−
√
λ1
2ϑ = 1,
by the definition of b. Also, since ∂zL < 0 in Cλ ∩Ω the curve defined by the contour (4.52)
is the graph of a function which lies in fact in the set {1 ≤ L(y, z) ≤ b}, and therefore, the
function Uλ1,ϑ is continuous, see Figure 5. For qλ1 as in (4.19) we define for a.e. y ∈ Ω the
vector field
(4.53)
qextλ1 (y, z) :=

(
− y|y| , 0
)
in ({1 ≤ L(y, z) < b−
√
λ1
2ϑ(1− y
2)} ∪ {z > φK(λ1)}) ∩ {y 6= 0}
qλ1(y, z) in {b−
√
λ1
2ϑ(1− y
2) < L(y, z)}.
We have the following Proposition.
Proposition 4.10. (Supersolution)
Let λ > 1, then the function Uλ1,ϑ defined in (4.51) is a supersolution of (2.3).
Proof of Proposition 4.10
A straightforward calculation shows that ∇Uλ1,ϑ · qextλ1 = |∇Uλ1,ϑ|, a.e. in Ω. We also have
∂zU
λ1,ϑ(y, 0) = ∂zuλ11 (y, 0) = 0.
Step 1. Supersolution inequalities
It is
−∆Uλ1,ϑ =

λ1 in {1 ≤ L(y, z) < b−
√
λ1
2ϑ(1− y
2)} ∪ {z > φK(λ1)}
− 2ϑ((∂yL)2 + (∂zL)2)
+ 2ϑ(b− L)(∂2yyL+ ∂2zzL) in {b−
√
λ1
2ϑ(1− y
2) < L(y, z) < b}
0 in {b < L(y, z)},
and as in (4.40) we have
−div(|z|qextλ1 ) =

0 in ({1 ≤ L(y, z) < b−
√
λ1
2ϑ(1− y
2)} ∪ {z > φK(λ1)}) ∩ {y 6= 0}
λ1 in {b−
√
λ1
2ϑ(1− y
2) < L(y, z)}.
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Therefore if C is as in (4.26), we have ϑ = λ1−λ2C and
−∆Uλ1,ϑ − div(|z|qextλ1 ) ≥ λ, in Ω \ ({L(y, z) = b−
√
λ1
2ϑ(1− y
2)} ∪ {0} ×
(
K(λ1)
λ1 − 1 , 0
)
).
Note that the solution of the equation L(0, z) = 1 is z = K(λ1)
λ1−1 . We also note that by (4.31),
(4.32) and Step 2 of the proof of Lemma 4.7 we have that ∆Uθ,λ1 is bounded.
Step 2. Dirac masses
The discontinuities of the vector fields ∇Uλ1,ϑ and qextλ1 lie on the intersection given by
the contour (4.52) and on {0} ×
(
K(λ1)
λ1−1 , 0
)
. For the second set only the vector field qextλ1 is
discontinuous and the Dirac mass it creates is
|z|(1, 0) · ((1, 0)− (−1, 0)) ≥ 0.
For the intersection, eq. (4.52), we suppress the indices λ1, ϑ and we write the Dirac mass
as
(4.54) n ·
[
(∇u1 −∇u2) + |z|
( ∇u1
|∇u1| −
∇u2
|∇u2|
)]
,
where n is the normal to the intersection pointing at the direction of {L(y, z) > b −√
λ1
2ϑ(1− y2)}. Then the z−component of n is negative, and since Lz < 0 by (4.24) we
have
n = ∇u1 −∇u2|∇u1 −∇u2| .
Clearly we have n · (∇u1 −∇u2) ≥ 0. The second term of (4.54) is
|z|
|∇u1 −∇u2|
(
|∇u1|+ |∇u2| − ∇u1 · ∇u2 |∇u1|+ |∇u2||∇u1||∇u2|
)
≥ 0
by the Cauchy-Schwartz inequality. This concludes the proof. 
Proof of Theorem 2.3 (upper bound)
We will estimate suppu from above. By Propositions 4.10 and 4.2 we get 0 ≤ uλ ≤ Uλ1,ϑ in
Ω and since suppUλ1,ϑ = Epi`(λ1) we get the desired estimate. 
Let λ?1 = λ?1(λ) > λ be a minimizer of Π(λ, ·) (see discussion before Theorem 2.3). In Fig-
ure 6 we give the graph of Π(λ, λ?1) for different values of λ and in Table 1 the corresponding
minimizers and minimal values. In fact one notices that the difference λ?1 − λ increases as
λ→ +∞, see Figure 7a.
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λ = 1.2 λ?1 = 1.59451 Π = 3.20584
λ = 1.4 λ?1 = 1.84198 Π = 3.66274
λ = 1.6 λ?1 = 2.09337 Π = 4.16455
λ = 1.8 λ?1 = 2.34819 Π = 4.69225
Table 1: Optimal λ?1
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Λ  1.2
Λ  1.4
Λ  1.6
Λ  1.8
Figure 6: Π(λ, λ?1) for λ = 1.2, 1.4, 1.6, 1.8
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(b) Π(λ, λ?1) as λ→ +∞
Figure 7
A Regularity of ε-minimizers
In what follows we will denote by c a generic constant which does not depend on the ε
mentioned in Proposition 3.5.
Proof of Proposition 3.5
Step 1. Existence/Uniqueness
The uniqueness of the minimizer follows by the strict convexity of the functional or using
similar arguments as in the proof of Step 1 of Theorem 2.2 (i). The existence is also similar,
in fact the lower semicontinuity of the linear term −λ ∫ΩA u is trivial since the domain ΩA is
bounded. We set
(A.1) F (z, p) = |p|
2
2 + |z|
√
ε2 + |p|2,
for (z, p) ∈ ΩA × R2. It is
(A.2) |ξ|2 ≤ ∂
2F
∂pi∂pj
ξiξj
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for ξ = (ξ1, ξ2) ∈ R2, and
(A.3)
∣∣∣∣∣ ∂2F∂pi∂pj
∣∣∣∣∣ ≤ c
(
1 + A
ε
)
, for all i, j ∈ {1, 2},
we set c2 := c
(
1 + A
ε
)
.
Step 3. Regularity
Since the proof of regularity is standard we are only going to emphasize the particularities
of the problem, i.e. the fact that F is only Lipschitz continuous in the z variable. We will
simply write F (z,∇u) for F (z,∇u(y, z)). Let ϕ with ϕˆ ∈ W 1,20 (ΩˆA), then equation (3.35)
holds as the first variation of the functional EAε,λ. Moreover, using a change of variables one
can see that the function w := uˆε,A satisfies
(A.4)
∫
ΩˆA
∇w · ∇ϕ+ |z| ∇w · ∇ϕ√
ε2 + |∇w|2
= λ
∫
ΩˆA
ϕ.
We study the regularity properties of (A.4). Let |h| < dist(suppϕ, ∂ΩˆA), we define ϕk,h(y, z) :=
ϕ((y, z)− hek), k = 1, 2, with ek, k = 1, 2 the unit vectors on the axes y and z respectively.
We use ϕk,h as a test function in (A.4) and estimate the derivative of the difference quotient
(A.5) ∆khw(y, z) =
w((y, z) + hek)− w(y, z)
h
.
Since the proof is similar we will only present the estimate for e2. Using ϕ2,h = ϕh as a test
function in (A.4) and after changing the variables in the integral we get
(A.6)
∫
ΩˆA
∂piF (z + h, (∇w)h)∂xiϕ = λ
∫
ΩˆA
ϕ,
where ∂piF = ∂F∂pi , (∇w)h(y, z) = ∇w(y, z + h) and ∂xiϕ, i = 1, 2 is the partial derivative of
ϕ in the directions y, z respectively. As usual subtracting (A.4) from (A.6) we get after a
few calculations
(A.7)∫
ΩˆA
1
h
(∂piF (z + h, (∇w)h)− ∂piF (z + h,∇w))∂xiφ = −
∫
ΩˆA
1
h
(∂piF (z + h,∇w)− ∂piF (z,∇w))∂xiφ.
The right hand side of (A.7) can be estimated using the Lipschitz continuity of ∇pF in the
z variable, we have
1
|h| |∇pF (z + h,∇w)−∇pF (z,∇w)| =
|∇w|√
ε2 + |∇w|2
||z + h| − |z||
|h| ≤ 1.
It is now a standard process to use (A.2) and (A.3) in order to bound the quantity
∫ |∇∆hw|2
uniformly in h, we have
(A.8)
∫
Ω′
|∇∆hw|2 ≤ 2c3(1 + 2c2)
∫
ΩA
|∇w|2,
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with c3 a constant independent of h and Ω′ ⊂⊂ Ω′′ ⊂⊂ ΩA. We then have w ∈ W 2,2(Ω′′) by
standard arguments.
Step 4. Neumann condition
Since uˆε ∈ W 2,2loc (ΩˆA) we can define ∂zuε(y, 0) for a.e. y ∈ (−1, 1) and since uˆ is symmetric
with respect to {z = 0}, it is in fact ∂zuε(y, z) = −∂zuε(y,−z) for (y, z) ∈ ΩˆA; setting z = 0
we get the desired result. 
The constant c2 in the estimate (A.8) depends on ε. Using an argument similar to the
proof of [8, Theorem 3.3.4] we can show that the second derivative of uε is bounded in L2,
uniformly in ε. We have the following Lemma.
Lemma A.1. (Uniform bound on |∇2uε|)
Let A > 0, uε as in Proposition 3.5 and Ω′ ⊂⊂ Ω′′ ⊂⊂ ΩˆA. Then there exists a positive
constant C = C(A, dist(Ω′, ∂ΩˆA)) such that
(A.9)
∫
Ω′
|∇∂xiuˆε|2 ≤ C(1 +
∫
ΩˆA
|∂xiuˆε|2), i = 1, 2.
Proof of Lemma A.1
Since the proof is similar to the proof of Proposition 3.5, we will only give a sketch of it.
We will only show the proof of the estimate (A.9) for |∇∂zuˆε| because the term with the
partial derivative in the y variable is easier to estimate, since the integrand F from (A.1)
does not depend on y. Let ϕ be a smooth function with compact support in Ω′′; using ∂zϕ
as a test function in (A.4) and integrating by parts we can write, using the usual summation
convention and the same notation as in the proof of Proposition 3.5
(A.10)
∫
Ω′′
∂pi∂zF (z,∇uˆε)∂xiϕ = 0.
Or if we notice that ∂z (F (z,∇uˆε(y, z))) = ∂z¯F (z¯,∇uˆε(y, z)) |z¯=z +∂pjF (z,∇uˆε(y, z))∂xj∂zuˆε(y, z)
and if ∂z|z| = χ(0,+∞) − χ(−∞,0), we may rewrite (A.10) as
(A.11)
∫
Ω′′
∂z|z| ∂xiuˆε√
ε2 + |∇uˆε|2
∂xiϕ+
∫
Ω′′
(
∂pi∂pjF (z,∇uˆε)∂xj∂zuˆε
)
∂xiϕ = 0.
As usual we choose a function η ∈ C20(Ω′′) with η = 1 in Ω′ , 0 ≤ η ≤ 1, |∇η| ≤ cdist(Ω′,∂ΩA)
and ||∇2η|| ≤ c(dist(Ω′,∂ΩA)2 . We set ϕ = η3∂zuˆε in (A.11), use the convexity property (A.2)
and the fact that
∂pi∂pjF (z,∇uˆε)∂xj∂zuˆε = ∂xi∂zuˆε + |z|∂z
 ∂xiuˆε√
ε2 + |∇uˆε|2
 ,
we get as in the proof of Proposition 3.5
(A.12)
∫
Ω′′
η3|∇∂zuˆε|2 ≤ −
∫
Ω′′
∂xi∂zuˆε∂xi(η3)∂zuˆε −
∫
Ω′′
∂z|z|∂xi(η3)
∂xiuˆε√
ε2 + |∇uˆε|2
∂zuˆε
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−
∫
Ω′′
∂z|z|η3 ∂xiuˆε√
ε2 + |∇uˆε|2
∂xi∂zuˆε−
∫
Ω′′
|z|∂z
 ∂xiuˆε√
ε2 + |∇uˆε|2
 ∂xi(η3)∂zuˆε.
The first three terms of the right hand side of (A.12) can be estimated as in the proof of
Proposition 3.5 using Young’s inequality, the fact that ∂z|z| ≤ 1 and |∂xi uˆε|√
ε2+|∇uˆε|2
≤ 1, for
i = 1, 2 uniformly in ε. We will only show the estimate of the last term of (A.12), which we
denote by J . Integrating by parts J we get
(A.13) J =
∫
Ω′′
∂z|z| ∂xiuˆε√
ε2 + |∇uˆε|2
∂xi(η3)∂zuˆε +
∫
Ω′′
|z| ∂xiuˆε√
ε2 + |∇uˆε|2
∂z∂xi(η3)∂zuˆε
+
∫
Ω′′
|z| ∂xiuˆε√
ε2 + |∇uˆε|2
∂z(η3)∂z∂zuˆε.
It is a standard process now to estimate the right hand side of the above equality using
Young’s inequality with weight γ > 0, for example the last term of (A.13) can be estimated
from above by
c
∫
Ω′′
η1/2η3/2|∇∂zuˆε| ≤ c˜( 1
γ
+ γ
∫
Ω′′
η3|∇∂zuˆε|2).
Finally, putting all the estimates together and choosing γ small enough we can absorb the
terms γ
∫
Ω′′ η
3|∇∂zuˆε|2 on the right hand side of (A.12) by it’s left hand side and by noticing
that η = 1 on Ω′ we end up with the desired estimate. 
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