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ABSTRACT 
If A is an n x n sign pattern matrix, then Q(A) denotes the set of all real n x n matrices 
B such that the signs of the entries in B match the corresponding entries in A. In this 
paper, we consider various requires/allows questions connected with sign pattern matrices 
and generalized inverses. In particular, we investigate the class E of all square patterns 
A for which there exist B, C E Q(A) where BCB = B. For nonnegative patterns, 
we characterize G and show that 0 coincides with the class of all square patterns A for 
which there exists B E Q(A) where B3 = B. Nonnegative square patterns that allow an 
idempotent and those that allow a (1,3)-inverse are each characterized. Some interesting 
open questions are also indicated. 
0. PRELIMINARIES 
A matrix whose entries consist of elements from the set {+, -, 0} is called 
a sign pattern matrix. For a real matrix B, by sgn B we mean the sign pattern 
matrix in which each positive (respectively, negative, zero) entry is replaced by + 
(respectively, -, 0). For each n x n sign pattern matrix A, there is a natural class 
of real matrices whose entries have the signs indicated by A. If A = (aij) is an 
n x n sign pattern matrix, then the sign pattern class of A is defined by 
Q(A) = {B E M,(R) I sgn B = A}. 
To avoid repetition, we often use the word pattern to mean sign pattern matrix. A 
subpattern of a pattern A is obtained by replacing some (possibly none) of the + 
or - entries by 0. 
A permutation sign pattern matrix P is obtained by replacing the l’s in a real 
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permutation matrix by + signs. Then P' A P gives a “permutation similarity” of 
the pattern A. 
A signature pattern S is an n x n diagonal pattern with nonzero diagonal entries, 
so that the product S2 is a diagonal pattern with + diagonal entries (indicated 
subsequently by I). Hence, SAS gives a “signature similarity” of the pattern A. 
If A is an n x n sign pattern, then A is sign nonsingular if every B E Q(A) is 
nonsingular. Sign nonsingular matrices have been heavily studied, and it is well 
known that they have unambiguously signed determinants; that is, there is at least 
one nonzero term in the determinant, and all nonzero terms have the same sign. 
By the minimum rank of an n x n sign pattern matrix A we mean 
mins E Q(A) rank B, and denote this by mr A. When every B E Q(A) has the 
same rank, this common rank is called the signed rank of A and is denoted by 
rank A. 
Suppose P is a property a real matrix may or may not have. Then A is said 
to require P if every real matrix in Q(A) has property P, or to allow P if some 
real matrix in Q(A) has property P. In this paper, we will be considering both 
requires and allows type questions. 
We shall find use for graph theoretic concepts. The directed graph D(A) of 
A is the directed graph of it vertices 1,2, . . . , n such that there is an arc in D(A), 
denoted by the ordered pair (i, j), if and only if aij # 0. 
The Frobenius normal form will also prove to be useful. If A is an n x n matrix, 
then A is permutation similar to a Frobenius normal form matrix 
where the (square) diagonal blocks Aii are the irreducible components of A. The 
one-by-one irreducible components can be zero blocks. 
Next, we recall some ideas involving generalized inverses. Let B be an n x n 
matrix, and consider the Penrose [8] equations 
BXB = B, (1) 
XBX = x, (2) 
(BX)' = BX, (3) 
(XB)’ = XB, (4) 
where X is an n x II real matrix and t denotes the transpose. The unique matrix 
X satisfying all four equations is known as the Moore-Penrose inverse of B and 
is denoted by B+. Next let B{i, j, . . . ,I) denote the set of matrices X each 
of which satisfies Equations (i), (j), . . . , (1) from among Equations (l)-(4). A 
matrix X E B{i, j, . . . , I} is called an {i, j, . . . , &inverse of B; (1)-inverses of 
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B are sometimes denoted by B-. The reader can see [l], [3], or [9] for various 
properties of generalized inverses. 
1. INTRODUCTION 
First, we consider property Pr : B E Q(A), BCB = B imply C E Q(A). 
The n x n patterns A which require Pt have a simple characterization in terms of 
property 9 : B E Q(A) implies B-’ exists and B-’ E Q(A). 
PROPOSITION 1.1. If A is an n x n pattern, then A requires PI ifand only ifA 
requires P2. 
Pro08 +: Suppose A requires PI .’ Assume A is not sign nonsingular. Then 
there exists B E Q(A) such that B is singular. Now take C such that BCB = B 
and X # 0, where BX = 0. Then fork large enough, C +kX or C - kX $ Q(A). 
But B(C f kX)B = B, and we have a contradiction. So A is sign nonsingular. 
Since A requires PI, A then requires 4. 
The proof of += is clear. n 
The n x n patterns A which require P2 are the self-inverse patterns discussed 
in [6]. 
We next introduce three classes of square sign pattern matrices, each associated 
with an allows property: 
(1) ZV is the class of all square patterns A for which there exists B E Q(A) 
where B2 = B (A allows a real idempotent). 
(2) 7 is the class of all square patterns A for which there exists B E Q(A) 
where B3 = B (A allows a real tripotent). 
(3) 6 is the class of all square patterns A for which there exist B, C E Q(A) 
where BCB = B (A allows a real (I)-inverse). 
Clearly, from the definition of Q, A allows a (1)-inverse if and only if A allows a 
(2)-inverse. 
The following inclusions are clear. 
PROPOSITION 1.2. ZV 2 7 C 0. 
The first inclusion is proper. For example, 
0 + 
( > + 0 
is in 7, but not in ZD. It is an open question whether the second inclusion is, in 
general, proper; for nonnegative patterns we prove in Section 2 that I = 0. 
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Now we consider a situation where A E G implies A E TV. For the pattern 
the (1,2) entry of A2 is ambiguously defined. For an n x n pattern A, we say that the 
product A2 exists if no two terms in the sum c;= I L&k&j are oppositely signed, 
foralliandjin{1,2,..., n). A priori, when we write A’, it is understood that 
A2 exists in this qualitative sense. When A2 = A, A is called sign idempotent; 
these patterns are discussed in [4]. 
The following two results will be useful in the subsequent sections. The proofs 
of these facts should be clear. 
PROPOSITION 1.3. If A is an n x n pattern such that A2 = A, then A E ZD 
if and only ifA E 0. 
LEMMA 1.4. Each of the classes ID, 7, and G is closed under the following 
operations: 
(i) permutation similarity, 
(ii) signature similarity, 
(iii) transposition. 
In Sections 2 and 3, we consider nonnegative patterns and characterize the 
classes Q and ZD, respectively. Also in Section 3 we investigate other generalized 
inverses such as the (1,3)-inverses. In Section 4, we make some remarks and pose 
some open questions. 
2. NONNEGATIVE SIGN PATTERN MATRICES 
In this section we will show that for nonnegative patterns the classes I and p 
coincide. We first note that if A is a nonnegative pattern in 0, so that there exist 
B, C E Q(A) where BC B = B, then A3 = A. To see this, simply replace the 
nonzero entries of B and C by + signs. For nonnegative patterns, Q is a proper 
subclass of the class of patterns A such that A3 = A. For example, 
satisfies A3 = A, but A $8. 
To characterize 8, we will consider the Frobenius normal form of matrices. In 
Frobenius normal form, the irreducible diagonal submatrices will satisfy 
A2=A or A3=AandA2#A. 
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For brevity, throughout the paper we let 
LEMMA 2.1. If A is an n x n nonnegative irreducible pattern where A3 = A 
and A2 # A, then A contains K as a principal submatrix. 
Proo$ By Theorem 1.6 in [5], the vertex set of D(A) has bipartite sets VI 
and V2, such that the arcs of D(A) are all the possible arcs from VI to V2 and from 
V2 to VI. Hence, if i E VI and j E V2, then (i, j) and (j, i) are arcs in D(A). 
The result then follows. n 
LEMMA 2.2. If A is an n x n nonnegative irreducible pattern with mr A = 1, 
then A is entrywise positive. 
Pro05 Since mr A = 1, there exists B E Q(A) where rank B = 1. With A 
nonnegative, all the nonzero rows of A must then be equal. The irreducibility of 
A then implies A is entrywise positive. n 
LEMMA 2.3. Let A be an n x n nonnegative pattern in Frobenius normalform 
with Aii the irreducible components, andsuppose there exist B, C E Q(A) where 
BCB = B. Then rank B = rank BC = CT= 1 rank Bii, andfor any Bii # 0, 
rank Bii = 
1 if AFi = Aii, 
2 if AFi # Aii. 
Proo$ It is well known that BCB = B implies that rank B = rank BC 
and BC is idempotent. Also, BiiCiiBii = Bii implies rank Bii = rank 
BiiCii and BiiCii is idempotent. SO, rank BC = tr BC = Cy= 1 tr BiiCii = 
CT= 1 rank BiiCii = Cy= 1 rank Bii. 
Next, observe that since BiiCii is nonnegative idempotent, Afi is nonnegative 
sign idempotent. So the nonzero irreducible components of AFi (and hence those 
of Bii Cii) are entrywise positive (see [4]). Since every positive idempotent matrix 
has rank 1, the nonzero irreducible components of Bii Cii each have rank 1. Thus, 
for any Bii # 0, 
rank Bii = rank BiiCii = trBiiCii 
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=c tr(irreducible component of Bir Cii) 
=c rank(irreducible component of Bii Cii) 
= number of nonzero irreducible components of Bii Cii 
= number of nonzero irreducible components of Afi 
I 
1 if AFi = Aii, 
= 2 if AFi # Aii. 
Indeed, A;i = Aii and Afi # Aii imply that Aii is permutation similar to 
where the zero blocks are square and A 1, A:! are positive [5]. Then Afi is permu- 
tation similar to 
( 
AtA2 0 
0 > &AI ’ 
which clearly has two irreducible components. W 
PROPOSITION 2.4. Let A be an n x n nonnegative pattern in Frobenius normal 
form 
(*d’ --’ Al.1 
with Aii the irreducible components, and suppose A E 6. Then, for i < j, Aii # 
0 and Ajj # 0 imply that Aij = 0. 
Proo$ Since A E Q, there exist B, C E Q(A) such that BC B = B. Hence, 
Bij = 1 Bik ckl Blj 9 (5) 
iikslc j 
or 
Bij = BiiCiiBij + R, (6) 
where R denotes the sum of the remaining terms in (5). Substituting, we get 
Bij = BiiCii(BiiCiiBij + R) + R, 
or, since BiiCii Bii = Bii, 
Bij = BiiCii Bij + BiiC’ii R + R. (7) 
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Comparing (6) and (7), we have BiiCiiR = 0. Since Bii and Cii are nonzero 
nonnegative irreducible and R is nonnegative, we must have R = 0. Then, since 
Bii C’ij Bjj is a term in R, Bii Cij Bjj = 0. Hence Cij = 0, and thus Aij = 0. W 
Let F be the class of all square sign pattern matrices A such that A is permu- 
tation similar to a matrix of the form 
FU’,A2, A31 = I3 A3;A t 
2 > 
where AzA3 is diagonal, and T is a permutation pattern satisfying T2 = I. 
From now on, when we use F(T, AZ, As), it is understood that A2A3 is diag- 
onal and T is a permutation pattern satisfying T2 = I. 
THEOREM 2.5. Zf A is an n x n nonnegative pattern in 0, 
Proo$ We may assume A is in Frobenius normal form 
(1: ‘** A;.) 
then A E E 
with Aii the irreducible components. Since A3 = A, we have Afi = Aii for all i, 
and either AFi = Aii or AFi # Aii . 
Since A E 0, there exist B, C E Q(A) where BCB = B. If rank B = r, we 
can now use our previous results to conclude that B is permutation similar to a 
matrix of the form 
B1 B2 
( > B3 B4 ' 
where BI is a sign symmetric monomial matrix (a monomial matrix has exactly 
one nonzero entry in each row and column) of order r. Since B has rank r, B4 must 
equal B3 Brl B2. Passing to sign pattern matrices, and performing a permutation 
similarity if necessary, we may write 
where T is a permutation pattern satisfying T2 = I. [Note that Bl, BF’ E Q(T).] 
Finally, 
A3 = T + AzA3T + TA2A3 + A2AsTAzAj * 
* > * ’ 
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so that A3 = A implies T + A2A3T = T. Multiplying by T, we get T2 + 
A2A3T2 = T2, and hence A2A3 must be a diagonal pattern. n 
It can be shown that the following are equivalent for an n x n nonnegative 
pattern T: 
(i) T is a permutation pattern satisfying T2 = I. 
(ii) T is a symmetric permutation pattern. 
(iii) T2 = I. 
THEOREM 2.6. Let A be an n x n nonnegative pattern. Zf A E 3, then A E 1. 
Proo$ Consider 
E Q(FV’, A29 A3)). 
By direct multiplication, 
B’=(;; z), 
where 
WI = Bf + &&BI + BIB& + LMhB+B3, 
W2 = BfB2 + B2B3B2 + BIB~B~B,‘B~ + (BzB~B,‘)~B~, 
W3 = B3Bf + B3Bc1B2B3B, + B3B2B3 + (B~B,‘Bz)~B~, 
W4 = B3BlB2 + B3B11B2B3B2 + B3B2B3B11B2 + (B~B,‘Bz)~. 
Suppose we can find Bt E Q(T), B2 E Q(A2), and B3 E Q(A3) such that 
B1 = WI or 
Bl - B: = B~B~BI+ Bl B2B3 + B2B3B;’ B2B3. (8) 
Then W2 = BfB2 + B2B3B1(B11B2) +B1B2B3(BF1B2) +B2B3Bc1 
B2B3(BF1 Bz), so that from (8), 
W2 = BfB2 + (B1 - B:)B,‘Bz = B2. (9) 
Similarly, W3 = B3. Further 
W4 = B3B,‘(BfB2 + B2B3B2 + B1B2B3Bc1B2 
+ B2B3B;1B~B3B;‘B2), 
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which, from (9), becomes B3 BT’ Bz. We would thus have B3 = B and the proof 
would be complete. Now we show that we can indeed make proper choices so that 
(8) holds. 
We may assume (through a permutation similarity if necessary) that T = 
IS @ K(q), for some integers s and 4, where K(q) = @= 1 K. Let T be r x r and 
B2B3 = diag(bt, b2,. . . , b,) 
(recalling that AzA3 is diagonal). For 1 5 i 5 s, let x be the (i, i) entry of Bl. In 
order for (8) to hold we need 
x - x3 = 2b.x + b?x-‘. I 1 
This equation does in fact hold if we choose x = 1 when bi = 0 and x = 
$, bi = $ when bi is nonzero. Finally, for the remaining values of i with the same 
parityass+l,wheres+l ii ir-l,lettingxdenoteboththe(i,i+l)and 
(i + 1, i) entries of B1, we can make the following choices: 
x=1 when bi,bi+l =O, 
x=1 2, bi =bi+l = $ when bi,bi+l #O, 
x=1 2, bi = $, bi+l =O when bi #O,bi+l CO, 
x=1 2, bi=O, bi+l=i when bi = 0, bi + 1 # 0. 
One can check that with these choices, (8) holds (Bl is actually symmetric). The 
proof of the theorem is now complete. n 
THEOREM 2.7. Zf A is an n x n nonnegative pattern, then the following are 
equivalent: 
(i) A E 9. 
(ii) A E 3. 
(iii) A E 7. 
(iv) There exist B, C E Q(A) such that BCB = B and CBC = C. (A allows 
a (1,2)-inverse) 
Proo$ (i) j (ii): Theorem 2.5. 
(ii) =+ (iii): Theorem 2.6. 
(iii) =+ (iv) and (iv) =+ (i) are clear. n 
Suppose A is an n x n nonnegative pattern in 6, so that by Theorem 2.7, there 
exists a permutation pattern P such that P’AP = F(T, AZ, A3). Letting T be 
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r x r, we can then factor A as A = FG, where 
and GP = (Z, TA2) 
Noting that 
T 0 A3 and (Zr T&) 
are n x r and r x n rank r patterns, respectively, we have a “full-rank” factorization 
of the sign pattern matrix A. In this situation, r = mr A. 
At the beginning of this section, we noted that for nonnegative patterns, 9 is a 
proper subclass of the class of patterns A such that A3 = A. The matrix given in 
Theorem 2.8 provides an example of a nonnegative pattern A for which A3 = A 
implies A E Q. We state Theorem 2.8 and provide a sketch of the proof. 
THEOREM 2.8. Let T be an r x r permutation pattern such that T2 = I, and 
let 
A = ( 
T A2 
A3 A3TA2 > 
be an n x n nonnegative pattern. Then the following are equivalent: 
(i) A E Q. 
(ii) A3=A. 
(iii) A2A3 is a diagonal pattern. 
(iv) In D(A), for distinct i, j in { 1,2, . . . , r}, there is no k > r such that both 
(i, k) and (k, j) are arcs in D(A). 
(v) For each B E Q(A) where rank B = r, there exists C E Q(A) such that 
BCB = B. 
(vi) A E 7. 
Proo$ (i) e (vi) holds by Theorem 2.7 for any n x n nonnegative pattern 
A. 
(i) j (ii) was observed earlier. 
(ii) ++ (iii) can be seen by writing out the four blocks of A3 and noting that 
A3 = A + T + A2A3T = T u A2A3 is diagonal. 
(iii) + (i) follows from Theorem 2.7. 
(iii) e (iv) should be clear. 
(v) + (i): Note that mr A = r, as 
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is of rank r and in Q(A) when Bi E Q(Ai), i = 1,2,3. Then (v) =+ (i) by the 
definition of G. 
(iii) + (v): Take 
E Q(A) 
of rank r. Then B4 = B3B11B2. Now, 
Z 0 B1 B2 
-BjB,’ Z >( B3 B3BF1B2 >( 
and hence the set of (1)-inverses of B is the set of matrices of the form 
B-- - ; -B;‘B2)(BD;’ ;)(_-B:B;, ;), 
where C, D, E are arbitrary conformable matrices. By direct multiplication we 
have 
B_ _ B;’ - B,‘BzD - CB3B,’ + B,‘BzEB3B,’ C - B,‘BzE 
- 
D - EB3B;’ > E ’ 
Letting E =e2B3B1B2, C=EB~, D =~Bj,weget 
B-(E) 
= 
B;’ - e(B;‘B2B3 - B2B3B;’ + EB;‘B~B~B~B~B~B;‘) 
E(B~ - EB~B~B~B~B~‘) 
E(B~ - EB;‘B~B~B~B~) 
e2B3B,B2 
Since BzB3 is diagonal and Bc’ E Q(T), BL’B2B3 is a nonnegative matrix in 
the sign pattern class of a subpattern of T. Similar analysis for the other terms in 
B-(E) yields B-(E) E Q(A) for sufficiently small E > 0. Thus, (iii) =+ (v), and 
the proof of the theorem is complete. n 
We conclude this section with the following requires result for nonnegative 
patterns. Recall property Pr from Section 1: B E Q(A), BCB = B imply 
C E Q(A). 
PROPOSITION 2.9. Zf A is an n x n nonnegative pattern, then A requires prop- 
erty P1 if and only if A is a symmetric permutation pattern (that is, A is a permu- 
tation pattern satisfying A2 = Z). 
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Proo$ If A requires Pt , then A E G, and by Proposition 1.1, A is a self- 
inverse pattern, so that rank A = n. However, by Theorem 2.7, we can see that 
the only n x n nonnegative patterns A E Q with rank A = n are the symmetric 
permutation patterns. The converse should be clear. n 
3. FURTHER RESULTS ON NONNEGATIVE PATTERNS 
Of special interest is a characterization of the class ZD. 
THEOREM 3.1. If A is an n x n nonnegative pattern, then the following are 
equivalent: 
(i) A E 723. 
(ii) A is permutation similar to F(Z,, AZ, A3). 
Proofi (i) + (ii): Since A E 29, there exists a real idempotent B E Q(A), 
with say rank B = r. By a theorem of Flor [7], B is permutation similar to a 
matrix of the form 
fE *\ 
where E = @r= 1 Ji, and each Ji is a positive idempotent rank 1 matrix, i = 
1 .., r. By a further permutation, we see that B is permutation similar to a 
matrix of the form 
( 
D B2 
B3 B3D-‘B2 ’ > 
where D is an r x r diagonal matrix with a positive diagonal. Passing to sign 
pattern matrices, we conclude that A is permutation similar to F(Z,, AZ, A3); the 
fact that A2A3 is diagonal follows from A2 = A. 
We have now proved (i) + (ii). As an alternate proof of (i)=%(ii), for a real 
idempotent B E Q(A), we have B3 = B. By Theorem 2.5, A E 3. Then A2 = A 
implies T = I. 
(ii) + (i): If A is permutation similar to a matrix of the given form, then by 
Theorem 2.7, A E G. Now, from the above, A2A3 is diagonal implies A2 = A. 
Hence, by Proposition 1.3, A E 227. n 
It is clear that in Theorem 3.l(ii), r = mr A, and so.r is unique. Hence, if 
A E I’D, all real idempotents in Q(A) have the same rank. This holds because, 
as in the proof of (i) + (ii), any real idempotent must yield that A is permutation 
similar to a pattern of the form F(Z,, AZ, As). 
It can also be seen that each of the statements in Theorem 3.1 is equivalent 
to the following statement: A2 = A, and if A is in Frobenius normal form with 
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Aii, the irreducible diagonal submatrices, then mr A is the number of nonzero 
irreducible components, and for j < k, Ajj, Akk # 0 implies Ajk = 0. 
Let A = F(T, AZ, A3) be nonnegative. After multiplying and simplifying we 
have 
A2 = 
Z TA:! 
A3T A3A2 > ’ 
Hence A2 is symmetric e (TA2)’ = A3T + A3 = Ai e A is symmetric. 
(In this case, since A2A3 is diagonal, A2 and A3 must have orthogonal rows 
and columns, respectively.) In the proof of Theorem 2.6 we may then obtain a 
symmetric matrix B E Q(A) where B3.= B. The equivalences in the following 
theorem should then be easy to see, and so we omit the proof. 
THEOREM 3.2. Zf A is an n x n nonnegative pattern, then the following are 
equivalent: 
(i) There exist B, C E Q(A) such that BCB = B and (BC)’ = BC. (A 
allows a (l(3)-inverse.) 
(ii) There exists B E Q(A) such that B+ E Q(A). 
(iii) A is permutation similar to a matrix of theform F(T, AT, A$. 
Noting that for an n x n nonnegative pattern A, the existence of either a (3)-or 
a (4)-inverse in Q(A), for some B E Q(A), implies A2 is symmetric, we have the 
following interesting result. 
COROLLARY 3.3. Let A be an n x n nonnegative pattern, and 01, j? C 
(1,2,3,4}, where each of a! and fi contains 1 or 2 and 3 or 4. Then A allows 
an a! inverse if and only if A allows a B-inverse. 
For example, A allows a (2,3)-inverse if and only if A allows a (1,4) inverse. 
4. REMARKS AND OPEN QUESTIONS 
There are a number of open questions related to the area of sign pattern matrices 
and generalized inverses. A natural way to extend the results of Sections 2 and 3 
is to go from the nonnegative patterns to the larger class of cyclically nonnegative 
patterns (all closed paths are nonnegative). The determination of which cyclically 
nonnegative reducible patterns are in E seems to be a formidable problem. 
Other requires/allows type questions can be phrased. For example, characterize 
the n x n patterns A such that for each B E Q(A) there exists B- E Q(A) where 
BB- B = B. Of course, these patterns are in 0. For another subclass of 0, 
characterize the n x n patterns A such that there exists some B E Q(A) where 
BCB = B implies C E Q(A)-equivalently, there exists some B E Q(A) where 
B-l exists and B-’ E Q(A). 
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Next, let A be an n x n nonnegative pattern. If B E Q(A) and B has a 
nonnegative (I)-inverse, then by [2], B has a monomial submatrix of order r, 
where rank B = r. Hence 
PlAP2 = 4 ; 
( > 
for some permutation patterns Pl and P2, and mr A = r. An interesting open 
question is the following. If A is an n x n nonnegative pattern where A3 = A and 
there exists B E Q(A) which has a nonnegative (1)-inverse, does it follow that 
A E Q? 
For n x n patterns in general, we can consider various types of generalized 
inverses. For example, characterize A such that there exist B, C E Q(A) where 
BCB = B and (BC)’ = BC [A allows a (1, 3)-inverse]. 
We could also look at questions dealing only with the sign pattern matrices 
themselves. For example, characterize then x n patterns A such that AGA = A for 
some sign pattern G, where AGA is unambiguously defined. Note that this does 
not imply that A3 = A. Although we have mentioned only a few open questions 
here, many interesting sign pattern-generalized inverse problems remain for future 
research. 
The authors thank the referee for valuable comments. 
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