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1 　はじめに
近年のマクロ経済学は動学的分析抜きには語
ることができなくなっている。そこでの土台と
なるのは，代表的個人の動学的効用最大化を
伴った新古典派的成長理論である。それ以前の
「新古典派成長論」の代表例はSolow-Swan モ
デルであり，Harrod-Domarによる資本主義の
行く末に悲観的な見通しを持つモデルに対し
て，生産要素の投入の代替の可能性性を強調す
ることで，資本主義のもとでも，「安定的な成
長」（steady state）の維持が可能であることを強
調する色彩が強かった。
それだけに，そうした初期の「新古典派成長
モデル」はともすれば，Keynesの土俵で議論
を展開することを余儀なくされた。その典型例
は，代表的家計の消費支出の算出である。これ
らは，外生的に与えられた消費関数のもとで，
機械的に消費支出を計算するというあまり現実
的ではない想定の上に立脚している。
しかしながら，消費支出は家計が，自らのラ
イフプランのもとに，自らの意思で決定すべき
性質のものである。その意味で，個別の家計の
意思決定を含んだ，動学的意思決定モデルが必
要であった。
幸いにして，そうした枠組みでマクロ成長論
を論ずる土台も形成されてきた。ただし，これ
らも必ずしも両手を上げて賛意を示すことがで
きるものではない。
なぜなら，これも前述の新古典派成長理論が
おかした，間違いを一部継承しているものがあ
るということである。それは，「最適成長」を
論ずる際に，分析者自らがsocial planner の立
場に身をおいて論ずることが数多く行われてき
た，ということである。
ここでsocial planner とは，家計の消費・貯
蓄行動および企業の生産・投資（資本蓄積）行
動を同時かつ統合的にコントロールして経済厚
生の最大化を測る存在である。そこで展開され
るモデルは，いわば集権的な（centrarized）経
済における動学的成長理論であるといえる。
しかし，本来は，（集計されながらも）家計と
企業はそれぞれ独自の目的を追求し，その上で
市場均衡の下で，経済成長がどのような姿なの
かを問わなければならない。つまり分権的
（decentrarized）な均衡動学的成長理論が必要
とされているのである。
本稿では，その動きを見つつ，その中でとも
すれば混同されがちな「集権化された成長理
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論」と「分権的な成長理論」の相違点と同一視
して良い点を見定めるためのフレームワークを
構築構成とそこで仮定されている事項の整理を
することは意味のないことではないと考える。
以下では，その 2 つの見方を示すモデルを提
示して，その問題点を探ることにする。
2 　モデル
2 . 1 　時間
このモデルでは時間 t は連続的に測られると
し， t ∈［0, T］であるとする。代表的家計を仮
定し，代表的家計はやはり［0, T］の期間継続
し，その消費から得られる効用の現在価値の和
を最大化することを目的とするとする。家計は
労働力と資産を保有，それらが企業に提供さ
れ，それぞれの報酬が家計の所得の源泉とな
る。資産は直接企業に貸し出されるものとし，
貯蓄が，金融仲介システムを通じて企業に貸し
出されるプロセスは明示的には扱われない。
さらに，代表的企業を仮定し，代表的企業も
同一期間継続し，利潤の現在価値の総和を最大
化することを目的とすると仮定される。代表的
企業は家計から労働を雇用して賃金を支払い，
家計から直接資産を借り入れ投資の原資とし，
資本レンタル料 r（t）を支払う。
2 . 2 　マクロ生産関数
いま t 時点の国民所得をY（t）， t 時点の集計
された資本ストックをK（t）， t 時点の労働投入
量をL（t）と表記し，マクロ生産関数は
Y（t）＝F（K（t）, L（t））　　　　　　　　　 ⑴
と表されるとする。このマクロ生産関数⑴は次
の仮定を満たすとする。
P 1 ：桃源郷の不可能性
F（0, 0）＝ 0 　 　 　 　 　 　 　 　 　 　 　 　 　 ⑵
P 2 ：増加関数
K′ ≧K, L′ ≧ L ならば
F（K′ , L′）≧F（K, L）　　⑶
K′ >K, L′ >Lならば
F（K′ , L′）> F（K, L）　　⑷
P 3 ： 1 次同次性
任意のλ> 0 に対して
λF（K, L）＝F（λK, λL）　　⑸
P 4 ：凹関数　 F（K, L）の投入物に関する限界
正値性と逓限性。すなわち次が成立する。
∂F
∂K
＞0 　
∂2F
∂K2
＜0 　　　　　　　　　　⑹
∂F
∂K
＞0
　∂
2F
∂L2
＜0 　　　　　　　　　　⑺
P 5 ：稲田条件　ここでは，有名な稲田条件
（Inada condition）を仮定する。すなわち次が成
立する。
∂F
∂K
＝∞limK→0 　
∂F
∂L
＝∞limL→0 　　　　　 ⑻
∂F
∂K
＝∞limK→∞
　 ∂F
∂L
＝∞limL→∞ 　　　　 ⑼
P 6 ：資本減耗　資本は生産活動の中で減耗し
ていく。それは次の式で表される。減耗率δは
絶対値で測られている。他の事情が一定ならば
次が成り立つ。
K
4
（t）＝e－δtK（t）　　　　　　　　　　　　⑽
2 . 2 . 1 　一人当たりへの正規化
Y＝F（K, L）を一人当たりの変数を用いて書
き換える。
k（t）：＝
K（t）
L（t）
　　　　　　　　　　　　 ⑾
y（t）：＝
Y（t）
L（t）
　　　　　　　　　　　　 ⑿
f（k（t））：＝
  1
L（t）
F（K（t））, L（t））　　　　 ⒀
2 . 2 . 2 　労働者数
家計は 0 時点に初期的な労働 L（0）を保有
し，それを企業に提供して賃金所得を得る。労
働人口は次の動学方程式に従って，増加すると
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想定する。
L（t）＝L（0）ent　　　　　　　　　　　　 ⒁
ここでは第一時的接近として，労働供給は一人
あたり賃金 w に対しては，非弾力的に供給さ
れるとする。また同様に簡単化のために初期的
な労働人口はL（0）＝ 1 であるとしよう。
2 . 2 . 3 　代表的企業の利潤最大化
代表的企業の利潤はΠ＝PY－RK－WLで与
えられる。Y＝F（K, L）を代入して，利潤最大
化条件を求めると次を得る。
FK＝R, 　FL＝W　　　　　　　　　　　 ⒂
ここで P は一般物価をニューメレールとし
て，P＝ 1 を仮定することにする。
1 次同次関数についてのオイラーの定理から，
Y＝FK K＋FL L　　　　　　　　　　　 ⒃
が成り立つので，P＝ 1 を想起すれば，これは
最大利潤がゼロであることを意味する。
2 . 2 . 4 　ふたたび一人当たりへの正規化
これら利潤最大化の条件を一人当たりに正規
化してみる。まず次を確認する。
FK＝f ′（k）　　　　　　　　　　　　　　 ⒄
FL＝f（k）－k f ′（k）　　　　　　　　　　　⒅
ここで⒃を用いた。
いま，基準化された代表的企業の労働者一人
あたりの瞬間的利潤をπと書くことにすれば，
π＝y－（r（t）+δ）k－w（t）　　　　　　　 ⒆
を得る。また利潤最大化条件より，次を得る。
f ′（k）＝r（t）＋δ　　　　　　　　　　　 ⒇
f（k）－k f ′（k）＝w（t）　　　　　　　　　 
これは任意の時点で，代表的企業の最大化利潤
がゼロであることを意味する。
2 . 2 . 5 　家計
代表的家計の瞬間的財消費 c（t）から得られ
る瞬間的効用効用 u（c（t））の現在価値の総和を
最大化すると想定される。この瞬間的財消費
c（t）は一人あたりのタームで測られていると
する。したがって，集計されたマクロの瞬間的
消費支出 C（t）は C（t）＝L（t）c（t）である。ここ
で瞬間的効用関数 u（.）について，次のような
仮定を設ける。
U 1 ：不変性　瞬間的効用 u（.）はモデルの時間
を通じて変わらないとする。
U 2 ：微分可能性　瞬間的効用 u（.）は二階連続
微分可能であるとする。
U 3 ：単調増加　瞬間的効用 u（.）は次を満た
す。
u′（.）> 0 　　　　　　　　　　　　　　　 
U 4 ：限界効用逓減　瞬間的効用 u（.）は次を満
たす。
u′′（.）< 0 　　　　　　　　　　　　　　　 
U 5 ：稲田条件　瞬間的効用 u（.）は次の稲田条
件を満たすとする。
lim
c→0 u′（c）＝∞　　　　　　　　　　　　 
lim
c→0 u′（c）＝0 　　　　　　　　　　　　 
U 6 ：時間選好率の一定性　代表的家計の時間
選好率はモデルの時間の中で一定であるとす
る。そこから計算される割引因子をρで表すこ
とにする。
したがって，家計が最大化すべき効用の現在
価値の和U は次で表される。
U＝∫T0  u（c（t））e－ρtentdt　　　　　　　　 
ここで，U が有限の値に収束するためには，
次の追加的な仮定を設ける必要がある。
U 7 ：割引因子と労働成長率の関係
それらはρ> n の関係にある。
家計は初期的に資産 A（0）を持っており，そ
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れを一人あたりのタームで a（0）と表すことに
する。家計はこの資産を代表的企業に貸し出す
ことで収益を得る。その収益率は貯蓄を貸し出
し，得ることができる利子率 r（t）と同一であ
る。したがって，家計の所得制約の動学方程式
は次で表される。
A
4
（t）＝r（t）A（t）＋w（t）L（t）－C（t）　　　 
これを一人あたりのタームで示すと次のように
なる。
a
4
（t）＝r（t）a（t）＋w（t）－c（t）　　　　　　　
2 . 2 . 6 　代表的企業の一人あたり資本の動学
方程式
ここまでくれば，代表的企業の一人あたり資
本の動学方程式を導くことができる。代表的企
業の資本蓄積は，家計からの資産の借り入れ，
（このモデルでは明示されていない金融仲介シ
ステムを通じた）貯蓄の借り入れによって増加
する。しかしながら，資本は生産に使用される
ことで時間を通じて資本減耗を起こす。さらに
一人あたりのタームになおす際には，労働人口
の増加も考慮に入れなくてはならない。代表的
企業の一人あたり資本 k（t）の動学方程式は次
で表される。
k
4
（t）＝f（k（t））－c（t）－（n＋δ）k（t）　　　 
3 　Social Planner の問題
3 . 1 　問題の定式化
ここまでくれば，social plannerが解くべき
問題は次のように定式化される。
max
c（t）
U（0）＝∫T0  e－（ρ－n）tu（c（t））dt　　　　 
s.t.　k
4
（t）＝f（k（t））－c（t）－（n＋δ）k（t）　 
　　k（0）＝k0 > 0　　　　　　　　　　　 
　　k（T）e－r（T）T≧ 0 　　　　　　　　　 
これらの中で，k（t）はストック変数であり，
そのようなストック変数の推移は，経済の発展
の状態をを表現するので「状態変数」（state 
variable）と呼ばれ，これに対し消費 c（t）など
のフロー変数は，動的方程式を通じて状態変数
の変動をコントロールするので，「制御変数
（control variable）と呼ばれる。
問題の最後の式は，「終末期 t =T に残さ
れた資本ストックを， 0 期からT 期までの利
子率によって割り引いた現在価値は非負になる
こと」を意味する。この制約の意味は深い。こ
こで制約式 k（T）e－r（T）T≧ 0 の意味を考えてみ
よう。このモデルは連続時間の有限期間モデル
である。この式は途中で資本を取り崩して消費
に充てることは可能であるが，行き過ぎた取り
崩しによって計画期間の終了時に負債を抱える
ようなことがあってはならないことを意味す
る。
3 . 1 . 1 　動学問題のラグランジェ関数
この動学問題を動的ラグランジェ関数を定義
してみよう。まずラグランジェ関数
3.1.3 ॻ͖׵͑ΒΕͨ Lagrangeؔ਺
(39)ࣜΛ (35)ࣜʹ୅ೖ͠ɺ੔ཧ͢Δͱ࣍ΛಘΔɻ
L(t, k(t), c(t), µ(t), ν) =
∫ T
0
{
e−(ρ−n)tu (c(t)) + µ(t) (f (k(t))− c(t)− (n+ δ)k(t))
}
dt
+
∫ T
0
(µ˙(t)k(t)) dt (40)
− µ(T )k(T ) + νk(T )e−r(T )T
+ µ(0)k(0)
͜ͷ (40)ࣜͷӈลୈ 1߲ͷதͷඃੵ෼ؔ਺͸ಛʹϋϛϧτχΞϯ (Hamiltonian) H(·)ͱݺ͹ΕΔɻ
H (t, c(t), k(t), µ(t)) = e−(ρ−n)tu (c(t)) + µ(t) {f (k(t))− c(t)− (n+ δ)k(t)} (41)
Hamiltonian ͷܦࡁֶతղऍ͸ϥάϥϯδΣؔ਺ͱରԠ͍ͯ͠Δɻͭ·ΓɺফඅΛ௨ͨ͡ޮ༻ͷ૿Ճ͚ͩͰ
ͳ͘ɺࣄલʹ͸ɺஷ஝͓Αͼࢿ࢈ͷି෇ʢ͜ΕΒ͸౤ࢿֹͱಉ࣌ʹ౳͘͠ͳΔͱߟ͑ΒΕ͍ͯΔʣΛ shadow
price ͰධՁͨ͠Ձ஋͕༩͑ΒΕ͍ͯΔɻஷ஝͓Αͼࢿ࢈ͷି෇͕૿Ճ͢Δͱࢿຊ஝ੵ͕ਐΜͰকདྷͷ࢈ग़͕
૿͑ɺফඅͷ૿ՃΛ௨ͯ͡ޮ༻͕ߴ·Δͱظ଴͞ΕΔ͔ΒͰ͋Δɻ
(40)ࣜͷӈลୈ 2߲͸ͲͷΑ͏ʹղऍͰ͖ΔͰ͋Ζ͏͔ɻ࠷దԽ໰୊ʹ͓͚Δ Lagerange৐਺͸಺ੜม਺
Ͱ͋Δɻͦͯ͠ (40)ࣜͰද͞ΕΔ࠷దԽ໰୊ʹݱΕΔ µ(t)΋಺ੜతʹܾఆ͞ΕɺͦͷղΛ࣌఺ॱʹฒ΂Δͱ
ͦͷ࣌ؒతਪҠ͕Θ͔ΔɻHamiltonian ͷ੍໿ࣜʹ৐ͥΒΕΔม਺ʢ͜ͷ৔߹͸ µ(t)ʣΛಛʹʮڞ໾ঢ়ଶม
਺ʯ(costate variable) ͱݺͿɻͦͷ໾ׂ͸ shadow price Λҙຯ͢Δɻ͜ͷέʔεͰ͸੍໿ࣜ͸ࢿຊ஝ੵ੍
໿Ͱ͋Δɻ͕ͨͬͯ͠ɺshadow price µ(t)͕ҙຯ͢Δͷ͸ࢿຊࡒͷ֤ʑͷ࣌఺ͰͷՁ֨Ͱ͋Δɻ͕ͨͬͯ͠
µ(t)ͷมಈ µ˙(t)͸ࢿຊࡒͷʮ࣌ՁͷมಈʯΛද͢ɻͭ·Γ (40)ࣜͷӈลୈ 2߲
∫ T
0
(µ˙(t)k(t)) dt (42)
͸ɺܭըظؒதʹ͓͚Δอ༗ࢿຊͷΩϟϐλϧήΠϯͳ͍͠ϩεͷ૯࿨ΛධՁ͍ͯ͠Δͱ͍͑Δɻ
(40) ࣜͷӈลୈ 3 ߲͓Αͼୈ 4 ߲͸ No-Ponzi Game ͷ৚݅ͳͲಛผͳ੍໿͕ՃΘΔܭըظؒͷऴ຤ظ
(t = T )ʹ͍ͭͯɺଞͱ͸۠ผͯ͠औΓѻ͍ͬͯΔ͜ͱΛࣔ͢ɻଞํɺୈ 5߲͸֎ੜతʹ༩͑ΒΕΔࢿຊͷॳ
ظอ༗ྔΛѻ͍ͬͯΔɻ
3.1.4 ࠷ద੍ޚ
Hamiltonian͕ఆٛ͞ΕͨͷͰɺ͜ͷ͋ͱ͸࠷ద੍ޚ (optimal control)ͷख๏Λ௨ͯ͡࠷ద੒௕ͷಈతي
ಓΛٻΊΔ͜ͱʹ͠Α͏ɻ
͜͜Ͱͷ಺ੜม਺͸ɺ੍ ޚม਺ (control variable)c(t)ɺঢ়ଶม਺ (state variable)k(t)ɺڞ໾ঢ়ଶม਺ (costate
variable)Ͱ͋Γ shadow priceͰ͋Δ µ(t)Ͱ͋Δɻ
·ͣɺ੍ޚม਺ c(t) ʹؔͯ͠͸ɺHamiltonian H Λ࠷େԽ͍ͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ͕ͨͬͯ͠ɺc(t)ʹ
ؔ͢Δ 1֊ͷ৚݅Ͱ͋Δ࣍Λຬ͍ͨͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ
∂H
∂c(t)
= 0 =⇒ e−(ρ−n)tu′ (c(t))− µ(t) = 0 (43)
7
（  （t）, 
u（t）, μ（t）, ν）を，次のように定義する。
3.1.3 ॻ͖׵͑ΒΕͨ Lagrangeؔ਺
(39)ࣜΛ (35)ࣜʹ୅ೖ͠ɺ੔ཧ͢Δͱ࣍ΛಘΔɻ
L(t, k(t), c(t), µ(t), ν) =
∫ T
0
{
e−(ρ−n)tu (c(t)) + µ(t) (f (k(t))− c(t)− (n+ δ)k(t))
}
dt
+
∫ T
0
(µ˙(t)k(t)) dt (40)
− µ(T )k(T ) + νk(T )e−r(T )T
+ µ(0)k(0)
͜ͷ (40)ࣜͷӈลୈ 1߲ͷதͷඃੵ෼ؔ਺͸ಛʹϋϛϧτχΞϯ (Hamiltonian) H(·)ͱݺ͹ΕΔɻ
H (t, c(t), k(t), µ(t)) = e−(ρ−n)tu (c(t)) + µ(t) {f (k(t))− c(t)− (n+ δ)k(t)} (41)
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ͳ͘ɺࣄલʹ͸ɺஷ஝͓Αͼࢿ࢈ͷି෇ʢ͜ΕΒ͸౤ࢿֹͱಉ࣌ʹ౳͘͠ͳΔͱߟ͑ΒΕ͍ͯΔʣΛ shadow
price ͰධՁͨ͠Ձ஋͕༩͑ΒΕ͍ͯΔɻஷ஝͓Αͼࢿ࢈ͷି෇͕૿Ճ͢Δͱࢿຊ஝ੵ͕ਐΜͰকདྷͷ࢈ग़͕
૿͑ɺফඅͷ૿ՃΛ௨ͯ͡ޮ༻͕ߴ·Δͱظ଴͞ΕΔ͔ΒͰ͋Δɻ
(40)ࣜͷӈลୈ 2߲͸ͲͷΑ͏ʹղऍͰ͖ΔͰ͋Ζ͏͔ɻ࠷దԽ໰୊ʹ͓͚Δ Lagerange৐਺͸಺ੜม਺
Ͱ͋Δɻͦͯ͠ (40)ࣜͰද͞ΕΔ࠷దԽ໰୊ʹݱΕΔ µ(t)΋಺ੜతʹܾఆ͞ΕɺͦͷղΛ࣌఺ॱʹฒ΂Δͱ
ͦͷ࣌ؒతਪҠ͕Θ͔ΔɻHamiltonian ͷ੍໿ࣜʹ৐ͥΒΕΔม਺ʢ͜ͷ৔߹͸ µ(t)ʣΛಛʹʮڞ໾ঢ়ଶม
਺ʯ(costate variable) ͱݺͿɻͦͷ໾ׂ͸ shadow price Λҙຯ͢Δɻ͜ͷέʔεͰ͸੍໿ࣜ͸ࢿຊ஝ੵ੍
໿Ͱ͋Δɻ͕ͨͬͯ͠ɺshadow price µ(t)͕ҙຯ͢Δͷ͸ࢿຊࡒͷ֤ʑͷ࣌఺ͰͷՁ֨Ͱ͋Δɻ͕ͨͬͯ͠
µ(t)ͷมಈ µ˙(t)͸ࢿຊࡒͷʮ࣌ՁͷมಈʯΛද͢ɻͭ·Γ (40)ࣜͷӈลୈ 2߲
∫ T
0
(µ˙(t)k(t)) dt (42)
͸ɺܭըظؒதʹ͓͚Δอ༗ࢿຊͷΩϟϐλϧήΠϯͳ͍͠ϩεͷ૯࿨ΛධՁ͍ͯ͠Δͱ͍͑Δɻ
(40) ࣜͷӈลୈ 3 ߲͓Αͼୈ 4 ߲͸ No-Ponzi Game ͷ৚݅ͳͲಛผͳ੍໿͕ՃΘΔܭըظؒͷऴ຤ظ
(t = T )ʹ͍ͭͯɺଞͱ͸۠ผͯ͠औΓѻ͍ͬͯΔ͜ͱΛࣔ͢ɻଞํɺୈ 5߲͸֎ੜతʹ༩͑ΒΕΔࢿຊͷॳ
ظอ༗ྔΛѻ͍ͬͯΔɻ
3.1.4 ࠷ద੍ޚ
Hamiltonian͕ఆٛ͞ΕͨͷͰɺ͜ͷ͋ͱ͸࠷ద੍ޚ (optimal control)ͷख๏Λ௨ͯ͡࠷ద੒௕ͷಈతي
ಓΛٻΊΔ͜ͱʹ͠Α͏ɻ
͜͜Ͱͷ಺ੜม਺͸ɺ੍ ޚม਺ (control variable)c(t)ɺঢ়ଶม਺ (state variable)k(t)ɺڞ໾ঢ়ଶม਺ (costate
variable)Ͱ͋Γ shadow priceͰ͋Δ µ(t)Ͱ͋Δɻ
·ͣɺ੍ޚม਺ c(t) ʹؔͯ͠͸ɺHamiltonian H Λ࠷େԽ͍ͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ͕ͨͬͯ͠ɺc(t)ʹ
ؔ͢Δ 1֊ͷ৚݅Ͱ͋Δ࣍Λຬ͍ͨͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ
∂H
∂c(t)
= 0 =⇒ e−(ρ−n)tu′ (c(t))− µ(t) = 0 (43)
7
（t, （t）, c（t）, μ（t）, ν）：
＝∫T0  e－（ρ－n）tu（c（t））dt
＋∫T0  {μ（t）（f（k（t））－c（t）
－（n＋δ）（t）－k
4
（t））｝dt＋νk（T）e－r（T）T　 
この式の右辺第 2 項は各時点で成立する資本
蓄積制約を集約して表記したものである。各時
点にについてLagrange未定乗数μ（t）が乗じら
れている。また第 3 項は計画期間終末 t ＝T に
関するNo-Ponzi-Game conditionであり，別の
Lagrange未定乗数νが乗じられている。
この式は以下のように変形が可能である。
3.1.3 ॻ͖׵͑ΒΕͨ Lagrangeؔ਺
(39)ࣜΛ (35)ࣜʹ୅ೖ͠ɺ੔ཧ͢ ͱ࣍ΛಘΔɻ
L(t, k(t), c(t), µ(t), ν) =
∫ T
0
{
e−(ρ−n)tu (c(t)) + µ(t) (f (k(t))− c(t)− (n+ δ)k(t))
}
dt
+
∫ T
0
(µ˙(t)k(t)) dt (40)
− µ(T )k(T ) + νk(T )e−r(T )T
+ µ(0)k(0)
͜ͷ (40)ࣜͷӈลୈ 1߲ͷதͷඃੵ෼ؔ਺͸ಛʹϋϛϧτχΞϯ (Hamiltonian) H(·)ͱݺ͹ΕΔɻ
H (t, c(t), k(t), µ(t)) = e−(ρ−n)tu (c(t)) + µ(t) {f (k(t))− c(t)− (n+ δ)k(t)} (41)
Hamiltonian ͷܦࡁֶతղऍ͸ϥάϥϯδΣؔ਺ͱରԠ͍ͯ͠Δɻͭ·ΓɺফඅΛ௨ͨ͡ޮ༻ͷ૿Ճ͚ͩͰ
ͳ͘ɺࣄલʹ͸ɺஷ஝͓Αͼࢿ࢈ͷି෇ʢ͜ΕΒ͸౤ࢿֹͱಉ࣌ʹ౳͘͠ͳΔͱߟ͑ΒΕ͍ͯΔʣΛ shadow
price ͰධՁͨ͠Ձ஋͕༩͑ΒΕ͍ͯΔɻஷ஝͓Αͼࢿ࢈ͷି෇͕૿Ճ͢Δͱࢿຊ஝ੵ͕ਐΜͰকདྷͷ࢈ग़͕
૿͑ɺফඅͷ૿ՃΛ௨ͯ͡ޮ༻͕ߴ·Δͱظ଴͞ΕΔ͔ΒͰ͋Δɻ
(40)ࣜͷӈลୈ 2߲͸ͲͷΑ͏ʹղऍͰ͖ΔͰ͋Ζ͏͔ ࠷దԽ໰୊ʹ͓͚Δ Lagerange৐਺͸಺ੜม਺
Ͱ͋Δɻͦͯ͠ (40)ࣜͰද͞ΕΔ࠷దԽ໰୊ʹݱΕΔ µ(t)΋಺ੜతʹܾఆ͞ΕɺͦͷղΛ࣌఺ॱʹฒ΂Δͱ
ͦͷ࣌ؒతਪҠ͕Θ͔ΔɻHamiltonian ͷ੍໿ࣜʹ৐ͥΒΕΔม਺ʢ͜ͷ৔߹͸ µ(t)ʣΛಛʹʮڞ໾ঢ়ଶม
਺ʯ(costate variable) ͱݺͿɻͦͷ໾ׂ͸ shadow price Λҙຯ͢Δɻ͜ͷέʔεͰ͸੍໿ࣜ͸ࢿຊ஝ੵ੍
໿Ͱ͋Δɻ͕ͨͬͯ͠ɺshadow price µ(t)͕ҙຯ͢Δͷ͸ࢿຊࡒͷ֤ʑͷ࣌఺ͰͷՁ֨Ͱ͋Δɻ͕ͨͬͯ͠
µ(t)ͷมಈ µ˙(t)͸ࢿຊࡒͷʮ࣌ՁͷมಈʯΛද͢ɻͭ·Γ (40)ࣜͷӈลୈ 2߲
∫ T
0
(µ˙(t)k(t)) dt (42)
͸ɺܭըظؒதʹ͓͚Δอ༗ࢿຊͷΩϟϐλϧήΠϯͳ͍͠ϩεͷ૯࿨ΛධՁ͍ͯ͠Δͱ͍͑Δɻ
(40) ࣜͷӈลୈ 3 ߲͓Αͼୈ 4 ߲͸ No-Ponzi Game ͷ৚݅ͳͲಛผͳ੍໿͕ՃΘΔܭըظؒͷऴ຤ظ
(t = T )ʹ͍ͭͯɺଞͱ͸۠ผͯ͠औΓѻ͍ͬͯΔ͜ͱΛࣔ͢ɻଞํɺୈ 5߲͸֎ੜతʹ༩͑ΒΕΔࢿຊͷॳ
ظอ༗ྔΛѻ͍ͬͯΔɻ
3.1.4 ࠷ద੍ޚ
Hamiltonian͕ఆٛ͞ΕͨͷͰɺ͜ͷ͋ͱ͸࠷ద੍ޚ (optimal control)ͷख๏Λ௨ͯ͡࠷ద੒௕ͷಈతي
ಓΛٻΊΔ͜ͱʹ͠Α͏ɻ
͜͜Ͱͷ಺ੜม਺͸ɺ੍ ޚม਺ (control variable)c(t)ɺঢ়ଶม਺ (state variable)k(t)ɺڞ໾ঢ়ଶม਺ (costate
variable)Ͱ͋Γ shadow priceͰ͋Δ µ(t)Ͱ͋Δɻ
·ͣɺ੍ޚม਺ c(t) ʹؔͯ͠͸ɺHamiltonian H Λ࠷େԽ͍ͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ͕ͨͬͯ͠ɺc(t)ʹ
ؔ͢Δ 1֊ͷ৚݅Ͱ͋Δ࣍Λຬ͍ͨͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ
∂H
∂c(t)
= 0 =⇒ e−(ρ−n)tu′ (c(t))− µ(t) = 0 (43)
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（  （ ） （t）, μ（t）, ν）
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(391)
＝∫T0  e－（ρ－n）tu（c（t））dt
＋∫T0  {μ（t）（f（k（t））－c（t）
－（n＋δ）k（t））｝dt－∫T0  μ（t）k
4
（t）dt
＋νk（T）e－r（T）T　　　　　　　　　　　 
最終的には制御変数 c（t）と状態変数 k（t）につ
いての 1 階の条件を導き出したい。しかし，
k
4
（t）を k（t）で微分することには困難を伴う。
したがって，式の（＊）の部分に変換を施す。
3 . 1 . 2 　（＊）部分の変形
まず関数の積の微分の公式を思い出そう。
d
dt
｛μ（t）k（t）｝＝μ
4
（t）k（t）＋μ（t）k
4
（t）
⇒μ（t）k
4
（t）＝
d
dt
｛μ（t）k（t）｝－μ
4
（t）k（t）　 
式の両辺を定積分すると次を得る。＊1
∫T0  μ（t）k
4
（t）dt
＝∫T0｛ ddt｛μ（t）k（t）｝dt－∫T0 μ4（t）k（t）dt　
このうち，（＊＊）部分については以下の計算が
可能である。
∫T0  ｛ ddt｛μ（t）k（t）｝dt＝［μ（t）k（T）］T0
＝μ（T）k（T）－μ（0）k（0）　　　　　　　 
この式を式に代入すると
∫T0  μ（t）k
4
（t）dt
＝μ（T）k（T）－μ（0）k（0）－∫T0 μ
4
（t）k（t）dt　
を得る。
3 . 1 . 3 　書き換えられたLagrange関数
式を式に代入し，整理すると次を得る。
3.1.3 ॻ͖׵͑ΒΕͨ Lagrangeؔ਺
(39)ࣜΛ (35)ࣜʹ୅ೖ͠ɺ੔ཧ͢Δͱ࣍ΛಘΔɻ
L(t, k(t), c(t), µ(t), ν) =
∫ T
0
{
e−(ρ−n)tu (c(t)) + µ(t) (f (k(t))− c(t)− (n+ δ)k(t))
}
dt
+
∫ T
0
(µ˙(t)k(t)) dt (40)
− µ(T )k(T ) + νk(T )e−r(T )T
+ µ(0)k(0)
͜ͷ (40)ࣜͷӈลୈ 1߲ͷதͷඃੵ෼ؔ਺͸ಛʹϋϛϧτχΞϯ (Hamiltonian) H(·)ͱݺ͹ΕΔɻ
H (t, c(t), k(t), µ(t)) = e−(ρ−n)tu (c(t)) + µ(t) {f (k(t))− c(t)− (n+ δ)k(t)} (41)
Hamiltonian ͷܦࡁֶతղऍ͸ϥάϥϯδΣؔ਺ͱରԠ͍ͯ͠Δɻͭ·ΓɺফඅΛ௨ͨ͡ޮ༻ͷ૿Ճ͚ͩͰ
ͳ͘ɺࣄલʹ͸ɺஷ஝͓Αͼࢿ࢈ͷି෇ʢ͜ΕΒ͸౤ࢿֹͱಉ࣌ʹ౳͘͠ͳΔͱߟ͑ΒΕ͍ͯΔʣΛ shadow
price ͰධՁͨ͠Ձ஋͕༩͑ΒΕ͍ͯΔɻஷ஝͓Αͼࢿ࢈ͷି෇͕૿Ճ͢Δͱࢿຊ஝ੵ͕ਐΜͰকདྷͷ࢈ग़͕
૿͑ɺফඅͷ૿ՃΛ௨ͯ͡ޮ༻͕ߴ·Δͱظ଴͞ΕΔ͔ΒͰ͋Δɻ
(40)ࣜͷӈลୈ 2߲͸ͲͷΑ͏ʹղऍͰ͖ΔͰ͋Ζ͏͔ɻ࠷దԽ໰୊ʹ͓͚Δ Lagerange৐਺͸಺ੜม਺
Ͱ͋Δɻͦͯ͠ (40)ࣜͰද͞ΕΔ࠷దԽ໰୊ʹݱΕΔ µ(t)΋಺ੜతʹܾఆ͞ΕɺͦͷղΛ࣌఺ॱʹฒ΂Δͱ
ͦͷ࣌ؒతਪҠ͕Θ͔ΔɻHamiltonian ͷ੍໿ࣜʹ৐ͥΒΕΔม਺ʢ͜ͷ৔߹͸ µ(t)ʣΛಛʹʮڞ໾ঢ়ଶม
਺ʯ(costate variable) ͱݺͿɻͦͷ໾ׂ͸ shadow price Λҙຯ͢Δɻ͜ͷέʔεͰ͸੍໿ࣜ͸ࢿຊ஝ੵ੍
໿Ͱ͋Δɻ͕ͨͬͯ͠ɺshadow price µ(t)͕ҙຯ͢Δͷ͸ࢿຊࡒͷ֤ʑͷ࣌఺ͰͷՁ֨Ͱ͋Δɻ͕ͨͬͯ͠
µ(t)ͷมಈ µ˙(t)͸ࢿຊࡒͷʮ࣌ՁͷมಈʯΛද͢ɻͭ·Γ (40)ࣜͷӈลୈ 2߲
∫ T
0
(µ˙(t)k(t)) dt (42)
͸ɺܭըظؒதʹ͓͚Δอ༗ࢿຊͷΩϟϐλϧήΠϯͳ͍͠ϩεͷ૯࿨ΛධՁ͍ͯ͠Δͱ͍͑Δɻ
(40) ࣜͷӈลୈ 3 ߲͓Αͼୈ 4 ߲͸ No-Ponzi Game ͷ৚݅ͳͲಛผͳ੍໿͕ՃΘΔܭըظؒͷऴ຤ظ
(t = T )ʹ͍ͭͯɺଞͱ͸۠ผͯ͠औΓѻ͍ͬͯΔ͜ͱΛࣔ͢ɻଞํɺୈ 5߲͸֎ੜతʹ༩͑ΒΕΔࢿຊͷॳ
ظอ༗ྔΛѻ͍ͬͯΔɻ
3.1.4 ࠷ద੍ޚ
Hamiltonian͕ఆٛ͞ΕͨͷͰɺ͜ͷ͋ͱ͸࠷ద੍ޚ (optimal control)ͷख๏Λ௨ͯ͡࠷ద੒௕ͷಈతي
ಓΛٻΊΔ͜ͱʹ͠Α͏ɻ
͜͜Ͱͷ಺ੜม਺͸ɺ੍ ޚม਺ (control variable)c(t)ɺঢ়ଶม਺ (state variable)k(t)ɺڞ໾ঢ়ଶม਺ (costate
variable)Ͱ͋Γ shadow priceͰ͋Δ µ(t)Ͱ͋Δɻ
·ͣɺ੍ޚม਺ c(t) ʹؔͯ͠͸ɺHamiltonian H Λ࠷େԽ͍ͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ͕ͨͬͯ͠ɺc(t)ʹ
ؔ͢Δ 1֊ͷ৚݅Ͱ͋Δ࣍Λຬ͍ͨͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ
∂H
∂c(t)
= 0 =⇒ e−(ρ−n)tu′ (c(t))− µ(t) = 0 (43)
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（  （ ） （ ）, μ（t）, ν）
＝∫T0  ｛e－（ρ－n）tu（c（t））＋μ（t）（ f k（t））
－c（t）－（n+δ）k（t））｝dt
＋∫T0  （μ
4
（t）k（t））dt
－μ（T）k（T））＋νk（T）e－r（T）T
＋μ（0）k（0）　　　　　　　　　　　　　 
この式の右辺第 1 項の中の被積分関数は特に
ハミルトニアン（Hamiltonian）
3.1.3 ॻ͖׵͑ΒΕͨ Lagrangeؔ਺
(39)ࣜΛ (35)ࣜʹ୅ೖ͠ɺ੔ཧ͢Δͱ࣍ΛಘΔɻ
L(t, k(t), c(t), µ(t), ν) =
∫ T
0
{
e−(ρ−n)tu (c(t)) + µ(t) (f (k(t))− c(t)− (n+ δ)k(t))
}
dt
+
∫ T
0
(µ˙(t)k(t)) dt (40)
− µ(T )k(T ) + νk(T )e−r(T )T
+ µ(0)k(0)
͜ͷ (40)ࣜͷӈลୈ 1߲ͷதͷඃੵ෼ؔ਺͸ಛʹϋϛϧτχΞϯ ( a i i ) H(·)ͱݺ͹ΕΔɻ
H (t, c(t), k(t), µ(t)) = e−(ρ−n)tu (c(t)) + µ(t) {f (k(t))− c(t)− (n+ δ)k(t)} (41)
Hamiltonian ͷܦࡁֶతղऍ͸ϥάϥϯδΣؔ਺ͱରԠ͍ͯ͠Δɻͭ·ΓɺফඅΛ௨ͨ͡ޮ༻ͷ૿Ճ͚ͩͰ
ͳ͘ɺࣄલʹ͸ɺஷ஝͓Αͼࢿ࢈ͷି෇ʢ͜ΕΒ͸౤ࢿֹͱಉ࣌ʹ౳͘͠ͳΔͱߟ͑ΒΕ͍ͯΔʣΛ shadow
price ͰධՁͨ͠Ձ஋͕༩͑ΒΕ͍ͯΔɻஷ஝͓Αͼࢿ࢈ͷି෇͕૿Ճ͢Δͱࢿຊ஝ੵ͕ਐΜͰকདྷͷ࢈ग़͕
૿͑ɺফඅͷ૿ՃΛ௨ͯ͡ޮ༻͕ߴ·Δͱظ଴͞ΕΔ͔ΒͰ͋Δɻ
(40)ࣜͷӈลୈ 2߲͸ͲͷΑ͏ʹղऍͰ͖ΔͰ͋Ζ͏͔ɻ࠷దԽ໰୊ʹ͓͚Δ Lagerange৐਺͸಺ੜม਺
Ͱ͋Δɻͦͯ͠ (40)ࣜͰද͞ΕΔ࠷దԽ໰୊ʹݱΕΔ µ(t)΋಺ੜతʹܾఆ͞ΕɺͦͷղΛ࣌఺ॱʹฒ΂Δͱ
ͦͷ࣌ؒతਪҠ͕Θ͔ΔɻHamiltonian ͷ੍໿ࣜʹ৐ͥΒΕΔม਺ʢ͜ͷ৔߹͸ µ(t)ʣΛಛʹʮڞ໾ঢ়ଶม
਺ʯ(costate variable) ͱݺͿɻͦͷ໾ׂ͸ shadow price Λҙຯ͢Δɻ͜ͷέʔεͰ͸੍໿ࣜ͸ࢿຊ஝ੵ੍
໿Ͱ͋Δɻ͕ͨͬͯ͠ɺshadow price µ(t)͕ҙຯ͢Δͷ͸ࢿຊࡒͷ֤ʑͷ࣌఺ͰͷՁ֨Ͱ͋Δɻ͕ͨͬͯ͠
µ(t)ͷมಈ µ˙(t)͸ࢿຊࡒͷʮ࣌ՁͷมಈʯΛද͢ɻͭ·Γ (40)ࣜͷӈลୈ 2߲
∫ T
0
(µ˙(t)k(t)) dt (42)
͸ɺܭըظؒதʹ͓͚Δอ༗ࢿຊͷΩϟϐλϧήΠϯͳ͍͠ϩεͷ૯࿨ΛධՁ͍ͯ͠Δͱ͍͑Δɻ
(40) ࣜͷӈลୈ 3 ߲͓Αͼୈ 4 ߲͸ No-Ponzi Game ͷ৚݅ͳͲಛผͳ੍໿͕ՃΘΔܭըظؒͷऴ຤ظ
(t = T )ʹ͍ͭͯɺଞͱ͸۠ผͯ͠औΓѻ͍ͬͯΔ͜ͱΛࣔ͢ɻଞํɺୈ 5߲͸֎ੜతʹ༩͑ΒΕΔࢿຊͷॳ
ظอ༗ྔΛѻ͍ͬͯΔɻ
3.1.4 ࠷ద੍ޚ
Hamiltonian͕ఆٛ͞ΕͨͷͰɺ͜ͷ͋ͱ͸࠷ద੍ޚ (optimal control)ͷख๏Λ௨ͯ͡࠷ద੒௕ͷಈతي
ಓΛٻΊΔ͜ͱʹ͠Α͏ɻ
͜͜Ͱͷ಺ੜม਺͸ɺ੍ ޚม਺ (control variable)c(t)ɺঢ়ଶม਺ (state variable)k(t)ɺڞ໾ঢ়ଶม਺ (costate
variable)Ͱ͋Γ shadow priceͰ͋Δ µ(t)Ͱ͋Δɻ
·ͣɺ੍ޚม਺ c(t) ʹؔͯ͠͸ɺHamiltonian H Λ࠷େԽ͍ͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ͕ͨͬͯ͠ɺc(t)ʹ
ؔ͢Δ 1֊ͷ৚݅Ͱ͋Δ࣍Λຬ͍ͨͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ
∂H
∂c(t)
= 0 =⇒ e−(ρ−n)tu′ (c(t))− µ(t) = 0 (43)
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variable)Ͱ͋Γ shadow priceͰ͋Δ µ(t)Ͱ͋Δɻ
·ͣɺ੍ޚม਺ c(t) ʹؔͯ͠͸ɺHamiltonian H Λ࠷େԽ͍ͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ͕ͨͬͯ͠ɺc(t)ʹ
ؔ͢Δ 1֊ͷ৚݅Ͱ͋Δ࣍Λຬ͍ͨͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ
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= 0 =⇒ e−(ρ−n)tu′ (c(t))− µ(t) = 0 (43)
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（t, c（t）, k（t）, μ（t））：＝e－（ρ－n）tu（c（t））
＋μ（t）｛ f（k（t））－c（t）－（n＋δ）k（t）｝　 
Hamiltonianの経済学的解釈はラグランジェ関
数と対応している。つまり，消費を通じた効用
の増加だけでなく，事前には，貯蓄および資産
の貸付（これらは投資額と同時に等しくなると
考えられている）をshadow priceで評価した価
値が与えられている。貯蓄および資産の貸付が
増加すると資本蓄積が進んで将来の産出が増
え，消費の増加を通じて効用が高まると期待さ
れるからである。
式の右辺第 2 項はどのように解釈できるで
あろうか。最適化問題におけるLagerange乗数
は内生変数である。そして式で表される最適
化問題に現れるμ（t）も内生的に決定され，そ
の解を時点順に並べるとその時間的推移がわか
る。Hamiltonianの制約式に乗ぜられる変数（こ
の場合はμ（t））を特に「共役状態変数」（costate 
variable）と呼ぶ。その役割はshadow priceを意
味する。このケースでは制約式は資本蓄積制約
である。したがって，shadow price μ（t）が意味
するのは資本財の各々の時点での価格である。＊ 1 　（＊）に代入すると考えても良い。
｝
（＊）
｝
（＊＊）
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したがってμ（t）の変動μ
4
（t）は資本財の「時価
の変動」を表す。つまり式の右辺第 2 項
∫T0  μ
4
（t）k（t））dt　　　　　　　　　　　 
は，計画期間中における保有資本のキャピタル
ゲインないしロスの総和を評価しているといえ
る。
式の右辺第 3 項および第 4 項はNo-Ponzi 
Gameの条件など特別な制約が加わる計画期間
の終末期（ t ＝T）について，他とは区別して取
り扱っていることを示す。他方，第 5 項は外生
的に与えられる資本の初期保有量を扱ってい
る。
3 . 1 . 4 　最適制御
Hamiltonianが定義されたので，このあとは
最適制御（optimal control）の手法を通じて最適
成長の動的軌道を求めることにしよう。
こ こ で の 内 生 変 数 は， 制 御 変 数（control 
variable）c（t）， 状 態 変 数（state variable）
k（t），共役状態変数（costate variable）であり
shadow priceであるμ（t）である。
まず，制御変数 c（t）に関しては，Hamiltonian 
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0
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∂c(t)
= 0 =⇒ e−(ρ−n)tu′ (c(t))− µ(t) = 0 (43)
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を最大化していなければならない。したがっ
て， c（t）に関する 1 階の条件である次を満た
していなければならない。
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∂c（t）
＝0 ⇒ e－（ρ－n）tu′（c（t））－μ（t）＝0　 
さらに，c（t）に関する 2 階の条件を求めると，
∂2
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໿Ͱ͋Δɻ͕ͨͬͯ͠ɺshadow price µ(t)͕ҙຯ͢Δͷ͸ࢿຊࡒͷ֤ʑͷ࣌఺ͰͷՁ֨Ͱ͋Δɻ͕ͨͬͯ͠
µ(t)ͷมಈ µ˙(t)͸ࢿຊࡒͷʮ࣌ՁͷมಈʯΛද͢ɻͭ·Γ (40)ࣜͷӈลୈ 2߲
∫ T
0
(µ˙(t)k(t)) dt (42)
͸ɺܭըظؒதʹ͓͚Δอ༗ࢿຊͷΩϟϐλϧήΠϯͳ͍͠ϩεͷ૯࿨ΛධՁ͍ͯ͠Δͱ͍͑Δɻ
(40) ࣜͷӈลୈ 3 ߲͓Αͼୈ 4 ߲͸ No-Ponzi Game ͷ৚݅ͳͲಛผͳ੍໿͕ՃΘΔܭըظؒͷऴ຤ظ
(t = T )ʹ͍ͭͯɺଞͱ͸۠ผͯ͠औΓѻ͍ͬͯΔ͜ͱΛࣔ͢ɻଞํɺୈ 5߲͸֎ੜతʹ༩͑ΒΕΔࢿຊͷॳ
ظอ༗ྔΛѻ͍ͬͯΔɻ
3.1.4 ࠷ద੍ޚ
Hamiltonian͕ఆٛ͞ΕͨͷͰɺ͜ͷ͋ͱ͸࠷ద੍ޚ (optimal control)ͷख๏Λ௨ͯ͡࠷ద੒௕ͷಈతي
ಓΛٻΊΔ͜ͱʹ͠Α͏ɻ
͜͜Ͱͷ಺ੜม਺͸ɺ੍ ޚม਺ (control variable)c(t)ɺঢ়ଶม਺ (state variable)k(t)ɺڞ໾ঢ়ଶม਺ (costate
variable)Ͱ͋Γ shadow priceͰ͋Δ µ(t)Ͱ͋Δɻ
·ͣɺ੍ޚม਺ c(t) ʹؔͯ͠͸ɺHamiltonian H Λ࠷େԽ͍ͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ͕ͨͬͯ͠ɺc t)ʹ
ؔ͢Δ 1֊ͷ৚݅Ͱ͋Δ࣍Λຬ͍ͨͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ
∂H
∂c(t)
= 0 =⇒ e−(ρ−n)tu′ (c(t))− µ(t) = 0 (43)
7
∂c（t）2
⇒ e－（ρ－n）tu′′（c（t））＜ 0 　　　　 
となり，制御変数 c（t）に関する条件は求めら
れた。
次は，状態変数 k（t）に関する条件である。
∂
3.1.3 ॻ͖׵͑ΒΕͨ Lagrangeؔ਺
(39)ࣜΛ (35)ࣜʹ୅ೖ͠ɺ੔ཧ͢Δͱ࣍ΛಘΔɻ
L(t, k(t), c(t), µ(t), ν) =
∫ T
0
{
e−(ρ−n)tu (c(t)) + µ(t) (f (k(t))− c(t)− (n+ δ)k(t))
}
dt
+
∫ T
0
(µ˙(t)k(t)) dt (40)
− µ(T )k(T ) + νk(T )e−r(T )T
+ µ(0)k(0)
͜ͷ (40)ࣜͷӈลୈ 1߲ͷதͷඃੵ෼ؔ਺͸ಛʹϋϛϧτχΞϯ (Hamiltonian) H(·)ͱݺ͹ΕΔɻ
H (t, c(t), k(t), µ(t)) = e−(ρ−n)tu (c(t)) + µ(t) {f (k(t))− c(t)− (n+ δ)k(t)} (41)
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µ(t)ͷมಈ µ˙(t)͸ࢿຊࡒͷʮ࣌ՁͷมಈʯΛද͢ɻͭ·Γ (40)ࣜͷӈลୈ 2߲
∫ T
0
(µ˙(t)k(t)) dt (42)
͸ɺܭըظؒத ͓͚Δอ༗ࢿຊͷΩϟϐλϧήΠϯͳ͍͠ϩεͷ૯࿨ΛධՁ͍ͯ͠Δͱ͍͑Δɻ
(40) ࣜ ӈลୈ 3 ߲͓Αͼୈ 4 ߲͸ No-Ponzi Game ͷ৚݅ͳͲಛผͳ੍໿͕ՃΘΔܭըظؒͷऴ຤ظ
(t = T )ʹ͍ͭͯɺଞͱ͸۠ผͯ͠औΓѻ͍ͬͯΔ͜ͱΛࣔ͢ɻଞํɺୈ 5߲͸֎ੜతʹ༩͑ΒΕΔࢿຊͷॳ
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3.1.4 ࠷ద੍ޚ
Hamiltonian͕ఆٛ͞ΕͨͷͰɺ͜ͷ͋ͱ͸࠷ద੍ޚ (optimal control)ͷख๏Λ௨ͯ͡࠷ద੒௕ͷಈతي
ಓΛٻΊΔ͜ͱʹ͠Α͏ɻ
͜͜Ͱͷ಺ੜม਺͸ɺ੍ ޚม਺ (control variable)c(t)ɺঢ়ଶม਺ (state variable)k(t)ɺڞ໾ঢ়ଶม਺ (costate
variable)Ͱ͋Γ shadow priceͰ͋Δ µ(t)Ͱ͋Δɻ
·ͣɺ੍ޚม਺ c(t) ʹؔͯ͠͸ɺHamiltonian H Λ࠷େԽ͍ͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ͕ͨͬͯ͠ɺc(t)ʹ
ؔ͢Δ 1֊ͷ৚݅Ͱ͋Δ࣍Λຬ͍ͨͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ
∂H
∂c(t)
= 0 =⇒ e−(ρ−n)tu′ (c(t))− µ(t) = 0 (43)
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∂k（t）
＋μ
4
（t）＝0
⇒ μ（t）（ f ′（k（t））－（n＋δ））－μ
4
（t）＝0　
最後に共役状態変数（costate variable）であ
るμ（t）に関する条件である。
∂
3.1.3 ॻ͖׵͑ΒΕͨ Lagrangeؔ਺
(39)ࣜΛ (35)ࣜʹ୅ೖ͠ɺ੔ཧ͢Δͱ࣍ΛಘΔɻ
L(t, k(t), c(t), µ(t), ν) =
∫ T
0
{
e−(ρ−n)tu (c(t)) + µ(t) (f (k(t))− c(t)− (n+ δ)k(t))
}
dt
+
∫ T
0
(µ˙(t)k(t)) dt (40)
− µ(T )k(T ) + νk(T )e−r(T )T
+ µ(0)k(0)
͜ͷ (40)ࣜͷӈลୈ 1߲ͷதͷඃੵ෼ؔ਺͸ಛʹϋϛϧτχΞϯ (Hamiltonian) H(·)ͱݺ͹ΕΔɻ
H (t, c(t), k(t), µ(t)) = e−(ρ−n)tu (c(t)) + µ(t) {f (k(t))− c(t)− (n+ δ)k(t)} (41)
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૿͑ɺফඅͷ૿ՃΛ௨ͯ͡ޮ༻͕ߴ·Δͱظ଴͞ΕΔ͔ΒͰ͋Δɻ
(40)ࣜͷӈลୈ 2߲͸ͲͷΑ͏ʹղऍͰ͖ΔͰ͋Ζ͏͔ɻ࠷దԽ໰୊ʹ͓͚Δ Lagerange৐਺͸಺ੜม਺
Ͱ͋Δɻͦͯ͠ (40)ࣜͰද͞ΕΔ࠷దԽ໰୊ʹݱΕΔ µ(t)΋಺ੜతʹܾఆ͞ΕɺͦͷղΛ࣌఺ॱʹฒ΂Δͱ
ͦͷ࣌ؒతਪҠ͕Θ͔ΔɻHamiltonian ͷ੍໿ࣜʹ৐ͥΒΕΔม਺ʢ͜ͷ৔߹͸ µ(t)ʣΛಛʹʮڞ໾ঢ়ଶม
਺ʯ(costate variable) ͱݺͿɻͦͷ໾ׂ͸ shadow price Λҙຯ͢Δɻ͜ͷέʔεͰ͸੍໿ࣜ͸ࢿຊ஝ੵ੍
໿Ͱ͋Δɻ͕ͨͬͯ͠ɺshadow price µ(t)͕ҙຯ͢Δͷ͸ࢿຊࡒͷ֤ʑͷ࣌఺ͰͷՁ֨Ͱ͋Δɻ͕ͨͬͯ͠
µ(t)ͷมಈ µ˙(t)͸ࢿຊࡒͷʮ࣌ՁͷมಈʯΛද͢ɻͭ·Γ (40)ࣜͷӈลୈ 2߲
∫ T
0
(µ˙(t)k(t)) dt (42)
͸ɺܭըظؒதʹ͓͚Δอ༗ࢿຊͷΩϟϐλϧήΠϯͳ͍͠ϩεͷ૯࿨ΛධՁ͍ͯ͠Δͱ͍͑Δɻ
(40) ࣜͷӈลୈ 3 ߲͓Αͼୈ 4 ߲͸ No-Ponzi Game ͷ৚݅ͳͲಛผͳ੍໿͕ՃΘΔܭըظؒͷऴ຤ظ
(t = T )ʹ͍ͭͯɺଞͱ͸۠ผͯ͠औΓѻ͍ͬͯΔ͜ͱΛࣔ͢ɻଞํɺୈ 5߲͸֎ੜతʹ༩͑ΒΕΔࢿຊͷॳ
ظอ༗ྔΛѻ͍ͬͯΔɻ
3.1.4 ࠷ద੍ޚ
Hamiltonian͕ఆٛ͞ΕͨͷͰɺ͜ͷ͋ͱ͸࠷ద੍ޚ (optimal control)ͷख๏Λ௨ͯ͡࠷ద੒௕ͷಈతي
ಓΛٻΊΔ͜ͱʹ͠Α͏ɻ
͜͜Ͱͷ಺ੜม਺͸ɺ੍ ޚม਺ (control variable)c(t)ɺঢ়ଶม਺ (state variable)k(t)ɺڞ໾ঢ়ଶม਺ (costate
variable)Ͱ͋Γ shadow priceͰ͋ µ(t)Ͱ͋Δɻ
·ͣɺ੍ޚม਺ c(t) ʹؔͯ͠͸ɺHamiltonian H Λ࠷େԽ͍ͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ͕ͨͬͯ͠ɺc(t)ʹ
ؔ͢Δ 1֊ͷ৚݅Ͱ͋Δ࣍Λຬ͍ͨͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ
∂H
∂c(t)
= 0 =⇒ e−(ρ−n)tu′ (c(t))− µ(t) = 0 (43)
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∂μ（t）
＝0 
⇒ k
4
（t）＝f（k（t））－c（t）－（n＋δ）k（t）　　 
やは内生的な動学変数とその時間に関す
る 1 階の微分方程式として導出される。＊2
3 . 1 . 5 　TransversalityCondition と相補
　　　　 スラック性
横断条件（transversality condition）について
考 え る。 終 末 期 t ＝T に つ い て の 制 約（No-
Ponzi Game conditionを含む）については区別
して扱っていた。この終末期の資本 k（T）に関
する 1 階の必要条件をもとの動学的lagrange 
関数を使って求めると以下のようになる。
∂
͞Βʹɺc(t)ʹؔ͢Δ̎֊ͷ৚݅ΛٻΊΔͱɺ
∂2H
∂c(t)2
= e−(ρ−n)tu′′ (c(t)) < 0 (44)
ͱͳΓɺ੍ޚม਺ c(t)ʹؔ͢Δ৚݅͸ٻΊΒΕͨɻ
࣍͸ɺঢ়ଶม਺ k(t)ʹؔ͢Δ৚݅Ͱ͋Δɻ
∂H
∂k(t)
+ µ˙(t) = 0 =⇒ µ(t) (f ′ (k(t))− (n+ δ))− µ˙(t) = 0 (45)
࠷ޙʹڞ໾ঢ়ଶม਺ (costate variable)Ͱ͋Δ µ(t)ʹؔ͢Δ৚݅Ͱ͋Δɻ
∂H
∂µ(t)
= 0 =⇒ k˙(t) = f (k(t))− c(t)− (n+ δ)k(t) (46)
(43)΍ (45)͸಺ੜతͳಈֶม਺ͱͦͷ࣌ؒʹؔ͢Δ 1֊ͷඍ෼ํఔࣜͱͯ͠ಋग़͞ΕΔɻ*2
3.1.5 Transversality Conditionͱ૬ิεϥοΫੑ
ԣஅ৚݅ (transversality condition) ʹ͍ͭͯߟ͑Δɻऴ຤ظ t = T ʹ͍ͭͯͷ੍໿ʢNo-Ponzi Game
conditionΛؚΉʣʹ͍ͭͯ͸۠ผͯ͠ѻ͍ͬͯͨɻ͜ͷऴ຤ظͷࢿຊ k(T )ʹؔ͢Δ 1֊ͷඞཁ৚݅Λ΋ͱ
ͷಈֶత lagrangeؔ਺Λ࢖ͬͯٻΊΔͱҎԼͷΑ͏ʹͳΔɻ
∂L
∂k(T )
= −µ(T ) + νe−r(t)T = 0 =⇒ νe−r(T )T = µ(T ) (47)
੍໿৚͕݅ඇ߆ଋతͱͳΔ࠷దԽ໰୊Ͱ͸ɺ1֊ͷ৚͚݅ͩͰ͸ͳ͘ʮ૬ิ৚݅ʯʢ૬ิεϥοΫੑ (comple-
entary slackness condition)ͱ΋ʣ͕ॏཁͳ໾ׂΛՌͨ͢ɻ͜ͷ࠷దԽ໰୊Ͱ͸ɺNo-Ponzi Gameͷ৚݅
͕ෆ౳੍ࣜ໿ʹͳ͍ͬͯΔɻ͜ͷ No-Ponzi Gameͷ৚݅ͷ૬ิ৚݅͸ҎԼͷΑ͏ʹͳΔɻ
v
{
k(T )e−r(T )T − 0
}
=
(
νe−r(T )T
)
k(T ) = 0 (48)
(47)ʹ (48)Λ୅ೖ͢Δͱ
µ(T )k(T ) = 0 (49)
ΛಘΔɻ͜ͷࣜ͸ʮԣஅੑ৚݅ʯ(transversality condition)ͱͯ͠஌ΒΕΔɻԣஅੑ৚݅͸ʮܭըظؒͷऴ຤
ظʹ͓͚Δ૬ิεϥοΫੑʯͱղऍ͞ΕΔɻ͜ͷ৚͕݅ຬͨ͞ΕΔͷ͸࣍ͷ͍ͣΕ͔ͷ৔߹Ͱ͋Δɻ
(Case i) : µ∗(T ) > 0 and k∗(T ) = 0
(Case ii) : µ∗(T ) = 0 and k∗(T ) ≧ 0
(Case i)͸ɺऴ຤ظ (t = T )ʹ͓͚Δ࠷దͳ shadow price ʢࢿຊͷݶքՁ஋ʣ͕ਖ਼Ͱ͋Δ (µ∗(T ) > 0)ͳΒ
͹ɺࢿຊΛ͢΂ͯച٫ͯ͠ফඅʹॆͯͨํ͕ߴ͍ޮ༻ΛಘΒΕΔ͜ͱΛࣔ͢ɻ͕ͨͬͯ͜͠ͷͱ͖ k∗(T ) = 0
Ͱͳ͚Ε͹ͳΒͳ͍͜ͱΛࣔ͢ɻଞํ (Case ii)͸ɺऴ຤ظʹ͓͚Δ࠷దͳࢿຊετοΫ͕ඇෛͰ͋ΔͳΒ͹
(k∗(T ) ≧ 0)ɺࢿຊΛऔΓ่ͯ͠΋ޮ༻͕૿Ճ͠ͳ͍ʢͳ͍͠௿Լ͢Δʣঢ়گ͕࣮ݱ͞Ε͍ͯͳ͚Ε͹ͳΒͳ
͍ɻޮ༻ͷ૿Ճʹߩݙ͠ͳ͍ࢿຊ͸ແՁ஋Ͱ͋Δ͸͔ͣͩΒɺ͜ͷͱ͖ͷ shadow price͸θϩͰͳ͚Ε͹ͳ
Βͳ͍ɻΑͬͯɺµ∗(T ) = 0͕੒ཱ͍ͯ͠Δ͸ͣͰ͋Δɺͱ͍͏ࣄΛࣔ͢ɻ
*2 ࠷ޙͷࣜͷΈɺม׵લͷ໰୊Ͱղ͍ͨɻµ˙(·)Λ µ(·)Ͱඍ෼͢Δ͜ͱͷࠔ೉Λճආ͢ΔͨΊͰ͋Δɻ
8
k（t）
＝－μ（ ）＋ －r（t）T＝ 0
⇒ νe－r（T）T＝μ（T）　　　　　　　　　　 
制約条件が非拘束的となる最適化問題では， 1
階の条件だけではなく「相補条件」（相補スラッ
ク 性（complementary slackness condition）と
も）が重要な役割を果たす。この最適化問題で
は，No-Ponzi Game の条件が不等式制約になっ
ている。このNo-Ponzi Gameの条件の相補条件
は以下のようになる。
ν｛ k（T）e－r（T）T－0 ｝＝（νe－r（T）T）k（T）＝ 0  
にを代入すると
μ（T）k（T）＝ 0 　　　　　　　　　　　 
を得る。この式は「横断性条件」（transversality 
condition）として知られる。横断性条件は「計
画期間の終末期における相補スラック性」と解
釈される。この条件が満たされるのは次のいず
れかの場合である。
（Case i）：
μ＊（T）> 0  and k＊（T）= 0
＊ 2 　最後の式のみ，変換前の問題で解いた。μ
4
（・）をμ（・）
で微分することの困難を回避するためである。
新古典派成長理論における均衡成長 ― 77 ―― 76 ―
(393)
（Case ii）：
μ＊（T）＝ 0  and k＊（T）≧ 0
（Case i）は，終末期（ t ＝T）における最適な
shadow price（資本の限界価値）が正である
（μ＊（T）> 0 ）ならば，資本をすべて売却して消
費に充てた方が高い効用を得られることを示
す。したがってこのとき k＊（T）＝ 0 でなけれ
ばならないことを示す。他方（Case ii）は，終末
期における最適な資本ストックが非負であるな
らば（ k＊（T）≧ 0 ），資本を取り崩しても効用
が増加しない（ないし低下する）状況が実現され
ていなければならない。効用の増加に貢献しな
い資本は無価値であるはずだから，このときの
shadow priceはゼロでなければならない。よっ
て，μ＊（T）＝ 0 が成立しているはずである，
という事を示す。
いま，より，μ（T）は以下のように表され
る。
μ（t）＝e－（ρ－n）tu′（c（t））
⇒ μ（T）＝e－（ρ－n）Tu′（c（T））　　　　　　　
この最適化問題では，「限界効用逓減」と「効
用に関する稲田-likeな条件」が仮定されてい
ることを考えると，μ（T）＝ 0 となる，つまり
（Case ii）が成立するのは，
1 ．終末期 t ＝T の消費が無限大となり，
　　u′＝ 0 となる。
2 ． 計画期間T が非常に長く，e－ρT＝ 0 とな
る。
のうち，少なくともいずれか一方が満たされて
いる必要がある。最初の条件が満たされている
ためには，そもそも予算が無限大でなければな
らない。効用関数に関する稲田条件を考える
と，これは考えにくい。したがって，μ（T）＝
0 のケースは後者の計画期間が非常に長い場合
にほぼ限定されるとみてよいであろう。それ以
外では（Case ii）が成立し，計画期間の終わりに
資本を残さないことが最適となる。
3 . 1 . 6 　 1 階の必要条件の意味
導出された 1 階の条件の意味を考えてみよ
う。式，式，式で得られた 1 階の必要条
件を整理すると次のようになる。
μ（t）＝e－（ρ－n）tu′（c（t））　　　　　　　　　 
μ
4
（t）＝－μ（t）（ f ′（k（t））－（n＋δ））　　　 
k
4
（t）＝ f（k（t））－c（t）－（n＋δ）k（t）　　　 
ここで， k（t）に関しては資本の動学方程式
式によって既にその通時的な変動が記述されて
いる。よって，我々は残された式と式とか
ら，消費 c（t）の通時的な動きを記述した式を
導出する。
そのために，まず式を t について微分する
と次を得る。
μ
4
（t）＝－（ρ－n）e－（ρ－n）tu′（c（t））
　　　 ＋e－（ρ－n）tu′′（c（t））c′（t）
　　 ＝－（ρ－n）｛e－（ρ－n）tu（c（t））｝
　　　 ＋e－（ρ－n）t｛u′′（c（t））c
4
（t）｝
　　 ＝－（ρ－n）μ（t）＋e－（ρ－n）t｛u′′（c（t））c
4
（t）｝

式を式に代入して整理する。
｛（ f ′（k（t））－δ－ρ））｝
＝
－e－（ρ－n）t｛u′′（c（t））c
4
（t）｝
　　　   μ（t）   　　　
　　　　　　　
式に式を代入すると次を得る。
（ f ′（k（t））－δ－ρ）
＝
－e－（ρ－n）t｛u′′（c（t））c
4
（t）｝
e－（ρ－n）tu′（c（t））
＝
｛u′′（c（t））c
4
（t）｝
u′（c（t））
＝
｛u′′（c（t））c（t）｝
u′（c（t））
c
4
（t）
c（t）（ ）

｝
＝μ（t）by（51）
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以上を整理すると次を得る。
（ f ′（k（t））－δ－ρ）
＝ρ－
u′′（c（t））c（t）
u′（c（t））
c
4
（t）
c（t）（ ）　　　　　　 
こ れ に よ り，c
4
（t）が 明 示 的 に 現 れ， か つ，
shadow priceは消去された。式の（＊＊）部分
は，「限界効用の弾力性」σ（t）を意味する。マ
イナスがつくのは，絶対値で測っているためで
ある。
σ（t）：＝－
c
dc
u′（・）
du′（・）（ ）
＝
1
u′（t）
du′（・）
dc
c（ ）
　　 ＝－
u′′（・）
u′（・）
c　　　　　　　　　　 
限界効用の弾力性σ（t）は，（効用単位で測っ
た）「消費 1 %の増加から得られる限界的な収
益率」と解釈できる。つまり式が意味するの
は，（資本からの実行収益率）=（割引率）+（消
費の収益率）という事である。
仮に資本市場が競争的であれば，裁定条件に
より「貯蓄の利子率= 資本からの実行収益率」
が成立していなければならない。これらを踏ま
えると式は「 1 単位の予算を現時点の消費に
充てること（右辺）と，（現時点での消費を我慢
して）貯蓄に充てることによる収益が等しいこ
と」を意味する。「現在の消費がもたらす価
値」が「将来の消費がもたらす価値」と等しい
ともいえる。つまり，最適な状態では「現在に
消費することと将来に消費することが無差別に
なる」ともいえる。
3 . 1 . 7 　資本・消費の動学方程式の導出
「限界効用の弾力性」は消費関数 c（t）の形状
や消費の水準によって異なる値を取る。ここで
は効用関数 u（・）の形を特定化し，σ（t）が一定
になるように工夫する。
u（c）＝
c（－θ）－1
1－θ
（θ＞ 0 , θ≠ 1 ）　　　 
これは相対的リスク回避度一定（CRRA）の効用
関数として知られる。ここでは，リスクは関係
しないが，curvatureを決めているのである。＊ 3
この効用関数のもとでは，限界効用の弾力性
σ（t）は一定値θとなる。ここで，この特定化
を適用するとは以下のように書き換えること
ができる。
f ′（k（t））－δ＝ρ＋θ
c
4
（t）
c（t）（ ）　　　　　 
これを整理すると，
c
4
（t）＝c（t）
1
θ
（ f ′（k（t））－δ－ρ）　　　　 
ないしは
c
4
（t）
c（t）
＝
1
θ
（ f ′（k（t））－δ－ρ）　　　　　 
となり，消費の動学方程式が導出される。
これで，資本遷移式と共に，消費の動学方
程式も導出されたことになる。
c
4
（t）＝c（t）
1
θ
（ f ′（k（t））－δ－ρ）（62：再掲）
k
4
（t）＝ f（k（t））－c（t）－（n＋δ）k（t）（53：再掲）
この連立微分方程式体系を解くことによっ
て，問題の解が得られる。なお，この連立微分
方程式で表される動学体系を「Ramseyモデ
ル」＊ 4 と呼ぶ。
この 2 つの微分方程式が，ここでの集権化さ
れた新古典派成長モデルを特徴付けている。
4 　分権化された新古典派成長モデル
前節で述べたモデルは，social planerが解く
べき新古典派成長モデルであった。それは，技
＊ 3 　この関数型の特定化は，式より， 2 階の積分を行っ
て求められている。係数および加えられる定数が家計の行
動に影響を与えない，増加変換であり，その上で結果の微
分方程式がsimpleになるように選ばれているのはいうまで
もない。
＊ 4 　ベースとなるモデル構築したRamsey（1928）にちなむ。
場合によっては，これを発展させたCas（1965）とKoopmans
（1965）も加えて，Ramsey-Cas-Koopmansモデルと呼ぶ場合
もある。
｝
（＊＊）
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術・人々の選好は与件としながらも，自らの利
益は追求しないという前提で，なおかつ消費と
資本蓄積に関する意思決定を一つの立場で行い
社会的な厚生を最大化するような立場―つまり
social planerの立場に立って，問題を扱った場
合の解である。
しかし，このようなアプローチは現実の経済
の分析にあたっては，適切なものとはいえな
い。中央集権的な計画経済ならいざ知らず，市
場経済においては，家計・企業は自らの利益に
沿った行動を取ることの自由を持っていること
が前提とされなければならない。つまり，意思
決定はあくまで分権的に行われるのである。
モデルをそのように組み直すためには，家
計・企業それぞれの「利己的な」行動を導き出
し，それが市場で出会った時の結果としての均
衡を求めるような枠組みで考えなければならな
い。
以下では，代表的家計・代表的企業それぞれ
の部門が行う動学的意思決定を叙述し，それが
市場で出会った時の結果を吟味することにす
る。
4 . 1 　代表的家計の動学的問題
分権的かつ動学的な経済における家計の目的
は，期間を通じた効用の現在価値の和の最大化
である。家計は，徐々に増えてゆく労働を供給
しその対価として賃金収入を得るとともに，保
有する資産（それは毎期消費されなかった所得
の分だけふえてゆく）を供給し，その資本レン
タル料を得て，それらの所得のもとで，効用最
大化を図る。注意しなければならないのは，効
用には割引ファクターが存在し，それを勘案し
て消費計画を立てねばならないということであ
る。
前節までのモデル・notationを流用すると，
代表的家計が解くべき問題は以下のように表現
できる。
max
c（t）
U（0）＝∫T0  e－（ρ－n）tu（c（t））dt　　　　 
s.t.　a
4
（t）＝w（t）＋r（t）a（t）－c（t）　　　　 
　　a（T）e－r（T）T≧ 0 　　　　　　　　　 
は，計画期間終末 t ＝T に関するNo-Ponzi-
Game conditionである。ここで動学的ラグラン
ジェ関数
͜ͷ࿈ཱඍ෼ํఔࣜମܥΛղ͘͜ͱʹΑͬͯɺ໰୊ͷղ͕ಘΒΕΔɻͳ͓ɺ͜ͷ࿈ཱඍ෼ํఔࣜͰද͞ΕΔ
ಈֶମܥΛʮRamsey Ϟσϧʯ*4ͱݺͿɻ
͜ͷ̎ͭͷඍ෼ํఔ͕ࣜɺ͜͜ͰͷूݖԽ͞Εͨ৽ݹయ೿੒௕ϞσϧΛಛ௃෇͚͍ͯΔɻ
4 ෼ݖԽ͞Εͨ৽ݹయ೿੒௕Ϟσϧ
લઅͰड़΂ͨϞσϧ͸ɺsocial planer ͕ղ͘΂͖৽ݹయ೿੒௕ϞσϧͰ͋ͬͨɻͦΕ͸ɺٕज़ɾਓʑͷબ޷
͸༩݅ͱ͠ͳ͕Β΋ɺࣗΒͷརӹ͸௥ٻ͠ͳ͍ͱ͍͏લఏͰɺͳ͓͔ͭফඅͱࢿຊ஝ੵʹؔ͢ΔҙࢥܾఆΛҰ
ͭͷཱ৔Ͱߦ͍ࣾձతͳްੜΛ࠷େԽ͢ΔΑ͏ͳཱ৔—ͭ·Γ social planerͷཱ৔ʹཱͬͯɺ໰୊Λѻͬͨ
৔߹ͷղͰ͋Δɻ
͔͠͠ɺ͜ͷΑ͏ͳΞϓϩʔν͸ݱ࣮ͷܦࡁͷ෼ੳʹ͋ͨͬͯ͸ɺద੾ͳ΋ͷͱ͸͍͑ͳ͍ɻதԝूݖతͳ
ܭըܦࡁͳΒ͍͟஌Βͣɺࢢ৔ܦࡁʹ͓͍ͯ͸ɺՈܭɾاۀ͸ࣗΒͷརӹʹԊͬͨߦಈΛऔΔ͜ͱͷࣗ༝Λ
͍࣋ͬͯΔ͜ͱ͕લఏͱ͞Εͳ͚Ε͹ͳΒͳ͍ɻͭ·Γɺҙࢥܾఆ͸͋͘·Ͱ෼ݖతʹߦΘΕΔͷͰ͋Δɻ
ϞσϧΛͦͷΑ͏ʹ૊Έ௚ͨ͢Ίʹ͸ɺՈܭɾاۀͦΕͧΕͷʮརݾతͳʯߦಈΛಋ͖ग़͠ɺͦΕ͕ࢢ৔Ͱ
ग़ձͬͨ࣌ͷ݁Ռͱͯ͠ͷۉߧΛٻΊΔΑ͏ͳ࿮૊ΈͰߟ͑ͳ͚Ε͹ͳΒͳ͍ɻ
ҎԼͰ͸ɺ୅දతՈܭɾ୅දతاۀͦΕͧΕͷ෦໳͕ߦ͏ಈֶతҙࢥܾఆΛঀड़͠ɺͦΕ͕ࢢ৔Ͱग़ձͬͨ
࣌ͷ݁ՌΛۛຯ͢Δ͜ͱʹ͢Δɻ
4.1 ୅දతՈܭͷಈֶత໰୊
෼ݖత͔ͭಈֶతͳܦࡁʹ͓͚ΔՈܭͷ໨త͸ɺظؒΛ௨ͨ͡ޮ༻ͷݱࡏՁ஋ͷ࿨ͷ࠷େԽͰ͋ΔɻՈܭ
͸ɺঃʑʹ૿͑ͯΏ͘࿑ಇΛڙڅͦ͠ͷରՁͱͯ͠௞ۚऩೖΛಘΔͱͱ΋ʹɺอ༗͢Δࢿ࢈ʢͦΕ͸ຖظফඅ
͞Εͳ͔ͬͨॴಘͷ෼͚ͩ;͑ͯΏ͘ʣΛڙڅ͠ɺͦͷࢿຊϨϯλϧྉΛಘͯɺͦΕΒͷॴಘͷ΋ͱͰɺޮ༻
࠷େԽΛਤΔɻ஫ҙ͠ͳ͚Ε͹ͳΒͳ͍ͷ͸ɺޮ༻ʹ͸ׂҾϑΝΫλʔ͕ଘࡏ͠ɺͦΕΛצҊͯ͠ফඅܭըΛ
ཱͯͶ͹ͳΒͳ͍ͱ͍͏͜ͱͰ͋Δɻ
લઅ·ͰͷϞσϧɾnotationΛྲྀ༻͢Δͱɺ୅දతՈܭ͕ղ͘΂͖໰୊͸ҎԼͷΑ͏ʹදݱͰ͖Δɻ
max
c(t)
U(0) =
∫ T
0
e−(ρ−n)tu (c(t)) dt (63)
s.t. a˙(t) = w(t) + r(t)a(t)− c(t) (64)
a(T )e−r(T )T ≧ 0 (65)
(65)͸ɺܭըظؒऴ຤ t = T ʹؔ͢Δ No-Ponzi-Game conditionͰ͋Δɻ͜͜ͰಈֶతϥάϥϯδΣؔ਺
L˜(t, a(t), u(t), µ˜(t), µ˜)Λ࣍ͷΑ͏ʹఆٛ͢Δɻ
*4 ϕʔεͱͳΔϞσϧߏஙͨ͠ Ramsey (1928)ʹͪͳΉɻ৔߹ʹΑͬͯ͸ɺ͜ΕΛൃలͤͨ͞ Cas (1965)ͱ Koopmans (1965)
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（ , （ ） （t）, ~μ（t）, ~μ）を次のように
定義する。
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4 ෼ݖԽ͞Εͨ৽ݹయ೿੒௕Ϟσϧ
લઅͰड़΂ͨϞσϧ͸ɺsocial planer ͕ղ͘΂͖৽ݹయ೿੒௕ϞσϧͰ͋ͬͨɻͦΕ͸ɺٕज़ɾਓʑͷબ޷
͸༩݅ͱ͠ͳ͕Β΋ɺࣗΒͷརӹ͸௥ٻ͠ͳ͍ͱ͍͏લఏͰɺͳ͓͔ͭফඅͱࢿຊ஝ੵʹؔ͢ΔҙࢥܾఆΛҰ
ͭͷཱ৔Ͱߦ͍ࣾձతͳްੜΛ࠷େԽ͢ΔΑ͏ͳཱ৔—ͭ·Γ social planerͷཱ৔ʹཱͬͯɺ໰୊Λѻͬͨ
৔߹ͷղͰ͋Δɻ
͔͠͠ɺ͜ͷΑ͏ͳΞϓϩʔν͸ݱ࣮ͷܦࡁͷ෼ੳʹ͋ͨͬͯ͸ɺద੾ͳ΋ͷͱ͸͍͑ͳ͍ɻதԝूݖతͳ
ܭըܦࡁͳΒ͍͟஌Βͣɺࢢ৔ܦࡁʹ͓͍ͯ͸ɺՈܭɾاۀ͸ࣗΒͷརӹʹԊͬͨߦಈΛऔΔ͜ͱͷࣗ༝Λ
͍࣋ͬͯΔ͜ͱ͕લఏͱ͞Εͳ͚Ε͹ͳΒͳ͍ɻͭ·Γɺҙࢥܾఆ͸͋͘·Ͱ෼ݖతʹߦΘΕΔͷͰ͋Δɻ
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ҎԼͰ͸ɺ୅දతՈܭɾ୅දతاۀͦΕͧΕͷ෦໳͕ߦ͏ಈֶతҙࢥܾఆΛঀड़͠ɺͦΕ͕ࢢ৔Ͱग़ձͬͨ
࣌ͷ݁ՌΛۛຯ͢Δ͜ͱʹ͢Δɻ
4.1 ୅දతՈܭͷಈֶత໰୊
෼ݖత͔ͭಈֶతͳܦࡁʹ͓͚ΔՈܭͷ໨త͸ɺظؒΛ௨ͨ͡ޮ༻ͷݱࡏՁ஋ͷ࿨ͷ࠷େԽͰ͋ΔɻՈܭ
͸ɺঃʑʹ૿͑ͯΏ͘࿑ಇΛڙڅͦ͠ͷରՁͱͯ͠௞ۚऩೖΛಘΔͱͱ΋ʹɺอ༗͢Δࢿ࢈ʢͦΕ͸ຖظফඅ
͞Εͳ͔ͬͨॴಘͷ෼͚ͩ;͑ͯΏ͘ʣΛڙڅ͠ɺͦͷࢿຊϨϯλϧྉΛಘͯɺͦΕΒͷॴಘͷ΋ͱͰɺޮ༻
࠷େԽΛਤΔɻ஫ҙ͠ͳ͚Ε͹ͳΒͳ͍ͷ͸ɺޮ༻ʹ͸ׂҾϑΝΫλʔ͕ଘࡏ͠ɺͦΕΛצҊͯ͠ফඅܭըΛ
ཱͯͶ͹ͳΒͳ͍ͱ͍͏͜ͱͰ͋Δɻ
લઅ·ͰͷϞσϧɾnotationΛྲྀ༻͢Δͱɺ୅දతՈܭ͕ղ͘΂͖໰୊͸ҎԼͷΑ͏ʹදݱͰ͖Δɻ
max
c(t)
U(0) =
∫ T
0
e−(ρ−n)tu (c(t)) dt (63)
s.t. a˙(t) = w(t) + r(t)a(t)− c(t) (64)
a(T )e−r(T )T ≧ 0 (65)
(65)͸ɺܭըظؒऴ຤ t = T ʹؔ͢Δ No-Ponzi-Game conditionͰ͋Δɻ͜͜ͰಈֶతϥάϥϯδΣؔ਺
L˜(t, a(t), u(t), µ˜(t), µ˜)Λ࣍ͷΑ͏ʹఆٛ͢Δɻ
*4 ϕʔεͱͳΔϞσϧߏஙͨ͠ Ramsey (1928)ʹͪͳΉɻ৔߹ʹΑͬͯ͸ɺ͜ΕΛൃలͤͨ͞ Cas (1965)ͱ Koopmans (1965)
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（ , （ ）, c（ ）, ~μ（ ）, ~μ）：
＝∫T0  e－（ρ－n）tu（c（t））dt
＋∫T0   ~μ（t）｛w（t）＋t（t）a（t）－c（t）－a
4
（t）｝dt
＋ ~μa（T）e－r（T）T　　　　　　　　　　　 
ここで ~μ（t）, ~μはそれぞれ，資産制約および
No-Ponzi Game conditionに付される未定定数
である。小節 3 . 1 . 2 において施した式の変形
と同様の操作を行うと，上式は以下のように書
き換えることができる。
͜ͷ࿈ཱඍ෼ํఔࣜମܥΛղ͘͜ͱʹΑͬͯɺ໰୊ͷղ͕ಘΒΕΔɻͳ͓ɺ͜ͷ࿈ཱඍ෼ํఔࣜͰද͞ΕΔ
ಈֶମܥΛʮRamsey Ϟσϧʯ*4ͱݺͿɻ
͜ͷ̎ͭͷඍ෼ํఔ͕ࣜɺ͜͜ͰͷूݖԽ͞Εͨ৽ݹయ೿੒௕ϞσϧΛಛ௃෇͚͍ͯΔɻ
4 ෼ݖԽ͞Εͨ৽ݹయ೿੒௕Ϟσϧ
લઅͰड़΂ͨϞσϧ͸ɺsocial planer ͕ղ͘΂͖৽ݹయ೿੒௕ϞσϧͰ͋ͬͨɻͦΕ͸ɺٕज़ɾਓʑͷબ޷
͸༩݅ͱ͠ͳ͕Β΋ɺࣗΒͷརӹ͸௥ٻ͠ͳ͍ͱ͍͏લఏͰɺͳ͓͔ͭফඅͱࢿຊ஝ੵʹؔ͢ΔҙࢥܾఆΛҰ
ͭͷཱ৔Ͱߦ͍ࣾձతͳްੜΛ࠷େԽ͢ΔΑ͏ͳཱ৔—ͭ·Γ social planerͷཱ৔ʹཱͬͯɺ໰୊Λѻͬͨ
৔߹ͷղͰ͋Δɻ
͔͠͠ɺ͜ͷΑ͏ͳΞϓϩʔν͸ݱ࣮ͷܦࡁͷ෼ੳʹ͋ͨͬͯ͸ɺద੾ͳ΋ͷͱ͸͍͑ͳ͍ɻதԝूݖతͳ
ܭըܦࡁͳΒ͍͟஌Βͣɺࢢ৔ܦࡁʹ͓͍ͯ͸ɺՈܭɾاۀ͸ࣗΒͷརӹʹԊͬͨߦಈΛऔΔ͜ͱͷࣗ༝
͍࣋ͬͯΔ͜ͱ͕લఏͱ͞Εͳ͚Ε͹ͳΒͳ͍ɻͭ·Γɺҙࢥܾఆ͸͋͘·Ͱ෼ݖతʹߦΘΕΔͷͰ͋Δɻ
ϞσϧΛͦͷΑ͏ʹ૊Έ௚ͨ͢Ίʹ͸ɺՈܭɾاۀͦΕͧΕͷʮརݾతͳʯߦಈΛಋ͖ग़͠ɺͦΕ͕ࢢ৔Ͱ
ग़ձͬͨ࣌ͷ݁Ռͱͯ͠ͷۉߧΛٻΊΔΑ͏ͳ࿮૊ΈͰߟ͑ͳ͚Ε͹ͳΒͳ͍ɻ
ҎԼͰ͸ɺ୅දతՈܭɾ୅දతاۀͦΕͧΕͷ෦໳͕ߦ͏ಈֶతҙࢥܾఆΛঀड़͠ɺͦΕ͕ࢢ৔Ͱग़ձͬͨ
࣌ͷ݁ՌΛۛຯ͢Δ͜ͱʹ͢Δɻ
4.1 ୅දతՈܭͷಈֶత໰୊
෼ݖత͔ͭಈֶతͳܦࡁʹ͓͚ΔՈܭͷ໨త͸ɺظؒΛ௨ͨ͡ޮ༻ͷݱࡏՁ஋ͷ࿨ͷ࠷େԽͰ͋ΔɻՈܭ
͸ɺঃʑʹ૿͑ͯΏ͘࿑ಇΛڙڅͦ͠ͷରՁͱͯ͠௞ۚऩೖΛಘΔͱͱ΋ʹɺอ༗͢Δࢿ࢈ʢͦΕ͸ຖظফඅ
͞Εͳ͔ͬͨॴಘͷ෼͚ͩ;͑ͯΏ͘ʣΛڙڅ͠ɺͦͷࢿຊϨϯλϧྉΛಘͯɺͦΕΒͷॴಘͷ΋ͱͰɺޮ༻
࠷େԽΛਤΔɻ஫ҙ͠ͳ͚Ε͹ͳΒͳ͍ͷ͸ɺޮ༻ʹ͸ׂҾϑΝΫλʔ͕ଘࡏ͠ɺͦΕΛצҊͯ͠ফඅܭըΛ
ཱͯͶ͹ͳΒͳ͍ͱ͍͏͜ͱͰ͋Δɻ
લઅ·ͰͷϞσϧɾnotationΛྲྀ༻͢Δͱɺ୅දతՈܭ͕ղ͘΂͖໰୊͸ҎԼͷΑ͏ʹදݱͰ͖Δɻ
max
c(t)
U(0) =
∫ T
0
e−(ρ−n)tu (c(t)) dt (63)
s.t. a˙(t) = w(t) + r(t)a(t)− c(t) (64)
a(T )e−r(T )T ≧ 0 (65)
(65)͸ɺܭըظؒऴ຤ t = T ʹؔ͢Δ No-Ponzi-Game conditionͰ͋Δɻ͜͜ͰಈֶతϥάϥϯδΣؔ਺
L˜(t, a(t), u(t), µ˜(t), µ˜)Λ࣍ͷΑ͏ʹఆٛ͢Δɻ
*4 ϕʔεͱͳΔϞσϧߏஙͨ͠ Ramsey (1928)ʹͪͳΉɻ৔߹ʹΑͬͯ͸ɺ͜ΕΛൃలͤͨ͞ Cas (1965)ͱ Koopmans (1965)
΋Ճ͑ͯɺRamsey-Cas-Koopmans ϞσϧͱݺͿ৔߹΋͋Δɻ
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（t, （t）, c（t）, ~μ（t）, ~μ）：
＝∫T0  e
－（ρ－n）tu（c（t））dt
＋∫T0   ~μ（t）｛w（t）＋r（t）a（t）－c（t）｝dt
－∫T0  ~μ
4
（t）a（t）dt－ ~μ（T）a（T）＋ ~μ（0）a（0）
＋ ~μa（T）e－r（T）T　　　　　　　　　　　 
4 . 2 　家計のHamiltonian
上の定式化から，家計の動学的問題を表す
Hamiltonian 
L˜(t, a(t), c(t), µ˜(t), µ˜) :=
∫ T
0
e−(ρ−n)tu (c(t)) dt
+
∫ T
0
µ˜(t) {w(t) + r(t)a(t)− c(t)− a˙(t)} dt (66)
+ µ˜a(T )e−r(T )T
͜͜Ͱ µ˜(t), µ˜ ͸ͦΕͧΕɺࢿ࢈੍໿͓Αͼ No-Ponzi Game condition ʹ෇͞ΕΔະఆఆ਺Ͱ͋Δɻখઅ
3.1.2ʹ͓͍ͯࢪͨࣜ͠ͷมܗͱಉ༷ͷૢ࡞Λߦ͏ͱɺ্ࣜ͸ҎԼͷΑ͏ʹॻ͖׵͑Δ͜ͱ͕Ͱ͖Δɻ
L˜(t, a(t), c(t), µ˜(t), µ˜) :=
∫ T
0
e−(ρ−n)tu (c(t)) dt
+
∫ T
0
µ˜(t) {w(t) + r(t)a(t)− c(t)} dt (67)
−
∫ T
0
˙˜µ(t)a(t)dt− µ˜(T )a(T ) + µ˜(0)a(0)
+ µ˜a(T )e−r(T )T
4.2 Ոܭͷ Hamiltonian
্ͷఆࣜԽ͔ΒɺՈܭͷಈֶత໰୊Λද͢ Ha ilt i H˜H(t, c(t), a(t), µ˜(t)) ͸࣍ͷΑ͏ʹͳΔɻ
H˜H(t, c(t), a(t), µ˜(t)) := e−(ρ−n)tu(c(t)) + µ˜(t) {w(t) + r(t)a(t)− c(t)− a˙(t)} (68)
͜͜Ͱ੍ޚม਺͸ c(t) Ͱ͋Γɺঢ়ଶม਺͸ a(t) Ͱ͋Δɻ࠷ద੍ޚͷཧ࿦ʹΑΓɺ੍ޚม਺ c(t) ͸
Hamiltonian H˜H Λ࠷େԽ͍ͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ1֊ͷ৚݅͸࣍Ͱද͞ΕΔɻ
∂H˜H
∂c(t)
= 0 =⇒ e−(ρ−n)tu′(c(t))− µ˜(t) = 0 (69)
ߋʹ 2֊ͷ৚݅ΛٻΊΔͱɺ࣍ΛಘΔɻ
∂2H˜H
∂c(t)2
= e−(ρ−n)tu′′ (c(t)) < 0 (70)
ͱͳΓɺ੍ޚม਺ c(t)ʹؔ͢Δ৚݅͸ٻΊΒΕͨɻ
࣍ʹঢ়ଶม਺ a(t) ʹؔ͢Δ৚݅Ͱ͋Δɻ
∂H˜H
∂a(t)
+ ˙˜µ(t) = 0 =⇒ µ˜(t)r(t)− ˙˜µ(t) = 0 (71)
࠷ޙʹڞ໾ঢ়ଶม਺ µ˜(t) ʹؔ͢Δ৚݅Ͱ͋Δɻ
∂H˜H
∂µ˜(t)
= 0 =⇒ w(t) + r(t)a(t)− c(t)− a˙(t) = 0 (72)
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H（t, c（t）, （t）, ~μ（t））は次のよう
になる。
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(396)
L˜(t, a(t), c(t), µ˜(t), µ˜) :=
∫ T
0
e−(ρ−n)tu (c(t)) dt
+
∫ T
0
µ˜(t) {w(t) + r(t)a(t)− c(t)− a˙(t)} dt (66)
+ µ˜a(T )e−r(T )T
͜͜Ͱ µ˜(t), µ˜ ͸ͦΕͧΕɺࢿ࢈੍໿͓Αͼ No-Ponzi Game condition ʹ෇͞ΕΔະఆఆ਺Ͱ͋Δɻখઅ
3.1.2ʹ͓͍ͯࢪͨࣜ͠ͷมܗͱಉ༷ͷૢ࡞Λߦ͏ͱɺ্ࣜ͸ҎԼͷΑ͏ʹॻ͖׵͑Δ͜ͱ͕Ͱ͖Δɻ
L˜(t, a(t), c(t), µ˜(t), µ˜) :=
∫ T
0
e−(ρ−n)tu (c(t)) dt
+
∫ T
0
µ˜(t) {w(t) + r(t)a(t)− c(t)} dt (67)
−
∫ T
0
˙˜µ(t)a(t)dt− µ˜(T )a(T ) + µ˜(0)a(0)
+ µ˜a(T )e−r(T )T
4.2 Ոܭͷ Hamiltonian
্ͷఆࣜԽ͔ΒɺՈܭͷಈֶత໰୊Λද͢ Hamiltonian H˜H(t, c(t), a(t), µ˜(t)) ͸࣍ͷΑ͏ʹͳΔɻ
H˜H(t, c(t), a(t), µ˜(t)) := e−(ρ−n)tu(c(t)) + µ˜(t) {w(t) + r(t)a(t)− c(t)− a˙(t)} (68)
͜͜Ͱ੍ޚม਺͸ c(t) Ͱ͋Γɺঢ়ଶม਺͸ a(t) Ͱ͋Δɻ࠷ద੍ޚͷཧ࿦ʹΑΓɺ੍ޚม਺ c(t) ͸
Hamiltonian H˜H Λ࠷େԽ͍ͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ1֊ͷ৚݅͸࣍Ͱද͞ΕΔɻ
∂H˜H
∂c(t)
= 0 =⇒ e−(ρ−n)tu′(c(t))− µ˜(t) = 0 (69)
ߋʹ 2֊ͷ৚݅ΛٻΊΔͱɺ࣍ΛಘΔɻ
∂2H˜H
∂c(t)2
= e−(ρ−n)tu′′ (c(t)) < 0 (70)
ͱͳΓɺ੍ޚม਺ c(t)ʹؔ͢Δ৚݅͸ٻΊΒΕͨɻ
࣍ʹঢ়ଶม਺ a(t) ʹؔ͢Δ৚݅Ͱ͋Δɻ
∂H˜H
∂a(t)
+ ˙˜µ(t) = 0 =⇒ µ˜(t)r(t)− ˙˜µ(t) = 0 (71)
࠷ޙʹڞ໾ঢ়ଶม਺ µ˜(t) ʹؔ͢Δ৚݅Ͱ͋Δɻ
∂H˜H
∂µ˜(t)
= 0 =⇒ w(t) + r(t)a(t)− c(t)− a˙(t) = 0 (72)
12
H（t, c（t）, （t）, ~μ（t））：
＝e－（ρ－n）tu（c（t））
＋ ~μ（t）｛w（t）＋r（t）a（t）－c（t）－a
4
（t）｝　　
ここで制御変数は c（t）であり，状態変数は
a（t）である。最適制御の理論により，制御変
数 c（t）はHamiltonian 
L˜(t, a(t), c(t), µ˜(t), µ˜) :=
∫ T
0
e−(ρ−n)tu (c(t)) dt
+
∫ T
0
µ˜(t) {w(t) + r(t)a(t)− c(t)− a˙(t)} dt (66)
+ µ˜a(T )e−r(T )T
͜͜Ͱ µ˜(t), µ˜ ͸ͦΕͧΕɺࢿ࢈੍໿͓Αͼ No-Ponzi Game condition ʹ෇͞ΕΔະఆఆ਺Ͱ͋Δɻখઅ
3.1.2ʹ͓͍ͯࢪͨࣜ͠ͷมܗͱಉ༷ͷૢ࡞Λߦ͏ͱɺ্ࣜ͸ҎԼͷΑ͏ʹॻ͖׵͑Δ͜ͱ͕Ͱ͖Δɻ
L˜(t, a(t), c(t), µ˜(t), µ˜) :=
∫ T
0
e−(ρ−n)tu (c(t)) dt
+
∫ T
0
µ˜(t) {w(t) + r(t)a(t)− c(t)} dt (67)
−
∫ T
0
˙˜µ(t)a dt− µ˜(T )a(T ) + µ˜(0)a(0)
+ µ˜a(T )e−r(T )T
4.2 Ոܭͷ Hamiltonian
্ͷఆࣜԽ͔ΒɺՈܭͷಈֶత໰୊Λද͢ Ha il i H˜H(t, c(t), a(t), µ˜(t)) ͸࣍ͷΑ͏ʹͳΔɻ
H˜H(t, c(t), a(t), µ˜(t)) := e−(ρ−n)tu(c(t)) + µ˜(t) {w(t) + r(t)a(t)− c(t)− a˙(t)} (68)
͜͜Ͱ੍ޚม਺͸ c(t) Ͱ͋Γɺঢ়ଶม਺͸ a(t) Ͱ͋Δɻ࠷ద੍ޚͷཧ࿦ʹΑΓɺ੍ޚม਺ c(t) ͸
Hamiltonian H˜H Λ࠷େԽ͍ͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ1֊ͷ৚݅͸࣍Ͱද͞ΕΔɻ
∂H˜H
∂c(t)
= 0 =⇒ e−(ρ−n)tu′(c(t))− µ˜(t) = 0 (69)
ߋʹ 2֊ͷ৚݅ΛٻΊΔͱɺ࣍ΛಘΔɻ
∂2H˜H
∂c(t)2
= e−(ρ−n)tu′′ (c(t)) < 0 (70)
ͱͳΓɺ੍ޚม਺ c(t)ʹؔ͢Δ৚݅͸ٻΊΒΕͨɻ
࣍ʹঢ়ଶม਺ a(t) ʹؔ͢Δ৚݅Ͱ͋Δɻ
∂H˜H
∂a(t)
+ ˙˜µ(t) = 0 =⇒ µ˜(t)r(t)− ˙˜µ(t) = 0 (71)
࠷ޙʹڞ໾ঢ়ଶม਺ µ˜(t) ʹؔ͢Δ৚݅Ͱ͋Δɻ
∂H˜H
∂µ˜(t)
= 0 =⇒ w(t) + r(t)a(t)− c(t)− a˙(t) = 0 (72)
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Hを最大化していなけ
ればならない。 1 階の条件は次で表される。
∂
L˜(t, a(t), c(t), µ˜(t), µ˜) :=
∫ T
0
e−(ρ−n)tu (c(t)) dt
+
∫ T
0
µ˜(t) {w(t) + r(t)a(t)− c(t)− a˙(t)} dt (66)
+ µ˜a(T )e−r(T )T
͜͜Ͱ µ˜(t), µ˜ ͸ͦΕͧΕɺࢿ࢈੍໿͓Αͼ No-Ponzi Game condition ʹ෇͞ΕΔະఆఆ਺Ͱ͋Δɻখઅ
3.1.2ʹ͓͍ͯࢪͨࣜ͠ͷมܗͱಉ༷ͷૢ࡞Λߦ͏ͱɺ্ࣜ͸ҎԼͷΑ͏ʹॻ͖׵͑Δ͜ͱ͕Ͱ͖Δɻ
L˜(t, a(t), c(t), µ˜(t), µ˜) :=
∫ T
0
e−(ρ−n)tu (c(t)) dt
+
∫ T
0
µ˜(t) {w(t) + r(t)a(t)− c(t)} dt (67)
−
∫ T
0
˙˜µ(t)a dt− µ˜(T )a(T ) + µ˜(0)a(0)
+ µ˜a(T )e−r(T )T
4.2 Ոܭͷ Hamiltonian
্ͷఆࣜԽ͔ΒɺՈܭͷಈֶత໰୊Λද͢ Hamiltonian H˜H(t, c(t), a(t), ) ͸࣍ͷΑ͏ʹͳΔɻ
H˜H(t, c(t), a(t), µ˜(t)) := e−(ρ−n)tu(c(t)) + µ˜(t) {w(t) + r(t)a(t)− c(t)− a˙(t)} (68)
͜͜Ͱ੍ޚม਺͸ c(t) Ͱ͋Γɺঢ়ଶม਺͸ a(t) Ͱ͋Δɻ࠷ద੍ޚͷཧ࿦ʹΑΓɺ੍ޚม਺ c(t) ͸
Hamiltonian H˜H Λ࠷େԽ͍ͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ1֊ͷ৚݅͸࣍Ͱද͞ΕΔɻ
∂H˜H
∂c(t)
= 0 =⇒ e−(ρ−n)tu′(c(t))− µ˜(t) = 0 (69)
ߋʹ 2֊ͷ৚݅ΛٻΊΔͱɺ࣍ΛಘΔɻ
∂2H˜H
∂c(t)2
= e−(ρ−n)tu′′ (c(t)) < 0 (70)
ͱͳΓɺ੍ޚม਺ c(t)ʹؔ͢Δ৚݅͸ٻΊΒΕͨɻ
࣍ʹঢ়ଶม਺ a(t) ʹؔ͢Δ৚݅Ͱ͋Δɻ
∂H˜H
∂a(t)
+ ˙˜µ(t) = 0 =⇒ µ˜(t)r(t)− ˙˜µ(t) = 0 (71)
࠷ޙʹڞ໾ঢ়ଶม਺ µ˜(t) ʹؔ͢Δ৚݅Ͱ͋Δɻ
∂H˜H
∂µ˜(t)
= 0 =⇒ w(t) + r(t)a(t)− c(t)− a˙(t) = 0 (72)
12
H
∂c（t）
＝ 0  ⇒ e－（ρ－n）tu′（c（t））－ ~μ（t）＝ 0  
更に 2 階の条件を求めると，次を得る。
∂2
L˜(t, a(t), c(t), µ˜(t), µ˜) :=
∫ T
0
e−(ρ−n)tu (c(t)) dt
+
∫ T
0
µ˜(t) {w(t) + r(t)a(t)− c(t)− a˙(t)} dt (66)
+ µ˜a(T )e−r(T )T
͜͜Ͱ µ˜(t), µ˜ ͸ͦΕͧΕɺࢿ࢈੍໿͓Αͼ No-Ponzi Game condition ʹ෇͞ΕΔະఆఆ਺Ͱ͋Δɻখઅ
3.1.2ʹ͓͍ͯࢪͨࣜ͠ͷมܗͱಉ༷ͷૢ࡞Λߦ͏ͱɺ্ࣜ͸ҎԼͷΑ͏ʹॻ͖׵͑Δ͜ͱ͕Ͱ͖Δɻ
L˜(t, a(t), c(t), µ˜(t), µ˜) :=
∫ T
0
e−(ρ−n)tu (c(t)) dt
+
∫ T
0
µ˜(t) {w(t) + r(t)a(t)− c(t)} dt (67)
−
∫ T
0
˙˜µ(t)a(t)dt− µ˜(T )a(T ) + µ˜(0)a(0)
+ µ˜a(T )e−r(T )T
4.2 Ոܭͷ Hamiltonian
্ͷఆࣜԽ͔ΒɺՈܭͷಈֶత໰୊Λද͢ Hamiltonian H˜H(t, c(t), a(t), µ˜(t)) ͷΑ͏ʹͳΔɻ
H˜H(t, c(t), a(t), µ˜(t)) := e−(ρ−n)tu(c(t)) + µ˜(t) {w(t) + r(t)a(t)− c(t)− a˙(t)} (68)
͜͜Ͱ੍ޚม਺͸ c(t) Ͱ͋Γɺঢ়ଶม਺͸ a(t) Ͱ͋Δɻ࠷ద੍ޚͷཧ࿦ʹΑΓɺ੍ޚม਺ c(t) ͸
Hamiltonian H˜H Λ࠷େԽ͍ͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ1֊ͷ৚݅͸࣍Ͱද͞ΕΔɻ
∂H˜H
∂c(t)
= 0 =⇒ e−(ρ−n)tu′(c(t))− µ˜(t) = 0 (69)
ߋʹ 2֊ͷ৚݅ΛٻΊΔͱɺ࣍ΛಘΔɻ
∂2H˜H
∂c(t)2
= e−(ρ−n)tu′′ (c(t)) < 0 (70)
ͱͳΓɺ੍ޚม਺ c(t) ؔ͢Δ৚݅͸ٻΊΒΕͨɻ
࣍ʹঢ়ଶม਺ a(t) ʹؔ͢Δ৚݅Ͱ͋Δɻ
∂H˜H
∂a(t)
+ ˙˜µ(t) = 0 =⇒ µ˜(t)r(t)− ˙˜µ(t) = 0 (71)
࠷ޙʹڞ໾ঢ়ଶม਺ µ˜(t) ʹؔ͢Δ৚݅Ͱ͋Δɻ
∂H˜H
∂µ˜(t)
= 0 =⇒ w(t) + r(t)a(t)− c(t)− a˙(t) = 0 (72)
12
H
∂a（t）2
＝e－（ρ－n）tu′′（c（t））＜ 0 　　　　　
となり，制御変数 c（t）に関する条件は求めら
れた。
次に状態変数 a（t）に関する条件である。
∂
L˜(t, a(t), c(t), µ˜(t), µ˜) :=
∫ T
0
e−(ρ−n)tu (c(t)) dt
+
∫ T
0
µ˜(t) {w(t) + r(t)a(t)− c(t)− a˙(t)} dt (66)
+ µ˜a(T )e−r(T )T
͜͜Ͱ µ˜(t), µ˜ ͸ͦΕͧΕɺࢿ࢈੍໿͓Αͼ No-Ponzi Game condition ʹ෇͞ΕΔະఆఆ਺Ͱ͋Δɻখઅ
3.1.2ʹ͓͍ͯࢪͨࣜ͠ͷมܗͱಉ༷ͷૢ࡞Λߦ͏ͱɺ্ࣜ͸ҎԼͷΑ͏ʹॻ͖׵͑Δ͜ͱ͕Ͱ͖Δɻ
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0
µ˜(t) {w(t) + r(t)a(t)− c(t)} dt (67)
−
∫ T
0
˙˜µ(t)a(t)dt− µ˜(T )a(T ) + µ˜(0)a(0)
+ µ˜a(T )e−r(T )T
4.2 Ոܭͷ Hamiltonian
্ͷఆࣜԽ͔ΒɺՈܭͷಈֶత໰୊Λද͢ Hamiltonian H˜H(t, c(t), a(t), µ˜(t)) ͸࣍ͷΑ͏ʹͳΔɻ
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Hamiltonian H˜H Λ࠷େԽ͍ͯ͠ͳ͚Ε͹ͳΒͳ͍ɻ1֊ͷ৚݅͸࣍Ͱද͞ΕΔɻ
∂H˜H
∂c(t)
= 0 =⇒ e−(ρ−n)tu′(c(t))− µ˜(t) = 0 (69)
ߋʹ 2֊ͷ৚݅ΛٻΊΔͱɺ࣍ΛಘΔɻ
∂2H˜H
∂c(t)2
e−(ρ−n)tu′′ (c(t)) < 0 (70)
ͱͳΓɺ੍ޚม਺ c(t)ʹؔ͢Δ৚݅͸ٻΊΒΕͨ
࣍ʹঢ়ଶม਺ a(t) ʹؔ͢Δ৚݅Ͱ͋Δɻ
∂H˜H
∂a(t)
+ ˙˜µ(t) = 0 =⇒ µ˜(t)r(t)− ˙˜µ(t) = 0 (71)
࠷ޙʹڞ໾ঢ়ଶม਺ µ˜(t) ʹؔ͢Δ৚݅Ͱ͋Δɻ
∂H˜H
∂µ˜(t)
= 0 =⇒ w(t) + r(t)a(t)− c(t)− a˙(t) = 0 (72)
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H
∂c（t）
＋ ~μ
4
（t）＝ 0
⇒ ~μ（t）r（t）－ ~μ
4
（t）＝ 0 　　　　　　　　 
最後に共役状態変数 ~μ（t）に関する条件であ
る。
∂
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∫ T
0
µ˜(t) {w(t) + r(t)a(t)− c(t)} dt (67)
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∂c(t)
= 0 =⇒ e−(ρ−n)tu′(c(t))− µ˜(t) = 0 (69)
ߋʹ 2֊ͷ৚݅ΛٻΊΔͱɺ࣍ΛಘΔɻ
∂2H˜H
∂c(t)2
= e−(ρ−n)tu′′ (c(t)) < 0 (70)
ͱͳΓɺ੍ޚม਺ c(t)ʹؔ͢Δ৚݅͸ٻΊΒΕͨɻ
࣍ʹঢ়ଶม਺ a(t) ʹؔ͢Δ৚݅Ͱ͋Δɻ
∂H˜H
∂a(t)
+ ˙˜µ(t) = 0 =⇒ µ˜(t)r(t)− ˙˜µ(t) = 0 (71)
࠷ޙʹڞ໾ঢ়ଶม਺ µ˜(t) ʹؔ͢Δ৚݅Ͱ͋Δɻ
∂H˜H
∂µ˜(t)
= 0 =⇒ w(t) + r(t)a(t)− c(t)− a˙(t) = 0 (72)
12
H
∂ ~μ（t）
＝ 0
⇒ w（t）＋r（t）a（t）－c（t）－a
4
（t）＝ 0 　　　 
ここで得られた， 1 階の条件を列記すると以下
のようになる。
e－（ρ－n）tu′（c（t））－ ~μ（t）＝ 　　　（69；再掲）
 ~μ（t）r（t）－ ~μ
4
（t）＝ 0 　　　　　 （71；再掲）
w（t）＋（t）a（t）－c（t）－a
4
（t）＝ 0 （72；再掲）
まず式を t で微分すると次を得る。
－（ρ－n）e－（ρ－n）tu′（c（t））
＋e－（ρ－n）tu′′（c（t））c
4
（t）＝ ~μ
4
（t）　　　　　　 
さらに，先ほどと同様の効用関数の特定化を
施し，式およびを考慮すれば次を得る。
c
4
（t）
c（t）
＝
1
θ
（r（t））－（ρ－n）　　　　　　 
これは，家計の消費の動学的計画の軌道を表
す微分方程式である。
4 . 3 　代表的企業の動学的問題
分権的かつ動学的な経済における企業の目的
は，計画期間を通じての利潤の現在価値の和の
最大化であることは言うまでもない。しかしな
がら，本稿のモデルで採用された企業の技術条
件―それは生産関数で示される―においては，
企業は各期の労働人口を全員雇用し，家計から
供給される資産のすべてを投資として受け入れ
（もちろんその間には資本減耗もある），そのう
えで各期の利潤を最大化した結果は常にゼロ利
潤を得る。
それは⒃式に示されたとおりである。した
がって，企業の行動は各期の利潤最大化を考慮
すれば十分であるということがわかる。実際，
各期の利潤がゼロであるならば，期間を通じた
利潤の割引現在価値の和もゼロになるからであ
る。
一般物価水準を 1 に規格化してあることを想
起すると，⒂式ならびに⒄，⒅を考慮して資産
の受給条件は次で与えられる。
f ′（ k（t））＝r（t）+δ　　　　　　　　　　 
同様に，労働の受給条件は以下で与えられ
る。
f（k（t））－k（t）f ′（k（t））＝w（t）　　　　　 
注意したいのは，このモデルにおける労働な
らびに資産の家計による供給はそれぞれの価格
r（t）, w（t）に関しては非弾力的になされている
ということである。したがって，上の式と
式で決定されるのは，それぞれの需要量ではな
く，供給された数量を買い切る価格の水準，つ
まり r（t）とw（t）の各期における実質価格であ
るということである。
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4 . 4 　各期の市場均衡
本小節では，各期ごとの市場均衡の在り方な
らびに条件を見ることにする。
4 . 4 . 1 　資産市場の均衡
このモデルにおける資産とは，各家計が保有
する資産 A（t）を企業に提供し，その対価とし
ての資本レンタル料 r（t）を家計が受け取ると
いう過程を表したものである。各期に提供され
る資産 A（t）は，資本レンタル料 r（t）に関して
は，非弾力的に供給される。企業側はそれを全
量需要し，生産活動を行う。したがって，この
市場における各期の受給均衡の条件は次で表さ
れる。
A（t）＝K（t）　∀t ∈［0, T］　　　　　　　 
ここから，次が従う。
a（t）＝k（t）　∀t ∈［0, T］　　　　　　　 
さらに，次が成立することに注意せよ。
a
4
（t）＝k
4
（t）　∀t ∈［0, T］　　　　　　　 
一方で，資産の原資は貯蓄―所得のうちで消
費しなかったもの―であることを考えると次を
得る。
a
4
（t）＝f（k（t））－c（t）－（n +δ）k（t）　　　 
4 . 4 . 2 　労働市場の均衡
労働市場においては，一定率（ L
4
（t）
L（t）＝n）で
増加する労働が全員雇用される。
労働市場の均衡を考えるために，まず次を確
認しよう。
k
4
（t）＝
d（K（t）/L（t））
dt
＝
K
4
（t）L（t）－K（t）L
4
（t）
L（t）2
　　＝
K
4
（t）
L（t）
－
K（t）
L（t）
 
L
4
（t）
L（t）
＝
K
4
（t）
L（t）
－nk（t）　 
ここで，一人あたりの資本蓄積が労働人口の
増加の分だけ減殺されていることに注意しなけ
ればならない。
それは，人口が増加するに連れて，spreadし
てカウントしなければならないことに起因して
いる。
4 . 4 . 3 　動学的均衡
ここまでに得られた均衡条件を列記すると次
のようになる。
c
4
（t）
c（t）
＝
1
θ
（r（t）－（ρ－n）　　　（74；再掲）
k
4
（t）＝f（k（t））－c（t）－（n +δ）k（t）　　　 
ここでの導出には式および式を用い
た。また，資産の受給条件を表す式を考慮す
ると，（74；再掲）は，次のように，再び書き
換えることができる。
c
4
（t）
c（t）
＝
1
θ
（ f ′k（t））－δ－ρ）　　　　　 
この式と式が，均衡を形成する微分方程
式である。
5 　結びにかえて
社会的な最適性を求めたsocial planner が解
いた問題の解である式および式の組み合わ
せは，個々の主体が自らの利益のみを求めた結
果として市場均衡として解かれた式および
式と完全に一致している。
これは集権的（centralized）な経済の資源配分
と分権的（decentralized）な経済の資源配分が一
致していることを示している。
これは別に驚くにはあたらない。完全競争を
仮定し，かつモデルのspecifcationによって，
解の一意性が保証されるもとでは，両者が一致
するのはある意味でtrivialな結果である。言い
方を変えれば「厚生経済学の第 1 基本定理」を
確認したに過ぎない。
本稿の目的のひとつは，まさにこの点を確認
するためにあったといえる。
しかしながら，「最適成長」のみを論じて「均
衡成長」を論じることに替えるような態度に対
しては，その両者の違いを明確にすることを意
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味なしとはしない。数学的な論述の影にそのよ
うな問題が見えない形で隠れているという事情
もあろう。両者は明確に区別されるべきであ
る。
本稿で触れられなかった論点のうち，幾つか
を指摘したい。何よりも経済成長の本来のエン
ジンとなるべきは技術進歩であろう。本稿のモ
デルでは，それが触れられていない。特に技術
進歩が正の外部生をもたらすような性格のもの
であるとき，本稿で区別したふたつのアプロー
チは異なった結果を導くことが予想される。社
会的厚生から見て本来十分になされるべき技術
進歩への投資が，個々の企業のインセンティヴ
にのっとった形では実現しない。結果として，
広く社会的に享受されるべき技術進歩の果実
が，人々の手にわたらない可能性がある。
もうひとつ指摘しておかなければならない点
として，現実の経済成長を考えるとき，実証
データとの連携は不可欠である。そのために
は，モデルとして，本稿のような連続時間を前
提としたものよりは，離散時間を扱ったものの
ほうが現実的である。
残された論点は他日を期すことにする。
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