Abstract. We present a new approach to the a posteriori analysis of distributed optimal control problems. It is based on functional type a posteriori estimates that provide computable and guaranteed bounds of errors for any conforming approximations of a boundary value problem. We derive computable two-sided a posteriori estimates for the cost functional and estimates for the approximations of state and control functions. Numerical results illustrate efficiency of the approach suggested.
1. Introduction. During the past decade, the a posteriori error analysis of finite element approximations of boundary and initial-boundary value problems for partial differential equations and systems thereof has reached some state of maturity as documented by a series of monographs on this subject (cf., e.g., [1, 4, 5, 6, 7, 14, 19, 20, 32] ). The a posteriori error analysis is usually based on a posteriori error estimates of the global discretization error or goal oriented error functionals. They provide an upper bound and sometimes also a lower bound of the overall error and serve as an indicator of the error distribution. There are several well-known approaches to a posteriori error control. Residual type estimators rely on the evaluation of the negative norm of the residual and can be traced back to the early work [2, 3] , whereas hierarchical type estimators locally approximate the error equation by higher order finite elements [6] . Another approach relies on local averaging. First suggested in [34, 35] , it has been mathematically justified for superconvergent approximations (see, e.g., [33] ). A posteriori error indicators of this type have been further investigated by many authors including new variants of post-processing (averaging) of approximate solutions (see, e.g., [10] and the references therein). Finally, the so-called goal-oriented approach allows the consideration of rather general error functionals and extracts the error information from the associated dual problem (cf., e.g., [5, 16] ).
We further note that a convergence analysis of adaptive finite element methods in the sense of a guaranteed error reduction has been recently provided in [15] and [26, 27] for standard Lagrangian type finite element approximations of second order elliptic boundary value problems, whereas mixed and nonconforming finite elements as well as edge element approximations of Maxwell's equations have been considered in [11, 12] and [13] .
During the past couple of years, significant research efforts have been devoted to the development of adaptive finite element techniques for the numerical solution of optimal control problems governed by partial differential equations. We refer to [8, 9] for unconstrained problems and to [18, 21, 23, 24, 25] in case of control constraints.
In [29, 30, 31] , a posteriori error estimates of another type have been suggested. They have been derived by purely functional methods. Hence, they are applicable to any conforming approximation of a boundary-value problem under consideration. The estimates contain no mesh-dependent constants and provide a guaranteed upper bound for the difference between the exact solution and its approximation. Such functional type a posteriori estimates have been analyzed and numerically tested for a wide spectrum of linear and nonlinear problems (see, e.g., [28] and the references therein).
In this paper, we suggest a new approach to the a posteriori analysis of optimal control problems based upon such functional a posteriori error estimates and derive guaranteed and computable upper bounds for the cost functionals of distributed optimal control problems.
2. Problem statement and optimality conditions. We focus our attention on the following optimal control problem considered in a Lipschitz domain Ω ∈ lR n with boundary Γ := ∂Ω.
, f ∈ U, and a > 0, consider the distributed control problem
Here and in the sequel, we adopt standard notation for Lebesgue and Sobolev spaces and norms.
By definition, y g is the unique solution of
Let (yū +f ,ū) be the exact solution of Problem P. To simplify the notation, we writeȳ := yū +f . Theorem 2.1. Under the assumptions made Problem P has a unique solution (ȳ,ū).
Proof. See [22] . It is not difficult to prove (see, e.g., [22] ) that the solution satisfies the system of necessary conditions
, then the optimization problem can be still reduced to the above considered case. Indeed, let y d be a projection of y d on Y 0 , i.e.,
and therefore,
where c = ∇ y d − ∇y d 2 is a distance from y d to the set Y 0 . Thus, the problem with functional
has the same solution and the only difference consists of that the optimal value of the original functional exceeds the optimal value of J(y, u) by the quantity c.
3. Basic problem and its transformation. In our further analysis, it is convenient to represent the basic problem in a somewhat different form, which, however, is equivalent to the original formulation. For an arbitrary function η ∈ Y 0 , consider the problem
and a > 0, consider the distributed control problem
Proposition 3.1. For any η ∈ Y 0 , there holds the following relation between cost functionals of Problem P and Problem P η :
where
Proof. First, we rewrite the cost functional
as follows:
where η is an arbitrary function in Y 0 and
Thus,
For the complex (II) we have
Hence,
and we arrive at (3.3). Corollary 3.2. Since the state equation (3.2) is one for the whole set of problems with η and ξ(η), we conclude that for any η ∈ Y 0 , two problems -Problem P and Problem P η -have one and the same solution (ȳ,ū).
4. Two-sided estimates for the cost functional. In this section, we derive upper and lower estimates for the optimal value of the cost functional of the original problem J(ȳ,ū) using the results that were obtained in section 3.
4.1.
Upper estimates for the cost functional. Assume that u ∈ U is an admissible control function computed by a numerical procedure and y u+f ∈ Y 0 is the respective state function. We do not know y u+f exactly and instead must operate with a certain approximation y ∈ Y 0 .
In view of Corollary 3.2, we can consider (y, u) as an approximation of optimal control problem P η for any η ∈ Y 0 . If we set η = y, then the expression of the cost functional comes in the form
where the first term represents the error of the approximate solution y measured in the energy norm and, therefore, can be explicitly estimated by an a posteriori estimate. Since our goal is to obtain a guaranteed upper bound for the cost functional, we should apply functional estimates that provide computable and guaranteed upper bounds for the approximation errors of the boundary-value problem (2.2). As it is shown in [30] , such estimates are of the form
where τ is an arbitrary function in
(Ω)}, and C Ω is the constant in the Friedrichs inequality
for the domain Ω. Mathematical justifications of functional type a posteriori estimates and their analysis can be found in the above cited literature. Here, we only recall the main properties of such estimates:
• for any approximation y ∈ Y 0 , the right-hand side of (4.2) gives an upper bound of the error in the natural energy norm of the problem under consideration; • its value is equal to zero if and only if y coincides with y u+f and τ = ∇y u+f ;
• the estimate is consistent in the sense that its value tends to zero for any sequences {y k } and {τ k } converging to the exact solution y u+f and its gradient ∇y u+f , respectively; • the estimate is exact in the sense that there exists a function τ such that the inequality holds as an equality; • the estimate does not depend on the mesh parameters and contains only one global constant. Proposition 4.1. For the cost functional of Problem P y there holds the following upper estimate:
Proof. In view of (4.2), we obtain
It easy to see that (4.3) follows if we estimate the first term of the right-hand side with the help of algebraic Young's inequality. Hereafter, we call J ⊕ (y, u; β; τ ) the majorant of the cost functional. Another form of the majorant in [17] .
Lower estimates for the cost functional.
There exists an estimate that provides guaranteed and computable lower bound of error for conforming approximations of the state equation. It is given by the relation
A justification of this estimate is presented in [28] , where it is also shown that the estimate is exact in the sense that there exists w ∈ Y 0 (w = y − y u+f ) such that the inequality holds as an equality.
Substituting (4.5) into (4.1), we obtain a lower estimate for the cost functional, which does not contain y u+f :
This inequality holds for any u ∈ U. Therefore,
It is easy to observe that the minimizer is u = ξ(y) + a −1 w. Hence, we arrive at the following result. Proposition 4.3. For the cost functional of Problem P y there holds the following lower estimate: Hereafter, we call J (y; w) the minorant of the cost functional.
Properties of the upper and lower bounds.
In this section we show that the estimates (4.4) and (4.6) are exact.
Proposition 4.5.
(i) The majorant J ⊕ (y, u; β; τ ) achieves its exact lower bound on the exact solution (ȳ,ū) of Problem P, i.e.,
(ii) The minorant J (y; w) achieves its exact upper bound on the exact solution (ȳ,ū) of Problem P, i.e., J (y; w) = J(ȳ,ū).
Proof. (i)
The functional J ⊕ (y, u; β; τ ) provides an upper bound to the cost functional J(ȳ,ū) for any y ∈ Y 0 , τ ∈ H div , u ∈ U, and β > 0. Set u =ū, y =ȳ and τ = ∇ȳ ∈ H div . Since the pair (ȳ,ū) satisfies the system of necessary conditions (2.3)-(2.4), we have divτ + u + f = ∆ȳ +ū + f = 0, τ − ∇y = 0,
Therefore, taking into account statement (b) of Remark 3.1,
(ii) The functional J (y; w) provides a lower bound to the cost functional J(ȳ,ū) for any y ∈ Y 0 and w ∈ Y 0 . Put w = 0 and y =ȳ. Then
which proves the assertion.
5.
A posteriori estimates for approximations of the optimal control problem. Here, with the help of previous results, we derive guaranteed upper estimate for the error of the approximate solution of the original optimal control problem. The error is measured in terms of the so-called combined norm:
which is defined for v ∈ U. The statement below is the first step in the construction of the estimate. Proposition 5.1. For any control function u ∈ U there holds
Proof. From (2.4), we know that
Take an arbitrary function φ ∈ U and multiply (5.1) by φ + f . Integration over Ω gives
Let y φ+f be the exact state for the control φ, i.e.,
For arbitrary u ∈ U, we have
Applying (5.4) with φ = u −ū, we arrive at the assertion. Corollary 5.2. For any u ∈ U the upper bound for the error measured in the combined norm is given by Proof. Set w = 0, then
Let us write down the system of necessary conditions for the optimal control problem (2.3)-(2.4) including the exact flux p = ∇ȳ,
The assertion follows if (5.5) we set τ = p, y =ȳ, u =ū, and β = 0.
Remark 7.1 In some situations is is sufficient to use a simplified estimate
Setting w = 0, we reduce the number of auxiliary functions. Moreover, this estimate has a clear sense: it is a weighted sum of penalties for violation of each of the equations in the extended system of necessary conditions (5.6)-(5.8).
6. A posteriori estimate in the full norm. In this section, we show that (5.5) is equivalent to the error measured in the norm
for any λ ∈ (0, a). It is clear that this norm can be viewed as the full primal-dual norm associated with the problem. Proposition 6.1. There exist constants C ⊕ and C (see (6. 3) and (6.4)), such that
Proof. Using Young's inequality with δ = 1 2 , we obtain
and, therefore, by (5.5) there holds
In addition, for any µ > 0 there holds
Setting λ 1 + 1 µ = a we find that 1+µ = a a−λ . The latter relation requires λ ∈ (0, a). From (6.1) and (6.2) we obtain
which together with (5.5) gives
By Young's inequality with δ = 1 2 and the functional majorant for the boundary-value problem we have
Therefore,
Recalling the structure of the functional M(y, u; β; τ, 0), we observe that the assertion holds with the constant We restrict ourselves to the case where the problem is solved by usual finite element approximations on a simplicial mesh, which is the same for all functions involved. Let T h (Ω) denote a shape-regular simplicial triangulation of Ω. The optimal control problem is solved by means of continuous, piecewise affine finite element approximations for the state (Y h ⊂ Y 0 ) and by piecewise constant approximations for the control (U h ⊂ U). For the free variable τ we use piecewise quadratic finite element approximations (H div,h ⊂ H div ).
For a given approximate solution of Problem P -(y h , u h ) ∈ Y h ×U h -the approach allows to perform two-sided control for the values of the cost functional
and simultaneously control the error of the approximate solution
The auxiliary function τ and parameter β can be selected once and used for both estimates. In the results exposed below a suitable substitution for τ was found by minimization of the majorant M(y h , u h ; β; τ h , 0) w.r.t. β > 0 and τ h ∈ H div,h . We denote the minimizers byβ andτ h . Example. In this example, the data are as follows: Ω = (0, 1) 2 , a = 1,
2 , f (x 1 , x 2 ) = 2π 2 z(x 1 , x 2 )−min{u d (x 1 , x 2 )− z(x 1 , x 2 ), 0}, z(x 1 , x 2 ) = sin(πx 1 ) sin(πx 2 ). The exact solution is known and given bȳ y(x 1 , x 2 ) = z(x 1 , x 2 ),ū(x 1 , x 2 ) = u d (x 1 , x 2 ) − z(x 1 , x 2 ), J(ȳ,ū) = 2.5924. To estimate the quality of the error control we use the numbers J ⊕ := J ⊕ (y h , u h ;β;τ h ) and J := J (y h ; 0)
that show the quality of the a posteriori control with respect to the cost functional. The quantities
show the relative errors in the state and control respectively. The efficiency index
characterizes the quality of the error control in terms of the combined norm. Its value is always greater than 1.
In Table 1 , we present the results obtained on various uniform meshes. By N h we denote the number of nodes in the current mesh. Together with the relative errors in the state and the control, we show the results of the a posteriori control of the solution in terms of the quantities J ⊕ , J , and I. This results confirm the efficiency of the estimates w.r.t. both, the value of the cost functional and the error measured in the combined norm.
