Complex Multiplication (CM) method is a frequently used method for the generation of elliptic curves (ECs) over a prime field F p . The most demanding and complex step of this method is the computation of the roots of a special type of class polynomials, called Hilbert polynomials. However, there are several polynomials, called class polynomials, which can be used in the CM method and have much smaller coefficients, with the prerequisite that their roots can be easily transformed to the roots of the corresponding Hilbert polynomials.
Introduction
Since its introduction in 1985, elliptic curve cryptography has come as an attractive alternative to conventional public key cryptosystems allowing the development of fast and memory efficient cryptographic algorithms. However, before the deployment of an elliptic curve cryptosystem, a cryptographically secure elliptic curve must be chosen in order to guarantee the robustness of the cryptosystem against all (currently) known attacks (e.g. [14, 22, 29, 33] ). All these attacks can be avoided if the order of the EC possesses certain properties. An equally important alternative to cryptographic robustness (see e.g., [34] ) requires that the order of the generated EC is a prime number. It is clear that the generation of cryptographically secure elliptic curves over prime fields is one of the most fundamental and complex problems in elliptic curve cryptography. The most commonly used methods for the generation of ECs over prime fields are the Complex Multiplication (CM) method [1, 21] and the point counting method [36] . In this paper we will follow the first approach.
heights can be used as an estimation for the precision requirements of all polynomials. Obviously, this information is very crucial for anyone who wants to construct the polynomials.
Finally, we perform a comparative theoretical and experimental study regarding the efficiency of using the aforementioned Weber, M D,l (x) and M D,p 1 ,p 2 (x) polynomials against the new class of polynomials. We show that Ramanujan polynomials are by far the best choice when CM method is used for the generation of prime order elliptic curves since their construction is more efficient than the construction of all previously used polynomials. We show that the logarithmic height of the coefficients of the Ramanujan polynomials is asymptotically 36 times smaller than the logarithmic height of the Hilbert polynomials and this allows us to show that the precision requirements for the construction of Ramanujan polynomials can be from 22% to 66% smaller than the precision requirements of all other class polynomials.
Ramanujan polynomials can also be used in the generation of special curves, such as MNT curves [23, 37] and in the generation of ECs that do not necessarily have prime order [1, 21] . In the case that non-prime order elliptic curves are constructed, the best known class invariant is the one used for the construction of Weber polynomials with D ̸ ≡ 0 (mod 3) and D ≡ 7 (mod 8). However, our experiments indicated that this is not always true and the choice of Ramanujan polynomials can be more advantageous in many cases. Moreover, problems such as primality testing/proving [1] and the representability of primes by quadratic forms [9] can be considerably improved with the use of Ramanujan polynomials. This makes our analysis for these polynomials even more useful.
The rest of the paper is organized as follows. In Section 2 we review some basic definitions and facts about CM method and class polynomials. In Section 3 we elaborate on the construction of Ramanujan polynomials describing in an explicit way how they can be used in the CM method. In Section 4 we provide theoretical estimations for the precision requirements of all previously mentioned class polynomials, in Section 5 we present our experimental results and we give our conclusions in Section 6.
Complex Multiplication and Class Polynomials
In this section we give a brief introduction to elliptic curve theory, the Complex Multiplication (CM) method and class polynomials. Our aim is to facilitate the reading of the sections that follow.
Elliptic Curve Theory and Complex Multiplication
An elliptic curve over a finite field F p , p a prime larger than 3, is denoted by E(F p ) and it is comprised of all the points (x, y) ∈ F p (in affine coordinates) such that
with a, b ∈ F p satisfying 4a 3 + 27b 2 ̸ = 0. These points, together with a special point denoted by O (the point at infinity) and a properly defined addition operation form an Abelian group. This is the Elliptic Curve group and the point O is its zero element (see [2, 5, 38] for more details on this group). The order, denoted by m, is the number of points that belong in E(F p ).
Among the most important quantities defined for an elliptic curve E(F p ) are the curve discriminant ∆ and the j-invariant. These two quantities are given by the equations ∆ = −16(4a 3 + 27b 2 ) and j = −1728(4a) 3 /∆. Given a j-invariant j 0 ∈ F p (with j 0 ̸ = 0, 1728) two ECs can be constructed. If k = j 0 /(1728 − j 0 ) mod p, one of these curves is given by Eq. (1) by setting a = 3k mod p and b = 2k mod p. The second curve (the twist of the first) is given by the equation 3 with c any quadratic non-residue of F p . If m 1 and m 2 denote the orders of an elliptic curve and its twist respectively, then m 1 + m 2 = 2p + 2 which implies that if one of the curves has order p + 1 − t, then its twist has order p + 1 + t, or vice versa (see [5, Lemma VIII.3] ). Finding a suitable j-invariant for a curve that has a given order m can be accomplished through the theory of Complex Multiplication (CM) of elliptic curves over the rationals. This method is called the CM method and in what follows we will give a brief account of it.
Given a prime p, the smallest, positive square-free D is chosen for which there exists some integer u such that equation 4p = u 2 + Dv 2 holds. The negative parameter −D is called a CM discriminant for the prime p. For convenience throughout the paper, we will use (the positive integer) D to refer to the CM discriminant. The CM method uses D to determine a j-invariant. This j-invariant in turn, will lead to the construction of an EC of order p + 1 − u or p + 1 + u. If neither of the possible orders p + 1 − u and p + 1 + u is suitable for our purposes, the process is repeated with a new D. If at least one of these orders is suitable, then the method proceeds with the construction of the Hilbert polynomial (uniquely defined by D) and the determination of its roots modulo p. Any root of the Hilbert polynomial can be used as a j-invariant. From this root the corresponding EC and its twist can be constructed. In order to find which one of the curves has the desired suitable order (m = p + 1 − u or m = p + 1 + u), Langrange's theorem can be used as follows: we repeatedly choose points P at random in each EC until a point is found in one of the curves for which mP ̸ = O. This implies that the curve we seek is the other one. Recently, different methods have been proposed for choosing efficiently the correct elliptic curve in CM method [26, 31] . If the order m should be a prime number, then it is obvious that u should be odd. It is also easy to show that D must be congruent to 3 mod 8 and v should be odd, too.
The most demanding step of the CM method is the construction of the Hilbert polynomial, as it requires high precision floating point and complex arithmetic. As the value of the discriminant D increases, the coefficients of the polynomials grow extremely large and their computation becomes more inefficient. If we could find a way to compute the roots of the Hilbert polynomials directly, it is clear that it wouldn't be necessary to construct the polynomials (since only their roots are needed in the CM method). Indeed, there are polynomials (known as class polynomials) [10, 11, 35] with much smaller coefficients, which can be constructed much more efficiently than Hilbert polynomials and their roots can be transformed to the roots of the Hilbert polynomials. Thus, we can replace the Hilbert polynomials in the CM method with another class of polynomials given that their roots can be transformed to the roots of the Hilbert polynomials. In the following section we will briefly review the definition of these polynomials, while in Section 3 we will propose the use of a new class of polynomials.
Class Polynomials
Beside Hilbert polynomials, other class polynomials can be used in the CM method. In the literature, three types of these polynomials are proposed: Weber polynomials [35] , M D,l (x) polynomials [25] and Double eta (we will denote them by M D,p 1 ,p 2 (x)) polynomials [12] . In what follows, we will briefly review the definition of these polynomials.
Hilbert Polynomials
Every CM discriminant D defines a unique Hilbert polynomial, denoted by H D (x). Given a positive D, the Hilbert polynomial H D (x) ∈ Z[x] is defined as
for values of τ satisfying τ = (−β + √ −D)/2α, for all integers α, β, and γ such that (i) β, γ] that satisfies these conditions is called a primitive, reduced quadratic form of −D, with τ being a root of the quadratic equation αz 2 + βz + γ = 0. Clearly, the set of primitive reduced quadratic forms of a given discriminant is finite. The quantity j(τ ) in Eq. (2) is called class invariant and is defined as follows. Let z = e 2π √ −1τ and h(τ ) = (
.
Weber Polynomials
Weber polynomials are defined using the Weber functions
. Then, the Weber polynomial W D (x) is defined as
where g(τ ℓ ) (a class invariant of W D (x)) is an expression -depending on the value of D -of the Weber functions, τ ℓ satisfies the equation a ℓ z 2 +2b ℓ z +c ℓ = 0 and h ′ is the degree of the polynomial. This quadratic equation corresponds to a primitive reduced quadratic form
In particular, g(τ ℓ ) is constructed using the following equation given in [19] : The precise values of these parameters depend on certain, rather tedious, conditions among a ℓ , c ℓ and D that encompass the various cases of the mathematical definition of the Weber polynomials; the interested reader can find all the details in [19] .
There are ten cases of discriminant D that define ten different class invariants and consequently ten class polynomials. Recall that D is either 3 (mod 4) or 4, 8 (mod 16) and that d = D/4 if D ≡ 0 (mod 4), and d = D if D ≡ 3 (mod 4). This in turn implies that d ≡ 3, 7 (mod 8) if D ≡ 3 (mod 4), while d ≡ 1, 2, 5, 6 (mod 8) when D ≡ 4, 8 (mod 16). The ten class invariants split into two groups of five each, depending on whether D ̸ ≡ 0 (mod 3) or D ≡ 0 (mod 3). Finally, we note that the degree h ′ of W D (x) is equal to the degree of the corresponding Hilbert polynomial for all cases of D ̸ ≡ 3 (mod 8). When D ≡ 3 (mod 8) the degree of Weber polynomials is three times larger than the degree of the corresponding Hilbert polynomials. This is the reason why these values of D are usually avoided in the generation of ordinary ECs. However, when we want to construct prime order ECs [34] , it is necessary that D ≡ 3 (mod 8).
M D,l (x) Polynomials
Another class of polynomials was proposed in [25] referred as the M D,l (x) polynomials. These polynomials have degree equal to the degree of their corresponding Hilbert polynomials and are constructed from a family of η-products: m l (z) = η(z/l) η(z) for an integer l ∈ {3, 5, 7, 13}. The polynomials are obtained from this family by evaluating their value at a suitably chosen system of quadratic forms. Once a polynomial is computed, we can use a modular equation in order to compute a root modulo p of the Hilbert polynomial from a root modulo p of the M D,l (x) polynomial.
The polynomials M D,l (x) ∈ Z[x] for D ≡ 0 (mod l) are defined as
of the reduced primitive quadratic forms of a discriminant −D derived from the l-system. Details on the construction of the invariants m e l (τ Q ) can be found in [10, 25] . The invariants m e l (τ Q ) are related with j(τ ) through the corresponding modular equations Φ l (m e l (τ Q ), j(τ )) = 0 [25] . Since M D,l (x) polynomials have roots R M modulo p, we use an algorithm for their computation (for example Berlekamp's algorithm [3] ) and then we can compute the roots R H modulo p of the corresponding Hilbert polynomial H D (x) from the modular equation Φ l (R M , R H ) = 0.
M D,p 1 ,p 2 (x) Polynomials
The authors of [12] proposed the use of another class of polynomials. Like M D,l (x) polynomials, these polynomials are constructed using a family of η-products: m p 1 ,p 2 (z) = η(z/p 1 )η(z/p 2 ) η(z/(p 1 p 2 ))η(z) , where p 1 , p 2 are primes. We will refer to the minimal polynomials of these products (powers of which generate the Hilbert class field and are called class invariants like j(τ )) as M D,p 1 ,p 2 (x) where D is the discriminant used for their construction. The only restriction posed on the discriminant is that
is the symbol of Kronecker. The polynomials are obtained from this family by evaluating their value at a suitably chosen system of quadratic forms. In particular, the polynomial M D,p 1 
of the reduced primitive quadratic forms of a discriminant −D derived from a (p 1 p 2 )-system (the definition of a l-system can be found in [35] ).
Once a polynomial is computed, we can use the modular equations Φ p 1 ,p 2 (x, j) = 0, in order to compute a root j modulo p of the Hilbert polynomial from a root x modulo p of the M D,p 1 ,p 2 (x) polynomial. However, a disadvantage of M D,p 1 ,p 2 (x) polynomial is that the degree in j in the modular equations is at least 2 and the coefficients of the modular equations are quite large (which makes their use less efficient) 1 . The only modular polynomials that have degree 2 in j are Φ 3,13 (x, j) and Φ 5,7 (x, j). In addition, M D,3,13 (x) and M D,5,7 (x) polynomials are constructed more efficiently than other polynomials of the double eta family [10] . Thus, we only used these polynomials in our experiments.
Ramanujan Polynomials
In this section, we define a new class of polynomials which can be used in the CM method for the generation of secure ECs. We elaborate on their construction and provide the necessary transformations of their roots to the roots of the corresponding Hilbert polynomials.
Construction of Polynomials
Srinivasa Ramanujan (1887-1920) defined in his third notebook, pages 392 and 393 in the pagination of [30, vol. 2] the values x − 1 35
In [4] Bruce C. Berndt and Heng Huat Chan proved that these polynomials indeed have the Ramanujan values t D as roots. The method they used could not be applied for higher values of D and they asked for an efficient way of computing the polynomials T D for every D. They also proved that if D ∈ N is squarefree so that D ≡ 11 mod 24 then t D is a real unit generating the Hilbert class field. This actually means that the polynomials T D can be used in the CM method because their roots can be transformed to the roots of the corresponding Hilbert polynomials. In addition, the remarkably small coefficients of these polynomials are a clear indication that their use in the CM method can be especially favoured.
In [20] the authors had applied the Shimura Reciprocity Law for the Ramanujan class invariant t D and an algorithm for computing the polynomials T D (x) was provided using the work of A. Gee and P. Stevenhagen [15, 16] . The construction of these polynomials (which we will call Ramanujan polynomials) involves six modular functions R i () with i ∈ {0, 1, 2, 3, 4, 5} of level 72 which are defined by
and
It was proved in [20] 
The Shimura Reciprocity Law gives us the action of every primitive, reduced quadratic form
,c],p r modulo p r , where p r is the maximum power of a prime p that divides 72. Namely, the matrices A [a,b,c],p r for p = 2, 3 and p r = 8, 9 are defined by
The determinants of the matrices A [a,b,c],p r are easily found:
Based on the Chinese remainder theorem, we can compute the determinant
Now, we can write the matrix A [a,b,c] uniquely as a product
, ) which generate the group SL 2 (Z).
In this paper, we will try to simplify the approach provided in [20] . Since the construction of the polynomials T D (x) is based on the six modular functions R i , we must provide the action of σ d [a,b,c] and B [a,b,c] on them. In particular, the action of σ d on the modular functions is expressed in terms of the matrix
The 
. In particular,
According to Lemma 3.3 in [20] , the matrix B [a,b,c],p r for p r = 8, 9 can be written as a word of the
In particular, we have computed that
Following again Lemma 3.3 in [20] , we can prove the next lemma:
,c],p r can be written as a word of the matrices F p r and G p r using the following equation:
Proof. The proof is derived directly from Lemma 3.3 in [20] . For example, in the case that p a
from Eq. (8) we can easily find that
Concluding the above discussion, the Ramanujan polynomial T D (x) ∈ Z[x] for D ≡ 11 mod 24 is defined as
for all primitive, reduced quadratic forms [a, b, c] of −D. Every value t(τ ) that corresponds to a specific form [a, b, c] is defined by
where the value d is equal to d [a,b,c] (see Eq. (6)) and the values a 2i with i ∈ {0, 1, 2, 3, 4, 5} are the elements of the third row of the 6
It is easy to see that every row in the matrix A has only one non zero element. Thus, only one value a 2i is not equal to zero and the computation of every value t(τ ) requires the evaluation of only one value R i (τ ). However, the construction described above is not very efficient since it involves many multiplications between matrices (see Eq. (9)). A question that immediately arises is whether we can avoid the use of matrices and construct the Ramanujan polynomials in a way similar to the construction of Hilbert or Weber polynomials (e.g. using only quadratic forms and modular functions). Clearly, the answer is positive and will be analysed in the next Section.
Constructing the Polynomials Without Matrices
Let us define the following function of d = d [a,b,c] :
We introduce the following notation:
• If 3 a then let a * be an inverse of a mod 9. Write a = 3π a + υ a , a * = 3π a * + υ a * ,
• If 3 | a and 3 c then write 1 − ( b+1 2 ) = 3π 2 + υ 2 , where 0 ≤ υ 2 < 3. Then, the following theorem can be proved.
Theorem 1
The roots of the Ramanujan polynomials are given by the equation:
where (9)). Having in mind that the multiplicative group of invertible elements modulo 8 is isomorphic to the direct product Z/2Z × Z/2Z, we conclude that the inverse of every element modulo 8 coincides with the element itself, i.e. a 2 ≡ 1 mod 8 if (a, 8) = 1. This means that Eq. (9) for the case p = 2 takes the form Clearly, the matrix B [a,b,c],8 will add a multiplier ±1 to the final value of the invariants. The sign in front of 1 will be determined by the above equation and is given by Eq. (11) .
Dealing with the effect of B [a,b,c],9 matrix is much more complicated. In this case, we have to compute powers of the matrix G 9 . This task becomes less difficult from the observation that G 3 9 is a diagonal matrix equal to
Therefore, integer powers G k 9 can be computed by considering different cases according to the values of k mod 3. Let us consider the case that 3 | a and 3 | c. Then, the matrix B [a,b,c],9 is equal to B [a,b,c],9 = G (1− b+1 2 −a) mod 9 9 F 9 G 9 F 9 G 1−1/(a+b+c) mod 9 9 . Since we want to use the fact that the matrix G 3 9 is diagonal, we must express the values y = 1 − ( b+1 2 ) − a and x = 1 − (a + b + c) * where (a + b + c) * is the multiplicative inverse of (a + b + c) mod 9, as multiplies of 3 plus the residue modulo 3. Thus, we write y = 1 − ( b+1 2 ) − a = 3π y + υ y , 0 ≤ υ y < 3 and
The residue υ y can not be equal to 2, because then b ≡ 0 mod 3 (this is not possible since a ≡ 0 mod 3 and c ≡ 0 mod 3). So, the only possible values for υ y are 0 and 1. If υ y = 0 then x ≡ 0 mod 3 and if υ y = 1 then x ≡ 2 mod 3. Considering these two cases, we can compute symbolically integer powers of the matrix G 9 and finally find the values of the matrix B [a,b,c],9 . Following the same reasoning, we can evaluate B [a,b,c],9 for the cases 3 | a, 3 c and 3 a.
The final step before the calculation of the function f (τ ) is the multiplication of Σ matrix with B [a,b,c],9 . In order to decide which of the two matrices to use (see Eq. (7)) we must know the value of Taking a more careful look at the f (τ ) function, we notice that it can be simplified in the following form:
A numerical example: Suppose that we want to compute the Ramanujan polynomial for D = 491. The quadratic forms that correspond to this value are [1, 1, 123] , [3, ±1, 41] , [9, ±7, 15] , [5, ±3, 25] and [11, ±9, 13] .
• For the quadratic form [1, 1, 123] we have that d = 1, N (d) = 1, a = 1 ≡ 1 mod 3 and υ 1 = 2. The corresponding root t(τ [1, 1, 123] ) of the Ramanujan polynomial is equal to 0.036222. • For [9, 7, 15] , we compute d = −167, N (d) = −1, a ≡ 0 mod 3, c ≡ 0 mod 3 and υ y = 0. The corresponding root is equal to −0.706141 − 1.456263i while for the quadratic form [9, −7, 15] is −0.706141 + 1.456263i.
• For [5, 3, 25] , we compute d = 5, N (d) = −1, a ≡ 2 mod 3, c ≡ 1 mod 3 and υ 1 = 2. The corresponding root is equal to 0.644187 − 0.462340i while for the quadratic form [5, −3, 25] is 0.644187 + 0.462340i.
• For [11, 9, 13] , we compute d = 11, N (d) = 1, a ≡ 2 mod 3, c ≡ 1 mod 3 and υ 1 = 2. The corresponding root is equal to −0.033911−1.127898i while for the quadratic form [11, −9, 13] is −0.033911 + 1.127898i.
Finally, the Ramanujan polynomial is calculated by the relation T 491 (x) = ∏ τ (x − t(τ )) and is equal to:
Transformation of the Roots
In order to use Ramanujan polyomials in the CM method, we must prove that they have roots modulo p and then find a transformation of their roots modulo p to the roots modulo p of the corresponding Hilbert polynomials. The following proposition proves that a Ramanujan polynomial with degree h has exactly h roots modulo p under certain conditions (which are satisfied in the CM method): Proof. Let H K be the Hilbert class field of the imaginary quadratic field K = Q( √ −D), and let O H K and O K be the rings of algebraic integers of H K and K respectively. Let p be a prime such that 4p = u 2 + Dv 2 has integer solutions. Then, according to [9, Th. 5.26 ] p splits completely in H K . Proposition 5.29 in [9] implies that (since t D generates H K ) T D (x) has a root modulo p if and only if p splits in H K and does not divide its discriminant ∆(T D ). But since
has not only one root modulo p, but h distinct roots modulo p.
We will present now a method to retrieve a root modulo p of the Hilbert polynomial H D (x) from a root modulo p of the corresponding Ramanujan polynomial T D (x). Our aim is to find a transformation that maps a real root of the Ramanujan polynomial to a real root of the corresponding Hilbert polynomial. Then, we can reduce this transformation modulo a prime ideal of the ring of integers of the Hilbert class field. In this way we see that the same transformation will transfer a root of the Ramanujan polynomial modulo p to a root of the Hilbert polynomial modulo p. We know that if ℓ 0 = (1, 1, 1+D 4 ) is a quadratic form (known as the principal form) that corresponds to the root τ ℓ 0 = − 1 2 + i √ D 2 then j(τ ℓ 0 ) is a real root of the Hilbert polynomial H D (x). The following lemma shows that the value t D defined in Eq. (3) is a real root of the Ramanujan polynomial T D (x).
Lemma 2
The value t D is a real root of the Ramanujan polynomial T D (x) and is equal to:
Taking Eq.
(3) and all the above equations into consideration we can easily derive that t D = √ 3R 2 (τ ℓ 0 ).
If we could prove that t(τ ℓ 0 ) = √ 3R 2 (τ ℓ 0 ) then it will immediately follow that t D = t(τ ℓ 0 ) and thus it is a root of the Ramanujan polynomial. In order to compute the value t(τ ℓ 0 ) we will use Eq. (12) from Theorem 1. Notice that the quadratic form that corresponds to τ ℓ 0 is equal to [a, b, c] = [1, 1, 1+D 4 ]. Then, d [a,b,c] = 1, N (d [a,b ,c] ) = 0, a * = 1, π a = 1, π a * = 1, π 1 = −1 and υ 1 = 2. Therefore, the value f (τ [a,b,c] ) = f (τ ℓ 0 ) = ζ 24d(πa−π a * −π 1 )+50d−2 72
Indeed, the value i √ 3 can be expressed as a difference of two primitive 3-roots of unity ζ 3 , ζ 2 3 since i = ζ 18 72 and ζ 3 = ζ 24 72 . Thus, using Theorem 1 we have that t(
Lemma 3 Suppose R T is a real root of a Ramanujan polynomial T D (x). Then, the real number R H obtained from the equation
is a real root of the corresponding Hilbert polynomial H D (x).
Proof. Set R T = t D and R H = j(τ ℓ 0 ). Using Equations (4.4) and (4.5) from [4] it can be easily
Thus, j(τ ℓ 0 ) = (h(e 2πiτ ℓ 0 /3 ) − 27h(e 2πiτ ℓ 0 /3 ) −1 − 6) 3 which means that we now have to find the relation between t D and h(e 2πiτ ℓ 0 /3 ). Substituting q with e 2πiτ ℓ 0 /3 in Eq. (14) we have that Z/pZ is the trivial one, and O H K /P is the field F p . The argument above proves that Eq. (13) holds not only for the real roots of the polynomials but also for their roots modulo p. The interested reader is referred to [9, 39, 40] for definitions on algebraic number theory not given here. Using Eq. (13), we can easily derive the modular polynomial Φ T (x, j) for Ramanujan polynomials. The polynomial is equal to
Precision Requirements for the Construction of the Polynomials
In this section we focus on the precision required for the construction of all previously mentioned polynomials. In order to compare them, we introduce the notion of logarithmic height for estimating the size of a polynomial. For a polynomial g(x) = ∑ n i=0 a i x i ∈ Z[x] its logarithmic height is defined as H(g) = max i=0,...,n log 2 |a i |.
The value H(g) is actually the bit-precision needed for performing all floating point computations in order to obtain the coefficients of the polynomial g(x).
In literature the "efficiency" of a class invariant (a root of a class polynomial) is measured by the asymptotic ratio of the logarithmic height of a root of the Hilbert polynomial to a root of the class polynomial in question. The best known class invariant is the one used for the construction of Weber polynomials with D ̸ ≡ 0 (mod 3) and D ≡ 3, 7 (mod 8). The roots of these Weber polynomials have logarithmic height that is asymptotically 72 times smaller than the logarithmic height of the roots of the corresponding Hilbert polynomials. However, in practice we are not interested in the logarithmic height of the roots but in the logarithmic height of the polynomials, since the latter measures the precision required for the construction of the polynomials. In this section, we will show that these two heights coincide only if the class polynomial has degree equal to the degree of the corresponding Hilbert polynomial. For the construction of prime order elliptic curves, Weber class polynomials have degree 3 times larger than the degree of the Hilbert polynomials. We will show that in this case the logarithmic height of the Weber polynomials is asymptotically 24=72/3 times less than the logarithmic height of Hilbert polynomials and not 72. In what follows, it will be proved that even though the height of Weber polynomials' roots for D ≡ 3 mod 8 is smaller than the height of the roots of Ramanujan's class polynomials, the precision requirements for the construction of the latter are smaller.
Starting from Hilbert polynomials, a remarkably accurate estimation of their precision requirements in bits (and of their logarithmic height also) was given in [24] :
with the sum running over the same values of τ as the product in Eq. (2) . It will be shown in the rest of the section that based on this estimation, we can derive estimations of the precision requirements of every class polynomial.
Let f be a modular function, such that f (τ ) for some τ ∈ Q( √ −D) generates the Hilbert class field of Q( √ −D). The element f (τ ) is an algebraic integer, and let us denote by P f its minimal polynomial. For every modular function there is a polynomial Φ (called modular polynomial) such that Φ(f, j) = 0 where j is the modular function used in the construction of Hilbert polynomials. This polynomial equation is used in order to transform the roots of the minimal polynomial of a class invariant to the roots of the Hilbert polynomial. We have seen that in the cases of Weber, M D,l (x) and Ramanujan polynomials the degree in j of the modular polynomial is equal to 1 while for M D,p 1 ,p 2 (x) polynomials is at least 2. Asymptotically, one can estimate the ratio of the logarithmic height h(j(τ )) of the algebraic integer j(τ ) to the logarithmic height h(f (τ )) of the algebraic integer f (τ ) 2 . Namely,
where the limit is taken over all CM-points SL 2 (Z)τ ∈ H [18] . A question that immediately arises is how Eq. (16) can be used for the estimation of the logarithmic height of the minimal polynomial P f . The following Lemma gives an answer to this question by generalizing the result in [10] for every algebraic number which either generates the Hilbert class field or an extension of it. 2 Let K be a number field, α ∈ K be an algebraic number and MK be the set of absolute values on K. Following the notation of [38, VIII] , the absolute logarithmic height of an element α ∈ K is defined as
) . 
If f (τ ) does not generate the Hilbert class field but an algebraic extension of it with extension degree m then
Proof. The proof is based on the following bounds [38, Th. 5.9] :
where h(a) is the logarithmic height of the algebraic integer a and k is the degree of its minimal polynomial P a . If f (τ ) generates the Hilbert class field then the degree of its minimal polynomial is equal to the degree of the corresponding Hilbert polynomial. Suppose that their degree is equal to k. Then, we have that
Taking the limit h(j(τ )) → ∞ we obtain that
In the case that f (τ ) generates an algebraic extension of the Hilbert class field, we similarly have that
where m is the degree of the extension. This is easily derived from the fact that the degree of the minimal polynomial P f is m times larger than the degree of the corresponding Hilbert polynomial and Eq. (18) becomes
Eq. (19) and Eq. (20) relate the precision required for the construction of Hilbert polynomials with the precision needed for other classes of polynomials. Estimating the height H(P j ) of 
Implementation and Experimental Results
In this section, we discuss some issues regarding the construction of the Weber, M D,l (x), M D,p 1 ,p 2 (x) and Ramanujan polynomials. All implementations and experiments were made in Pari 2.3.1 [28] compiled with GMP-4.2.1 kernel [17] and have been carried out on a double 2GHz Xeon machine running Linux 2.6.9-22 and equipped with 2Gb of main memory.
Comparing Polynomials for D ≡ 3 mod 8
In Figure 1 we report on the precision needed for the construction of all polynomials for various values of D ≡ 3 mod 8. These values are used when CM method is applied for the generation of prime order ECs. In the left figure, we examine the precision requirements of Ramanujan, Weber (D ̸ ≡ 0 (mod 3)) and M D,l (x) polynomials for all values of l. The values of D range from 30083 to 64163 while the degree h ranges from 32 to 48. We noticed, as the theory dictates, that the precision required for the construction of Ramanujan polynomials is much less than the precision required for the construction of Weber and M D,l (x) polynomials for all values of D that we examined. Weber polynomials require less precision than M D,l (x) polynomials, while among them M D,13 (x) polynomials require the least precision. Examining larger values of the discriminant D and adding M D,3,13 (x) and M D,5,7 (x) polynomials in our comparison, we show (Figure 1 (right)) that Ramanujan polynomials are constructed more efficiently than all other polynomials. M D,3,13 (x) polynomials require less precision than M D,5,7 (x) polynomials which are constructed more efficiently than Weber polynomials. In this figure, we examined all values of D from 21840299 to 873600299 using a step of 21840000. The degree h of the constructed polynomials (for these values of D) ranges from 2880 to 17472. Summarising the results of our experiments, we see that Ramanujan polynomials outweight M D,13 (x), Weber, M D,5,7 (x) and M D,3,13 (x) polynomials as they require on average 66%, 42%, 32% and 22% less precision respectively. Table 4 shows this difference by presenting the exact bit precision needed for the construction of the polynomials for several values of D.
Comparing the number of bits for the storage of all classes of polynomials, it is clear that the memory required for the storage of the Ramanujan polynomials is smaller than the memory needed for the other three classes of polynomials. The percentages are the same as in the precision requirements of the polynomials with one exception: Weber polynomials. Notice that the degree of Weber polynomials is 3h and thus the memory used for the storage of Ramanujan polynomials is not only 42% (like the precision requirements) less than the corresponding memory needed for the Weber polynomials but approximately 81% less! This means that regarding the storage requirements of all polynomials, Weber polynomials are by far the worst choice. In Table 5 we D polynomials we need to evaluate the function 3h and 4h times respectively. This could be a disadvantage for Ramanujan and M D,p 1 ,p 2 (x) polynomials, but this is not the case. In particular, it was shown in [10] that is sufficient for any polynomial to precompute the values of η only at the h reduced quadratic forms. Finally, we note that the time required for the transformation of a root of a Weber, Ramanujan or M D,l (x) polynomial to a root of the corresponding Hilbert polynomial is approximately the same. The situation gets worse when M D,p 1 ,p 2 (x) polynomials are used, because the time for the transformation and the storage of the modular polynomials are larger.
Finally, as noted in [27, 37] , the values D ≡ 3 mod 8 are most suited also for the construction of MNT curves. This means that Ramanujan polynomials are the best choice also for the construction of these special curves.
Ramanujan vs Weber Polynomials for D ̸ ≡ 3 mod 8
In the previous section it was proved that Ramanujan polynomials require much less precision than all other class polynomials which can be used for discriminants D ≡ 3 mod 8. This is a considerable advantage of Ramanujan polynomials if someone wants to construct prime order elliptic curves or MNT curves where it is necessary to use such discriminants. However, in the case of non-prime elliptic curves, every possible square-free discriminant D can be used. This means that all cases of Weber polynomials mentioned in Section 2.2.2 can be employed, together with M D,l (x), M D,p 1 ,p 2 (x) and Ramanujan polynomials. Using Lemma 4 we can estimate the precision requirements of every class polynomial. In particular, an estimation of the precision requirements of Weber polynomials will be equal to the estimations given in Tables 1 and 2 . Based on these estimations, the choice of Weber polynomials with D ≡ 7 mod 8 and D ̸ ≡ 0 mod 3 seems to be the best among all class polynomials.
From these two Tables, we see that only this case of Weber polynomials can be constructed more efficiently than Ramanujan polynomials. Interestingly, this might not be true in practice. It was noted in [6] that for comparable values of D, the minimum value of the class number (e.g. the degree of the corresponding polynomial) h(−D) accessible using the residue 3 mod 8 is approximately 3 times smaller than that for 7 mod 8. According to [6] , this result can be derived from [8, Cor. 5.3.13] . If this is true on average, then the use of Ramanujan polynomials can be more advantageous than the use of Weber polynomials for D ≡ 7 mod 8 (because their degree will be 3 times smaller for comparable values of D).
In order to determine if this is true in practice, we calculated the class number for 100 comparable values of the discriminant D, for each one of the cases D ≡ 7 mod 8 and D ≡ 11 mod 24. We started with a value D close to 2594073385461405696 ≈ 2.6 · 10 18 to a value 259407338536636569600 ≈ 2.6 · 10 20 . In Figure 2 (left) we present for these 100 values of D, the corresponding class number h for D ≡ 11 mod 24 and D ≡ 7 mod 8. We have noticed that indeed for most of the values D, the class number for polynomials with D ≡ 7 mod 8 is much larger than the class number for polynomials with D ≡ 11 mod 24. In Figure 2 (right), we have computed the mean value of the class numbers for every group of 10 discriminants D. It is clear that on average, the degree of Ramanujan polynomials is much smaller than the degree of Weber polynomials with D ≡ 7 mod 8 for comparable values of the discriminant. The (surprising) consequence of this result, is that in many cases the construction of a Ramanujan polynomial will have less precision and storage requirements compared to a Weber polynomial with D ≡ 7 mod 8. 
Conclusions
We have introduced Ramanujan polynomials in the generation of elliptic curves by providing a new efficient method for their construction based on quadratic forms. We showed that Ramanujan polynomials are clearly superior in every aspect to all previously used class polynomials for all values of the discriminant D ≡ 3 mod 8 and therefore their use is particularly favored in the CM method for the generation of prime order ECs or MNT curves. Even in the case that someone applies CM method for the generation of non-prime ECs, Ramanujan polynomials are between the best choices.
