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Coexistence of Spin Density Wave and Triplet Superconductivity
Wei Zhang and C. A. R. Sa´ de Melo
School of Physics, Georgia Institute of Technology, Atlanta, Georgia 30332
We discuss the possibility of coexistence of spin density wave (antiferromagnetism) and triplet
superconductivity as a particular example of a broad class of systems where the interplay of mag-
netism and superconductivity is important. We focus on the case of quasi-one-dimensional metals,
where it is known experimentally that antiferromagnetism is in close proximity to triplet supercon-
ductivity in the temperature versus pressure phase diagram. Over a narrow range of pressures, we
propose an intermediate non-uniform phase consisting of alternating antiferromagnetic and triplet
superconducting stripes. Within the non-uniform phase there are also changes between two and
three dimensional behavior.
PACS numbers: 74.70.Kn, 74.25.DW
The competition or coexistence of magnetic order and
superconductivity is a very important problem in con-
densed matter physics. There is a broad class of systems
that present magnetic order and superconductivity in
close vicinity. One of the most important systems are the
Copper Oxides, where singlet superconductivity is found
next to antiferromagnetism [1]. In addition, striped
phases, where coexistence of antiferromagnetic order and
singlet d-wave superconductivity, were observed in Cop-
per Oxides [2]. Another system where magnetism and
superconductivity are intertwined is Strontium Ruthen-
ate, where the proximity to ferromagnetism has been ar-
gued as being important to the existence of triplet su-
perconductivity in these materials [3]. Furthermore the
newly discovered ferromagnetic superconductors ZrZn2
and UGe2 have stimulated a debate on the coexistence
of ferromagnetism and triplet or singlet superconductiv-
ity [4, 5]. However, unlike any of these previous exam-
ples, we will discuss in this manuscript a system which
may exhibit coexistence of antiferromagnetism (AF) and
triplet superconductivity (TS).
New experiments on quasi-one-dimensional supercon-
ductors in high magnetic fields have shown that TS is
strongly affected by the proximity to an AF phase char-
acterized by insulating spin density wave (SDW) or-
der [6]. From now on we will use interchangeably SDW
and AF. Motivated by these experiments and the known
phase diagram of quasi-one-dimensional (TMTSF)2PF6
under pressure we propose a new phase for quasi-one-
dimensional systems where AF (SDW) and TS coexist.
The coexistence of these phases implies that the new
state is non-uniform, with alternating stripes of SDW
and TS, due to the appearance of a negative interface
energy between SDW and TS regions. As indicated in
the schematic phase diagram (Fig.1), the inhomogeneous
intermediate phase is expected to exist over a narrow
range of pressures ∆P = P2(T )−P1(T ) around Pc, where
∆P ≪ Pc.
Effective Free Energy: The possibility of coexistence
of SDW and TS in quasi-one-dimensional conductors
transcends microscopic descriptions based on standard
g-ology, where SDW and TS phase boundaries neigh-
bor each other but do not coexist [8]. Inspired by ex-
periments [9, 10], we model (TMTSF)2PF6 as a highly
anisotropic orthorombic crystal, and we take the primary
directions of the SDW vector order parameter to be the
b-axis (y-direction), and the primary direction of the TS
vector order parameter to be the c-axis (z-direction).
Furthermore, we consider the spatial variation of the
SDW or TS order parameter to be along the a-axis (x-
direction), as a reflection of the quasi-one-dimensionality
of the system. This simplifies the choice of the order pa-
rameters to be S(r) → Sb(x), and D(r) → Dc(x), and
reduces the associated effective field theory to one spatial
dimension. Thus, the generalized Ginzburg-Landau Free
energy in real space can be written as
Ftot = FAF + FTS + FC , (1)
where FAF , FTS , and FC are the AF, TS and coupling
contributions discussed below. The AF contribution is
FAF =
∫
LAF
dx [UAF (x) + VAF (x)] , (2)
where UAF (x) = αAF |Sb(x)|
2
+ βAF |∂xSb(x)|
2
+
γAF | Sb(x)|
4
represents a typical GL Free energy den-
sity, and VAF = δAF |∂xSb(x)|
4 + θAF |Sb(x)|
2|∂xSb(x)|
2
represents the extra terms in the expansion, which are
relevant close to P1(T ) (Fig. 1). The TS contribution is
FTS =
∫
LTS
dx [UTS(x) + VTS(x)] , (3)
where UTS(x) = αTS |Dc(x)|
2
+ βTS |∂xDc(x)|
2
+
γTS | Dc(x)|
4 represents a typical GL Free energy den-
sity, and VTS = δTS |∂xDc(x)|
4
+ θTS |Dc(x)|
2
|∂xDc(x)|
2
represents the extra terms in the expansion, which are
relevant close to P2(T ) (Fig. 1). To describe the coexis-
tence region the two order parameters must couple. To
conform with independent Parity invariance,
FC =
∑
inter
∫
ℓp
dxλ′bc|Sb(x)|
2|Dc(x)|
2, (4)
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FIG. 1: a) Phase diagram of (TMTSF)2PF6 in a log-linear
scale (from [7]), showing schematically the proposed SDW-
TS coexistence region (inset). b) Schematic drawing of the
proposed stripe pattern for the SDW-TS coexistence region.
where the sum is over all interfaces between AF and TS,
the coupling constant λ′bc is pressure and temperature
dependent, and ℓp is the proximity length over which AF
and TS order parameters coexist locally. This length can
be written as ℓp = ℓp,AF + ℓp,TS , where ℓp,AF is the AF
proximity length into the TS region, and ℓp,TS is the TS
proximity length into the AF region (See Fig. 2). If
λ′bc > 0 it is more favorable for the AF and TS phases
to phase-separate, however if λ′bc < 0 an inhomogeneous
phase with a large number of interfaces is favored, and
the coexistence of AF and TS is possible.
In non-triplet systems local AF order and local sin-
glet superconductivity (SS) can in principle coexist since
AF order favors singlet correlations, and the proximity
lengths on SS/AF systems can be small or large de-
pending on the SS and AF materials [11, 12]. How-
ever, we are interested in TS and not in SS. In this
case, it is well known that AF order is pair breaking
to triplet electron pairs [13], and it is expected that
ℓp,AF and ℓp,TS are small in comparison to the lengths
of ℓTS and ℓAF of the TS and AF stripes, respectively.
Only when the pressure P is close to the phase bound-
aries P1 or P2 (shown in Fig. 1) where ℓTS and ℓAF
approach zero respectively, the proximity lengths ℓp,TS
and ℓp,AF can be comparable to ℓAF and ℓTS . Using
WKB [11] and the deGennes [14] extrapolation methods
the upper bound for ℓp is ℓp(P ) ≤ 0.1[ℓAF (P )+ ℓTS(P )],
and ℓp,AF (P ) ≤ 0.1ℓTS(P2) and ℓp,TS(P ) ≤ 0.1ℓAF (P1).
Thus, extrapolating AF and TS order parameters in the
proximity region by linear functions a la deGennes [14]
leads to
FC =
∑
inter
λbc|∂xSb(x)|
2|∂xDc(x)|
2, (5)
where λbc = λ
′
bc
∫ ℓp
0
dxx2(ℓp − x)
2 is the new coupling
constant. This coupling describes well the inhomoge-
neous phase where proximity effects between AF and TS
stripes are weak, i.e., away but not too far from phase
boundaries P1 and P2.
Proximity effects will be important close to either
phase boundary (P1, P2) as they may lead to further cou-
pling between like-stripes. The inter-TS-stripe coupling
(Josephson-type)
FI,TS =
∑
n
∫
overlap
dxηTS |Dc,n+1(x)−Dc,n(x)|
2 (6)
is significant for P ≈ P2, where the system changes from
2D to 3D TS. The inter-AF-stripe coupling
FI,AF =
∑
n
∫
overlap
dxηAF |Sb,n+1(x) − Sb,n(x)|
2 (7)
is significant for P ≈ P1, where the system changes from
3D to 2D AF. The domain of integration for both cases
above is the overlap region between two consecutive AF
or TS stripes respectively.
Saddle Point Equations: To obtain the saddle point
equations, we consider FC , FI,AF and FI,TS perturba-
tively and minimize Ftot with respect to Sb(x) andD
∗
c (x).
Variations of Ftot with respect to Sb(x) lead to the dif-
ferential equation
[2αAF + 4γAFS
2
b (x)− βAF∂
2
x]Sb(x) + MˆAFSb(x) = 0,
with MˆAFSb(x) = −δAF∂x [(∂xSb(x)]
3
+
2θAFSb(x)|∂xSb(x)|
2. Variations of Ftot with re-
spect to D∗c (x) lead to a similar equation. In the case
where λ′bc(P, T ) < 0, the formation of an inhomogeneous
phase of alternating AF and TS stripes is preferred, and
two additional transition lines (P1, P2) emanate from
(Pc, Tc). The presence of the inter-TS and inter-AF
stripe Free energies indicates thatDn+1(x) = Dn(x+x0),
and Sn+1(x) = Sn(x + x0) (in phase solutions), since
ηAF and ηTS are both positive. For such inhomogeneous
phase, the boundary conditions in the presence of AF-TS
interfaces can be chosen as in deGennes method [14] by
requiring that Sb(x)|inter+ = 0 and Dc(x)|inter− = 0,
where inter+ and inter− denote the two boundaries
limiting the region of locally coexisting Sb(x) (AF) and
Dc(x) (TS) (See Fig. 2).
Variational Free Energy: We analyse Ftot variation-
ally. We consider first the AF case and search for pe-
riodic solutions with period ℓAF , with Sb(x)|inter+ = 0
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FIG. 2: Alternating AF and TS stripes with local coexistence
region ℓp, which is defined by the region between interface
+
and interface − where AF and TS order parameters vanish.
The length ℓp = ℓp,AF + ℓp,TS , where ℓp,AF and ℓp,TS are AF
and TS proximity lengths.
at the AF-TS interfaces. For a given volume of the AF
region, controlled by LAF , the Free energy associated
with the AF phase becomes the sum of NAF identical
terms, where NAF = LAF /ℓAF gives the number of AF
stripes. Generally, each term in FAF corresponds to an
insulating AF stripe characterized by the order parame-
ter Sb(x) =
∑
nAn sin(Qnx), where Qn = 2πn/ℓAF . But
here we take for simplicity the variational class where
Sb(x) = A1 sin(Q1x). To simplify notation, we will just
use A1 → A and Q1 → Q. In this case
FAF = LAF
[
C2(Q)A
2 + C4(Q)A
4
]
, (8)
where C2(Q) = (αAF +βAFQ
2)/2 and C4(Q) = (3γAF +
θAFQ
2 + 3δAFQ
4)/8. The same type of analysis applies
to FTS . In the absence of magnetic field, we assume pe-
riodic solutions of the form Dc(x) =
∑
nBn sin(Knx).
As in the AF case we confine ourselves to a single com-
ponent variational form Dc(x) = B1 sin(K1x), and use
the simplifying notation B1 → B and K1 → K. Here B
can be complex, but independent of position x. All the
analysis discussed for the AF (SDW) case applies with
the following change of notations: LAF → LTS , A→ B,
Q→ K, αAF → αTS , βAF → βTS , etc. Which in the TS
case leads to:
FTS = LTS
[
D2(K)|B|
2 +D4(K)|B|
4
]
, (9)
where D2(K) = (αTS+βTSK
2)/2 and D4(K) = (3γTS+
θTSK
2 + 3δTSK
4)/8. And the coupling Free energy is
FC = NintΛ(Q,K, ℓp)A
2|B|2, (10)
where Nint = 2N is the total number of interfaces, fint =
Λ(Q,K, ℓp)A
2|B|2 is the Free energy of one interface with
Λ(Q,K, ℓp) = λ
′
bc
∫
ℓp
dx| sin(Qx) sin[K(x0 + x)]|
2, where
x0 = ℓTS − ℓp.
Variational Solution: Variations of Ftot with respect
to φAF = A, φTS = |B|, and qAF = Q or qTS = K lead
to the non-trivial solutions
φ2i =
4βiθi − 24αiδi
36γiδi − θ2i
, (11)
q2i =
αiθi − 6βiγi
βiθi − 6αiδi
. (12)
The width of each stripe then is given by
ℓi = 2π
√
βiθi − 6αiδi
αiθi − 6βiγi
, (13)
where i = AF, TS. In the case of λ′bc < 0, the transition
line P1(T ) corresponds to the disappearance of the pure
AF (SDW) phase, and the transition line P2(T ) corre-
sponds to the appearance of the pure TS phase. This im-
plies that at P1(T ) the TS stripe width is ℓTS = 0, while
at P2(T ) the AF stripe width is ℓAF = 0. Furthermore,
for P1(T ) < P < P2(T ), ℓTS (ℓAF ) increases (decreases)
with increasing pressure. In order to meet these and the
saddle point requirements, the parameters appearing in
Ftot must behave as follows. We define the reduced pres-
sure changes ∆Pm = [P − Pm(T )]/Pc, where m = 1, 2
and the density of states N(EF ) at the Fermi energy EF
to analyse the AF and TS parameters. For P < P2(T ),
the AF parameters have the form γAF = γ1N(ǫF )T
2
c >
0; δAF = δ1N(ǫF )T
2
c > 0; ηAF = η1N(ǫF )T
2
c >
0; αAF = α1N(ǫF )T
2
c |∆P2|
εαAF , with α1 < 0;
βAF = β1N(ǫF )T
2
c |∆P2|
εβAF , with β1 < 0; θAF =
θ1N(ǫF )T
2
c |∆P2|
εθAF , with θ1 < 0; and 36γAF δAF −
θ2AF > 0. For P > P1(T ), the TS parameters have the
form γTS = γ2N(ǫF )T
2
c > 0; δTS = δ2N(ǫF )T
2
c > 0;
ηTS = η2N(ǫF )T
2
c > 0; αTS = α2N(ǫF )T
2
c |∆P1|
εαTS ,
with α2 < 0; βTS = β2N(ǫF )T
2
c |∆P1|
εβTS , with
β2 < 0; θTS = θ2N(ǫF )T
2
c |∆P1|
εθTS , with θ2 < 0;
and 36γTSδTS − θ
2
TS > 0. Consider now, the in-
terface terms in the region P1(T ) < P < P2(T ),
which has the form λ′bc = λ0N(ǫF )T
2
c sgn[(P − P1)(P −
P2)]|∆P1|
ελAF |∆P2|
ελTS , with λ0 > 0. This form is re-
quired to make the interface energy negative between
P1(T ) and P2(T ).
Phase Boundaries: Next, we focus only on the
analysis of ℓAF and Ftot in the vicinity of P2(T ). We
note in passing that the analysis of ℓTS and Ftot in
the vicinity of P1(T ) is entirely analogous. Under
these considerations, as P → P2(T ) the size of the AF
stripes is given by ℓAF ≈ W1|∆P2|
(εαAF −εβAF )/2, where
W1 = 2π(α1δ1/β1γ1)
1/2, when εβAF + εθAF > εαAF , and
εαAF + εθAF > εβAF . The requirement that ℓAF → 0 as
P → P2(T ) forces εαAF > εβAF . Since the number of AF
and TS stripes are the same NAF = NTS = N , where
N = L/(ℓAF (P ) + ℓTS(P ) − ℓp(P )), the number of in-
terfaces is Nint = 2N . Therefore, the four contributions
to Ftot in the coexistence region are FAF = LAFfAF ,
FTS = LTSfTS , FC = 2Nfint, FI,TS = 2NfI,TS with
LAF (p) = NℓAF (P ), LTS = NℓTS(P ). As P → P2,
the AF stripe length ℓAF (P ) → 0, while the TS stripe
length ℓTS(P ) → ℓTS(P2(T )). Let us analyse the
behavior of Ftot near P2(T ) term by term. The AF part
FAF is the product of LAF (P ) ≈ LℓAF (P )/ℓTS(P2),
where ℓAF (P ) = Const.|∆P2|
(εαAF −εβAF )/2, and
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FIG. 3: a) Normalized amplitudes of the order parameters
(A˜ = A/|A(P1)|, B˜ = B/|B(P2)|) and stripe lengths ℓAF
and ℓTS normalized by ℓAF (P1) and ℓTS(P2), for exponents
εαi = 5.0, εβi = 1.0, εθi = 5.0, where i = AF, TS and
dimensionless parameters: α˜1 = β˜1 = 1.0, γ˜1 = 0.07, δ˜1 =
0.007, θ˜1 = −0.003; and α˜2 = β˜2 = 1.0, γ˜2 = 0.06, δ˜2 =
0.007, θ˜2 = −0.002. b) Free energies for the coexistence and
the pure AF and TS phases for the same parameters of a)
and ℓp = 0.05(ℓAF + ℓTS), ελi = 1.0, λ˜0 = −0.003, and
η˜1 = η˜2 = 2.9 × 10
−6. Solid dots → Ftot; stars → LfTS ;
triangles → LfAF ; squares → FC . P
′
1 indicates change from
3D to 2D AF, and P ′2 denotes change from 2D to 3D TS.
fAF = −Const.|∆P2|
2εβAF , which leads to
FAF = −Const.|∆P2|
(εαAF +3εβAF )/2. The TS part
FTS is the product of LTS(P ) ≈ L[1− ℓAF (P )/ℓTS(P2)]
and fTS(P ) ≈ fTS(P2) < 0, thus FTS ≈
FTS(P2) + LConst.|∆P2|
(εαAF−εβAF )/2, where
FTS(P2) = LfTS(P2) is the Free energy of the
pure triplet phase. Thus, for P < P2, FTS is increased
with respect to the pure phase FTS(P2). Furthermore,
FC = −Const.|P2 − P |
ελAF +εβAF is negative, and
FI,TS is positive but proportional to a higher power
of ∆P2. FAF can be neglected in the vicinity of P2
because it depends on a higher power of |∆P2| than
that of FTS or FC , when εαAF > εβAF . For Ftot to
be lower than that of the pure TS phase FTS(P ) it is
necessary that the negative interface Free energy FC
dominates. This imposes the following requirement
εαAF ≥ 3εβAF + 2ελAF . If ελAF + εβAF > 1 the phase
transition at P2 is continuous. If ελAF + εβAF ≤ 1
the phase transition at P2 is discontinuous. Similar
analysis close to P1 leads to a continuous transition
when ελTS + εβTS > 1 and to a discontinuous transition
when ελTS + εβTS ≤ 1. Thus, the point (Pc, Tc) can
be bicritical, tricritical or tetracritical. In Fig. 3, we
show the behavior of the various contributions to Ftot
for the case where the transitions are continuous at
P1 and P2, and (Pc, Tc) is tetracritical. Dimensionless
“volume” parameters are defined as α˜i = β˜i = ρ
1/2
i ,
γ˜i = γiσ
−1/2
i , δ˜i = δiσ
3/2
i , θ˜i = θiσ
1/2
i , “surface”
ones are defined as λ˜0 = λ0σ
−1/4
1 σ
−1/4
2 (ℓp(P1)σ
1/2
1 )
5,
η˜i = ηiσ
−1/2
i (ℓp(P1)σ
1/2
1 )
3, where ρi = αiβi, σi = αi/βi,
and i = 1, 2.
Final Comments: A more realistic description of the
system should include variations of SDW and TS order
parameters along the y and z (transverse) directions, and
be highly anisotropic but truly three dimensional. This
is important for a renormalization group (RG) analysis
and the determination of critical exponents in the case
of continuous transitions.
Summary: We have proposed the possibility of coexis-
tence of antiferromagnetism and triplet superconductiv-
ity in the phase diagram of (TMTSF)2PF6. This inter-
mediate phase is proposed to be inhomogeneous and to
consist of alternating insulating AF and TS stripes [15]
Two additional transition lines appear in a narrow range
of pressures around Pc separating the coexistence region
from the pure AF and pure TS phases. We estimate the
maximum pressure range to be ∆P/Pc ≈ 10% at T = 0.
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