1. Introduction {#s1}
===============

The decision-making process in health care is supported by suitable classification techniques in machine learning. Early diagnosis of the disease contributes to higher chances of recovery and cure. The accuracy of the classifier is the most important parameter in medical applications. Hence attribute selection and classification play a significant role in healthcare applications \[[@C1]\]. The attribute selection methods gain importance because of the higher dimensionality of microarray datasets and small sample size that contribute to degradation in the performance of the classifier. The process of attribute selection involves the elimination of redundant genes and preservation of informative genes, thereby reducing the dimensionality and computation cost and increasing the classification accuracy (CA). The dependency between attributes could be used for feature selection in rough sets. The quick reduct algorithm begins with an empty set and adds attributes, one at a time by computing the dependency of each attribute and chooses the best candidates to generate a reduct set that is least exhaustive with the highest dependency value \[[@C2]\].

Fuzzy-based independent component sub-space using fuzzy backward feature elimination is proposed to improve the performance of support vector machine (SVM) and Naive Bayes classifiers. An accuracy of 85% is reported on leukemia and 81% on lung cancer dataset \[[@C3]\]. The particle swarm optimisation (PSO) adaptive K-nearest neighbour-based gene selection method is proposed and SVM is used to reconfirm the usefulness of the identified genes \[[@C4]\]. The method to perform subset evaluation using neighbourhood approximation and attribute grouping is proposed and this approach selects three genes in the final minimal reduct and an accuracy of 84% is reported \[[@C5]\]. A two-phase hybrid model based on improved binary PSO is proposed for the diagnosis of cancer and the CA reported is in the range of 92 --100%. This model also selects the least number of genes (\<1.5%) from the raw dataset \[[@C6]\]. The fuzzy rough set method to maximise both relevance and significance of the selected features is proposed that makes use of dependency, relevance, redundancy and significance as criteria for subset selection \[[@C7]\]. Markov blanket is used with an incremental wrapper to generate high-quality feature subset \[[@C8]\]. A formally correct and unified mathematical framework is proposed in \[[@C9]\]. A filter-wrapper approach is proposed to select the best set of features and the fuzzy rough set model using representative instances is proposed in \[[@C10]\]. Feature selection based on large-scale multi-objective binary optimisation is proposed and the method is implemented on cancer microarray gene expression datasets \[[@C11]\]. A hybrid approach to feature selection using correlation coefficient for dimensionality reduction and fuzzy rough quick reduct (FRQR) algorithm for generating the minimal reduct set is proposed in \[[@C12]\]. A correlation-based filter with a PSO-based wrapper is used for dimensionality reduction and FRQR algorithm is used to generate the final reduct set using cancer microarray gene expression datasets \[[@C13]\]. An entropy based filter is used for dimensionality reduction and customised similarity measure using FRQR is used to generate the minimal reduct set \[[@C14]\].

The above-discussed methods used the concept of the fuzzy rough set to generate the minimal reduct set. The two key problems of conventional FRQR approaches are -- (i) the complexity in computing the Cartesian product of the fuzzy equivalence classes and (ii) in certain cases, the fuzzy lower approximation gets bigger than the fuzzy upper approximation. To solve the above issues, our proposed approach of correlation-based feature selection (CFS) is used as a dimensionality reduction technique and customised triangular norm-based minimal reduct set generation produces the minimal number of informative genes and produces comparably better CA.

This Letter is organised as follows: Section 2 presents the contributions of the research work, Section 3 discusses the proposed method for attribute subset selection; Section 4 discusses the simulation results and discussions and Section 5 discusses the conclusions.

2. Contributions {#s2}
================

This Letter aims to reduce the feature sets and achieve better CA. The contribution of the proposed work is to customise the fuzzy triangular norm (t-norm) operator so that it produces a lesser number of feature genes in the final minimal reduct set and also provides better performance in terms of the different statistical parameters analysed when compared to the conventional FRQR approach.

3. Proposed method for attribute subset selection {#s3}
=================================================

The framework for the proposed approach can be described using the block diagram as shown in Fig. [1](#F1){ref-type="fig"}. Fig. 1Framework of the proposed approach

The raw dataset is reduced for its dimensionality by using Pearson\'s correlation coefficient. The dimensionality reduced gene expression dataset is subjected to attribute subset selection using the customised function for Lukasiewicz fuzzy *t*-norm operator and Lukasiewicz implicator on the FRQR algorithm. The final minimal reduct generated is used to perform different statistical analysis to prove that this new customised operator performs better than those available in the literature.

3.1. Data preprocessing {#s3a}
-----------------------

Min--max normalisation is performed for our raw datasets. Classes are not approximately represented in imbalanced datasets \[[@C15]\]. Hence, the synthetic minority over-sampling technique (SMOTE) is used to create synthetic minority class samples for our normalised datasets. CFS uses Pearson\'s correlation coefficient to perform dimensionality reduction on the normalised and balanced datasets.

3.2. Proposed customised fuzzy *t*-norm operator for FRQR {#s3b}
---------------------------------------------------------

Elimination of redundant features and preserving the quality of the original feature genes are the two main goals of feature selection. Representation of the information system in a concise manner is very much essential for real world applications. Hence the concept of a reduct is introduced that could determine the minimal representation of the original dataset.

### 3.2.1. Working of FRQR algorithm {#s3b1}

The algorithm for FRQR is described as follows: at the beginning of execution of this algorithm, the current best set of attributes represented as a potential reduct is initialised to an empty set. The first step is to compute the fuzzy indiscernibility. The second step in the algorithm is the computation of the tolerance of the attributes using the similarity measure. The fuzzy tolerance relation is used along with the fuzzy *t*-norm to compute the final reduct. The third step is to compute the fuzzy lower approximation, i.e. generalised by means of an implicator and a fuzzy *t*-norm. The fourth step is to compute the positive region. The minimal reduct set is computed using the degree of dependency, i.e. the last step in the quick reduct algorithm \[[@C16]\]. This Letter proposes the computation of the indiscernibility relation by using a customised function for Lukasiewicz fuzzy *t*-norm operator to compute the fuzzy lower approximation.

### 3.2.2. Computation of reduct set using fuzzy implicator and customised *t*-norm operator {#s3b2}

Fuzzy tolerance, equivalence, and T_equivalence are the various methods used in the computation of the fuzzy indiscernibility. Computation of the minimal reduct set using customised similarity measure is proposed in \[[@C14]\]. This section describes the computation of the minimal attribute subset using the customised function for Lukasiewicz fuzzy *t*-norm. A fuzzy relation $\documentclass[12pt]{minimal}
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### 3.2.3. Computation of positive region and degree of dependency {#s3b3}
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}{}$\lambda _p(Q )$\end{document}$ in ([25](#M25){ref-type="disp-formula"}) represents the quality of approximation \[[@C14]\]. The computed dependency value *k* lies in the range \[0 1\] where '1' represents total dependency, '0' represents no dependency and any value between '0' and '1' indicates partial dependency. The most significant features are obtained by computing the change in the dependency value when features are removed from the set of candidate gene subsets \[[@C14]\]. High variations in the values indicate that it is a significant feature and needs to be retained and added to the final reduct set. The significance value of zero indicates that the feature can be removed from the reduct set. The output of the proposed method is the reduced gene attributes in the final minimal reduct. The CA, one of the adequate measures in microarray gene expression data gets affected because of the problem of 'curse of dimensionality' wherein there are only a few testing and training samples. The solution to this problem is to use the leave-one-out cross validation (LOOCV) strategy for cross validation to compute the CA using a decision stump classifier.

4. Results and discussion {#s4}
=========================

The dataset used for our study is considered as the benchmarked dataset for microarray data used in a number of standard research papers \[[@C1], [@C4], [@C6], [@C11]--[@C14], [@C21], [@C22]\] and is downloaded from the Kentridge biomedical repository \[[@C23]\]. The binary un-paired dataset samples used for training and testing the classifier are disjoint and non-overlapping. They include leukemia, central nervous system (CNS), lung cancer, and ovarian cancer samples. The binary datasets used for our study consist of unbalanced raw data. Leukemia data consists of 72 samples, CNS data consists of 60 samples, lung cancer or lung carcinoma data consists of 181 patient samples and ovarian cancer data consists of 253 samples. The proposed algorithms are implemented on an Intel Core i7 CPU that has a 3.2 GHz processor and 8 GB RAM running on a 64 bit Windows operating system.

The normalised and SMOTE balanced datasets are reduced for their dimensionality using a correlation-based filter by removing the redundant genes and preserving the informative ones. The dimensionality reduced datasets are subjected to attribute subset selection using the customised function for Lukasiewicz fuzzy *t*-norm operator on FRQR. The performance of the proposed approach is compared with the conventional FRQR using the decision stump classifier and LOOCV cross validation strategy to generalise the results as the sample size is smaller in cancer gene expression datasets. The performance analysis is done on different datasets using conventional FRQR and proposed customised fuzzy *t*-norm FRQR and the results are tabulated in Table [1](#TB1){ref-type="table"}. Table 1Performance analysis on different datasets -- conventional FRQR versus proposed customised FRQRDatasetNumber of genes in the raw datasetNumber of genes obtained using CFSMethodNo. of feature genes selectedCA, %FDRPrecisionRecall*F*-measureTPFNFPTNleukemia7129112conventional FRQR887.630.1200.8800.8800.880446641proposed method294.850.0630.9380.9570.947452347CNS7129100conventional FRQR1069.140.3330.6670.8100.7313481722proposed method376.540.2750.7250.8810.7963751425lung cancer12,533252conventional FRQR896.700.0260.9740.9800.9771473458proposed method298.110.0200.9810.9930.9871491359ovarian cancer15,15444conventional FRQR896.220.0590.9410.9810.961159310172proposed method399.130.0001.0000.9810.99115930182[^1]

The false discovery rate (FDR) is the probability of getting a positive test result when the result is actually negative. The formula to compute FDR is given as $$\documentclass[12pt]{minimal}
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}{}$${\rm FDR} = {\rm FP}/{\rm \lpar TP} + {\rm FP\rpar } .\eqno\lpar 26\rpar $$\end{document}$$The values of precision, recall, and F-measure are found to be better, the CA of the proposed method is found to be higher, FDR (complement of precision) and the number of feature genes in the final reduct set is lesser for all the datasets under study compared to the conventional FRQR method. The scatter plots drawn for the conventional FRQR and customised FRQR show how a feature gene is being influenced by another feature gene and is depicted in Figs. [2](#F2){ref-type="fig"} and [3](#F3){ref-type="fig"}, respectively. Fig. 2Scatter plot for conventional FRQR for leukemia dataset Fig. 3Scatter plot for proposed customised FRQR for leukemia dataset

The execution time is computed for all the four datasets under study. The execution time for leukemia, CNS, lung, and ovarian cancer datasets are 100, 90, 224.9 and 39.6 s respectively. To validate the results, additional measures such as Kappa (*k*~a~), mean absolute error (MAE), and root mean squared error (RMSE) are performed for the conventional FRQR and the proposed customised fuzzy *t*-norm FRQR methods. The Kappa metric is used to make a comparison of observed accuracy against expected accuracy. Higher the value, better the result and hence better the performance of the proposed method. MAE measures the average of absolute differences between the actual and predicted observations where all individual differences have equal weightage. RMSE measures the average magnitude of the error by taking the squared difference between predicted and actual observations. Lower their values, better the result. The values of kappa, MAE, and RMSE are tabulated in Table [2](#TB2){ref-type="table"}. Table 2*k~a~*, MAE, RMSE metrics for conventional FRQR versus proposed customised FRQRDatasetConventional FRQRProposed method*k*~a~MAERMSE*k*~a~MAERMSEleukemia0.7520.1470.3400.9000.0890.225CNS0.3770.3650.4750.5260.3470.420lung cancer0.9190.0690.1610.9540.0370.138ovarian cancer0.9240.0640.1910.9830.0360.097

CA is one of the parameters in the field of clinical medicine to evaluate the proposed method. The efficiency of the proposed method is also evaluated using other statistical parameters namely, Matthew\'s correlation coefficient (MCC), McNemar\'s test and chi-squared test. MCC is a measure used in machine learning approaches in order to determine the quality of binary classification. It is generally considered as a balanced measure, regardless of the number of instances in each class \[[@C24]\]. The formula to compute MCC is given as $$\documentclass[12pt]{minimal}
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}{}$${\rm MCC} = \displaystyle{{({({{\rm TP}\ast {\rm TN}} )- ({{\rm FP}\ast {\rm FN}} )} )} \over {\sqrt {({{\rm TP} + {\rm FP}} ){\rm \ast }({{\rm TP} + {\rm FN}} ){\rm \ast }({{\rm TN} + {\rm FP}} ){\rm \ast }({{\rm TN} + {\rm FN}} )} }} .\eqno\lpar 27\rpar $$\end{document}$$McNemar and chi-squared tests are used to find the statistical significance for paired and un-paired nominal data ,respectively. The values of these metrics are represented in Table [3](#TB3){ref-type="table"} Table 3MCC, McNemar, chi-squared metrics for conventional FRQR versus proposed customised FRQRDatasetConventional FRQRProposed methodMCCMcNemar chi-squared value (*p*-value)Chi-squared test value (*p*-value)MCCMcNemar chi-squared value (*p*-value)Chi-squared test value (*p*-value)leukemia0.7520.08 (0.386)51.93 (\<0.0001)0.8970.00 (0.500)74.51 (\<0.0001)CNS0.3873.80 (0.109)10.56 (0.0006)0.5402.89 (0.213)21.44 (\<0.0001)lung cancer0.9200.04 (0.500)174.96 (\<0.0001)0.9540.02 (0.614)188.41 (\<0.0001)ovarian cancer0.9252.14 (0.096)290.71 (\<0.0001)0.9831.33 (0.248)328.22 (\<0.0001)

MCC returns a value in the range −1 to +1. A coefficient value of +1 indicates better prediction, 0 indicates random prediction and −1 indicates total disagreement between the observed and the predicted values. The value of the MCC is higher for the proposed approach for all our datasets under study and hence indicates better prediction over conventional FRQR. McNemar test is performed on disconcordant (lack of agreement in decision class) pairs with 1-degree of freedom. It can be observed that the McNemar test produces McNemar chi-squared values \<3.84 (critical value threshold) for all the datasets on pairs of classifiers used for McNemar test and 1-tailed chi-squared test attains statistical significance since it produces '*p*' value less than 0.005. After a suitable analysis of the above parameters, it can be concluded that the proposed approach using customised fuzzy *t*-norm operator performs better than the available methods in the literature. The false positive rate (FPR), true positive rate (TPR) are computed and tabulated in Table [4](#TB4){ref-type="table"}. Table 4TPR, FPR for conventional FRQR versus proposed customised FRQRDatasetConventional FRQRProposed methodTPRFPRTPRFPRleukemia0.8800.1280.9570.060CNS0.6910.3180.8810.243lung cancer0.9870.0810.9930.048ovarian cancer0.9810.0550.9810.001

The TPR for all the datasets under study is higher and FPR is lower for our proposed method compared to conventional FRQR. The receiver operating characteristic area for leukemia, CNS, lung cancer, and ovarian cancer datasets used for our study is 0.910, 0.743, 0.953 and 0.997, respectively, for the proposed customised fuzzy *t*-norm FRQR method. The proposed method is compared with state-of-the-art attribute selection methods with respect to two aspects, namely, CA, and the number of genes in the reduced subset. The CA and number of genes are presented as the average value obtained across the different datasets under study. They are represented in Table [5](#TB5){ref-type="table"}. Table 5Comparison with state-of-the-art attribute selection methodsAttribute selection methodCA, %Number of genes in the reduced subsetindependent component subspace \[[@C3]\]83.0010neighbourhood approximation \[[@C4]\]84.643scalable feature selection \[[@C5]\]84.644CFS-improved binary particle swarm optimisation \[[@C6]\]84.537max dependency, relevance \[[@C7]\]82.832CFS-PSO-FRQR \[[@C13]\]90.1910BDE-SVM~rankf~ (binary differential evolution -- support vector machine (SVM~rankf~)) \[[@C21]\]91.804proposed customised FRQR92.163

In the case of all our datasets under study, the proposed customised fuzzy *t*-norm FRQR method finds a lesser number of informative feature genes and comparatively higher CA compared to many of the available feature selection methods in the literature.

5. Conclusion {#s5}
=============

This Letter proposes an efficient method for predicting cancer using fuzzy rough machine learning approaches. The proposed method customises the Lukasiewicz fuzzy *t*-norm operator of FRQR for attribute subset selection. This new technique has reduced the dimensionality of the datasets by using a Pearson\'s correlation coefficient and the redundant genes are removed by using the customised function for Lukasiewicz fuzzy *t*-norm operator on the FRQR algorithm. The classification algorithm produces CA of 94.85, 76.54, 98.11 and 99.13% on leukemia, CNS, lung, and ovarian datasets by selecting 2, 3, 2 and 3, feature genes, respectively, for the proposed method. It is evident that the proposed method produces much better accuracy than the other methods available in the literature. The proposed customised fuzzy *t*-norm operator works well for binary cancer microarray gene expression datasets. Future research is on the way to apply the proposed customised FRQR method that uses the customised fuzzy *t*-norm operator to multi-class cancer microarray gene expression datasets.
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[^1]: TP, true positive; FN, false negative; FP, false positive; TN, true negative.
