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1. INTRODUCTION 
Let the coefficients a, ,..., as of the differential polynomial 
P(w, 20’) = a,wf2 + apw2w’ + +ww’ + a,w’ 
+ a5w4 + a6w3 + a,w2 + agw + a, (1) 
be elements of an ordinary differential field E in which 1 + 1 # 0 and a, f 0. 
A completion of the square in w’ yields 
4a,P(w, w’) = (S(w, w’))~ +F(w), (2) 
where S(w, w’) = 2a,w’ + a2w2 + asw + a, and F(w) is a polynomial in w 
of degree <4 over E. Formula (2) shows that P(w, w’) is reducible over E 
if and only if --F(w) is a perfect square over E. We are primarily interested 
in the case where --F(w) is not a perfect square over an algebraic closure of E; 
then, P(w, w’) is not reducible over any field extension of E. We shall use 
information about S(w, w’) or F(w) as a guide to transform the differential 
equation P(w, w’) = 0 into a simpler one. 
For elements 01, /3, y, S in E which satisfy a6 - ,By f 0, set 
Q(Y, Y’) = (YY + sy p ( ;; 1 i , ( ;; I{ )‘). 
Then, there exist elements b, ,..., b, in E such that 
Q(Y, Y’> = by’” + b2Y2Y’ + 63YY’ + by’ 
+ by” + hY3 + by2 + b’ + &I 
and bI = (~23 - fiy)2a, # 0. Also, we have 
4b,Q(y, Y’> = (S(Y, ~‘1)” + P(Y), 
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where S(y, y’) = 2bry + b,ys + bsy + b4 and P(y) is a polynomial in y of 
degree 54 over E. Since &y, y’) is the formal partial derivative with respect 
to y’ of ,Q(y, y’), (3) and (1) yield 
From (5), (3), (2), and (6), me obtain 
(7) 
We shah use information about solutions of S(ZO, zu’j = 0 or roots of F(w) 
to specify a, 8, y, S in order to put ,??(y, y’) or P(y) into simple form. 
2. THE COEFFICIENTS OF Q(y, y’) 
For a given substitution 
we set n/r = 018 - py and we use (6) to obtain 
where 
and 
c4 = 2a,(dy - a$) f a22 + a,oly + a4y2, 
co = 2a,(p’S - /3X) + a# + a,/36 $ u,P, 
?O) 
(11) 
c2 = 2a,(a’S - aS’ + P’y - /$‘) -J- 2a+$ t a3(mS f by) f 2a,$. (12) 
For later applications, we note that 
c4 = Y2S (;, (F)‘), when y f 0, 
Co = S’S (i, (8’,, when S + 0, 
and 
(14) 
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From (2) and (5), we find 
where 
F(w) z i A,zv~-~ 
k=O 
and P(y) f .i B,y”-” 
k=O 
A, = 4a,a, - az2, B, = 4b,b, - 622, 
A, = 4a,a, - 2a,a, , B, = 4b,b, - 26&l, ) 
A, = 4a,a, - 2a2a4 - as2, B, = 4b,b, - 2b2b4 - b32, 
A, = 4a,a, - 2a,a, - , B, = 4b,b, 2b,b4 , 
A, = 4qa, - a42, B, = 4b,b, - ba2. 
Formulas for b, ,..., 6, result when (7) is used to express each of B. ,..., B4 
in terms of -4, ,..., A,. 
3. A SUBSTITUTION SPECIFIED BY SOLUTIONS OF S(w,w') = 0 
Suppose Y r , r2 , ~a are distinct solutions in E of S(w, w’) = 0. The standard 
substitution w = rr + (l@) transforms u2S(w, w’) = 0 into a linear equation 
L,(u, u’) = 0 which has ur = 1/(r2 - rr) and us = l/(ra - rl) as solutions. 
Next, the substitution u = ur + v transformsLr(z1, u’) = 0 into a homogeneous 
linear equation L,(v, v’) = 0 which has v. = u2 - u, as a nonzero solution. 
Finally, the substitution v = voy transforms ~!,,(a, o’) = 0 into an equation 
equivalent to y’ = 0. The composite substitution for zv in terms of y is given 
by (8) with 
01 = Q2 - f3), B = r2@3 - Yl), Y = y2 - y3 3 6 = Y3 - r, ) (16) 
and aS - Py = (Ye - r2)(rZ - r3)(r3 - rl) f 0. 
THEOREM 1. Suppose r1 , r2 , y3 are distinct solutions in E of S(w, w’) = 0 
and dejke 01, /3, y, 6 by (16). Then, the coe&cients b, , b, , and b4 of Q(y, y’) in 
(4) epua2 zero. MoTeover, b, = 0 when F(-y1) = 0, 6, = 0 when F(r,) = 0, 
and 6, + b, + b, = 0 when F(rk) = 0, fm h = 1,2, 3. 
Proof. We have cx/y = y1 , /3/S = 1’s , and (a + /3)/(y + S) = r3 . Formulas 
(13), (14), (15), and (9) give c4 = co = c2 = 0 and b, = b3 = b4 = 0. We use 
(7) to obtain 
Bo = (~8 - PY)’ Y~FWY) and B, = (016 - /3y)” S4F(/3/S). 
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If F(r,) = 0, then B, = 0 and b, = 0. If F(ra.2) = 0, then B4 = 0 and 6, = 0. 
Finally, if r1 , rs , a Y are roots of F(zu), then (7) yields 
2 B, = i B, = p(l) = (016 - p# (v + S)*F(ra) = 0 
?:=l 5=0 
and 6, + b, + b, = 0. This completes the proof. 
Singular solutions are defined in [4, p. 1551. By means of (2), we find that 
an element of E is a singular solution of P(g), w’) = 0 if and only if it is a solution 
of both S(w, 20’) = 0 and F(w) = 0. When w. and y. in E satisfy yyo + S # 0 
and w. = (mya + p)/(ryo + S), formulas (3), (6), and (7) show that: 
P(wo 7 wo’) = 0 if and only if Q(y, , yo’) = 0; S(ZL’~ , 2~‘~‘) = 0 if and only if 
RYO , Yo? = 0; and, F(w,) = 0 if and only if P(yo) = 0. 
PROPOSITION 1. Suppose rr , r2 , rQ , Y, are distinct singular solutions in E 
of P(w, w’) = 0 alzd define pi, ,!?, y, S by (16). Then, the floss ratio 
h = (% - T3k2 - r4m1 - r&2 - r3) 117) 
is a constant ~0, 1 and Q(y> y’) in (3) and (4) has the form 
Q(y, y’) = b,y’2 f b,y(y - l)(y - A) (1% 
where 
6,/b, = d,(r, - r&r2 - r,)/4a,“. (19) 
Proof. Theorem 1 yields b, = b, = b, = b, = b, = 0 and 
p(y)/4b, = b,y3 + b,y2 + b,y. 
For F(w) = A,(w - rr)(w - r.J(zu - ra)(w - rh), (7) and (17) give 
F(y)/4b, = -4,M4(rl - rJ(rg - r3)y(y - l)(y - X)/4b, , 
where Al = (rr - ra)(ra - r3)(r3 - PJ. We equate the two expressions for 
p(y)/4b, and use bl = APa, to obtain (18) and (19). 
We have /3/S = ra , (a + j?)/(r + 6) = p3 , and (,A + /3)/($ + S) = r, . 
Since r2, r,, and r, are distinct singular solutions of P(w, w’) = 0, the 
corresponding elements 0, 1, and h under (8) are distinct singular solutions of 
Q(y, y’) = 0. We find that s(y, y’) = 2b,y’, A’ = 0, and h is a constant #O, 1. 
This completes the proof. 
4. SOLUTIONS WHICH INVOLVE ELLIPTIC FUNCTIONS 
Let E, be the ordinary differential field of meromorphic functions defined 
on a given region Sz of the complex plane and let &, be an algebraic closure 
of E. . From [l, pp. 139-1401, there is a unique derivation for ir, to make E0 
a differential field extension of E. . Also, each constant of E. belongs to E0 . 
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If g, and g, are constants in E, which satisfy gs3 # 27gs2, then there exists 
a Weierstrass elliptic function p such that 62’2 = 4p3 -g2p - gs (for 
example, see [6, pp. 484-4851). In particular, p is nonconstant. Also, whenf 
in E. is analytic on 52, the composite function p 0 f belongs to E, . 
Let X in E,, be a constant f0, 1 and set 
g, = (4/3)(h2 - x + 1) and g, = (4/27)(2h3 - 3x” - 3h + 2). (20) 
Then, we can verify that ga3 - 27g32 = 16X”(h - 1)s # 0. 
PROPOSITION 2. Suppose the coejicients of P(w, w’) belong to i$, and satisfy 
A, + 0; suppose r1 , r2 , r3 , rg are distinct singular solutions in E,, of P(w, w’) = 0; 
and, suppose f is an analytic function on D such that 
f ‘g = -A,(r, - rh)(r2 - r3)/16a12. (21) 
De@ A g2 , and g3 by (17) and (20); and, let g be a Weierstrass function such 
that pf2 = 4~3 - g,p - g, . Then, a solution wg of P(w, w’) = 0 a’s given by 
w" - 
r1(r2 - r3)((8 o (f + c)> + +@ + l>> + ‘2(‘3 - '1) 
(r2 - 1.3)((~ 0 (f + C)) + *(A + 1)) + (r3 - rl) ’ 
where C is any constant in E, for which the denominator is nonzero. 
Proof. Set V. = p 0 (f + C) and y. = v. + @ + 1). Then, we have 
no + S # 0 and w. = (my0 + p)/(v,, + S), where 01, /3, y, 6 are defined in (16). 
By Proposition 1, it is sufficient to show that Q(y, , y,,‘) = 0, when (18) and 
(19) specify Q(y, y’). From (19) and (21), we deduce f ‘2 = -b,/4bb, . We 
use the chain rule for differentiation to obtain 
,‘2 
30 = 7q = (4v,3 - g,ao - gJ f ‘2 = (-bG/bJ ~o(yo - l>(yo - 9 
This yields Q(yO , ye’) = 0 and completes the proof. 
Alternatively, the method in [6, p. 4851 is well suited to express w. directly 
in terms of rl , r2 , r3 , X, and f by means of theta functions. 
EXAMPLE 1. For x in E, such that z’ = 1, set 
P(w, w’) = ((1 - zZ)w’ + z02 - 1)’ + /JL(ws - l)(w - X)(W - (l/z)), 
where p = 4n2x”n-1(z2 - 1 ) and n is a positive integer. Since S(w, w’) is the 
formal partial derivative with respect to w’ of P(w, w’), (2) gives 
F(w) SE 4(1 - zs)a&u - l)(w + l)(w - .z)(W - (l/z)). 
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For rr = 1, yp = -1, r, = x, and Y, = l/z, we take j = x”. With X = -1: 
g, = 4, gs = 0, and @2 = 4g3 - 4p, the element 
wg = (69 o(-@ + Cl) + ((z - 1)/(x + 1)) 
(53 O (z” + c>> - ((2 - l)i@ + 1)) 
is a solution of P(w, w’) = 0 for any constant C in E0 . 
5. A PARTICULAR FACTORIZATION FOR F(w) 
We return to the context of Sections 1 and 2. Here, we suppose that elements 
01, /3, y, 6, E, [ exist in E such that aS - ,8y # 0, EW - 5 + 0, and 
F(w) = (yw - a)(Sw - /3)(m - y. 
Then, under the substitution (8), formula (7) yields 
P(y) = --(as - PY)2(c3y + cl>2y’y, 
where 
(23 
c3 = (as - PY>(aE - YS) and Cl = (as - Pr)(@ - %I>. (23) 
The substitution y = t2 transforms -p(y) into the polynomial -p(t”) which 
is a perfect square over E. Thus, from Sections 1 and 2, we obtain 
where 
4b,Q(t”, (t’)‘) = ((Y8 - py>’ R(t, t’) R(-t, -t’), 
R(t: t’) = 4(aS - Py) a,tt’ + C# + c3t3 + c2t2 + C$ + co 
and c, ,..., c, are defined by (lo), (1 l), (12), and (23). 
THEOREM 2. Suppose F(w) has the factorization described for (22). Let W 
be the set of solutions of P(w, zu’) = 0 in E; let T be the set of those solutiom- 01’ 
R(t, t’) = 0 in E which al-e not roots of yt2 + 6; and, let pz be the mapping of 1 
in to E such that 
dt,j = @tOi? + P>/Wo2 + 3, for each to in T. (24) 
Then, the range of v is contained in lV, and any element of W which is not irz 
the Tange of g, is a root of F(w). Moreover, if tl and t, in T satisfy t, f t2 and 
cp(tl) = F(tJ, then t, = -t, , ~3 + 0, E + 0, t12 = -cJc~, afzd sj(tlj = c/e” 
Proof. This follows from [2], because the method presented there specializes 
to yield the same differential polynomial R(t, t’). 
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PROPOSITION 3. Suppose y1 , r, , r3 are distinct singular solutions in E of 
P(w, w’) = 0 such that 
F(w) z A,(w - T&V - r,)(w - T3)2 and A, i 0; 
suppose h in E satis$es 4a12h2 = A,(r, - r3)(r3 - r,); and suppose 7 is a nonzero 
solution in E of y’ - hy = 0. Then, except for y1 and rs , the solutions of 
P(w, w’) = 0 in E are given by 
w 0 = y&2 - r3)(G + 1)” + T2@3 - ~l>(CT - 1Y (YP - r3)(Crl + 1j2 + (y3 - MC, - 1)” ’ (25) 
where C is any constant in E foF which the denominator is nomero. 
Proof. Define 01, /3, y, 6 by (16). Set E = (-2a,?z)/y6 and 5 = ran. Then, 
y8r2 = A,, F(w) has the factorization (22), and Theorem 2 is applicable. 
Formulas (13), (14), and (15) show that c4, c, , and c, equal zero. We obtain 
R(t, t’) ZE 2a,(&? - /3~) t(2t’ + ht2 - h). 
For solutions to # 0, 1 of R = 0, set t = 1 + (l/u) and u = y - 4 ; then, 
y’ - hy = 0, y. = (C/2)9, and t, = (Cy + l)/(C, - 1). Now, we use (24) 
to obtain (25) and complete the proof. 
EXAMPLE 2. For E = i& and z in E, such that z’ = 1, set 
P(w, w’) = z”((1 - 22)w’ + w2 - 1)” + n”(1 - x”)(w” - l)(w - x)2, 
where II is a positive integer. From (2), we find 
F(w) = 4n2s2(1 - ,z2)“(w - l)(w + l)(w - ,~)a. 
We take rr = 1, r2 = -1, r3 = z, h = n/z, and 71 = ,P. Thus, the solutions 
+1, -1 of P(.w, w’) = 0 in i$ are given by 
w. = X(PX2~” + 2Cz”-1 + l)/(C?$~ + 2Cxn+l + l), 
where C is an arbitrary constant of E,, . 
6. CONDITIONS ON THE COEFFICIENTS OF P(w,w’) 
Let E be the field i$. Set D, = A,2 - 3A,A, + 12&A,, 
D, = 27A12A, + 27A,,A32 + 2Az3 - 72A0,4,4, - 9A,A,A, , 
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and D = (4D13 - Da2)/27. F rom [5, pp. 169, 1741, the discriminant of F(w) 
equals D when 8, + 0 and it equals D/Al2 when B, = 0 and ,4, # 0. Thus, 
the condition D = 0 is satisfied if and only if either F(w) has a multiple root 
or A, = A, = 0. In other words, F(w) has a representation (22) ov-er ,!?a if 
and only if D = 0. Hence, the method of Theorem 2 is applicable to P(x, .w’) = 0 
over Es if and only if P(w, w’) is irreducible and D = 0. 
We know: P(w, w’) is reducible over i$ if and only if there exist elements 
p, u, T in E0 such that 
P(zu) = -(pw” + crw + T)“~ 06) 
To characterize reducibility in terms of a, ,..., L+, ) we introduce 
Jl = 4,(A12 - 4A,4,) + SA,,“A, and J2 = (Al2 - 4A,A,)2 - 64AS3A, = 
PROPOSITION 4. Elements p, CT, T exist for (26) ;f and only if 
A, + 0 = Jl = J2 or A, = A, = A,2 - 4&A, = 0, (27) 
Proof. Suppose (26) is satisfied. When p f 0, we find that A, f 0 and 
Jl = Jz = 0. If p = 0, then A, , A, , and Aa2 - 4&4, equal zero. 
Suppose (27) is satisfied. When A, # 0, take p2 = -A,, CT = -A,/2p, 
and 7 = (--A, - 0”)/2p. When A, = A, = 0 and A, f 0, take p = 0, 
CT2 = --.a $, and T = -A3/2g. When A, = A, = A, = 0, take p = CT = 0 
and ~~ = --d, . In each case, we can use (27) to verify (26) is satisfied. This 
concludes the proof. 
Under a substitution (S), it is clear that Q(y, y’) is irreducible if and only if 
P(zo, ZU’) is irreducible. Also, the condition D = 0 is invariant; namely, let 
4 3 a 7 and B be defined in terms of B, ,..., Bd for Q(y, y’) by analogy to 
D, , D, , and D for P(w, zu’). Then, from (7) and [5, p. 2311, we obtain fir = 
Il.fsD, , a’a = i1!P2D,, and b = IFD, where ,ril = C&Y - /‘$ + 0. Hence, 
D = 0 if and only if D = 0. In particular, if (8) is the substitution w = 
[ + (11’~) and if E is a multiple root of F(zu), then (7) yields (K!)B, = P)(Q, 
for k = 0 ,..., 4, and B, = B, = 0. 
Suppose P(Z), w’) is irreducible and the conditions deg[f;(w)) > 3 and D = 0 
are satisfied. Then, there exists a unique multiple root g of F(zu). Since the 
greatest common divisor of F(w) and P)(zo) is either w - E or (w - t)a, the 
Euclidean algorithm can be used to express .$ rationally in terms of a, I.... CZ.~ ~ 
EXQMPLE 3. For No. 452 of [3, p. 3711, set 
P(w, w’) = (2x” + ljzu’” f w2wf + 2xwzu’ f (2” + 2)zd + 2w” + 1, 
where Z’ = 1. We find that 4D13 = D,” = 4(&” - 4)“, D = 0, and 
F(W) E (ZU - (2s - 3~))(-zc - (2s + 3,2j)(zu - $2, 
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where s2 = 2x2 + 1. Take 01 = 2s - 3x, p = 2s + 32, y = 1, 6 = -1, 
E = 1, and 1; = x. This yields c, = c, = 0 and 
R(t, t’) = -8st(2s”t’ + (s - 2z)t2 - 2st + (s + 22)). 
The solutions t, # 0, 1 of R = 0 are to = (.z + C + s)/(.z + C - s). Thus, the 
solutions of P = 0 are w0 = cp(t,,) = (-Cz + C’s + l)/(z + C) and the two 
singular solutions 2s - 32. and -2s - 3~. 
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