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Abstract
We develop novel statistical methods for analysing biomedical survival data based on
Gaussian process (GP) regression. GP regression provides a powerful non-parametric prob-
abilistic method of relating inputs to outputs. We apply this to survival data which consist
of time-to-event and covariate measurements. In the context of GP regression the covariates
are regarded as ‘inputs’ and the event times are the ‘outputs’. This allows for highly flexible
inference of non-linear relationships between covariates and event times.
Many existing methods for analysing survival data, such as the ubiquitous Cox propor-
tional hazards model, focus primarily on the hazard rate which is typically assumed to take
some parametric or semi-parametric form. Our proposed model belongs to the class of accel-
erated failure time models and as such our focus is on directly characterising the relationship
between the covariates and event times without any explicit assumptions on what form the
hazard rates take. This provides a more direct route to connecting the covariates to sur-
vival outcomes with minimal assumptions. An application of our model to experimental data
illustrates its usefulness.
We then apply multiple output GP regression, which can handle multiple potentially
correlated outputs for each input, to competing risks survival data where multiple event types
can occur. In this case the multiple outputs correspond to the time-to-event for each risk. By
tuning one of the model parameters we can control the extent to which the multiple outputs
are dependent thus allowing the specification of correlated risks. However, the identifiability
problem, which states that it is not possible to infer whether risks are truly independent or
otherwise on the basis of observed data, still holds. In spite of this fundamental limitation
simulation studies suggest that in some cases assuming dependence can lead to more accurate
predictions.
The second part of this thesis is concerned with high dimensional survival data where there
are a large number of covariates compared to relatively few individuals. This leads to the
problem of overfitting, where spurious relationships are inferred from the data. One strategy
to tackle this problem is dimensionality reduction. The Gaussian process latent variable
model (GPLVM) is a powerful method of extracting a low dimensional representation of high
dimensional data. We extend the GPLVM to incorporate survival outcomes by combining
the model with a Weibull proportional hazards model (WPHM). By reducing the ratio of
covariates to samples we hope to diminish the effects of overfitting.
The combined GPLVM-WPHM model can also be used to combine several datasets by
simultaneously expressing them in terms of the same low dimensional latent variables. We
construct the Laplace approximation of the marginal likelihood and use this to determine the
optimal number of latent variables, thereby allowing detection of intrinsic low dimensional
structure. Results from both simulated and real data show a reduction in overfitting and an
increase in predictive accuracy after dimensionality reduction.
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The aim of this thesis is to develop new statistical and computational tools to analyse biomed-
ical survival data. The quest to accurately characterise individual patients, to identify disease
subtypes, to determine the most appropriate treatment and ultimately to predict survival
outcomes has lead researchers to gather vast quantities of information from patients at a
molecular level. Experimental advances allow unprecedented access to the innermost struc-
ture and dynamics of cells, with the behaviour of individual genes and proteins open to
measurement. Huge quantities of data can be routinely generated that offer a rich source of
information about the underlying biological processes. These massive datasets allow us to
build up a picture of how a cell works and offer clues as to what goes wrong with diseases
such as cancer. Despite the promise those new types of data hold, they also provide serious
challenges in terms of statistical analysis and biological interpretation.
Firstly, the scale of the underlying biological systems is challenging. Tens of thousands of
genes and proteins form a complex network of interactions evolving in time that is beyond the
ability of the human mind to comprehend or understand without the aid of computational
models or mathematical tools. There is therefore a need to develop statistical tools that can
analyse these huge volumes of data and extract information that is of practical use and offers
some genuine biological insight. The sheer number of measurements that can be acquired
for one individual (currently up to hundreds of thousands) poses serious challenges to their
statistical analysis due to the risk of overfitting where spurious relationships are inferred
between data that exist due to chance and fail to occur in validation data. The greater the
number of covariates compared to the number of samples then the greater the danger that
overfitting presents. It is not uncommon to have datasets with thousands of covariates and
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less than a hundred patients. It is difficult to infer statistical relationships between these
data because the large number of covariates leads to a large number of possible patterns
but we have too few examples to learn from. The challenge is to robustly extract statistical
relationships between these data in a way that avoids inferring spurious patterns or structure.
A second problem posed by current biomedical data is that they come from highly non-
linear systems. Genes and proteins form a complex network of interactions that are not always
intuitively easy to understand or interpret. Whereas in the past clinical covariates such as age
or sex may have had a monotonic relationship with survival outcomes this may no longer be
the case with the types of covariates currently available. The dysregulation of particular genes
or functional gene groups, or the interaction of certain proteins may be related to survival
outcomes in a non-monotonic fashion. New mathematical tools need to be sufficiently flexible
to accommodate potentially complicated non-linear relationships.
Finally, despite impressive experimental advances our ability to measure what is happening
at any given time at a molecular level remains limited by a variety of factors. Data are often
noisy and limited in spatial or temporal resolution. There may be heterogeneity within cohorts
or within individuals that is not captured by the covariates. Datasets may suffer from missing
values or be contaminated due to batch effects or other confounding factors. When survival
data are acquired it is important to ask if competing risks are present and to consider whether
censoring occurs independently of the risks under study. New statistical methods should be
designed with these considerations in mind.
The aim of this thesis is to develop mathematical tools based on Gaussian process (GP) re-
gression that attempt to address some of the issues raised above. In the first part of this thesis
we develop GP regression models for survival data. The motivation behind this approach is to
develop a flexible non-parametric probabilistic model that can handle non-monotonic survival
data. We begin by applying this to the case of a single risk with independent censoring in
Chapter 3.
Many existing methods of survival analysis focus on the hazard rate. Cox’s proportional
hazards model (Cox, 1972) is arguably the most popular such approach. These methods typ-
ically assume that the hazard rate splits into two components, one that captures the time
effects and one that captures the covariate effects. Cox’s model further assumes that the
covariate effects are linear. It is not obvious however that this factorisation is always appro-
priate. In this work we will develop an accelerated failure time model where the event times
are written as an unknown (and noise corrupted) function of the covariates. GP regression
will be used to infer the unknown function in a flexible and non-parametric manner. From
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this point of view the event times are considered ‘outputs’ and the covariates ‘inputs’ in a
regression model. We argue that this approach is a more direct way of connecting the quanti-
ties that we have experimental access to, namely the covariates and the event times. Hazard
rate models on the other hand take a more indirect route and need to somehow capture both
the time and covariate effects on survival outcomes whereas our approach need only capture
the covariate effects and consequently fewer assumptions are required.
Our model can also incorporate any type of censored and truncated observations relatively
easily. In addition, we obtain estimates of when the event would have occurred to individuals
that were censored. We perform several simulation studies which illustrate the models ability
to infer non-monotonic relationships between the covariates and event times. We compare our
model to more traditional models such as the Cox proportional hazards model, the Weibull
proportional hazards model and a third model that is also based on GP regression but assumes
a hazard rate similar to the Cox model but with non-linear covariate effects. We also apply
our approach to some real data.
Throughout this work we will infer all model parameters in a Bayesian manner. We
compute the maximum a posteriori (MAP) solution by numerically maximising the posterior
density over parameters. We then construct the Laplace approximation of the hyperparameter
posterior and from that numerically compute the MAP solution for hyperparameters. Some
background theory on Bayesian inference is given in Chapter 2.
This work is extended to the competing risks scenario using multiple output GP regression
in Chapter 4. Multiple output GP regression was originally developed for situations where
multiple outputs are available corresponding to given inputs where the outputs may be sta-
tistically dependent. Again, we regard the time-to-event for different risks as the ‘multiple
outputs’ and the covariates as the ‘inputs’. Usually multiple output GP regression would
be applied to data where all of the outputs corresponding to each input may be observed.
There are two features of competing risks data that are interesting in this context. Firstly,
at most one ‘output’ is available for each individual and secondly, once one of the outputs
is observed we know that the remaining outputs must be greater than the observed output.
This is because we know that remaining events would have occurred after the reported event
time.
The model can assume either independent risks or dependent risks by tuning the value
of one parameter. Of course, the identifiability problem (Tsiatis, 1975) means we cannot
conclude whether the risks are truly independent or not in reality. Nevertheless, within the
framework of the model we will infer the value of the parameter that best explains the observed
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data. If the assumption of dependence has a higher probability then the model will follow
this and exploit it to potentially make more accurate predictions. Consider, for example,
two strongly dependent risks. If there is a region of the covariate space where only the first
event has been observed we can still make accurate predictions of when the second type of
event would occur for new individuals. This is because we know the second risk will behave
similarly to the first risk. We also examine the issue of what happens in the hypothetical
scenario where we ‘disable’ or ‘switch off’ one or more risks.
The second part of this thesis focuses on the problem of high dimensional data. The so-
called ‘curse of dimensionality’ refers to the challenge of extracting genuine statistical patterns
from such large volumes of data. This typically leads to the phenomenon of overfitting where
statistical models tend to fit training data very well but fail to generalise to unseen data
(sometimes called validation or test data). One strategy for dealing with this problem is
dimensionality reduction which attempts to represent the information in terms of a smaller
number of variables, often referred to as latent variables. One popular method of doing this
is the Gaussian process latent variable model (GPLVM) developed by Lawrence (2005). The
model attempts to generate a non-linear low dimensional representation of high dimensional
data in terms the latent variables and since it is based on GP regression has some attractive
features. It is non-parametric, probabilistic and can specify non-linear relationships between
the low and high dimensional spaces. In Chapter 5 we overcome some mathematical challenges
to construct the Laplace approximation of the marginal likelihood and use this for the purposes
of dimensionality detection, by which we mean determining the most probable number of
latent variables. We discuss results from numerical simulations that illustrate the effects of
overfitting and the ability of the model to mitigate these.
In Chapter 6 we extend the GPLVM to incorporate high dimensional survival data. Our
aim is that by reducing the dimension we can diminish the effects of overfitting and provide a
more robust method of analysing survival data. We achieve this by coupling the GPLVM to
a Weibull proportional hazards model. The low dimensional representation that is extracted
will hopefully contain information that is relevant to the survival outcomes (in contrast to the
unsupervised GPLVM which does not take survival outcomes into account). By constraining
ourselves to a low dimensional space we aim to diminish the effects of overfitting and increase
predictive accuracy. We study the effect of overfitting by generating simulated high dimen-
sional data and test the ability of the model to reduce these effects. Finally, we apply the




In this chapter we provide the basic background theory and definitions for survival analysis,
Bayesian inference, and Gaussian process regression and establish some notation. Several of
these formulae will be used throughout this thesis so it will be useful to collect them here for
reference.
2.1 Survival analysis
We give an overview of all the required survival analysis formulae and in particular look at
the case of independent risks and the case of a single risk with independent censoring since
both of these will be relevant later. We take as our starting point the joint event time density
and derive other quantities such as hazard rates and the survival function from that.
2.1.1 Basic definitions
We will be interested in data of the form {(x1, τ1,∆1), . . . , (xN , τN ,∆N )} where i = 1, . . . , N
with N individuals in total, and xi ∈ Rd is a vector of covariates from individual i. The time
until the first event is τi ≥ 0. We also require an indicator variable ∆i = {0, . . . , R} which
tells us which of the R possible events occurred first. We reserve ∆i = 0 to denote censoring.
Usually, one of the risks is called the primary risk and following convention we use ∆i = 1 to
label it.
We will assume throughout that xi does not depend on time. We also assume that only
one event can occur and that the first event precludes the observation of any subsequent events
that may have happened. Unless otherwise stated censoring is assumed to be random, that is,
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the time of censoring is statistically independent from the other event times1. For example,
we may study a cohort of cancer patients where the primary event is metastasis. We record
for each patient the time until metastasis. A patient who dies from an unrelated disease, or
doesn’t return to the clinic for some reason (such as emigration) would be considered right
censored.
There are several other types of censoring. An individual is left censored if the event is
known to have occurred before a certain time. Interval censoring means that the event is
known to occur within a certain interval of time. We will later apply our model to interval
censored data. Instead of a single event time we would now have a pair (τ li , τ
u
i ) which define
the lower and upper bounds of the censoring interval respectively.
An individual who is only included in a study if the event occurred before a known time
is considered right truncated. If an an individual’s inclusion in a study is conditional on the
event occurring after a certain time then that individual is said to be left truncated. Interval
truncation refers to the case where only individuals who experience the event within a certain
interval are included. Each type of censoring corresponds to a different contribution to the
data likelihood which we will give below.
We assume there exist R random variables corresponding to the event times for each event.
The statistical properties of these event times are completely specified by the joint event time
density which is denoted by
pi(τ0, . . . , τR) for i = 1, . . . , N. (2.1)
For the sake of generality we include censoring since it can be regarded as another risk. The
integrated event time density is
Si(τ0, . . . , τR) =
∫ ∞
τ0
ds0 · · ·
∫ ∞
τR
dsR pi(s0, . . . , sR). (2.2)
The survival function gives the probability that individual i will be alive at time τ
Si(τ) = Si(τ0, . . . , τR)
∣∣∣
τq=τ for q = 0, . . . , R
. (2.3)
1If censoring is not independent then it can be treated as a competing risk and handled within the formalism
for competing risks developed in Chapter 4.
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pi(s0, . . . , sr−1, τ, sr+1, . . . , sR)
Si(τ)
(2.4)
and gives the probability that event r will occur in the interval [τ, τ + dτ) given that no event
has occurred up until time τ . If we multiply both sides of (2.4) by Si(τ) then the right hand
side gives us the probability that event type ∆i = r will be reported at time τ for individual
i. We call this the individual data likelihood and denote it as
Pi(τ, r) = pi
r
i (τ)Si(τ). (2.5)
It is possible to write the survival function in terms of the hazard rates. We first note that
(2.4) can be written as
piri (τ) = −
∂
∂τr
logSi(τ0, . . . , τR)
∣∣∣
τq=τ for q = 0, . . . , R
. (2.6)








logSi(τ0, . . . , τR)
∣∣∣





From this we obtain
Si(τ) = e
−∑Rq=0 ∫ τ0 piqi (s)ds. (2.8)
Another quantity that is sometimes used is the cumulative incidence function which gives the









−∑Rq=0 ∫ s0 ds′piqi (s′). (2.9)
Note that both the survival function (2.8) and cumulative incidence function depend (2.9) on




We now provide a derivation of the individual data likelihood in the case of independent right
censoring. Let τ0i , . . . , τ
R
i be the times at which each event occurs in the hypothetical scenario
where each event can be observed without precluding the observation of any subsequent events.
To calculate Pi(τi,∆i) we note the following:
(τi,∆i) =








































In what follows we will use the Kronecker delta function which is defined by
δxy =
{
1 if x = y
0 if x 6= y (2.10)
and the Step function (or Heaviside function)
θ(x− y) =

1 for x > y
0 for x < y
1/2 for x = y.
(2.11)
We will also use the Dirac delta function which can roughly be described by
δ(x) =
{
∞ if x = 0
0 otherwise,
(2.12)
with the following properties: ∫
dx δ(x) = 1 (2.13)∫
dx f(x)δ(x) = f(0). (2.14)
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ds0i · · · dsRi p(s0i , . . . , sRi )
 R∑
r=0
δ∆i,rδ(τi − sri )
∏
q 6=r
























 p(s0i , . . . , sr−1i , τi, sr+1i , . . . , sRi ). (2.15)













−∑Rq=0 ∫ τi0 dspiqi (s). (2.16)
The overall data likelihood factorises over samples:




We can view the likelihood in a slightly different way by writing it as


















This has the following interpretation. For risk r each individual will make one of two possible
contributions. If event r occurred to an individual then they will contribute with piri (τi)Si(τi).
Otherwise they contribute with Si(τi) which is the probability that no event has occurred up




2.1.3 Independent risks and identifiability
Risks are independent if the joint event time density factorises
pi(τ0, . . . , τR) = p
0
i (τ0) · · · pRi (τR). (2.19)
Consequently the survival function factorises over risks
Si(τ) = S
0





ds pri (s). (2.21)
The cause specific hazard rates simplify to





The survival function can now be written in terms of the hazard function as
Sri (τ) = e
− ∫ τ0 dspiri (s). (2.23)
If we equate this expression for Sri (τ) with (2.21) we can derive an expression for the marginal
event time density: ∫ ∞
τ
ds pri (s) = e

















pri (τ) = pi
r
i (τ)e
− ∫ τ0 ds piri (s). (2.24)
The data likelihood also simplifies and we can write (2.18) as










The identifiability problem (Tsiatis, 1975) states that is not possible to conclude on the
basis of observed survival data alone whether or not the risks are independent. An easy way
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to see this is to consider risks that are in fact dependent and described by a joint event time
density pi(τ0, . . . , τR) that doesn’t factorise. The hazard rates can then be obtained via (2.4).
Given the hazard rates it is now possible to construct an alternative event time density with
independent risks:





− ∫ τ0 ds piri (s)] . (2.26)
According to (2.22) the hazard rates corresponding to (2.26) are exactly the same but the
underlying event time density is very different. It is therefore always possible to find at
least one alternative explanation of dependent risks that will be equally consistent with the
observed data.
The only quantities which can be inferred from survival data are the hazard rates and
any quantities which can be written in terms of the hazard rates such as the survival function
(2.8) and cumulative incidence function (2.9). Quantities such as the joint event time density
are unobservable and it is therefore impossible to infer whether the risks are statistically
independent. Of course, it is possible that one explanation is more plausible than another but
this must be based on external information such as prior knowledge of the system or intuition.
2.1.4 A single risk with independent censoring
In the specific case of a a single risk with independent censoring the above formulae simplify.














− ∫ τ0 ds pii(s) if ∆i = 1
e−
∫ τ
0 ds pii(s) if ∆i = 0.
(2.29)
We can also include other types of censoring. The likelihood contributions corresponding to




primary event time known: p(ti)
right censored: S(ti)
left censored: 1− S(ti)





















= 1− Si(τ). (2.31)
From (2.24) we can also write the event time density in terms of the hazard rate
pi(τ) = pii(τ)e
− ∫ τ0 ds pii(s). (2.32)
Since we will develop a model for interval censored data we will provide a derivation of
the corresponding individual likelihood term in (2.30). Again, we let τ0i and τ
1
i denote the
time until right censoring and the time until the primary event that would be observed in the
hypothetical world where both events can be observed. If an individual is interval censored
we will observe a pair of times that define the interval (τ li , τ
u
i ,∆i = 1). This will be reported
if τ li ≤ τ1i < τui and τ1i < τ0i and conversely (τ0i ,∆i = 0) will be reported if τ0i < τ1i . We then
12
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i − τ0i )θ(s1i − s0i )
+δ∆i,1θ(s
1




































i |fi) + δ∆i,1[S(τui |fi)− S(τ li |fi)]. (2.33)
We have dropped terms that are independent of fi.
2.2 Bayesian inference
Having observed data D we may wish to infer the values of various parameters or perhaps
determine what the most appropriate choice of model is to explain the data. In a Bayesian
approach we distinguish three levels of quantities that we can infer from the observed data:
• Microscopic data generating parameters w that typically scale with the number of sam-
ples in a dataset or the dimension of the dataset. In a linear regression model, for
example, these would be the regression coefficients.
• Hyperparameters θ1 that control qualitative features of the model such as the overall
noise level. This level also includes hyperparameters θ2 that control the distribution of
microscopic parameters.
• Models H. For example, we may want to know what the most appropriate choice of




For each level of uncertainty we obtain posterior densities using Bayes’ Theorem:
p(w|D,θ1,θ2, H) = p(D|w,θ1, H)p(w|θ2, H)∫
dw′ p(D|w′,θ1, H) p(w′|θ2, H) (2.34)






H′ p(D|H ′)p(H ′)
. (2.36)
The likelihood terms are
p(D|θ1,θ2, H) =
∫
dw p(D|w,θ1, H) p(w|θ2, H) (2.37)
p(D|H) =
∫
dθ1dθ2 p(D|θ1,θ2, H)p(θ1,θ2|H). (2.38)
Prior densities p(w|θ1, H), p(θ1,θ2|H) and p(H) encode any prior knowledge or beliefs we
may have about the parameters or models. If our beliefs are very weak then a broad prior
should be chosen. The prior can also play a regularising role by preventing the inference of
implausible parameters values (we will see examples of this in Chapter 6). Usually the prior
over models is flat (that is, p(H) = constant) unless we have a specific reason to favour one
model over another before data are observed.
The probability density in (2.37) is called the marginal density. This integral is often
analytically intractable and needs to be approximated. One such approximation is the Laplace
approximation which we discus below.
The maximum a posteriori (MAP) solution is obtained by maximising the posterior density
with respect to its argument. The MAP solution for the microscopic parameters for instance
is
wˆ = argmaxwp(w|D,θ1,θ2, H) (2.39)
and provides a useful point estimate of the inferred parameters. Compare this to the maximum
likelihood estimate of w which is obtained by solving maxw p(D|w,θ1, H). The difference
being that the prior term is included in the MAP estimate.
2.2.1 The Laplace approximation
As mentioned above the integral in (2.37) is often analytically intractable, and so we will
construct a Gaussian approximation of p(w|D,θ1,θ2, H). We drop H from our notation for
14
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simplicity. We first define the negative log posterior likelihood
L(w) = − 1
N
log p(w|D,θ1,θ2, H). (2.40)
This is expanded to second order around wˆ = minw L(w) using a Taylor expansion:
L(w) ≈ L(wˆ) + 1
2


























The determinant of matrix A is denoted by |A|. We can then define the approximated
negative log hyperparameter likelihood as









2.3 Gaussian process regression
Gaussian process (GP) regression is a popular regression method that can be applied to
standard regression and classification problems. It is a highly flexible non-parametric way of
inferring an unknown function between sets of inputs and outputs. By specifying different
kernel functions (defined below) we can infer a wide range of qualitatively different functions.
The appeal of GP regression models lies in their conceptual simplicity and elegance. We
outline the relevant definitions below. A superb introduction can be found in Rasmussen and
15
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Williams (2006, Chapter 2).
2.3.1 Basic definitions
In a regression setting we have output variables ti ∈ R associated with each of the observed
covariate vectors xi ∈ Rd where i = 1, . . . , N . The outputs are assumed to be given by some
function of the inputs plus noise:
ti = f(xi) + ξi for i = 1, . . . , N . (2.45)
The noise is assumed to be Gaussian so p(ξi) = N (0, β2). In Gaussian Process (GP) regression
any finite collection of function values will be Gaussian distributed. A Gaussian process is
defined by its mean and covariance functions:




This can be interpreted as a prior over functions. By generating any finite collection of test
inputs we can can then generate a Gaussian random vector from the prior distribution whose
elements are the function values at the test input locations. We typically write the collection
of function values corresponding to the observed inputs as f = (f1, . . . , fN ) where fi = f(xi).
In this case we can write





The vector θ contains hyperparameters required by the kernel function and the matrix Kij =
k(xi,xj) + β
2. The kernel functions considered in this work are
k(xi,xj) = σxi · xj linear,
k(xi,xj) = σ(1 + xi · xj)2 polynomial (of second order),
k(xi,xj) = σ exp(−(xi − xj) · L(xi − xj)/2) squared exponential.
(2.49)
In all three kernels the hyperparameter σ controls the variance of high dimensional outputs.
The matrix L = diag(l). The components of l = (l−21 , . . . , l
−2
d ) are known as automatic
relevance determination (ARD) parameters and roughly tell us how important each covariate
is. This is because lµ defines a characteristic length scale over which the output associated with
covariate µ varies. If the output varies a lot with a particular covariate then it is ‘important’.
16
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These hyperparameters are analogous to the coefficients in a linear regression model or the
regression coefficients in Cox regression.
2.3.2 Inference and predictions
Having observed a dataset D = {(t1,x1), . . . , (tN ,xN )} we may wish to make a prediction of
the noise-free output f∗ associated with a test input x∗. The joint distribution of f and the












where k∗ ∈ RN and is defined by k∗i = k(x∗,xi) and Kij = k(xi,xj). From this it can be
shown that the conditional probability of f∗ given the observed data and the test input is
p(f∗|D,θ) = N (µ, κ) with mean and variance:
µ = k∗ ·K−1x (2.51)
κ = k(x∗,x∗)− k∗ ·K−1k∗. (2.52)
To obtain noisy predictions we simply change the variance to κ + β2. The main task for
‘fitting’ or ‘training’ a GP regression model is to optimise the hyperparameters. This is
done by maximising the marginal likelihood p(t|X,θ) = N (η(θ),K(θ)) with respect to the
hyperparameters. For the sake of generality we have included a mean function η(θ) which
also depends on the hyperparameters.
17
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Gaussian process regression with
one risk and independent censoring
3.1 Introduction
In this chapter we apply Gaussian process regression to survival data. We will confine ourselves
to the case of a single risk with independent censoring. In the following chapter this will be
extended to the competing risks problem. GP regression for survival analysis belongs to the
class of accelerated failure time models. The event times are transformed so as to take negative
and positive values and then the transformed event times are written as some function of the
covariates plus a noise variable. In our case a GP prior is assumed for this function. This
allows for a flexible non-parametric model that avoids any explicit assumptions on what form
the hazard rate takes. This is in contrast to models such as Cox’s proportional hazards model
that focus on the hazard rate. We discuss the two different approaches in greater detail at the
end of Chapter 4. Inference is done within the Bayesian formalism by numerically maximising
the posterior density over function values. We construct the Laplace approximation of the
hyperparameter posterior. The data likelihood terms corresponding to right, left, and interval
censored and truncated observations are straightforward to compute.
This chapter is laid out as follows. In the first section we will adumbrate existing methods
for analysing survival data, particularly interval censored data. In Section 3.3 we define a gen-
eral transformation model from which several existing models can be derived as special cases
(including our proposed GP regression model). Details of how parameter and hyperparameter
inference are performed are given as well as some implementational details.
18
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In Section 3.4 we compare our approach with some alternative approaches including a
Weibull proportional hazards model (WPHM). We also compare our model against a model
with a hazard rate given by λ0(τ) exp(f(x)), where λ0(τ) is the base hazard rate, which is
similar to the traditional Cox model but with an unspecified function of the covariates. A
GP prior is assumed for this function which results in a model that allows for flexible non-
linear covariate effects but imposes some additional structural assumptions on the form of the
hazard rate. We finish in Section 3.5 with several simulation studies and comparisons of our
model against some of the alternative models.
3.2 Existing methods
Here we give a brief and non-exhaustive overview of statistical methods for analysing survival
data with one risk and independent censoring.
Non-parametric estimators
A common non-parametric estimator of the survival function is the Kaplan-Meier estimator
(Kaplan and Meier, 1958). To construct the estimator we reorder individuals such that
τ1 ≤ · · · ≤ τN . The estimator is defined by
SˆKM (τ) =
{







where Di is the number of individuals for which the risk occurs at time τi and Ni is the
number of individuals ‘at risk’ at τi. This includes all individuals still alive and uncensored
up to and included time τi.
The Kaplan-Meier estimator can also be used to estimate the cumulative hazard rate since∫ τ
0 ds pi(s) = − log(S(τ)). An alternative estimator is the Nelson-Aalen (Nelson (1972) and
Aalen (1978)) defined by
ΛˆNL(τ) =
{






The slope of ΛˆNL gives an estimate of the hazard rate.
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Semi-parametric and non-parametric models
Arguably the most popular method for analysing survival data is the Cox proportional hazards
model (Cox, 1972). This approach assumes a semi-parametric hazard rate where there time
dependence and the covariate effects factorise:
pii(τ) = λ0(τ)e
β·xi for i = 1, . . . , N . (3.3)
Cox originally used a partial likelihood argument which avoids specification of the base haz-
ard rate. This is equivalent to assuming Breslow’s non-parametric estimator of the base
hazard rate (originally given in the discussion section of Cox (1972)) and doing full likelihood








where R(τi) is the risk set containing all individuals who have not experienced any event up
until time τi. There have been numerous extensions of Cox’s model, many of which attempt
to accommodate more complicated covariate effects by assuming pi(τ) = λ0(τ) exp(f(x))
where f is some function of the covariates. Generalised additive models assume f(x) =
β ·x +∑dµ=1 gµ(xµ) where gµ are non-linear functions of the covariates (Fahrmeir and Kneib,
2011). See Martino et al. (2011) and Vanhatalo et al. (2013) for recent implementations of
such models. Alternatively, a GP prior can be assumed for f as shown by Savitsky et al.
(2011) and Joensuu et al. (2012). Viewed in this order these models seek to accommodate
increasingly complicated covariate effects through more flexible and sophisticated functions
of the covariates. We explore the GP model further in Section 3.4.3.
De Iorio et al. (2009) developed a flexible non-parametric model based on Dirichlet process
priors that avoids the proportional hazards assumption.
Parametric models
Accelerated failure time (AFT) models approach the analysis of survival data in the spirit of
traditional linear regression. The times are transformed so that they can take negative and
positive values via t = log(τ). These are related to covariates by
ti = β · xi + ξi for i = 1, . . . , N (3.5)
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where β is a vector or regression coefficients. By choosing different distributions for the noise
variable, ξi, one can recover different parametric regression models. For example choosing the
extreme value distribution pξ(s) = exp(s − es) corresponds to a Weibull density over τ . See
Klein and Moeschberger (2003, Section 2.6) for further details. See the textbook by Royston
and Lambert (2011) for further examples of parametric survival models.
Frailty models
Frailty models (Vaupel et al., 1979) attempt to capture effects that ‘missing’ covariates may
have on the hazard rates. This missing information manifests itself in the form of heterogeneity
where individuals with identical covariates may nevertheless appear to have different hazard
rates. This is dealt with by multiplying the hazard rate by a frailty factor wi. If the hazard




Since the individual frailty terms are unobserved some probability distribution is assumed and
the frailty terms are subsequently integrated out. A common choice is the gamma distribution
with the mean equal to one so as to eliminate redundancy in the overall scale of the hazard
rate. See the textbook by Wienke (2011) for further details. A similar approach is taken to
deal with competing risks which we shall discuss in Chapter 4.
Methods for interval censored data
There are three broad families of existing models for analysing interval censored data. Non-
parametric estimators based on survival functions that are constant within disjoint intervals
have been proposed by Peto (1973) and Turnbull (1976). Secondly, parametric models assume
a specific parametric event time density. Popular choices are the Weibull, exponential or log-
Gaussian densities for example. The advantage of parametric models is that expressions for
the survival function can be obtained in closed form and hence the exact likelihood can be
constructed for right, left or interval censored observations. Covariate effects can be included
via a link function which specifies that some parameter of the probability density is a function
of the covariates. Numerical methods can be used to infer unknown parameter values. See
Lindsey (1998) for a discussion and comparison of several parametric models. Odell et al.
(1992), Rabinowitz et al. (1995) and Koma´rek and Lesaffre (2009) consider Weibull accelerated
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failure time models. Sparling et al. (2006) present a family of parametric models that can
handle time dependent covariates.
Finally, there are semi-parametric models, of which most are adaptations of the Cox
proportional hazards model. The partial likelihood argument used by Cox cannot be used in
the presence of interval censoring. However, the full likelihood can be written in terms of the
event time density and survival functions and this can be numerically optimised with respect
to any model parameters (Finkelstein, 1986). Markov Chain Monte Carlo methods have been
used by Sinha et al. (1999) in a Bayesian discretised Cox model and by Satten (1996) in a
proportional hazards model. The EM algorithm has been used by Goggins et al. (1998) and
Goetghebeur and Ryan (2000) to infer parameters in proportional hazards models. Several
authors use smoothing techniques to model the base hazard rate (Betensky et al., 2002) or the
event time density (Zhang and Davidian, 2008). Kooperberg and Clarkson (1997) and Zhang
et al. (2010) used splines to model a smooth hazard rate. Another strategy is to impute the
event times (Law and Brookmeyer, 1992) by taking the midpoint or the end of the interval
for instance (Pan, 2000), and then applying standard methods to the imputed event times.
3.3 The Gaussian process regression model
We firstly define a general non-linear transformation model from which several existing models
can be recovered under different assumptions. This will serve as a starting point for the GP
regression model and offer an intuitive way to compare it to existing approaches. We then
provide details of how to infer parameters and make predictions for new individuals.
3.3.1 General non-linear transformation model
A general transformation model assumes that
φ(τi) = f(xi) + ξi for i = 1, . . . , N (3.6)
where φ is a monotonically increasing transformation of the event times, f(xi) is some function
of the covariates, and ξi is a noise random variable with a probability density function pξ.
Under different assumptions of φ, f and p(ξ) several existing models, including Gaussian
process models, can be derived as special cases of (3.6). For example, linear transformation
models assume φ is unspecified and f(x) = β · x. Various procedures for estimating the
regression parameters in such models have been proposed by Cheng et al. (1995), Fine et al.
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(1998) and Chen et al. (2002). Recently Lu and Li (2008) considered the case where f(x)
is an unspecified smooth function and proposed a boosting estimation method based on the
marginal likelihood.
If we pick pξ(s) = exp(s− es) and φ(τ) = log Λ0(τ) we recover models with a hazard rate
similar to Cox’s model. To see this we write ξi = log Λ0(τ)− f(xi) and derive the event time
density





We can readily verify that this corresponds to a hazard rate similar to Cox’s model by substi-
tuting pii(τ) = λ0(τ) exp(−f(xi)) into (2.32). When f(x) = −β · x we recover Cox’s original
proportional hazards model. Frailty models can be retrieved by assuming f(x) = −β · x + w
where w is a frailty term. Generalised additive models assume f(x) = β · x +∑dµ=1 gµ(xµ)
where gµ are non-linear functions of the covariates as discussed above. When a GP prior is
assumed over f(x) we recover the model used by Joensuu et al. (2012). For completeness we
note that accelerated failure time models can be recovered by assuming φ(τ) = log(τ) and
f(x) = β · x. Assuming different distributions for ξ results in a wide variety of accelerated
failure time models.
3.3.2 Gaussian process prior for the latent function values
From now on we let t = φ(τ) denote the transformed event times. We could choose the
traditional t = log(τ) but instead we choose
t = φ(τ) = log(eτ/γ − 1). (3.8)
This transformation has some desirable features. Provided γ < mini(τi) then the transfor-
mation is effectively linear. A log transformation will be non-linear and this will become
particularly apparent for large φ(τ). We may have two large values of τ that once trans-
formed are rather similar to each each other. This may make it difficult for the model to
make accurate inferences for large values of τ . Since we will be assuming a Gaussian noise
model the uncertainty associated with large event times will the same as for short event times
but with a non-linear transformation this is not desirable. Therefore (3.8) is preferable. The
distortion due to the non-linear component of the transformation (when τ < γ) becomes ap-
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Figure 3.1: Plot of the time transformation φ(τ) that was used in the GP implemen-
tation. Note that for values of τ > γ the transformation is approximately linear. By
adjusting the value of γ such that it is less than the earliest observed event time we
effectively end up with a linear mapping. The effect of the transformation can be
seen when negative values of t = φ(τ) are predicted since they are ‘squashed’ into the
positive half of the real line.
parent only during predictions. When t takes negative values they are ‘squashed’ towards the
positive half of the real line. The transformation is plotted for various values of γ in Figure
3.1.
The transformation of the output variables in Gaussian process regression has been ex-
plored by Snelson et al. (2004). They examine a variety of parameterised monotonic trans-
formations and regard any transformation parameters as hyperparameters to learn during
training. Their procedure infers the most appropriate transformation such that the trans-
formed outputs can be modelled using a Gaussian process. It may be useful to apply this
method in future work.
To construct a Gaussian process (GP) model we assume a GP prior over the latent function
values f(xi):





In this Chapter we have used the squared exponential kernel and the linear kernel defined in
(2.49). For the noise variable in (3.6) we pick p(ξ) = N (0, β2) and it follows that the event
time density is
p(ti|f(xi)) = N (f(xi), β2). (3.10)
This has a convenient form since the conditional event time density has a simple form with all
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of the non linear covariate effects captured by p(f |X). From this we can derive the survival




ds p(s|fi) and pii(τ) = p(τ |fi)∫∞
τ ds p(s|fi)
. (3.11)
3.3.3 Inference of latent function values and hyperparameters
For the present section we will consider only right censoring. Interval censoring will be
considered in Section 3.3.6. We need to infer the values of N latent function values f and
the values of any hyperparameters that are used in the kernel function. We infer the latent
function values using Bayes’ theorem (2.34):
p(f |X, D,θ) = p(D|f ,θ)p(f |X,θ)∫
df ′ p(D|f ′,θ)p(f ′|X,θ) (3.12)
with D = {(τ1,∆1), . . . , (τN ,∆N )} and p(D|f ,θ) =
∏N
i=1 Pi(ti,∆i|fi) where Pi(ti,∆i|fi) de-
pends on what type of censoring or truncation has occurred and is given by (2.30). We
determine the maximum a posteriori (MAP) solution by numerically minimising the negative
log likelihood:
L(f) = − 1
N













(f − η) ·K−1(f − η) + 1
2N
log |K|. (3.13)
Numerical optimisation is performed using a gradient based optimiser in Matlab. Partial
derivatives are given in Appendix A.1. Hyperparameters are determined by optimising the
Laplace approximation of the marginal likelihood
∫
df ′ p(D|f ′,θ)p(f ′|X,θ) (from (2.44)):





log |W + K−1| (3.14)
where the diagonal matrix is defined by Wii = − ∂2∂f2i log p(D|f ,θ) (see Appendix A.1) and fˆ =
minf L(f) is obtained by minimising (3.13). Note that each evaluation of the hyperparameter
posterior requires finding fˆ . Further details are given in Section 3.3.7.
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3.3.4 Posterior properness
In the case where there is no censoring then the posterior (3.12) is the same as that obtained in
standard GP regression with noisy outputs. This posterior is a multivariate Gaussian density
which is proper (that is, the integral of the posterior is finite):
∫












with [t]i = ti and K˜ = K + β
2I. In the case where some individuals are right censored then
then some of the Gaussian terms p(ti|fi) will be replaced with cumulative Gaussian terms
S(ti|fi). This effectively truncates regions of the posterior that are inconsistent with survival
outcomes1. The survival function is bounded above and below 0 ≤ S(t|f) ≤ 1, and we can














p(ti|fi)p(f |X) <∞. (3.16)
Note that this is true for any permissible choice of kernel function k.
3.3.5 Predictions, hazard rates and survival curves
Having observed data D and trained a GP regression model (by inferring latent function values
f and hyperparameters θ) we may wish to predict the event time τ∗ for a new individual with
covariates x∗. The predictive distribution for a test output f∗ corresponding to a test input
x∗ is Gaussian with mean and variance
µˆ = k∗ ·K−1fˆ (3.17)
κˆ = k(x∗,x∗)− k∗ · (K + W−1)−1k∗. (3.18)
1The posterior obtained in Gaussian process classification has a similar structure (Rasmussen and Williams,
2006, Section 3.3).
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These expression are similar to the standard GP predictive mean (2.51) and variance (2.52)
except in this case we include additional variance2 due to the uncertainty in fˆ .
The corresponding density for (the noisy prediction) t∗ is N (µˆ, κˆ+ β2). Finally, we need
to transform back to the original time variable τ∗:








γ(eτ∗/γ − 1) . (3.19)
Once the predictive event time density has been obtained we can compute the primary hazard
rate if desired:








ds p(s|x∗,X, D). (3.21)
It may also be desirable to make a specific prediction of when the event will occur. This can








〉 − 〈τ∗〉2 can also be computed as gives us a measure of uncertainty
regarding our prediction.
3.3.6 Application to interval censored data
We also implement a model that accommodates interval censored observations. We assume
that all of the observations are either interval censored or right censored but it would be
straightforward to relax this and include additional types or non-censored, censored or trun-
cated observations. For an individual who is interval censored we observe upper and lower
times that define an interval3 (tli, t
u




i ,∆i = 1|fi) = S(tli) − S(tui ).
2See Section 3.4.2 of Rasmussen and Williams (2006).
3Note that we are working with the transformed event times t = φ(τ) defined by (3.8).
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Taking the negative log of the posterior (3.12) and ignoring terms independent of f we get











log p(f |X). (3.23)
As above, we find fˆ by numerically minimising the negative log likelihood. Hyperparameters
are determined using the Laplace approximation of the marginal likelihood:





log |W + K−1| (3.24)
where the diagonal matrix W is defined by Wii = − ∂2∂f2i log p(D|f ,θ) and fˆ = minf L(f).
First and second order partial derivatives are given in Appendix A.2. Once we have obtained
fˆ and the hyperparameters predictions for new individuals proceed in exactly the same way
as described above in Section 3.3.5.
3.3.7 Numerical implementation
A number of numerical issues arise during the implementation of the above models. Numer-
ical instability can occur when computing the negative log likelihood function (3.13). The
problematic terms are the hazard rates pi(t|f) = p(t|f)/S(t|f) where p(t|f) is a Gaussian
density and S(t|f) is the corresponding survival function. The hazard rates do not appear
in (3.13) but the same terms do occur in the partial derivatives (see (A.4) and (A.7)). This









If we define h = (t− f)/β√2 then
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The hazard rate is also given by (3.27). For large h the quantity e−h2/erfc(h) becomes
numerically unstable since both numerator and denominator tend towards zero. This is solved














+ · · ·
]
for h 0. (3.29)
This results in the following approximations which are numerically stable:4


























+ · · ·
]−1
. (3.31)
The approximation (3.27) can be substituted directly into (3.28) to obtain an approximation
for the second order partial derivative. Note that the hazard rate is approximately linear for
large h which is consistent with Figure 3.4 (d).
3.4 Comparison to hazard rate models
In this section we will compare the performance of our GP regression model to models that
assume a more traditional hazard rate of the form
pi(τ) = λ0(τ) exp(f(x)) (3.32)
for some function f(x) and base hazard rate λ0(τ). We will examine the standard Cox model,
a Weibull proportional hazards model (WPHM) and the model of Joensuu et al. (2012) which
assumes a GP prior over the function values f in (3.32).
It is not obvious how to compare the performance of different models. From the point
of view of GP regression it is natural to think in terms of inferring a function between the
outputs (event times) and inputs (covariates). There are different quantities that measure
the ‘goodness of fit’ such as computing the mean square error (MSE) between the inferred
function and the reported event times. An even better approach is to split the dataset into
a training and validation set and compute the MSE between the predicted time-to-event and
the reported time-to-event in both sets. This approach tests the models’ ability to generalise
4Using the approximations for h > 20 gives acceptable performance in Matlab.
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to unseen individuals since good performance on the validation set indicates that the model
has indeed extracted genuine structure from the training set. A hallmark of overfitting is
when very good performance is attained on the training set but with poor performance on
the validation set. This occurs when the model fits to noise or detects spurious relationships
that do not occur in the validation data.
However, inferring a function and using it to make predictions is unsuitable with Cox’s
original proportional hazards model since the corresponding event time density is unnor-
malised and the mean of the predictive density is not always defined. We explain this in
more detail below in Section 3.4. This limitation motivates us to use the WPHM since the
event time density is correctly normalised and the model can be used to make well-defined
predictions by computing the mean of the event time density.
Nevertheless, we can still compare survival curves from a Cox model and our GP model.
The individuals can be ranked in order of β ·xi where negative values indicate a longer survival
time and positive values correspond to shorter survival. Once the individuals are ranked they
can be split into ‘high’ and ‘low’ risk groups (we can also examine tertiles or quartiles) and
Kaplan-Meier survival curves for each group can be plotted. If the model fits well then we
would expect to see a difference between the survival curves. This procedure can also be
performed after splitting the cohort into training and validation groups, training the model
on the training group, and then using the model to generate survival curves for individuals
belonging to the validation group. This approach allows us to check if the model is overfitting
(which would be characterised by poor generalisation to unseen individuals).
3.4.1 The Cox proportional hazards model
The Cox model (with Breslow’s estimator of the base hazard rate) is ill suited to predicting
an actual event time (and better suited for establishing associations covariates and survival
outcomes). This is due to the fact that the event time density is not normalised and conse-
quently may not have a well-defined mean or variance. Breslow’s estimate of the cumulative








and was originally presented in the discussion section of Cox (1972). The risk group R(τj)
is the set of all individuals who are still ‘at risk’ (i.e. still alive) at time τj . The regression
parameters βˆ are maximum likelihood estimators obtained from the partial likelihood method.
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As noted in Klein and Moeschberger (2003, Section 8.3) Breslow’s estimator is the maximum





β·xi ]1−∆i exp(−Λ0(τ)eβ·xi). (3.34)
Substituting (3.33) into (3.34) and maximising with respect to β yields the same estimate
for β as obtained from the partial likelihood argument (Coolen and Holmberg, 2014, Section
8.1).
Once βˆ and Λˆ0(τ) have been estimated from the data the event time density corresponding
to an individual with covariates x∗ is obtained from (2.32):
p(τ |x∗, βˆ, Λˆ0) = λˆ0(τi)eβˆ·x∗ exp(−Λˆ0(τ)eβˆ·x∗). (3.35)
Ideally it whould be possible to use this density to make predictions with corresponding error
bars by computing the mean 〈τ〉 and variance 〈τ2〉− 〈τ〉2. However, the density (3.35) is not
normalised when Breslow’s estimator is used. To see this we integrate∫ ∞
0







a condition that is not met by Breslow’s estimator since the largest value (3.33) can take










Nevertheless survival curves can be generated according to
S(τ |x∗, βˆ, Λˆ0) = exp(−Λˆ0(τ)eβˆ·x∗). (3.39)
However the survival function will never reach zero, even for infinitely large time, which
implies a finite probability of immortality. This is consistent with an unnormalised probability
density (3.36) which means there is a finite probability the event will never occur. In fact,
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the survival curve (3.39) and the integrated base hazard rate (3.33) are constant after the last
observed event. While Cox’s model may provide a useful description of what occurs within the
timespan of observed data the incorrect normalisation is clearly undesirable and is unsuitable
for predicting the event time for new individuals. As such, we examine the WPHM which
avoids this problem.
3.4.2 The Weibull proportional hazards model
For the purposes of making predictions we will implement a Weibull proportional hazards




where ρ > 0 is a scale parameter and ν > 0 is a shape parameter. It follows that the
cumulative base hazard rate is Λ0(τ) = (τ/ρ)
ν . Note that the normalisation condition (3.37)
is satisfied. The hazard rate for individual i is
pii(τ |xi, ν, ρ,β) = λ0(τ)eβ·xi . (3.41)
Using Bayes’ theorem the posterior over parameters is p(β, ρ, ν|D) ∝ p(D|β, ρ, ν)p(β)p(ρ)p(ν).
The data likelihood is




β·xi ]∆i exp(−Λ0(τ)eβ·xi). (3.42)
We can then define the negative log likelihood as
L(β, ρ, ν) = − 1
N


















where log λ0(τ) = log ν − log ρ + (ν − 1) log(τ/ρ). We assume p(β), p(ρ) and p(ν) are con-
stant (and therefore improper) priors5. The optimal values of the parameters are given by
5The posterior is proper however.
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numerically solving
{βˆ, ρˆ, νˆ} = argmaxβ,ρ,νL(β, ρ, ν). (3.44)
The gradient based ‘fminsearch’ optimisation function is used in Matlab. Partial derivatives
can be found in Appendix C.
Finally, error bars for βµ can be obtained from
√
(NH)−1µµ where H is the matrix of
second order partial derivatives given in Appendix C. This gives the standard deviation of
that parameter under a Gaussian approximation of the posterior. Error bars for ρ and ν are
not defined under a Gaussian approximation since by definition both parameters are non-
negative. In the implementation both parameters are reparameterised such that they take
real values via
ρ→ log(1 + ρLB + eρ) and ν → log(1 + νLB + eν), (3.45)
where ρLB ≥ 0 and νLB ≥ 0 are lower bounds on the respective parameters. Predictions can
be made by computing the mean (and variance) of the event time density corresponding to a






The hazard rate and survival function are respectively given by
pi(τ |x∗, βˆ, ρˆ, νˆ) = (νˆ/ρˆ)(τ/ρˆ)νˆ−1eβˆ·x∗ (3.47)
S(τ |x∗, βˆ, ρˆ, νˆ) = e(τ/ρˆ)νˆeβˆ·x
∗
. (3.48)
3.4.3 The Joensuu Gaussian process hazard rate model
Finally, we will compare all of the above models to a second type of GP model that assumes a
hazard rate pii(τ |xi) = λ0(τ) exp(f(xi)) with f(x) an unspecified function of the covariates. A
GP prior is assumed for this function p(f |X). Such models were used by Joensuu et al. (2012)
with a piecewise log-constant base hazard rate. The Laplace approximation of the likelihood
was constructed in order to estimate the marginal likelihood and infer hyperparameters. The
same model is discussed in Savitsky et al. (2011). We will use a base hazard rate corresponding
to the Weibull distribution λ0(τ) = ντ
ν−1 with ν > 0, which implies Λ0(τ) = τν . The
likelihood contribution for individual i is written in terms of the hazard rate
Pi(τi,∆i|fi) = pii(τ)∆ie−
∫ τ
0 ds pii(s). (3.49)
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The posterior (3.12) is also valid here but the data likelihood terms will be different. The
negative log posterior is
L(f) = − 1
N
























Using (2.44) to construct the Laplace approximation of the marginal likelihood the negative
log hyperparameter posterior is





log |W + K−1| (3.52)
with Wii = − ∂2∂f2i log p(D|f) and fˆ = minf L(f). See Appendix A.3 for first and second order
partial derivatives. The predictive density over f∗ is Gaussian with mean and variance given
by (3.17, 3.18). The event time density is
p(τ |f(xi)) = λ0(τ)ef(xi)e−Λ0(τ)ef(xi) (3.53)













This expression was found to be problematic in that
∫
dτ∗ p(τ∗|x∗,X, D) 6= 1. This is an
example of non-commuting limits since if we first integrate the integrand in (3.54) with respect
to τ∗ and then f∗ we obtain a value of one. A rough explanation of why this occurs is that
negative values of f∗ correspond to a protective effect. That is, the event time density places
more probability mass away from the origin. As the value of f∗ decreases more probability
mass is placed further and further away from the origin. In the limit f∗ → −∞ then prob(τ∗ =
∞)→ 1.
We have not produced a more formal examination of this issue but experience suggests
that numerical computation of the mean and variance of (3.54) is infeasible. Consequently,
the predictive mean 〈τ∗〉 and variance 〈(τ∗)2〉 − 〈τ∗〉2 will be computed numerically from
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(3.53). Note that this will underestimate the uncertainty since we are not taking into account
the uncertainty in f∗.
3.4.4 Application of the Joensuu model to interval censored data
Since we have developed our GP model to include interval censored observations we extend
the Joensuu model to incorporate interval censoring also. The negative log likelihood is


















which is numerically minimised with respect to f . The survival function is S(τ |fi) = exp(−Λ0(τ)efi).
As before, we construct the Laplace approximation of the marginal posterior to obtain the
negative log hyperparameter posterior






where H is the matrix of second order partial derivatives (see Appendix A.4 for first and
second order partial derivatives) and fˆ = minf L(f).
Numerical implementation
Some numerical issues arise in the computation of log(S(τ li ) − S(τui )) while we search the
parameter space for an optimal solution (and when we compute the partial derivatives (A.20)
and (A.22)). This is because S(τ) = exp(−Λ0(τ)ef ) can take extremely small values and
unlike the right censored case the log does not cancel the exponentials because of the sum.
In this case we write
log(e−x1 − e−x2) = log{e−x1(1− ex1−x2)} (3.57)
=
{
−x1 + log(1− ex1−x2) when −C ≤ x1 − x2
−x1 − ex1−x2 − 12e2(x1−x2) when x1 − x2 < −C.
(3.58)
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Note that x2 ≥ x1 in the context of this model. The constant C is a cutoff that depends
on the numerical accuracy of implementation6. Furthermore, a similar problem occurs with
the computation of first and second order gradients. A similar trick can rectify the problem.
The offending terms from the gradient in Appendix A.4 are (A.20) and (A.22) and can be
rewritten as
−x1e−x1 + x2e−x2
e−x1 − e−x2 =
−x1 + x2ex1−x2
1− ex1−x2 , (3.59)






−x1 + x21 + (x2 − x22)ex1−x2
1− ex1−x2 . (3.60)
3.5 Results
In this section we present results from simulated data and compare our model to the Cox’s
proportional hazards model, the WPHM and the GP model of Joensuu.
3.5.1 Generation of simulated survival data
Simulated data with a specified hazard rate
For the purposes of comparison we wish to generate simulated data according to the WPHM
model outlined in Section 3.4.2. We begin by choosing values of β, ρ, ν manually. Covariate
vectors xi are generated from a uniform distribution on a finite region of the covariate space.
Event times are generated using the inverse of the cumulative distribution. From (2.31) this
is
Ci(τ) = 1− e−Λ0(τ)eβ·xi . (3.61)







Finally independent censoring is simulated by randomly selecting a subset of the individuals
and generating a random number from a uniform distribution defined on the interval [0, τi)
which is then recorded as the time of censoring.
6In Matlab C = 10 was found to be sufficient.
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(d) The Joensuu GP model
Figure 3.2: Results from a simulated dataset with d = 1 generated with a squared
exponential kernel with hyperparameters set to (η, β, σ, l) = (5, 0.2, 3, 0.7). There are
N = 25 individuals, 13 of which are censored. The end of trail at 6 years is represented
by the dashed line. Figure (a) shows the observed data with the ‘true’ function.
Figure (b) is a plot of the predicted event time using the WPHM. The grey region
represents plus and minus one standard deviation from the mean prediction. We
found (β, ρ, ν) = (0.49, 6.0, 4.7). In (c) the mean prediction using our model is shown.
Optimal hyperparameters were found to be (η, β, σ, l) = (5.82, 0.32, 2.59, 0.64). Note
the increased uncertainty at x ∈ (−3,−2). In (d) are results from the Joensuu
GP model. The inferred hyperparameters are (η, β, σ, l) = (−45.5, 27.2, 64.7, 0.47)
although these are difficult to interpret since the underlying function appears as
exp(f(x)) in the hazard rate.
Simulated data with a specified event time density
Generation of simulated data is straightforward in the case of the GP regression model.
Covariate vectors are randomly generated from a uniform distribution on a finite region of the
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covariate space. The corresponding kernel matrix is constructed and event times are sampled
from the GP prior which in practice means drawing a random vector from an N -dimensional
multivariate Gaussian density. Censoring is simulated as above.
3.5.2 Non-monotonic simulated data example
Shown in Figure 3.2 are results from a simulated dataset that consists of N = 25 individuals
with a single covariate x. There are 13 censored individuals and 12 who have experienced the
primary risk. An end of trail cutoff at 6 years has been imposed and several individuals have
been censored due to this (see Figure 3.2 (a)).
In Figure 3.2 (b) we have plotted the predicted mean event time using the WPHM. The
WPHM is poorly suited to these data as it assumes a monotonically increasing or decreasing
relationship between event times and covariates. The results from our model are shown in
Figure 3.2 (c). The model infers the underlying function and retrieves the hyperparameters
reasonably well. The inferred function gives an estimate of when event times will occur. Note
that the model has extrapolated the underlying function beyond the end of trial cutoff. This
can be seen in the region x ∈ (−3,−2) and the uncertainty is also greatest in this region. The
Joensuu model is also capable of inferring the underlying function quite well. Note that the
uncertainty is underestimated as discussed in Section 3.4.3.
In Figure 3.3 we convert these data into interval censored data by generating a random
one year interval for all of the non-censored individuals. These intervals are represented by the
‘error bars’ in the plot. Both GP models are capable of recovering the underlying function.
3.5.3 Monotonic simulated data example
Here we generated simulated data corresponding to the WPHM by using (3.62). These data
are shown in Figure 3.4 and have a monotonic relationship between the event time and the
covariate. We ran both the WPHM and our GP model in order to see how our model performs
on data that can readily be analysed with existing tools. In Figure 3.4 (a) are the results
from running the WPHM. Visually, it is clear that the model achieves a good fit. In Figure
3.4 (b) are the results from our GP model. Our model has also achieved a good fit. One
difference between both models is that the GP model has greater uncertainty towards the left
of the figure. This is appropriate since there are very few observations here so consequently
our knowledge of the underlying function is less firm.
In Figure 3.4 (c) we have compared the survival functions of the WPHM, our GP model,
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and a Cox proportional hazards model. The survival functions all correspond to an individual
with x = 2. It is clear that all three models are giving broadly similar survival probabilities.
Finally, in Figure 3.4 (d) we plot the hazard rates corresponding to an individual with x = 2
for both the WPHM and our GP model. As pointed out in Section 3.3.7 the hazard rate in






































(b) Joensuu GP model
Figure 3.3: An example of interval censored and right censored data generated from
the same function in Figure 3.2 (a). The ‘error bars’ denote a randomly generated
one year interval. In Figure (a) are results from running our GP model. Inferred
hyperparameters are (η, β, σ, l) = (5.67, 0.14, 3.34, 0.57). In Figure (b) are results
from the Joensuu GP model. Note that the uncertainty is underestimated in the
Joensuu model.
3.5.4 Experimental gene expression data
We applied our method to the gene expression data from the Rosenwald et al. (2002) study
of lymphoma patients. These data consist of N = 240 patients each with d = 7399 gene
expression measurements. In the original analysis the patients had been split into a training
group of 160 and a validation group of 80 individuals. Lu and Li (2008) studied these data
to test a transformation model with non-linear covariate effects and reported that some of
the gene expression levels had a non-linear relationship with the time-to-event. We examined
one of these genes, with UNIQID = 33014, with our GP method and also found a non-linear
function f(x). This function was inferred using the 160 training individuals and can be seen
in Figure 3.5 (a). If we compare this to the top right panel in Figure 2 of Lu and Li (2008)
we can see that both functions are very similar (once we ignore the fact that, by definition,
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Figure 3.4: Example of data generated according to the WPHM assumptions. In (a)
are results from fitting the WPHM. We found (β, ρ, ν) = (−1.04, 9.93, 7.23). In (b)
are results from our GP model which is also capable of handling these monotonic data
although the uncertainty is greater towards the left of the figure. In (c) we compare
survival curves corresponding to an individual with x = 2 from the WPHM, our GP
model and a Cox proportional hazards model (with βcox = −1.02). In (d) are hazard
rates from the WPHM and our GP model for an individual with x = 2.
they differ in sign).
To further quantify the difference between our GP method and the WPHM we computed
the MSE between the predicted time-to-event and the reported time-to-event in both the
training and validation sets for both models. The results are displayed in Table 4.2. It is clear
that the GP method offers vastly superior performance. We can also see that the WPHM
validation error is considerably larger than the training error. This is a hallmark of overfitting
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where the model fails to generalise well to unseen data. GP regression on the other hand does
not suffer from this problem on this dataset.
GP regression WPHM
Training MSE (years2) 22.86 774.96
Validation MSE (years2) 22.38 2514.7
Table 3.1: Comparison of mean square error between the predicted and reported
event times in the validation set using gene number 33014 from the Rosenwald lym-
phoma dataset. Our GP regression method offers superior performance to the WPHM
because it has detected a non-linear relationship between the event times and that
gene expression level. The WPHM also overfits the validation data since the MSE is
considerably larger than the training MSE. The GP model does not suffer from this
problem in this case.
3.6 Discussion
In the case of a single risk with independent censoring the event time density, the hazard rate
and the survival function are equivalent in the sense that each one of these quantities can be
uniquely expressed in terms of the others. When developing methods to analyse survival data
it is natural to focus on one of these quantities. Many existing methods take some parametric
or semi-parametric hazard rate as their starting point. We have taken an alternative route
that focuses on the event time density. Using GP regression we have formulated a highly
flexible probabilistic method of relating the covariates to event times. We believe that this
has a number of advantages. Firstly, it is the most direct way of connecting the two quantities
we observe. It requires minimal assumptions and avoids any structural constraints that a par-
ticular hazard rate may impose. Although the GP model of Joensuu is capable of comparable
performance analysing non-linear data the interpretation of hyperparameters in their model
is far from obvious. This is due to the fact that they are inferring a function describing the
relationship between covariates and the hazard rate. In contrast the hyperparameters in our
GP model have a very clear and natural interpretation since the function that we are inferring
is conceptually more straightforward and transparent.
It is relatively straightforward to include any type of censored and truncated observations
(and combinations thereof). Event times can easily be estimated for censored individuals
(estimates are simply the inferred function values). Standard quantities like the survival
function and hazard rate can readily be obtained.
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(d) WPHM validation data
Figure 3.5: Univariate analysis of gene number 33014 from the Rosenwald lymphoma
dataset. In (a) is the function inferred on the training set (of 160 patients) using
our GP regression method which clearly shows a non-linear relationship between the
expression levels and event times. In (b) is the same function superimposed on the
validation set. In (c) is the inferred function on the training set using the WPHM.
The WPHM clearly provides a poor fit for these data. In (d) the inferred WPHM
function is superimposed on the validation set.
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An interesting question to consider is how precisely to interpret the underlying function we
infer. In standard GP regression the function values would be considered ‘noise-free’ outputs
which are then corrupted by Gaussian observational noise. The corresponding interpretation
in our case would be that the functions represent a ‘noise free’ event time. However, Gaussian
noise is not appropriate in that case since it is generally not plausible to claim events could be
randomly reported before they actually occur. A more appropriate choice would be noise with
a semi infinite support on (0,∞] that would represent a delay between the event occurring and
the time it is diagnosed or recorded. In that case the underlying function could be interpreted
as a noise free event time. It may be interesting to explore different noise models in future
work. Given this interpretational difficulty we may simply regard our model as a convenient
way to infer a relationship between covariates and event times. Another potential research




Gaussian process regression with
competing risks
4.1 Introduction
In this chapter we will extend the GP model developed in the previous chapter to the situation
where we have competing risks. We will use multiple output GP priors which can handle the
case where there are multiple potentially correlated outputs for each input. As in the case of
a single risk the multiple outputs correspond to the event times for each risks.
Multiple output GP regression provides a flexible non-parametric way of modelling this.
Various hyperparameters can be inferred which control the extent to which the risks are
dependent. Boyle and Frean (2005) were one of the first to study the performance of multiple
output GP regression. As an example they generated data with two correlated outputs. One
region of the covariate space had several observations of output one but none of output two.
The GP model detected the dependency between outputs and consequently was able to make
much more accurate predictions for output two in that region of the covariate space than
would have otherwise been possible.
The difference in the case of survival data (with two risks say) is that for each individual
we will have access to at most one output per individual. This is in contrast to the more
general situations multiple output GP regression could be applied to where both outputs may
be observed. We also have knowledge that the other output must be greater than the observed
output. This is because we know that all remaining events must have occurred sometime after
the reported event time. In other words, censored observations still provide useful information.
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Despite these differences our results indicate that the GP model can perform well and that
predictions can be more accurate (and have smaller error bars) when the model exploits any
dependence between risks.
We will begin with an overview of current methods for analysing competing risks data.
Then we will provide some background information on how multiple output GP priors are
constructed and implemented in Section 4.3. We will then apply multiple output GP regression
to the case of two dependent risks with independent censoring in Section 4.4. A perennial
question when competing risks are present is what would happen if one or more of the risks
were somehow ‘disabled’ or ‘switched off’. This issue requires careful interpretation and we
discus this in detail in Section 4.5. Finally, in Section 4.6 we present results from simulation
studies.
4.2 Existing methods for survival data with competing risks
Non-parametric estimates of the marginal survival curves can be generated using the Kaplan-
Meier (K-M) estimator (3.1). The K-M estimator assumes that the risks are independent since
events other than the event under study are regarded as independent censoring. Consequently,
if the risks are indeed independent then the K-M estimators provide a valid estimate of the
marginal survival probabilities. However, when the assumption of independence is incorrect
then the K-M estimators cannot be interpreted as marginal survival probabilities and can lead
to misleading results if they are. Andersen et al. (2012) presents some examples illustrating
how the K-M estimators are biased in the presence of competing risks. However, if we are
focusing on risk r, say, and all of the other cause specific hazard rates are very small then
the K-M estimators will be a valid approximation of the marginal survival function. The
Nelson-Aalen estimator (3.2) on the other hand is well defined in the presence of competing
risks (since cause specific hazard rates are observable) but not as easy to interpret.
A common strategy is to model the cause specific hazard rates using, for example, a
proportional hazards model for each rate:
piri (τ |λ0r,βr,xi) = λ0r(τ)eβr·xi . (4.1)
Each risk has a different vector of regression coefficients βr and base hazard rate λ0r(τ).
The models are straightforward to fit since each risk can be fitted separately by treating all
other events as censoring events. This follows from (2.18) and holds for both dependent and
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independent risks:











The cause specific hazard rates are useful for determining the impact a covariate might have
on a particular risk but it will not always be clear how the cause specific hazard rates will
impact patient survival in the presence of competing risks. This is because the overall survival
function and the cumulative incidence functions depend on all of the cause specific hazard
rates since
Si(τ) = e
−∑Rq=0 ∫ τ0 ds piqi (s). (4.3)





−∑Rq=0 ∫ s0 ds′piqi (s′). (4.4)
As mentioned above Cri (τ) will in general depend on all risks and not just risk r since the
probability of r occurring depends on how likely the other risks are to occur first. Since Cri (τ)
can be written in terms of observable quantities (the cause specific hazard rates) it can be
estimated from observed data. Furthermore it is easy to interpret and is useful for making
predictions with.
If a proportional hazards model such as (4.1) is assumed for the hazard rates then the
effect a particular covariate has on the cumulative incidence function will in general be quite
complicated. Because of this models that assume a more direct relationship between the
covariates and the cumulative incidence function have been proposed. A popular approach
was taken by Fine and Gray (1999) who assumed a proportional hazards model
Cri (τ) = Φ(Λ0r(τ)e
βr·xi) with Φ(s) = 1− es (4.5)
that is similar in sprit to Cox’s model and allows for easier quantification and interpretation
of the covariate effects on the probability of succumbing to a particular risk. The Λ0r(τ) is an
unspecified monotonically increasing function of time that describes the baseline probability of
failure (that is, when xi = 0). Fine and Gray (1999) interpreted this model as corresponding
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to an ‘effective hazard rate’
piri (τ |x) = −
d
dτ
(1− Cri (τ)) = λ0r(τ)eβr·xi (4.6)
but with an unnatural risk set with an awkward interpretation. Alternatively we can simply
view (4.5) as a convenient parameterisation of the cumulative incidence function. Fine (2001)
subsequently extended the model to more general transformations.
Another approach is that of relative survival. The idea is that the hazard rate consists of
two components
pi(τ) = pi∗(τ) + p˜i(τ). (4.7)
The first component is the expected hazard rate which captures the ‘background’ hazard that
a general population — similar to the patients under study — are exposed to. The second
component is the ‘excess’ hazard that describes the hazard due to death from the particular
disease under study. The excess hazard is usually assumed to have a proportional hazard
structure and various methods of inferring the parameters have been proposed (Hakulinen
and Tenkanen, 1987; Esteve et al., 1990; Dickman et al., 2004; Perme et al., 2009). It is
assumed that the background hazard can be obtained from available data sources (such as
population based cancer registries) after matching for age, sex and other covariates of interest
so these methods are particularly useful where such large public health registries are available.
The corresponding survival function is
S(τ) = S∗(τ)S˜(τ).
The net survival, S˜(τ), is the probability of being alive at time τ in the hypothetical world
where the only risk is due to the disease. For this interpretation to be valid the risk due to
disease and risk due to death from other causes must be independent (this is equivalent to
‘switching off’ a risk in our language which we discuss in Section 4.5). Lambert et al. (2010)






which gives the probability of the disease occurring sometime before τ in the presence of
competing risks.
In the case of competing risks, shared frailty models have been used to capture the de-
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pendencies between event times. It is assumed that there are l = 1, . . . , L known clusters of
individuals and that the event times for individuals within the same cluster are dependent.
A shared frailty model assumes a frailty term, wl for each cluster, such that all individuals
in that cluster share the same frailty. For example, the clusters may correspond to different
trial centres in a mutli-centre trial or different studies in a meta-analysis. The intuition be-
hind this approach is that dependencies arise between two risks due to a latent unobserved
mechanism or pathway that effects both risks. Thus, the occurrence of one risk may provide
information on the second risk but without directly influencing it. It’s assumed that the event
times within each cluster are conditionally independent given the frailty terms. Although the
method is quite similar to the frailty models for single risks, conceptually the shared frailty
terms represent a common dependence between the event times that isn’t captured by the
covariates whereas in the case of a single risk the frailty terms represent heterogeneity across
individuals that isn’t captured by the covariates. In a proportional hazards model for example,
the hazard rate for individual i in cluster l is
pili(τ |β,xi, wl) = wlλ0(τ)eβ·xi .
See the textbook by Hougaard (2000) for more details. Random effects models generalise
the concept of shared frailty to capture inter-cluster heterogeneity in the covariate effects
(Vaida and Xu, 2000). This is achieved by assuming pili(τ |β,xi, wl) = wlλ0(τ) exp(β · xli +
bl · xli) where bl is a vector of random effect coefficients that may be different for each
cluster. The covariates may be further split into fixed-effect and random-effect covariates.
Some distribution is typically assumed for the random effects which are then integrated out
analytically if it’s possible, otherwise using numerical integration techniques. It may also
be important to consider models where the frailty terms are correlated with the covariates
(Di Serio, 1997).
Another approach is based on pseudo-observations (for an overview see the review by
Andersen and Perme (2010) and the references therein). The idea is that we are interested in
some function of the event times g(τi) and we have an unbiased estimator µˆ for the expectation
of this quantity µ = E[g(τ)]. For example the Kaplan-Meier estimator (3.1) is an unbiased
estimator for S(T ) = E[θ(τ − T )]. The pseudo-observation of individual i is µˆi = Nµˆ− (N −
1)µˆ−i where µˆ−i is the estimator based on all individuals except i. The pseudo-observation can
be interpreted as the contribution that that individual makes to E[g(τ)]. Due to censoring g(τi)
may not be observed for each individual but pseudo-observations are available for everyone and
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are used instead of g(τi) for all individuals. They may be subsequently used in a generalised
linear regression model with a non-linear link function G
G(E[g(τ)]) = β0 + β · x (4.8)
which includes the Cox model and the Fine and Gray model as special cases. The can also
be used to compute residuals by subtracting the pseudo-observation from the predicted value
based on the model, allowing graphical goodness-of-fit tests to be made. Scatterplots of the
the transformed (via the link function G) pseudo-observations and the covariates can be used
to assess the appropriateness of various model assumptions (such as linear covariate effects). A
potential drawback is that the estimators need to be unbiased. For example the Kaplan-Meier
estimator is biased if the censoring is not independent.
Dependent competing risks can be modelled via the multivariate survival function rather
than the event time density directly. A natural way to achieve this is to model the copula of
dependent event times. For example, Zheng and Klein (1995) model two dependent competing
risks via the copula. This is a convenient way to capture dependency between two or more
risks. The authors showed that if the copula is assumed to be known then the marginal event
time density can be identified and inferred from the observed survival data. One can assume
a parametric form for the copula, or assume it belongs to a certain class of copulas. The latter
approach is useful for defining families of multivariate survival functions with given marginal
distributions. This approach requires assuming that the risks are dependent, and a particular
form for the copula, in order to avoid the identifiability problem. Copulas are also implicitly
used by Clayton and Cuzick (1985). Heckman and Honore´ (1989) provide conditions under
which dependent competing risk models can be identified. This work was further refined by
Abbring and Van den Berg (2003).
4.3 Multiple output Gaussian process priors
Multiple output Gaussian process regression deals with a situation where there is more than
one output variable. For simplicity we will assume there are two outputs but what follows can
straightforwardly be extended to three or more outputs. Observed data consist of N1 pairs
of inputs and noisy outputs for the first output {(x11, t11), . . . , (x1N1 , t1N1)} and N2 pairs for the
second output {(x21, t21), . . . , (x2N2 , t2N2)}. One of the main interests in this situation is to learn
if both outputs are correlated and to exploit this when it comes to making predictions.
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Higdon (2002) illustrated that a Gaussian process can be constructed by convolving Gaus-
sian white noise with a kernel function. Boyle and Frean (2005) used this approach to construct
two Gaussian process outputs that may be correlated. We will follow the same approach in
this work and illustrate how this can be applied to the competing risks problem.
In the context of survival data the outputs are event times. We will write the event times
as
t1(x) = f1(x) + ξ1 and t2(x) = f2(x) + ξ2, (4.9)
with
f1(x) = u1(x) + s1(x) and f2(x) = u2(x) + s2(x), (4.10)
where ur(x) is a Gaussian process unique to source r and is generated by convolving a Gaussian





The second component sr(x) is a Gaussian process generated from convolving a shared Gaus-
sian white noise process (but possibly with a different kernel)
sr(x) =
∫
dz cr(z− x)l0(z). (4.12)
We assume that 〈lr(xi), lq(xj)〉 = δrqδ(xi − xj) for r, q = (0, 1, 2). Finally Gaussian random
noise ξr ∼ N (0, β2r ) is added to each output which represents observational noise. See Figure
4.1 for a schematic diagram.
We can now calculate the covariance between the noiseless outputs. Terms such as
〈ur(xi), sq(xj)〉 will vanish, leaving
〈fr(xi), fq(xj)〉 = 〈ur(xi), uq(xj)〉+ 〈sr(xi), sq(xj)〉 . (4.13)





z·Σrz, c1(z) = ω1e−
1
2




1The convolution kernel is related to, but distinct from the kernel function in the GP prior.
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l1 l0 l2
s1 s2 u2u1
t1   + ξ1 t2   + ξ2
h1 h2
c2c1
Figure 4.1: Schematic diagram of two Gaussian processes t1 and t2. The first output is
a sum of a unique Gaussian process u1, which is obtained by convolving the Gaussian
white noise process l1, and a shared Gaussian process s1 which comes from convolving
a shared Gaussian white noise process l0. The second output is similarly generated
using the same shared white noise process. We use h and c to denote the convolution
kernels. The shared white noise process leads to dependency between outputs, which
are finally corrupted by Gaussian observational noise ξ1 and ξ2.
The vector µ is included to allow for an offset in both outputs. We now compute
〈ur(xi), uq(xj)〉 =
∫










dzhr(z)hq(z + d) (4.15)
where d = xi − xj . We can use (D.6) from Appendix D to solve these integrals and obtain
〈ur(xi), ur(xj)〉 = pi
d/2σ2r√|Σr| e− 14d·Σrd (4.16)
〈s1(xi), s2(xj)〉 = (2pi)
d/2ω1ω2√|Ω1 + Ω2|e− 12 (d−µ)·Γ(d−µ) (4.17)
〈s2(xi), s1(xj)〉 = (2pi)
d/2ω1ω2√|Ω1 + Ω2|e− 12 (d+µ)·Γ(d+µ) (4.18)
〈sr(xi), sr(xj)〉 = pi
d/2ω2r√|Ωr| e− 14d·Ωrd (4.19)
where Γ = Ω1(Ω1 + Ω2)
−1Ω2. Inserting these into (4.13) allows us to construct a covariance
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matrix which we can use to define a GP prior over f = [f1, f2] ∈ R2N :








where [Krq]ij = 〈fr(xi), fq(xj)〉 and η = ηI2N×1, with η ∈ R, is the GP mean. The block
matrices have an intuitive interpretation. K11 and K22 control the covariance structure of
the independent parts of each output whereas the off-diagonal blocks control the covariance
between outputs.
Predictions
The predictive distribution for the output f r∗ corresponding to a new input x∗ is Gaussian





∗,x∗)− k∗r ·K−1k∗r (4.22)








rq]i = 〈f r(x∗), f q(xi)〉 given by (4.13). The
matrix K is the covariance matrix in (4.20) formed out of four block matrices. Finally,
k(x∗,x∗) = 〈f r(x∗), f r(x∗)〉 = pid/2σ2r/
√|Σr|+ pid/2ω2r/√|Ωr|.
4.4 Application to two competing risks with independent cen-
soring
We extend the transformation model from the case of a single risk (3.6) to accommodate two
outputs:




i ) = f2(xi) + ξ
2
i for i = 1, . . . , N . (4.23)
Each event time is related to the same covariates via two different functions corrupted with
two different noise random variables. In the case of competing risks the event times may be
correlated so we will place a multiple output GP prior over f = [f1, f2] ∈ R2N . Throughout
this thesis we will use (4.20) although alternative kernel functions could be used (Alvarez and
Lawrence, 2011). Again we let t1 = φ(τ1) and t2 = φ(τ2) using the transformation from (3.8).
The indicator variable can take values ∆i = 0, 1, 2 to indicate censoring, event type 1, and
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event type 2 respectively.
A Gaussian distribution for the noise tr ∼ N (fi, β2r ) is assumed for r = 1, 2. Assuming
that right censoring is independent the joint event time density is conditionally independent





i |f1i , f2i ) = p(t0i )p(t1i |f1i )p(t2i |f2i ). (4.24)
The conditional independence leaves us with a rather convenient event time density. All of
the complicated business of correlations between risks and similarities between individuals is
captured by the GP prior leaving a simple product of univariate Gaussian densities. We will
discus thus more in Section 4.5. The probability of censoring p(t0i ) is assumed constant and
can be absorbed into the normalisation factor and henceforth will be ignored. Due to the
conditional independence we can use the formulae for independent risks (Section 2.1.3). From
(2.20) the survival function is given by Si(t|f1i , f2i ) = S1i (ti|f1i )S2i (ti|f2i ) and from (2.22) the
cause specific hazard rates are piri (t|f ri ) = pri (t|f ri )/Sri (t|f ri ).
4.4.1 Interpretation of hyperparameters
We will make a number of simplifying choices for the hyperparameters. We assume σ =
σ1 = σ2 which controls the variance of the outputs that is due to their unique Gaussian
processes. Secondly, the hyperparameters ω = ω1 = ω2 control the variance due to shared
latent processes. These parameters control to what extent the outputs are dependent. In the
case where ω = 0 the sub matrices K12 and K21 in (4.20) are zero. Consequently, f
1 and f2
are independent and it follows that the prior density factorises over risks. In this case the
two risks are completely independent and it is equivalent to fitting two separate functions for
each risk independently (albeit with the same hyperparameter σ). In the results section we
will sometimes fix ω = 0 in order to compare a model that assumes independent risks to a
model that allows for dependencies to exist.
Together σ and ω control the overall variance of f , that is, the overall timescale over which
we expect to see events occurring. It is not unreasonable to assume that these timescales will
be similar in both risks as otherwise there is little motivation for a competing risks analysis
as one event type will preclude the observation of the second type.
We assume that the covariance matrices in (4.14) are diagonal with Σr = ΣrId×d and
Ωr = ΩrId×d. We assume that the characteristic length scales in covariate space are the
same Σ1 = Σ2 = Ω1 = Ω2 = 1/l
2. Finally, we shall assume that the noise levels are the
53
Chapter 4. Gaussian process regression with competing risks
same for both events β1 = β2 = β. In the simplest case we have a six-dimensional vector
of hyperparameters θ = (η, µ, β, σ, ω, l) where η ∈ R, µ ∈ R, β ≥ 0, σ ≥ 0, ω ≥ 0, and
l ≥ 0. These simplifications are by no means necessary and may not be appropriate for
certain datasets. They do however make inference of hyperparameters considerably easier
since the search space will in general contain many local minima so making the dimension of
that space as small as possible will have significant computational advantages.
4.4.2 Inference of latent function values and hyperparameters
Due to the convenient conditional independence of the event times (4.24) we can work directly
with (2.25) except that in this case we ignore any terms corresponding to right censoring since












As before, we use Bayes’ theorem to calculate the posterior over the latent function values:
p(f |X, D) = p(D|f)p(f |X)
p(D|X) . (4.26)
where f = [f1, f2]. We define the negative log likelihood as
L(f) = − 1
N
log p(f |X, D).
We can then substitute terms from (4.25) and (4.20) into the negative log likelihood to obtain



















log pi(ti|f2i ) +
1
2N
(f − η) ·K−1(f − η) + log 2pi + 1
2N
log |K|. (4.27)
The Laplace approximation of the marginal posterior density is constructed and used to define
the negative log hyperparameter posterior
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where fˆ = minf L(f). First and second order partial derivatives are given in Appendix A.5.
Note that it is straightforward to show that the posterior (4.26) is proper by following a
similar argument to Section 3.3.4.
4.4.3 Making predictions
The predictive distribution corresponding to an individual with covariates x∗ is p(tr∗|x∗,X, D) =
N (µˆr, κˆr +β2r ) with µˆr and κˆr given by (4.21) and (4.22) respectively. The predictive density
over the original event time variable is








γ(eτ∗/γ − 1) . (4.29)
From this the mean and variance can be numerically computed, similarly to Section 3.3.5.
Once the predictive event time density has been obtained one can readily derive hazard rates
or survival curves if desired.
4.5 ‘Disabling’ a risk
A question of great interest in a competing risks situation is how to estimate the survival
probabilities from one risk in the absence of one or all of the other risks. It has been described
as the problem of competing risk by Kalbfleisch and Prentice (2002, Chapter 8) and has at least
been asked since Bernoulli (1760). It is more than just a statistical question since ‘switching
off’ or disabling some of the risks will in general alter the hazard rates of the remaining risks
because the risks will in general share common biological pathways or depend to some extent
on the same components. To interfere with the underlying system so as to disable some of the
risks will in general change the characteristics of the remaining risks. It may be very difficult
or impossible to quantify these changes in practice. In any case, the data we have available
comes from a system where all risks are operating and therefore it is in general not possible
to predict what effect switching off one of more of the risk will have.
We can however imagine a hypothetical world where some of the risks have been disabled
and the hazard rates of the remaining risks are still relevant. To be clear, the assumption
is that hazard rates inferred from a situation in which all risks are operating are applicable
to a situation where one or more of those risks have been disabled. Regardless of whether
or not this hypothetical situation is plausible it is nonetheless a case than can be addressed
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statistically. The precise interpretation of marginal survival probabilities and cumulative
incidence functions depends on whether the risks are independent or not.
We now provide the mathematical details. By ‘switching off’ all risks except risk r we
mean replacing






δ(τq − ζ) (4.30)




q 6=r dsq)p(s0, . . . , sR) is the marginal density of event time r. We use





ds p˜ri (s). (4.31)
The cause specific hazard rate can be obtained from (2.27) since there is only one risk:





From this it follows that
S˜ri (τ) = e
− ∫ τ0 ds p˜iri (s). (4.33)
Note that p˜iqi (τ) = 0 and S˜
q






− ∫ s0 ds′p˜iri (s′) = 1− S˜ri (τ). (4.34)
We now examine the case of dependent and independent risks separately.
Dependent risks
In this case p˜iri (τ) 6= piri (τ). This can be seen by comparing the expression for piri (τ) given by
(2.4) to the expression for p˜iri (τ) which is given by (4.32). This is to be expected since switching
off the other risks will change the probability to survive until a certain time and hence the
hazard due to risk r will also change. In this case the quantity exp(− ∫ τ0 ds piri (s)) cannot be
interpreted as a marginal survival probability in the hypothetical world where all other risks
are switched off. Consequently, Cri (τ) = 1 − Sri (τ) does not have a valid interpretation as a
cumulative probability distribution either.
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Independent risks
In the case of independent risks the survival function can be written as Si(τ) = S
1
i (τ) · · ·SRi (τ)




i (s) for r = 1, . . . , R.
Since the risks are independent it immediately follows that p˜ri (τ) = p
r
i (τ). From (4.31)
and (4.32) it follows that S˜ri (τ) = S
r
i (τ) and p˜i
r
i (τ) = pi
r
i (τ). In this case the quantity




i (s)) is equal to (4.33) and hence it can be interpreted as a marginal
survival probability in the hypothetical world where all other risks are switched off.
The GP model
In our case the conditional independence of the event times given the latent function means




i (s|f ri ) as a marginal survival probability. This
is true regardless of whether the underlying functions are independent or otherwise (which in
the language of our model means this is true for any value of ω).
4.6 Results
We study the behaviour of the GP model under a variety of conditions using simulated data.
We also compare the performance of our GP model to that of the WPHM.
4.6.1 Non-monotonic survival with dependent competing risks
Shown in Figure 4.2 are non-monotonic simulated data with two dependent competing risks.
A total of N = 100 samples are generated from two functions drawn from a multiple output
GP prior. The GP model assumes that the risk are dependent by inferring a value of ω = 1.2
for the shared variance compared to σ = 0.25 for the unique variance. In the same figure we
show results from running two independent WPHMs. As expected the WPHM is unable to
handle the non-monotonic nature of these data. To quantify this we generated a further 100
validation samples. Using the trained GP model and the trained WPHM models we made
predictions for validation samples as follows. For individuals who reported event type 1 first
we made a prediction of the time until that event. If event type 2 was reported then we
predicted the time until event 2. Censored individuals were excluded. We then compute the
mean square error (MSE) between predicted and reported event times. Results are shown in
Table 4.1.
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(d) WPHM inferred risk 2
Figure 4.2: Example of non-monotonic survival data with two dependent competing
risks. In Figures (a) and (b) are plots of the inferred risk one and risk two functions
respectively using the GP model. Inferred hyperparameters are (η, µ, β, σ, ω, l) =
(7.93,−0.16, 1.18, 0.25, 1.20, 1.15). The value ω 6= 0 reflects the fact that the model
has assumed the risks are dependent. In Figures (c) and (d) are results from running
two independent WPHM models. In each model only one of the risks is regarded as
the primary risk and all other events are considered as right censored.
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WPHM GP regression
Risk 1 MSE (years2) 2.43 1.42
Risk 2 MSE (years2) 2.67 0.70
Table 4.1: Comparison of mean square error between the WPHM and the GP model
on 100 validation samples corresponding to the training data in Figure 4.2. The GP
model has considerably better predictive performance.
4.6.2 Monotonic survival data with dependent competing risks
We then repeated the entire experiment but with data that follow a roughly monotonic pat-
tern. These data are shown in Figure 4.3. Again, we train a GP model and compare this to
two independent WPHM models. In this case values of ω = 0.95 and σ = 0 were inferred
which indicates that the risks are completely dependent with no variance due to unique com-
ponents. The characteristic length scale l = 4.56 illustrates that the function is changing
relatively slowly with respect to the covariate. Compare this to a value of l = 1.15 from
the example in Figure 4.2. In Figure 4.3 (a) we see that the GP model has inferred a risk 1
function that lies ‘above’ most of the observed event times. This is not unreasonable since all
of the risk 2 events are effectively censoring events from the point of view of risk 1. There-
fore, we know that risk 1 events must occur after risk 2 event times. Consequently the data
likelihood is maximised by placing the risk 1 function slightly ‘above’ the risk 2 events. A
similar effect can be seen in Figure 4.3 (c) since the risk 2 events are also regarded as censoring
events in the WPHM. As in the example above we compute the MSE in a validation set of
100 samples. Results are shown in Table 4.2. The GP model performs slightly worse that the
WPHM model, particularly when it comes to predicting risk 1 events. This appears to be
due to the fact that the GP model has inferred a risk 1 function that is slightly ‘higher’ than
the WPHM risk 1 function. Consequently, the predicted risk 1 events are overestimating the
time to event. In this dataset there are 66 risk 2 events compared to 19 risk 1 events which
helps to explain the poorer predictions for risk 1. Also, because of the way the validation data
are generated only the earliest risk 1 events are reported which leads to larger MSE values
in both models because the predicted event times tend to be later than the reported event
times.
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WPHM GP regression
Risk 1 MSE (years2) 1.42 3.10
Risk 2 MSE (years2) 0.75 0.84
Table 4.2: Comparison of mean square error between the WPHM and the GP model
on 100 validation samples corresponding to the training data in Figure 4.3. The GP
model has slightly poorer performance than the WPHM, particularly on risk 1. See
the main text for further discussion.
4.6.3 Comparison of GP models with dependent and independent risks
By fixing the value of ω = 0 we force the two risks to be independent in the GP model. We
generated survival data with dependent risks and compare two GP models, one which allows
for dependency between risks and one with independent risks. The results are shown in Figure
4.4.
In (a) and (b) are results from a GP model where ω is inferred from the data. (η, µ, β, σ, ω, l) =
(4.59, 0.41, 0.33, 0.20, 1.63, 1.01). The higher value of ω indicates that the model is assuming
strong dependence between risks. In (c) and (d) are results from a second GP model with ω =
0. Remaining hyperparameters were found to be (η, µ, β, σ, l) = (13.03,−0.60, 1.02, 1.90, 1.02).
Note that the value of σ is now higher as the unique part of each risk must explain all of
the ‘output’ variance. The advantage of allowing dependent risks becomes apparent when we
examine the inferred risk 2 function towards the left of (b) and (d). In the independent model
the uncertainty associated with the underlying function is much greater since knowledge of
risk 1 is unavailable. In the dependent model a more accurate recovery of the risk 2 function
is obtained and the uncertainty is smaller since information from risk 1 events can be utilised
more effectively.
In Figure 4.4 (e) we compare the two inferred risk 2 functions to the ‘true’ risk 2 function.
We can see that the dependent model has done quite a good job at recovering the correct
function despite the complete lack of risk 2 observations to the left of the x-axis. Of course,
with real data we will not have the luxury of knowing whether an assumption of dependence
is correct or not but this example at least illustrates the potential usefulness of our approach.
4.6.4 Example of two dimensional covariates
The model is fully capable of dealing with multi-dimensional covariates. By using the squared
exponential kernel with automatic relevance determination (ARD) hyperparameters (see Sec-
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(d) WPHM inferred risk 2
Figure 4.3: Example of monotonic survival data with two dependent competing risks.
In Figures (a) and (b) are plots of the inferred risk one and risk two functions
respectively using the GP model. Inferred hyperparameters are (η, µ, β, σ, ω, l) =
(5.95, 2.16, 1.40, 0, 0.96, 4.56). The value ω 6= 0 reflects the fact that the model has
assumed the risks are dependent. The characteristic length scale l = 4.56 indicates
that the function is changing relatively slowly with respect to the covariate. In Fig-
ures (c) and (d) are results from running two independent WPHM models. In each
model only one of the risks is regarded as the primary risk and all other events are
considered as right censored.
tion 2.3.1) we can determine which covariates are the most important. This is analogous
to examining the regression coefficients in a Cox model to see which covariates have the
greatest impact on survival outcomes. In the example shown in Figure 4.5 we find that
(l1, l2) = (0.52, 1.47) indicating that the first covariate is more important.
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Figure 4.4: In (a) and (b) are results from a GP model with dependent risks allowed.
In (c) and (d) the inferred risks are forced to be independent by setting ω = 0. In (e)
is a comparison of both inferred functions for risk 2 compared to the ‘true’ function.
See the main text in Section 4.6.3 for full details.62
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(a) Inferred risk 1 (b) Inferred risk 2
Figure 4.5: Example of GP regression with two dimensional covariates and strongly
dependent risks. Covariate x1 has an inferred characteristic length scale of l1 =
0.52 compared to l2 = 1.47. The values used to generate the data were (l1, l2) =
(0.5, 1.5). This indicates that the first covariate is more relevant to determining
survival outcomes. This is reflected in the figures since the function is more variable
in the x1 direction. The remaining hyperparameters were found to be (η, β, σ, ω) =
(4.83, 0.17, 0.23, 0.89). Note that higher value of ω reflects the fact that the GP model
has assumed a strong dependence between risks.
4.7 Discussion — why is survival analysis hazard based?
Modelling the hazard rate has arguably provided the most popular route to analysing survival
data. Cox’s proportional hazards model and its myriad variations are classic examples of this
approach. To a lesser extent the cumulative incidence function has also proved to be a
popular approach. The appeal of these approaches is easy to understand. The hazard rates
and cumulative incidence functions can be inferred from observed data, have an intuitive
interpretation and are useful for establishing associations between covariates and survival
outcomes and making predictions about future events.
The latent failure time approach, where one thinks in terms of the joint probability density
of the failure times, is an alternative approach to analysing survival data. This approach has
been criticised for a number of reasons. The most serious objection is that the joint event
time density is unobservable and cannot be inferred from the observed failure and censoring
times. While one may assume that the event times are independent or perhaps assume some
parametric density to model dependencies one cannot conclude on the basis of the observed
data alone whether or not the event times are independent. Some authors such as Beyersmann
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et al. (2012, Section 3.3) have claimed that the latent failure times lack plausibility or are
too hypothetical in nature since we are positing the existence of quantities which in reality
can never be measured (see Kalbfleisch and Prentice (2002, Section 8.2) for further in depth
discussion).
From this point of view the hazard rates provide a more natural and intuitive framework
for analysing survival data. In the real world we observe events that necessarily occur to
individuals that are still alive and the hazard rate captures precisely this — the rate at which
events occur to living individuals. Being wholly observable quantities the hazard rates can
be inferred from observed data and do not require any assumptions to be made regarding
the independence of the risks. In addition, Crowder (2012, Section 14.3) points out that it
is much easier to incorporate time dependent covariates using hazard rates than via the joint
event time density. For similar reasons the cumulative incidence function has been a popular
alternative to a hazard rate formulation of survival analysis. Beyersmann et al. (2012, Section
3.3) conclude that:
“Assuming latent times rather appears to cause confusion and to create artificial
problems than to contribute to an understanding of the subject matter. Although
logically feasible, the concept of latent times is not convincing, except for special
cases such as a technical device whose single components have a physical and
functional interpretation. Except for such special cases, the latent failure time
model is philosophically rather ‘expensive’, assuming, e.g., that a human being
is equipped with a large enough reservoir of latent times for any competing risks
situation that the individual might face.”
We argue instead that the latent failure time approach does provide a useful conceptual
framework. There are two aspects in particular where such an approach is useful. The first
is in making predictions for new patients and the second is in estimating what happens
when one or more risks are disabled. In both cases the marginal survival functions are
the relevant quantities. Firstly, while it may be implausible to consider the latent failure
times for an individual who has already died from one of the events the situation is rather
different for individuals who are still alive. The time until different events is highly relevant
for making predictions and clinical decisions. As soon as we ask questions about several
risks it is natural to consider the event times as random variables and it follows that we are
immediately interested in the joint probability density. As we have shown here our GP model
provides a straightforward way to predict the time-to-event for new individuals. If we want
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to model dependent risks (despite not being able to test our assumption) then modelling the
joint event time density is a convenient starting point. The fact that the data we observe in
reality do not allow a direct view of this joint density does not mean that it is not a useful
concept.
Secondly, it provides a useful framework when considering what would happen when a
risk is ‘switched off’. The conditional independence of the latent event time density allows us
to easily predict marginal survival probabilities after switching off a risk. The difficulties in
understanding what it means to switch off a risk are twofold. Firstly, it requires an assumption
that the hazard rates inferred under conditions where all risks are present will be relevant
to conditions where one or more of those risks have been somehow eliminated. This is not
primarily a statistical question since it will depend on the nature of the underlying physical or
biological system. Indeed, any extrapolation to a scenario where no data have been observed
will be problematic for any statistical modelling. Kalbfleisch and Prentice (2002, Section
8.2.6) summarise:
“A statistical specification of failure rates given the removal of certain failure types
will be sensible only in very special cases. In some specific applications, it may be
possible to utilise existing data to reach sensible inferences. A detailed knowledge
of the system giving rise to the failures and knowledge of the removal mechanism
is required for such an extrapolation.”
A further issue concerning the disabling of one or more risks is that the interpretation of
the marginal survival probabilities will depend on whether the risks are independent or not.
Of course, this cannot be inferred from the data and must be assumed. Within the framework
of our GP model the marginal survival probabilities have a valid interpretation regardless of
whether the model assumes the risks are independent or not.
Another advantage of our latent event time approach is that it avoids any explicit struc-
tural assumptions of what form the hazard rate takes. Modelling the hazard rate requires
capturing both time and covariate effects whereas modelling the joint event time density re-
quires capturing only the covariate effects. Consequently, specifying the event times as a
function of the covariates requires fewer assumptions. Using GP regression results in a highly
flexible non-parametric probabilistic model. The default model settings allows for dependent
risks; therefore, an assumption of dependence is made. As our results have shown assuming
dependence between risks can lead to more accurate predictions in some cases. Future direc-
tions of research are similar to the GP model with a single risk. It would be interesting to
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The Gaussian process latent
variable model
5.1 Introduction
High dimensional data are those where the number of covariates d is relatively large compared
to the number of individualsN . The analysis of high dimensional data is challenging due to the
risk of overfitting. Overfitting occurs when we infer spurious relationships between data that
are not biologically genuine and have occurred by chance. In order to measure overfitting
in situations where we wish to relate covariates to some output variable (time-to-event or
class membership labels for example), we typically split our dataset into a training set and
a validation (or test) set. A model is fitted using the training data, usually by inferring the
values of some model parameters, and is then tested by using the trained model to predict
the outcomes associated with each individual in the validation set. A hallmark of overfitting
is to observe a good fit to the training dataset, but poor performance on the validation set
since the model has picked up on spurious relationships that fail to exist in the validation
data. The greater the dimension of the covariates compared to the number of individuals the
greater the risk of picking up spurious patterns, as the model struggles to find meaningful
patterns in such large volumes of data.
High dimensional data are becoming increasingly common in biomedical research. New
experimental techniques can easily generate a huge number of measurements for a single
individual. Gene expression microarrays can acquire expression levels for tens of thousands of
genes in a single experiment. Single nucleotide polymorphism (SNP) data or DNA methylation
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data consist of hundreds of thousands of measurements. Automated image analysis software
can extract hundreds or thousands of parameters from various types of biomedical imaging
platforms. For example, parameters that quantify the texture, shape, and density of tumours
can be extracted from PET scans. Fluorescent microscopy techniques can be used to see
the presence of different proteins in thin slices of cancer tumours. Fo¨rster resonance energy
transfer (FRET) is a mechanism that allows researchers to infer the distance between two
proteins which indicates whether two proteins are interacting. Parameters that characterise
the abundance, spatial distribution and pairwise interaction of proteins can be extracted from
these fluorescent images. All of these data types have high dimensional covariates in common.
Typical experimental datasets may have in the order of ten or one hundred patients and in
rare cases thousands which means that the danger of overfitting is frequently present. The
so-called ‘curse of dimensionality’ has become a common problem.
Dimensionality reduction methods attempt to address the overfitting problem by repre-
senting the information in a dataset in a lower dimensional space. By lowering the ratio of
covariates to samples we diminish the risk of overfitting. There are numerous other strategies
for dealing with high dimensional data and in the following chapter we will discus these in
more detail. For the moment we focus on one particular dimensionality reduction model called
the Gaussian process latent variable model (GPLVM).
The GPLVM was originally introduced by Lawrence (2005) as a flexible probabilistic
dimensionality reduction method. For individual i we observe a high dimension vector of
covariates yi ∈ Rd which we attempt to represent with a vector of latent variables xi ∈ Rq.
There are N individuals in total. Ideally the number of latent variables q will be much smaller
than the dimension of the observed data d, thus achieving a more parsimonious representation
of the data. The GPLVM is closely related to probabilistic principal component analysis
(Tipping and Bishop, 1999) which itself is a generalisation of factor analysis (see the textbook
by Rencher (2002)).
The GPLVM has several attractive features. It assumes that the components of the high
dimensional data yi can be written as functions of xi, and Gaussian process (GP) priors are
assumed for these functions. By choosing different kernel functions in the GP prior we can
specify different types of non-linear mappings between the low and high dimensional spaces.
This allows for a highly flexible model that can generate non-linear embeddings in the latent
space.
In the GPLVM the latent variable representations xi are unknown and must be inferred
from the data. In general this must be done numerically. However the simplest case, where
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a linear kernel is used, corresponds to a linear mapping from the latent variables to the high
dimensional covariates. It was shown by Lawrence (2005) that in this case the maximum a
posteriori (MAP) solution can be obtained analytically and is equivalent to performing Princi-
pal Component Analysis (PCA) and retaining the first q principal components. Intuitively we
can regard the GPLVM as a non-linear generalisation of PCA when non-liner kernel functions
are used.
One disadvantage of the original GPLVM is its computational complexity. This is primar-
ily due to the need to invert an N ×N kernel matrix, where N is the number of samples in
the dataset. This issue was addressed by Lawrence (2007) by applying sparse GP regression
methods to the GPLVM. Sparse GP regression (Snelson and Ghahramani, 2006) uses various
approximations to reduce the computational complexity required during inference. A thor-
ough overview of sparse GP regression can be found in Quin˜onero-Candela and Rasmussen
(2005).
Building on developments in variational sparse GP regression (Titsias, 2009), the Bayesian
Gaussian Process Latent Variable Model was introduced by Titsias and Lawrence (2010). The
idea behind variational approaches is to approximate the marginal distribution (obtained by
integrating out the latent variables) with a lower bound. The lower bound is then made to ‘fit
tightly’ by minimising the Kullback-Leibler divergence between the lower bound and the true
distribution with respect to hyperparameters and variational parameters. Usually, the varia-
tional bound is easier to evaluate and optimise with respect to hyperparameters. A detailed
description of the variational approach to the GPLVM can be found in Gal et al. (2014). This
approach can also be used to detect the intrinsic dimensionality of the latent variable space.
This is achieved by using a squared exponential kernel with automatic relevance determina-
tion (ARD) hyperparameters. Latent variables that are not required can be ‘switched off’ by
sending their corresponding ARD parameters to zero.
Another natural extension of the GPLVM is to incorporate multiple datasets simultane-
ously. If we are to acquire two datasets, say Y1 ∈ RN×d1 and Y2 ∈ RN×d2 , it may be that
there is overlap in the content and structure of these data. Suppose we were to obtain gene ex-
pression data for a cohort of patients and also parameters extracted from fluorescent imaging
data. It may be the case, for example, that individuals with disrupted gene expression levels
may have altered levels of protein abundance or interaction (due to the underlying biological
processes). It is desirable to somehow combine the information from both of these sources;
particularly if any signal in the data can be strengthened. The GPLVM can naturally accom-
modate these types of data by expressing both datasets in terms of the same latent variables.
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The shared latent variables then capture the shared structure between multiple sources.
This idea was developed by Shon et al. (2006) and Ek et al. (2007) who called their model
the shared-GPLVM. They applied the model to image synthesis where images of the same
object are taken from different angles. A disadvantage of this approach is that sometimes
each dataset may have some information that is unique to it. This problem was overcome
by Ek et al. (2008) by dividing the space of latent variables into shared and private parts.
The private subspaces are available only for each dataset and describe variability that is
unique to that particular source while the shared latent variables extract that information
which is common to all of the sources. This so called shared-GPLVM was further extended
by Damianou et al. (2012). Instead of a ‘hard’ division of the latent space where a latent
variable is either shared or private the authors implemented a ‘soft’ continuous division. This
was done by expressing all datasets in terms of all the latent variables and then introducing
for each dataset an additional parameter for each latent variable that controls how ‘relevant’
that latent variable is for that particular data source. A variational approach was used in
that model.
Another research direction expanded the GPLVM to include ‘output’ data (where the
outputs could be some continuous random variable or a class label for example). The GPLVM
in its original form is an unsupervised method. That is, any additional output information is
ignored. The discriminative-GPLVM (Urtasun and Darrell, 2007) incorporates class labels by
assuming a prior over the latent variables that favours maximising the between-class variance
and minimising the within-class variance. The authors subsequently used Gaussian process
classification (GPC) to predict class labels for new individuals. In addition, the kernel matrix
from the discriminative-GPLVM could simply be inserted into the GPC prior since the kernel
matrix contains all of the information learned about the covariates and the class labels. The
discriminative-GPLVM was recently extended by Eleftheriadis et al. (2013) to include multiple
datasets. The authors applied their model to facial expression recognition tasks where multiple
images of a subjects face are taken from different angles that provide complementary views of
the same facial expression. The supervised-GPLVM developed by Gao et al. (2011) allows for
continuous output variables to be included. This was done by assuming the output variables
were related to the latent variables by some function and then assuming a GP prior over that
function. In practise this is not dissimilar to the shared-GPLVM approach since in this case
the outputs are essentially treated as another dataset.
Our main advance in this chapter is to develop the Laplace approximation for the marginal
likelihood of the GPLVM. The marginal likelihood involves integrating over the latent variables
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which is, in general, analytically and numerically intractable. The variational approaches
discussed above solve this problem but it is not straightforward to extend such methods to
more complicated likelihood functions with non-Gaussian priors or terms that include survival
data. The Laplace approximation on the other hand can be easily extended to handle these
cases and we will take advantage of this in the following chapter when we combine the GPLVM
with a Weibull proportional hazards model. The approximated marginal likelihood is used
for the purposes of hyperparameter optimisation and model comparison. We allow for the
possibility of multiple datasets by expressing them in terms of a shared set of latent variables
as in Shon et al. (2006) and Ek et al. (2008).
This chapter is laid out as follows. In the next section we define the model, describe how
to infer the latent variables and hyperparameter, how to make predictions for new individuals,
and discuss some of the issues that arise in constructing the Laplace approximation of the
marginal likelihood. We then test the model by generating simulated datasets of a particular
form that allows us to quantify the accuracy of the model. We explore some of the difficul-
ties in optimising non-linear likelihood functions. Finally, we conduct a binary classification
experiment in both high and low dimensional spaces in order to illustrate how reducing the
dimension diminishes the symptoms of overfitting (and increases the predictive accuracy).
5.2 The GPLVM
In this section we define the GPLVM and construct the Laplace approximation of the posterior
marginal likelihood. Some problems arise with this approximation due to symmetries in the
latent variable space which we discus. We then explain how to determine the hyperparameters,
and find the optimal embedding in the latent variable space for new individuals.
5.2.1 Model definition
In the most general case we consider S observed datasets Y1, . . . ,YS each with N rows and
d1, . . . , dS columns respectively. Each row corresponds to one individual and it is assumed
that each dataset contains different observations corresponding to the same individuals. For
example, we may have gene expression measurements in one dataset and imaging parameters
in a second. We assume that each individual i can be represented by a low dimensional vector
of latent variables xi ∈ Rq where q < mins(ds). We assume that covariate µ from source s is
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iµ for i = 1, . . . , N (5.1)
where fs(xi) is an unspecified function of the latent variables and ξ
s
iµ ∼ N (0, β2s ) is a noise
random variable. Zero mean GP priors with kernel matrices Ks are then assumed for the
















β2sδij . We have denoted the set of all observed datasets as {Ys} = {Y1, . . . ,YS} and similarly
{β2s} contains all of the noise variance hyperparameters. The vector θ contains any hyperpa-
rameters associated with the kernel function ks. The data likelihood (5.2) is a product of ds
Gaussian processes for each data source that map the latent variables to the observed data
space. Each source is allowed to have different kernel functions that characterise the (possibly
non-linear) nature of the mapping. This allows us to simultaneously embed multiple datasets
in the same latent variable space where each data source may have a qualitatively different
relationship to the latent variables.
5.2.2 Inference of latent variables and hyperparmeters
Within the Bayesian formalism we specify a hierarchy of quantities which we wish to infer
from the observed data:
1. The data generating parameters which in our case are the latent variables X. These
parameters scale with the number of individuals N .
2. Hyperparameters controlling qualitative features of the model such as the noise levels
{β2s} and kernel parameters θ.
3. Models which in our case consist of a choice of kernel function and the dimension of the
latent variable space, q.
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with the data likelihood term given by (5.2). We define the negative log likelihood as























s . The choice of prior is discussed in Section 5.2.5. This function
is numerically minimised with respect to X using a gradient based optimisation algorithm.
Partial derivatives are given in Appendix B.1.
Following (2.35) the posterior over hyperparameters is
p({β2s},θ|{Ys}) =
p({Ys}|{β2s},θ)p({β2s})p(θ)∫





dX p({Ys}|X, {β2s},θ)p(X). (5.6)
This integral is in general analytically and numerically intractable and so we construct the
Laplace approximation as described in Section 2.2.1. From (2.43) we can write
p({Ys}|{β2s},θ) ≈ p({Ys}|Xˆ, {β2s},θ)(2pi)Nq/2|(NH)−1({β2s},θ)|1/2 (5.7)





and is calculated explicitly for the three different types of kernels (2.49) in Appendix B.1.


























Figure 5.1: Illustration of invariance under unitary transformations. The posterior
probability density (5.3) from a toy dataset with N = 1 and x1 = (x1, x2) is plotted
(on an arbitrary scale). A vector of observed data y1 ∈ R5 was randomly generated
and the noise level was set to β = 0.01. The fact that the data likelihood is invariant
under rotations and reflections of x1 through the origin is readily apparent in this
case. The points of maximum probability form a circle about the origin. The optimal
value of x1 that is reported by the optimisation algorithm will depend on the initial
conditions (which are generated randomly). If either x1 or x2 are close to zero then
one of the second order derivatives will be close to zero. This renders a Gaussian
approximation of the posterior invalid since the covariance matrix is no longer posi-
tive definite. Once the rotation and reflection symmetries have been eliminated the
posterior reduces to a one dimensional unimodal distribution.
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5.2.3 Invariance under unitary transformations
A problem arises during the Laplace approximation due to fact that in the Nq-dimensional
posterior search space of latent variables there exist directions in which the second order
partial derivatives are zero. These directions point along lines where the log likelihood is
constant. This occurs due to the invariance of the log likelihood under rotation or reflection
of the latent variables.
To see this let U be a unitary matrix (corresponding to a rotation or reflection), such that
UTU = UUT = I, and let x˜ = Ux. Then
x˜i · x˜j = xiUTUxj = xi · xj and (5.10)
(x˜i − x˜j)2 = (xi − xj)UTU(xi − xj) = (xi − xj)2. (5.11)
All of the kernels considered in this paper depend on the covariates solely through expressions
of the form (5.10, 5.11) and consequently are invariant under unitary transformations. Since
the log likelihood depends on the latent variables via the kernel function it too is invariant
under unitary transformations.
There are two undesirable consequences of this property. Firstly, the second order partial
derivatives of (5.4) may evaluate to zero and hence H will not be positive definite and the
Gaussian approximation of the marginal likelihood will no longer be well-defined. Secondly,
it means that there is not a unique latent variable representation of a dataset but rather
an infinite number of mutually equivalent solutions corresponding to different rotations and
reflections.
A computationally straightforward solution to this problem is to ‘pin down’ the latent
variable representation such that the symmetries are eliminated. Assuming that we are work-
ing in the standard basis {e1, . . . , eq} we demand that x1 is ‘pinned’ to the e1-axis which
can always be achieved through an appropriate unitary transformation. We then require the
second individual to be confined to the e1–e2 plane. This continues for the first q − 1 indi-
viduals. In practice this implies that we simply populate the (q− 1)(q− 2)/2 elements in the
upper right hand triangle of X with zeros and optimise with respect to the remaining latent
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x˜21 x˜22 0 0
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To eliminate reflection symmetries we require x˜11 ≥ 0, x˜22 ≥ 0, . . . , x˜qq ≥ 0. Reflection
symmetries do not lead to a problem with zero second order partial derivatives, but to obtain
a unique solution it may be desirable to impose the above non-negativity conditions.
Note that the above solution may fail to guarantee a unique solution if |x1| ≈ 0 since
‘pinning’ a zero vector to the e1-axis will not constrain the remaining latent variables. Fur-
thermore, if x22 ≈ 0 then reflection symmetry may not be broken. Although the solution may
no longer be unique in these cases, the problem of zero partial derivatives will still be avoided.
5.2.4 Making predictions
When we observe a new sample, y∗, we wish to firstly infer its optimal embedding, x∗, in the
latent variable space. We use the GP predictive distribution p(y∗|x∗) ∼ N (m, κ2) from (2.51,
2.52) with
mµ = k ·K−1yµ (5.13)
κ2 = k(x∗,x∗)− k ·K−1k + β2. (5.14)
In general we will have several data sources and the posterior is given by
p(x∗|y∗1, . . .y∗S) ∝ p(y∗1|x∗) · · · p(y∗S |x∗)p(x∗). (5.15)
Observations are not necessarily required from all of the data sources since we can simply omit
terms in (5.15) corresponding to unobserved data. The negative log likelihood of the predictive
distribution is minimised numerically with respect to x∗ using gradient based methods (partial
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derivatives are given in Appendix B.2):
L(x∗) = − 1
N












log 2pi + ds log κs
)
. (5.16)
Examples of the negative log predictive likelihood are plotted in Figure 5.3.
5.2.5 Implementation
In this section we give a detailed account of how the model is used in practice. Once presented
with a dataset Y there are a number of goals we wish to achieve with the model:
1. Extraction of latent variables X.
2. Inference of the hyperparameters.
3. Both of the above in the case of multiple datasets {Ys}.
4. Determining the most appropriate value of q and kernel function.
We will now explain how to perform each one of these tasks separately.
1. Extraction of latent variables X
We assume for the purposes of this section that the choice of q and kernel type have been
made and that the values of the hyperparameters are fixed.
1. Pick random initial values for the latent variables1 X.
2. Numerically solve Xˆ = minX L(X) using gradient based optimisation. In the case of
non-linear kernels L(X) will possess multiple local minima in general. Consequently,
multiple attempts are made to locate the global minimum. Each attempt starts from
a different random starting point. Computationally, these attempts can be made in
parallel.
1In the original implementation of the GPLVM the matrix X was initialised to the first q principal compo-
nents which is computationally faster than conducting multiple searches to find the global minimum, but may
lead to a suboptimal solution if the initial search point leads to a local minimum.
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2. Inference of the hyperparameters.
To determine the optimal values for hyperparameters we numerically solve minLhyp({β2s},θ)
(from (5.9)) using either the Nelder-Mead search algorithm, or a line search algorithm if there
is only one hyperparameter. Each evaluation of Lhyp({β2s},θ) requires Xˆ to be recalculated
since the location of the minimum may change for different values of hyperparameters. How-
ever, the value of X can be initialised to its previously optimal value since a small change in
hyperparameters will not induce a large change in X in general.
3. Dealing with multiple datasets
When we observe S datasets Y1, . . . ,YS we begin by finding the optimal hyperparameters
for each source separately. We then minimise (5.4) with respect to X, while holding the
hyperparameters for each source fixed.
4. Determining the most appropriate value of q and kernel function.
In order to do this we simply chose a value of q and locate the minimum of the negative log
hyperparameter likelihood (5.9). We then compare the minimum value of (5.9) for different
values of q to see which is most probable. Within the Bayesian formalism we should determine
q after integrating over the hyperparameters (as in (2.36)) but this is not feasible here. Using
the value of the hyperparameter posterior is an approximation, but one that appears to be
satisfactory in this case.
Choice of priors
The posterior density for the latent variables (5.3) requires a choice of prior for X. One
possibility is p(X|σ21) = N (0, σ21I) with the hyperparameter σ21 controlling the prior variance.
Now the kernel parameter σ from (2.49), the hyperparameter σ1 and the overall length scale
of X influence the variance of the GP prior however. In other words, when we attempt to
find the optimal solution there are several routes that the model can take to specify the
overall variance of the high dimensional covariates. This redundancy is undesirable since the
parameters and hyperparameters may not be uniquely determined by the observed data. For
the linear and polynomial kernel we therefore set σ = 1 with a flat prior over X. Observed
data are normalised to zero mean and unit variance. The overall length scale of X is thus
naturally determined by Y without requiring additional hyperparameters. For the squared
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(b) Retrieved latent variables
Figure 5.2: On the left are the ‘true’ latent variables that are projected into a high
dimensional space to produce simulated high dimensional data with d = 10 and a
linear kernel. Gaussian noise with variance β2 = 0.1 is added. The data are arranged
in a particular geometric pattern that allows us to measure how well the model
retrieves the original latent variables. On the right are the latent variables retrieved
by the GPLVM from the high dimensional data. Misallignment errors, defined in the
text, are Eradial = 0.0051, Eangular = 0.0086 and Elinear = 0.0288.
exponential kernel this is not the case because the length scale of X cannot be used to
change the magnitude of terms in the kernel matrix. Hence we optimise over σ and use
p(X|σ21) = N (0, σ21I).
5.3 Results
In this section we ran a number of simulation studies and examined the performance of the
model under various conditions. We propose a somewhat ad hoc method of quantitatively
assessing the performance of the model. We ran simulation studies to see if the model is
capable of retrieving the correct low dimensional structure. Finally, we explore the effects of
overfitting by using a Support Vector Machine (SVM) (Vapnik, 1995) to perform a binary
classification task in both high and low dimensional spaces. Before we discus the results we
first describe how the simulated data are generated. More thorough investigations will be
postponed until the next chapter.
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5.3.1 Generation of simulated data
To generate simulated data we begin by picking latent variables either at random or manually.
These latent variables are then projected into a high dimensional space. The high dimensional
covariates are the outputs of a Gaussian process on X. This means that in practice we
first compute the GP kernel matrix K, and secondly draw N-dimensional vectors from a
multivariate Gaussian with covariance matrix K. Each vector drawn corresponds to one
covariate so this can simply be repeated to build up a high dimensional dataset of arbitrary
dimension.
It will be helpful to compare the retrieved Xˆ with the ‘true’ values X. For this purpose we
choose the specific latent variables plotted in Figure 5.2 (a) which are arranged in a specific
geometrical pattern that allow quantitative measures of similarity to be defined. The samples
that belong to either of the two circles, for instance, should be equidistant from the origin. If







where C is the set of points belonging to the circle and |C| is the number of samples belonging
to that set. The error for both circles are averaged.
Similarly, the angles between each pair of samples belonging to each circle should be equal.
In the case of the larger circle the angular separation should be θ˜ = 2pi/20. If we let ∆θi








For both of the lines we can attempt a linear fit by writing q2 = αq1. The value of α
which minimises the sum of squared errors
∑





We can then define the total sum of squares SStot =
∑
(xi2 − 〈xi2〉)2 and the sum of squared
residuals SSerr =
∑




Note that 1 − Elinear is called the coefficient of determination and is typically denoted by
R2 and takes a value between 0 and 1 where 1 corresponds to a perfect linear fit. These
80




















(b) Squared exponential kernel
Figure 5.3: Contour plots of the negative log predictive likelihood for both a linear
(d = 100, β2 = 0.01) and squared exponential (d = 100, β2 = 0.01, σ = 1, l = 1)
kernel. The dataset from Figure 5.2 (a) was used with one individual omitted while
the model was trained. The inferred positions of the training individuals are denoted
with white circles. The global minimum of the predictive distribution for the omitted
individual is denoted with the black star. In both cases the model is able to correctly
predict the location of the omitted individual in the latent space. Note the in the linear
case there is only one minimum whereas in the non-linear case there are multiple local
minima. As a result multiple attempts must be made to locate the global minimum.
Finally, note that despite the fact that the same individual was removed in both cases
the solution on the left is a reflection (through both the q1 and q2 axes) of the solution
on the right. This is due to the symmetries discussed in Section 5.2.3.
misalignment error measures have two desirable properties. Firstly, all three errors are zero
for the ‘true’ latent variables. Secondly, the error measures are invariant under rescaling of
X.
5.3.2 Example of local minima in the negative log predictive likelihood
In Figure 5.3 we generated simulated data using the latent variables from Figure 5.2 (a). This
time we removed one of the individuals however, and once we had trained the GPLVM we used
it to predict the location of the removed individual. We did this for both a linear and a squared
exponential kernel. In both cases the model was able to accurately predict the location of that
individual in the latent variable space. In the case of a linear kernel the negative log predictive
likelihood function appears to be unimodal and therefore straightforward to optimise. In the
case of the squared exponential kernel there are multiple local minima and consequently
multiple attempts are required to determine the global minimum.
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5.3.3 Reducing the effects of overfitting in a binary classification task
To illustrate the practical benefit of a latent variable representation in reducing overfitting we
now generate low dimensional data X with q = 2 where each sample belongs to a binary class
{−1,+1}. We choose N = 200, d = 100 and a comparatively high noise level of β2 = 8.0. We
generate 100 samples with a class label of +1 from a Gaussian distribution with unit variance
and mean (1, 1). We then generate 100 samples from the −1 class from two unit variance
Gaussians centred on (−12 ,−12) and (12 ,−12). Once we have generated X we project these data
into a high dimensional space using a linear kernel as described above.
We used a Support Vector Machine (SVM) (Vapnik, 1995) to perform this binary classifi-
cation task. An SVM relates a vector of input variables to a class label {+1,−1}. The SVM
requires a kernel function to be specified, in a similar manner to GP regression. The kernel
function roughly tells us how ‘similar’ any two inputs are. If we use a linear kernel then the
SVM will find the optimal linear separating hyperplane that separates both classes. In our
simulated data here we will use a squared exponential kernel since we do not expect these
data to be linearly separable.2
The SVM itself depends on some parameters which must be tuned. In our case these are
the so-called ‘box constraint’ parameter (which controls the degree to which the SVM will try
and avoid misclassifications during training) and the length scale in the squared exponential
kernel. We use leave-one-out cross validation (LOOCV) to determine the optimal parameter
values. This proceeds by removing one of the training samples and training the SVM on the
remaining samples. The trained SVM is then used to predict the class label of the removed
sample. This is repeated until each sample in the training set has been removed once. The
total proportion of correct predictions is then computed. The SVM parameters are adjusted
so as to maximise this number. In other words, the SVM is made to fit the training data as
well as possible.
In our application the simulated high dimensional data are split into a training set, Ytr ∈
R100×100 and a validation set, Yval ∈ R100×100, of equal size. The GPLVM is used to generate
a two dimensional representation, X∗tr ∈ R100×2, from the training set. We then predict the
optimal low dimensional embedding for each individual in the high dimensional validation set
to construct X∗val ∈ R100×2, as described in Section 5.2.4.
2The kernel function of the SVM should not be confused with the kernel function used in the GPLVM.
In this case the SVM uses a squared exponential kernel (for non-linear binary predictions) and the GPLVM
uses a linear kernel (for mapping the latent variables to the high dimensional covariates) and these are chosen
independently.
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Once this has been done SVMs are then trained on both the high dimensional data Ytr
and the latent variable representation X∗tr and the training success rate is computed. This
is the percentage of individuals in the training set that are correctly classified by the trained
SVM. We then use these trained SVMs to make predictions for each individual in both the
high and low dimensional validation sets and compute the validation success rates. The entire
experiment is then repeated fifty times and the results averaged.
The results are shown in Table 5.1. The most important figures are the validation success
rates since these quantify the extent to which the SVM can generalise to unseen individuals.
When we use the latent variable representation we achieve a success rate of 87.9% compared
to 82.3% when we use the original high dimensional data. This increase in predictive accuracy
is because the effect of overfitting is diminished by reducing the dimension. In the 100
dimensional space the SVM is unable to extract genuine patterns as easily it can in a 2
dimensional space.
High dimensional data (d = 100) Latent variables (q = 2)
Mean training success 92.0± 7.3% 91.9± 3.3%
Mean validation success 82.3± 4.3% 87.9± 3.3%
Table 5.1: Results from running an SVM binary classifier with a squared exponential
kernel on the original 100-dimensional dataset and a 2-dimensional latent variable
representation. The percentages are the mean percentage of correct binary classifi-
cations using the SVM. The entire experiment was repeated fifty times and we have
included plus and minus one standard deviation calculated over these repetitions.
The data have been split into equal sized training and validation sets. We can see
that the success rate (which is the average number of correctly predicted class labels)
is higher in the latent variable space. The degradation of predictive performance in
the high dimensional space is a hallmark of overfitting; the SVM struggles to detect
meaningful patterns in an overwhelming volume of data.
5.4 Discussion
We have explored the use of the GPLVM as a tool to tackle high dimensional data with an
emphasis on increasing predictive accuracy by reducing the detrimental effects of overfitting.
By decreasing the ratio of covariates to patients we aimed to extract patterns from the data
more robustly. The main technical advance in this chapter was to construct the Laplace
approximation of the marginal likelihood. This will be useful in the following chapter when the
GPLVM is combined with the Weibull proportional hazards model since we only require the
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second order partial derivatives of the log likelihood (which can easily be obtained). Although
variational approaches to approximating the log likelihood have been developed elsewhere
they cannot readily be applied to a model with terms from a WPHM without considerable
effort. The Laplace approximation therefore gives us the freedom to easily experiment with
alternative likelihood functions provided we can obtain the second order derivatives.
We also eliminated various symmetries than exist in the latent variable search space. This
was achieved in a computationally elegant manner and has two attractive consequences. The
first is that the Laplace approximation is guaranteed to be well-defined, and the second is
that the latent variable solution is unique.
We began to explore the performance of the model by generating a specific type of sim-
ulated high dimensional data that allowed for quantitative assessment of how accurate the
recovered latent variables are. Simulation studies of a binary classification task performed in
both high and low dimensional spaces illustrate the practical benefit the GPLVM has in terms
of combating the effects of overfitting. We found that the predictive accuracy increases after
we reduced the dimension of the high dimensional data. Further investigation of the model




reduction with survival analysis
6.1 Introduction
We now build on the work of the previous chapter and combine the Gaussian process latent
variable model (GPLVM) with a Weibull proportional hazards model (WPHM) to create
a method for dealing with high dimensional survival data. As discussed in the previous
chapter high dimensional data consist of a large number of covariates d and comparatively
few individuals N . This leads to the problem of overfitting where it becomes difficult to
extract meaningful relationships between such large quantities of data. The phenomenon of
overfitting is also problematic for survival data. For example, fitting a Cox model when d > N
is difficult as the regression coefficients will not be unique (Witten and Tibshirani, 2010), a
situation that is similar to simple linear regression.
There are a variety of strategies for tackling high dimensional data. They can broadly be
divided into supervised methods (which use outcome information) and unsupervised methods
(which search for structure solely within the covariates and ignore survival outcomes). A
popular supervised method is univariate feature selection. For example, a Cox proportional
hazards model can be fitted for each covariate separately and then the covariates can be
ranked according to some measure of statistical significance. This still suffers from the risk of
overfitting but it at least allows researchers to extract a more manageable subset of covariates.
An alternative strategy is to impose some form of regularisation on a regression model.
In ridge regression an L2 penalty χ
∑
b2i is added to the negative log likelihood, where b is
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the vector of regression coefficients. This encourages most of the regression coefficients to be
small and helps alleviate overfitting since more complicated regression models will be avoided.
In the Bayesian formalism this is equivalent to assuming a Gaussian prior over b and can be
interpreted as prior knowledge that we expect only a subset of the covariates to be relevant.
Alternatively an L1 penalty χ
∑ |bi| can be used which results in a sparse solution as most of
the regression coefficients shrink to zero. This is also known as lasso regression and both types
of regularisation schemes have been applied to survival data (Verweij and Van Houwelingen,
1994; Tibshirani, 1997). See also Goeman (2010), Park and Hastie (2007) and Sohn et al.
(2009) for examples of L1 penalised Cox regression. In addition, Engler and Li (2009) used
elastic net regression for variable selection in a Cox model and Ishwaran et al. (2011) adapted
random forest variable selection to survival data.
Unsupervised methods offer yet another route to analysing high dimensional data that do
not take into account outcome information. One popular approach is hierarchical clustering
which groups individuals into different clusters. This can be used to identify different sub-
types of a disease for example, or to look for subgroups with different survival characteristics.
Another approach is dimensionality reduction techniques which try to find a low dimensional
representation of high dimensional data. The most popular method is arguably Principal
Component Analysis (PCA) which finds the directions of maximum variance (the principal
components) in the data space. One can then select the top q principal components and
thereby achieve a dimensionality reduction from d covariates to q principal components. A
method that combines PCA with survival outcomes was developed Bair and Tibshirani (2004)
and Bair et al. (2006), which they call supervised principal components. The GPLVM dis-
cussed in the last chapter can be considered a non-linear generalisation of PCA. It possesses a
number of additional attractive features such as the ability to combine multiple data sources
and to probabilistically determine the optimal value of q, the number of latent variables. In
this chapter we will extend the GPLVM to incorporate survival data. An excellent review of
survival analysis methods for high dimensional data can be found in Witten and Tibshirani
(2010).
It is worth noting that the strategy pursued to analyse survival data will depend on the
type of question that is being asked. If the goal is to establish associations between covariates
and survival outcomes then feature selection methods or regularised regression techniques
would be appropriate since they will attempt to pick out the relevant covariates. If however
the goal is to make accurate predictions then dimensionality reduction methods are desirable
since they utilise all information while trying to diminish the risk of overfitting. However,
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dimensionality reduction methods generally make it difficult to interpret what impact a certain
covariate has on the outcome because the low dimensional variables are a (potentially non-
linear) combination of the high dimensional covariates. In this work we place more emphasis
on making accurate predictions. By reducing the dimension we hope to reduce the effects of
overfitting and consequently increase our predictive accuracy.
The combined GPLVM-WPHM that we will develop in this chapter is a supervised dimen-
sionality reduction method since it now includes the survival outcomes. A supervised method
is desirable since there is no guarantee that an unsupervised low dimensional representation
(where outcome information was ignored) will contain information that is relevant to survival
outcomes. By combining both the covariates and survival outcomes we hope to infer an em-
bedding in a low dimensional manifold that captures the relationship between covariates and
survival outcomes. The combined model will be forced to compromise between generating
latent variables that explain the high dimensional covariates well but that are also consistent
with the survival outcomes. By connecting the covariates to event times in the latent variable
space we are constraining the degrees of freedom the model has and consequently the risk of
overfitting is diminished.
A helpful analogy to our combined model can be found in the recent work of Eleftheriadis
et al. (2013). The authors developed a discriminative-GPLVM for the purposes of facial
expression recognition. Photographic images of a subject’s face are acquired from two different
angles and these two images are regarded as two separate data sources (that are expressed in
terms of the same latent variables). This is appropriate since both data sources correspond
to the same facial expression, just from different perspectives. The authors also include class
label information while training the model. We can interpret our combined GPLVM-WPHM
in a similar manner. Our application is to multiple sources of data acquired from patients. The
latent variables represent the underlying biological processes we are interested in. Different
datasets provide different ‘perspectives’ or ‘views’ of these underlying processes. For example,
gene expression data and biomedical imaging data may provide complementary information
on what is happening inside a cancer cell. If the survival outcomes are driven by the same
biological processes then these too constitute a third ‘perspective’ of the latent variable space.
By combining all relevant pieces of information we aim to build a clearer characterisation of
the underlying cellular processes.
In the following section we define the combined model and explain how to infer the relevant
parameters and hyperparameters. We pay particular attention to the choice of Bayesian priors
as this is found to impact the model performance significantly. In Section 6.3 we present results
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Figure 6.1: Schematic diagram of the combined GPLVM-WPHM. We attempt to
express both of the high dimensional covariate datasets Y1 ∈ RN×d1 and Y2 ∈ RN×d2
and the observed survival outcomes (ti,∆i), where i = 1, . . . , N , in terms of the
same low dimensional latent variables. We thereby generate a more parsimonious
representation of information from all of the available data sources. N is the total
number of individuals, and d1 and d2 are the number of covariates in the first and
second datasets respectively. A key assumption is that each source of information
is conditionally independent given the latent variables. By reducing the dimension
of the data we aim to alleviate the symptoms of overfitting. Including the survival
outcomes during the dimensionality reduction process helps to ensure that the latent
variables will capture information that is relevant to survival probabilities.
from simulation studies and some real gene expression data from breast cancer patients.
6.2 Combining the GPLVM and the Weibull proportional haz-
ards model
Most of the groundwork for the combined model has already been covered in Chapter 5 (the
GPLVM) and Section 3.4.2 (the WPHM). Our key assumption is that the survival outcomes
and high dimensional covariates are conditionally independent given the latent variables. This
allows us to write the data likelihood as a product of the GPLVM and WPHM likelihoods.
Using Bayes’ theorem we optimise the posterior over the latent variables which will now
attempt to account for both the observed covariates and the survival outcomes simultaneously.
Particular attention is paid to the choice of prior distributions since these were found to be
crucial in preventing nonsensical solutions.
6.2.1 Model definition
We assume that the observed data consist of multiple high dimensional covariate measure-
ments Y1, . . . ,YS with Ys ∈ RN×ds . In addition we also observe survival outcomes, denoted
by D = {(τ1,∆1), . . . , (τN ,∆N )} where τi > 0 is the time until the event of interest and
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∆i = 0 if individual i is right censored and ∆i = 1 indicates that the event of interest oc-
curred first. We will not consider the case of competing risks in this work and will assume
that the time-to-event for right censoring is statistically independent of the time-to-event for
the primary risk. To avoid confusion between the noise hyperparameters of the latent variable
model we will denote the WPHM regression coefficients as b (instead of the more common β
used in earlier chapters). From Bayes’ theorem, the posterior density is
p(X,b, ρ, ν|{Ys}, D,θ, {βs}) = p({Ys}, D|X,b, ρ, ν,θ, {βs})p(X)p(b)p(ρ)p(ν)
p({Ys}, D|θ, {βs}) (6.1)
where
p({Ys}, D|θ, {βs}) =
∫
dX db dρdν p({Ys}, D|X,b, ρ, ν,θ, {βs})p(X)p(b)p(ρ)p(ν). (6.2)
We now assume conditional independence between the observed covariate data and the sur-
vival data given the latent variables:
p({Ys}, D|X,b, ρ, ν,θ, {βs}) = p({Ys}|X,θ, {βs})p(D|X,b, ρ, ν,θ). (6.3)












The second term is the data likelihood (3.42) from the WPHM model described in Section
3.4.2. This term is




b·xi ]∆i exp(−Λ0(τ)eb·xi). (6.5)
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6.2.2 Inference of latent variables, regression parameters and hyperparam-
eters
We then take the negative log of (6.1):
L(X,b, ρ, ν) = − 1
N































We determine point estimates of the unknown parameters by numerically minimising the
function L(X,b, ρ, ν) with respect to its arguments. This is done by first optimising with
respect to X while b, ρ, and ν are held fixed. We then fix X to its optimal value and
optimise with respect to the WPHM parameters. Optimisation alternates between both sets
of parameters until convergence to a stable solution. Further details are given in Section 6.2.4.
The posterior over hyperparameters is
p({β2s},θ|{Ys}, D) =
p({Ys}, D|{β2s},θ)p({β2s})p(θ)∫
d{β′2s }dθ′ p({Ys}, D|{β′2s },θ′)p({β′2s })p(θ′)
, (6.7)
where the marginal density p({Ys}, D|{β2s},θ) is defined by (6.2). Again, this integral is
generally intractable both analytically and numerically. We therefore construct the Laplace
approximation as described in Section 2.2.1. From (2.43) we can write
p({Ys}, D|{β2s},θ) ≈ p({Ys}, D|Xˆ, bˆ, ρˆ, νˆ,θ, {βs})(2pi)Nq/2|(NH)−1({β2s},θ)|1/2. (6.8)




HXX HXb hXρ hXν
HXb Hbb hbρ hbν
hXρ hbρ hρρ hρν
hXν hbν hρν hνν
 . (6.9)
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and are similar to the partial derivatives of the negative log GPLVM likelihood but with
additional terms coming from the WPHM component of the combined model. The terms











all of which are identical to those obtained from an independent WPHM model. The remaining











All of these are calculated explicitly in Appendix B.3. The negative log hyperparameter











6.2.3 The perils of assuming uniform priors
In previous chapters we have assumed flat improper priors for the parameters in the WPHM.
This can sometimes lead to spurious results where the negative log likelihood diverges towards
minus infinity. These undesirable solutions originate during the optimisation of the latent
variables and the parameters of the WPHM. As optimisation alternates between both sets
of parameters the latent variables are gradually adjusted such that they begin to ‘perfectly
fit’ the WPHM model. The parameters of the WPHM are subsequently adjusted such that
a highly specific model of the survival times is specified — a model which fits the survival
data (xi, τi) almost perfectly. A highly specific WPHM event time density is achieved with
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(d) b = −180.3, ρ = 3.12, ν = 365.8
Figure 6.2: Illustration of overfitting while optimising X and (b, ρ, ν). The first
three figures show plots of the latent variable against the corresponding event times
at successive steps during the optimisation procedure. Initially, in (a), the latent
variables strike a balance between satisfying the GPLVM and the WPHM components
of the posterior likelihood. However, in (b) it becomes apparent that the latent
variables have been adjusted to more tightly fit the WPHM. At the same time, the
values of b and ν become larger in absolute magnitude which corresponds to a more
sharply peaked event time density (this is reflected in the smaller standard deviations).
In (c) the effect becomes even more pronounced. The large parameters in the WPHM
lead to numerical inaccuracies in computing the mean and standard deviation of the
event time density which can be seen towards the left of the figure. In (d) the event
time density for x = 1 is plotted after the next optimisation step. The event time
density begins to resemble a delta peak centred on the reported event time.
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(b) Gamma density with (κ1, α1) = (3, 6)
Figure 6.3: Prior densities for the shape and scale parameters respectively in the
GPLVM-WPHM. These are necessary to avoid implausible solutions that require
very large (and intuitively unreasonable) values of the parameters. The prior den-
sities have been chosen such that the scale parameter is suitable for time-to-event
measurements in the order of years. Experience suggests that these priors do not
have a significant impact on the final solution when compared to flat priors, but they
do have a stabilising influence in certain cases by preventing implausible parameter
values.
large values of b and ν which ultimately leads to fatal numerical inaccuracies as the WPHM
parameters diverge. For example, the eb·x terms will not be evaluated correctly if the argument
of the exponential is too large. As the parameters are adjusted to fit the model perfectly the
likelihood diverges towards minus infinity. Intuitively the problem is clear: we are trying
to explain the survival times with a regression model but are giving ourselves the freedom
to adjust both the regression coefficients and the input ‘covariates’. We end up finding a
solution that fits the model assumptions perfectly. An illustration of the problem is presented
in Figure 6.2.
Although the solutions described above are mathematically valid they are unacceptable
as explanations for the data we observe. It is unreasonable to suggest that Figure 6.2 (d), for
instance, describes a failure probability in reality. Our knowledge of what constitutes a ‘plau-
sible’ explanation is most appropriately incorporated into our model via prior distributions
over model parameters. A suitable prior over ν, for example, would render values ν ∼ O(102)
inadmissible.
Following the suggestions of Ibrahim et al. (2001, Section 2.2) we will choose Gamma prior
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distributions for the scale and shape parameters in the WPHM:
p(ν|κ0, α0) = ν
κ0−1e−ν/α0
ακ00 Γ(κ0)













In practice, throughout the simulation studies we will choose (κ0, α0) = (3, 1), (κ1, α1) = (3, 6)
and σ0 = 2. These values lead to weakly informative priors which do not significantly alter
the inferred parameter values in general, but are sufficient to prevent the nonsensical solutions








log p(ν) ∝ 1
2Nσ20












In this section we give practical details of the numerical implementation. As in the case of
the GPLVM when we acquire data in the form of covariates and survival outcomes we wish
to achieve a number of tasks:
1. Inference of latent variables X and WPHM parameters b, ρ, and ν.
2. Inference of the hyperparameters.
3. Both of the above in the case of multiple datasets {Ys}.
4. Determining the most appropriate value of q and kernel function.
We will now explain how to perform each task separately.
1. Extraction of latent variables X and WPHM parameters b, ρ, and ν.
We assume for the moment that q, the kernel function, and the hyperparameters are fixed.
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1. Initialise X randomly from a spherical Gaussian density with covariance matrix I, and
initialise b = 0, ν = 3 and ρ = 10.
2. Minimise the negative log likelihood (6.6) with respect to X while holding the WPHM
parameters fixed. The first time this is done b = 0 so X will only be influenced by the
observed covariates.
3. Minimise (6.6) with respect to the Weibull parameters while X is fixed to the optimal
value from step 2. This is equivalent to simply fitting a WPHM to X and the survival
outcomes.
4. Alternate between Step 2 and Step 3 until a stable solution has been converged upon.
In practice we find that ten alterations is sufficient.
2. Inference of the hyperparameters.
The hyperparameters are determined by minimising the negative log hyperparameter likeli-
hood (6.13). As in the case of the GPLVM each evaluation of (6.13) requires relocating the
optimal X and WPHM parameters since they are required for the Laplace approximation.
3. Multiple datasets.
As in the case of the GPLVM each dataset is analysed separately to determine the optimal
hyperparameters. These values are then used to train a model that combines multiple datasets
by optimising (6.6) with respect to the latent variables and WPHM parameters only.
4. Choice of q and the kernel function
Similarly to the procedure for the GPLVM we can evaluate the minimum negative log hyper-
parameter likelihood for different values of q in order to determine which is most probable.
Within the Bayesian formalism we should integrate over the hyperparameter posterior and
compare the posterior over models but that is not feasible in this case. Comparison of the
hyperparameter posterior likelihoods is therefore a further approximation.
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6.3 Results
In this section we present results from a variety of simulation studies and also some experi-
mental data. We are interested in examining the model’s ability to detect and retrieve low
dimensional structure under different conditions. We compare the combined GPLVM-WPHM
to the unsupervised GPLVM to see if it is advantageous to include survival outcomes when
reducing the dimension. We also examine the performance of the model when we combine
multiple data sources. We study the effects of overfitting by generating data of various di-
mensions, and using the GPLVM-WPHM to make predictions for individuals in a validation
set. We compute the mean square error (MSE) between the predicted and reported event
times, and then study how the MSE changes for data of different dimensions.
Each simulated dataset is randomly generated and consequently when an experiment is
repeated the results can be slightly different. To smoothen these statistical fluctuations we
repeat the simulated data experiments fifty times and average the results. Finally, we illustrate
the practical use of the model by applying it to gene expression signature data with N = 148
breast cancer patients from the Guy’s Hospital METABRIC dataset (Curtis et al., 2012).
6.3.1 Accuracy of the combined GPLVM-WPHM in comparison to the
GPLVM
In this section we want to see if including survival data improves the model’s ability to
accurately extract the correct low dimensional structure from simulated high dimensional
data. To do this we generated fifty datasets from the two dimensional pattern in Figure 5.2
(a). A linear kernel was used with β2 = 0.01 and d = 10. Survival times were generated from
the ‘true’ latent variables as described in Section 3.5.1. Approximately 20% of the individuals
were right censored at random.
For each of the fifty datasets the GPLVM-WPHM was used to extract latent variables
with q = 2 and the misalignment errors were computed using (5.17), (5.18), and (5.19). The
GPLVM was also used to generate a q = 2 representation of the high dimensional covariates
and misalignment errors were also computed for these representations. We then compared
the misalignment errors between the GPLVM-WPHM and the GPLVM. Averaged over the
fifty datasets a decrease was observed in the misalignment errors as shown in Table 6.1. We
conclude that inclusion of survival data is advantageous since the survival outcomes also
contain some information about the latent variables.
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β2 Eradial Eangular Elinear
0.1 −7.3% −5.3% −6.1%
0.5 −14.5% −17.1% −19.5%
1.0 −16.0% −24.8% −15.7%
Table 6.1: The average percentage change in misalignment error when the combined
GPLVM-WPHM is used instead of the GPLVM. Both models are used to extract a
two dimensional latent variable representation of high dimensional simulated data. A
decrease in the misalignment error is observed indicating that inclusion of the time-
to-event data is beneficial since these data contain useful information about the latent
variables. The benefit becomes more apparent as the observed data become noisier.
6.3.2 Integration of multiple sources
Above we saw that including survival outcomes increases the accuracy of the retrieved latent
variables. Now we investigate whether including multiple datasets simultaneously leads to
similar improvement. We generated one dataset with d1 = 10 and β
2
1 = 0.1 and a second with
d2 = 100 and β
2
2 = 1.0 (a linear kernel was used in both cases). We computed the misalignment
errors after analysing each dataset separately with the GPLVM-WPHM and compare this to
the errors obtained after including both datasets simultaneously in the model. The results
are shown in Table 6.2 and show that it is beneficial to include both data sources together.
These results were averaged over 50 repetitions.
Eradial Eangular Elinear
Y1 (d = 10, β
2
1 = 0.1) 0.0071 0.0093 0.0270
Y2 (d = 100, β
2
2 = 1.0) 0.0244 0.0148 0.0509
Y2 & Y2 0.0046 0.0052 0.0146
Table 6.2: On the top row are misalignment errors from a model trained on dataset
Y1 alone. Similarly, dataset Y2 was used to train a model in the middle row. Fi-
nally, on the third row are errors from a model that combined both of these datasets
simultaneously. Combination of both datasets reduces the error. This is because the
overlapping structure in both datasets is reinforced and the signal to noise ratio is
increased.
6.3.3 Illustration of overfitting with high dimensional data
In this section want to see the effect of overfitting due to high dimensionality. We generated
datasets of different dimensions, each with N = 200 individuals from a randomly generated
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matrix X ∈ R100×2 with q = 2. Each dataset was split into a training and validation set
of equal size. In the high dimensional space we trained a WPHM model on the training
individuals and then used the trained model to predict the event time for those individuals in
the validation set. We then computed the mean square error (MSE) between the predicted
and reported event times (censored individuals were excluded from the validation set).
We then ran the GPLVM-WPHM on the same training data and used the trained model to
firstly infer x∗ from y∗ for each individual in the validation set, and subsequently to predict
an event time. Again, the MSE is computed and we can compare the MSE in the latent
variable space to that obtained in the observed data space. In Table 6.3 we can see that the
MSE increases as the dimension of the observed data increases. The results are averaged over
fifty datasets.
d = 10 d = 25 d = 50 d = 100
+1.2% +14.7% +26.6% +43.4%
Table 6.3: Percentage change in the MSE obtained in the high dimensional covariate
spaces compared to the two dimensional latent variable spaces that correspond to
each dataset. The MSE is calculated by squaring the difference between predicted
and reported event times in validation datasets. We can see that as the dimension of
the data increases our predictive accuracy becomes worse; a typical sign of overfitting.
Note that these data were generated with a linear kernel so the increase in MSE is not
due to non-linearities induced during the generation of the simulated data. Also, the noise
level is relatively low (β2 = 0.01) so the observed data are only slightly corrupted with noise.
We conclude that the increase in MSE is due to high dimension alone (rather than noise or
non-linearities).
We also examined the effect that the noise level has (for fixed d). We can see from Table
6.4 that, in general, the MSE increases with the noise level. The unusually large value for
β2 = 0.5 is due to an ‘outlier’ (that is, one particularly bad prediction in the high dimensional
space).
6.3.4 Non-linear dimensionality reduction
In this section we investigate the effects that a non-linear mapping between the high and
low dimensional spaces can induce. We used the squared exponential kernel to project latent
variables with q = 1 to d = 2. Although the the observed data are not ‘high’ dimensional
they nevertheless lie on a non-linear one dimensional manifold. The dataset was split into
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β2 = 0.01 β2 = 0.1 β2 = 0.5 β2 = 1.0
+1.2% +2.7% +38.0% +5.67%
Table 6.4: Percentage change in the MSE when computed in the high dimensional
space compared to the two dimensional space as a function of the noise level. We
can see that as the noise increases we tend to perform worse which is expected.
For β2 = 0.5 there is an unusually large error which is due to a particularly poor
prediction in one of the simulated datasets. Averaging over a greater number of
repetitions would help to smoothen these fluctuations but at a greater computational
cost.
a training set with 48 individuals and a validation set with 48 individuals. We trained a
WPHM in the two dimensional training set and then used the GPLVM-WPHM to extract a
one dimensional latent variable representation from the same training set. We then used both
the trained WPHM and GPLVM-WPHM models to rank the validation individuals according
to the values of b · xi. The regression coefficients b come from the trained models and xi
belong to the 48 validation individuals. The quantity b ·xi can be interpreted as a risk factor
where large positive values indicate high risk and negative values indicate low risk.
In Figure 6.4 we plot Kaplan-Meier curves for the upper and lower quartiles of the ranked
validation individuals obtained from the WPHM in two dimensions and the GPLVM-WPHM
in one dimension. It is apparent that there is some structure to the low dimensional data. In
fact the difference between the survival curves for high and low risk quantiles is statistically
significant with a p-value of 0.00006 from a log-rank test. In contrast, there is little difference
between the high and low risk groups in the two dimensional space as the structure has been
lost due to non-linearities that were induced by the mapping from the original one dimensional
space (we found a p-value of 0.60755 using a log-rank test). This illustrates that the GPLVM-
WPHM is useful not only for cases where d > N but also cases where non-linear structure
can be extracted that may potentially reveal additional patterns of survival.
We can also compare the inferred hyperparameters to those that were used to generate
the data which in this case were (β2, σ, l, b, ρ, ν) = (0.001, 1.00, 1.00,−1.00, 10.0, 10.0). The
inferred values were (β2, σ, l, b, ρ, ν) = (0.0006, 1.23, 1.11,−0.68, 9.70, 10.3).
6.3.5 Dimensionality detection
Here we give results that illustrate the ability of the GPLVM-WPHM to correctly detect any
intrinsic low dimensional structure. This was done by firstly generating low dimensional data
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(b) WPHM (d = 2)
Figure 6.4: Kaplan-Meier survival curves obtained in the latent variable space q = 1
(left) and observed data space with d = 2 (right). The data have been generated
using the squared exponential kernel and therefore the two dimensional data lie on
a one dimensional non-linear manifold. Individuals were split into ‘high’ and ‘low’
risk groups by on the basis of risk factors b · xi and Kaplan-Meier curves are plotted
for the upper and lower quartiles. We can see a statistically significant difference
between the high and low risk groups in the latent variable space but this structure
is lost in the two dimensional space.
X and projecting these into a higher dimensional space. We then trained GPLVM-WPHM
models with different values of q and compared the minimum value of the negative log marginal
likelihood (6.13). Shown in Figure 6.5 (a) is an example of the model correctly determining
that q = 2 is the optimal number of latent variables. Additionally, we can compare this to an
alternative kernel and we see that the linear kernel (correctly) offers the best description of
these data.
In 6.5 (b) we repeat the same experiment using the GPLVM and we see similar results. In
fact the GPLVM has a slightly sharper minimum at q = 2. One possible explanation for this
is that the GPLVM-WPHM is overfitting slightly by using the third latent variable to explain
some of the survival outcomes (the three regression coefficients are b1 = −3.76, b2 = 0.54 and
b3 = 1.19 which supports this hypothesis).
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Figure 6.5: Dimensionality detection with the GPLVM-WPHM and the GPLVM.
Simulated data with d = 10, β = 0.1 and N = 96 were generated using a linear
kernel along with survival times. The minimum negative log likelihood is plotted as a
function of q for both models. Both models correctly detect that two latent variables
are optimal. Two different kernel functions are also compared. We infer (correctly)
that the linear kernel is the best choice. However the model likelihood ratio between
q = 2 and q = 3 using the GPLVM is 1.94 (that is, two latent variables is almost
twice as probable as three), compared to a ratio of 1.23 using the GPLVM-WPHM. A
possible explanation for why three latent variables is more probable with the GPLVM-
WPHM is that the model is overfitting slightly and using the third latent variable
to achieve a better explanation of the survival outcomes (and thus a more probable
model).
6.3.6 Experimental data
Finally, we applied the GPLVM-WPHM to a dataset of gene signature scores from breast
cancer patients in the Guy’s METABRIC dataset1. This gene expression dataset from Curtis
et al. (2012) was filtered for array intensity, quantile normalised, and batch-corrected for
BeadChip. Gene signature scores were calculated as the mean expression of standardised
gene expression profiles using previously reported gene lists (Ignatiadis et al., 2012; Palmer
et al., 2006; Shipitsin et al., 2007; Patsialou et al., 2012). In total there were N = 148 patients
without missing data with a total of d = 26 signature scores per individual. The cohort was
randomly separated into a training and validation set, each containing 74 patients.
The training set was used to train both the GPLVM-WPHM and the WPHM. Multiple
instances of the GPLVM-WPHM were trained for each possible value of q and the minimum
1We would like to thank Arnie Purushotham, Tony Ng, Anita Grigoriadis and in particular Katherine
Lawler for their assistance in accessing and preparing the Guy’s METABRIC gene signature score data.
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negative log likelihood obtained for each value of q is plotted in Figure 6.6 (c). The optimal
number of latent variables is q = 5 which indicates substantial redundancy between these
gene signatures.
The trained models are then used to classify patients in the validation group into high and
low risk quartiles. This is done by ranking all validation patients according to the values of
b·xi. We then produced Kaplan-Meier survival curves for the upper and lower quartiles of the
ranked validation patients. In Figure 6.6 (b) we show the curves obtained using the WPHM
with d = 26. In Figure 6.6 (a) we show curves obtained from the GPLVM-WPHM with q = 2.
There is clearly a greater separation when we use the reduced dimension representation of
these data. Using a log-rank test we found that there was a statistically significant difference
between the K-M curves for high and low risk groups (with a p-value of 0.00208). The same
p-value in the high dimensional space was found to be 0.12465. We found that q = 2 gave the
best separation, which suggests that although q = 5 is the optimal solution either not all of
those five latent variables are relevant to the validation group or overfitting begins to occur
when q > 2.
6.4 Discussion
The proposed GPLVM-WPHM offers a novel method of reducing the dimension of survival
data in a manner that simultaneously includes the high dimensional covariates and survival
outcomes. An interesting question is whether this approach is advantageous to performing
an unsupervised dimensionality reduction and survival analysis separately. Our results from
simulation studies illustrate that including survival data is worthwhile and leads to more
accurate retrieval of low dimensional structure. We also showed that combining information
from multiple datasets gives better performance than analysing each dataset on its own. We
conclude that in general it is desirable to include all of the available information at the same
time since overlapping structure will be reinforced and more robustly detected.
The primary motivation behind developing a dimensionality reduction method was to
ultimately increase the accuracy with which we can make predictions for new individuals. The
intuition behind this is that by reducing the ratio of covariates to individuals we are more
likely to detect genuine patterns in the data. Our results show that reducing the dimension can
indeed lead to a significant improvement in predictive accuracy as the effects of overfitting are
diminished. In addition, our model can be applied to data that may not be high dimensional
but in which the data lie on a non-linear lower dimensional manifold. We used our model
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Figure 6.6: Results from our analysis of the METABRIC experimental gene expression
signature score data. Kaplan-Meier curves for upper and lower quartiles (ranked
according to the values of b · xi using the GPLVM-WPHM) in the low dimensional
space are shown in (a). Similar curves produced in the original d = 26 dimensional
space (using the WPHM) are shown in (b). Both of these curves correspond to the
validation set of patients. Our ability to predict low and high risk individuals is
substantially improved when carrying out regression in the low dimensional latent
variable space. The p-values obtained using a log-rank test are 0.00208 and 0.12465
for the GPLVM-WPHM and the WPHM respectively. Figure (c) shows the negative
log likelihood for different values of q (the number of latent variables) and illustrates
an intrinsic 5 dimensional structure to these data.
to extract non-linear low dimensional structure from simulated data and recover structure to
the data that would otherwise have been lost.
Application to real gene expression data illustrate that the GPLVM-WPHM can be of
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practical benefit. By comparing the likelihood of models with different numbers of latent
variables we were able to infer that there was significant redundancy between the covariates
and that by eliminating this redundancy we could achieve a statistically significant difference
between high and low risk patient groups that was not observed in the original data.
Future work could involve combining the GPLVM with more sophisticated survival analysis
models, such as the GP regression methods developed in the first half of this thesis. See also
Lu and Li (2008); Martino et al. (2011); Vanhatalo et al. (2013) for examples of models that
allow for flexible non-linear covariate effects in the hazard rate. It would be straightforward
to combine alternative models with the GPLVM provided we can obtain the second order
partial derivatives which are required for the Laplace approximation of the marginal likelihood.
Another research direction would be to apply some of the sparse GP regression techniques in




In this thesis we have attempted to address two contemporary challenges that biomedical data
pose: that of potentially non-linear relationships between covariates and survival outcomes
and that of high dimensional datasets. We approached the first problem by applying Gaussian
process (GP) regression to survival data. GP regression is sufficiently flexible to capture non-
linear covariate effects on survival outcomes. Our approach avoids any assumptions on what
form the hazard rates take and thereby imposes fewer structural assumptions on what form the
data must take. Using Bayesian methodology we construct a full likelihood function that can
easily incorporate any combination of censored or truncated observations. Hyperparameter
optimisation is done using the Laplace approximation. Results from both simulated and
real data indicate that the model is capable of inferring non-linear relationships between
the covariates and time-to-event variables. When we applied our GP regression method to
experimental gene expression data we found non-linear patterns and consequently our model
vastly out-performed the more traditional Weibull proportional hazards model (WPHM).
A natural extension of this work was to the case of competing risks by building on previous
work on multiple output GP regression. The time-to-event variable for each risk is regarded
as one of the multiple outputs and the multiple output GP prior is capable of modelling
dependencies between these outputs. The main difference between a typical regression setting
with multiple outputs and a competing risks setting is that for each individual we observe at
most one output, and we know that all of the other outputs must be greater than this reported
output. Despite these differences we found that multiple output GP regression performs well
on simulated competing risks data. Our approach allows the model to assume whether the
risks are dependent or not. Results indicate that assuming dependence between risks can be
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advantageous as knowledge of one risk can be used to make more accurate predictions of what
the other risks are doing. This approach also benefits from the advantages outlined above,
namely the ability to infer non-linear relationships and to incorporate censored and truncated
observations easily (although this was not done in this work). One of the key assumptions
that we made is that the joint event time density is conditionally independent given the latent
function values. Consequently the joint event time density can be written as a product of
univariate Gaussian densities which makes the computation of marginal survival probabilities
particularly straightforward. It also means that in the hypothetical scenario where we consider
what happens after one or more risks are disabled these marginal survival probabilities have
a valid interpretation.
In the second part of this thesis we applied the Gaussian process latent variable model
(GPLVM) to high dimensional survival data. High dimensional data suffer from the phe-
nomenon of overfitting, where statistical models tend to pick up spurious patterns that fail
to generalise to unseen data. This makes it challenging to establish associations between
covariates and survival outcomes and to make accurate predictions for new patients. Our
goal was to use the GPLVM to generate a low dimensional representation of the observed
data and thereby diminish the effects of overfitting. In addition the model provides a way
to combine several datasets by expressing them in terms of the same low dimensional latent
variables. We first constructed the Laplace approximation of the marginal likelihood. This
required the elimination of certain symmetries that existed in the latent variable space. An
added bonus of this is that the latent variable representation is always unique. The Laplace
approximation of the marginal likelihood was used to optimise model hyperparameters and to
compare models with different numbers of latent variables, thereby allowing us to determine
the intrinsic dimensionality of a dataset.
Survival outcomes were included by combining the GPLVM with the WPHM. A key as-
sumption of independence between the high dimensional covariates and the survival outcomes
conditional on the latent variables was made. This meant it was relatively straightforward in
practice to combine the two models. We conducted extensive simulation studies to see what
effect the dimension of a dataset has on our ability to make predictions for new individuals.
We found that overfitting does indeed lead to a degradation in predictive performance but that
the combined GPLVM-WPHM offers a viable route that avoids some of these effects. We also
produced evidence that it is beneficial to combine survival analysis with dimensionality reduc-
tion simultaneously rather than performing each step separately. Similarly, we showed that
combining multiple datasets simultaneously leads to better performance than analysing each
106
Chapter 7. Discussion and Conclusion
on their own. The GPLVM-WPHM can also be used to extract non-linear low dimensional
structure from data that may potentially offer additional insights into survival probabilities.
Furthermore, results from the analysis of real gene expression data revealed additional struc-
ture to the data in the latent variable space and illustrate the practical usefulness of our
model.
In this thesis we hope to have illustrated the usefulness of flexible inference methods such
as GP regression which would typically be associated with the ‘machine learning’ community
to the field of survival analysis. By combining the relatively recent work on GP regression and
the GPLVM with more firmly established survival analysis methods we hope to have made a
useful contribution to the available repertoire of statistical tools that can be applied to survival
data. We believe that these methods can provide viable routes to tackle the increasingly
complex and high dimensional biomedical data streams currently being produced.
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Appendix A
Partial derivatives for GP
regression on survival data
In this appendix we derive the first and second order partial derivatives of the likelihood
functions corresponding to the GP regression methods developed in Chapters 3 and 4. The
partial derivatives are required for gradient based optimisation of the likelihood and construc-
tion of the Laplace approximation of the marginal likelihood. For clarity we will refer to the
relevant section of each chapter and rewrite the corresponding negative log likelihood from
each section.
A.1 GP regression with a single risk
Here we derive the first and second order partial derivatives required in Section 3.3.3. The
negative log likelihood function is














First order partial derivatives are
∂
∂fi














(K−1(f − η))i (A.2)
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Second order partial derivatives are
∂2
∂fi∂fj




















(W + K−1)ij (A.5)
where the diagonal matrix W is defined by Wii = − ∂2∂f2i log p(D|f) with
∂2
∂f2i































Note that the elements of W are non negative because S(t|f) is log concave. This implies
that H is positive definite which we expect at the minimum of L(f). To see that S(t|f) is log































which is the cumulative distribution function for a Gaussian which is log concave.
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A.2 GP regression with interval censored data
The first and second order partial derivatives required in Section 3.3.6 are calculated here.
The negative log likelihood function is











log p(f |X). (A.8)
For compactness we define the interval Ik = (t
l, tu) and



























































































Appendix A. Partial derivatives for GP regression on survival data
The partial derivatives ∂2/∂fi∂fj log Ψ = 0 for i 6= j. If we define hu = (tu − f)/β
√
2 and

























erfc(hl)− erfc(hu) , (A.14)
and we can use the asymptotic expansion of the complementary error function to avoid any
numerical difficulties (see Section 3.3.7).
A.3 The Joensuu GP hazard rate model
Here we calculate the first and second order partial derivatives required in Section 3.4.3. The
negative log likelihood is























First order derivatives are
∂
∂fi























(W + K−1)ij (A.17)
where W is a diagonal matrix defined by Wii = Λ0(ti)e
f(xi).
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A.4 The Joensuu GP hazard rate model with interval censor-
ing
Here we calculate the first and second order partial derivatives required in Section 3.4.4. The
negative log likelihood function is

































log[S(τ lk)− S(τuk )] =
1











































































Appendix A. Partial derivatives for GP regression on survival data
Note that (A.20) and (A.22) can be problematic numerically and the approximations discussed
in Section 3.4.4 are required.
A.5 GP regression with competing risks
Here we derive the first and second order partial derivatives required in Section 4.4.2. The
negative log likelihood function (with two risk and independent right censoring) is



















log pi(ti|f2i ) +
1
2N
(f − η) ·K−1(f − η) + log 2pi + 1
2N
log |K|. (A.23)
The first order partial derivatives are
∂
∂f ri











































































Appendix A. Partial derivatives for GP regression on survival data
Second order partial derivatives are (where ∂2/∂f rj ∂f
q






































log pk(tk|f2k ). (A.28)






































log pqk(tk|f qk ) = δikδjkβ−2q . (A.30)
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Appendix B
Partial derivatives of the GPLVM
and the GPLVM-WPHM
In this appendix we derive the first and second order partial derivatives of the likelihood
functions corresponding to the GPLVM and the combined GPLVM-WPHM developed in
Chapters 5 and 6. The partial derivatives are required for gradient based optimisation algo-
rithms and construction of the Laplace approximation. Again, for clarity we will refer to the
relevant section of each chapter and rewrite the corresponding negative log likelihood from
each section.
B.1 The GPLVM
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In what follows we drop the index s for clarity and derive the partial derivatives for the linear,
squared exponential and polynomial kernels.
The linear kernel
The linear kernel is defined by
Kij = xi · xj + β2δij . (B.7)
First order partial derivatives are
∂
∂X






The following expressions are needed to construct the second order partial derivatives
∂
∂xpν
(−K−1SK−1X)rµ =− (K−1SK−1)rpδµν + (K−1SK−1X)pµ(K−1X)rν+
+ (K−1SK−1X)rν(K−1X)pµ + (K−1SK−1)rp(XTK−1X)νµ+
+ (XTK−1SK−1X)νµ(K−1)rp (B.9)
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(K−1)rµ = (K−1)rpδµν − (K−1X)rν(K−1X)pµ − (XTK−1X)νµ(K−1)rp. (B.10)
The squared exponential kernel




(xi−xj)2 + β2δij . (B.11)









= lσ(xiµ − xrµ)e− l2 (xi−xr)2 = l(xiµ − xrµ)Kir. (B.13)













































On the first line there will be two terms. Beginning with the first term and using (B.3) and
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−K−1ik K−1pr −K−1ip K−1kr
)
. (B.18)










l2(xpµ − xrµ)(xrν − xpν) + lδµν
]










l2(xiµ − xpµ)(xiν − xpν)− lδµν
]
Kip when i 6= p and r = p
and zero otherwise.
The polynomial kernel
The polynomial kernel of degree α is defined by








(xi · xj)n + β2δij . (B.19)


























n(xr · xr)n−1xrµ. (B.22)
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−K−1ik K−1pr −K−1ip K−1kr
]
(2σxkν(1 + xk · xp)). (B.27)
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2σ (δµν(1 + xp · xr) + xpµxrν) when i = p and r 6= p
and zero otherwise.
Implementational details
The sums over k in (B.17, B.18) and (B.26, B.27) and the sums over i in (B.15, B.24) can be
eliminated by performing vectorised operations over appropriately defined matrices in Matlab.
Matrices such as XXT and K−1SK−1 can be computed outside any loops. Since the Hessian
matrix is symmetric it is necessary only to compute Nq(Nq − 1)/2 partial derivatives.
B.2 The GPLVM predictive distribution











log 2pi + ds log κs
)
. (B.28)
The first order partial derivatives are
∂
∂x∗µ

























For the linear kernel
∂mν
∂x∗µ
= xµ ·K−1yν (B.30)
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= 2x∗µ − xµ ·K−1k− k ·K−1xµ (B.31)













(x∗µ − xiµ)ki[K−1k]i, (B.33)
where ki = [k(x










= 4(1 + x∗ · x∗)x∗µ − 4
N∑
i=1
(1 + x∗ · xi)xiµ[K−1k]i. (B.35)
B.3 The combined GPLVM-WPHM model
In Section 6.2.2 we require first and second order partial derivatives of the negative log like-
lihood:






























The first line contains terms from the GPLVM and these partial derivatives are given above in
Section B.1. The third line consists of prior terms belonging to the WPHM. Partial derivatives
for these terms are derived in Appendix C. What remains to calculate are partial derivatives
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of WPHM terms on the second line with respect to X. We define




















































































Partial derivatives of the Weibull
proportional hazards model
In this appendix we give the first and second order partial derivatives of the Weibull pro-
portional hazards model (WPHM). These are needed for gradient based optimisation of the
likelihood function and construction of the Laplace approximation. In Section 3.4.2 we require
partial derivatives of the negative log likelihood for the WPHM. The negative log likelihood
is

















The first order partial derivatives are
∂
∂βs












































































Since we require ρ > 0 we write it in the form
ρ = log(1 + ρLB + exp(ρ˜)) (C.9)
where ρ˜ ∈ R and ρLB ≥ 0 is a lower bound on ρ that can be set manually. This formulation
















We also require ν > 0 and the same formulation is used.
Second order partial derivatives are
∂2
∂βr∂βs
















































L(β, ρ, ν) = ∂
2
∂ρ∂ν







































































































Appendix C. Partial derivatives of the Weibull proportional hazards model
Prior terms
When we assume the prior distributions (6.14) and (6.15) from Section 6.2.3 we will need to
























































Matrix identities and Gaussian
integrals
In Chapter 4 we will require some of the results presented here. In particular, we will require
the following identity
(A−1 + B−1)−1 = A(A + B)−1B = B(A + B)−1A. (D.1)
This can be verified by writing
A(A + B)−1B = A[B−1(A + B)]−1 = [(B−1A + I)A−1]−1 = (A−1 + B−1)−1. (D.2)
In what follows we will also need the Woodbury identity which is
(A + B)−1 = A−1 + A−1(A−1 + B−1)−1A−1. (D.3)
We will now prove the following identity:
B−B(A + B)−1B = A(A + B)−1B. (D.4)
This can be shown by first using Woodbury’s identity to write
B−B(A + B)−1B = B−B[B−1 −B−1(A−1 + B−1)−1B−1]B
= (A−1 + B−1)−1, (D.5)
136
Appendix D. Matrix identities and Gaussian integrals
from which we can see that identity (D.4) follows immediately from (D.1).








(2pi)d/2√|A + B|e− 12 (b−a)·D(b−a) (D.6)
where D = A(A + B)−1B. To prove this we write the argument of the exponential on the
left hand side as
(z− a) ·A(z− a) + (z− b) ·B(z− b) = (z− c) ·C(z− c) + d. (D.7)
Equating both sides we find (and noting that a ·Ab = b ·Aa for symmetric A)
C = A + B (D.8)
c = C−1(Aa + Bb) (D.9)
d = a ·Aa + b ·Bb− c ·Cc. (D.10)

















(2pi)d/2√|C| e− 12d. (D.11)
Next, we write
d = a ·Aa + b ·Bb− a ·AC−1Aa− a ·AC−1Bb− b ·BC−1Aa− a ·BC−1Bb
= (b− e) ·E(b− e) + g, (D.12)
from which it follows that
E = B−B(A + B)−1B
= A(A + B)−1B (D.13)
where we have used (D.4) to obtain the second line. It is easy to verify that E = A−A(A +
B)−1A also. We also find that e = E−1B(A + B)−1Aa = a. Finally, g = a ·Aa + b ·Bb−
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e ·Ee = 0. Substituting these into (D.11) we obtain (D.6) as desired.
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