Abstract. In this paper, we study the expansions of Ricci flat metrics in harmonic coordinates about the infinity of ALE (asymptotically local Euclidean) manifolds.
Introduction
A smooth complete orientable Riemannian manifold (M n , g) (n ≥ 3) is called an Asymptotically Locally Euclidean (ALE) manifold of order τ > 0 if for some compact
n \ K consists of a finite number of components E 1 ,...,E k such that for each E i there exists a finite subgroup Γ i ⊂ O(n) and a C ∞ diffeomorphism Φ : E i → (R n \ B(0; R))/Γ i such that ϕ = Φ −1 • proj satisfies (where proj is the natural projection of
,
for z, w ∈ R n \ B(0; R), where ∂ k denotes ∂ ∂z k . In the above definition each E i is called an end of M , without loss of generality, all the manifolds have only one end in this paper. In the rest of the paper when we say coordinates at the infinity, we mean a diffeomorphism Φ as above. ALE manifolds play an important role in differential geometry (e.g., as singularity models in studying convergence of Einstein manifolds with bounded Ricci curvature [1, 23, 3] ) and in general relativity (e.g., gravitational instantons and the positive mass theorem).
In [4] Bando, Kasue and Nakajima proved a deep result (Theorem (1.1) in [4] , see also Theorem 2.1) which ensures the existence of harmonic coordinates (z 1 , · · · , z n ) at the infinity of a Riemannian manifold (M, g) if it has maximal volume growth and curvature decay a bit faster than quadratic. Further assumed (M, g) has L n 2 integral curvature bounds and is Ricci flat, they showed that the metric at infinity is very close to the standard Euclidean metric (Theorem (1.5) in [4] , see also Corollary 2.2), to be more precise, (1) g ij = δ ij + O(|z| 1−n ), in the coordinates above, where | · | is the usual vector norm on R n .
(1) gives us the best decay order of such metrics, which can be seen as a first step in understanding the regularity. We want to study the full regularity in this paper. In the following we focus on Ricci flat ALE metrics. They have been studied by many authors, the readers can see [24] and the references therein.
Similar regularity problems have been studied by many authors in various cases. Well known examples include the behaviour of asymptotically hyperbolic Einstein metrics [9, 16, 6, 12, 7] , the boundary regularity of minimal graphs in the hyperbolic space [20, 19, 10] , the boundary behavior of the complex Monge-Ampère equation [18] , and regularity for the singular Yamabe problem [21, 17] .
In all the above mentioned examples, the full regularity is obtained by proving an asymptotic expansion. This is exactly what we will do in this paper for Ricci flat ALE metrics. But we can not expect nice expansions just as simple as the Taylor expansion since usually there are obstacles to the higher regularity of the solutions. For example, in [14, 15] Jian and Wang showed clearly how the singularity of the equation can effect the regularity of the solutions. And it has been known for a long time that logarithmic terms should appear in the expansions [8, 18, 21] .
It is unlikely to find a unified approach to them, because every problem has its own particular form of expansion. For instance, whether log terms appear or not are different for different problems. In [26] the author showed that the expansion for the Ricci flow on a conical surface involves no log terms. An interesting phenomenon was discovered in the conformally compact Einstein metric context [6] that logarithmic terms appear only when the dimension of the manifold is odd. Similar results were discovered in [25, 10] . But it is not the case for the expansion of constant mean curvature graphs in the hyperbolic space [11] where log terms appear in all dimensions except in the dimension 2. These differences are caused both by the nature of the singularity or degeneracy of the problem and by the nonlinearity of the PDE.
In general we have no idea about the exact pattern of the expansion for a specific problem in advance, the best one can hope is that the power of logarithmic factor can be controlled in some sense. For an example in [13] the authors studied Kahler-Einstein metrics with edge singularities and got an expansion for the potential function of the metric along the given divisor, in which the power of log ρ is controlled by a positive integer depending on the power of ρ in every single term, where ρ is the distance to the divisor. Later in [27] this dependence was shown to be rather simple.
In order to state the main result of this paper, we introduce some necessary notations. Throughout the whole paper, n denotes the dimension of the ALE manifold under consideration, which will always be greater than or equal to 4. The sphere coordinates is the best for our purpose. And in the rest of paper we set (r, ω) = (z 1 , · · · , z n ) = z, where z is the harmonic coordinates above, r = |z| and
denotes the space of all k times differentiable functions defined on R n \ B R . For a set A of functions, SPAN(A) denotes the space of all finite linear combinations generated by A.
For the formal expansion of Ricci flat ALE metrics, we need the following two sets of functions (for n > 4 and n = 4 respectively):
where
) is the linear space of all eigenfunctions of △ S n−1 corresponding to the eigenvalue −m(m + n − 2) and △ S n−1 is the Laplacian of the unit sphere S n−1 . We remark that the particular form of T and T is a consequence of a careful analysis of the structure of the equation satisfied by the metric. It should be justified in Section 3 and Section 5.
To describe the remainder of our expansion, we need an error term slightly different from the standard analysis text book. More precisely, a function u defined on R n \ B R is said to be O(−q) (q ≥ 0) if and only if 
Now, we are ready to state our main result, which shows that the precise regularity depends on the dimension, From the first part it is obvious that there are no log terms in the expansion of the metrics when n ≥ 5. But log terms may appear when n = 4.
To get a better understanding of our expansion, we will perform the Kelvin transformation to the metric coefficients. First we recall the inversion map, defined on R n \ {0}, 
where Q ij (g, ∂g) is a quadratic term of the first derivatives of coefficients of the metric.
Here, we briefly outline the proof for n > 4. It is a bootstrapping argument. First we rewrite (2) in the form
where △ R n is the Laplace operator on the n dimensional Euclidean space. At the beginning we pretend that g ij and hence its derivatives are finite linear combinations of functions in T , then RHS ij (g) is a linear combination with terms in some set T rhs , which is a subset of T due to some closedness properties of SPAN(T ) (see Lemma 3.5) . The key to the whole argument is that for every term in T rhs , the corresponding Poisson equation can be solved with a solution in SPAN(T ). This is not trivial and depends on the nonlinear structure of the right hand side of (3). As for the error term, we shall keep track of the error term in computing RHS ij to find out that the order of the error increases by n + 1. Solving the Poisson equation will reduce the order by 2, thanks to a result of Meyers [22] (see Lemma 4.3). Combining these together yields an improvement of the regularity of g ij , so that the bootstrapping argument works.
As a result of the above argument, when n > 4, the structure of (3) enables us to avoid log terms during bootstrapping, but when n = 4, the log terms appear from solving the Poisson equations. That's why we handle the two cases separately.
The paper is organized as follows. In Section 2 we recall some basic knowledge about harmonic coordinates and the main results of [4] . In Section 3 we verify SPAN( T ) and SPAN(T ) are closed under multiplication and differentiation, and in particular closed under matrix inversion in some sense. In Section 4 we solve the Poisson equations with particular terms in the right hand side, and give an error estimate which was used to deal the remainders. In Section 5 we study the structure of the right hand side of (3) which is done to show the solvability of the Poisson equations involved in the bootstrapping argument. Finally in Section 6 with all the preparations in the previous sections we give the proofs of Theorem 1.2 and Corollary 1.3.
Preliminaries
2.1. ALE manifolds. In this subsection we recall the main results of [4] . The first is a profound theorem for manifolds with fast curvature decay and maximal volume growth.
) has only one end, n ≥ 3, and satisfies (4) |Rm| ≤ Kρ
for sufficiently large ρ = d(o, * ), ( Rm denotes the curvature tensor of g )
for sufficiently large ρ, and
) is ALE of order µ which is a real number depends on n, η ( or ǫ), moreover we can take µ = n − 1 if η > n − 1.
Given (6), the condition (4) alone ensure the existence of harmonic coordinates in which the metric is ALE of order ǫ ′ , for some 0 < ǫ ′ < ǫ. Then (5) is used to improve the order in the harmonic coordinates.
The next is a crucial result we need to describe the asymptotical behaviour of Ricci flat ALE metrics.
To get further regularity results of the metrics we need to restate Corollary 2.2 using the language of weighted Hölder space.
Definition 2.3. The weighted Hölder space
C 0,α δ on R n \ B R ,
R ∈ R with weight δ is the space of functions with the following norm
u C 0,α δ = sup x∈R n \BR r −δ+α (x) sup 4|x−y|≤r(x) u(x) − u(y) |x − y| α + sup x∈R n \BR {r −δ (x)|u(x)|}, x = (r, ω).
The other Hölder norms like
can be defined by
Since all functions in this paper are defined on R n \ B R for some large R ∈ R, sometimes we just write C k,α δ for short when there is no confusion.
for simplicity. For more about weighted Hölder space and weighted Sobolev space we refer the readers to [5] (page 663-664).
By the remarks (1.8) below Theorem (1.5) in [4] we know that when n ≥ 4, for (M, g) which meets the requirements of Corollary 2.2, it holds that
in the harmonic coordinates for all k ≥ 0. Thus we conclude 
Harmonic coordinates.
In this subsection we state some basic facts about harmonic coordinates: (a) Let g ij be the coefficients of the metric g of M in terms of harmonic coordinates, then we have
(b) Most importantly, in harmonic coordinates, the coefficients of g are subject to an elliptic system
In particular if Ric ij = 0, then the equation for Ricci flat ALE manifolds in the above harmonic coordinates (L; R n \ B R ) becomes
The readers can find more knowledge about harmonic coordinates and elliptic estimate theory in [4] and [5] .
The Sets T and T
In this section, we define and study the function spaces T and T step by step. They are used to formulate the expansion in our main theorem and indeed, the regularity property of g ij is encoded in their definition.
3.1. Expansion of bounded harmonic functions. Now let us start from the expansion of bounded harmonic functions on R n . Letting (r, ω) be the polar coordinates, we compute
So H is harmonic on R n \ {0} if and only if G is an eigenfunction of △ S n−1 with eigenvalue −σ(σ + n − 2). Since the eigenvalue is nonpositive, the possible values of σ are 0, 1, · · · and 2 − n, 1 − n, −n, · · · . Boundedness of H suggests the following lemma, whose proof is well-known and can be found in [2] . 
Motivated by this lemma, we define
Recall that H k (S n−1 ) is the space of eigenfunctions corresponding to the eigenvalue −k(k + n − 2). Notice that T 1 is almost a basis of bounded harmonic function and we have removed the constant function and the function r 2−n from it, because these are prepared for the expansion of g ij − δ ij , which know (from the work of Bando, Kasue and Nakajima) that it decays at order n − 1.
3.2.
Closedness under multiplication and differentiation. For the proof in this subsection, we need to introduce more notations and facts concerning the spherical harmonics. Let P k (n) denote the space of homogeneous polynomials of degree k in n variables with real coefficients and let P k (S n−1 ) denote the restrictions of homogeneous polynomials in P k (n) to S n−1 . Set H k (n) to be the space of real harmonic homogeneous polynomials of degree k. We have a linear isomorphism between H k (n) and H k (S . Now we can define
It is in the set as long as one pair of (l, k) satisfies the requirement. The same remark applies for similar definitions in what follows.
Please note that we have tried to make sure that (1) it satisfies the properties below and (2) it is as small as possible, because the smaller the set is, the better regularity we prove.
Lemma 3.3. T 2 is a set with the following properties:
1)
Proof. First T 1 ⊂ T 2 is obvious. For 2), if
Recalling (see [2] ) that
, and then by restricting (12) 
Therefore (11) and (14) imply
For the proof of 3), using the fact that
we compute
). Here in the last equality we have used (13) , (14) and the fact r m G m is a homogenous harmonic polynomial. Consequently,
This finishes the proof of the lemma and explains the definition of T 2 .
Remark 3.4. In the above proof, the function
) may vary from line to line. And in the rest of paper, we won't specially point it out when this happens. . Very roughly speaking, the effect of △ is just reducing the power of r by 2. More precisely, for almost all σ ∈ R, △r σ G m is a nonzero multiple of r σ−2 G m . There are exceptional cases, namely, if r σ G m is harmonic, we do not expect the same result.
As it turns out (see later proofs), for n > 5, no exceptional case happens. So we simply define
We can check by using the same proof as Lemma 3.3 (details are omitted), Lemma 3.5. T is a set satisfying the three properties below:
However, when n = 4, the exceptional case does happen and we are forced to introduce log terms in the expansion. The problem is how many log terms are needed, because we certainly do not want anything more than necessary. The answer lies in the proof in Section 5 and here we can only define
and check some basic properties.
Lemma 3.6. T is a set satisfying the three properties below:
Proof. 1) and 2) are easy to see by the argument used in the proof of Lemma 3.3. We only prove 3). Set σ = −2l − k, by using (15) we obtain
Here again in the last equality we have used (13), (14) and the fact r m G m is a homogenous harmonic polynomial. It's straightforward to check that every term in the above formula can be written in the form (16) ). Therefore 3) holds.
3.4. The inverse of the metric matrix. In this subsection, we prove a lemma for later use. Our aim is to show that g ij − δ ij has some expansion if g ij − δ ij is assumed to have an expansion up to order −q.
We need the following result, which is similar to Lemma 6.8 in [26] . For the reader's convenience we give the proof here. Before the proof, we list several obvious equalities, which can be checked straightforwardly:
where q, q 1 , q 2 ≥ 0. Proof. We assume that for some ǫ > 0 there exists f q ∈ SPAN(A) such that f = f q + O(−q − ǫ). Recall the Taylor expansion formula with the integral remainder,
in which we choose k so that (k + 1)(1 − n) < −q. By the assumption SPAN(A) is closed under multiplication,
has an expansion up to order −q, due to the claim in Remark 3.8.
To be more precise, it takes the form F q + O(−q − ǫ), F q ∈ SPAN(A). Thanks to our choice of k and the fact f ∈ C
Thus we can conclude
The following lemma roughly states that a set which is closed under multiplication (e.g., SPAN(T ), SPAN( T )) is closed under the matrix inversion. Proof. If g ij − δ ij has a expansion up to order −q in A in the sense of Definition 1.1, then formally 
we have
By virtue of the claim in Remark 3.8, (18) and the assumption on A, we have W q,ii ∈ SPAN(A). Because the computations are the same when we calculate A ij no matter i < j or i > j, we just deal with the former case. When i < j, we first point out two facts so as to calculate A ij . They are
• from the calculating methods of determinant, det([A(i, j)]) is the sum of terms which are of the form 
where W q,ij ∈ SPAN(A).
By using (20) again,
Once again, by the claim in Remark 3.8, (18) and the assumption on A, V q ∈ SPAN(A). If we choose F = 1 1+x and f = V q + O(−q − ǫ) while using Lemma 3.7, we obtain (24) (det(g))
where Z q ∈ SPAN(A).
Putting (21), (23) and (24) together via (19) we have
whereŨ q,ij ∈ SPAN(A) by the claim in Remark 3.8. Hence g ij − δ ij has an expansion in the sense of Definition 1.1.
Remark 3.10. If A is T or T , then under the conditions of the last lemma we have from the definition of T and T that
g ij , g ij = δ ij + O(1 − n).
The Solutions Of Poisson Equations
As we have mentioned in the introduction, we need to solve the Poisson equations on R n \B R in the bootstrapping argument. This section is devoted to the discussion of this topic. It consists of two parts. In the first part, we study carefully the action of △ −1 on SPAN(T ) and SPAN( T ). In the second part, we introduce a lemma due to Meyers [22] , which handles the error term.
Functions in SPAN(T ) and SPAN( T ). The discussion in this subsection is completely elementary. A term in T or T is of the form
where σ, i and m are subject to some restrictions in the definition of T or T . We are interested in finding a solution of the equation
The following Proposition indicates that there is a subtle difference depending on whether or not σ + n + m is zero. Hence, we call the right hand side exceptional if (26) σ + n + m = 0.
Proposition 4.1. If σ + n + m 0, then it has a solution taking the form
if σ + n + m = 0, then it has a solution taking the form Proof. For simplicity of notations, we set λ k := k(k + n − 2) for all k ∈ Z \ {−1, · · · , 3 − n} and n * σ := n + 2σ + 2. We first prove the proposition when σ + n + m 0. By (10),
Here [U 0 , · · · , U i ] is a row vector and each A j is a column vector, which means that
⊤ and the three nonzero numbers are at j − 1th, jth, and j + 1th positions.
Since σ + n + m 0, which implies λ σ+2 − λ m := λ σ,m 0, we have that the matrix 
is invertible. Hence (25) has a solution of the type of (27) . When σ + n + m = 0, we need to enlarge the solution space to include
Using (29) as before, we get
Since now we have σ + n + m = 0, which implies λ σ+2 − λ m = 0, all the diagonal elements in the (i + 2) × (i + 2) upper triangular matrix below 
are zeros, so it is not invertible. And it is easy to see its rank is i + 1 since n * σ = n + 2σ + 2 = −n − 2m + 2 < 0 by n ≥ 4 and m ≥ 0. Moreover because the last row ofĀ is a zero matrix, we conclude that the map
is surjective. Therefore (25) has a solution of the type of (28).
The error terms.
The following is a result about the error estimates of Poisson equations.
Lemma 4.3. Let G be a function defined on
and
This lemma follows directly from the results of [22] which is devoted to the study of the expansion for solutions of linear elliptic equations.
Next we introduce some results in [22] which are essential to the proof of Lemma 4.3. Let µ = r −p for some p > 0. Now for any function U which is i times differentiable and |x| ≥ R ≥ 2, define
It is not hard to check that if
It is noted here that O(1) takes the usual meaning in standard mathematical analysis textbooks. Indeed if f = O(−p), then for all i ∈ N ∪ {0}, we have |r
for some C(i) > 0. The last inequality above clearly shows that |f | [22] [22] ) Consider the equation
Lemma 4.5. ( Lemma 5 in
otherwise.
We remark here that we only use the case q = 0 and ǫ > 0 in Lemma 4.5. Now we give the proof of Lemma 4.3.
Proof. Since by the assumption of Lemma 4.
Finally by using Lemma 4.4 we obtain the desired estimates,
Structure Analysis Of The Ricci Flat Equation

The starting point of the bootstrap argument. First we show that every
Ricci flat ALE metric under the condition of Theorem 1.2 has an expansion up to order 1−n in the sense Definition 1.1. This is the starting point of the bootstrapping argument. From Theorem 2.4, we know
Now we refine the above asymptotical behavior. First, by using (8) we rewrite (9) to be
Second, we plug (31) into the right hand side of (32), and by direct computation using (17) we get RHS ij = O(−2n). Third, we solve the equation
We remark here that all the Poisson equations we are going to deal with later are formulated on R n \ B R . By Lemma 4.3, it has a solution v 
for all k ∈ N ∪ {0} and some ǫ > 0. 
). That is to say the first n − 1 terms in the expansion are all harmonic functions.
5.2.
The structure of the right hand side of the equation. The purpose of this subsection is to study the RHS of (32) under the assumption that g ij − δ ij has an expansion of order −q N := N (1 − n) (N ∈ N) in the sense of Definition 1.1.
For the sake of simplicity of the following argument, if A is a set of functions (e.g.; T or T ), we define L A×A := SPAN({uv; u, v ∈ A}). Namely L A×A is the linear space generated by all functions of the form uv, where u, v ∈ A. 
where RHS qN ,ij is a finite linear combination in terms of the form
Proof. By the assumption, there is U qN ,ij in SPAN(A) such that
for some ǫ > 0. By Lemma 3.9, Lemma 3.5 and Lemma 3.6, g ij − δ ij also has an expansion in A up to order −q N . Since we do not care about the particular form of U qN ,ij , we write
By Remark 3.10 which implies U qN ,ij = O(1 − n) and the fact ∂ xi O(−p) = O(−(p + 1)) for any p > 0, similarly, we summarize the consequence of some direct computation using Lemma 3.5 and Lemma 3.6 as follows
where U qN ,ij ∈ SPAN(A) and in particular
The RHS contains three types of terms, which we study one by one. Direct calculation using (A) and (C) shows that
which is the first term in the right hand side of (32), has the form of
since U qN ,ij , V qN ,ij have no constant terms. In the above computation we used the
And later we will use it implicitly for many times.
The more difficult part of the right hand side of (32) is Q(g, ∂g) (see (33)). We divide it into two parts:
From (A) and (B), we have
In the right hand of the last equality there are two types of terms except the error term, which are
where ⋆ denotes the summation on the repeated indices. Notice that (B) indicates that both ∂g ⋆ ∂g and ∂g ⋆ ∂g 
since U qN ,ij ,V qN ,ij have no constant terms.
we know from (A) and (B) that
and in particular Γ = O(−n). (38)
Here we have used notation ⋆. For Q 2 , again by using (A) and (38), and if we denote x ⋆ x, x ⋆ x ⋆ x, · · · by x ⋆2 , x ⋆3 , · · · respectively, then we have
Again because of (A) and (B), we get that Q 2,ij has the form
Finally we conclude by combining (32), (36), (37) and (39) that Lemma 5.3 is valid.
Lemma 5.3 is the key to make the bootstrapping argument work, and together with requirement l ≥ j + 1 in the definition of T , we can avoid exceptional terms (see (26) ) when n > 4. 
Proof. Thanks to (14) ,
therefore we have (40), which takes the form
is not exceptional, where
]. And from the definition of T , we have
Then for each β, by Proposition 4.1 the equation
where c β is a real number.
we know easily that the above solution, (41)), and (43)). Thus the second part of the proposition is right.
When n = 4, in spite of the existence of log terms, we still have Proposition 5.5. The equation
Proof. Suppose T j = r σj (log r) ij G mj ∈ T (j = 1, 2), where
] is the largest integer less than m 2 . Obviously from above we have
The relations l ≥ 2 and k ≥ l +i in (45) indicate that each term of the form T 1 ·T 2 is in a proper subset of SPAN( T ). It can be roughly said that the difference between k and i increases at least by one after doing multiplication.
By Proposition 4.1 for each term r 
Proof Of The Main Results
With all the preparations, we are at the position to prove our main results. First we give the proof of Theorem 1.2. The second part is from Remark 5.2, so we only need to prove the first part.
Proof. We argue by induction. We first prove the case n > 4. At the beginning, due to Remark 5.1 we have an expansion of the form g ij −δ ij = a 1,ij r 1−n G 1 +O(1−n−ǫ). Notice that r −1−(n−2) G 1 ∈ T 1 ⊂ T , hence g ij − δ ij has an expansion up order −q 1 = 1 − n in the sense of Definition 1.1, this is the starting point of the induction. Here we recall we have defined that −q N = N (1 − n) at the beginning of Subsection 5.2.
Next assume g ij − δ ij has an expansion up order −q N , N ∈ N with term in T in the sense of Definition 1.1, then by using Lemma 5.3, Proposition 5.4 and Lemma 4.3, we know the equation
n \B R has a solutionÛ qN+1,ij +O(−q N −n+1−ǫ), whereÛ qN+1,ij ∈ SPAN(T ). On account of (32) and the fact g ij − δ ij ∈ C and is harmonic with respect to △ R n . So H qN+1 ∈ SPAN(T 1 ) ⊂ SPAN(T ) by Lemma 3.1. Therefore if we set U qN+1,ij :=Û qN+1,ij + H qN+1 , then we get a better expansion in terms of T up to order −q N +1 in the sense of Definition 1.1 for g ij − δ ij , which is
Here we have used the definition −q N = N (1 − n). Finally we conclude that g ij − δ ij has an expansion up to any order in terms of T in the sense of Definition 1.1 by taking larger and larger N .
When n = 4, since r −1−(n−2) G 1 ∈ T 1 ⊂ T , we still have the starting point of the induction. With T in place of T , and Proposition 5.5 in place of Proposition 5.4, the induction argument can work just as in the case n > 4.
Before the proof of Corollary 1.3, we recall some basic properties of the Kelvin transformation. Obviously it is a linear operator. And it can be checked directly that
First from (48) . From now on assume that n > 4 and g ij has the expansion up order q as given in Theorem 1.2, then
where q ∈ N, q ≥ n − 1 and U q,ij ∈ SPAN(T ). Now we prove Corollary 1.3.
Proof. Because n is even, for every r σ G m ∈ T , we have 2 − n − σ − m is even and r 
