In this paper, we treat the problem of evaluating the asymptotic error in a numerical integration scheme as one with inherent uncertainty. Adding to the growing field of probabilistic numerics, we show that Gaussian process regression (GPR) can be embedded into a numerical integration scheme to allow for (i) robust selection of the adaptive step-size parameter and; (ii) uncertainty quantification in predictions of putatively converged numerical solutions. We present two examples of our approach using Richardson's extrapolation technique and the Bulirsch-Stoer algorithm. In scenarios where the error-surface is smooth and bounded, our proposed approach can match the results of the traditional polynomial (parametric) extrapolation methods. In scenarios where the error surface is not well approximated by a finite-order polynomial, e.g. in the vicinity of a pole or in the assessment of a chaotic system, traditional methods can fail, however, the non-parametric GPR approach demonstrates the potential to continue to furnish reasonable solutions in these situations.
Introduction
Solutions to ordinary differential equations (ODEs) are often sought by means of adaptive numerical integration algorithms [18] . The accuracy of these approaches regularly relies on the assumption that the true solution is suitably smooth across the region of integration so that locally, i.e. in an interval of width equal to integration step-size h i , where i indexes the algorithm's iteration, the numerical error is well approximated by a finite-order polynomial. The choice of step-size h i is then determined using an extrapolation procedure and a given precision bound. Of particular importance to the present study are the extrapolation procedures of Richardson [20] and the Bulirsch-Stoer algorithm (BSA) [5] . The BSA is a descendant of Richardson's algorithm and aims to quantify whether the numerical integration scheme has recovered a converged solution to the ODE at the i th iteration by recursively assessing the behaviour of the numerical error in the limit as h i → 0. Central to the good performance of this method is the assumption that the error function can be expressed as a power series in h i . While this assumption has broad applicability, it can breakdown in a number of scenarios, e.g. in the vicinity of a singularity or when aiming to compute particle trajectories in chaotic systems -owing to exponentially large separation rates between nearby particles. In scenarios like these, numerical integration algorithms which are underpinned by polynomial extrapolation can fail and often with considerable burden on computational economy.
In this paper we instead propose treating the numerical error as uncertain. We employ a probabilistic reinterpretation of the problem of adaptively determining a suitable choice of step-size h i at each iteration. We do this by embedding Gaussian process regression (GPR) in to the extrapolation component of the numerical integration scheme. Our non-parametric approach side-steps the assumption that the numerical error is 'well-behaved' near the region of interest and contrasts with the parametric (polynomial) extrapolation methods of Richardson and Bulirsch-Stoer. Moreover, the proposed approach allows for uncertainty quantification in the choice of step-size, at each iteration, and consequently the numerical error. Hence, the GPR implementation can allow for a broader theoretical assessment of candidate numerical solutions to the ODE relative to alternative deterministic methods. Our GPR extrapolation method contributes to the expanding field of probabilistic numerics [1, 12, 6] and as we will demonstrate may offer a more robust numerical integration scheme, particularly when the true solution to the ODE over the region of interest is not well approximated by a finite-order polynomial.
We begin our discussion by considering the widely used extrapolation scheme put forward by Richardson. After a brief mathematical description of the method, we introduce how a GP can be successfully included into the scheme and present an algorithm to do this. The Bulirsch-Stoer algorithm is a descendant of Richardson's scheme and is regularly used to compute practical numerical solutions to ODEs. We summarize the BSA before presenting a probabilistic version of the algorithm with a application. We finish by applying both the probabilistic and deterministic versions of the algorithm to the classical problem of a Keplerian orbit.
Our goal is to approximate the integral F * = Ω f (x)dx, which we assume exists and is bounded over the domain Ω. Where possible, we avoid unnecessary mathematical details and instead focus on describing the various issues associated with the computation of F * , i.e. owing to the behaviour of the integrand f (x), either locally or globally in Ω, or because of the choice of numerical integration scheme.
Richardson extrapolation
Let I (f, h) be a numerical evaluation of the integral f (x)dx using a fixed step-size h. Generally, if f (x) is smooth and bounded across x ∈ Ω, I (f, h) can be written as a weighted sum of N evaluations of f (x) over a sub-interval ω ⊆ Ω of length h, i.e.
where the weights w i and number of abscissa N are given by the choice of numerical scheme, e.g. a Gaussian or Netwon-Cotes type quadrature method. As it will be important later, the trapezoidal rule, from the Newton-Cotes family of numerical schemes, sets N = 2, w 1 = w 2 = 0.5, h = x 2 − x 1 . In all evaluations of this type, the error in approximating the integral by I (f, h) is particularly sensitive to the choice of step parameter h.
Under the assumption that the numerical evaluation can be written as
, n ∈ N where h 0 is some choice of step parameter h and C 0 a bounded constant, Richardson's extrapolation scheme can be used to: (i) assess sensitivity to the choice of h and; (ii) recursively reduce the leading order approximation error, i.e. sequentially remove C 0 h n 0 . Note, in order to simplify notation the above equation assumes that ω = Ω. To derive Richardson's extrapolation scheme, we re-write the numerical approximation in terms of a new step-size h 1 = γh 0 , for some 0 < γ < 1 (the choice of which is discussed later), and combine I (f, h 0 ) and I (f, h 1 ) to remove the leading order error term. Repeating this process for h j = γh j−1 , j = 1, 2, . . . , the scheme can be written as a recurrence relation in which, for each additional iteration, the approximation error decreases 1 , i.e.
Ignoring numerical rounding errors, the approach can be used to compute F * to within a desired tolerance τ , which we refer to as a converged numerical solution, e.g. by identifying h j : | R j − R j−1 |≤ τ . For example, the method underpins the Romberg extension of the trapezoidal scheme.
A variation of Richardson's method, sometimes referred to as Richardson's deferred approach to the limit, computes an ensemble of values R = {R 1 , R 2 , . . . , R J } and fits a polynomial, as a function of h 0 , to R. The intercept of the fitted polynomial is then an estimate of I(f, 0), i.e. F * in the theoretical limit as h 0 → 0, which we denote by F * h0→0 . The process is repeated for several distinct 1 The error cannot be reduced beyond numerical rounding error initializations of h 0 , e.g. h (1) 0 and h (2) 0 , and a converged numerical solution is identified when
|≤ τ . This approach underpins the Bulirsch-Stoer [5] extension of Richardson's extrapolation technique.
Central to the good performance of both methods is the parametric assumption that the numerical error can be approximated by a power series in h 0 of order n, or more generally on f (x) being analytic and bounded in Ω. The assumption is widely applicability, but can fail when two nearby approximations, e.g. at h j and h j+1 , diverge at a rate not captured by h n 0 , i.e. near to a singular point or owing to the systems intrinsic chaotic nature. To overcome this limitation, we propose a non-parametric approach that is inspired, in part, by recent developments in the Bayesian Quadrature literature [10, 16] . We illustrate the approach considering the example of Richardson's deferred approach to the limit, i.e. the Bulirsch-Stoer algorithm.
Uncertainty in the numerical evaluation
So far we have treated the numerical evaluation as one in which the approximation error is fixed by a given choice of step-size h. We now make a conceptual shift from this position and instead assume that the approximation error has intrinsic uncertainty. For a very good discussion of the philosophical and scientific implications of this switch see [12] . In the present paper, we letÎ (f, h j ) denote the probabilistic re-interpretation of I (f, h j ), wherê
i.e. the uncertainty appears through the presence of the random error term j . By construct, the approximation error must approach zero as the step-size approaches zero, which, in the probabilistic model, requires that
The identity is motivated by a key assumption we make: that a numerical evaluation I(f, h j ), computed using a deterministic numerical integration scheme, is a draw from the distribution of probabilistic evaluationsÎ(f, h j ). Hence, as lim h→0 (I(f, h) − F * ) = 0, the above identity holds.
We furthermore consider that a collection of J random variablesÎ(f, h j ) : j = 1, 2, . . . , J is a Gaussian process (GP), where h j denotes a distinct step-size that monotonically decreases as j increases. In the spirit of the Bulirsch-Stoer algorithm, our objective is to estimate F * at h = 0 from the fitted estimate ofÎ (f, 0). In the probabilistic reinterpretation, an estimate of F * is deemed a converged numerical evaluation when the uncertainty σ 0 inÎ (f, 0) is below a user defined uncertainty toleranceτ (henceforth we drop the hat). Therefore, in deterministic evaluations of F * , the tolerance τ places a bound on the numerical precision of an estimate, whereas in probabilistic evaluations τ places a bound on the maximum uncertainty of an estimate. Our approach can broadly be described in four steps.
Step 1; Input a K dimensional vector of step-sizes h = {h 1 , h 2 , . . . , h K } and compute the initial data set
h , where each I(f, h j ) is assumed a draw from the distribution of probabilistic evaluationsÎ(f, h j ). I(f, h j ) is computed via a numerical integration scheme, and in the present treatment we use the trapezoidal scheme. Step 2; Let the collection of K random variablesÎ(f, h j ), j = 1, 2, . . . , K, be a GP, i.e.
, where m(.) and k(., .) denote the GP mean and kernel functions, respectively. From this model, compute estimates of: (i) F * at h = 0, denoted F * 0 , and; (ii) σ 0 , i.e. the uncertainty of in the estimate F * 0 . Step 3; if the uncertainty in the estimate is above a user defined threshold, i.e. σ 0 > τ , we reject F * 0 as a reasonable estimate of F * and instead estimate a new step-size h K+1 which satisfies
i.e. locate h K+1 such that the uncertainty σ(h K+1 ) in the fitted valueÎ(f, h K+1 ) is a user defined fractionγ of the uncertainty in the current estimate F * 0 of F * . In practice h K+1 is identified using a grid search over the region h K+1 ∈ [0, h K ).
Step 4; augment the sample data with a new observation using h K+1 , i.e. D
(1)
is computed via the deterministic numerical integration scheme. Using the augmented data, we then repeat steps 2-4 until we identify an estimate of F * with uncertainty σ 0 ≤ τ . See Alg. 1 for pseudo-code.
In summary, the proposed approach is an adaptive learning technique, developed from Richardson's extrapolation and the Bulirsch-Stoer algorithm, that sees the uncertainty in the current estimate F * K+j of F * being used to guide the choice of subsequent step-sizes h k+j+1 . There are two notable benefits of this approach over and above the deterministic alternative: (i) there is no parametric assumption concerning the behaviour of the error function, i.e. that the leading order error term is well approximated by of a finite order polynomial, and; (ii) the choice of step-size between two observations I(f.h j ) and I(f, h j+1 ) is 'dynamic', i.e. in the deterministic set-up the distance between two abscissa h j and h j+1 is fixed and controlled by the parameter γ whereas in the probabilistic setting the distance can vary between any two adjacent abscissa owing to asymmetry in the distribution of the uncertainty parameter σ 0 and the choice ofγ (henceforth we drop the hat). A fundamental challenge remains between both the deterministic and probabilistic approaches, however, as each subsequent step-size h K+i , i = 1, 2, . . . , J, must be small enough to closely approximate I(f, h) while large enough that computation is dominated by discretization error only, e.g. see [11] . In the probabilistic setting, this issue is related to the choice of step-control parameter γ, the choice of 'prior' mean and the kernel function of the GP.
To illustrate our approach, and to go some way toward assessing the influence of these choices, we consider the following test function
and aim to approximate the integral of f (x) over the interval [0, 1]. We construct the initial data D (0) h from a 4-dimensional vector of step-sizes h K = {1, 1/2, 1/3, 1/4} and use the trapezoidal rule to compute each I(f, h j ), j = 1, 2, . . . , 4, and set the step-control parameter γ = 0.5. For the GP, we chose the Matérn class of kernel [23] :
where r = |x − x |, k ν is a modified Bessel function and {l, ν} are the kernel parameters and set ν = 1.5 (for mean square differentiability). We discounted the popular radial basis function (also called squared exponential), which is a limiting case of the Matérn class (as ν → ∞), as it makes stronger assumptions on smoothness and it has been argued that this may be unrealistic for modeling many physical systems, see [23, 19] . The results from our analysis are presented in Fig. 1 . We note that a consequence of the GP modeling approach is that the posterior mean ofÎ(f, h) is strongly influenced by the choice of prior mean when h lies in the interval between the zero and the most recent update of the step size h K+i , i.e. h ∈ (0, h k+i ). We therefore assessed the sensitivity of our results to the choice of prior mean across three prior initializations: zero, the average of the K initial points
and I(f, h K ), i.e. evaluated at the smallest step-size in the initial data set D (0) h (Fig. 1 left) . In our example, the results illustrate a strong preference toward setting the prior mean as the final observationÎ(f, h 4 ). Working under the assumption that the most recent evaluation of I is the most accurate, the result seems reasonable. Fig. 1 (right) displays the results when applying the GP approach and demonstrates how the sequential updating of the pair {h j , I(f, h j )}, and thus the data D h , can quickly shrink the uncertainty both in the estimation of the integral F * at h = 0. It is possible, therefore, that dynamic updating of the step-size h j to h j+1 can lead to faster convergence properties than when fixing the step-size, as in the deterministic set-up.
Bulirsch-Stoer Algorithm
We have reviewed the Bulirsch-Stoer extrapolation algorithm by fixing the domain of integration to be the length the initial step-size h 0 . If the domain is local to a singular point, however, numerical evalu- . The Blue points denote the evaluation of I(f, h) using the 4 initial step-sizes h K = {1, 1/2, 1/3, 1/4} and a 95% uncertainty band. We then apply the GP algorithm over several iterations (only 2 required) to identify a converged estimate of F * . Each of the two new step-sizes were chosen based on the step-size h j in which the 95% uncertainty band is below γ = 0.5 of the uncertainty σ 0 at h = 0. The first evaluation, point h 5 , is denoted by Green point and the second, h 6 , is denoted by Red.
Algorithm 1 Richardson extrapolation style algorithm
Require: function f , integration interval H, step control γ where γ ∈ (0, 1), tolerance τ 1: Initialization evaluate integral with h = H, H/2 2: while not converged do Accept and exit loop 6:
find h i with uncertainty γσ 0 8:
append D h with (h i , x i ) 10:
repeat 11: end if 12: end while ations which rely on a fixed initial step-size can regularly fail to converge. The full implementation of the Bulirsch-Stoer algorithm aims to resolve this issue. In regions where a converged numerical solution appears difficult to identify, the choice of initial step-size, and thus the domain of integration, is repeatedly reduced until a converged numerical solution has been identified. Hence, the original domain of integration is partitioned into segments, in which a converged solution is identified, and the integral is evaluated by aggregating the results from each segment, see Alg. 2 for pseudo code. Our probabilistic re-interpretation of this algorithm sees our GP scheme replacing the traditional extrapolation algorithm, as before, for each segment in the domain, see Alg. 3 for pseudo code. To better suit our numerical example in this section, we henceforth consider the domain of integration as a temporal region and denote a step-size (time-step) by dt.
The Bulirsch-Stoer algorithm is descendant of Richardson's deferred approach to the limit and therefore typically 2 relies on performing polynomial extrapolation between the numerical evaluations at each abscissa. Briefly, for each segment of integration, the algorithm usually selects the abscissa at the points dt/n j , where n j follows the series originally proposed by Bulirsch-Stoer n = 2, 4, 6, ... n j = n j−2 . However, it is more common to see the sequence more recently suggested by Deuflard [8, 9] -i.e. n = 2, 4, 6, ...n j = 2j -which is the scheme we adopt. Typically, the choice of j = 8 Algorithm 2 Bulirsch-Stoer Algorithm Require: initial conditions x, derivative f (x), tolerance τ , step-size sequence {s i } n i=1 1: while t < H do 
CONV = TRUE, accept result and process to next interval 9: end if 10: end for 11: if CONV = FALSE then 12: reduce H and repeat loop 13: end if 14: t += H 15: end while is made [8, 9] . The Bulirsch-Stoer algorithm is an adaptive deterministic numerical scheme, which furnishes solutions to the integral problem across a broad range of scenarios. However, the approach is underpinned by the assumption that the integrand f (x) is well approximated by a polynomial in each segment of the domain of integration which, even for an analytic function f (x), can lead to issues. We now illustrate this.
In Fig. 2 we provide an example of a well-known situation where polynomial interpolation can perform badly. In this famous example of Runge's phenomenon, the GP approach, using a Matérn kernel [23] , provides excellent extrapolation and interpolation whereas the polynomial interpolation procedure fails, particularly at the tails of the domain. This result might be reversed however, particularly if the true underlying function is or is well approximated by a polynomial. In this case, the GP scheme will almost certainly fail to match the goodness of the polynomial extrapolation scheme. The extent to which the methods differ in performance will likely be dependent on the the choice of kernel function: if we had some prior knowledge that the function should 'look like' a polynomial, we might choose a kernel that helps the GP posterior mean to exhibit polynomial like behaviour, see for example [13] .
Algorithm 3 Bulirsch Stoer Algorithm using Gaussian Processes
Require: initial conditions x, derivative f (x), tolerance τ 1: while t < H do while not converged do 4: choose step size h i as in Alg. 1 5: integrate from t to t + H store result R i 6:
condition GP on D h 8:
evaluate mean value and uncertainty σ 0 at h = 0 end if 13: repeat loop 14: end while 15: t += H 16: end while
In the probabilistic re-interpretation of the Bulirsch-Stoer algorithm, we make the assumption that the numerical evaluation converges to the correct solution as dt → 0. This is typically true, but when the domain is partitioned into sufficiently small time-steps rounding error can dominate error due to discretization. The GPR derived scheme suffers from the same issue. Outside of numerical rounding error, the GPR scheme can assess convergence using a combination of two conditions: assessing the uncertainty of the predicted mean in the limit as dt → 0, via the fitted GP model, and; by comparing the estimated means between any two intializations. The standard Bulirsch-Stoer algorithm only assesses the later.
The main disadvantage of the probabilistic version of the Bulirsch-Stoer algorithm is computation time, i.e. for a fixed number of abscissa fitting a polynomial using Neville's algorithm is typically faster than aiming to maximize the likelihood of the kernel parameters. Certainly, for a smooth and bounded function f (x), the original BSA will likely outperform the probabilistic version. However, in cases where a segment of the domain is partitioned multiple times, e.g. owing to |f (x)| rapidly changing over the interval, it is possible that the overall performance of the probabilistic version will be better than the original.
Example: Kepler orbit
To illustrate utility in the probabilistic re-interpretation of the Bulirsch-Stoer algorithm, we consider the case of a mass-less particle in a Keplerian potential 3 . The problem involves finding a solution to the second order ODE,r
where r is the position vector, G is Newton's constant and M is total mass (it is convention to use units with G = M = 1). We consider the case of a particle initially at r = (1, 0) on an orbit with eccentricity of 0.99. This results in a close passage to the singularity in the force at r = 0.
We compare two different versions of Bulirsch-Stoer: the usual polynomial extrapolation and; the Gaussian process regression approach. Integration over each sub-interval is performed using a secondorder leapfrog integrator. For the polynomial scheme, if integration fails to converge after eight sub-divisions of the time-step dt/nj, the region is iteratively halved until convergence is achieved. We note that more complex schemes can be used to reduce the time-step (e.g. see [18] ), which might outperform the Bulirsch-Stoer scheme. For the GP approach, we do not place a limit on the number of times an interval can be sub-divided owing to the ability of the GP scheme to closely approximate a wider class of analytic functions than those that are well approximated by a finite order polynomial. Fig. 3 displays a comparison of the two schemes relative to the true solution. Notably, as the particle first passes through pericenter passage, i.e. the closest approach to the origin, which is a singularity, the polynomial based scheme fails and no longer furnishes an estimate of the particle's position. However, the non-parametric GP scheme closely approximates the particle's trajectory as it first passes through pericenter and, moreover,continues to furnish a reasonable approximation of the particle path throughout the time interval considered.
Discussion
In this paper we have presented an adaptive-learning integration scheme, which embeds Gaussian process regression (GPR) into the Bulirsch-Stoer algorithm (BSA), for use in numerical integration. This probabilistic approach extends the current deterministic implementation of the BSA in two ways. Firstly, the approach avoids the parametric assumption that a numerical evaluation of the integral has an error term that is closely approximated by a finite order polynomial. This assumption can lead to the deterministic approach failing near a singular point in the integrand. Secondly, for given step-size, uncertainty in the numerical evaluation of the integral via GPR is used to guide how the step-size should be adapted. The combination of these additional features leads to a more robust numerical integration scheme beyond the current standard. The probabilistic scheme is not intended one-size-fits-all replacement for existing numerical methods, however, but rather to be considered as an alternative when standard approaches fail.
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