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The CDMS-II phase of the Cryogenic Dark Matter Search, a dark matter direct-detection
experiment, was operated at the Soudan Underground Laboratory from 2003 to 2008. The
full payload consisted of 30 ZIP detectors, totaling approximately 1.1 kg of Si and 4.8 kg of
Ge, operated at temperatures of ∼50 mK. The ZIP detectors read out both ionization and
phonon pulses from scatters within the crystals; channel segmentation and analysis of pulse
timing parameters allowed effective fiducialization of the crystal volumes and background
rejection sufficient to set world-leading limits at the times of their publications.
A full re-analysis of the CDMS-II data was motivated by an improvement in the event
reconstruction algorithms which improved the resolution of ionization energy and timing
information. The Ge data were re-analyzed using three distinct background-rejection tech-
niques; the Si data from runs 125 - 128 were analyzed for the first time using the most
successful of the techniques from the Ge re-analysis. The results of these analyses prompted
a novel “mid-threshold” analysis, wherein energy thresholds were lowered but background
rejection using phonon timing information was still maintained. This technique proved to
have significant discrimination power, maintaining adequate signal acceptance and mini-
mizing background leakage.
The primary background for CDMS-II analyses comes from surface events, whose poor
ionization collection make them difficult to distinguish from true nuclear recoil events. The
novel detector technology of SuperCDMS, the successor to CDMS-II, uses interleaved elec-
trodes to achieve full ionization collection for events occurring at the top and bottom detec-
tor surfaces. This, along with dual-sided ionization and phonon instrumentation, allows for
excellent fiducialization and relegates the surface-event rejection techniques of CDMS-II to
a secondary level of background discrimination. Current and future SuperCDMS results
hold great promise for mid- to low-mass WIMP-search results.
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1 The Problem of Dark Matter
1.1 Motivations
A growing body of evidence from diverse sources indicates that a large fraction of the mass
of the Universe is composed of a non-luminous, non-baryonic substance which has been
dubbed “dark matter.” Dark matter represents a fascinating unsolved problem in modern
physics, and it is no doubt linked to new physics beyond currently accepted models: if
general relativity is correct, then the Standard Model of particle physics cannot explain
dark matter; or if the Standard Model is correct, our understanding of gravity must be
deficient. Whatever the true solution to the dark matter problem is, it will lead us to a
deeper understanding of physics, and for that reason it is one of the most active areas of
research in the physics community today.
1.1.1 Astrophysical Evidence for Dark Matter
The first evidence of a substantial non-luminous matter component of the Universe was ob-
served in the Coma cluster by Zwicky in 1933[1]. The rotation velocity of a gravitationally-
bound object at a radius r from a mass distribution is given by Eq. 1, where M(r) is the






If the mass distribution of the cluster were determined exclusively by its distribution
of luminous matter (i.e. stars), then at radii larger than the visible size of the cluster,
the rotation velocity should behave as v ∼ r−1/2; instead it was observed by Zwicky, and
continues to be observed in a variety of astrophysical structures[2], that rotational velocities
tend to become constant at such radii (see Fig. 1), suggesting the presence of some non-
luminous matter distribution with a density ρ ∼ r−2 that extends well beyond the luminous
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matter distribution.
Spectroscopic measurements of the X-ray emissions of intergalactic gas in galaxy clusters[3,
4] also agree with the conclusion that a large fraction of their mass must be dark, with es-
timated gas mass fractions on the order of only 10%. These mass discrepancies are also
supported by evidence from gravitational lensing, which can probe mass distributions from
length scales of ∼1 kpc (strong lensing[5]) to ∼100 Mpc (weak lensing[6]). Some of the
most compelling evidence for dark matter comes from a lensing analysis of the Bullet clus-
ter, which not only supports the existence of dark matter, but also provides information on
other properties of the dark matter itself.
The Bullet cluster is composed of two galaxy clusters in the process of colliding. In
the absence of a dark matter component, the mass distribution of the cluster should trace
its baryonic matter which is predominantly composed of an X-ray emitting intracluster
plasma. However, weak lensing of the Bullet cluster shows that the the centers of the
gravitational potential are clearly offset from the centers of the baryonic distribution (Fig.
2), at a significance of 8σ[7]; this phenomenon cannot be reproduced easily via models of
modified gravity, although some have been proposed[8]. The Bullet cluster observation (and
subsequent others like it[5]) also places limits on the self-interaction strength of the dark
matter particles, since the dark matter distributions of the colliding clusters have passed
through each other with minimal interaction.
N -body simulations of large-scale structure formation, such as Via Lactea[9] and Millenium[10],
have indicated that astrophysical observations are well-reproduced by a model which con-
tains a cosmological constant Λ (dark energy) and a cold (i.e. low velocity) dark matter
(CDM) component; this model, known as the ΛCDM model, is able to explain many cos-
mological and astrophysical observations, and for this reason, the concept of collisionless
CDM has become the predominantly accepted theory for the large-scale properties of the
dark matter in our Universe.
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Figure 1: Rotation curves of spiral galaxies[2]. The flattening of these curves at large radii
is not expected if the matter density of the galaxies were completely determined by the
luminous matter, and suggests a non-luminous mass component much larger, both in mass
and dimension, than that from luminous matter.
Figure 2: Distribution of mass and baryons in the Bullet cluster[7]. The contours show
the inferred mass distribution, based on weak lensing calcuations, while the background
heat map displays observed X-ray intensity which should trace the baryonic matter in the
cluster.
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1.1.2 Cosmological Evidence for Dark Matter
In addition to the evidence for CDM from galactic dynamics and structure formation, there
is also strong cosmological evidence in support of the ΛCDM model. The observation
of not only an expanding Universe[11], but an accelerating expansion of the Universe[12,
13], provides strong evidence for a cosmological constant Λ, interpreted as a dark energy
with negative pressure, which drives this expansion. Despite several outstanding questions
regarding the dark energy, including its composition and the apparent fine-tuning of the
constant (na¨ıve quantum field theory predictions are too large by a factor of 10120), the
evidence is strongly in favor of a dark energy component to the Universe.
The ΛCDM model can also be used to model the production of atoms in the early
universe - a process known as Big Bang nucleosynthesis (BBN) - and thus to predict isotopic
abundances at the present time. The predictions for lighter elements (1H, 2H, and 4He) is
in excellent agreement with predictions from BBN[14]; however, a significant discrepancy
exists (> 4σ) between the observed and predicted values of the abundance of 7Li. This
so-called “lithium problem” is an outstanding problem in physics; its solution may lie in
modifications to the ΛCDM model, or perhaps in new physics beyond the standard model.
An additional prediction of the ΛCDM model concerns the spatial correlation of the
matter density of the Universe. At early times, overdense regions of the Universe were
gravitationally attracted (a process dominated by the dark matter), but the heat of the
photon-baryon gas exerted a pressure, resulting in expanding spherical sound waves in the
gas. At recombination, when photons decoupled from the baryons, these baryon acoustic
oscillations (BAO) were “frozen” at a radius of ∼ 150 Mpc; meanwhile, the dark matter
distribution remained focused on the initial overdense regions.
The density perturbations resulting from this process seeded structure formation; there-
fore observations of the spatial correlations of structures today should have BAO information
encoded within them. The ΛCDM model predicts a correlation spectrum peaked at small
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Quantity Symbol Observed Value
Baryon density Ωb 0.0456± 0.0015
Dark matter density Ωd 0.228± 0.013
Dark energy density ΩΛ 0.726± 0.015
Table 1: Density parameters of the components of the ΛCDM model[17], determined from
WMAP, BAO, and supernovae obervations. The total energy density of the universe Ω =
1.0050+0.0060−0.0061 is consistent with unity, i.e., a flat universe; the total neutrino density, Ων .
0.015, is too small to completely account for the dark matter.
distances (from the dark matter distribution), with a small acoustic peak at the character-
istic length scale at recombination. Observations from the Sloan Digital Sky Survey (SDSS)
display correlations in general agreement with these predictions[15], as shown in Fig. 3; this
independent observation is another point in favor of a CDM component to the Universe.
This phenomenon is also imprinted on the cosmic microwave background (CMB), which
is composed of those photons which decoupled from the baryon gas at recombination. The
relative heights of the peaks in the CMB temperature anisotropy power spectrum (Fig.
4) are set by the relative amounts of dark matter and baryonic matter in the Universe;
more dark matter tends to dampen these peaks, while more baryonic matter enhances the
oscillations and magnifies the peaks. The high-resolution results from Planck [16] strongly
favor the ΛCDM model, and put powerful constraints on the various parameters and matter
components of the model.
All of these diverse observations comprise an overwhelming corpus of evidence which
points toward a cold dark matter component to our Universe. Despite all this, the particle
nature of dark matter remains elusive. Some compelling models exist, which are being
actively probed by many dark matter experiments, but as yet none are definitively favored
beyond theoretical considerations. The next sections outline possible particle candidates
for dark matter, as well as the diverse experimental efforts being performed to test these
theories.
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Figure 3: Correlation function from the SDSS[15]. The falling shape at low distances is
dominated by dark matter; the peak ∼ 105 Mpc is the acoustic peak. The lowest solid
curve is the ΛCDM prediction with no baryons (i.e., all dark matter); the other curves add
baryons and adjust the dark matter content. The best-fit dark matter component is roughly
consistent with other measurements.
Figure 4: CMB temperature anisotropy power spectrum, as measured by Planck [16]. The
relative heights of the first several peaks directly probe the relative abundances of dark and
baryonic matter in the early Universe; the ΛCDM model, which is used to generate the red
best-fit curve, is in excellent agreement with the data.
1 THE PROBLEM OF DARK MATTER 7
1.2 The Case for WIMP Dark Matter
1.2.1 The WIMP Miracle
Since it is well-established that the matter content of the Universe is dominated by dark
matter, the question naturally becomes: “what is the dark matter composed of?” Neutrinos
seem like a possible component - they are electromagnetically dark, and neutrino oscillation
experiments have established that they have a non-zero mass[18] - but observations indicate
that their mass contribution to the Universe is much too small to account for the dark
matter1; furthermore they are relativistic (hot), so the corresponding arguments made in
favor of CDM do not hold for them.
In the very early Universe, when temperatures were much greater than the mass of the
dark matter particles, the dark matter particles would have been in chemical equilibrium
with the other Standard Model particles via pair production and annihilation. The equi-
librium rate of production and annihilation is given by Eq. 2, where σ is the dark matter
annihilation cross-section, v is the relative velocity of the annihilating dark matter, neq is
the equilibrium number density, and 〈〉 indicates an average over the thermal distribution
of the dark matter.
Req = 〈σv〉neq (2)
However, as the Universe expanded and cooled below the mass of the dark matter particle,
the dark matter production rate would decrease by a Boltzmann factor of e−m/T (where
m is the mass of the dark matter particle) since only collisions in the high-energy tail of
the Boltzmann distribution would have enough energy to produce dark matter particles.
Simultaneously, with fewer “new” dark matter particles being produced, the expansion of
the Universe lowered the number density n, which consequently lowered the annihilation
and production rates of the dark matter. Eventually the mean free path of dark matter
1Ironically, coherent neutrino scattering is expected to be a significant background for next-generation
direct-detection experiments (Fig. 79), so at least some dark matter is likely to be detected soon.
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annihilation and production became larger than the size of the Universe, at which point the
comoving number density of dark matter particles became constant.
This process, known as chemical decoupling or “freeze-out”, produces a relic dark matter
density which depends on the coupling 〈σv〉, and it is illustrated in Fig. 5. Note that as
〈σv〉 increases, the relic density decreases, and vice versa; this is because a more weakly-
interacting dark matter particle would freeze out sooner, leaving a larger relic density.
Interestingly, the freeze out happens at roughly T ≈ m/20, meaning that such particles
would naturally be non-relativistic (cold). In this model, the present relic density of dark
matter is predicted[19] to be
Ωχh
2 ≈ (10
−37 cm2) · c
〈σv〉 (3)
Surprisingly, a particle interacting on the weak scale and a mass above ∼ 2 GeV/c2,
provides just the right relic density to account for the dark matter[21, 22]; the moniker
WIMP, for weakly-interacting massive particle, has been applied to this class of potential
dark matter particles. This remarkable coincidence has sometimes been referred to as “the
WIMP miracle” because a weak-scale interaction just so happens to fall out of seemingly
unrelated cosmology and particle physics arguments.
1.2.2 The LSP and Other WIMP Candidate Particles
The Standard Model does not predict a stable, heavy, neutral, weakly-interacting particle
that could be the WIMP; however, supersymmetry (SUSY) is a well-motivated extension to
the Standard Model which predicts a fermion (boson) superpartner for each boson (fermion)
in the Standard Model. In the minimal supersymmetric extension to the Standard Model
(MSSM), R-parity is conserved which causes the lightest supersymmetric particle (LSP) to
be stable; in addition, the LSP must almost certainly be electrically neutral and colorless,
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otherwise it would have been observed due to its interaction with normal matter via the
strong and electromagnetic forces[23].
The spin-0 sneutrino (ν˜) is a possibility for the LSP, but direct detection experiments
(see Sec. 1.4.3) strongly disfavor it[24]. The spin-3/2 gravitino (G˜) is likely to have gravity-
scale (as opposed to weak-scale) interaction strengths, meaning that it probably would not
have been produced thermally in the early Universe; there are some alternative scenarios for
G˜ production, mostly via decays from the next-to-lightest supersymmetric particle (NLSP),
that allow it to be a possible candidate for the WIMP[25].
By far the most studied WIMP candidate is the neutralino (χ), which is a linear com-
bination (mass eigenstate) of the bino B˜, neutral wino W˜ 3, and the two neutral higgsinos
H˜1 and H˜2.
χ = c1B˜ + c2W˜
3 + c3H˜1 + c4H˜2 (4)
In much of the interesting MSSM parameter space, the B˜ is the dominant component
of χ. In the MSSM model, χ is also a Majorana fermion, which is an important charac-
teristic both for determining its relic density from freeze out, and for making it potentially
observable through indirect detection experiments (see Sec. 1.4.2).
Although the LSP provides a natural WIMP candidate, recent results from the LHC
(including the discovery of the Higgs) put strong constraints on the allowed parameter space
for the MSSM[26]. While MSSM is not completely ruled out, alternative SUSY theories,
such as next-to-minimal SUSY (NMSSM), are receiving considerable attention[27].
In addition to the LSP, several non-SUSY WIMP candidates have been proposed. In
theories with universal extra dimensions, Kaluza-Klein (KK) particles may be stable if some
new KK parity is conserved. In this case, the lightest KK particle (LKP) would be stable,
and the appropriate relic density can be reproduced at masses ∼ 100 GeV/c2 - 1 TeV/c2[28].
A heavy fourth-generation neutrino[29], the Little Higgs[30], and mirror dark matter[31] are
all examples of possible non-SUSY WIMP candidates.
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1.3 Alternatives to WIMP Dark Matter
1.3.1 Particle Alternatives
Despite the serendipity of the WIMP miracle, there are other non-WIMP particles which
could explain the dark matter problem. If the WIMP miracle is correct but the resulting
relic dark matter is only long-lived (but not completely stable), then the WIMPs could decay
into other (stable) massive particles which decay even more weakly. These “superWIMPs”
are usually postulated to be G˜, decaying from the NLSP, which can be identified as χ using
the same WIMP miracle arguments as above.
Another potential dark matter candidate arises from the Peccei-Quinn solution to the
strong CP problem[32]. The introduction of a pseudoparticle, dubbed the axion, adds a
new spontaneously-broken global symmetry which dynamically relaxes CP -violation in our
Universe to zero. Interestingly, axions can couple to photons in the presence of strong
electromagnetic fields via the Primakoff effect[33]; because of this, axions may interact
with valence electrons. Searches[34] have been performed for both relic axions and axions
produced in the Sun (again via the Primakoff effect), setting strong limits on the photon
and electron couplings of sub-keV/c2 axions.
Finally, sterile neutrinos (N) are hypothetical particles which only interact via gravity.
They may arise as right-handed neutrinos, which are simple to add to the Standard Model -
such a concept is theoretically well-motivated since neutrinos are the only Standard Model
particles which are not observed in both chiralities. If the sterile neutrino mixes with the
active neutrinos, then the sterile neutrino will be unstable and decay either via N → ννν¯ or,
more rarely, N → νγ; certain choices of active and sterile neutrino masses yield a lifetime
for N of ∼ 1017 years[35], long enough to make it a metastable dark matter candidate.
Astrophysical[36] and X-ray[37] observations have put constraints on sterile neutrino dark
matter, but there remains significant available parameter space.
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1.3.2 MOND and Alternative Gravity
The dark matter problem can be stated simply: the observed dynamics of large celestial
objects does not conform to the Newtonian gravitational expectation for visible masses.
The conclusion that non-luminous matter solves the problem necessarily presupposes that
our theory of gravitational dynamics on large scales is correct. If we make the contrapositive
argument - that the visible mass distributions are correct - then the problem must be solved
by modifying our understanding of gravity. Such alternative gravity, or modified Newtonian
dynamics (MOND), models have been extensively studied for some time.
Newtonian gravity with visible matter seems to be a good theory at distance scales from
hundreds of km to tens of light years, but at galactic scales, rotation curves fail to obey
Newtonian expectations (see Fig. 1). The canonical formulation of MOND[38] posits that
below some acceleration scale a0 ≈ 10−10 m/s2, the gravitational dynamics change. The
corresponding mathematical statement is given in Eq. 5, where µ˜(x)→ 1 when x 1 and





~a = −∇ΦN (5)
The MOND paradigm does resolve some problems quite elegantly, such as the Tully-
Fisher relation M ∝ V 4F which relates the mass of a galaxy to its asymptotic rotational
velocity, and predicts galactic rotation curves with good accuracy[39]. However, at its core
MOND is merely phenomenological; deeper physical theories must be constructed from
which MOND can “fall out”.
The most popular alternative gravitational theory, which is covariant and reduces to
general relativity (GR) in the limiting case, is Tensor-Vector-Scalar gravity (TeVeS)[40].
Experimental tests for gravitational lensing[41] and cosmology[42] in the TeVeS framework
remain somewhat embryonic, but more stringent test should help distinguish between GR
and alternative gravity theories.
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1.4 Experimental Searches for Dark Matter
In order to detect particle dark matter and shed light on its composition, we must observe
its interactions with Standard Model particles. In general, there are three complementary
approaches one can take to observe these interactions (see Fig. 6): produce dark matter from
high-energy collisions of Standard Model particles in a collider, mimicking their thermal
production in the early Universe (collider searches); look for the decay and/or annihilation
products of relic dark matter particles in the Universe today (indirect detection); or directly
observe scatterings of dark matter particles off of standard model particles (direct detection).
All three will be important in a future dark matter detection scenario to resolve degeneracies
which may confound any one experimental paradigm.
1.4.1 Collider Searches
Experiments at the LHC, such as CMS and ATLAS, have constrained the dark matter
phase space in two different ways: first, by searching “directly” for dark matter by looking
for missing transverse momentum in pp collisions; or second, by using global constraints to
restrict the available SUSY (and thus LSP WIMP) parameter space. The former is a more
general approach (sometimes termed an “invisible channel search”) in that it is sensitive
to any non-Standard Model dark particle, while the latter is of great interest at present
because of the unexpectedly null SUSY results from the first run of the LHC.
ATLAS[43] and CMS[44] have both performed dark matter searches using the invisi-
ble channel technique. ATLAS searched for missing transverse momentum in events with
hadronic showers, assuming a dark matter production mechanism of pp → χχ¯ + X, where
X is a W or Z boson; the CMS analysis looked for final states with a photon and missing
transverse momentum. The results of these searches (Fig. 7) show strong sensitivity to
low-mass WIMPs, with a cut-off at high mass due to the limited amount of energy available
for pair production. The floor of the exclusion curves is set by the integrated luminosity of
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Figure 5: Illustration of chemical decoupling of dark matter particles[20]. As the tem-
perature of the Universe decreases, the dark matter particles “freeze out” and settle at a


















Figure 6: Simplified Feynman diagram of dark matter interactions with Standard Model par-
ticles. Via some new physics processes, WIMPs (χ) interact with Standard Model (SM) par-
ticles. Collider searches seek to produce WIMPs from SM particles, while indirect searches
look for SM products of the inverse process; direct detection experiments instead look for
scatterings of WIMPs off of SM particles.
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the data.
The first run of the LHC discovered no evidence for SUSY, leading to strong constraints
on the masses of several supersymmetric partner particles. However, because of the large
parameter space of MSSM, NMSSM, and other SUSY variations, regions of the parameter
space still exist which are compatible with present experimental limits[46, 47], although
naturalness and fine-tuning problems make them less attractive than before. Complemen-
tary experimental searches, like direct detection searches down to the coherent neutrino
scattering floor (see Sec. 9.2), will be important for a fuller understanding of the nature of
SUSY.
1.4.2 Indirect Detection
Indirect detection is a technique which seeks to observe the annihilation and/or decay
products of dark matter particles from astrophysical sources. Since the mechanisms for
dark matter decay or annihilation are unknown, a variety of products must be searched for,
including photons, neutrinos, and antimatter.
Perhaps the simplest dark matter products to look for are gamma rays (photons), since
they suffer little absorption in the local Universe and propogate simply. For dark matter
annihilation (of particular interest for the LSP, since it is a Majorana particle), the non-
relativistic speeds of the dark matter means that the photons produced would be back-
to-back with minimal spread in their energies. Thus, an annihilation scenario would be
expected to produce sharp gamma-ray lines from regions with high dark matter densities
(like the galactic center). For decay scenarios (such as for the meta-stable G˜), the galactic
poles are a more promising region to search since backgrounds are lower and the expected
spectra are less well-known.
Some recent measurements by the Fermi -LAT instrument have been analyzed as evi-
dence for annihilating dark matter. The 110 and 130 GeV excesses, spatially centered on
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the galactic center but also present in other regions, seems to be well-fit by a χχ¯→ γγ and
χχ¯→ γZ interpretation[48], although additional data indicate that this may be a statistical
fluke. Additionally, an excess near the galactic center at 1 - 3 GeV has been observed, and
can be well-fit a dark matter particle (mχ ∼ 30 − 40 GeV/c2) annihilating to bb¯[49]. Fig.
8 illustrates these results.
Another potentially observable signal may be from dark matter annihilation in the cen-
ter of the Sun. As the Sun moves through the Milky Way’s dark matter halo, some WIMPs
may collide with solar nuclei and lose enough energy to become gravitationally bound. Over
billions of years, a sufficient WIMP density may accumulate that the WIMP capture and
annihilation rates reach an equilibrium. Although most annihilation products (including
photons) would become trapped in the solar core, the Sun is mostly transparent to neutrinos,
making them an excellent indirect detection search target. One advantage of this approach
is that the WIMP capture rate is largely insensitive to the distribution or structure of dark
matter in the galaxy, but is determined by the local dark matter density, average WIMP
velocity, and escape velocity. This removes much of the astrophysical uncertainty associ-
ated with most other indirect and direct detection searches. Latest results from neutrino
telescopes like IceCube[50] and ANTARES[51] report signals consistent with background,
and set strong limits on spin-dependent WIMP-nucleon couplings.
Finally, WIMP annihilation in the galactic halo may lead to antimatter excesses (p¯, e+,
antinuclei, etc.) on top of known astrophysical sources for cosmic rays (CRs). Recent mea-
surements of the CR positron fraction (e+/(e++e−)) by PAMELA[52], Fermi -LAT[53], and
AMS-02[54] indicate a spatially isotropic and featureless rise at energies above ∼ 10 GeV,
which has been interpreted by some as an annihilation product from ∼TeV/c2 WIMPs[55],
but for a variety of reasons (e.g., the AMS-02 and Fermi -LAT dark matter allowed re-
gions are incompatible at the 10−7 level) the dark matter interpretation is not considered
conclusive.
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Figure 7: Results from invisible channel dark matter searches by ATLAS[43] and CMS[44].
LEFT: Spin-independent results from ATLAS using the pp → χχ¯ + X (X = W or Z)
production channel. Black squares (red triangles) are the results assuming that u and d
quarks have opposite (same) sign couplings to WIMPs. RIGHT: Spin-independent results
from CMS loking in the pp→ χχ¯+ γ production channel. The purple dashed limit is from
CDF (Tevatron) data[45].
Figure 8: Indirect detection results from Fermi -LAT observations. LEFT: 110 and 130
GeV lines from the galactic center, which can be interpreted as χχ¯→ γγ and χχ¯→ γZ[48].
RIGHT: ∼GeV excess, fit by a 35 GeV/c2 dark matter particle annihilating to bb¯[49].
1 THE PROBLEM OF DARK MATTER 17
1.4.3 Direct Detection
Direct detection experiments seek to observe the elastic scatters of WIMPs off of nuclei.
By measuring the rate and energies of nuclear recoils, constraints can be placed on WIMP
parameter space (see Sec. 8.1 for more details). Because of the extremely low rate of
WIMP scatters, limiting backgrounds and maximizing exposure (i.e. target mass) are the
primary obstacles to extending sensitivities in direct detection experiments. Furthermore,
for kinematic reasons, different target materials will have better sensitivities in different
WIMP mass regimes; in particular, lowering energy thresholds is the main challenge to
extending sensitivities in the low WIMP-mass region of the parameter space.
Irreducible nuclear recoil backgrounds (e.g. neutrons) are mitigated by using radiop-
ure materials and via shielding; for this reason many direct detection experiments can be
found in deep underground laboratories. Many experiments remove other backgrounds by
measuring recoil energies through two complementary channels; the partitioning of energy
between these channels can then be used to discriminate between signals and backgrounds.
The most common choices for these energy channels are ionization, scintillation, and heat
measurement. A selection of experiments which utilize this approach, along with others
which use alternative methods, will be surveyed below.
Some prominent direct-detection experiments which utilize two-channel energy measure-
ments are LUX[56], XENON100[57], CRESST[58], EDELWEISS[59], and CDMS. LUX and
XENON100 use a target material of liquid Xe (LXe), which is an efficient scintillator and
ionizer for incident radiation at a relatively high temperature (∼ 165 K). A liquid-gas dual
phase set up is operated in a TPC, with a thin gas layer maintained above a large liquid
volume. When an incident particle recoils in the liquid, it creates scintillation light, which
is detected promptly, and ionization electrons, which are drifted toward the top of the TPC
via an applied voltage. When these drifted electrons reach the gas phase, they produce
a secondary electroluminescent light pulse. The relative heights and shapes of these two
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light pulses can be used to discriminate between signal and background, and to estimate
the depth of the interaction within the liquid. In general, liquid noble gas experiments are
attractive for direct detection searches since they can be scaled up to large masses with
relative ease, although the heavy nuclei and relatively high thresholds diminish their sensi-
tivity to low-mass WIMPs. In particular, the next-generation LXe experiment LZ[60] will
explore much of the high-mass WIMP parameter space down to the neutrino floor (see Sec.
9.2).
CRESST is a solid-state, multi-element experiment which utilizes CaWO4 crystals as a
target material, although the W dominates at high mass both due to its nuclear mass and
the coherent enhancement of WIMP scattering for spin-independent interactions (see Sec.
8.1). The crystals are operated at cryogenic temperatures, allowing for heat measurements
to be made simultaneously with the measurement of scintillation light. Multi-element solid-
state experiments of this nature have sensitivity to a broad range of WIMP masses, due
to the differing nuclear responses, but the inability to identify with certainty the type of
recoiling nucleus can also introduce some systematic uncertainties.
CDMS (Ge and Si) and EDELWEISS (Ge only) are semiconductor experiments operated
at cryogenic temperatures. Semiconductors are good ionizers, since radiation liberates va-
lence electrons into the conduction band and creates paired hole quasiparticles which can be
collected with an applied voltage across the crystals. At very low (∼ 10 mK) temperatures,
heat deposition can also be measured, allowing for discrimination of nuclear recoil signals
from electron recoil backgrounds. Ge and Si are common target materials for semiconductor
experiments, since they are single-element materials and can be produced economically with
excellent purity; other materials, such as GaAs, have elicited some interest but technical
difficulties have kept them from being seriously pursued. The necessarily modular nature
of semiconductor dark matter detectors does increase detrimental surface effects, but the
modularity is beneficial in that multiply-scattering events can be more easily tagged and
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removed.
Some experiments eschew the dual-energy measurement technique, instead focusing on a
single energy measurement to achieve low thresholds. For example, DAMA/LIBRA[61] and
CoGeNT[62] read out only scintillation and ionization signals, respectively, and search for
an annual modulation in their signals due to a changing WIMP flux during the year. In this
regime, the absolute background rate is not important (as long as it is stable), since it adds
only a DC offset to the modulating WIMP signal. Both of these experiments have observed
annual modulation signals which could be interpreted as WIMP signals, but they are in
strong conflict with other experimental results (see Sec. 9.2). Some two-channel experiments
have also performed low-threshold analyses using only one energy channel; for example, the
SuperCDMS experiment has also implemented a novel single-energy experimental mode
called CDMSlite, wherein ionization measurements are sacrificed, but the phonon (heat)
channel achieves thresholds of < 200 eV.
Finally, directional searches have also been proposed, which attempt to measure the
“WIMP wind” caused by the relative motion of the solar system with respect to the dark
matter halo. Rather than search for an annual modulation, such searches attempt to mea-
sure the modulation of signal due to the changing orientation of the detectors over a sidereal
day. The most promising proposals are gas time-projection chambers (TPCs), which project
ionization tracks in the target gas onto a 2-dimensional CCD image. Some prototype TPC
experiments, such as DRIFT[63] and DMTPC[64], have been built, and larger implementa-
tions are planned.
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2 The CDMS-II Experiment
2.1 ZIP Technology
The CDMS-II experiment was a direct detection experiment located in the Soudan Under-
ground Laboratory in Soudan, Minnesota, USA. The laboratory is located at a depth of
780 m, with a water-equivalent depth of ∼ 2090m based on muon flux measurements[65].
Semiconductor detectors, operated at very low temperatures, were used for the simulta-
neous measurement of heat (through athermal phonon collection) and ionization (through
electron-hold pair collection) signals from recoil events within the crystal lattice. In addition
to two independent energy measurements, the depth within the detector at which particle
recoils occured can be inferred from pulse timing information. The CDMS-II detectors,
henceforth referred to as “Z-sensitive Ionization and Phonon” (ZIP) detectors, derive their
name from these unique characteristics.
2.1.1 Cryogenics and Experimental Apparatus
The ZIP detectors were operated at approximately 50 mK by a cryogenic cooling system.
The primary cooling power at the lowest-temperature stage of the cryogenics system was
provided by an Oxford Instruments 400S 3He-4He dilution refrigerator, with a cooling power
of 400 µW at 100 mK and a base temperature below 10 mK in the absence of a heat load.
Since the refrigerator itself was not constructed out of radiopure materials, it was located
outside the shielded experimental volume (known as the “icebox”) and cooling power was
transferred to the experimental payload via a series of concentric copper pipes known as
the fridge stem, or “F-stem”. Electronic readout from the experiment was routed through
a separate egress (known as the “E-stem”) for connection to warm electronics and the DAQ
system. Fig. 9 shows the physical layout of the apparatus, and the various temperature
stages of the cryogenic system.
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Figure 9: Schematic of the cryogenic system for CDMS-II. On the far left is the dilution
refrigerator, which provides cooling power down to base temperature (black contour). The
cold stem connects the refrigeration unit to the icebox in the center. Electronic readout
occurs through the E-stem, at far right. Temperature stages between base temperature and
room temperature (red) are shown: 77 K (yellow), 4 K (green), 600 mK (light blue), and
50 mK (dark blue).
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In order to lower the heat load on the primary dilution refrigerator, several “step-down”
temperature stages were used. The outermost and warmest of these stages were the liquid
nitrogen (77 K) and liquid helium (4 K) shields which surrounded the refrigerator, F-stem,
E-stem, and icebox. Inside the dilution refrigerator, a 1-K pot is used to condense the helium
mixture as it enters the mixing chamber. Finally, there are two intermediate temperature
stages (nominally 600 mK and 50 mK) which complete the stepping down to the base
temperature stage.
Within the icebox, several layers of passive shielding surrounded the detectors themselves
(see Sec. 2.2). The detector payload was arranged into 5 towers of detectors, each containing
6 detectors, for a total of 30 ZIP detectors. By target material, 19 were Ge and 11 were
Si, for a total target mass of 4.8 kg and 1.1 kg, respectively. Fig. 10 and Tbl. 2 give details
regarding the composition and placement of the 30 ZIP detectors.
The icebox was placed within an enclosure made out of scintillating panels which acted
as an active muon veto (see Sec. 7). This veto, the refrigerator, and the electronics read-
out hardware were all enclosed within a Faraday cage to protect against electromagnetic
interference. The interior of the Faraday cage was maintained as a class-1000 (class-10,000
when workers are present) clean room to protect against airborne contamination of detector
surfaces[65]. Experimental runs were indexed by periods of continuous base temperature
operation; the full, five-tower operation of CDMS-II, spanning October 2006 to September
2008, comprised runs 123 to 128. Due to a change in the data processing between runs 124
and 125, the analysis in this document was performed only on runs 125 through 128, which
will henceforth be referred to as “c58” (“combined 125-128”) for clarity.
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Detector Type Mass (g) Impurity (cm−3)
T1Z1 Ge n-type 230.5 9.5× 1010 - 1.0× 1011
T1Z2 Ge n-type 227.6 9.5× 1010 - 1.0× 1011
T1Z3 Ge n-type 219.3 9.5× 1010 - 1.0× 1011
T1Z4 Si ?-type 104.6 unknown
T1Z5 Ge n-type 219.3 9.5× 1010 - 1.0× 1011
T1Z6 Si ?-type 104.6 unknown
T2Z1 Si n-type 101.4 3× 1016
T2Z2 Si n-type 104.6 3× 1016
T2Z3 Ge n-type 219.3 9.5× 1010 - 1.0× 1011
T2Z4 Si n-type 104.6 3× 1016
T2Z5 Ge n-type 238.9 2.7× 1011 - 4.7× 1011
T2Z6 Si n-type 104.6 3× 1016
T3Z1 Si n-type 104.6 3× 1016
T3Z2 Ge n-type 231.2 2.7× 1011 - 4.7× 1011
T3Z3 Si n-type 104.6 3× 1016
T3Z4 Ge p-type 238.9 8.5× 1010 - 1.9× 1011
T3Z5 Ge p-type 238.9 8.5× 1010 - 1.9× 1011
T3Z6 Ge n-type 231.7 2.7× 1011 - 4.7× 1011
T4Z1 Si n-type 101.4 3× 1016
T4Z2 Ge p-type 238.9 8.5× 1010 - 1.9× 1011
T4Z3 Si n-type 101.4 3× 1016
T4Z4 Ge p-type 234.6 8.5× 1010 - 1.9× 1011
T4Z5 Ge p-type 231.9 8.5× 1010 - 1.9× 1011
T4Z6 Ge p-type 238.9 8.5× 1010 - 1.9× 1011
T5Z1 Ge n-type 224.5 9.5× 1010 - 1.0× 1011
T5Z2 Ge p-type 229.5 8.5× 1010 - 1.9× 1011
T5Z3 Si n-type 101.4 3× 1016
T5Z4 Ge n-type 224.5 2.7× 1011 - 4.7× 1011
T5Z5 Ge p-type 234.8 8.5× 1010 - 1.9× 1011
T5Z6 Ge n-type 223.6 2.7× 1011 - 4.7× 1011
Table 2: Characteristics of the ZIP detectors. The naming system, T#Z#, indicates which
tower in which the detector is located, and what position within the tower it occupies
(see Fig. 10). Masses were computed from measured detector dimensions and densities,
with uncertainties of < ±0.5%. Impurity levels are taken from from [66] (Ge) and [67] (Si).
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2.1.2 Detector Instrumentation and Signal Collection
Much of the background-discrimination power of the ZIP detectors comes from the simul-
taneous measurement of heat and ionization energy on an event by event basis2. Each ZIP
was instrumented for phonon collection on one side and ionization collection on the other
side, and a small bias (3 V for Ge, 4 V for Si) was maintained across the crystal to drift
charge carriers for collection. Fig. 11 shows the geometrical placement of the ionization and
phonon channels on the detector faces.
2.1.2.1 Phonon collection
Particles recoiling within the detectors will release high frequency (THz-scale) athermal
phonons, either directly through a collision with a nucleus, or through energy released
from the transport of charge carriers across the crystal bias voltage. Phonons propagate
differently than many other particles, due to their unique dispersion properties which result
from the discrete crystal medium through which they travel; this discrete medium allows
phonons to undergo anharmonic decay, in which a single phonon decays into two lower-
energy phonons, as well as the usual isotopic scattering (with no energy loss) off of atoms
in the lattice. The scattering cross-sections are highly frequency dependent[69]:
σIS ∝ ν4; σAD ∝ ν5 (6)
where “IS” and “AD” denote isotopic and anharmonic processes, respectively.
The high-frequency phonons produced by the initial recoils3 thus have very short mean
free paths, and rapidly down-convert via anharmonic decay to lower frequencies, until the
scattering cross-section is low enough that the phonons become ballistic, with a mean free
2For an excellent and more thorough discussion of the ZIP detector technology, see [68].
3The energy spectrum of the phonons immediately after recoil is highly peaked near the Debye frequency,
which is ∼ 3 THz for Ge and ∼ 6 THz for Si.
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Figure 10: Physical layout of ZIP detectors within the experiment volume. TOP: tower
layout; small labels along the edges of the hexagons indicate where electronic readout chan-
nels were placed for each of the 6 ZIPs within each tower. BOTTOM: Location of ZIP
detectors within each tower. Labels on each ZIP indicate the name given to each crystal
prior to installation. Crystals with labels beginning with “S” are Si, while those beginning
with “G” are Ge.
Figure 11: LEFT: Physical dimensions of the ZIP detectors. The flats at top and bottom
are required for electronic readout hardware. RIGHT: Orientation of the instrumented
surfaces of the ZIP detectors (not to scale). Phonon channels (labelled “P”) are shown on
the top face, and ionization channels (labelled “Q”) are shown on the bottom face. The X
and Y axes are in the plane of the detector face.
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path large compared to the crystal dimensions. These ballistic phonons travel in straight-
line paths and reflect off of bare surfaces of the crystal. The speed of sound and the rate of
anharmonic decay set a time-scale on the order of a few µs over which this quasi-diffusive
process transports phonons from the initial site of recoil to the detector surfaces, where
signals are collected and read out.
In addition to the primary, recoil-induced phonons, charge carriers drifting across the
crystal can also produce phonons. These phonons, produced via the Neganov-Luke effect[70],
are somewhat analogous to Cerenkov radiation[68]. For the fields applied in the CDMS-
II experiment (several V/cm), charge carriers completely traverse the crystal on the order
of a few 100ns. The total amount of energy converted from the charge carriers into the
phonons is given by Eq. 7, where Q is the total ionization of the event and V is the applied
voltage.
ELuke = QV (7)
The phonon collection instrumentation consists of patterned Al and W films deposited
on one face of the detectors (Fig. 12). The superconducting Al, which is well below is
critical temperature of Tc = 1.2K, absorbs incident phonons which break apart Cooper
pairs, creating long-lived quasiparticles4. As these quasiparticles diffuse along the Al films,
they become trapped in the Al-W overlap region due to its lower energy gap, and finally
“funnelled” into the W films, which are operated as transition-edge sensors (TESs) whose
signals are amplified and read out by SQUID arrays[71].
The entire Al-W phonon collection structures are known as “quasiparticle-assisted electro-
thermal-feedback transition-edge-sensors” (QETs); in this case, the W film forms the transition-
edge sensor (TES). Their general patterning and organization is shown in Fig. 12. Each
of the 4 phonon channels consists of 37 square 5 mm cells connected in series electrically.
4This process is reminiscent of the production of electron-hole pairs in the semiconducting detector
crystals.
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Each cell contains many TESs to which quasiparticles are funneled by Al fins. The Al fins
are intentionally designed not to have full coverage of the surface area of each cell, since
phonons collected more than a few diffusion lengths away from the TES will lose energy
through pair recombination5 within the Al. Since portions of the detector faces which are
bare have nearly 100% reflection efficiency, energy collection can be improved dramatically
by restricting Al coverage in smaller regions near the TES. The region near the outer edge
of the crystal is patterned sparsely with Al to maintain a uniform electric field across the
crystal while limiting phonon absorption.
2.1.2.2 Ionization collection
Since the detector materials used in CDMS-II are semiconductors, recoiling particles
can elevate valence electrons into the conduction band, leaving behind holes in the valence
band. The electrons and holes behave as negative and positive charge carriers, respectively,
and an applied electric field will cause them to drift to opposite sides of the detector where
they can be collected and read out.
The energy, , required to produce an electron-hole pair is 3.0 eV for Ge and 3.8 eV
for Si. Thus, the ionization energy of an event can be related to the charge produced





The readout circuitry of the ionization channels is shown in Fig. 13. The bias voltage
Vb drags the charge carriers across the detector (represented by Cd), and the ionization
signal is capacitively coupled to a JFET amplifier. The output of the amplifier will be
proportional to the deposited ionization energy, Vf = Q/Cf ∝ Eq, which provides us with a
5Simulations have shown that fewer than 10% of phonons actually reach the TESs if Al is patterned at
full coverage[68].
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linear estimator of the ionization energy which can be accurately calibrated in an absolute
sense (see Sec. 3.5). The time scale of these charge pulses is defined by the feedback circuit,
with a characteristic time constant RfCf ∼ 40 µs.
The physical layout of the ionization channels of the ZIP detectors is shown in Fig. 14.
Al electrodes are patterned across one face of the detector, and act as the charge collection
elements. Separate inner and outer electrodes are used to reject high-radius events which
often have poor charge collection efficiency. The definition of the fiducial volume, defined
through the rejection of events with measurable signals in the outer electrode, is discussed
further in Sec. 4.
One important effect which can potentially depress ionization collect is charge carrier
trapping. Impurities in the crystal structure create shallow energy “traps” for charge carriers
in the valence-conduction band structure, with a characteristic depth of ∼ 10meV. At room
temperature (kT ∼ 20 meV) trapping is somewhat negligible, but at cryogenic temperatures
(kTbase ∼ 5 µeV) and low recoil energies (1 keV corresponds to only 250 to 350 electron-
hole pairs), charge trapping due to impurity sites can be a significant effect. However, the
low thermal energies of the charge carriers compared to the trap depth is also beneficial,
since trapped charge carriers are unlikely to become dislodged, effectively “filling in” the
charge traps. This metastable detector state can be consistently achieved by periodically
exposing the detectors to photons from LEDs mounted on the detector housing, which
liberate electron-hole pairs which diffuse throughout the crystal and fill the traps6. Short
LED cycles (called LED “flashes”), a few minutes long, are performed periodically every
few hours to ensure that detector neutralization is maintained. Longer LED cycles (called
LED “bakes”) are performed infrequently on an as-needed basis.
6This procedure should properly be performed with no bias across the crystal, so that charge carriers are
not accelerated across the traps and collected by the charge electrodes.
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Figure 12: Detail of phonon instrumentation. Each of the four phonon channel quadrants
consists of 37 cells (first inset) which are themselves composed of several QET structures.
The QET structures (second inset) consist of Al “fins”, shown in grey, which collect athermal
phonons and funnel them into the W sensing elements, shown in magenta. White space in
the insets represents non-metallized crystal surfaces, which reflect athermal phonons with
near-perfect efficiency.
Figure 13: Readout circuitry of the ionization channels. The detector, represented by Cd,
is biased and coupled to a JFET amplifier via Cc, which shields the JFET from the bias
voltage. The feedback elements define a characteristic timescale of RfCf ∼ 40 µs for the
ionization pulses.
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2.2 Shielding
CDMS-II is a counting experiment, and as such, background rejection is of paramount
importance. While electron recoils can be recorded and rejected through analysis, singly-
scattering neutrons are fundamentally indistinguishable from WIMP signals in the ZIP
detectors, and therefore must not be allowed to recoil in the detectors at all, as far as
possible. The neutron background has two primary sources: radioactive neutron decay from
radioactive materials near the experimental apparatus (radiogenic neutrons); and neutrons
produced in muon showers from cosmic rays (cosmogenic neutrons). These neutrons are
removed through a combination of active and passive shielding.
Within the icebox, several layers of shielding protect the detectors from neutron back-
grounds [65]. From innermost to outermost, these are: six concentric cylindrical Cu cans,
heat-sunk to the various heat stages of the cryogenic system7; a 10 cm-thick layer of
polyethylene; a 22.5 cm-thick layer of Pb, the inner 4.5 cm of which consists of very radiop-
ure ancient Pb8; and another 40 cm-thick layer of polyethylene. Fig. 15 shows the physical
layout of these layers of shielding within the icebox.
Cosmogenically-produced neutrons are primarily removed by tagging their parent muons
with the active muon shield which surrounds the icebox9. 40 scintillating panels are arranged
so that adjacent panels overlap, and gaps are positioned so that no direct line-of-sight to
the detectors exists. Panels are placed surrounding, above, and below the icebox, as shown
in Fig. 16. Events coincident with veto activity are read out normally, and events are
even allowed to be triggered by veto activity; however, events whose veto activity occured
within a −185 to +20 µs window about the event trigger are removed from WIMP-search
consideration.
7These Cu cans also effectively shield the detectors from external α and β radiation.
8This ancient Pb was recovered from a sunken ship off the coast of France; for more information see [65].
9Excellent descriptions of the muon veto system and explanations of background estimates are available
in [73, 72].
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Figure 14: Orientation of ionization channels (not to scale). Note that a ∼ 1mm annular
gap exists between the inner and outer electrodes, in addition to a ∼ 0.8mm gap at the
outer edge of the detector. Adapted from [72].
Figure 15: Shielding layers within the icebox. The polyethylene layers (white) moderate
incoming fast neutrons, while Pb layers capture them. The innermost of the the 3 Pb layers
is the ancient lead. Only the outermost Cu can is visible in this image; the remaining 5
were installed inside.
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Figure 16: Schematic view of the 40 scintillator panels (magenta) which form the active
muon veto. LEFT: overhead view; RIGHT: side view. The F-stem is the egress on the
left, and the E-stem is the egress on the right. Figure from [73].
Estimation of the magnitudes of the neutron backgrounds, along with other back-
grounds, is described in Sec. 7. The combination of active and passive shielding has ef-
fectively limited the neutron background to a subdominant level, a significant factor in the
excellent results of the CDMS-II experiment.
2.3 Sources and Calibration
In order to understand the detector response to various event types, two radioactive calibra-
tion sources were used. The two sources used were 133Ba, a γ source, and 252Cf, and neutron
source. Ba data is used primarily to study the properties of bulk and surface electron recoil
events for background removal, while the Cf data serves to understand the sensitivity of the
analysis techniques to nuclear recoils, which form the expected signal for the WIMP search.
2.3.1 133Ba Calibration
133Ba is a γ emitter (half-life ∼ 10.5 years) whose energy spectrum, almost entirely below
400 keV, is well-suited to the recoil energy range for a WIMP search (≤ 100 keV). The Ba
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calibration serves three important functions: it provides a means for the absolute calibration
of the electron recoil energy spectrum using the 3 prominent peaks between 300 and 400
keV (see Sec. 3.5); it provides a pure sample of surface electron recoils which can be used
to tune background-removal cuts (see Sec. 5.1); and it provides information to study the
stability of the ionization properties of the detectors over both long (week/month) and short
(hour) time scales.
Two 4 µCi sources are used when taking Ba calibration data. Both sources are mounted
on ∼3 foot long rigid wires, which allow them to be easily inserted into plastic tubing
which leads near the detector volume. The sources were placed on opposite sides of the
experimental volume (the NE and SW source positions) in order to achieve as uniform an
illumination on the detectors as possible.
133Ba calibration series were taken with regularity, averaging ∼ 4 series, approximately 3
hours each, per week. Due to the higher event rate, periodic “mini-flashes” were necessary to
maintain neutralization. The high frequency of 133Ba series was needed, both for granularity
in the time-dependence of ionization properties, but also to achieve adequate statistics in
the surface event population. Over the course of the c58 data period, approximately 123
million 133Ba events were recorded, of which only a few thousand were low-ionization surface
events.
2.3.2 252Cf Calibration
252Cf (half-life ∼2.6 years) decays via both α emission and spontaneous fission, releasing
an average of 3.7 neutrons per spontaneous fission. Due to the high activity of the source,
252Cf calibration runs cannot be performed at the same high frequency of the Ba runs.
Additionally, neutrons from the 252Cf source cause activation peaks in nearby materials,
including the 10.4 and 1.3 keV lines in 71Ge; although these peaks have a relatively short
half-life (11.4 days), their presence necessitates the removal of WIMP-search data to allow
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them to decay away. Over the course of the c58 data period, 6 252Cf calibration runs were
performed, acquiring a total of 1.6 million events (including both neutrons and γ events).
Calibration neutrons are important for two reasons: to define the WIMP-search region
with a pure sample of nuclear recoil events; and to accurately estimate the neutron ac-
ceptance of the WIMP-search analysis. The measurement of the relative energy deposited
in the ionization and phonon channels (the “quenching” or “yield” factors) as a function
of energy is of extreme importance when reconstructing the true recoil energies of nuclear
recoil events; this analysis is discussed in more detail in Sec. 4.
Several different 252Cf series were taken using both the two source positions used for the
Ba calibration (NE and SW) in addition to a third (NW) source position. Careful studies,
accounting for the differing source positions and theoretical expectations for the quenching
factors of Ge and Si, have been performed in order to validate the energy scale of nuclear
recoils used in CDMS-II analyses[74].
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3 Data Processing and Event Reconstruction
3.1 The CDMS-II Data Pipeline
The CDMS-II data acquisition system consists of a triggering and readout system. Once
acquired, the data pulses are run through several processing algorithms which extract com-
plementary estimates of the physical information (e.g. energies, delays) of the events them-
selves. After processing, these extracted quantities (known as RQs, or reduced quantities)
are expressed in uncalibrated units, usually digitizer bins, which are later calibrated into
RRQs (relational reduced quantities) which have meaningful physical units (e.g. keV, µs).
There are two primary processing techniques which are important for the WIMP-search
analysis: the pulse template optimal filtering (OF) and risetime-falltime walk (RTFTwalk)
routines. Other, simpler processing routines, such as simple time-domain fitting (F5), pulse
integrals (INT) and pulse maximum (MAX), are useful at large (MeV) energy scales or for
rough analyses, but these are ignored for the purposes of a careful WIMP-search analysis10.
Tbl. 3 shows some of the relevant information of the fitting routines.
3.2 Data Acquisition System
The CDMS-II data acquisition system (DAQ) is the first link in the chain from the read-
out electronics (see Sec. 2.1.2) to the reconstructed variables used in data analysis. The
DAQ consists primarily of two components: the triggering system, which determines when
the signals in the readout chain should be recorded; and the digitization system, which
records and stores the raw event pulses for later processing and analysis. A more technical
description of the system is available in [75].
10The paranthetical abbreviations for these fitting routines are used as suffixes in the naming schemes of
the RQs.
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Maximum bin of data pulse MAX
Table 3: Fitting routines used in CDMS-II data processing. The first two are of predominant
importance in the WIMP-search analysis. F5 quantities are useful for saturated pulses
(common for ionization energies greater than ∼2.5 MeV); the INT and MAX quantities
require fewer computational resources, but are generally too crude for use in careful analysis.
3.2.1 Triggering
Raw pulses from each detector are fed into a custom-made Receiver/Trigger/Filter (RTF)
board which performs the low-level operations of the DAQ. Triggering in CDMS-II is based
on phonon signals. In particular, the phonon signals from each detector and channel are
filtered through a 0.5 MHz low-pass filter and compared via hardware logic boards to tuned
thresholds; the logical OR of these thresholds forms the global trigger in normal WIMP-
search running. All channels of all detectors are read out in normal running, regardless
of which detector(s) initiated the trigger, except during calibration running, when a selec-
tive readout scheme is used to limit the high data throughput. Although only the simple
phonon threshold-based condition is used to trigger the experiment, other (unused) trigger
information, based on different phonon and ionization channel thresholds, is recorded for
consideration in later analysis.
In order to gauge the noise environment of the experiment, noise traces are periodically
3 DATA PROCESSING AND EVENT RECONSTRUCTION 37
read out during time periods when no experimental triggers are present; these “random
triggers” have basic pulse-rejection algorithms applied to ensure that only pure noise traces
are included. Each series begins and ends with 500 randomly-triggered events which are
monitored in real time as a data quality measure. Random triggers are also interspersed
during the series in such a way to maintain a constant ratio of random events to physics
events. The only condition imposed on a randomly-triggered pulse (a “random” for short) is
that no hardware triggers are issued during the readout time window. Using these randoms,
each data series has a noise power spectral density (PSD) constructed which is used in pulse
reconstruction algorithms (see Sec. 3.3). Furthermore, randoms can be useful in tuning and
verifying certain analysis cuts - e.g., a pulse-reconstruction goodness-of-fit test, which should
pass randoms at a very high rate.
Typical operation in WIMP-search mode results in a trigger rate of approximately 0.2
- 0.4 Hz, resulting in a very high ratio of detector livetime to deadtime. While hardware
limitations put an upper limit of ∼150 Hz on the trigger rate for calibration data, actual
trigger rates during calibration data are typically much lower than this (∼20 - 30 Hz).
3.2.2 Pulse Digitization and Readout
Triggered events are digitally recorded, channel by channel, by ADC digitizers at a sampling
rate of 1.25 MHz. Each pulse is recorded for 2048 samples for a pulse length of 1.638 ms;
512 of the recorded bins are taken before the trigger for future analysis consideration. In
addition to the detector channels, traces from the muon veto panels are digitized at a
sampling rate of 5 MHz for 1024 bins (204.8 µs), 924 of which are taken before the trigger.
All of the digitized traces and trigger information from individual events are sent to a
dedicated computer, known as Event Builder, which organizes the data into coherent “data
events” and saves them into ROOT files[76]. Additionally, many other non-science variables
in the datastream (e.g., fridge temperatures) are included in these files for robustness and
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investigation of anamolous experimental behavior. Single WIMP-search events have a char-
acteristic data size of ∼1 MB, while calibration events (which employ selective readout) are
only ∼50 kB. Typical data throughput is on the order of 50 GB per day.
3.3 Optimal Filter Pulse Fitting
Pulse template optimal filtering is a computational method useful for answering the follow-
ing question: given a noisy pulse with a well-understood expected shape (template) and
a known noise environment, what is the best (i.e. least biased) estimate one can obtain
for the amplitude and timing of the pulse?11 Fourier analysis of the pulses in frequency
space, along with the noise PSD obtained from random pulses taken during the series being
processed, provide the basis for the OF processing routine.
3.3.1 Optimal Filter Theory
A data pulse, v(t), can be written in the following form.
v(t) = A · s(t) + n(t) (9)
Here, s(t) is the expected (ideal) pulse shape, A is the amplitude (proportional to the
energy deposited; see Sec. 2.1.2), and n(t) is the noise. For the case of a known ideal pulse (or
template) and a known spectrum of Gaussian noise, it can be shown that optimal filtering
gives an unbiased estimate of the pulse amplitude with the best possible resolution[78].
Insofar as these assumptions are true for the ZIP detectors, the optimal filter quantities
are, in fact, optimally reconstructed.
Noise information is encoded in the noise power-spectral density function J(f), defined
11The canonical treatment of this method in CDMS is given in Appendix B of [77], from which much of
the information in this section originates.
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Note that J is expressed as a function of f = ω/2pi. In order to properly account for the












One can somewhat trivially minimize this χ2 with respect to amplitude, obtaining the



















An important caveat for this formalism is that s(t) is expected to encapsulate our
(perfect) knowledge of the expected pulse, both its shape and any temporal offset it may
have. In practice, the template shape is often very well known, while the time shift may
not be (e.g., due to timing shifts relative to the event trigger due to position within the
detector). The solution to this problem is to optimize over the time shift t0 in addition to
the pulse amplitude; mathematically, the condition for this optimization is shown in Eq.
3 DATA PROCESSING AND EVENT RECONSTRUCTION 40













Note that φ ∗ v represents convolution. Note that the optimization condition in Eq. 13a
cannot be written in a simple form like that of Eq. 12a. In practice, optimization of the
time shift a` la Eq. 13a requires significant computational time, and is rarely performed in
that way.
3.3.2 Implementation
Since CDMS-II data pulses are taken for finite time periods with finite sampling frequencies,
the continuous Fourier transforms described above must be appropriately changed into
discrete fast Fourier transforms (FFTs)12. Several FFTs must be computed during the
course of the OF algorithm, but the dominant computational time comes from transforming
the individual data pulses
∼
v(f) = F[v(t)]; the pulse template FFTs ∼s(f) and the noise PSDs
J(f) need only be computed once per series.
The noise PSDs J(f) are computed using the randoms taken during every series. A
typical noise environment is shown in Fig. 17. The cut-off at low frequency is due to the
finite sampling time of random triggers (1/1.638ms ≈ 600Hz), while at high frequency, the
cut-off is due to the Nyquist theorem, which states that spectral information above half the
sampling frequency is lost (12 × 1.25 MHz ≈ 600 MHz). The “roll-off” which occurs around
105 Hz can be thought of as a characteristic of the time scale of noise fluctuations in the
channel.
The pulse templates are constructed empirically, but in a different fashion for the phonon
12It goes without saying that the correct factors of 2, pi, and 1
N
must be determined with great care.
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and ionization pulses. In each case, separate templates are created for each detector and
each of the four data runs. For phonons, a simple double exponential functional form is
used, with the two time constants (one controlling the rising edge, and the other the falling
edge of the pulse) measured from a subset of good pulses. For ionization pulses, templates
are constructed by taking a sample of good pulses, aligning the start times, and averaging
them. In addition to pulse templates for the inner and outer ionization channels, cross-
talk templates are also produced (i.e. using pulses from the inner electrode when a pulse is
present on the outer electrode, and vice versa) and used to correct for the effects of cross-talk
between the ionization channels. In this cross-talk-corrected optimal filter routine (OFX),
the pulse start times of the ionization channels are fixed to be identical.
As mentioned in the previous section, optimizing the delay of the template relative to
the trigger is a computationally intensive task when done rigorously (Eq. 13a). Therefore, in
practice, one scans over the delay parameter t0 in units of digitizer bins (0.8 µs), optimizing
the amplitude at each value and recording the χ2 of the fit. Finally, the delay which produces
the lowest χ2 value is chosen as the delay, and the amplitude corresponding to that delay is
used. To save computational cycles, events whose amplitudes are consistent with the noise
of the channel13 are not optimized using the full minimum χ2 but rather by selecting the
delay which maximizes the amplitude. Care was taken to ensure that this threshold was
set low enough so that any potentially useful physics events would be reconstructed using
the more robust minimum χ2 routine (see Sec. 3.7).
Performing the OF (OFX) routine on a pulse (or set of pulses) always results in 3 types
of quantities: an amplitude for each pulse; a delay for each pulse (or a single delay for
all pulses, in the case of the OFX routine); and a χ2 value for the fit. Each of these is
useful in different aspects of the analysis - amplitudes provide energy information, delays
provide position information, and χ2 values provide a handle on the fitting quality on an
13As measured by the simpler INT or MAX quantities.
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event-by-event basis. Of course, the OF routine has drawbacks in certain areas (e.g. it fails
for saturated pulses; it provides only a single quantity to describe the pulse shape), and so
it is complemented by several other routines more suited for special cases.
3.4 RTFTWalk Routine
In addition to the delay quantity provided by the OF routine, often it is useful to know
more about the shape of data pulses over the full pulse length. The “rise-time fall-time
walk” (RTFTwalk) routine, as its name implies, provides timing information on both the
rising and falling edges of the phonon pulses. It is theoretically quite simple - one smooths
the pulses using a Butterworth filter, then “walks” along the pulse while recording when the
pulse reaches certain thresholds on the rising and falling edges (e.g., 10%, 20%, 30% of the
maximum value). In practice, there are some subtleties which complicate the procedure.
The basic procedure of the RTFTwalk routine is shown in Fig. 18. The four phonon
traces are filtered, and a baseline is established for each channel by averaging over all of
the pre-pulse bins14, and the pulse height is obtained by simply finding the maximum value
of the filtered pulse. As the algorithm walks along the pulse, it finds the times at which
the filtered pulse crosses predefined fractions of the maximum pulse height (10% to 90%, in
steps of 10%) and records the crossing which is closest to the pulse maximum; the process
is repeated after the maximum is reached, recording the times at which pulse falls below
the same thresholds on the falling edge of the pulse.
The nominal frequency of the Butterworth filter is 50 kHz, but this is not an optimal
value for all pulses. In particular, since the RTFTwalk routine always records the crossing
closest to the pulse peak, it tends to be biased slow for risetimes and fast for falltimes;
furthermore, this bias increases as the amplitude of pulses decreases with respect to the noise
(e.g., phonon channel A in Fig. 18). To account for this, the frequency of the Butterworth
14The start of the pulse, shown by the red vertical line in the figure, is determined from the fast ionization
pulse (top panel).
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Figure 17: Noise PSDs in ionization channels. Figure adapted from [79].
Figure 18: Example of the RTFTwalk routine. Raw traces are in black (Q-inner channel
at top, 4 phonon channels below) and filtered traces are in blue. The vertical red line is
the start of pulse, determined from the ionization channel, and the red X on each phonon
channel represents the 20% risetime point as determined by the RTFTwalk routine. Figure
from [80].
3 DATA PROCESSING AND EVENT RECONSTRUCTION 44
filter is allowed to vary with amplitude. In particular, the Butterworth frequency was
parameterized as in Eq. 14.
νB = αQ
β (14)
Here, Q is the signal-to-noise ratio of the pulse, while α and β were fit parameters
which were set in order to optimize the resolution and to remove energy dependence in
the RTFTwalk quantities as much as possible. Both the variable-frequency and constant-
frequency routines were used in the processing for c58; the improvement of the variable-
frequency method is shown in Fig. 19.
Using the RTFTwalk outputs, several important quantities are constructed. There are
many combinations of pulse timing that can be produced, but the most useful are the
following:
• pdel: time difference between the ionization start time and the 20% point on the
rising edge of the largest phonon pulse.
• pminrt: time difference between the 10% and 40% points on the rising edge of the
largest phonon pulse.
• ptopwidth: time difference between the 80% points on the rising and falling edges of
the largest phonon pulse.
• pdelCF, pminrtCF, ptopwidthCF: identical to the above quantities, but using a con-
stant 50 kHz Butterworth filter.
Additionally, some position information can be obtained from the timing information
of the various pulses. The phonon channel nearest to the recoil will have a faster risetime
than the other channels (see Sec. 2.1). Using this information, the x and y coordinates of
the recoil can be estimated in the following way. Define pdel0 as the pdel of the fastest of
the four phonon channels; then define pdelx and pdely as the pdel of the phonon channel
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horizontally opposite and vertically opposite the fastest channel, respectively, using the
geometry defined in Fig. 11. Then we can define the quantities xdel and ydel in the
following way (up to an arbitrary scaling constant).
xdel ∝ ±∣∣pdel0 − pdelx∣∣ (15a)
ydel ∝ ±∣∣pdel0 − pdely∣∣ (15b)
The signs in Eq. 15 are chosen so that the axis definitions in Fig. 11 are preserved.
3.5 Energy Scale Calibration
Pulse amplitudes are proportional to energy deposited in a particular channel, but absolute
calibration of energy scales requires care. In particular, even if the absoulte energy scales
of the ionization and phonon channels are well known, the true recoil energy of a given
event requires knowledge of the type of recoil which deposited the energy, since Luke effect
corrections will be different for electron recoil (ER) and nuclear recoil (NR) events. Con-
versely, the paritioning of energy between the ionization and phonon channels provides a
highly effective means of inferring the type of recoil responsible. For clarity, we differentiate
the inferred recoil energy assuming an ER from that inferred assuming an NR, using the
nomenclature keVee (“electron-recoil equivalent”) and keVnr (“nuclear-recoil equivalent”)
to make the distinction clear.
3.5.1 Ionization Channel Energy Calibration
133Ba calibration data provides a very pure sample of ER events, and its spectrum has
well-known peaks at 302.9, 356.0, and 383.8 keV. Due to the geometry of the ionization
channels, peaks are easily visible on the inner electrode, but difficult to distinguish on the
outer electrode. For this reason, the preliminary energy scale calibration is done using
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only events which have a signal consistent with noise in the outer electrode (called Q-inner
events). A spectrum is formed using the uncalibrated amplitudes from the OFX processing
routine, and the three peaks are identified15, and gaussian fits are used to determine the
location of the peaks. These fits are then used to define a linear scaling factor to convert
the OFX amplitudes into calibrated energies16. This process is illustrated in Fig. 20.
With the Q-inner spectrum calibrated, energies in the outer electrode (the “Q-outer”
spectrum) can be calibrated by examining events with shared energy between the two
electrodes. Pure Q-outer events (events with signals consistent with noise in the inner
electrode) rarely have well-resolved peaks in the 133Ba spectrum, but often the full energy
of an event will be recovered through partial collection in each electrode. The strongest of
the 133Ba peaks, at 356 keV, is prominently seen as a diagonal line in the plane of Q-inner
/ Q-outer energy (see Fig. 21). By diagonalizing this shared-charge line to 45◦, the Q-outer
energies can be accurately calibrated.
3.5.2 Phonon Channel Energy Calibration
Phonon channel calibrations are performed through a two-part process: an absolute calibra-
tion normalizing the phonon amplitudes to physical energies; and then relative calibrations
to account for gain differences among the four channels. The former is performed through
comparison with the already-calibrated ionization channels, while the latter makes use of
the physical constraint that, on average, phonon power absorption should be isotropic across
all detector channels.
133Ba calibration data is used to perform the phonon channel calibrations, since it
is known to consist of a pure sample of γ ER events. For these events, we impose the
15If they are visible. If a peak is not visible, it is not used in the calibration. The 356 keV line is visible
in all detectors.
16This linear fit is constrained to pass through the origin, i.e. EQ = k · Q, where EQ is the calibrated
energy and Q is the raw amplitude of the ionization pulse.
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Figure 19: Removal of the energy dependence of RTFTwalk quantities using a variable
Butterworth filter. LEFT: 0% to 20% risetime using constant frequency (top) and variable
frequency (bottom) method. RIGHT: 10% to 40% risetime using constant frequency (top)
and variable frequency (bottom) method.
Figure 20: Illustration of the calibration algorithm using Q-inner 133Ba events. Peaks are
identified from the uncalibrated spectrum, and a straight-line calibration is obtained from
these peaks. Figure from [81].
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requirement that the ionization energy is equal to the total recoil energy17; this allows the
phonon amplitude spectrum to be rescaled to the already-calibrated ionization spectrum.
Once the overall phonon energy calibrations are performed, the relative weights of each of
the four phonon channels on each detector are allowed to float to account for gain differences.
From phonon physics (see Sec. 2.1) we know that at late times in the phonon pulses, down-
conversion causes the phonons to become ballistic, at which point power absorption becomes
isotropic since all channels have equal Al coverage. To account for this, an iterative approach
is used, so that the individual channel spectra are aligned. Furthermore, one can verify
proper relative calibration by inspecting the xy position plots as estimated by the relative
phonon energies - for a well-calibrated detector, such a plot should be perfectly square (see
Fig. 22).
3.5.3 Ionization Yield
ERs and NRs deposit energy into the ionization and phonon channels in different proportions
(see Sec. 4.1); this effect is quantified through the ionization yield18, defined as the ratio of





For ER events, we define the yield to be equal to unity; this provides the calibration
scale for the phonon channels. The true recoil energy, ER, of an event is related to the
phonon energy EP and the ionization energy EQ via the Luke correction factor.
ER = EP − eVb

EQ (17)
Here, Vb is the bias voltage of the crystal and  is the electron-hole pair production
17This can also be thought of as defining the ionization yield for γs to be equal to unity.
18This is also commonly referred to simply as yield, and less frequently the quenching factor.
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Figure 21: Illustration of the calibration of Q-outer events. The calibrated Q-inner spectrum
(horizontal axis) and the population of shared-electrode 356 keV events (diagonal line) are
used to fix the energy scale of the Q-outer spectrum (vertical axis). Figure adapted from
[81].
Figure 22: Illustration of the phonon energy calibration method. Raw phonon ampli-
tudes are summed by detector and matched to the ionization energy spectrum (dashed
histograms); then individual channels are redistributed to match their peaks while main-
taining the overall calibration (solid histograms). INSET: phonon energy-based position
estimators, before relative calibrations (red points) and after (blue points). The squareness
of the blue points indicate that relative calibrations are good. Figure adapted from [82].
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energy (see Sec. 2.1.2). The bias voltages were tuned such that the factors of eVb/ are very
nearly equal to 1; since Y = 1 for ER events, one can therefore use the rule of thumb that
ER ≈ 12EP for ER events.
If one has a good measurement of the yield as a function of energy (as in Fig. 26), one
can infer the recoil energy using only the phonon energy, if one wishes19. The definition
of this phonon-only recoil energy estimator, known as prg20, follows trivially from Eqs. 16






Many of the important phonon quantities used in the WIMP-search analysis are subtly de-
pendent on the event’s position within the detectors, as well as the energy of the events. It is
important to attempt to correct for these anamolies, since these instrumental variations can
be larger than the physical difference between NRs (signal) and surface ERs (background)
and thus can affect the definition and performance of the surface event rejection cut. The
process of correcting for these variations is known as position correction, although energy
corrections are also included.
3.6.1 Physical Origins of Position and Energy Dependence
There are many mechanisms through which position and energy dependence are introduced
into the phonon quantities.
• Timing estimator variation with energy[83]
Higher energy events are more likely to produce primary phonons close to the phonon
19The yield for ER events is defined to be unity, so a “good measurement” of the yield is equivalent to
having well-calibrated phonon signals.
20For “Phonon-only Recoil energy using Gamma assumption”.
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sensors, which can produce local saturation effects in individual TESs. As more
and more TESs are saturated at early times, the total phonon pulse is effectively
temporally reweighted. Since many timing quantities are defined relative to the pulse
maximum, this has the effect of biasing timing quantities slower as recoil energy
increases. Furthermore, the highest-energy (primary) phonon channel is often used,
and this channel will usually be most affected by saturation effects.
• Energy estimator non-linearity[84, 85]
Saturation effects also affect the estimation of total phonon energy, through mecha-
nisms similar to the previous effect. Simply put, saturation effects flatten the phonon
pulses at higher energies, leading to underestimation of the phonon energies with
larger pulses. This effect can also be position dependent, since different channels (and
indeed, different TESs) may saturate at different levels.
• Timing estimator variation with xy position
Phonon channels signals are effectively averages of the signals collected by the many
TESs; therefore, events occuring directly under the centroid21 of a phonon channel
will have systematically faster pulses than those which are nearer to the edges of the
channel. Thus, one observes that events occuring near the center or the outer edge
of the detector are reconstructed with systematically slower phonon timing quantities
than those occuring at intermediate radius.
• Energy estimator variation with radial position
Because of the constraints of photolithographic patterning of the QETs, there are
no TESs near the outer edge of the detector faces (see Fig. 12). Thus, events oc-
curing at high radius will have proportionally more of their phonons collected by
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non-instrumented Al than those occuring nearer to the detector center, systemati-
cally lowering the reconstructed phonon energy of these events.
• Energy and timing estimator variability with instrumentation
Despite great care during the detector fabrication, imperfections in the phonon col-
lection system can lead to position dependence. Variation in the critical temperature
across a channel can lead to variation in energy response - in fact, due to the inher-
ently non-linear nature of TESs, such variations can have large effects. In addition,
TES response is strongly dependent on the thicknesses of the Al and W films due to
heat capacity effects. Finally, it is possible that certain regions of phonon channels
could become shorted (either from fabrication or subsequent handling) and thus be
rendered insensitive to absorbed phonons.
3.6.2 Correction Mechanism
The position, timing, and energy information of the phonon channels are encoded into
5 parameters which define the 5-dimensional space over which the position correction is
performed. These 5 parameters are: xppart and yppart (energy partitioning in x and y
directions); xdel and ydel (event position estimated from timing delays; see Sec. 3.4); and
prg (phonon-only recoil energy estimate). The partition quantities xppart and yppart are
simply defined using the geometry of Fig. 11.
xppart =
(pC + pD)− (pA + pB)
pA + pB + pC + pD
(19a)
yppart =
(pA + pD)− (pB + pC)
pA + pB + pC + pD
(19b)
Here, p* represents the calibrated energy collected in each of the four phonon channels (*
= A, B, C, D). Additionally, the quantities rppart and rdel are be defined as the Pythagorean
length of the corresponding x and y quantities (e.g., rdel =
√
xdel2 + ydel2).
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We construct the position vector ~q of an event within this position correction space
using these 5 parameters as in Eq. 20, where Ld and Le are normalization factors chosen
to regularize the relative sizes of the different dimensions, and the “hatted” vectors are
orthonormal basis vectors.










Once this space has been constructed, a lookup table is computed using an N nearest
neighbors approach. The algorithm is performed in two steps, the first creating a clean
sample of bulk γ events, and the second using those events to produce the lookup table
used to correct the final data.
1. Data is separated into time periods of similar detector behavior; the 3 time periods
used were R125, R126, and R127-8 combined.
2. Rough quality cuts and ER band definitions are used to select an initial γ sample
from 133Ba data.
3. An initial lookup table is created by recording, for each event in the γ sample, the
average values, over the 64 nearest neighbors in the correction space, of the quantities
to be corrected. This is the first-pass lookup table.
4. Using the first-pass lookup table, the γ sample is position-corrected by rescaling each
quantity for each event so that the mean of its nearest-neighbor “ball” matches the
mean of the entire sample: RQc = RQ · 〈RQ〉all〈RQ〉NN .
5. More stringent cuts, including a tighter ER band cut, are then placed on this first-pass
corrected γ sample in order to create a very clean γ sample.
6. A second-pass lookup table is computed using the pure γ sample.
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7. The final position correction is then performed on all data (calibration and low-
background) using the second-pass lookup table. Since the lookup table is composed
of a subset of 133Ba data, correction for events not in this subset is performed by
locating the closest pure γ event in the 5-dimensional correction space, and using its
nearest-neighbor ball for the correction.
Quantities which have undergone the position correction retain their original names,
appended with a final “c” (e.g., pdel → pdelc).
3.6.3 Results and Cross-checks
Figs. 23 and 24 help illustrate the effect of the position correction algorithm. The “shrimp
plot”, so named for its characteristic shape, is useful to ensure that the correction does not
accidentally mix the correction for events in the “head” of the shrimp with those in the
“body”.22 Correlation plots, like Fig. 24, were used to confirm the efficacy of the position
correction algorithm.
The position correction marks the final step in the CDMS-II processing pipeline. With
the completion of this step, the data are ready to be used for a WIMP-search analysis.
3.7 c58 Reprocessing
The original analysis of the c58 data was published in 2010[86], but following its publication
it was discovered that the OFX algorithms had used the simpler maximum amplitude
routine to compute the best fits for pulses with low ionization energies, rather than the
more robust (and computationally intensive) minimum χ2 routine (see Sec. 3.3). Although
the effect of this change is marginal on the amplitude of the reconstructed pulses, the
reconstructed start time of the ionization pulse is sensitively dependent on this change.
22The folding in of the “head” (known as the manifold degeneracy) in the shrimp plots is somewhat
remedied by removing events with signals in the outer electrode, since the degeneracy occurs at high radius.
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Figure 23: Shrimp plot for T1Z5. The colormap shows values of pdel in the plane of
rdel and rppart. LEFT: Before position correction, the position dependence of the pdel
quantity is seen very strongly. RIGHT: Following position correction, the phonon quantity
is no longer as strongly dependent on the position within the detector. Note the change of
the color axis scale between the left and right panels.
Figure 24: Example of a correlation plot for position correction diagnostics. LEFT: Before
correction, the phonon quantity pdel shows a strong unphysical correlation with the radial
position estimator rdel. RIGHT: Following position correction, the correlation is visibly
eliminated. The colors of the points refer to the primary phonon channel of the events (see
legend).
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Since the phonon timing quantities are defined with respect to the start of the ionization
pulse, the surface event rejection analysis is also sensitive to the choice of reconstruction
algorithm. In particular, one of the two candidate events from the 2010 analysis would not
have been in the signal region had the more robust reconstruction been used (see Fig. 25).
Figure 25: OFX event reconstruction for one of the 2010 candidate events. LEFT: Re-
constructed ionization amplitude vs. OFX delay (offset). RIGHT: Fit χ2 per degree of
freedom vs. OFX delay. The red vertical line represents the delay chosen using the max-
imum amplitude method, while the green line represents the delay chosen using the more
robust minimum χ2 method. The difference in reconstructed delays (∼ 4µs) is large enough
to affect whether or not this event would have appeared in the signal region. Figure adapted
from [87].
Of course, the effect of this reconstruction problem may not only remove existing signal
region events, but could also introduce new events into the signal region. Furthermore,
since the analysis itself is performed using distributions of calibration events and non-signal
region low background data, changes to these distributions would have affected the setting
of cuts at potentially every stage of the analysis. For these reasons, it was decided to
perform a full reprocessing of the c58 data, implementing the minimum χ2 OFX algorithm
in a more conservative fashion. In particular, any pulse whose magnitude, as computed by
the simpler maximum amplitude algorithm, exceeded a set threshold23 was reconstructed
using the full minimum χ2 technique. In practice, this amplitude threshold corresponded
23This threshold was set at a level such that only pulses consistent with noise would be reconstructed
using the maximum amplitude shortcut.
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to about 1-2 keV in calibrated ionization energy.
Reprocessing of the c58 data began in October 2010, and took approximately 4 months
to complete, with position correction following shortly thereafter. To prevent confusion,
the reprocessed data sets were given the moniker “c58R”. The vast majority of the analysis
described in this thesis was performed on the c58R data, with only minor or simple studies
carried over from the c58 analysis. Although the data quality and event preselection cuts
follow the original 2010 c58 analysis rather closely, new techniques were developed for the
surface event rejection cut (see Sec. 4), and a threshold-lowering analysis was undertaken
to better understand the behavior of signal region events in the standard analysis (see Sec.
6).
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4 c58 Re-analysis: Event Selection
4.1 Analysis Philosophy
Simultaneous measurement of phonon and ionization energy in ZIPs allows for discrimina-
tion between events recoiling off of nuclei from those recoiling off of electrons within the
crystals. Since WIMPs are dark, their interactions will predominantly be with the nuclei24;
thus, this discrimination is of paramount importance for WIMP-search analysis with ZIPs.
NRs are known to deposit less ionization energy (as a fraction of total recoil energy)
than ERs, a phenomenon known generally as “quenching”25, and which is encapsulated
in the yield parameter which was defined in Sec. 3.5.3. The yield provides the primary
discrimination between signal region NR events and background ER events; bulk ER events
can be rejected at the level of about 104 : 1 using only the yield parameter. Note that yield
is defined such that ER ≈ 12EP for ER events (Eqs. 16 and 17); for NRs, using a nominal
value of Y ∼ 13 , the corresponding rule of thumb is ER ≈ 34EP .
CDMS-II data are most often displayed in the plane of recoil energy and yield. Fig.
26 illustrates how ER and NR yield bands can be defined in this plane, and how the yield
quantity is insufficient to remove the surface event background from the NR band signal
region.
Since the partitioning of energy between between the ionization and phonon channels
is necessary for yield discrimination, any artificial depression of ionization collection can
degrade discrimination and allow background contaminate the signal region. Surface effects
can give rise to such a depression of ionization signals. First, events occuring at high radius
often have charge carriers which diffuse toward the sidewalls, which are not instrumented;
24Even if a WIMP did scatter off an electron, the mass mis-match between a 511 keV/c2 electron and a
GeV/c2-scale WIMP would produce recoil energies on the eV scale - not enough even to ionize even a single
charge carrier.[88]
25The quenching factor for CDMS-II detectors is measured to be ∼ 30%, broadly consistent with other
measurements[89, 90] and with Lindhard theory[91, 92].
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these events are easily rejected using the outer guard electrode (see Sec. 2.1.2.2). Second,
recoils occuring within ∼ 10 µm of the top or bottom detector surfaces will have depressed
charge collection due to charge carriers diffusing into the “wrong” electrodes, against the
applied electric field of the crystal. These so-called surface events (SEs) comprise the most
difficult background to reject; they are illustrated in Fig. 26. In particular, the timing
properties of the phonon pulses possess some position dependence which allows the vertical
location of a recoil to be reliably inferred. This capability is what lends the Z to the ZIP
acronym.
As discussed in Sec. 2.1.2.1, phonons created in the crystal bulk tend to travel quasi-
diffusively, i.e., they remain somewhat localized until anharmonic decay allows them to
travel ballistically, a process which has a characteristic time of several µs. This naturally
results in a time delay between the ionization pulses, which are prompt, and the phonon
pulses. However, for recoils occuring very near the detector faces, the non-ballistic “ball”
of phonons may be close enough to the phonon collection instrumentation that no delay, or
a decreased delay, may be observed with respect to the ionization signal.
Fig. 27 illustrates dependence of phonon pulse shape on the depth of the recoil. While
the phonon timing quantities are usually reasonably well-resolved due to the superior noise
performance of the phonon sensors, ionization signals become difficult to reconstruct as re-
coil energies approach threshold26. For this reason, several complementary algorithms were
employed to estimate the relevant timing quantities, and are discussed in Secs. 3.3 and 3.4.
The final analysis of the phonon pulse timing is discussed in full detail in Sec. 5.
4.2 Signal Region Masking
The use of strict signal region masking has always been a priority in CDMS WIMP-search
analyses, since it eliminates the possibility of unconscious bias on the part of the experi-
26Problematic ionization pulse reconstruction was the primary impetus for the re-analysis effort described
in this thesis; see Sec. 3 for more details.
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Figure 26: Illustration of ER and NR yield bands for detector and surface event contam-
ination. 252Cf neutrons are shown in green, with 133Ba γs are shown in blue. The black
crosses are 133Ba surface events which leak down to lower yield (surface events). The red
dashed lines indicate the fitted ±2σ NR and ER bands; the lowest red dashed line is a
minimum threshold on ionization energy. The flaring of these bands at low energies is due
to the definition of the yield as the ratio of two independent energy measurements.
Figure 27: Phonon pulse delay behavior. A fast phonon pulse (black) can be produced by
a recoil near the detector surface, while bulk recoils will produce more slowly-rising phonon
pulses (blue).
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mentalist; however, the nature of a reanalysis renders the concept of traditional masking
somewhat moot. Nevertheless, in the spirit of mirroring the 2010 analysis as closely as
possible, the ostensible trappings of a masked analysis were maintained as much as was
possible.
Calibration data requires no masking, but it is often useful to look at low background
WIMP-search data which is outside of the signal region, henceforth referred to as sideband
data. WIMP-search data was masked if it met all of the following criteria:
1. The event is veto anti-coincident - i.e., there is no veto signal within 50 µs before
event trigger, and the event is not triggered by the muon veto.
2. The event has negligible energy collected in the outer electrode, between -5 keV and
+5 keV.
3. The event has a recoil energy above the phonon noise and less than 130 keV.
4. The event lies within the ±3σ NR band.
5. The event is a single scatter - i.e., no other detectors have phonon energy greater than
6σ above the phonon noise.
These masking criteria were chosen to be intentionally loose, so that the masking would
be as conservative as possible without removing an unreasonable amount of data. All low
background data satisfying all of the above criteria were not used to tune the cuts for the
WIMP-search analysis.
4.3 Event Pre-selection
Before the proper physics analysis can be undertaken, poor data must be removed so that
a pure sample of events is available for the WIMP search. The cuts used to remove these
poor data generally take on two forms - cuts which uniformily remove events over fixed
4 C58 RE-ANALYSIS: EVENT SELECTION 62
time periods, and cuts which employ event-by-event removal. The former are simple to
account for, since they simply result in a reduced livetime, whereas the latter are assigned
an efficiency (measured as a function of energy) to account for the non-uniformity of their
event removal.
4.3.1 Time Period Removal
Bad time periods are selected through a variety of methods. A number of series had
been marked as poor by experimental operators during the data collection, and were re-
moved, along with time periods during which experimental settings (e.g. QET bias) were
not stable[93]. A Kolmogorov-Smirnov (KS) test approach was used to check for series
which had distributions of ionization and phonon quantities which varied drastically from
the long-term normal behavior for those distributions.[94] Additionally, periods of extremely
high noise on ionization channels[95], high trigger rates[96], and suspected He films[97] were
identified and removed. Finally, data taken during time periods when the NuMI beam was
active were removed.
Although many of these cuts are detector dependent, they affect most detectors in a
similar fashion. After the removal of these time periods, the total livetime for the c58R anal-
ysis was approximately 200 live days. Tbl. 4 displays the raw livetime of the WIMP-search
analysis after basic quality cuts are applied.
4.3.2 Event-by-event Removal
There are several event-by-event cuts that are implemented to ensure the quality of the
data for the physics analysis.
• Good baseline noise[99]
If the baseline of a particular detector channel is misbehaving when a pulse is recorded27,
27Certain detectors appear to be sensitively coupled to the cryogenics systems, which can induce transient
4 C58 RE-ANALYSIS: EVENT SELECTION 63
Detector T1 T2 T3 T4 T5
Z1 - 170.6 - 223.1 -
Z2 211.3 209.7 76.7 186.1 -
Z3 - 158.1 148.3 226.7 207.0
Z4 62.8 204.0 231.4 217.5 213.4
Z5 166.4 181.9 146.1 202.0 210.1
Z6 - - 218.4 215.0 -
Table 4: Livetimes of detectors after application of the time-period removal and poor ioniza-
tion baseline cuts. All numbers are given in units of days. Green cells indicate Ge detectors
used in the final analysis, yellow cells indicate Si, and blank cells are used for detectors not
used in the WIMP-search analysis. Numbers are taken from [98].
the pulse may be poorly reconstructed (affecting both amplitude and shape). For a
channel with a good baseline, any variations in the digitizer bins taken before the
trigger will come from the ambient (Gaussian) noise in the channel. Thus, events
with poor baseline behavior can be rejected through analysis of these prepulse bins.
For every event, the prepulse bins are histogrammed and fit to a Gaussian. If the
width of this fit is more than 4σ away from the mean of the width distribution for
that channel, it is rejected. This analysis is performed separately on each of the
ionization and phonon channels. Although this is an event-by-event cut, its behavior
is not energy dependent. The ionization version of this cut does have some significant
time dependence for some detectors, and is therefore treated as a livetime-removing
cut; the phonon version has no such time dependence and is therefore treated with the
efficiency interpretation. Its efficiency, which is constant with energy, was measured
with WIMP-search sideband data to be > 99% on all detectors except T5Z5, for which
it was 93%.
• Physical phonon pulses
There are two recurrent reconstruction problems with phonon pulses: pulses with
noise of this type.
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negative reconstructed amplitudes, and pulses with unphysical timing quantities. The
former can be caused by a shifting prepulse baseline, too slow to be caught by the
good baseline noise selection, or from “pileup” events, where two events occur close
enough in time that the later pulse rides on the tail of the previous pulse. The latter
phenomenon comes about due to peculiarities in the choice of time windows for the OF
reconstruction algorithm. Both effects can be removed very effectively using simple
cuts on phonon energy[100] and 20% phonon risetime[101], respectively. The efficiency
of these cuts, measured on 252Cf calibration data, is nearly always 100%.
• Ionization pulse reconstruction quality[102]
The OFX routine returns a χ2 goodness-of-fit quantity for the ionization reconstruc-
tion of each event (see Sec. 3.3); this provides an important handle on the quality
of the event reconstruction.28 The distribution of the fit χ2 quantities displays some
energy dependence, so the cut is set in the plane of χ2 vs. summed (inner and outer)
ionization energy.
An illustration of this cut is shown in Fig. 28. The χ2 quantity is binned into energy
bins, and the cut position is chosen such that the ratio of the histogram at the cut
position to that at the maximum value is equal to the same ratio for a Gaussian
distribution with a µ+3σ cut; therefore, we say that the cut is set at the 3σ Gaussian-
equivalent level. The χ2 distribution rises somewhat with energy, but the fact that
it is centered near χ2 = 4000 at low energies is indicative of a good reconstruction,
since the number of degrees of freedom ≈ 4096, the number of bins in the digitized
ionization pulses.
By virtue of the Gaussian-equivalent formulation of this cut, its efficiency is high
and approximately constant above ∼ 20 keV in total ionization energy, below which
28Since the phonon timing quantities are dependent on the reconstructed start time of the ionization pulse,
the quality of the ionization pulse reconstruction is important for phonon timing quantities as well.
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it usually degrades to about 90%. The efficiencies for this cut were measured as a
function of total ionization energy29 on 252Cf calibration data and fit to a functional
form for each detector and run.
4.4 Fiducial Volume Selection
The detector fiducial volume is defined using the outer guard electrode as a veto against
events occuring at high radius within the detectors.[103] In particular, the fiducial volume
cut is set such that an event passes the cut (“is fiducialized”) if and only if the ionization
signal in the outer electrode is consistent with noise (i.e., within ±2σ of the noise mean).
A visualization of this cut is shown in Fig. 29.
At high energies, reconstructed energies are more reliable and the cut has an efficiency
of ∼ 85%, as one would expect from the detector geometry. At lower energies, even events
which deposit non-zero energy in the outer channel will nonetheless be reconstructed with
noise-consistent energy, leading to a degradation of the fiducial volume cut accompanied by
a rise in efficiency.
The efficiency for the fiducial volume cut is measured using 252Cf data, but care must
be taken to correct for the pollution of the neutron sample by low-yield ERs. For well-
fiducialized events, ER-NR yield separation is quite good; however, due to subtle effects
in charge collection near the inner / outer electrode boundary (e.g., oblique propagation
of charge carriers) low-yield γ leakage can be more significant for events with measurable
outer electrode energy. For this reason, each detector is separated into 3 regions - “ear”,
“funnel”, and “nose”30, which roughly correspond to outer, shared, and inner ionization
collection, respectively - wherein the γ correction is applied (see Fig. 30). These regions
29To obtain the efficiency of this cut on NRs, one can easily transform the ionization energy to recoil
energy using the measured NR yield and Eq. 16.
30The ear and funnel nomenclature has been prevalent in CDMS for some time, but I attribute the naming
of the nose region to extemporaneous comment by A.N. Villano.
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Figure 28: Illustration of the χ2 ionization reconstruction quality cut (adapted from [102]).
LEFT: Distribution of the χ2 variable in different energy bins. c58 data is shown in red
(“Old”), while c58R data is shown in black (“New”). RIGHT: Cut boundary in the χ2
vs. summed ionization energy plane. The black crosses are the cut positions set in the four
energy bins, and the black line is a quadratic fit to these points. Events with χ2 values
below the boundary are accepted.
Figure 29: Visualization of the fiducial volume cut. Only events lying within ±2σ of
the noise mean for the outer electrode (between the pink lines) are fiducialized. The noise
distribution was fit to a Guassian in several energy bins using 133Ba calibration data. Figure
adapted from [103].
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are prominent in the Ge detectors due to the crystal structure, but less prominent in the Si
detectors.
The γ correction is performed by defining three yield bands: a ±2σ NR band; a ±2σ
ER band; and a “between bands” (BB) region, at least 3σ above the NR band mean and
3σ below the ER band mean. Using these bands, one computes the correction as follows
for each of the three ionization regions.
1. Count the 252Cf events which lie in the between-bands region:
NCfBB




3. Count the 252Cf events which lie in the NR band:
NCfNR
4. Estimate the number of 252Cf neutrons leaking upward into the between-bands region,
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7. Count the 252Cf events in the NR band which pass the fiducial volume cut:
NCfNR,FV





The efficiency of the fiducial volume cut can then be computed, accounting for γ con-
tamination, using Eq. 21. The index i represents summation over the 3 ionization regions








4.5 Yield Discrimination and Thresholds
The WIMP-search signal region is defined in the yield vs. reocoil energy plane by 4 different
cuts: the NR band cut; the below ER band cut; the ionization energy threshold cut; and the
recoil energy threshold cut.31 When combined, these four cuts define a region of parameter
space over which the ZIP detectors provide excellent background rejection. A schematic
representation of these cuts is shown in Fig. 31.
• Nuclear Recoil Band Cut
31Because these four cuts define a unique 2-dimensional shape in the yield vs. recoil energy plane, they
are sometimes referred to as event topology cuts.
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The NR band is defined using 252Cf calibration data.[104] The data are binned by
energy, and a Gaussian is fit to the yield distribution in each bin. The mean and
standard deviation are then fit as a function of energy, and these fits are used to
define the band. The standard NR band cut is ±2σ, although this is sometimes
altered to optimize the surface event rejection.
The efficiency of the NR band cut is measured on 252Cf data, as a function of energy,
by comparing the number of events within the ±2σ band to the number of events




The measured efficiency is roughly constant with energy, and generally agrees with
the Gaussian expectation of ∼ 95%.
• Below Electron Recoil Band Cut
The ER band is defined using 133Ba data in a method similar to that used for the NR
band.[105] The below ER band cut rejects any events that are not at least 3σ below
the mean of the ER band[106]; this cut is only more restrictive than the NR band
cut at low energies where the yield bands begin to flare (see Fig. 31). Assuming that
the ER band is Gaussian, this ensures bulk ER rejection of nearly 10−3 down to low
energy.
The below ER cut has 100% efficiency on NRs at recoil energies above ∼ 10 keV, but
falls off quickly at low energies as it begins to cut into the NR band. The efficiency
of this cut is measured on 252Cf data, and was found to be well described by an error
function.
• Ionization Threshold Cut
Since yield, the primary quantity for rejecting ER backgrounds, is ionization-based,
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we set a threshold on ionization energy to ensure high signal-to-noise for the WIMP-
search analysis. The noise behavior of the inner electrode is measured using randoms;
this noise spectrum is then fit to a Gaussian32, and the standard cut is set at 4.5σ
above the mean of the noise.[107]
Similar to the below ER band cut, the ionization energy threshold cut is only impor-
tant at low recoil energies, where it begins to cut into the NR band (see Fig. 31). The
efficiency of this cut is measured with 252Cf data, and is well-described by an error
function.
• Recoil Energy Threshold Cut
A recoil energy threshold is imposed on all detectors for two reasons: to remove the
low-energy region where the yield bands flare and signal-to-noise is poor;33 and to
restrict our signal region to an area where sufficient calibration SE statistics exist
from 133Ba data to make accurate estimates of the background. A 5σ below ER band
cut (instead of the standard 3σ) is used to define SEs from 133Ba data, so statistics
from this population begin to fall off at recoil energies higher than where one might
expect from the standard definition of the signal region.
For the standard “high threshold” CDMS-II analysis, recoil energy thresholds were set
conservatively in order to achieve a zero-background experiment. In practice, this led
to 10 keV thresholds for all of the Ge detectors, and 7 keV thresholds for most of the Si
detectors, although some were set higher. For the “mid threshold” analysis, the recoil
and ionization energy thresholds were lowered and the zero-background criterion was
dropped in order to increase sensitivity to low-mass WIMPs; for more details, see Sec.
32Due to the use of the minimum χ2 OF for random triggers, the noise blob for ionization channels is
actually a double Gaussian, one peaked at positive energy and the other at negative energy. The Gaussian
fit is performed on the positive energy peak.
33The ionization threshold and below ER band cuts also perform this function, but the recoil energy
threshold is more conservative.
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6. The efficiency of the recoil energy threshold cut is trivial: it is simply a Heaviside
step function centered on the threshold energy.
4.6 Single Scatter Selection
Because of the exceedingly small observed rate of WIMP scatters in direct detection experi-
ments, it is logical to conclude that the rate of WIMP multiple scatters in the CDMS-II ex-
periment is essentially zero. For this reason, we implement a single-scatter condition for
the WIMP-search analysis, defined by requiring a large signal in one detector and negligible
signals in all others (relative to the noise environment of each detector).34
Since the phonon channels generally possess noise properties which are superior to the
ionization channels, they are used to determine the multiplicity of a given event. In particu-
lar, the total phonon signal (summed over the four channels) is used as the energy estimator
for the single-scatter selection. The only exception to this was detector T1Z1, which seemed
to have problematic phonon channels; therefore its ionization channels were used for mul-
tiples tagging.[108] Note that all 30 detectors are used for multiples tagging, even though
not all detectors are carried forward for WIMP-search analysis. The single-scatter cut is
defined in the following way:
• The primary detector must have a signal at least 6σ above the noise mean.
• All other detectors must have a signal not more than 4σ above the noise mean.
The noise spectra are measured using randoms and fit to a Gaussian for every series.
This allows the cut to vary with the noise behavior; since the condition on all other detectors
is tighter than the primary detector condition, this is conservative.[109]
The efficiency of the single-scatter selection cut must be carefully defined. To be clear,
what is meant by “efficiency” for this cut is the fraction of true single-scatter events which
34Although having many detectors increases the number of surfaces (and thus the severity of surface
effects), it also vastly improves multiples tagging as compared to monolithic experiments.
4 C58 RE-ANALYSIS: EVENT SELECTION 72
Figure 30: The ionization regions for Ge detector T1Z5, defined by eye. The “ear” (blue)
consists of events which are primarily collected in the outer electrode; “nose” (green) events
are collected in the inner elctrode; “funnel” (red) events are shared. The horizontal (vertical)
axis is the ionization yield computed using only the inner (outer) ionization energy.
Figure 31: Example of the yield and threshold cuts for detector T3Z4. The nuclear recoil
band (magenta curves), the below electron recoil band cut (green curve), the ionization
energy threshold (red curve), and the recoil energy threshold (cyan line) define the signal
region (shaded yellow). Sparsified 133Ba data is overlaid to illustrate bulk ER rejection,
and also to highlight the problem of SE leakage.
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are passed by the single-scatter selection. For true single-scatters, failure of this selection
can only be due to statistical fluctuations of noise in other detectors. In order to measure
the efficiency of this cut, the failure rate of random triggers in other detectors is measured;
the efficiency is then just 1 minus this fraction. Obviously, this efficiency is independent of
energy, and is ∼ 99% for all detectors.
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5 c58 Re-analysis: High Threshold Phonon Timing Analysis
5.1 Philosophy of Phonon Timing Analysis
The final and most important cut of the WIMP-search analysis is the phonon timing cut,
which removes low-yield SEs, which mimic true NRs, from the signal region (see Sec. 4.1).
The general strategy for dealing with these SEs is to examine the timing of the phonon
pulses, since SEs have characteristically faster pulses than events in the bulk; however, how
this analysis should be performed in detail is not straightforward. The reprocessing of the
c58 data provided an opportunity to test several parallel timing analyses and compare their
effectiveness.
To perform a timing analysis, one must first construct a discriminator variable, hence-
forth referred to as the “timing parameter”. Given such a timing parameter, the task
becomes optimizing a cut on this variable such that the sensitivity to WIMPs is maxi-
mized. There is some ambiguity in this method which arises from the choice of WIMP
mass at which to optimize the sensitivity; in general, maximum sensitivity for a given tar-
get material will be achieved at WIMP masses near the mass of the target nucleus, due to
kinematic effects.
The timing cut threshold is determined separately for each detector; in addition, to
encapsulate the energy dependence of the timing quantities, the phonon timing cut is set in
3 different recoil energy bins: less than 20 keV; 20 to 30 keV; and 30 to 100 keV. I will use a
subscript z to index different detectors, while a subscript e will be used to index energy bins
(where e = 1, 2, 3 refers to the 3 energy bins in the order they are defined above). Therefore,
a timing cut is completely defined by the timing quantity and 3×N cut positions ηz,e, where
N is the number of detectors used in the analysis.
In order the gauge the effectiveness of such a cut, it is important to understand both
how well it removes background, as well as how much signal it removes. The background
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removal is quantified with a leakage estimate, Lz,e, defined as the expected number of SEs
which will pass the timing cut in a given detector and energy bin (see Sec. 5.2). The amount
of signal acceptance is quantified with the spectrum-averaged exposure (SAE), which is a







Here, dRdE is the WIMP energy spectrum at a given WIMP mass[110] and the integral is
taken over the energy range of the analysis (i.e., where the efficiency is not identically zero).
These quantities, SAEz,e and Lz,e, are measured as functions of the cut positions ηz,e; with








5.1.1 Exposure and Leakage Fits
To optimize the phonon timing cuts, it is important to understand how the leakage and
exposure vary as the timing thresholds are adjusted. The SAE, which is computed using Eq.
22, requires measurements of the efficiency using 252Cf data, while the leakage is estimated
using SEs from 133Ba data (see Sec. 5.2). Since the calibration data, especially the 133Ba,
is statistics-limited and the tails of the distributions are sparsely populated, the CDFs of
the calculated SAE and leakage are fit to functional forms for the purposes of optimizing
the timing cut.
An example of these fits is shown in Fig. 32. Generalized Pareto functions, whose
functional form is shown in Eq. 23, are used to fit the tails, defined as the final 10 data
points from calibration data, while Gaussian kernel smoothing is used for the bulk of the
distributions. Finally, the smoothed bulk and the fitted tails are stitched together using a
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cubic spline interpolation where they meet.
f(x) =

(1 + ξ x−µσ )
−1/ξ, x−µσ ≥ 0
1, x−µσ < 0
(23)
Despite the drawbacks of using smoothed and extrapolated fits to gauge the performance
and optimization of the phonon timing cuts, it is important that we do so for two reasons:
(1) if extrapolations could not be used, we could never reliably tune the phonon timing
cut past the farthest outlier point available from the calibration data; and (2) the slope-
matching optimization method cannot be implemented without differentiable functions for
the SAE and leakage as a function of timing threshold (see Sec. 5.1.2).
It is important to note that, although the use of fits does introduce systematics into the
optimization procedures for the phonon timing cut, these systematics are confined to the
optimization - in other words, once the cut is set (by whatever method), any systematics
involved in the optimization do not carry over into the final analysis using that cut.
5.1.2 Optimization of Phonon Timing Cut
There are two optimization methods that were used for the various c58R phonon timing
analyses: the leakage-scanning method, and the slope-matching method.
5.1.2.1 Leakage-scanning method





















The vector ~η represents the complete set of values ηz,e which define the timing cut, and
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Figure 32: Example of leakage fitting for phonon timing cut optimization. A similar method
is performed for the SAE. The survival function of calibration SEs from 133Ba data (blue) is
smoothed for the bulk of the distribution, and fit to a Pareto function for the final 10 points
of the tail. The fit is used to extrapolate the leakage behavior beyond the calibration data
points. INSET: The red vertical line denotes the cross-over point from bulk smoothing (to
the left) to tail fitting (to the right). The discontinuity between the smoothed and fit data
is patched with a cubic spline, resulting in the black curve.
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α is a weighting factor which determines the relative importance assigned to maximizing
the exposure versus adhering to the target leakage; a value of α = 10 was used for the
analyses in this thesis. Given an input value of Ltarget, the set of timing thresholds ~η which
simultaneously minimize the objective function f defines the optimized phonon timing cut.
The minimization of the objective function is done iteratively. To begin, each energy-
bin-detector combination has its timing threshold set such that the leakage is equally ap-
portioned. Using this as an initial guess, the objective function is properly minimized. If
any detector takes up an inordinate amount of leakage (more than 15% of the excess leakage
above the target), it is discarded (its timing threshold is set to infinity) and the process is
repeated until no more detectors are discarded.
Since this method requires an input value for Ltarget, one scans over values of target
leakage (as implied by the name of the method) to find the best cut. For the analyses in
this thesis, the target leakage was scanned from 0.1 to 1.2 in increments of 0.1; in past
analyses, Ltarget = 0.5 was chosen beforehand as the optimal value
35, although this value is
allowed to float in these analyses.
By following the above optimization procedure, one effectively obtains the SAE as a
function of target leakage. Using this information, we construct the counting rate sensitivity





Here, N90(n) is the 90% upper limit on a Poisson random variable given an observed
number of counts n, and L(Ltarget) and SAE(Ltarget) are the expected leakage and SAE
summed over all detectors and energy bins when optimized at a target leakage Ltarget. The
optimized cut is chosen to be the one which minimizes the sensitivity estimator S90 (see
Fig. 33).
35This was done because for 0.5 expected leakage events, one expects a background-free experiment most
of the time (∼ 60% assuming Poisson statistics).
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5.1.2.2 Slope-matching Optimization Method
The slope-matching method uses the same characteristic quantities, SAE and L, but an
analytical criterion is used to find the optimal cut thresholds, rather than the numerical ap-
proach taken in the leakage-scanning method. However, this analytical method necessarily
relies more heavily on the fits of SAE and L with respect to timing threshold, so systematics
from this fitting are more important (see Sec. 5.1.1).
Given fits for the SAE vs. cut threshold and L versus cut threshold, one can stitch them
together to obtain SAE as a function of L for each of the detectors and energy bins. The
optimization criterion for the slope-matching method is this: “for a given target leakage, the
rate of change of the exposure with respect to leakage in each detector and energy bin must be
identical.” Since the total target leakage is fixed, this is optimal since small redistributions
in leakage will not increase the SAE. Mathematically, the criterion is shown in Eq. 26, where






= C for all z, e (26)
Fig. 34 illustrates the use of this method. The horizontal line represents the choice of
a value for C. One can scan over values of C to obtain a curve of sensitivity vs. Ltarget.
As with the leakage-scanning method, the cut which corresponds to the target leakage with
the minimum value of S90 is chosen as the optimal phonon timing cut.
5.1.3 Summary of Various Timing Analyses
Three timing analyses were performed on the Ge data: a simple timing analysis called the
“classic” analysis, which is identical in design to that performed during the original 2010
analysis[86]; a machine-learning-based approach, called the “neural network” analysis; and
a distribution comparison approach, called the “5D χ2” analysis. The Si data were analyzed
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Figure 33: Example of the leakage scanning method. The blue curve (left axis) shows the
spectrum-averaged exposure as a function of the target leakage; using this information, the
90% counting rate sensitivity is computed (red curve, right axis). The phonon timing cut
corresponding to the target leakage which minimizes the rate sensitivity is the optimal one.
The example shown is for the Ge neural network analysis.
Figure 34: Example of the equal slopes method. LEFT: Each curve represents a different
energy-bin-detector combination, and the horizontal line corresponds to the choice of C.
The timing thresholds are fixed by the intersection of the horizontal line with the different
curves. RIGHT: The green curve is constructed by scanning over values of C, and the
point which minimizes the counting rate sensitivity corresponds to the optimized phonon
timing cut. Figure adapted from [111].
5 C58 RE-ANALYSIS: HIGH THRESHOLD PHONON TIMING ANALYSIS 81
later[112], and utilized a modified version of the 5D χ2 method using only two variables,
and thus it was called the “2D χ2” analysis. The remainder of this section describes the
high threshold, zero leakage analyses performed with these four timing cuts. Sec. 6 details
how these analyses were extended to lower thresholds.
5.2 Surface Event Leakage Estimation
SE leakage estimation is important for both the optimization of the phonon timing cut
(before unmasking the signal region) and for the interpretation of results (after unmasking;
see Sec. 7.3.4). Initial leakage estimates must be computed using calibration and sideband
data, but after unmasking, WIMP-search data can be used to compute a final leakage
estimate.
There are two major pieces of information which go into the leakage estimation proce-
dure: an estimate of the total SE event background in the absence of a phonon timing cut
(the normalization), and the passage fraction of the phonon timing cut. The normalization
is outlined in Sec. 5.2.1, while the different methods for computing the passage fraction are
discussed in Sec. 5.2.2.
5.2.1 Normalization of Leakage Estimates
The fundamental idea used to estimate the number of events in the signal region is to look
at the unmasked data from the first 5-tower runs of CDMS-II (runs 123 and 124, also known
as c34) and scale them appropriately to the c58 data. 3 techniques were developed, each
with their own combinations of statistical and systematic uncertainties.
For simplicity, we adopt the following abbreviations for event classes pertinent to these
calculations. Unless stated otherwise, they refer to WIMP-search data.
• NRSS: nuclear recoil single scatters. Signal-region events which scatter in only one
detector.
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• NRMS: nuclear recoil multiple scatters. Signal-region events which scatter in mul-
tiple detectors.
• WBSS: wide band single scatters. Events outside the signal region (but also not in
the ER band) which scatter in only one detector.
• WBMS: wide band multiple scatters. Events outside the signal region (but also not
in the ER band) which scatter in multiple detectors.
Using these definitions, we define the three estimates for the normalization as follows.
1. Scale the observed c34 NRSS counts by the live-time ratio of c58 to c34.
N1 = NRSSc34 × Tc58
Tc34
2. Scale the observed c58 NRMS counts by the ratio of c34 NRSS to NRMS.
N2 = NRMSc58 × NRSSc34
NRMSc34
3. Scale the observed c58 NRMS counts by the ratio of c58 WBSS and NRSS to WBMS
and NRMS.
N3 = NRMSc58 × NRSSc58 + WBSSc58
NRMSc58 + WBMSc58
Tbls. 5 and 6 display the results of these calculations applied to the detectors carried
forward for WIMP-search analysis (statistical uncertainties only), using the high-threshold
energy ranges. N1 has poor statistics, and its primary systematic uncertainty is due chang-
ing detector performance between c34 and c58. N2 has better statistics, but introduces a
systematic uncertainty due to differing behavior between single and multiple scatters. N3
has the best statistics, but also suffers from significant systematic effects due to possible
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Detector N1 N2 N3
T1Z2 15.30± 4.40 33.00± 14.83 11.48± 2.65
T1Z5 7.70± 2.10 12.89± 5.31 22.08± 3.90
T2Z3 7.50± 2.10 13.16± 6.87 17.24± 3.99
T2Z5 8.60± 2.40 4.40± 3.24 19.64± 3.83
T3Z2 2.20± 0.50 1.81± 1.87 11.89± 3.15
T3Z4 6.50± 1.30 7.31± 4.03 12.04± 2.42
T3Z5 4.00± 0.80 1.72± 1.80 4.83± 1.53
T3Z6 20.90± 4.80 35.44± 17.24 95.11± 20.95
T4Z2 5.40± 1.10 6.53± 3.60 12.46± 2.74
T4Z4 6.30± 1.30 2.49± 1.55 7.11± 1.84
T4Z5 5.80± 1.20 6.49± 3.23 12.90± 3.05
T4Z6 20.70± 4.70 24.14± 8.57 80.09± 14.99
T5Z4 6.10± 1.20 5.45± 3.31 18.73± 3.66
T5Z5 6.10± 1.20 7.31± 4.03 9.35± 2.34
Sum 123.10± 9.43 162.15± 27.43 334.97± 27.81
Table 5: Estimates of the total number of NRSS in the c58 WIMP-search data for the Ge
detectors.
discrepancies between single and multiple scatters, and between wide band and signal region
events. It is also not tied to c34 data counts in any way.
N2 was chosen as the most useful estimator for the leakage normalization, due to its good
mix of systematics and statistics. In particular, the systematics of N1 (assuming identical
detector performance between c34 and c58) and N3 (wideband / signal region and singles
/ multiples) were deemed too problematic.
5.2.2 Leakage Estimation Methods
5.2.2.1 Method 1
The simplest way to estimate the SE leakage is to multiply the expected total number of
NRSS (see Sec. 5.2.1) by the passage fraction of WIMP-search NRMS. This is called Method
1 (or Method 1 WS, to indicate that WIMP-search data is used to compute the pass-fail
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Detector N1 N2 N3
T1Z4 8.95± 3.38 8.68± 4.03 7.48± 4.68
T2Z1 44.22± 5.39 35.88± 8.55 38.52± 11.16
T2Z2 8.55± 2.18 6.00± 1.97 9.46± 3.16
T2Z4 21.96± 3.23 27.57± 5.90 11.20± 2.97
T3Z3 27.47± 5.92 30.13± 8.16 18.53± 4.98
T4Z1 18.18± 2.81 16.47± 5.04 14.61± 4.67
T4Z3 6.67± 2.75 5.13± 2.21 7.09± 3.00
T5Z3 23.71± 4.31 16.11± 3.81 10.94± 2.67
Sum 159.69± 11.17 145.97± 15.47 117.83± 15.10
Table 6: Estimates of the total number of NRSS in the c58 WIMP-search data for the Si
detectors. Information from [113].
ratios). The method is given mathematically in Eq. 27.
nz = Nz × bz
Bz
(27)
Here, z indicates the detector, N represents the total NRSS estimated as in Sec. 5.2.1,
and B represents actual NRMS counts from data. Upper case letters indicate the number of
events before the phonon timing cut is applied, and lower case letters indicate the number
of events which pass the phonon timing cut.
Although Method 1 is straightforward, it suffers from several systematics, such as vari-
ation in passage fraction with recoil energy, and differences in passage fractions for SEs on
the two faces of the detectors. Another method was therefore developed to correct for these
systematics.
5.2.2.2 Methods 2 and 2++
To correct for differences in passage fraction for the two faces of the detector, we require a
sample of surface events which can be positively identified as having occurred on a particular
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face of the detector. To do this, we use multiple scatter events which also scatter in a
nearest-neighbor detector above or below the detector of interest. These are called face-
tagged nearest-neighbor multiples; we denote the two faces of the detector as either P-side
or Q-side, referring to whether that face of the detector is instrumented for phonon or
ionization collection (see Sec. 2.1). In the interest of adequate statistics, 133Ba calibration
data below the ER band is used to define the SE population.
Using P and Q to denote the number of P-side and Q-side multiples before the phonon
timing cut, and p and q to denote the number which pass the phonon timing cut, we define









The scale factors fp and fq are the fraction of events, measured using WIMP-search
sidebands, which occur on each face of the detector36, ensuring that the final estimate is
properly scaled.
To account for energy systematics in the leakage estimation, we define an extension of
Method 2, called Method 2++, which bins the data into 3 energy bins: less than 20 keV,
between 20 and 30 keV, and between 30 and 100 keV. We index the energy binning by e,
and refer to the three bins as e = l (low energy), e = m (mid energy), and e = h (high











5.2.2.3 Special Considerations for Endcap Detectors
Endcap detectors - those at either the top or bottom of a stack - necessarily have one
side for which face-tagged multiples cannot be determined, because no neighboring detector
36Note that fp + fq = 1.
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exists on that side. To account for this in Methods 2 and 2++, all NRSS are labelled
as face-tagged multiples for the “bare” face. Since it has been empirically observed that
Q-side events tend to leak at a higher rate than P-side events, this method is conservative
for bottom endcap detectors (which have a bare Q face), since it slightly overestimates the
number of Q-side events, but biases the leakage estimates low for top endcap detectors
(which have a bare P face) for the opposite reason.
5.3 Ge Timing Analysis
5.3.1 Classic Timing Analysis
The classic timing analysis37 utilizes a simple linear combination of the phonon pulse rise-
time and the phonon pulse delay relative to the ionization pulse. Mathematically, the timing
quantity is defined as in Eq. 30.
tclassic = pminrtCFc + pdelCFc (30)
For more information on the definition of these quantities and the reconstruction methods
used, see Sec. 3.
The classic timing cut was tuned using the leakage-scanning method outlined in Sec.
5.1.2.1 using a target leakage of 0.5 expected events. No energy binning was used for the
timing thresholds (i.e., each detector had only a single timing threshold). The two Ge
endcap detectors, T3Z6 and T4Z6, were assigned very high thresholds due to their high
expected leakage, and therefore contributed negligible exposure to the analysis.
In addition to the minimum threshold on tclassic set by the optimization method, neutron
consistency cuts were also defined on a detector-by-detector basis to ensure that no extreme
outlier events would inadvertantly pass the cut. The first neutron consistency cut was a
37This analysis was performed by Dr. Jianjie Zhang.[114]
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Method Leakage Estimate
M1 WS 1.140± 1.586
M2++ WS 0.180± 1.586
M2++ Ba 0.563± 0.151
Best Fit 0.565± 0.150
Table 7: Masked SE leakage estimates for the Ge classic phonon timing analysis. The poor
statistics of the WIMP-search sidebands leads to extremely large statistical errors; this
also causes the best-fit leakage estimate to be heavily influenced by the Method 2++ Ba
estimate. Information taken from [115].
maximum threshold on tclassic, ensuring that no unphysically fast pulses would pass the
timing cut. It was set at the 99.5% quantile of the neutron tclassic distribution (i.e., it
removed 0.5% of the neutron sample). Finally, a consistency cut was set on the difference
of the two timing quantities (tdiff = pminrtCFc− pdelCFc) at the 0.5% and 99.5% quantile
levels, ensuring that no event could have drastically different timing behavior between the
two quantities (e.g., very fast delay but very slow rise time).
Fig. 35 illustrates how the cut is defined in the plane of the two timing quantities. The
efficiency of the cut was measured on 252Cf neutrons as a function of energy. The efficiency
varied by detector, generally lying in the range of 40% - 70% and slowly changing with
energy (see Sec. 5.5).
After tuning the cut, initial leakage estimates using masked data were computed using
three different methods (see Sec. 5.2): Method 1 on WIMP-search data (M1 WS); Method
2++ on WIMP-search data (M2++ WS); and Method 2++ on 133Ba calibration data
(M2++ Ba). These estimates, along with a best-fit value from the three estimates, is given
in Tbl. 7.
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5.3.2 5D χ2 Timing Analysis
The 5D χ2 timing analysis38 utilizes five phonon timing quantities to compare each event to
the measured distributions for signal (neutrons from 252Cf calibration) and for background






The distributions of these quantities can be represented by their means µj and covariance






(xj − µj)C−1jk (xk − µk) (31)
The distributions of three different event classes were used for this analysis: neutrons, P-
side SEs, and Q-side SEs. For each distribution, the means and covariance matrix elements
were measured as functions of recoil energy and fit (Fig. 36); the fits are then evaluated at
the recoil energy of the events whose χ2 is being evaluated. The functional forms used to
fit the means and covariances are given in Eq. 32.








38This analysis was performed by Dr. Joseph Kiveni.[116]
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The χ2n quantity gives information about how much the event in question “looks like” a
neutron (i.e., signal) event; a similar quantity, describing how much the event “looks like”
a background event, is constructed by taking the minimum of the P-side and Q-side χ2




q). The timing quantity of the 5D χ
2 timing analysis is defined
as the difference between the neutron and background χ2 values - higher values are more
background-like, while lower values are more neutron-like.
t5Dχ2 = χ
2
b − χ2n (33)
For each detector, a neutron consistency cut is defined, requiring that events have a
neutron χ2 value no greater than the 90% quantile value for the 252Cf neutron distribution.
Without this requirement, it could be possible for events to pass the phonon timing cut
because they were more neutron-like than background-like, without actually being neutron-
like in an absolute sense.
The actual timing thresholds were set in three energy bins per detector using the slopes-
matching optimization method (see Sec. 5.1.2.2). Additionally, the NR band width was
simultaneously optimized with the timing thresholds. An optimized NR band of µ+1.8σ−1.9σ was
found to maximize the sensitivity of the analysis, slightly tighter than the standard band
of µ± 2σ.
The efficiency of the 5D χ2 timing cut was measured on 252Cf calibration neutrons as
a function of energy. The optimization procedure tends to set the cut more tightly in the
low energy bins, since the yield discrimination is poorer and expected background is higher,
resulting in a depressed efficiency at low recoil energy. At high energy, the efficiency is
slowly varying with energy and high, with a maximum value ranging from 50% to 80% from
detector to detector. Tbl. 8 gives the initial leakage estimates using masked data for the
5D χ2 timing cut.
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Figure 35: Classic analysis signal region for detector T1Z5. The neutron consistency cuts
are shown as dashed blue lines, while the timing threshold itself is shown in red. Cyan
points are 252Cf calibration neutrons, and magenta points are SEs from 133Ba calibration
data. The region enclosed by these four lines is the “signal box”.
Figure 36: Example of mean and covariance matrix value fits. TOP: Measured means of
the five timing quantities as a function of energy. P-side and Q-side SEs are shown in green
and red, respectively; neutrons are shown in orange. BOTTOM: Measured covariances
among the five timing quantities. Coloration is identical to that of the top panel. Figure
from [87].




M2++ Ba 0.55± 0.11
Best Fit 0.568+0.106−0.109
Table 8: Masked SE leakage estimates for the Ge 5D χ2 timing analysis. The poor statistics
of the WIMP-search sidebands leads to extremely large statistical errors; this also causes
the best-fit leakage estimate to be heavily influenced by the Method 2++ Ba estimate.
Information taken from [117].
5.3.3 Neural Network Timing Analysis
The neural network timing analysis is a machine-learning-based timing analysis, with a
principal component analysis pre-processing step.39 Four phonon timing quantities were





The first three are discussed in Sec. 3; the fourth quantity is the power spectral density
of the largest phonon pulse, integrated from 50 to 70 kHz. These quantities were chosen by
examining their 1-dimensional histograms for SEs and neutrons, and choosing those which
had the most significant separation. Additionally, quantities were chosen with orthogonality
in mind - i.e., quantities containing redundant and/or correlated information were not
preferred (e.g. pdelc or pdelCFc, but not both).
39To my knowledge, the first person to apply the idea of a neural network technique to CDMS data was
Dr. Xinjie Qiu[118]; many of his original techniques were adapted in this work.
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5.3.3.1 Mathematics of Neural Networks
The basic building block of a neural network is the neuron, defined by an activation
function φ. φ is a function of a single variable, representing the response of a biological
neuron to a stimulus. The activation function chosen for this analysis is a logistic sigmoid,





A neural network is composed of many neurons, with outputs fed as inputs into other
neurons via linear weights. The organization of outputs and inputs is called the topology
of the network. Fig. 37 graphically illustrates the concept of topology for neural networks:
inputs are on the left, outputs on the right; neurons are represented by blue circles; the black
lines represent the topological connections among the neurons, with a linear weight attached
to each of the connections. Although they are not shown explicitly in the illustration, each
neuron also has a constant bias term feeding into it which is added to the weighted linear
combinations coming from other neurons.
Clearly, the set of topologically-distinct neural networks is infinite in size. For pattern
recognition applications, a specific form of neural network known as the multi-layer percep-
tron (MLP) is used. Fig. 38 shows the graphical representation of an MLP - the internal
neurons are divided into layers (called hidden layers), each of which feeds forward into the
next layer. The topology of an MLP is completely defined by the number of inputs, outputs,
hidden layers, and neurons in each hidden layer.
Feed-forward networks, such as the MLP, are of special importance for pattern recogni-
tion applications because they can be trained using a method known as “backward propoga-
tion of errors”, or backpropagation for short. This is performed with a training sample of
events with assigned target values for the network output. For the purposes of this timing
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analysis, a single output MLP is used, with a target value of 1 assigned to 252Cf neutrons
and a target value of 0 assigned to SEs from 133Ba calibration data.40 As is common for
machine learning applications, the available calibration data was randomly divided in half;
one half was used as the training sample, while the other half was used as a test sample to
ascertain the quality of the network training in an unbiased manner.
Backpropagation is a standard technique in neural network analysis;41 it is performed
iteratively until a certain tolerance is met. In order to properly explain it, we must introduce
some nomenclature, which is summarized in Tbl. 9. Let us denote the output of neuron i in
layer k by yki , and denote the weight connecting the output of this same neuron i, in layer
k, to another neuron j in the next level k+ 1 by wkij .
42 Finally, let us denote the input into
a neuron i in layer k by vki . By the definitions given, one can see that v
k
i is given in terms







The final output of the MLP, denoted by y (no superscript, but possibly a subscript),
can be written in terms of the MLP inputs, denoted by xi, according to Eq. 36, where N
is the number of hidden layers of the MLP. Note that the weights for layer N have only a
















Now, given a training set of events, with a target values di assigned to each of the M
40Note that 0 and 1 are extreme values for the neural network output, due to the definition of the activation
function φ.
41For a pedagogical approach, see e.g. [119].
42The bias term, which is not connected to any other neurons, is usually denoted by a subscript i = 0.
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Figure 37: Graphical representation of a neural network. The four lines on the left represent
the inputs to the neural network; the two lines on the right represent the outputs. Neurons
are represented by blue circles, and the linear weights by the black lines.
Figure 38: Example of an MLP neural network. This example has 4 inputs, 1 output, and
3 hidden layers with 5 neurons each. An MLP is a feed-forward network, meaning that
no layer of neurons receives inputs from layers further along the chain - i.e., each layer of
neuron outputs is causal with respect to the previous layers.
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(yi − di)2 (37)
We now have the mathematical machinery needed to define the backpropagation MLP
training algorithm.
1. Try an initial guess for the MLP weights wkij .
2. Compute the output yi for each of the training events. This is the forward propagation
step.
3. Compute the error ε of the output.
4. Make corrections to the linear weights in order to decrease the error. Using the





Here, η is an adjustable called the “learning rate”, which is tuned to ensure conver-
gence. This is the backward propagation step - the final error is used to correct the
intermediate weights.
5. Use the ∆wkij to update the weights; return to step 2 and iterate until a tolerance on
ε is satisfied.
Using Eq. 37, it is straightforward to show that the partial derivative in Eq. 38 is given













wkil hidden layers (k 6= N)
(39)
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Quantity Explanation Relevant Eq.
φ Neuron activation function Eq. 34
xi i
th MLP input
y Final MLP output Eq. 36
yki Output of i
th neuron in layer k
wkij Weight connecting neuron i in layer
k to neuron j in layer k + 1
vki Input to neuron i in layer k Eq. 35
di Target value of the i
th training event
ε MLP error with respect to the train-
ing sample
Eq. 37
η Learning rate Eq. 38
Table 9: Summary of MLP nomenclature.
Once the training is complete, the weights are fixed and new data can be “run through”
the network. A network response near 1 indicates that the event is neutron-like, and a
response near 0 indicates that it is SE-like. The output of the trained networks is therefore
a useful quantity with which to perform background discrimination; this forms the basis for
the neural network timing cut.
The method outlined here utilizes gradient descent as the error-minimization algorithm,
since it is one of the simpler methods to understand conceptually. In practice, a more
robust and faster-converging method known as the scaled-conjugate gradient method[120]
was used; it varies only in how the weight updates ∆wkij are computed in each iteration of
the process.
5.3.3.2 Principal Component Analysis
For a single hidden layer MLP (such as is used in this analysis; see Sec. 5.3.3.3), the
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computational complexity scales quickly with the number of inputs to the neural network.43
For this reason, we desire to limit the number of input parameters while still maintaining
high discrimination power.
A principal component analysis (PCA) is a statistical method which takes N possibly
correlated input vectors and returns N new vectors which are linear combinations of the
original vectors.[121] The transformation, which is orthogonal, is defined such that, in the
transformed coordinate system, the projection of the data onto the first coordinate (or first
principal component) gives the maximum variance; the projection onto the second principal
component gives the second-greatest variance; and so on.
Observations in the N -dimensional vector space are represented by N -by-1 vectors, ~xi
(where i runs from 1 to M , the total number of observations). The N -by-N transformation
matrix P takes vectors ~xi from the original vector space and returns vectors ~yi in the
principal component space via Eq. 40.
~yi = P~xi (40)
Furthermore, we can represent the entire set of M observations with a matrix X whose
columns are composed of the vectors ~xi. Analogously, we can construct the analogous vector
for the transformed coordinate system, which we denote Y = PX. In this representation,
the kth row of P (denoted P(k)) represents the linear weights which must be applied to the
N columns of X to obtain the kth principal component (denoted Y(k)).
By definition, the variance of the first principal component Y(1) is maximized. If we
impose that the mean of each of the N components of X is zero (which trivially ensures
that the mean of the N components of Y are also zero), the variance of Y(1) is given by
43Although the number of weights feeding from the input layer to the hidden layer increases only linearly
with the number of inputs, the computational time needed to compute the ∆kij terms scales quadratically,
since each term requires derivatives with respect to the other hidden neurons (see Eq. 39).















The denominator in the final expression is simply equal to unity (by the orthogonality
requirement), but it is included since the corresponding quantity is a Rayleigh quotient. A
standard result of linear algebra is that the quantity on the right-hand side of Eq. 41 is
maximized when P(1) is equal to the eigenvector of XX
T which has the largest eigenvalue,
and thus we identify this eigenvector as the transformation vector corresponding to the first
principal component.
With the first principal component in hand, the second principal component can be
found by constructing a new matrix X′ which has the first principal component subtracted
away.
X′ = X−PT(1)P(1)X (42)
The second principal component of X is simply the first principal component of X′,
computed in the same way as above. This process is applied repeatedly to obtain all of the
principal components. It can be shown that each P(i) is simply the eigenvector of XX
T
corresponding to the ith-highest eigenvalue. Thus, the problem of finding the first principal
component can be reduced to an eigenvector computation, for which there is no shortage
of numerical techniques.
Our purpose for using the PCA transformation is to take the 4-dimensional space of
timing parameters, and reduce it into a 2-dimensional space (composed of the first two
principal components) which retains much of the discrimination power. Because the PCA
technique chooses the components based on their variance, it is important that all input
quantities (which are measured in units like µs and V
√
Hz) be normalized such that they
are comparable. Therefore, in addition to the PCA requirement that the input vectors be
mean-subtracted, the input distributions are also normalized to have unit variance.
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There is an important caveat regarding the use of the PCA as a tool to choose variables
with maximum discrimination. The two calibration distributions - 252Cf and 133Ba as
proxies for signal and background, respectively - are not treated differently in any way by the
PCA technique. It is an assumption that the linear combinations of the timing quantities
which have the largest variance are also those which have maximum discrimination power.
However, this assumption is well founded if the two distributions are separated enough
that most of the variance of their union is due to their separation, and not to the intrinsic
variances of the separate distributions. Therefore, the use of PCA to select discrimination
parameters is valid insofar as the distributions of the initial timing quantities obey this
condition.
5.3.3.3 Implementation
The PCA technique, including mean-subtraction, variance normalization, and transfor-
mation matrix computation, was performed separately for each detector and run. The first
and second principal components were then used as inputs for the neural networks. In
order to take into account recoil energy systematics within the timing parameters, separate
neural networks were trained for high energy (> 30 keV) and low energy (≤ 30 keV) event
populations within each detector-run combination. In total, this amounted to 102 separate
neural networks which were trained for this analysis.44
The neural networks used for this analysis were 2 input, 1 output MLPs, with 1 hidden
layer containing 30 neurons. The implementation and training of these networks was per-
formed using the NETLAB package[122] for MATLAB. The available sample of 252Cf neutrons
and 133Ba SEs was randomly divided in half; one half was used as a training sample, while
the other was withheld as a testing sample to gauge performance.
44This is less than 14 × 4 × 2 = 112 networks one would expect for 14 detectors and 4 runs, but certain
detectors had some runs removed from WIMP-search consideration, which accounts for the discrepancy.
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Due to the choice of activation function φ (Eq. 34), the final output of each neural
network (denoted y) lies on the interval (0, 1); for the purposes of setting a timing cut, we









tnnet lies on the interval (−∞,∞); this definition of timing parameter is more useful for
examing the distributions of neural network output, since the distributions of y tend to be
heavily bunched near the extremes of 0 (SE-like events) and 1 (neutron-like events) and the
use of tnnet has the effect of un-bunching them.
Although separate networks are trained for low- and high-energy events, a single timing
threshold is set for each detector and run combination (i.e., the same timing threshold is
applied to all events, regardless of energy). However, the network through which an event
is propagated depends on its energy (e.g., a 25 keV event in a given detector would be sent
through the corresponding low-energy network, while a 35 keV event would be sent through
the high-energy network).
Neural network contours, as shown in Fig. 39, give a visual representation of how the
network classifies events from the input parameter space. Setting a threshold in the his-
togram is equivalent to selecting a contour in the principal component plane; the contour
corresponding to the chosen cut threshold is known as the “decision boundary”. Fig. 40 dis-
plays an example of the response of a neural network to neutrons and SEs from the test
sample.
The leakage-scanning method (see Sec. 5.1.2.1) was used to optimize the neural network
timing cut. The efficiency was measured as a function of energy using 252Cf calibration
neutrons. The efficiency generally decreased slowly with energy, providing the highest
efficiency of the three timing analyses at energies near the recoil energy threshold; it varied
by detector, generally falling between 50% - 80% near 10 keV.
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Figure 39: Example of neural network discrimination for low-energy events from detector
T3Z4, run 125. LEFT: test sample points in the principal component plane, with con-
tours of constant tnnet overlaid. Blue points are
252Cf neutrons; red points are 133Ba SEs.
RIGHT: histogram of tnnet. Good separation between neutrons (blue) and SEs (red) is
observed. Setting a cut in the bottom plot is equivalent to choosing a contour on the top
plot.
Figure 40: Neural network response visualized in the yield-recoil energy plane for detector
T3Z4, run 125. Test sample 133Ba SEs (LEFT) and 252Cf neutrons (RIGHT) are shown
with a colormap representing y, the neural network response. Colder (bluer) points are
classified by the neural network as more SE-like, while warmer (redder) events are classified
as more signal-like. The vertical dashed line demarcates low- and high-energy events, which
are classified by separate networks.
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Method Leakage Estimate
M1 WS 2.113± 1.641
M2++ WS 0.363± 1.491
M2++ Ba 0.492± 0.304
Best Fit 0.539± 0.293
Table 10: Masked SE leakage estimates for the Ge neural network phonon timing analysis.
The poor statistics of the WIMP-search sidebands leads to extremely large statistical errors;
this also causes the best-fit leakage estimate to be heavily influenced by the Method 2++
Ba estimate.
Initial leakage estimates using masked data were computed using three different methods
(see Sec. 5.2): Method 1 on WIMP-search data (M1 WS); Method 2++ on WIMP-search
data (M2++ WS); and Method 2++ on 133Ba calibration data (M2++ Ba). These esti-
mates, along with a best-fit value from the three estimates, is given in Tbl. 10.
5.4 Si Timing Analysis
The Si phonon timing analysis was performed using only a single cut - a 2-dimensional
version of the χ2 cut45 described in Sec. 5.3. Since the Si timing analysis was performed
after the Ge timing analysis was completed,46 a 2D χ2 approach was chosen because of the
excellent results of the 5D χ2 Ge timing cut over a broad range of WIMP masses (see Sec.
8).
The parameters used for the Si 2D χ2 timing analysis were pminrtc and pdelc - the
same as were used for the classic timing analysis. The χ2 quantities for this analysis are
defined in the same way as those for the Ge 5D χ2 analysis. The slope-matching method
(see Sec. 5.1.2.2) was used to optimize this cut, with one important difference: the cut
threshold in the lowest energy bin (< 20 keV) was optimized for a 15 GeV/c2 WIMP mass;
the middle energy bin (20 - 30 keV) for 30 GeV/c2; and the highest energy bin (> 30 keV)
45The Si timing analysis was performed by Dr. Kevin McCarthy.[112]
46The Si data were not used for WIMP-search analysis until the c58R reprocessing.
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for 60 GeV/c2.
As with the Ge version of the cut, the discrimination parameter is the difference between
the background and neutron χ2 quantities.
t2Dχ2 = χ
2
b − χ2n (44)
The cut is defined in two parts: a consistency cut on χ2n, and a rejection cut on t2Dχ2 .
Since leakage fractions tend to increase at lower recoil energies, the cut was optimized to be
tighter in the low energy bins, similar to what was seen in the Ge 5D χ2 analysis. For two
detectors, the timing threshold was set at infinity (i.e. the bin was removed from WIMP
search): T3Z3, below 30 keV; and T4Z1, below 20 keV.
The efficiency of the Si 2D χ2 timing cut was measured on 252Cf neutrons as a function
of energy. As expected, the efficiency decreases at low recoil energies, and levels off at a
roughly constant value above ∼ 30 keV. The efficiency varies by detector, generally falling
between 60% and 85% at high energy.
After tuning the cut, preliminary leakage estimates using masked data were computed
using three different methods (see Sec. 5.2): Method 1 on WIMP-search data (M1 WS);
Method 2++ on WIMP-search data (M2++ WS); and Method 2++ on 133Ba calibration
data (M2++ Ba). These estimates, along with a best-fit value from the three estimates, is
given in Tbl. 11.
5.5 Analysis Exposure and Efficiency
The raw exposure of these analyses is defined to be the product of the detector masses and
live-time, summed over all detectors, where the live-time is computed after all time-period
based event pre-selection cuts have been applied (see Sec. 4.3). The raw exposure of the
c58R Ge analysis was 612.2 kg-day; for the c58R Si analysis, it was 140.2 kg-day.[112]
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Method Leakage Estimate
M1 WS 0.824± 0.592
M2++ WS 1.230± 0.849
M2++ Ba 0.301± 0.178
Best Fit 0.412± 0.167
Table 11: Preliminary SE leakage estimates for the Si 2D χ2 phonon timing analysis. The
poor statistics of the WIMP-search sidebands leads to extremely large statistical errors; this
also causes the best-fit leakage estimate to be heavily influenced by the Method 2++ Ba
estimate. Information taken from [123].
5.5.1 Ge Exposure and Efficiency
Figs. 41, 42, and 43 display the total efficiencies of the Ge classic, 5D χ2, neural network
timing analyses, respectively. Fig. 44 displays them on a single plot for easy comparison.
The curves indicate the effects on the raw exposure (black horizontal line) by the successive
application of the trigger efficiency, event pre-selection cuts, fiducial volume selection, NR
band cut, and timing cut. The vertical dashed line indicates the phonon threshold for the
high-threshold analysis - 10 keV for all Ge detectors. The left axis displays the efficiency,
while the right axis is normalized to the full exposure of the analysis.
Tbl. 12 displays the final SAE values (see Eq. 22) for the 3 Ge phonon timing analyses at
the nominal WIMP mass of 60 GeV/c2. The high SAE of the 5D χ2 analysis is indicative
of its discrimination power at high energy, although the higher efficiencies of the classic
and neural network timing cuts at low energy indicate their superior power at low WIMP
masses. Because of the high SAE of the 5D χ2 analysis, it was chosen prior to unmasking
to be the primary analysis for the c58R Ge exposure.
5.5.2 Si Exposure and Efficiency
Fig. 45 displays the total efficiency of the Si 2D χ2 timing analysis. The stairsteps in the
total efficiency curve represent the different recoil energy thresholds for different detectors
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Analysis SAE (kg-day) WIMP mass (GeV/c2) Relevant section
Classic 220 60 Sec. 5.3.1
5D χ2 250 60 Sec. 5.3.2
Neural network 216 60 Sec. 5.3.3
Table 12: SAE of the 3 Ge phonon timing analyses. The superior performance of the 5D
χ2 analysis resulted in its selection as the primary analysis for the c58R Ge exposure.
Figure 41: Efficiency of the Ge classic phonon timing cut. The raw exposure of 612.2 kg-
day is represented by the horizontal black line. The other curves indicate the effect of the
successive applications of the trigger efficiency (cyan), event pre-selection (green), fiducial
volume cut (red), yield cuts (blue), and classic timing cut (magenta).
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Figure 42: Efficiency of the Ge 5D χ2 phonon timing cut. The raw exposure of 612.2 kg-
day is represented by the horizontal black line. The other curves indicate the effect of the
successive applications of the trigger efficiency (cyan), event pre-selection (green), fiducial
volume cut (red), yield cuts (blue), and 5D χ2 timing cut (magenta).
Figure 43: Efficiency of the Ge neural network phonon timing cut. The raw exposure of
612.2 kg-day is represented by the horizontal black line. The other curves indicate the effect
of the successive applications of the trigger efficiency (cyan), event pre-selection (green),
fiducial volume cut (red), yield cuts (blue), and neural network timing cut (magenta).
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and runs. At a WIMP mass of 15 GeV/c2, the SAE is 22.0 kg-day.47
47Note that SAE values are not directly comparable for different WIMP masses or target nuclei.
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Figure 44: Efficiencies of the Ge phonon timing cuts. The 5D χ2 cut (blue dashed) has very
good efficiency at high energy, while the classic (magenta dash-dot) and neural network
(red solid) cuts perform better at low energies.
Figure 45: Efficiency of the Si 2D χ2 phonon timing cut. Figure from [112].
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6 Extension of Timing Analyses to Lower Thresholds
6.1 Mid-Threshold Analysis
Historically, the CDMS collaboration has performed two types of analyses: a high-threshold-
style (HT) analysis, which employs (as the name implies) high energy thresholds and a
phonon timing cut in order to remove SE backgrounds; and a low-threshold-style (LT)
analysis, which pushes energy thresholds down to noise-limited levels and makes no attempt
to remove background through phonon timing analysis (and thus suffers no corresponding
loss in efficiency). The former type of analysis nominally aims for zero background events,
while the latter accepts backgrounds while attempting to quantify and understand them.
HT analyses are generally quite successful at setting strong limits at high WIMP masses,
since at high energies the yield quantity and the phonon timing quantities are well-resolved
and backgrounds can be effectively removed. On the other hand, LT analyses often perform
better at low WIMP masses since their low recoil energy thresholds make them sensitive to
the spectra of low-mass WIMPs. However, since LT analyses have significant backgrounds,
their limits are weakened either by the statistical (and systematic) penalties involved with
background subtraction, or by conservatively assuming all candidates are WIMPs.
It was suggested by Dr. Richard Schnee that a blended approach, combining elements
of both HT and LT analyses, may provide improved sensitivity in the ∼ 5-10 keV energy
range.48 In this so-called “mid-threshold” (MT) analysis, energy thresholds are moderately
relaxed (but not as far as in a LT analysis), while phonon timing cuts still provide some
background rejection. At intermediate energies, the rejection power of the timing cuts
outweighs their corresponding efficiency losses.
The HT timing cuts were not re-tuned for the MT analyses. Instead, the cut positions
from the lowest energy bin were used for the data below the original recoil energy thresholds.
48The original motivation of this extension was as a cross-check of the potential WIMP signal observed in
the c58 Si analysis.[124]
6 EXTENSION OF TIMING ANALYSES TO LOWER THRESHOLDS 110
However, after unmasking the MT analyses, a MT reoptimization of the 5D χ2 Ge analysis
was performed to see what sensitivity improvements were possible. This analysis is described
in Sec. 6.1.2.
6.1.1 Determination of Thresholds
At low recoil energies, the NR band is pinched off by the flaring of the ionization threshold
and below-ER cuts (see Fig. 31); we define the “pinch-off energy” as the recoil energy
at which the below-ER and ionization threshold cuts intersect in the yield plane; even in
the absence of an explicit recoil energy threshold, the signal region is completely excluded
(“pinched off”) below the pinch-off energy by the action of those two cuts. Therefore, in
order to extend the signal region to lower recoil energies, either or both of these cuts must
be relaxed. The below-ER and ionization thresholds are set at 3σ and 4.5σ, respectively,
for the HT analysis. Due to the high rate of bulk γs incident on the detectors compared to
those in the zero-yield band, loosening the ionization threshold cut is preferred.49
The ionization threshold was varied from 4.5σ down to 3σ to determine its effect on
thresholds and expected leakage. Leakage estimates using 133Ba data indicated a small
increase in expected leakage, although these changes were completely within statiscal errors.
Furthermore, decreasing the ionization threshold from 4.5σ to 3σ lowered the pinch-off
energy by between 0.5 and 1 keV for each detector (down to as low as 3 keV). Ionization
thresholds of 3σ, 3.5σ, 4σ, and 4.5σ were considered, and background simulations were
used to determine the optimal value (see Sec. 6.2); in the end, the lowest threshold (3σ)
maximized the projected sensitivity, and was chosen for all analyses.
In order to obtain reasonable estimates of the SE background, we require a population of
calibration SEs which populate the same parameter space as our signal region. However, the
49After unmasking, it was discovered that the Ge neural network timing cut had a high passage fraction
of zero-yield events (see Sec. 7.1.2); in retrospect, loosening the ionization threshold cut for that analysis
contributed more leakage than loosening the below-ER cut would have.
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Figure 46: Changes in expected leakage (top panels) and WIMP signal (bottom panels)
for the Ge (left panels) and Si (right panels) MT analyses as the ionization threshold is
varied. Lowering the threshold to 3σ has an insignificant effect on expected leakage, but
expected WIMP signal benefits greatly from the improved efficiency at low recoil energies.
For expected WIMP signal calculations, mχ = 8.6 GeV/c
2 and σSI = 1.9× 10−41 cm2.
6 EXTENSION OF TIMING ANALYSES TO LOWER THRESHOLDS 112
selection criterion for calibration SEs from 133Ba data requires that they be at least 5σ below
the ER band (to prevent bulk γ contamination in the 133Ba calibration SE population),
rather than the 3σ cut used for WIMP search event selection. The pinch-off energy of the
5σ below-ER cut is higher than that of the 3σ cut, usually by ∼ 2 keV; therefore, if no
explicit recoil energy threshold is imposed, there is a piece of the signal region for which we
cannot estimate the SE background with 133Ba data.
For this reason, we define a recoil energy threshold for the MT analysis at the point
where the 5σ below-ER cut intersects with the ioniziation energy threshold cut. Results
will be presented with the recoil energy threshold on and off, but to be conservative, the
analysis was performed as though the thresholds would always be enforced. Tbl. 13 displays
the MT analysis thresholds computed in this way for each detector and run.
6.1.2 Re-optimization of Ge 5D χ2 Analysis
In light of the excellent high WIMP-mass sensitivity of the 5D χ2 HT analysis (see Sec.
5.3.2), an effort was made to re-optimize50 that timing cut for the MT analysis using a
lower target WIMP mass: 8 GeV/c2, rather than the 60 GeV/c2 which was used in the HT
optimization. For simplicity, a single energy bin from 5 to 15 keV was used, since recoil
energies much higher than that do not contribute significantly to low mass sensitivity (see
Fig. 47).
The mean and covariance matrix fits from the HT analysis were used for the MT re-
optimization, as well as the same neutron consistency cut (see Sec. 5.3.2). However, some
problems were observed at low recoil energies, due to the nature of the covariance matrix
element fits.
An empirically-measured covariance matrix obeys some basic relations, including having
a non-negative determinant and the Cauchy-Schwartz inequality (Eq. 45). However, the
50This analysis was performed by Dr. Joseph M. Kiveni.
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Detector Material R125 R126 R127 R128
T1Z2 Ge 5.51 5.78 6.25 6.15
T1Z4 Si 8.43 - - -
T1Z5 Ge 4.50 4.14 - -
T2Z1 Si 4.51 4.61 5.40 5.18
T2Z2 Si 5.09 5.61 5.40 5.94
T2Z3 Ge 8.50 8.02 8.61 8.56
T2Z4 Si 4.71 4.55 4.40 5.38
T2Z5 Ge 6.64 6.80 6.96 6.71
T3Z2 Ge 7.30 7.22 7.84 8.16
T3Z3 Si 6.24 6.12 - 6.43
T3Z4 Ge 4.98 5.08 5.31 5.64
T3Z5 Ge 10.02 10.03 11.13 10.72
T3Z6 Ge 5.14 5.43 5.61 5.45
T4Z1 Si 7.75 7.87 8.56 8.41
T4Z2 Ge 6.72 7.16 8.19 8.38
T4Z3 Si 13.42 6.20 6.08 5.88
T4Z4 Ge 6.38 6.08 6.73 7.12
T4Z5 Ge 8.05 8.09 8.42 7.75
T4Z6 Ge 7.54 7.50 7.91 7.71
T5Z3 Si 5.07 5.43 4.75 5.06
T5Z4 Ge 6.97 7.00 7.83 7.50
T5Z5 Ge 8.03 8.48 8.99 8.85
Table 13: Recoil energy thresholds for the MT analysis (in keV).
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functional forms used to compute the χ2 quantities are simply fit to empirically measured
matrix element values, and the functional forms themselves are not guaranteed to satisfy
the definition of a true covariance matrix at all energies. Since the matrix element fits begin
to diverge at low energies, and must be extrapolated from the more reliable data points at
high energies (see Fig. 36), this effect was not seen above the HT recoil energy threshold of
10 keV.
|σ(x, y)| ≤ σ(x)σ(y) (45)
We observe that the matrix element fits are good at high energies - i.e., the elements obey
the properties of a covariance matrix. However, if the fits become poor at low energies - in
particular, if det(C) < 0 - then problems arise, because det(C) = 0 at some energy. Because
the computation of the χ2 quantities (Eq. 31) involves inverting C, and C−1 ∝ 1/det(C),
poorly fit covariance matrix elements at low energies can lead to singularities in the χ2
quantities themselves. This problem is illustrated in Fig. 48.
Rather than take on the problem of re-fitting the covariance matrix elements (perhaps
using the method of Lagrange multipliers to enforce conditions on the covariance matrix), a
simpler kludge was employed to “fix” the matrix elements. Recall that the functional form
used to fit the covariance matrix elements is given by Eq. 32; the term responsible for its
divergence at low energies is the second term, B2/E
2. We attempt to correct the fits by
introducing a kludge factor, κ ≥ 1, by which each off-diagonal B2 constant is rescaled.
B2 → B2
κ
for all σij (i 6= j) (46)
Note that the same factor κ is used to rescale all of the off-diagonal fit parameters for a
given covariance matrix.
The effect of the kludge factor on the matrix determinants is illustrated in Fig. 49. The
smallest value of the kludge factor which pushes the singularity below threshold is chosen to
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Figure 47: Comparison of WIMP spectra recoiling on Ge nuclei for different WIMP masses,
using the Lewin & Smith formulation[110] and standard halo assumptions.[125, 126] The
HT analyses were optimized to a 60 GeV/c2 WIMP mass (black); a re-optimized version of
the 5D χ2 Ge analysis was tuned for 8 GeV/c2 (blue). Intermediate WIMP masses of 10
(red), 15 (green), and 30 (magenta) GeV/c2 are also shown.
Figure 48: Problems with the covariance matrix element fits for detector T3Z6. LEFT:
Distribution of χ2n versus energy, for
133Ba SEs (blue) and 252Cf neutrons (green). RIGHT:
Determinant of the neutron covariance matrix, using fits to the matrix elements. The point
at which the determinant passes through zero corresponds to the sharp discontinuity in the
distribution.
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“correct” the covariance matrix. This correction was performed by eye; no correction factor
exceeded 1% (i.e. κ < 1.01), and 6 of the detectors required no correction at all (κ = 1).51
With the kludge factor correction in place, the timing cut was optimized using the slope-
matching method for the lower 8 GeV/c2 WIMP mass. As with the HT 5D χ2 analysis,
the width of the NR band was simultaneously optimized; the NR band was set to µ+1.5σ−1.8σ,
tighter than the standard µ± 2σ NR band used for the other analyses.
6.2 Background and Sensitivity Estimation
6.2.1 Efficiencies
Since the efficiencies for the Ge HT analyses were only important down to the 10 keV recoil
energy threshold, the efficiencies were re-measured and re-fit using 252Cf neutrons down to
lower energies. Figs. 50 and 51 show the efficiencies of the timing cuts for the Ge and Si
MT analyses, respectively, with the ‘no timing cut’ efficiency shown for comparison.
6.2.2 Background Estimates and Modeling
Backgrounds were estimated using Method 2, as outlined in Sec. 5.2; however, here we
estimate the leakages only below 20 keV52, so no energy binning (i.e. M2++) is used. Tbl.
14 displays the leakage passage fractions of the 133Ba multiple scatters, and the leakage
estimates which follow therefrom.
Using these background estimates, simple background models were constructed by fitting
the SE spectrum and fixing the normalizations using the leakage estimates obtained in Tbl.
14. For robustness, 6 different background models were utilized and compared.
• Model 0: flat SE spectrum (no fitting required).
51The Si 2D χ2 analysis, which was also extended to lower recoil energy thresholds, was found not to suffer
from such singularities at the MT energy thresholds.
52The MT analyses were performed after unmasking the HT analyses; thus it was already known that no
high energy (¿20 keV) leakage events would be observed.
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Figure 49: Kludge correction factor for the T3Z6 neutron covariance matrix. The deter-
minant of the neutron covariance matrix is plotted versus energy for a variety of kludge
factors (labelled “c” in the legend). A kludge factor of 1.0017 was chosen for this detector
(red dashed line), since it pushes the singularity below the recoil energy threshold of 5 keV.
Figure adapted from [127].
Figure 50: Efficiencies for the Ge MT timing analyses: classic (red), neural network (green),
re-optimized 5D χ2 (blue), and no timing cut (black). Dashed lines indicate 1σ error bar
fits. LEFT: Example of efficiencies for detector T3Z4. The four stair-steps correspond to
the different recoil energy thresholds for the four runs of c58. RIGHT: Final efficiencies of
the timing analyses, using the exposure-weighted average over all detectors.
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Figure 51: Efficiencies for the Si MT timing analyses: 2D χ2 (blue) and no timing cut (red).
Dashed lines indicate 1σ error bar fits. LEFT: Example of efficiencies for detector T2Z4.
The four stair-steps correspond to the different recoil energy thresholds for the four runs of











Ge Classic 128.98± 21.38 51/3248 31/2113 1.52+0.38−0.37
Ge 5D χ2 82.05± 14.47 110/1775 53/1094 2.86+0.62−0.61
Ge Neural Network 128.98± 21.38 52/3248 24/2113 1.06+0.28−0.28
Ge no timing 128.98± 21.38 3248/3248 2113/2113 128.98+21.38−21.38
Si 2D χ2 112.12± 16.66 7/529 7/983 1.40+0.63−0.58
Si no timing 112.12± 16.66 529/529 983/983 112.12+16.66−16.66
Table 14: Leakage estimates and passage fractions for the MT timing analyses. The com-
putation of N2 is described in Sec. 5.2.1; the differences between the values for the Ge 5D
χ2 analysis and the other Ge analyses is due to the fact that its upper energy threshold was
set at 15 keV, rather than 20 keV, and that its NR band was optimized more tightly than
for the other Ge analyses. The M2 leakage estimate calculation is described in Eq. 28.
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• Model 1: linear SE spectrum: f(x) = c1 · x+ c2, c1 < 0.
• Model 1+: same as Model 1 with 1σ overweighting (see below).
• Model 2: exponential spectrum: f(x) = c1 · ec2x, c2 < 0.
• Model 2+: same as Model 2 with 1σ overweighting (see below).
• Model 3: same spectral shape as an 8 GeV/c2 WIMP (no fitting required).
Fits were performed with 133Ba SEs which pass the timing cut in question, co-added
over all Ge or Si detectors for statistics, from 4 to 20 keV with 1 keV bins. In Models 1+ and
2+, overweighting is a method for “steepening” the fitted spectra by adding 1σ upward
Poisson fluctuations to three lowest non-zero bins, and subtracting 1σ downward Poisson
fluctuations to all other higher energy bins; this causes the background fits to be more
heavily weighted towards low energies, which is conservative when estimating sensitivity to
low-mass WIMPs.
Models 1 and 2, along with their overweighted counterparts 1+ and 2+, are realistic
models to the observed SE spectra and fit the data well; Models 0 and 3 are included as
extreme “bookends” to estimate systematics, since they are conservative for high- and low-
mass WIMPs, respectively. Since the recoil energy thresholds are known exactly, their effects
can be introduced by means of a sum of Heaviside step functions at the appropriate energies,
appropriately weighted by the respective exposures of the detector-run combinations; this
function is given in Eq. 47. Here, z and r index the detectors and runs, MT is the exposure,
and ETz,r is the recoil energy threshold for a given detector and run.
T (E) =
∑
z,r(MT )z,rH(E − ETz,r)∑
z,r(MT )z,r
(47)
The product of this threshold-step function and the fitted SE spectra form the SE energy
distribution of the background model. The results of this procedure are shown in Fig. 52 for
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the Ge classic timing analysis.
6.2.3 Sensitivity Estimation
Given an estimate of the total magnitude of the SE background (Tbl. 14) and a model
for the spectral shape of this background (Fig. 52), one can simulate a large number of toy
experiments (assuming no signal) to estimate the sensitivity of the analyses. The simulation
procedure is given as follows.
1. Using the posterior distribution of the expected number of leakage events fλ, randomly
sample a value λi (where i denotes the i
th simulation).
2. Using λi as the parameter for a Poisson distribution, randomly sample an “observed”
(integer) number of leakage events Ni.
3. Randomly sample Ni events from the SE spectrum. This is the background for the
ith experiment.
Armed with a large number of simulated experiments and measured efficiencies, we can
utilize the optimal interval method to compute 90% confidence limits on the WIMP-nucleon
coupling as a function of WIMP mass (see Sec. 8.1). These can then be used to form
confidence intervals on the expected exclusion limits of the analysis.
10-20 simulated experiments were thrown for each combination of timing analysis, back-
ground model, and ionization energy threshold. Fig. 53 shows the different sensitivities ob-
tained when the background models are varied for the Ge classic analysis; they are strongly
overlapping over a large WIMP mass range, indicating the robustness of the background
modeling approaches. This robustness was seen in all of the timing cuts; however, with
no timing cut applied, very large differences were observed between Model 3 (the most
conservative) and the others, as seen in Fig. 54.
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Fig. 55 illustrates how the sensitivity changes when the ionization threshold is varied
from 4.5σ to 3σ - although the improvement in sensitivity is within error bars at high WIMP
masses, the sensitivity improvement at low WIMP masses was significant enough for a 3σ
ionization threshold to be chosen.53
Finally, the various timing analyses were compared so that a primary analysis could
be chosen before the WIMP-search data were unmasked. Figs. 56 and 57 show these com-
parisons for the Ge and Si timing analyses, respectively. For the Ge analyses, the neural
network and classic timing cuts provide the strongest sensitivities; over most of the WIMP
mass range, their sensitivities are within errors of each other. Although the no-timing
analysis is strongest at low WIMP masses, its large modeling systematics caused it to be
discounted. In the end, the classic timing cut was chosen as the primary Ge MT
analysis because of its strong sensitivity. It was chosen over the neural network analysis
because the construction of its timing parameter is considerably more straightforward, and
this “legibility” is valuable when interpreting candidate events and final results.
For the Si analysis, the 2D χ2 analysis outperforms the no-timing analysis except at
low WIMP masses, but the modeling systematics seen in the Ge no-timing analysis are also
present in Si; therefore, the 2D χ2 timing cut was chosen as the primary Si MT
analysis.
53A similar improvement was seen in all Ge and Si timing analyses, so a 3σ ionization threshold was
employed for all MT analyses.
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Figure 52: SE spectrum and fits for the Ge classic timing analysis. The measured 133Ba
spectrum of SEs which pass the Ge classic timing cut (thick black) is well approximated
by Models 1 (red), 1+ (magenta), 2 (blue), and 2+ (cyan); Models 0 (black dashed) and 3
(green) are more extreme models, and are used to gauge the magnitude of systematics in
the background modeling. All curves are normalized so that they integrate to unity.
Figure 53: Sensitivity estimates for the Ge classic timing cut using different background
models. Shaded regions indicate the 68% confidence intervals, and solid lines show median
sensitivity for Models 0 (red), 1 (green), 1+ (magenta), 2 (cyan), 2+ (yellow), and 3 (black).
An ionization threshold of 3σ is used.
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Figure 54: Sensitivity estimates for the Ge no timing analysis using different background
models. The sensitivity estimate for the most conservative model, Model 3 (black), strongly
conflicts with the estimates of the other models. An ionization threshold of 3σ is used.
Figure 55: Sensitivity estimates for the Ge classic timing cut using different ionization
thresholds. Lowering the ionization threshold from 4.5σ (cyan) to 4σ (magenta), 3.5σ
(green), and 3σ (red) progressively improves the sensitivity at low WIMP masses. Model
2+ is used for the background.
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Figure 56: Sensitivity estimates for the Ge timing analyses, using Model 2+. The classic
(blue) and neural network (green) have good sensitivities over the full WIMP mass range;
the no-timing analysis (black) does best at low WIMP masses, but its sensitivity estimates
suffer from large systematics, and is therefore discounted. The re-optimized 5D χ2 cut (red)
does poorly, largely on account of its poor efficiency at low energies. An ionization threshold
of 3σ is used.
Figure 57: Sensitivity estimates for the Si timing analyses, using Model 2+. The 2D χ2
analysis (blue) outperforms the no-timing analysis (red) at all except low WIMP masses,
but the sensitivity estimates for the no-timing analysis suffer from large systematics, and
is therefore discounted. An ionization threshold of 3σ is used.
7 CANDIDATES AND BACKGROUNDS 125
Candidate Detector Date (Run) ER [keV] Passing Analyses
G1 T1Z5 (Ge) 27 Oct 2007 (R125) 12.3 Classic, neur. net.
G2 T2Z3 (Ge) 30 May 2008 (R127) 10.8 Classic, re-opt. 5D χ2
S1 T4Z3 (Si) 1 Jul 2008 (R127) 9.5 2D χ2
S2 T4Z3 (Si) 6 Sep 2008 (R128) 12.3 2D χ2
S3 T5Z3 (Si) 14 Mar 2008 (R126) 8.2 2D χ2
Table 15: Candidate events for the high-threshold analyses. Event G1 was one of the two
candidate events from the original analysis of the Ge data[86]; the other candidate from that
analysis was easily rejected by all of the Ge analyses in this thesis. G2 is only a candidate
for the re-optimized low-mass 5D χ2 mid-threshold analysis; the high-threshold version of
that analysis produced no candidate events.
7 Candidates and Backgrounds
7.1 WIMP Candidate Events
7.1.1 High-Threshold Analysis Candidates
The c58 Ge high-threshold timing analyses were unmasked simultaneously in July 2012,
and the Si analysis was unmasked on Christmas Day of the same year. The Ge analyses
resulted in 0, 2, and 1 candidate events for the 5D χ2, classic, and neural network analyses,
respectively; the Si analysis had 3 candidate events. Information about these events is
shown in Tbl. 15.
The re-analysis of these data was originally motivated by the poor ionization pulse
reconstruction of one of the two candidate events in the original analysis (see Sec. 3.7). That
poorly-reconstructed event was rejected by a wide margin by all of the Ge analyses presented
in this thesis; the second of the original candidate events (which was well-reconstructed) is
present in the re-analysis as candidate G1, which passed the classic and neural network Ge
analyses.
The candidate events were inspected to ensure that they were well-behaved and passed
all event selection cuts in a reasonable fashion. Detector behavior, raw pulse quality, pulse
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reconstruction, and event selection were all determined to be normal[128, 129]; therefore all
candidate events are considered to be good.
7.1.2 Mid-Threshold Analysis Candidates
There is some subtlety in the identification of the candidate events for the mid-threshold
analyses. For the three analyses which were simply extensions of their high-threshold coun-
terparts (Ge neural network, Ge classic, and Si 2D χ2), the set of mid-threshold candidate
events necessarily contains the high-threshold candidates as a subset. The re-optimized Ge
5D χ2 mid-threshold analysis is not a simple extension of a high-threshold cut; therefore its
set of candidates is independent of the set of candidates for the high-threshold analysis.
Furthermore, recoil energy thresholds were enforced for the mid-threshold analyses to
exclude parts of the signal region for which the SE leakage could not be reliably estimated
(see Sec. 6.1.1). For completeness, candidate events below these thresholds but which still
pass all other cuts are displayed as well, although it is understood that no good estimate
of the background for these events is available, and the primary results (chosen before
unmasking) will be those for which the recoil energy thresholds are enforced. The candidate
events are summarized in Tbls. 16; candidate event counts for all analyses are shown in Tbl.
17.
The neural network analysis stands out among the MT analyses for its significantly
higher counts - 6 additional events for the recoil threshold “on”, and 9 more for the recoil
threshold “off”. Investigating these events leads to the conclusion that the neural network
timing cut passes low-ionization events at a much higher rate than any of the other analyses;
as such events begin to pollute the signal region at lower recoil energies, the corresponding
leakage increases substantially. An example of this phenomenon is illustrated in Fig. 58.
Full plots of the unmasked WIMP-search data for all detectors and analyses can be found in
Appendix A. This is an example of the unexpected behavior one may receive from “black-
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Candidate Detector Date (Run) ER [keV] Passing Analyses Threshold
G3 T1Z5 (Ge) 14 Feb 2008 (R126) 5.7 Classic, neur. net. +
G4 T4Z4 (Ge) 10 Apr 2008 (R126) 7.6 Classic, neur. net. +
G5 T2Z5 (Ge) 6 Nov 2007 (R125) 3.5 Classic -
G6 T4Z5 (Ge) 24 Aug 2008 (R128) 7.3 Classic, neur. net. -
G7 T3Z2 (Ge) 18 Aug 2008 (R128) 9.7 Neur. net. +
G8 T3Z2 (Ge) 23 Aug 2008 (R128) 8.8 Neur. net. +
G9 T3Z3 (Ge) 31 Aug 2008 (R128) 9.5 Neur. net. +
G10 T3Z4 (Ge) 21 Feb 2008 (R126) 7.5 Neur. net. +
G11 T1Z2 (Ge) 16 Aug 2008 (R128) 5.8 Neur. net. -
G12 T1Z5 (Ge) 3 Aug 2007 (R125) 3.9 Neur. net. -
G13 T1Z5 (Ge) 6 Nov 2007 (R125) 3.5 Neur. net. -
G14 T1Z5 (Ge) 16 Dec 2007 (R125) 3.6 Neur. net. -
G15 T2Z5 (Ge) 29 Jul 2008 (R127) 5.1 Neur. net. -
G16 T3Z4 (Ge) 26 Jun 2008 (R127) 3.9 Neur. net. -
G17 T4Z2 (Ge) 5 Jun 2008 (R127) 6.9 Neur. net. -
G18 T4Z4 (Ge) 14 Feb 2008 (R126) 5.4 Neur. net. -
G19 T3Z6 (Ge) 1 Jun 2008 (R127) 12.7 5D χ2 +
S4 T2Z2 (Si) 18 Apr 2008 (R126) 4.9 2D χ2 -
Table 16: Candidate events for the mid-threshold analyses. Here, “5D χ2” refers exclusively
to the low-mass re-optimized version used for the MT analysis. The final column indicates
whether the candidate was above (+) or below (-) the recoil energy threshold. Note that
for all analyses except the re-optimized Ge 5D χ2, the HT candidates are a subset of the
MT candidates; although not shown here, candidate G2 from Tbl. 15 is a candidate for the






Ge classic 2 4 6
Ge neural network 1 7 16
Ge 5D χ2 (HT) 0 - -
Ge 5D χ2 (MT) - 2 2
Si 2D χ2 3 3 4
Table 17: Candidate event counts for the various analyses. Recoil threshold on or off refers
to whether the number of candidates excludes or includes, respectively, events below the
recoil energy thresholds. These counts include HT candidates for the relevant analyses.
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box” analyses such as neural networks, which helps to justify our choice of the classic timing
analysis as the primary Ge MT analysis due to its better legibility compared to the neural
network analysis.
7.2 A Catalog of Backgrounds
There are several classes of background events, which are itemized below and whose mag-
nitudes are estimated in the following sections.
• Radiogenic Neutrons
These neutrons are produced in the natural radioactive decays of the rock and material
which surround the experiment. Passive shielding (see Sec. 2.2) protects the experi-
ment from these neutrons, although contamination of the shielding itself contributes
to this background.
• Cosmogenic Neutrons
These neutrons are the results of muon showers from cosmic rays. The rock overbur-
den of the cavern provides a ∼ 105 reduction in muon flux. The active muon veto,
described in Sec. 2.2, tags the parent muons and is used to reject events coincident
with these muons, but untagged muon events may contain neutrons in their showers
which contaminate the signal region.
• 210Pb - α Events
222Rn contamination on detector surfaces produces a non-negligible amount of surface-
implanted 210Pb, which subsequently decays to 206Pb through 210Bi and 210Po. The
β produced by the latter decay (half-life of ∼ 5 days) is a likely to appear as a surface
electron recoil background event. Additionally, the recoiling 206Pb which accompanies
the α also constitute a background component. If the coincident α is not detected by
any other detector, the 206Pb nucleus is not tagged and appears as a low-yield event,
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Figure 58: WIMP-search data for Ge detector T1Z5. Shaded curves indicate the position
of the nuclear recoil (magenta) and below-ER (green) bands, and the ionization (red) and
recoil (cyan) energy thresholds. Widths of the curves indicate run-to-run variations. Signal
region events for the HT analysis are shown as red points; MT signal region events with the
recoil energy threshold “on” and “off” are shown as green and brown points, respectively.
Events passing the timing cuts are circled in black. The classic (top left) and re-optimized
5D χ2 (top right) cuts pass zero-yield events at much lower rates than the neural network
cut (bottom).
7 CANDIDATES AND BACKGROUNDS 130
similar to the WIMP signal. Note that the β background is included with the rest
of the surface event background for the purposes of estimating the magnitude of the
background.
• Surface Events
This background, which the phonon timing cuts are specifically designed to remove,
are ERs whose ionization signals are depressed due to surface effects such that their
low yield mimics that of true NRs. See Sec. 5.1 for a more complete discussion.
7.3 Background Estimation
To properly interpret the results of a WIMP-search analysis, an accurate accounting of
the magnitude of the backgrounds must be known. A combination of simulation- and data-
based approaches is used to estimate the magnitudes of the various background components
for the analyses described in this thesis.
7.3.1 Radiogenic Neutron Backgound
To estimate the radiogenic neutron background, a two-stage Monte Carlo simulation was
used[130]. The primary contaminants were assumed to be daughters of the 232Th and
238U decay chains in the Cu cans, detector housings, and the inner polyethylene and Pb
shielding. Additionally, contamination from 40K, 60Co, and 222Rn daughters were included
for several of the simulation components. Two distinct simulations were performed using
the Geant4 simluation package[131]: one throwing γ events only, and another throwing
neutron events. The γ simulation is used to create an electron recoil spectrum extending
to high energies (∼ 3 MeV), which can be compared to actual CDMS-II data. A best fit
to the data is performed by allowing the levels of individual contaminants in the various
shielding elements to float. The results of this fitting are shown in Fig. 59.
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High-threshold Analyses
Ge 5D χ2 0.0284± 0.0001 (stat.)± 0.0035 (syst.)
Ge Classic 0.0249± 0.0001 (stat.)± 0.0031 (syst.)
Ge Neural Network 0.0245± 0.0001 (stat.)± 0.0030 (syst.)
Si 2D χ2 0.0159± 0.0001 (stat.)± 0.0019 (syst.)
Mid-threshold Analyses
Ge Re-optimized 5D χ2 0.0299± 0.0001 (stat.)± 0.0041 (syst.)
Ge Classic 0.0285± 0.0001 (stat.)± 0.0039 (syst.)
Ge Neural Network 0.0288± 0.0001 (stat.)± 0.0039 (syst.)
Si 2D χ2 0.0160± 0.0001 (stat.)± 0.0020 (syst.)
Table 18: Radiogenic neutron background estimates for the high- and mid-threshold timing
analyses. Note that the mid-threshold extensions introduce negligible increases for this
background.
Once the contaminant levels have been obtained from fitting the simulated γ spectrum
to data, these levels can be used as inputs to the neutron Monte Carlo simulations. The
simulated radiogenic neutron spectra for the Ge and Si detectors are shown in Fig. 60. The
total expected radiogenic background is obtained by multiplying these spectra with the total
efficiencies for each analysis, integrating, and normalizing to the appropriate exposure. The
results of this calculation are shown in Tbl. 18. The quoted systematics are obtained by
taking 8 reasonable variations to the γ simulation fit which result in small increases to the
fit χ2 per degree of freedom.[132]
7.3.2 Cosmogenic Neutron Backgound
Background estimates for cosmogenic neutrons are obtained with the aid of a Geant4 Monte
Carlo simulation, the geometry of which includes a model of the CDMS-II experimental
setup complete with active and passive shielding elements. Simulated muon primaries are
created using the MUSUN package[133] based on slant path data from measurements for
the Soudan2[134] and MINOS[18] experiments. Analysis of the simulated data is used
to tag nuclear recoil events in the detectors, which are further tagged as either single-
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Figure 59: Results of fitting the radiogenic γ Monte Carlo to data, with prominent activation
peaks highlighted. The simulation (red) and data (black) show good agreement. The
contamination values obtained from this best-fit are used as inputs to the neutron Monte
Carlo, which produces a radiogenic neutron spectrum used to estimate the magnitude of
the background.
Figure 60: Results of radiogenic neutron simulation[132], using the inputs obtained from
the γ simulation fits. LEFT: spectrum for the Ge detectors used in the WIMP-search
analysis; the spectrum after the timing cut efficiency is shown for the 5D χ2 (blue), classic
(red), and neural network (green). RIGHT: spectrum for the Si WIMP-search detectors.
The spectrum after the 2D χ2 timing cut efficiency is applied is shown in blue.
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Vetoed Unvetoed Total
Singles 1409 9 1418
Multiples 4151 12 4163
Table 19: Counts from the cosmogenic neutron simulation for Ge[135].
Vetoed Unvetoed Total
Singles 579 5 584
Multiples 2513 8 2521
Table 20: Counts from the cosmogenic neutron simulation for Si[135].
or multiple-scatters, and as either vetoed (i.e., depositing measurable energy in the veto
panels) or unvetoed. In the actual WIMP-search data, observed vetoed nuclear recoils can
be counted and used to normalize the simulation results and obtain a leakage estimate. As
an alternative, the simulation data can be normalized to the appropriate exposure to obtain
a simulation-only leakage estimate. Tbls. 19 and 20 display the counts obtained from the
available simluation data, which corresponds to 66.01 live-years of data for Ge and Si[135].
7.3.2.1 Data-normalized background estimates
Using the counts from simulations, there are several possible ratios by which the ob-
served counts can be scaled. Two possible methods, which were determined to be the most
reliable, were carried forward. The methods differ in that the first method uses counts from
both single- and multiple-scatters, while the second method uses only single-scatters. The
trade-off between better statistics (method 1) and fewer systematics (method 2) requires
consideration, and in the event of significant disparity between the two methods, method 2
ought to be used.
Eqs. 48 show the mathematical form of the two methods described above, where “S”
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or “M” in the subscript indicates single- or multiple-scatters, respecitvely. Typically, the
data counts Ndata are on the order of 10 or fewer (although this number is different for the
different phonon timing analyses; see Sec. 8), and low statistics also plague the unvetoed
counts from simulation; therefore, care was taken to properly account for the asymmetric













7.3.2.2 Simulation-only background estimates
The cosmogenic neutron background can also be estimated in a third way, directly from
the simulated number of leakage events and scaled by the relevant factors to match the






× × S (49)
Here, MT is the exposure,  is neutron efficiency (dependent on analysis), and S is a scaling
factor which encapsulates the discrepancy between the simulation and data with respect
to detector livetime. This correction is necessary because some of the detectors were not
active during the entire c58 period, while in simulation, all detectors are assumed to be
active for the entire duration of the simulation. This scaling factor is estimated using the
following method.
Using the detectors which had non-zero exposure in each of the 4 data runs, the ratio
of the exposure in each detector in each run, relative to run 125, can be computed, and
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is found to be quite consistent amongst (non-zero exposure) detectors. Averaging over all
detectors, the following scaling factors are obtained.
s125 = 1 (50a)
s126 = 0.584± 0.046 (50b)
s127 = 0.420± 0.037 (50c)
s128 = 0.215± 0.018 (50d)
Using this, the expected exposure of a detector d during a run r in which it was not
active54 is given by Eq. 51.
(MT )exp.d,r = (MT )
meas.
d,125 × sr (51)
Finally, the scaling factor S can be computed using Eq. 52. Sums over the primed variables
are done only over those detectors and runs for which they were not active; sums over














The result of this calculation for Ge is SGe = 0.956± 0.002, and for Si is SSi = 0.924±
0.006.
7.3.2.3 Results
Tbl. 21 displays the results of the three cosmogenic neutrons background estimation
54All detectors under consideration in this analysis were active in run 125.
7 CANDIDATES AND BACKGROUNDS 136
High-threshold Analyses
N1 N2 N3
Ge 5D χ2 0.0188+0.0152−0.0075 0.0360
+0.0387
−0.0169 0.0214± 0.0081
Ge Classic 0.0188+0.0152−0.0075 0.0283
+0.0332
−0.0141 0.0187± 0.0071
Ge Neural Network 0.0205+0.0161−0.0080 0.0283
+0.0332
−0.0141 0.0183± 0.0069





Ge 5D χ2 0.0195+0.0139−0.0071 0.0280
+0.0280
−0.0132 0.0218± 0.0073
Ge Classic 0.0195+0.0139−0.0071 0.0281
+0.0279
−0.0127 0.0235± 0.0079
Ge Neural Network 0.0257+0.0172−0.0090 0.0220
+0.0243
−0.0106 0.0237± 0.0079
Si 2D χ2 0.0068+0.0082−0.0034 0.0053
+0.0153
−0.0040 0.0120± 0.0054
Table 21: Cosmogenic neutron background estimates for the high- and mid-threshold timing
analyses, using various methods.
methods outlined in Secs. 7.3.2.1 and 7.3.2.2. Since the simulation-only method (N3) is
usually the most conservative estimate, has the best statistics, and is in agreement with the
other methods, we quote it as the final estimate for the cosmogenic background; the spread
of the three estimates is then quoted as an estimate of the systematic uncertainty in this
estimate, which is displayed in Tbl. 22.
7.3.3 210Pb - α Event Background
Any recoiling 206Pb nucleus should be accompanied by a correlated high-energy (5.3 MeV
cutoff) α; therefore, by counting the rate of these high-energy αs we also obtain an estimate
of the rate of 206Pb nuclei. Unfortunately, since many of these Pb-recoil events deposit
very little ionization energy, the resolution on the ionization pulse start time is poor; this
has the effect of rendering the relative phonon start time quantity effectively random and
diminishing the discrimination power of the phonon timing cuts on these events.
Using the measured rate of α events in detectors, and conservatively estimating the
phonon timing cut passage fraction of Pb-recoil events, a conservative upper limit on this
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High-threshold Analyses
Combined Estimate
Ge 5D χ2 0.0214± 0.0081 (stat.)± 0.0086 (syst.)
Ge Classic 0.0187± 0.0071 (stat.)± 0.0096 (syst.)
Ge Neural Network 0.0183± 0.0069 (stat.)± 0.0100 (syst.)
Si 2D χ2 0.0129± 0.0058 (stat.)± 0.0033 (syst.)
Mid-threshold Analyses
Combined Estimate
Ge 5D χ2 0.0218± 0.0073 (stat.)± 0.0043 (syst.)
Ge Classic 0.0235± 0.0079 (stat.)± 0.0044 (syst.)
Ge Neural Network 0.0237± 0.0079 (stat.)± 0.0019 (syst.)
Si 2D χ2 0.0120± 0.0054 (stat.)± 0.0034 (syst.)
Table 22: Final cosmogenic neutron background estimates for the high- and mid-threshold
timing analyses.
background has been set at 0.174 events[136] for all analyses.
7.3.4 Surface Event Background
The methods for estimating the leakage due to SEs was outlined in Sec. 5.2, since such
estimates are necessary for the timing cut tuning algorithms. Whereas those estimates
utilized calibration and WIMP-search sideband data, a final estimate can be made using
WIMP-search signal region events which fail the timing cuts.
There are two differences between how the final estimates are computed, and how they
were computed in Tbls. 8 - 11: the timing cut passage fractions (number passing out of
total) in Eqs.27 and 29 are replaced with pass-fail ratios, and the normalizations (which
were previously estimated; see Sec. 5.2.1) are replaced by the observed number of failing
WIMP-search signal region singles for each analysis. The results of this estimation are
shown in Tbl. 23.
Finally, Tbl. 24 shows the combined background estimate, assuming the backgrounds
are uncorrelated, compared to the observed candidates for each analysis.
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High-threshold Analyses
Prelim. Est. Est. NRSS Fail Timing Final Est.
Ge 5D χ2 0.57± 0.11 162.15± 27.43 176 1.19+0.23−0.21
Ge Classic 0.57± 0.15 162.15± 27.43 175 0.64+0.17−0.15
Ge Neural Network 0.54± 0.29 162.15± 27.43 177 0.87+0.24−0.21
Si 2D χ2 0.41± 0.17 145.97± 15.47 88 0.54+0.20−0.14
Mid-threshold Analyses
Prelim. Est. Est. NRSS Obs. NRSS Final Est.
Ge 5D χ2 (8 GeV re-opt.) 1.22± 0.24 79.67± 14.02 128 1.82± 0.31
Ge Classic 1.50± 0.25 92.48± 15.81 84 1.48± 0.20
Ge Neural Network 1.14± 0.20 92.48± 15.81 82 1.39± 0.21
Si 2D χ2 1.14± 0.36 112.12± 16.67 133 1.13± 0.31
Table 23: Final SE leakage estimates. The preliminary estimates were obtained without
using masked signal region data. The observed number of events failing the timing cut
(from the unmasked data) replaced the NR single-scatter estimates for the final estimate.
Only a lower energy range (< 15 keV for re-optimized Ge 5D χ2, < 20 keV for others) is
shown for the mid-threshold analyses, since the analyses are identical at higher energies.
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8 WIMP-search Results of the Re-analyzed c58 Data
8.1 Limit-setting in the Standard Halo Model
Once an analysis has been unmasked, and a set of candidate events is obtained, it is standard
to interpret the results in the context of excluding (in the case of a null result) or favoring
(in the case of a large signal) regions of the WIMP mass - coupling parameter space. Such
a process is necessarily model dependent, both in the sense that one requires a model for
the coupling of the WIMPs to the detector material, and that the astrophysical model used
to describe the large-scale distribution of the dark matter will affect the results. In general,
there are several ingredients which go into this process:
1. Information about how the analysis performed accepts WIMPs - i.e., the efficiency.
2. A set of WIMP candidate events and their recoil energies.
3. A model for the interaction of the WIMPs with the standard model particles in the
detector.
4. A model for the astrophysical behavior of the WIMP distribution.
5. (Optional) A reliable model for the backgrounds expected for the analysis.
The final optional component is only necessary if one wishes to either set a confidence
region (i.e., interpret the results as a WIMP detection), or set a limit using background
subtraction. Obviously, either of these methods will be subject to the systematics of the
background model; the most conservative approach is to assume that all candidates are real
WIMP events and use the events to set an upper limit on the WIMP interaction.
8.1.1 Models for WIMP Interaction
In order to put constraints on the WIMP interaction with the target nuclei, some model
for the interaction - specifically, a model for the interaction cross-section - must be pre-
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scribed. The simplest model assumes the interaction spin-independent (SI), and therefore
neutrons and protons contribute coherently to the cross-section, which goes as A2, where A
is the number of nucleons. Alternatively, one can construct a spin-dependent (SD) interac-
tion, wherein paired nucleons contribute to the cross-section with opposite signs, effectively
negating their contributions. In the SD model, only unpaired neutrons and protons interact
with the WIMPs, restricting the number of eligible isotopes and also eliminating the coher-
ent A2 dependence enjoyed by the spin-independent model. In general, SI interactions are
best probed by large nuclei due to the A2 cross-section scaling, while experiments probing
SD interactions generally favor lighter targets for kinematic reasons.
Both of these models are widely used, and the relevant cross-sections, nuclear form
factors, and numerical corrections have been computed and are well-understood (see, e.g.,
[110] and [137]). Owing to their simplicity, these models are widely used in the reporting
of WIMP-search results; recently, however, the SI model has come to be used nearly exclu-
sively by several direct-detection collaborations, including CDMS, in large part due to the
recent prominence of heavy-target experiments, and the fact that SI cross-sections can be
probed many orders of magnitude deeper than SD cross-sections due to the A2 amplification
and corresponding kinematic enhancements. In any case, the results in this thesis will be
presented in the standard SI framework55 for consistency with the broader direct-detection
community.
Despite the hegemony of the SI/SD framework, recent work has shown that these two
models fail to span the possible space of WIMP-nucleus interactions. In particular, an
effective field theory (EFT) approach shows that there are six independent couplings which
can be constructed[138], three of which are velocity-dependent; additionally, the finite size
of the target nuclei, and inelastic nuclear excitations (which are accounted for through a
form factor in the SI/SD formulation) are more naturally accounted for the EFT model.
55This is the framework used in Secs. 5 and 6 for the optimization of the phonon timing cuts.
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Despite the promising nature of these models, few comprehensive analyses using them
have been undertaken (e.g., [139]). This is partially due to the novelty of the approach, but
also the fact that some of the relevant nuclear physics for certain target isotopes is poorly
understood; unfortunately, Si is one such element for which the necessary information is
lacking.
Finally, the WIMP-nucleon cross-section may contain an inelastic scattering contribu-
tion via the creation of an excited WIMP state[140]; this scenario is important if the mass
splitting, δ, is on the order of the expected WIMP recoil energies (10s or 100s of keV)
because this sets a cut-off below which this inelastic scattering cannot occur. In partic-
ular, this model has been proposed as a way to resolve the tension between the claimed
DAMA/LIBRA signal and other experiments which exclude it.[141] Although it remains
an interesting possibility, the inelastic dark matter scenario will not be considered further
here.
8.1.2 Astrophysical Models for Dark Matter
The astrophysical properties of the dark matter halo, and of the Milky Way galaxy, affect
both the normalization and the shape of the WIMP spectrum. Given a model physics of the
WIMP-nucleon interaction (Sec. 8.1.1), one requires only the mass and velocity distribution
of the Earth relative to the halo to completely determine the WIMP recoil energy spectrum.
The relevant parameters described below, and summarized in Tbl. 25.
The observed WIMP event rate will be directly proportional to the local mass density
of dark matter. The standard value, obtained assuming a spherical halo with a cusp, is
ρ0 = (0.30 ± 0.05) GeV/cm3[142]; although we only require this value at one location
(i.e., the Earth), its measurement requires assumptions about the mass distribution, thus
introducing some systematic uncertainty into these measurements.
The shape of the recoil spectrum is determined by the velocity distribution of the
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Quantity Symbol Accepted Value Source
Local D.M. Density ρ0 (0.30± 0.05) GeV/cm3 [142]
Local circular speed vc (220± 20) km/s [143]
Galactic escape velocity vesc (544
+64
−46) km/s [145]
Peculiar solar speed v (13.4± 0.8) km/s [144]
Earth orbital speed vE 29.8 km/s [146]
Table 25: Physical parameters of the standard halo model, and their commonly accepted
values.
WIMPs. In the standard halo model (SHM), an isotropic Gaussian velocity distribution is









The velocity dispersion is given by σ
√
3/2vc, where vc is the local circular velocity
relative to the galactic center. Using the standard value for this quantity, vc = (220 ±
20) km/s[143], one obtains σ = 269 km/s. The peculiar speed of the Sun, v = (13.4 ±
0.8) km/s[144], and the orbital speed of the Earth, vE = 29.8 km/s, complete the description
of the Earth’s motion relative to the halo.
The SHM velocity distribution described by Eq. 53 formally extends to infinite velocity,
but (assuming the WIMP distribution has reached a steady state) particles exceeding the
local escape velocity vesc =
√
2GM
R will have been ejected and will not contribute to the
velocity distribution; thus f(~v must be manually truncated above the measured escape
velocity, whose standard value is vesc = (544
+64
−46) km/s[145].
For the SHM, the differential WIMP event rate can be written approximately as in Eq.
54[110], where F 2 is a nuclear form factor, R0 is the rate in the ER → 0 limit, and Ec is the
characteristic energy scale. Differential rate curves for different WIMP masses and target
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8.1.3 Optimum Interval Method
Using a Bayesian or Feldman-Cousins[147] likelihood analysis, one can use the known shape
of the WIMP differential spectrum to set a confidence interval for the spin-independent
cross-section, as a function of WIMP mass. In this way, one can construct confidence
intervals which describe regions of parameter space which are favored by the experimental
results.56 Such analyses, however, are difficult because they require an understanding of
the experimental backgrounds which is both accurate and complete. If one is not confident
in their background description, or if the observed number of events is consistent with the
background expectation, then the most conservative interpretation of results is to assume
that all events are signal, and compute an upper limit on the cross-section under this
assumption.
The method by which one computes the upper limit must be carefully chosen, so that
the limit is as constraining as the data allows, without being biased. The simplest possible
method is to count the number of candidate events in some energy range, compute the 90%
Poisson upper limit on that number, and use that to compute a limit on the rate (and thus
the cross-section) of WIMPs. Besides throwing away spectral information (which makes the
limit overly conservative), this method is also biased because it depends sensitively on the
choice of energy range used. Therefore we desire a method which both takes into account
the spectral information of the candidates, but which also removes the arbitrary choice of
the energy range.
Yellin’s optimum interval method[148] satisfies these criteria. It is a general method
which requires two inputs: the energies Ei of each of the N candidate events, and the
energy spectrum of the expected signal, dNdE ; given the shape of the spectrum (which is set
by the WIMP mass and astrophysical parameters described above), the method sets an
56The analysis which produced the favored region for the CDMS-II Si result[124] used a Bayesian likelihood
analysis; the difficulty in background modeling led the authors to specifically state that the result is not
robust enough to claim detection.
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upper limit on the normalization of the spectrum (i.e., the cross-section).
In the optimum interval method, we define an “n-event gap” as an energy interval,
bounded by either candidate events or the upper or lower energy thresholds, within which
there are n candidate events. Thus, for an experiment with N candidate events, one would
find (N + 1) 0-event gaps, (N) 1-event gaps, (N − 1) 2-event gaps..., and one N -event
gap. For each of these gaps, one computes the expected signal, 〈S〉 = ∫ E2E1 dNdE dE, and
compares it with the observed n events to compute a probability Cn(〈S〉) that the expected
signal spectrum would produce more events than were observed. For N candidate events,
there will be 12(N + 1)(N + 2) total gaps for which this quantity must be computed; if the
maximum of all these probabilities is Cmax, then the assumed cross-section is rejected at
the Cmax confidence level. If one desires a particular confidence level beforehand (90% is
common), then one adjusts the cross-section until the maximum Cn(〈S〉) is equal to that
value.
In simpler terms, the optimum interval method looks for the least probable gap in the
candidate event spectrum and uses it to set a limit on the expected signal. Although at
first glance this may seem biased, since the energy interval used is set by the data, the
opposite is actually true - because the method seeks out intervals which have low event
counts relative to expected signal, it necessarily avoids regions for which there are large
backgrounds. The method is especially well-suited to experiments with both small signals
and small backgrounds, making it a natural fit for the CDMS-II experiment.
In practice, limit curves are set by scanning over a range of WIMP masses and setting a
confidence limit on the cross-section at each mass; all limit curves shown in this thesis are
produced in this way, at a 90% confidence level.
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8.2 Limits
The results of the high-threshold phonon timing analyses are shown in Fig. 62. The Ge
results are shown as upper limits, with the 5D χ2 limit shown as a thick line to represent
that it was chosen to be the primary analysis for the Ge high-threhsold exposure. The
Si result is shown both as an upper limit, and as a closed contour based on a likelihood
analysis of the 3 Si candidate events.[124]
CDMS-II data was also analyzed in a similar fashion for runs 118-119[149]57 and runs
123-124.[150, 151]. It is straightforward to combine these exposures and results to obtain
limit curves for these combined exposures; these results are shown in Fig. 63.
The limits for the MT analyses are presented here in several different ways. In Figs. 64 -
69, the limits for each individual MT analysis are displayed with the recoil energy thresholds
turned on and off, with the sensitivity projections from Sec. 6.2 shown for comparison. Figs.
70 and 71 present the limits for all of the MT analyses with the recoil thresholds on and off,
respectively. Recall that the Ge classic and Si 2D χ2 with recoil thresholds on were chosen
prior to unmasking to be the primary analyses.
In general, the limits obtained with the recoil thresholds on agree reasonably well with
the simple sensitivity estimates obtained from background model 2+; the obvious exceptions
are the Ge results with no timing cuts applied (Fig. 67), whose limits are much worse than
those predicted from simulations. In fact, for this analysis, even the most conservative
model (model 3) does not accurately predict this behavior. Although the models show
some utility for tuning the analysis, they are too simple to be relied upon in any substantial
manner.
Another, more subtle mis-projection can be seen in the limits for the Si 2D χ2 analysis
(Fig. 68). The limit obtained is higher than the projection, but not significantly so; however,
the fact that the higher limits tend to skirt around the best-fit region can be interpreted
57Runs 118 and 119 were run with only ZIP towers 1 and 2 (12 detectors).
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Figure 61: Differential event rates in the SHM for σSI = 10
−42 cm2, with a 60 GeV/c2
WIMP (solid lines) and an 8 GeV/c2 WIMP (dashed lines). Xe (green) has the highest
maximum rate in both cases, due to its large nucleus, but kinematics disfavor it for lower
WIMP masses. Conversely, Si (red) has the lowest overall rate but its spectrum extends to
higher energies for lower WIMP masses. Ge (blue) enjoys intermediate behavior.
Figure 62: Spin-independent results of the high-threshold analyses for Ge and Si. The
primary Ge result - the 5D χ2 analysis (solid black) - gives strong results at high mass, but
the neural network (red solid) analysis outperforms it at lower masses (see inset); the classic
analysis result (blue dashed) is intermediate at high mass. The Si results are presented as
both an upper limit (magenta solid), and as a best-fit region (68% green, 90% yellow; black
cross is the best-fit point).
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Figure 63: Spin-independent results of the high-threshold analysis of the full CDMS-II expo-
sure. The limit curves are colored the same as in Fig. 62; the Si best-fit region is unchanged,
and is shown for reference. The Ge limits extend to lower mass (compared to c58R-only
results) and converge because of the 7 keV threshold of runs 118-119; all other Ge runs had
a 10 keV threshold.
Figure 64: Spin-independent results for the Ge MT classic timing analysis, which was chosen
as the primary Ge MT analysis. The blue curve is the limit with the recoil threshold turned
on; the red curve is with the threshold off. The shaded band displays the 90% confidence
interval on the expected sensitivity (estimated with the recoil threshold on). The HT Si
region is shown for comparison.
8 WIMP-SEARCH RESULTS OF THE RE-ANALYZED C58 DATA 149
Figure 65: Spin-independent results for the Ge MT neural network timing analysis. The blue
curve is the limit with the recoil threshold turned on; the red curve is with the threshold off.
The shaded band displays the 90% confidence interval on the expected sensitivity (estimated
with the recoil threshold on). The HT Si region is shown for comparison.
Figure 66: Spin-independent results for the Ge MT 5D χ2 timing analysis, re-optimized for
a WIMP mass of 8 GeV/c2. The blue curve is the limit with the recoil threshold turned
on; the red curve is with the threshold off. The shaded band displays the 90% confidence
interval on the expected sensitivity (estimated with the recoil threshold on). The HT Si
region is shown for comparison.
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Figure 67: Spin-independent results for the Ge MT analysis with no timing cut applied. The
blue curve is the limit with the recoil threshold turned on; the red curve is with the threshold
off. The shaded band displays the 90% confidence interval on the expected sensitivity
(estimated with the recoil threshold on). The HT Si region is shown for comparison.
Figure 68: Spin-independent results for the Si MT 2D χ2 timing analysis, which was chosen
as the primary Si MT analysis. The blue curve is the limit with the recoil threshold turned
on; the red curve is with the threshold off. The shaded band displays the 90% confidence
interval on the expected sensitivity (estimated with the recoil threshold on). The HT Si
region is shown for comparison.
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in one of two ways: some persistent background, misunderstood background is mimicking
a ∼ 8 - 10 GeV/c2 WIMP spectrum; or a real WIMP signal is present. The strong tension
with the Ge results (and other experiments; see Fig. 72) supports the former interpretation,
at least within the standard spin-independent interaction framework.
With the recoil thresholds on, the Ge classic and neural network analyses produce similar
limits, despite the neural network producing more candidates. This illustrates the interplay
between efficiency and rejection power; if the recoil thresholds are removed, the neural
network gains 9 more candidates and its superior efficiency is not enough to keep the classic
analysis from overtaking it. The poor limits set by the Ge and Si analyses with no timing
cut applied provide confirmation that timing information still provides useful discrimination
power down to low recoil energies.
The results of both the HT and MT analyses are summarized in Fig. 72, which shows
the primary HT and MT results for the Ge and Si analyses, along with results from other
relevant experiments for context. The MT analysis was more successful for Ge than for Si,
possibly due to the unknown Si background discussed above. The tension among (and, for
CDMS, within) experiments and target materials remains unresolved; a more nuanced model
of dark matter interactions (e.g., an EFT framework) could help resolve this tension, but at
present this avenue remains relatively unexplored. More discussion about the performance
of the analyses can be found in Sec. 9.
8.3 Further Investigation of Si NRSS Distributions
The most important result of the c58 reanalysis is the three candidate events observed in the
Si detectors, and their possible interpretation as a signal from an 8.6 GeV/c2 WIMP (see
Sec. 8). In light of the importance of these candidate events, further investigation into the
distributions of their relevant parameters may help us to better understand how plausible
their interpretation as a WIMP signal is. These checks are performed in two ways: first,
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Figure 69: Spin-independent results for the Si MT analysis with no timing cut applied. The
blue curve is the limit with the recoil threshold turned on; the red curve is with the threshold
off. The shaded band displays the 90% confidence interval on the expected sensitivity
(estimated with the recoil threshold on). The HT Si region is shown for comparison.
Figure 70: Spin-independent results for all MT analyses, with recoil energy thresholds
turned on: Ge classic (thick blue), Ge neural network (green), Ge 5D χ2 (red), Ge no
timing cut (cyan), Si 2D χ2 (thick magenta), and Si no timing cut (yellow). The HT Si
region is shown for comparison.
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on a detector-by-detector basis, where distributions from calibration data are compared
to those observed in WIMP-search data; and second, in a more global manner, where the
timing cut optimization routine is used to systematically vary the placement of the timing
cut and event distributions are compared across all detectors simultaneously. The former
checks provide useful insight into previously unaccounted-for systematics between the 133Ba
calibration data and WIMP-search data, while the latter are useful for understanding how
leakage-fitting systematics can affect the optimization of the final timing cut.
8.3.1 Individual Detector Cross-checks
The level at which the timing cut is set, in each detector and energy bin, is informed by
the distributions of 252Cf neutrons and low-yield 133Ba ERs, which stand in as proxies for
WIMP signals and SE backgrounds, respectively. Furthermore, leakage fits based on the
133Ba distributions are used in the timing cut optimization routine, adding another possible
layer of systematics into the placement of the final timing cut.
Since Si 2D χ2 timing cut was set for the HT analysis58, it is of primary interest how the
calibration distributions compare to the WIMP-search data in this regime. Fig. 73 shows
how these distributions compare in the lowest energy bin (< 20 keV) for each detector.
The raw counts of WIMP-search signal-region events are shown in blue, and raw neutron
counts from 252Cf are shown in green. The SE curve, in blue, is constructed from low-yield
133Ba multiple scatters in nearest-neighbor detectors; they are added together with the
appropriate P -side and Q-side scaling factors, and normalized according to the technique
described in Sec. 5.2.1. The fit to the SE distribution is shown with a dashed black line,
and the optimized cut position is designated with a vertical dashed magenta line.
It is readily apparent that most of the detectors show good agreement between the
WIMP-search distributions and those from 133Ba; however, the two detectors in which
58Recall that the timing cut was not re-optimized for the MT analysis.
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candidates were observed (T4Z3 and T5Z3) are notably discrepant.59 Despite the attempt to
fit the tails of the 133Ba distributions as conservatively as was reasonable, the fits drastically
underestimate the observed WIMP-search distributions in the tails of these two detectors,
although this is apparently due to fundamental discrepancies between the distributions
themselves, and not a result of poor or biased fitting.
Since no new candidate events were observed when the Si 2D χ2 timing analysis was
extended into the MT range, we should also examine how the timing distributions change
when this extension is performed. Fig. 74 shows these distributions in the MT analysis
range, along with a new fit to the MT 133Ba data. These fits were intentionally made
to be less conservative in the tails than those for the HT analysis, in order to study how
systematics in the fits propagate into the final timing cut (see Sec. 8.3.2).
The compatibility between the 133Ba distributions and those from WIMP-search data
seems to improve for almost all detectors (see, e.g., T4Z1) when the analysis is extended
into the MT range. In particular, the distributions for T5Z3 are now in excellent agreement;
however, those for T4Z3 are not substantially improved. This behavior indicates that there
may be detector-dependent systematics which may involve correlations between energy,
timing, and possibly yield.
The signal region for the WIMP-search data is defined in the yield-energy plane using
a ±2σ NR band and a 3σ below-ER band cut. However, the SE population is drawn
from 133Ba data in a much larger region of the yield-energy plane, including all events with
yield between 0.1 and 0.7 which are also at least 5σ below the ER band.60 Although the
expanded SE signal region definition ensures better statistics, it also means that the 133Ba
calibration data will be preferentially weighted to higher yields than the events in the final
WIMP-search signal region.
59Another detector, T2Z2, is also rather bad in this regard, but the low WIMP-search statistics (two
events) and somewhat serendipitous placement of the timing cut just beyond the furthest outlier make it
less interesting for the present discussion.
60A threshold on ionization energy is also applied in each case.
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Figs. 75 and 76 display the 133Ba and WIMP-search distributions for T4Z3 and T5Z3,
respectively. One immediately notices that the events added in the extension to the MT
range (red events) are clearly located in a lower-yield region than those in the HT range
(blue events). For T5Z3 (and several of the other detectors), there is clearly a correlation
between lower yield and higher (more NR-like) timing, but this correlation is absent in
T4Z3 - although whether this is due to a poor statistics or real detector physics is difficult
to distinguish. Note that, although almost all of the WIMP-search data fall below a yield
of 0.4, much of the 133Ba data lies above this value. The fact that low-yield (less than
0.4) events in T5Z3 tend to have more NR-like timing for MT events than HT events with
similar yields may indicate that there is an energy dependence as well, but these effects are
hard to disentangle.
8.3.2 Simultaneous Optimization Cross-checks
In the previous section, we have examined how the low-energy distributions from calibration
and WIMP-search data compare on a detector-by-detector basis. However, the actual timing
cut was set using a method (the slope-matching method; see Sec. 5.1.2.2) which optimized
the sensitivity of the cut over all detectors simultaneously. Thus, simply looking at each
detector and noting how close or far the cut positions were from WIMP-search outliers may
be misleading, because the cut positions in each detector may not respond linearly (or even
continuously) to small changes in the optimization routine.
For this reason, it may be instructive to systematically vary the cut positions in all
detectors simultaneously by modifying the equal-slopes optimization routine to scan across
a range of possible timing cuts. This can be achieved by setting the equal-slope to a wide
range of values, rather than just the optimized one, and computing expected leakages,
observed candidate events, and expected WIMP signal at each possible timing cut. For
simplicity, this technique (henceforth referred to as ”scanning the timing cut”) is performed
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only in the lowest energy bin (< 20 keV) for each of the eight detectors.
For the HT analysis, this scan is implemented quite simply using the existing fits of ex-
posure and leakage vs. timing parameter, which are combined to construct the the dExposuredLeakage
curves, which are then used to fix the cut positions in each detector (see Fig. 34). As one
scans across slopes, one can systematically tighten (higher slope) or loosen (lower slope)
the timing cut. For the MT analysis, the leakage curves were re-fit (shown in Fig. 74) but
the exposure fits remained the same. As mentioned in the previous section, the leakage fits
used for the scanning of the MT timing cut were intentionally chosen to be less conservative
in the tails of the distributions and more faithful in the bulk, allowing us to observe the
effect of such a systematic in the placement of the timing cut.
At each point over which the timing cut is scanned, several quantities are computed:
the number of WIMP-search signal region events which pass this timing cut; the expected
SE leakage from the leakage fits; the expected SE leakage directly from the scaled 133Ba
data (obtained by reading off the value of the red curve in Figs. 73 and 74); and the number
of 252Cf calibration neutrons which pass the cut (obtained by reading off the value of the
green curve in the aforementioned figures).
The acceptance of neutrons into the signal region can be interpreted as a proxy for
WIMP signals, but it must be normalized properly if it is to stand in as an estimate of the
expected WIMP signal. To do this, the total number of WIMPs expected at a given WIMP
mass (say, 10 or 10 GeV/c2) and some nominal cross-section (10−42 cm2 is customary) is
computed using the measured efficiencies of the Si 2D χ2 timing cut. Since, for a fixed
WIMP mass, the rate is simply proportional to the cross-section, we can scale this number
for any arbitrary cross-section by a simple factor of σSI
10−42 cm2 . We use the 90% confidence
region of the Si HT likelihood analysis[124] to define upper- and lower-limit cross-sections
for any WIMP mass within the confidence region.
Once we have a range of the expected number of WIMPs for a given WIMP mass, these
8 WIMP-SEARCH RESULTS OF THE RE-ANALYZED C58 DATA 157
can be used to normalize the neutron distributions from the timing cut scanning technique.
Specifically, since the expected number of WIMPs was computed for the optimized timing
cut, we should rescale the neutron distribution such that the point which most closely
corresponds to the optimized timing cut (i.e., within rounding errors) such that it is equal
to the expected number of WIMPs computed previously.
The results of these timing-cut scans are shown in Figs. 77 (for the HT analysis) and
78 (for the MT analysis). There are several interesting features in these plots which elucidate
how the aforementioned distribution and fit systematics propagate into the cut optimization
algorithm, which will be discussed in the next section.
8.3.3 Conclusions
As an initial observation, it is obvious that the leakage estimates (whether directly from
133Ba data or fits) are not particularly consistent with the observed WIMP-search event
distribtuions in the vicinity of the optimized timing cut. As the scans progress to higher
leakages, we see that the agreement between the leakage estimates and observations improve,
but this region (with expected leakages much greater than 1) is not a regime in which
we would ever expect a reasonable timing cut to be placed. The fact that the WIMP-
normalized 252Cf neutron distributions match the observations is not too surprising, since
the WIMP parameter space of interest from which this curve is constructed was fit to the
three observed candidate events, but nonetheless we can attempt to answer a few relevant
questions regarding these event distributions: Can the observed WIMP-search distributions
be explained well with background distributions? and How different would the timing cut
had to have been to exclude some or all of the 3 candidate events?
The first interesting observation which can be drawn from the results of the timing cut
scanning procedure relates to how the fitting of 133Ba data affects the final placement of the
timing cut. This behavior can be explored by comparing the red curves (the direct 133Ba
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distributions) to the green curves (from fits made to the red curves). In the HT analysis
(Fig. 77), the fits were intentionally chosen to be quite conservative in the tails of the
distributions; this effect can be seen in how the fits overestimate the true 133Ba distribution
at low leakage values. When the tails were fit more faithfully, as in the MT analysis (Fig.
78), there is a consistent low bias in the fits with respect to the true distribution. This
behavior can be understood by noting that the optimization routine has no information
about the quality of the fits being used, so it will tend to preferentially select detectors with
underestimated fits (since they maximize sensitivity) and ignore overestimated detectors.
The conservativeness of the HT fits resulted in the final timing cut being set more tightly
than it would have been based on 133Ba distributions alone, yet still not tightly enough to
exclude all candidate events. A closer look at individual detector distributions (Figs. 73 and
74) for T5Z3 reveals that, perhaps with a slightly more conservative leakage fit or a more
inclusive SE definition in the 133Ba data, the cut position could have been set far enough
out to exclude the single candidate in that detector. T4Z3, which had two candidate events,
cannot be explained in the same way - the fits were made as conservatively as was reasonably
possible,61 and the yield and energy systematics which are apparent on other detectors are
not as pronounced in this one. In the end, we can make a reasonable case for the T5Z3
candidate as an “unlucky” outlier, but the two candidate events in T4Z3 would likely have
passed any reasonable timing cut which was tuned using 133Ba calibration data.
As a final observation for Figs. 77 and 78, note that there is no timing cut optimization
in the region interest for which the 133Ba distributions overestimate the true number of
observations. While the yield-timing systematics discussed in the previous section may
account for this to some extent by underpopulating the tails of the 133Ba distributions,
another mechanism exists via the normalization of the calibration distributions which is
61The fit for T4Z3 in the MT analysis is much less conservative, which causes the two candidates to be
nearly un-removable under any reasonable timing cut optimization, and causing the black curve to bottom
out at 2 events on the left side of Fig. 78.
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estimated from c34 data (see Sec. 5.2.1). Even though the total number of expected NRSS
in the WIMP-search signal region appears to be unbiased (Tbl. 23) when summed over all
detectors, fluctuations on a detector-by-detector level will tend to systematically bias the
optimization routine in a manner similar to that described earlier for the 133Ba fits. In
particular, if the normalization for a certain detector is overestimated, the cut position in
that detector will tend to be set more tightly due to the high number of expected events;
similarly, an under-normalized detector will have a looser cut position due to its low number
of expected events. Note that this mechanism will cause a systematic underestimation of
the true number of candidate events even if there is good agreement between the shapes of
the calibration and WIMP-search timing distributions.
In the final accounting, it appears that only the candidate event in T5Z3 can be truly
thought of as “leakage”, i.e., a marginal outlier that just barely seems to sneak past a
reasonably-defined cut. The two candidates in T4Z3 are far enough removed from the
calibration distribution that they cannot be thought of as arising from the same distribution
as the 133Ba data. The leakage-scanning method shines a light on a few systematic biases
present in the timing cut optimization routine which will always tend to allow more leakage
than esimates would suggest - namely, that the routine will always be a “foolish optimist”,
prioritizing detectors with underestimated leakages. This problem (which could also be
called the “too good to be true” problem) could be ameliorated through the use of a feedback
mechanism which conveys information about the quality of the fits and normalizations
during the optimization procedure; alternatively, a blind estimate of the magnitude of this
effect could be added as a systematic uncertainty to the total leakage estimate.
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Figure 71: Spin-independent results for all MT analyses, with recoil energy thresholds
turned off: Ge classic (thick blue), Ge neural network (green), Ge 5D χ2 (red), Ge no
timing cut (cyan), Si 2D χ2 (thick magenta), and Si no timing cut (yellow). The HT Si
region is shown for comparison.
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Figure 72: Primary limits from this work, along with other relevant limits. Primary re-
sults for Ge (thick blue) and Si (thick red) are shown for the HT (solid) and MT (dashed)
analyses. Confidence intervals are shown for c58R Si (yellow 90%, green 68%, black cross
best-fit point)[124], CRESST-II[58] (light blue 2σ, dark blue 1σ), DAMA/LIBRA[61] (light
red 99%, dark red 90%), and CoGeNT[62] (brown). 90% exclusion limits are plotted
for EDELWEISS[59] (cyan), XENON10 S2-only[152] (dark green), LUX[56] (magenta),
CDMSlite[153] (purple), and SuperCDMS low-threshold[154] (brown). Top: WIMP-search
results up to 1000 GeV/c2. Bottom: zoom in for low-mass results.
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Figure 73: Timing distributions of calibration and WIMP-search data for the HT analysis.
See text for the color scheme. Note that the horizontal axis (timing quantity) is shifted
by 10 units so that it can be plotted on a log-scale. All distributions shown are survival
functions.
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Figure 74: Timing distributions of calibration and WIMP-search data for the MT analysis.
See text for the color scheme. Note that the horizontal axis (timing quantity) is shifted
by 10 units so that it can be plotted on a log-scale. All distributions shown are survival
functions.
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Figure 75: Timing, energy, and yield distributions for T4Z3. Yield vs. energy plots are
shown on the left, while yield vs. timing are shown on the right. The top panels display
133Ba data, while the bottom panels display WIMP-search data.
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Figure 76: Timing, energy, and yield distributions for T5Z3. Yield vs. energy plots are
shown on the left, while yield vs. timing are shown on the right. The top panels display
133Ba data, while the bottom panels display WIMP-search data.
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Figure 77: Results of the timing-cut scanning procedure for the HT Si timing analysis.
The horizontal axis is the summed expected leakage from the 133Ba fits, which serves to
index the optimization of the timing cut. The different curves represent the number of
observed WIMP-search candidate events (black); the 252Cf neutron distribution normalized
to a 10 GeV/c2 WIMP (blue curve and band); the 133Ba distribution normalized to WIMP-
search data (red); and the expected leakage from fits (green). The vertical magenta line
corresponds to the optimized timing cut.
8 WIMP-SEARCH RESULTS OF THE RE-ANALYZED C58 DATA 167
Figure 78: Results of the timing-cut scanning procedure for the MT Si timing analysis.
The horizontal axis is the summed expected leakage from the 133Ba fits, which serves to
index the optimization of the timing cut. The different curves represent the number of
observed WIMP-search candidate events (black); the 252Cf neutron distribution normalized
to a 10 GeV/c2 WIMP (blue curve and band); the 133Ba distribution normalized to WIMP-
search data (red); and the expected leakage from fits (green). The vertical magenta line
corresponds to the optimized timing cut.
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9 Conclusions
9.1 Results of the CDMS-II Experiment
The c58 dataset was the final WIMP-search data obtained by the CDMS-II experiment.
The primary HT analysis of the full 1159 kg-day Ge exposure resulted in 2 candidate
events[149, 150], and set a minimum upper limit of σSI < 1.96 × 10−44 cm2 for a WIMP
mass of 64 GeV/c2 (Fig. 63), very close to the anticipated sensitivity of ∼ 10−44 cm2[155].
The Si HT analyses, which resulted in 3 candidate events over a total exposure of 232 kg-
day[149, 151, 124], set competitive limits at low WIMP masses (< 6 GeV/c2) and provided
hints of a low mass WIMP signal.
The re-analysis of the c58 data proved to be an invaluable opportunity to improve the
data analysis techniques of the CDMS collaboration, and to achieve improved WIMP-search
reach with two target materials. The MT analyses demonstrate that surface event rejection
using phonon timing information retains useful discrimination power to lower recoil energies,
even though such analyses can no longer be considered background-free. At high energies,
where phonon timing information is well-resolved, a χ2 comparison technique significantly
improves on the performance of the classic timing discriminator, although it does not appear
to be well-suited to low-energy analysis where phonon resolutions degrade.
This re-analysis has also demonstrated the potential strengths and weaknesses of a neural
network background rejection technique. The Ge neural network analysis achieved the best
limits at low WIMP masses among the three HT techniques, largely due to its superior signal
passage fraction. One of its empirical limitations was exposed, however, in the MT analysis,
where an extremely high leakage of zero-yield events into the signal region was observed.
This is instructive of the general danger of any “black box” analysis technique: namely,
it may be particularly susceptible to unexpected pathologies because of its complicated
internal workings and multi-layered complexity. In any case, machine learning techniques
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may be useful in future CDMS analyses if such liabilities can be understood and mitigated
appropriately.
Finally, the exciting hint of a WIMP signal observed in the c58R Si analysis has helped to
increase interest in the possibility of a low-mass WIMP; in fact, it was the original impetus
for the undertaking of the MT analyses described in this thesis. The jumbled state of affairs
presently seen in the parameter space between 5 and 10 GeV/c2, although frustrating to
those tasked with making sense of it all, will no doubt be seen as an exciting chapter along
the way to our ultimate understanding of the problem of dark matter.
9.2 Tension, Complementarity, and Resolution
The polite word for the strongly-contradictory results seen in several different direct-detection
experiments (Fig. 72) is “tension”. As discussed in Sec. 8.1.1, many frameworks exist which
can potentially reconcile this tension, namely EFT models, inelastic DM, and even multi-
component dark matter. Regardless, more data is needed to settle the issue, and never
before has the importance of target complementarity been more apparent.
If the couplings of dark matter particles to nucleons is a combination of several com-
ponents (e.g. spin-dependent, velocity-dependent, etc.), or if several dark matter particles
exist, then different target materials could possess different cross-sections to WIMPs. Fur-
thermore, significant parameter space remains unexplored both at high and low WIMP
masses, and due to the kinematics of nuclear recoils, few target materials have good sen-
sitivity to both regions. Thus, the second generation (G2) of dark matter direct detection
experiments will consist of a variety of target materials which have sensitivity to WIMP
masses from hundreds of MeV/c2 to tens of TeV/c2.
Furthermore, in the event of a discovery scenario, scientific rigor demands that consis-
tent, reproducible signals be observed in several experiments. Multi-target experiments,
like SuperCDMS, are particularly well-suited for this, especially if the payload deployment
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scheme is flexible enough to respond to potential signals in other experiments. Finally, G2
experiments are expected to begin to suffer from irreducible backgrounds from coherent
neutrino scattering[156] (CNS; see Fig. 79), which put a hard limit (often called the “neu-
trino floor”) on conventional direct-detection techniques.62 As G2 experiments map out
the available WIMP parameter space, the new data should resolve the current low-mass
tension, either with detection(s) or null results, and hopefully provide guidance for future
dark matter searches.
9.3 The Future of CDMS
Following the end of data taking with CDMS-II in 2009, the electronic and cryogenic infras-
tructure of the experiment was adapted for the use of iZIP detectors for the SuperCDMS
Soudan phase of the CDMS experiment. As with any low-background counting experiment,
increases in sensitivity must be achieved in a two-fold manner: increasing exposure, along
with mitigating backgrounds. SuperCDMS implements significant improvements in back-
ground rejection and a larger experimental payload, which translate into excellent sensitivity
for future WIMP searches.
The superiority of SuperCDMS can be thought of as an improvement in the fiducial vol-
ume of the detectors. The SuperCDMS detectors, known as “interleaved ZIPs” or “iZIPs”,
are about 2.5 times larger63 than the CDMS-II ZIPs, which mitigates some surface effects
simply through a higher ratio of volume to surface area. Additionally, full phonon and
ionization readout instrumentation is patterned on both sides of each detector, increas-
ing the position information and even allowing phonon-based fiducial volume cuts to be
implemented.
The real power of the iZIP technology, and the characteristic which lends the “i” to
62Although the neutrino floor presents an irreducible background to all experiments, the neutrino energy
spectrum is well-known, and spectral analysis will still provide WIMP-search reach below these levels.
63The current iZIP design, deployed at SuperCDMS Soudan, has the same diameter but is 2.5 times
thicker than the CDMS-II ZIPs; future designs call for increasing the diameter of the detectors as well.
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Figure 79: Current experimental limits (solid lines) and G2 sensitivity projections (dashed
lines) for a variety of experiments. The coherent neutrino scattering floor (thick orange
dashed) presents a practical limit to conventional WIMP direct-detection experiments. The
SuperCDMS SNOLAB experiment, the successor to CDMS-II, has excellent and unique
sensitivity to very low-mass WIMPs.
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its name, is the interleaved electrode pattern on each detector face which enables “native”
rejection of surface events, which are the dominant background in CDMS-II, at a level of at
least 1.7×10−5.[157] SuperCDMS has already produced important WIMP-search results at
the Soudan laboratory[154, 153], where it is re-using the cryogenic aparatus of CDMS-II;
a future upgrade at the deeper SNOLAB facility is expected to probe a large region of
low-mass WIMP parameter space, and has excellent prospects for possible discovery.
The full 9 kg payload of SuperCDMS Soudan consists exclusively of Ge iZIPs, but Si
iZIPs are being developed for future deployment. In addition to its considerable physics
reach, SuperCDMS Soudan also serves as a proof-of-concept for the G2 SuperCDMS SNO-
LAB experiment, which will feature larger payloads, lower backgrounds, and a fully re-
designed cryogenics and DAQ system.
Early results from the SuperCDMS Soudan experiment have produced strong limits
at low WIMP masses, excluding new parameter space which was heretofore unexplored
by direct detection experiments. A low-threshold analysis[154] of the first WIMP-search
dataset used a boosted decision tree (BDT) machine learning analysis tool to perform
background rejection with good success, although some of the problems common to machine
learning algorithms (e.g. unexpected background pathologies, “black box” behavior) were
observed, as in the c58R neural network analysis. Additionally, one iZIP was operated
at high bias voltage (∼ 70 V), amplifying the Luke phonon signal and improving noise
performance, although dual energy measurement, and thus yield discrimination, must be
sacrificed. An analysis on one month of data running in this mode (known as CDMSlite, for
“low ionization threshold expeirment”) achieved a recoil energy threshold of 170 eVee and
set strong limits below WIMP masses of 4 GeV/c2[153]. Future analyses from SuperCDMS
Soudan are projected to produce world-leading limits at low WIMP masses, and provide
complementarity to the strong limits from LUX[56] at high WIMP masses.
SuperCDMS SNOLAB has been selected by the US Department of Energy, along with
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the Xe-based LZ experiment, as a primary G2 direct detection experiment which will pro-
vide unique sensitivity to the low WIMP-mass parameter space (see Fig. 79). An initial
deployment of 42 iZIPs, with a target mass of ∼ 50 kg, will feature a mix of Ge and
Si iZIPs, including several detectors dedicated to CDMSlite running; the cryogenics and
shielding will be designed for the payload to be incrementally augmented to 400 kg. This
provides flexibility to strategically adjust payloads to respond to potential signals, and the
dual target materials provide excellent complementarity in a WIMP detection scenario.
The future of the dark matter community is very exciting, and SuperCDMS SNOLAB
is poised to be a strong player, especially in the low WIMP-mass regime. Regardless of
whether a detection occurs, fully exploring the WIMP parameter space above the CNS
background floor, and the potential first direct detection of CNS itself, will be important
scientific results in their own rights. With either positive or null results, we will have a
more clear and complete understanding of the nature of dark matter in our Universe.
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A Unmasked WIMP-search Data
This Appendix displays all of the unmasked WIMP-search data for the Ge and Si MT
analyses and, by extension, for the HT analyses as well. The data are displayed graphically,
with each figure showing the data for a particular detector and timing analysis. The color
coding for each figure is as follows.
• Green bands indicate the ±3σ edges of the ER band (Sec. 4.5); the widths of the
bands indicate the run-to-run variation over the c58 data-taking period. The lower
edge of this band defines the below ER band cut.
• Magenta bands indicate the ±2sigma edges of the NR band (Sec. 4.5); the widths
of the bands indicate the run-to-run variation over the c58 data-taking period.
• Light red bands indicate the µ + 3σ ionization threshold (Sec. 4.5); the widths
of the bands indicate the run-to-run variation over the c58 data-taking period. The
ionization threshold was µ+3σ for the MT analyses, but µ+4.5σ for the HT analyses.
• Cyan bands indicate the recoil energy thresholds for the MT analyses (Sec. 6.1.1);
the widths of the bands indicate the run-to-run variation over the c58data-taking
period. For MT analyses, the thresholds were generally 10 keV for Ge and 7 keV for
Si.
• Blue points indicate events which pass all basic event pre-selection cuts (Sec. 4.3)
and the single-scatter condition (Sec. 4.6).
• Red points indicate events which pass all basic even pre-selection cuts, the single-
scatter condition, and are within the HT signal region (Sec. 4.5).
• Dark green points indicate events which pass basic event pre-selection cuts, the
single-scatter condition, and are within the MT signal region (Sec. 6.1) but are not
within the HT signal region.
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• Brown points indicate events which pass all the same conditions as the dark green
points, but fail the MT recoil energy thresholds (see Sec. 7.1.2).
• Black circles around a point indicate that the event passed the timing cut.
A.1 Ge 5D χ2 Analysis
Figs. 80 - 91 display the unmasked WIMP-search data for the Ge 5D χ2 timing analysis
(Sec. 5.3.2).
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Figure 80: T1Z2 WIMP-search data using the Ge 5D χ2 MT timing analysis. No candidates
are observed.
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Figure 81: T1Z5 WIMP-search data using the Ge 5D χ2 MT timing analysis. No candidates
are observed.
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Figure 82: T2Z3 WIMP-search data using the Ge 5D χ2 MT timing analysis. No candidates
are observed.
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Figure 83: T2Z5 WIMP-search data using the Ge 5D χ2 MT timing analysis. No candidates
are observed.
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Figure 84: T3Z2 WIMP-search data using the Ge 5D χ2 MT timing analysis. No candidates
are observed.
A UNMASKED WIMP-SEARCH DATA 191
Figure 85: T3Z4 WIMP-search data using the Ge 5D χ2 MT timing analysis. No candidates
are observed.
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Figure 86: T3Z5 WIMP-search data using the Ge 5D χ2 MT timing analysis. No candidates
are observed.
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Figure 87: T4Z2 WIMP-search data using the Ge 5D χ2 MT timing analysis. No candidates
are observed.
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Figure 88: T4Z4 WIMP-search data using the Ge 5D χ2 MT timing analysis. No candidates
are observed.
A UNMASKED WIMP-SEARCH DATA 195
Figure 89: T4Z5 WIMP-search data using the Ge 5D χ2 MT timing analysis. No candidates
are observed.
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Figure 90: T5Z4 WIMP-search data using the Ge 5D χ2 MT timing analysis. No candidates
are observed.
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Figure 91: T5Z5 WIMP-search data using the Ge 5D χ2 MT timing analysis. No candidates
are observed.
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A.2 Ge 5D χ2 Re-optimized Analysis
Figs. 92 - 103 display the unmasked WIMP-search data for the Ge 5D χ2 re-optimized
timing analysis (Sec. 6.1.2).
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Figure 92: T1Z2 WIMP-search data using the Ge 5D χ2 re-optimized MT timing analysis.
No candidates are observed.
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Figure 93: T1Z5 WIMP-search data using the Ge 5D χ2 re-optimized MT timing analysis.
No candidates are observed.
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Figure 94: T2Z3 WIMP-search data using the Ge 5D χ2 re-optimized MT timing analysis.
1 candidate (G2) is observed.
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Figure 95: T2Z5 WIMP-search data using the Ge 5D χ2 re-optimized MT timing analysis.
No candidates are observed.
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Figure 96: T3Z4 WIMP-search data using the Ge 5D χ2 re-optimized MT timing analysis.
No candidates are observed.
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Figure 97: T3Z6 WIMP-search data using the Ge 5D χ2 re-optimized MT timing analysis.
1 candidate (G19) is observed.
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Figure 98: T4Z2 WIMP-search data using the Ge 5D χ2 re-optimized MT timing analysis.
No candidates are observed.
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Figure 99: T4Z4 WIMP-search data using the Ge 5D χ2 re-optimized MT timing analysis.
No candidates are observed.
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Figure 100: T4Z5 WIMP-search data using the Ge 5D χ2 re-optimized MT timing analysis.
No candidates are observed.
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Figure 101: T4Z6 WIMP-search data using the Ge 5D χ2 re-optimized MT timing analysis.
No candidates are observed.
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Figure 102: T5Z4 WIMP-search data using the Ge 5D χ2 re-optimized MT timing analysis.
No candidates are observed.
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Figure 103: T5Z5 WIMP-search data using the Ge 5D χ2 re-optimized MT timing analysis.
No candidates are observed.
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A.3 Ge Classic Analysis
Figs. 104 - 115 display the unmasked WIMP-search data for the Ge classic timing analysis
(Sec. 5.3.1).
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Figure 104: T1Z2 WIMP-search data using the Ge classic MT timing analysis. No candi-
dates are observed.
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Figure 105: T1Z5 WIMP-search data using the Ge classic MT timing analysis. 2 candidates
(G1 and G3) are observed.
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Figure 106: T2Z3 WIMP-search data using the Ge classic MT timing analysis. 1 candidate
(G2) is observed.
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Figure 107: T2Z5 WIMP-search data using the Ge classic MT timing analysis. No candi-
dates are observed.
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Figure 108: T3Z2 WIMP-search data using the Ge classic MT timing analysis. No candi-
dates are observed.
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Figure 109: T3Z4 WIMP-search data using the Ge classic MT timing analysis. No candi-
dates are observed.
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Figure 110: T3Z5 WIMP-search data using the Ge classic MT timing analysis. No candi-
dates are observed.
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Figure 111: T4Z2 WIMP-search data using the Ge classic MT timing analysis. No candi-
dates are observed.
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Figure 112: T4Z4 WIMP-search data using the Ge classic MT timing analysis. 1 candidate
(G4) is observed.
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Figure 113: T4Z5 WIMP-search data using the Ge classic MT timing analysis. No candi-
dates are observed.
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Figure 114: T5Z4 WIMP-search data using the Ge classic MT timing analysis. No candi-
dates are observed.
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Figure 115: T5Z5 WIMP-search data using the Ge classic MT timing analysis. No candi-
dates are observed.
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A.4 Ge Neural Network Analysis
Figs. 116 - 127 display the unmasked WIMP-search data for the Ge neural network timing
analysis (Sec. 5.3.3).
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Figure 116: T1Z2 WIMP-search data using the Ge neural network MT timing analysis. 1
candidate (G11) is observed.
A UNMASKED WIMP-SEARCH DATA 226
Figure 117: T1Z5 WIMP-search data using the Ge neural network MT timing analysis. 5
candidates (G1, G3, G12, G13, and G14) are observed.
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Figure 118: T2Z3 WIMP-search data using the Ge neural network MT timing analysis. No
candidates are observed.
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Figure 119: T2Z5 WIMP-search data using the Ge neural network MT timing analysis. 1
candidate (G15) is observed.
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Figure 120: T3Z2 WIMP-search data using the Ge neural network MT timing analysis. 3
candidates (G7, G8, and G9) are observed.
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Figure 121: T3Z4 WIMP-search data using the Ge neural network MT timing analysis. 2
candidates (G10 and G16) are observed.
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Figure 122: T3Z5 WIMP-search data using the Ge neural network MT timing analysis. No
candidates are observed.
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Figure 123: T4Z2 WIMP-search data using the Ge neural network MT timing analysis. 1
candidate (G17) is observed.
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Figure 124: T4Z4 WIMP-search data using the Ge neural network MT timing analysis. 2
candidates (G4 and G18) are observed.
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Figure 125: T4Z5 WIMP-search data using the Ge neural network MT timing analysis. 1
candidate (G6) is observed.
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Figure 126: T5Z4 WIMP-search data using the Ge neural network MT timing analysis. No
candidates are observed.
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Figure 127: T5Z5 WIMP-search data using the Ge neural network MT timing analysis. No
candidates are observed.
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A.5 Si 5D χ2 Analysis
Figs. 128 - 136 display the unmasked WIMP-search data for the Si 2D χ2 timing analysis
(Sec. 5.4).
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Figure 128: T1Z4 WIMP-search data using the Si 2D χ2 MT timing analysis. No candidates
are observed.
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Figure 129: T2Z1 WIMP-search data using the Si 2D χ2 MT timing analysis. No candidates
are observed.
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Figure 130: T2Z2 WIMP-search data using the Si 2D χ2 MT timing analysis. 1 candidate
(S4) is observed.
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Figure 131: T2Z4 WIMP-search data using the Si 2D χ2 MT timing analysis. No candidates
are observed.
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Figure 132: T3Z3 WIMP-search data using the Si 2D χ2 MT timing analysis. No candidates
are observed.
A UNMASKED WIMP-SEARCH DATA 243
Figure 133: T4Z1 WIMP-search data using the Si 2D χ2 MT timing analysis. No candidates
are observed.
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Figure 134: T4Z3 WIMP-search data using the Si 2D χ2 MT timing analysis. 2 candidates
(S1 and S2) are observed.
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Figure 135: T4Z3 WIMP-search data using the Si 2D χ2 MT timing analysis, with R125
removed. 2 candidates (S1 and S2) are observed.
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Figure 136: T5Z3 WIMP-search data using the Si 2D χ2 MT timing analysis. 1 candidate
(S3) is observed.
