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ON INTEGRALS OVER A CONVEX SET OF THE WIGNER
DISTRIBUTION
BÉRANGÈRE DELOURME, THOMAS DUYCKAERTS, NICOLAS LERNER
Abstract. We provide an example of a normalized L2(R) function u such that
its Wigner distribution W(u, u) has an integral > 1 on the square [0, a] × [0, a]
for a suitable choice of a. This provides a negative answer to a question raised
by P. Flandrin in [6]. Our arguments are based upon the study of the Weyl
quantization of the indicatrix of R+ × R+ along with a precise numerical analysis
of its discretization.
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2 BÉRANGÈRE DELOURME, THOMAS DUYCKAERTS, NICOLAS LERNER
1. Introduction
1.1. Flandrin’s conjecture. Let C be a convex bounded subset of R2n and 1C
be the characteristic function of C. A statement known as Flandrin’s conjecture1
asserts that for u ∈ L2(Rn),
(1.1.1)
x
C
W(u, u)(x, ξ)dxdξ ≤ ‖u‖2L2(Rn),
where the Wigner function W(u, v) is given by
(1.1.2) W(u, v)(x, ξ) =
∫
e−2ipiz·ξu(x+
z
2
)v¯(x− z
2
)dz.
Note thatW(u, v) appears as the partial Fourier transform2 with respect to z of the
function
Rn × Rn 3 (z, x) 7→ u(x+ z
2
)v¯(x− z
2
) = Ω(u, v)(x, z),
and since for u, v ∈ L2(Rn), Ω(u, v) belongs to L2(R2n) from the identity∫
R2n
|Ω(u, v)(x, z)|2dxdz = ‖u‖2L2(Rn)‖v‖2L2(Rn),
the function W(u, v) is in L2(R2n) with
(1.1.3) ‖W(u, v)‖L2(R2n) = ‖u‖L2(Rn)‖v‖L2(Rn),
giving a meaning to the integral in (1.1.1) for C with a finite Lebesgue measure. We
may note as well that although the functionW(u, v) is complex-valued, the function
W(u, u) is in fact real-valued. In fact we have readily
(1.1.4) W(u, v)(x, ξ) =W(v, u)(x, ξ).
We note also that the real-valued functionW(u, u) can take negative values, choosing
for instance u1(x) = xe−pix
2 on the real line, we get
W(u1, u1)(x, ξ) = 21/2e−2pi(x2+ξ2)
(
x2 + ξ2 − 1
4pi
)
.
1.2. A reformulation of Flandrin’s conjecture, state of the art, main result.
It is easy to see that for u, v in the Schwartz class S (Rn), the remark above on
the Fourier transform ensures that W(u, v) belongs as well to S (R2n) and we can
reformulate (1.1.1) as
(1.2.1) ∀Cconvex bounded ⊂ R2n,∀u ∈ S (Rn),
x
C
W (u, u)(x, ξ)dxdξ ≤ ‖u‖2L2(Rn).
The latter property follows from (1.1.1) and conversely, let us consider u ∈ L2(Rn),
φ ∈ S (Rn). We have
W(u, u) =W(u− φ, u) +W(φ, u− φ) +W(φ, φ),
1On page 2178 of [6], P. Flandrin writes “it is conjectured that the result (1.1.1) is true for any
convex domain C”, a quite mild commitment for the validity of (1.1.1), although that statement
was referred to later on as Flandrin’s conjecture in the literature.
2For f ∈ S (RN ), we define its Fourier transform by fˆ(ξ) = ∫RN e−2ipix·ξf(x)dx and we obtain
the inversion formula f(x) =
∫
RN e
2ipix·ξ fˆ(ξ)dξ. Both formulas can be extended to tempered
distributions.
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so that for a subset C of R2n with finite Lebesgue measure, we have, thanks to
(1.1.3),
〈W(u, u),1C〉L2(R2n) ≤ 2|C|1/2‖u− φ‖L2(Rn)‖φ‖L2(Rn) + 〈W(φ, φ),1C〉L2(R2n),
so that if C is convex bounded and (1.2.1) holds true, we have
〈W(u, u),1C〉L2(R2n) ≤ 2|C|1/2‖u− φ‖L2(Rn)‖φ‖L2(Rn) + ‖φ‖2L2(Rn).
Taking now φ as a sequence in the Schwartz space converging in L2(Rn) towards u,
we obtain (1.2.1) for any u ∈ L2(Rn).
Lemma 1.1. Property (1.2.1) is equivalent to the same statement where the require-
ment C bounded is removed.
Proof. When C is convex with infinite Lebesgue measure, with u ∈ S (Rn), we
have W (u, u) ∈ S (R2n) so that, thanks to the Lebesgue dominated convergence
Theorem,x
C
W (u, u)(x, ξ)dxdξ = lim
λ→+∞
x
C∩{(x,ξ),max(|x|,|ξ|)≤λ}
W (u, u)(x, ξ)dxdξ,
and (1.2.1) implies
s
C
W (u, u)(x, ξ)dxdξ ≤ ‖u‖2L2(Rn). 
That property is easy for C equal to a half-space C = {(x, ξ) ∈ R2n, L(x, ξ) ≥ 0},
where L is a linear form since we can find (if L 6= 0) a unitary operatorM on L2(Rn)
such that, for u ∈ S (Rn),x
{(x,ξ),L(x,ξ)≥0}
W (u, u)(x, ξ)dxdξ =
x
y1≥0
W (Mu,Mu)(y, η)dydη = 〈H1Mu,Mu〉,
where H1 is the operator of multiplication by H(y1), which is an orthogonal projec-
tion (thus has norm 1): this is a consequence of the symplectic covariance proper-
ties of the Wigner distribution detailed in the next section, but in that particular
case, it is easy to choose linear symplectic coordinates y1, . . . , yn, η1, . . . , ηn such that
y1 = L(x, ξ).
Property (1.2.1) is true as well for two-dimensional Euclidean disks and follows
from a precise study of P. Flandrin (see e.g. [7]): for a ∈ R+, defining
(1.2.2) Da = {(x, ξ) ∈ R2n, |x|2 + |ξ|2 ≤ a
2pi
},
the paper [7] contains the proof of the estimate for n = 1,
(1.2.3)
x
Da
W (u, u)(x, ξ)dxdξ ≤ (1− e−a)‖u‖2L2(R),
for any u ∈ L2(R). The results for the disk in two dimensions are readily extendable
to polydisks by tensorisation. A non-trivial matter was to extend this study to 2n-
dimensional Euclidean balls, a task done in the paper [13] by E. Lieb and Y. Ostrover,
who provided the case where C is chosen as an Euclidean ball. As for the argument
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of [7], a highly non-trivial inequality on Laguerre polynomials provides a proof of
the estimate for n ≥ 1,
(1.2.4)
x
Da
W (u, u)(x, ξ)dxdξ ≤
(
1− 1
(n− 1)!
∫ +∞
a
e−ttn−1dt
)
‖u‖2L2(Rn),
for any u ∈ L2(Rn). It turns out that the above short summary contains most of
our knowledge on Flandrin’s conjecture and for instance, the cases of the square
C = [0, a] × [0, a] or of `p balls of R2 (p 6= 2) were not explicitly explored in the
literature. Our main result in this paper is the following theorem.
Theorem 1.2. There exist a > 0 and u ∈ S (R) such that
(1.2.5)
x
[0,a]2
W (u, u)(x, ξ)dxdξ > ‖u‖2L2(R),
where the Wigner distribution W (u, u) is defined by (1.1.2).
This theorem is proven in Section 5. It turns out that most of the properties
of the Wigner distribution are inherited from its links with the Weyl quantization
introduced by Hermann Weyl in 1926 in the first edition of [17] and our first
remarks are devised to stress that link.
1.3. Weyl quantization.
Definition 1.3. Let a ∈ S ′(R2n). We define the Weyl quantization aw of the
Hamiltonian a, by the formula
(1.3.1) (awu)(x) =
x
e2ipi(x−y)·ξa(
x+ y
2
, ξ)u(y)dydξ,
to be understood weakly as
(1.3.2) 〈awu, v¯〉S ′(Rn),S (Rn) = 〈a,W(u, v)〉S ′(R2n),S (R2n).
We note that the sesquilinear mapping
S (Rn)×S (Rn) 3 (u, v) 7→ W(u, v) ∈ S (R2n),
is continuous so that the above bracket of duality 〈a,W(u, v)〉S ′(R2n),S (R2n) makes
sense. We note as well that a temperate distribution a ∈ S ′(R2n) gets quantized by
a continuous operator aw from S (Rn) into S ′(Rn). This very general framework is
not really useful since we want to compose our operators awbw. A first step in this
direction is to look for sufficient conditions ensuring that the operator aw is bounded
on L2(Rn). Moreover, for a ∈ S ′(R2n) and b a polynomial in C[x, ξ], we have the
composition formula,
awbw = (a]b)w,(1.3.3)
(a]b)(x, ξ) =
∑
k≥0
1
(4ipi)k
∑
|α|+|β|=k
(−1)|β|
α!β!
(∂αξ ∂
β
xa)(x, ξ)(∂
α
x∂
β
ξ b)(x, ξ),(1.3.4)
which involves here a finite sum. This follows from (2.1.26) in [12] where several
generalizations can be found.
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Proposition 1.4. Let a be a tempered distribution on R2n. Then we have
(1.3.5) ‖aw‖B(L2(Rn)) ≤ min
(
2n‖a‖L1(R2n), ‖aˆ‖L1(R2n)
)
.
Proof. In fact we have from (1.3.2), u, v ∈ S (Rn),
〈awu, v〉L2(Rn) =
y
a(x, ξ)u(2x− y)v¯(y)e−4ipi(x−y)·ξ2ndydxdξ,
so that defining for (x, ξ) ∈ R2n the operator σx,ξ by
(1.3.6) (σx,ξu)(y) = u(2x− y)e−4ipi(x−y)·ξ,
we see that σx,ξ (phase symmetry) is unitary and self-adjoint and
(1.3.7) aw = 2n
x
a(x, ξ)σx,ξdxdξ,
proving the first estimate of the proposition. As a consequence of (1.3.7), we obtain
that
(1.3.8) (aw)∗ = (a)w , so that for a real-valued, (aw)∗ = aw.
To prove the second estimate, we introduce the so-called ambiguity function
A(u, v) as the inverse Fourier transform of the Wigner function W(u, v), so that
for u, v in the Schwartz class, we have
(A(u, v))(η, y) =
x
W(u, v)(x, ξ)e2ipi(x·η+ξ·y)dxdξ,
i.e.
(A(u, v))(η, y) =
∫
u(z +
y
2
)v¯(z − y
2
)e2ipiz·ηdz.
Applying Plancherel formula on (1.3.2), we get
〈awu, v〉L2(Rn) = 〈aˆ,A(u, v)〉S ′(R2n),S (R2n).
We note that a consequence of (1.3.4) is that for a linear form L(x, ξ), we have
L]L = L2, and more generally L]N = LN.
As a result, considering for (y, η) ∈ R2n, the linear form Lη,y defined by
Lη,y(x, ξ) = x · η + ξ · y,
we see that
A(u, v)(η, y) = 〈{e2ipi(x·η+ξ·y)}Weylu, v〉L2(Rn),
and thus we get Weyl’s original formula
aw =
x
aˆ(η, y)eiL
w
η,ydydη,
which implies the second estimate in the proposition. 
A particular case of Segal’s formula (see e.g. Theorem 2.1.2 in [12]) is with F
standing for the Fourier transformation,
(1.3.9) F ∗awF = a(ξ,−x)w.
We defined the canonical symplectic form σ on Rn × Rn with
(1.3.10)
[
(x, ξ), (y, η)
]
= ξ · y − η · x.
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The symplectic group Sp(n,R) is the subgroup of S ∈ Sl(2n,R) such that
(1.3.11) ∀X, Y ∈ R2n, [SX, SY ] = [X, Y ], i.e. S∗σS = σ,
with
(1.3.12) σ =
(
0 In
−In 0
)
.
The symplectic group is generated by
(i) (x, ξ) 7→ (Tx,tT−1ξ), T ∈ Gl(n,R),(1.3.13)
(ii) (xk, ξk) 7→ (ξk,−xk), other coordinates unchanged,(1.3.14)
(iii) (x, ξ) 7→ (x, ξ +Qx), Q ∈ Sym(n,R).(1.3.15)
Now for S ∈ Sp(n,R), the operator
(1.3.16) (a ◦ S)w =M∗awM,
where M belongs to the metaplectic group, which is a group of unitary transfor-
mations of L2(Rn). Let us describe the generators of the metaplectic group corres-
ponding to the symplectic transformations (i-iii) above. The metaplectic group is
generated by
(j) (Mu)(x) = | detT |−1/2u(T−1x),(1.3.17)
(jj) partial Fourier transformation with respect to xk,(1.3.18)
(jjj) multiplication by eipi〈Qx,x〉.(1.3.19)
We note also that for Y = (y, η) ∈ R2n, the symmetry SY is defined by SY (X) =
2Y −X and is quantized by the phase symmetry σY as defined by (1.3.6) with the
formula
(a ◦ SY )w = σ∗Y awσY = σY awσY .
Similarly, the translation TY is defined on the phase space by TY (X) = X + Y and
is quantized by the phase translation τY ,
(1.3.20) (τ(y,η)u)(x) = u(x− y)e2ipi(x−
y
2
)·η,
and we have
(1.3.21) (a ◦ TY )w = τ ∗Y awτY = τ−Y awτY .
Note also that the covariance formula (1.3.16) can be reformulated as the following
property of the Wigner distribution,
W (Mu,Mv) =W(u, v) ◦ S−1.
Since the metaplectic group is continuous from S (Rn) into itself, Segal’s Formula
(2.1.8) is valid as well for a ∈ S ′(R2n). We note also that Sp(1,R) = Sl(2,R).
Lemma 1.5. Flandrin’s conjecture (1.2.1) is equivalent to
(1.3.22) ∀Cconvex bounded ⊂ R2n, 1wC ≤ Id .
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Proof. Indeed, since C has finite Lebesgue measure, the first inequality in (1.3.5)
ensures that 1wC is a bounded operator in L2(Rn) and, thanks to (1.3.2), Property
(1.2.1) reads
∀u ∈ S (Rn), 〈1wCu, u〉 ≤ ‖u‖2L2(Rn),
which indeed means 1wC ≤ Id . 
2. The quarter-plane, elementary observations
2.1. Definitions. We have chosen to focus our attention on a most simple-looking
case, when C is the “quarter-plane”
(2.1.1) C0 = {(x, ξ) ∈ R2, x ≥ 0, ξ ≥ 0}.
We study in this section the operator
(2.1.2) A = (H(x)H(ξ))w ,
where H = 1R+ , that is the Weyl quantization of the characteristic function of the
first quarter of the plane. The Hardy operator Ha is defined as the operator with
distribution-kernel
(2.1.3)
H(x)H(y)
pi(x+ y)
,
and is bounded on L2(R) with operator-norm equal to 1 (see e.g. Lemma 4.1.8 in
[12]).
Proposition 2.1. The operator A given by (2.1.2) is bounded self-adjoint on L2(R).
Flandrin’s conjecture for the quarter-plane (2.1.1) is A ≤ I.
Proof. Since the Weyl symbol of A is real-valued, A is formally self-adjoint and it is
enough to prove that A is bounded on L2(R). Let us start with recalling the classical
formulas
(2.1.4) Hˆ(t) =
δ0(t)
2
+
1
2ipi
pv
(
1
t
)
, ŝign =
1
ipi
pv
(
1
t
)
,
useful below. For λ > 0, we define Aλ =
(
H(x)1[0,λ](ξ)
)w
, whose distribution-kernel
is the L∞(R2n) function
kλ(x, y) = H(x+ y)e
ipi(x−y)λ sin(pi(x− y)λ)
pi(x− y) .
We can thus consider
kλ(x, y) = H(x)H(y)kλ(x, y)︸ ︷︷ ︸
k0,λ(x,y)
+
(
H(−x)H(y) +H(x)H(−y))kλ(x, y),
and the operator with distribution-kernel k0,λ isH
(
1[0,λ](ξ)
)w
H, that isH1[0,λ](D)H,
where H stands for the operator of multiplication by the Heaviside function H. On
the other hand, the operator with distribution kernel k1,λ = kλ − k0,λ is such that
|k1,λ(x, y)| ≤ H(−x)H(y) +H(x)H(−y)
pi|x− y| =
H(−x)H(y)
pi(y − x) +
H(x)H(−y)
pi(x− y) .
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Since the Hardy operator Ha with kernel (2.1.3) has norm 1, we obtain that, for
u, v ∈ S (Rn), with H = H(x), Hˇ = H(−x),∣∣∣x H(x)1[0,λ](ξ)W (u, v)(x, ξ)dxdξ∣∣∣ ≤ ‖Hu‖L2(R)‖Hv‖L2(R)
+ ‖Hu‖L2(R)‖Hˇv‖L2(R) + ‖Hˇu‖L2(R)‖Hv‖L2(R),
so that∣∣∣x H(x)H(ξ)W (u, v)(x, ξ)dxdξ∣∣∣ = lim
λ→+∞
∣∣∣x H(x)1[0,λ](ξ)W (u, v)(x, ξ)dxdξ∣∣∣
≤ ‖Hu‖L2(R)‖Hv‖L2(R) + ‖Hu‖L2(R)‖Hˇv‖L2(R) + ‖Hˇu‖L2(R)‖Hv‖L2(R),
proving the L2-boundedness of the operator A.
Remark 2.2. That cumbersome detour with the operator Aλ is useful to ensure
that the operator A is indeed bounded on L2(R). The kernel k of A is a distribution
of order 1 and the product H(x)H(y)k(x, y) is not meaningful, even when k is a
Radon measure. However with the L2-boundedness of A, the products of operators
HAH, HˇAH, HAHˇ, HˇAHˇ make sense and for instance we may approximate in the
strong-operator-topology the operator HAH by the operator χ(·/ε)Aχ(·/ε), where
χ is a smooth function supported in [1,+∞) and equal to 1 on [2,+∞). We have
indeed
HAH =
(
H − χ(·/ε))AH + χ(·/ε)A(H − χ(·/ε))+ χ(·/ε)Aχ(·/ε),
so that for u ∈ L2(R), HAHu = limε→0+ χ(·/ε)Aχ(·/ε)u. The operator with kernel
H(x+ y)χ(x/ε)χ(y/ε)pv
1
ipi(y − x) = χ(x/ε)χ(y/ε)pv
1
ipi(y − x)
converges strongly towards the operator H(signD)H.
We can provide a slightly better estimate than above. The kernel of the L2-
bounded operator A is3
(2.1.5) H(x+ y)Hˆ(y − x) = H(x+ y)
2
(
δ0(y − x) + 1
ipi(y − x)
)
,
and with Hˇ(x) = H(−x), this implies readily (see Remark 2.2) that HˇAHˇ = 0. In
fact, for u ∈ L2(R) with suppu ⊂ (−∞, 0), we have for ε > 0 small enough and χ
as in Remark 2.2,
〈HˇAHˇu, u〉L2(R) = 〈χˇ(·/ε)Aχˇ(·/ε)u, u〉L2(R) = 0,
3Note that, for T1, T2 distributions on the real line, there is no difficulty at multiplying T1(x+y)
by T2(x− y): in fact we may define
〈T1(x+ y)T2(x− y), φ(x, y)〉D′(R2),D(R2) = 1
2
〈T1(x1)⊗ T2(x2), φ
(x1 + x2
2
,
x1 − x2
2
)〉D′(R2),D(R2).
It is also a general consequence of the location of the wave-front-set of T1(x + y) (a subset of the
conormal bundle of the second diagonal x + y = 0) and of T2(x − y) (a subset of the conormal
bundle of the diagonal x− y = 0): we have
{(x,−x; ξ, ξ) ∈ R2 × R2} ∩ {(x, x; ξ,−ξ) ∈ R2 × R2} = {(0, 0; 0, 0)}.
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since
χ(−x/ε)︸ ︷︷ ︸
supported on
x≤−ε
H(x+ y) χ(−y/ε)︸ ︷︷ ︸
supported on
y≤−ε
≡ 0.
On the other hand, for u ∈ L2(R) with suppu ⊂ (0,+∞), we have for ε > 0 small
enough and χ as in Remark 2.2,
〈HAHu, u〉L2(R) = 〈χ(·/ε)Aχ(·/ε)u, u〉L2(R),
and the kernel of χ(·/ε)Aχ(·/ε) is
χ(x/ε)χ(y/ε)
1
2
δ0(x− y) + χ(x/ε)χ(y/ε) 1
2ipi(y − x)
= χ(x/ε)χ(y/ε)× kernel of Id + signD
2
so that
(2.1.6) HAH = H
I + signD
2
H = HH(D)H,
whereH is the operator of multiplication byH(x) andH(D) is the Fourier multiplier
Ĥ(D)u(ξ) = H(ξ)uˆ(ξ).
We have thus, defining 2 Re HˇAH = HˇAH +HAHˇ,
(2.1.7) A = HAH + 2 Re HˇAH = HH(D)H + 2 Re HˇAH.
The kernel of the operator HˇAH is
(2.1.8) ω(x, y) = Hˇ(x)H(y)
H(x+ y)
2ipi(y − x) ,
and the kernel of 2 Re HˇAH is
(2.1.9) Hˇ(x)H(x+ y)Hˆ(y − x)H(y) + Hˇ(y)H(x+ y)Hˆ(y − x)H(x)
= H(x+ y)
(
Hˇ(x)H(y) + Hˇ(y)H(x)
)
2ipi(y − x) .
Using again the above estimate on the Hardy operator, we obtain that
(2.1.10) 〈Au, u〉L2(R)
= ‖H(D)Hu‖2L2(R) + Re
x H(x+ y)Hˇ(x)H(y)
ipi(y − x) (Hu)(y)(Hˇu)(x)dydx,
so that
|〈Au, u〉L2(R)| ≤ ‖Hu‖2L2(R) + ‖Hu‖L2(R)‖Hˇu‖L2(R) ≤
1 +
√
2
2
‖u‖2L2(R),
proving the proposition with the estimate ‖A‖B(L2(R)) ≤ 1+
√
2
2
≈ 1.2071, a rather
crude estimate that we shall improve below (we have used here that the two-variable
quadratic form x2 + xy has eigenvalues 1±
√
2
2
). 
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Proposition 2.3. Let A be given by (2.1.2). With H (resp. Hˇ) standing for the op-
erator of multiplication by H(x) (resp. H(−x)) and H(D) for the Fourier multiplier
H(ξ), we have
(2.1.11) A = HH(D)H + Ω,
where Ω = 2 Re HˇAH is the (self-adjoint) operator with kernel
H(x+ y)
(
Hˇ(x)H(y) + Hˇ(y)H(x)
)
2ipi(y − x) .
The operator-norm of Ω is smaller than 1.
Proof. The first statements are proven in (2.1.6), (2.1.8) and the norm-estimate
follows from the fact that the Hardy operator (cf. (2.1.3)) has norm 1. 
2.2. Elementary calculations.
Lemma 2.4. Flandrin’s conjecture for the quarter-plane is equivalent to
(2.2.1) HHˇ(D)H −HAHˇAH ≥ 0.
Proof. We have from (2.1.7),
(2.2.2) ‖u‖2 − 〈Au, u〉 = ‖Hˇ(D)Hu‖2 + ‖Hˇu‖2 − 2 Re〈HˇAHu, Hˇu〉
= ‖Hˇ(D)Hu‖2 + ‖Hˇu− HˇAHu‖2 − ‖HˇAHu‖2.
If ‖u‖2 − 〈Au, u〉 ≥ 0 for all u, we get from (2.2.2) that with a given u+ in L2(R)
supported in R+, we may choose
u− = HˇAHu+, so that u− ∈ L2(R), suppu− ⊂ R−,
and we get with u = u+ + u−,
0 ≤ ‖u‖2 − 〈Au, u〉 = ‖Hˇ(D)Hu+‖2 − ‖HˇAHu+‖2,
which is indeed (2.2.1). Conversely, assuming (2.2.1) on L2(R+), we get from (2.2.2)
that ‖u‖2 − 〈Au, u〉 ≥ 0. 
Lemma 2.5. The kernel of the operator HAHˇAH is
(2.2.3) k(x, y) =
H(x)H(y)
4pi2(x+ y)
Log
(
1 + |y−x|
x+y
)
|y−x|
x+y
,
(2.2.4) and we have ‖HˇAH‖ ≤ 1
2
√
pi
.
Proof. The kernel k(x, y) of the operator HAHˇAH is∫
H(x)ω(z, x)Hˇ(z)ω(z, y)H(y)dz,
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where ω is given by (2.1.8). We have thus
4k(x, y) = H(x)H(y)
∫ 0
−∞
H(x+ z)
ipi(z − x)
H(z + y)
ipi(y − z)dz
=
H(x)H(y)
pi2
∫ 0
−∞
H(x+ z)
(z − x)
H(z + y)
(z − y) dz
=
H(x)H(y)
pi2
∫ 0
max(−x,−y)
1
(z − x)(z − y)dz
=
H(x)H(y)
pi2
∫ 0
−min(x,y)
1
(z − x)(z − y)dz
=
H(x)H(y)
pi2
∫ min(x,y)
0
1
(z + x)(z + y)
dz
=
H(x)H(y)
pi2(y − x)
∫ min(x,y)
0
(
1
(z + x)
− 1
(z + y)
)
dz,
implying that
4k(x, y) =
H(x)H(y)
pi2(y − x)
[
Log
|z + x|
|z + y|
]z=min(x,y)
z=0
=
H(x)H(y)
pi2(y − x) Log
(
x+ min(x, y)
y + min(x, y)
y
x
)
.
If 0 < x ≤ y we get
4k(x, y) =
H(x)H(y)
pi2(y − x) Log
(
x+ x
y + x
× y
x
)
=
H(x)H(y)
pi2(y − x) Log
(
2y
y + x
)
=
H(x)H(y)
pi2(y − x) Log
(
y + x+ y − x
y + x
)
=
H(x)H(y)
pi2(y − x) Log
(
1 +
y − x
y + x
)
.
If 0 < y ≤ x we get
4k(x, y) =
H(x)H(y)
pi2(y − x) Log
(
x+ y
y + y
× y
x
)
=
H(x)H(y)
pi2(y − x) Log
(
x+ y
2x
)
=
H(x)H(y)
pi2(x− y) Log
(
y + x+ x− y
y + x
)
=
H(x)H(y)
pi2(x− y) Log
(
1 +
x− y
y + x
)
.
Eventually we find that
(2.2.5) k(x, y) =
H(x)H(y)
4pi2|x− y| Log
(
1 +
|x− y|
y + x
)
=
H(x)H(y)
4pi2(x+ y)
Log
(
1 + |x−y|
y+x
)
|x−y|
x+y
,
which is (2.2.3). We note now that the smooth function given by
ψ(t) =
Log(1 + t)
t
,
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is decreasing4 on (−1,+∞), so that ψ([0, 1]) = [Log 2, 1]. As a result, the kernel k
is symmetric non-negative and we have
k(x, y) ≤ 1
4pi
H(x)H(y)
pi(x+ y)
.
Since the Hardy operator with kernel H(x)H(y)
pi(x+y)
has norm 1 (cf. Lemma 4.1.8 in [12]),
we obtain that the operator-norm of
HAHˇAH = (HˇAH)∗ (HˇAH)
is bounded above by 1/(4pi), so that ‖HˇAH‖ ≤ 1
2
√
pi
, concluding the proof of the
lemma. 
2.3. An upper bound and non-positivity.
Proposition 2.6. We have
(2.3.1)
(
H(x)H(ξ)
)w ≤ 1
2
+
√
pi + 1
2
√
pi
< 1.0740884.
Proof. We have from (2.1.7) and (2.2.4),
(2.3.2) 〈Au, u〉 = ‖H(D)Hu‖2 + 2 Re〈HˇAHHu, Hˇu〉 ≤ ‖Hu‖2 + 1√
pi
‖Hu‖‖Hˇu‖.
The eigenvalues of the quadratic form x2 + pi−1/2xy in two dimensions are
1
2
±
√
pi + 1
2
√
pi
,
entailing the result. 
Proposition 2.7. The operator A is bounded self-adjoint on L2(R) with norm less
than 1
2
+
√
pi+1
2
√
pi
. Moreover, the spectrum of A intersects (−∞, 0) and the operator A
is not non-negative.
Proof. From (2.3.2), we have
|〈Au, u〉| ≤ ‖Hu‖2 + 1√
pi
‖Hu‖‖Hˇu‖,
and the first result on the norm follows from the reasoning in the proof of the
previous proposition. The operator A cannot be non-negative: if it were the case,
we would have
A = B2, B = B∗ bounded self-adjoint.
It would imply from (2.1.7)
〈Au, u〉 = 〈HAHu, u〉+ 2 Re〈HˇAHu, Hˇu〉
= 〈HBBHu, u〉+ 2 Re〈HˇBBHu, Hˇu〉
= ‖BHu‖2 + 2 Re〈BHu,BHˇu〉
= ‖BHu+BHˇu‖2 − ‖BHˇu‖2
= ‖Bu‖2 − ‖BHˇu‖2 = 〈Au, u〉 − ‖BHˇu‖2,
4For t > −1, we have ψ(t) = ∫ 1
0
dθ
1+θt and
d
dt{(1 + θt)−1} = −(1 + θt)−2θ ≤ 0.
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and thus BHˇ = 0, so that HˇB = 0 and thus HˇB2 = HˇA = 0, so that HˇAH = 0,
which is not true from Lemma 2.5. 
Lemma 2.8. We have A ≥ − 1√
pi
> −1.
Proof. From (2.1.7) and (2.2.4), we have
A = HAH + 2 Re HˇAH = HH(D)H + 2 Re HˇAH ≥ 2 Re HˇAH ≥ − 1√
pi
,
and thus we have
(2.3.3) − 1 < − 1√
pi
≤ A ≤ 1
2
+
√
pi + 1
2
√
pi
.
3. From the quarter-plane to an infinite matrix
3.1. Discretization. With A given by (2.1.2) , ε > 0, and j, k ∈ Z, we define
(3.1.1) aj,k,ε = 〈A1(jε,(j+1)ε),1(kε,(k+1)ε)〉L2(R),
and for l ∈ Z, we set
(3.1.2) Φ(l) =
1
2pi
∫ l+1
l
Log
∣∣∣∣ yy − 1
∣∣∣∣dy
=
1
2pi
[
y Log |y| − y − (y − 1) Log |y − 1|+ (y − 1)]l+1
l
=

0 for l = 0,
1
2pi
(
(l + 1) Log(l + 1)− 2l Log l + (l − 1) Log(l − 1)) for l ≥ 1,
−Φ(−l) for l ≤ −1.
Proposition 3.1. We have aj,k,ε = εaj,k,1 and using the notation aj,k = aj,k,1, we
have
(3.1.3) aj,k = 1N(j)
δj,k
2
+ i
(
1N(j + k)Φ(k − j) + δj,−k−1
2
Φ(2k + 1)
)
= 1N(j)1N(k)
δj,k
2
+ iΦ(k − j)
(
1N(j + k) +
δj+k+1,0
2
)
.
The operator Q = (aj,k) is bounded self-adjoint on `2(Z).
N.B. We have for l ≥ 1
2piΦ(l) =
∫ l+1
l
Log
∣∣∣∣ yy − 1
∣∣∣∣dy = ∫ 1
0
Log(l + θ)dθ −
∫ 0
−1
Log(l + θ)dθ
=
∫ 1
−1
sign θ Log(l + θ)dθ =
∫ 1
0
(
Log(l + θ)− Log(l − θ))dθ
= 2
∫ 1
0
∑
r≥1
(θ/l)2r−1
2r − 1 dθ =
∑
r≥1
1
(2r − 1)rl2r−1 ,
so that
(3.1.4) Φ(l) =
1
2pil
+
1
2pil3
∑
r≥2
1
(2r − 1)rl2r−4 , l ≥ 1.
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Proof. Using Formula (1.3.16), with
(Mεu)(x) = ε−1/2u(x/ε) and S(x, ξ) = (εx, ε−1ξ),
we have
aj,k,ε = ε〈
(
H(x)H(ξ)
)w
ε−1/21[j,j+1](x/ε), ε−1/21[k,k+1](x/ε)〉
= ε〈(H(x)H(ξ))wMε1[j,j+1],Mε1[k,k+1]〉
= ε〈M∗ε
(
H(x)H(ξ)
)wMε1[j,j+1], 1[k,k+1]〉
= ε〈(H(εx)H(ε−1ξ))w1[j,j+1], 1[k,k+1]〉
= εaj,k,1,
and with Ij = 1[j,j+1], from (2.1.7), (2.1.9), we obtain
aj,k = 〈H(D)HIj, HIk〉+
x H(x+ y)(Hˇ(x)H(y) + Hˇ(y)H(x))
2ipi(y − x) Ij(y)Ik(x)dxdy
= 1N(j)1N(k)〈H(D)Ij, Ik〉︸ ︷︷ ︸
cj,k
+bj,k − bk,j,(3.1.5)
with
(3.1.6) bj,k =
x H(x+ y)Hˇ(x)H(y)
2ipi(y − x) Ij(y)Ik(x)dxdy.
On the other hand, we have
(3.1.7) Îj(ξ) =
sin(piξ)
piξ
e−ipi(2j+1)ξ, H(ξ) =
1 + sign ξ
2
,
and thus
cj,k =
1
2
δj,k1N(j)1N(k) +
1
2
〈(signD)Ij, Ik〉1N(j)1N(k)
=
1
2
δj,k1N(j)1N(k) +
1
2
1N(j)1N(k)(1− δj,k)〈(signD)Ij, Ik〉
=
1
2
δj,k1N(j)1N(k) + 1N(j)1N(k)(1− δj,k) 1
2ipi
x 1
(y − x)Ij(y)Ik(x)dydx,(3.1.8)
where we note that in the above integral, for j ≥ k + 1 (resp. k ≥ j + 1) we have
j ≤ y ≤ j + 1, k ≤ x ≤ k + 1 =⇒
{
y − x ≥ j − k − 1 ≥ 0, if j ≥ k + 1,
x− y ≥ k − j − 1 ≥ 0, if k ≥ j + 1,
so that the integrand is non-negative (resp. non-positive). We have also from (3.1.6)
(3.1.9) bj,k = 1N(j)1N(−k − 1)
x H(y − x)
2ipi(y + x)
Ij(y)Ik(−x)dxdy,
so that finding y > x in the support of the integrand implies that
−k − 1 ≤ x < y ≤ j + 1 =⇒ j + k + 2 > 0 i.e. j + k + 1 ≥ 0,
so that bj,k is supported where j + k + 1 ≥ 0.
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• As a result, if j + k + 1 ≤ −1, we have from (3.1.5), (3.1.8),
aj,k = cj,k = 0,
proving (3.1.3) for j + k + 1 ≤ −1.
• Let us tackle now the case where j + k = −1. We have
bj,−j−1 = 1N(j)
x H(y − x)
2ipi(y + x)
Ij(y)Ij(x)dxdy
=
1N(j)
2ipi
∫ j+1
j
∫ j+1
x
dy
y + x
dx
=
1N(j)
2ipi
∫ j+1
j
[Log |y + x|]y=j+1y=x dx
=
1N(j)
2ipi
∫ j+1
j
Log
∣∣∣∣j + 1 + x2x
∣∣∣∣ dx,
and we find also that∫ j+1
j
Log
∣∣∣∣j + 1 + x2x
∣∣∣∣dx = −Log 2 + ∫ j+1
j
Log |j + 1 + x|dx−
∫ j+1
j
Log |x|dx
= −Log 2−
∫ j+1
j
Log |x|dx+ 2
∫ j+1
j+ 1
2
Log |2s|ds
= −Log 2−
∫ j+1
j
Log |x|dx+ Log 2 + 2
∫ j+1
j+ 1
2
Log |s|ds
=
∫ j+1
j+ 1
2
Log |x|dx−
∫ j+ 1
2
j
Log |x|dx
=
∫ j+ 1
2
j
Log
∣∣∣∣x+ 12x
∣∣∣∣ dx = ∫ j+ 12
j
Log
∣∣∣∣2x+ 12x
∣∣∣∣ dx
=
∫ 2j+2
2j+1
Log
∣∣∣∣ yy − 1
∣∣∣∣ dx = 2piΦ(2j + 1),
so that bj,−j−1 = 1N(j)i Φ(2j + 1), and
bj,−j−1 − b−j−1,j = 1N(j)
i
Φ(2j + 1)
2
− 1N(−j − 1)
i
Φ(−2j − 1)
2
,
as well as from (3.1.5), (3.1.8),
aj,−j−1 =
Φ(2j + 1)
2i
(
1N(j) + 1N(−1− j)
)
= i
Φ(k − j)
2
,
proving (3.1.3) for j + k + 1 = 0.
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• Assuming now j + k ≥ 0, we have
bj,k = 1N(j)1N(−k − 1)
x H(y − x)
2ipi(y + x)
Ij(y)Ik(−x)︸ ︷︷ ︸
x≤−k≤j≤y, thus y ≥ x
dxdy
= 1N(j)1N(−k − 1)
x 1
2ipi(y + x)
I0(y − j)I0(−x− k)dxdy
= 1N(j)1N(−k − 1) 1
2ipi
∫ −k
−k−1
[
Log |y + x|]y=j+1
y=j
dx
= 1N(j)1N(−k − 1) 1
2ipi
∫ −k
−k−1
Log
∣∣∣∣x+ j + 1x+ j
∣∣∣∣ dx
= 1N(j)1N(−k − 1) 1
2ipi
∫ j+1−k
j−k
Log
∣∣∣∣ tt− 1
∣∣∣∣ dt
(from (3.1.2)) = 1N(j)1N(−k − 1)iΦ(k − j).
• As a result for j + k ≥ 0, we have from (3.1.5), (3.1.8),
(3.1.10)
aj,k =
1
2
δj,k1N(j)1N(k) + 1N(j)1N(k)(1− δj,k) 1
2ipi
x 1
(y − x)Ij(y)Ik(x)dydx
+1N(j)1N(−k − 1)iΦ(k − j)− 1N(k)1N(−j − 1)iΦ(j − k)︸ ︷︷ ︸
iΦ(k−j)(1N(j)1N(−k−1)+1N(k)1N(−j−1))
,
and for j = k ≥ 0, we get aj,j = 12 , proving (3.1.3) for j = k ≥ 0.
• We are left with the case j + k ≥ 0, j 6= k: by symmetry, we may also assume
j < k so that 2k > 0 and thus k ≥ 1. We have in that case from (3.1.10),
(3.1.11) aj,k = 1N(j)1N(k)
i
2pi
x 1
(x− y)Ij(y)Ik(x)dydx
+ iΦ(k − j)1N(k)1N(−j − 1).
We have for j ≤ y ≤ j+1 ≤ 0 ≤ k ≤ x ≤ k+1 that x−y ≥ 0 and the Fubini-Tonelli
Theorem givesx 1
(x− y)Ij(y)Ik(x)dydx =
∫ j+1
j
(∫ k+1
k
dx
x− y
)
dy
=
∫ j+1
j
[
Log |x− y|]x=k+1
x=k
dy = −
∫ j+1
j
Log
∣∣∣∣ y − ky − k − 1
∣∣∣∣ dy
= −
∫ j+1−k
j−k
Log
∣∣∣∣ tt− 1
∣∣∣∣ dy = −2piΦ(j − k) = 2piΦ(k − j),
so that (3.1.11) gives for k ≥ 1
aj,k = 1N(j)1N(k)iΦ(k − j) + iΦ(k − j)1N(k)1N(−j − 1) = iΦ(k − j),
proving (3.1.3) in the case j + k ≥ 0, j < k. In the symmetric case j + k ≥ 0, j > k,
we use that (cf. (3.1.1), (3.1.2))
aj,k = ak,j = −iΦ(j − k) = iΦ(k − j),
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completing the proof of (3.1.3).
The matrix Q = (aj,k) is Hermitian since A is self-adjoint: the real part is indeed
symmetric (even diagonal) with
(3.1.12) ReQ =
1
2
P+, P+ projection on `2(Z+ = N),
and the imaginary part of Q is skew-symmetric from (3.1.3) since Φ is odd, with
(3.1.13) ImQ =
(
Φ(k − j)(1N(j + k) + 1
2
δj+k+1,0
))
(j,k)∈Z2
.
For z ∈ `2(Z), we have
〈Qz, z〉 =
∑
j,k∈Z
zj z¯kaj,k = 〈A
∑
j
zjIj,
∑
k
zkIk〉,
and since ‖∑j zjIj‖L2(R) = ‖z‖`2(Z), we get |〈Qz, z〉| ≤ ‖A‖B(L2(R))‖z‖2`2(Z) so that
Q is self-adjoint bounded. The proof of Proposition 3.1 is complete. 
3.2. The matrix related to the quarter-plane.
Lemma 3.2. Let ε > 0 be given. We define the set
V =
⋃
ε>0
z∈`2(Z)
with finite support
{∑
j∈Z
zj1[jε,(j+1)ε]
}
.
The set V is dense in L2(R).
Proof. For ε > 0, z ∈ `2(Z), we set
uε,z(x) =
∑
j∈Z
zj1[jε,(j+1)ε](x), so that ‖uε,z‖2L2(R) = ε
∑
j∈Z
|zj|2.
Let φ ∈ C0c (R). Setting for ε > 0,
d(x) = φ(x)−
∑
j∈Z
φ(εj)1[jε,(j+1)ε](x),
we find that, assuming
suppφ ⊂ [−R,R] ⊂ (−Mε,Mε), M = 1 + [R/ε]
with ωφ a modulus of continuity of φ,
‖d‖2L2(R) =
∑
M≥|j|
∫
[jε,(j+1)ε]
|φ(x)− φ(εj)|2dx
≤ ωφ(ε)2(2M + 1)ε ≤
(
2R + 3ε
)
ωφ(ε)
2.
As a consequence, the L2 norm of d can be made arbitrarily small, choosing ε small
enough. 
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Lemma 3.3. The matrix Q defined in Proposition 3.1 is self-adjoint and bounded
and
sup
‖u‖L2(R)=1
〈Au, u〉 = sup
F finite ⊂Z
λmax(PFQPF ),(3.2.1)
inf
‖u‖L2(R)=1
〈Au, u〉 = inf
F finite ⊂Z
λmin(PFQPF ),(3.2.2)
where PF stands for the orthogonal projection on span
({ej}j∈F ) where ej = (δk,j)k∈Z.
Notation 3.4. For F finite subset of Z, we shall use the notation QF for the
CardF × CardF matrix PFQPF .
Proof. We have from Lemma 3.2,
sup
‖u‖L2(R)=1
〈Au, u〉 = sup
Z∈`2(Z),‖Z‖`2=1,ε>0
Z with finite support
〈A
∑
j
Zj1[εj,ε(j+1)],
∑
k
Zk1[εk,ε(k+1)]〉ε−1
= sup
ε>0,Z∈`2(Z)
Z with finite support
〈εQZ,Z〉`2(Z)‖(ε1/2Z)‖−2`2(Z)
= sup
1=‖(z)‖`2(Z)
〈Qz, z〉 = λmax(Q),
where λmax(Q) is the supremum of the spectrum ofQ. In particular, taking z ∈ `2(Z)
with norm 1 and supported on a finite set F , we get that
(3.2.3) sup
‖u‖L2(R)=1
〈Au, u〉 = sup
F finite ⊂Z
λmax(PFQPF ).
The other result can be obtained by changing A into −A in the above argument. 
3.3. A consequence of Flandrin’s conjecture.
Theorem 3.5. Let Q be the matrix defined in Proposition 3.1. A consequence of
Flandrin’s conjecture is that for all F finite subset of Z, we have with the notations
of Lemma 3.3,
(3.3.1) PFQPF ≤ 1.
Remark 3.6. Lemma 3.3 is also proving that if (3.3.1) holds true for all finite
subsets F of Z, then A ≤ I.
Proof. With A defined by (2.1.2), Proposition 2.1 and Flandrin’s conjecture imply
that A ≤ I, so that applying Lemma 3.3, we obtain (3.3.1). 
In the next section, we shall use Theorem 3.5 to disprove Flandrin’s conjecture
by finding some finite subset F of Z such that the largest eigenvalue of PFQPF is
strictly larger than 1. Our proof will rely on a careful numerical analysis of the finite
matrix PFQPF for a suitable choice of F .
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4. Numerics
4.1. Main result and methodology.
Theorem 4.1. There exists a finite subset F of Z such that the self-adjoint matrix
QF defined in Notation 3.4 has an eigenvalue strictly larger than 1.
This section is dedicated to the proof of Theorem 4.1. That proof is based on the
combination of a numerical computation with a rigorous numerical error analysis.
We recall that in any computer, numbers are stored with a limited precision (finite
arithmetic precision, or floating-point arithmetic), see [8, 2, 4]. That is why, for any
number a, we shall make the distinction between a and its numerical representation
that we denote by aN. In the sequel, we use the standard double precision accuracy,
meaning that, for any real number a, the relative error between a and its numerical
representation is bounded above by εr = 2−52 namely
|a− aN|
|a| ≤ εr.
The number εr is often referred to as the machine precision. In the present case,
since we deal with complex numbers, we shall introduce
(4.1.1) ε =
√
2 (2 + εr) εr ≤ 6.5× 10−16.
We also notice that any numerical computation (multiplication, addition or sub-
traction) introduces an additional round-off error (see Section 4.2) which could be
significant. This phenomenon explains why the use of finite arithmetic precision can
lead to important numerical errors that we need to control.
To prove Theorem 4.1, we choose F = Fk ⊂ Z defined by
(4.1.2) Fk = {i ∈ Z,−k ≤ i ≤ k}
and we take (somehow arbitrarily) k = 70. The proof of Theorem 4.1 is then divided
into three main steps:
Step 1. We compute numerically an eigenvector x associated with the largest (in
modulus) eigenvalue of QF . We choose this eigenvector such that its numerical
Euclidian norm is equal to 1, that is to say∣∣(‖x‖22)N − 1∣∣ ≤ ε.
Then, we compute numerically the associated numerical Rayleigh quotient
RN = |〈QNFx, x〉N|,
where 〈·, ·〉 stands here for the Euclidian scalar product on C2k+1 and QNF denotes
the numerical approximation of QF . We deliberately added the superscript N after
each operation to remind that these operations are made numerically. We remark
that
(4.1.3) RN ≥ 1.00007.
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Step 2. Using a standard error analysis, we evaluate the numerical error made on
the evaluation of the Rayleigh quotient. More specifically, we prove that
(4.1.4) E N = |R −RN| ≤ 10−9 with R =
∣∣∣∣〈QFx, x〉‖x‖22
∣∣∣∣ .
Step 3. To conclude the proof, we collect the results of (4.1.3) and (4.1.4) and we
deduce the following inequality for the spectral radius ρ(QF ) of QF :
ρ(QF ) ≥ R = RN + (R −RN) > |RN| − |R −RN| > 1.
The remainder of this section is organized as follows. In Section 4.2, we briefly
remind several classical results related to numerical errors arising from the standard
arithmetic operations. Based upon these results, a first estimate of E N is proven
in Section 4.3 (Lemma 4.10). Finally, numerical computations, and, in particular
Estimates (4.1.3)-(4.1.4) are given in Section 4.4.
4.2. General results on the round-off error resulting from numerical sums
and products. This section makes use of the basic results from [4, Chapter 1],
which will be useful in Section 4.3.
4.2.1. Evaluation of the round-off error when adding two numbers.
Lemma 4.2. Let a, b be complex numbers and let us denote by aN, bN some numerical
approximations of a, b, with
(4.2.1)
aN = a+ ∆a, |∆a| ≤ ηa, ηa > 0,
bN = b+ ∆b, |∆b| ≤ ηb, ηb > 0.
Let SN(α, β) be a numerical approximation of α+β using finite precision arithmetic
with a machine error εr: we have∣∣SN(aN, bN)− (a+ b)∣∣ ≤ ε(|a|+ |b|)+ ηa(1 + ε) + ηb(1 + ε),
where ε is defined in (4.1.1).
Proof. First, let us consider the case where all the numbers a, aN, b and bN are real.
One has ∣∣SNr (aN, bN)− (a+ b)∣∣ ≤ ∣∣SNr (aN, bN)− (aN + bN)∣∣+ |aN − a|+ |bN − b|
Here, we use the subscript r to remind that SNr acts on real number. In view of [4,
Section 1.3], we get
(4.2.2)
∣∣SNr (aN, bN)− (aN + bN)∣∣ ≤ εr(|aN|+ |bN|).
As a result, applying the triangular inequality leads to
(4.2.3)
∣∣SNr (aN, bN)− (a+ b)∣∣ ≤ εr(|a|+ |b|)+ ηa(1 + εr) + ηb(1 + εr).
In the complex case, we still have
(4.2.4)
∣∣SN(aN, bN)− (a+ b)∣∣ ≤ ∣∣SN(aN, bN)− (aN + bN)∣∣+ |aN − a|+ |bN − b|.
We decompose the modulus in term of its real and imaginary part, namely∣∣SN(aN, bN)− (aN + bN)∣∣2 = ∣∣Re(SN(aN, bN)− (aN + bN))∣∣2 + ∣∣Im(SN(aN, bN)− (aN + bN))∣∣2,
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and, setting aN = xNa + iyNa and bN = xNb + iyNb , Formula (4.2.2) gives∣∣Re(SN(aN, bN)− (aN + bN))∣∣2 ≤ ε2r (|xNa|+ |xNb |)2 ,∣∣Im(SN(aN, bN)− (aN + bN))∣∣2 ≤ ε2r (|yNa|+ |yNb |)2 .
As a result, we have ∣∣SN(aN, bN)− (aN + bN)∣∣ ≤ √2εr(|aN|+ |bN|).
Inserting the previous inequality into (4.2.4) and applying the triangle inequality we
find that
(4.2.5)
∣∣SN(aN, bN)− (a+ b)∣∣ ≤ √2εr(|a|+ |b|) + ηa(1 +√2εr) + ηb(1 +√2εr).
Noticing that
√
2εr < ε ends the proof. 
4.2.2. Evaluation of the round-off error when adding successively m numbers. Let
m ∈ N, and assume that we are given m numerical approximations (aNk)k∈J1,mK of
some numbers (ak)k∈J1,mK such that
(4.2.6) ∀k ∈ J1,mK, |aNk − ak| ≤ ηk.
We recall that numerically, the summation over m terms is obtained by a recurrence
procedure, which mimics that
m∑
k=0
ak =
(m−1∑
k=0
ak
)
+ am.
That is why, for a given integer j ≥ 3, we define by induction the numerical sum
of j terms (ak)k∈J1,jK (using finite precision arithmetic with a machine error ε) as
follows:
SN(a1, a2, · · · , aj) = SN(SN(a1, a2, · · · , aj−1), aj).
In view of the previous recurrence formula, the order of summation of the terms may
change the result of the numerical summation. For a given m, we shall evaluate the
error
∆Sm =
∣∣∣SN(aN1, aN2, · · · , aNm)− m∑
k=1
ak
∣∣∣.
Lemma 4.3. Under Assumption (4.2.6), for any m ≥ 2, we have
∆Sm+1 ≤ ε
(m+1∑
k=1
|ak|
)
+ ηm+1(1 + ε) + ∆
S
m(1 + ε),
and
(4.2.7) ∆Sm ≤ ε
(
m−2∑
q=0
(1 + ε)q
(m−q∑
k=1
|ak|
))
+
m−1∑
q=1
(1 + ε)qηm−q+1 + η1(1 + ε)m−1.
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Proof. A direct application of Lemma 4.2 gives
∆Sm+1 ≤ ε
(
|
m∑
k=1
ak|+ |am+1|
)
+ ∆Sm(1 + ε) + ηm+1(1 + ε)
≤ ε
(m+1∑
k=1
|ak|
)
+ ∆Sm(1 + ε) + ηm+1(1 + ε).
We prove the second estimate by induction, the initialization step for m = 2 being
a direct consequence of Lemma 4.2. Then, assuming that (4.2.7) holds for a given
m ≥ 2, we get
∆Sm+1 ≤ ε
(m+1∑
k=1
|ak|
)
+ ηm+1(1 + ε) + ∆
S
m(1 + ε).
Using the induction hypothesis, rearranging the terms and applying the change of
index q + 1→ q gives,
∆Sm+1 ≤ ε
(m+1∑
k=1
|ak|
)
+ ε
(m−2∑
q=0
(1 + ε)q+1
(m−q∑
k=1
|ak|
))
+
m−1∑
q=1
(1 + ε)q+1ηm−q+1 + ηm+1(1 + ε) + η1(1 + ε)m
= ε
(m−1∑
q=0
(1 + ε)q
(m+1−q∑
k=1
|ak|
))
+ η1(1 + ε)
m +
m∑
q=1
(1 + ε)qηm+1−q+1.

We notice that we can obtain from (4.2.7) the less accurate estimate for ∆Sm given
below. Anyhow, this estimate turns out to be accurate enough for the application
that we have in mind.
Lemma 4.4. Under Assumption (4.2.6), for any m ≥ 2, we have
(4.2.8) ∆Sm ≤
(m−1∑
k=1
(m−1k )ε
k
) m∑
k=1
|ak|+ (1 + ε)m−1
m∑
q=1
ηq,
where
(
m−1
k
)
stands for the binomial coefficient.
Proof. It suffices to note that
∑m−q
k=1 |ak| ≤
∑m
k=1 |ak|, and consequently the first
term in the right-hand-side of (4.2.7) can be bounded above by
ε
(
m−2∑
q=0
(1 + ε)q
(m−q∑
k=1
|ak|
))
≤ ε
( m∑
k=1
|ak|
)(m−2∑
q=0
(1 + ε)q
)
=
( m∑
k=1
|ak|
) (
(1 + ε)m−1 − 1) = ( m∑
k=1
|ak|
)m−1∑
k=1
εk(m−1k ). 
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4.2.3. Evaluation of the round-off error when multiplying two numbers.
Lemma 4.5. Let P N(α, β) be a numerical approximation of the product αβ using
finite precision arithmetic with a machine error εr. Let bN be a numerical approxi-
mation of a complex number b such that
bN = b+ ∆b, |∆b| ≤ ηb, ηb > 0.
Then, we have for a complex number a,
|P N(a, bN)− ab| ≤ ε|a||b|+ ηb|a|(1 + ε).
Proof. First, we have
|P N(a, bN)− ab| ≤ |P N(a, bN)− abN|+ |abN − ab|(4.2.9)
Here again, we separate the treatment of the real and the imaginary part:
(4.2.10) |P N(a, bN)− abN|2 = |Re (P N(a, bN)− abN) |2 + | Im (P N(a, bN)− abN) |2
Setting a = xa + iya and bN = xNb + iyNb , since Re (abN) = xaxNb − yayNb , we have
Re
(
P N(a, bN)
)
= SNr
(
P Nr (xa, x
N
b),−P Nr (ya, yNb )
)
,
where the subscript r in P Nr and SNr is used to highlight that these computations are
made on real numbers. We note that [4, Section 1.4] gives
(4.2.11) |P Nr (xa, xNb)− xaxNb | ≤ εr|xa||xNb | and |P Nr (ya, yNb )− yayNb | ≤ εr|ya||yNb |.
As a result, applying formula (4.2.3) (specific to real numbers) leads to
(4.2.12) |Re (P N(a, bN)− abN) | ≤ εr(2 + εr) (|xa||xNb |+ |ya||yNb |) .
A similar analysis on the imaginary part gives
(4.2.13) | Im (P N(a, bN)− abN) | ≤ εr(2 + εr) (|xa||yNb |+ |ya||xNb |) .
Noticing that (|xa||xNb |+ |ya||yNb |)2 + (|xa||yNb |+ |ya||xNb |)2 ≤ 2|a|2|bN|2,
and introducing (4.2.11)-(4.2.12) into (4.2.10), we obtain
|P N(a, bN)− abN|2 ≤ 2ε2r(2 + εr)2|a|2|bN|2.
Combining the previous inequality with (4.2.9) and applying again the triangular
inequality gives
|P N(a, bN)− ab| ≤
√
2εr(2 + εr)|a||b|+ |a|ηb
(
1 +
√
2εr(2 + εr)
)
.
Substituting ε for
√
2εr(2 + εr) (see Definition (4.1.1)) completes the proof. 
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4.3. Application to the numerical computation of the Rayleigh quotient.
In this section, we shall evaluate the numerical error made when evaluating the
Rayleigh quotient RN. The main result of this section is given by Lemma 4.10. It
provides an estimate of |RN −R| under two appropriate assumptions (Assumption
4.6 and Assumption 4.8) listed below. Its proof requires to prove consecutively
Lemma 4.7 and Lemma 4.9.
Assumption 4.6.
(1) The space F is the space Fk defined by (4.1.2). We set n = 2k + 1 so that QF
defined in Notation 3.4 is a square matrix of size n that satisfies
(4.3.1) |(QF )ij| < 1 ∀(i, j) ∈ J1, nK2.
(2) There exists δ > 0 such that, for all (i, j) ∈ J1, nK2,
(4.3.2) (QF )Nij = (QF )ij + ∆(QF )ij with |∆(QF )ij| ≤ δ.
(3) The vector x is known explicitly and satisfies
(4.3.3) | (‖x‖22)N − 1| ≤ ε.
Since we have,
〈QFx, x〉 =
n∑
i=1
( n∑
j=1
(QF )ijxj
)
xi,
we can decompose the numerical computation of 〈QNFx, x〉N as follows: we have
〈QNFx, x〉N = SN(aN1, aN2, · · · , aNn),
where, for all i ∈ J1, nK,
(4.3.4) aNi = P
N(SN(pNi,1, p
N
i,2, · · · , pNi,n), xi),
and, for all (i, j) ∈ J1, nK2,
(4.3.5) pNi,j = P
N((QF )
N
ij, xj).
Combining successively the results of Lemma 4.5 and Lemma 4.4, we can prove the
following results.
Lemma 4.7. Under Assumption 4.6, for any (i, j) ∈ J1, nK2, we have∣∣RN − 〈QFx, x〉∣∣ = ∣∣〈QNFx, x〉N − 〈QFx, x〉∣∣ ≤ n‖x‖22β(n, δ, ε).
Moreover, we have
β(n, δ, ε) =
{(n−1∑
k=1
(n−1k )ε
k
)
+ (1 + ε)n−1
(
ε+ α(n, δ, ε)(1 + ε)
)}
and
α(n, δ, ε) =
(n−1∑
k=1
(n−1k )ε
k
)
+ (1 + ε)n−1
(
δ(1 + ε) + ε
)
.
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Proof. First, a direct application of Lemma 4.5 gives that, for any (i, j) ∈ J1, nK2,
we have, using (4.3.1),
(4.3.6) ηi,j =
∣∣pNi,j − (QF )ijxj∣∣ = ∣∣P N((QF )Nij, xj)− (QF )ijxj∣∣
≤ |xj|
(
δ(1 + ε) + ε
)
.
Then, Lemma 4.4 (taking aj = (QF )ijxj) along with (4.3.1) gives∣∣SN(pNi,1, pNi,2, · · · , pNi,n)− (QFx)i∣∣
≤
(n−1∑
k=1
n−1
k
εk
) n∑
k=1
|(QF )ikxk|+ (1 + ε)n−1
n∑
q=1
ηi,q
≤
(n−1∑
k=1
n−1
k
εk
)
‖x‖1 + (1 + ε)n−1
(
δ(1 + ε) + ε
)‖x‖1 ≤ ‖x‖1α(n, δ, ε).
As a result, applying again Lemma 4.5, we find that, for any i ∈ J1, nK,
ηi = |aNi − (QFx)ixi| ≤
∣∣P N(SN(pNi,1, pNi,2, · · · , pNi,n), xi)− (QFx)ixi∣∣
≤ ε |(QFx)i| |xi|+ ‖x‖1α(n, δ, ε)|xi|(1 + ε)
≤ |xi|‖x‖1
(
ε+ α(n, δ, ε)(1 + ε)
)
.
Here we have used the fact that, thanks to (4.3.1), |(QFx)i| ≤ ‖x‖1. Finally, we
apply Lemma 4.4 to obtain∣∣〈QNFx, x〉N − 〈QFx, x〉∣∣ = ∣∣S(aN1, aN2, · · · , aNn)− 〈QFx, x〉∣∣
≤
(n−1∑
k=1
(n−1k )ε
k
) n∑
k=1
|(QFx)kxk|+ (1 + ε)n−1
n∑
q=1
|xq|‖x‖1
(
ε+ α(n, δ, ε)(1 + ε)
)
≤ ‖x‖21
{(n−1∑
k=1
(n−1k )ε
k
)
+ (1 + ε)n−1
(
ε+ α(n, δ, ε)(1 + ε)
)}
.
Using that ‖x‖1 ≤
√
n‖x‖2 ends the proof. 
To continue our computation, we shall make an additional assumption linking δ
(error made on each coefficient the matrix QF ) and the machine precision ε. The
previous assumption will be validated in Section 4.4.
Assumption 4.8. The positive numbers δ and ε satisfy the following inequalities
0 < ε δ ≤ 0.1,(4.3.7)
nε ≤ δ.(4.3.8)
Lemma 4.9. We suppose that Assumption 4.6 and Assumption 4.8 hold true. Then
we have, ∣∣RN − 〈QFx, x〉∣∣ = ∣∣〈QNFx, x〉N − 〈QFx, x〉∣∣ ≤ 7δn‖x‖22.
26 BÉRANGÈRE DELOURME, THOMAS DUYCKAERTS, NICOLAS LERNER
Proof. Under Assumption 4.8, we have
(1 + ε)n =
n∑
k=0
(nk)ε
k ≤
n∑
k=0
(nε)k
k!
≤ eδ,
which implies in particular that
(4.3.9)
n−1∑
k=1
(n−1k )ε
k = (1 + ε)n−1 − 1 ≤ eδ − 1.
As a result, there exists ξ1 ∈ (0, δ) such that
α(n, δ, ε) ≤ (eδ − 1 + eδδ + eδε) ≤ eδ − 1 + 2δeδ ≤ 3δ + δ2(2 + eξ1(1
2
+ δ)
)
.
Since δ < 10−1, δ2
(
2 + eξ1(1
2
+ δ)
) ≤ δ2 (2 + eδ(1
2
+ δ)
) ≤ δ, we deduce that
α(n, δ, ε) ≤ 4δ.
Then, using again that δ < 10−1 (so that 11
2
eδ ≤ 10), we have
β(n, δ, ε) =
{(n−1∑
k=1
(n−1k )ε
k
)
+ (1 + ε)n−1
(
ε+ α(n, δ, ε)(1 + ε)
)}
≤ (eδ − 1) + eδ(ε+ α(n, δ, ε))
≤ δ + e
δ
2
δ2 + (1 + δeδ)(5δ)
≤ 6δ + 11
2
δ2eδ
≤ 7δ.
The result follows now directly from Lemma 4.7. 
We can finally state the main result of this section:
Lemma 4.10. We suppose that Assumption 4.6 and Assumption 4.8 hold true.
Then, we have ∣∣RN −R∣∣ ≤ 14δn+ 5δ|RN|.
Proof. First, we use twice the triangular inequality along with Lemma 4.9 to get∣∣RN −R∣∣ ≤ ∣∣RN − 〈QFx, x〉∣∣+ |〈QFx, x〉| |1− ‖x‖22|‖x‖22
≤ ‖x‖
2
2 + |1− ‖x‖22|
‖x‖22
∣∣RN − 〈QFx, x〉∣∣+ |RN| |1− ‖x‖22|‖x‖22
≤ (‖x‖22 + |1− ‖x‖22|)7δn+ |RN| |1− ‖x‖22|‖x‖22 .(4.3.10)
It is now enough to prove that, under Assumption 4.6, (in particular (4.3.3)) and
Assumption 4.8, we have
(4.3.11)
∣∣∣∣1− ‖x‖22‖x‖22
∣∣∣∣ ≤ 5δ and ‖x‖22 + |1− ‖x‖22| ≤ 2.
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To get (4.3.11) we remark first that (‖x‖22)N corresponds in fact to the number
(‖x‖22)N = SN(P N(x1, x1), P N(x2, x2), · · · , P N(xn, xn)),
which means that (4.3.3) in Assumption 4.6 can be written as
|SN(P N(x1, x1), P N(x2, x2), · · · , P N(xn, xn))− 1| ≤ ε.
But Assumption 4.6 and Lemma 4.5 ensure that, for all j ∈ J1, nK, we have
|P N(xj, xj)− |xj|2| ≤ ε|xj|2.
As a result, applying Lemma 4.4 gives∣∣SN(P N(x1, x1), P N(x2, x2), · · · , P N(xn, xn))− ‖x‖22∣∣
≤
((n−1∑
k=1
n−1
k
εk
)
+ (1 + ε)n−1ε
)
‖x‖22 ≤
(
(1 + ε)n − 1)‖x‖22.
Then, the triangular inequality combined with Assumption 4.8 (see (4.3.9)) leads to∣∣1− ‖x‖22∣∣ ≤ ∣∣1− (‖x‖22)N∣∣+ ∣∣(‖x‖22)N − ‖x‖22∣∣ ≤ ε+ (eδ − 1)‖x‖22 ≤ ε+ 2δ‖x‖22.
We deduce from the previous inequality that
(1− ε)
(1 + 2δ)
≤ ‖x‖22 ≤
(1 + ε)
(1− 2δ) , and thus |‖x‖
2
2 − 1| ≤
ε+ 2δ
1− 2δ ,
so that ∣∣∣∣1− ‖x‖22‖x‖22
∣∣∣∣ ≤ (1 + 2δ)(1− 2δ) (2δ + ε)(1− ε) .
Since δ ≤ 0.1 and ε ≤ δ ≤ 0.1, we obtain∣∣∣∣1− ‖x‖22‖x‖22
∣∣∣∣ ≤ 32 109 3δ = 5δ,
and
‖x‖22 + |1− ‖x‖22| ≤
1 + ε
1− 2δ +
ε+ 2δ
1− 2δ ≤
1 + 4δ
1− 2δ = 1 +
6δ
1− 2δ ≤ 1 +
6
8
< 2,
which proves (4.3.11). 
4.4. Numerical results . To finish this part, it remains to prove Estimates (4.1.4)
and (4.1.3).
First, let us briefly describe our numerical experiments. In what follows, as in-
dicated in the beginning of this section, we use F = Fk (defined in (4.1.2)) with
k = 70. As a consequence the matrix QF is a square Hermitian matrix of size
n = 2k + 1 = 141. For the numerical computation of the Rayleigh quotient R,
we use the software Matlab. The vector x used in the evaluation of the Rayleigh
quotient is obtained using the function eig, taking the eigenvector associated with
the largest eigenvalue of QF :
RN = 1.000070857452742 > 1.00007.
We emphasize that the use of the function norm of Matlab or the direct implemen-
tation of the power method [14, Chapter 6] provide the same results (up to 15 digits
of accuracy), and consequently the same lower bound.
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To conclude our proof, it remains to prove the estimate on the error on the
Rayleigh quotient (4.1.4). This is based on the application of Lemma 4.10. To
do so, we have to evaluate δ (the maximum absolute error made on the coefficients
of QF ) and to verify that Assumption 4.6 and Assumption 4.8 are fulfilled. For the
first part, we computed the matrix QF using double and quadruple precision (using
a Fortran 90 code). We denote the corresponding matrix QdF and Q
q
F . We find that
(4.4.1) ∆QF = max
(i,j)∈J1,141K2 |(QdF )ij − (QqF )ij| ≤ 3× 10−14.
As a result, it is coherent to take δ = 10−13. We can verify that
nε ≤ 141× 6.5× 10−16 ≤ 9.2× 10−14 ≤ 10−13 = δ,
so that Assumption 4.6 and Assumption 4.8 will be fulfilled if we prove (4.3.1): to
do so, we check Formula (3.1.3) and we see that
|aj,k|2 ≤ 1
4
+ |Φ(k − j)|2.
Since Φ is odd, we need only to check 1
4
+ |Φ(l)|2 for l ≥ 1. For x > 1, we have
Φ′(x) =
1
2pi
Log
(x2 − 1
x2
)
< 0,
so that Φ(x) ≤ Φ(1) = Log 2
pi
, and thus since Φ(x) > 0 for x > 0 from (3.1.4), we get
for j 6= k,
|aj,k|2 ≤ 1
4
+
(Log 2)2
pi2
< 0.298681.
Moreover, we have for j ≥ 0, |aj,j| = 1/2 and for j < 0, aj,j = 0. Applying
Lemma 4.10 then gives (noticing that δn ≤ 2× 10−11 and |RN| < 2),∣∣RN −R∣∣ ≤ 2.8× 10−10 + 10−12 ≤ 10−9,
and (4.1.4) is proved.
Remark 4.11. The reader may object that Formula (3.1.2) used for the evaluation
Φ(x) may lead to cancellation rounding error for |x| large. Indeed, for x > 0 large,
we have
(x+ 1) ln(x+ 1) = (x+ 1) lnx+ (x+ 1) ln
x+ 1
x
= (x+ 1) lnx+ (x+ 1)
(1
x
− 1
2x2
+O(x−3)
)
= (x+ 1) lnx+ 1 +
1
2x
+O(x−2),
as well as
(x− 1) ln(x− 1) = (x− 1) lnx+ (x− 1) ln x− 1
x
= (x− 1) lnx+ (x− 1)(−1
x
− 1
2x2
+O(x−3)
)
= (x− 1) lnx− 1 + 1
2x
+O(x−2),
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so that for x > 0, we have
2piΦ(x) =(x+ 1) ln(x+ 1) + (x− 1) ln(x− 1)− 2x lnx = 1
x
+O(x−2),
leading to the compensation of the large and constant terms
(x+ 1) lnx+ 1 + (x− 1) lnx− 1− 2x lnx = 0,
triggering possibly cancellation errors. More specifically, in the present case, for
n = 141, since n lnn ≈ 700 and 1/n ≈ 7 × 10−3, we might expect the relative error
on Φ(x) to be bounded by
|(Φ(x))N − Φ(x)|
|Φ(x)| ≤ 10
5ε ≤ 7× 10−11.
It then leads to the following bound for the absolute error on Φ
|(Φ(x))N − Φ(x)| ≤ (7× 10−11)|Φ(x)| ≤ 8× 10−14,
which is of the same order of magnitude than (4.4.1). To overcome this difficulty,
we could write the formula as
Φ(x) =
1
2pi
(
x ln
(
1− 1
x2
)
+ ln
(
1 +
2
x− 1
))
for x > 1.
The latter formula is apparently more stable numerically since
x ln(1− 1
x2
) = −1
x
+O(x−2), ln(1 +
2
x− 1) =
2
x
+O(x−2),
the leading terms not compensating each other. In that case, we observe that
∆QF = max
(i,j)∈J1,141K2 |(QdF )ij − (QqF )ij| ≤ 2× 10−15,
and the choice of δ = 10−13 is obviously valid again. Note that we have obtained the
same value for RN up to 14 digits of accuracy.
Remark 4.12. We also conducted the full computation of RN using quadruple preci-
sion for QF (exporting x obtained with the function eig of Matlab, or programming
directly the power method). Here again, we obtain the same value for RN up to 14
digits of accuracy.
4.5. A summary of numerical results. We defineQk = QFk as defined by (4.1.2),
Notation 3.4 and Proposition 3.1. The matrix Qk is a square Hermitian matrix with
size 2k + 1, thus with real eigenvalues. We denote by
λk,1 ≥ λk,2 ≥ · · · ≥ λk,2k+1,
the eigenvalues of Qk. We know from Proposition 2.6, Lemma 2.8 and Lemma 3.3
that
−0.5641896 < − 1√
pi
≤ λk,2k+1 < 0 < λk,1 ≤ 1
2
+
√
pi + 1
2
√
pi
< 1.0740884.
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Also we have the following numerical results, for k ranging up to 104; each entry
printed in red violates Flandrin’s conjecture.
k λk,1 λk,2 λk,3 λk,4 λk,5 .. λk,2k+1
3 0.885305 0.653839 0.377158 0.154856 -0.000454 .. −0.0640857
5 0.936394 0.802687 0.615387 0.409291 0.226983 .. −0.0745382
10 0.976219 0.926024 0.850022 0.750768 0.634078 .. −0.0866218
20 0.992670 0.976736 0.952903 0.920750 0.880273 .. −0.0963664
35 0.997723 0.991662 0.983057 0.971595 0.957141 .. −0.102900
70 1.00007 0.997971 0.995596 0.992540 0.988755 .. −0.109682
100 1.00066 0.999124 0.997896 0.996353 0.994464 .. −0.112702
200 1.00149 0.999966 0.999579 0.999166 0.998676 .. −0.117815
400 1.00217 1.00028 0.999989 0.999857 0.999725 .. −0.122103
800 1.00276 1.00053 1.00014 1.00002 0.999972 .. −0.125728
1000 1.00293 1.00061 1.00018 1.00005 1.00000 .. −0.126776
2000 1.00343 1.00086 1.00030 1.00013 1.00006 .. −0.129713
3000 1.00369 1.00101 1.00037 1.00017 1.00009 .. −0.131236
4000 1.00386 1.00112 1.00043 1.00020 1.00011 .. −0.132240
6000 1.00408 1.00127 1.00050 1.00025 1.00014 .. −0.133556
8000 1.00423 1.00138 1.00056 1.00028 1.00016 .. −0.134426
10 000 1.00434 1.00147 1.00060 1.00031 1.00018 .. −0.135068
We have λN70,1 = 1.000070857452742 and λN100,1 = 1.00065932861331. The paper
[18] by J.G. Wood & A.J. Bracken studied integrals of the Wigner distribution on
the regions {(x, ξ) ∈ R2, x > 0, xξ > α}, where α is a non-negative parameter and
provided some numerical bounds for the case α = 0 (which is the quarter-plane),
−0.155939843 < λk,l < 1.007679970.
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Figure 1. The largest eigenvalue of Qk is above the threshold 1 for k ≥ 68.
5. Proof of the main result, Further Comments
5.1. Proof of Theorem 1.2. Using Theorem 4.1, Theorem 3.5 and (1.2.1) we
obtain that there exists u0 ∈ S (R) such thatx
R+×R+
W(u0, u0)(x, ξ)dxdξ > ‖u0‖2L2(R).
Thanks to the results of Section 1.1, the function W(u0, u0) belongs to S (R2), and
the Lebesgue Dominated Convergence Theorem implies that
lim
a→+∞
x
[0,a]2
W(u0, u0)(x, ξ)dxdξ =
x
R+×R+
W(u0, u0)(x, ξ)dxdξ > ‖u0‖2L2(R),
so that for a large enough,
(5.1.1)
x
[0,a]2
W(u0, u0)(x, ξ)dxdξ > ‖u0‖2L2(R),
concluding the proof of Theorem 1.2.
5.2. Integrals on convex subsets. Several interesting questions can be formulated
about the integrals of the Wigner distribution on convex sets. We have seen that
for the quarter-plane C0 defined in (2.1.1), although the spectrum of 1wC0 intersects
(1,+∞), we have proven the estimate (2.3.1) providing an upper bound for that
spectrum. The estimates of Theorem 4.1 leave a wide gap between the lower bound
and the upper bound given by (2.3.1). It would be interesting to know the least
upper bound of the spectrum of
(
H(x)H(ξ)
)w.
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We may also consider a general convex polygon PN with N vertices in the plane
and it is possible to prove that there exists σN > 1 such that
1wPN ≤ σN .
For instance, it is possible to prove that for all triangles (N = 3), we have 1wP3 ≤ 1.7.
However, we do not know if the following weakening of Flandrin’s conjecture holds
true: is it possible to find σ > 1 such that for all convex subsets C of the plane
1wC ≤ σ ?
Another remark is concerned with the lack of smoothness of the boundary of the
cube or of the quarter-plane; of course starting from (5.1.1), we can find an analytic
family of open subsets of [0, a]2 such as for p ∈ 2N∗,
Ωp = {(x, ξ) ∈ R2, |x− a
2
|p + |ξ − a
2
|p < (a
2
)p},
and since W(u0, u0) ∈ S (R2), we get for a satisfying (5.1.1)
lim
p→+∞
x
Ωp
W(u0, u0)(x, ξ)dxdξ =
x
[0,a]2
W(u0, u0)(x, ξ)dxdξ > ‖u0‖2L2(R),
proving that the spectrum of 1wΩp intersects (1,+∞) for p large enough, showing
that a counterexample to Flandrin’s conjecture can be an analytic open bounded
set. The next result shows that we can produce many examples of convex sets failing
to satisfy the estimate required by the Flandrin conjecture. We recall a few notions
of convex analysis (see e.g. Chapter 1 in [15]). Let K be a closed convex subset of
Rn; for x0 ∈ ∂K we define
(5.2.1) C(x0) = ∪λ>0λ(K − x0).
Then C(x0) is a convex cone, i.e. is closed under linear combination with positive co-
efficients: indeed for t1, . . . , tN ∈ C(x0), α1, . . . , αN positive we have with λ1, . . . , λN
positive and x1, . . . , xN ∈ K, Λ =
∑
1≤j≤N αjλj,∑
1≤j≤N
αjtj =
∑
1≤j≤N
αjλj(xj − x0) = Λ
( ∑
1≤j≤N
Λ−1αjλjxj︸ ︷︷ ︸
∈K by convexity
−x0
) ∈ C(x0).
We note also that
(5.2.2) for 0 < λ1 ≤ λ2, λ1(K − x0) ⊂ λ2(K − x0),
since for x1 ∈ K, we have λ1(x1 − x0) = λ2(x2 − x0) with
x2 =
λ1
λ2
x1 +
(
1− λ1
λ2
)
x0 ∈ K by convexity.
Definition 5.1. Let K be a compact convex subset of R2 with non-empty interior
and let x0 ∈ ∂K. We shall say that x0 is a corner of K if
C(x0) = {reiθ}r>0,Φ0≤θ≤Φ0+Θ0 , Θ0 ∈ (0, pi), |Φ0| < pi.
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Proposition 5.2. Let K be a compact convex subset of R2 such that there exists
X0 ∈ ∂K which is a corner of K. Then there exists µ > 0 such that the compact
convex set
Kµ = X0 + µ(K −X0),
is such that the spectrum of 1wKµ intersects (1,+∞).
N.B. By symplectic invariance, Kµ can be replaced by X1 + µK for any X1 ∈ R2.
Proof. Using a translation, a rotation in the plane and their quantizations, we may
assume that X0 = 0,
C(X0) = LΘ0 = {reiθ} r>0
0≤θ≤Θ0
, Θ0 ∈ (0, pi), ∪µ>0Kµ = X0 + C(X0) = LΘ0 .
As a result from (5.2.1), (5.2.2), we have for µ > 0 and u ∈ S (R),
(5.2.3) lim
µ→+∞
x
1Kµ(x, ξ)W(u, u)(x, ξ)dxdξ =
x
1LΘ0 (x, ξ)W(u, u)(x, ξ)dxdξ.
Using the symplectic matrix
S0 =
(
1 − cos Θ0
sin Θ0
0 1
)
,
we see that S0(LΘ0) = C0 where C0 is the quarter-plane. As a result, the operator
1wC0 is unitarily equivalent to 1
w
LΘ0 which thus has a spectrum intersecting (1,+∞)
and there exists u1 ∈ S (R) such thatx
1LΘ0 (x, ξ)W(u1, u1)(x, ξ)dxdξ > ‖u1‖2L2(R),
implying from (5.2.3) that for µ large enough,x
1Kµ(x, ξ)W(u1, u1)(x, ξ)dxdξ > ‖u1‖2L2(R),
proving the proposition. 
5.3. Further comments. A more difficult problem related to the initial question
by P. Flandrin would be to find a geometric condition on a compact subset K of the
plane to ensure that
(5.3.1) 1wK ≤ Id .
We have seen that convexity of K is not enough for that property to hold true,
but convexity is not necessary either: simple examples are for K with a Lebesgue
measure smaller than 1/2, thanks to the first estimate of (1.3.5), but also some non-
convex sets with large Lebesgue measure may satisfy (5.3.1): in fact using Flandrin’s
estimate (1.2.3), we find that for any a ≥ 0, we have
1wDa ≤ 1− e−a,
so that we may consider Da∪Ma whereMa is any subset of the plane with Lebesgue
measure smaller than e−a/2 and get
1wDa∪Ma ≤ 1,
without convexity for Da ∪Ma.
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