lists fields used for stratification.
Type 2 Diabetes (T2D)
Cases: Subjects with diabetes diagnosed by doctor and age of diagnosis 30 or older were considered type 2 diabetics. Controls: Subjects with diabetes diagnosed by doctor and age of diagnosis younger than 30, or with gestational diabetes were excluded from the T2D controls. Table S3 lists fields used for stratification.
Supporting Section 2: Calculation of alcohol intake (g/day)
Alcohol intake (g/day) was calculated using frequency of alcohol intake in combination with follow-up fields describing types of alcoholic beverages (Table S4 lists fields used) and data from Drinkaware defining volumes per unit and serving sizes.
Supporting Section 3: List of R packages used KernelKnn Locfit pROC ggplot2 ggalt plotly
Supporting Section 4: Algorithm Discussion
The global logistic regression model is widely used in both the statistical and machine learning community and is an extension of the classic linear regression model to binary outcomes related to the independent variable via the logit function (19). Thus, it is a parametric model producing predicted probabilities of the outcome, but uses all observations to estimate the model parameters, making it unfit for our purpose -an individual centric analysis is preferably based on subjects similar to the individual.
The global logistic regression may be transformed to a local model by applying a smoothing window, or weight function, that goes to zero the further data points are from the target observation [21] . Thus, only data points similar to the target observation are used to construct the predicted value. Figure 1 shows that both the global and local logistic regression models, and regression within kNN extrapolate disease associations where data is sparse. Preferably, the method should be restrictive where data is sparse, not overestimating the disease associations because of outliers.
The fixed kNN only uses data available in the vicinity of the individual. However, to make disease predictions for an individual, disease data has to be prevalent in the subject's neighborhood. A fixed k will for some individuals result in inclusion of no diseased subjects in their neighborhood, making disease predictions unreliable due to lack of disease data. A larger k increases the probability of including diseased subjects around each individual, but can unnecessarily include many subjects where the analysis could have been kept more local. In Figure 1 , large variability in prediction values was observed for the fixed kNN, indicating that a fixed k, without application of a regression model, might make the method too sensitive to local variations. Tables  Table S1 Receiver Average weekly red wine intake 1578
Supporting
Average weekly champagne plus white wine intake 1588
Average weekly beer plus cider intake 1598
Average weekly spirits intake 1608
Average weekly fortified wine intake 4407
Average monthly red wine intake 4418
Average monthly champagne plus white wine intake 4429
Average monthly beer plus cider intake 4440
Average monthly spirits intake 4451
Average monthly fortified wine intake 4462
Average monthly intake of other alcoholic drinks 5364
Average weekly intake of other alcoholic drinks Figure S1 Visualization examples of the BCP (Body Composition Profile) plot. A, median of a metabolic disease free (MDF) population (same in B-D); B, an individual BCP (orange); C, a group visualized as the field spanning the interquartile range (green); D, two groups visualized as fields spanning their interquartile ranges (green and pink), brown areas represent the overlap between groups. FR = fat ratio; MFI = muscle fat infiltration; PDFF = proton density fat fraction; TAATi = total abdominal adipose tissue index; VATi = visceral adipose tissue index; WMR = weight-to-muscle ratio.
SUPPORTING FIGURES

Figure S2
Comparison of methods for disease predictions on the female population made for coronary heart disease Pr(CHD) and type 2 diabetes Pr(T2D) with visceral adipose tissue index (VATi) and abdominal subcutaneous adipose tissue index (aSATi) as dependent variables separately.
Figure S3
Comparison of methods for disease predictions on the male population made for coronary heart disease Pr(CHD) and type 2 diabetes Pr(T2D) with visceral adipose tissue index (VATi) and abdominal subcutaneous adipose tissue index (aSATi) as dependent variables separately.
Figure S4
Comparison of methods for disease predictions on the female population made for coronary heart disease Pr(CHD) and type 2 diabetes Pr(T2D) with muscle fat infiltration in the anterior thighs (MFI) and liver proton density fat fraction (PDFF) as dependent variables separately.
Figure S5
Left: Scatter plot of propensity for coronary heart disease (CHD) and type 2 diabetes (T2D) (calculated using the adaptive kNN) for the full dataset (N=10,019) with females (top) and males (bottom) highlighted. Right: Disease propensity distributions for females and males separately.
