The direct image of generalized divisors and the Norm map between
  compactified Jacobians by Carbone, Raffaele
ar
X
iv
:1
90
5.
06
63
2v
1 
 [m
ath
.A
G]
  1
6 M
ay
 20
19
THE DIRECT IMAGE OF GENERALIZED DIVISORS AND
THE NORM MAP BETWEEN COMPACTIFIED
JACOBIANS
RAFFAELE CARBONE
Abstract. Given a finite, flat morphism between embeddable noether-
ian schemes of pure dimension 1, we define the notion of direct and in-
verse image for generalized divisors and generalized line bundles. More-
over, in the case where we deal with projective curves over a field and
the codomain curve is smooth, the above notions give rise to the direct
and inverse image maps between Hilbert schemes and to the Norm and
inverse image maps between compactified Jacobians.
Introduction
Let π : X → Y be a finite, flat morphism between noetherian curves. The
first aim of this paper is to define and study the direct and inverse image
for generalized divisors and generalized line bundles. Moreover, in the case
when X and Y are projective curves over a field k, our aim is to define
and study the direct and inverse image for families of generalized divisors,
and the notion of Norm and inverse image for families of generalized line
bundles.
Recall that the notion of Cartier divisor has been generalized by Hartshorne
in his papers [Har94] and [Har07], in order to include as effective divisors
any codimension-one subscheme without embedded points, defined also by
more than a single equation. A generalized divisor on a curve X of pure
dimension 1 is a nondegenerate fractional ideal of OX -modules. Moreover,
recall that generalized divisors up to linear equivalence are equivalent to
generalized line bundles, i.e. pure coherent sheaves which are locally free of
rank 1 at each generic point.
The notions of direct and inverse image for Cartier divisors are well-
known; these notions are compatible with linear equivalence, giving rise to
analogous well-known maps for line bundles, called the Norm and the inverse
image maps between the generalized Jacobians (see for example [Gro67, §21]
and [HP12]). To the best of our knowledge, the same notions for generalized
divisors and generalized line bundles have not been discussed so far.
In the first part of this paper, we propose the definitions of the direct and
inverse image for generalized divisors and generalized line bundles, and we
study their properties. In the second part of the paper, restricting to the
case when X and Y are projective curves over a field, we consider the same
notions for families. On one hand, families of effective generalized divisors
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on a curve X are essentially families of subschemes of finite length, hence
they are parametrized by the Hilbert scheme. On the other hand, families of
generalized line bundles onX are parametrized by the compactified Jacobian
J(X), and in this case the direct image map is called Norm map in analogy
with the Norm map defined between the generalized Jacobians of the curves.
In both cases, we show that giving the definitions of the direct image and
the Norm map on such moduli spaces is possible only when the curve Y is
smooth.
The structure of this paper is the following. In Section 1 we review in
details the definition of direct and inverse image for Cartier divisors and the
definition of Norm map for line bundles; we give also the definition of Norm
map for families of line bundles. In Section 2 we review the theory of gen-
eralized divisors and generalized line bundles on a curve; we also introduce
the geometric objects that parametrize well-behaved families of generalized
divisors and generalized line bundles on a fixed curve. In Section 3 we re-
call briefly the notion of Fitting ideal associated to any coherent sheaf. In
Section 4 we introduce and discuss in details the notion of direct and in-
verse image for generalized divisors and generalized line bundles. In Section
5 we study the notion of direct and inverse image for families of effective
generalized divisors. Finally, in Section 6 we define the Norm map and the
inverse image map between compactified Jacobians, and their relation with
the generalized Abel map.
The motivation of this work comes from the Hitchin fibration for the
moduli space of G-Higgs vector bundles on a fixed smooth and projective
curve C, for G varying among classical groups such as GL, SL, PGL, SO,
Sp. When G = GL, the Hitchin fibres are compactified Jacobians of certain
(possibly singular) covers of C, called spectral curves, associated to the fibre.
For others G, a description of the generic Hitchin fibres (i.e. those for which
the singular locus of the spectral curve is empty or as small as possible) is
given with the help of a Prym variety, i.e. the locus in J(X) of bundles whose
Norm with respect to a given finite, flat morphism is zero. By studying the
Norm map between compactified Jacobians, we hope to obtain a description
of the remaining Hitchin fibres using “generalized” Prym varieties.
Notation. In the rest of the paper, by curve we refer to a noetherian
scheme of pure dimension 1 which is embeddable (i.e. it can be embedded
as a closed subscheme of a regular scheme). This implies that the canonical
(or dualizing) sheaf ωX of X is well defined.
Acknowledgements. This work is part of the author’s PhD thesis un-
der under the supervision of Filippo Viviani. I would like to thank him for
suggesting the problem and for his continuous guidance and proofreading. I
would also like to thank Edoardo Sernesi for helpful comments and discus-
sions. Finally, I warmly thank Fabrizio Anella for his continuous help and
his patient listening during this years.
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1. Review of the Norm map
We resume now the definition and properties of the direct and inverse
image for Cartier divisors and the Norm map for line bundles, associated
to a finite, flat morphism between curves. For a complete treatment, the
standard reference is [Gro67, §21] together with [Gro61, §6.5]. We start with
the definition of the norm at the level of sheaves of algebras.
Let π : X → Y be a finite, flat morphism between curves of degree n.
Since Y is noetherian, this is equivalent to require that f is finite and locally
free, i.e. that π∗OX is a locally free OY -algebra [Sta19, Tag 02K9].
Definition 1.1. The sheaf π∗OX is endowed with an homorphism of OY -
modules, called the norm and defined on local sections by:
NY/X : π∗OX −→ OY
s 7−→ det(·s)
where ·s : π∗OX → π∗OX is the multiplication map induced by s and
det(·s) is given locally by the determinant of the matrix with entries in OY
associated to ·s.
By the standard properties of determinants, for local sections s, s′ of π∗OX
and any section µ of OY , we have:
NY/X(s · s
′) = NY/X(s) · NY/X(s
′), NY/X(µs) = µ
nNY/X(s).(1)
Before giving the definitions of the present section, we need a technical
lemma.
Lemma 1.2. Let π : X → Y be a finite, flat morphism of degree n between
curves and let L be an invertible OX-module. Then, π∗L is an invertible
π∗OX -module and there exists an open affine cover {Vi}i∈I of Y s.t. π∗OX
is trivial on each Vi and π∗L is trivial both as a π∗OX -module and as an
OY -module on each Vi.
Proof. By [Sta19, Tag 02K9], π∗OX is a locally freeOY -module; denote with
{Wα}α∈A an open affine cover such that π∗OX |Wα ≃ O
n
Y |Wα
for each α ∈ A.
By [Gro61, Proposition 6.1.12], π∗L is an invertible π∗OX -module; denote
with {W ′β}β∈B an open affine cover such that π∗L|W ′β ≃ π∗OX |W
′
β
for each
β ∈ B. Let {Vα,β = Wα ∩W
′
β}(α,β)∈A×B be a common refinement. Then,
for I = A×B, {Vi}i∈I is an open affine cover of Y such that π∗OX is trivial
on each open of the cover and π∗L is trivial both as π∗OX -module and as
OY -module on each open. 
We recall now the definitions of direct and inverse image for Cartier divi-
sors. For any curve X, denote with KX the sheaf of total quotient rings of
the curve. Recall that the set of Cartier divisors on X is the set of global
sections of the quotient sheaf of multiplicative groups K∗X/O
∗
X :
CDiv(X) = Γ(X,K∗X/O
∗
X).
Although the group operation on K∗X/O
∗
X is multiplication, the group oper-
ation on CDiv(X) is denoted additively. The group of Cartier divisors of X
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contains the subgroup Prin(X) of principal divisors defined as the image of
the canonical homomorphism
Γ(X,K∗X) −→ Γ(X,K
∗
X/O
∗
X).
It is well known [Gro67, §21.2] that the set of Cartier divisors is in one-to-
one correspondence with the set of invertible fractional ideals, i.e. the set of
subsheaves I ⊆ KX that are also invertible OX -modules [Gro67, Proposition
21.2.6]. If D ∈ Γ(X,K∗X/O
∗
X ) is represented by an open cover {Ui}i∈I and
a collection of sections fi ∈ Γ(Ui,K
∗
X) such that fi/fj ∈ Γ(Ui ∩ Uj ,O
∗
X),
the corresponding fractional ideal ID is the sub OX -module of KX equal to
OX|Ui ·fi on any Ui.
1 Under this correspondence, the sum of Cartier divisors
corresponds to the multiplication of fractional ideals.
Definition/Lemma 1.3. Let π : X → Y be a finite, flat morphism between
curves and let π♯ : OY → π∗OX be the associated canonical map of sheaves
of modules.
Let D ∈ CDiv(X) be a Cartier divisor on X corresponding to the in-
vertible fractional ideal I and let {Vi}i∈I be an affine cover as in Lemma
1.2. Then, on each Vi, π∗I|Vi is equal to the subsheaf hi · (π∗OX)|Vi of
(π∗KX)|Vi generated by a meromorphic regular section hi = fi/gi, with
fi, gi ∈ Γ(Vi, π∗O
∗
X). The direct image of D, denoted π∗(D), is the Cartier
divisor on Y corresponding to the fractional ideal generated on any Vi by
the meromorphic regular section NY/X(fi)/NY/X(gi) ∈ Γ(Vi,KY ).
Let M ∈ CDiv(Y ) be a Cartier divisor on Y corresponding to the invert-
ible fractional ideal J ⊆ KY , and let {Vi}i∈I be an affine cover of Y such
that, on each Vi, J|Vi is equal to the fractional ideal of OY |Vi-modules gen-
erated by a meromorphic regular section ui = si/ti with si, ti ∈ Γ(Vi,O
∗
Y ).
The inverse image of M , denoted π∗(M), is the Cartier divisor on X cor-
responding to the fractional ideal generated on any Ui = π
−1(Vi) by the
meromorphic regular section π♯(si)/π
♯(ti) ∈ Γ(Ui,KX).
Proof. The definition of direct image is a reformulation of the one given in
[Gro67, §21.5.5]. The fact that NY/X(fi)/NY/X(gi) is a regular meromor-
phic section follows from the discussion in [Gro67, §21.5.3]; the definition is
independent of the choice of the hi’s since the norm of sheaves is multiplica-
tive.
The definition of inverse image is a reformulation of [Gro67, Definition
21.4.2], obtained as a consequence of [Gro67, §21.4.3], together with the
result of [Gro67, Proposition 21.4.5] that ensures that π♯(si)/π
♯(ti) is regu-
lar. 
Proposition 1.4. Let π : X → Y be a finite, flat morphism of curves of
degree n. The direct and inverse image for Cartier divisors induce homor-
phisms of groups:
π∗ : CDiv(X) −→ CDiv(Y )
π∗ : CDiv(Y ) −→ CDiv(X),
such that π∗ ◦ π
∗ is the multiplication map by n.
1Differently from Grothendieck’s EGA, we pick fi instead of f
−1
i . This does not affect
the other results.
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Proof. The direct image is a homomorphism thanks to [Gro67, §21.5.5.1],
while the inverse image is a homomorphism as a consequence of [Gro67,
Definition 21.5.5.1]. The result on π∗ ◦ π
∗ is stated in [Gro67, Proposition
21.5.6] 
We come now to the definition of the Norm map for invertible OX-
modules.
Definition/Lemma 1.5. Let π : X → Y be a finite, flat morphism between
curves and let L be an invertible OX -module. Let {Vi}i∈I be an affine cover
of Y as in Lemma 1.2. In particular, there is for any i ∈ I an isomorphism
λi : (π∗L)|Vi → (π∗OX)|Vi . For any i, j ∈ I, the isomorphism ωij := λi ◦ λ
−1
j
can be interpreted as a section of π∗OX over Vi∩Vj. The collection of norms
{NY/X(ωij)}i,j∈I is a 1-cocycle with values in O
∗
Y .
The cocyle {NY/X(ωij)}i,j∈I defines up to isomorphism an invertible OY -
module, which is called the Norm of L relative to π and is denoted as
Nmπ(L) or NmY/X(L).
Proof. If L′ is an invertible OX -module isomorphic to L through an isomor-
phism h : L′ → L, then a local trivialization for π∗L
′ over Vi is given by
λi ◦ (π∗h). Running over all i ∈ I, the resulting 1-cocycle {NY/X(λi ◦ π∗h ◦
π∗h
−1 ◦ λ−1j )}i,j∈I is the same as for L. 
Recall that, for any curve X, the Picard group of X is the set Pic(X) of
isomorphism classes of invertible OX -modules, endowed with the operation
of tensor product.
Proposition 1.6. Let π : X → Y be a finite, flat morphism of curves of
degree n. The Norm and the inverse image map for line bundles induce
homomorphism of groups:
Nmπ : Pic(X) −→ Pic(Y )
π∗ : Pic(Y ) −→ Pic(X),
such that Nmπ ◦π
∗ is the n-th tensor power.
Proof. The inverse image for line bundles is a homomorphism since it com-
mutes obviously with tensor products. The other results follow from (1),
using the fact that tensor product of line bundles corresponds to multipli-
cation at the level of defining cocycles. 
Proposition 1.7. Let π : X → Y be a finite, flat morphism between curves.
For any invertible OX -modules L, we have
Nmπ(L) ≃ det(π∗L)⊗ det(π∗OX)
−1.(2)
Proof. See [HP12, Corollary 3.12]. 
As we show in the next proposition, the direct image for Cartier divisors
and the Norm map for line bundles are related, as well as the inverse image
maps. Recall that, on any curve X, the Picard group is canonically iso-
morphic to the group of Cartier divisors modulo the subgroup Prin(X) of
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principal divisors. This gives rise to a canonical quotient of groups:
qX : CDiv(X) −→ CDiv(X)/Prin(X) = Pic(X)
D 7−→ ID.
Proposition 1.8. Let π : X → Y be a finite, flat morphism between curves.
The direct and inverse image for Cartier divisors are compatible via the
quotient maps qX and qY respectively with the Norm and the inverse image
map for line bundles; i.e. the following diagrams of groups are commutative:
CDiv(X) CDiv(Y )
Pic(X) Pic(Y )
π∗
qX qY
Nmpi
CDiv(Y ) CDiv(X)
Pic(Y ) Pic(X).
π∗
qY qX
π∗
Proof. The commutativity of the first diagram follows from correspondence
between D and ID and the definitions of π∗ and Nmπ. The second diagram
is commutative as consequence of [Gro67, Picture 21.4.2.1] together with
[Gro67, Proposition 21.4.5]. 
We are finally interested in the Norm map for families of line bundles.2 To
study families of line bundles, we assume that X and Y are projective
curves over a base field k and that π : X → Y is a finite, flat morphism
of degree n defined over k. Families of line bundles are parametrized by the
Jacobian schemes of X and Y (denoted J(X) and J(Y )).
Definition 1.9. The Jacobian scheme of a curve X is the algebraic scheme
J(X) representing the sheafification of the functor that associates to any
k-scheme T the set of isomorphism classes of line bundles on X×k T [Kle05,
Corollary 4.18.3].
Definition/Lemma 1.10. Let π : X → Y be a finite, flat morphism of
projective curves over a base field k. For any k-scheme T , the Norm map for
line bundles associated to π is defined on the T -valued points of the Jacobian
of X as:
Nmπ(T ) : J(X)(T ) −→ J(Y )(T )
L 7−→ det (πT,∗(L))⊗ det (πT,∗OX×kT )
−1 .
where πT : X ×k T → Y ×k T is induced by pullback from π.
Proof. We need to check that the map is well defined. Since L is a line
bundle on X ×k T , its pushforward πT,∗(L) is a locally free sheaf of rank n
on Y ×k T , as for πT,∗OX×kT . Taking determinants produces line bundles,
so det (πT,∗(L))⊗det (πT,∗OX×kT )
−1 is a well-defined line bundle on Y ×kT .
The whole construction is functorial, so the above definition gives a well-
defined morphism of schemes
Nmπ : J(X) −→ J(Y ).

2For the sake of completeness, we note that a complete discussion regarding families of
Cartier divisors and their direct and inverse images is done in [Gro67, §21.15].
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2. Review of generalized divisors
The theory of generalized divisors is developed by Hartshorne in his papers
[Har94] and [Har07], in order to generalize the notion of Cartier divisor on
schemes satisfying condition S2 of Serre.
We will review the theory of generalized divisors in the case of curves, i.e.
embeddable schemes of pure dimension 1. Since we are dealing with schemes
of dimension 1, the condition S2 of Serre coincides with the condition S1,
which in turn coincides with the fact of not having embedded components
(i.e. embedded points). In particular, any scheme of pure dimension 1 is
also S1, and hence S2.
Let X be a curve and let KX be the sheaf of total quotient rings on X.
Recall that a generalized divisor on X is a nondegenerate fractional ideal
of OX -modules, i.e. a subsheaf I ⊆ KX that is a coherent sheaf of OX-
modules and such that Iη = KX,η for any generic point η ∈ X. It is effective
if I ⊆ OX . It is Cartier if I is an invertible OX -module, or equivalently
locally principal. It is principal if I = OX · f (also denoted (f)) for some
global section f ∈ Γ(X,K∗X).
The set of generalized divisors on X is denoted with GDiv(X), the sub-
set of Cartier divisors with CDiv(X) and the set of principal divisors with
Prin(X).
Using the usual notion of subscheme associated to a sheaf of ideals, the
set GDiv+(X) of effective generalized divisors on X is in one-to-one corre-
spondence with the set of closed subschemes D ⊂ X of pure codimension
one (i.e. of dimension zero). With a slight abuse of notation, also for non-
effective divisors, we denote with D the generalized divisor and we refer to
I (or ID) as the fractional ideal associated to D (also called defining ideal
of D, or ideal sheaf of D if D is effective).
Let D1,D2 be generalized divisors on X, with fractional ideals I1,I2.
The sum D1 + D2 is the generalized divisor associated to the fractional
ideal I1 · I2. The sum is commutative, associative, with neutral element
0 defined by the trivial ideal OX . The inverse of a generalized divisor D
associated to I is the generalized divisor −D associated to the fractional
ideal I−1, i.e. the sheaf which on any open subset U of X is defined as
{f ∈ Γ(U,KX) | I(U) · f ⊆ OX(U)}.
The inverse operation behaves well with the sum only for Cartier divisors.
For any pair of generalized divisors D,E on X with E Cartier, −(D+E) =
(−D) + (−E), but D + (−D) = 0 if and only if D is a Cartier divisor. As
a consequence, the set GDiv(X) of all generalized divisors over X endowed
with the sum operation is not a group, but the subset CDiv(X) of Cartier
divisors is. The set Prin(X) of principal divisors is a subgroup of CDiv(X)
and both the groups act by addition on the set GDiv(X).
Any generalized divisor is equal to the sum of an effective generalized
divisor and the inverse of an effective Cartier divisor, as the following Lemma
shows (inspired to [Har94, Proposition 2.11]).
7
Lemma 2.1. Let X be a curve and let D ∈ GDiv(X) be any generalized
divisor on X. Then, there exist an effective generalized divisor D′ and an
effective Cartier divisor E on X such that D = D′ + (−E).
Proof. Cover X by open affines Ui = Spec(Ai), i = 1, . . . , r. For each i,
denote with Ii the fractional ideal of D restricted to Ui. This is a finitely
generated Ai-module, so there exists a nonzero-divisor fi ∈ Ai such that
f · Ii ⊆ A. Let Yi ⊂ Ui be the closed subscheme defined by fi, which is an
effective Cartier divisor of Ui; after the composition with Ui ⊆ X, Yi becomes
an effective Cartier divisor of X. Now, the sum of divisors D +
∑r
i=1 Yi
is effective since using the associative property it can be seen as sum of
effective divisors on each Ui. Putting E =
∑r
i=1 Yi and D
′ = D+E, we get
the result. 
Two generalized divisors D1,D2 over X are linearly equivalent (written
D1 ∼ D2) if there is a divisor (f) ∈ Prin(X) such that D1 + (f) = D2. We
define the generalized Picard of X to be the set of divisors on X modulo
linear equivalence:
GPic(X) = GDiv(X)/Prin(X).
We have the following commutative diagram of sets, where the vertical maps
are quotients by Prin(X):
CDiv(X) ⊆ GDiv(X)
Pic(X) ⊆ GPic(X)
Taking inverse and sums preserve linear equivalence, so the two operations
are well defined also on GPic(X) and the subset Pic(X) ⊆ GPic(X) is a
group that acts on GPic(X) by addition. For a curve X, the condition
GDiv(X) = CDiv(X) is also equivalent to GPic(X) = Pic(X), which is also
equivalent to the curve X being normal.
As in the case of Cartier divisors, also the set GPic(X) has an alternative
description in terms of abstract sheaves. First, we need a definition.
Definition 2.2. Let X be a curve. A generalized line bundle on X is pure
coherent sheaf of OX -modules which is locally free of rank 1 at each generic
point of X.
Let D be a generalized divisor on X. Then, its fractional ideal I is a
generalized line bundle. If D′ is another generalized line bundle, it is linearly
equivalent toD if and only if its fractional ideal I ′ is a generalized line bundle
isomorphic to X as an OX -module. Viceversa, any generalized line bundle
F on X is isomorphic to the fractional ideal of some generalized divisor D
[Har07, Proposition 2.4]. Then, GPic(X) can be also defined as the set of
generalized line bundles of X, up to isomorphism. Under this description,
classes of Cartier divisors correspond to isomorphism classes of line bundles,
and the operations of sum by a Cartier divisor and inverse of a divisor are
replaced with tensor product and taking dual of the corresponding sheaves.
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Assume now that X is a curve of finite type over a base field k. In
this case, the notion of degree of a divisor can be introduced. First, recall
that for any closed point x ∈ X, the residue field of x (denoted k(x)) is a
finite extension of k.
Definition/Lemma 2.3. Let D ∈ GDiv+(X) be an effective generalized
divisor on X with ideal sheaf I ⊆ OX , and let x ∈ X be any point of X in
codimension 1. We define the degree of D at x as the non-negative integer:
degx(D) = ℓ
(
OX,x/Ix
)
[k(x) : k].
The degree of any generalized divisor D ∈ GDiv(X) at x is defined as
degx(D) = degx(E) − degx(F ), where D = E − F with E,F effective gen-
eralized divisors and F Cartier by Lemma 2.1.
The degree ofD onX (also denoted as deg(D) when there is no ambiguity)
is equal to the sum of the degrees of D at all points of X in codimension 1:
degX(D) =
∑
x cod 1
degx(D).
Proof. First, note that the local ring OX,x/Ix in nonzero if and only if x is
in the support of D. In such case the local ring has Krull dimension 0, so it
is Artinian and hence has finite length.
The definition of degree at a point of any generalized divisor is well-given
thanks to [Har94, Lemma 2.17], and degx(−D) = − degx(D).
Finally, the supporty of D contains only finitely many points, hence the
degree of D on X is a well-defined integer. 
Remark 2.4. If X is a quasi-projective curve in Pnk , then any effective
generalized divisor D on X is also a closed subscheme of Pnk , of degree equal
to deg(D). If the curve is also projective, linearly equivalent divisors have
the same degree.
We come now to consider families of generalized divisors and related ob-
jects. First, we note that in general GDiv(X) cannot be represented by a
geometric object of finite type, even for fixed degrees. Also, it is not easy to
give a correct definition for flat families of non-effective generalized divisors.
Hence, only families of effective divisors are considered, using the Hilbert
scheme.
In order to work with the theory of Hilbert schemes, we need to assume
that X is a projective curve over a base field k.
Definition 2.5. The Hilbert scheme of effective generalized divisors of de-
gree d on X is the Hilbert scheme HilbdX parametrizing 0-dimensional sub-
schemes of X, with Hilbert polynomial equal to a costant integer d. Recall
that, given a k-scheme T , a T -valued point of HilbdX is a T -flat subscheme
D ⊂ X ×k T such that D restricted to the fibre over any t ∈ T is a 0-
dimensional subscheme of X ×k {t} ≃ X, of degree d. In other words, the
corresponding ideal sheaf ID ⊂ OX×kT restricted to any fibre over T defines
a generalized divisor Dt on X.
The Hilbert scheme of effective Cartier divisors of degree d is the open
subscheme ℓHilb
d
X ⊆ Hilb
d
X parametrizing subschemes of X of degree d
whose ideal sheaf is locally principal.
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Note that ℓHilb
d
X = Hilb
d
X when X is smooth.
Families of effective generalized divisors can be added with families of
Cartier divisors, giving rise to a morphism:
HilbdX ×
ℓHilb
e
X −→ Hilb
d+e
X
(D,E) 7−→ Z(ID · IE).
The right object to parametrize families of generalized divisors on X up
to linear equivalence is the compactified Jacobian J(X).
Definition 2.6. The compactified Jacobian of X is the algebraic stack J(X)
such that, for any k-scheme T , J(X)(T ) is the groupoid of T -flat coherent
sheaves on X ×k T whose fibres over T are generalized line bundles on
X ≃ X ×k {t}. Given a family L ∈ J(X)(T ), the restriction of L to any
fibre over T is an element of the generalized Picard GPic(X).
By Definition 1.9, the Jacobian scheme J(X) of X is contained in J(X)
as an open subset. The operations of tensor products and taking inverse
are well defined on J(X) and make J(X) into an algebraic group, acting on
J(X) via tensor product:
J(X)× J(X) −→ J(X)
(L, E) 7−→ L ⊗ E .
Finally, we recall the definition of the geometric Abel map. Let HilbX =⊔
d≥0Hilb
d
X be the Hilbert scheme of effective generalized divisor of any
degree on X.
Definition 2.7. For any line bundle M on X, the (M -twisted) Abel map is
defined as:
AM : HilbX −→ J(X)
D 7−→ ID ⊗M.
The restriction of AM to
ℓHilbX =
⊔
d≥1
ℓHilb
d
X takes values in J(X).
Taking care of the twisting, the Abel map is equivariant with respect to the
sum of effective Cartier divisors: for any pair of line bundles M and N on
X and for any D ∈ HilbX , E ∈
ℓHilbX ,
AM⊗N (D + E) ≃ AM (D)⊗AN (E).
3. Review of the Fitting ideal
A fundamental tool for the definition of the direct image for generalized
divisors is the Fitting ideal of a module (and of a sheaf of modules). See
[Eis95, Chapter 20], [Vas04, Chapter 2.4] and [EH06, Chapter V.1.3] for a
detailed treatment.
Definition/Lemma 3.1. Let X be a scheme and let F be a coherent sheaf
on X. Let
E1
ψ
−−−−→ E0 −→ F → 0
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be any finite presentation of F , with E0 locally free of rank r. The 0-th
Fitting ideal of F , denoted Fitt0(F), is defined as the image of the map:∧rE1 ⊗ (∧rE0)−1 Ψ−−−−→ OX
induced by
∧r ψ : ∧r E1 → ∧r E0 and is independent of the choiche of the
presentation for F . If E1 is locally free, then ψ can be locally represented
by a matrix and the 0-th Fitting ideal is generated locally by the minors of
size r of such matrix, with the convention that the determinant of the 0× 0
matrix is 1.
Proof. The definition is the sheaf-theoretic reformulation of [Eis95, Corollary-
Definition 20.4]. 
As a consequence of the definition, the formation of Fitting ideals com-
mutes with restrictions and with base change [Eis95, Corollary 20.5].
Definition/Lemma 3.2. Let X be a scheme and F be a coherent sheaf on
X. The 0-th Fitting scheme of F is the subscheme of X defined as the zero
locus of Fitt0(F) ⊆ OX in X. The 0-th Fitting scheme contains the support
of F , as a closed subscheme with the same underlying topological space.
Proof. The result is stated in [EH06, Definition V-10]. 
4. The direct and inverse image for generalized divisors and
generalized line bundles
Let π : X → Y be a finite, flat morphism of degree n between curves. In
the present section, we extend the notion of direct and inverse image from
Cartier divisors to generalized divisors and generalized line bundles.
4.1. The direct image. Here, we define the notion of direct image for
generalized divisors. First, we start with the case of an effective general-
ized divisor. Let D ∈ GDiv+(X) be an effective generalized divisor on X,
associated to the ideal sheaf I. Since π is finite and flat, the pushforward
π∗(OX/I) is a coherent OY -module.
Definition/Lemma 4.1. (Direct image of an effective generalized
divisor) Let D ∈ GDiv+(X) be an effective generalized divisor on X, with
ideal sheaf I ⊆ OX . The direct image of D with respect to π, denoted with
π∗(D), is the effective generalized divisor on Y defined by the 0-th Fitting
ideal of π∗(OX/I).
Proof. Let us prove that the 0-th Fitting ideal of π∗(OX/I) defines an effec-
tive generalized divisor on Y . First note that Fitt0 π∗(OX/I) is a subsheaf
of OY , and is a coherent OY -module; hence, it is an effective fractional
ideal. To prove that Fitt0 π∗(OX/I) is nondegenerate, consider a generic
point η ∈ Y . Since the map π is dominant, the preimage π−1(η) = {ηi} is a
finite set of generic points of X. Then,
Fitt0(π∗(OX/I))η = Fitt0(π∗(OX/I)η) =
= Fitt0((0)η) = OX,η = KX,η.

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Lemma 4.2. (Linearity w.r.t effective Cartier divisors) Let D ∈ GDiv+(X)
be an effective generalized divisor and E ∈ CDiv+(X) be an effective Cartier
divisor on X. Then, π∗(E) is a Cartier divisor on Y and π∗(D + E) =
π∗(D) + π∗(E).
Proof. Let J be the ideal sheaf of E and let {Vi} be an open affine cover
of Y such that π∗OX and π∗J are trivial on each Vi as in Lemma 1.2. The
sheaf π∗OX/J is locally presented by the exact sequence:
(π∗OX)|Vi
·hi−−→ (π∗OX)|Vi → (π∗OX/J )|Vi → 0
where hi ∈ Γ(π
−1(Vi),OX ) is a local generator for J ⊂ OX on π
−1(Vi).
Since (π∗OX)|Vi is a free (OY )|Vi-module of rank n, there is a n× n matrix
Hi with entries in (OY )|Vi representing the multiplication by hi. Then,
by Definition 3.1, the 0-th Fitting ideal of π∗OX/J is the principal ideal
generated locally by det(·hi) on Vi. In particular, π∗(E) is a Cartier divisor.
Let I be the ideal sheaf of D, so that I · J is the ideal sheaf of D + E.
To prove the remaining part of the thesis, we show that the equality
Fitt0(π∗OX/IJ ) = Fitt0(π∗OX/I) · Fitt0(π∗OX/J )
holds locally around any point y ∈ Y . Let V be an open neighborhood of
y such that (π∗OX)|V is a free OY -module, π∗I|V is generated by sections
s1, . . . , sr of Γ(V, π∗OX) and π∗J|V is a principal ideal generated by a section
h of Γ(V, π∗OX). In terms of exact sequences:
(π∗OX)
⊕r
|V
(·s1,...,·sr)
−−−−−−→ (π∗OX)|V → (π∗OX/I)|V → 0
(π∗OX)|V
·h
−→ (π∗OX)|V → (π∗OX/J )|V → 0
The ideal sheaf I · J is equal to J · I, which is generated on V by the
sections hs1, . . . , hsn. In terms of exact sequences:
(π∗OX)
⊕r
|V
(·hs1,...,·hsr)
−−−−−−−−→ (π∗OX)|V → (π∗OX/IJ )|V → 0
Denote with Si and H the (OY )|V -matrices representing the multiplication
by si and h respectively. The map (·hs1, . . . , ·hsr) in the previous exact
sequence is represented by the n× nr matrix
M =
[
HS1 . . . HSr
]
= H
[
S1 . . . Sr
]
The 0-th Fitting ideal of π∗OX/IJ , restricted to V , is the ideal of (π∗OX)|V
generated by the n × n minors of the matrix M . Any such minor is equal
to a n× n minor of the matrix
[
S1 . . . Sr
]
multiplied by detH. Then,
by Definition 3.1,
Fitt0(π∗OX/IJ )|V = Fitt0(π∗OX/I)|V · Fitt0(π∗OX/J )|V

Definition/Lemma 4.3. (Direct image of a generalized divisor) Let
D ∈ GDiv(X) be a generalized divisor onX, such thatD = D′−E withD′ ∈
GDiv+(X) and E ∈ CDiv+(X) by Lemma 2.1. The direct image of D with
respect to π, denoted with π∗(D), is the generalized divisor π∗(D
′)− π∗(E).
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Proof. To prove that it is well defined, let D = D′−E = D˜′−E˜, with D′, D˜′
effective and E, E˜ effective Cartier. Since E, E˜ are Cartier, D′+E˜ = D˜′+E;
then, by Lemma 4.2 we have:
π∗(D
′) + π∗(E˜) = π∗(D˜
′) + π∗(E).
Since π∗(E) and π∗(E˜) are also Cartier by Lemma 4.2, they can be sub-
tracted from each side in order to obtain:
π∗(D
′)− π∗(E) = π∗(D˜
′)− π∗(E˜).
This shows that π∗(D) does not depend on the choice of D
′ and E. 
We study now some properties of the direct image for generalized divisors.
Proposition 4.4. (Properties of direct image)
(1) Let D ∈ CDiv(X) be a Cartier divisor. Then, π∗(D) is a Cartier
divisor and π∗(−D) = −π∗(D). Moreover, π∗(D) coincides with
π∗(D) of Definition 1.3.
(2) Let D,E ∈ GDiv(X) be generalized divisors, such that E is Cartier.
Then, π∗(D + E) = π∗(D) + π∗(E).
(3) Let V ⊂ Y be an open subset, and denote with πU the restriction of
π to U = π−1(V ) ⊂ X. Let D ∈ GDiv(X) be a generalized divisor
on X. Then,
(πU )∗(D|U ) = π∗(D)|V
(4) Let D,D′ ∈ GDiv(X) be generalized divisors such that D ∼ D′.
Then, π∗(D) ∼ π∗(D
′).
Proof. To prove (1), consider D = E − F with E,F effective and F Cartier
by Lemma 2.1. Since D is Cartier and E = D + F , then also E is Cartier.
By Definition 4.3,
π∗(D) = π∗(E)− π∗(F ).
By Lemma 4.2, it is a difference of Cartier divisors and hence it is Cartier.
To compute π∗(−D), note that since F is Cartier then −D = F − E, and
it is a difference of effective Cartier divisors; then, apply Definition 4.3 to
obtain
π∗(−D) = π∗(F )− π∗(E) =
= −π∗(D).
To compare π∗(D) with Definition 1.3, let I and J be the ideal sheaves
of E and F and let {Vi}i∈I be an open cover of Y such that π∗I|Vi and
π∗J|Vi are non-degenerate principal ideals of (π∗OX)|Vi-modules generated
by the regular sections fi and gi of Γ(V, π∗OX), respectively on each i ∈ I.
The fractional ideal of D is then generated on each Vi by the meromorphic
regular section hi = fi/gi of Γ(Vi, π∗K
∗
X). By the proof of Lemma 4.2,
the ideal sheaves of π∗(E) and π∗(F ) are generated on each Vi by det(·fi)
and det(·gi) , so the fractional ideal of π∗(D) is generated on each Vi by
the meromorphic regular section det(·fi)/det(·gi) of Γ(V,K
∗
Y ). Using the
same cover in Definition 1.3 and applying Definition 1.1, the sheaf π∗(D)
defined above and the sheaf π∗(D) defined in Section 1 have the same local
generators, hence they are equal.
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To prove (2), consider D = D1−D2 and E = E1−E2, with D1,D2, E1, E2
effective and D2, E2 Cartier. Note that D+E = (D1+E1)− (D2+E2), and
it is a difference of effective divisors with D2 + E2 Cartier. Then, applying
Definition 4.3 and Lemma 4.2, we obtain:
π∗(D + E) = π∗((D1 + E1)− (D2 + E2)) =
= π∗(D1 +E1)− π∗(D2 + E2) =
= π∗(D1) + π∗(E1)− π∗(D2)− π∗(E2) =
= (π∗(D1)− π∗(D2))− (π∗(E1)− π∗(E2)) =
= π∗(D) + π∗(E).
To prove (3), if D is effective, the result follows from Definition 3.1. Then,
observe that the operations of product and inverse of fractional ideals com-
mute with restrictions.
To prove (4), let f ∈ Γ(X,KX) be a global section that generates a
principal divisor E = (f) ∈ Prin(X). By linearity, it is sufficient to prove
that π∗(E) is again principal. Let {Vi} be an affine open cover of Y , such
that locally
f|π−1(Vi) = gi/hi, gi, hi ∈ Γ(π
−1(Vi),OX)
In terms of divisors, this means that (f)|π−1(Vi) = (gi) − (hi), and it is a
difference of effective Cartier divisors on π−1(Vi). Then, applying Part (3)
and reasoning simiarly to Part (1), we obtain:
π∗((f))|V = (πi)∗((gi))− (πi)∗((hi)) =
= (det[·gi])− (det[·hi]) =
= (det[·gi]/det[·hi]).
Since taking determinants is multiplicative, the local sections det[·gi]/det[·hi]
glue together to give a global section f˜ of KY , such that π∗(E) = (f˜). 
We are now ready to define the direct image for generalized line bundles.
Definition/Lemma 4.5. (Direct image for generalized line bundles)
The direct image for generalized divisors induce a direct image map between
the sets of generalized line bundles, defined as:
[π∗] : GPic(X) −→ GPic(Y )
[D] 7→ [π∗(D)].
Proof. Recall that for any curve X, the set GPic(X) can be seen equivalently
as the set of generalized line bundles or as the set of generalized divisors
modulo linear equivalence. Here, [π∗] is defined in terms of generalized
divisors modulo linear equivalence. By Proposition 4.4, the direct images of
linearly equivalent divisors are linearly equivalent, hence [π∗] is well defined.

In the remaining part of this subsection, we study an alternative formula
for [π∗] in terms of generalized line bundles. First, we need a technical
lemma.
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Lemma 4.6. Let F be a coherent sheaf on a curve X which is locally free
of rank 1 at any generic point and let ω = ωX be the canonical, or du-
alizing sheaf of X. Let T (F) be the torsion subsheaf of F and Fωω =
Hom(Hom(F , ω), ω) be the double ω-dual. There, there is a canonical iso-
morphism
F tf = F/T (F)
∼
−−−−−→ Fωω.
Proof. The sheaf F tf is endowed with a quotient map q : F ։ F tf , which
is universal among all arrows from F to torsion-free sheaves (i.e. pure of
dimension 1). Note that, since F is locally free of rank 1 at any generic
point of X, then q is generically an isomorphism. Let α(F) : F → Fωω be
the canonical map from F to its double ω-dual. Since taking double ω-duals
is functorial, there is a commutative diagram of homomorphism of sheaves:
F F tf
Fωω (F tf )ωω.
q
α(F) α(Ftf )
qωω
Using [Har07, Proposition 1.5] and recalling that S1 = S2 for sheaves on
curves, we note that a sheaf on X is ω-reflexive if and only if it is S1. In
particular, Fωω is ω-reflexive by [Har07, Proposition 1.6] and hence it is S1.
Then, by the universal property of q, there is a unique map ψ : F tf → Fωω
such that ψ ◦ q = α(F). Note that
qωω ◦ ψ ◦ q = qωω ◦ α(F) = α(F tf ) ◦ q,
so by surjectivity of q we conclude that qωω ◦ ψ = α(F tf ).
We show moreover that ψ is an isomorphism. By construction F tf is
pure, hence it is ω-reflexive and α(F tf ) is an isomorphism. Moreover, qωω is
surjective and generically an isomorphism since q is surjective and generically
an isomorphism. Then, the kernel K of qωω is a subsheaf of Fωω which is
generically zero. Since Fωω is pure, we conclude that K is everywhere zero
and then qωω is an isomorphism. This shows that ψ = (qωω)−1 ◦ α(F tf ) is
an isomorphism. 
In order to study a formula for [π∗], we study a preliminary formula for
π∗ in the case of effective generalized divisors.
Lemma 4.7. Let D ∈ GDiv+(X) be an effective generalized divisors with
ideal sheaf I ⊂ OX . Then, there is an injection:(∧n(π∗I))ωω ⊗ det(π∗OX)−1 →֒ det(π∗OX)⊗ det(π∗OX)−1 ∼−→ OY
whose image in OY is the 0-th Fitting ideal of π∗OX/I.
Proof. Consider the short exact sequence:
0→ I → OX → OD → 0.
Since π is finite and flat, the pushforward induces a a short exact sequence:
0→ π∗I
ϕ
−→ π∗OX → π∗(OX/I)→ 0.
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In particular, the last exact sequence is a finite presentation of π∗(OX/I)
whose middle term is locally free. Hence, by Definition 3.1, the 0-th Fitting
ideal of π∗(OX/I) is equal to the image of the morphism:∧n(π∗I)⊗ det (π∗OX)−1 detϕ⊗1−−−−−−→ det(π∗OX)⊗ det(π∗OX)−1 ∼−→ OY .
Consider now the determinant map detϕ. Since det(π∗OX) is also a pure
sheaf, applying the universal property of the torsion-free quotient together
with Lemma 4.6 we obtain the following commutative diagram:∧n (π∗I) det(π∗OX)
(∧n (π∗I))ωω
detϕ
α
β
The canonical map α is surjective by Lemma 4.6. Since I is locally free of
rank 1 at the generic points of X, both detφ and α are generically isomor-
phisms; hence, the map β is generically an isomorphism. Since its domain(∧n (π∗I))ωω is pure, we conclude that its kernel is zero, hence β is injec-
tive. We have then factorized detϕ as the composition of a surjective map
α followed by an injective map β.
Tensoring by det(π∗OX)
−1, we obtain then the following commutative
diagram:∧n (π∗I)⊗ det(π∗OX)−1 det(π∗OX)⊗ det(π∗OX)−1 OY
(∧n (π∗I))ωω ⊗ det(π∗OX)−1
detϕ⊗1
α⊗1
∼
η
β⊗1
The map α ⊗ 1 is surjective, so the composition η ◦ (β ⊗ 1) is an injective
map whose image in OY is equal to the image of the map η ◦ (detϕ ⊗ 1).
By the previous remark, such image coincides with the 0-th Fitting ideal of
π∗(OX/I), proving the lemma. 
We are now ready to give a sheaf-theoretic formula for [π∗]. Recall that,
for any curve X, the set GPic(X) can be seen as the set of isomorphism
classes of generalized line bundles on on X.
Proposition 4.8. (Formula for the direct image of generalized line bundles)
Let L be a generalized line bundle on X. Then,
[π∗](L) ≃
(∧n(π∗L))ωω ⊗ det(π∗OX)−1.
Proof. By the surjectivity of GDiv(X) ։ GPic(X), we can pick a general-
ized divisor D ∈ GDiv(X) with fractional ideal I isomorphic to L; then,
[π∗](L) = [π∗]([D]) = [π∗(D)]
by Definition 4.5. By Lemma 2.1, there are effective generalized divisors
E,F on X such that D = E − F and F Cartier. Denote with I ′ the ideal
sheaf of E and with J the ideal sheaf of F . Since F is Cartier, the condition
D = E − F can be rewritten as E = D + F , or in terms of sheaves:
I ′ = I · J .
Consider the direct images of E and F . By Lemma 4.7, the ideal sheaf of
π∗(E) is isomorphic to(∧n(π∗I ′))ωω ⊗ det(π∗OX)−1,
while the ideal sheaf of π∗(F ) is isomorphic to(∧n(π∗J ))ωω ⊗ det(π∗OX)−1 ≃ ∧n(π∗J )⊗ det(π∗OX)−1.
By Definition 4.3, π∗(D) = π∗(E) − π∗(F ). Then, the fractional ideal of
π∗(D) is isomorphic to:(∧n(π∗I ′))ωω ⊗ det(π∗OX)−1 ⊗ (∧n(π∗J ))−1 ⊗ det(π∗OX),
which in turn is isomorphic to:(∧n(π∗I ′))ωω ⊗ (∧n(π∗J ))−1 .
Then, we are left to prove that:(∧n(π∗I ′))ωω ⊗ (∧n(π∗J ))−1 ≃ (∧n(π∗I))ωω ⊗ det(π∗OX)−1,
or, equivalently, that:(∧n(π∗I ′))ωω ⊗ det(π∗OX) ≃ (∧n(π∗I))ωω ⊗ (∧n(π∗J )) ,
under the assumptions I ′ = I · J and J locally principal. Consider an
open cover {Vi}i∈I of Y such that J is trivial on each Ui = π
−1(Vi), i.e.
there is an isomorphism λi : J|Ui = (fi)
∼
−→ OX|Ui for each i ∈ I. On the
intersections Ui ∩ Uj , the collection {λi ◦ λ
−1
j } of automorphisms O
∗
X |Ui∩Uj
is a cochain that measures the obstruction for the λi’s to glue to a global
isomorphism. We define now an isomorphism
α :
(∧n(π∗I ′))ωω ⊗ det(π∗OX) −→ (∧n(π∗I))ωω ⊗ (∧n(π∗J ))
by glueing a collection of isomorphisms αi defined on each Vi. To do so, we
define each αi as the following composition of arrows:
((∧n (π∗I ′))ωω ⊗ det(π∗OX))|Vi ((∧n (π∗I))ωω ⊗∧n (π∗J ))|Vi
(∧n (π∗I ′|Ui)
)ωω
⊗ det(π∗OX|Ui)
(∧n (π∗I|Ui))ωω ⊗ (∧n (π∗J|Ui))ωω
(∧n (π∗I|Ui))ωω ⊗ det(π∗OX|Ui) (∧n (π∗I|Ui))ωω ⊗ (∧n (π∗OX|Ui))ωω
αi
=
(
∧n(π∗λi))
ωω⊗id
≃
≃
id⊗(
∧n(π∗λ
−1
i
))
ωω
i.e. αi :=
(∧n (π∗λi))ωω ⊗ (∧n (π∗λ−1i ))ωω. Since ∧n (π∗ ) and ( )ωω are
functorial, the obstruction αi ◦α
−1
j is trivial on any Vi ∩Vj, whence the αi’s
glue together to a global isomorphism α. 
Corollary 4.9. Let L be a line bundle on X. Then,
Nmπ(L) = [π∗](L).
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Proof. By Lemma 1.7,
Nmπ(L) ≃ det(π∗L)⊗ det(π∗OX)
−1.
On the other side, by Proposition 4.8,
[π∗](L) ≃ (det(π∗L))
ωω ⊗ det(π∗OX)
−1.
Since L is locally free, det(π∗L) is a line bundle and in particular is a pure
coherent sheaf. Then, det(π∗L) ≃ (det(π∗L))
ωω, proving the thesis. 
Corollary 4.10. Let L be a generalized line bundle on X. Suppose that Y
is smooth. Then:
[π∗](L) ≃
∧n(π∗L)⊗ det(π∗OX)−1.
Proof. First note that, by Proposition 4.8,
[π∗](L) ≃
(∧n(π∗L))ωω ⊗ det(π∗OX)−1.
Second, observe that the pure sheaf π∗L is locally free of rank n since Y is
smooth (see [HL10, Example 1.1.16]), and
∧n(π∗L) is a line bundle. Then,(∧n(π∗L))ωω ≃ ∧n(π∗L).
Combining these two facts, we have proved the thesis. 
4.2. Relation with the degree. In this subsection, assuming that X and
Y are curves of finite type over a base field k, we show that π∗ preserves
the degree of divisors under the condition that Y is smooth over k. In
general, however, the direct image of a generalized divisor D may not have
the same degree of D, as the following example shows.
Example 4.11. Fix k an algebraically closed field. Let A = k[x, y]/(y2−x4)
be the affine coordinate ring of a curve X = SpecA with a tacnode at the
point P corresponding to the maximal ideal p = (x, y).
The involution σ on A defined by x 7→ −x, y 7→ y induces a involution σX
on the curve X. The geometric quotient Y = X/σX is an affine curve with
coordinate ring equal to the ring of invariants Aσ = k[x2, y]/(y2−x4), that is
isomorphic to B = k[s, t]/(t2 − s2) putting s 7→ x2 and t 7→ y. The quotient
curve Y has a simple node at the point Q corresponding to the maximal
ideal q = (s, t).
The inclusion map Aσ ⊂ A gives to A the structure of free B-module, with
basis {1, x}; so, the corresponding morphism of curve π : X → Y = X/σX
is a finite, locally free map of degree 2 sending P to Q.
Let D be the generalized divisor on X defined by the ideal I = (x2, y) ⊂ A;
note that D is supported only on the tacnode P . Since we want to compare
deg(D) = degP (D) with deg(π∗(D)) = degQ(π∗(D)), we can restrict to work
locally around P and Q. Let Bq be the local ring of Y at Q. The induced
map Bq → Ap makes Ap a free Bq-module of rank 2.
Let E = Ap/Ip ≃ k[x]/(x
2) be the local ring of D at the P . We have:
degP (D) = ℓ(E) = 2.
Observe that E has the following free presentation as Ap-module:
A⊕2p
(·x2,·y)
−−−−→ Ap → E → 0.
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Since Ap is a free Bq-module of rank 2, E has also a presentation as Bq-
module:
B⊕4q
ϕ
−→ B⊕2q → E → 0
where
ϕ =
[
s 0 t 0
0 s 0 t
]
.
Then, the 0-th Fitting ideal of E as Bq-module is F0(E) = (s
2, t2, st) ⊂ Bq.
We have:
degQ(π∗(D)) = ℓ(Bq/F0(E)) = 3.
Note that there are divisors of degree 2 on X, supported at P , whose direct
image has degree 2 on Y . For example, take D′ = (x).
Remark 4.12. The previous example shows, in particular, that Proposition
2.33 in [Vas04] is false.
We now prove that the degree is preserved if the direct image is Cartier.
We show first a proposition that computes the degree at any point where
the direct image is locally principal.
Proposition 4.13. (Degree of the direct image of a generalized divisor)
Let D ∈ GDiv(X) be a generalized divisor on X and let y ∈ Y be a point
in codimension 1 of the support of π∗(D). Suppose that π∗(D) is locally
principal at y. Then,
degy(π∗(D)) =
∑
π(x)=y
degx(D).
Proof. First, suppose that D is effective. Let V = Spec(B) be an affine open
neighborhood of y with affine pre-image U = π−1(V ) = Spec(A), and let
I ⊂ A denote the ideal of D restricted to U . The coordinate ring of D on
U is the Artin ring A/I whose spectrum is equal to Spec(A) ∩ Supp(D) =
{p1, . . . , ps}; hence we have:
A/I =
s∏
i=1
(A/I)pi .
Let q ⊂ B denote the maximal ideal corresponding to y in Spec(B) and let
Bq be the associated local ring of dimension 1. Then, the localization of
A/I at q, denoted E, is the coordinate ring of D restricted to the fibre of y:
E = (A/I)q =
∏
π−1(pi)=q
(A/I)pi .
Since π∗(D) is effective, the degree of π∗(D) at y is:
degy(π∗(D)) = ℓ
(
OY,y/F0(π∗OD)y
)
[k(y) : k] =
= ℓ
(
Bq/F0(E)
)
[k(y) : k].
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By hypothesis F0(E) is an invertible module, so by [Vas04, Proposition
2.32], we have ℓ
(
Bq/F0(E)
)
= ℓ(E). On the other hand, thanks to [Sta19,
Tag 02M0], note that:
ℓ(E) = ℓ

 ∏
π−1(pi)=q
(A/I)pi

 =
=
∑
π−1(pi)=q
ℓ(Api/Ipi)][k(pi) : k(q)] =
=
∑
π(x)=y
ℓ
(
OX,x/Ix
)
[k(x) : k(y)] =
=
∑
π(x)=y
degx(D)[k(x) : k(y)].
Putting everything together we have:
degy(π∗(D)) = ℓ(E)[k(y) : k] =
=

 ∑
π(x)=y
degx(D)[k(x) : k(y)]

 [k(y) : k] =
=
∑
π(x)=y
degx(D)[k(x) : k] =
=
∑
π(x)=y
degx(D)
for D effective generalized divisor on X.
Let now D = E − F be a generalized divisor, written as a difference of
effective generalized divisors with F Cartier by Lemma 2.1. Since π∗(F ) is
Cartier, using the result for effective divisors estabilished before, we have:
degy(π∗(D)) = degy(π∗(E) − π∗(F )) =
= degy(π∗(E)) − degy(π∗(F )) =
=
∑
π(x)=y
[degx(E) − degx(F )] =
=
∑
π(x)=y
degx(D).

Corollary 4.14. Let D ∈ GDiv(X) be a generalized divisor on X such that
π∗(D) is Cartier. Then,
degY (π∗(D)) = degX(D).
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Proof. Applying Definition 2.3 and Proposition 4.13, we get:
degY (π∗(D)) =
∑
y cod 1
degy(π∗(D)) =
=
∑
y cod 1
∑
π(x)=y
degx(D).
By the properties of the Fitting image, π∗(D) is supported on the set-
theoretic image of the support of D; hence, the x appearing in the last
sum are all the x for which degx(D) is not zero. Then, the previous sum
gives:
degY (π∗(D)) =
∑
x cod 1
degx(D) = degX(D).

Corollary 4.15. Suppose that Y is smooth. Then, for any generalized di-
visor D on X,
degY (π∗(D)) = degX(D).
Proof. Let D be a generalized divisor on X. The direct image π∗(D) is
a generalized divisor on Y smooth, hence Cartier. Then, apply Corollary
4.14. 
4.3. The inverse image. In this subsection, we define the inverse image for
generalized divisors and generalized line bundles and we study the relation of
the inverse image with the direct image. We start from the case of effective
divisors.
Definition/Lemma 4.16. (Inverse image of an effective generalized
divisor) Let D ∈ GDiv+(Y ) be an effective generalized divisor with ideal
sheaf I ⊆ OY . The inverse image of D relative to π, denoted π
∗(D), is the
effective generalized divisor with ideal sheaf π−1(I) · OX .
Proof. The inverse image ideal π−1(I) is an ideal sheaf of π−1(OY )-modules
and can be extended to OX -modules via the canonical map of sheaves of
rings π♯ : π−1(OY ) → OX . It is coherent since I is coherent. If η is a
generic point of X, then π(η) is a generic point of Y , hence
(π−1(I) · OX)η = Iπ(η) · OX,η = OX,η
since Iπ(η) = OY,π(η). 
Remark 4.17. In the setting of Definition 4.16, consider the short exact
sequence:
0→ I → OY → OD → 0.
Since π is flat and surjective, the pullback functor ⊗π−1OY OX is exact as
well as the inverse image functor π−1. Then, the previous exact sequence
induces the following exact sequence:
0→ π∗I → π∗OY → π
∗OD → 0.
Since π∗OY = OX , the pullback sheaf π
∗(I) has a canonical injection in
OX , whose image is exactly the inverse image ideal π
−1(I) · OX
21
Lemma 4.18. Let D ∈ GDiv+(Y ) be a generalized effective divisor and
E ∈ CDiv+(Y ) be an effective Cartier divisor on Y . Then, the inverse
image divisor π∗(E) is Cartier and π∗(D + E) = π∗(D) + π∗(E).
Proof. Let I and J be the ideal sheaves of D and E respectively. The ideal
sheaf J is locally principal, hence its inverse image π−1(J ) · OX is again
locally principal; then, π∗(E) is Cartier. The generalized divisor D + E is
defined by the ideal sheaf I · J , whose inverse image is:
π−1(I · J ) · OX = (π
−1(I) · π−1(J )) · OX =
= (π−1(I) · OX) · (π
−1(J ) · OX),
which is the defining ideal of π∗(D) + π∗(E). 
Now, we can extend the definition of inverse image to any generalized
divisor and study its properties.
Definition/Lemma 4.19. (Inverse image of a generalized divisor)
Let D ∈ GDiv(Y ) be any generalized divisor and let D = E − F with E,F
effective generalized divisors and F Cartier by Lemma 2.1. The inverse
image of D relative to π, denoted π∗(D), is the generalized divisor π∗(E)−
π∗(F ).
Proof. To prove that it is well defined, let D = D′−E = D˜′−E˜, with D′, D˜′
effective and E, E˜ effective Cartier. Since E, E˜ are Cartier, D′+E˜ = D˜′+E;
then, by Lemma 4.18 we have:
π∗(D′) + π∗(E˜) = π∗(D˜′) + π∗(E).
Again by Lemma 4.18 π∗(E) and π∗(E˜) are Cartier, so they can be sub-
tracted from each side in order to obtain:
π∗(D′)− π∗(E) = π∗(D˜′)− π∗(E˜),
so π∗(D) does not depend on the choice of D′ and E. 
Proposition 4.20. (Properties of inverse image)
(1) Let D ∈ CDiv(Y ) be a Cartier divisor on Y . Then, π∗(D) is a
Cartier divisor and π∗(−D) = −π∗(D). Moreover, π∗(D) coincides
with π∗(D) of Definition 1.3.
(2) Let D,E ∈ GDiv(Y ) be generalized divisors, such that E is Cartier.
Then, π∗(D + E) = π∗(D) + π∗(E).
(3) Let V ⊂ Y be an open subset, and denote with πU the restriction of
π to U = π−1(V ) ⊂ X. Let D ∈ GDiv(Y ) be a generalized divisor
on Y . Then,
(πU )
∗(D|V ) = π
∗(D)|U
(4) Let D,D′ ∈ GDiv(Y ) be generalized divisors such that D ∼ D′.
Then, π∗(D) ∼ π∗(D′).
Proof. To prove (1), consider D = E − F with E,F effective and F Cartier
by Lemma 2.1 on Y . Since D is Cartier and E = D + F , then also E is
Cartier. By Definition 4.19,
π∗(D) = π∗(E)− π∗(F ).
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By Lemma 4.18, it is a difference of Cartier divisors and hence it is Cartier.
To compute π(−D), note that since F is Cartier then −D = F − E, and
it is a difference of effective Cartier divisors; then, apply Definition 4.19 to
obtain
π∗(−D) = π∗(F )− π∗(E) =
= −π∗(D).
To compare π∗(D) with Definition 1.3, let I and J be the ideal sheaves of
E and F and let {Vi}i∈I be an open cover of Y such that I|Viand J|Vi are
principal ideals of OY |Vi-modules generated by regular sections si and ti of
Γ(Vi,OY ), respectively on each i ∈ I. The fractional ideal of D is generated
on each Vi by the meromorphic regular section ui = si/ti of Γ(Vi,KY ). By
Definition 4.16, the ideal sheaves of π∗(E) and π∗(F ) are generated on each
Ui = π
−1(Vi) by π
♯
Ui
(si) and π
♯
Ui
(ti) respectively. Then, by Definition 4.19,
the fractional ideal of π∗(D) is generated on each Ui by the meromorphic
regular section π♯Ui(si)/π
♯
Ui
(ti) of Γ(Ui,KX). These are exactly the local
generators for π∗(D) as defined in Definition 1.3.
To prove (2), consider D = D1−D2 and E = E1−E2, with D1,D2, E1, E2
effective and D2, E2 Cartier. Note that D+E = (D1+E1)− (D2+E2), and
it is a difference of effective divisors with D2 + E2 Cartier. Then, applying
Definition 4.19 and Lemma 4.18, we obtain:
π∗(D + E) = π∗((D1 + E1)− (D2 + E2)) =
= π∗(D1 + E1)− π
∗(D2 +E2) =
= π∗(D1) + π
∗(E1)− π
∗(D2)− π
∗(E2) =
= (π∗(D1)− π
∗(D2))− (π
∗(E1)− π
∗(E2)) =
= π∗(D) + π∗(E).
To prove (3), if D is effective, the result follows the fact that the in-
verse image functor π−1 commutes with restrictions. Then, observe that
the operations of product and inverse of fractional ideals also commute with
restrictions.
To prove (4), let f ∈ Γ(Y,KY ) be a global section that generates a prin-
cipal divisor E = (f) ∈ Prin(Y ) such that D = D′ + E. The inverse image
π∗(E) is the principal divisor (π♯(f)) ∈ Prin(X). Then, by Lemma 4.18,
π∗(D) = π∗(D′) + (π♯(f)); so π∗(D) and π∗(D′) are linearly equivalent. 
We are now ready to define the inverse image for generalized line bundles.
Definition/Lemma 4.21. (Inverse image for generalized line bun-
dles) The inverse image for generalized divisors induce a inverse image map
between the sets of generalized line bundles, defined as:
[π∗] : GPic(Y ) −→ GPic(X)
[D] 7→ [π∗(D)].
Proof. Recall that for any curve X, the set GPic(X) can be seen equivalently
as the set of generalized line bundles or as the set of generalized divisors
modulo linear equivalence. Here, [π∗] is defined in terms of generalized
divisors modulo linear equivalence. By Proposition 4.20, the direct images of
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linearly equivalent divisors are linearly equivalent, hence [π∗] is well defined.

Remark 4.22. If L is a generalized line bundle on Y and D is a general-
ized divisor with fractional ideal I isomorphic to L, then the inverse image
divisor π∗(D) has fractional ideal isomorphic to the pullback sheaf π∗(I) by
Remark 4.17. Since π∗(I) is isomorphic to π∗(L) as abstract OX -modules,
we conclude that the inverse image [π∗](L) of the generalized line bundle L
is equal to the pullback sheaf π∗(L).
We prove now a result on the composition of the direct image with the
inverse image of generalized divisors.
Proposition 4.23. (Composition of the direct image with the inverse im-
age) Let D ∈ GDiv(Y ) be a generalized divisor on Y . Then,
π∗(π
∗(D)) = n ·D
Proof. Since both of the terms are linear with respect to the sum of Cartier
divisor, we can suppose that D is effective with ideal sheaf I ⊆ OY . First
note that, from the exact sequence:
0→ π∗I → π∗OY → π
∗OD → 0
together with Remark 4.17, we obtain OX/(π
−1I · OX) = OX/π
∗I =
π∗(OY /I). To prove the thesis, we show that the equality
Fitt0
(
π∗(OX/π
∗I)
)
= In
holds locally around any point y ∈ Y . Let V ⊆ Y be an open neighbor-
hood of y such that (π∗OX)|V ≃ (OY |V )
⊕n and I|V is generated by sections
s1, . . . , sr of Γ(V,I). Then, consider the following presentation:
O⊕rY |V
(·s1,...,·sr)
−−−−−−→ OY |V → (OY /I)|V → 0.
Pulling back with π∗, we obtain the following exact sequence on U = π−1(V ):
O⊕rX|U
(·s1,...,·sr)
−−−−−−→ OX|U → (OX/π
∗I)|U → 0.
In order to compute Fitt0
(
π∗(OX/π
∗I)
)
|V
, we consider then the pushfor-
ward sequence:(
π∗O
⊕r
X
)
|V
(·s1,...,·sr)
−−−−−−→
(
π∗OX
)
|V
→ π∗(OX/π
∗I)|V → 0.
Since π∗(OX/π
∗I)|V ≃
(
O⊕nY
)
|V
, the map on the left is represented by the
following n× nr matrix with entries in Γ(V,OY ):
M =


s1
. . .
s1
. . .
sn
. . .
sn

 .
Now, Fitt0
(
π∗(OX/π
∗I)
)
|V
is generated by the n× n minors of M , i.e. all
the possible products of n generators of I on V , with ripetitions. This shows
that Fitt0
(
π∗(OX/π
∗I)
)
|V
= In|V . 
24
5. The direct and inverse image for families of generalized
divisors
Let π : X → Y be a finite, flat map of degree n between projective
curves over a field k. In the present section, we discuss the definition of
direct and inverse image for families of effective generalized divisors. Un-
der suitable conditions, recalling Definition 2.5, we aim to define a pair of
geometric morphisms:
π∗ : HilbX → HilbY
π∗ : HilbY → HilbX
that, on k-valued points, coincide with the direct and inverse image between
GDiv+(X) and GDiv+(Y ).
First, notice that defining the direct image for families of effective gen-
eralized divisors is not possible when the curve Y is not smooth over k.
Consider, for example, the setting of Example 4.11; since X and Y are re-
duced curves with planar singularities, their Hilbert schemes of generalized
divisors of given degree are connected (see [AIK77], [BcGS81]). The effec-
tive divisors D1 and D2 on X defined by (x
2, y) and (x) on X have both
degree 2, but their direct images on the quotient node Y have degree re-
spectively equal to 3 and 2. Then, their k-points D1,D2 in the connected
component Hilb2X of HilbX are sent to different connected components of
HilbY . This shows that the direct image of divisors in general is not defined
as a geometric map.
In the rest of the section, consider π : X → Y a finite, flat map of degree
n between projective curves over k, and suppose that Y is smooth over
k. Recall that, in such case, HilbY =
ℓHilbY .
Definition/Lemma 5.1. (Direct image for families of effective gen-
eralized divisors) Let T be any k-scheme. The direct image map for the
Hilbert scheme of effective generalized divisors is defined on the T -valued
points as:
π∗(T ) : HilbX(T ) −→
ℓHilbY (T )
D ⊆ X ×k T 7−→ Z (Fitt0(πT,∗(OD)))
where πT : X ×k T → Y ×k T is the morphism induced by base change of π.
Proof. Let D ⊆ X ×k T be a T -flat family of effective divisors of X, defined
by an ideal sheaf I ⊆ OX×kT such that OD = OX×kT /I is flat over S. From
the exact sequence
0→ I → OX×kT → OD → 0
we deduce that also I is flat over T . Since π is finite and flat, πT,∗(I) is also
flat over T , fibrewise locally free since Y is smooth and hence locally free on
Y ×k T by [HL10, Lemma 2.1.7]. Moreover, it fits the exact sequence
0→ πT,∗(I)
ϕ
−→ πT,∗(OX×kT )→ πT,∗(OD)→ 0.
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Then, by Definition 3.1, the 0-th Fitting ideal of πT,∗(OD) is the image of
the canonical injection
det (πT,∗(I))⊗ det (πT,∗OX×kT )
−1 det(ϕ)−֒−−−→ OY×kT
and this is locally free over Y ×k T , hence flat over T . Then, it defines a
T -flat family of effective divisors of Y . 
Remark 5.2. For any T -family of effective generalized divisors D ⊆ X×kT
and for any point t ∈ T , the fibre π∗(T )(D)t is equal to the direct image
π∗(Dt) defined for the effective divisor Dt on X. Moreover, since Y is
smooth, by Corollary 4.15 we have:
degY (π∗(Dt)) = degX(Dt).
Then, for any d ≥ 0, π∗ restricts to a map:
πd∗ : Hilb
d
X −→
ℓHilb
d
Y .
Definition/Lemma 5.3. (Inverse image for families of effective gen-
eralized divisors) Let T be any k-scheme. The inverse image map for the
Hilbert scheme of effective Cartier divisors is defined on the T -valued points
as:
π∗(T ) : ℓHilbY (T ) −→
ℓHilbX(T )
D ⊆ Y ×k T 7−→ Z
(
π−1T (I) · OX×kT
)
where πT : X ×k T → Y ×k T is the morphism induced by base change of π
and I ⊆ OY×kT is the ideal sheaf of D.
Proof. Since I is locally principal, π−1T (I) · OX×kT ⊆ OX×kT is locally prin-
cipal. The restriction of π∗(T )(D) to the fibre over any t ∈ T has ideal sheaf
π−1(It) · OX×kt, which is equal to the defining ideal of π
∗(Dt) by Definition
4.19. Hence, π∗(T )(D) is a locally principal subscheme of X ×k T , such
that all fibres over T are effective Cartier divisors by Lemma 4.18. Then,
π∗(T )(D) is T -flat by [Sta19, Tag 062Y], hence it is a T -family of Cartier
divisors. 
We study now some properties of the direct and inverse image for families
of effective generalized divisors. With a slight abuse of notation, we will
write π∗ and π
∗ instead of π∗(T ) and π
∗(T ), when it is clear that we are
working on T -points.
Proposition 5.4. (Properties of the direct and inverse image for families of
effective generalized divisors) Let T be any k-scheme. Then, the following
fact holds.
(1) Let D,E be T -families of effective divisors over X such that E is a
family of Cartier divisors. Then, π∗(D + E) = π∗(D) + π∗(E).
(2) Let F,G be T -families of effective divisors over Y . Then, π∗(F +
G) = π∗(F ) + π∗(G).
(3) If F is a T -family of effective divisors over Y , then π∗(π
∗(F )) = nF .
Proof. The proof of parts (1) and (2) follows the proofs of the second part
of Lemma 4.2 and 4.18 respectively. The proof of part (3) follows the proof
of Proposition 4.23. 
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6. The Norm and the inverse image maps between the
compactified Jacobians
Let π : X → Y be a finite, flat map of degree n between projective
curves over a field k. In the present section, we provide the definition for
the Norm and the inverse image maps between the compactified Jacobians
of X and Y , induced by π.
Our definition of the Norm map on the compactified Jacobians will be in-
spired by the sheaf-theoretic formula of Proposition 1.7. By Proposition 4.8
and its corollaries, the generalization of such formula to generalized divisors
involves taking the double ω-dual of the exterior power of the pushforward
of generalized line bundles. In general, this operation does not behave well
in families if Y is not smooth.
Then, in accordance with the previous section, we suppose that Y is
smooth over k.
Recall that, for any line bundle M on X, the compactified Jacobian of
X is related to the Hilbert scheme of effective generalized divisors via the
twisted Abel map AM . We will show that the direct image map and the
Norm map are compatible as well as the inverse image maps, meaning that
there are commutative diagrams of k-schemes:
HilbX
ℓHilbY
J(X) J(Y )
π∗
AM ANmpi(M)
Nmpi
ℓHilbY
ℓHilbX
J(Y ) J(X).
π∗
AN Api∗(N)
π∗
We give first the definition of the Norm map and the inverse image map
for compactified Jacobians.
Definition/Lemma 6.1. (Norm map for families of generalized line
bundles) Let T be any k-scheme. The Norm map between compactified
Jacobians associated to π is defined on the T -valued points as:
Nmπ(T ) : J(X)(T ) −→ J(Y )(T )
L 7−→ det (πT,∗(L))⊗ det (πT,∗OX×kT )
−1 .
Proof. Let L be a T -family of generalized line bundles on X, i.e. a T -flat
coherent sheaf on X ×k T , whose fibres over T are generalized line bundles.
The push-forward πT,∗(L) is a T -flat coherent sheaf on Y ×k T such that,
for any t ∈ T , the fibre (πT,∗L)t equals π∗(Lt) on Y ≃ Y ×k t, . Since Y
is smooth, π∗(Lt) is a locally free sheaf of rank n for any t ∈ T . Then, by
[HL10, Lemma 2.1.7], πT,∗(L) is a locally sheaf of rank n on Y ×k T . Its
determinant bundle is a line bundle on Y ×k T , hence flat over T . 
Definition/Lemma 6.2. (Inverse image for families of generalized
line bundles) Let T be any k-scheme. The inverse image map between
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compactified Jacobians associated to π is defined on the T -valued points as:
π∗(T ) : J(Y )(T ) −→ J(X) ⊆ J(X)(T )
N 7−→ π∗TN .
Proof. By hypothesis, N is a T -flat coherent sheaf on Y ×k T that is a line
bundle on any fibre over T ; then, by [HL10, Lemma 2.1.7], it is a line bundle
on Y ×k T . We conclude that π
∗N is a line bundle on X ×k T and hence a
T -flat family of line bundles over T . 
Remark 6.3. When there is no ambiguity, we will write Nmπ and π
∗ instead
of Nmπ(T ) and π
∗(T ). The Norm and the inverse image for generalized line
bundles define morphisms of algebraic stacks
Nmπ : J(X) −→ J(Y )
π∗ : J(Y ) −→ J(X).
The Norm for generalized line bundles, restricted to the locus of line bundles
J(X) ⊆ J(X), coincides with the classical Norm map from J(X) to J(Y )
(Definition 1.10).
We study now some properties of the Norm and the inverse image map
between compactified Jacobians. First, we need a technical lemma.
Lemma 6.4. Let T be a fixed k-scheme. For any T -flat family of generalized
line bundles L on X ×k T and any line bundle M on X ×k T , there is an
isomorphism:
det (πT,∗(L ⊗M))⊗ det (πT,∗OX×kT ) ≃
≃ det (πT,∗(L))⊗ det (πT,∗(M)) .
Proof. The proof is similar to the second part of the proof of Proposition
4.8.
Since πT : X×k T → Y ×k T is finite and flat, πT,∗(L) is a T -flat coherent
sheaf on Y ×k T , that is locally free on any fibre over T since Y is smooth;
then, πT,∗(L) is locally free or rank n by [HL10, Lemma 2.1.7]. The same
holds for πT,∗(L ⊗M). On the other hand, by [Gro61, Proposition 6.1.12],
πT,∗M is a locally free πT,∗OX-module of rank 1. In particular, there is
open cover {Vi}I of Y such that M is a trivial OX|Ui-module on each Ui =
π−1T (Vi), i.e. there are isomorphisms λi : M|Ui
∼
−→ OX|Ui for each i ∈ I.
On the intersections Ui ∩ Uj , the collection {λi ◦ λ
−1
j } of automorphisms of
O∗X×kT |Ui∩Uj
is a cochain that measures the obstruction for the λi’s to glue
to a global isomorphism. We define now an isomorphism
α : det (πT,∗(L ⊗M))⊗ det (πT,∗OX×kT ) −→ det (πT,∗(L))⊗ det (πT,∗(M))
by glueing a collection of isomorphisms αi defined on each Vi. To do so, we
define each αi as the following composition of arrows:
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(
det
(
πT,∗(L ⊗M)
)
⊗ det(πT,∗OX)
)
|Vi
(
det
(
πT,∗L
)
⊗ det
(
πT,∗M
))
|Vi
det
(
πT,∗(L ⊗M)|Ui
)
⊗ det(πT,∗OX|Ui) det
(
πT,∗L|Ui
)
⊗ det
(
πT,∗M|Ui
)
det
(
πT,∗L|Ui
)
⊗ det(πT,∗OX|Ui) det
(
πT,∗L|Ui
)
⊗ det
(
πT,∗OX|Ui
)
αi
=
det
(
πT,∗λi
)
⊗id
=
=
id⊗det
(
πT,∗λ
−1
i
)
i.e. αi := det
(
πT,∗λi
)
⊗ det
(
πT,∗λ
−1
i
)
. Since det
(
πT,∗
)
is functorial, the
obstruction αi ◦ α
−1
j is trivial on any Vi ∩ Vj , whence the αi’s glue together
to a global isomorphism α. 
Proposition 6.5. (Properties of the Norm and inverse image for families of
generalized line bundles) Let T be any k-scheme. Then, the following facts
hold.
(1) Let L,M ∈ J(X)(T ) such that M is a T -flat family of line bundles.
Then, Nmπ(L ⊗M) ≃ Nmπ(L)⊗Nmπ(M).
(2) Let N ,N ′ ∈ J(Y )(T ). Then, π∗(N ⊗N ′) ≃ π∗(N )⊗ π∗(N ′).
(3) Let N ∈ J(Y )(T ). Then, π∗(N ) is a T -flat family of line bundles
over X and Nmπ(π
∗(N )) ≃ N⊗n.
Proof. To prove (1), note that M is a T -flat coherent sheaf on X ×k T that
is a line bundle on any fibre over T ; hence it is a line bundle on X ×k T
by [HL10, Lemma 2.1.7]. Then, applying Definition 6.1 and Lemma 6.4, we
have:
Nmπ(L ⊗M) = det (πT,∗(L ⊗M))⊗ det (πT,∗OX×kT )
−1 ≃
≃ det (πT,∗(L))⊗ det (πT,∗(M))⊗ det (πT,∗OX×kT )
−2 ≃
≃ Nmπ(L)⊗Nmπ(M).
Part (2) follows from the associative properties of the tensor product.
To prove (3), compute by Definitions 6.1 and 6.2:
Nmπ(π
∗(N )) = det (πT,∗(π
∗
T (N ))) ⊗ det (πT,∗OX×kT )
−1 .
By the projection formula [Sta19, Tag 01E8] and the standard properties of
determinants, we have:
Nmπ(π
∗(N )) = det (N ⊗ πT,∗OX×kT )⊗ det (πT,∗OX×kT )
−1 ≃
≃ N n ⊗ det (πT,∗OX×kT )⊗ det (πT,∗OX×kT )
−1 ≃
≃ N n.

We compare now the Norm and the inverse image maps between the
compactified Jacobians with the direct and inverse image maps between the
Hilbert schemes of divisors, respectively.
Proposition 6.6. (Comparison of the direct image and the Norm map via
the Abel map) For any line bundle M on X, there is a commutative diagram
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of algebraic stacks over k:
HilbX
ℓHilbY
J(X) J(Y )
π∗
AM ANmpi(M)
Nmpi
Proof. Let T be any k-scheme, let D be a T -flat family of effective divisors
on X with ideal sheaf I, and denote with M the pullback of M to X ×k T .
Following the bottom-left side of the square, combining Definitions 2.7 and
6.1 we get:
Nmπ(AM(D)) = det (πT,∗(I ⊗M))⊗ det (πT,∗OX×kT )
−1 .
Following the top-right side of the square, combining definitions 5.1, 6.1 and
2.7 we get:
ANmpi(M)(π∗(D)) = det (πT,∗(I))⊗ det (πT,∗(M)) ⊗ det (πT,∗OX×kT )
−2 .
We are left to prove that:
det (πT,∗(I ⊗M))⊗ det (πT,∗OX×kT ) ≃
≃ det (πT,∗(I))⊗ det (πT,∗(M)) .
Now, I is a T -flat family of generalized line bundles by hypothesis and M
is a line bundle on X ×k T since it is the pull-back of a line bundle on X.
Then, the assertion is true by Lemma 6.4. 
Proposition 6.7. (Comparison of the inverse image maps via the Abel
map) For any line bundle N on Y , there is a commutative diagram of alge-
braic stacks over k:
ℓHilbY
ℓHilbX
J(Y ) J(X)
π∗
AN Api∗(N)
π∗
Proof. Let T be any k-scheme, let D be a T -flat family of divisors on Y with
ideal sheaf I ⊆ Y ×k T , and denote with N the pullback of N to Y ×k T .
By Definition 2.7, Proposition 6.5(2) and Remark 4.22, we have:
π∗(AN (D)) = π
∗
T (I ⊗ N ) ≃ π
∗
T (I)⊗ π
∗
T (N ) ≃
≃ Aπ∗(N)(π
∗(N )).

References
[AIK77] A. B. Altman, A. Iarrobino, and S. L. Kleiman. Irreducibility of the com-
pactified Jacobian. Real and complex singularities (Proc. Ninth Nordic Summer
School/NAVF Sympos. Math., Oslo, 1976), pages 1–12, 1977.
[BcGS81] J. Brian¸con, M. Granger, and J.-P. Speder. Sur le sche´ma de hilbert d’une
courbe plane. Annales scientifiques de l’E´cole Normale Supe´rieure, 4e se´rie,
14(1):1–25, 1981.
[EH06] D. Eisenbud and J. Harris. The Geometry of Schemes. Graduate Texts in Math-
ematics. Springer New York, 2006.
[Eis95] D. Eisenbud. Commutative Algebra: With a View Toward Algebraic Geometry.
Graduate Texts in Mathematics. Springer, 1995.
30
[Gro61] A. Grothendieck. E´le´ments de ge´ome´trie alge´brique. II: E´tude globale e´le´mentaire
de quelques classe de morphismes. . Publ. Math., Inst. Hautes E´tud. Sci., 8:5–228,
1961.
[Gro67] A. Grothendieck. E´le´ments de ge´ome´trie alge´brique. IV: E´tude locale des sche´mas
et des morphismes de sche´mas (Quatrie`me partie). Re´dige´ avec la colloboration
de Jean Dieudonne´. Publ. Math., Inst. Hautes E´tud. Sci., 32:1–361, 1967.
[Har94] R. Hartshorne. Generalized divisors on gorenstein schemes. K-Theory, 8(3):287–
339, 1994.
[Har07] R. Hartshorne. Generalized divisors and biliaison. Illinois J. Math., 51(1):83–98,
01 2007.
[HL10] D. Huybrechts and M. Lehn. The Geometry of Moduli Spaces of Sheaves. Cam-
bridge Mathematical Library. Cambridge University Press, 2 edition, 2010.
[HP12] T. Hausel and C. Pauly. Prym varieties of spectral covers. Geom. Topol.,
16(3):1609–1638, 2012.
[Kle05] S. L. Kleiman. The Picard scheme. arXiv Mathematics e-prints, page
math/0504020, 2005.
[Sta19] The Stacks project authors. The stacks project.
https://stacks.math.columbia.edu, 2019.
[Vas04] W. Vasconcelos. Computational Methods in Commutative Algebra and Algebraic
Geometry. Algorithms and Computation in Mathematics. Springer Berlin Heidel-
berg, 2004.
Raffaele Carbone, Dipartimento di Matematica e Fisica, Universita` Roma
3, Largo San Leonardo Murialdo 1, 00146, Rome, Italy
E-mail address: raffaelemarco.carbone@uniroma3.it
31
