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Abstract
An oriented graph is a directed graph without directed 2-cycles. Poljak and Turzík (1986) proved
that every connected oriented graph G on n vertices and m arcs contains an acyclic subgraph
with at least m2 +
n−1
4 arcs. Raman and Saurabh (2006) gave another proof of this result and left
it as an open question to establish the parameterized complexity of the following problem: does
G have an acyclic subgraph with least m2 +
n−1
4 + k arcs, where k is the parameter? We answer
this question by showing that the problem can be solved by an algorithm of runtime (12k)!nO(1).
Thus, the problem is fixed-parameter tractable. We also prove that there is a polynomial time
algorithm that either establishes that the input instance of the problem is a Yes-instance or
reduces the input instance to an equivalent one of size O(k2).
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1 Introduction
The problem of finding the maximum acyclic subgraph in a directed graph1 is well-studied
in the literature in graph theory, algorithms and their applications alongside its dual, the
feedback arc set problem, see, e.g., Chapter 15 in [2] and references therein. This is true, in
particular, in the area of parameterized algorithmics [3, 11, 12, 19].
Each directed graph D with m arcs has an acyclic subgraph with at least m/2 arcs.
To obtain such a subgraph, order the vertices x1, . . . , xn of D arbitrarily and consider two
spanning subgraphs of D: D′ with arcs of the form xixj , and D′′ with arcs of the form xjxi,
where i < j. One of D′ and D′′ has at least m/2 arcs. Moreover, m/2 is the largest size
of an acyclic subgraph in every symmetric digraph S (in a symmetric digraph the existence
of an arc xy implies the existence of an arc yx). Thus, it makes sense to consider the
parameterization2 above the tight bound m/2: decide whether a digraph D contains an
acyclic subgraph with at least m/2 + k arcs, where k is the parameter. Mahajan et al. [14]
and Raman and Saurabh [19] asked what the complexity of this problem is. For the case
of oriented graphs (i.e., directed graphs with no directed cycles of length 2), Raman and
Saurabh [19] proved that the problem is fixed-paramter tractable. A generalization of this
1 We use standard terminology and notation on directed graphs which almost always follows [2]. Some
less standard and this-paper-specific digraph terminology and notation is provided in the end of this
section.
2 We use standard terminology on parameterized algorithmics, see, e.g., [7, 8, 17].
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2 Directed Acyclic Subgraph Problem Parameterized above the Poljak-Turzík Bound
problem to integer-arc-weighted digraphs (where m/2 is replaced by the half of the total
weight of D) was proved to be fixed-parameter tractable in [11].
For oriented graphs, m/2 is no longer a tight lower bound on the maximum size of an
acyclic subgraph. Poljak and Turzík [18] proved the following tight bound on the max-
imum size of an acyclic subgraph of a connected oriented graph D: m2 +
n−1
4 . To see
that the bound is indeed tight consider a directed path x1x2 . . . x2t+1 and add to it arcs
x3x1, x5x3, . . . , x2t+1x2t−1. This oriented graph Ht consists of t directed 3-cycles and has
2t + 1 vertices and 3t arcs. Thus, m2 +
n−1
4 = 2t and 2t is the maximum size of an acyc-
lic subgraph of Ht: we have to delete an arc from every directed 3-cycle as the cycles are
arc-disjoint.
Raman and Saurabh [19] asked to determine the parameterized complexity of the follow-
ing problem: decide whether a connected oriented graph D has an acyclic subgraph with at
least m2 +
n−1
4 + k arcs, where k is the parameter. Answering this question, we will prove
that this problem is fixed-parameter tractable and admits a kernel with O(k2) vertices and
O(k2) arcs.
Observe that we may replace k by k4 to ensure that the parameter k is always integral.
Therefore, the complexity of the Raman-Saurabh problem above is equivalent to that of the
following parameterized problem.
Acyclic Subgraph above Poljak-Turzík Bound (ASAPT)
Instance: An oriented connected graph G with n vertices and m arcs.
Parameter: k.
Question: Does G contain an acyclic subgraph with at least m2 +
n−1
4 +
k
4 arcs?
Just a few years ago, as recorded by Mahajan et al. [14], there were only very few
sporadic results on problems parameterized above or below nontrivial tight bounds. By
now the situation has changed quite dramatically: most of the open questions in [14] on
parameterized complexity of problems parameterized above or below tight bounds have
been solved. In the process of solving these problems, some methods and approaches have
been developed. One such method is the use of lower bounds on the maximum value of
a pseudo-boolean function. The lower bounds are obtained using either a combination of
probabilistic arguments and Fourier analysis inequalities [1, 9, 10, 11] or a combination of
linear algebraic, algorithmic and combinatorial results and approaches [4]. Unfortunately,
this method appears to be applicable mainly to constraint satisfaction problems rather than
those on graphs and, thus, development of other methods applicable to problems on graphs
parameterized above or below tight bounds, is of great interest. Recently, such a method
based on linear programming was investigated in [6, 16].
This paper continues development of another such method, which is a combination of
structural graph-theoretical and algorithmic approaches, recently introduced in [5]; in fact,
this paper demonstrates that the approach of [5] for designing a fixed-parameter algorithm
and producing a polynomial-size kernel for a problem on undirected graphs parameterized
above tight bound can be modified to achieve the same for a problem on directed graphs.
In a nutshell, the method uses both two-way reduction rules (i.e., rules reducing an
instance to an equivalent one) and one-way reduction rules (in such a rule if the reduced
instance is a Yes-instance, then the original instance is also a Yes-instance) to transform
the input instance to a trivial graph. If the reduction rules do not allow us to conclude
that the input instance is a Yes-instance, then the input instance has a relatively “regular”
structure that can be used to solve the problem by a fixed-parameter dynamic programming
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algorithm. To establish the reduction rules and to show their “completeness”, a structural
result on undirected graphs is used, such as Lemma 8 in this paper or Lemma 3 in [5].
While the underlying approach in both papers is the same, the proofs used are different
due to the specifics of each problem. In particular, a different set of reduction rules is used,
and the “regular” structure derived in our paper is rather different from that in [5]. The
dynamic programming algorithm and kernel proof are also completely different, other than
the fact that in both papers the proofs are based on the “regular” structure of the graph.
Finally, note that whilst the kernel obtained in [5] has O(k5) vertices, we obtain a kernel
with just O(k2) vertices and O(k2) arcs.
The paper is organized as follows. In the next section,we obtain two basic results on
oriented graphs. Two-way and one-way reduction rules are introduced in Sections 3 and 4,
respectively. Fixed-parameter tractability of ASAPT is proved in Section 5. Section 6 is
devoted to proving the existence of a polynomial kernel. In Section 7, we briefly mention
another recent paper that showed that ASAPT is fixed-parameter tractable. We also discuss
two open questions.
Some Digraph Terminology and Notation. Let D be a directed graph on n vertices
and m arcs. For a vertex x in D, the out-degree d+(x) is the number of arcs of D leaving x
and the in-degree d−(x) is the number of arcs of D entering x. For a subset S of vertices of
D, let d+(S) denote the number of arcs of D leaving S and d−(S) the number of arcs of D
entering S. For subsets A and B of vertices of D, let E(A,B) denote the set of arcs with
exactly one endpoint in each of A and B (in both directions). For a set S of vertices, D[S] is
the subgraph of D induced by S. When S = {s1, . . . , sp}, we will write D[s1, . . . , sp] instead
of D[{s1, . . . , sp}]. The underlying graph UN(D) of D is the undirected graph obtained from
D by replacing all arcs by edges with the same end-vertices and getting rid of one edge in
each pair of parallel edges. The connected components of D are connected components of
UN(D); D is connected if UN(D) is connected. Vertices x and y of D are neighbors if there
is an arc between them. The maximum number of arcs in an acyclic subgraph of D will be
denoted by a(D). Let γ(D) = m2 +
n−c
4 , where c is the number of connected components of
D. By the Poljak-Turzík bound, we have
a(G) ≥ γ(G) (1)
for every oriented graph G. A tournament is an oriented graph obtained from a complete
graph by orienting its edges arbitrarily. A directed p-cycle is a directed cycle with p arcs.
2 Basic Results on Oriented Graphs
In our arguments we use the following simple correspondence between acyclic digraphs and
orderings of vertices in digraphs. Let H be an acyclic spanning subgraph of a digraph D. It
is well-known [2] and easy to see that there is an ordering x1, . . . , xn of vertices of D such
that if xixj is an arc of H then i < j. On the other hand, any ordering x1, . . . , xn of vertices
of a digraph D = (V,A) leads to an acyclic spanning subgraph of D: consider the subgraph
induced by {xixj : xixj ∈ A, i < j}. As we study maximum-size acyclic subgraphs, we
may restrict ourselves to acyclic spanning subgraphs. Thus, we may use interchangeably the
notions of acyclic spanning subgraphs and vertex orderings.
There are some known lower bounds on a(T ) for tournaments T on n vertices, see, e.g.,
[20] and references therein. We show the following useful bound which we were unable to
find in the literature.
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I Lemma 1. For a tournament T on n vertices with m =
(
n
2
)
arcs, we can, in polynomial
time, find an acyclic subgraph with at least m2 +
3n
4 − 1 = γ(T ) + 2n−34 arcs, if n is even, or
m
2 +
3(n−1)
4 − 1 = γ(T ) + 2n−64 arcs, if n is odd.
Proof. We prove the lemma by induction. The claim can easily be checked for n = 1 and
n = 2 and we may assume that n ≥ 3.
Consider first the case when n is even. Suppose that there exists a vertex x such that
d+(x) ≥ n2 + 1. Consider the tournament T ′ = T − x, with m′ = m − (n − 1) arcs and
n′ = n − 1 vertices. By induction, there is an ordering on T ′ that produces an acyclic
spanning subgraph H ′ of T ′ such that
a(H ′) ≥ m
′
2 +
3(n′ − 1)
4 − 1 =
m− (n− 1)
2 +
3(n− 2)
4 − 1 =
m
2 +
3n
4 −
n
2 − 2.
Now add x to the beginning of this ordering. This produces an acyclic spanning subgraph
H of T such that a(H) ≥ a(H ′) + n2 + 1 ≥ m2 + 3n4 − 1.
If there is a vertex x such that d−(x) ≥ n2 +1, the same argument applies, but x is added
to the end of the ordering.
Otherwise, for every vertex x of T , d+(x) ∈ {n2 − 1, n2 }. Moreover, by considering the
sum of out-degrees, exactly half the vertices have out-degree n2 . Hence, if n ≥ 4, there
are at least two vertices with out-degree n2 . Let x and y be two such vertices, and suppose,
without loss of generality, that there is an arc from x to y. Now consider T ′ = T−{x, y} with
m′ = m− (2n− 3) edges and n′ = n− 2 vertices. By induction, there is an ordering on the
vertices of T ′ that produces an acyclic subgraph with at least m′2 +
3n′
4 −1 = m2 + 3n4 −n−1 arcs.
Place x and y at the beginning of this ordering, with x occurring before y. Then this will add
all the arcs from x and y to the acyclic subgraph. Thus, a(T ) ≥ m2 + 3n4 −n−1+n = m2 + 3n4 −1.
Now suppose that n is odd. Let x be any vertex in T , and let T ′ = T −x. By induction,
there is an ordering on T ′ that produces an acyclic subgraph with at least m′2 +
3n′
4 −1 arcs,
where n′ = n−1 is the number of vertices and m′ = m− (n−1) is the number of arcs in T ′.
By placing x either at the beginning or end of this ordering, we may add at least (n− 1)/2
arcs. Thus, a(T ) ≥ m−(n−1)2 + 3(n−1)4 − 1 + n−12 = m2 + 3(n−1)4 − 1. J
I Lemma 2. Let S be a nonempty set of vertices of an oriented graph G such that both
G− S and G[S] are connected. If a(G− S) ≥ γ(G− S) + k′4 and a(G[S]) ≥ γ(G[S]) + k
′′
4 ,
then a(G) ≥ γ(G) + k′+k′′−14 + |d
+(S)−d−(S)|
2 . In particular, a(G) ≥ γ(G) + k
′+k′′−1
4 if
|E(S, V (G) \ S)| is even and a(G) ≥ γ(G) + k′+k′′+14 , if |E(S, V (G) \ S)| is odd.
Proof. Form an acyclic subgraph on G as follows. Assume without loss of generality that
d+(S) ≥ d−(S). Pick the arcs leaving S together with the arcs of the acyclic subgraphs in
G−S and G[S]. This forms an acyclic subgraph H. Let m = m′+m′′+ m¯ and n = n′+n′′,
where G−S has m′ arcs and n′ vertices, G[S] has m′′ arcs and n′′ vertices and m¯ = d+(S)+
d−(S). The acyclic subgraph H has at least γ(G−S)+ k′4 +γ(G[S])+ k
′′
4 +
m¯
2 +
d+(S)−d−(S)
2 =
m′+m′′+m¯
2 +
n′−1
4 +
n′′−1
4 +
k′
4 +
k′′
4 +
d+(S)−d−(S)
2 = γ(G) +
k′+k′′−1
4 +
d+(S)−d−(S)
2 arcs, as
required. J
3 Two-way Reduction Rules
In the rest of this paper, G stands for an arbitrary connected oriented graph with n vertices
andm arcs. We initially apply two ‘two-way’ reduction rules to (G, k) to form a new instance
(G′, k) such that (G′, k) is a Yes-instance of ASAPT if and only if (G, k) is a Yes-instance
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of ASAPT (i.e., the value of the parameter remains unchanged). We denote the number of
vertices and arcs in G′ by n′ and m′, respectively.
I Reduction Rule 1. Let x be a vertex and S a set of two vertices such that G[S] is a
component of G− x and G[S ∪ {x}] is a directed 3-cycle. Then G′ := G− S.
I Lemma 3. If (G′, k) is an instance obtained from (G, k) by an application of Rule 1,
then G′ is connected, and (G′, k) is a Yes-instance of ASAPT if and only if (G, k) is a
Yes-instance of ASAPT.
Proof. Any two components of G′−x will be connected by x and so G′ is connected. Since
a(G′) = a(G)− 2, m′ = m− 3 and n′ = n− 2, we have a(G) ≥ m2 + n−14 + k4 if and only if
a(G′) ≥ m′2 + n
′−1
4 +
k
4 . J
I Reduction Rule 2. Let a, b, c, d, e be five vertices in G such that G[a, b, c] and G[c, d, e]
are directed 3-cycles, G[a, b, c, d, e] = G[a, b, c] ∪ G[c, d, e] and a, e are the only vertices in
{a, b, c, d, e} that are adjacent to a vertex in G− {a, b, c, d, e}. To obtain G′ from G, delete
b, c and d, add a new vertex x and three arcs such that G[a, x, e] is a directed 3-cycle.
I Lemma 4. If (G′, k) is an instance obtained from (G, k) by an application of Rule 2,
then G′ is connected, and (G′, k) is a Yes-instance of ASAPT if and only if (G, k) is a
Yes-instance of ASAPT.
Proof. Clearly, G′ is connected. Note that a(G′) = a(G) − 2, m′ = m − 3 and n′ = n − 2.
Thus, we have a(G) ≥ m2 + n−14 + k4 if and only if a(G′) ≥ m
′
2 +
n′−1
4 +
k
4 . J
4 One-way Reduction Rules
Recall that G stands for an arbitrary connected oriented graph with n vertices and m arcs.
We will apply reduction rules transforming an instance (G, k) of ASAPT into a new instance
(G′, k′), where G′ is an oriented graph with n′ vertices andm′ arcs, and k′ is the new value of
the parameter. We will see that for the reduction rules of this section the following property
will hold: if (G′, k′) is a Yes-instance then (G, k) is a Yes-instance, but not necessarily vice
versa. Thus, the rules of this section are called one-way reduction rules.
I Reduction Rule 3. Let x be a vertex such that G − x is connected, and d+(x) 6= d−(x).
To obtain (G′, k′) remove x from G and reduce k by 2|d+(x)− d−(x)| − 1.
I Lemma 5. If (G′, k′) is an instance reduced from (G, k) by an application of Rule 3, then
G′ is connected, and if (G′, k′) is a Yes-instance then (G, k) is a Yes-instance.
Proof. Let (G′, k′) be a Yes-instance. Then by Lemma 2 with S = {x} and k′′ = 0,
a(G) ≥ γ(G) + k′−14 + |d
+(S)−d−(S)|
2 = γ(G) +
k
4 , as required. J
I Reduction Rule 4. Let S be a set of vertices such that G − S is connected, G[S] is a
tournament, and |S| ≥ 4. To obtain (G′, k′), remove S from G and reduce k by 2|S| − 4 if
S is even, or 2|S| − 7 if |S| is odd.
I Lemma 6. If (G′, k′) is an instance obtained from (G, k) by an application of Rule 4, then
G′ is connected, and if (G′, k′) is a Yes-instance then (G, k) is a Yes-instance.
Proof. Suppose |S| is even. By Lemma 1, a(G[S]) ≥ γ(G[S]) + 2|S|−34 . By Lemma 2, if
a(G′) ≥ γ(G′) + (k − 2|S|+ 4)/4, then a(G) ≥ γ(G) + (k−2|S|+4)+(2|S|−3)−14 = γ(G) + k4 , as
required.
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A similar argument applies in the case when |S| is odd, except the bound from Lemma
1 is γ(G[S]) + 2|S|−64 , and so k′ = k − (2|S| − 7) is applied. J
I Reduction Rule 5. Let S be a set of three vertices such that the underlying graph of G[S]
is isomorphic to P3, and G−S is connected. To obtain (G′, k′), remove S from G and reduce
k by 1.
I Lemma 7. If (G′, k′) is an instance obtained from (G, k) by an application of Rule 5, then
G′ is connected, and if (G′, k′) is a Yes-instance then (G, k) is a Yes-instance.
Proof. Observe that a(G[S]) = γ(G[S])+ 12 . Hence, by Lemma 2, if a(G′) ≥ γ(G′)+(k−1)/4,
then a(G) ≥ γ(G) + k/4. J
5 Fixed-Parameter Tractability of ASAPT
The next lemma follows immediately from a nontrivial structural result of Crowston et al.
(Lemma 3 in [5]).
I Lemma 8. Given any connected undirected graph H, at least one of the following properties
holds:
A There exist v ∈ V (H) and X ⊆ V (H) such that X is a connected component of H − v
and X is a clique;
B There exist a, b, c ∈ V (H) such that H[{a, b, c}] is isomorphic to P3 and H − {a, b, c} is
connected;
C There exist x, y ∈ V (H) such that {x, y} /∈ E(H), H −{x, y} is disconnected, and for all
connected components X of H − {x, y}, except possibly one, X ∪ {x} and X ∪ {y} are
cliques.
I Lemma 9. For any connected oriented graph G with at least one edge, one of Rules 1, 3,
4, 5 applies.
Proof. If there is a vertex x ∈ X such that G− x is connected and d+(x) 6= d−(x) (we will
call such a case an unbalanced case), then Rule 3 applies. Thus, assume that for each x ∈ X
such that G− x is connected we have d+(x) = d−(x).
Consider the case when property A holds. If |X| ≥ 4, Rule 4 applies on S = X. If
|X| = 3, there has to be exactly one arc between X and v and G[X] is a directed 3-cycle
as otherwise we have an unbalanced case. Let x ∈ X be the endpoint of this arc in X.
Then Rule 1 applies with S = X\{x}. If |X| = 2, then G[X ∪ {v}] is a directed 3-cycle (as
otherwise we have an unbalanced case) and so Rule 1 applies. We cannot have |X| = 1 as
this is an unbalanced case.
If property B holds, then Rule 5 can be applied to the path P3 formed by a, b, c in the
underlying graph of G.
Consider the case when property C holds. We may assume without loss of generality
that the non-tournament component is adjacent to y.
Consider the subcase when G− {x, y} has two connected components, X1 and X2, that
are tournaments. Let x1 ∈ X1, x2 ∈ X2 and observe that the subgraph induced by x1, x, x2
forms a P3 in the underlying graph of G and G − {x1, x, x2} is connected, and so Rule 5
applies.
Now consider the subcase when G − {x, y} has only one connected component X that
is a tournament. If |X| ≥ 3, then X ∪ {x} is a tournament with least four vertices, and so
Rule 4 applies. If |X| = 2, then let X = {a, b}. Observe that a is adjacent to three vertices,
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b, x, y, and so we have an unbalanced case to which Rule 3 applies. Finally, X = {a} is a
singleton, then observe that x, a, y form a P3 in the underlying graph of G and G−{x, a, y}
is connected, and so Rule 5 applies. J
In this paper, we consider the one-vertex undirected graph as 2-connected. A maximal
2-connected induced subgraph of an undirected graph is called a block. An undirected graph
H is called a forest of cliques if each block of H is a clique. A subgraph B of an oriented
graph G is a block if UN(B) is a block in UN(G). An oriented graph G is a forest of cliques
if UN(G) is a forest of cliques. A connected graph H that is a forest of cliques is known as
a tree of cliques.
I Lemma 10. Given a connected oriented graph G and integer k, we can either show that
(G, k) is a Yes-instance of ASAPT, or find a set U of at most 3k vertices such that G−U
is a forest of cliques with the following properties:
1. Every block in G− U contains at most three vertices;
2. Every block X in G− U with |X| = 3 induces a directed 3-cycle in G;
3. Every connected component in G− U has at most one block X with |X| = 2 vertices;
4. There is at most one block in G− U with one vertex (i.e., there is at most one isolated
vertex in G− U).
Proof. Apply Rules 1, 3, 4, 5 exhaustively, and let U be the set of vertices removed by
Rules 3, 4, and 5 (but not Rule 1). If we reduce to an instance (G′′, k′′) with k′′ ≤ 0, then
by Lemmas 3, 5, 6 and 7, (G, k) is a Yes-instance and we may return Yes. Now assume
that, in the completely reduced instance (G′′, k′′), k′′ > 0. We will prove that |U | ≤ 3k and
G− U satisfies the four properties of the lemma.
Observe that each time k is decreased by a positive integer q, at most 3q vertices are
added to U . Thus, |U | ≤ 3k. The rest of our proof is by induction. Observe that, by
Lemma 9, for the completely reduced instance (G′′, k′′) either G′′ = ∅ or G′′ consists of a
single vertex. Thus, G′′−U satisfies the four properties of the lemma, which forms the basis
of our induction.
For the induction step, consider an instance (G′′, k′′) obtained from the previous instance
(G′, k′) by the application of a reduction rule. By the induction hypothesis, G′′−U satisfies
the four properties of the lemma. In the application of each of Rules 3, 4 and 5, the vertices
deleted are added to U . Hence G′′−U = G′−U and we are done unless G′′ is obtained from
G′ by an application of Rule 1. Recall that in Rule 1 we delete a set S such that G[S ∪{x}]
forms a directed 3-cycle. We do not add S to U . If x ∈ G′′ − U , then in G′ − U , S ∪ {x}
forms a block of size 3 that is a directed 3-cycle. If x /∈ G′′ − U , then in G′ − U , S forms
a new connected component with one block S with |S| = 2 vertices. Thus, G′ − U satisfies
the four properties. J
I Theorem 11. There is an algorithm for ASAPT of runtime O((3k)!nO(1)).
Proof. We may assume that for a connected oriented graph G we have the second alternative
in the proof of Lemma 10, i.e., we are also given the set U of at most 3k vertices satisfying
the four properties of Lemma 10. Consider an algorithm which generates all orderings of
U , in time O((3k)!) as |U | ≤ 3k. An ordering u1, u2, ..., u|U | of U means that in the acyclic
subgraph of G we are constructing, we keep only arcs of G[U ] of the form uiuj , i < j. For
each ordering we perform the following polynomial-time dynamic programming procedure.
For each vertex x ∈ G − U , we define a vector (x0, . . . , xt+1). Initially, set xi to be the
number of vertices uj ∈ U with an arc from uj to x if j ≤ i, or an arc from x to uj if
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i < j. Note that xi is the number of arcs between x and U in the acyclic subgraph under
the assumption that in the ordering of the vertices of G, x is between ui and ui+1.
Given v, w ∈ V (G−U) and an ordering of U ∪ {v, w}, an arc vw is satisfiable if there is
no up such that v is after up and w is before up, for some p ∈ [|U |]. Let T be a set of arcs
and let V (T ) be the set of end-vertices of T . For an ordering of U ∪ V (T ), T is satisfiable if
each arc is satisfiable, and the set T induces an acyclic subgraph.
IfG−U contains a block S that is itself a connected component, consider S and arbitrarily
select a vertex x of S. Otherwise, find a block S in G− U with only one vertex x adjacent
to other vertices in G − U (such a block exists as every block including an end-vertex of a
longest path in UN(G)− U is such a block). Without loss of generality, assume that S has
three vertices x, y, z (the case |S| = 2 can be considered similarly).
For each i ∈ {0, . . . , t + 1}, we let αi be the maximum size of a set of satisfiable arcs
between S and U under the restriction that x lies between ui and ui+1. Observe that
αi = maxj,h(xi + yj + zh + β(i, j, h)), where β(i, j, h) is the maximum size of a set of
satisfiable arcs in G[S] under the restriction that x lies between ui and ui+1, y lies between
uj and uj+1, and z lies between uh and uh+1. Now delete S\{x} from G, and set xi = αi
for each i.
Continue until each component of G − U consists of a single vertex. Let x be such a
single vertex, let G∗ be the original graph G (i.e., given as input to our algorithm), and let
X be the component of G∗ − U containing x. By construction, xi is the maximum number
of satisfiable arcs from arcs in X and arcs between X and U in G∗, under the assumption x
is between ui and ui+1. Since each vertex x represents a separate component, the maximum
acyclic subgraph in G has Q +
∑
x∈V (G−U)(maxi xi) arcs, where Q is the number of arcs
uiuj in G[U ] such that i < j.
Since the dynamic programming algorithm runs in time polynomial in n, running the
algorithm for each permutation of U gives a runtime of O((3k)!nO(1)). J
6 Polynomial Kernel
I Lemma 12. Let T be a directed 3-cycle, with vertices labeled 0 or 1. Then there exists an
acyclic subgraph of T with two arcs, such that there is no arc from a vertex labeled 1 to a
vertex labeled 0.
Proof. Let V (T ) = {a, b, c} and assume that a, b are labeled 0. Since T is a cycle, either
the arc ac or bc exists. This arc, together with the arc between a and b, form the required
acyclic subgraph. A similar argument holds when two vertices in T are labeled 1. J
Recall that U was introduced in Lemma 10 as the set of vertices removed by Rules 3, 4,
and 5. We say that a set {u, a, b} of vertices is a dangerous triangle if u ∈ U , G[a, b] is a
block in G− U , and G[u, a, b] is a directed 3-cycle.
I Lemma 13. For a vertex u ∈ U , let tu denote the number of neighbors of u in G−U which
do not appear in a dangerous triangle containing u. If tu ≥ 4k, then we have a Yes-instance.
Proof. Let S denote the subgraph of G−U consisting of all components C of G−U which
have a neighbor of u. For each component C of S, let tu(C) denote the number of neighbors
of u in C which do not appear in a dangerous triangle containing u.
For each vertex x ∈ G − U , label it 0 if there exists an arc from x to u, or 1 if there
is an arc from u to x. Recall from Lemma 10 each connected component in G − U has at
Robert Crowston, Gregory Gutin, and Mark Jones 9
most one block X = {x, y} with |X| = 2. If one vertex x is labeled, assign y the same label.
Finally, assign label 1 to any remaining unlabeled verticies in G− U .
We will now construct an acyclic subgraph H ′ of G − U such that there is no arc from
a vertex labeled 1 to a vertex labeled 0. We then extend this to an acyclic subgraph H
containing all the arcs between u and S.
Consider each block X in G−U . If |X| = 3, and X is a directed 3-cycle, then by Lemma
12 there is an acyclic subgraph of X with two arcs. Add this to H ′. Now suppose |X| = 2,
and let a, b be the vertices of X with an arc from a to b. If G[X ∪ {u}] is a dangerous
triangle, then a is labeled 1 and b is labeled 0. In this case we do not include the arc ab in
H ′. However, H will include the two arcs between X and u, which do not count towards
tu(C). If G[X ∪ {u}] is not a dangerous triangle, then we include the arc ab in the acyclic
subgraph H ′. Finally, let H be the acyclic subgraph formed by adding all arcs between u
and S to H ′.
Observe that for each component C of S, ifG[C∪{u}] contains no dangerous triangle then
H contains at least γ(C) arcs in G[C] (by the construction of H ′) and tu(C) arcs between
C and u (since all arcs between S and u are in H), and γ(C ∪ {u}) := γ(G[C ∪ {u}]) =
γ(C) + tu(C)2 +
1
4 . So H contains at least γ(C ∪ {u}) + tu(C)2 − 14 arcs. Since G[C ∪ {u}]
contains no dangerous triangle but C is adjacent to u, tu(C) ≥ 1, and so H contains at least
γ(C ∪ {u}) + tu(C)4 arcs.
If G[C ∪ {u}] contains a dangerous triangle then H contains at least γ(C) − 34 arcs in
G[C] (this can be seen by contracting the arc in C appearing in the dangerous triangle, and
observing that in the resulting component C ′, H has at least γ(C ′) arcs) and tu(C) + 2
arcs between C and u, and γ(C ∪ {u}) = γ(C) + tu(C)+22 + 14 . Thus, H contains at least
γ(C ∪ {u}) + tu(C)2 arcs.
Let C1, C2, . . . , Cq be the components of S. Observe that γ(S∪{u}) =
∑q
i=1 γ(Ci∪{u}).
Then by combining the acyclic subgraphs for each G[Ci∪{u}], we have that a(G[S∪{u}]) ≥∑q
i=1(γ(Ci ∪ {u}) + tu(Ci)4 ) = γ(S ∪ {u}) + tu4 .
Finally, observe G−S−u has at most 3k component, since each component must contain
a vertex of U . By repeated application of Lemma 2, this implies there is an acyclic subgraph
of G with at least γ(G) + tu−3k4 arcs. Hence, if tu ≥ 4k, we have a Yes-instance. J
Using the above lemma and the fact that |U | ≤ 3k (by Lemma 10), we have that unless
(G, k) is a Yes-instance, there are at most 12k2 vertices in G − U that are adjacent to a
vertex in U and do not appear in a dangerous triangle with that vertex.
I Lemma 14. Let s be the number of components in G − U in which every neighbor x
of a vertex u ∈ U appears in a dangerous triangle together with u. If s ≥ k, we have a
Yes-instance.
Proof. By Lemma 10 such a component Ci contains at most one block of size 2. Since only
blocks of size 2 can have vertices in dangerous triangles, only the vertices from this block
in Ci may be adjacent to a vertex in U . But since G is reduced by Rule 1, component Ci
must consist of only this block. Moreover, this block must appear in at least two dangerous
triangles. Let ai, bi be the vertices of Ci, i = 1, . . . , s and let C = ∪si=1{ai, bi}. Let aibi be
an arc for each i = 1, . . . , s and note that every arc of G containing ai (bi, respectively) is
either aibi or is from U to ai (from bi to U , respectively). Let δi be the number of dangerous
triangles containing ai and bi; note that δi ≥ 2.
By (1), G − C has an acyclic subgraph H with at least γ(G − C) arcs. Observe that
we can add to H all arcs entering each ai and leaving each bi, i = 1, . . . , s, and obtain an
acyclic subgraph H∗ of G. We will prove that H∗ contains enough arcs to show that (G, k)
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is a Yes-instance. Observe that G− C has at most |U | ≤ 3k components and G[C] has 2s
vertices and 2
∑s
i=1 δi + s arcs, and recall that each δi ≥ 2. Thus, the number of arcs in H∗
is at least
γ(G− C) + 2
s∑
i=1
δi ≥ m− 2
∑s
i=1 δi − s
2 +
n− 2s− 3k
4 + 2
s∑
i=1
δi
≥ γ(G) +
s∑
i=1
δi − s− 3k4 ≥ γ(G) +
k
4 .
J
LetH be an undirected forest of cliques, where each block contains at most three vertices.
A block B of H is called a leaf-block if there is at most one vertex of B belonging to another
block of H. We denote the set of leaf-blocks of H by L(H). A block B of H is called a
path-block if there is another block B′ of H such that B and B′ have a common vertex c
which belongs only to these two blocks, at most one vertex of B belongs to a block other
than B′, and at most one vertex of B′ belongs to a block other than B. We denote the set
of path-blocks which are not leaf-blocks by P(H).
I Lemma 15. For a forest of cliques H, with each block of size at most three, if l = |L(H)|
and p = |P(H)| then |V (H)| ≤ 8l + 2p.
Proof. We prove the claim by induction on the number of blocks in H. The case when H
has only one block is trivial. Thus, we may assume that H has at least two blocks and H
is connected. Let B be a leaf-block of H, and obtain subgraph H ′ by deleting the vertices
of B not belonging to another block. Note that |V (H)| ≤ |V (H ′)|+ 2.
Assume that H ′ has a leaf-block B′ which is not a leaf-block in H. Observe that B′ ∈
P(H) and by induction |V (H)| ≤ 2 + 8l + 2(p− 1) ≤ 8l + 2p.
Now assume that |L(H ′)| = l − 1. Observe that removal of B from H may lead to
a neighbour of B, B′, becoming a path-block in H ′, together with at most two blocks
neighbouring B′. Thus, at most three blocks may become path-blocks in H ′. By the
induction hypothesis, |V (H ′)| ≤ 8(l−1)+2(p+3). Hence, |V (H)| ≤ 8(l−1)+2(p+3)+2 ≤
8l + 2p. J
I Theorem 16. Acyclic Subgraph above Poljak-Turzík Bound (ASAPT) has a
kernel with O(k2) vertices and O(k2) arcs.
Proof. Consider an instance of (G∗, k) of ASAPT. Apply Rules 1 and 2 to obtain an instance
(G, k) reduced by Rules 1 and 2.
Assume that (G, k) is reduced by Rules 1 and 2 and it is a No-instance.
Now we will apply all reduction rules but Rule 2. As a result, we will obtain the set U
of vertices deleted in Rules 3, 4, and 5. By Lemma 10, |U | ≤ 3k and, by Lemma 13, each
u ∈ U has at most 4k neighbors that do not appear in a dangerous triangle with u. By
Lemma 14, there are at most 2k vertices in G−U that appear in a dangerous triangle with
every neighbor in U (there are at most k components, and each component has two vertices).
Hence the number of neighbors in G−U of vertices of U is at most 4k|U |+ 2k = 12k2 + 2k.
Now we will adopt the terminology and notation of Lemma 15 (we extend it from UN(G−
U) to G−U as we have done earlier). Consider a leaf-block B. Since G is reduced by Rules
1 and 3, B must contain a vertex v adjacent to U , and furthermore, v is not contained in
any other block. Hence, |L(G− U)| ≤ 12k2 + 2k.
Robert Crowston, Gregory Gutin, and Mark Jones 11
Next, we observe that Rule 2 implies there do not exist two adjacent 3-vertex blocks
B = {a, b, c}, B′ = {c, d, e} such that only a and e belong to other blocks, unless one of
b, c, d has a neighbor in U . Observe that each connected component of G − U contains
at most one 2-vertex block, so there are at most 12k2 + 2k 2-vertex path blocks. Each
2-vertex path block is adjacent to at most two 3-vertex path blocks. Hence, |P(G − U)| ≤
6(12k2 + 2k). So, by Lemma 15, |V (G−U)| ≤ 8(12k2 + 2k) + 2 · 6(12k2 + 2k) = O(k2), and
so |V (G)| ≤ O(k2) + 3k = O(k2).
Finally, we show G has O(k2) arcs. There are at most |U |2 arcs in U . Between G − U
and U there are at most (4k + 2k)|U | arcs. Finally, observe that G − U has at most
|V (G−U)| ≤ 20(12k2 +2k) blocks, and each block contains at most 3 arcs. Hence, |A(G)| ≤
|U |2 + 60(12k2 + 2k) ≤ 9k2 + 60(12k2 + 2k) = O(k2).
Thus, either (G, k) is a Yes-instance, or (G, k) forms a kernel with O(k2) vertices and
O(k2) arcs. J
7 Discussion
After this paper was submitted to FSTTCS 2012, we learned that Mnich et al. [15] combined
modified approaches of [5] and [18] to prove that a number of graph problems parameterized
above tight lower bounds are fixed-parameter tractable. In particular, they proved that
ASAPT is fixed-parameter tractable. However, [15] did not obtain any results on polynomial
kernels.
The algorithm of Theorem 11 has runtime 2O(k log k)nO(1). It would be interesting to
design an algorithm of runtime 2O(k)nO(1) or to prove that such an algorithm does not exist,
subject to a certain complexity hypothesis, as in [13]. It would also be interesting to see
whether ASAPT admits a kernel with O(k) vertices.
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