We introduce a multiscale framework to simulate inhomogeneous fluids by coarse-graining an allatom molecular dynamics (MD) trajectory onto sequential snapshots of hydrodynamic fields. We show that the field representation of an atomistic trajectory is quantitatively described by a dynamic field-theoretic model that couples hydrodynamic fluctuations with a Ginzburg-Landau free energy. For liquid-vapor interfaces of argon and water, the parameters of the field model can be adjusted to reproduce the bulk compressibility and surface tension calculated from the positions and forces of atoms in an MD simulation. These optimized parameters also enable the field model to reproduce the static and dynamic capillary wave spectra calculated from atomistic coordinates at the liquid-vapor interface. In addition, we show that a density-dependent gradient coefficient in the Ginzburg-Landau free energy enables bulk and interfacial fluctuations to be controlled separately. For water, this additional degree of freedom is necessary to capture both the bulk compressibility and surface tension emergent from the atomistic trajectory. The proposed multiscale framework illustrates that bottomup coarse-graining and top-down phenomenology can be integrated with quantitative consistency to simulate the interfacial fluctuations in nanoscale transport processes.
I. INTRODUCTION
In biology and nanotechnology, emergent phenomena in the nanometer to micrometer regimes -such as hydrophobic self-assembly, 1 dynamics of Brownian motors, 2 and break up of fluid nanojets 3 -are governed by the interplay between molecular interactions and hydrodynamic fluctuations. [4] [5] [6] [7] The analysis of these processes via computer simulation inevitably requires a multiscale approach to link molecular and continuum mechanics. 4 Although allatom molecular dynamics (MD) simulations can provide a detailed description of the interactions among individual atoms, the range of accessible length and time-scales is severely limited. While particle-based coarse-grained (CG) methods [8] [9] [10] have been developed to reduce the computational cost of atomistic simulations and to capture hydrodynamic behaviors approximately, 11 it remains difficult to derive formal equations of motion for these CG methods and establish their consistency with atomistic simulations. [12] [13] [14] Consequently, most adopted approaches employ phenomenological Langevin-type models. 8, 12, 13 Meanwhile, continuum and field-theoretic models have found limited application in CG methods, 15 yet they conveniently describe the thermodynamic and transport behaviors of a fluid at the hydrodynamic level. Therefore, an inevitable mapping in multiscale simulation is the coarse-graining of all-atom molecular dynamics onto hydrodynamics.
To map atomistic coordinates onto hydrodynamic fields, we recently introduced a strategy [15] [16] [17] to coarse-grain the a) Author to whom correspondence should be addressed. Electronic mail: jwchu@berkeley.edu.
positions and velocities of atoms onto hydrodynamic field variables in the spirit of the Irving-Kirkwood procedure for identifying expressions of thermodynamic forces and fluxes in terms of molecular degrees of freedom. 18, 19 From the field representation of atomistic coordinates, we determine the equation of state and transport properties of the fluid by comparing the spectra of density and momentum field fluctuations calculated from all-atom MD with the spectra predicted by solving the equations of fluctuating hydrodynamics (FHD). 5, 20, 21 The FHD equations introduced by Landau and Lifshitz 22 are employed to describe thermal fluctuations at the hydrodynamic level by adding stochastic stress to the equation for momentum conservation. Mapping atomistic positions and velocities onto field variables and computing the transport and thermodynamic properties from the spectra of field fluctuations enables a systematic and self-consistent coarse-graining of a molecular fluid into a hydrodynamic description.
We have shown previously that mapping atomistic coordinates onto Eulerian grids with nanometer size is non-trivial, and that an additional length-scale, namely, the excluded volume of the molecule, must be considered to reproduce density field fluctuations with size scaling consistent with statistical mechanics. 15 By considering the additional molecular lengthscale, we showed that density and momentum field fluctuations in all-atom MD simulations can be matched to those obtained from solving the FHD equations on Eulerian grids. 15 The emergent viscoelastic response of molecular fluids at the nanoscale can also be captured quantitatively by the equations of generalized fluctuating hydrodynamics. 16, 17 For both argon and water, we found that a hydrodynamic description using the FHD equations remains valid with a grid size as small as 5 Å, affirming their applicability in modeling nanoscale transport processes. 15 However, the conventional FHD equations only describe the spectra of fluctuations for bulk, homogeneous fluids, 15, 22 while nanoscale transport processes ubiquitously involve phenomena occurring at interfaces. 1, 4, 23 For example, material self-assembly depends upon interfacial thermodynamics and kinetics to drive the separation and partition of individual molecular components. 24 To describe the dynamics of proteins and the self-assembly of hydrophobic solutes, it is necessary to consider inhomogeneities within the fluid induced by interfaces. 1, 4 Therefore, field-theoretic coarse-graining must extend beyond homogeneous fluids and capture the behaviors of surface tension and phase separation from molecular interactions and dynamics.
In this work, we generalize our multiscale framework to inhomogeneous fluids by coupling the FHD equations with a Ginzburg-Landau (GL) free energy functional, [25] [26] [27] which introduces surface tension and bending rigidity into the hydrodynamic model. The Ginzburg-Landau free energy has been used to study a wide range of interfacial problems including critical phenomena, spinodal decomposition, and nucleation. 26 Surface tension is introduced in the model by expanding the free energy in terms of density gradients. We validate the combined FHD-GL equations by simulating the liquid-vapor and liquid-liquid interfaces of model inhomogeneous systems. We show that the fluctuation-dissipation theorem is satisfied and that the computed capillary wave (CW) spectra agree quantitatively with the predictions of CW theory. 28 To establish consistency with all-atom MD simulations, we present a systematic method to determine the Ginzburg-Landau free energy functional of argon and water by matching the hydrodynamic fluctuations calculated from an all-atom MD trajectory of a liquid-vapor interface with those observed in the FHD-GL field simulations. We show that the field simulations can reproduce the bulk compressibility, surface tension, and static and dynamic capillary wave spectra extracted from the positions, velocities, and forces of atoms recorded in an MD trajectory. By using a density-dependent gradient coefficient in the GinzburgLandau free energy, density fluctuations in the bulk can be decoupled from height fluctuations at the interface, allowing the field model to explore a wider range of fluid behaviors. The results in this work thus illustrate that the attractive and unbalanced molecular interactions at interfaces in an all-atom MD simulation can be mapped effectively and self-consistently onto the coupling between hydrodynamic fields.
The rest of the paper is organized as follows. In Sec. II, we describe the governing FHD-GL equations. In Sec. III, we validate our equations for liquid-vapor and liquid-liquid interfaces of model systems. In Sec. IV, we determine the Ginzburg-Landau free energy for argon and water and establish consistency between hydrodynamic fluctuations observed in field and MD simulations. In Sec. V, we provide concluding remarks and directions for future work.
II. COUPLED FLUCTUATING HYDRODYNAMICS AND GINZBURG-LANDAU MODEL
We describe the time evolution of density and momentum fields using the equations of fluctuating hydrodynamics. 22 The mass and momentum balances are
and
In Eqs. (1) and (2), ρ is the mass density, g ≡ ρv is the momentum density, and v is the fluid velocity. The reversible, dissipative, and fluctuating stress tensors are R, D, and S, respectively. For a homogeneous fluid, R = −p 0 I, where p 0 is the thermodynamic pressure. For inhomogeneous fluids, R can be derived from the free energy functional, as will be explained later. In this work, we consider the Newtonian dissipative stress,
The fluctuating counterpart S is modeled as Gaussian white noise with zero mean and covariance determined by the fluctuation-dissipation theorem, 29, 30 
Here, S ij n (t) is the ij component of the stress tensor S associated with a grid of index vector n at time t, k B is Boltzmann's constant, T is the fluid temperature, V c is the volume of a grid in which the density and momentum fields are defined, η S is the shear viscosity, and η B is the bulk viscosity.
A. Two-phase fluid
For an isothermal two-phase fluid, we describe the total Helmholtz free energy (or effective Hamiltonian) F [ρ(r)] by the Ginzburg-Landau functional,
where ψ 0 is the local free energy density, m is the density gradient coefficient, and α is the density curvature coefficient. From the least-action principle, 31 the reversible stress tensor is related to the free energy by ∇ · R = −ρ∇(δF /δρ), where R = −p 0 I + R m + R α , and
The primed variables denote differentiation with respect to density ρ. In Appendix A, we describe in detail the derivation of Eqs. (6) and (7) . The thermodynamic pressure is related to the free energy functional by p 0 = μ 0 ρ − ψ 0 , and μ 0 ≡ ∂ψ 0 /∂ρ is the local chemical potential. We model the local free energy density as a double-well potential ψ 0 
B. Binary fluid
For a binary fluid, we have the additional equation for component mass conservation,
where c ≡ c 2 − c 1 is the mass fraction difference between components 1 and 2, 
We model the total Helmholtz free energy F [ρ(r), c(r)] of a binary fluid by
where k is the concentration gradient coefficient and β is the concentration curvature coefficient. From the leastaction principle, 31, 33 we have ∇ · R = −ρ∇(δF /δρ) c + (δF /δc) ρ ∇c, where R = −p 0 I + R m + R α + R k + R β , and
Similar to the case of two-phase fluids, p 0 = ρg 0 − ψ 0,b , where g 0 ≡ (∂ψ 0,b /∂ρ) c is the local specific Gibbs free energy. The generalized chemical potential difference is defined by μ = (δF /δc) ρ /ρ. The local free energy density is a double-well potential The governing FHD-GL equations describe compressible, viscous, isothermal flow of an inhomogeneous fluid, and are similar to the conventional model H (Ref. 25 ) and diffuse-interface 26 equations used to investigate dynamic critical phenomena and two-phase flows. We solve these equations using a staggered finite volume scheme in space, 15, 34 and second-order Runge-Kutta integration in time. In the staggered scheme, the system volume is discretized into an array of cubic grids. The mass density fields are placed at grid centers, while the momentum density fields are placed at grid faces. We found that the staggered scheme is advantageous because it prevents unphysical non-local transport of mass, which may occur in conventional non-staggered schemes. 15 Compared to all-atom MD simulations of water, the FHD-GL field simulations using a grid size of 5 Å yield a total speedup of 50 times and allows an increase in time step by at least a factor of two. Furthermore, the computational cost of FHD simulations scales linearly with system size.
III. LIQUID-VAPOR AND LIQUID-LIQUID INTERFACES OF MODEL SYSTEMS
To validate the FHD-GL approach for modeling multiphase fluids, we perform simulations of fluctuating liquidvapor and liquid-liquid interfaces in model systems. We explore four distinct cases, and the fluid parameters for each are listed in Table I . Models A1 and A2 are two-phase fluids, while models B1 and B2 are binary fluids. For models A1 and B1, the curvature coefficients are set to zero, while for models A2 and B2, the gradient coefficients are set to zero. This selection allows us to investigate separately the effects of gradients and curvature on the spectra of interfacial fluctuations. Simulations for the model fluids were performed for a system of volume 240 × 240 × 240 Å, replicated periodically in all directions and discretized by cubic grids of length 5 Å. We initially prepare a slab of thickness 120 Å of either liquid or a pure component and create two independent fluid surfaces.
We use a time step of 5 fs and perform field simulations for 10 ns, using the last 9 ns for analysis. In Fig. 1 (a), we show a snapshot for system A1, and in Fig. 1 (b), we plot its kinetic temperature. The averaged temperature is 300.03 K, identical to the input temperature 300.0 K in the fluctuating stress S, indicating that the fluctuation-dissipation theorem is numerically satisfied in our solution of the FHD-GL equations.
Results for the binary fluid models are similar.
To determine if the field model samples interfacial fluctuations consistent with an equilibrium distribution, we compute the capillary wave spectra for each of the model systems and compare with the predictions of mean-field 27 and CW 28 theories. For a planar liquid-vapor interface, mean-field theory (MF) states
where σ MF is the macroscopic surface tension, κ MF is the bending rigidity, and ρ MF = ρ MF (z) is the density profile that minimizes F [ρ(z)]. For a liquid-liquid interface, σ MF and κ MF follow the form of Eqs. (13) and (14) In the absence of bending rigidity, the intrinsic mean-field density profile ρ MF (z) for a liquid-vapor interface described by a doublewell potential is given by the usual expression,
, where the interfacial width is ξ = 2 −5/2 (ρ l − ρ v ) m/ψ 0,max and the surface ten-
In the presence of bending rigidity, we find the mean-field density profile numerically, from which the surface tension and bending rigidity are calculated by quadrature. Capillary wave theory provides an alternate route to obtain the surface tension. For a smooth, nearly flat interface described by a height function h(r l ), where r l = (x, y) is the lateral coordinate, CW theory predicts the spectrum,
In Eq. (15), L = L x = L y is the lateral system length, In Fig. 2(a) , we show the CW spectra for systems A1 and B1, and in Fig. 2(b) , the spectra for systems A2 and B2, along with best-fit curves. For all model systems, the CW spectra obtained from the field simulations agree closely with the predictions by CW theory at wavelengths larger than about five times the grid size, providing evidence that in the hydrodynamic limit, the field model samples interfacial fluctuations in accordance with an equilibrium distribution. At smaller wavelengths, deviations from the theory emerge due to compressibility of the fluid. 36 From the best-fit values for σ CW and κ CW , we find that σ CW σ MF and κ CW κ MF , as shown in Table II . The mean-field approximation provides an accurate estimate for γ CW (q), indicating that thermal fluctuations in our model systems do not significantly perturb the mean-field density profile. 27, 28 In Fig. 2 , we also show the CW spectra for a lateral system size L = 120 Å, illustrating that the scaling of the spectra with the projected area L 2 , as predicted by Eq. (15) , is achieved in our field simulations. 
IV. CONSISTENCY BETWEEN FIELD AND MD SIMULATIONS FOR ARGON AND WATER
We have shown that field simulations for model systems satisfy the fluctuation-dissipation theorem and sample the spectrum of interfacial fluctuations in accordance with CW theory. We now explore to what extent the field model captures the fluctuations and correlations observed in a field representation of an all-atom MD simulation. In order to transparently compare field and atomistic simulations, we recently developed a scale-consistent mapping scheme to coarse-grain atomistic configurations sampled in an MD trajectory onto sequential snapshots of field coordinates. This mapping enables the comparison of atomistic and field-theoretic models under a unified and self-consistent framework. [15] [16] [17] In the following, we present a method to determine the Ginzburg-Landau free energy parameters for argon and water by comparing field trajectories obtained from MD and field simulations. We show that a relatively simple Ginzburg-Landau model can reproduce the bulk compressibility, surface tension, and static and dynamic CW spectra observed in MD simulations of argon and water.
The main parameters of the Ginzburg-Landau free energy are the double-well barrier height ψ 0,max and the gradient coefficient m. 37 We determine the Ginzburg-Landau parameters by requiring that the bulk compressibility and surface tension computed from a field simulation match with those computed from the field representation of an MD simulation. The compressibility can be measured by fluctuations in liquid density (δρ) 2 , while from CW theory, the surface tension can be measured by fluctuations in interfacial height (δh) 2 (where δρ ≡ ρ − ρ and likewise for h). Since thermal fluctuations are important driving forces for nanoscale processes, [1] [2] [3] [4] [5] [6] it is important to preserve these fluctuations quantitatively upon coarse-graining from a molecular model to ensure that the field model accurately describes the physical mechanisms responsible for transport at the nanoscale. The fluctuations can be computed directly from the field statistics obtained from MD and field simulations with the mapping procedure described in Ref. 15 . In short, the mass of each fluid molecule is associated with a cubic volume of side length d mol , which corresponds to the excluded volume radius of the radial distribution function. The contribution of each fluid molecule to the mass density of an Eulerian grid cell is then calculated as the mass density of the fluid molecule weighted by the volume fraction of the molecule in the grid cell. 15 In this work, we focus on developing field-theoretic models for liquid-vapor interfaces of argon and water from atomistic simulations. Generalization of our framework to multi-component systems will appear in a future work.
A. Argon
A slab of liquid argon (σ LJ = 3.8 Å and ε LJ = 0.238 kcal/mol) of thickness 60 Å is placed in the center of the MD simulation cell (120 × 120 × 120 Å) to create two interfaces. The positions and velocities of argon atoms in MD simulation were saved every 2 ps for mapping onto the corresponding field trajectory. The objective is to illustrate if field simulations can match both the fluctuation patterns of density fields and interfacial height observed in MD simulations. Both MD and field simulations of the argon slab were performed at 76 K, and the field trajectories from both MD and field simulations were spatially discretized using cubic grids of length 5 Å. Both simulations were performed for 10 ns, using the last 9 ns for analysis. The time step is 2 fs in MD simulations and 5 fs in field simulations. The shear and bulk viscosities in the FHD-GL equations are calculated by matching the momentum time correlation functions computed from field simulations to the correlation functions from MD simulations, as described in Ref. 15 . This procedure yields η S = 13 amu/Å ps and η B = 17 amu/Å ps for argon. The double-well minima for ψ 0 (ρ) are determined by the axial density profile computed from MD simulations. For argon, we found ρ l = 0.92 amu/Å 3 and set ρ v = 10 −3 ρ l . In the field simulations, we avoid the unphysical appearance of negative densities caused by fluctuating stresses by introducing a flux correction scheme satisfying mass and momentum conservation; further details are described in Appendix B. Bulk density fluctuations (δρ) 2 are computed for grids inside a liquid slab of thickness 15 Å placed around the center of mass of the liquid phase. The statistics of (δρ) 2 and height fluctuations of interfaces (δh) 2 calculated from MD simulation are used to determine the values of ψ 0,max and m in the FHD-GL equations.
In Fig. 3 , we show the contour curves on a plot of ψ 0. max vs. m that represent the loci satisfying (δρ) 
to the intrinsic density profile found from MD using a local Gibbs dividing surface method. 36 Setting ξ MD = ξ FHD , where ξ FHD = 2 −5/2 (ρ l − ρ v ) m/ψ 0,max , introduces an additional constraint on ψ 0. max and m. From the phase diagram shown in Fig. 3 , we choose the intersecting point that most closely satisfies this additional constraint as optimal parameters, which are listed in Table III . Using the optimal values in a field simulation, the relative differences in density and height fluctuations compared to those obtained from MD are less than 5% (Table IV) .
B. Water
The results of an argon liquid-vapor interface indicates that a simple Ginzburg-Landau free energy with constant coefficients is sufficient to reproduce the fluctuations of bulk density and interfacial height occurring in all-atom MD. For polyatomic fluids, on the other hand, the intrinsic molecular structure at an interface tends to be distinct from that in the bulk due to the imbalance of intermolecular forces across the phase boundary. In a field representation, it is thus expected that fluid densities have different extents of spatial correlation in the bulk and at an interface. In this section, we show that this is indeed the case for all-atom MD simulations of a water slab. To capture the density and height fluctuations occurring in atomistic simulations, the Ginzburg-Landau free energy must be amended with a density-dependent gradient coefficient m = m(ρ). The simulation geometry of a water slab with two interfaces is the same as the argon simulation. From the MD simulation using a TIP3P potential, the calculated water density is ρ l = 0.603 amu/Å 3 and we set ρ v = 10 −3 ρ l . The calculated viscosities using the same procedure described earlier are η S = 21 amu/Å ps and η B = 45 amu/Å ps. 15 In contrast to argon, the (ψ 0,max , m) contour curves of (δρ)
MD of water do not intersect when a constant value for m is used (Fig. 3) . Therefore, if height fluctuations are matched, the bulk density fluctuations of field simulations are smaller than those in all-atom MD; if density fluctuations are matched instead, the height fluctuations of field simulations are exaggerated. This result indicates that the field statistics of a Ginzburg-Landau free energy with constant m are inconsistent with the field statistics calculated from all-atom MD simulations of a liquid-vapor interface of water.
A potential solution for this inconsistency is a densitydependent gradient coefficient in the Ginzburg-Landau functional for water, i.e., m = m(ρ). As suggested in Fig. 3 , m(ρ) should be higher at interfacial densities and lower elsewhere. This modification is expected to suppress interfacial fluctuations without significantly restricting density fluctuations in the bulk liquid. We model m(ρ) with an auxiliary Gaussian function centered at the interfacial density ρ s to represent the increase in m(ρ) with a tunable density range, Table III . The results of a field simulation using these parameters are compared with those of all-atom MD in Table IV . The relative differences in density and height fluctuations are within 5%, illustrating that the density-dependent gradient coefficient in the Ginzburg-Landau free energy functional for water reestablishes consistency between the fluctuation patterns of field and MD simulations.
The unique molecular structure of water forms a specific hydrogen-bonding network in the liquid state. At an interface, the imbalance of intermolecular interactions causes water molecules to adopt a hydrogen-bonding network different from that in the bulk 1, [38] [39] [40] with suppressed interfacial density fluctuations as observed in the all-atom MD simulation. At the field-theoretic level, this phenomenon can be effectively represented by a higher interfacial gradient coefficient.
We note that in practice, the Ginzburg-Landau parameters for a molecular fluid depend on the grid size used for solving the FHD-GL equations. However, if capturing the field fluctuations mapped from all-atom MD with the field model is employed as a constraint, the allowable range of grid sizes is limited. In the case of water, for example, using 10 Å grids severely suppresses density fluctuations and capillary waves at the liquid-vapor interface. 15 Using a grid size smaller than the length-scale of a single water molecule, on the other hand, challenges the local thermodynamic approximation employed in the FHD equations. A heuristic analysis of the van der Waals equation of state of water showed that the squaregradient free energy becomes valid when the mean molecular density field is coarse-grained over a length-scale larger than 4 Å, 1 questioning the applicability of a grid size below this length-scale. In addition, when using grid sizes less than 6 Å to convert atomistic configurations into a field trajectory, we found that the observed mean-square interfacial fluctuations are invariant under spatial translation of atomistic coordinates, indicating that artifacts due to periodicity of the lattice are not present. Therefore, a grid size of 5 Å appears to be an ideal coarse-graining length-scale for capturing hydrodynamic fluctuations, since this size resolves the stochastic behavior of density and momentum fields while ensuring the validity of a hydrodynamic description.
C. Capillary wave spectra
To go beyond averaged fluctuations, we examine in this section if using the Ginzburg-Landau parameterization in field simulations for argon and water can capture the static and dynamic capillary wave spectra at the liquid-vapor interface observed in all-atom MD simulations. Since the temporal and spatial correlation at interfaces are key properties in governing the transport processes at the nanoscale, it is important for a coarse-grained field model to describe such fluctuation patterns.
The static CW spectrum given in Eq. (15) describes the equal-time correlations between Fourier modes at a liquidvapor interface. In Fig. 4 , we plot the static CW spectra obtained from MD and field simulations using the optimized Ginzburg-Landau parameters for argon and water. Close agreement between the MD and field simulations are clear, indicating that the coarse-grained field models for argon and water preserve equal-time interfacial correlations and samples fluctuation modes in accordance with CW theory. From the CW spectra of MD simulations, we have also ex- tracted the best-fit values for surface tension and compared these values with virial calculations of the surface tension. 41 As seen in Table V , these values are in close agreement. Since the virial surface tension is directly computed from atomistic coordinates, the agreement demonstrates that our mapping scheme 15 is scale-consistent when applied to interfacial configurations. Furthermore, although the Ginzburg-Landau model is typically used to describe fluids with diffuse interfacial profiles (such as those near the critical point), 25, 26 we illustrate that consistency with CW theory can be obtained accurately, even for cold fluids with relatively sharp interfacial profiles.
As shown in Table V , applying the mean-field prediction with Ginzburg-Landau parameters to water and argon overestimates the surface tension as compared with the value computed from the CW spectra. This discrepancy can be rationalized by examining the ratio of thermal to surface energy, θ ≡ k B T /(σ MF Å 2 ). For the model fluids discussed earlier in which the mean-field prediction is accurate, this ratio (θ = 2.6) is about three times lower than the ratio for argon (θ = 6.8) and water (θ = 7.9). Therefore, at higher temperatures, the mean-field density profile is disrupted by thermal fluctuations and the mean-field estimate no longer provides an accurate prediction for the surface tension calculated from the CW spectra. For the model fluids, we found that this behavior occurs when θ 6.
In addition to the equilibrium spectra of fluctuations, we also probe the relaxation of interfacial fluctuations by comparing the dynamic CW spectra obtained from field and MD simulations of argon and water. This comparison allows us to assess to what extent the coarse-grained field model preserves the relaxation time-scales at the liquid-vapor interfaces observed in all-atom MD simulations. The dynamic CW spectra, S(q, ω), is defined as the Fourier transform of the time correlation function of interfacial Fourier modes,
In Fig. 5 , we plot the normalized dynamic CW spectra S 0 (q 1 , ω) for field and MD simulations of argon and water, where q 1 = (2π/L, 0, 0) corresponds to the longest wavelength along the interface. The close agreement in S 0 (q 1 , ω) between field and MD simulations is clear. It is also important to emphasize that agreement in S 0 (q 1 , ω) was not imposed when parameterizing the Ginzburg-Landau functional. The input viscosity values in the FHD-GL equations were determined by matching the bulk momentum time correlation functions between field and MD simulations. The Ginzburg-Landau free energy was determined by matching density and interfacial fluctuations. Since S 0 (q 1 , ω) depends uniquely on the transport coefficients and free energy, a robust field-theoretic model for a molecular fluid is expected to capture this dynamical observable without explicit fitting. Therefore, the additional agreement we find with S 0 (q 1 , ω) underscores that the Ginzburg-Landau model coupled with hydrodynamic fluctuations is capable of capturing the spatial and temporal correlations among field variables observed in MD simulations. We also compare the dynamic CW spectra obtained from MD and field simulations with predictions by linearized hydrodynamics. For a fluctuating liquid-vapor interface for an incompressible fluid, [42] [43] [44] S(q, ω) is expected to follow
where D(q, ω) is given by
and ν = η S /ρ is the kinematic shear viscosity. In Fig. 5 , we plot best-fit curves described by Eq. (18), using the shear viscosity η S as an adjustable parameter. In the long wavelength limit, we find Eq. (18) is an accurate model for S 0 (q 1 , ω) computed from simulation, as the effects due to density compressibility are expected to be small. We compare the best-fit values for interfacial viscosity using Eq. (18) to the values for shear viscosity determined from the bulk momentum time correlation functions 15, 17 and used as input for the field simulations. For both argon and water, the best-fit interfacial viscosities agree with the input viscosities to within statistical error. We observe, however, that time correlation functions for long wavelength modes converges slowly in both MD and field simulations, and longer simulation times up to one microsecond may be required to reduce errors in estimates for interfacial viscosity. Nevertheless, the agreement among the dynamic CW spectra obtained from MD and field simulations and predicted by theory is satisfactory. This result underscores that the mapping of atomistic simulations onto a coupled Ginzburg-Landau fluctuating hydrodynamics field model may be a practically useful strategy for coarse-graining atomistic simulations of fluid interfaces.
V. CONCLUSION
In this work, we developed a coarse-grained fieldtheoretic model for inhomogeneous molecular fluids by coupling Ginzburg-Landau field theory with hydrodynamic fluctuations. We show that fluctuating hydrodynamic simulations of liquid-vapor and liquid-liquid interfaces of model systems satisfy the fluctuation-dissipation theorem accurately and describe interfacial fluctuations in accordance with capillary wave theory. To achieve consistency with molecular dynamics simulations, we use a scale-consistent mapping scheme to coarse-grain atomistic configurations into a field representation, enabling FHD and MD simulations to be compared transparently. By optimizing the transport coefficients and free energy functional in FHD simulations for argon and water, we show that a Ginzburg-Landau model coupled to hydrodynamic fluctuations can capture the compressibility, surface tension, and static and dynamic capillary wave spectra observed in MD simulations. To describe these fluctuation patterns, a grid size of 5 Å was found to be ideal for solving the FHD equations to balance the requirements of resolving the density profile of an interface and approaching the local thermodynamic approximation in a CG field-theoretic model. The results of this work thus illustrate that combining bottom-up coarse-graining with top-down phenomenology provides a practical framework for constructing field-theoretic models from the hydrodynamic fluctuations and correlations emerging from the underlying atomistic details and molecular interactions.
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APPENDIX A: DERIVATION OF REVERSIBLE STRESS TENSOR
We describe the derivation of the reversible stress tensor R from the free energy functional F [ρ(r)] by using the leastaction principle. 31 We note that an alternative route, involving entropy production, can also be used and gives identical results. 45 We consider an inviscid, isothermal fluid with total Helmholtz free energy
where ρ is the mass density, ψ 0 is the local free energy density, m is the density gradient coefficient, and α is the density curvature coefficient. The dynamical action is
where v is the fluid velocity. We impose that the continuity equation is satisfied and that advected quantities χ , such as fluid particle identities, are carried with the flow,
where φ and λ are the Lagrange multipliers. The extremum of action S with respect to variations in v, ρ, and χ satisfies:
where we have used integration by parts and allowed the boundary conditions to vanish. Taking the gradient of the second line in Eq. (A4) and utilizing the other two equations, we obtain
The reversible stress tensor R (up to a divergence-free contribution) is defined through the expression,
The functional derivative is given by the Euler-Lagrange equation,
where primed variables denote differentiation with respect to density ρ. Substitution of Eq. (A7) into Eq. (A6) gives
The first term on the right-hand side is
by the Gibbs-Duhem equation, where p 0 is the thermodynamic pressure. We divide R into gradient and curvature contributions,
First, we derive the expression for R m . The first and second terms on the right-hand side of Eq. (A10) need to be manipulated into the form of a divergence of a tensor. The first term can be rewritten using the product rule
The second term can be rewritten using the following manipulations:
In the first, third, and fourth lines, we have applied the product rule, and in the second line, added zero. Note that the last term in Eq. (A13) is equal to the second term on the righthand side in Eq. (A10). Combining Eqs. (A10) and (A12), and (A13), we obtain the gradient contribution to the reversible stress,
The curvature contribution R α is found by manipulating the first and second terms on the right-hand side in Eq. (A11 
where we have used the product rule in the first and second lines and added zero on the third line. We introduce the following identities: 
Expressions for reversible stress for a two-component fluid can be derived similarly by introducing the component mass balance as a constraint in the expression for the action. For viscous fluids, the dissipative and fluctuating stress are added in parallel alongside the reversible stress in the momentum balance.
Rewriting the momentum balance as the divergence of a tensor is advantageous in a numerical simulation because it allows the identification of the momentum flux, which provides a straightforward procedure to ensure that the integration scheme conserves momentum. t α,n is recovered. We caution that our FHD-GL model does not attempt to describe the dynamics of rarified vapor. Rather, the flux correction scheme is a computationally efficient method to allow a background vapor phase to exist in simulation and enables us to solve the FHD-GL equations throughout the entire volume of the system without having to explicitly track regions of low density. In addition, our scheme ensures that simulations of bulk water remain numerically stable when small grid volumes are used, allowing for transient cavitation within a grid but avoiding the numerical singularities associated with the appearance of low density.
Conservation of mass and momentum is ensured because the exchanges of these quantities obey "equal and opposite." The amount of mass or momentum leaving one cell is equal to the amount entering the neighboring cell. We note that alternative strategies are possible but they do not conserve mass and/or momentum. One may consider using a cutoff scheme, which resets the mass in a cell to zero, if it were to become negative. However, this modification does not conserve mass. One may also consider scaling the momentum densities -assumed here to be equal to mass fluxes -to increase (decrease) the mass entering (leaving) a low-density cell. While this scheme conserves mass, it does not always conserve momentum. By decoupling momentum density and mass flux for low density cells, both mass and momentum are conserved. We find such conservation is crucial for the computed capillary wave spectra for argon and water to agree with predictions by capillary wave theory.
