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PROCEEDINGS OF THE TWENTY-FOURTH ANNUAL 
BIOCHEMICAL ENGINEERING SYMPOSIUM 
The 24th Biochemical Engineering Symposium was held 9-10 September 1994 at the 
YMCA of the Rockies conference center in Estes Park, Colorado, under the sponsorship of 
the Department of Chemical Engineering at the University of Colorado. Previous symposia 
in this series have been hosted by Kansas State University (1st, 3rd, 5th, 9th, 12th, 16th, 
20th), University of Nebraska-Lincoln (2nd, 4th), Iowa State University (6th, 7th, 10th, 13th, 
17th, 22nd), University of Missouri-Columbia (8th, 14th, 19th), Colorado State University 
(11th, 15th, 21st), University of Colorado (18th), and the University of Oklahoma (23rd). The 
next symposium is scheduled to be held at the University of Missouri-Columbia. 
The symposia are devoted to talks by students about their ongoing research. Because 
final publication usually takes place elsewhere, the papers included in the proceedings are 
brief, and often cover work in progress. 
Attending the twenty-fourth annual biochemical engineering symposium were the 
following: 
Colorado State University- Chris Cannizzaro, Michael De John, Adeyma DiCorpo, Patrick 
Gilcrease, Hugh Graham, Linda Henk, Jim Linden, Paul Mefford, Noushin Mirjalili, Paul 
Mondani, Vince Murphy, William F. Nagle, Narendra M. Poflee, Daryl Pulver, Allen 
Rakow, Ken Reardon, Julie Rogers, John Sargantanis, Victor Saucedo, Wanwisa 
Skolpap, Theresa Smith, Traci Squires, Xinzhi Sun, Bindu Thota, Sergio Valentinotti, 
Katherine Whitty, Ferhana Zaman, Julio A. Zimbron 
Iowa State University - Hai-yin Chang, Pedro Coutinho, Bipin Dalmia, Cordelia Dornfeld, 
Dawn Downey, Weiyu Fan, Chuck Glatz, Zhong Gu, Tzu-Yin Hsiao, Anurag Joshi, 
Hsuan-Liang Liu, Peeyush Maheshwari, Saikumar Mungara, Prasanth Nandigala, Zivko 
Nikolov, Daniela Prinz, Peter Reilly, Maribel Rodriguez-Torres, Arunthathi Sivasothy 
Kansas State University • Larry E. Erickson, Prashant Gandhi, Ryan Green, Mary Jesch, 
Muralidharan Narayanan, Satish Kumar Suntharam, Tian-Yih Yiin 
University of Colorado - J.P. Agarwala, Narendra Bam, Steve Cape, Rob Davis, Janet 
deGrazia, Rick Falk, Marty Guinn, Claudia Heinen, Marty Heller, Ellen Johnson, Ken 
Jones, LaToya Jones, Jeffrey Kern, Dhinakar Kampala, Peter Kunze, Ching-Yuan Lee, 
Tony Marble, Scott Nichols, Antonio Payano, Rod Pelzel, Ted Randolph, Sanjeev 
Redkar, Edie Sevick, Travis Thelen, Arun Tholudur, Paul Todd, Barry Vant-Hull, Neal 
Williams, Yanting Yang, Jennifer Young, Lin Zhang 
University of Kansas - Tung Nguyen, Sridhar Sundaram 
University of Oklahoma • Greg Davis, Brad Forlow, Roger Harrison, Chris Haught, Carol 
Lauren 
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24th ANNUAL BIOCHEMICAL ENGINEERING SYMPOSIUM 
9-10 September 1994 Estes Park, Colorado 
Friday, 9 September 
6:00- 8:00 pm 
Saturday, 1 0 September 
Program 
BBQ and Social nme (Upper Cookout Inn) 
7:30- 8:30 am 
8:30- 8:45 
Breakfast (Dining Hall) 
Firat Session of Oral Presentations (Dick Hall) 
1. The Role of Biodegradation in Traditional and Innovative Remediation 
Technologies, P. Gandhi, L.E. Erickson, and L.T. Fan, Department of Chemical 
Engineering, Kansas State University 
2. Expression of an Antimicrobial Peptide in a Fusion Protein in Escherichia coli, 
Chris Haught and Roger G. Harrison, School of Chemical Engineering and 
Materials Science, University of Oklahoma 
3. Using High-Frequency Backpulsing to Maximize Crossflow Filtration 
Performance, Sanjeev G. Redkar and Robert H. Davis, Department of Chemical 
Engineering, University of Colorado 
9:45-10:15 
10:15-11:30 
Break (Dick Hall) 
Second Session of Oral Presentations (Dick Hall) 
4. Low Molecular Weight Organic Compositions of Acid Waters from Vegetable Oil 
Soapstocks, Steven L. Johansen, Arunthathi Sivasothy (presenter), and Peter J. 
Reilly, Department of Chemical Engineering, Iowa State University; Michael K. 
Dowd, Southern Regional Research Center, U.S. Department of Agriculture; Earl 
G. Hammond, Food Science and Human Nutrition, Iowa State University 
5. Gas Phase Composition Effects on Suspension Cultures of Taxus cuspidata, 
Noushin Mi~alili, Debra L. Piddington, and James C. Linden, Department of 
Agricultural and Chemical Engineering, Colorado State University 
6. Cybernetic Modeling of Spontaneous Oscillations in Continuous Cultures of 
Saccharomyces cerevisiae, Kenneth D. Jones and Dhinakar Kompala, 
Department of Chemical Engineering, University of Colorado 
11:30-12:30 
12:30- 2:30 
Lunch (Dining Hall) 
Free nme and Poster Setup 
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2:30- 3:30 Poster Presentations (Dick Hall) 
P1. Use of Rotating Wall Vessel (RW\.1 for Study of Plant Cell Culture, Xinzhi Sun 
and James C. Linden, Department of Agricultural and Chemical Engineering, 
Colorado State University 
P2. Applications of Membrane Separation, Zhong Gu, Scott Blonigen, Tzu-Yin Hsiao, 
and Charles Glatz, Department of Chemical Engineering, Iowa State University 
P3. CrystaUization of Lysozyme at High Pressures, Mungara Saikumar, Maurice 
Larson, and Charles Glatz, Department of Chemical Engineering, Iowa State 
University 
P4. Enhancement of Downstream Processing Using Genetic Engineering, Craig E. 
Forney, Meng H. Heng, John A. Luther, Maribel Rodriguez Torres (presentor), 
and Charles E. Glatz, Department of Chemical Engineering, Iowa State University 
PS. A Novel Counter-Current Distribution Device for the Biphasic Aqueous Extraction 
of Proteins and Molecules, Martin A. Guinn and Paul Todd, Department of 
Chemical Engineering, University of Colorado 
P6. Computer Simulation of Electrophoresis, Yangting Yang and Edith M. Sevick, 
Department of Chemical Engineering, University of Colorado 
P7. Lyophilysate Morphology Effects on Enzymatic Activity in Organic Solvents, Janet 
L. deGrazia, Rodney I. Pelzel, and Theodore W. Randolph, Department of 
Chemical Engineering, University of Colorado 
PB. Use of TNT (2,4,6-Trinitrotoluene) by Pseudomonas Fluorescens as a Sole 
Nitrogen Source for Growth, Patrick C. Gilcrease and Vincent G. Murphy, 
Department of Agricultural and Chemical Engineering, Colorado State University 
P9. Effect of Multiple Substrates on Ethanol Production Using a Recombinant 
Escherichia coli, H. Thota and M.N. Karim, Department of Agricultural and 
Chemical Engineering, Colorado State University 
P1 0. Biodegradation of 2,4-Dinitrotoluene by Pseudomonas PR7 in Suspended-Cell 
Culture and in an Immobilized-Cell Fluidized Bed Bioreactor, Katherine K. Whitty 
and Kenneth F. Reardon, Department of Agricultural and Chemical Engineering, 
Colorado State University 
P11. Solid-State Fermentation of Sweet Sorghum to Ethanol, Linda L. Henk and 
James C. Linden, Department of Agricultural and Chemical Engineering, 
Colorado State University 
P12. Ethylene Enhanced Sucrose Efflux from Sugar Beet Discs, Daryl T. Pulver and 
James C. Linden, Department of Agricultural and Chemical Engineering, 
Colorado State University 
P13. Stochastic Modeling for a Recombinant Fed-Batch Fermentation for Ethanol 
Production, Victor M. Saucedo and M. Nazmul Karim, Department of Agricultural 
and Chemical Engineering, Colorado State University 
P14. A Laboratory Study of the Fate of Trichloroethylene and 1,1,1-Trichloroethane in 
the Presence of Vegetation, Muralidharan N., Ryan M. Green, and Larry E. 
Erickson, Department of Chemical Engineering, Kansas State University; 
Lawrence C. Davis, Department of Biochemistry, Kansas State University 
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P15. Modeling the Fate of Pyrene in the Rhizosphere, S. Santharam, L.E. Erickson, 
and L.T. Fan, Department of Chemical Engineering, Kansas State University 
P16. Effects of Synthetic Surfactants of the Biodegradation of Asphaltene Petroleum 
Fractions, Gregory D. Davis and Roger G. Harrison, School of Chemical 
Engineering and Materials Science, University of Oklahoma 
P17. Formation of Uposomes with Membrane Proteins as Model White Blood Cells, 
Brad Forlow and Matthias Nollert, School of Chemical Engineering and Materials 
Science, University of Oklahoma 
P18. Derivatization of Maltooligosaccharides, Daniela Prinz, Peter J. Reilly, 
Department of Chemical Engineering, Iowa State University; Zivko L. Nikolov, 
Department of Food Science and Human Nutrition, Iowa State University 
P19. Glucoamylase Structure: Insight for Protein Engineering, Pedro M. Coutinho and 
Peter J. Reilly, Department of Chemical Engineering, Iowa State University 
P20. Surfactants and Polymers as Stabilizers of Liquid Protein Formulations, Narendra 
Bam, Department of Chemical Engineering, Yale University; Theodore Randolph, 
Department of Chemical Engineering, University of Colorado; Jeffrey Cleland, 
Genentech, Inc., South San Francisco 
P21. Local Glass Transition Temperatures and Lactate Dehydrogenase Stability 
During Lyophilization from Dextran Solutions, Claudia Heinen and Theodore W. 
Randolph, Department of Chemical Engineering, University of Colorado 
P22. Electrophoretic Aggregation of Heterogeneous Populations of Particles or Cells, 
Scott C. Nichols, Michael Loewenberg, Paul Todd, and Robert H. Davis, 
Department of Chemical Engineering, University of Colorado 
P23. Optimization of a Stir-Cell Bioreactor for In Vitro Production of RNA, Neal T. 
Williams, Kim A. Wicklund, and Robert H. Davis, Department of Chemical 
Engineering, University of Colorado 
P24. Novel Membrane-Based Methods for the Crystallization of Biological Macro-
molecules, Michael G. Sportiello and Paul Todd (presenter), Department of 
Chemical Engineering, University of Colorado; Jurgen Sygusch, Departement de 
Biochemie, Universite de Montreal 
P25. Protein Transport Through Reverse Micellar Immobilized Liquid Membrane and 
Effect of Electric Field, J.P. Agarwala and Paul Todd, Department of Chemical 
Engineering, University of Colorado; John J. Pellegrino, National lnstiMe of 
Standards and Technology 
P26. Purification and Characterization of Porcine Liver Aldehyde Oxidase, Peeyush 
Maheshwari and Patricia A. Murphy, Department of Food Science and Human 
Nutrition, Iowa State University; Zivko L. Nikolov, Departments of Food Science 
and Human Nutrition and Agricultural and Biosystems Engineering, Iowa State 
University 
P27. Extension and Contraction of a Linear Polyelectrolyte Hooked Around a Post, L. 
Zhang, E. M. Sevick, and D. A.M. Williams, Department of Chemical Engineering, 
University of Colorado 
P28. T7 RNA Polymerase Transcription from Immobilized Synthetic DNA Templates, 
H. Anthony Marble and Robert H. Davis, Department of Chemical Engineering, 
University of Colorado 
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3:30- 4:45 Third Session of Oral Presentations (Dick Hall) 
7. Effect of Turbulent Frequencies on Intracellular Calcium Mobilization in Plant and 
Mammalian Cells, Christopher M. Cannizzaro, Practyumna K. Namdev, and Eric 
H. Dunlop, Department of Agricultural and Chemical Engineering, Colorado State 
University 
8. Experimental Studies of Droplet Ejection at the Free Surface in Sparged 
Reactors, Tian-Yih Yiin, Larry A. Glasgow, and Larry E. Erickson, Department of 
Chemical Engineering, Kansas State University 
9. The Role of Domain E (Starch-binding Region) on the Activity of a Bacillus 
macerans Cyc/odextrin Glucanotransferase, Hai-yin Chang and Trang Le, 
Department of Food Science and Human Nutrition, Iowa State University; Zivko 
L. Nikolov, Departments of Food Science and Human Nutrition and Agricultural 
and Biosystems Engineering, Iowa State University 
vi 
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IN-WELL AERATION: AN INNOVATIVE SUBSURFACE 
REMEDIATION TECHNOLOGY 
Prashant Gandhi, X. Yang, L. E. Erickson, and L.T. Fan 
Department of Chemical Engineering 
Kansas State University, Manhattan, KS 66506-5102 
The peiformance of an in-situ aeration well has been examined for cleaning-up sites contaminated with 
organic nonaqueous phase liquids (NAPLs). The upward movement of air in the well causes an airlift 
pump effect and induces a circulatory flow of water in the aquifer. This configuration acts as an "in-well 
pump-and-treat system" that avoids the necessity to lift water for aboveground treatment. The flow of 
water has been modeled as a potential flow between the sources and sinks. A special bioreactor within the 
well casing is proposed where biodegradation and volatilization take place. The results of simulation dem-
onstrate that biodegradation in the well is the primary pathway through which soluble contaminants, e.g., 
BTEX, are removed from the aquifer. Highly insoluble contaminants, e.g .• phenanthrene, are removed, 
however. mainly through biodegradation in the aquifer. 
INTRODUCTION 
In-situ air sparging (lAS) is an emerging technology that addresses the organic contamination in 
the saturated zone in a cost-effective manner. lAS is divided into two distinct technologies, air injection 
into the aquifer and in-well aeration. In-well aeration involves the injection of air into the bottom of a well. 
As the air travels upward, it strips the volatile contaminants and supplies oxygen to the aqueous phase. 
Since the primary limiting factor in the aerobic biodegradation of contaminants is often oxygen, aeration 
enhances the capability of biodegradation in the well. The upward movement of air results in an airlift 
pump effect, thus causing water to flow into the well from the deeper screened portion of the well and out 
of the well from the shallower portion of the well. In favorable hydrogeological conditions, a circulation 
pattern is established; this causes the contaminated water to be treated as it passes through the well. The 
quantity of circulating water can be enhanced by having a pump in the well casing. The pan of the aquifer 
with a continuous circular flow is constantly supplied with oxygen from the well. Nutrients needed by the 
microorganisms can also be injected into the circular How. Hence, the aquifer behaves as an in-situ biore-
actor too. In-well aeration has been successfully implemented in Germany where it is commonly referred 
to as "UVB", a German acronym for a phrase which means vacuum vaporizer well (Heming et a/., 1991 ). 
The major purpose of this paper is to present a simple and computationally efficient methodology 
to model the performance of in-well aeration. A bioreactor is considered to be installed within the well cas-
ing between the lower and upper screens to treat the contaminants by both biodegradation and volatiliza-
tion, as has been implemented in Europe to remediate contaminated sites (Heming eta/., 1994). 
MODEL DEVELOPMENT 
Developing a model to evaluate the performance of in-well aeration breaks down into two sec-
tions. First, the physics of the movement of water in the saturated zone is characterized, and second, the 
1 
governing equations describing the remediation of the contaminated aquifer are derived. 
Description of the system 
A typical application of in-well aeration is schematically illustrated in Figure I. Air is injected into 
the bottom of a well. Due to the airlift pump effect, groundwater is pumped vertically within the well. The 
contaminated water enters the well at the bottom and the treated water leaves at the top. Oxygen is trans-
ferred from the air into the water which facilitates the biodegradation of the contaminants in the well. A 
bioreactor can be installed within the well casing to enhance the biodegradation of the contaminants. This 
bioreactor can be packed with wood chips, glass beads, small rocks or artificial packing materials to pro-
vide the desired hydraulic conductivity and surface area for microbial attachment. Immobilized microbial 
cells are protected from being washed out of the reactor and thus grow to higher cell densities than sus-
pended growth cultures (Hoeppel and Hinchee, 1994). 
In the vicinity of the well, a circulation zone is created. The generated groundwater circulation 
detertnines the sphere of influence of the well. Here, the circulation of groundwater is modeled by resorting 
to the potential flow theory of sources and sinks. The derivation of the governing equations describing the 
flow pattern have been shown elsewhere by Gandhi (1994). Figure 2 plots various streamlines representing 
the circulatory flow of water in the vicinity of the well. Herrling et a/.(1994) has described a case study in 
Gertnany where the "UVB" technology is successfully remediating a site contaminated with the BTEX 
compounds. They have reported that a water flow rate of 6 m31h could be maintained without problems 
during the well operations. When the average velocity of water, calculated from this flow rate, is substi-
tuted in Darcy's equation, it gives a hydraulic head of O.lm for a sandy aquifer. Since this is a plausible 
value, a water flow rate of 6 m31h is adopted in our simulation. 
The volume enclosed by two adjacent streamlines is referred to as a stream tube. The tube volumes 
have been calculated by rotating the streamlines around the axis between the sources and the sink. The 
parameters for calculating the streamlines, the streamtube volumes, and the mean residence time of water 
in each stream tube are shown in Table I. 
Governing equations 
The aquifer to be remediated is assumed to be contaminated by a NAPL. Treatment relies on two 
processes functioning in tandem: volatilization and biodegradation in the reactor, and dissolution and bio-
degradation in the aquifer. The model describing these processes is derived based on the following 
assumptions: I) The bioreactor is a continuous-flow-stirred-tank reactor (CSTR); 2) Flowing air is in phase 
equilibrium with water; 3) The concentrations of biomass and contaminant attached to the solid surface in 
the bioreactor are governed by their respective partition coefficients; 4) The biochemical reaction rate in 
the bioreactor follows the Monad kinetic model and depends on the concentration of oxygen, biomass, and 
the substrate, i.e., the contaminant; 5) The aquifer is a homogeneous porous media in which NAPL blobs 
are unifortnly distributed; 6) Diffusion of contaminants from one streamtube to another is negligible: 7) 
Sorption and dissolution equilibria are attained in the aquifer, and 8) Biodegradation in the aquifer is lim-
ited only by the availability of oxygen. 
The assumption of interphase equilibrium in the aquifer, valid under some circumstances, simpli-
fies calculations in the model. Gandhi et a/. ( 1994) have made these assumptions to model the effective-
ness of bioremediation enhanced pump-and-treat technology. Separate sets of governing equations have 
been derived for the bioreactor within the well casing and the aquifer. 
2 
a Bjoreactor 
Mass balances over the bioreactor give the governing equations for the contaminant, biomass, and 
oxygen. In a finite difference fonn, this yields the following. 
For contaminant: 
(I) 
For biomass: 
CQwcft..t) + CRbc~/ 1VrE~) 
(2) 
For oxygen: 
(3) 
In the above equations, the bars over the concentration tenns represent the average values of concentration 
in the time interval At In developing the mass balance equation, the retardation factors, R,., Rb, and R0 • 
have been introduced; for species q. q= s, b, o: 
R = q (4) 
These retardation factors indicate that local equilibriwn prevails among the aqueous. vapor, and solid 
phases in the reactor. The vapor phase concentrations of contaminant and oxygen leaving the reactor can 
be calculated by applying Henry's law, according to which 
where ro is the concentration in the vapor phase. 
b. AQuifer 
(5) 
The assumption of interphase equilibriwn simplifies calculations in the aquifer. The aqueous con-
centration of contaminant is equal to it£-solubility as long as a NAPL is present in a streamtube. After the 
NAPL disappears, the aqueous phase concentration is governed by the extent of biodegradation of contam-
inant and that of its adsorption onto the soil. Since complete conswnption of oxygen in a streamtube has 
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been assumed, the extent of biodegradation is detennined by the inlet oxygen concentration. The mass bal-
ance equation on the contaminant in the i-th streamtube can be written as (Gandhi, 1994; Gandhi et a/., 
1994) 
¥01, represents a stoichiometric coefficient yielding the ratio of mass of oxygen consumed to the mass of 
contaminant biodegraded; it is calculated by assuming complete mineralization of contaminant to carbon 
dioxide and water. The above equation is used to calculate the NAPL porosity, t;,. as a function of time by 
resorting to the relation 
(7) 
Once the NAPL disappears in any tube, the water porosity in that tube becomes equal to E1, and Equation 
(6) then calculates the aqueous contaminant concentration at the outlet of the i-th stream tube. The aqueous 
contaminant concentration at the inlet to the bioreactor is calculated at each time step from the relation 
(8) 
SIMULATION 
Table 2 lists the parameter values specified for the simulation. Thble 3 gives the organic com-
pounds serving as contaminants for the simulation and their representative properties. The organic com-
pounds chosen are benzene, toluene, ethylbenzene, xylene, and phenanthrene. The data for xylene are 
values averaged over those foro-, m-, and p-xylene. The tabulated values of solubility and vapor pressure 
are at a temperature of 20 °C. With all the necassary data and infonnation, as given in Thbles 2 and 3, simu-
lation has been canied out by numerically solving the governing mass balance equations, i.e., Equations 
{1), (2), (3), and (6). The simulation is discontinued when the aqueous phase contaminant concentration 
reaches 0.1 mg/L. 
RESULTS AND DISCUSSION 
The results of the numerical simulation are plotted in Figure 3 and tabulated in Thble 4. Results of 
the simulation with phenanthrene have not been included in the figures along with the B1EX compounds 
owing to the enonnous time scale required for its remediation. The symbols identifying the results for spe-
cific contaminants represent simulated values. 
Figure 3 plots the nonnalized aqueous-phase concentration of benzene, toluene, ethylbenzene, and 
4 
xylene at the inlet to the well against time. 1be aqueous-phase concentration at the inlet to the well is the 
volume-average of concentrations at the outlet from various streamtubes; it is calculated from Equation 8. 
The normalized concentrations are calculated by dividing the aqueous phase concentration of each contam-
inant by its solubility. Figure 3 illustrates that the aqueous phase concentration of the contaminant at the 
inlet to the well remains constant at its solubility as long as the NAPL persists in all the streamtubes in the 
aquifer. The aqueous-phase concentration, however, decreases once the NAPL disappears in the first 
streamtube. The flat regions of the curves reflect the tailing exhibited in a particular stream tube, the degree 
of which is governed by the value of the distribution coefficient. The irregular shape of the curves is anrib-
utable to the fact that the aquifer is approximated by a finite number of stream tubes; in reality, the curves 
are expected to be smooth. The results indicate that the aqueous-phase concentrations of benzene, toluc:ne, 
ethylbenzene. and xylene decrease to 0.1 mg/L in 296,542, 1112, and 1122 days, respectively. Simulation 
results also indicate that removal of phenanthrene requires 88 years. 
The cumulative mass of each of the contaminant removed in the well is reported in Table 4; the 
removal mechanisms are volatilization and biodegradation. It is apparent that biodegradation removes a 
significant mass of the contaminants. The relative importance of biodegradation increases as the contami-
nant solubility decreases. Biodegradation in the aquifer is not a major pathway for removal of soluble con-
taminants such as benzene or toluene. Nevertheless, biodegradation in the aquifer accounts for 
approximately 70% of the total mass of phenanthrene removed from the system, which has a solubility of 
only I mg/1.... Furthermore, it is evident that the volatilization in the reactor is governed by the contami-
nant's vapor pressure. For example, even though ethylbenzene has a lower solubility than xylene, the per-
centage of ethylbenzene volatilized in the reactor is greater than that of xylene. This can be attributed to the 
higher vapor pressure of ethyl benzene than xylene. 
CONCLUDING REMARKS 
In-well aeration functions as an "in-well pump-and-treat system"; this can reduce the cost of reme-
diation considerably, since the water need not be lifted above the ground for treatment. The proposed 
model evaluates the efficiency of in-well aeration technology for cleaning up sites contaminated with 
organic NAPLs. The circulatory movement of water has been modeled on the basis of the potential flow 
theory of sources and sinks to describe the flow through porous media. The aquifer has been represented by 
a finite number of streamtubes. The results of simulation suggest that in-well aeration is well suited for 
remediating soluble contaminants. The results also suggest that biodegradation is the major pathway for 
the removal of slightly soluble contaminants from the aquifer, its importance over volatilization increasing 
with a decrease in contaminant solubility. This translates into a decrease in the remediation cost in states 
where regulations govern aboveground treatment of vapors prior to their emission, because the amount that 
need be treated is reduced. Various assumptions have been made in developing the proposed model. None-
theless, the model provides a simple and computationally efficient tool to predict the performance of in-
well aeration technology. 
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NOTATION 
C Concentration in the aqueous phase; 
c,., Solubility of the contaminant in the aqueous phase; 
foe Fraction of organic carbon in the aquifer, 
Hq Henry's law constant for the q-th species; 
K.J Decay rate constant; 
Ka Saturation coefficient of oxygen; 
Kac Organic carbon I water partition coefficient; 
K, Saturation coefficient of substrate; 
k.Jq Distribution coefficient of the q-th species; 
MW Molecular weight of the contaminant; 
po Vapor pressure of the contaminant; 
Q8 Flow rate of air, 
Qw Flow rate of water, 
R Gas constant; 
Rq Retardation factor of the q-th species; 
T Absolute temperature; 
t Time; 
V Volume of the bioreactor; 
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Y Yield factor; 
Ya/s Stoichiometric coefficient; 
E Porosity of the medium; 
Jlmax Maximum specific growth rate of biomass; 
Pb Bulk soil density; 
Pn Density of the NAPL; 
ro Concentration in the vapor phase. 
Subscripts Superscipts 
a air, i-th streamtube in the aquifer; 
b biomass; r bioreactor; 
n NAPL; a outlet of the bioreactor; 
0 oxygen; ~ inlet to the bioreactor. 
s substrate; 
w water. 
TABLE 1. Conceptualization and physical characteristics of streamtubes 
Stream tube num- Radius of Volume Flow rate Residence 
ber (1) influence (m3) (m3/h) time (h) (m) 
I 0.45 2.1 0.16 13.1 
2 0.77 4.45 0.32 13.9 
3 1.18 8.4 0.55 15.2 
4 1.57 11.08 0.63 17.58 
5 1.98 15.04 0.66 22.78 
6 2.49 23.9 0.76 31.44 
7 3.02 32.36 0.67 48.3 
8 3.59 43.47 0.59 73.67 
9 4.23 59.53 0.51 116.72 
10 4.74 56.06 0.30 !86.86 
(1) Stream tube number I is closest to the well and streamtube number 10 is farthest away. 
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TABLE 2. Values of model parameters 
Parameter 
Total aquifer porosity, ET 
Initial aqueous phase porosity in aquifer, Ew 
Initial NAPL porosity in aquifer, En 
Aqueous phase porosity of the bioreactor, Er w 
Air phase porosity of the bioreactor, f! a 
Bulk soil density, Pb 
Total water flow rate, Qw 
Air flow rate, Oa 
Oxygen concentration in air at the inlet to the bioreactor, o:P 0 
Retardation factor for biomass, Rb 
Retardation factor for contaminant, R5 
Retardation factor for oxygen, Ro 
Maximum specific growth rate of microorganisms (20 °C), Jlmax 
Endogenous decay constant, ~ 
Diameter of the bioreactor, d 
Depth of the contamination, h 
TABLE 3. Contaminant properties at 20 °C 
0.4 
0.38 
O.o2 
0.3 
0.1 
Value 
1.4 g /cm3 
6m3 /h 
18m3 /h 
280 mg!L 
25 
3 
12 
5/day 
Jlmax /60 
1.5m 
5m 
Density Distribution Vapor Solubility Hemy's Contaminant coefficient (I> pressure (pO) constant <2> (gm/cm3) (L /kg) (mmHg) (mg !L) (Dimensionless) 
Benzene 0.895 2.55 76 1780 0.1798 
Toluene 0.875 4.53 22 515 0.2122 
Ethyl benzene 0.874 4.74 7.08 !52 0.2666 
Xylene 0.87 6.30 5.8 162 0.2049 
Phenanthrene 1.179 687.24 3.52 * 10 ·3 I 0.034 
(I) The distribution coefficient, kct. has been calculated from the relation, k.J = Koc foe.; the fraction of 
organic cartJon is taken as 0.03. 
(l) The dimensionless Henry's law constant is calculated as follows: 
H = Po/RT xMWx!OOO 
s csat 
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TABLE 4. Mass balances at 20 °C 
%Mass %Mass %Mass 
Contaminant biodegraded in the volatilized in the biodegraded in the 
reactor reactor aquifer 
Benzene 52.09 47.15 0.76 
Toluene 80.88 17.23 1.88 
Ethyl benzene 83.42 10.74 5.85 
Xylene 85.9 8.59 5.51 
Phenanthrene 26.9 1.05 72.05 
Air compressor or blower Ac1ivatcd carbon 
VADOSE ZONE 
WATER TABLE 
0 
0 
AQUIFER 
0 
FIG. 1. Schematic representation of the in-well aeration system. 
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EXPRESSION OF AN ANTIMICROBIAL PEPTIDE ANALOG IN 
ESCHERICHIA COLI 
by 
CHRIS HAUGHT and ROGER G. HARRISON 
SCHOOL OF CHEMICAL ENGINEERING AND MATERIALS SCIENCE 
UNIVERSITY OF OKLAHOMA 
Several antimicrobial peptides discovered in the last 10 years have potential applications as 
therapeutic agents, food preservatives, and animal drugs. A banier to the commercialization of 
antimicrobial peptides was that they were difficult to produce by recombinant DNA technology. 
In this study, a novel antimicrobial peptide, designated analog P2, was successfully expressed at a 
high level in Escherichia coli as a fusion protein. Analog P2 was fused to the C-terminus of the 
parent protein. The parent protein was selected as a fusion partner because it was completely 
insoluble when expressed by itself in E. coli. The fusion protein was expressed solely as an 
inclusion body. This expressed fusion prevented the antimicrobial activity of the peptide from 
killing the bacteria. 
INTRODUCTION 
Antimicrobial peptides have been discovered in a variety of organisms over the past 
decade. These peptides ranged in length from 15 to 34 amino acids. They usually contained a 
minimum of four Lys and/or Arg residues. Natural antimicrobial peptides were divided into 
classes such as cecropins (1), defensins (2), gramicidins (3,4), magainins (S), melittins (6), and 
sacrotoxins (7). It has been found that antisense peptides to some of the classes of peptides listed 
above have antimicrobial activity (8). 
Recombinant DNA technology has been utilized to help produce large quantities of 
proteins or peptides in bacteria and yeast. When expressing the antimicrobial peptides in bacteria, 
an efficient expression system must be developed. Some systems have been developed for 
production of fusion proteins in Escherichia coli. Expressing a protein or peptide as part of a 
fusion has been found to be a useful method for overproducing proteins or peptides foreign to the 
host. The general basis for a fusion system involved connecting the gene of interest to a carrier 
gene with a chemical or protease recognized linker sequence between the two genes (9). The 
desire was to have a single step affinity purification tacilitated by the carrier protein (10). 
Various groups have attempted to produce antimicrobial peptides by different expression 
systems and in a variety of microorganisms. Scorpion insectotoxin, a 35 amino acid peptide, was 
produced in yeast and bacteria (I I). This peptide was secreted into the culture medium but was 
not biologically active due to the incorrect formation of disulfide bonds. Scorpion insectotoxin 
was also expressed without being secreted to the medium, and it was found that it was unstable in 
the bacterial cytosol. This instability was attributed to proteolytic degradation of the peptide. 
Cecropin A was produced in the insect cells of Trichoplusia ni and Hyalophora cecropia ( 12, I 3). 
A baculovirus expression system was used to overproduce this peptide. The peptide was found to 
have biological activity when it was processed correctly. Defensin A was expressed in yeast and 
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was found to have antimicrobial activity (14). Human neutrophil peptide I (HNP-1) and a 
cecropin/melittin (CEME) hybrid were produced in a variety ofbacteria as fusions to different 
proteins (15). The peptides HNP-1 and CEME were fused to glutathione-S transferase (GST) 
and expressed in E. coli. Both fusions caused inclusion body formation and were purified by 
standard techniques (I 6). In order to prevent protease degradation of the peptide portion of the 
fusion, a defensin pre-pro sequence encoding the amino acid sequence found prior to the 
defensin-encoding gene of eukaryotic cells was inserted between the GST gene and the peptide 
gene. This caused a secondary structural change of the expressed peptide so that it was not 
available to host proteases. The peptides produced in E. coli were not biologically active. The 
HNP-1 and CEME fusions were also expressed in Staphylococcus aureus and secreted to the 
medium. These fusions were found to be biologically active. 
The gene fusion strategy for this research was to join the P2 gene, which coded for an 
antisense analog to magainin 2, to the C-terminus of the parent gene and express 
that fusion under the regulation of the lac promoter. The fusion has been purified by 
centrifugation and then solubilized with urea. The antimicrobial activity of the fusion protein was 
tested. The goal of this research is to improve the techniques used by Piers et al. (15). The 
improvements involve producing a biologically active antimicrobial peptide in E. coli and 
preventing protease degradation of the fusion protein. 
MATERIALS AND METHODS 
Bacterial Strains, Plasmidil, and Growth Conditions 
E. coli NM522: supE, thi, .6(hsdMS-mcrB)5, .6(/ac-proAB), F '[proAB\ lacJ'I, 
lacZ4Ml 5] was used as the host cell for plasmid preps and protein expression. E. coli BMH 
71-18 mut S: thi, supE .6(/ac-proAB) [mutS: TnlO] F '[proAB+, /acJ'I, lacZ4M15] was used as 
the host cell for the double stranded mutagenesis. Plasmid P2 containing the antisense peptide 
gene was synthesized, cloned and sequenced by Biosynthesis Inc. (Lewisville, TX) The growth 
medium used was LB medium (10 g oftryptone, 5 g ofyeast extract, and 10 g ofNaCl in I liter). 
Ampicillin was added to the growth media as growth conditions required. Cells were grown at 
3-f>C with shaking at 300 rpm. Plasmid mini-preps were performed with the FlexiPrep kit 
(Pharmacia Biochemicals). 
Fusion Gene Cloning 
The plasmid containing the parent protein was mutated as described previously (17 ). 
The mutated plasmid, containing the new Mlul and Agel sites, was digested with 25 U of Agel at 
25°C for 2 h. and then digested with 25 U ofMiul at 3-f>C for 2 h. The P2 plasmid containing 
the P2 gene was digested with 25 U of Agel at 25°C for 2 h. and then digested with 25 U ofMiul 
at 3-f>C for 2 h. Both of the digestion mixtures were loaded onto a 1.2% low melting 
temperature (LMT) agarose gel and the gel was run for I h. at 50 V. The bands corresponding to 
the digested pWHA49 mutated plasmid and the P2 gene were excised. The two bands were 
placed together in a microcentrifuge tube, melted at 65°C, 8 U ofT4 DNA ligase was added. 
The mixture was placed at 16°C overnight (18). The ligation mixture was melted at 65°C, 80 1'1 
of2X TCM (20 mM Tris, pH 7.5, 20 mM CaCI:z, and 20 mM MgCIJ was added, then 160 ,.I of 
competent E. coli NMS22 cells was added, and the transformation mix was subjected to standard 
protocol ( 16). Colonies were screened by restriction enzyme digests with Agel and Mlul, 
followed by agarose gel electrophoresis to confirm the presence of the P2 gene in the fusion. 
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Fusion Gene E~:pression and Cell Fractionation 
Fresh LB medium, 10 ml, containing 100 ILglml of ampicillin was inoculated with 100 ILl 
of an overnight culture of E. coli NM522 harboring the plasmid containing the fusion gene. Cells 
were grown with shaking at 3f>C. When the optical density (OD) of the culture reached 0.4 at A 
600 om, isopropyl-1-thio-/J-D-galactopyroanoside (IPTG) was added to a final concentration of 
I mM. The expression vector had a strong lac promoter that was regulated by the lac repressor 
and induced by the addition ofiPTG. Cells were grown at 3 f>c, and growth was continued for 
4 h. with shaking. After 4 h., the cells were centrifuged and resuspended in deionized water. The 
suspension was subjected to sonication at 80"/o power for 2 minutes and then centrifuged at I 5000 
X g for 20 minutes. The supernatant, containing the soluble fraction of proteins, was removed 
and the pellet was resuspended in an equal vohune ofDI water. 
SDS-PAGE and Immunoblotting 
Cells were harvested by centrifugation and resuspended in IX gel loading buffer (SOmM 
Tris-CI, 100 mM DTT, 2% SDS, 0.1% Bromophenol blue, and 10"/o Glycerol), and then analyzed 
by sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-P AGE). Immunoblotting of 
proteins from the polyacrylamide gel to a nitrocellulose filter was done according to the protocol 
of the ProBlot Western Blot AP System (Promega). For detection of the parent protein, the blots 
were incubated with a 1:5000 dilution of primary antibody then a 1:1000 dilution of secondary 
antibody, rabbit antiserum. The immuno-reactive bands were illuminated with nitro blue 
tetrazolium (NBT) and S-bromo-4-chloro-3-indolyl phosphate (BCIP). 
Isolation of lnsolu ble Fusion Protein 
E. coli cells containing the fusion protein were lysed by sonication at 4°C and centrifuged 
at I ,000 X g for IS min. (19). The supernatant was transferred to a new centrifuge tube and 
centrifuged at 27,000 X gfor IS min. The pellet was resuspended in I ml of deionized water 
containing 8% Triton X-100 at 4°C for 12 hours. The suspension was centrifuged at 13000 X g 
and the pellet was saved. The insoluble parent protein was also harvested and as a control. 
Solubilization and Activation of tbe Fusion Protein 
The detergent-insoluble pellet (from above) containing the fusion protein was resuspended 
in a volume of 8M urea. The absorbance of the fusion and parent protein was measured by UV 
spectrophotometry at ). 280 run. The peptide was --{)% of the fusion, so its individual 
concentration could be approximated from the total protein concentration. The fraction of fusion 
or parent protein present was estimated as a percentage of the proteins present in the insoluble 
pellet and the measured concentration was multiplied by this fraction. The fusion and parent 
proteins were folded by dialyzing extensively in 25 mM KH?04 buffer, pH 8.5, at 4°C (20). The 
unfolded proteins were left in 8M urea and stored at 4°C. 
Antimicrobial Activity Assay 
The minimum inhibitory concentration was used to determine antimicrobial activity of the 
peptide. The antimicrobial peptide was diluted over the range of 1000 ILg I ml to 10 ILg I mi. The 
bacterial strain used in this test was Escherichia coli D-31 which was grown to mid-log phase at 
3-f>C in tryptic soy broth (TSB) with moderate shaking. The bacteria were diluted to 10-s cfulml 
and 100 ILl was placed in each well of a microtiter plate against the varying concentrations of 
peptide to make a total vohune of200 j&l. The plates were incubated at 3-f>C overnight, and the 
lowest concentration at which no bacterial growth was detected was determined (21 ). This was 
the minimum inhibitory concentration (MIC). 
13 
RESULTS AND DISCUSSION 
Fusion Gene Construction· and Es:pression 
This was accomplished by performing the in-gel ligation procedure as described 
previously. Figure 1 shows the results of the insertion of the gene for the antimicrobial peptide 
(P2) into the mutated vector. Lane 2 shows the uncut vector containing the fusion gene. Lanes 
3-14 depict the restriction digest of the vector containing the fusion gene with Agel · 
and Mlul. The P2 gene was successfully ligated into the mutated vector, as seen in Figure 1. 
In order to confirm that the mutation of the parent vector and subsequent ligation of the 
P2 gene was correct, the fusion protein was induced and analyzed by SDS-PAGE. The fusion 
protein was under the control of the lac promoter and was induced by the addition of IPTG. The 
crude cell extracts were analyzed by SDS-PAGE. Figure 2 shows the results of the fusion protein 
expression after 4 hrs. of induction. Lanes 3, 14 and 1 S show the parent protein. The fusion 
protein was expressed from different clones in lanes 4-13. The fusion protein was shown in 
Figure 2 as indicated by the arrow. 
After incubation at 37"C for 4 hours, the expression level of parent protein was 21% of 
the total cellular protein as determined by densitometric analysis. The level of fusion expression 
was 31% of the total cellular protein. 
Protein Fractionation and Purification 
Figure 3 showed the fractionation of the soluble and insoluble portions of the cellular 
lysate. Also shown was the purification of the insoluble inclusion bodies by the centrifugation 
method as described previously. Lanes 3-6 showed the parent protein and lanes 7-10 showed the 
fusion protein. Lanes 3 and 7 showed the whole cell lysates of the expressed parent and fusion 
proteins, respectively. In lanes 4 and 8 were the soluble fractions of both of these proteins; there 
was no parent or fusion protein in these soluble fractions. Lanes S and 9 showed the insoluble 
fractions of the two expressions, and it was observed that all of the overexpressed protein, parent 
and fusion, were present in this fraction. Lanes 6 and 10 show the results of the purification of 
the inclusion bodies by the centrifugation method as described previously. The purified parent 
protein appears to have undergone a processing step that naturally occurs under certain 
physiological conditions (lane 6 in Figure 3). The fusion protein appears to have undergone this 
same processing (lane 10 in Figure 3 ). 
A Western blot of the same gel seen in Figure 3 was shown in Figure 4. This figure 
showed that the bands described as the fusion and parent proteins had an reaction to the parent 
protein antibody. The illuminated bands corresponded to lanes 3,5,6,7,9,and 10. This indicated 
that the fusion protein contained the parent protein portion as expected. This showed that the 
bands suspected of being the centrifugally purified parent and fusion proteins had a reaction to the 
antibody. This indicated that the processing suspected of occurring possibly happened, because 
the processed parent protein will still exhibit an antibody reaction. 
Antimicrobial Susceptibility to the Fusion Protein 
To further prove that the fusion protein also contained the antimicrobial peptide and to 
prove whether or not the fusion protein had antimicrobial activity, the antimicrobial susceptibility 
of the fusion protein was tested. The parent protein was also tested to rule out the possibility of it 
having antimicrobial activity. The unfolded peptide portion of the fusion protein did have 
antimicrobial activity at an MIC of -20 l'g/ml on a peptide basis; the next concentration of -10 
I'Wml on a peptide basis was where growth occurred, This was comparable to an MIC of 5 l'glml 
for the synthetic P2 peptide. The unfolded and folded parent protein did not exhibit any 
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1 2 3 4 s (f 7 8 9 10 11 12 13 14 
-
Figure 1. Enzymatic digests orthe Parent·P2 gene fusion. This is a 1.2% agarose gel 
run at lOOV for 1 hr. Lane 2, uncut pW-P2 fusion; Lanes 3-14, Agel/Mlul digests of 
pW-P2 fusions from different clones. The arrow indicates the P2 gene. 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
-
·-
-
Figure 2. Expression orfusion proteins pWP21-pWP210. This was an 8% 
polyacrylamide gel. Lane 2, Uninduced cells; Lanes 3, 14 & 15, Expression of the parent 
protein; Lanes 4-13, Expression of the fusion proteins pWP21-pWP210. 
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1 2 3 4 5 6 7 8 9 10 
: 
Figure 3. SDS-PAGE analysis of purified parent and purified fusion protein. 
Lane 1, MW marker; Lane 2, E. coli uninduced; Lane 3, induced parent (pW) whole cell 
lysate; Lane 4, induced parent soluble fraction; Lane 5, induced parent insoluble fraction; 
Lane 6, centrifugal purification of the parent insoluble fraction; Lane 7, induced fusion 
(pWP2-3) whole cell lysate; Lane 8, induced fusion soluble fraction; Lane 9, induced 
fusion insoluble fraction; Lane 10, centrifugal purification of the induced fusion insoluble 
fraction. 
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Figure 4. Western blot analysis of the purified parent and fusion proteins. 
Lane 1, E. coli uninduced; Lane 2, induced parent whole cell lysate; Lane 3, induced 
parent soluble fraction; Lane 4, induced parent insoluble fraction; Lane 5, centrifugal 
purification of insoluble parent; Lane 6, induced fusion whole cell lysate; Lane 7, induced 
fusion soluble fraction; Lane 8, induced fusion insoluble fraction; Lane 9, centrifugal 
purification of the insoluble fusion. 
18 
antimicrobial activity. The folded fusion protein did not exhibit any antimicrobial activity and this 
possibly was a result of the folding. In the unfolded protein, the carboxy tenninus was free 
enough that it could make contact with the membrane of a bacterium and cause lysis of that 
bacterium. In the folded protein, the carboxy tenninus was probably buried within the core of the 
protein's globular structure, and this could have prevented the carboxy terminus from making 
contact with the membrane of the bacterium. 
Spencer reported that the C-tenninus of an antimicrobial peptide did not contribute to the 
lysis of the bacterium (22). His work focused on the positively charged N-tenninus of the peptide 
and the peptide's a-helical structure. He did not attempt to immobilize the N-tenninus and test 
the subsequent antimicrobial activity the peptide. That test would establish if the C-terminus had 
an affect on the lysis of the bacterium. In the results reported in this paper, theN-terminus of the 
peptide was rendered noncharged by its attachment to the fusion partner. Our work showed that 
the C-tenninus did in fact play a part in the antimicrobial activity of the peptide, and not solely the 
N-tenninus. 
CONCLUSIONS 
The presence of the P2 gene was confirmed by restriction enzyme digests and agarose gel 
electrophoresis. This fusion gene was expressed and analyzed by SDS-P AGE. Those results 
indicated that the fusion protein was the correct molecular weight In order to confirm that the 
antimicrobial peptide was a part of the fusion protein, antimicrobial susceptibility tests were 
performed on the fusion protein. Those tests showed that the unfolded fusion protein was 
antimicrobial at an MIC of -20 l'glml. The folded fusion protein and the unfolded and folded 
parent protein did not exhibit any antimicrobial activity. Thus, the P2 peptide within the fusion 
protein could still have activity without a charged N-tenninus, although this activity was less than 
for the free peptide. This strategy for producing the antisense antimicrobial peptide will provide 
an efficient means of producing large quantities ofpeptides. 
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Using High-frequency Backpulsing to Maximize 
Cross:How Filtration Performance 
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Abstract 
This work focuses on the design of a high-frequency backpulsing strategy to maximize 
the flux for washed yeast suspensions through cellulose acetate flat sheet membranes. 
Several experiments were conducted with reverse filtration times ranging from 0.5-4 sec 
and forward filtration times ranging from 1-40 sec. For every back filtration time, there 
exists an optimum forward filtration time that gives the maximum global average flux. 
The optimum average flux was found to increase with decreasing back filtration times 
and feed concentrations, but showed little dependence on crossflow velocity and reverse 
filtration transmembrane pressure. The optimum flux with rapid backflushing is twenty 
to thirty times higher than the long-term flux in the absence of ba.ck:ftushing. A theory is 
presented which assumes that cake formation during forward filtration follows deadend 
filtration theory and that the cake is instantly removed during reverse filtration. The 
measured average flux per cycle follows the trends predicted by the theory, but the 
measured values exceed the predictions, presumably due to brief delays in cake removal 
and cake formation at the start of reverse and forward filtration, respectively, during each 
cycle. 
1 Introduction 
Crossflow microfiltration is a solid-liquid membrane separation process with applications in the 
pharmaceutical, environmental and petrochemical industries. For typical applications of crossflow 
microfiltration, however, the permeate flux declines over time to 2%-20% of the clean membrane 
flux (Blatt et al., 1970). This is a result of the rejected particles building up in a cake layer on 
the membrane surface, and of possible membrane fouling by small particles or macrosolutes which 
deposit within the membrane pores. 
Backftushing is an in situ method of cleaning the membrane by periodically reversing the trans-
membrane pressure. Clear fluid is then forced in the reverse direction through the membrane, thereby 
lifting off the cake layer and possibly dislodging some of the particles deposited within the pores. As 
reported by Michaels (1980) and Belfort et al. (1980), the average flux per cycle for back:ftushing may 
be much higher than the long-time flux when reverse filtration is not us-ed. Typical back:ftushing 
operations involve reverse filtration for several seconds every few minutes, resulting in net filtra-
tion rates as much as twice as high as in the absence of back:ftushing for various microbial systems 
(Kroner et al., 1984; Matsumoto et al., 1987; Nipkow et al., 1989). However, Rodgers and Sparks 
(1991, 1992, 1993) showed that even greater improvements in protein ultrafiltration are possible with 
high-frequency pressure reversal, termed backpulsing. 
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The present work focuses on u&ng high-frequency reverse filtration (backpulsing) as an in situ 
method of periodically cleaning microfiltration membranes used in yeast filtration, with the aim of 
maximizing the average flux. Reverse filtration is achieved by reversing the transmembrane pressure, 
resulting in a. permeate flow in the reverse direction through the membrane. The particles or cells 
in the cake layer just above the membrane a.re expected to become resuspended a.nd swept away 
by the tangential flow. Very short forward filtration times (1-40 s) are used in order to prevent 
significant cake build-up and to maintain a. high value of the average flux. We have determined the 
forward filtration time that maximizes the average flux in one cycle for various reverse filtration 
times, backpulse pressures, feed flow rates, and feed concentrations of washed yeast cells suspended 
in water. A simple theory is given to predict the average flux per cycle. 
2 Theory 
For a. fixed backpulse duration, we expect that a.n optimum forward filtration time exists which 
maximizes the average flux per cycle. This is because the ratio of filtrate collected during forward 
filtration to that lost during reverse filtration increases with the ratio of forward to reverse filtration 
times for short forward filtration times, whereas cake formation decreases the forward filtration flux 
for long forward filtration times. Romero and Davis (1991) have shown that the initial flux decline 
due to cake buildup during crossflow microfiltration can be approximated by the deadend filtration 
equation: 
( t )-OJS J= Jo 1 + T (1) 
where J is the flux (volume of filtrate collected per unit time per unit area of membrane), J0 is the 
clean membrane flux, t is the time elapsed from the start of filtration, and r is the time constant for 
cake growth (Redkar and Davis, 1993). This equation is valid only until the time t, at which the 
shear exerted by the crossflow arrests the cake growth, after which the forward filtration flux is the 
steady-state flux J, (see review by Davis (1992)). It is assumed here that the flux decline is only due 
to cake buildup, and that any internal membrane fouling is negligible. 
During reverse filtration, it is assumed that the cake is instantly lifted off the membrane and 
then swept out of the channel by the axial flow. The negative flux during the backpulse portion of 
the cycle therefore has magnitude aJ., where a = AP,/ AP1 is the ratio of the magnitudes of the 
reverse and forward transmembrane pressures. Then, the average flux in one cycle is 
lr! Jdt- aJotb 2Jor[(1 + t,/r)0.5 -1]- aJotb 
< J >= 0 = --''--"'------'-'-"'-----'----=-~ 
t,+tb t,+tb 
(2) 
where J:J Jdt is the total filtrate volume per unit area. collected during forward filtration of duration 
t,, and aJotb is the total filtrate per unit area. lost during reverse filtration of duration t0• 
Equation (2) is based on the assumption that the initial permeability of the membrane is recovered 
after each cycle due to the backpulsing. If the membrane is irreversibly fouled, or if the cake is not 
entirely removed, then the average flux will be lower. On the other hand, the average flux for a. 
nonfouling membrane may exceed the average flux predicted by equation (2) because of a. delay in 
cake formation during forward filtration as the layer of clear fluid accumulated above the membrane 
during reverse filtration first passes back through the membrane during the beginning of forward 
filtration, and because the cake layer formed during forward filtration ma.y not be instantly lifted 
23 
off by reverse filtration and its resistance would therefore reduce the rate of filtrate loss during the 
beginning of reverse filtration. 
For given values of th, r, and a, there is an optimal value of t1 which gives the local maximum 
net fiux, < J >"'""· This is found from differentiating equation (2) with respect to t1 and setting 
the result to zero. The global maximum value of the aver~e fiux per cycle is< J >"'""-+ J., which 
occurs when th < t1, atb < t,, and t1 < r. However, this mathematical maximum is not attained in 
practice because (i) there will be a limit on how small t& and t1 can be due to the limitations of the 
timing circuits and switches, and (ii) minimum values of tb and .6P& are needed to effectively remove 
the cake during reverse filtration. The required minimum values of t& and .61', may be determined 
experimentally or estimated from the time constants H/(aJ0 ) and V/Q for transverse and axial :fiow, 
respectively, where H is the channel height, V is the channel volume, and Q is the feed fiow rate. 
3 Materials and Methods 
The schematic of the experimental set-up is given in Figure 1. The feed suspension reservoir is 
a pressure vessel connected to a high pressure nitrogen cylinder. The pressure in the feed vessel is 
controlled with a regulator valve. A Masterfiex peristaltic pump forces the feed at a constant :flow 
rate into a Mini tan-S flat-plate membrane module made by Millipore Systems. The module has nine 
parallel channels, each of dimensions 0.4 mm high x 7 mm wide x 50 mm long. The permeate is 
collected in a reservoir on an electronic microbalance. The microbalance is connected to a personal 
computer through a DT 2801 data translation board using a RS232 configuration. The retentate is 
returned to the feed pressure vessel. 
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Figure 1. Schematic ofthe experimental set-up. 
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During forwa.rd filtration, solenoid valve (A) is closed and (B) is open. During reverse filtration, 
solenoid valve (A) is open and (B) is closed. The clea.r-fluid reservoir, which is connected to another 
high-pressure nitrogen cylinder, forces clea.r fluid through the membrane from the permeate side to 
the retentate side during reverse filtration, while the feed suspension continues to circulate. The 
switching of the solenoid valves is controlled by the computer through two solid-state relays. Two 
pressure transducers measure the transmembrane pressure and send the output to the computer. 
The reverse filtration flow rate is measured by a rotameter. A Watson-Ma.rlow regenerator pump, 
controlled by the computer, keeps the concentration in the feed vessel constant by continuously 
replacing the lost fluid. 
The suspension is made by adding 10 g Fleischmann's dry yeast (Saccharomyces ceret>isiae) to 
1000 ml of deionized water. Yeast suspensions were chosen because of their importance in beverage 
and biotechnology industries, and because they form relatively nonadhesive cakes. The cells a.re 
washed by centrifuging at 2750 rpm for 10 minutes (to allow a pellet to be formed), disca.rding 
the supernatant, and resuspending the pellet. This procedure is repeated three times. Most of the 
residual proteins a.rising out of any broken or lysed yeast cells in an unwashed yeast suspension a.re 
removed by this process. 
Cellulose acetate 'Cellga.rd' membranes manufactured by Micron Separations Inc. with an average 
pore size of 0.2 p.m are used in the module. The membranes are hydrophilic and almost symmetric. 
The water flux was measured to be J. = 0.175 ± 0.015 cm/s at 10 psi (69 kPa) transmembrane 
pressure and 25°C, where the error cited for J. is plus and minus one standard deviation for three 
experiments. 
Experiments were done at reverse filtration transmembrane pressures of .<1~ = 0, 5, and 10 psi 
(0, 34.5, and 69 kPa), reverse filtration times of th = 0.5, 1, 2, and 4 s, bulk suspension volume 
fractions of ¢h = 0.003, 0.03 and 0.06, and feed suspension flow rates of Q = 6, 8, and 10 ml/s. 
A cell volume fraction of 0.03 corresponds to 0.01 g dry yeast cells/mi. The forward filtration 
transmembrane pressure was held constant at 10 psi (69 kPa). Forwa.rd filtration times from 1-40 s 
were investigated, with each run lasting 1000 s. Each experiment was repeated three times (except 
for the set of experiments with a reverse filtration time of 0.5 s, for which experiments were performed 
only once). 
Microfiltration experiments without reverse filtration were done on the washed yeast suspension, 
in order to find the time constant, r, in equation (1), using the analysis described by Redka.r and 
Davis (1993). Experiments were done at feed volume fractions of tPh = 0.003, 0.03, and 0.06. The 
forwa.rd transmembrane pressure was 10 psi (69 kPa) and the bulk flow rate was 6 ml/sec. The 
average specific cake resistance for the three experiments is Rc = 4.1 ± 1.5 x 1010 cm-2 , where the 
error is plus and minus one standa.rd deviation. This value is close to that measured for a suspension 
of washed yeast through polypropylene fibers (Rc = 7.0 ± 6.0 x 1010cm-2 , Redka.r and Davis, 1993). 
The time constant, r, is given by dead end filtration theory as 
T = ( tf>c- tPh).<1P (3) 
2Rc/JotPhJJ 
where tf>c is the volume fraction of the cells in the cake layer, .<1P is the transmembrane pressure, 
and /Jo is the viscosity of the permeate fiuid. The volume fraction of the yeast cells in the cake layer 
is taken to be tf>c = 0.78 (Ofsthun, 1989). The time constants for ¢6 = 0.003, 0.03, and 0.06 as 
calculated from equation (4) a.re r = 6.9, 0.67, and 0.32 s, respectively. Note that the time constants 
decrease with increasing concentration due to the more rapid cake build-up and fiux decline. These 
experiments were run for 5000 s, and the corresponding steady or nea.rly steady :Buxes, J,, were 
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noted. Similar experiments to find the long-term fluxes without backpulsing were also run for 5000 s 
a.t crossflow rates of Q = 8 and 10 ml/ s. We note that the time to reach steady state, t., may be 
estimated by setting J = J. in equation 1 and solving for t = t. (Davis, 1992). For the conditions 
examined, t. exceeds 2000 s and so is considerably greater than the maximum forward filtration time 
employed during backpulsing. 
4 Results and Discussion 
Figure 2 shows a. plot oft he average flux per cycle versus total filtration time for experiments with 
three reverse filtration pressures oft:.}\ = 0, 5 and 10 psi (0, 34.5, and 69 kPa.) and a. fixed forward 
transmembrane pressure of t:.PJ = 10 psi (69 kPa). For t:.}\ = 5 and 10 psi (34.5 and 69 kPa), 
the average flux per cycle remains nearly constant a.t 0.086 cm/s over the entire experiment. For 
forward filtration without backpulsing, the flux declines rapidly from J. = 0.175 cm/s to J = 0.006 
cmfs in 1000 s, and a. nearly steady flux of J. = 0.0028 cm/s is achieved after 5000 s. Thus, nearly 
a 30-fold increase in the long-term net flux is achieved by rapid backpulsing with t:.}\ = 5 and 10 
psi. For t:.}\ = 0, which represents the case of periodic :flow interruption, the average flux per cycle 
decreases continuously to 0.031 cm/s at t = 1000 s. Apparently, cake erosion alone is not significant, 
and reverse flow from the permeate side to the retentate side is required for the yeast cake to be 
completely removed so that the flux is regained after each cycle. 
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Figure 2. Average flux per cycle versus time with backpulsing at several reverse filtra-
tion pressures, and without backpulsing, with t:.PJ = 10 psi (69 kPa), t1 = 7 
s, t6 = 2 s, Q = 6 ml/s, and rPb = 0.03. 
From Figure 2, it is apparent that the reverse transmembrane pressures oft:.}\ = 5 and 10 psi 
give approximately the same flux per cycle, even though more fluid is lost during reverse filtration for 
t:.}\ = 10 psi than for t:.}\ = 5 psi. Apparently, the higher backpulse pressure removes the cake more 
completely. This is confirmed by the measurements of the permeate collected on the microbalance 
from the forward filtration portions of the cycles only; the average forward-filtration flux is 0.132 
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and 0.156 cm/s for ~pb = 5 and 10 psi, respectively, even though ~PI = 10 psi in each case. 
In Figure 3, the global average ftux is plotted versus the forward filtration time for different 
reverse filtration times of tb =0.5, 1, 2, and 4 s, while ~PI = ~}\ = 10 psi (69 kPa), c/>1 = 0.03, and 
Q = 6 ml/s. The combined error bar shown is the average standard deviation for all the experiments. 
The data for t1= 1, 2, and 4 s are the a.vera.ges ofthree experiments, while those for t1=0.S s are from 
a Bingle experiment for each condition and show considerably more scatter. The measured :fluxes for 
all four cases increase with increasing forward filtration time, reach a. maximum, and then decrease 
with further increases in the forward filtration time. The solid line in Figure 3 is the predicted 
average :flux using equation (2), and the dashed line is the corresponding prediction in the absence 
of cake formation and membrane fouling: 
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Figure 3. Global average :flux versus forward filtration time for different reverse filtration 
times, with ~PI = ~p~ = 10 psi (69 kPa), Q = 6 ml/s, and c/>6 = 0.03. The 
symbols are the measured data, the solid lines are the theoretical predictions 
with cake formation, equation (2), and the dotted lines are the predictions with 
no cake formation, equation (4), for t1 = 0.5, 1, 2, and 4 s (top to bottom). 
(4) 
For small forward filtration times, the data in Figure 3 follow the theoretical prediction in absence 
of cake formation (dashed line) and overpredict the theory which includes cake formation (solid line). 
This may be partially explained by a delay in cake formation during forward filtration, presumably 
due to the time requirement for removal of clarified :fluid that was reintroduced into the channel 
during reverse filtration. This time is on the order of H f J0 , which is approximately 0.2 sec for the 
conditions used. A second reason for the average :flux per cycle exceeding the predicted value is that 
the reverse :flux during the early portion of the backpulse may be less than J0 due to the additional 
resistance offered by the cake layer before it is removed. 
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The maximum global average flux increases with decreasing reverse filtration time. As predicted 
by the theory, this is because less clear fluid is lost during reverse filtration when the reverse filtration 
time is reduced. For long forward filtration times, the global average fluxes for the four different 
backpulse times are close to each other, because the backpulsing represents only a small fraction of 
each cycle. 
Figure 4 is a plot of the global average flux versus forward filtration time for different bulk 
suspension volume fractions of tPb= 0.003, 0.03, and 0.06. The other conditions are constant at 
~PJ = ~}\ = 10 psi (69 kPa), tb = 2 s, and Q = 6 rnlfs. The trend followed by the data is similar 
to that discussed above. For short forward filtration times, the average flux follows that predicted by 
the theory without cake formation and overshoots the theory with cake formation. With increasing 
forward filtration times, a maximum is reached for each case and the average flux thereafter decreases 
due to cake formation. For lower feed concentrations, the formation of the cake layer is slower and 
a higher maximum flux is achieved. 
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Figure 4. Global average flux versus forward filtration time for different bulk volume 
fractions, with ~PJ = ~}\ = 10 psi (69 kPa), tb = 2 s, and Q = 6 rnl/s. The 
symbols are the measured data, the solid lines are the theoretical predictions 
with cake formation, equation (2), and the dotted lines are the predictions with 
no cake formation, equation (4), for¢&= 0.003, 0.03, and 0.06 (top to bottom). 
Table 1 lists the maximum global average fluxes, the corresponding theoretical predictions, and 
the steady-state values of the fluxes measured for forward filtration without backpulsing. The max-
imum global average fluxes obtained using high frequency reverse filtration are typically twenty to 
thirty times the corresponding steady-state fluxes. In general, the maximum average flux increases 
with decreasing feed concentration and reverse filtration time, and are nearly independant of the 
crossflow rate. This latter is predicted by the theory, since it is assumed that the forward flux de-
cline is described by the deadend filtration equation, which is independent of the crossflow rate. With 
the exception of the case of~}\ = 0, the measured maximum average fluxes exceed the predictions, 
and the corresponding optimum forward filtration times are generally shorter than predicted. 
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Table 1. Theoretical and measured maximum fluxes and the corresponding optimum forward 
filtration times. Also shown are the measured stea.dy-sta.te fluxes in the absence of 
ba.ckpulsing. Unless specified otherwise, the operating conditions are t::..P1 = 10 psi 
(69 kPa.), il.Po = 10 psi (69 kPa.), t; = 2 s, t/>0 = 0.003, and Q = 6 mlfs. 
Conditions Theoretical Measured 
< J >mor tmor < J >mor tm.GZ J. < J >"'"r I J, I ~s) (cm/s) (s) (cm/s) (cm/s) 
t::..Po - 10 psi (69 kPa.) 0.043 12 0.07 4±0.009 7 0.0028 26.4 
t::..Po - 5 psi (34.5 kPa.) 0.044 9 0.077±0.008 7 0.0028 27.5 
il.Po- 0 0.057 5 0.045±0.003 8 0.0028 16.1 
tb- 0.5 s 0.066 4 0.119 3 0.0028 42.5 
tb- 1 8 0.054 7 0.102±0.006 6 0.0028 36.4 
to= 4 s 0.034 22 0.045±0.006 8 0.0028 16.1 
tPb - 0.003 0.095 18 0.116±0.006 9 0.0038 30.5 
"'• - 0.06 0.031 11 0.044±0.004 8 0.0020 22.0 
Q- 8 ml/s 0.043 12 0.057±0.002 5 0.0034 16.8 
Q -10 ml/s 0.043 12 0.068±0.004 13 0.0029 23.4 
5 Conclusions 
High-frequency ba.ckpulsing is ca.pa.ble of regenerating the clean membrane flux for washed yeast 
suspensions a.fter ea.ch cycle, thus ma.inta.ining a. constant value of the a.vera.ge flux over the duration 
of an experiment. The global a.vera.ge flux increases with increasing forward :filtration time, reaches a 
maximum and then decreases. The measured global a.vera.ge flux da.ta follow the trends predicted by 
the theory, although they exceed the predicted values. It is proposed tha.t the improved performance 
of the experiments over theory is due to a delay in cake removal at the start of reverse filtration 
and a delay in cake formation at the start of forward filtration. The maximum global average flux 
increases with decreasing reverse filtration time and decreasing feed suspension volume fraction, but 
shows little dependance on crossflow velocity and nonzero reverse filtration pressure. 
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INTRODUCTION 
Vegetable oil refining typically involves the removal of phosphatides and gums by 
extraction with water and removal of free fatty acids by extraction with sodium hydroxide solution. 
The Iauer material, commonly called soapstock or foots and consisting of roughly 2% the initial 
volume [1], is a complex mixture of water, fatty acids, phosphatides, proteins, carbohydrates, and 
entrained vegetable oil. It is usually acidified, with the resulting lipid and emulsion fractions being 
included in animal feeds while the aqueous fraction (acid water) is discarded at high cost to the 
processor. The latter should contain the bulk of the water-soluble material in soapstock, as well as 
products resulting from the exposure of lipids and carbohydrates to heat and highly basic and 
acidic solutions, along with products from any fermentation that occurred during processing or 
storage. 
This article describes the identification and quantitation of the low molecular weight organic 
components of the acid waters derived from soapstocks from soybean, canola, sunflower, peanut, 
cottonseed, and corn oils, the first, third, fourth, fifth, sixth, and tenth most commonly produced 
vegetable oils, respectively [2]. Analysis was by gas chromatography (GC) of trirnethylsilyl 
(TMS) derivatives followed by electron ionization mass spectroscopy (ElMS). To our knowledge, 
there has been no such investigation of acid waters, although rough compositions are available 
[3,4] and some proposals have been advanced for their utilization [5-9]. This work follows a 
similar project on ethanol stillage produced from cane molasses, citrus waste, corn, and sweet 
whey [10,11]. Both projects were designed to find components of underutilized byproduct 
streams that could be economically recovered. 
EXPERIMENTAL PROCEDURES 
Soapstock sources and separation. Samples were obtained from vegetable oil and 
feed processors such as Archer Daniels Midland (Decatur, TIL), CanArnera Foods (Toronto, Ont.), 
and Lou Ana Foods (Opelousas, La.), as well as from the U. S. Department of Agriculture 
Southern Regional Research Center (New Orleans, La.). We asked that all soapstock samples be 
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taken directly from the alkaline refining process, so that only raw untreated soapstocks would be 
obtained for analysis. 
Water-soluble components were recovered, after gentle heating of the thicker samples, by 
acidifying the soapstocks to pH 1.3-1.5 (pH 2.1-2.3 for canola and peanut soapstocks) with 1.4M 
H2S04, which added 2040% to their original volumes. The resulting mixtures were centrifuged at 
7000 rpm for 15 min to separate aqueous, emulsion, and organic fractions. In some cases cooling 
in an icewater bath after centrifugation was necessary for cleaner separation. A second 20-min 
centrifugation of the remaining emulsions at 7000 rpm yielded more of the aqueous and organic 
fractions. All three fractions from each soapstock were collected and their volumes were measured. 
The aqueous fractions were neutralized with 2-5M NaOH to near pH 7.0 and were passed success-
ively through 0.45- and 0.22-llm filters, yielding clear colored solutions that were stored at 4 oc. 
The neutralized solutions were evaporated to powder by spreading 1-3 mL onto glass plates 
held at 50°C for 1-2 h. Dry residues were scraped off with a razor blade. This technique yielded 
more consistent samples than the rotary vacuum evaporation used in our stillage research [ 10, II]. 
Proximate analyses. Proximate analyses of soapstocks and neutralized solutions were 
conducted by Woodson-Tenant Laboratories (Des Moines, Ia.). For soapstocks, moisture was 
determined by distillation with toluene (AOCS Official Method Ca 2a-45), protein was calculated 
from total nitrogen measured after combustion in the Leco apparatus (AOCS Recommended 
Practice Ba 4e-93), total fatty acids were found after saponification (AOCS Official Method G 3-
53), free fatty acids were determined by titration with NaOH (AOCS Official Method Ca 5a-40), 
and phosphatides were calculated as 30 times the total phosphorus measured by the specto-
phometric molybdovanadophosphate method (AOAC 958.01). For neutralized solutions, moisture 
was determined by evaporation in a 135°C forced-draft oven (AOAC 930.15), protein was 
measured as above, fat was found gravimetrically after HCI hydrolysis (AOAC 954.02), ash was 
determined by combustion at 600°C (AOAC 942.05), and carbohydrate was estimated by differ-
ence. 
Derivatization reactions. Powder obtained from 0.5 mL of solution (1.5 mL of canola 
solution) was added to 500 11L pyridine, 450 IlL hexamethyldisilazane, and 50 IlL trifluoroacetic 
acid, all from Pierce, to form volatile TMS derivatives [12]. The samples were heated at 70°C for I 
h with periodic shaking until a single liquid phase was present. Small amounts of derivatized 
proteins and other components settled to the bottom of the reaction vial during this time. 
Preparation of standards. Samples of 0.1-0.8 mg of pure chemical standards 
purchased mainly from Sigma were derivatized as before. As noted previously [II], amino acid 
standards required up to 2 h at 70°C to obtain satisfactory results. In addition, high myo-inositol 
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concentrations led to the formation of penta-TMS derivatives along with the expected hex a-TMS 
derivative [II]. 
Gas chromatography. Derivatized samples were separated using a Hewlett-Packard 
(Avondale, Pa.) 5890A gas chromatograph with a 30-m x 0.25-mm i.d. x O.Htm film thickness 
DB-5 or DB-Sht fused-silica capillary column (J&W Scientific, Folsom, Cal.) and a flame 
ionization detector. Injector and detector temperatures were 270°C, the split ratio was I: I 00, and 
the He flow rate was 95 rnUmin. Injection volumes were between I and 3 J.l.L. Two temperature 
programs were used: (I) 50°C for 10 min, followed by a 2.5°C/min rise to 150°C, which was held 
for 10 min, followed by a 20°C/min increase to 280°C; (2) 150°C for 10 min, followed by a 2.5°C/ 
min rise to 250°C, held for 20 min, followed by a 5°C/min rise to 280°C. In both cases, the final 
temperature was held for 20 min. Peaks were integrated with a Hewlett-Packard 3392A integrator. 
Mass spectroscopy. ElMS was performed using a Finnigan (San Jose, Cal.) Magnum 
ion-trap mass spectrometer with the two GC temperature programs and a 30-m x 0.25-mm i.d. x 
0.25-J.l.m film thickness DB-Sms fused-silica capillary column with a split ratio of I :50. Injection 
volumes were 1.0 to 1.5 J.1L of the undiluted derivatized aqueous fraction. 
Peak identification. Components were verified by a two-step procedure: (1) ElMS 
fragmentation patterns of the peaks were compared to an on-line library of standards; (2) GC 
retention times of derivatized standards, many obtained earlier [II], were compared to the retention 
times of the peaks in question. 
Response factors. GC and HPLC response factor equations were developed for known 
components over concentration ranges that bracketed experimental values. They were linear with 
concentration, with all regression coefficients >0.99. 
RESULTS AND DISCUSSION 
Properties such as soapstock pHs, relative volumes of different fractions after 
acidification, and dry weights of the aqueous fractions after neutralization varied greatly (Table I). 
This is expected; not only do the oils come from very different plant species but processing tech-
niques vary among refiners. 
Substantial differences occurred in the relative volumes of the three fractions obtained after 
acidification. Cottonseed soapstock yielded a very high amount of the organic fraction, while the 
other five soapstocks gave more than 40% aqueous fraction, even excluding the dilution caused by 
H2S04 addition, and high emulsion volumes. Dry weights of the neutralized aqueous fractions 
ranged from a low with the peanut preparation to a high value with cottonseed and canola 
preparations. 
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Proximate analyses of the various soapstocks and neutralized aqueous fractions also varied 
greatly (Table 2). Peanut soapstock was more diluted with water than the others, as expected from 
the dry weight of its aqueous fraction. 
Gas chromatograms of the TMS-derivatized neutralized aqueous fractions obtained with 
50°C-+150°C and 150°C-+280°C temperature profiles are shown in Figures I. Concentrations of 
each identified component and major unknown are listed in Table 3. 
The least expected component is lactic acid, which is not commonly found in plant tissues 
and is almost certainly a product of anaerobic fermentation of vegetable oil or soapstock during 
processing or storage. 
The main components of each fraction, in order of decreasing concentration and omitting 
lactic acid, were phosphoric acid, a-glycerophosphate, and glycerol from canola; myo-inositol, 
phosphoric acid, a-glycerophosphate, and myo-inositol-1-phosphate from com; glycerol, a-gly-
cerophosphate, myo-inositol-1-phosphate, and (3-glycerophosphate from cottonseed; glycerol and 
myo-inositol from peanut; glycerophospho-myo-inositol, myo-inositol-1-phosphate, a-glycero-
phosphate, and glycerol from soybean; and a-glycerophosphate, glycerol, myo-inositol-1-
phosphate, and (3-glycerophosphate from sunflower. The highest total concentratrations of low 
molecular weight organic components were in the aqueous fractions from cottonseed and 
sunflower, and the lowest were from peanut. 
Except for chiro-inositol and its methyl ether, pinitol, the simple sugars and sugar alcohols 
found in these aqueous fractions are common constituents of plant tissues. Chiro-inositol and 
pinitol have been reported in several agricultural products such as soybeans [13-16] and recently in 
stillage derived from citrus [II]. Their concentrations, especially that of chiro-inositol, are well 
lower than found elsewhere [II]. 
The high concentrations in a number of the aqueous fractions of a-glycerophosphate, (3-
glycerophosphate, myo-inositol-1-monophosphate, myo-inositol-2-monophosphate, and glycero-
phospho-myo-inositol excite high interest. They are likely formed from phospholipid hydrolysis, 
along with the glycerol and a portion of the inorganic phosphate. These compounds are rather 
expensive in laboratory-scale quantities, and it may be economically beneficial to recover the first 
two for use as raw materials and the other three as laboratory chemicals. Furthermore, their 
separation should not be difficult because all five are charged. 
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TABLE 1 
Characteristics of Soapstocks and Separated Fractions 
Sources pH of soapstock 
Canol a 7.5 
Com 7.2 
Cottonseed 10.2 
Peanut 9.0 
Soybean 7.0 
Sunflower 5.7 
Volumes of fractions (o/o)a 
Aqueous Emulsion Organic 
42 
42 
21 
64 
47 
62 
22 
26 
0 
16 
27 
13 
36 
32 
79 
20 
26 
25 
aBefore dilution by H2S04 solution. 
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TABLE 2 
Proximate Analyses of Soapstocks and Neutralized Aqueous Fractions 
Canola Com Cottonseed Peanut Soybean Sunflower 
Soap stocks 
Moisture,% 50 48 78 55 58 
Protein,% 1.06 0.30 0.10 0.53 1.27 
Total fatty acids, % 41.6 36.6 18.4 33.7 25.5 
Free fatty acids, % 16.7 8.1 1.3 7.8 24.9 
Phosphatides from 14.4 12.3 4.8 18.3 16.8 
total phosphate, % 
aqueous fractions 
Moisture,% 91.1 93.0 95.7 93.7 88.6 
Protein,% 0.67 0.40 0.20 0.42 1.11 
Fat,% 0.08 0.05 0.02 0.03 0.37 
Ash,% 6.30 5.83 4.14 4.69 7.68 
Carbohydrate, % 1.85 0.75 0.03 1.21 2.23 
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TABLE3 Concentrations (giL) of the Components of Neutralized Aqueous Fractions 
Compound Canola Corn 
gly.!l_erol 1 o. 1 3 , __ 0,_!~-
glyceric acid 1-0.01 t0.04 
b!Jt!':_gty_£e!~~hosphale 1-o .D3 Q.c!_1 ___ _ 
aiP!'!I~gly_£~hosphate I-__Q,~4 __ I __ ()_,_8_2 
pho~phorlc acl~ 
plnltol_ 
--~··-· - .. ··- - ----· - -
9aliiC:~se 
I o.o1 ~ __ p.p) ___ _ 
0.32 
............ 
gluco~" -----------~---~-0_7 ___ _ 
chlro-lnosltol 0.05 
'!'YO-Inositol , __ o_._02 ___ j ___ 1 ,2_!_ _ 
myo-lno~ltol~1-rno_n_ol'h_o-"phatl!__ 0.03 0.82 
Cottbnseed Peanut Soybean Sunflower 
19.39 I 0.03 0.47 5.96 
0.03 I 0.01 0.03 0.06 
6.17 0.01 o.4 I 3.47 
. ·--- ·----··-·-·· 
12.41 I trace 0.55 13.96 
trace I trace I 0.01 I 0.01 
trace 0.21 0.06 
0.13 I 1.31 
0.44 0.42 0.55 
0.01 trace 0.03 0.02 
----------
3.63 0.03 0.44 I 1.57 
6.31 0.75 4.1 
'!')'O-Inosltol-2-monophosphate I--_Q_,_0_1 __ ~=···~---1---2.]8__, __ , .. : ... ,.,_,. __ , ___ Q:g_3 -1 1.82 1 
sucrose J __ o:Pg __ 1_,_:::··.c·:·c __ I -- 0.?_2__ - 0.02 ____ _! __ - 0_:~4_ ___ L_ ___ p,_'!_6 __ 
gly_<:~op_h_~~Jl_ho_-_my._o_-ln_o~s_lto~l 0.04 0.2 1.18 0.27 
raffinose 0.01 2.37 0.14 0.29 
... 
"' 
Figure 1 : Canola Soapstock 
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Capillary GC Analysis 
Gas Phase Composition Effects on Suspension 
Cultures of Taxus cuspidata 
SUMMARY 
Noushin Mirjalili and James C. Linden 
Department of Agricultural & Chemical Engineering 
Colorado State University 
Fort Collins, CO 80524 
Taxol is a naturally occuring plant secondary metabolite that has demonstrated anticancer activ-
ity_ Taxol is an extractive of the Pacific yew ( Ta.rus brevifo/ia); approximately 0.01% of the bark 
dry weight. Owing to concern over depletion of Pacific yew population, alternative methods of 
production are being sought. One potential method is production of taxol in plant cell and tissue 
culture. The goal of our project is to produce taxol or taxol-like compounds in sufficient quantities 
for clinical use by manipulating cell culture parameters. The parameter of interest for this study 
is the effect of gas phase composition on growth and taxane production in suspension cultures 
of Ta.rus cuspidata. Gas phase concentrations are varied by continuous flow of gas mixtures into 
shake flasks at 25°C rotating at 125 rpm. Head space concentrations ran&e from 10 to 25% (vfv) 
oxygen, 0.1 to 10% (v/v) carbon dioxide, and 0 to 10 ppm ethylene. The effect of each gas on 
cell growth and taxane production is investigated using several sets of factorial design experiment. 
The experiments are run for four weeks; samples from each flask are analyzed for extracellular 
calcium, phosphate, sucrose, glucose, fructose, taxol and DNA (calcium and phosphate uptake and 
DNA content are explained in the second article). Low head space oxygen concentration (10% 
vfv) promotes production of taxol prior to day 14. High carbon dioxide concentration (10% vfv) 
inhibits taxol production. Taxol concentration is increased as ethylene concentration is increased 
to 5 ppm. Spiking 10 g/1 fructose on day 11, doubled taxol production. The best gas mixture 
composition tested of 10% (vfv) oxygen, 0.5% (vfv) carbon dioxide and 5 ppm ethylene is believed 
to be related to effects of partitioning of nutrients on secondary metabolite production. 
INTRODUCTION 
Taxol is a natural diterpenoid, with strong anticancer activity against ovarian, breast and lung 
cancer. To prevent depletion of the Pacific yew population, alternative methods oftaxol production 
are being sought. A brief list of alternate methods follows. 1) Complete chemical synthesis; the 
process has been achieved, is very involved and requires many steps (12]. 2) Semi-synthesis of taxol 
starting with baccatin III; baccatin III can be obtained from bark, needles, and tissue culture of 
different Torus sp- (9]. 3) Extraction of taxol from needles of Pacific yew; this is a renewable 
source, but taxol concentration is very low (0.0013%, on a dry weight basis) (16]. 4) Production 
of taxol from Taromyces andreanae, a fungus that was isolated from the phloem of Pacific yew; 
again taxol production using this method is very low (24 to 50 ng/L) (15]- 5) Plant tissue and cell 
culture of different Tarus sp. [5, 6], which is the subject of this paper. The purpose of this study 
is to find conditions under which taxol is produced early during the growth period or in higher 
concentrations than the bark. 
In an effort to produce taxol or taxol-like compounds from cell cultures of Ta.rus sp. in sufficient 
quantities for use in clinical trials, the effect of dissolved gases on growth and production of taxa! in 
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cell cultures of Taxus cuspidata was studied. Among the required nutrients for plant cell culture are 
the dissolved gases: oxygen, carbon dioxide, and ethylene. To understand the effect of these gases 
and their possible interactions, several sets of experiments were performed. Statistical experimental 
design was used as a tool to determine which variables significantly affect process performance and 
how the variables should be changed in order to improve the process performance. The experiments 
were conducted in two-level factorial designs. This type of experimental design provides information 
about all main effects and two-factor interactions. 
MATERIALS AND METHODS 
The cell line used was Taxus cuspidata P991A2, which was kindly provided by Dr. Donna Gibson 
and Dr. Ray Ketchum at the Plant, Soil and Nutrition Laboratory of the USDA Agricultural 
Research Service, Ithaca, New York. The cell culture and experimental conditions are explained in 
reference (11]. 
RESULTS 
Preliminary Experiments 
Two sets of preliminary experiments were conducted toward optimization of gas compositions with 
respect to taxol production. The experiments were full factorial design with three factors, each at 
two levels. The factors and their levels shown below were selected on the basis of results from a 
similar study on Artemisia annua cell culture (7] . 
Factor . High 
25% 
10% 
2ppm 
Low 
10% 
0.5% 
Oppm 
The preliminary experiments showed there was no taxol production during the first week using 
oxygen concentrations of ambient or above. The head space gas concentrations in the flasks under 
reference operating conditions were measured and showed these cultures were exposed to 21% (v/v) 
oxygen, 0.03% (v fv) carbon dioxide and 0 ppm ethylene during the four weeks of the experiments. 
Under these conditions, taxol was not detected until day 14. 
There was only one combination of applied gases, 10% oxygen, 10% carbon dioxide, 2 ppm 
ethylene, in which taxol was detected prior to day 14. In previous studies with other Taxus cell lines 
early induction of taxol synthesis with.reduced oxygen concentrations was observed (unpublished 
results). Therefore, the oxygen concentration was set at 10% (v fv) for subsequent experiments. 
Since the interaction of carbon dioxide and ethylene played an important role on production of 
taxol and consumption of nutrients, the two-factorial effects were studied in greater detail in the 
following experiments. 
Sugar utilization 
In general, sucrose was hydrolyzed by the cells to glucose and fructose by day 7, glucose was 
consumed before fructose. This was observed in all the reference cultures as well as in the treated 
cultures. 
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Experiment A 
The carbon dioxide and ethylene concentrations were varied each at two levels in quadruplicate. 
Reference flasks were flushed with 40 ml/min humidified air. Samples of 1.5 ml (cells plus liquid) 
were taken from each flask every week for four weeks. 
Treatments 02%(vjv) C02%(vjv) C2H~(ppm) Comments 
1 4 10 10 2 
5-8 10 10 0 
9-12 10 0.5 2 
13-16 10 0.5 0 
17-20 21 0.03 0 humidified air 
Figure 1 shows ta.xol production under the five treatments. The standard deviation of replicates 
were less than 15 percent of the mean values for taxol concentration in the medium. The greatest 
ta.xol concentration was observed on day 6 (3.6 mg/1) with 10% oxygen, 0.5% carbon dioxide 
and 2 ppm ethylene. The higher ethylene concentration (2 ppm) had a positive effect on taxol 
concentration. According to coefficients of the terms in the statistical regression equation (equation 
1), the greater carbon dioxide concentration (10% vfv) had a negative effect on ta.xol production. 
The interaction between carbon dioxide and ethylene had the greatest effect on ta.xol production. 
(1) 
Experiment B 
Based on the results of experiment A, the higher carbon dioxide concentration was reduced to 0.1% 
(v fv) and the higher ethylene concentration was increased to 5 ppm; oxygen was maintained at 
10% (v/v) in all flasks. This two factor, two level experimental design was conducted in triplicate. 
Samples of 1.0 ml were taken biweekly. All three types of reference flasks explained in section 3.2 
were used in this experiment. The coefficient of variance was less than 10 percent. 
Treatments 02%(vjv) C02%(vjv) C2Ht(ppm) Comments 
1-3 10 0.5 5 
4~ 10 0.5 2 
7-9 10 0.1 5 
1D-12 10 0.1 2 
13-15 21 0.03 0 humidified air 
16-18 21 0.03 0 250 ml Bellco capped 
19-21 21 0.03 0 125 ml Bellco capped 
Early production of ta.xol (day 7) was noted in all cultures, but especially in those equilibrated 
with 10% (vfv) oxygen and 0.5% (vfv) carbon dioxide (Figure 2). As observed in experiment A, 
taxollevels declined after the initial peak in all cultures except those producing the highest taxol 
concentration on day 21 (6.5 mg/1) with 10% oxygen, 0.5% carbon dioxide and 5 ppm ethylene. 
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Figure 1: Kinetics of taxol production when cultures were equilibrated with various head space gas 
compositions 
Under this combination of applied gases, taxol was obseved first on day 7 and continuously increased 
until day 21 before the decline was noted. The cause and result of the decline is not known. Carbon 
dioxide had a positive effect on taxol concentration; i.e. 0.5% (v/v) was better than 0.1% (v/v). 
Ethylene had a negative effect on taxol concentration as measured on day 7, but a positive effect 
as measured throughout the rest of the experiment; i.e. 2 ppm was b~tter during the first week, 
but 5 ppm was better during the last 3 weeks of the experiment 
Sugar utilization 
Figures 3 and 4 show the patterns of glucose and fructose utilization under the two. factorial exper-
imental design explained above. The 0.5% (v /v) carbon dioxide concentration had a negative effect 
on utilization of glucose throughout the experiment In reference cultures, consumption of glucose 
was delayed 4 days compared to the gas treated cultures. As glucose concentration depleted in 
the treated cultures (Figure 3), the cells started utilizing fructose as the carbon source, fructose 
concentration was depleted by day 21 (Figure 4 ). Consumption rates of glucose and fructose were 
similar in both reference and treated cultures, but the reference cultures were delayed in utilizing 
glucose and fructose. 
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Experiment C 
Treatments 
1-3 
4-6 
7-9 
10-12 
13-15 
0 2%(vfv) 
10 
10 
10 
21 
21 
0.5 
0.5 
0.5 
0.03 
0.03 
5 
10 
5 
0 
0 
Comments 
1% fructose on day 11 
250 ml Bellco capped 
125 ml Bellco capped 
In this experiment, oxygen and carbon dioxide concentrations were set at 10% (vfv) and 0.5% 
(v/v) respectively. The effect of increasing ethylene concentration (10 ppm) was compared with 5 
ppm in triplicate. The coefficient of variance in taxol measurements was less than 10 percent. Since 
glucose was depleted by day 12 and fructose was depleted by day 21 (Figures 3 and 4), sufficient 
fructose was added to three of the 10% (vfv) oxygen, 0.5% (vfv) carbon dioxide, 5 ppm ethylene 
cultures on day 11 to increase the concentration by 10 g/1. 
Taxol production using these treatments were initially similar with the earliest appearance 
of taxol on day 3 in cultures equilibrated with 10 ppm ethylene (Figure 5). The greatest taxa! 
concentration was observed on day 21 (12.2 mg/1) in the cultures to which fructose was added 
on day 11. The fructose addition prolonged the culture life and doubled the extracellular taxa! 
concentration. There was no significant difference in taxol concentration between cultures treated 
with 5 and 10 ppm ethylene. 
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Sugar utilization 
The cultures with 10 ppm ethylene had a slower rate of glucose and fructose utilization than did 
the 5 ppm treatments (data not shown). When more fructose was added to the cultures on day 11, 
the consumption rate of glucose was reduced compared to those in which no fructose was added. 
Cultures to which 10 g/L fructose was added, contained 2.5 g/L fructose when the experiment was 
stopped (day 28). 
DISCUSSION 
Commercialization of taxol requires production of taxol in much higher concentration than the 
bark. Productivity can be thought of in two ways : I) specific productivity is the product concen· 
tration per total dry mass synthesized per unit time and 2) volumetric productivity is the product 
concentration per liter of cultured medium per unit time. In either case reducing the time involved 
in production of taxa! will increase productivity. Fett-Neto et al. [5] have obtained 0.15 mg/L 
taxol on a. volumetric basis during stationary phase (0.004 mg/L·da.y) and a. specific productivity 
of 0.075 J.tgfg·day [4]. Productivities calculated from data presented here are 0.33 mg/L-day and 
89.3 J.tg/g·da.y (14 day data.). 
Ta.xol may be produced by the native plant as a. response to pathogenic attack, which is one 
form of stress. Ethylene has been shown to have many physiological effects, including inhibition of 
growth and stimulation of production of secondary metabolites from various plant tissue and cell 
cultures [2, 3, 14]. Carbon dioxide can inhibit or delay many ethylene responses [I 7]. Application 
of ethylene, which is a product of stress imposed on the cell, might induce excretion of taxol from 
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the cells. This is the rationale for studying the effect of ethylene in investigating ways of inducing 
early taxol formation and increasing productivity. 
Type of closure on cell suspension flasks affect the head space gas composition, hence affecting 
the growth and secondary metabolite production [10]. Feeding cultures a known concentration of 
gases, removes the dependability of cell growth and product formation on different flask closures. 
In our experiments, the suspension cultures were exposed to a known and constant concentrations 
of oxygen, carbon dioxide and ethylene in head space gases for four weeks. The flowrate of the 
gas mixture, the size of the flask and the volume of the cultured medium in each flask allowed 
equilibrium within 0.03 hours between head space gas phase and the liquid (7]. The early production 
of taxol was seen using a low concentration of oxygen in preliminary full factorial experiments. The 
fact that reference cultures in 250 ml Erlenmeyer flasks either having Bellco caps or flushed with 40 
ml/min humidified air, in which the cells were exposed to the ambient concentration of oxygen (i.e. 
21% v/v), did not produce taxol until day 14, is confirmation for early induction under conditions 
oflow dissolved oxygen. Low oxygen concentrations have been shown to generate ethylene in plants 
[1]. The 10% (v/v) oxygen concentration may not be the optimum concentration for production of 
taxol. Fixing oxygen concentration at 10% in the three experiments described here, allowed us to 
study the effects of carbon dioxide and ethylene in more detail. 
Ethylene had a positive effect on production of taxol; the maximum taxol concentration in-
creased from 3.5 mg/L to 6.5 mg/L on day 21, as the ethylene was increased from 2 to 5 ppm, 
respectively in experiments A and B. The higher ethylene concentration (10 ppm) used in exper-
iment C, was not inhibitory, but taxol levels did not significantly increase over that of 5 ppm. 
Taxol concentration increased as ethylene concentration was increased from 0 to 5 ppm; this trend 
was observed at all three carbon dioxide concentrations (0.1%, 0.5%, 10%)- The carbon dioxide 
concentration found best in these studies was 0.5% (v/v), which is greater than that of ambient 
air, but this factor may not yet be optimized. The very high concentration of carbon dioxide (10% 
v /v) inhibited taxol production. 
The cultures were depleted of sugars during the third week of the experiments. In experiment 
B, cultures started utilizing fructose when glucose concentration was 2.5 g/L (day 7). Fructose 
concentration was utilized quickly to 2 g/L by day 18 and was completely depleted by day 21. In 
experiment C, spiking of 10 g/L fructose on day 11 resulted in doubling of taxol concentration to 
12.2 mg/L by day 25. In addition to insuring sufficient carbon substrate for the entire life of the 
cultures, fructose addition diminished the osmolality change in the cells which might play some 
role in the doubling of taxol production. Handa et a/. [8] demonstrated that solutes contribute to 
osmotic adjustment in cultured plant cells adapted to water stress. Altered metabolite partitioning 
was evidenced by an increase in the soluble sugars and soluble nitrogen in adapted cells which 
occured at the expense of incorporation of sugar into cell walls and nitrogen into proteins [8]. The 
addition of fructose on day 11 has also been observed to promote taxol production in reference 
cultures (other members of the consortium, private communication). The gas treated cultures 
started utilizing glucose on day 3 and fructose on day 7, compared to reference cultures which 
started on day 7 and 11, respectively. 
Identical taxa! productivities of 0-33 mg/L·day were observed for the 10% (v jv) oxygen, 0.5% 
(v/v) carbon dioxide and 5 ppm ethylene treatments in experiments Band C. After fructose addition 
(days 11-25) in experiment C, the average productivity doubled to 0.64 mg/L·day. 
The interaction of carbon dioxide and ethylene had an important effect on production of taxol. 
The combination of 10% (v/v) carbon dioxide and 2 ppm ethylene was inhibitory to taxol produc-
tion, but low carbon dioxide (0.5% v fv) and 2 ppm ethylene had a positive effect on production of 
taxol in cell suspension culture. This interaction term had the same effect on utilization of glucose 
and had the opposite effect on consumption of fructose. 
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The statistical analysis shows that the interaction of carbon dioxide and ethylene was an im-
portant factor influencing production of taxol. Yang [17] reported that carbon dioxide was an 
antagonist of ethylene action. The inhibitory action of carbon dioxide and ethylene was reported 
under conditions of low ethylene; this inhibition was not observed when ethylene concentration ex-
ceeded 1 pl/L [17]. In our case, the best carbon dioxide concentration was slightly above ambient 
air concentration and the interaction was more evident as ethylene concentration was increased to 
5ppm. 
CONCLUSIONS 
The gas phase composition influences the timing and rate of taxa] production in Tazus cuspidata 
cultures as well as patterns of nutrient utilization. Below ambient oxygen and above ambient 
carbon dioxide and ethylene is favorable for taxol production. The best combination of gas phase 
compositions tested were 10% oxygen, 0.5% carbon dioxide and 5 ppm ethylene. These cultures 
produced 6.5 mg/L of taxa! in 21 days. The addition of fructose {10 g/L) on day 11 improved 
taxol concentration to 12.2 mg/L. The maximum volumetric productivity obtained with fructose 
spiking is 0.64 mg/L'day. More work is required to achieve productivity values in the range of 1-2 
mg/L'day which are needed for economic viability (Shuler et al., private communication). 
Oxygen concentration of 10% (v/v) corresponds to a liquid concentration of0.1 mM. According 
to assumptions explained by Sisler and Wood (13], the 0.5% (v/v) carbon dioxide used in the gas 
flow system is in equilibrium with a dissolved carbon dioxide concentration of 0.19 mM and HC03 
concentration of 9.3 pM. Ethylene concentration of 5 ppm in the gas phase equates to 0.2 pM; 
using Henry's law, the solution in equilibrium have a dissolved concentration of 0.033 J.<1L In air 
or sparged gas bioreactors, ethylene and carbon dioxide, which clearly are important parameters 
in production of secondary metabolites from plant cell cultures are swept out of the reactor, even 
if they are produced by the cells. It is important to supply optimal concentration of gases to the 
cells in order to obtain high taxol productivity in a bioreactor. 
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Cybernetic Modeling of Spontaneous Oscillations in Continuous Cultures of Saccharomyces 
cunisitie. 
Kenneth D. Jones and Dbinakar S. Kompala, University of Colorado, Department of Chemical 
Engineering, Campus Box 424, Boulder, CO 80301-0424 
ABSTRACT 
Saccharomyces cerevisiae exhibits spontaneous oscillations in the bioreactor concentrations of cell mass, 
glucose, ethanol, dissolved oxygen, and pH over a wide range of continuous culture operating parameters 
(dilution rate. glucose feed concentration and oxygen supply rate). It is our hypothesis that these 
oscillations are the manifestations of metabolic competition between the glucose oxidative and fermentive 
pathways, and not causally related to the observed cell synchrony. We have developed a cybernetic model 
for S. cerevisiae that incorporates the dynamics of the key intracellular enzyme repression and inhibition 
as the optimal response to the existing environmental conditions. lbis model bas been shown to be able to 
accurately predict the batch aerobic growth dynamics on glucose, including the two exponential growth 
phases (fermentation of glucose and oxidation of ethanol), with an intermediate diauxic lag phase. We 
have sho"Ml that the same mechanisms of enzyme inhibition and repression create the necessary feedback 
loop to cause the spontaneous oscillations between the available modes of metabolism in continuous 
culture. As some of the model parameters can not be estimated from experimental data, we determine the 
loci of Hopf bifurcation numerically to evaluate the effect of the unknown parameters on the oscillatory 
behavior of the system equations. The unkno"Ml model parameters are chosen by matching the period and 
amplitude of the oscillatory simulation results with experimental data. 
I INTRODUCTION/MOTIVATION 
A number of researchers have obsel\'ed steady state oscillations in the level of cell mass, substrate 
concentrations, and dissolved oxygen concentrations in continuous cultures of Saccharomyces 
cerevis1ae1 .2 Figure I shows experimental data from a typical oscillating continuous culture, and the 
effect of two operating parameters upon the culture. As yet, the exact cause of these oscillations is 
unknown. We wish to model the system in an attempt to identify the underlying mechanisms giving rise 
to these oscillations, which may be exploited in the arena of metabolic pathway engineering. For 
example, S. cerevisiae is not able to metabolize xylose, yet it is conceivable that the required genes could 
be cloned from another organism and expressed in yeast to enable it to fennent xylose. Gro\\ing a culture 
of engineered yeast at a constant dissolved oxygen level, however is not sufficient to obtain a yeast that 
can metabolize xylose completely to xylulose. The two enzymatic steps involved in the degradation of 
xylose require different dissolved oxygen concentrations or redox levels. It is conceivable that the genes 
expressing the two enzymes could be attached to different dissolved oxygen sensitive promoters, 
expressing the enzymes when the dissolved oxygen in the culture favors the activity of each. Oscillating 
cultures of Saccharomyces cerevisiae, experience large excursions in dissolved oxygen concentration, 
hence the oscillations could serve as a natural control mechanism for continually altering the oxygen level 
in the bioreactor. 
2 MODELING OF OSCILLATIONS 
The few models in the literature that address spontaneous oscillations of yeast, can be categorized into two 
varieties, metabolic models and cell population models. Cell population models are based on von 
Meyenburg's hypothesis that metabolism of substrates and ethanol production, are cell cycle dependent.' 
He further hypothesizes that the metabolic activity of cells influences the activities of neighboring cells, 
inducing groups of cells to become synchronized and move through their cell cycle at the same time. In 
effect then, the majority of the cells are producing and consuming the same substrates at the same time, 
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Figure I. Experimentally observed oscillations in cell mass (X), dissolved ox-ygen (DO), and agitation 
(AGIT) for a continuous culture with fixed dilution rate, 0=0.2 hr'1, from Parulekar eta/ (1986). 
seen as oscillations in substrate and oxygen levels, as well as in cell mass since the yield on each substrate 
is different. Models based on these hypotheses incorporate the use of equations that compartmentalize the 
culture into many groups of cells, all of which are at the same position in the cell cycle, relate each group 
to conditions in the media through substrate and oxygen balances, and relate each cell group with other 
cell groups.' The number of equations that are required can become quite large, making the system of 
equations difficult to solve. 
Metabolic models involve modifications to Monad's classical model of microbial growth. Monad's model 
does not predict spontaneous oscillations, however, modifications that do predict oscillations include 
defining a substrate concentration dependent yield coefficient, 6 or introducing auxiliary equations that 
represent other modes of metabolism, such as storage and delayed utilization of substrate.' However, 
none of the metabolic models include expressions for all of the primary metabolic pathways available to 
yeast, and therefore can't predict oscillations in all the measured metabolite concentrations, such as 
ethanol and dissolved oxygen, etc. 
2.1 CYBERNETIC MODELING 
Cybernetic modeling is a metabolic modeling approach, and assumes that substrate consumption is not 
cell cycle dependent. To be accurate, however, it must include all the major metabolic pathways available 
to the organism. Saccharomyces cerevisiae bas three major modes of metabolism in the aerobic growth 
on glucose, which are shown in figure 2. Yeast is well known for its ability to produce ethanol by 
fermenting glucose. If yeast is growing only by this pathway, it will grow with maximum rate of about 
0.40 hr ·',but has a relatively small yield of biomass, of about 0.15 grams cell mass per gram of substrate 
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Fennentation of Glucose: 
Glucose ~ Energy + 2 Ethanol + 2 C02 
I'= 0.40 hr"1 Y = 0.15 g cell/ g substrate 
Oxidation of Ethanol: 
Ethanol + 3 0 2 ~ Energy + 2 C02 + 3 H20 
I'= 0.20 hr·' Y = 0.65 g cell/ g substrate 
Oxidation of Glucose: 
Glucose + 6 0 2 ~ Energy + 6 CO, + 6 H20 
I'= 0.30 hr"1 Y = 0.50 g cell/ g substrate 
Figure 2. Saccharomyces cerevisiae metabolism. 
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Figure 3. "Steady state" cell mass, glucose, and ethanol concentrations in continuous culture of 
Saccharomyces cerevisiae as a function of dilution rate, from Fiecbter and von Meyenburg ( 1966). 
simply because much of the carbon source is convened to ethanol. The second pathway, oxidation of 
ethanol, can occur when the glucose concentration is below 150 milligrams per liter and oxygen is 
available. The growth rate is about half as rapid as for fenoentation, however, it is more efficient in 
converting substrate to cell mass, having a yield of about0.65 grams cell mass per gram of substrate. The 
final mode, oxidation of glucose, was actually discovered as a result of experiments with continuous 
52 
cultures of yeast. In continuous cultures \\ith aeration and a dilution rate below 0.24 hr "1, significant!)· 
more cell mass was produced per gram of glucose than in batch cultures, and no significant amount of 
ethanol was produced. Closer examination revealed that glucose can be oxidized as well as fermented. 
The yield for this mode is about 0.50 grams cell mass per gram of substrate, \\ith a growth rate of 
approximately 0.30 hr"1. As can be seen in Fiechter and von Meyenburg's continuous culture data shown 
in figure 3, fermentation begins to compete \\ith glucose oxidation at a dilution rate of approximately 0.24 
hr ·', as evidenced by a decrease in cell mass, and an increase in ethanol concentration. Glucose 
oxidation is still occurring at rates above 0.24 hr "1, but when it ceases to occur is not exactly known, 
hence the maximum growth rate of glucose oxidation can't be determined directly. 
Competition between metabolic pathways, of which we see evidence in Fiechter and von Meyenburg's 
continuous culture data, is the basis of the cybernetic modeling methodology. Cybernetics accounts for 
all the major metabolic pathways of the organism, and assumes that the organism chooses the mode which 
allows the fastest growth rate possible among the available modes. At increasing dilution rates, the cells 
begin to s\\itch to fermentation, because it offers the greatest growth rate. From the perspective of the 
cells, the choice to s\\itch to fermentation is the choice between life and death, for if they dido 't, the 
culture would be washed out. One could try to completely model each mode of metabolism and all the 
enzymatic steps involved, however the end result of this complicated process would still be the same, the 
mode \\ith the fastest growth rate would be favored. In cybernetics, we avoid such detail and replace the 
complicated mechanistic modeling \\ith a simple optimization strategy. 
The cybernetic model equations for yeast growth in batch culture given in Figure 4, are slightly modified 
versions of the equations proposed by Kampala et a/ ( 1984 ). The first three equations presented are the 
Monod type expressions for fermentation, ethanol oxidation and glucose oxidation pathways respectively. 
Note that each includes a dependence upon a hypothetical key enzyme that catalyzes metabolism. It is not 
assumed that one enzyme is responsible for each mode. In fact there may be a whole family of enzymes 
required, but there is probably one enzyme that is rate determining. The modifications to Kompala' s 
model are an introduction of oxygen dependence for the oxidative modes of metabolism since these 
pathways require oxygen, inclusion enzyme dilution due to cell growth in the enzyme equations, and 
addition of a small constant in the enzyme S}nthesis term to account for low levels of constitutive enzyme 
ex-pression. The next two equations are the optimal values of the cybernetic variables, that allow the 
model to choose the mode of metabolism that offers the greatest growth rate, followed by the batch culture 
mass balance equations. Cell growth is due to the sum of the growth by all the modes of metabolism, 
however the mode of metabolism \\ith the greatest growth rate dominates the growth of cell mass, since 
the cybernetic variable y, for that mode is the greatest. Physically y, is the level of enzyme 
activity /inhibition. The !1 cybernetic variable signifies the level of enzyme expression/repression, \\ith a 
high level of expression for the enzyme associated \\ith the dominant mode, and a low level of expression 
for the lesser modes. The performance of this model in predicting the diauxic behavior of yeast grown in 
batch culture is a validation for cybernetic modeling. Figures 5 and 6 show von Meyenburg and 
Fiechter's (1966) experimental data, along \\ith the predictions of the cybernetic model, which were 
integrated from time zero until both substrates disappeared. The sequential usage of glucose, followed by 
usage of ethanol separated by an intermediate diauxic lag phase, is correctly predicted via the action of the 
two cybernetic variables. 
It seems reasonable that the mechanisms of metabolic competition create the necessary feedback that \\ill 
occur as steady state oscillations in continuous culture. Inherently, glucose oxidation and glucose 
fermentation are opposed, because fermentation allows oxygen to accumulate while glucose is 
metabolized, but glucose oxidation depletes oxygen as it metabolizes glucose. Further, high levels of 
glucose repress glucose oxidation, while high levels are favorable for rapid growth by fermentation. 
Ethanol oxidation and fermentation are also opposed, because high glucose concentration favors ethanol 
production and oxygen build-up, while low glucose concentration favors ethanol consumption and oxygen 
depletion. A hypothetical oscillation may occur as follows. At relatively high glucose concentration, 
fermentation produces ethanol, allo\\ing the oxygen concentration to rise. Once ethanol and oxygenlevels 
rise to sufficient levels, ethanol and glucose oxidative enzyme syntheses are induced. After a lag phase in 
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which these enzymes are rapidly produced, ethanol and glucose oxidation deplete ethanol and oxygen 
supply. allowing glucose to accumulate again, becoming available for glucose fermentation, after the 
necessary lag phase to produce the fermentation enzymes is completed. If this hypothesis is valid, then 
the cybernetic model applied to continuous culture should predict oscillations when integrated forward in 
time. 
3 METHODS 
Three different methods were used to evaluate the cybernetic model to see if it is capable of predicting 
oscillations in continuous culture. It is important to note that there are unknown parameters in the 
cybernetic model. It's been shown that the growth rate for glucose oxidation (~3) can not be obtained 
e>:perimentally. Similarly. the oxidative glucose saturation constant (K,) can't be obtained experimentally 
either. There has been some experimental work presented in the literature that suggests oxygen 
dependence as saturation kinetics, with an overall saturation parameter given.' However, our cybernetic 
model considers individual oxidative modes, and there is no experimental data for the individual oxidative 
oxygen saturation constants (Ko2, K03). It is assumed that the mechanisms of the cybernetic model are 
sufficient to predict the oscillatory growth seen experimentally, so long as the unknown parameter values 
are chosen correctly. 
One could choose a set of parameters, integrate the model, and see whether the model predicts 
oscillations. Since there is some latitude in parameters values, one could carry out this process for 
multiple sets of parameters, until the correct set is found. This simple parameter search was tried for a 
brief period and abandoned, because repeated numerical integration of the model was time consuming. 
A more scientific approach for evaluating the effect of parameter values on the oscillatory response of the 
model is througlt the use of bifurcation analysis. Mathematically, to lind an oscillatory solution to a set of 
ordinary differential equations such as ours, is to find a Hopfbifurcation point. For any set of parameters, 
one can solve a system of equations at steady state and determine the eigenvalues of the system to come to 
some general conclusions about that solution. If all of the eigenvalues have a negative real part. that 
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solution is stable, with no sustained oscillatory motion. For any initial condition chosen in the 
neighborhood of this point. the solution will migrate toward the same solution. If any of the eigenYalues 
has a complex conjugate pair, that solution will be stable as well, but it bas some circular motion. that 
manifests itself in dynamic simulations as damped oscillations until the stable steady state is reached. If 
one or more of the eigenvalues bas a positive real part, that solution is unstable. During integration. the 
state variables will move away from this stationary solution. and the system will move to a different stable 
solution. Finally, if there exists a complex conjugate pair that has an identically zero real part, and all the 
other eigenvalues have a negative real part, this is a Hopf bifurcation point. Mathematically, all the state 
variables oscillate around the solution with zero amplitude and a unique period detenoined by the 
imaginary part of the zero real part complex conjugate. If one perturbs some parameter of interest slightly 
such that the new solution has moved from the Hopf point, the complex conjugate eigenvalues will change 
such that the real part will be slightly larger than. or slightly smaller than zero. If one chooses to change 
the parameter of interest in the direction in which the complex conjugates become slightly positive, an 
oscillatory solution with a measurable amplitude may be found. Therefore, the Hopf point is a bifurcation 
for which a branch of oscillatory solutions with respect to a parameter of interest begins. 
Kubicek and Holodniok (1984) have developed numerical algorithms for detennining whether a given 
model has Hopfbifurcations. and for what values of state parameters they exist. Numerical continuation'' 
computes steady state solutions, whether they be stable or unstable, as a function of some parameter of 
interest. This method is useful because once a steady state solution is known. it allows changing the value 
of an interesting parameter in small increments, followed by computation of the corresponding steady 
state solution for that parameter. Once the solution is computed, the eigenvalues of the system can be 
calculated to determine if a Hopf point has been passed during the course of continuation. This approach 
was used for evaluating the cybernetic model for some time, with no success in finding Hopf bifurcations. 
Though this method is better than blindly integrating the system, it has the inherent problem, that the 
system may have may solution branches, and it may be difficult to traverse all of them. A Hopf point may 
sit on a solution branch that the continuation method will never find. 
Fortunately, Kubicek and Holodniok (1984 ). have developed a direct method of finding Hopf bifurcations. 
One can show that the generic eigenvalue problem can be expanded around the Hopf point to yield an 
expression that eliminates the imaginary part of the complex eigenvalue. The remaining system is then a 
function of y ,the real part eigenvector of the complex eigenvector,£, the square of the imaginary part of 
the complex conjugate at the Hopf bifurcation. and one adjustable parameter. One can specify two 
components ofy arl!itrarily, force the system equations to be equal to zero which defines steady state, and 
solve the expanded eigenvalue equation and the original model equations simultaneously. Once the Hopf 
bifurcation is found, it is trivial to integrate the system of equations in the neighborhood of the variable 
parameter. We used this method for a wide variety of combinations of the unknown cybernetic model 
parameters. 
4 RESULTS 
Kubicek and Holodniok' s direct method for searching for Hopf bifurcations has proved that the cybernetic 
model can predict sustained oscillations for many different combinations of parameter values. Figure 7 
shows a bifurcation diagram plotting the dependence of cell mass with respect to the glucose oxidative 
oxygen saturation constant (Ko,) for one such set of parameter values. This bifurcation diagram is 
interesting because two Hopf points are in close proximity, with an unstable region (dashed) that yields 
oscillatory solutions, sandwiched between them. As we increase the parameter value within this band, the 
period becomes longer, and the amplitude becomes larger. Based on the continuous culture experimental 
data from Parulekaret a/ (1985) and Fiechter and von Meyenburg (1973), the periods of oscillation are too 
long, and the amplitudes of oscillation are too large for this combination of parameters. A broad sweep of 
all the unknown parameters has not yet been completed. It is possible that other combinations of the 
unknown parameters will yield the proper oscillatory properties. 
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Figure 7. Bifurcation diagram for cybernetic model of Saccharomyces cerevisiae in continuous culture 
and dynamic simulation of model for a Ko3 value inside the unstable region. 
5 CONCLUSIONS 
Cybernetics is able to accurately predict sequential usage of substrates and the associated diauxic Jag 
phase for batch growth of yeast on glucose. It is possible that the same mechanisms of metabolic 
competition cause oscillations in continuous cultivation of yeast, and that the cybernetic model as applied 
to continuous culture will predict these oscillations. Bifurcation analysis is used to determine the values 
of unknO\\n parameters in the continuous culture cybernetic model that yield oscillatory responses. 
Though the period and amplitude of oscillation for the oscillatory solutions found to date do not match 
those found in experiment, we have shown mathematically that the mechanisms of metabolic competition 
can produce oscillatory responses. The search for sets of parameter values that provide oscillatory 
solutions consistent with the properties of experimental oscillations continues. Once the desired solution 
is found, the model will be further evaluated for simulated process changes, such as instantaneously 
changing the dilution rate, or increasing or decreasing the oxygen supply, etc., to further check the 
validity of the model. 
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The Effect of Turbulent Shear on Calcium Mobilization in Mammalian Cells 
Christopher M. Cannizzaro, Pradyumna K. Namdev, Eric H. Dunlop 
Department of Chemical Engineering, Colorado State University, Fort Collins, CO 80523 
INTRODUCfiON: 
Currently there is "no technology available yet that will produce mammalian cells in amounts, 
concentrations, or with the ease that even remotely approach yeast or bacteria. "1 A major 
difficulty has been cell damage due to the turbulent fluid forces in a bioreactor. The major fluid 
mechanical questions with respect to this cellular damage have been identified as:2 
• What forces affect cells in a flow environment and how? 
• Are the flow effects on cells due to the intensity and/or frequency of the forces? 
• What types of interactions are most damaging to the cells in various reactors and/or 
processing devices? 
Likewise, the major biological questions have been identified as:2 
• Do fluid-mechanical stresses cause cell death, or simply reduce cell growth? 
• Do fluid-mechanical forces affect: 
• the physiology of the cells. (e.g. the cell cycle) 
• the cytoskeleton of the cells 
• product expression 
• receptor-mediated processes 
• Do cells react to and adapt in response to fluid-mechanical forces? 
Utilizing these questions as a basis, a conceptual model of the fluid forces on biological organisms 
has been constructed. 3 (See diagram "Conceptual...") On the left side of the diagram, the four 
major sources of fluid shear have been identified. The bulk fluid of the reactor consists of a 
turbulent flow field with both time-average and time-dependent shear rates. The time-average 
shear rate (represented as 'laminar shear' on diagram) is associated with how the time-average 
components change with position in the flow field and occurs everywhere in the reactor except 
near the impeller. The time-dependent shear rate (represented as turbulent eddies) is associated 
with the fluctuations in fluid velocity from the motion of turbulent eddies and occurs in the region 
surrounding the impeller.• In addition, there are flow induced collisions into solid objects and 
poorly defined flows near dynamic gas/liquid interfaces. 
The cells respond to these fluid shear forces with either a lytic or sub-lytic response. Obviously, 
in the lytic case, the cell dies. However, in the sub-lytic case, the cells can respond in a variety of 
ways including altered physiology, metabolism, morphology, and cytoskeletal structure.S-12.17 An 
understanding these and other sub-lytic effects would be beneficial in the scale-up of suspension 
cultures. The purpose of this study is to deduce what types and magnitudes of shear stress can 
elicit a sub-lytic response and by what mechanism does the cell recognize it. 
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BACKGROUND: 
Bioreactor shear studies: Much of the work with 'shear sensitive' cultures has been done in a 
bioreactor. Generally, lysis has been found to be main effect, with either few or no reported 
sub-lytic effects.1·•·13-16 However, in a bioreactor it is very difficult to obtain a quantitative relation 
between hydrodynamic stress and cellular viability or metabolism due to the complex flow 
patterns present and the inability to quantify the magnitude of shear stress to which the cells are 
exposed. 
Laminar shear studies: In order to quantity the shear stress that the cells are exposed to, 
research has been conducted on attached cells in a laminar flow cell. The shear stress in such a 
device can be calculated easily. Various types of cells, the majority of which have been 
endothelial, have been exposed to laminar shear up 20 dynes/cm2 and changes have been reported 
in cell morphology, cytoskeletal structure, and metabolism.s.12.17 In endothelial cells, the changes 
in the morphology were found to occur before those in the cytoskeleton. It was also found in 
endothelial cells that the metabolism of arachidonic acid was altered such that it correlated with 
the magnitude of the shear stress the cells were exposed to. 10•11 Arachidinoic acid is a component 
of the phospholipids in the plasma membrane. Based upon these results, an important question 
becomes apparent: How does a cell recognize an external fluid mechanical signal and transduce 
this signal into a change in structure and function? One possibility is that the shear causes small 
disruptions of the membrane bilayer structure resulting in increased permeability of ions. Another 
is that the shear mechanically influences the functions of receptors or ion channels. 18 
Importance of calcium ion to mammalian cells: It has been suggested that the recognition of 
fluid mechanical forces is most likely a membrane evt"nt linked to the control of Ca2' metabolism.' 
Calcium regulates membrane potential and is a secondary messenger for a number processes 
including DNA synthesis, metabolism, and cell death. 19 Using an intracellular calcium dye, Ando 
et al17 exposed endothelial cells to laminar shear between 4-10 dynes/cm2. The intracellular 
calcium was found to increase from a resting level of approximately I 00 nM to approximately 
400-500 nM within a minute of the onset of the stress. The intracellular calcium would then 
decline to a value slightly higher than the basal level. At the succession of the shear stress, the 
intracellular calcium would then return to its basal level. Since only a two to three fold rise is 
sufficient to activate calcium sensitive pathways20, it is very conceivable that sub-lytic effects due 
to shear are regulated by calcium mobilization. 
The increase in [Cal<]; is thought to occur by a combination of an influx of extracellular calcium 
through ion channels and a release of calcium from internal reservoirs in the cell. (See diagram 
"Schematic .. .") These reservoirs or pools are: 
CaP: plasma membrane pool 
CaZ: endoplasmic reticulum pool 
CaX: mitochondrial nonionic pool 
CaY: uncharacterized nonionic pool in cytosol 
Initially, the ion channels open and allow calcium to enter, signaling the calcium pools to release 
large quantities of calcium into the cytoplasm. Then, calcium pumps in the membrane start to 
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pump the excess calcium out of the cell. At the same time, the calcium pools start to reabsorb the 
calcium they released through an active transport step. Eventually, equilibrium is reached where 
the calcium entering the cell through the open ion channels is balanced by the calcium which is 
being pumped out and the calcium being taken up into the internal stores. However, once the 
internal stores in the cell become full, the intracellular calcium levels will start to rise again. If the 
intracellular [Cal-+] becomes excessive it leads to cell dysfunction and death.20•21 
Turbulent shear studies: In order to avoid the awkward translation from laminar shear studies to 
bioreactor studies, experiments have been performed with turbulent shear. The most rapid 
fluctuations in the magnitude and direction of shear stress can be found in turbulent flows. 
Studies done by Daviess found that turbulent flows with low mean levels of stress ( <11 dynelcm2) 
elicited a response from endothelial cells, while much higher levels of unidirectional stress had no 
effect. These results imply that the cells are susceptible to flow characteristics, in addition to the 
magnitude of the shear. 
Cherry and K won investigated the shear stress distribution over a suspension cell's surface. They 
calculated the maximum frequency of the shear stress peaks to be 44.4 s·' with a maximum shear 
stress of2.44 dyneslcm2. Their "results suggest a need for investigation of the response of cells to 
shear stress stimuli of a range of frequencies. 11 
HYPOTHESIS: 
It is proposed that turbulent shear stress at a frequency or a range of frequencies will stimulate 
attached CHO cells such that the intracellular calcium concentration in the cytoplasm is raised. 
Frequency and intensity ranges are to be on the same order of magnitude as those found in a 
bioreactor due to turbulence. (0.1-100 Hz and 10 .. to 10° J/cm2) 
This is study is should provide new insight into this research area for two reasons: 
1. a cell line other than endothelial is being used. Almost all previous research on 
calcium and shear has been done only with endothelial cells. However, CHO cells 
have much more relevance to biotechnology applications 
2. a unique apparatus is used which will allow on-line measurement of intracellular 
calcium. Previous studies with turbulent shear do not have this capability. 
MATERIALS AND METHODS: 
Cell Culture: CHO, IS-1 (mutant of strain 10B2 with improved staining characteristics22) 
were generously donated by Dr. Michael Fox at the Department of Radiological Health Sciences, 
Colorado State University. They were incubated at 35° C in the presence of 5% C02 and grown 
on stationary T-175 culture flasks (Falcon, Bedford, MA). DMEMIF12 medium (Gibco BRL, 
Grand Island, NY) was supplemented with 10% FBS (Sigma Chemical Co., StLouis, MO) and 
10 mL'I.. of Penicillin-Streptomycin liquid (10,000 units of penicillin (base) and 10,000 ug of 
streptomycin (base) per mL, Gibco BRL). 48 hours prior to experiments, cells were trypsinized 
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(frypsin-EDTA, 0.05% Trypsin, 0.53 mM EDTA-4Na, Gibco BRL) and plated onto glass slides 
cut to 4.3 x 1.2 em so that they would fit diagonally within a cuvette. 
Intracellular calcium measurement: To measure intracellular calcium levels, the fluorescent dye 
indo-1 (Molecular Probes, Eugene, OR) is used (See diagram "Dye ... ")n.25• The methoxyether 
form, indo-1/ AM, is lipophilic and can readily pass through the cell membrane. Once inside the 
cell, esterases hydrolyze the ester groups and the dye becames polar, and thus trapped within the 
cell. lndo-1 fluoresces at 490 run in the absence of calcium and at 400 run when saturated with 
calcium. The basal calcium concentration is detennined by taking a ratio of the total fluorescence 
at 400 and 490 run and then comparing it with values from a calibration plot made with buffered 
calcium solutions. 
The attached CHO-ISl cells were placed in to Indo-! Load Solution (8 mL F121DMEM, 40 J..LM 
ofindo-1/AM, and 0.075 giL Pluronic Fl27, a non-ionic detergent) and incubated for 45-60 min. 
at 35• C. After staining, the cells were washed three times in standard medium and then incubated 
for an additional 30 min. Then the glass slide was placed in to a cuvette already located in the 
spectrofluorometer. 
Generation o(time-varying shear: A mechanical wave driver and a digital function generator 
(SF-9324 & PI-9587B, respectively, Pasco Scientific, Roseville, CA) were used to oscillate a 
glass slide, with cells attached to it, vertically within a cuvette (see diagram "Experimental 
Apparatus 1"). The cuvette was located within a spectrofluorometer (model, Perkin Elmer, city, 
state). The glass slide was coupled to the wave driver, which was outside the spectrofluorometer, 
by a custom-built clamp. Heavy black fabric was placed over the instruments such that external 
light could not enter the spectrofluorometer chamber. The temperature in the cuvette is . 
monitored using a thermocouple and it usually does not vary by more than two degrees. The 
digital function generator used is capable of generating sine, triangle, and step waveforms and has 
a frequency range of0.05 Hz-100 kHz. In this study, the cells were only only exposed to the sine 
waveform. At low frequencies, the wave driver has a maximum peak-peak amplitude of over 8 
mm. However, above 40Hz, the amplitude drops off significantly. 
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SHEAR STRESS MODEL: 
To calculate the shear stress along the slide in our cuvette, we are assuming it to be of infinite 
length and width. The slide is being oscillated in the x-direction with a velocity u = U0sin(cot). 
The fluid is assumed to be a real, Newtonian, and incompressible. The fluid flow is assumed to be 
unsteady with dp/dx = 0. If the non-linear terms of the Navier-Stokes equation are neglected, 
then it reduces to: 
ou 
Bt= (I) 
which is just a balance between the frictional forces and the local acceleration.26 Due to the 
condition of no slip at the wall, the fluid velocity must be equal to that of the wall. Solving 
equation (I) with this boundary condtion,@ y = 0; u(O,t) = U0sin(wt), we get: 
u(y, t) = U oe-TJ sin( rot- 11) 
T"W 
h 11 = }1.1-w ere: . v 2v 
Uo = roA 
(2) 
The shear stress at the wall is defined as 'to= -j..L ~~. If the partial derivative of equation (2) is 
taken with respect to y then the dimensionless shear stress at the wall is: 
tff; =-(sin(cot)+cos(cot)) 
!J.Uo 2v (3) 
See plot "Shear ... " for the velocity plotted as a function of 11 and cot and the shear stress as a 
function of cot. The layer of fluid which is carried along the wall has a thickness on the order o£:27 
[o= a.s~ l (4) 
The thickness of this layer increases with decreasing frequency and increasing kinematic viscosity. 
The flow along the slide will be laminar as long as this thickness is at least 25 times the height of 
the attached cells, approximately 4.5 J.IM.2' 
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RESULTS: 
In vitro calcium calibration: A ratio ofF400/F490 = 1.90 was found with standard deviation of 
0.072 (n=3). This corresponds to 1.5 mM of free intracellular calcium using calibration plot 
created using buffered Caz• solutions. This value is approximately ten times the expected value for 
the resting intracellular calcium concentration. It is suspected that the cytoplasm is attenuating the 
magnitude and/or distorting the kinetics of the response.:z9 In order to get accurately calibrate the 
intracellular calcium concentration, an in situ calibration will be necessary. This involves 
permeabilizing the cell membrane through osmotic shock such that the calcium concentration in 
the cytoplasm is equal to the extracellular calcium concentration. This work is presently being 
undertaken. 
Rise in intracellular calcium due to shear: 
Frequency mean shear maximum shear I) ~ [Caz.] 
(Hz) (dynes/cm2) ( dynes/cmz) (!!M) (nM) 
1 0.5 0.8 2,229 
2 1.5 2.3 1,576 
3 2.7 4.2 1,287 
4 4.1 6.4 1,114 
5 5.6 8.9 997 
10 16.6 26.1 705 
15 30.6 48.0 576 
20 49.4 77.4 498 
50 87.1 136.6 315 
Shear and boundary layer thickness values were calculated using the following parameters: IJ. = 
0.727 cp, p = 0.984 glcm3, and 50% of maximum amplitude. At this time only preliminary results 
are available due to difficulties with intracellular calcium measurement. A major problem has 
been obtaining accurate emmission ratios on our spectrofluorometer. 
FUTURE WORK: 
Future work will include additional assays such as membrane integrity and morphology. The 
work might also be extended such that the environment of a bioreactor is simulated. 
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Schematic representation of pools 
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Experimental Studies of Droplet Ejection at the Free Surface in Sparged Reactors 
T. V. Viin, L. A. Glasgow, and L. E. Erickson 
Department of Chemical Engineering 
Kansas State University 
Manhattan, KS 66506 
Abstract 
Bubble disengagement processes at the free surface, including film rupture, and film droplet and 
jet droplet ejection, play a major role in cellular damage in aerated cell culture. Those droplet ejection 
processes may transport cellular entities, especially those with an affinity for the air-medium interface, 
into the gas phase or onto the reactor walls. 
The purpose of this work is to investigate droplet ejection including droplet trajectories, 
energetics, corresponding bubble size distributions, and acoustic spectra. Experiments were undertaken 
employing high-speed macrovideography and sound detection by microphone to characterize the bubble 
disengagement process. To investigate the eflect of viscosity, liquid media employed included distilled 
water and 50 and 75 weight percent solutions of glycerol. For disengagement of very small bubbles with 
a mean diameter of 2.5 mm in distilled water. macrovidcography reveals basically vertical trajectories 
with droplets reaching an average height of 5 em above the free surface. The observed average vertical 
position corresponds to an initial droplet velocity on the order of I 00 cm/s. this raises concerns both 
about the transport of cellular entities from the liquid phase and the effects upon suspended cells of 
returning droplets which impact upon the liquid surface. 
I. Jet Droplet Study 
A. Introduction 
Sparging has commonly been adopted to provide oxygen transfer to cells in culture. 
Unfortunately. a number of literature sources have reported that sparging is detrimental to many animal 
and insect cell lines. even under mild conditions [ 14. 15. 16]. The top of the bioreactor has been proven 
to have harsh effects upon cells in culture and the detrimental bubble-related phenomena include bubble 
coalescence and bubble disengagement (with entailing film thinning. film rupture, film droplet, and jet 
droplet ejection). Glasgow et al. [I I. 12) also reported capture-coalescence events accompanying 
bubble formation at sieve plate spargers which can generate shear stress on the order of 2000 to 3000 
dynes/em'; the generated shear stresses are high enough to cause severe cellular damage in many types 
of culture operations. Nevertheless, the top of the reactor is the focus of this paper because it is so 
widely perceived as a region of frequent cell death. Although numerous speculations have been 
presented as to how bubble behavior at the free surface causes cell damage, few detailed mechanisms 
have been proposed. 
The bursting of bubbles at the liquid surface may also cause the transfer of materials from the 
liquid phase to the gaseous phase. this has been studied in many areas, e.g .. microorganisms emanating 
from wastewater. Two types of droplets can be generated in bubble bursting film and jet droplets, with 
the latter primarily contributing to this kind of mass transfer when the bursting bubbles are small. 
Experimental observations [ 5] indicate that cells may attach to rising bubbles leading to enrichment at 
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the top of the bioreactor. This increases the possibility the cells could be transported from the media to 
the gas phase, or deposited upon reactor walls. 
As a sparged gas bubble arrives to the free surface, the liquid film emerges which drains and 
thins by gravity and capillary forces until the bubble film ruptures spontaneously at a point. Following 
bubble film rupture, the film rapidly retracts, forming a toroidal rim of collected fluid which generates 
the film drops. Thus, any cells in the bubble film may be rapidly accelerated to the moving rim velocity 
[I]. After small bubbles collapse, the liquid jet rises upwards from the bubble cavity, breaking into a 
number of jet drops. The first is usually the largest, possibly exceeding I 0% of the bubble diameter. 
With respect to gross physical characteristics, there are some significant differences in film and 
jet drops: film drops occur early, jet drops are larger than film drops. and the number of film drops 
produced for each bubble is much larger than the number of jet drops. !3oth ejection processes depend 
on bubble size. The critical bubble diameter, determining if jet or film drop ejection may occur, has been 
found to be slightly different by various research groups For example. Atcti (4) noted that no jet drops 
were observed for bubbles larger than about 6mm in diameter: Blanchard [ 6) found 7 or 8mm, and 
Wangwongwatana (2) gave Smm as the transition bubble diameter. In addition, drop ejection depends 
upon physical properties of the media such as viscosity. 
The primary objective of this study was to investigate drop ejection processes as possible 
sources of cellular damage; we have measured maximum jet drop ejection height, bubble size 
distributions at the free surface, and the impact patterns formed by ejected droplets. 
B. Experimental Apparatus 
Small bubbles were generated via a cylindrical. ceramic air diffuser with the diameter of 8.4 mm 
and the length of 61 mm connected to the air pump in a plastic bubbling tank with the dimensions of 
12x 19x 13 em: the bubbles were small enough to lead only to the formation of jet droplets. The Kodak 
High-Speed Imager, with the capability of capturing I ,000 frames per second was positioned in front of 
the tank and employed to monitor both bubble behavior at the free surface and jet droplet ejection. The 
video observations were recorded on 8mm tape; selected video images were digitized and saved as .bmp 
format files using a video capture board installed in a PC. The maximum jet drop ejection height was 
then obtained from the analysis of those image files. To investigate the effects of viscosity upon jet drop 
ejection, the liquid media used included distilled water and 50 and 75 weight percent glycerol solutions. 
A Sony camcorder with multiple shutter speeds was positioned just above the free surface and used to 
record the bubble images for determination of the bubble size distribution. The valuable video images 
were also digitized in the same way and further examined using commercial software and an image 
analyzer to determine the bubble size distribution. 
To investigate the effect of viscosity upon the processes of film and jet droplet ejection, two 
different media were employed in a 3-inch bubble column ( 107 em tall and 7.6 em diameter). A 
horizontal impact area was positioned around the top of the bubble column and the liquid medium was 
dyed, which allowed the impact patterns formed by droplets ejected from the top of the bubble column 
to be recorded with videography. 
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C. Results and Discussion 
Table I contains experimental observations of jet droplet ejection for three different media. For 
distilled water, the bursting ofbubbles with a mean diameter of2 54 mm and standard deviation of0.85 
mm resulted in jet droplet ejection with a mean maximum ejection height of 5.56 em and standard 
deviation of 3 em; some droplets attained heights greater than 13 em above the free surface. The 
frequency distribution is shown in Figure I. The data are in accord with those reponed by Blanchard 
[ 6]. For 50% glycerol with viscosity five times greater than distilled water, the mean bubble diameter 
turned out to be smaller, with a value of 1.6 7 mm and a standard deviation of 0 53 mm. The mean of 
the maximum jet droplet ejection height, as a result, increased to 7 65 em with a standard deviation of 
2.65 em; some jet droplets attained heights of about 15 cm above the fi·cc surface. As viscosity was 
increased to 0.25 poise, about 25 times greater than distilled water, the medium containing 75% 
glycerol did not produce extensive jet droplet ejection even though the mean bubble diameter was only 
1.37 mm with a standard deviation of 0.66 mm; based on a small sample of jet droplet ejection 
observations, the mean of the maximum jet droplet ejection height was only 2.39 em with standard 
deviation of I .62 em. A few droplets attained a height of 7.8 em above the free surface. 
Table I: Jet drop velocity and maximum ejection height for 
distilled water and 50 and 75 wt% glycerol solutions. 
medium 
distilled water 
~(I% gl~-ccrol 
75% glycerol 
,·iscosity 
poose 
glcm/scc 
ll.ll I 
0.05 
0.25 
surface 
tension 
dyne/em 
72 
70 
68.5 
mean or mcan/ma\ 
bnbble diameter height 
111111 
2.5~ 
1.07 
l:l7 
em 
5.5c.tD.71 
7.65/15.1 
2.1W7.8\l 
mcan/ma\ 
velocity 
em/sec 
10~/IM 
1221172 
68/12~ 
The surface tensions for the three media used were not significantly different: 72, 70, and 68.5 
dyne/em for distilled water, 50%, and 75% glycerol solutions, respectively. Clearly, the experimental 
data reveal that small bubbles tend to produce jet droplet ejection; moreover, the viscosity has an 
important effect upon the process. Based on the conversion of potential energy to kinetic energy, the 
means of jet droplet velocity were I 04, 122, and 68 em/sec; the maximum values were 164, 172, and 
124 em/sec as shown in Table I. 
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Figure 1 a: Bubble size distribution at the free surface 
for distilled water system. 
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Figure 1 b: Maximum height distribution of jet droplets 
for distilled water system. 7 2 
13.6 
Figure 2a: Impact patterns formed by droplets ejected from the top 
of a bubble column (107 em tall and 7.6 em diameter) containing 
distilled water; the exposure time is 2 hours. 
Figure 2b: Impact patterns formed by droplets ejected from the top 
of a bubble column (107 em tall and 7.6 em diameter) containing 45 
weight percent glycerol solution; the exposure time is 2 hours. 
73 
Impact patterns formed by droplets are displayed in Figure 2a-b for distilled water and 45 
weight percent solution of glycerol, respectively, with the exposure time of about 2 hours. Most of drop 
impacts in Figure 2b are spherical, likely formed by jet droplets. On the other hand, the impact pattern 
in Figure 2a not only includes spherical-like dots, but also linear streaks which likely come from film 
droplets. Clearly, increasing viscosity by addition of glycerol suppresses film droplet ejection. 
II. Acoustic Study 
A. Introduction and Experimental Apparatus 
Acoustic monitoring is a non-intrusive method that can be employed to characterize and/or 
identifY the signatures of different operational conditions. Glasgow et al. [7,8,9,10] studied the noises 
produced in an airlift reactor as a function of superficial gas velocity, location, medium property, and 
gas chamber using a cartridge-type condenser microphone. Bubble-generated noise at the 
disengagement region is closely identified with the bubble bursting process. and it changes with bubble 
size which also affects droplet ejection 
In this part of the investigation, video monitoring of the bubble behavior at the free surface was 
obtained with a Sony camcorder with multiple shutter speeds. During the playback of the recorded 
NTSC 8mm tape, NV signals were digitized with sound card and video capture boards installed in a 
PC, and saved as files for further analysis in the format of .wav and .bmp for audio and video, 
respectively. The sound board has the sampling rate of 44 kHz which allows measurement of 
frequencies of interest up to 22 kllz according to the Nyquist sampling theorem, and the video capture 
board can digitize the video at the speed of 30 frames per second with 320x240 pixel resolution. The 
acoustic signal can be clearly identified from the sound track and can be associated with some particular 
bubble behavior such as bubble bursting. Also, the corresponding spectrum can be obtained from 
Fourier transformation of those digitized sound signals by commercial software. The digitized video still 
can be used for further analysis such as bubble size distribution determination. 
B. Results and Discussion 
Figure 3 displays one example of video, audio, and corresponding spectrum for a single bubble 
bursting at the free surface of distilled water; Figure 3-a exhibits coalescence of two bubbles into a 
large bubble, which immediately breaks, generating the audible sound shown in the sound track in 
Figure 3-b, and the corresponding spectrum is shown in Figure 3-c. 
For an aerated reactor, multiple bubbles appear at the free surface such that the sound track may 
contain contributions from numerous bubble bursting events. The bubble breakage occurs not only due 
to bubble film thinning, but also due to the disturbance from other neighboring bubbles. The 
bubble-generated noise is much more complicated, and is a function of the bubble size distribution at the 
top, as well as other factors [7,8,9,1 0]. Figure 4 contains a set of spectra for distilled water and 50 and 
75 weight percent glycerol solution systems from the bubbling tank with the bubble size distribution 
shown in Table I. The frequency in the spectral plots primarily ranges from I 000 to 2500 Hz with 
some particular peaks. Those low frequencies are associated with the bubble formation region and 
environment as compared to the noise which was collected until bubbles reached the free surface and 
the noise as air line was turned off. The frequencies greater than I 000 Hz are believed to be the 
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Figure 3a: A sequence of still images with 1/30 second time 
interval; two small bubbles coalescence then break out immediately; 
the time period is .1 second. 
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Figure 3b: The digitized audio associated with the bubble breakage 
event; the time period of this extracted section is .024 second. 
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Figure 3c: The spectrum obtained from Fast Fourier Transformation 
of the digitized audio signal. 
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Figure 4: Set of spectra obtained from the free surface of 
bubbling tank using dostllled water and 50 and 75% glycerol 
solutions. 
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consequence of bubble bursting phenomena. Figure 4 reveals that the glycerol system displays a 
strikingly different spectral pattern as compared to distilled water. Those differences likely come from 
the viscosity and bubble size effects. 
Ill. Conclusion 
These experimental results clearly indicate the importance of bubble breakage. and film and jet 
droplet ejection with respect to generation of large. local velocities. The concern as to whether or not 
cultured cells will be ejected out of liquid media warrants further investigation; droplet ejection 
processes at low flow rates and the effect of surfactant with respect to cellular entity transport need 
additional investigation ( 13]. 
Both bubble formation and disengagement can generate audible sounds which can be easily 
collected and correlated with corresponding video images; bubble formation exhibits lower frequencies 
than does bubble disengagement. Also. noise produced at the free surface can be suppressed by the 
presence of a foam layer. The AIV monitoring technique for bubble behavior in aerated reactors might 
find application in on-line culture control and be perhaps used to map out the operational envelop which 
corresponds to increased cellular productivity. 
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Abstract 
Cyclodextrin glucanotransferase {CGTase) produces cyclodextrins (COs) from 
starch. CGTase catalyzes intramolecular and intennoleculartransglycosylation reactions, 
as well as hydrolysis of cyclodextrins and starch. The CGTase consists of five globular 
domains (A, 8, C, D, and E). Domain E has 60% amino acid similarity with the starch-
binding domain (SBD) of glucoamylase I {GAl). To reveal the role of domain E in the 
enzyme catalysis, three mutant CGTases of Bacillus macerans were constructed. The 
truncated CGTase contained no domain E. The domain E was replaced with SBD of GAl 
in the chimeric CGTase. The modified CGTase was constructed by genetically 
engineering the primary structure of CGTase. The truncated and chimeric CGTases were 
not functional, indicating the involvement of domain E in the enzyme catalysis. The 
product profile of genetically engineered CGTase was changed suggesting that a desired 
CGTase can be made for a specific CD production. 
Introduction 
Cyclodextrin glucanotransferase (CGTase) is an industrially important enzyme 
which produces cyclodextrins (COs) from starch. Cyclodextrins are cyclic 
oligosaccharides which consist of six, seven, or eight a-1 ,4-linked D-glucopyranosyl 
residues {1 ). CGTase produces cyclodextrins from starch by an intramolecular 
transglycosylation reaction. Besides the cyclization reaction, CGTase also catalyzes 
hydrolytic and intermolecular transglycosylation reactions (2). The three-dimensional 
structure of CGTase from Bacillus circulans revealed that the protein consists of five 
globular domains A, 8, C, D, and E (3). Domain E has 60% amino acid similarity with 
the raw-starch-binding domain of Aspergillus niger glucoamylase I and is assumed to be 
important for the cyclization reaction (4). The attempts to show the participation of 
domain E in the cyclization and/or hydrolysis of starch by using C-terminal deletions and 
chimeric constructs of CGTases produced contradictory results (5·9). 
To elucidate the role of domain Eon the catalytic behavior of a Bacillus macerans 
CGTase, three new constructs have been made. The first construct, truncated CGTase, 
contained no domain E. The second construct, chimeric CGTase, contained the raw-
starch-binding domain (SBD) of glucoamylase I (GAl) of Aspergillus niger instead of 
domain E. The last construct, modified CGTase, was made by genetically engineering 
the amino acid sequence of CGTase. 
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Materials and Methods 
Strains and plasmids 
E. coli strains JM1 05 {Pharmacia), XL 1 BLUE {Stratagene) and Novablue 
{Novagen) were used for general DNA manipulation. E. coli strain JM1 05 was used for 
the production of cyclodextrin glucanotransferase {CGTase). Plasmid pREI contains 
2.1 Kb glucoamylase I {GAl) gene from Aspergillus niger in pBS+ vector {Stratagene) 
{1 0). Plasmid pLCGT1, containing 2.3Kb CGTase gene of Bacillus macerans in pCRII 
vector {Invitrogen), was obtained from Dr. B. Tao of Purdue University. The sequence 
of CGTase gene was described by Takano et al. {11 ). The pT7Biue T·vector for cloning 
of PCR products was purchased from Novagen. The pKK223·3 vectorforoverexpression 
of CGTase in E. coli was purchased from Pharmacia. 
DNA manipulation and transformation experiments 
General DNA manipulation was done by the standard methods described in 
Maniatis et al. (12). E. coli was transformed using CaCI2 or electroporation according to 
Aubusel et al. (13). Small and large scale plasmid preparations were performed using 
Wizard Minipreps and Qiagen-tip purchased from Promega and Qiagen. Restriction 
endonucleases, ligase and Taq polymerase were purchased from Promega. Alkaline 
phosphatase and Klenow fragment were purchased from Pharmacia, whereas Geneclean 
kit was purchased from Bio1 01. 
Media 
The LB-amp plate (75 ).lg/ml ampicillin, 1.5% agar, 1% trypton, 0.5% yeast extract, 
and 0.5% NaCI, pH7.2) was used for the selection of E. colitransformants. The X-gal· 
IPTG plate (LB agar plates containing 50).lg/ml ampicillin, 15).lg/ml tetracycline, 701-lg/ml 
X-gal, and 80~-LM IPTG) was used for screening of PCR recombinants. The LB-amp-
starch plate (LB-amp agar plates containing 1% soluble starch) was used for plate· 
enzyme assays to detect the starch-hydrolyzing activity of CGTase. LB·amp medium was 
used to cultivate E. coli cells for enzyme purification. 
Construction and manipulation of CGTase genes 
Plasmid pHC1 was constructed for overexpression of Bacillus macerans CGTase 
gene in E. coli. Plasmid pHC1 was constructed by subcloning CGTase gene {EcoRI 
fragment) from pLCGT1 into pKK223·3 vector. Plasmids pHC2, pHC3 and pHC4 were 
constructed to obtain truncated CGTase, chimeric CGTase and modified CGTase, 
respectively. Polymerase chain reaction (PCR) was used to create a restriction site within 
the CGTase gene. The primers for PCR were synthesized by Nucleic Acid Facility of 
Iowa State University and DNA lntemationallnc. DNA sequencing was done by the NAF 
of ISU. Based on the usage of this particular restriction site, plasm ids pHC2, pHC3 and 
pHC4 were constructed (Fig. 1). The DNA coding domain E of CGTase was deleted to 
obtain truncated CGTase. The DNA coding the SBD of GAl from A. niger was added to 
the 3'-end of truncated CGTase gene to obtain the chimeric CGTase. 
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WTCGT A-D E 
Truncated CGT A-D 
Chimeric CGT A-D SBD 
Modified CGT 
Fig. 1. Schemlc representation of CGTase constructs. CGTase is divided into five 
domains A, 8, C, D and E, according to the 3-D structure of CGTase from Bacillus 
circulans. Abbreviations: wr, wild-type; CGT, cyclodextrin glucanotransferase; SBD, 
starch-binding-domain of glucoamylase I. 
Production and purification of CGTases 
E. coli JM1 05 cells containing pHC1, pHC2, pHC3, or pHC4 were incubated in 1 L 
of LB-amp medium at 37"C. The expression of CGTases was induced with 0.3mM IPTG 
added at A.oo of 0.6. Then, the cells were incubated at 37"C for 3h. After harvesting the 
cells by centrifugation (5,000xg, 10 min), the cells were broken in two passes by a French 
Press at a pressure of 4,000 psi. The soluble crude enzyme was separated from the cell 
debris by centrifugation (10,000xg, 10min). Ammonium sulfate (80% saturation) was 
added to the supernatant and the solution was stirred at 4°C for 1 h. After centrifugation 
(16,000xg, 30min), the precipitate was dissolved in 10 ml of 20mM Tris buffer, pH 7.5. 
The enzyme solution was dialyzed and applied to a-CO-coupled Sepharose 68 column. 
The proteins were eluted with 15mM a-CD. The affinity gel was prepared according to 
Laszlo at al. (14). The epoxy-activated Sepharose 68 was purchased from Pharmacia. 
Analytical assays 
a-CD activity of CGTase was assayed by the methylorange complexation method 
according to Lejeune et al. (15). The enzyme reaction was performed at 40°C. The 
reaction mixture contained 1% soluble starch, 35J.LM methylorange in 50mM phosphate 
buffer of pH 6.0. To stop the reaction, 6M HCI was added to a final concentration of 0.3M. 
The reaction solution was incubated at 16°C for 30min, and the absorbance at 505nm 
was measured. One unit of cyclization activity is defined as the amount of enzyme that 
catalyzes the formation of 1 J.Lmole a-CD per minute under the assay conditions. 
The product specificity of CGTase was measured by HPLC. The reaction mixture 
(pH 6.0) containing 5% soluble starch, 3mM CaCI2, and 50mM phosphate buffer was 
incubated at 40°C with 0.9U ofeach wild type and modified CGTases in a total volume 
of Sml. Samples were withdrawn and heated in a boiling water bath for 1 Omin to stop the 
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reaction. The concentration of ex-, ~-.andy-COs in the reaction mixture was measured 
by HPLC on a Spherisorb-NH2 column (Phase Separations Inc, Norwalk, CT) equipped 
with a Rl detector (Erma Rl detector, ERC-7512, Erma Inc). The mobile phase was 65% 
aqueous acetonitrile at a flow rate of 1 mllmin. 
The protein concentration was determined by using the Bio-Rad protein assay. 
Sodium dodecyl suHate (SOS)-polyacrylamide gel electrophoresis (PAGE) was performed 
on 8.5% gels, and proteins were stained with Coomassie Brilliant blue. The Western blot 
was performed by transferring the proteins from the SOS-PAGE gels to a nitrocellulose 
membrane with a Transblot SO semidry-blotter (Bio-Rad). Polyclone antibodies against 
CGTase were used to detect the presence of CGTases. 
Results and Discussion 
Production of wild-type and engineered CGTases 
Starch-plate assay was used to confirm the expression of the wild-type and 
engineered CGTases in E. coli. E. coli JM1 05 carrying pHC1, pHC2, pHC3 or pHC4 was 
plated on a LB-amp-starch plate (1% starch) and incubated overnight at 37"C. The 
formation of halos was examined by exposing the plate to 12 vapor. The halos which 
appeared around colonies indicated that starch has been degraded by the hydrolytic 
activity of CGTases. E. coli JM1 05 carrying pHC1, which has the wild-type CGTase gene, 
showed a large halo and served as a positive control (Fig. 2). E. coli JM1 05 carrying 
pHC4, which has ttie modified CGTase gene, also formed a large halo. These results 
showed that the wild-type and modified CGTases were produced in E. coli and had 
starch-hydrolizing activity. 
No halos were detected around the colonies of E. cofi JM1 05 carrying pHC2 or 
pHC3, indicating that no active truncated CGTase (pHC2) and chimeric CGTase (pHC3) 
were produced in E. coli. 
Wild-type CGTase, truncated CGTase, chimeric CGTase and modified CGTase 
were purified from E. coli as described in Materials and Methods. The purified wild-type 
CGTase showed a single band (74k0a) on the SDS-PAGE and the Western blot. 
Modified CGTase showed a major band of 74k0a and several bands having a molecular 
weight between 40 and 50kDa (data not shown). The chimeric CGTase was purified and 
the presence of the SBD was confirmed by Western blotting using glucoamylase 
antibodies. A proteolytic degradation was also observed for chimeric CGTase. The 
purification of truncated CGTase was unsuccessful. 
Characterization of the wild-type and modified CGTase 
The cyclization activities of the two enzymes were determined by the methylorange 
method. The specific activity of the modified CGTase was reduced to 6% of that of the 
wild-type CGTase (Table 1). The cyclization and hydrolytic activities of the truncated 
CGTase were not detectable. The chimeric CGTase showed no cyclization activity and 
very weak hydrolytic activity, which was diffcult to quantify. The latter results suggest that 
the domain E of CGTase is important for cyclization activity. The attachment of SBD to 
the C-terminus of truncated CGTase did not produce CO-functional enzyme. 
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Table 1. a-CD activity of wild-type and modified CGTase. 
Enzyme 
WT-CGT 
Truncated CGT 
Chimeric CGT 
Modified CGT 
Specific activity (U/mg) 
159 
not detectable 
not detectable 
9 
The amount of a-, ~-. and "tCDs produced by the wild-type and modified CGTase 
from soluble starch were measured by HPLC. The time course of CD production by 
CGTases is shown in Fig. 3. The wild-type CGTase produced mainly a-CO at the initial 
stage of the reaction (Fig. 3A). The a-CO production gradually decreased with the 
progression of the reaction. The amount of ~-CD increased with increasing the incubation 
time. The product profile of modified CGTase showed a significant difference from that 
of the wild-type CGTase (Fig. 3B). The a-CO was the major product during the course 
of the reaction catalyzed by modified CGTase. The production level of ~-CD and "tCD 
was low and did not changed even after prolonged incubation. These results indicate that 
the specific modification of CGTase changed the product profile of the enzyme. 
The degree of total CD conversion from 5% starch is shown in Fig. 4. 
The starch conversion by modified CGTase was lower than that by the wild·type CGTase 
mainly due to the reduced ~-CD and "teo production. 
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Fig. 2. Halos formed by E. coli transformants on starch-plate. Each 
transformant was plated onto a LB-amp-starch plate (1% starch) and incubated 
overnight at 37"C. After incubation, the plate was exposed to 12 vapor to 
examine the formation of halos. (A) £. coli JM105 carrying pHC1 (wild-type 
CGTase); (B) E. co/iJM105 carrying pHC2 (truncated CGTase); (C) E. coli 
JM105 carrying pHC3 (chimeric CGTase); (D) E. co/iJM105 carrying pHC4 
(modified CGTase). 
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Use of the Rotating Wall Vessel for Study of Plant CeO Suspension Cultures 
Xinzhi Sun and James C. Linden 
Department of Agricultural and Chemical Engineering 
Colorado State University 
Abstract 
Plant cells have been difficult to grow in conventional stirred bioreactors. One main reason is the 
hydrodynamic environment. The Rotating Wall Vessel (RWV), which is designed by NASA for 
mammalian cell culture, shows some prospects for plant cell culture. The system is a 
horizontally rotated, bubble free culture vessel with membrane diffusion gas exchange. 
Destructive shear forces are minimized because this system has no impellers, air lift, bubbles or 
agitators. Taxus brevifolia cells are cultured in a 250 ml working volume RWV for 18 days. 
Samples are collected every three days . Results from growth in 3 liter marine impeller reactors 
and flask controls are also presented as comparisions. 
Introduction 
Plant cells have been grown in a variety of bioreactors such as conventional stirred tanks, 
air-lift columns, roller bottles and bubble columns. However the experimental results of 
biomass and metabolite production in shake flasks are difficult to reproduce in stirred 
tank reactors. One main reason is that plant cells are very sensitive to fluid shear stress in 
the hydrodynamic environment of the reactors introduced by mechanical mixing and gas 
bubbling I. 
The Rotating Wall Vessel is a horizontally rotated, bubble free culture vessel with 
membrane diffusion gas exchange. The culture medium, cells and cell aggregate particles 
rotate with the vessel and do not collide with the vessel wall or any other damaging 
objects. Destructive shear forces are minimized because this system has no impellers, air 
lifts, bubbles, or agitators. Suspension cells estabilish a uniform, very low shear, fluid 
suspension orbit within the horizontally rotating culture vessel. As the cell mass grow, the 
rotation speed is adjusted to compensate for increased sedimentation rates. 
In our experiments Taxus brevifolia PCl cells are cultured under different conditions: 
1 ). a 3-Iiter marine impeller stirred tank reactor (STR) with air bubbling; 2). a 3-Iiter 
marine impeller reactor with silicone tubing for oxygen diffusion; 3). the Rotating Wall 
Vessel (RWV); 4) a modified Rotating Wall Vessel (see Materials and Methods); and 
5) shake flask controls. 
The preliminary experiments proved the RWV to be a suitable tool for studying plant 
cell culture. Especially since the shear stress field can be quantitatively described in the 
annular space, the device is to be used for investigating shear effects on plant cells. 
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Experiment Materials and Methods 
Plant Cells and Medium 
Taxus brevifolia PCI cells were obtained from Phyton Catalytic, Inc., !thea, N.Y. 
Suspended cells are cultured in GB5 medium under darkness at 25 C at 100 ~pm in 500 ml 
Erlenmeyer flasks containing 125 ml of medium with polyurethane foam stoppers. Routine 
subculturing is made every two weeks. The cells form aggregates and do not produce 
taxol. 
Bioreactors and Operation 
The rotating wall vessel (RWV) designed by Synthecon Inc. is a zero-head space, aqueous 
medium-filled cylinder that suspends cell aggregates by rotating the vessel wall and the 
core around the axis. It has a working volume of 250 ml with a central spin filter covered 
with a semipermeable membrane that permits gas diffusion into the growth medium. Plant 
cells are maintained in suspension by balancing their sedimentation introducing by gravity 
with centrifugation caused by vessel rotation; The individual cell aggragates behave as 
though they were in a continuous fluidized bed reactor. This also means that cells are 
subjected to a randomized gravity field with low shear stress. Rotation of the RWV at 
speeds of 10 -- 60 ~pm maintains particles that are up to I em in diameter in laminar 
streamlines 2. Through these experiments, the R WV rotates at 12 rpm and the temperature 
is 25 C. 
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Figure I. Modified RWV system 
89 
. 
. 
. 
. 
. 
. 
The difference between the modified RWV [Figure 1 ] and the RWV is that pure oxygen 
is used instead of air. Oxygen pressure in the system is controlled at approximately 0.2 psi 
by a manometer assembly using less than 210 em of water head because the membrane can 
not stand pressures greater than 3 psi. 
The STR is a 3 liter marine impeller tank with a 1. 7 liter working volume. It operates at 50 
rpm, aeration rate is 0.01 vvm. In another experiment with the same reactor, silicone 
tubing of 1.5 meter length, 8 em in diameter is used and pure oxygen under 2 atrns is 
maintained within the tubing. 
Shake flask controls were under same conditions as maintainance cultures. 
Cell Mass Measurement 
Samples are collected every three days. Sample cells are filtered under vacuum and the 
resulting wet cells are microwaved for 5 minutes. The dry cells are collected and weighed. 
Results and Discussions 
The data in Figure 2 shows the cell growth under five different experiment systems stated 
above: STR, STR with silicone tubing, RWV, modified RWV and flask control. 
During the first culture phase of about 12 days, the modified RWV has greater cell 
growth over other systems. To some extent, cell growth in the other systems is very 
similar to that in flask controls. After 12 days the flask controls take the lead in cell 
growth rate. Cells in the modified RWV grow a little slower than flask controls , but still 
much higher than others. The experiments show that the modified RWV system gives the 
closest results to flask controls in terms of cell growth. In 18 days cell dry weight 
increased from 0.61 to 4.00 gil in flask controls and from 0.80 to 3.10 gil in the modified 
RWV. The possible reason is that the shear stress is very low in RWV and using pure 
oxygen enhanced the oxygen transfer through the membrane to plant cells compared with 
the stirred tank reactor. Though many factors can contribute to the character of cell 
growth, shear stress effects may play an important role in these observations. Generally 
PC1 cells become more and more aggregated with culturing time and experiments with 
TIC assay for cell viability3 show that older PC 1 cells are more sensitive to shear stress 
than younger ones. For the initial period of cell growth, the cells are not sensitive enough 
to shear stress to distinguish among the different hydrodynamic conditions except in the 
case of the modified RWV, which has an extremely low shear environment. After 14 days 
bigger cell aggregates are more easily affected by shear stress, so cell growth in both 
STRs starts to drop, while there is still significant growth in the RWV systems. 
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Implications and Perspectives 
There are reported mammalian cell lines that have been successfully cultured by using 
the RWV 4 . These experiments show the RWV to be also useful for plant cell culture. 
A major design criteria for the R WV is based on the need to suspend cells and 
aggregates while maintaining the minimum shear environment possible in unit gravity. 
Though the design proved to be able to provide enough oxygen to meet requirements of 
other cell lines, it is probably not sufficient for PCJ cells using air ; the RWV was 
modified with pure oxygen after two unsatisfactory experiments using the original R WV. 
Another advantage of using pure oxygen is that it eliminates the routine replacement of 
nitrogen bubbles with fresh medium, which increases the risk of the contamination of 
cultured plant cells and interferes with normal cell growth. 
Conventional bioreactors are difficult to characterize with respect to the flow field and 
resulting hydrodynamic stress. In the R WV shear stress is readily calculated provided the 
medium rheology and operating conditions are known. Our final objective is to study the 
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shear stress effects using this RWV system. The RWV will be remodified to make the 
inner cylinder rotate at speeds different than the vessel wall. The rotation of both 
cylinder walls insures that the cells are fully suspended and that shear stress subjected 
on the cells depends on the relative rotation speeds, which can be adjusted according to 
experimental requirements . 
The mathematical model of shear stress can be developed from equations of continuity 
and motion of couette flow5. Assuming the medium rheology follows the simple power 
law, the model is as follows : 
>·n 
t(r,Wo,Wi) 2- n m·R · 
.!_.II-~) n 
30 \ n (Wo- KWi)n 
n 
t - Shear stress ( Pa ) 
r- Radius from the center ( m ) 
Wo- Outer cylinder rotation speed ( rpm ) 
Wi --- Inner cylinder roration speed ( rpm ) 
R -- Radius of outer cylinder ( m ) 
K -Ratio of radia of inner cylinder over outer cylinder 
m --- Medium consistency index 
n ---Medium flow behaviour index 
r' 
The model shows that the shear stress in the RWV is a function of fluid rheological 
behaviour ( m, n ), reactor dimensions ( R, K) , rotation speeds ( Wo, Wi) as well as the 
position concerned ( r ). 
For the R WV being used, the radius of inner cylinder is I em and 2.8 em for outer 
cylinder . If assuming m = 0.2, n = 0. 7 ( at exponential growth phase ), the shear stress 
can be calculated using the model, the results are presented in Figure 3. 
Currently experiments with P991 cell lines , which produces taxol, is under way. 
Hopefully the RWV performs well for this cell line and then the work of modifying the 
R WV will start to serve in studying shear stress . 
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A Novel Counter-Current Distribution Apparatus for the Study of 
Multi-Stage Aqueous Two-Phase Extraction of Biomolecules and Cell 
Particles 
Abstract 
Martin R. Guinn 
Paul Todd 
University of Colorado, Chemical Engineering 
Campus Box 424, Boulder CO 80309 
Aqueous two-phase extraction is a unit operation useful in downstream bioprocessing for the isolation and 
purification of biomolecules and cell components. Counter-current disuibution (CCD) has been the most 
commonly used multi-stage application of aqueous two-phase extraction since it offers the potential for 
obtaining chromatographic resolution of separands based on their relative partition coefficients. 
Commercially available bench-scale CCD extractors are inefficient and expensive, and do not lend 
themselves readily to scale-up. We have developed an improved CCD design which overcomes some of 
the limitations of the current designs by incorporating efficient mixing and demixing with the ability to 
operate several concurrent experiments. In addition, an engineering model is under development which 
incorporates the effect of incomplete mixing and demixing, misalignment of the phase cut and interface, 
and stage-to-stage variations in the solute partition coefficient K, phase volume ratio R and total system 
volume. The model will be a useful tool in predicting and optimizing extractor perfonnance for bench 
scale and larger scale applications. 
Introduction 
Immiscible aqueous phases can be formed by the addition to water of a synthetic polymer 
such as polyethylene glycol (PEG) and dextran or PEG and salt. These systems are 
desirable for the isolation of proteins, oligonucleotides, and cell components due to their 
high water content (80-90%) and low interfacial tension. PEG invariably forms the 
'hydrophobic' light phase while dextran partitions to the heavy 'hydrophilic' phase. Solute 
partitioning between the phases depends on many factors but is dominated by solute-
solvent interactions. Aqueous two-phase systems typically have low phase density 
differences and high viscosity which contribute in different ways to slow rates of phase 
demixing compared with aqueous-organic extraction systems. It is primarily for this 
reason that multi-stage contacting, in which each extraction stage is allowed to come to 
complete equilibrium, is more effective then continuous counter-current contacting 
schemes. Many other aqueous two phase systems and their application have been studied 
and are reviewed by Albertsson (1985), Walter (1986), and Johansson (1994). 
Commercially available CCD extractors generally consist of two disk-shaped flanges 
containing extraction cavities. Phase transfer is accomplished by rotating the upper disk 
relative to the stationary lower disk. Mixing is typically accomplished by vertical or 
orbital shaking while demixing i$ gravity driven (except in the most expensive extractor 
where centrifugal demixing is used). Neither unit is scaleable for commercial application. 
Our objectives in the current design are to address some of the most important drawbacks 
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of the existing apparati, namely: improved phase mixing, centrifugally enhanced demixing, 
capability for simultaneous multiple extractions, a scaleable design, and full automation in 
a simple and inexpensive design. 
Centrifugal CCD Extractor: Description and Operation 
The centrifugal CCD apparatus consists of a 20-stage two-piece Plexiglas extractor 
mounted on a horizontal shaft and coupled to a variable speed motor and controller, 
Figure 1. The extractor contains an inner disk and tightly fitting outer ring through which 
cylindrical extraction cavities have been located radially in such a way that approximately 
half the cavity volume (2 ml) is contained in each piece. Phase transfer occurs by step 
rotation of the inner disk relative to the outer ring using a shaft-mounted stepper motor 
powered through slip ring contacts. The extractor, stepper motor, and slip ring contacts 
are connected by sheaves to a variable speed motor in such a way that the extractor can be 
rotated slowly to effect mixing (through the buoyant action of the trapped head space air 
bubbles or by using a mixing ball for very viscous solutions) and then accelerated to high 
speed to accomplish enhanced centrifugal demixing. Indexing of the extractor to effect 
phase transfer is accomplished during the accelerated demixing step. Multiple extractors 
can be stacked together on the apparatus. The entire unit is fully automated. 
CCD Engineering Model 
A mathematical model is under development which will serve as a useful tool in predicting 
and optimizing the performance of the centrifugal ceo. In the first phase of model 
development no stage-to-stage variation in phase volume ratio (R), solute partition 
coefficients (K;), and total system volume (V) is assumed although these values may vary 
between experiments. Stage dependent variation in R, Kio and V due to the effect of high 
feed loads and feed volume will be considered in the second phase of model development 
and will incorporate detailed material balances on each component coupled with a phase 
equilibrium model. In addition, the model assumes that the interface and phase cut 
locations may not necessarily coincide, that demixing may be incomplete at phase transfer, 
and that mixing may be insufficient to permit complete mass transfer. 
Theoretical Development 
A new solute balance model is presented in which the phase system within the extraction 
stage is modeled as a three-volume region as shown in Figure 2. 
n-1 n 
Figure 2. Definition of terms for the CCD extractor model 
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Light phase is transferred from the left adjacent cavity (n-1) to the right cavity (n) by 
slicing the phase system at the junction of the two extractor rings (along the heavy 
horiwntalline in the figure). In general, the liquid-liquid interface may be above or below 
the phase system cut as indicated by the shaded region V*. The total liquid volume is V 
and the volume of the lower cavity half is V b which is fixed by the geometry of the 
extractor. For a partitioning solute, the solute balance over the n-1 stage is, 
[(v -VB -v*)x +v•rLt,r-l -[((V -VB -v·)x +V•rL.r-l 
=[LX+ HY).,, -[LX+ HYJ.,r-1 
(I) 
X and Y are the mass concentrations of the solute in the light and heavy phases 
respectively and L and H are the volumes of the light and heavy phases. With the 
appropriate substitutions, an equation in terms of X., the solute concentration in the light 
phase of chamber n after transfer r, can be obtained, 
X 
n,r 
where the partition coefficient K and the phase volume ratio R are defined as 
K=x 
y 
L R=-
H 
and Q·=v·(K;J) 
Effect of Interface Location 
(2) 
The effect of interface location on extraction performance (Figure 3) can be illustrated for 
two cases, R=2.0 and R=0.5, for which the liquid-liquid interface is below and above the 
phase cut, respectively. 
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Carryover of heavy phase in the R=0.5 case results in a larger effective K value and poorer 
extraction performance. The best results are obtained when the phase volume ratio and 
cavity volume ratio are the same. 
Effect of Incomplete Demixing 
The effect of incomplete demixing on solute extraction performance has also been 
modeled and is shown in Figure 4 for R=l.O. Incomplete demixing results in a larger 
effective K value. 
0.3 
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Figure 4. Theaetical solute profiles fa: 12-stage BSA partitim (K=O.l85, R=l) fa" 
various demixing times. Experimental data for BSA partitim in Dextran 250,000, PEG 
8000, 10 min. demixing time. ShCI'tel' demixing time results in partitioo coefficients that 
tend toward unity and decrease separatioo efficiency. 
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The dynamics of unhooking and contraction of a polyelectrolyte chain 
around an isolated post 
Lin Zhang and Edith M. Sevick 
Department of Chemical Engineering, U!Uversity of Colorado at Boulder, Boulder, CO 80309-0424 
Abstract 
The geometration process of a polyelecb'Oiyte, involving hooking, unhooking and conlraction, is 
frequently encountered in gel eleclrophoresis. To understand the dynamics of such geometration 
process, Brownian Dynamics simulations have been used in this paper to study in detail the 
dynamics of a hooked chain around an isolated post. The simulation results can qualitatively 
describe experimental observations. 
Introduction 
Gel electrophoresis is an important technique in biology and is widely used in the size separation of 
mixtures of DNA fragments. The technique consists of applying a constant or switched field across a gel, 
through which the charged DNA molecules drift at different speed depending on the DNA length. This 
length-dependence of mobility causes the DNA to separate out into bands corresponding to fragments of 
different sizes. Difficulties arise, however, in separating large DNAs because of the decreasing length-
dependence and eventually mobility saturation. Pulsed-field electrophoresis has been developed so as to 
postpone the occurrence of. saturation stage. 
Efforts have been made in understanding the DNA separation mechanism by observing the detailed 
motion of DNAs undergoing electrophoresis. Smith et. a/. (1989) used direct microscopic visualization to 
individual fluorescent-labeled DNAs in agarose gel electrophoresis. They found that DNAs were frequently 
entangled by the gel network and extended upfield from the entanglements toward the positive electrode. 
The head ends of entangled DNAs are visibly brighter than their trailing stems, implying a higher density of 
DNA segments in the head ends. More recently, Volkmuth and Austin (1992) have performed DNA 
electrophoresis on regular arrays of posts constructed on a silicon wafer by optical microlithography. 
DNAs were imaged using the intercalating fluorescent dye ethidium bromide. Under a constant field of I 
V /em, the observations clearly show that DNA chains are episodically hooked on the posts causing the chain 
to form a metastable "U" as tensions develop on both sides of the chain. This U-shaped structure slips 
around the hooking post in the direction of the longer side of the chain. After this unhooking has finished, 
the chain extends almost to its full contour length. The chain, however, does not remain fully extended. 
The overall extension of the chain will be dramatically reduced as the chain moves further up the field. This 
observation is in good agreement with Smith et. al. 's work. 
Deutsch and Madden (1989) put forth a straightforward Brownian Dynamics simulation approach to 
study the DNA eletrophoresis. The DNA is represented by a chain of beads linked by freely hinged bonds. 
The electrophoretic medium is represented by arrays of regularly positioned posts or obstacles. The 
Langevin equations of the chain are integrated numerically using Runge-Kutta algorithm with the constraints 
of the constant bond length. The simulations have shown the periodic extension and contraction of DNA 
chains caused by the entanglement on the posts. The contraction of the chain is due to two reasons. The 
first is the entropic tension which tends to randomize the chain structure. The second is the additional 
friction experienced by the leading segments of the chain due to the collisions with the obstacles when the 
chain transverses between the obstacles. The collisions impede the leading segments' downward motion 
causing the front of the chain to slow down relative to the trailing portions. As the density of the leading 
end increases, the collisions are further. increased. Eventually, the trailing portions of the chain are 
completely eaten up to form a compact coil. 
Particular attentions have been paid by a few researchers to understand the detailed dynamics of 
chain extension and its influence to the overall mobility in electrophoresis. Schurr and Smith (1990) studied 
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the equilibrium mean extension of a linear polyelectrolyte tethered at one end and other end free. For a chain 
of N Kuhn segments with length b and effective charge q, it was found that the mean extension in the 
direction of the electric field (E) can be accurately calculated by Rz = (~/b)ln(sinh(N~}/(N~)}, where~. a 
measure of field strength, =qEblkB T. For N~>> 1, the polyelectrolyte is essentially fully extended, while in 
a week field or N~<<l, the head end of the chain is weekly oriented even though the stem may be largely 
aligned. This work has explained the observation by Smith et. a/. (1989) that the head end of an entangled 
DNA chain is brighter than its trailing stem in the microscopic visualizations. Volkmuth et. a/. (1994) have 
analyzed the release dynamics of the hooked DNA chains from their experimental measurements based on 
the previous work (Volkmuth and Austin, 1992). They calculated explicitly the unhooking time and 
compared the results with several measurements of different DNA sizes. 
An interesting study of release dynamics of a polyelectrolyte hooked on an isolated post have been 
carried out recently by Sevick and Williams (1994), in an effort to understand and eventually control the 
size-dependent mobility. The displacement of a segment causes a change in the free energy of the chain, 
including both the potential and the stretching energy. By assuming that, at any time, the extensions of two 
arms of the hooked chain are in equilibrium, Sevick and Williams were able to obtain an analytic expression 
of the free energy of the chain. The hydrodynamic drag of the segment moving at certain speed is equal to 
the force on the segment i.e. the derivative of the free energy with respect to the position. This analysis 
gives rise to a solution (Equation (5) in Sevick and Williams' paper) describing the motion of chain 
unwinding. This equation is written as 
(I) 
where z; is the dimensionless extension of ith segment from the pivot point in the unit of the segment length 
b, tis the dimensionless time in the unit of (i]b2/ksT), 11 is the frictional coefficient of a Kuhn segment, 
and L* is the inverse of the Langevin function 
L(x) = coth(x) - 1/x (2) 
A set of equations, consisting of Equation (1) expressed for each ith segments were solved numerically to 
give the release dynamics as a function of time. Without invoking the post friction, this treatment is able to 
reproduce recent experimental observations (Song and Maestre, 1991, Volkmuth et. a/., 1994). 
In this paper, Brownian Dynamics simulations are performed in an attempt to understand the 
unhooking and contraction dynamics of a DNA chain hooked around a post in the presence of an electric 
field. Useful insight can be obtained through the simulations regarding the DNA geometration process in 
the electrophoresis. The unhooking simulation is carried out from initially hooked equilibrium structure 
until chain slips off the hooking post. The dynamics of the chain contraction is obtained by simulating a 
tethered DNA chain released from the tether point. 
Description of the Simulation Approach 
A linear polyelectrolyte is characterized by its persistence length P, contour length L and the 
distribution of electrical charges. Electrostatic interactions between adjacent segments of the chain are 
manifested in the persistence length P and the corresponding Kuhn length b=2P. In the range of ionic 
strengths greater than O.OlM, the persistence length and the corresponding Kuhn length are primarily 
intrinsic values with a negligible electrostatic contributions (Schurr and Schmitz, 1986). Here, the 
polyelectrolyte is modeled by a linear chain of N beads freely linked by the bonds (or Kuhn length) of 
length b. The charge of each bead, q, corresponds to the effective charge of each Kuhn segment. To 
prohibit the chain crossing the post, we assume a repulsive zone around the post so that a repulsive force 
will occur once the bead move close to the post. The position Langevin equation can be conveniently 
described in the dimensionless form as 
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~(lr. II = F 9 +N-(r· 1- r-)- a- 1Cr·- r- 1) 1 1 1+ 1 1- 1 1- (3) 
where ri is the position vector of ith bead and F'f1 is the vector describing the total force acting on the bead. 
ai is the bond tension between beads i and i+ 1 so as to keep constant bond length: 
(ri- ri-1)2 = b2 (4) 
The dimensionless forms of Equations (3) and (4) can be written as 
ilR-TI ="·+a-(R· 1-R)-a· 1CR-R- 1) a't ~I 1 I+ I I· 1 1- (5) 
and 
(6) 
where the dimensionless position and time 
(7) 
tkaT t---
- flb2 (8) 
~i represents the total dimensionless forces acting on bead i. We ignore the electrostatic excluded volume 
interactions between nonadjacent segments are ignored in the model, although it may be included by 
assuming a bead-bead interacting potential. In case of a stretched chain, the excluded volume effects are 
expected to be greatly reduced because of the low density of the chain segments. By further neglecting the 
hydrodynamic effect, the total force on ith bead is 
f;b ~i = P; + ksT + F; (9) 
The frrst term on the r.h.s of Equation (9) describes the relative field strength. The second term describes 
the thermal random effect and F; is the repulsive force of the post pointing from the center of the post to the 
bead. Comparing Equation (9) with Equation (I), it is noted that, in Sevick and Williams' work, the 
thermal random force effects are manifested approximately in terms of inverse Langevin functions. 
The random force, f;, is assumed to obey Gaussian statistics with zero mean and variance o 2 = 
<f;(t)fj(t')> = 2ksTr]B;jl5(t-t'). In simulations, updating is done by finite but very small increment, so that 
15(t-t') can be replaced by the sharply peaked function, 1/ M, where M is the time increment in a step. 
Using the properties of a Gaussian distribution, we can further simplify the calculation off; by sampling g; 
from a Gaussian distribution of zero mean and variance 1. The thermal random force can then be obtained 
by f; = ogi = ~ 2ks TT]/ll.t gi, or, in terms of dimensionless time f; = kf ...J 2/ !lt gi. The direction of the 
vector g; for each calculation is uncorrelated and random. Rewriting Equation (9), we have 
(10) 
The repulsive force of the post, F;, is represented by an arbitrary smooth function which increases 
as the bead moves toward the post. We choose the form 
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0< /.M{i I <1, (II) 
Fi = 0 
' 
/.M{i/<::1 
Here, t.Ri is the vector distance between the bead and the post and ~i is the unit vector of t.R,. This 
repulsive function implies a repulsive zone with radius b surrounding the post. The coefficient n is 
properly chosen so as not to allow crossing of the chain over the post. In our simulations, n = N~ + 
...j(2/t.t) 0 
To solve the set of Langevin equations consisting of Equation (5) for each bead, we need to know 
the tension, Cli, for each bond. This can be achieved by a few mathematical arrangements using the 
Langevin equations and constraint conditions described by Equation (4). As has been shown by Deutsch 
and Madden (1989), we replace the index ito i+ I of Equation (5) and such obtained equation is subtracted 
by Equation (5). By substituting the constraint condition of constant link length, we are able to obtain a set 
of linear equations below 
ai-tCRi- Ri-tl (Ri+l- Ri)- 2~b2 + ~+tCRi+2- Ri+t) (Ri+t- Ri) = (~i+l- ~i) (Ri+l- Ri) (12) 
There are N-1 such equations for a chain of N beads. This set of equations are tridiagonal matrix 
equations and can be solved efficiently using the Thomas algorithm to obtain the tension of each bond. The 
Langevin equations (Equation (5)) are a set of first order differential equations that can be solved 
numerically. Here, we use the fourth order Runge-Kutta algorithm. The sets of equations (12) and (5) are 
solved in tum so as to obtain the release dynamics described by a series of chain positions. The time step 
dt is properly chosen so that the deviation of the separation between any two adjacent beads is always less 
than 3o/c. In each time step it is also checked whether or not any bond of the chain moves across the post. 
If crossing occurred, the move is rejected and the new move is made by reducing the previous time step. 
E 
Figure 1. Schematic description of a hooked chain around a post. 
Results 
Release Dynamics 
Considering a hooked polyelectrolyte of N beads with a length difference in the number of bonds, 
t.N. we carry out the BD simulation as described in the following. The chain is initially set to be hooked on 
the post with two arms parallel with the field and a bead being tethered right atop of the repulsive zone. 
This initial cOnfiguration is randomized by performing BD simulations under the electric field until the chain 
segments on both arms have reached equilibrium. The constraint of the tethered bead is realized in the 
simulation by setting the Langevin equation for the bead (described by Equation (5)) to be zero. Then, such 
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constraint is removed or the tethered bead is released so that the chain slips around the post under stretching 
forces. The release dynamics is obtained from the statistics of the chain motions during the entire simulation 
process. Noting that each arm length is measured from the top of repulsive zone to the lowest bead as 
shown schematically in Figure 1. 
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Figure 2. Chain extension vs. time under three field strengths: I)= 0.2, 0.33 and I. For each 
realization, the total length, Z1 +Z2. and the length difference, dz, are both plotted. 
Figure 2 depicts the simulation results of single realization for a chain of 98 beads under three 
different electric fields 1)=0.2, 0.33 and I. Initially, dN = 10. The simulated results in length difference, 
dz, and total length, Z1+Z2. can qualitatively describe the experimental measurements made by Volkmuth 
et. a/. (1994) using fluorescence microscopy. A smaller noise is observed for higher values of 1), indicating 
a decreased thermal random effect on the release dynamics in stronger electric field. Figure 3 and 4 show 
the simulation results of release dynamics over a number of realizations for 1)=0.5 and I respectively. Each 
figure reveals the results under two circumstances: (I) with and (2) without (by setting the random force fi 
in Equation (5) to be zero) random forces. The symbols describe the results with random forces and the 
dashed curves are for the results without random forces. It can be seen that the release dynamics with 
random forces differs from the one without random forces. The deviation increases rapidly as I) or field 
strength is decreased. It is interesting to note that the thermal effect increases the speed of chain unwinding 
rather than hinder the unwinding process, but this effect becomes less important as I) approaches I. It is 
worth emphasizing that the simulations with random forces are much more expensive in computer resources 
than those without random forces. For example, each realization for 1)=0.5 requires to run over ten hours 
with random forces but only a few minutes without random forces on a SUN SP ARC Station 10. Figure 3 
shows that the release dynamics are very close with and without random forces, so that the results without 
random forces can well represent the dynamics with random forces for a range of electric strengths of I) > I. 
Let's look in more detail at the release dynamics with and without random forces for 1)=0.5. As can 
be seen, the total length of the chain as well as the lengths of the two arms are all shorter than their 
corresponding lengths without random forces. This is apparently caused by the thermal disorientation of the 
arm segments. It is interesting to note that the difference for the retreating arm becomes significant as the 
time increases. This is due to the slip-over of the highly stretched portion or stem of the short arm to the 
other side. In contrast, the difference for the longer arm becomes smaller as the time increases because of 
the growth of the stem which largely determines the arm length. A gradual decrease of total length is also 
observed as the chain unwinds around the post. This is mainly because the contraction occurs on the longer 
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Figure 3. Chain extension vs. time for ~=0.5. The data were obtained over 12 realizations. Symbols: with 
random forces; dashed line: without random force. Open circles- Z1+Z2, filled circles- Zh open 
squares - z2. and filled squarest.,. 
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Figure 4. Chain extension vs. time for ~=I. The data were obtained over 12 realizations. Symbols- wilh 
random forces, dashed lines- without random force. Open circles- Z1+Z2, filled circles - Z1. 
open squares - z2. and filled squarest.,. 
side of the chain as the result of a decrease in the tension of the pivot segment. The almost full extension 
after unwinding indicates, however, that this contraction is far from reaching equilibrium, implying that the 
chain motion under the field strength of ~=0.5 is much quicker than that of the chain relaxation. 
With a strong electric field, the two sides of the hooked chain move in parallel with the field 
direction with little fluctuation or thermal noise. A simple analytic solution may be obtained directly to 
describe the release dynamics as follows. It is assumed that the hooking pivot is only a point transmitting 
the electric forces between the two arms. Then, the net electric force acting along the chain is A.EA, where A. 
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is the electric charge per unit chain length and /:J. is the arm length difference. Let this electric force equal to 
d!J. 
the total hydrodynamic drag of the chain, so that I..E!J. = 11N dt. The integration yields /:J. = /:J.o 
exp(I..Et/11N), or in dimensionless form 
(13) 
where !J.o is the initial arm length difference. 
Comparing analytic solutions of Equation (13) with the simulated results in the condition without 
random forces, we found surprisingly that the results differ greatly. The difference is clearly shown in 
Figure 5 depicting the simulated and the calculated unhooking times for a chain of N=31 and !J.o=4 under 
various electric strengths. 40 realizations were carried out for each field strength. For both the simulated 
and the calculated results, the unhooking time decreases as the field strength increases or ~ becomes larger. 
It is noted that the simulated release dynamics is much faster than the calculated one. We first suspected that 
the size of the assumed repulsive zone caused the deviation in association with the geometrical effects of a 
freely-joint chain overlapping on the post. We 
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Figure 5. The unhooking time changes as a function of field strength, ~. for a chain of 31 beads. Open 
circles- without random forces, filled circles- with random forces, and open squares- calculated 
by Equation (13). 
have tried several different sizes, however, found similar results. We further speculate that it may be 
caused by the use of an arbitrarily defined repulsive zone as may be explained below. Under stretching 
forces, the pivot segment tends to move across the post but is pushed away by a repulsive force from the 
post. When the bead is close to the post, the repulsive force calculated from Equation (II) may be much 
larger than the total force which tends to move the bead further to the post. This excessive repulsive force 
imposed on the bead leads to a much larger pivot tensile force than that of the electric stretching. As a 
result, the arm is pulled up at a much faster pace so as to speed up the chain unwinding. The current 
definition of the repulsive zone may be modified to overcome the excessive repulsive force by restticting the 
repulsive force to act only as a balancing force to resist the bead further moving to the post. Nevertheless, 
we made no attempt to verify this speculation in this paper by carrying out simulations, because our 
intention here is to investigate qualitatively the release dynamics and the currently employed algorithm can 
give consistent results. 
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Figure 6. The fitted characteristic time constant is plotted as a function of field strength,~, for a chain of 31 
beads. Open circles - without random forces, filled circles - with random forces. 
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Figure 7. The fitted characteristic time constant is plotted as a function of chain length, N, under the field 
strength of 1)=0.5. Open circles - without random forces, filled circles - with random forces. 
In Equation (13), the length difference, Az, changes exponentially with the time, t. The constant, 
N/~, in the exponent is a characteristic time constant, tc, which determines the release dynamics. For the 
simulated dynamics, e.g. shown in Figure 3 and 4, the characteristic time constant may be calculated 
approximately by fitting the curve of Az to a single exponential expression (Volkmuth et. a!., 1994, Sevick 
and Williams, 1994). Figure 6 shows the characteristic time constants fitted from the simulation data for a 
chain of N=31. It can be seen that the time constant decreases as the relative field strength increases. When 
~ > 2, the difference between tc with and without random becomes negligible. For longer chains, a lower 
field strength is expected above which the characteristic time constant can be approximated by the result 
without random forces. Figure 7 shows the time constant as a function of chain length under field strength 
of ~=0.5. A linear relation between the time constant and the chain length is observed for our particular 
conditions. The smaller values of characteristic time constant obtained for systems with random forces 
implies a faster release dynamics than systems without random forces. 
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Chain Contraction 
As the hooked chain falls off the post, the stretching tension disappears from the hooking post, 
leading the chain to contract as it further moves down under the electric forces. We simulate this contraction 
process by releasing an attached chain from the post. A few randomization steps are first carried out under 
the electric field for a chain with one end tethered at the post and another end free. The tethered end is then 
released. The positions of the center-of-mass, Zoom• and the two end beads, z(l) and z(N), are recorded as 
the parameters characterizing the contraction dynamics. 
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Figure 8. Chain contraction dynamics for a chain of 51 beads under field strength ~=0.1. 
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Figure 9. Chain contraction dynamics for a chain of 51 beads under field strength ~=1. 
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The contraction dynamics are described in Figure 8 and 9 for a chain of 5 I beads under a relative 
field strength of ~=0.1 and I respectively. A few realizations were performed so as to make statistic 
average. As seen from Figure 8 and 9, the center-of-mass moves linearly with time for both field strengths. 
By fitting to a straight line, we obtained the slop equal to the corresponding field strength ~· This is in good 
agreements with the analytical solution, Zcom = ~'t, by ignoring the chain conformation changes. Under a 
weak field of ~=0.1, the trailing end of the chain moves quickly upfield approaching the front end, which 
is, however, almost stagnant about its original position when the tethered end is released. This is because, 
with a weak field, the front segments are largely disorientated while the trailing portions are largely aligned. 
A much higher internal tension therefore occurs at the trailing segments resulting in a faster contraction. 
With a strong field of ~I, the chain is nearly fully stretched leading to a uniform internal tension along the 
chain, so both the front and trailing ends contract uniformly as the chain moves down in the field. 
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ABSTRACT 
Laboratory experiments were performed to study the influence of alfalfa plants in biDremediating 
soil and groundwater contaminated with llW ha:alrdous volatile chlorinated organic compounds, 
trichloroethylene (TCE) and 1,1,1-trichloroethane (TCA). A chamber consisting of channels with 
dimensiDns of 1.8 m in length, 35 em in depth, and 10 em in width was filled with fine sandy soil 
(silt<lO%). Alfalfa plants were growing in the soil for nearly llW years. For about six months, the 
water fed to the channel was contaminated with TCA and TCE @ 50 and 2{){) fJL/L, respectively. 
Alfalfa in the channel was previDusly fed with groundwater contaminated with phenol @ 5{){) 
mg/L for about one year. BiDdegradation of these chlorinated organic compounds in the channel 
was significant Methane was generated in the saturated zone of the channel and was observed in 
groundwater samples by the gas chromatographic headspace analysis technique. Presence of 
methanogenic activity due to the anaerobic degradation of the compounds was suspected. Mea-
surements of the gas phase in the enclosed chamber using FT-1R instrument showed that some 
quantities of TCA and TCE were volatilizing into the gas phase above the alfalfa plants. Mass 
balances performed on the whole system indicated that both TCA and TCE were lost. No interme-
diates of biDdegradatiDn were observed in the headspace during the FT-IR measurements of the 
chamber. 
Key words: Vegetation, volatile organics, headspace analysis, biodegradation. 
INTRODUCTION 
Ollorinated aliphatic hydrocarbons, such as 1,1,1-trichloroethane (TCA) and trichloroethyl-
ene (I'CE), are suspected human carcinogens and mutagens (1). Their presence in soils and 
groundwater would constitute a major health risk to the human population relying on groundwater 
for drinking water. The Maximum Contamination Levels (MU..) enforced under the Safe Drink-
ing Water Act, are about 100 J.lg/L for TCA and range from 1 to 5 J.lg/L for TCE (1). 
Anaerobic transformation of these chlorinated compounds in the groundwater under metbano-
genic conditions generally results in the formation of more toxic intermediate products such as 
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vinyl chloride (MCL = 1Jlg/L) (1). Aerobic biotransformation ofTCE by bacteria enriched on 
methane can occur through a cometabolic mechanism (2). Several researchers also demonstrated 
in silu cometabolic transformation of chlorinated solvents prevalent at contaminated sites (3). 
Plant-based Bioremediation. Bioremediation in the presence of vegetation is_ receiving 
increasing attention ( 4-7). However, research studies to identify the role of vegetation in bioreme-
diating soils and groundwater polluted with chlorinated compounds are limited (6, 7). In natural 
plant ecosystems, the roots of the plants usually exude a wide spectrum of compounds including 
sugars, amino acids, carbohydrates, and essential vitamins which may act as growth and energy 
substrates for the microbial consortia in the root zone. The rhizosphere (root zone of the plants) is 
therefore a region which enriches a complex mixed microftora (6-8). 
The objectives of the present research investigation were to investigate the possible extent of 
biodegradation of TCE and TCA in the rhizosphere of alfalfa plants growing in a laboratory 
chamber and to simultaneously monitor the generation of any toxic biodegradation intermediates 
that might be formed during plant-based bioremediation. 
MATERIALS AND METHODS 
Chamber Construction. The design and construction of the experimental setup was 
described previously (5, 7). The constructed chamber consisted of channels 10 em in width, 
approximately 1.8 m in axial How length, and 35 em in depth. Figure 1 shows the frontal view of 
the laboratory chamber when it is imagined to be axially extended. The channels were packed 
with sandy silt soil and alfalfa plants were established in the soil under laboratory conditions in 
June, 1992. A glass and aluminium enclosure 26 em high was constructed above the ground level 
of the chamber for gas phase monitoring of the chamber. 
Microbial Growth. Growth of indigenous microbial consortia occurred in the channel soil 
when fed with phenol solution at a concentration of 500 mg/L in groundwater from June, 1992 
until May 17, 1993. Observations indicated that 99% of introduced phenol was mineralized in the 
channel (5, 7). It is believed that a specific hydroxylase enzyme, induced in the saturated zone of 
the channel, facilitated the biodegradation of phenol. From May 18, 1993 till June 30, 1993, pure 
water was fed to purge out phenol and study the adsorption-desorption processes. 
For the present study, trichloroethylene (I'CE) and 1,1,1-trichloroethane (I'CA) were both fed 
from July 1, 1993 at 100 1-'LIL concentration. A step change was made in the inflow concentration 
of TCA on July 24, 1993 (day 24) from 100 I-'LIL (1.0 mM) to 50 I-'LIL (0.5 mM). Similarly, on 
August 7, 1993 (day 38), there was a step change in the inflow concentration ofTCE from 100 
I-'LIL (1.11 mM) to 200 I-'LIL (2.22 mM). This feeding operation was continued until October 14, 
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1993 (day 106). The washout of these chlorinated organics was monitored by feeding pure dis-
tilled water from October 15, 1993 till December 12, 1993. 
Analysis of Subsurface Chlorinated Compounds. Groundwater samples collected from 
inlet, four sampling wells, and outlet were immediately transferred to nominal10 mL bottles and 
capped with a Pierce reacti-vial screw cap with mininert valves. The concentrations of these chlo-
rinated hydrocarbons in the groundwater samples were then analyzed using a gas chromato-
graphic headspace analysis technique which involved injecting 1 mL of the equilibrated 
headspace gas of the samples into a gas chromatograph (GC) fitted to a fiame ionization detector. 
Analysis of the Headspace Using Fr·IR Instrumentation. Gas phase monitoring of 
TCE and TCA that may be evapotranspired to the headspace of the chamber was done using the 
Fourier Transform Infra Red (FT-IR) instrument described previously (5, 9). The FT-IR instru-
ment was also used to search theIR spectrum of the headspace gas sample to determine the pres-
ence of any volatile intermediates formed during the biodegradation ofTCE and TCA. Headspace 
gas samples of the enclosed chamber were also monitored immediately after harvesting the 
above-ground plant biomass to 5 em from the soil surface. Comparison of the observed FT-IR 
spectra with corresponding standard spectra were also made. 
Chloride Analysis in SoU and Groundwater. Soil samples were collected from several 
different locations and at three different depths from each location along the channel. Accumula-
tion of chloride in the soil samples as chloride salts in each gram of the dry soil sample was esti-
mated (10). Groundwater samples were also analyzed for dissolved chloride concentration. 
RESULTS 
The processes in the plant growth chamber were expected to reach steady state in a few weeks 
from the time of introducing the contaminants. During steady state operation, the adsorbed con-
centrations of TCE and TCA approached constant values; the biodegradation rates of the contam-
inants and growth rates of the microbes reached a plateau; and all transpiring plants became well-
adapted to growth in the presence of the contaminants. It was observed that a considerable amount 
of methane was present in the groundwater samples. 
Groundwater Concentration Measurements. The mean and standard deviations of the 
steady state measurements recorded for TCA, TCE, and methane at the inlet, four sampling ports, 
and the outlet groundwater samples during steady state operation are shown in Table L Steady 
state operation in the chamber was assumed during the last 15-plus samplings performed before 
the beginning of the washout study on day 106. 
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'Dible I. Mean Concentrations" in mWUter ofTCA, TCE, and Methane in the Groundwater 
During Steady State Conditions. 
Compound Inlet Port 1 Port 2 Port3 Port4 Outlet 
CCI3-CH3 49.8 :1: 41.2:1: 40.0 :1: 38.9 :1: 37.9:1: 41.6:1: (rCA) 6.3 8.2 3.6 3.0 7.9 5.6 
CCI2=CHO 279.1 :1: 224.2:1: 227.0 :1: 191.2 :1: 179.1 :1: 204.5 :1: 
(TCE) 28.5 25.6 23.3 22.5 20.0 21.3 
CJ4 0.0 0.0 0.6:1: 10.0 :1: 12.3 :1: 14.4:1: (Methane) 0.3 1.6 2.6 2.4 
a All values are mean :1: standard deviation in mg/liter; in all cases n > 15. 
The concentration of TCA remained almost uniform along the length of the channel and rela-
tively constant over the steady state period of operation. However, the TCE concentration 
decreased by about 33% along the channel from the inlet to the outlet. From Thble n, it can be 
seen that about 76% (• 0.26 mmoles) ofTCA and about 80% (•1.49 mmoles) ofTCE were lost 
each day during the steady state operation of the system. This loss appears to be predominantly 
due to volatilization and biodegradation. As the system was operating at steady state, abiotic 
losses such as adsorption would be negligible. Also, about 0.22 mmoles of methane were detected 
in the groundwater flowing out of the channel on each day during steady state operation (Table ll). 
'Dible ll. Average Masses ofTCA, TCE, and Methane in the Groundwater Flowing 
Through the Chamber During Steady State11• 
Inflow Inflow amt./ Outflow Outflow Amt.lost/ 
Compound cone. day cone. amt./day day 
(mg!L) (mmoles) (mg!L) (mmoles) (mmoles) 
(TCA) 49.8 0.33 41.6 0.07 0.26 
(TCE) 279.1 1.86 204.5 0.37 1.49 
(Methane) 0.0 0.0 14.4 0.22 
11 Average amount of inflow contaminated water to the system = 875 mi.Jday; average outflow 
from the system = 240 mi.Jday. 
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Trichloroethylene balance in the channel during the steady state operation of the system indi-
cated that approximately 1.05 mmoles of TCE was drawn up into the vadose zone on each day. 
This is about 70% of the total amount ofTCE lost each day (1.49 mmoles) in the channel. This 
implies that about 30% of the TCE disappearing was transformed in the saturated region of the 
channel where anaerobic conditions were observed. 
A similar calculation results in an estimated value of 0.24 mmoles/day for the dissolved meth-
ane that was drawn up into the vadose zone due to evapotranspiration in addition to the 0.22 
mmoles per day of methane that was flowing out from the channel. This results in the generation 
of about 0.46 mmoles of methane each day during steady state operation in the saturated zone of 
the channel. H we assume that each mole of TCE is completely biodegraded to yield one mole of 
methane and other products, then 0.46 mmoles of methane would be formed from 0.46 mmoles of 
TCE biodegraded anaerobically in the saturated zone. This accounts for the biodegradation of 
about 30% ofTCE in the saturated zone due to methanogenic activity. This matched well with the 
amount of TCE that was lost in the saturated zone. 
FT-IR Measurements of Gas Phase in the Chamber. Based on the evapotranspiration 
rates in the enclosed chamber, at least 0.5 ppm (v/v)/ hour ofTCA (- 0.07 mmoles/day) and 2 
ppm (v/v)/ hour of TCE (- 0.30 mmoles/day) accumulated in the headspace atmosphere of the 
enclosed chamber. The rate of accumulation of these chlorinated compounds was approximately 
the same subsequent to harvesting the above ground portion of the plant biomass. Water moving 
into the gas phase of the closed chamber was 20-25 mlJ hr; 1-3 fold less than from the open 
chamber, so volatilization losses may be underestimated by this factor. Headspace gas samples 
showed that methane accumulation in the enclosed chamber atmosphere was below the Fr-IR 
detection limits of about 0.5 (.ll..J'L. This reveals that methanotrophic activity was present in the 
unsaturated zone of the soil. 
Chloride Analysis in Soil and Groundwater. The total amount of chloride that accumu-
lated in the channel was estimated based on the chloride concentration measurements. About 32 
mmoles of chloride accumulated in the channel soil, while about 21 mmoles of chloride was 
found to be associated with all the groundwater flowing out of the channel during the whole study. 
Therefore, a net total amount of about 53 mmoles of chloride was observed to be formed from the 
chlorinated compounds during the complete study. 
The total amount ofTCE input to the system, over the entire experiment, was 165 mmoles, the 
total output was 29 mmoles as outflow in the groundwater, and the total amount of vapors enter-
ing the gas phase was 32-96 mmoles. H complete mineralization of each mole of TCE results in 
the formation of 3 moles of chloride, then based on the chloride accumulation, it can be estimated 
that 17.5 mmoles of TCE was degraded in the channel during the complete experiment. 
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Heads pace Measurements of Cut Plants. The transpiration stream concentration factor 
as proposed by Briggs et al. (11) for TCA and TCE are 0.65 and 0.62, respectively. This indicates 
that the respective concentrations of TCA and TCE in the transpiration stream of a plant would be 
about 0.65 and 0.62 times that of the soil-water concentration. However, spectra of the headspace 
gas of the harvested plants (containing 30-50 g of water) showed the complete absence of either 
of the parent chlorinated compounds, TCA and TCE, or other possible intermediates. It may 
therefore be possible that these chlorinated compounds were taken up, immobilized, biotrans-
formed, and fixed as waxes and lignins in plant biomass or excluded by the plants entirely. 
DISCUSSION 
The processes that may be occurring are summarized in Figure 2. Higher accumulations of 
chloride salts in the surface soil nearest to the inlet of the channel (data not shown), suggested that 
TCE was biotransformed due to increased availability of oxygen near the entry of this channel. 
Detection of methane in the groundwater suggests the presence of methanogenic activity in the 
saturated zone of the soil once oxygen was depleted. Methanogenic conditions could have helped 
in the biotransformation of TCE to methane and other products in the saturated zone of the soil. It 
was also seen that small quantities of one or more intermediates with a GC retention time slightly 
longer than acetate (no more than 2% ofthe observed TCE or TCA concentrations) were present 
in the groundwater of the aquifer. 
The availability of methane to microbial consortia present in the rhizosphere of alfalfa plants 
or vadose zone may have helped in the enrichment of methanotrophs that feed on methane as a 
primary substrate (2). Increased methanotrophic activity in this channel soil may have therefore 
contributed to the attenuation of TCE in the rhizosphere of growing alfalfa plants. Other investi-
gators have found trichloroethylene to be aerobically biodegraded through a cometabolic transfor-
mation mechanism in the presence of methanotrophs (2, 3). Methane concentrations in the gas 
phase of the enclosed chamber were below 0.51'L'L. the detection limits of the FT-IR instrument. 
This also indicated that some kind of methanotrophic activity in the rhizosphere of the channel 
was responsible for the Joss of methane (• 0.24 mmoles/day). 
Root exudates contain a wide variety of compounds that may also enrich rhizosphere micro-
flora by acting as energy and growth yielding substrates (6, 8). This may have also assisted the 
diverse microbial community in biotransforming TCE in the channel soil. In fact, TCE was found 
to be cometabolically biotransformed in the presence of substrates such as phenol, toluene, ethyl-
ene, propylene, cresol, ammonia, and isoprene (3). In general, it may therefore, be possible that 
TCE was cometabolically transformed in the presence of appropriate substrates in the form of 
root exudates produced from the roots of alfalfa plants. 
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CONCLUSIONS 
The results of GC analysis revealed that about 30% of TCE were lost in the saturated zone of 
the channel soil due to methanogenic activity during steady state operation. Headspace monitor-
ing of the closed chamber indicated migration ofTCA and TCE (- 25-75% of each compound 
lost per day) to the gas phase of the chamber, but no methane or intermediate chlorinated products 
were detected in the headspace of the chamber. Harvested plants also showed an absence of either 
the parent chlorinated compounds or any intermediate volatile chlorinated compounds in the plant 
tissues within the limits of detection of the Fr-IR instrument. 
OJ.loride accumulation after the entire experiment accounted for biotransformation of at least 
17.5 mmoles of TCE in the channel soil whereas, methane balances during steady state operation 
suggest anaerobic biotransformation in the saturated zone of either up to 30% of TCE, or an alter-
native source for methane. 
The feeding of the chlorinated compounds, at aqueous concentrations toxic to humans, indi-
cated no phytotoxicity. This also indicates the potential for further research into in situ bioremedi-
ation systems involving vegetation, and alfalfa plants in particular. 
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Abstract 
Polynuclear aromatic hydrocarbons (PAHs) are major contaminants 
associated with wastes from manufactured gas plants, wood treating operations, and 
petroleum refining; they are potentially carcinogenic and mutagenic. It has been 
known that vegetation can enhance the rate and extent of degradation of PAHs in 
contaminated soil. Plant roots release exudates capable of supplying carbon and 
energy to microflora for degrading PAHs. It has also been well established that the 
population of microorganisms in the rhizosphere is significantly greater than that in 
the non-vegetated soil; these microorganisms are apparently responsible for the 
enhanced biodegradation of PAHs. 
A model has been derived for describing the rate of disappearance of a 
non-aqueous phase contaminant in the rhizosphere, which takes into account 
dissolution, adsorption, desorption, and biodegradation of the contaminant, without 
neglecting the size distribution of the organic-phase droplets; the rate of 
biodegradation is expressed in terms of the Monod kinetics. The model is validated 
with the available experimental data for pyrene. 
1. Introduction 
Polynuclear aromatic hydrocarbons (PAHs) are a class of hazardous organic 
compounds characterized by their persistence and toxicity [1 ]. Some of them exhibit 
carcinogenic and mutagenic characteristics. Recent works [2, 3] have demonstrated that pyrene, a 
four ring PAH, can be metabolized by indigenous soil microorganisms as a sole source of carbon 
and energy. Several studies have indicated that vegetation may enhance the biodegradation of 
PAHs and other toxic organic chemicals in surface soils [ 4,5]. While the importance of plants and 
their rhizosphere in biodegradation of hazardous substances seems well supported, previous 
research did not quantitatively assess the fate of PAH contaminants during biodegradation. 
In this work, a model bas been derived to describe the fate of a non -aqueous phase 
(NAP) contaminant in the rhizosphere. The model enables us to determine some of the important 
parameters and variables involved in remediation, such as leachate concentration, biodegradation 
rate, and duration of the process. The available experimental data obtained for the disappearance 
of pyrene in the rbizosphere are compared with the model. 
2. Model Development 
When a NAP PAH is in the soil, it undergoes dissolution and subsequent 
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mineralization by the microorganisms. The aqueous-phase contaminant can also be transponed to 
plants through the transpiration streams; it may accumulate in the plants, be metabolized, or be 
volatilized. The contaminant in the aqueous phase is adsorbed onto the soil organic matter and 
the root surfaces; moreover, equilibrium may be established between the liquid and solid phases. 
Root exudates, secreted by the roots, provide carbon and energy for the microflora. The root 
exudates and microorganisms in the aqueous phase are adsorbed onto the soil and root surfaces; 
equilibrium concentrations of the root exudates and microorganisms may be present in the 
aqueous phase and on the solid phases. The model assumes that both suspended and adsorbed 
microbes grow in response to the dissolved concentrations of the available carbon sources. 
Davis et al. [ 5) have conceived a microbial degradation model in a contaminated soil 
with vegetation, which involves mass balance equations for a water-soluble contaminant, 
microbial biomass, root exudates and oxygen. The spatial variability of the aqueous phase 
concentrations and convective-dispersive mass transpon were considered. The present model for 
a NAP contaminant has been developed by adapting the above model. To do so, the following 
simplifying assumptions were imposed: (i) Only one contaminant is present in the system. (ii) The 
aqueous phase concentrations of the contaminant, microorganisms and root exudates are uniform 
throughout the volume of the soil considered. (iii) Oxygen and other inorganic nutrients, such as 
nitrogen, sulfur, and phosphorus are not rate limiting in the mineralization process. (iv) The 
contaminant in the organic phase is present as spherical blobs. (v) The surface area of the organic 
phase blobs is wholly in contact with the aqueous phase. Adsorption-desorption phase 
equilibrium is assumed for biomass, contaminant, and root exudates in the aqueous phase and on 
the root and soil surfaces. The resulting mass balance equations of the model are as follows: 
Contaminant 
Microbial biomass 
-
Root exudates 
11 ( C + Cr) c;, 
m k r_ 
K +C+C - edll 
rs r 
~ { C ( 6 + RdR + pKr) } dt r r 
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(2) 
Organic phase 
dE A 
p A dt - -kL a ( Csat - C) (4) 
For small blobs, the Sherwood number equals 2 and, thus, kL = D ABfr. 
2.1. Non-vegetoJed soil 
The non-vegetated soil does not contain the roots, and therefore, the terms, ~. q and 
Cr vanish. Moreover, the half-saturation constant Krs. associated with the root exudates and the 
substrate, must be replaced by Ks, for the substrate. The balance equations for this case can be 
written as follows: 
Contaminant 
d 
dt {C(6+pKd) +pAEA} 
Microbial biomass 
d~ f.lmC~ 
dt • K +C -ked~ 
s 
The organic-phase balance equation remains unchanged. 
2.2. Size-distributed blobs 
(5) 
(6) 
In reality, it is expected that the sizes of NAP blobs are distributed; this is also 
indicated by the available experimental data [ 6]. In general, therefore, the NAP blobs can be 
considered to be composed of m different sizes. Hence, Eq. ( 4) can be rewritten as 
dE A m ( r. \ 
PAdt .. - 30AaCCsat-C)£AO L -} fi,O (7) 
. 1 \R.) I • I 
where 
(8) 
By substituting Eq. (7) in Eq. (1), the contaminant balance for the size-distributed case is obtained 
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as follows: 
d 
dt {C(9+RdRcf+pKd)} 
m r. 
• 3 D ABE AO ( Csat- C) 2: { --1\ fi, o-qTSCFC 
. 1 \R.) 
I - I 
(9) 
(10) 
Equation ( 4) and the expression, kL = D .ABfr, can be combined to obtain the rate of change of the 
blob radius; it is 
dri -DAB (Csat- C) 
- .. 
dt pAri 
(11) 
3. Parameten 
The parameters, Rcr and T SCF> are calculated from expressions given by Briggs et al. 
[7]. The diffusion coefficient of NAP in water, D AB• is calculated from the Wilke-Cllang 
correlation [8]. Table 1 lists the parameter values used in the simulation. 
4. Numerical Simulation 
The model developed has been simulated in the light of available experimental data, 
i.e. the disappearance ofpyrene in the vegetated and non-vegetated soil [6]. The fate ofpyrene is 
simulated by Eqs. (2), (3), (9), and (11) for the soil with vegetation, and by Eqs. (6), (10), and (11) 
for the soil without vegetation. 
4J.Inauucomti6ons 
The initial conditions for the simulation are listed in Table 2. In the experiment from 
which the data are adopted for verifying the present model [6], 100 mg of pyrene was dissolved in 
25 mL of acetone, and the resulting solution was misted onto 1000 g of soil through an atomizer 
to give a final concentration of 100 mg/kg in soil and this soil is placed in a pot of diameter 6-
inches. The drop-size distribution is considered to obey the Rosin equation for the atomizer [8,9], 
F --bd" d • e (12) 
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Table 1. Values of the parameters 
for simulation [3, 5, 7, 8, 10-13]. 
Parameter Value 
Csat 0.135 mg/L 
1-lm 5.0/day 
~ 0.01 
Ra 251.6 
Rb 100 
R, 100 
p 1700 kg/m3 
K.J 0.5 m3/kg 
% 0.01 m3/kg 
K, 0.01 m3/kg 
8 0.4 
PA 1271 kg/m3 
q 0.01/day 
q,C,., 2.4 mg/Lday 
TscF 8.795 X 10"3 
TscFr 0.75 
Ys 0.5 
Y, 0.5 
Krs=Ks 10 mg/L 
kect 0.05/day 
DAB 0.5 cm2/day 
log Kow 5.09 
log Koc 4.81 
-----·--
Table 2. Initial Conditions. 
Variable Value 
c 0.0 mg/L 
c;, lOmg/L 
Cr lOmg/L • 
EAO 1.338 X 10"4 
•c, = 0 for the case without vegetation. 
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4J. Procedure 
The coupled non-linear stiff ordinary differential equations mentioned at the outset of 
this section have been solved numerically with the l.SODA (Livermore Solver for Ordinary 
Differential Equations) package [14]. This Fortran program resorts to the 10-th order Adams-
Moulton Adams-Bashforth Predictor Corrector method [15]. 
S. Results and Discussion 
The rates of disappearance of pyrene are exhibited for the NAP blobs of several sizes 
in Fig. 1. Note that the model for the pyrene blobs of a uniform initial size is incapable of 
simulating the initial rapid rate of disappearance of pyrene and the tailing effect. 
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Fig. 1. Variation of the fraction of pyrene remaining in 
the soil with the initial pyrene blob radius as the 
parameter. 
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Figure 2 indicates that when the size distribution is considered, the model fits 
reasonably well to the experimental data and that the rate of disappearance of pyrene in the 
rhizosphere is notably greater than that in the non-vegetated soil. Since the smaller pyrene blobs 
have larger interfacial area per unit volume than the larger ones, they are consumed rapidly. In the 
later part, however, the dissolution rate of pyrene is reduced substantially because of the decrease 
in the overall interfacial area available for mass transfer per unit volume; this area is contributed 
by the relatively larger blobs. The rate of consumption of these blobs is exceedingly low, thereby 
effecting tailing. Obviously, the residual pyrene is larger in the non-vegetated soil than in the 
rhizosphere. Eventually, the biomass concentration becomes insufficient in the non-vegetated soil 
to degrade all pyrene; this results in an appreciable residual aqueous phase concentration of 
pyrene, thus giving rise to its extensive adsorption to the soil; see Fig. 3. Nevertheless, a large 
population of microorganisms continues to thrive in the rhizosphere, and therefore, it renders the 
residual pyrene negligible. The amount of pyrene taken up by the plants is very small compared 
to that dissipated via the biodegradative pathway because the value of the transpiration stream 
concentration factor, Tscp, for pyrene is extremely low. 
Compared to that in the aqueous phase, a relatively large proportion of pyrene is 
adsorbed to the soil with or without vegetation, although, for convenience, only the latter case is 
illustrated in Fig. 3. This phenomenon is attributable to the high adsorptive potential (Kc! = 0.5 
m3 /kg) of pyrene to the soil. 
6. Conclusions 
The model developed in this work is in accord with the experimental data for the 
disappearance of pyrene in the rhizosphere as well as in the non-vegetated soil. The initial rapid 
rate of disappearance of pyrene and the tailing effect in the later part can be elucidated by 
considering the size distribution of the blobs. 
In general, the fate of a NAP contaminant, i.e., the amount of contaminant, at any time, 
in the various phases of the rhizosphere can probably be estimated by resorting to the present 
model. The smaller the size of the NAP blob, the more rapid the rate of depletion; this is 
attributable to the surface area available for mass transfer. The microbial population is found to 
be appreciably larger in the vegetated soil than in the non-vegetated soil. Vegetation increases the 
rate of removal of the NAP contaminant and also reduces the groundwater contaminant 
concentration. 
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Nomenclature 
a Interfacial area per unit volume of the system (1/cm) 
b Constant 
C Aqueous-phase concentration of the contaminant (mg/cc) 
q, Aqueous-phase concentration of microbial biomass (mg/cc) 
Cr Aqueous-phase concentration of the root exudates (mg/cc) 
Cs;.1 Aqueous-phase solubility of the contaminant (mg/cc) 
d Diameter of the liquid drop from the atomizer (J.un) 
DAB Diffusivity of the contaminant in the aqueous phase ( cm2/day) 
1\,o Initial fraction of the NAP blobs with radius Ri (dimensionless) 
Fd Fraction of the mass of the solution contained in the drops of diameters greater than d 
ked Decay rate constant for microbial biomass (1/day) 
kL Mass transfer coefficient (em/day) 
~ Partition coefficient for the adsorption of microbial biomass to the soil surfaces (eel 
n 
NAP 
PAH 
Greek 
mg) 
Partition coefficient for the adsorption of the contaminant to the soil surfaces ( cc/mg) 
Octanol-water partition coefficient 
Partition coefficient for the adsorption of the root exudates to the soil surfaces ( cc/mg) 
Saturation constant associated with the organic substrates (mg/cc) 
Saturation constant associated with the contaminant (mg/cc) 
Constant 
Non-aqueous phase 
Polynuclear aromatic hydrocarbons 
Rate of extraction of water in the soil by the plant's root system (1/day) 
Root exudate loading factor (mg/cc day) 
Phase equilibrium parameter associated with the adsorption of microbial biomass to 
the root surfaces (dimensionless) 
Root concentration factor for the contaminant (dimensionless) 
Root density in the soil (cc/cc) 
Phase equilibrium parameter associated with the adsorption of root exudates to the 
root surfaces (dimensionless) 
Transpiration stream concentration factor for the contaminant (dimensionless) 
Transpiration stream concentration factor for the root exudates (dimensionless) 
Observed yield coefficient for microbial growth on the contaminant and root exudates, 
respectively (mg/mg) 
£A NAP volume fraction of the contaminant in the system (cc/cc) 
£AO Initial NAP volume fraction of the contaminant in the system (cc/cc) 
EAi,O Initial NAP volume fraction of the contaminant contributed by the blobs of the i-th 
size (cc/cc) 
I'm Maximum specific growth rate (1/day) 
p Bulk density of the soil (mg/cc) 
PA Density of the NAP (mg/cc) 
e Water content of the soii( cc/cc) 
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Introduction 
Fatty acid esters of carbohydrates are nonionic surfactants used in detergents, cosmetics, 
and foods. They can be produced from readily available raw materials and have high surface 
activity, high biodegradability, and low toxicity. Monosaccharide-fatty acid esters are common, but 
esters of fatty acids with oligosaccharides are rare. 
Acid-catalyzed addition of an alcohol to the reducing-end C-1 of an oligosaccharide, 
followed by lipase-catalyzed esterification of other carbohydrate hydroxyl groups in organic 
sol vent, reversing the usual ester cleavage, will produce fatty acid-oligosaccharide esters. 
The first step is to make the sugars more soluble in fatty acids, because organic solvents 
have to be avoided for food or cosmetic applications. Sugars are rather polar, so that a nonpolar 
group has to be introduced in the sugar in binding a long-chain alcohol (C4-C12) to it. This 
procedure is well known as the direct Fischer reaction: With an acid as catalyst the alcohol binds to 
monosaccharides. With glucose and 1-octanol this reaction yields 98% octyl glucoside [I]. 
Because of difficulties solubilizing disaccharides in alcohols and avoiding hydrolysis of the 
disaccharide through water generated during the reaction, catalysis with disaccharides has not been 
performed yet. As maltose is a relatively cheap raw material available in large amounts from starch, 
this disaccharide is the object of this research. Maltose is also appropriate because it is not as 
quickly degraded under acidic conditions as e.g. sucrose. If literature data [2, 3) of glucose and 
glucosides applies to maltose, butyl maltoside (Fig. I) should be produced more easily than any 
other maltoside, and for the next step- catalytic reaction with a lipase and a fatty acid- butyl 
maltoside is more practical. Before this occurs, however, the solubility of maltose inn-butanol, the 
temperature range of the reaction, and the conditions of the formation of water and its influence on 
the entire reaction have to be determined. For optimizing a later scaleup, the kinetics of the reaction 
have to be known and a simple separation technique has to be worked out. 
Straathof and coworkers [I) have found that 1.6 gn glucose is soluble in n-octanol at 90°C. 
The reaction temperature depends on the boiling point of the alcohol. Other authors performed 
reactions under reflux [4, 5) (boiling point of the alcohol, T< 120°C), while some reactions were 
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carried out under reduced pressure [6] or just at a lower temperature than the boiling point [I, 7]. 
With high temperatures colored byproducts are formed that should be avoided. On the other hand, 
the temperature has to be high enough to have an acceptable reaction rate. Several techniques have 
been tried to decrease the amount of water during the reaction, e.g. by distillation of an azeotrope 
[6] or vacuum distillation [6, 8]. 
Materials and Methods 
Fischer-Reaction 
To 0.8 g ground maltose monohydrate were added 100 ml dried n-butanol and 0.08 g 
cation exchange resin. The solubility of maltose inn-butanol is 8 gil at 117'C (the boiling point of 
n-butanol). n-Butanol was dried over K2C03 and molecular sieve (3A) prior to use. The mixture 
was reacted at different temperatures and pressures to optimize the reaction selectivity. Distilling 
off a mixture of0.4% water and 99.6% n-butanol at 330 mm Hg and 75-SO'C in three 25-ml 
portions from the reaction mixture and each time replacing them by 25 ml dried n-butanol seemed 
to be the best method. The water concentration decreased from 0.068% (w/w) in stock n-butanol to 
0.03% in dried n-butanol to 0.015% in the reaction mixture. 
Gas chromatography 
Samples of reaction solution were evaporated and derivatized at 70'C in pyridine with 
hexamethyldisilazane (HMOS) and trifluoroacetic acid (TFA). The resulting trimethylsilyl (TMS) 
saccharides were subjected to GC. 
GC analyses were performed on an Hewlett Packard 5890 gas chromatograph equipped 
with a 30-m long, 0.25-mm ID fused silica DB-5 (O.IJ.lm thick) column and a flame ionization 
detector. The temperature program was 2JO'C for 10 min, increasing IO'C/min to 235'C, and 
remaining for 20 min at this temperature. The injector and detector temperatures were held at 
270'C. The carrier gas was helium at an average linear velocity of 0.19 rnls as measured by 
methane. The split ratio was 1:100. 
Due to the lack of standards of the products the peak areas of each compound were 
compared. Because peak areas are fairly proportional to concentrations, a good idea of the com-
positions of various product solutions can be obtained (Fig. 2). 
Product separation 
Addition of five volumes of hexane to one volume of the reaction mixture (initial 
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composition (w/w): 22% maltose, 59% n-butyl rnaltoside, 15% n-butyl glucoside, and 4% 
glucosyl-a-(1,4)-gluconic acid) precipitated a mixture of 34% maltose, 57% n-butyl maltoside, I% 
n-butyl glucoside and 8% glucosyl-a-(1,4)-gluconic acid, leaving 77% n-butyl maltoside, 19% n-
butyl glucoside and 3% glucosyl-a-(1,4)-gluconic acid in the supernatant Addition of another five 
volumes of hexane precipitates the rest of then-butyl rnaltoside and glucosyl-a-(1,4)-gluconic 
acid, leaving only n-butyl glucoside in the supernatant. 
Chemicals 
Amberlyst 15 was obtained from Sigma It is a strongly acidic macroreticular ion exchange 
catalyst in the hydrogen form with a wet mesh size of 16-30 (i.e. 0.3-1.25 rnm), a surface area of 
50 m2/g, and a pore volume of 32%. Its maximal temperature is 120"C and its moisture content is 
$ 3%. The exchange capacity is 4.7 rneq/g (1.8 meq/ml). n-Butanol and maltose· H20 were ob-
tained from Baker. Pyridine (silylation grade), HMDS (specially purified) and TFA (HPLC grade) 
were purchased from Pierce (Rockford, IL). Hexane was obtained from Fischer Scientific 
(Pittsburgh, PA). 
Results and Discussion 
The problem of the Fischer reaction with disaccharides is hydrolysis of the staring material. 
Because water is formed in an acidic environment the disaccharides are degraded to 
monosaccharides, e.g. glucose (Fig. 3). Use of molecular sieve in the reaction mixture, passing 
condensed reflux through a bed of molecular sieve, and passing the mixture through a tubular bed 
of cation exchange resin and molecular sieve were unsuccessful, either because the molecular sieve 
disintegrated or because not enough water was removed. Crystallization of maltose from organics 
to remove water also was unsuccessful. Higher reaction temperatures gave higher reaction rates but 
lower selectivities, since the activation energy for hydrolysis was greater than that for n-butanol 
addition. Lower temperatures gave unacceptably low reaction rates. By choosing the optimal 
temperature, pressure, and reaction time the formation of glucose can be avoided. But the 
concentration of product n-butyl maltoside and the yield are low, the former being limited by the 
low solubility of maltose in n-butanol and the latter being limited by the accumulation at higher 
conversions of n-butyl glucoside. The molar selectivity of n-butyl maltoside over glucose, n-butyl 
glucoside, and other minor products is approximately 3.5. The maltose:water ratio was only about 
2:1 in the reaction mixture, because some of the added maltose was not dissolved at the reaction 
temperature and because the molecular weights of water and maltose are very different, 18 and 
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362, respectively. Continued reaction leads to a decreased ratio of n-butyl maltoside ton-butyl 
glucoside. Lower molecular weight alcohols would allow higher maltose solubility and therefore 
higher reaction rates, while longer oligosaccharides would hydrolyze even faster. 
The separation of the reaction products by adding hexane to the crude reaction mixture is 
pretty simple and an optimization on this step should be optimized so that the amount of hexane can 
be decreased. 
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Abstract 
Advent of recombinant DNA technology has made the large scale production 
of proteins economically feasible and consequently the use of proteins as 
pharmaceutical agents is becoming more popular. Proteins howev~ are quite 
unstable and require a number of excipients in the formulation to stay 
biologically active. Surfactants have traditionally been used to stabilize protein 
formulations. The interactions of the s)llfactants with proteins are not very 
well studied largely because of the lack of suitable methods. In this paper we 
will review the existing methods to study these interactions. We also present a 
method using Electron Paramagnetic Resonance spectroscopy (EPR) to 
determine the binding stoichiometry of the surfactants to the proteins in liquid 
formulations. This method is non-invasive and involves the partitioning of a 
neutral EPR spin label, 16-doxyl stearic acid into surfactant-protein aggregates 
and determining the binding stoichiometry by factor analysis of the EPR 
spectra. 
Introduction 
With the increasing use of recombinant proteins as pharmaceutical agents, we need 
a better understanding of their interactions with the various formulation excipients. are 
becoming increasingly important in their use as pharmaceutical agents. More than a dozen 
proteins have already received FDA approval and dozens more are in clinical trials 
(Manning et al., 1989). Proteins are barely stable at normal temperatures and often 
require various excipients in the liquid formulation to stay active. These include buffers, 
salts, sugars, polymers and surfactant&. Nonionic surfactants have been traditionally used 
to stabilize protein formulations (Chawla et al., 1985; Lougheed et al., 1983; Twardowski 
et al., 1983). Cationic surfactants like sodium dodecyl sulfate have been used but its use 
has focused on its ability to denature proteins. Protein-surfactant interactions have not 
been very well understood except a few cases like SDS because of its use in SDS-PAGE 
electrophoresis. The main reason for the lack of understanding in this area can be 
attributed to a lack of methods available that work well for surfactant-protein systems. 
Nonionic surfactants like Tweens which are most commonly used in protein formulations 
have a very low critical micelle concentration (CMC) making their study difficult. 
Traditionally, dialysis was used to determine the interaction or binding of these 
formulation excipients with proteins but in case of nonionic surfactants, the micelles form 
large aggregates and block the membrane pores making dialysis impossible (Steinhardt and 
Reynolds, 1969; Tanford, 1980; Makino, 1979). Other methods developed to study 
protein-surfactant interaction include surface tension measurement (Schwuger and 
Bartnik, 1980), viscosity measurement (Greener et al., 1980) and dye solubilization 
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(Steinhardt et al., 1977), ion-selective electrodes (Rendall, 1976; Kreschek and 
Constantinidis, 1984). These electrodes generally get buffer and protein adsorbed on their 
swface and are therefore unstable. 
One of the earliest studies done on protein-surfactant interactions was by studying 
the interaction of SDS with bovine serum albumin by Cockbain (1953). Similar studies on 
the SDS-BSA system have been later reported by Schwuger and Bartnik (1980). 
NJShilcido et al. (1982) have used swface tension data and the Gibbs equation to 
determine the binding isotherm of hexaoxyethylene dodecyl ether to lysozyme ad BSA. 
Although surface tension can give quantitative results for surfactant binding to proteins, it 
should be pointed out that data interpretation becomes inaeasingly difficult with the 
protein is oppositely charged as the swfactant or is itself surface active. Dye solubilization 
was used by Steinhardt et al (1977) to study ovalbumin-SDS complexes. They indicate by 
solubilizing dimethylaminoazobenzene that there are hydrophobic aggregates present well 
below the CMC of SDS. Presence of protein-surfactant aggregates in the system changes 
the rheological properties. This change in the viscosity can be used as a measure of the 
surfactant-protein interactions. Schwuger and Bartnik (1980) have reported data on the 
change in the solution viscosity for egg albumin-SDS system. Greener et al. have also 
done viscosity studies on gelatin-SDS system. It is not clear however whether viscosity 
measurements can give quantitative results of surfactant-protein binding. 
Materials 
Tween 20, Tween 40, Tween 80, Brij 52 and Brij 92 were purchased from Sigma 
Chemical Co. and were used without further pwification. The spin label. 16-doxyl stearic 
acid was also purchased from Sigma. Recombinant human growth hormone (rhGH) was 
provided by Genentech Inc. Deionized water from a Barnsted water pwification system 
was used to prepare all buffers and samples. 
rhGH was lyophilized from a volatile ammonium carbonate buffer to yield a salt-
free protein powder. The protein formulations were made by dissolving lyophilized rhGH 
into the formulation buffer. rhGH was used at a concentration of 5 mglml. The rhGH 
formulation buffer consisted of 45 mglml mannitol, 0.25% phenol in 10 mM sodium 
citrate buffer, pH 6.0. 
EPR Methodology 
The buffers were prepared in deionized water and then filtered through a 0.22 f.lll1 
filter to remove particulates. A solution of 16-doxyl stearic acid was prepared by 
dissolving 0.5 mg of the spin label in 10 J.1.L of isopropanol, then diluting with 990 J.l.L of 
the formulation buffer. A stock solution was then prepared by diluting 100 J.l.L of the 
above solution with 900 J.l.L of the formulation buffer. Any undissolved label was 
removed by first centrifuging for 10 min. and then filtering through 0.22 f.lll1 Millipore 
syringe filters. 10 J.1.L of this stock solution was then mixed with varying amounts of 
surfactant stock solution and the volume was brought to 100 J.l.L by the addition of buffer, 
giving a maximum spin label concentration of 20 IJ.M. EPR spectra were taken at every 10 
J.l.L addition of the surfactant stock solution, until the resulting spectrum did not change. 
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After equilibrating the sample for 15 min., the X-band EPR spectra of each sample 
was measured by using a Bruker ESP 300 spectrometer at a field modulation of 100 kHz. 
The spectrometer settings were maintained at a modulation amplitude of 1.0 Gauss, a scan 
time of 20 sec, a scan width of 80 Gauss divided into 1024 intervals, and a frequency of 
9.75 GHz. Microwave power was set at 10 mW. Each spectrum was obtained by signal 
averaging over 10 to 20 scans. Digitized spectra were transferred to a HP series 735 
workstation for further analysis. Spectra were analyzed using a spectral fitting program 
(Carlier, 1994) based on the EPR spectral simulation code of Schneider and Freed (1989). 
At surfactant concentrations below the CMC, the EPR spectrum is dominated by 
the signal from the rapidly rotating spin label. As the concentration of the surfactant is 
increased, the spectrum increasingly indicates the presence of a micelle-associated label 
and this label is rotationally hindered. Above the CMC of the surfactant, the label begins 
to partition into the micelles, resulting in a mixed spectrum composed of the spectrum of 
the freely rotating label and the micelle-associated label. At concentrations well in excess 
of the CMC, essentially all the label partitions into the micelles and the spectrum reflects 
only micelle-associated label. 
Factor Analysis 
At intermediate surfactant concentrations the spectra are composed of overlapping 
spectra, from the freely rotating label and the hindered label respectively. The 
contribution of each of these spectra to the experimental spectra is then calculated by 
factor analysis developed by Malinowski (1977). In this technique, all the experimental 
spectra are combined to form a data matrix (D) with each spectrum comprising one 
column of D. From this data matrix we then calculate a covariance matrix (Z): 
[Z] = [D]T[D] 
The eigenvalues and the eigenvectors of Z are then calculated. According to the 
theory of facta analysis, the number of non-zero eigenvalues that are obtained correspond 
to the number of significant populations present in your samples. That is, if you get two 
significant non-zero eigenvalues then all your spectra are composed of two main spectra 
which are then referred to as basis spectra. These basis spectra are then calculated from 
the eigenvectors corresponding to the two largest eigenvalues. The double integrals of 
these basis spectra along with the eigenvectors then give the relative population of the two 
spectra in each of the experimental spectrum. 
Experimental spectrum= a*(Basis spectrum HI)+ b*(Basis spectrum *2) 
Thus a and b values for each experimental spectrum are determined. From these 
values we can then calculate the percent of the label that is rotationally hindered for each 
of the surfactant concentrations. The basis spectra obtained from factor analysis were 
plotted with the spectra of label without any surfactant and under surfactant 
concentrations greatly exceeding the reported CMC of the surfactant. The two basis 
spectra were found to match almost exactly with the experimental spectra obtained using 
label without any surfactant and label with surfactant at concentrations well above the 
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CMC of the surfactant. These spectra were defined as the free label (Figure lA) and 
rotationally hindered label (Figure lB), 
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Figure 1. Comparison of (A) free label spectra and (B) hindered label Spectra 
obtained from pure label without any surfactant (solid line) in rhGH fcmrulation 
buffer and basis spectrum obtained from factor analysis (dashed line). 
Results and Discussion 
Fust, we have to make sure that the label l~oxyl stearic acid and does not interact 
specifically with the protein. In order to do Ibis, the spin label was mixed at various 
conCentrations with rhGH and the EPR spectra were recorded. There was no difference in 
the spectra of the label with and without the protein. Any label-protein interaction would 
have hindered the rotation of the label. We can therefore conclude that l~oxyl stearic 
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acid is a non-interacting spin label with respect to rhGH. The spectra of the label with and 
without protein are shown in Figure 2. 
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Figure 2. EPR spectrum of 16 doxy! stearic acid with and without rhGH. Solid 
line-no rhGH; dashed line-with 5 mg/ml rhGH. 
Label partition curves were generated for rhGH with Tween 20, Tween 40 , Tween 80 
and Brij 52 in formulation. On factor analysis it was observed that all these experimental 
systems gave only 2 significant non-zero eigenvalues. The plot of the eigenvalues 
obtained for 13 spectra with Tween 40 are shown in Figure 3. 
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Figure 3. Eigenvalues obtained from 13 spectra recorded at various 
concentrations of Tween 40. Note that two eigenvalues are significantly non-zero 
as compared to the rest 
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When protein was added to the formulation, the label became rotationally hindered at 
lower surfactant concentrations. Figure 4 shows a plot of the fraction of spin label that is 
rotationally hindered vs. the concentration of surfactant Tween 40.. The fraction of 
hindered label cwve shifts to lower Tween concentrations when 5 mg/ml rhGH is present 
in the formulation. This effect is understandable if the surfactant-protein binding is 
stronger than surfactant-surfactant binding. Surfactant-protein aggregates will then form 
at a concentration lower than the surfactant's CMC, and the label can partition into these 
aggregates. Therefore, in the presence of protein, a mixed spectrum was obtained at 
lower surfactant concentrations than those required in the protein-free formulation and 
this change resulted in a shift of the label partition cwves to lower surfactant 
concentrations. 
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Figure 4. Shift in the label partition curve of Tween 40 in formulation buffer 
upon addition of 5 mglml rhGH : Tween 40 in formulation without rhGH 
(circles). Tween 40 in formulation with 5 mglml rhGH (squares). Error bars are 
indicated on the protein-free label partition curve. The lines through the data 
points have no theoretic:al significance. 
To obtain the binding stoichiometry of the surfactant to the protein, the fraction of 
the label that is rotationally hindered in the formulation containing protein was subtracted 
from the same fraction for the formulation without protein. The difference of the fractions 
was then plotted against the molar ratio of surfactant to protein as shown in Figure 5. 
Assuming a simple equilibrium partitioning of the label between the micelles and the bulk 
solution, the difference between the fractions will pass through a maximum at a 
surfactant:protein ratio which results in saturation of the surface of the protein with the 
surfactant molecules. The assumption in this analysis is that the protein-surfactant binding 
is much stronger than the surfactant-surfactant binding which leads to micellization. 
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<Kp»Kmjc). It should be noted that this technique does not distinguish between the 
suifactant-protein aggregates and the micelles. 
Defining the fraction of total label that is associated with aggregates as f, and 
assuming that there is strong label partitioning into these aggregates, whether micellar or 
protein surfactant aggregates we can easily arrive at the conclusion that, 
..1 [Aggregate] a ..1 f 
where [Aggregate] is the total concentration of aggregates (micelle and surfactant-protein 
aggregates) in solution, .<1 [Aggregate] is the difference between aggregate concentrations 
with and without protein at a given surfactant concentration, f is the fraction of total label 
associated with aggregates (fraction of rotationally hindered label) and .<1 f is the difference 
between the fraction of label associated with aggregates for solutions with and without 
protein at a given surfactant concentration. Strong label partitioning into surfactant 
aggregates can be assumed because the label, 16-doxyl stearic acid, is highly hydrophobic 
and should partition into a more hydrophobic environment of a micellar core or protein-
surfactant aggregates. Strong label partitioning is also indicated by the fact that the 
spectra of freely rotating labels were undetectable at surfactant concentrations significantly 
above the CMC even though EPR is more sensitive to the rapid motion of such free labels 
in solution. 
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Figure 5. BiDding stoichiometry of TwCicn 40 to rhGH obtained by tbe difference 
in tbe fraction of tbe hindered label. The maximum of tbis cwve passes between 
3 . .5-4 which is the binding stOichiometry of Tween 40 to rhGH. 
At concentrations below the CMC of the surfactant, we do not observe any mixed 
spectra in the absence of protein because there are no aggregates into which the spin labels 
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can partition. However, when we add protein to the solution at the same surfactant 
concentration, then the surfactants bind to the protein surface. At a given surfactant 
concentration, the difference between the concentration of aggregates in solutions with 
and without protein indicates the amount of surfactant-protein aggregates. As we add 
more surfactant to the solution, the surface of the protein molecules get more and more 
saturated with the sUifactant molecules, until it reaches the binding stoichiometry. Beyond 
this surfactant concentration, any more surfactant added does not attach to the protein. 
The amount of label that can partition into aggregates is directly proportional to the 
amount of aggregates in the solution. Therefore at surfactant levels below the binding 
stoichiometry the difference in the label partitioning curves (M) increases and at surfactant 
levels above the binding stoichiometry the difference in the label partition curves 
cleaeases. When this difference is plotted against the molar ratio of surfactant to the 
protein, the approximate binding stoichiometry is defined as the maximum in this curve, 
corresponding to the protein surface being saturated with sUifactant molecules. 
This method to determine surfactant-protein binding stoichiometry is a non-
invasive technique and does not require any chemical modification or immobilization of 
the protein. We have used this technique to determine the binding stoichiometries of 
various non-ionic surfactant& to different proteins like rhGH, ihiFN-y, hemoglobin etc. 
The details of the various binding stoichiometries and the effect of these surfactant& on the 
stability of these proteins in formulations will be published elsewhere (Bam et al., in 
press.). 
References 
Bam, N. B., Randolph, T. W., and Cleland, J. L, Stability of protein formulations: 
Investigation of sunactant effects by a novel EPR spectroscopic technique, 
Pharmaceutical Research, In Press. 
Carlier, C., "EPR spectroscopic studies of free radical reactions and molecular interactions 
in supercritical fluids", Ph.D Thesis, Dept. of Chemical Engr., Yale University, 1994. 
Chawla, A. S., Hinberg, I., Blais, P., and D. Johnson, "Aggregation of insulin, containing 
surfactant&, in contact with different materials", Diabetes, 34, 420-424, 1985. 
Cockbain, B. G., The interfacial activity and composition of bovine serum albumin + 
sodium dodecyl sulfate complexes, Trans. Faraday Soc., 49, 104, 1953. 
Greener, J., Constestable, B. A. and Bale, M. M., "Interaction of anionic surfactant& with 
gelatin: viscosity effects", Macromolecules, 20, 2490, 1987. 
Kreschek, G. C., and I. Constantinidis, "Ion-selective electrodes for octyl and decyl sulfate 
surfactant&", Anal. Chern., 56, 152, 1984. 
Loughheed, W. D., Albisser, A.M., Martindale H. M., Chow, J. C., and J. R. Clement, 
"Physical stability of insulin formulations", Diabetes, 32, 424, 1983. 
Makino, S., "Interactions of proteins with amphipathic substances", Advances in 
Biophysics, Vol. 12, p.131, Kotani, M., Ed., Japanese Science Society Press, Tokyo, and 
Malinowski, B., "Theory of error in factor analysis", Analytical Chemistry, 49(4), 606, 
1977. 
143 
Manning, M. C., Patel K., and R. T. Borchardt, "Stability of protein pharmaceuticals", 
Phar1TUJceutical Research, 6(11), 903, 1989. 
N"1Shikido, N., Takahara, T., Kobayashi, H., and Tanaka, M., "Interaction between 
hydrophilic proteins and nonionic detergents by surface tension measurements", Bull. 
Chern. Soc.Jpn., SS, 3085, 1982. 
Press, W. H, Teukolsky, S. A, Vetterling, W. T. and Flannery, B. P., Numerical Recipes 
in Fortran: The art of scientific computing, Cambridge University Press, 1992. 
Rendall, H. M., "Use of a surfactant selective electrode in the measurement of the binding 
of anionic surfactants to bovine serum albumin", J. Chern. Soc. Faraday Trans., 1, 72, 
481, 1976. 
Schneider, D. J., and J. H. Freed, "Calculating slow motional magnetic resonance spectra: 
A users guide", Biological Magnetic Resonance, Vol. 8, Berliner, L. J., and Reuben, J., 
Eds., Plenum, 1989. 
Schwuger, M. J., and F. G. Bartnik, "Interaction of anionic surfactants with proteins, 
enzymes and membranes", Anionic Surfactants, Surfactant Sci. Ser., Vo110, 1, 
Gloxhuber. C., Ed., Marcel Dekker, New York, 1980. 
Steinhardt, J., Scott, J. R., and K. S. Birdi, ''Differences in the solubilizing effectiveness of 
the sodium dodecyl sulfate complexes of various proteins", Biochemistry, 16,718, 1977. 
Steinhardt, J. and J. A. Reynolds, Multiple equilibria in proteins, Academic Press, New 
York,1969. 
Tanford. C., The hydrophobic effect: For1TUJtion of micelles and biological membranes, 
2nd ed., Marcell Dekker, New York, 1980, 1. 
University Park Press, Baltimore, 1979. 
Twardowski, Z. J., Nolph, K. D., McGray, T. J., and H. L. Moore, "Nature of insulin 
binding to plastic bags", Am. J. Hosp. Pharm., 40, 579-581, 1983. 
144 
Optimization of a Stir-Cell Bioreactor for In Vitro Production of RNA 
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ABSTRACT 
The increased study of ribonucleic acids (RNAs) due to the discovery of their potential 
catalytic and selective binding properties has prompted research into developing a large-scale, 
cost-effective RNA production strategy. Unfortunately, large amounts of RNA, made either by 
direct chemical or enzymatic synthesis, are expensive and difficult to produce because of the high 
material cost and limitations found in batch processes. In an effort to make large amounts of 
RNA efficiently and effectively, a process using biotinylated synthetic deoxyribonucleic acid 
(DNA) templates bounded to streptavidin coated agarose beads in the presence of solution-phase 
T7 RNA polymerase within a semi-continuous, stirred-cell bioreactor has been investigated. 
Bacteriophage T7 RNA polymerase is a DNA-directed RNA polymerase which executes 
promoter-specific transcription in vivo or in vitro. Furthermore, by using an ultrafiltration 
membrane, the bioreactor is able to retain the immobilized DNA template and solution-phase 
polymerase while the desired RNA transcripts are removed through the membrane. The 
bioreactor is thus able to reuse expensive starting materials. A bioreactor of this kind has shown 
potential, but further characterization is needed to optimize the production of RNA transcription 
within the stir-cell. An analysis of this process has begun, with results indicating that a 
conventional stir-cell operating in semi-continuous mode is unable to effectively produce the 
quantities of RNA that can be produced in batch. Reasons for this include the deactivation of T7 
RNA polymerase by the continuous stirring action within the bioreactor, the decreased 
transmission of RNA by membrane fouling, and the possibility of RNA being adsorbed by the 
beads. These results show the need for the development of a more effective bioreactor. 
INTRODUCTION 
Discoveries have demonstrated. that single-stranded ribonucleic acids (RNAs) have 
potential pharmaceutical value because of their catalytic and selective binding properties (I ,2). 
The need for an efficient and effective process for producing milligram or larger amounts of RNA 
is required. Unfortunately, the production oflarge quantities of RNA is expensive and inefficient. 
One way of producing RNA is in batch reactors using synthetic DNA (deoxyribonucleic acid) 
templates and T7 RNA polymerase (3,4). This method is costly due to the expense of the initial 
materials and the low yields. Another production scheme is by direct chemical synthesis; this is 
ideal for short RNA molecules, but this process becomes prohibitively expensive as the size of the 
molecule. increases due to exponentially decreasing yields. The goal is to obtain suitable 
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amounts of RNA using engineering techniques that would allow for efficient production and 
purification of RNA in larger quantities. 
It has been demonstrated that a semi-batch reactor (bioreactor) strategy might overcome 
the limitations of RNA transcription (5) These bioreactors are based on the use of an 
immobilized DNA template (Figure I). The DNA is biotinylated and binds to streptavidin-coated 
agarose beads without altering its biological activity. The avidin-biotin interaction is the strongest 
known noncovalent biological recognition (Ka = I x JOI5 /M) between protein and ligand (6). 
These templates contain DNA and are designed to be read specifically by an enzyme, such as T7 
RNA polymerase (7). This enzyme constructs an RNA molecule from nucleotide triphosphate 
(NTP) monomers using the template to provide the sequence. When finished, the polymerase 
releases the newly formed RNA molecule. The new RNA strand is then small enough to pass 
through an ultrafilitration membrane while the larger template, which is bound to agarose beads, 
DNA Tomplate 
R•tentate 
lml ~ 
~ Ptrmtatt 
Amicon Modol3 Mini-Ultrafiltration C•ll 
Figure 1: Stir-c:ell design md a visualization of the trmsc:ription process 
and polymerase are retained. The value of such a process is that the polymerase and template are 
rell!;ed, decreasing the cost, with higher yields of RNA per mole of DNA or polymerase achieved 
since the reaction is recycled over multiple rounds of transcription. Preliminary research has 
indicated that this bioreactor can indeed produce RNA, but further characterization is needed. 
An integral part of the production scheme is the use of an ultrafiltration membrane to 
separate the RNA transcripts from the DNA template and polymerase enzyme. This process 
depends on the ability of a permeable membrane to differentiate between solutes of different sizes 
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(S). Selection of a molecular weight cut-off (MWCO) that is able to pass the RNA transcripts 
while retaining template and enzyme is essential for a cost-effective bioreactor. It has been 
determined that a 100,000 MW membrane is sufficient to allow transmission of RNA while 
retaining the higher weight polymerase and agarose beads with attached DNA template (5). By 
varying the membrane MWCO, the size of the RNA molecules being separated can be changed. 
MATERIALS AND METHODS 
Ultrafiltration Studies 
Three RNA molecules were used to determine transmission of different size and shape 
RNA molecules (Figure 2). A 3783.4 dalton, 12-nucleotide RNA molecule known as a UU 
hairpin dodecamer sequence was studied. This dodecamer sequence forms a hairpin structure 
containing a CUUG loop motif at low salt concentrations and a base-paired dimer with UU bulges 
at high salt concentrations. In addition, a 8644.6 dalton, 28-nucleotide RNA molecule known as 
the pseudoknot sequence was studied. The pseudoknot template codes for a RNA molecule that 
was discovered through SELEX and binds to the human immunodeficiency virus reverse 
transcriptase (HIV-RT) primer binding site (9) Finally, a 9578.2 dalton, 31-nucleotide RNA 
molecule that forms a rigid rod template designed to be a linear form of RNA in solution without 
forming any secondary structure was studied. The corresponding templates were obtained from 
Macromolecular Resources (Fort Collins, CO) and consist of two complementary DNA strands. 
Each template contains a double stranded region that was designed with a Class III T7 consensus 
promoter sequence downstream. The top strand contains a terminal biotin group on the 5' end. 
The biotinylated DNA top strand template was then immobilized on streptavidin coated agarose 
beads (10). This was done by adding 7500 picomoles ofDNA top strand to 1.0 mL of 50% v/v 
streptavidin-agarose beads (Pierce Immunochemicals; Rockford, IL ). This mixture was incubated 
for 16 hours at 4° C. The bottom strand was added to the beads and allowed to hybridize for 24 
hours at 4° C. The bottom strand was added with 1.5 times molar excess to assure that the bound 
top strand underwent hybridization. The supernatant and washes were quantified 
spectrophotometrically at 260 nm to determine the amount of bound top strand DNA, which was 
found to be 5,000 to 7,000 picomoles of DNA retained to the beads. This corresponded to a 
concentration of about 1 0 to 14 11M 
A 250 IlL batch transcription reaction incorporating radioactively labeled uridine 
triphosphate ([a-32P]-UTP, 800 Curies/millimole, DuPont/NEN; Wilmington, DE) into RNA 
products was performed to obtain the labeled RNA molecules. The reaction mixture contained I 
11M DNA template, 40 mM Tris-HCI (pH S.l), 20 mM Magnesium Chloride, 5 mM 
Dithiothreitol, 1 mM Spermidine-HCl, 0.01% Triton X-100, 1.0 mM of ATP, GTP, and CTP, 
0.1 mM of UTP, 0.125 11M of [a_l2P]-UTP (10 llCi), and 0.023 mg!mL T7 polymerase The 
reactions were run for 4 hours at 4° C. After the reactions were complete, the supernatant 
containing product was run on 20% acrylamide gels containing 8 M Urea and 10 X solution of 
TBE The correct band on each gel was found using an X-ray photograph and cut out to obtain 
the desired RNA product. 
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RNA Molecules Studied with the tntrafiltralion Membranes 
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Figure 2: RNA molecules used in the ultrafiltration studies of RNA transmission 
A YMIOO membrane (Amicon: Beverly, MA) was placed glossy side up within the stir-
cell bioreactor (Amicon; Beverly, MA), which was filled with 1.2 mL of buffer (10 mM Tris-HCI 
(pH 7.5) and 1.0 mM EDTA) or with the transcription mixture described in the previous 
paragraph. The YMJOO is a hydrophilic membrane consisting of a very thin film (100-400 A) 
which has the controlled pore structure. This thin film is supported by a thicker (50-250 J.Lm) 
open spongy layer (II). Next, 10-40 IlL of radioactively labeled RNA was added to the reactor. 
In the transcription reactions, new RNA is being fonned but these newly fonned RNA molecules 
are non-radioactive. The only radioactivity present is from the labeled 12-mer RNA molecule 
introduced at the beginning. The mixture was allowed to sit with the stir bar rotating at an 
approximate rate of !50 rpm. Every hour for six hours, 500 IlL of penneate was withdrawn 
through the membrane using a syringe, and then I 00 IlL of retentate was taken from the retentate 
side of the stir-cell. After each sample, 600 IlL of buffer, or NTPs and buffer, was added back 
into the stir-cell. After the reaction, the membrane was saved, put in plastic wrap and allowed to 
dry. The samples were then loaded on a 20% acrylamide gel containing 8 M Urea and 10 X of 
TBE. The gel was then visualized and quantified using a phosphorescent imager system 
(Molecular Dynamics; Sunnyvale, CA). The equation below was used to determine the apparent 
rejection coefficient, R, of the labeled RNA molecule: 
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where Cp is the concentration in the penneate sample and CR is the concentration in the retentate 
sample 
Transcription Reactions 
The transcnpt10n reaction mixture as described in the above section was used to 
characterize production of RNA within the stir-cell and in batch reactions, by measuring the 
incorporation of radioactively labeled uridine triphosphate. This mixture was introduced to the 
stir-cell and/or batch. For the 1.0 mL reactions, in which timepoints were taken every hour for 5 
or I 0 hours, 600 j.JL samples were taken from the batch reaction while adding back buffer, NTPs, 
and dAHzO to keep the volume constant From the stir-cell, a I 00 j.JL retentate sample was taken, 
and a 500 j.JL penneate sample taken through the membrane using a syringe, every hour. A 
YMIOO membrane was used in the stir-cell. Prior to each sample, the beads were allowed to 
settle, then after drawing out the samples, 600 j.JL of replacement solution containing buffer, 
NTPs, and dAHzO was added to maintain a constant volume. This solution contained NTPs and 
buffer in the original concentrations, but no additional DNA, polymerase, or radiolabel. 
Additionally, 1.0 mL reactions were done to characterize the rate of RNA production in the stir-
cell and batch. In these studies, 20 ~L samples were removed at 5, 10, 15, 30, 45, 60, 90, and 
120 minutes, and no solution was added back to these reactions. The samples taken from both of 
these experiments were loaded onto 20% (19: 1 crosslinking) denaturing (8M urea) 
polyacrylamide gels for electrophoresis (600 Volts, 15 milliamps, for 3 hours). The gels were 
dried and then exposed on the phosphor plate. The plate was developed on the Phosphor Imager. 
RESULTS AND DISCUSSION 
Ultrafiltration Studies 
The first set of reactions was done to study transmission of the UU hairpin RNA molecule 
(12-mer) in buffer. The buffer experiments contained no beads or any of the materials present 
during a transcription reaction. In addition, another set of experiments was done to study the 
transmission of the labeled 12-mer when the transcription mixture was present in the reactor. The 
buffer experiments were conducted to determine a baseline for transmission of 12-mer RNA and 
to validate the procedures. With the baseline determined, the experiments with the transcription 
mixture were done to determine the effects of RNA transmission when reaction components were 
added to the reactor. In Figure 3, the rejection coefficient is shown for the buffer and 
transcription experiments. The retention of RNA is seen in both cases to increase with time, 
indicating that membrane fouling is occurring. In the buffer (control) experiments, the retention is 
approximately 10% initially, indicating that most of the RNA is transmitted through the 
membrane, whereas the initial retention of RNA is approximately 75% for the reaction mixture, 
indicating that most of the RNA is retained by the membrane. 
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Figure 3: Transmission of RNA through the membrane over time showing that the transcription reaction 
mixture reduces the transmission of RNA compared to the buffer reactions. The error bars indicate plus 
and minus one standard deviation from tbe mean of multiple experiments. 
RNA 12-mer Concentration Profile: Transcription Conditions 
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Figure 4: Concentration profiles of retentate and permeate compared to an ideal case. The ideal case is 
determined by assuming that the membrane is ideal (100% RNA transmission). The error bars indicate plus 
or minus one standard deviation from the mean values of multiple experiments. 
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Fouling in the membrane is a typical problem found in any membrane separation process. After 
each experiment, the membrane was removed and dried. When the gel was imaged, the 
membrane was also imaged, thus enabling a visual indication of whether RNA was fouling the 
membrane. In both instances, buffer and transcription, radioactive counts (12-mer RNA) 
remained on the membrane, verifying that fouling was occurring. This fouling is greater in the 
transcription experiments. The amount of RNA left on the membrane in these experiments can be 
attributed to beads embedding into the membrane. These beads are porous and have the potential 
to adsorb RNA. 
In addition to the rejection coefficient, concentration profiles of the labeled RNA in the 
retentate and permeate under transcription conditions are meaningful (Figure 4). The ideal profile 
is shown in Figure 4 for comparison, indicating the profile which would be seen if the membrane 
permitted I 00% RNA transmission. From the retentate and permeate profiles, what is seen for 
the transcription experiments is that the I 2-mer is mostly retained and that very little of it is being 
transmitted through the membrane. The buffer experiments show a profile that follows closely the 
ideal profile (data not shown). Since these buffer experiments followed closely to the ideal case, 
fouling of the membrane by RNA molecules alone is probably not the reason for the profiles seen 
in Figure 4. The transcription mixture must provide additional cause for retention of RNA in the 
reactor. Possible culprits could be the beads and/or polymerase fouling the membrane, and the 
RNA molecules becoming associated with the beads and/or polymerase. 
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Figure 5: Transmission of RNA was found to be more of a function of molecular weight then secondary 
structore of the molecule. 
In addition, buffer studies were conducted on the rigid rod 3 I -mer RNA molecule to 
compare with retention of the I2 and 28-mer to see if RNA secondary structure affects rejection. 
The buffer comparisons of the three molecules were designed to determine if shape of the RNA 
molecules affected the transmission. Figure 5 shows that the 28-mer with secondary structure and 
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the 31-mer linear molecule have similar transmission characteristics (with the exception of one 
anomalous datum); both exhibit higher retention that the smaller 12-mer. 
Transcription Reactions 
In earlier studies, RNA transcription has been less efficient in the stir-cell compared to 
batch reactions in producing RNA (5). To better characterize RNA transcription, a series of 
comparison studies has been done to compare RNA transcription in batch and in the stir-cell 
bioreactor. The first study looked at the rate of RNA transcription for a single batch reaction in 
the stir-cell with no permeate removed and in a batch test-tube reactor. This can be seen in Figure 
6. The data indicate that the rate of RNA transcription in the stir-cell is much lower than in batch. 
The batch test-tube reactions make about 8 11g/mL of specific 12-mer RNA, compared to about 3 
!!g/mL for the stir-celL The amount of total RNA product, which includes shorter abortive 
sequences, is much greater in the test-tube than in the stir-celL 
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Figure 6: Rate of RNA production in batch versus stir-<ell, showing that batch is faster at producing RNA 
The high levels of aborts can be traced to the fact that only 0.1 mM ofUTP is in each reaction, so 
UTP becomes a limiting factor, and this small concentration leads to more aborts. The reason 
such small concentrations are used is to increase the ratio of incorporated radioactive UTP. 
Studies have shown that the use of a more optimal amount ofNTPs leads to a greater amount of 
RNA (data not shown). Furthennore, what can be seen in Figure 6 is that the transcription of 
RNA levels off after the 90 to 120 minutes, indicating that the reaction materials are no longer 
available. Introducing more NTPs and buffer at this point could possibly increase the amount of 
RNA produced. 
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Additional studies have been done to determine the production of RNA over a longer 
period of time. One such study can be seen in Figure 7, in which transcription over a 5 and I 0 
hour time period is shown (with samples taken every hour and replaced with buffer and NTPs, as 
described previously). The study indicates that adding fresh polymerase appears to increase 
transcription of RNA This indicates that, by timing the addition of specific reactants to the 
reaction mixture, one can improve the production of RNA The second important thing is that 
over time the stir-cell begins to equal the amount of RNA produced in batch. This shows that the 
polymerase is being retained by the membrane and, when fresh polymerase is added, more 
polymerase is available for transcription. In batch, the polymerase continues to be diluted because 
half the volume is exchanged every hour. Unfortunately, from previous studies (data not shown), 
the polymerase gets less efficient in producing full length transcripts in the stir-cell so that the 
addition of polymerase might be required even if the polymerase is retained by the membrane. The 
polymerase appears to be denaturing over the reaction and thus it produces more aborts than full 
length product 
Specific 12-mer RNA Transcription Production: Batch versus Stir-cell 
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Figure 7: Two reactions are compared in this figure. The solid data points represent a 5 hour reaction in 
batch (B) and the stir-cell (SC), showing that batcb and stir-cell production of RNA is similar through 5 
hours and that the addition of fresh polymerase enhances production of RNA. A similar result can be seen 
wben fresh polymerase is added at the 8 hour timepoint during tbe 10 hour experiment (open data points). 
CONCLUSIONS 
A stir-cell membrane bioreactor has shown potential for producing RNA from immobilized 
DNA templates and T7 RNA polymerase. Furthennore, RNA has been shown to be transmitted 
using an ultrafilitration membrane while the polymerase and templates are retained in the reactor. 
However, RNA transmission decreases over time and is much lower for a transcription mixture 
than for a buffer solution. These initial studies have concentrated on batch and semi-continuous 
stir-cell reactions, but the future application is to perfonn a continuous transcription reaction in 
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which material is continually added and RNA is continually separated from the starting materials. 
These starting materials can be reused, and the newly formed RNA transcripts can then be put on 
a chromatography column for further purification. 
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