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1
Einleitung
Das Zusammenspiel zwischen theoretischer Physik und Mathematik war stets a¨ußerst kom-
plex und vielschichtig. Als Beispiel sei zum einen die klassische Mechanik genannt, welche
den Anstoß zu vielen Entwicklungen der Analysis und der Geometrie gegeben hat, und
die in ihrer modernen, geometrischen Formulierung ein Paradebeispiel fu¨r die in Hilberts
sechstem Problem geforderte Axiomatisierung der Grundlagen der Physik darstellt. Ein
anderes Beispiel ist die Quantentheorie, deren Entwicklung ohne eine enge Verzahnung
von Mathematik und Physik wohl schwer vorstellbar wa¨re.
Die hier behandelte Theorie der Quantisierung bescha¨ftigt sich mit dem strukturel-
len Zusammenhang dieser beiden physikalischen Theorien. Dabei geht es nicht darum,
eine alternative Methode zur Berechnung quantenmechanischer Ergebnisse zu entwickeln.
Man mo¨chte vielmehr durch das Herausarbeiten gemeinsamer geometrischer und alge-
braischer Strukturen tiefere grundsa¨tzliche Einsichten gewinnen. Bevor ich die spezielle,
hier untersuchte mathematische Theorie der Deformationsquantisierung beschreibe, soll
die Vorgehensweise heuristisch motiviert werden.
Die in der klassischen Mechanik studierten glatten Funktionen auf symplektischen
(allgemeiner Poisson-) Mannigfaltigkeiten (endlicher Dimension 2n) bilden mit der Pois-
sonklammer eine Poisson-Liealgebra, die Algebra der klassischen Observablen. Ein me-
chanisches System wird durch eine solche Mannigfaltigkeit M (den sogenannten Phasen-
raum) und durch eine spezielle Funktion, die Hamiltonfunktion H ∈ C∞(M), beschrieben.
Die zeitliche Entwicklung einer Observable f ist dann mittels der Poissonklammern als
d
dtft = {ft,H} gegeben, was in Koordinaten gerade den Hamiltonschen Bewegungsglei-
chungen entspricht. In der Quantenmechanik sind Observable selbstadjungierte Opera-
toren auf einem komplexen Hilbertraum. Die Quantenmechanik ordnet dabei ganz be-
stimmten Observablen der klassischen Mechanik, den Ortskoordinaten und den verallge-
meinerten Impulskoordinaten, Operatoren zu, welche nicht alle miteinander kommutie-
ren du¨rfen. Nennen wir diese Zuordnung Q, die Orts- und Impulskoordinaten q i und pi
mit 1 ≤ i ≤ n, so soll gelten Q(1) = Id, [Q(qi), Q(pj)] = i~Q({q
i, pj}) = i~δ
i
j , und
[Q(qi), Q(qj)] = 0 = [Q(pi), Q(pj)], wobei ~ eine physikalische Konstante der physika-
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lischen Dimension [Energie mal Zeit] bezeichnet, das sogenannte Plancksche Wirkungs-
quantum. Diese Relationen ziehen die beru¨hmten Heisenbergschen Unscha¨rferelationen
nach sich. Weiter fordert man auch, daß ein System, dessen klassische Wirkung S sehr
groß im Verha¨ltnis zu ~ ist, so daß also gilt n(~) :=
 
S
 1, sich tatsa¨chlich wie ein
klassisches System verha¨lt (zum Beispiel Billardkugeln). Dies nennt man den klassischen
Limes, der oft abku¨rzend und irrefu¨hrend lim ~→ 0 bezeichnet wird. Man beachte, daß der
klassische Limes vor allem ein strukturelles physikalisches Konzept ist, aber keine mathe-
matische Konvergenzaussage beinhaltet. In physikalischen Experimenten ist der U¨bergang
zwischen beiden Beschreibungen keineswegs ganz klar, und in der Theorie gibt es klas-
sische, halbklassische und quantenmechanische Beschreibungen fu¨r Pha¨nomene a¨hnlicher
Gro¨ßenordnungen.
Die zeitliche Entwicklung einer quantenmechanischen Observable Q(f) ist im Heisen-
berg-Bild mittels eines vorgegebenen Operators, des Hamiltonoperators Q(H), gegeben
als ddtQ(f)t =
1
i
  [Q(f)t, Q(H)]. Diese Gleichung entspricht formal der oben angegebenen
klassischen Bewegungsgleichung.
Man geht in der Physik zur Beschreibung eines quantenmechanischen Systems also
zuna¨chst von einem klassischen Modell aus. Dies nennt man das Korrespondenzprinzip.
Dirac hat (vermutlich) als erster erkannt, daß das Korrespondenzprinzip besonders einfach
u¨ber die Analogie der beiden gerade angegebenen Bewegungsgleichungen formuliert werden
kann [17, S. 87, Z. 11 ff.]:
The strong analogy between the quantum Poisson bracket and the classical
Poisson bracket. . . leads us to make the assumption that the quantum Poisson
brackets, or at least the simpler ones of them, have the same values as the
classical Poisson brackets.
Diese Vermutung fu¨hrte zur Definition einer vollen Quantisierung (vergl. [1] und [63]): man
sucht dabei eine (

- oder  -) lineare Abbildung Q von der Poisson-Liealgebra der klas-
sischen Observablen auf selbstadjungierte Operatoren auf einem komplexen Hilbertraum,
welche zusa¨tzlich die folgenden Eigenschaften erfu¨llen soll:
i.) Q ist ein Liealgebren-Homomorphismus, Q({f, g}) = 1i   [Q(f), Q(g)].
ii.) Q(1) = Id.
iii.) Weiter wird noch eine gewisse Irreduzibilita¨tseigenschaft der zu sogenannten kano-
nischen Koordinaten geho¨renden Operatoren gefordert.
Das Groenewold-van Hove Theorem besagt allerdings, daß eine Abbildung Q, welche fu¨r
alle glatten Funktionen die genannten Eigenschaften besitzt, nicht existieren kann. Man
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schwa¨cht beim Studium von Quantisierungen daher meist eine oder mehrere dieser drei
Bedingungen ab.
In der bisher beschriebenen Form der Quantisierung hat man es immer mit dem Pro-
blem zu tun, eine Darstellung fu¨r die Heisenberg-Relationen zu finden. Man kann sich
allerdings auch fragen, ob man nicht einen Teil des Problems auf rein algebraischem Ni-
veau studieren kann. Dazu gibt es verschiedene Motivationen. Einerseits kann man von der
Beobachtung ausgehen, daß man fu¨r die oben beschriebene Quantisierung festlegen muß,
wie man z.B. die Produkte Q(q)Q(p · p) 6= Q(p · p)Q(q) als Quantisierung des Ausdrucks
qp2 = p2q auffassen will. Dies erreicht man in der Physik u¨blicherweise durch Festlegung
einer Ordungsvorschrift, das heißt einer Regel, wie polynomiale Ausdru¨cke in p und q
sortiert werden sollen (etwa durch Symmetrisierung), welche in geeigneter Weise Teil der
Definition der Zuordnung Q sein soll. Mit dieser neuen Quantisierungsvorschrift Qo kann
man dann zuna¨chst fu¨r in q, p polynomiale Funktionen a, b ein assoziatives, nichtkommu-
tatives Produkt als das Urbild unter Qo des ”
Operatorprodukts“ Qo(a)Qo(b) definieren als
a  b := Q−1o ((Qo(a)Qo(b)). Natu¨rlich beinhaltet die Formulierung ”
in geeigneter Weise“
im vorletzten Satz einige technische Voraussetzungen (etwa Bijektivita¨t); hier geht es aber
nur um eine Motivation und nicht um eine exakte Definition (siehe etwa [46] fu¨r Details).
Ordnungsvorschriften lassen sich aber nur fu¨r den Spezialfall sinnvoll definieren, in
dem der Phasenraum (M,ω) ein Kotangentenbu¨ndel T ∗N einer Konfigurationsmannigfal-
tigkeit N ist. Auf einem konzeptuelleren Niveau kann man sich daher fragen, wie man
allgemein aus der kommutativen, punktweisen Multiplikation der klassischen Observablen
auf einer beliebigen symplektischen oder Poissonmannifaltigkeit eine nichtkommutative
Multiplikation erhalten kann. Man ko¨nnte beispielsweise die Menge C∞(M) der klassi-
schen Observablen rein formal mit einer Familie von assoziativen Multiplikationen
f n(   ) g = µ0(f, g) + (n(~))µ1(f, g) + (n(~))
2µ2(f, g) + . . .
versehen, welche bei vernachla¨ssigbar kleinem Wert von n(~) in die urpru¨ngliche, punkt-
weise Multiplikation µ0(f, g) = fg ”
u¨bergehen“ soll. Weiter ko¨nnte man noch forden,
daß f n(   ) g − g n(   ) f = n(~){f, g} + O((n(~))
2) ist, weil man so die quantenmecha-
nischen Bewegungsgleichungen als die klassischen Gleichungen
”
plus Korrekturterme“ in
ho¨herer Ordnung der Planckschen Konstante interpretieren ko¨nnte. Aus physikalischen
Gru¨nden ist es zudem sinnvoll, die Lokalita¨t von n(   ) im Sinne von supp(µi(f, g)) ⊆
supp(f) ∩ supp(g) fu¨r alle i und alle f, g ∈ C∞(M) zu fordern - was etwa erfu¨llt ist, wenn
alle µi Differentialoperatoren sind.
Mathematisch entspricht eine solche Vorgehensweise einer lokalen, formalen Deformati-
on der punktweisen Multiplikation in Richtung der Poissonklammer. Sie ist der Ausgangs-
punkt der U¨berlegungen zur Deformationsquantisierung, und wird im na¨chsten Kapitel
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streng definiert. Man fordert dabei die Existenz eines Lie-Homomorphismus nur noch
”
in
erster Ordnung“ und verzichtet zuna¨chst ganz auf Existenz einer Darstellung. Die ma-
thematische Theorie der Deformationsquantisierung wurde zwischen 1970 und 1980 als
systematische Deformationstheorie der Poissonstruktur auf symplektischen Mannigfaltig-
keiten im Sinne Gerstenhabers [22] entwickelt. Allgemein werden die Arbeiten von Bayen,
Flato, Frønsdal, Lichnerowicz und Sternheimer [3] und Vey [56] sowie, unabha¨ngig davon,
Berezins Arbeiten zur Quantisierung, (vergl. [4]), als Ausgangspunkt dieser Theorie ange-
sehen. Die Existenz von solchen
”
Sternprodukte“ genannten Deformationen auf beliebigen
symplektischen Mannigfaltigkeiten ist ein nichttriviales kohomologisches Problem, da es
fu¨r die Existenz einer solchen assoziativen, differentiellen Deformation eine Obstruktion
in der dritten lokalen Hochschild-Kohomologiegruppe von C∞(M) gibt. Tatsa¨chlich war
man lange Zeit mit allgemeinen Existenzbeweisen fu¨r Sternprodukte bescha¨ftigt, mitt-
lerweile ist aber bewiesen, daß auf beliebigen symplektischen Mannigfaltigkeiten und so-
gar auf Poissonmannigfaltigkeiten Sternprodukte existieren [16, 19, 51, 15] und [37]. Die
spa¨ter detailliert dargestellte Fedosov-Konstruktion ist ein konstruktiver Existenzbeweis
fu¨r Sternprodukte auf symplektischen Mannigfaltigkeiten.
Ein wesentlicher Gegenstand der Forschung auf dem Gebiet der Deformationsquantisie-
rung war von Beginn an das Studium invarianter Sternprodukte, also von Automorphismen
und Derivationen der deformierten Produkte. In der klassischen Mechanik sind Observable
insbesondere Erzeugende gewisser ausgezeichneter Derivationen, der Hamiltonschen Vek-
torfelder, welche die Poissonklammern und somit die Bewegungsgleichungen respektieren.
Die U¨bertragung dieser Eigenschaft auf die Deformationsquantisierung, das heißt die An-
gabe einer Quanten-Observable, bezu¨glich derer eine gegebene Derivation als (im wesent-
lichen) innere Derivation gegeben ist, ist ein zentrales Anliegen der vorliegenden Arbeit.
Daru¨berhinaus ist man gema¨ß der allgemeinen Philosophie der Deformationsquantisierung
natu¨rlich daran interessiert, weitere Vorgehensweisen und Konzepte der klassischen Me-
chanik – wie etwa die Hamiltonschen Wirkungen von Liegruppen oder Liealgebren und
zugeho¨rige Impulsabbildungen – entsprechend zu
”
deformieren“ und z.B. integrable Sy-
steme und besonders die Phasenraumreduktion zu untersuchen, welche, ausgehend von
einer gewissen Erhaltungsgro¨ße, den U¨berganz zu einem Phasenraum kleinerer Dimensi-
on ermo¨glicht. Vor allem stellt sich dabei die viel studierte Frage, ob Quantisierung und
Reduktion
”
vertauschen“.
Es waren zwar seit la¨ngerem Bedingungen bekannt, die garantieren, daß beispielsweise
ein Vektorfeld oder ein Diffeomorphismus auf der betrachteten Mannigfaltigkeit eine De-
rivation bzw. einen Automorphismus eines Sternprodukts induzieren. Tatsa¨chlich war es
aber bis vor kurzem noch vo¨llig unbekannt, ob diese Bedingungen auch notwendig sind.
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Ebenfalls unklar war es bislang, ob und wie man allgemein die Phasenraumreduktion der
klassischen Mechanik in die Deformationsquantisierung u¨bertragen kann. Dafu¨r werden
na¨mlich in der Regel Bedingungen beno¨tigt, die, wie hier gezeigt wird, nicht immer erfu¨llt
sein ko¨nnen.
In der vorliegenden Arbeit werden zwei wichtige Arten von Sternprodukten unter-
sucht. Die erste ist die der verallgemeinerten Fedosov-Sternprodukte auf beliebigen, sym-
plektischen Mannigfaltigkeiten, und die zweite die der Sternprodukte vom Wick-Typ auf
beliebigen Ka¨hlermannigfaltigkeiten. Letztere stellen den wichtigen Fall einer Deformati-
onsquantisierung mit zusa¨tzlicher geometrischer Struktur (eben der komplexen Struktur)
dar, welche auch in engem Zusammenhang mit Berezins Quantisierung, der holomorphen
geometrischen Quantisierung und insbesondere der Berezin-Toeplitz-Quantisierung steht.
Es werden die folgenden wesentlichen Ergebnisse erhalten:
(A) Sa¨mtliche Derivationen eines verallgemeinerten Fedosov-Sternprodukts werden ex-
plizit konstruiert. Es werden notwendige und hinreichende Bedingungen fu¨r die In-
varianz eines solchen Sternprodukts angegeben.
(B) Es werden notwendige und hinreichende Bedingungen dafu¨r angegeben, daß die Lie-
ableitung bezu¨glich eines Vektorfelds sogar eine (im wesentlichen) innere Derivation
ist.
(C) Es werden notwendige und hinreichende Bedingungen fu¨r die Existenz einer so-
genannten Quantenimpulsabbildung angegeben, welche eine Verallgemeinerung der
klassischen Impulsabbildung ist. Ihre Existenz scheitert im allgemeinen an einer ko-
homologischen Bedingung. Insbesondere gibt es nicht zu jeder klassischen Impulsab-
bildung auch eine Quantenimpulsabbildung. Damit ist gezeigt, daß man die Frage,
ob Reduktion und Deformationsquantisierung vertauschen, in der u¨blichen Weise im
allgemeinen gar nicht sinnvoll stellen kann.
(D) Die analogen Ergebnisse werden fu¨r Sternprodukte vom Wick-Typ auf beliebigen
Ka¨hlermannigfaltigkeiten bewiesen. Daru¨berhinaus wird eine vollsta¨ndige Klassifi-
zierung invarianter Sternprodukte vom Wick-Typ erzielt.
Die Arbeit ist folgendermaßen gegliedert: im ersten Kapitel werden zuerst einige wesentli-
che Notationen der klassischen Mechanik eingefu¨hrt. Dann wird definiert, was ein Sternpro-
dukt auf einer symplektischen Mannigfaltigkeit ist, und die Obstruktion fu¨r die Existenz
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einer solchen Deformation wird erla¨utert. Danach wird der A¨quivalenzbegriff von Stern-
produkten eingefu¨hrt und schließlich eine erste Bedingung bewiesen, welche Derivationen
bzw. Automorphismen eines gegebenen Sternprodukts notwendig erfu¨llen mu¨ssen.
Kapitel 2 bescha¨ftigt sich detailliert mit der Konstruktion von Sternprodukten auf
symplektischen Mannigfaltigkeiten (M,ω) nach Fedosov, da fu¨r die anschließenden Unter-
suchungen Einzelheiten dieser Konstruktion beno¨tigt werden.
In Kapitel 3 werden Derivationen von verallgemeinerten Fedosov-Sternprodukten stu-
diert. Dafu¨r werden ganz wesentlich Techniken benutzt und an den vorliegenden Fall ange-
paßt, die von Neumaier in [47, 48] im Rahmen von Untersuchungen zu den Deligne-Klassen
(vergl. [15] und [27]) der verallgemeinerten Fedosov-Sternprodukte entwickelt worden sind.
Insbesondere kann das allgemeine Klassifikationsergebnis von Bertelson et al. [6, Thm. 4.2]
fu¨r Derivationen eines beliebigen Sternprodukts auf einer symplektischen Mannigfaltigkeit
im Fall von Fedosov-Sternprodukten in besonders einfacher und durchsichtiger Weise be-
wiesen werden, indem alle Derivationen explizit konstruiert werden (Satz 3.1 und Propo-
sition 3.2). Anschließend wird untersucht, wann ein symplektisches Vektorfeld eine Deri-
vation eines gegebenen verallgemeinerten Fedosov-Sternprodukts ist, und in Proposition
3.10 werden notwendige und hinreichende Bedingungen fu¨r diese Eigenschaft angegeben.
Danach wird die Frage beantwortet, wann eine solche Derivation eine quasi-innere Deri-
vation ist, das heißt, wann sie (im wesentlichen) durch den Stern-Kommutator gegeben
ist. Anschließend wird die Wirkung einer Liealgebra g auf C∞(M) durch symplektische
Vektorfelder studiert, und es werden die Begriffe der Quanten-Hamiltonfunktion und der
Quantenimpulsabbildung erkla¨rt. Mithilfe der Ergebnisse u¨ber die Existenz von Derivatio-
nen ko¨nnen dann notwendige und hinreichende Kriterien dafu¨r angegeben werden, wann
ein Sternprodukt invariant ist, wann es eine Quanten-Hamiltonfunktion gibt, und wann ein
Sternprodukt stark invariant ist. Anschließend werden notwendige und hinreichende Be-
dingungen fu¨r die Existenz und Eindeutigkeit von Quantenimpulsabbildungen untersucht.
In Satz 3.21 wird insbesondere bewiesen, daß die von Xu in [64] gestellte Frage nach der
Existenz einer Quantenimpulsabbildung zu einer gegebenen klassischen Impulsabbildung
im allgemeinen mit nein beantwortet werden muß. Mehrere Beispiele und Gegenbeispiele
werden diskutiert. Die den Ergebnissen dieses Kapitels zugrundeliegende Arbeit [44] wird
in der Zeitschrift Journal of Geometry and Physics erscheinen.
In Kapitel 4 werden einige Konventionen und Schreibweisen fu¨r Ka¨hlermannigfaltigkei-
ten (M,ω, I) eingefu¨hrt. Anschließend wird definiert, was man unter einem Sternprodukt
vom Wick-Typ zu verstehen hat. In Abschnitt 4.2 wird dann die Konstruktion solcher
Sternprodukte mittels einer modifizierten Fedosov-Konstruktion nach [10, 49] beschrie-
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ben. Man kann alle Sternprodukte vom Wick-Typ auf diese Weise erhalten [49, Thm. 6.7].
Es wird eine weitere Konstruktions- und Klassifikationsmethode fu¨r Sternprodukte vom
Wick-Typ eingefu¨hrt, die von Karabegov [31] entwickelt worden ist. Die wesentliche Aus-
sage dieser Methode besteht darin, daß ein Sternprodukt vom Wick-Typ eine gewisse
formale Reihe global definierter geschlossener Zweiformen vom Typ (1, 1) bestimmt und
umgekehrt eindeutig durch diese Form festgelegt ist, welche Karabegovs charakterisierende
Form genannt wird.
In Kapitel 5 werden etwas allgemeiner als in Kapitel 3 Automorphismen und Deriva-
tionen eines gegebenen Sternprodukts vom Wick-Typ untersucht. Zuna¨chst werden hinrei-
chende Bedingungen fu¨r die Invarianz mittels der Fedosov-Konstruktion fu¨r Sternprodukte
vom Wick-Typ hergeleitet. Dann werden mithilfe von Karabegovs Konstruktion auf di-
rekte und elementare Weise notwendige und hinreichende Bedingungen fu¨r die Invarianz
bewiesen, ebenso dafu¨r, daß eine Derivation quasi-inner ist. Die Ergebnisse u¨ber Derivatio-
nen von Sternprodukten vom Wick-Typ zusammen mit den Klassifikationsergebnissen aus
Kapitel 4 ermo¨glichen dann sogar eine eindeutige Klassifikation invarianter Sternprodukte
vom Wick-Typ in Proposition 5.7. Dieses Ergebnis ist eine wesentliche Verscha¨rfung des
Ergebnisses von Bertelson et al. [5, Thm. 4.1]. Es werden wieder Hamiltonsche Wirkungen
von Liegruppen bzw. Liealgebren und die Existenz und Eindeutigkeit von Quantenimpuls-
abbildungen untersucht und wichtige Beispiele erla¨utert. Die Ergebnisse zur Klassifikation
invarianter Sternprodukte vom Wick-Typ [45] sind bei der Zeitschrift Letters in Mathe-
matical Physics zur Vero¨ffentlichung eingereicht.
Konventionen
Funktionen und Schnitte in Γ∞(TM) und Γ∞(T ∗M ) etc. werden immer als komplexwertig
angenommen. Fu¨r das ∧-Produkt von Differentialformen benutze ich die Konventionen von
[1]. In lokalen Ausdru¨cken werden hoch- und tiefgestellte Indizes benutzt; in diesem Fall
gilt Einsteins Summationskonvention.
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Kapitel 1
Grundlagen
In diesem Kapitel werden die Grundlagen der Deformationsquantisierung beschrieben.
Ich strebe dabei keine systematische Darstellung dieses Gebietes an, sondern werde im
wesentlichen die benutzten Begriffe und Notationen definieren und einige ihrer wichtigen
Eigenschaften angeben. Dazu mu¨ssen zuerst auch einige wenige bereits in der Einleitung
benutzte Sprechweisen aus der klassischen Mechanik sauber definiert werden. Fu¨r weitere
Informationen zur Deformationsquantisierung und einen historischen U¨berblick verweise
ich auf die Originalarbeiten [3, 56] sowie auf die U¨bersichtsartikel [60, 55, 25, 18]. Fu¨r
eine ausfu¨hrliche Darstellung der mathematischen Formulierung der klassischen Mechanik
sowie Diskussionen der Quantisierungsproblematik mo¨chte ich auf die Monographien [1],
[63] und [23] verweisen. Bis auf wenige Ausnahmen werde ich mich bei den Schreibweisen
und Vorzeichenkonventionen in der vorliegenden Arbeit an [1] orientieren.
Sei (M,ω) eine symplektische Mannigfaltigkeit, das heißt eine reell 2n-dimensionale,
differenzierbare MannigfaltigkeitM zusammen mit einer nicht-ausgearteten, geschlossenen
Zweiform ω ∈ Γ∞(Λ2(T ∗M)), der symplektischen Form. In einer beliebigen Karte (U, φ)
mit Koordinaten (x1, . . . , x2n) ist ω von der Form ω = 12ωij dx
i∧dxj mit ωij = ω(∂xi , ∂xj ).
Die betrachtete Karte heißt [1, Prop. 3.3.23] eine symplektische (auch kanonische oder
Darboux-) Karte genau dann, wenn (ωij)|U gerade durch die Matrix
J =
(
0 Idn
−Idn 0
)
gegeben ist, wobei Idn die n× n Einheitsmatrix sei. Die glatten, komplexwertigen Funk-
tionen aufM besitzen mittels der punktweisen Addition und Multiplikation wie u¨blich die
Struktur einer assoziativen  -Algebra (C∞(M),+, ·). (In der Physik geht man von reellwer-
tigen Funktionen aus, wenn man Funktionswerte f(m) mit m ∈M direkt als physikalische
Meßgro¨ßen auffassen mo¨chte; im Hinblick auf die Quantisierung ist es aber angemessen,
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von vornherein komplexwertige Funktionen zu betrachten). Mittels der symplektischen
Form ω, des inneren Produkts i : Γ∞(TM) × Γ∞(Λk(T ∗M)) → Γ∞(Λk−1(T ∗M)), so-
wie der a¨ußeren Ableitung d definiert man fu¨r alle f ∈ C∞(M) ein gewisses Vektorfeld
Xf ∈ Γ
∞(TM) als Lo¨sung der Gleichung:
df = iXfω. (1.1)
Das Vektorfeld Xf wird Hamiltonsches Vektorfeld zur Funktion f genannt. Gleichung (1.1)
besagt, daß f entlang einer Integralkurve von Xf konstant ist. Insbesondere gilt fu¨r Hamil-
tonsche Vektorfelder LXfω = d(iXfω) = 0, wobei L die Lieableitung bezeichne. Vektorfel-
der X, fu¨r die LXω = 0 gilt, heißen symplektische Vektorfelder; also sind insbesondere Ha-
miltonsche Vektorfelder symplektisch, und nach dem Poincare´-Lemma sind symplektische
Vektorfelder lokal Hamiltonsch. Weiter ist die Lie-Klammer zweier symplektischer Vektor-
felder immer Hamiltonsch (Sternbergs Lemma, vergl. [63, Prop. 1.5.3]). Die Mengen der
symplektischen und der Hamiltonschen Vektorfelder werden mit Γ∞Ham(TM) ⊂ Γ
∞
symp(TM)
bezeichnet. Weiter definiert man fu¨r alle f, g ∈ C∞(M) die Poissonklammer
{f, g} := −iXf iXgω = ω(Xf , Xg) = −LXf g = LXgf. (1.2)
Die Poissonklammer (1.2) ist definitionsgema¨ß antisymmetrisch, und sie genu¨gt der Jacobi-
Identita¨t:
{f, {g, h}} + {g, {h, f}} + {h, {f, g}} = 0 ∀ f, g, h ∈ C∞(M). (1.3)
Daher gilt [Xf , Xg] = −X{f,g}, das heißt, die Abbildung C
∞(M) 3 f 7→ Xf ∈ Γ
∞
Ham(TM)
ist ein Anti-Homomorphismus von Liealgebren. Man beachte, daß bisweilen (etwa in [63])
eine andere Vorzeichenkonvention fu¨r die Poissonklammer gewa¨hlt wird, mit der die ge-
nannte Abbildung ein Homomorphismus ist. Damit ist dann (C∞(M),+, {·, ·}, ·) eine
Poisson-Liealgebra, das heißt fu¨r alle f ∈ C∞(M) ist die Abbildung f 7→ {f, ·} eine
Derivation auf (C∞(M), ·):
{f, gh} = {f, g}h+ {f, h}g fu¨r alle f, g, h ∈ C∞(M). (1.4)
Die Poisson-Liealgebra (C∞(M),+, {·, ·}, ·) dient physikalisch als Modell fu¨r die Observa-
blen, also die meßbaren physikalischen Gro¨ßen. Es sei hier nur angemerkt, daß in konkre-
ten physikalischen Fa¨llen die Menge der tatsa¨chlichen Observablen eine Unteralgebra von
(C∞(M),+, {·, ·}, ·) ist, und daß die Bestimmung derartiger
”
guter“ Observabler insbeson-
dere in der Quantisierung physikalisch ein nichttriviales Problem darstellt.
In der Physik werden die Bewegungsgleichungen eines Systems der klassischen Mecha-
nik durch eine Funktion H ∈ C∞(M), die Hamiltonfunktion, festgelegt und mittels der
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Poissonklammern folgendermaßen ausgedru¨ckt [1, Cor. 3.3.15]: ist ft die Entwicklung von
f entlang des Flusses von XH , dann gilt
d
dt
ft = {ft,H}. (1.5)
Die klassischen Observablen beschreiben also einerseits physikalische Gro¨ßen eines gegebe-
nen Systems. Andererseits erzeugen klassische Observable u¨ber die Zuordnung f 7→ −LXf
Derivationen der Observablenalgebra, welche symplektisch sind. Das bedeutet insbeson-
dere, daß der Fluß entlang der Integralkurve eines Hamiltonschen Vektorfelds Xf die
Poissonklammern und somit die Hamiltonschen Bewegungsgleichungen erha¨lt.
Ein weiterer, wichtiger Begriff der klassischen Mechanik ist der einer Hamiltonschen
Wirkung einer Liegruppe G durch symplektische Diffeomorphismen oder einer Liealgebra g
durch symplektische Vektorfelder [1, Chap. 4]. Dieser Begriff ermo¨glicht die Beschreibung
physikalischer Symmetrien, die Formulierung von Erhaltungssa¨tzen und die Phasenraum-
reduktion, die es gestattet, ausgehend von zu Symmetrien geho¨renden Erhaltungsgro¨ßen
(beschrieben durch das Konzept der Impulsabbildung), zu einem Phasenraum kleinerer Di-
mension u¨berzugehen – ein Spezialfall ist das bekannte Noether-Theorem der Mechanik.
Diese Vorgehensweise ist in der Literatur wohlbekannt und za¨hlt zu den Standardmetho-
den der klassischen Mechanik. Ich werde sie in diesem Kapitel nicht beschreiben, sondern
verweise wieder etwa auf [1, 23, 63].
Die Frage, wie sich diese Konzepte bezu¨glich der Quantisierung verhalten, ist beispiels-
weise in der Geometrischen Quantisierung [63] intensiv studiert worden (insbesondere die
Guillemin-Sternberg-Hypothese, nach der Quantisierung und Reduktion vertauschen sol-
len). In speziellen Fa¨llen [8, 52, 21, 57, 9] konnten dazu auch in der Deformationsquan-
tisierung erste Ergebnisse erhalten werden. Allen ist gemeinsam, daß man dabei wesent-
lich eine Verallgemeinerung des Begriffs der Impulsabbildung beno¨tigt. Solche Quanten-
impulsabbildungen wurden unter diesem Namen meines Wissens nach zuerst von Borde-
mann et al. in [8] benutzt. Sie wurden anschließend von Xu in [64] systematisch untersucht.
Dort stellt Xu auch die Frage, ob man zu einer gegebenen klassischen Impulsabbildung
fu¨r ein invariantes Sternprodukt immer eine Quantenimpulsabbildung finden kann. Die
Untersuchungen in Kapitel 2 und Kapitel 5 werden zeigen, daß das tatsa¨chlich nicht so
ist.
Ausgehend von den in der Einleitung erla¨uterten Grundideen der Deformationsquati-
sierung werde ich im folgenden Abschnitt die mathematische Formulierung dieser Ideen
erkla¨ren.
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1.1 Deformationsquantisierung
Es sei im folgenden immer (M,ω) eine reell 2n-dimensionale symplektische Mannigfaltig-
keit. Wieder betrachte man die glatten Funktionen C∞(M) mit ihrer Poisson-Lie-Struktur
und den Vektorraum C∞(M)[[ν]] der formalen Potenzreihen mit Koeffizienten in C∞(M).
Wir ko¨nnen C∞(M) wie u¨blich mit dem Bild unter C∞(M) ↪→ C∞(M)[[ν]], f 7→ fν0 iden-
tifizieren. Weiter la¨ßt sich auch die Lie-Poisson-Struktur von C∞(M) auf die formalen
Potenzreihen u¨bertragen. Ebenso gibt es natu¨rliche Fortsetzungen der a¨ußeren Ableitung
und der Lieableitung auf C∞(M)[[ν]]. Ich werde in dieser Arbeit Elemente von C∞(M)[[ν]]
bisweilen einfach formale Funktionen nennen, ebenso Elemente von  [[ν]] formale Kon-
stanten.
Definition 1.1 (vergl. [3]) Eine innere Verknu¨pfung ? auf C∞(M)[[ν]] heißt eine (loka-
le) Deformationsquantisierung oder ein (lokales) Sternprodukt auf (M,ω), wenn gilt:
i.) Die Verknu¨pfung ? ist assoziativ und mit der Addition vertra¨glich (damit ist also
(C∞(M)[[ν]], ?) ein Ring.)
ii.) Die Verknu¨pfung ? ist  [[ν]]-linear und formale Konstanten sind zentrale Elemente
bezu¨glich ?. Insbesondere kann dann fu¨r f, g ∈ C∞(M)
f ? g =
∞∑
r=0
νrCr(f, g)
geschrieben werden, wobei alle Cr bilineare Abbildungen sind.
iii.) Fu¨r alle f, g ∈ C∞(M) ist C0(f, g) = fg ∈ C
∞(M).
iv.) Die Verknu¨pfung ? ist eine nichtkommutative Deformation des punktweisen Produkts
auf C∞(M) in Richtung der Poissonklammer, das heißt, fu¨r alle f, g ∈ C∞(M) ist(
1
ν
(f ? g − g ? f)
)
mod ν = C1(f, g)− C1(g, f) = {f, g}.
v.) Die Verknu¨pfung ? ist lokal, das heißt, fu¨r alle r ∈   und alle f, g ∈ C∞(M) ist
supp(Cr(f, g)) ⊆ supp(f) ∩ supp(g). Diese Bedingung ist erfu¨llt, falls alle Cr Bi-
differentialoperatoren sind, was im folgenden immer gelten soll (ein derartiges Stern-
produkt heißt differentielles Sternprodukt, und alle hier studierten Sternprodukte sind
differentiell.)
14 Kapitel 1. – Grundlagen
Es ist hervorzuheben, daß die Existenz eines Sternprodukts durchaus kein triviales Pro-
blem ist. Ein Sternprodukt f ?g =
∑∞
ν=0 ν
rCr(f, g) ist eine assoziative Algebren-Deforma-
tion im Sinne Gerstenhabers [22], wobei fu¨r differentielle Sternprodukte alle Cr differenti-
elle, also lokale Hochschild 2-Koketten sind (fu¨r die Definition des Hochschild-Komplexes
siehe z.B. [40]). In [22, Chap. I, §2 und §5] zeigt Gerstenhaber ganz allgemein, wie sich
eine kohomologische Obstruktion fu¨r die Existenz einer assoziativen Algebren-Deformati-
on ergibt. Ich mo¨chte dies hier kurz erkla¨ren. Im vorliegenden speziellen Fall bedeutet die
Assoziativita¨t des Sternprodukts∑
r+s=t
r,s≥0
Cr(Cs(f, g)h) − Cr(f, Cs(g, h)) = 0 ∀ f, g, h ∈ C
∞(M)[[ν]]. (1.6)
Fu¨r t = 0 ist dies gerade die Assoziativita¨t der punktweisen Multiplikation C0(f, g) = fg.
Fu¨r t = 1 besagt Gleichung 1.6
C1(f, g)h− fC1(g, h) − C1(f, gh) + C1(fg, h) = −(δHC1)(f, g, h) = 0,
wobei δH der u¨bliche Hochschild-Korandoperator ist. Also ist C1 ein differentieller Hoch-
schild-2-Kozykel. Indem man die C0 enthaltenden Terme in Gleichung (1.6) als 3-Kora¨nder
(δHCt)(f, g, h) identifiziert und die verbleibende Summe abku¨rzt als
Dt−1(f, g, h) :=

 ∑
r+s=t
r,s>0
Cr(Cs(f, g)h) − Cr(f, Cs(g, h))


kann man Gleichung (1.6) fu¨r alle t ∈   schreiben als
Dt−1(f, g, h) − (δHCt)(f, g, h) = 0 ∀ f, g, h ∈ C
∞(M)[[ν]]. (1.7)
Mo¨chte man die assoziative Deformation von t = 1 auf t = 2 fortsetzen, so bedeutet das
gerade C1(C1(f, g), h) − C1(f, C1(g, h)) − (δHC2)(f, g, h) = 0. Weil C1 ein 2-Kozykel und
somit das Produkt bis zur Ordnung 1 assoziativ ist, gilt weiter
(δHD1)(f, g, h, k) = 0
fu¨r alle f, g, h, k ∈ C∞(M), also ist D1(f, g, h) = C1(C1(f, g), h) − C1(f, C1(g, h)) ein 3-
Kozykel, welcher wiederum der Korand der gesuchten Kokette C2 sein muß, damit die
Bedingung der Assoziativita¨t erfu¨llt ist, d.h. [D1] = [0] ∈ H
3
H(C
∞(M), C∞(M)). In [22, §5,
Prop. 3] zeigt Gerstenhaber, daß allgemein fu¨r die Existenz einer assoziativen Deformation
in n-ter Ordnung die 3-Kokette Dn−1 in Gleichung (1.7) ein Kozykel sein muß, welcher der
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Korand der gesuchten n-ten Kokette Cn ist. Somit ist H
3
H(C
∞(M), C∞(M)) = {0} eine hin-
reichende Bedingung fu¨r die Existenz eines Sternprodukts. Diese Bedingung ist aber alles
andere als trivial, da nach einer lokalen Form des Hochschild-Kostant-Rosenberg-Theorems
H3H(C
∞(M), C∞(M)) ∼= Γ∞(Λ3(T ∗M)) gilt [24]. Tatsa¨chlich ist diese Bedingung auch nicht
notwendig. In Kapitel 2 wird mit der Fedosov-Konstruktion sogar ein allgemeiner und kon-
struktiver Existenzbeweis fu¨r beliebige symplektische Mannigfaltigkeiten angegeben
Als na¨chstes mo¨chte ich zwei grundlegende Beispiele fu¨r Sternprodukte auf Vektor-
ra¨umen erwa¨hnen. Diese Beispiele sind wesentlich a¨lter als die Deformationsquantisierung;
sie lassen sich durch den Wigner-Weyl Formalismus oder etwa durch Wahl von Ordnungs-
vorschriften fu¨r nichtkommutierende Operatoren motivieren, vergleiche etwa [55], [53] und
[46]. Um die zu betrachtenden Formeln einfach zu gestalten, werde ich o¨fters die Notation
benutzen, die punktweise Multiplikation von Funktionen mittels der Strukturabbildung
µ(f ⊗ g) = fg zu beschreiben.
Definition/Lemma 1.2 Man betrachte M = T ∗
 n mit der kanonischen symplektischen
Struktur (ωij) = J und der Koeffizientenmatrix (Λ
ij) = J−1 des zugeho¨rigen kanonischen
Poissontensors. Dann ist fu¨r alle f, g ∈ C∞(
 2n) die Verknu¨pfung
f ◦ g := µ
(
exp
(ν
2
Λij ∂xi ⊗ ∂xj
)
(f ⊗ g)
)
(1.8)
ein Sternprodukt auf M = T ∗
 n, das sogenannte Weyl-(Moyal)-Sternprodukt [3].
Definition/Lemma 1.3 Man betrachteM = T ∗
 n ∼=  n als (triviale) Ka¨hlermannigfal-
tigkeit mit der kanonischen Ka¨hlerform ω = i2δijdz
i∧dzj. Dann ist fu¨r alle f, g ∈ C∞(  n)
die Verknu¨pfung
f ◦W g := µ
(
exp
(
2ν
i
δij ∂zi ⊗ ∂zj
)
(f ⊗ g)
)
(1.9)
ein Sternprodukt auf M =  n, das sogenannte Wick-Sternprodukt, siehe [53] und [10].
Definition 1.4 Seien ? und ?′ zwei Sternprodukte auf (M,ω). Dann heißen ? und ?′
a¨quivalent, falls es eine formale Potenzreihe S =
∑∞
r=0 ν
rSr von  -linearen Abbildungen
Sr : C
∞(M)→ C∞(M) gibt mit S0 = Id, so daß fu¨r alle f, g ∈ C
∞(M)[[ν]] gilt:
S(f ? g) = S(f) ?′ S(g).
Fu¨r differentielle Sternprodukte sind die Abbildungen Sr sogar Differentialoperatoren [27].
Die A¨quivalenz von Sternprodukten stellt wie ihre Existenz ein kohomologisches Problem
dar. Es la¨ßt sich insbesondere zeigen, daß auf symplektischen Mannigfaltigkeiten mit ver-
schwindender zweiter de Rham-Kohomologie alle Sternprodukte paarweise a¨quivalent sind
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[27, Prop. 3.1]. Insbesondere gilt diese Aussage also auf Vektorra¨umen. Die Sternpro-
dukte aus Definition 1.2 und Definition 1.3 sind a¨quivalent mit der A¨quivalenzabbildung
S = exp(−iνδkl∂zk∂zl) (beachte die Summationskonvention), siehe [10].
Die Existenz von Sternprodukten auf beliebigen symplektischen Mannigfaltigkeiten
galt lange als ungesichert, siehe etwa [55] und [25] fu¨r einen U¨berblick. Mit ganz un-
terschiedlichen Methoden konnte von verschiedenen Autoren der Beweis erbracht wer-
den, daß tatsa¨chlich auf jeder symplektischen Mannigfaltigkeit ein Sternprodukt existiert
[16, 19, 51, 15]. Mittlerweile wurde von Kontsevich auch die Existenz auf beliebigen Pois-
sonmannigfaltigkeiten bewiesen [37].
In dieser Arbeit wird wesentlich der konstruktive Existenzbeweis von Fedosov [19],
Verallgemeinerungen davon [10, 49], und die Konstruktion von Karabegov [31, 32, 33]
fu¨r sogenannte Sternprodukte mit Trennung der Variablen auf Ka¨hlermannigfaltigkeiten
benutzt werden (diese sind eine Verallgemeinerung des Wick-Sternprodukts aus Definiti-
on 1.3, sie tauchen auch in den grundlegenden Arbeiten von Berezin zur Quantisierung
auf, siehe [4]). Die entsprechenden Konstruktionen werden in Kapitel 2 und Kapitel 4
erla¨utert. Beide Verfahren sind nicht allein konstruktiv, es stellt sich sogar heraus, daß
auf symplektischen Mannigfaltigkeiten jedes Sternprodukt a¨quivalent zu einem Fedosov-
Sternprodukt ist [50, 6, 61, 48], und daß auf Ka¨hlermannigfaltigkeiten sogar alle Stern-
produkte mit Karabegovs Eigenschaft der Trennung der Variablen mittels einer modifi-
zierten Fedosov-Konstruktion [49] bzw. mittels Karabegovs Konstruktion erhalten werden
ko¨nnen. Daru¨berhinaus gibt es spezielle Sternprodukte, die u.a. wegen ihres Zusammen-
hangs zu anderen Quantisierungen von besonderem Interesse sind, beispielsweise geho¨rt
nach Schlichenmaier [53] zur Berezin-Toeplitz-Quantisierung auf (quantisierbaren) Ka¨hler-
mannigfaltigkeiten (auf die ich hier nicht eingehen werde) ein eindeutiges Sternprodukt,
welches ein solches Karabegovsches Sternprodukt ist.
Wie bereits in der Einleitung erwa¨hnt, ermo¨glicht es die Deformationsquantisierung
nun, das Korrespondenzprinzip zwischen klassischer Mechanik und Quantenmechanik als
eine Art Minimalforderung zu implementieren: man mo¨chte dazu C∞(M)[[ν]] als Ob-
servablenalgebra auffassen, wobei deren Liealgebrenstruktur durch den ?-Kommutator
ad?(f)g := [f, g]? := f ? g − g ? f fu¨r alle f, g ∈ C
∞(M)[[ν]] gegeben ist. Insbesonde-
re ist dann fu¨r Funktionen f, g ∈ C∞(M) die
”
deformierte Bewegungsgleichung“ fu¨r f
entlang des Flusses von Xg
d
dt
ft =
1
ν
[ft, g]? = {ft, g} +O(ν)
durch eine formale Reihe gegeben, welche man unter gewissen Umsta¨nden als quantenme-
chanische Korrektur der klassischen Bewegungsgleichungen (1.5) auffassen kann. Es stellen
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sich nun eine Reihe grundsa¨tzlicher Fragen. In der klassischen Mechanik sind die symplek-
tischen Vektorfelder und die symplektischen Diffeomorphismen besonders ausgezeichnet.
Hamiltonsche Vektorfelder
”
erzeugen“, wie wir gesehen haben, in gewissem Sinne die klas-
sische Zeitentwicklung. Wie wirkt aber ein solcher Diffeomorphismus oder ein solches Vek-
torfeld auf der Observablenalgebra der Deformationsquantisierung? Lassen sich Hamilton-
sche Wirkungen von Liegruppen oder Liealgebren auf die Deformationsquantisierung ver-
allgemeinern? In Kapitel 3 und Kapitel 5 werden diese Fragen fu¨r Fedosov-Sternprodukte
und Sternprodukte vom Wick-Typ studiert werden. In Analogie zum Unterschied zwi-
schen symplektischen Vektorfeldern X mit LXω = 0 und Hamiltonschen Vektorfeldern
Xf mit −LXf = {f, ·} wird auch untersucht, wann eine gegebene ?-Derivation LX von
der Form − 1νad?(J) mit einer speziellen formalen Funktion J ist; solche Derivationen hei-
ßen quasi-innere ?-Derivationen. Ebenso wird der Begriff der Impulsabbildung zu dem der
Quantenimpulsabbildung erweitert, siehe [8] und [64].
Letztendlich wird sich dann herausstellen, daß fu¨r die U¨bertragbarkeit der Phasen-
raumreduktion mittels einer Verallgemeinerung der klassischen Impulsabbildung notwen-
dig zusa¨tzliche, nicht-triviale Bedingungen erfu¨llt sein mu¨ssen.
Bevor nun im folgenden Kapitel die verallgemeinerte Fedosov-Konstruktion bespro-
chen wird, mo¨chte ich noch eine wichtige, allgemeine Eigenschaft von Automorphismen
und Derivationen eines Sternprodukts ? zeigen. Tatsa¨chlich ist es na¨mlich eine einfache
Folgerung aus Definition 1.1, daß ein Vektorfeld, welches eine ?-Derivation ist, notwendig
ein symplektisches Vektorfeld sein muß. Ebenso muß ein Diffeomorphismus aufM , welcher
einen ?-Automorphismus induziert, selbst symplektisch sein.
Lemma 1.5 Sei (M,ω) eine symplektische Mannigfaltigkeit, X ∈ Γ∞(TM) ein Vektorfeld
und sei LX eine Derivation eines beliebigen Sternprodukts ? auf M . Dann gilt LXω = 0,
das heißt, X ist ein symplektisches Vektorfeld. Sei weiter φ :M →M ein Diffeomorphis-
mus und sei φ∗(f ? g) = (φ∗f) ? (φ∗g); dann ist φ∗ω = ω.
Beweis: Man betrachte o.B.d.A. f, g ∈ C∞(M). Fu¨r alle Sternprodukte gilt ad?(f)g =
ν{f, g}+O(ν2). Nun ist einerseits
νLX{f, g} = ν ((LXω) (Xf , Xg) + ω (LXXf , Xg) + ω (Xf ,LXXg)) ,
andererseits ist aufgrund der Derivationseigenschaft
LX(ad?(f)g) = ν({X(f), g}+{f,X(g)})+O(ν
2) = ν(ω(XX(f), Xg)+ω(Xf , XXg ))+O(ν
2).
Da ? ein Sternprodukt ist, mu¨ssen beide Ausdru¨cke in der ersten Ordnung in ν u¨berein-
stimmen:
(LXω) (Xf , Xg)+ω (LXXf , Xg)+ω (Xf ,LXXg) = ω(XX(f), Xg)+ω(Xf , XX(g)). (1.10)
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Daraus folgt dann aber LXω = 0, denn es gilt zuna¨chst d(X(f)) = LX(iXfω). Daher ist
aber fu¨r alle Y ∈ Γ∞(TM):
ω(XX(f), Y ) = (dX(f))(Y ) = LX(ω(Xf , Y ))− (iXfω)(LXY )
= (LXω)(Xf , Y ) + ω(LXXf , Y ). (1.11)
Wa¨hle nun speziell Y = Xg, dann folgt aus Gleichung (1.10)
ω(Xf , XX(g)) = ω(Xf ,LXXg),
und wegen der Identita¨t (1.11) folgt daraus LXω = 0. Fu¨r einen Diffeomorphismus folgt
die Aussage sofort mit dem analogen Argument aus der Automorphismeneigenschaft und
der Feststellung, daß φ∗ω = ω genau dann, wenn φ∗{f, g} = {φ∗f, φ∗g} gilt. 
Es stellt daher keine Beschra¨nkung der Allgemeinheit dar, wenn in Kapitel 3 von vorn-
herein symplektische Vektorfelder daraufhin untersucht werden, unter welchen zusa¨tzlichen
Bedingungen sie Derivationen eines gegebenen Fedosov-Sternprodukts sind.
Kapitel 2
Die verallgemeinerte
Fedosov-Konstruktion
In diesem Kapitel wird die von Fedosov [19, 20] entwickelte Methode zur Konstruktion von
Sternprodukten auf symplektischen Mannigfaltigkeiten vorgestellt, und es werden einige
spa¨ter benutzte wichtige Techniken und Verallgemeinerungen erkla¨rt. Zuna¨chst mo¨chte
ich in Worten die zugrundeliegende Idee andeuten. Der Ausgangspunkt der Fedosov-
Konstruktion ist eine symplektische Mannigfaltigkeit (M,ω). Fu¨r die (Ko-)tangential-
ra¨ume an M existieren selbstversta¨ndlich die in den vorangehenden Beispielen genannten
Vektorraum-Sternprodukte (1.8) und (1.9). In der Fedosov-Konstruktion wird ein solches
faserweise definiertes Sternprodukt ◦F (gewo¨hnlich das Weyl-Sternprodukt (1.8)) auf ein
gewisses Bu¨ndelW⊗Λ u¨berM ausgedehnt, welches in symmetrische und antisymmetrische
Schnitte in Γ∞(T ∗M) faktorisiert. Die wesentliche Arbeit besteht dann in der Konstruk-
tion einer Bijektion zwischen formalen Funktionen in C∞(M)[[ν]] und einer geeigneten
Unteralgebra von W⊗Λ, mit deren Hilfe das Sternprodukt von dieser Unteralgebra auf
C∞(M)[[ν]] zuru¨ckgezogen werden kann.
In dieser Arbeit wird im wesentlichen die u¨bliche Fedosov-Konstruktion mit der auf
Neumaier [48, 49] zuru¨ckgehenden Verallgemeinerung einer bestimmten Normierungsbe-
dingung beno¨tigt. Es sei jedoch bereits hier darauf hingewiesen, daß die spa¨ter untersuch-
ten Sternprodukte vom Wick-Typ auf Ka¨hler-Mannigfaltigkeiten sa¨mtlich mittels einer
geeigneten Fedosov-Konstruktion gewonnen werden ko¨nnen, welche daher in einem spa¨te-
ren Kapitel ebenfalls knapp besprochen werden soll.
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2.1 Die Fedosov-Algebra
Im folgenden sei nun (M,ω) eine symplektische Mannigfaltigkeit. Ferner sollen die folgen-
den Bezeichnungsweisen fu¨r Differentialformen auf M benutzt werden: mit Γ∞(Λk(T ∗M))
seien wie u¨blich die antisymmetrischen k-Formen bezeichnet und analog mit Γ∞(Vr(T ∗M))
die symmetrischen Differentialformen vom Grad r. Die entsprechenden Produkte werden
dann wie u¨blich mit ∧ beziehungsweise ganz analog mit ∨ bezeichnet. Ferner sei fu¨r eine
Algebra A mit µ : A ⊗ A → A die durch µ(a ⊗ b) = ab festgelegte Strukturabbildung
bezeichnet.
Definiere nun die Fedosov Algebra:
W⊗Λ := (X∞r=0Γ
∞ (
∨r(T ∗M)⊗∧(T ∗M))) [[ν]]. (2.1)
Fu¨r zwei faktorisierte Schnitte f, g in W⊗Λ mit f = T ⊗ α und g = U ⊗ β ist deren
punktweises Produkt einfach gegeben durch fg = T ∨ U ⊗ α ∧ β, und natu¨rlich la¨ßt sich
dieses Produkt linear auf allgemeine Schnitte in W⊗Λ ausdehnen. Somit wird W⊗Λ eine
assoziative Algebra. Fu¨r das punktweise Produkt schreiben wir auch fg = µ(f ⊗ g) unter
Benutzung der Strukturabbildung µ : (W⊗Λ)⊗ (W⊗Λ)→W⊗Λ.
Ferner fu¨hren wir Bezeichnungen fu¨r die Gradabbildungen W⊗Λ 3 f 7→ nf, n ∈  
und entsprechende Grade ein, na¨mlich
degs(f) = |f |sf := kf ⇔ f ∈
(
Γ∞
(∨k(T ∗M)⊗∧(T ∗M))) [[ν]],
dega(f) = |f |af := lf ⇔ f ∈ X
∞
r=0
(
Γ∞
(∨r(T ∗M)⊗∧l(T ∗M))) [[ν]],
degν(f) = |f |νf := ν
∂
∂ν
f. (2.2)
Das punktweise Produkt in W⊗Λ ist dann superkommutativ bezu¨glich des antisym-
metrischen Grades, das heißt mit f, g ∈ W⊗Λ vom antisymmetrischen Grad r und s
gilt fg = (−1)rsgf . Weiter sind die Gradabbildungen alle Derivationen des punktweisen
Produkts. Mit W werde die Unteralgebra der Elemente mit verschwindendem antisymme-
trischem Grad W ⊗ 1 bezeichnet.
Die symplektische Form ω ermo¨glicht nun die Definition einer assoziativen Deformation
des punktweisen Produktes. Es seien dazu ωij die Komponenten der symplektischen Form
und Λij die Komponenten des zugeho¨rigen Poissontensors mit ωijΛ
kj = δki . Ferner werde
mit is(X) das innere Produkt eines Vektorfelds X ∈ Γ
∞(TM) mit dem symmetrischen
Anteil von W⊗Λ bezeichnet. Dann definieren wir das folgende faserweise Produkt
a ◦F b = µ
(
exp
(ν
2
Λijis(∂i)⊗ is(∂j)
)
(a⊗ b)
)
. (2.3)
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Das so definierte Produkt ist die Ausdehnung des bekannten Weyl-(Moyal-)Sternprodukts
auf den symmetrischen Anteil von W⊗Λ.
Mit adF(f)g werde fu¨r Elemente f, g ∈ W⊗Λ der antisymmetrischen Grade r und s der
dega-gradierte Superkommutator adF(f)g := [f, g] := f◦Fg−(−1)
rsg◦Ff bezeichnet. Dann
ist sofort klar, daß Elemente von W⊗Λ mit symmetrischem Grad Null zentral bezu¨glich
◦F sind. Ist irgendein f ∈ W⊗Λ zentral, also adF(f)g = 0 fu¨r alle g ∈ W⊗Λ, so kann
man insbesondere g = α ⊗ 1 wa¨hlen wobei α ∈ Γ∞(T ∗M) eine Einsform ist. Dann folgt
aus 0 = adF(f)g =
1
2ν(Λ
ij − Λji)α(∂j) is(∂i)f , daß entweder f = 0 oder degs(f) = 0
gelten muß, da α als eine beliebige Einsform wa¨hlbar ist. Man kann also die zentralen
Elemente von (W⊗Λ, ◦F) genau als diejenigen Elemente von W⊗Λ kennzeichnen, deren
symmetrischer Grad verschwindet:
Lemma 2.1 Fu¨r f ∈ W⊗Λ gilt adF(f)g = 0 fu¨r alle g ∈ W⊗Λ genau dann wenn
degs(f) = 0.
Nun ist dega auch eine Derivation bezu¨glich ◦F, nicht aber degs und degν . Fu¨hrt man
allerdings die zum totalen Grad geho¨rende Gradabbildung Deg := 2degν +degs ein (und
wie oben die Schreibweise |a|tot = k falls Deg(a) = ka), so ist Deg eine Derivation bezu¨glich
◦F, und (W⊗Λ, ◦F,Deg) ist eine formal gradierte Algebra. Die Menge der Elemente von
W⊗Λ mit totalem Grad l ≥ k sei mit Wk⊗Λ bezeichnet. Außerdem sei σ : W⊗Λ →
C∞(M)[[ν]] die Projektion auf Elemente vom symmetrischen und antisymmetrischen Grad
Null. In lokalen Koordinaten definiert man nun ein Differential δ :W •⊗Λ• →W•−1⊗Λ•+1
und eine Abbildung δ∗ :W• ⊗ Λ• →W•+1 ⊗ Λ•−1. Es sei dazu:
δ := (1⊗ dxi)is(∂i) und δ
∗ := (dxi ⊗ 1)ia(∂i). (2.4)
Auf einem faktorisierten Schnitt W⊗Λ 3 f = T ⊗ α berechnet man sofort
δ2(T ⊗ α) =
(
(1⊗ dxl)is(∂k)
)(
is(∂l)T ⊗ dx
l ∧ α
)
= (is(∂k)is(∂l)T )⊗ dx
k ∧ dxl ∧ α = 0.
Ebenso ist auch (δ∗)2 = 0. Weiter ist fu¨r einen faktorisierten Schnitt:
(δδ∗ + δ∗δ)(T ⊗ α) =
(
δ(dxl ⊗ 1)ia(∂l) + δ
∗(1⊗ dxi)is(∂i)
)
(T ⊗ α)
=
(
(is(∂k)(dx
l ∨ T ))⊗ (dxk ∧ ia(∂l)α)
)
+
(
(dxl ∨ is(∂k)T )⊗ (ia(∂l)(dx
k ∧ α))
)
= T ⊗ dxl ∧ ia(∂l)α +
(
(dxl ∨ is(∂k)T )⊗ (dx
k ∧ ia(∂l)α)
)
+dxl ∨ is(∂l)T ⊗ α−
(
(dxl ∨ is(∂k)T )⊗ (dx
k ∧ ia(∂l)α)
)
= (dega+degs)(T ⊗ α),
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Damit kann man fu¨r Elemente f ∈ W⊗Λ mit degs(f) = kf und dega(f) = lf eine
Abbildung δ−1 folgendermaßen definieren:
δ−1f :=
{
0 falls k + l = 0
1
k+lδ
∗f falls k + l 6= 0
(2.5)
und aufgrund der obigen Rechnung gilt fu¨r alle f ∈ W⊗Λ:(
δδ−1 + δ−1δ + σ
)
(f) = f. (2.6)
Die Formel (2.6), von Fedosov als Hodge-de Rham Zerlegung bezeichnet, bedeutet
nichts anderes, als daß die δ-Homologie auf Elementen f mit σ(f) = 0 verschwindet.
Konkret folgt das einfach daraus, daß fu¨r δ-geschlossene a ∈ W⊗Λ mit (|a|a + |a|s) >
0 aufgrund von (2.6) gilt: δ(δ−1a) = a, also a δ-exakt ist. Dies folgt auch mit einem
algebraisch-topologischen Argument (etwa [40, Ch. II, § 2./8.] oder [12, Ch. I]), da δ−1 eine
kontrahierende Homotopie, d.h. eine Kettena¨quivalenz zu dem trivialen Komplex σ(W⊗Λ)
definiert, und da die Homologiegruppen kettena¨quivalenter Komplexe isomorph sind, sieht
man deshalb auch so, daß die δ-Homologie auf den Elementen mit positivem degs+dega-
Grad trivial ist. Die Formel (2.6) wird daher auch als Homotopieformel bezeichnet; wir
werden spa¨ter noch eine weitere derartige Homotopieformel beno¨tigen.
Fu¨r den na¨chsten Schritt wa¨hle man einen torsionsfreien, symplektischen Zusammen-
hang ∇ auf M . (Ein solcher Zusammenhang existiert immer, jedoch nicht eindeutig, siehe
etwa [41, Prop. 4.1 und Prop. 4.2, Rem. 3] und Lemma 2.6.) Ausgehend von diesem torsi-
onsfreien, symplektischen Zusammenhang∇ aufM definiert man nun eine ebenfalls mit ∇
bezeichnete Abbildung ∇ : W⊗Λ• → W⊗Λ•+1 mittels des induzierten Zusammenhangs
auf W⊗Λ. Dies stellt eine leicht unsaubere Notation dar, da auch die induzierten Zusam-
menha¨nge auf W⊗Λ, W und Λ mit diesem Symbol bezeichnet werden, es ist aber die
allgemein u¨bliche Schreibweise. Aufgrund der Torsionsfreiheit des symplektischen Zusam-
menhangs ist der induzierte Zusammenhang auf Λ gleich der a¨ußeren Ableitung d. Man
definiert in lokalen Koordinaten
∇ := (1⊗ dxi)∇∂i , (2.7)
was aufgrund der Torsionsfreiheit des symplektischen Zusammenhangs auf einem faktori-
sierten Schnitt gerade bedeutet:
∇(T ⊗ α) = ∇∂iT ⊗ dx
i ∧ α+ T ⊗ dα.
Die Abbildung ∇ hat u¨brigens die folgende, eher triviale Eigenschaft, die der U¨bersicht
halber dennoch hervorgehoben werden soll:
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Lemma 2.2 Fu¨r ein Vektorfeld X ∈ Γ∞(TM) betrachte man die Lieableitung LX und
ihre natu¨rliche Fortsetzung auf W, Λ und W⊗Λ. Dann kommutieren LX und die in (2.7)
definierte Abbildung ∇ genau dann, wenn der ebenfalls mit ∇ bezeichnete symplektische
Zusammenhang invariant ist.
Beweis: Der Beweis ist tatsa¨chlich trivial, denn eine derartige Aussage gilt natu¨rlicherwei-
se fu¨r einen induzierten Zusammenhang, und ∇ ist ja gema¨ß (2.7) mittels des induzierten
Zusammenhangs auf W⊗Λ, einem inneren Produkt und der a¨ußeren Ableitung definiert,
mit denen LX vertra¨glich ist. Konkret gilt
[LX ,∇](T ⊗ α) = [LX ,∇∂i ]T ⊗ dx
i ∧ α−∇[X,∂i]T ⊗ dx
i ∧ α.
Dieser Ausdruck verschwindet aber genau dann, wenn der urspru¨ngliche symplektische
Zusammenhang ∇ selbst invariant ist, also [LX ,∇] = 0 gilt. 
Als weitere geometrische Gro¨ße wird noch die Kru¨mmung R des Zusammenhangs ∇
beno¨tigt mit R(X,Y )Z =
(
[∇X ,∇Y ]−∇[X,Y ]
)
Z fu¨r X,Y,Z ∈ Γ∞(TM) und mit den
durch R(∂u, ∂v)∂t = R
r
tuv∂r gegebenen Komponenten R
r
tuv. Fu¨r Endomorphismen von
W⊗Λ werde außerdem der mit ihrem Homogenita¨tsgrad bezu¨glich dega gradierte Kom-
mutator mit [ . , . ] bezeichnet (also beispielsweise [∇, δ] = ∇δ + δ∇). Fedosov zeigt damit
die folgenden, u¨brigens leicht nachzurechnenden, Aussagen:
Lemma 2.3 ([20, Lemma 5.1.3]) Die in (2.7) definierte Abbildung ∇ ist eine Deriva-
tion von ◦F, und außerdem ist [δ,∇] = 0. Außerdem wird ∇
2 durch die Kru¨mmung des Zu-
sammenhangs ausgedru¨ckt als ∇2 = − 1
ν
adF(R), wobei R :=
1
4ωrsR
s
tuvdx
r∨dxt⊗dxu∧dxv.
Aus den Bianchi-Identita¨ten folgt δR = 0 = ∇R.
Selbstversta¨ndlich ha¨ngen diese Ergebnisse nicht von der Wahl des Zusammenhangs ∇ ab.
In Abschnitt 2.3 wird dargestellt werden, welche Rolle die Freiheit in der Wahl von ∇ in
der Fedosov Konstruktion spielt.
2.2 Die Fedosov-Derivation
Die in diesem Abschnitt dargestellten Aussagen sind eine auf Neumaier [48] zuru¨ckge-
hende Verallgemeinerung der urspru¨nglichen Fedosovschen Ergebnisse [19, Thm. 3.2 und
Thm. 3.3] und [20, Thm. 5.3.3]. Zuerst mo¨chte ich allerdings eine wichtige, von Fedosovs
Arbeiten abweichende Beweistechnik angeben, welche in einer einfachen Anwendung des
Banachschen Fixpunktsatzes beruht, die zwar wohlbekannt ist, deren Anwendung auf die
Fedosov-Konstruktion (zuerst in [58, Anh. B]) aber viele Beweise im Vergleich zu den
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urspru¨nglichen Induktionsbeweisen deutlich u¨bersichtlicher macht. In Abschnitt 3.2 u¨ber
invariante Fedosov-Sternprodukte werden solche Fixpunktargumente wiederholt benutzt.
2.2.1 Exkurs u¨ber den Fixpunktsatz fu¨r die Fedosov-Algebra
Dieser kurze Abschnitt dient lediglich dazu, einige bekannte Eigenschaften formaler Rei-
hen aus [13] anzugeben. In der vorliegenden Arbeit werden insgesamt nur einige wenige
algebraische Eigenschaften formaler Reihen benutzt, in diesem Abschnitt daru¨berhinaus
die Vollsta¨ndigkeit in der Topologisierung u¨ber die durch die Ordnung [13, chap.IV, §2]
einer formalen Reihe gegebene nicht-Archimedische Bewertung. Man kann dann ein ein-
faches Kriterium dafu¨r angeben, wann eine Abbildung L : W⊗Λ→ W⊗Λ kontrahierend
ist und somit einen eindeutigen Fixpunkt besitzt.
Mit den Bezeichnungen von [13, chap. IV] sind die formalen Potenzreihen R[[X]] u¨ber
einem Ring selbst ein Ring (bzw. fu¨r eine R-Algebra A ist A[[X]] eine R[[X]]-Algebra),
dessen Einheiten gerade die Elemente mit invertierbarem konstanten Term sind [13, chap.
IV, §6, Proposition 4].
Insbesondere bilden [13, chap. IV, §10] fu¨r positive ganze Zahlen n die Elemente von
A[[X]] der Ordnung p ≥ n Ideale an ⊂ A[[X]] mit den Eigenschaften: an ⊂ am fu¨r n ≥ m
und
⋂∞
m=0 am = {0}, und die ai bilden eine Umgebungsbasis fu¨r eine Topologie auf A[[X]].
Zudem ist A[[X]] als topologischer Raum metrisierbar; man betrachte dazu fu¨r a ∈ A[[X]]
die durch die Ordnung o(a) gegebene Bewertung (das heißt, die kleinste ganze Zahl q ≥ 0,
fu¨r die der Anteil von a, welcher homogen vom Grad q ist, nicht verschwindet). Dann
erha¨lt man, wie u¨blich eine nicht-Archimedische Norm mit der Bewertung o(a):
|a| :=
{
1
2o(a)
falls a 6= 0
0 falls a = 0
,
welche in der gewohnten Weise mittels d(a, b) := |a−b| eine Ultrametrik ergibt, und A[[X]]
ist ein vollsta¨ndiger (ultra)metrischer Raum [13, chap. IV, §10].
Nun besitzt die Fedosov-Algebra (W⊗Λ, ◦F) wie oben dargestellt neben der urspru¨ng-
lichen formalen Gradierung (bezu¨glich ν) und der symmetrischen Gradierung auch eine
formale Gradierung nach dem totalen Grad Deg := 2degν +degs, und jedes Element von
W⊗Λ la¨ßt sich auch als formale Reihe von bezu¨glich Deg homogenen Elementen schrei-
ben. Insbesondere ist auch W⊗Λ mittels der gerade angegebenen Metrik bezu¨glich Deg
vollsta¨ndig.
Damit la¨ßt sich eine einfache Aussage u¨ber die Anwendbarkeit des Banachschen Fix-
punktsatzes erhalten [58, 48]:
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Lemma 2.4 Fu¨r Elemente der Fedosov-Algebra a =
∑∞
k=0 a
(k) ∈ W⊗Λ mit k = |a(k)|tot
sei o(a) die kleinste, positive ganze Zahl k, fu¨r die a(k) 6= 0. Dann besitzt eine Abbildung
L :W⊗Λ→W⊗Λ einen eindeutigen Fixpunkt, falls fu¨r alle f, g ∈ W⊗Λ gilt:
o(L(f)− L(g)) > o(f − g).
Beweis: Der Beweis ist klar, denn Banachs Fixpunktsatz besagt gerade, daß L einen
Fixpunkt besitzt, falls L kontrahierend ist, also d(L(f), L(g)) ≤ d(f, g) · t mit einer Zahl
0 ≤ t < 1. Hier ist d(L(f), L(g)) = 2−o(L(f)−L(g)) . Falls also o(L(f) − L(g)) echt gro¨ßer ist
als o(f − g), so ist L offenbar kontrahierend. 
2.2.2 Die Fedosov-Derivation DF
Ich komme jetzt zuru¨ck zum Hauptthema dieses Abschnitts, na¨mlich der Konstruktion
einer gradierten Derivation DF von ◦F, deren Kern geschnitten mit ker(dega) = W dann
gerade die Unteralgebra von W⊗Λ sein wird, welche man zu C∞(M)[[ν]] in Bijektion
bringen mo¨chte. Man betrachte nun fu¨r ein r ∈ W2⊗Λ
1 (also ein Element mit minimalem
totalen Grad 2 und antisymmetrischem Grad 1) eine ◦F-Superderivation antisymmetri-
schen Grades +1 der Gestalt δ+K, wobei K den totalen Grad nicht verringere. Dies wird
konkret erfu¨llt durch die von Fedosov gewa¨hlte Derivation der Form
DF := −δ +∇−
1
ν
adF(r). (2.8)
Fu¨r diese Derivation zeigt Fedosov, daß sich aus der Forderung D2F = 0 eine Gleichung
ergibt, die zusammen mit zwei weiteren Bedingungen dann r und damit DF eindeutig fest-
legt. Die Abbildung DF wird allgemein als Fedosov-Derivation bezeichnet. Wir berechnen
zuna¨chst D2F:
D2F =
(
−δ +∇−
1
ν
adF(r)
)(
−δ +∇−
1
ν
adF(r)
)
= δ2 − δ∇+ δ
(
1
ν
adF(r)
)
−∇δ +∇2 −∇
(
1
ν
adF(r)
)
+
1
ν
(adF(r)δ − adF(r)∇) +
(
−
1
ν
adF(r)
)2
= −
1
ν
adF(R) +
1
ν
adF
(
δr −∇r +
1
ν
r ◦F r
)
!
= 0.
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Damit D2F = 0 gilt, muß also (δr−∇r+
1
ν r ◦F r−R) im Zentrum von (W ⊗ Λ, ◦F ) liegen,
und hat daher nach Lemma (2.1) die Gestalt 1⊗Ω. Aufgrund der Gestalt von r und R und
aufgrund der Eigenschaften von δ, adF, und∇ ist hier insbesondere (δr−∇r+
1
ν r◦F r−R) =
1 ⊗ Ω mit einer geschlossenen, formalen Zweiform Ω ∈ νZ 2dR(M)[[ν]]. Die geschlossene,
formale Zweiform Ω ist dabei frei wa¨hlbar. Fedosov lo¨st diese Gleichung
δr = R+∇r −
1
ν
r ◦F r + 1⊗ Ω (2.9)
unter Annahme der sogenannten Normierungsbedingung δ−1r = 0. Wir werden hier stets
die Neumaiersche verallgemeinerte Normierungsbedingung [49]
δ−1r = s mit s ∈ W3⊗Λ
0 und σ(s) = 0, (2.10)
d.h. also s =
∑∞
k=3 s
(k) mit Deg(s(k)) = ks(k) benutzen. Mit dieser Wahl von s und mithilfe
der Zerlegung (2.6) erha¨lt man δδ−1r + δ−1δr = r und somit:
r = δs+ δ−1(R +∇r +
1
ν
r ◦F r + 1⊗ Ω). (2.11)
Fedosov zeigt im Fall s = 0, daß man r aus (2.11) rekursiv bestimmen kann. Tastsa¨chlich
kann man direkt mittels des Fixpunktsatzes (fu¨r den Beweis im Fall s = 0 siehe den Beweis
in [58, Anh. B]) sehen, daß r ein eindeutiger Fixpunkt der Abbildung
L :W2 ⊗ Λ
1 3 a 7→ δs+ δ−1(R+∇a+
1
ν
a ◦F a+ 1⊗ Ω) ∈ W2 ⊗ Λ
1
ist, welcher die Gleichung δr = R+∇r+ 1
ν
r ◦F r+1⊗Ω unter der Normierungsbedingung
δ−1r = s lo¨st. Ich werde diesen Beweis hier nicht angeben, da das Ergebnis bekannt ist
und zudem die entsprechenden Beweisschritte im Beweis von Satz 3.9 auf Seite 45 explizit
durchgefu¨hrt werden.
N.B.: Die Fedosov-Derivation DF zum faserweisen Produkt (2.3) ha¨ngt also von der Wahl
des Zusammenhangs ∇, von einer geschlossenen formalen Zweiform Ω ∈ νZ 2dR(M)[[ν]]
sowie von s ∈ W3⊗Λ
0 mit σ(s) = 0 ab.
Wir beno¨tigen noch die einfache Feststellung, daß der Kern einer gradierten Derivation
D einer gradierten Algebra eine gradierte Unteralgebra ist. Das sieht man einfach daran
(im Beispiel der hier vorliegenden   -Gradierung), daß zum einen fu¨r a ∈
⊕
i∈  Ai und
speziell a ∈ ker(D) gilt, daß D(Ai)
⋂
i6=j D(Aj) = ∅ und daher der Kern selbst wieder
gradiert ist. Aufgrund der Derivationseigenschaft ist natu¨rlich der Kern eine Unteralgebra.
Betrachtet man insbesondere die Derivationen dega und DF, dann ist somit klar, daß auch
der Durchschnitt von ker(DF) und ker(dega) =:W eine gradierte Unteralgebra von W⊗Λ
ist.
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Der letzte Schritt in der Fedosov-Konstruktion besteht nun darin, eine bijektive,  [[ν]]-
lineare Abbildung zwischen ker(dega+degs)
∼= C∞(M)[[ν]] und ker(DF) ∩W zu bestim-
men. Gesucht ist eine  [[ν]]-lineare Abbildung τF : C
∞(M)[[ν]] 3 f 7→ τF(f) so daß gilt:
σ(τF(f)) = f und DF(τF(f)) = 0. (2.12)
Fu¨r entsprechend (2.11) und (2.8) festgelegte r und DF zeigt Fedosov dazu die folgenden
Aussagen (unter Annahme von s = 0 in der Definition von r und DF, der allgemeinere
Fall la¨ßt sich aber genauso beweisen):
Satz 2.5 ([19, Thm. 3.3], [20, Thm. 5.2.4])
i.) Fu¨r alle f ∈ C∞(M)[[ν]] gibt es ein eindeutiges Element τF(f) ∈ ker(DF) ∩W mit
σ(τF(f)) = f und eine C[[ν]]-lineare Abbildung τF : C
∞(M)[[ν]] → ker(DF) ∩ W,
welche die zu DF geho¨rende Fedosov-Taylorreihe genannt wird.
ii.) Ist f ∈ C∞(M), dann gilt τF(f) =
∑∞
k=0 τF(f)
(k), mit DegτF(f)
(k) = kτF(f)
(k), und
τF la¨ßt sich mit der folgenden Rekursionsformel bestimmen:
τF(f)
(0) = f
τF(f)
(k+1) = δ−1
(
∇τF(f)
(k) −
1
ν
k−1∑
l=0
adF(r
(l+2))τF(f)
(k−l)
)
.
(2.13)
iii.) Da DF eine ◦F - Superderivation ist, ist ker(DF)∩W eine ◦F-Unteralgebra von W⊗Λ
und man kann ein neues assoziatives Produkt ∗F fu¨r C∞(M)[[ν]] definieren, indem
man ◦F via τF zuru¨ckzieht:
f ∗F g := σ (τF(f) ◦F τF(g)) .
Tatsa¨chlich ist dann ∗F ein Sternprodukt auf (M,ω).
Beweis: Ein Beweis dieser Aussagen (im Fall s = 0) befindet sich in Originalarbeiten [19,
20] von Fedosov. Ein anderer Beweis fu¨r den Fall s = 0, der ausnutzt, daß die Bedingungen
(2.12) auf eine Fixpunktgleichung fu¨hren, deren Lo¨sung beiden Bedingungen genu¨gt und
gerade die gesuchte Fedosov-Taylorreihe τF ist, befindet sich in [58, Anh. B]. 
Das oben definierte Sternprodukt ∗F wird das verallgemeinerte Fedosov-Sternprodukt zu
den Daten (∇,Ω, s) genannt. Die spa¨ter noch zu beschreibenden Fedosov-Sternprodukte
vom Wick-Typ auf Ka¨hlermannigfaltigkeiten, bei denen ein anderes faserweises Produkt
als ◦F gewa¨hlt wird, werde ich immer explizit als solche kenntlich machen.
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Fedosov zeigt daru¨berhinaus in [20, Thm. 5.2.5], daß die DF-Kohomologie auf Elementen
mit positivem antisymmetrischem Grad trivial ist (vergl. [48, Prop.1.3.17] fu¨r die verall-
gemeinerte Situation).
Man kann dies wieder mittels einer kontrahierenden Homotopie D−1F fu¨r den Komplex
(W⊗Λ•,DF) sehen [43], welche es zudem gestattet, eine andere, spa¨ter beno¨tigte For-
mel fu¨r die Fedosov-Taylorreihe anzugeben, na¨mlich τF(f) = f − D
−1
F (1 ⊗ df). Da diese
Formel, wie wir gleich sehen werden, den Gleichungen (2.12) genu¨gt, handelt es sich da-
bei tatsa¨chlich um die Fedosov-Taylorreihe. Da die entsprechende Homotopieformel auch
spa¨ter in den Beweisen zur Invarianz von Fedosov-Sternprodukten beno¨tigt wird, mo¨chte
ich die Konstruktion hier erkla¨ren.
Wir suchen eine Abbildung D−1F , so daß fu¨r Elemente a von W⊗Λ mit positivem
antisymmetrischen Grad gilt (fu¨r diese wollen wir kurz W ⊗ Λ+ schreiben):
(DFD
−1
F +D
−1
F DF)a = a. (2.14)
Um D−1F zu konstruieren benutzt man die δ-Homotopieformel (2.6) fu¨r a ∈ W ⊗ Λ
+
sowie die Definition von DF (2.8), δ = −DF +∇−
1
ν
adF(r), und erha¨lt:
a = δδ−1a+ δ−1δa =
(
−DF +∇−
1
ν
adF(r)
)
δ−1a+ δ−1
(
−DF +∇−
1
ν
adF(r)
)
a
= −DFδ
−1a+
[
∇−
1
ν
adF(r), δ
−1
]
a− δ−1DFa,
wobei [ . , . ] wieder den dega-gradierten Kommutator der Abbildungen (also in diesem Fall
einen Antikommutator) bezeichnet. Es gilt also(
−DFδ
−1 − δ−1DF
)
a =
(
Id−
[
∇−
1
ν
adF(r), δ
−1
])
a. (2.15)
Man beachte nun, daß
(
Id−
[
∇− 1
ν
adF(r), δ
−1
])
, bezu¨glich der Deg-Gradierung als for-
male Potenzreihe von Endomorphismen aufgefaßt, als nullten Koeffizienten die Identita¨t
besitzt und daher invertierbar ist [13, chap.IV, §6 Prop. 5]. Da die vorige Gleichung fu¨r alle
a ∈ W ⊗ Λ+ gelten muß, wa¨hle man a =
(
Id−
[
∇− 1ν adF(r), δ
−1
])−1
b fu¨r ein beliebiges
b ∈ W ⊗ Λ+. Man erha¨lt dann aus (2.15) die Gleichung
b = −DFδ
−1
(
Id−
[
∇−
1
ν
adF(r), δ
−1
])−1
b+δ−1(−DF)
(
Id−
[
∇−
1
ν
adF(r), δ
−1
])−1
b.
(2.16)
Man muß nun lediglich noch zeigen, daßDF und der Ausdruck
(
Id−
[
∇− 1ν adF(r), δ
−1
])−1
kommutieren. Dann folgt, daß
D−1F := −δ
−1
(
Id−
[
∇−
1
ν
adF(r), δ
−1
])−1
(2.17)
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tatsa¨chlich Gleichung (2.14) erfu¨llt.
Um diesen letzten Schritt zu zeigen benutze man nochmals Gleichung (2.15) fu¨r a =
(DFb) ∈ W ⊗ Λ
+ mit beliebigem b ∈ W ⊗ Λ+. Dann folgt aus D2F = 0, daß gilt
−DFδ
−1DFb = DFb−
[
∇−
1
ν
adF(r), δ
−1
]
DFb.
Da allerdings b selbst in W ⊗ Λ+ liegt, folgt wegen D2F = 0 durch Anwendung DF auf
Gleichung (2.15) mit b als Argument:
−DFδ
−1DFb = DFb−DF
[
∇−
1
ν
adF(r), δ
−1
]
b,
also ist [∇− 1ν adF(r), δ
−1]DF = DF[∇−
1
ν adF(r), δ
−1], und folglich kommutieren auch DF
und
(
Id−
[
∇− 1ν adF(r), δ
−1
])−1
, womit die Gu¨ltigkeit von (2.14) bewiesen ist.
Nun definiere man fu¨r alle f ∈ C∞(M)[[ν]]:
τF(f) := f −D
−1
F (1⊗ df). (2.18)
Man u¨berpru¨ft leicht, daß die Gleichungen (2.12) erfu¨llt sind: erstens ist σ(τF(f)) = f ;
weiter folgt mithilfe der Homotopieformel (2.14), daß DF(τF(f)) = 1 ⊗ df −DFD
−1
F (1 ⊗
df) = 1⊗ df − 1⊗ df +D−1F (1⊗ d
2f) = 0. Da τF durch (2.12) eindeutig festgelegt ist, ist
(2.18) tatsa¨chlich die Fedosov-Taylorreihe aus Lemma 2.5.
2.3 Die verallgemeinerte Normierungsbedingung nach Neu-
maier
In der urspru¨nglichen Fedosov-Konstruktion bestand noch eine gewisse Freiheit in der
Wahl der Abbildung ∇ (2.7) sowie eine Willku¨rlichkeit bei der Festlegung der Normie-
rungsbedingung (2.10) als δ−1r = 0. Verallgemeinerungen der Fedosov-Konstruktion fu¨r
allgemeine Normierungsbedingungen und fu¨r Fedosov-Derivationen, fu¨r deren Konstruk-
tion nicht von vornherein ein symplektischer Zusammenhang benutzt wurde, sind von
Neumaier [48] studiert worden, und eine Fedosov-Konstruktion fu¨r Zusammenha¨nge mit
Torsion haben Karabegov und Schlichenmaier [35] vorgestellt. Ich werde mich hier auf
die Verallgemeinerung der Normierungsbedingung beschra¨nken und dafu¨r einige spezielle
Ergebnisse aus [48] darstellen. Fu¨r ∇ wird dabei immer gema¨ß Fedosovs urspru¨nglicher
Konstruktion ein symplektischer, torsionsfreier Zusammenhang zur Definition von (2.7)
benutzt. Wir werden gleich sehen, daß dann die verbleibende Freiheit bei der Wahl von
s in (2.10) in gewissem Rahmen der Freiheit in der Wahl eines anderen torsionsfreien,
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symplektischen Zusammenhangs in der Definition von (2.7) entspricht. Daru¨berhinaus
entspricht die Freiheit in der Wahl eines anderen Anteils von s der Wahl einer zu Ω ko-
homologen Zweiform Ω′. Diese Ergebnisse werden spa¨ter die Untersuchung invarianter
Fedosov-Sternprodukte erleichtern. Fu¨r eine allgemeinere Diskussion sei wieder auf die
Arbeiten [47, 48] verwiesen.
Zuna¨chst sei an die Tatsache erinnert, daß es – wie im Riemannschen Fall – fu¨r je-
de symplektische Mannigfaltigkeit (M,ω) einen torsionsfreien affinen Zusammenhang ∇
gibt, der ω respektiert. Anders als im Fall des Riemannschen Zusammenhangs ist ein sym-
plektischer, torsionsfreier Zusammenhang aber durch diese Bedingungen nicht eindeutig
festgelegt. Vielmehr gilt die bekannte Feststellung, daß zwei solche Zusammenha¨nge sich
um ein symmetrisches Tensorfeld vom Rang 3 unterscheiden (siehe etwa [3, 30] und [41]):
Lemma 2.6 Seien ∇ und ∇′ zwei symplektische, torsionsfreie Zusammenha¨nge auf M .
Dann unterscheiden sich beide um ein symmetrisches Tensorfeld vom Grad 3: durch die
Definition S∇−∇
′
(X,Y ) := ∇XY − ∇
′
XY mit Vektorfeldern X,Y ∈ Γ
∞(TM) ist ein
symmetrisches Tensorfeld S∇−∇
′
∈ Γ∞(
∨2 T ∗M ⊗ TM) gegeben.
Definiert man nun ς∇−∇
′
(X,Y,Z) := ω(S∇−∇
′
(X,Y ), Z), so zeigt sich, daß ς∇−∇
′
∈
Γ∞(
∨3 T ∗M) ein total symmetrisches Tensorfeld ist.
Wa¨hlt man umgekehrt irgendein ς ∈ Γ∞(
∨3 T ∗M) und einen symplektischen, torsionsfrei-
en Zusammenhang ∇ und definiert man Sς ∈ Γ∞(
∨2 T ∗M ⊗ TM) mittels ς(X,Y,Z) =
ω(Sς(X,Y ), Z), so ist mit der Definition ∇ςXY := ∇XY − S
ς(X,Y ) durch ∇ς ein wei-
terer symplektischer, torsionsfreier Zusammenhang gegeben. Tatsa¨chlich kann man durch
geeignete Wahl von ς sa¨mtliche symplektischen, torsionsfreien Zusammenha¨nge erhalten.
Beweis: Siehe etwa [41, Prop. 4.2, Rem. 3] und [56], fu¨r die Formulierung [48, Lemma
2.3.1] 
Mithilfe dieser Beziehungen zwischen torsionsfreien, symplektischen Zusammenha¨ngen
kann man nun die Beziehungen zwischen den zugeho¨rigen Abbildungen (2.7) untersuchen.
Durch Ausnutzen der Definition von (2.7), der konkreten Gestalt von ◦F, der Eigenschaft
[δ,∇] = 0 und mit den Feststellungen von Lemma 2.6 erha¨lt man dann:
Lemma 2.7 (Lemma 2.3.2 [48]) Fu¨r zwei torsionsfreie, symplektische Zusammenha¨n-
ge auf (M,ω) und die zugeho¨rigen a¨ußeren kovarianten Ableitungen (2.7) auf W⊗Λ gilt
mit den Bezeichnungsweisen aus Lemma 2.6: definiert man ein Tensorfeld T ∇−∇
′
∈
Γ∞(
∨2T ∗M ⊗ T ∗M ) ⊆ W⊗Λ1 u¨ber die Gleichung T∇−∇′(Z, Y ;X) := ς∇−∇′(X,Y,Z) =
ω(S∇−∇
′
(X,Y ), Z), so gilt
∇−∇′ = −(dxj ⊗ dxi)is(S
∇−∇′(∂i, ∂j)) =
1
ν
adF(T
∇−∇′). (2.19)
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Weiter erfu¨llt T∇−∇
′
die Gleichungen
δT∇−∇
′
= 0 und
∇T∇−∇
′
= R′ −R+ 1νT
∇−∇′ ◦F T
∇−∇′
∇′T∇−∇
′
= R′ −R− 1
ν
T∇−∇
′
◦F T
∇−∇′ ,
(2.20)
wobei wie in Lemma 2.3 die zu den Kru¨mmungstensoren der beiden Zusammenha¨nge
geho¨renden R und R′ gegeben sind als R = 14ωitR
t
jkldx
i ∨ dxj ⊗ dxk ∧ dxl und R′ =
1
4ωitR
′t
jkldx
i ∨ dxj ⊗ dxk ∧ dxl.
Beweis: Dem Beweis dieser Aussagen liegt eine konkrete Berechnung in lokalen Koordi-
naten zugrunde, vergl. [48, Lemma 2.3.2]. 
Die Bedeutung der vorangehenden Aussagen fu¨r die Fedosov-Konstruktion wird nun klar,
wenn man sich die zu Ausgangsdaten (∇,Ω, s) und (∇′,Ω′, s′) geho¨renden Fedosov-Deri-
vationen DF und D
′
F ansieht (vergl. [48, Kap. 1.3]). Aufgrund der Definition (2.8) und mit-
tels Gleichung (2.19) folgt aus 0 = DF−D
′
F = ∇−∇
′− 1ν adF(r−r
′) = 1ν adF(T
∇−∇′−r+r′),
daß T∇−∇
′
−r+r′ im Zentrum von (W⊗Λ, ◦F) liegt. Wegen Lemma 2.1 und aufgrund der
Gestalt von r und r′ muß dann T∇−∇
′
−r+r′ speziell die Form 1⊗ϑmit ϑ ∈ νΓ∞(T ∗M)[[ν]]
besitzen. Umgekehrt ist auch klar, daß fu¨r ein derartiges zentrales T∇−∇
′
− r + r′ beide
Fedosov-Derivationen u¨bereinstimmen. Ist nun T∇−∇
′
− r + r′ = 1 ⊗ ϑ, so folgt durch
Anwenden von δ−1 und mittels (2.6): ς∇−∇
′
⊗ 1 − s + s′ = ϑ⊗ 1. Außerdem folgt durch
Anwenden von δ, mittels (2.9), (2.19) und der Formel fu¨r ∇′T in (2.20):
δ(1 ⊗ ϑ) = 0 = ∇′(1⊗ ϑ+ r − T∇−∇
′
)−
1
ν
(r − T∇−∇
′
) ◦F (r − T
∇−∇′)
+R′ −R+ 1⊗ (Ω′ − Ω) +
1
ν
r ◦F r −∇r
= 1⊗ dϑ+ (∇−∇′)r +
1
ν
adF(T
∇−∇′)r + 1⊗ (Ω′ − Ω)
= 1⊗ (Ω′ − Ω+ dϑ)−
1
ν
adF(T
∇−∇′)r +
1
ν
adF(T
∇−∇′)r
⇒ dϑ = Ω− Ω′
Tatsa¨chlich sind die Bedingungen Ω − Ω′ = dϑ und ς∇−∇
′
⊗ 1 − s + s′ = ϑ ⊗ 1 auch
notwendige Bedingungen fu¨r die Gu¨ltigkeit von T∇−∇
′
−r+r′ = 1⊗ϑ. Um das einzusehen
definiere man B := 1⊗ϑ+ r− r′−T∇−∇
′
. Dann berechnet man, wieder unter Benutzung
von (2.9), Lemma 2.1, sowie den Formeln (2.19) und (2.20):
DFB +
1
ν
B ◦F B = −δr + δr
′ + 1⊗ dϑ+∇r −∇r′ −∇T∇−∇
′
−
1
ν
adF(r)r +
1
ν
r ◦F r
+
1
ν
adF(T
∇−∇′)r′ +
1
ν
r′ ◦F r
′ +
1
ν
T∇−∇
′
◦F T
∇−∇′
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=
1
ν
r′ ◦F r
′ −
1
ν
r ◦F r − δr + δr
′ + 1⊗ dϑ+∇r −∇r′ −R′ +R
−
1
ν
T∇−∇
′
+
1
ν
T∇−∇
′
+
1
ν
adF(T
∇−∇′)r′
=
1
ν
r′ ◦F r
′ −
1
ν
r ◦F r −∇r +
1
ν
r ◦F r −R+∇
′r′ −
1
ν
r′ ◦F r
′ +R′
+∇r −∇r′ −R′ +R+∇r′ −∇′r′ + 1⊗ (Ω′ − Ω+ dϑ)
= 1⊗ (Ω′ − Ω+ dϑ) = 0 nach Voraussetzung.
Also ist δB = ∇B− 1
ν
adF(r)B−
1
ν
B ◦F B. Weiter ist nach Voraussetzung δ
−1B = ϑ⊗ 1+
s−s′− ς∇−∇
′
= 0. Daher ergibt sich mit der δ−1-Homotopieformel (2.6): δ−1δB = B, also
insgesamt:
B = δ−1(∇B −
1
ν
(adF(r)B −B ◦F B)).
Nun ist die Abbildung N :W2⊗Λ
1 3 a 7→ δ−1(∇a− 1
ν
(adF(r)a− a ◦F a)) ∈ W2⊗Λ
1 gema¨ß
Lemma 2.4 kontrahierend und hat damit einen eindeutigen Fixpunkt. Da allerdings 0
bereits eine Lo¨sung ist, folgt aufgrund der Eindeutigkeit, daß B = 0 gelten muß, und
damit ist T∇−∇
′
− r + r′ = 1⊗ ϑ. Wir haben somit folgendes bewiesen:
Proposition 2.8 (vergl. [49, Lemma 3.5]) Seien DF and D
′
F Fedosov-Derivationen zu
den Daten (∇,Ω, s) und (∇′,Ω′, s′). Dann sind die folgenden Aussagen a¨quivalent:
i.) Die Fedosov-Derivationen DF und D
′
F stimmen u¨berein.
ii.) T∇−∇
′
− r + r′ = 1⊗ ϑ mit ϑ ∈ νΓ∞(T ∗M)[[ν]].
iii.) ς∇−∇
′
⊗ 1− s+ s′ = ϑ⊗ 1 und Ω− Ω′ = dϑ, wobei wieder ϑ ∈ νΓ∞(T ∗M)[[ν]].
Da Fedosov-Sternprodukte durch die Eigenschaften von DF festgelegt sind, stimmen
im Falle DF = D
′
F auch die Sternprodukte ∗F und ∗
′
F u¨berein. Eine geeignete Vera¨nderung
von s (na¨mlich im Anteil mit symmetrischem Grad eins und im Anteil mit symmetrischem
Grad drei und formalem Grad null) ist also gleichbedeutend mit Beibehaltung von s und
Vera¨nderung von (∇,Ω). Insbesondere folgt aus Proposition 2.8, daß man stets ausgehen
kann von einem s mit minimalem Totalgrad 4 und keinem Anteil vom symmetrischen
Grade 1, weil ein U¨bergang zu s′ = s+ ϑ⊗ 1 − ς ⊗ 1 gleichbedeutend ist zur Wahl eines
anderen symplektischen Zusammenhangs ∇′ und kohomologem Ω′ = Ω− dϑ:
Korollar 2.9 Es gibt zu jedem Fedosov-Sternprodukt ∗F zu den Daten (∇,Ω, s) mit einem
s mit minimalem Totalgrad 3 stets ein Tripel (∇′,Ω′, s′) so daß s′ minimalen Totalgrad 4
und zudem keinen Anteil vom symmetrischen Grad 1 hat und so, daß die Sternprodukte
∗F und ∗
′
F u¨bereinstimmen.
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Man kann sich daher stets auf eine Normierungsbedingung δ−1r = s einschra¨nken, bei
der s entsprechend Korollar 2.9 festgelegt ist, sofern man Ω und ∇ beliebig variiert.
Eine weitergehende Frage ist es, ob man durch die Freiheit in der Wahl der Eingangs-
daten (∇,Ω, s) Sternprodukte innerhalb verschiedener A¨quivalenzklassen erha¨lt. Mittels
der in [27] entwickelten Beschreibung von Delignes [15] charakterischen Klassen hat Neu-
maier dazu in [47, Cor. 1] das urspru¨ngliche Ergebnis von Fedosov [20, Cor. 5.5.4] auf den
Fall s 6= 0 verallgemeinert und gezeigt, daß zwei Fedosov-Sternprodukte zu Daten (∇,Ω, s)
und (∇′,Ω′, s′) genau dann a¨quivalent sind, wenn [Ω] = [Ω′]. Also ha¨ngen die A¨quivalenz-
klassen nicht von der Wahl des Zusammenhangs und der Normierungsbedingung ab. In
derselben Arbeit wird auch ein weiterer Beweis fu¨r die im Falle gewo¨hnlicher Fedosov-
Sternprodukte bereits in [50, 6, 61] gefundene Aussage gegeben, daß jedes Sternprodukt
auf einer symplektischen Mannigfaltigkeit a¨quivalent ist zu einem Fedosov-Sternprodukt.
Abschließend mo¨chte ich darauf hinweisen, daß wir bisher noch eine weitere Wahl-
mo¨glichkeit in der Fedosov-Konstruktion unberu¨cksichtigt gelassen haben. Es lassen sich
auch andere faserweise Produkte anstelle von (2.3) benutzen, und auf den Fall des fa-
serweise definierten Wick-Sternprodukts in Analogie zu (1.9) werde ich im Kapitel u¨ber
Sternprodukte vom Wick-Typ noch ausfu¨hrlicher zuru¨ckkommen.
Kapitel 3
Invariante Fedosov-Sternprodukte
und Quantenimpulsabbildungen
In diesem Kapitel wird die U¨bertragung von Symmetrien der klassischen Mechanik auf
die Deformationsquantisierung im Falle verallgemeinerter Fedosov-Sternprodukte studiert.
Fu¨r symplektische Mannigfaltigkeiten stellen diese zwar immer noch einen speziellen Fall
dar. Im Hinblick auf die Bemerkung am Schluß des letzten Kapitels, daß jedes Sternpro-
dukt auf einer symplektischen Mannigfaltigkeit zu einem Fedosov-Sternprodukt a¨quivalent
ist, studiert man aber so zumindest Sternprodukte innerhalb jeder mo¨glichen A¨quivalenz-
klasse. Eine noch sta¨rkere Aussage trifft fu¨r die spa¨ter behandelten Sternprodukte vom
Wick-Typ auf Ka¨hlermannigfaltigkeiten zu, denn diese lassen sich allesamt mittels einer
Fedosov-Konstruktion erhalten [49].
Eine erste, zentrale Frage dieses Kapitels ist es, unter welchen Bedingungen ein sym-
plektisches Vektorfeld auf M mittels der Lieableitung LX eine Derivation eines Fedosov-
Sternprodukts ∗F ergibt. Zur Untersuchung dieser Frage werden einige allgemeinere Er-
gebnisse u¨ber Derivationen von Fedosov-Sternprodukten [47] benutzt.
Die hier dargestellten Ergebnisse sind insoweit neu, als zwar fu¨r beliebige Sternproduk-
te die Existenz eines invarianten Zusammenhangs allgemein als hinreichende Bedingung
fu¨r die Invarianz des Sternprodukts angesehen wurde, Aussagen u¨ber notwendige Bedin-
gungen aber, abgesehen von der selten zitierten Arbeit [39], bestenfalls als Vermutungen
existierten. Ein Beweis fu¨r hinreichende Bedingungen fu¨r die Invarianz eines Fedosov-
Sternprodukts zu den Daten (∇, 0, 0) wurde in der unvero¨ffentlichten Arbeit [7] angege-
ben. In einem Vortrag von Gutt [26] im April 2002 wurden ohne Beweise einige Aussagen
u¨ber Invarianz eines Fedosov-Sternprodukts (mit s = 0) bezu¨glich der Wirkung einer kom-
pakten Liegruppe durch Symplektomorphismen auf M vorgestellt. Dort wurde auch eine
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Bedingung dafu¨r angegeben, daß die zur infinitesimalen Wirkung geho¨rende Derivation
quasi-inner ist. In unserer Arbeit [44] konnten wir notwendige und hinreichende Bedin-
gungen fu¨r Invarianz verallgemeinerter Fedosov-Sternprodukte und fu¨r die Eigenschaft
einer Derivation, quasi-inner zu sein, konkret mit Fedosov-Methoden herleiten.
Mittlerweile wurden Aussagen dazu – im Fall s = 0 und fu¨r die Invarianz wieder oh-
ne Beweise – auch in [28] vero¨ffentlicht, wobei zusa¨tzlich die Tatsache benutzt wird, daß
Fedosov-Sternprodukte zu den sogenannten natu¨rlichen Sternprodukten za¨hlen. Das sind
Sternprodukte, deren definierende Bidifferentialoperatoren in n-ter formaler Ordnung ma-
ximal von der Ordnung n in jedem Argument sind. Tatsa¨chlich wurde die in [28] benutzte
Aussage, daß ein invariantes, natu¨rliches Sternprodukt stets die Existenz eines invarianten,
symplektischen Zusammenhangs nach sich zieht, bereits 1980 von Lichnerowicz [39] be-
wiesen. Fu¨r Fedosov-Sternprodukte ist diese Bedingung alleine im allgemeinen aber nicht
hinreichend. Die hier vorgestellten notwendigen und hinreichenden Bedingungen ko¨nnen
explizit vollsta¨ndig im Rahmen der verallgemeinerten Fedosov-Konstruktion hergeleitet
werden. Bedingungen fu¨r die Existenz einer Quantenimpulsabbildung wurden auch in [38]
untersucht; allerdings erweist sich die dort behauptete Existenz einer Quantenimpulsab-
bildung zu jeder klassischen Impulsabbildung fu¨r invariante Fedosov-Sternprodukte als ein
Fehlschluß.
Der Beweis der hinreichenden Bedingungen fu¨r die Invarianz ist auch im Falle s 6= 0 und
Ω 6= 0 recht einfach. Fu¨r die andere Beweisrichtung werden jedoch einige technische Details
beno¨tigt, die es dann auch ermo¨glichen, die triviale Richtung einfach mitzubeweisen. Es
werden daher zuna¨chst einige Eigenschaften von Derivationen von Fedosov-Sternprodukten
aus [48] und [44] gesammelt, welche teilweise und im Prinzip zwar bekannt sind [6, 27],
hier aber mit besonders einfachen Methoden im Rahmen der verallgemeinerten Fedosov-
Konstruktion gewonnen werden, wie sie in [47] zur Berechnung der Deligne-Klassen von
Fedosov-Sternprodukten mittels sogenannter lokaler ν-Euler Derivationen entwickelt wor-
den sind. Wie auch schon im vorangehenden Kapitel werde ich daher Beweise ausfu¨hrlich
durchfu¨hren, wenn es sich um eine neue, allgemeinere oder an den speziellen Fall angepaßte
Beweistechnik handelt, oder der Beweis fu¨r das Versta¨ndnis der weiteren Untersuchungen
wesentlich ist, ansonsten aber nur die Idee erwa¨hnen und auf die Quellen verweisen.
3.1 Beschreibung von ∗F–Derivationen und die deformierte
Cartanformel
Fu¨r die folgenden Untersuchungen werden einige allgemeine Tatsachen u¨ber Derivatio-
nen von Fedosov-Sternprodukten beno¨tigt. Es sei wieder ∗F das Fedosov-Sternprodukt
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zu den Ausgangsdaten (∇,Ω, s). Eine Derivation D des faserweisen Produkts ◦F heiße
quasi-innere oder wesentlich-innere Derivation (vergl. [27]), falls gilt D = − 1
ν
adF(f) mit
f ∈ W⊗Λ. Fu¨r ein beliebiges Sternprodukt ∗ auf (M,ω) ist wohlbekannt [6], daß der Raum
der  [[ν]]–linearen Derivationen von ∗ tatsa¨chlich isomorph ist zum Raum der geschlos-
senen, formalen Einsformen auf M , und der Quotient modulo quasi-innerer Derivationen
ist isomorph zu H1dR(M)[[ν]] ([6, Theorem 4.2]).
Fu¨r Fedosov-Sternprodukte werde ich einen besonders einfachen und durchsichtigen
Beweis dieses Sachverhalts angeben, welcher wesentlich die Homotopieformel fu¨r DF (2.14)
benutzt, und der gleichzeitig auch die technischen Voraussetzungen fu¨r die weiteren Un-
tersuchungen bereitstellt. Insbesondere gestattet die hier benutzte Technik, im konkreten
Fall eines Fedosov-Sternprodukts alle Derivationen auf einfache Weise explizit anzugeben.
Die Darstellung in diesem Abschnitt folgt der gemeinsamen Arbeit [44, Sec. 2], siehe auch
[48, Kap.1. §3.5].
Man definiere nun fu¨r h ∈ W die folgende quasi-innere Derivation
Dh = −
1
ν
adF(h), (3.1)
wobei man annehmen kann, daß σ(h) = 0 gilt, da das Bild von σ ja stets im Zentrum von
W⊗Λ liegt. Man mo¨chte nun eine C[[ν]]-lineare Derivation auf (C∞(M)[[ν]], ∗F) mittels der
Fedosovschen Projektion σ erhalten, indem man f ∈ C∞(M)[[ν]] abbildet auf σ(DhτF(f)).
Dies wird aber im allgemeinen nicht funktionieren, da DF und Dh nicht immer kommu-
tieren und also Dh eventuell Elemente aus ker(DF) ∩ W nicht mehr auf Elemente aus
ker(DF) ∩ W abbildet. Aber dann ist die Abbildung auch keine Derivation von ∗F. Da
DF das faserweise Produkt ◦F respektiert, schreibt sich die Bedingung, daß DF und Dh
kommutieren als
0 = [DF,Dh] = −
1
ν
adF(DFh).
Also muß DFh im Zentrum von W⊗Λ liegen und somit nach Lemma 2.1 von der Form
1⊗A sein, wobei A eine formale Einsform, d.h. A ∈ Γ∞(T ∗M)[[ν]] ist. Nun ist einerseits
DF(DFh) = DF(1 ⊗ A) = 1 ⊗ dA, andererseits ist D
2
F = 0, also folgt aus DFh = 1 ⊗ A
notwendig, daß A geschlossen sein muß. Ist umgekehrt A geschlossen, so ist natu¨rlich
DF(1 ⊗ A) = 0. Nun hat aber 1 ⊗ A positiven antisymmetrischen Grad, also kann man
(2.14) anwenden und erha¨lt 1 ⊗ A = DFD
−1
F (1 ⊗ A). Wa¨hlt man also h := D
−1
F (1 ⊗ A),
so ist DFh = (1 ⊗ A) und somit zentral und von der gewu¨nschten Form. Weil D
−1
F den
symmetrischen Grad um mindestens 1 erho¨ht, besitzt das so definierte h daru¨berhinaus
keine Anteile vom symmetrischen und antisymmetrischen Grad gleich null, also σ(h) = 0.
Hat man ein solches h, so kann man eine Abbildung D : C∞(M)[[ν]] → C∞(M)[[ν]] defi-
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nieren mittels
Df := σ(DhτF(f)) = σ
(
−
1
ν
adF(h)τF(f)
)
. (3.2)
Da fu¨r das gewa¨hlte h per Konstruktion DF und Dh kommutieren, ist dann fu¨r jedes
f ∈ C∞(M)[[ν]] auch DF(DhτF(f)) = 0. Nach Satz 2.5 muß dann aber DhτF(f) selbst
die Fedosov-Taylorreihe τF(g) einer (von A und f abha¨ngigen) formalen Funktion g sein.
Dann ist es aber sehr einfach einzusehen, daß D eine Derivation von ∗F ist. Denn nach
Definition ist g = σ(DhτF(f)) = Df , also ist DhτF(f) = τF(Df). Daher ist dann D(f ∗F
g) = σ(Dh(τF(f) ◦F τF(g))) = σ((DhτF(f)) ◦F τF(g) + (τF(f)) ◦F (DhτF(g))) = σ(τF(Df) ◦F
τF(g) + τF(f) ◦F τF(Dg)) = (Df) ∗F g + f ∗F (Dg) und somit ist D eine Derivation von
∗F. Daru¨berhinaus ist Dh per Konstruktion  [[ν]]–linear, ebenso σ, und auch die Fedosov-
Taylorreihe τF nach Satz 2.5, weshalb auch D eine  [[ν]]–lineare Derivation ist. Wir ko¨nnen
also den folgenden Satz formulieren (vergl. Prop. 1.3.23 [48], und Lemma 2.1 [44]):
Satz 3.1 Fu¨r alle formalen Reihen geschlossener Einsformen A ∈ Z 1dR(M)[[ν]] gibt es
genau ein hA ∈ W, fu¨r welches DFhA = 1 ⊗ A und σ(hA) = 0 gilt. Insbesondere ist hA
gegeben als
hA = D
−1
F (1⊗A).
Fu¨r alle A ∈ Z1dR(M)[[ν]] ist dann die Abbildung DA : C
∞(M)[[ν]]→ C∞(M)[[ν]], definiert
durch
DAf := σ(DhAτF(f)) = σ
(
−
1
ν
adF(hA)τF(f)
)
∀ f ∈ C∞(M)[[ν]],
eine C[[ν]]-lineare Derivation von ∗F.
Damit existiert eine Abbildung Z1dR(M)[[ν]] → Der   [[ν]](C
∞(M)[[ν]], ∗F), welche jeder
formalen Reihe geschlossener Einsformen A die C[[ν]]-lineare Derivation DA von ∗F zu-
ordnet.
Beweis: Es ist oben bereits alles bis auf die Eindeutigkeit des Elements hA bewiesen
worden. Es gebe also ein weiteres Element h′A ∈ W mit DFh
′
A = 1 ⊗ A. Dann ist aber
DF(hA−h
′
A) = 0, also muß hA−h
′
A die Fedosov-Taylorreihe irgendeiner formalen Funktion
f sein. Da aber σ(τF(f)) = f fu¨r alle f und andererseits σ(hA) = 0 = σ(h
′
A), so ist damit
klar, daß 0 = σ(hA − h
′
A) = σ(τF(f)) = f . Aber dann ist hA − h
′
A = τF(0) = 0. 
Man kann nun zeigen ([48, Satz 1.3.24] bzw. [44, Prop. 2.2]), daß die in Satz 3.1 eingefu¨hrte
Abbildung Z1dR(M)[[ν]] → Der   [[ν]](C
∞(M)[[ν]], ∗F) sogar bijektiv ist. Diese Aussage ist
eine Anpassung der allgemeinen Aussage [6, Theorem 4.2] an den Fall eines Fedosov-
Sternprodukts, in welchem die Derivationen explizit mithilfe von D−1F (2.17) wie in Satz
3.1 angegeben werden ko¨nnen.
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Proposition 3.2 Mit den Bezeichnungen von Satz 3.1 gilt:
i.) Die Abbildung A 7→ DA ist eine Bijektion zwischen dem Raum Z
1
dR(M)[[ν]] der
formalen, geschlossenen Einsformen auf M und dem Raum Der   [[ν]](C
∞(M)[[ν]], ∗F)
der  [[ν]]–linearen Derivationen des Fedosov-Sternprodukts ∗F.
ii.) Fu¨r alle formalen Funktionen f ∈ C∞(M)[[ν]] ist Ddf eine quasi-innere Derivation
von ∗F, das heißt Ddf =
1
ν ad∗F(f). Die induzierte Abbildung von der ersten de
Rham-Kohomologiegruppe auf den Quotientenraum der Derivationen modulo innerer
Derivationen (welche wie folgend bezeichnet werden sollen),
Z1dR(M)[[ν]]/B
1
dR(M)[[ν]]
∼= H1dR(M)[[ν]] →
Der   [[ν]](C
∞(M)[[ν]], ∗F)
Derqi
  [[ν]](C
∞(M)[[ν]], ∗F)
[A] 7→ [DA]
ist ebenfalls eine Bijektion.
Beweis: Um zu zeigen, daß A 7→ DA injektiv ist, sei DA = DA′ . Wegen DhAτF(f) =
τF(DAf) und DhA′ τF(f) = τF(DA′f) gilt dann fu¨r alle f ∈ C
∞(M)[[ν]]: 0 = τF(DAf) −
τF(DA′f) = DhAτF(f)−DhA′ τF(f), also adF(hA − hA′)τF(f) = 0. Deswegen muß hA − hA′
ein zentrales Element von W⊗Λ sein. Nun ist aber hA − hA′ ∈ W, also muß hA − hA′ =
gA,A′ ∈ C
∞(M)[[ν]] eine formale Funktion sein. Da aber bereits einzeln σ(hA) = σ(hA′) = 0
gilt, ist daher gA,A′ = 0. Dann ist aber hA = hA′ , also 1⊗A = DhA = DhA′ = 1⊗A
′ und
somit ist die Abbildung injektiv.
Um die Surjektivita¨t zu zeigen, wa¨hle man eine beliebige Derivation D und konstruiere
per Induktion geschlossene Einsformen Ai mittels derer D =
∑∞
i=0 ν
iDAi ist. Angenommen
solche Ai seien fu¨r 0 ≤ i ≤ k − 1 gefunden, und die Derivation D
′ = D −
∑k−1
i=0 ν
iDAi sei
damit gegeben als D′ =
∑∞
i=k ν
iD′i. Dann benutze man einen Schritt des allgemeinen
Beweises (vergl. [6, Sec. 4]), welcher zeigt, daß D ′k ein symplektisches Vektorfeld Xk ist.
Wegen der Cartanformel fu¨r die Lieableitung ist also das innere Produkt von Xk mit der
symplektischen Form eine geschlossene Einsform, etwa −iXkω =: Ak, und daher ist mit
Satz 3.1 DAk eine Derivation. Die Berechnung der expliziten Konstruktion gema¨ß Satz 3.1
liefert [48, Satz 1.3.24], daß DAk selbst von der Gestalt Xk+O(ν) ist, und daher D
′−νkDAk
wieder eine Derivation ist, welche erst in der formalen Ordnung k + 1 beginnt. Damit ist
der Induktionsschritt gezeigt, und die Surjektivita¨t ist bewiesen.
Um Punkt ii.) zu beweisen, benutze man
Ddf (g) = σ
(
1
ν
adF(−D
−1
F (1⊗ df))τF(g)
)
.
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Da aber adF(f) = 0 ist, gilt wegen (2.18): adF(τF(f)) = adF(−D
−1
F (1⊗df)), und die obige
Gleichung wird zu Ddf (g) = σ
(
1
ν
adF(τF(f))τF(g)
)
= 1
ν
ad∗F(f)g. Damit ist die Aussage
bewiesen, denn die induzierte Abbildung ha¨ngt nicht von der Wahl eines Repra¨sentanten
ab, da exakte Einsformen auf quasi-innere Derivationen abgebildet werden, und die Ei-
genschaft, bijektiv zu sein geht dann auch natu¨rlicherweise auf den Quotienten u¨ber. 
Als weiteres Hilfsmittel wird im folgenden ha¨ufig eine Formel fu¨r die Lieableitung eines
Elements von W⊗Λ bezu¨glich eines Vektorfelds beno¨tigt, die eine Verallgemeinerung der
bekannten Cartanformel auf Formen LXα = d(iX(α)) + iX(dα) darstellt. Diese Formel
wurde meines Wissens zuerst in einer unvero¨ffentlichten Arbeit von Bordemann [7, Sec.
4] fu¨r Hamiltonsche Vektorfelder bewiesen, in der sogenannte stark–invariante Fedosov-
Sternprodukte studiert werden (diese Bezeichnung wird in Abschnitt 3.3 erla¨utert werden,
tatsa¨chlich wird in Satz 3.19 eine notwendige und hinreichende Bedingung fu¨r starke In-
varianz angegeben, die in dem von Bordemann betrachteten Fall eines Sternprodukts zu
(∇, 0, 0) immer erfu¨llt ist). In Lemma 3.1 unserer Arbeit [44] wurde dieses Ergebnis fu¨r
symplektische (also lokal Hamiltonsche) Vektorfelder benutzt.
Proposition 3.3 ([44, Lemma 3.1]) Es sei X ∈ Γ∞(TM) ein symplektisches Vek-
torfeld, also LXω = 0, und damit sei zu X eine geschlossene Einsform θX gegeben als
θX := iXω. Ferner bezeichne D := dx
i ∨ ∇∂i die symmetrische kovariante Ableitung auf
W. Dann kann die Lieableitung auf Elementen der Fedosov-Algebra W⊗Λ folgendermaßen
geschrieben werden:
LX = DFia(X) + ia(X)DF −
1
ν
adF
(
θX ⊗ 1 +
1
2
DθX ⊗ 1− ia(X)r
)
. (3.3)
Beweis: Ein Beweis fu¨r Hamiltonsche Vektorfelder befindet sich in [47, Appx. A]. Ich wer-
de den Beweis nur skizzieren, da er im wesentlichen aus einer konkreten Berechnung der
folgenden Identita¨ten besteht: (δia(X) + ia(X)δ)T ⊗ α = is(X)(T ⊗ α) ([7, Lemma 4.1]),
1
ν (adF(r)ia(X)+ia(X)adF(r))(T ⊗α) =
1
ν adF(ia(X)r)(T ⊗α) und (ia(X)∇+∇ia(X))(T ⊗
α) + dxi ∨ is(∇∂iX)T ⊗ α = LX(T ⊗ α) ([7, Lemma 4.3]). Danach berechnet man mittels
der konkreten Form von ◦F, daß −dx
i ∨ is(∇∂iXf ) =
1
ν adF(
1
2Ddf ⊗ 1) ist, was zusam-
mengenommen die Aussage fu¨r Hamiltonsche X, also θX = df ergibt. Nun gibt es aber
fu¨r symplektische Vektorfelder X auf jedem offenen, zusammenziehbaren Kartenbereich U
eine lokal definierte glatte Funktion f , ein Hamiltonsches Vektorfeld Xf (d.h. df =: iXfω)
und lokal gilt X|U = Xf . Also ist die Aussage fu¨r symplektische Vektorfelder fu¨r alle
solchen Kartenbereiche bewiesen, was aber, da die Lieableitung eine lokale Abbildung ist,
diese bereits eindeutig festlegt. 
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In den na¨chsten beiden Abschnitten ko¨nnen jetzt mittels der hier bereitgestellten Mittel
die wesentlichen Resultate zur Invarianz von Fedosov-Sternprodukten hergeleitet werden.
3.2 Symplektische Vektorfelder und ∗F–Derivationen
Mit dem Material der vorangegangenen Abschnitte sind jetzt die technischen Vorausset-
zungen gegeben, um im Fall der Fedosov-Sternprodukte eine wesentliche Fragestellung
dieser Arbeit zu behandeln. Ausgangspunkt der Deformationsquantisierung waren ja die
glatten Funktionen auf einer symplektischen Mannigfaltigkeit (M,ω), versehen mit der
Poissonklammer und einer ausgezeichneten Klasse von Derivationen, eben den symplekti-
schen Vektorfeldern (gelegentlich werde ich ein Vektorfeld X und die zugeho¨rige Derivation
mit demselben Symbol bezeichnen, insbesondere fu¨r Funktionen mit LXf = X(f)). Ziel
ist es nun, Bedingungen anzugeben, die garantieren, daß ein gegebenes Vektorfeld eine
Derivation eines Fedosov-Sternprodukts ∗F(∇,Ω, s) ist. Dabei ist es relativ leicht, hinrei-
chende Bedingungen fu¨r diese Eigenschaft zu finden, und solche Bedingungen sind auch
bekannt. Tatsa¨chlich werden sich diese Bedingungen sogar als notwendig erweisen. Die
Menge der symplektischen Vektorfelder {X ∈ Γ∞(TM) | LXω = 0} soll im folgenden mit
dem Symbol Γ∞symp(TM) bezeichnet werden.
Das folgende Lemma la¨ßt sich besonders einfach mittels der deformierten Cartanformel
beweisen:
Lemma 3.4 ([44, Lemma 3.2]) Fu¨r ein symplektisches Vektorfeld X ∈ Γ∞symp(TM) ist
die Lieableitung eine Derivation auf (W⊗Λ, ◦F). Außerdem gilt
[LX , δ] = 0 = [LX , δ
−1].
Beweis: Ohne weitere Rechnung folgt die erste Aussage bereits aus der deformierten Car-
tanformel (3.3), da alle darin vorkommenden Summanden ◦F-Derivationen sind. Die zweite
Aussage ist aufgrund der Vertra¨glichkeit der Lieableitung mit der a¨ußeren Ableitung so-
wie der Vertra¨glichkeit der Lieableitung mit inneren Produkten Ergebnis einer direkten
Rechnung, man beachte dabei, daß LX die Grade nicht a¨ndert. 
Man kann nun sehr einfach zeigen, daß, falls X symplektisch ist, LX und ∇ kom-
mutieren und LXΩ = 0 = LXs gilt, dann auch LX und DF kommutieren und in einem
weiteren Schritt zeigt man, daß dann LX eine ∗F-Derivation ist. Um zu zeigen, welche
Bedingungen fu¨r die Derivationseigenschaft notwendig sind, werden allerdings die zuvor
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gesammelten Eigenschaften von Derivationen von Fedosov-Sternprodukten beno¨tigt. Die
folgende Proposition liefert ein erstes Teilergebnis.
Proposition 3.5 Es sei ∗F das Fedosov-Sternprodukt zu (∇,Ω, s) und X sei ein symplek-
tisches Vektorfeld X ∈ Γ∞symp(TM). Ferner sei wieder wie in Proposition 3.3 θX = iXω
und D = dxi ∨∇∂i . Dann sind die folgenden Aussagen a¨quivalent:
i.) Es gilt [LX ,DF] = 0.
ii.) LX ist eine Derivation von ∗F.
iii.) Es existiert eine formale Reihe geschlossener Einsformen BX ∈ Z
1
dR(M)[[ν]] mit der
Eigenschaft
DF(θX ⊗ 1 +
1
2
DθX ⊗ 1− ia(X)r) = 1⊗BX . (3.4)
Beweis: i.) ⇒ ii.) : Sei [LX ,DF] = 0, und wir wollen zeigen, daß dann LX eine ∗F–
Derivation ist. Zuna¨chst gilt fu¨r alle f, g ∈ C∞(M)[[ν]]:
LX(f ∗F g) = LX(σ(τF(f) ◦F τF(g)))
= σ(LX(τF(f) ◦F τF(g))) = σ((LXτF(f)) ◦F τF(g) + τF(f) ◦F (LXτF(g))),
da σ und LX vertauschen, weil LX die Grade nicht vera¨ndert. Ist nun LXDF = DFLX ,
so gilt fu¨r h ∈ C∞(M)[[ν]]: DFLXτF(h) = LXDFτF(h) = 0 per Definition von τF. Das
heißt, LXτF(h) ist Fedosov-Taylorreihe einer Funktion kh ∈ C
∞(M)[[ν]]. Damit erha¨lt
man aber kh = σ(τF(kh)) = σ(LXτF(h)) = LXh, also gilt LXτF(h) = τF(LXh) fu¨r alle
h ∈ C∞(M)[[ν]]. Damit ist aber
LX(f ∗F g) = σ(τF(LXf) ◦F τF(g) + τF(f) ◦F τF(LXg)) = (LXf) ∗F g + f ∗F (LXg),
also LX eine ∗F–Derivation.
ii.)⇒ iii.) : Sei andererseits LX eine Derivation, dann existiert nach Proposition 3.2 mit
den dort benutzten Bezeichnungen eine eindeutig bestimmte formale Reihe von Einsformen
AX so daß fu¨r alle f gilt
LXf = DAXf = σ
(
−
1
ν
adF(D
−1
F (1⊗AX))τF(f)
)
.
Nun ist aber andererseits LXf = LX(σ(τF(f))) = σ(LXτF(f)). Benutzt man dabei fu¨r die
Lieableitung die deformierte Cartanformel (3.3), so erha¨lt man wegen ia(X)τF(f) = 0 =
DFτF(f):
LXf = σ
(
−
1
ν
adF(θX ⊗ 1 +
1
2
DθX ⊗ 1− ia(X)r)τF(f)
)
∀ f ∈ C∞(M)[[ν]].
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Da beide Ausdru¨cke gleich sein mu¨ssen folgt fu¨r alle f :
0 = σ
(
adF
(
D−1F (1⊗AX)− (θX ⊗ 1 +
1
2
DθX ⊗ 1− ia(X)r)
)
τF(f)
)
,
das heißt, D−1F (1⊗AX)− θX ⊗ 1 +
1
2DθX ⊗ 1− ia(X)r muß im Zentrum von (W⊗Λ, ◦F)
liegen, darf also nach Lemma 2.1 keinen Anteil vom symmetrischen Grad ungleich null
besitzen. Daraus folgt, daß D−1F (1 ⊗ AX)− θX ⊗ 1 +
1
2DθX ⊗ 1 − ia(X)r = gX mit einer
formalen Funktion gX ∈ C
∞(M)[[ν]] ist. Wendet man nun auf diese letzte Gleichung DF
an und benutzt die Homotopieformel (2.14) und die Tatsache, daß AX geschlossen ist, so
erha¨lt man:
DFgX = 1⊗ dgX = 1⊗AX −DF(θX ⊗ 1 +
1
2
DθX ⊗ 1− ia(X)r).
Man definiere nun die geschlossene formale Einsform BX := AX−dgX und schreibe damit
DF(θX ⊗ 1 +
1
2DθX ⊗ 1− ia(X)r) = 1⊗BX , also folgt iii.) aus ii.).
iii.) ⇒ i.) : Wendet man nun zuletzt die deformierte Cartanformel (3.3) auf diese letzte
Gleichung an, wobei man beachte, daß D2F = 0 und daß, da DF eine ◦F–Derivation ist,
DFadF(a)− adF(a)DF = adF(DFa) gilt, so erha¨lt man nach Lemma 2.1:
[LX ,DF] = +
1
ν
adF(DF(θX ⊗ 1 +
1
2
DθX ⊗ 1− ia(X)r)) =
1
ν
adF(1⊗BX) = 0,
also ist die Proposition bewiesen. 
Um die Aussage von Proposition 3.5 genauer zu analysieren und herauszufinden, welche
Bedingungen damit an die betrachteten Vektorfelder bezu¨glich der Eingangsdaten der
Fedosov-Konstruktion zu stellen sind, wird im folgenden die Bedingung (3.4) untersucht.
Die folgenden drei Lemmas sind eher technisch, sie ermo¨glichen es aber, notwendige Be-
dingungen fu¨r die ∗F-Derivationseigenschaft von LX detaillierter zu erfassen. Es seien dazu
(∇,Ω, s) gema¨ß Korollar 2.9 so gewa¨hlt, daß s ∈ W4 keinen Anteil vom symmetrischen
Grad eins entha¨lt. Man berechnet dann
Lemma 3.6 Es seien (∇,Ω, s) die Eingangsdaten fu¨r ∗F, mit r = δ
−1s, s ∈ W4 wobei
s keinen Anteil vom symmetrischen Grad eins besitze. Es sei wie in Lemma 2.3 R =
1
4ωrsR
s
tuvdx
r ∨ dxt ⊗ dxu ∧ dxv, und es sei wieder D := dxi ∨ ∇∂i. Dann gilt fu¨r alle
symplektischen Vektorfelder X ∈ Γ∞symp(TM):
DF
(
θX ⊗ 1 +
1
2
DθX ⊗ 1− ia(X)r
)
= −1⊗ θx +∇(
1
2
Dθx ⊗ 1)−LXr
−ia(X)R − 1⊗ iXΩ. (3.5)
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Beweis: Der Beweis ist eine offenkundige Rechnung unter Benutzung der definierenden
Gleichungen von ∇ (2.7, p. 22), DF (2.8, p. 25) und r (2.9, p. 26): zuerst berechnet man
DF(θX ⊗ 1) =
(
−δ +∇−
1
ν
adF(r)
)
(θX ⊗ 1) = −1⊗ θX +∇∂iθX ⊗ dx
i+
1
ν
adF(θX ⊗ 1)r.
Weiter ist mit δ(D(θX ⊗ 1)) = is(∂i)(dx
i ∨∇∂iθX)⊗ dx
i = 2∇∂iθX ⊗ dx
i:
DF
(
1
2
DθX ⊗ 1
)
= −∇∂iθX ⊗ dx
i +∇
(
1
2
DθX ⊗ 1
)
+
1
ν
(
1
2
DθX ⊗ 1
)
r,
und schließlich ist mittels der deformierten Cartanformel (3.3):
DF(−ia(X)r) = −DFia(X)r − ia(X)DFr + ia(X)DFr
= −LXr −
1
ν
adF
(
θX ⊗ 1 +
1
2
DθX ⊗ 1− ia(X)r
)
r + ia(X)DFr.
Zusammen ergibt sich damit und mit der definierenden Gleichung von r (2.9, p. 26) die
zu beweisende Aussage:
DF
(
θX ⊗ 1 +
1
2
DθX ⊗ 1− ia(X)r
)
= −1⊗ θX +∇
(
1
2
DθX ⊗ 1
)
−LXr +
1
ν
adF(ia(X)r)r + ia(X)
(
−δr +∇r −
1
ν
adF(r)r
)
= −1⊗ θX +∇
(
1
2
DθX ⊗ 1
)
−LXr +
1
ν
adF(ia(X)r)r + ia(X)
(
1
ν
r ◦F r −R− 1⊗ Ω
)
−
1
ν
ia(X)adF(r)r
= −1⊗ θX +∇
(
1
2
DθX ⊗ 1
)
−LXr − ia(X)R − 1⊗ iXΩ.

Zur weiteren Analyse der Bedingung (3.4 bzw. 3.5) werden nun noch einige recht techni-
sche Details beno¨tigt. Die folgenden zwei Feststellungen sind direkte U¨bertragungen von
Aussagen aus [47]; die Beweise dazu bestehen aus direkten, aber la¨ngeren Rechnungen in
Koordinaten, fu¨r die ich im wesentlichen auf die Originalarbeit verweise.
Lemma 3.7 ([47, Lemma 3]) Fu¨r alle X ∈ Γ∞symp(TM) besitzt [∇,LX ] die Eigenschaf-
ten:
i.) Definiert man in lokalen Koordinaten das Tensorfeld SX ∈ Γ
∞(T ∗M ⊗ T ∗M ⊗ TM)
durch
SX(∂i, ∂j) = (LX∇)∂i∂j := LX∇∂i∂j −∇∂iLX∂j −∇LX∂i∂j
= R(X, ∂i)∂j +∇
(2)
(∂i,∂j)
X,
(3.6)
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dann gilt mit diesen Bezeichnungen in lokalen Koordinaten:
[∇,LX ] = (dx
j ⊗ dxi)is((LX∇)∂i∂j) = (dx
j ⊗ dxi)is(SX(∂i, ∂j)). (3.7)
ii.) Das Tensorfeld SX ist symmetrisch, das heißt, SX ∈ Γ
∞(
∨2 T ∗M ⊗ TM).
iii.) Fu¨r alle glatten Vektorfelder U, V,W ∈ Γ∞(TM) gilt
ω(W,SX (U, V ))=−ω(SX(U,W ), V ).
Beweis: Die Aussagen zeigt man wie in [47, Lemma 3]. Man berechnet die erste Aussage
auf einem faktorisierten Schnitt, die Eigenschaften des Tensorfelds S ergeben sich mit den
Eigenschaften der Lieableitung und der zweiten kovarianten Ableitung. Fu¨r die zweite Aus-
sage benutzt man die erste Bianchi-Identita¨t des Riemann-Tensors: S(U, V )− S(V,U) =
R(X,U)V −∇
(2)
U,VX − R(X,V )U −∇
(2)
(V,U)X = R(X,U)V − R(X,V )U + R(U, V )X = 0.
Wa¨hrend die ersten beiden Aussagen fu¨r beliebige glatte Vektorfelder gelten, ist die dritte
nur fu¨r symplektische richtig. Zum Beweis benutzt man etwa die Formel fu¨r die Lieab-
leitung einer Differentialform (vergl. [1, Prop. 2.4.15]) und erha¨lt wegen LXω = 0 die
Aussage: ω(W,SX(U, V )) = ω(W,LX∇UV −∇ULXV −∇LXUV ) = −(LXω)(W,∇UV ) +
LXω(W,∇UV )− ω(LXW,∇UV ) = . . . = −ω(SX(U,W ), V ). 
Zu dem Tensorfeld SX geho¨rt nun natu¨rlicherweise mittels des vorangehenden Lemmas
ein Tensorfeld TX ∈ Γ
∞(
∨2 T ∗M ⊗ T ∗M), welches sich auffassen la¨ßt als Element der
Fedosov-Algebra vom symmetrischen Grad 2 und antisymmetrischen Grad 1:
TX(W,U ;V ) := ω(W,SX(V,U)). (3.8)
Daß TX vom symmetrischen Grad zwei ist, sieht man mit Lemma 3.7, iii.):
TX(W,U ;V ) = ω(W,SX(U, V )) = ω(V, SX(U,W ))
= ω(V, SX(W,U)) = ω(U, SX(W,V )) = TX(U,W ;V ).
Weiter gilt das folgende Lemma:
Lemma 3.8 ([47, Lemma 4]) Fu¨r das in Gleichung (3.8) definierte Tensorfeld TX gilt:
i.) 1ν adF(TX) = [∇,LX ],
ii.) TX = ia(X)R −∇
(
1
2DθX ⊗ 1
)
,
iii.) δTX = 0 und ∇TX = LXR.
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Beweis: Diese Aussagen werden wieder analog zum Beweis in [47, Lemma 4] gezeigt.
Die ersten beiden Aussagen beweist man mittels direkter Rechnung. Fu¨r die dritte Aus-
sage benutzt man i.) sowie [δ,∇] = [δ,LX ] = 0 und die (Super–)Jacobi–Identita¨t: 0 =
[[δ,∇],LX ] = −[LX , [δ,∇]] = −([[LX , δ],∇] + [δ, [LX ,∇]]) =
1
ν
adF(δTX), also ist δTX
zentral, aber weil |δTX |s = 1 muß nach Lemma 2.1 δTX = 0 gelten. Fu¨r die letzte Aus-
sage benutzt man gema¨ß Lemma 2.3 die Identita¨t 12 [∇,∇] = −
1
ν
adF(R) und nochmals
die Jacobi–Identita¨t und erha¨lt zuna¨chst wieder, daß ∇TX − LXR zentral ist, aber nach
Lemma 2.1 gleich null sein muß, da der Ausdruck den symmetrischen Grad zwei hat. 
Mittels Lemma 3.8 la¨ßt sich nun die Bedingung (3.5, p.42) aus Lemma 3.6 schreiben als
DF
(
θX ⊗ 1 +
1
2
DθX ⊗ 1− ia(X)r
)
= −1⊗ θX − TX −LXr − 1⊗ iXΩ. (3.9)
Zur weiteren Untersuchung der Bedingung (3.4) werden noch Gleichungen zur Be-
stimmung von LXr beno¨tigt. Diese werden mit derselben Methode gewonnen wie die ur-
spru¨nglichen Fedosovschen Rekursionsgleichungen fu¨r r, allerdings mit dem Unterschied,
daß hier immer mit dem Banachschen Fixpunktsatz (Lemma 2.4) fu¨r die Fedosov-Algebra
argumentiert wird.
Satz 3.9 Fu¨r ein symplektisches Vektorfeld X ∈ Γ∞symp(TM) und r wie in (2.9) mit δ
−1r =
s gelten fu¨r LXr die Gleichungen
δLXr = ∇LXr −
1
ν
ad(r)LXr −
1
ν
ad(TX)r + LXR+ 1⊗ diXΩ und δ
−1LXr = LXs.
(3.10)
Diese Gleichungen legen LXr eindeutig fest. Weiter ist LXr durch die folgende Gleichung
rekursiv bestimmbar:
LXr = δLXs+ δ
−1
(
∇LXr −
1
ν
ad(r)LXr −
1
ν
ad(TX)r + LXR+ 1⊗ diXΩ
)
. (3.11)
Beweis:Dieser Satz ließe sich mit den zuvor erhaltenen Teilergebnissen im Prinzip genauso
beweisen wie der Satz von Fedosov zur Bestimmung von r. Ich werde hier aber einen
anderen Beweis mittels eines Fixpunktarguments angeben: man zeigt zuerst, daß (3.10)
gilt, dann, daß (3.10) ⇒ (3.11), dann, daß (3.11) eine eindeutige Lo¨sung besitzt, welche
umgekehrt (3.10) erfu¨llt. Nach Lemma 3.4 ist [LX , δ
−1] = 0, also folgt aus δ−1r = s gema¨ß
(2.10)
LXs = LXδ
−1r = δ−1(LXr).
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Weiter erfu¨llt r die Gleichung (2.9): δr = ∇r− 1ν r ◦F r+R+1⊗Ω. Wendet man auf diese
Gleichung die ◦F-Derivation LX an, so ergibt sich mit LX1 ⊗ Ω = 1 ⊗ (diXΩ + iXdΩ) =
1⊗ diXΩ:
LXδr = δLXr = [LX ,∇]r +∇(LXr)−
1
ν
adF(LXr)r + LXR+ 1⊗ d(iXΩ).
Wegen Lemma 3.8 und weil LX die Grade nicht a¨ndert wird dieser Ausdruck zu
δLXr = −
1
ν
adF(TX)r +∇(LXr)−
1
ν
adF(r)LXr + LXR+ 1⊗ d(iXΩ).
Ebenfalls, weil die Lieableitung die Grade nicht a¨ndert, kann man auf diesen Ausdruck
die Homotopieformel (2.6) anwenden und erha¨lt damit den gesuchten Ausdruck (3.11):
LXr = (δδ
−1 + δ−1δ)LXr
= δLXs+ δ
−1
(
∇(LXr)−
1
ν
adF(r)LXr −
1
ν
adF(TX)r + LXR+ 1⊗ d(iXΩ)
)
.
Nun ist zu zeigen, daß LXr durch den gewonnenen Ausdruck (3.11) eindeutig bestimmt
ist. Dies folgt mit dem Fixpunktlemma 2.4, da δ−1 den symmetrischen Grad um eins erho¨ht
und fu¨r alle a ∈ W2⊗Λ
1 die Abbildung
L : a 7→ δLXs+ δ
−1
(
∇a−
1
ν
adF(r)a−
1
ν
adF(TX)r + LXR+ 1⊗ d(iXΩ)
)
∈ W2⊗Λ
1
(3.12)
daher kontrahierend ist. Die Abbildung L hat daher zuna¨chst einen eindeutigen Fixpunkt
L(b) = b.
Weiter hat man jetzt also zu zeigen, daß der Fixpunkt b den Gleichungen (3.10) genu¨gt.
Die zweite dieser Gleichungen ist klarerweise erfu¨llt, da aus b = L(b) durch Anwenden von
δ−1 wegen (δ−1)2 = 0 folgt
δ−1b = δ−1δLXs = LXs− δδ
−1LXs = LXs− δ(δ
−1)2LXr = LXs.
Um zu zeigen, daß der Fixpunkt b auch die erste Gleichung aus (3.10) erfu¨llt, definiere
man
B := −δb−
1
ν
adF(TX)r +∇b−
1
ν
adF(r)b+ LXR+ 1⊗ d(iXΩ),
und man muß noch zeigen, daß dann B = 0 ist. Auch das funktioniert wieder mit einem
Fixpunktargument. Dazu nutzt man die Identita¨ten 0 = δ2 = [LX , δ] = δR = [∇, δ] = δTX
sowie ∇2 = − 1νadF(R) aus und berechnet:
δB = −∇(δb)−
1
ν
adF(δr)b+
1
ν
adF(r)(δb) +
1
ν
adF(TX)δr
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= ∇
(
B −∇b+
1
ν
adF(r)b+
1
ν
adF(TX)r −LXR− 1⊗ d(iXΩ)
)
−
1
ν
adF(δr)b
+
1
ν
adF(r)(δb) +
1
ν
adF(TX)δr
= ∇B +
1
ν
adF(R)b+
1
ν
adF(∇r)b+
1
ν
adF(∇TX)r −
1
ν
adF(r)(∇b)
−
1
ν
adF(TX)(∇r)−
1
ν
adF(TX)R −
1
ν
adF(δr)b+
1
ν
adF(TX)δr
+
1
ν
adF(r)

∇b−B − 1
ν
adF(r)b−
1
ν
adF(TX)r + LXR− 1⊗ d(iXΩ)︸ ︷︷ ︸
zentral!


= ∇B −
1
ν
adF
(
δr −∇r +
1
ν
r ◦F r −R
)
b+
1
ν
adF(TX) (δr −∇r −R) +
1
ν
adF(∇TX)r
−
1
ν
adF(r)B +
1
ν
adF(TX)
(
1
ν
r ◦F r
)
+
1
ν
adF(r)(LXR)
= ∇B −
1
ν
adF(r)B +
1
ν
adF(r) (LXR−∇TX)︸ ︷︷ ︸
=0
= ∇B −
1
ν
adF(r)B.
Nun benutze man nochmals die δ-Homotopieformel (2.6) und beachte dabei σ(b) = 0 =
σ(B), dann ist wegen der Definition von L in (3.12) δ−1B = −δ−1δb + L(b) − δLXs =
−b+ δLXs+ L(b)− δLXs = 0. Damit ergibt aber eine weitere Anwendung von (2.6):
B = δδ−1B + δ−1δB = δ−1
(
∇B −
1
ν
adF(r)B
)
.
Da der Homotopieoperator δ−1 den Totalgrad erho¨ht, ist aber B damit wieder eindeutiger
Fixpunkt einer kontrahierenden Abbildung K : W2⊗Λ
1 3 q 7→ δ−1(∇q − 1ν adF(r)q) ∈
W2⊗Λ
1. Allerdings hat die Gleichung q = K(q) bereits die triviale Lo¨sung q = 0, also
folgt aufgrund der Eindeutigkeit der Lo¨sung B = 0. Damit ist dann schließlich gezeigt,
daß L(b) = b die Gleichung (3.10) erfu¨llt, also gilt b = LXr und LXr ist durch Gleichung
(3.11) eindeutig bestimmt. 
In Proposition 3.5 wurde ja gezeigt, daß LX genau dann eine ∗F–Derivation ist, wenn LX
und DF superkommutieren, und daß dies a¨quivalent zu Bedingung (3.4) ist. Eine Seite von
Gleichung (3.4) wurde dann in Lemma 3.6 vereinfacht als (3.5) und wurde letztendlich
zu Gleichung (3.9). Mit diesen Ergebnissen und mit den Aussagen von Satz 3.9 kann
jetzt das Hauptergebnis dieses Abschnitts formuliert werden. Zuvor mo¨chte ich nochmals
betonen, daß die technischen Vorbereitungen dieses Abschnitts, wie man im Beweis von
Proposition 3.10 sehen wird, wesentlich fu¨r den Beweis sind, daß die dort angegebenen
Bedingungen notwendig sind. Daß diese Bedingungen hinreichende sind ist hier, wie auch
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spa¨ter im Fall der Sternprodukte vom Wick-Typ, eine eher einfach zu beweisende Aussage.
Fu¨r Sternprodukte vom Wick-Typ werde ich einen solchen direkten und einfachen Beweis
(vergl. Lemma 5.2) dafu¨r angeben, daß die analogen Bedingungen hinreichende sind.
Proposition 3.10 Es sei ∗F das Fedosov-Sternprodukt zu den gema¨ß Korollar 2.9 gewa¨hl-
ten Daten (∇,Ω, s), bei denen s in W4 liegt und keinen Anteil vom symmetrischen Grad
eins hat. Fu¨r ein symplektisches Vektorfeld X ∈ Γ∞symp(TM) ist LX eine Derivation von
∗F genau dann, wenn gilt TX = 0, LXΩ = 0 und LXs = 0. Dabei ist TX = 0 genau dann,
wenn [LX ,∇] = 0.
Beweis: Ich beweise zuerst die einfachere Aussage Es sei also TX = 0, LXΩ = 0 und
LXs = 0. Dann ist LXΩ = d(iXΩ) = 0, und mit Lemma 3.8,iii.) ist ∇TX = LXR = 0.
Damit vereinfacht sich Gleichung (3.11) zu
LXr = δ
−1(∇LXr −
1
ν
adF(r)LXr).
Daraus folgt aber schon LXr = 0, denn die so vereinfachte Gleichung besitzt 0 als triviale
Lo¨sung, welche aber zugleich eindeutiger Fixpunkt der Abbildung
J :W2⊗Λ
1 3 a 7→ δ−1(∇a−
1
ν
adF(r)a) ∈ W2⊗Λ
1
ist. Wegen [∇,LX ] =
1
ν adF(TX) und weil LX eine ◦F-Derivation ist, gilt dann:
[DF,LX ] =
1
ν
adF(−LXr + TX).
Damit ist wegen TX = 0 = LXr die erste Bedingung aus Proposition 3.5 erfu¨llt und also
LX eine ∗F–Derivation.
(Alternativ kann man auch ausrechnen, daß Bedingung (3.4) erfu¨llt ist: mit der in (3.9)
erhaltenen Form von (3.5) aus Lemma 3.6 ist
DF
(
θX ⊗ 1 +
1
2
DθX ⊗ 1− ia(X)r
)
= −1⊗ iX(ω +Ω) = 1⊗BX ,
und nach Voraussetzung ist BX eine formale geschlossene Einsform. Also ist Bedingung
(3.4) aus Proposition 3.5 erfu¨llt und LX ist eine ∗F–Derivation.)
Sei umgekehrt LX eine Derivation von ∗F. Dann gibt es nach Proposition 3.5 eine
formale geschlossene Einsform BX , so daß gilt
DF
(
θX ⊗ 1 +
1
2
DθX ⊗ 1− ia(X)r
)
= 1⊗BX .
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Andererseits ist laut Gleichung (3.9)
DF
(
θX ⊗ 1 +
1
2
DθX ⊗ 1− ia(X)r
)
= −1⊗ θX − TX −LXr − 1⊗ iXΩ.
Also folgt LXr = TX − 1 ⊗ (θX + BX + 1 ⊗ iXΩ). Durch Anwenden von δ
−1 ergibt sich
daraus
LXs = −(θX +BX + iXΩ)⊗ 1− δ
−1TX .
Im na¨chsten Schritt geht die Wahl von s entscheidend vereinfachend ein: da s und
damit LXs keinen Anteil vom symmetrischen Grad eins und zudem minimalen Totalgrad
vier hat, wa¨hrend δ−1TX den Totalgrad drei hat, folgt also, daß LXs = 0, wobei rechts
beide Terme einzeln verschwinden: δ−1TX = 0 und θX +BX + iXΩ = 0. Da sowohl θX als
auch BX als geschlossen vorausgesetzt sind, folgt damit LXΩ = diXΩ = 0. Mit der Homo-
topieformel (2.6) TX = δδ
−1TX + δ
−1δTX folgt dann aber auch TX = 0, da nach Lemma
3.8 auch δTX = 0 gilt. Schließlich impliziert TX = 0 mit Lemma 3.8 [∇,LX ] = 0 und
umgekehrt folgt nach Lemma 3.7 aus [∇,LX ] = 0 zuna¨chst SX = 0 und damit TX = 0. Es
sei nochmals darauf hingewiesen, daß [∇,LX ] = 0 genau dann gilt, wenn die Lieableitung
und der ebenfalls mit ∇ bezeichnete symplektische Zusammenhang auf TM kommutieren,
also ∇ invariant ist. 
Zum Schluß dieses Abschnittes kann nun noch die Frage beantwortet werden, unter
welchen Umsta¨nden die Lieableitung sogar eine quasi-innere Derivation ist, das heißt, wann
gilt LX = −
1
ν ad∗F(f) mit einer formalen Funktion f ∈ C
∞(M)[[ν]]. Zuna¨chst beachte man,
daß LX(u ∗F v) = σ(LX(τF(u) ◦F τF(v))) und daß ad∗F(u)v = σ(adF(τF(u))τF(v)). Weiter
beachte man, daß τF : C
∞(M)[[ν]]→ ker(DF)∩W formale Funktionen auf flache Schnitte
ohne antisymmetrischen Anteil abbildet. Aufgrund der deformierten Cartanformel (3.3)
ist daher
LX(τF(u)) = −
1
ν
adF(θX ⊗ 1 +
1
2
DθX ⊗ 1− ia(X)r)τF(u).
Also ist LX genau dann quasi-innere Derivation, wenn es eine formale Funktion fX gibt,
so daß adF(τF(fX )) = adF(θX⊗1+
1
2DθX⊗1−ia(X)r). Nun entha¨lt der Ausdruck θX⊗1+
1
2DθX ⊗ 1− ia(X)r aufgrund der Form von s und damit r selbst keinen Funktionenanteil,
(d.h.
∣∣(θX ⊗ 1 + 12DθX ⊗ 1− ia(X)r)∣∣s > 0). Also gibt es eine solche formale Funktion fX
genau dann, wenn gilt:
τF(fX ) = fX + θX ⊗ 1 +
1
2
DθX ⊗ 1− ia(X)r, (3.13)
weil ja f
X
selbst zentral ist und im Argument von adF weggelassen werden kann. Auf
diese letzte Gleichung wendet man nun DF an und erha¨lt mit Gleichung (3.9) und wegen
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TX = LXr = 0:
DF(τF(fX )) = 0 = 1⊗ dfX − 1⊗ θX − 1⊗ iXΩ. (3.14)
Damit kann aber bereits formuliert werden:
Satz 3.11 Es sei wie in Proposition 3.10 X ∈ Γ∞symp(TM) und LX sei eine Derivation von
∗F. Dann ist LX sogar quasi-innere Derivation – das heißt es gibt eine formale Funktion
f
X
∈ C∞(M)[[ν]] mit LX = −
1
νad∗F(fX ) – genau dann, wenn gilt:
df
X
= iX(ω +Ω). (3.15)
Weiter ist dann X Hamiltonsch, X = Xf0 , wobei fX = f0 + f+ mit f0 ∈ C
∞(M) und
f+ ∈ νC
∞(M)[[ν]].
Beweis: Gleichung (3.13) gibt eine notwendige und hinreichende Bedingung dafu¨r an, daß
LX quasi-innere Derivation ist. Aus (3.13) folgte Gleichung (3.14), welche gerade besagt,
daß es eine formale Funktion f
X
gibt, welche df
X
= iX(ω+Ω) erfu¨llt. Gilt umgekehrt diese
Gleichung, so ist wiederDF(fX+θX⊗1+
1
2DθX⊗1−ia(X)r) = 1⊗dfX−1⊗θX−1⊗iXΩ = 0,
also muß f
X
+θX⊗1+
1
2DθX⊗1−ia(X)r = τF(g) eine Fedosov-Taylorreihe einer formalen
Funktion g sein, aber durch Anwenden von σ auf diese Gleichung folgt dann f
X
= g. Also
ist Bedingung 3.15 notwendig und hinreichend dafu¨r daß LX quasi–innere Derivation ist.
Die Tatsache, daß X Hamiltonsch ist mit X = Xf0 folgt einfach aus der nullten Ordung
in ν von Gleichung 3.15. 
Im na¨chsten Abschnitt ko¨nnen nun die hier gewonnenen Ergebnisse auf den aus der Physik
(vergl. etwa [1, Chap. 4]) gegebenen Fall der Wirkung einer Liealgebra g mittels Lieab-
leitung bezu¨glich symplektischer Vektorfelder auf der symplektischen Mannigfaltigkeit M
angewandt werden.
N.B.: Daß die Vektorfelder, welche als Derivationen auf (C∞(M)[[ν]], ∗F) operieren, tat-
sa¨chlich eine endlichdimensionale Liealgebra bilden, folgt mit [36, Bd. I, Note 9., S. 307] aus
der Tatsache, daß LXω = 0 = [LX ,∇] notwendig gelten muß, damit X eine ∗F-Derivation
ist.
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3.3 Invariante Fedosov-Sternprodukte und Quantenimpuls-
abbildungen
Es sei jetzt also immer g eine endlichdimensionale, reelle oder komplexe Liealgebra. Ferner
sei ein Lie-Antihomomorphismus von g in die Liealgebra Γ∞symp(TM) gegeben durch
X. : g → Γ
∞
symp(TM)
ζ 7→ Xζ
und [Xζ , Xη ] = −X[ζ,η] ∀ζ, η ∈ g. (3.16)
Man beachte, daß ein solcher Lie-Antihomomorphismus insbesondere dann vorliegt, wenn
Xζ sogenanntes infinitesimales Erzeugendes oder Fundamentalvektorfeld der Wirkung ei-
ner Liegruppe durch Symplektomorphismen ist (vergl. [1, Prop. 4.1.26], ebenfalls fu¨r die
Vorzeichenkonvention). Mit (3.16) ist durch
ρ(ζ)f := −LXζf = −Xζ(f) ∀f ∈ C
∞(M)[[ν]], ζ ∈ g (3.17)
eine Liealgebren-Wirkung von g auf C∞(M)[[ν]] gegeben, indem man die natu¨rliche Fort-
setzung der Lieableitung auf formale Reihen benutzt.
Definition 3.12 Ein Sternprodukt ? heißt g-invariant [2, 64], falls fu¨r alle ζ ∈ g die
Abbildung ρ(ζ) eine ?-Derivation ist.
Damit folgt unmittelbar aus Proposition 3.10:
Proposition 3.13 Es sei wieder ∗F das Fedosov-Sternprodukt mit den Bezeichnungen und
Voraussetzungen von Proposition 3.10. Dann gilt: ∗F ist g-invariant dann und nur dann,
wenn fu¨r alle ζ ∈ g der Zusammenhang ∇, die formale Zweiform Ω und s ∈ W4 g –
invariant sind, das heißt, falls [LXζ ,∇] = 0, LXζΩ = 0 und LXζs = 0.
Es sei jetzt an eine u¨bliche Schreibweise (vergl. [1, Chap.4], auch [42, 23]) erinnert,
die ich mit gewissen Abweichungen u¨bernehme: die Wirkung ρ wird Hamiltonsch genannt,
falls es auf M eine glatte Funktion J0 mit Werten in der dualen Liealgebra g
∗ gibt, so daß
das Vektorfeld Xζ gerade das Hamiltonsche Vektorfeld zu der durch natu¨rliche Paarung
erhaltenen Funktion 〈J0, ζ〉 ist, also Xζ = X〈J0,ζ〉 oder a¨quivalent iXζω = d(〈J0, ζ〉). Weiter
ist dann ρ(ζ)f = {〈J0, ζ〉, f}. In diesem Fall wird J0 in [1] eine Impulsabbildung genannt.
Hier soll (vergl. [63]) davon abweichend die zusa¨tzliche Bedingung gemacht werden, J0 eine
(klassische) Impulsabbildung zu nennen, wenn 〈J0, ·〉 ein Liealgebren Homomorphismus
von g auf die Liealgebra (C∞(M), {·, ·}) ist, also {〈J0, ζ〉, 〈J0, η〉} = 〈J0, [ζ, η]〉, das heißt,
wenn J0 bezu¨glich der ko-adjungierten Darstellung von g a¨quivariant ist.
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Um auch den Fall behandeln zu ko¨nnen, in dem eine reelle Liealgebra mittels komple-
xer Vektorfelder operiert, werde ich hier eine noch etwas andere Schreibweise benutzen,
welche darauf verzichtet, die Funktion 〈J0, ζ〉 immer als Paarung einer g
∗–wertigen Funk-
tion mit Elementen von g anzusehen. Stattdessen wird im folgenden J0 als 1-Kokette in
C1(g, C∞(M)) aufgefaßt. Offenbar stimmen beide Schreibweisen in den Fa¨llen der Wirkung
einer reellen Liealgebra mittels reellwertiger Vektorfelder oder einer komplexen Liealgebra
mittels komplexer Vektorfelder u¨berein.
Außerdem sollen noch einige weitere Bezeichnungen eingefu¨hrt werden, welche nu¨tzlich
sind zur Untersuchung der sogenannten Kozykelbedingungen ([1, 4.2.4 – 4.2.8]) und ihrer
Verallgemeinerung fu¨r die gleich noch zu definierenden Quantenimpulsabbildungen [64].
Zuerst werden die u¨blichen Bezeichnungen fu¨r die Kohomologie von Lie–Algebren
bezu¨glich einer Darstellung benutzt [14]: fu¨r eine Liealgebra g, einen Vektorraum V und
eine Darstellung pi : g→ End(V ) werden die alternierenden, k-multilinearen Abbildungen
von g nach V als k-Koketten Ck(g, V ) bezeichnet. Der Chevalley–Eilenberg Korandopera-
tor bezu¨glich pi, δpi : C
•(g, V )→ C•+1(g, V ) ist dann fu¨r a ∈ Ck(g, V ) wie u¨blich gegeben
durch
(δpia)(ξ1, . . . , ξk+1) :=
k+1∑
i=1
(−1)i+1pi(ξi)a(x1, . . . , ξi−1, ξi+1, . . . , ξk+1)
+
∑
i<j
i,j<k+1
(−1)i+j+1a([ξi, ξj], ξ1, . . . , ξi−1, ξi+1, . . . , ξj−1, ξj+1, . . . , ξk+1),
und es ist δ2pi = 0, vergleiche [14, Ch. VI]. Die entsprechenden Kozyklen, Kora¨nder und Ko-
homologiegruppen werden dann wie u¨blich als Zkpi(g, V ) = ker(δpi : C
k(g, V )→ Ck+1(g, V ))
und Bkpi(g, V ) = im(δpi : C
k−1(g, V )→ Ck(g, V )) sowie Hkpi(g, V ) = Z
k
pi(g, V )/B
k
pi(g, V ) be-
zeichnet. Weiter sollen jetzt die folgenden Bezeichnungen vereinbart werden:
Definition 3.14 Die Liealgebrenwirkung ρ aus (3.17) heißt Hamiltonsch, falls es ein J0 ∈
C1(g, C∞(M)) gibt, so daß fu¨r alle ζ ∈ g und X. wie in (3.16) Xζ Hamiltonsches Vektorfeld
zu J0(ζ) ist, das heißt, falls XJ0(ζ) = Xζ oder a¨quivalent iXζω = dJ0(ζ). In diesem Fall
gilt fu¨r alle f ∈ C∞(M): ρ(ζ)f = {J0(ζ), f}, und J0 wird die zugeho¨rige Hamiltonfunktion
genannt.
Wir waren hier immer von komplexwertigen Funktionen ausgegangen — im aus der
Physik naheliegenden Fall, daß g die Liealgebra einer reellen Liegruppe ist, welche mittels
symplektischer Diffeomorphismen auf M operiert, nehmen wir dann auch die
”
infinitesi-
malen Erzeugenden“ Xζ und die zugeho¨rige Hamiltonfunktion als reellwertig an.
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Jetzt werden die oben eingefu¨hrten Begriffe fu¨r Sternprodukte verallgemeinert, siehe
etwa auch die Arbeit von Xu [64], in der Quantenimpulsabbildungen zuerst systematisch
studiert wurden. Das Konzept der Quantenimpulsabbildung wurde meines Wissens nach
zuerst in [8] benutzt.
Definition 3.15 Sei ? ein g–invariantes Sternprodukt auf (M,ω). Die Eins-Kokette J =
J0 + J+ ∈ C
1(g, C∞(M))[[ν]] mit J0 ∈ C
1(g, C∞(M)) und J+ ∈ νC
1(g, C∞(M))[[ν]] heißt
Quanten-Hamiltonfunktion, falls fu¨r alle ζ ∈ g die Abbildung ρ(ζ) eine quasi-innere ?-
Derivation bezu¨glich J(ζ) ist, das heißt, falls
ρ(ζ) =
1
ν
ad?(J(ζ)) ∀ ζ ∈ g. (3.18)
Definition 3.16 Mit den Bezeichnungen von Definition 3.15 wird eine gegebene Quanten-
Hamiltonfunktion J eine (Xu-) Quantenimpulsabbildung genannt, falls J ein Liealgebren-
Homomorphismus von g nach (C∞(M)[[ν]], 1ν [·, ·]?) ist, wenn also gilt:
1
ν
(J(ζ) ? J(η) − J(η) ? J(ζ)) = J([ζ, η]) (3.19)
fu¨r alle ζ, η ∈ g.
Da hier nur Xu - Quantenimpulsabbildungen behandelt werden, werde ich nur von
Quantenimpulsabbildungen sprechen und mich dabei immer auf die hier angegebene De-
finition beziehen. Diese Definitionen sind eine natu¨rliche Verallgemeinerung der oben
erwa¨hnten klassischen Begriffe der Hamiltonschen Wirkung und der Impulsabbildung auf
den Fall der Deformationsquantisierung. Die nullte ν-Ordnung von Gleichung (3.18) be-
sagt ja gerade, daß J0 eine zu ρ geho¨rende Hamiltonfunktion ist. Ebenso besagt die nullte
formale Ordnung von Gleichung (3.19), daß J0 eine klassische Impulsabbildung ist.
Fu¨r die in dieser Arbeit studierten Fedosov-Sternprodukte ∗F la¨ßt sich die Bedingung,
daß die nullte formale Ordnung einer Quanten-Hamiltonfunktion gerade eine klassische
Hamiltonfunktion sein muß, natu¨rlich auch direkt aus Satz 3.11 ablesen:
Satz 3.17 Ein g-invariantes Fedosov-Sternprodukt ∗F zu den gema¨ß Korollar 2.9 ge-
wa¨hlten Daten (∇,Ω, s) besitzt eine Quanten-Hamiltonfunktion genau dann, wenn es ein
J ∈ C1(g, C∞(M))[[ν]] gibt mit
dJ(ζ) = iXζ (ω +Ω) (3.20)
fu¨r alle ζ ∈ g, das heißt, genau dann wenn fu¨r die de Rham-Kohomologieklasse von iXζ (ω+
Ω) gilt: [iXζ (ω +Ω)] = [0]. Diese Bedingung bedeutet insbesondere, daß J bis auf formale
Konstanten in C1(g,  )[[ν]] festgelegt ist. Mittels Satz 3.11 la¨ßt sich (3.20) insbesondere
schreiben als dJ+(ζ) = iXJ0(ζ)Ω, weil Xζ = XJ0(ζ) gelten muß.
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Nun ist bereits aufgrund von Proposition 3.2 klar, daß die Bedingung H 1dR(M) = {0} aus-
reicht, zu garantieren, daß Quanten-Hamiltonfunktionen fu¨r ein invariantes Sternprodukt ?
existieren. In diesem Fall sind ja alle ?-Derivationen quasi-innere Derivationen. Im hier un-
tersuchten Fall der Fedosov-Sternprodukte ist allerdings schon die wesentlich schwa¨chere,
gerade angegebene Bedingung hinreichend, daß lediglich ganz bestimmte Kohomologie-
klassen verschwinden mu¨ssen.
Von den verschiedenen Konzepten fu¨r Invarianz von Sternprodukten [2] wurde bisher
nur eines angesprochen. Ein weiterer Begriff ist der der starken Invarianz, der darum beson-
ders wichtig ist, weil es bisher fast nur fu¨r stark invariante Sternprodukte funktionierende
Konzepte zur Verallgemeinerung der Phasenraumreduktion in der Deformationsquantisie-
rung gibt [8, 21, 57, 9].
Definition 3.18 Es sei ? ein g-invariantes Sternprodukt und J0 eine klassische Impuls-
abbildung zur Wirkung ρ (3.17). Dann heißt ? stark invariant, falls J0 eine Quanten-
Hamiltonfunktion bezu¨glich ρ ist.
Eine Besonderheit der starken Invarianz ist die, daß jede klassische Impulsabbildung auch
bereits eine Quantenimpulsabbildung ist, da die Bedingung (3.19) wegen
1
ν
ad?(J0(ζ))J0(η) = ρ(ζ)J0(η) = {J0(ζ), J0(η)} = J0([ζ, η])
immer erfu¨llt ist. Definition (3.18) ha¨ngt außerdem auch nicht von der Wahl der klassischen
Impulsabbildung ab – diese sind immer bis auf Konstanten eindeutig, und ergeben daher
alle eine Quanten-Hamiltonfunktion.
Es ist nun einfach, Bedingungen anzugeben, unter denen ein gegebenes Fedosov-Stern-
produkt stark invariant ist:
Satz 3.19 Es sei ∗F ein g-invariantes Fedosov-Sternprodukt zu den gema¨ß Korollar 2.9
gewa¨hlten Daten (∇,Ω, s). Weiter sei J0 eine klassische Impulsabbildung bezu¨glich ρ. Dann
ist ∗F stark invariant genau dann, wenn fu¨r alle ζ ∈ g gilt:
iXζΩ = 0.
Nach der obigen Bemerkung ist dann jede klassische Impulsabbildung auch eine Quanten-
impulsabbildung.
Beweis: Der Beweis ist eine einfache Folgerung aus Satz 3.17. Denn J0 ist Quanten-
Hamiltonfunktion genau dann, wenn dJ0(ζ) = iXζ (ω+Ω) = iXJ0(ζ)(ω+Ω) = dJ0(ζ)+iXζΩ,
was genau dann der Fall ist, wenn iXζΩ = 0. 
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Nun stellt sich die Frage, unter welchen Bedingungen u¨berhaupt Quantenimpulsabbil-
dungen existieren. Aufgrund von Gleichung (3.19) ist zuna¨chst notwendigerweise J0 eine
klassische Impulsabbildung. In [64, §6] hat Xu die Frage gestellt, ob es zu jeder klassichen
Impulsabbildung eine Quantenimpulsabbildung gibt; diese Frage kann zum Schluß dieses
Abschnitts negativ beantwortet werden.
Es werden jetzt einige Ergebnisse u¨ber Quantenimpulsabbildungen fu¨r Fedosov-Stern-
produkte gesammelt. Angenommen, J ist bereits eine Quanten-Hamiltonfunktion zur Lie-
algebrenwirkung ρ fu¨r ein Fedosov-Sternprodukt ∗F. Man betrachte nun die 2-Kokette
λ ∈ C2(g, C∞(M))[[ν]], welche fu¨r ζ, η ∈ g gegeben sei durch
λ(ζ, η) :=
1
ν
(J(ζ) ? J(η)− J(η) ? J(ζ))− J([ζ, η]). (3.21)
Die Eigenschaft, daß J Quanten-Hamiltonfunktion ist, besagt nach Definition (3.15) ge-
rade, daß
1
ν
ad∗FJ([ζ, η]) = ρ([ζ, η]) = −LX[ζ,η] = L[Xζ ,Xη ] = [LXζ ,LXη ]
=
1
ν
ad∗F
(
1
ν
(J(ζ) ∗F J(η) − J(η) ∗F J(ζ))
)
.
Also gilt fu¨r alle ζ, η ∈ g die Gleichung
1
ν
ad∗F
(
1
ν
(J(ζ) ∗F J(η) − J(η) ∗F J(ζ))− J([ζ, η]
)
= 0,
was gleichbedeutend ist damit, daß 1ν (J(ζ) ∗F J(η)− J(η) ∗F J(ζ))− J([ζ, η]) ∈  [[ν]] eine
Konstante ist, da nur die (formalen) Konstanten mit allen Funktionen ∗F-kommutieren.
Wir wissen also, daß λ ein Element von C2(g,  )[[ν]] ist. U¨berdies gestattet es Satz 3.17,
diese Kokette explizit anzugeben. Es ist na¨mlich
1
ν
ad∗F(J(ζ))J(η) = −Xζ(J(η)) = −iXζdJ(η) = −iXζ iXη (ω +Ω) = (ω +Ω)(Xζ , Xη),
und daher natu¨rlich
λ(ζ, η) = (ω +Ω)(Xζ , Xη)− J([ζ, η]).
Man kann nun weiter zeigen, daß λ sogar ein Kozykel λ ∈ Z 20 (g,  )[[ν]] ist (Z
2
0 bezeichne
einen Kozykel bezu¨glich der trivialen Darstellung pi(η) = 0 ∀η ∈ g). Dazu betrachte man
(δ0λ)(ζ, η, θ) = 0− λ([ζ, η], θ) + λ([ζ, θ], η)− λ([η, θ], ζ)
= −(ω +Ω)(X[ζ,η], Xθ) + (ω +Ω)(X[ζ,θ], Xη)− (ω +Ω)(X[η,θ], Xζ)
+J([[ζ, η], θ]) − J([[ζ, θ], η]) + J([[η, θ], ζ])
}
= 0 (Jacobi-Identita¨t)
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= (ω +Ω)([Xζ , Xη ], Xθ)− (ω +Ω)([Xζ , Xθ], Xη)
+(ω +Ω)([Xη , Xθ], Xζ)
= Xζ ((ω +Ω)(Xη , Xθ))−Xη ((ω +Ω)(Xζ , Xθ)) +Xθ ((ω +Ω)(Xζ , Xη))
= ((ω +Ω)([Xζ , Xη], Xθ) + (ω +Ω)([Xθ, Xζ ], Xη))
− ((ω +Ω)([Xη , Xζ ], Xθ) + (ω +Ω)([Xθ, Xη ], Xζ))
+ ((ω +Ω)([Xθ, Xζ ], Xη) + (ω +Ω)(Xζ , [Xθ, Xη ]))
= 2(δ0λ)(ζ, η, θ),
wobei in den letzten beiden Schritten einfach die Formeln fu¨r die a¨ußere– bzw. Lieableitung
von Formen benutzt wurden. Es muß also gelten
(δ0λ)(ζ, η, θ) = 0 ∀ ζ, η, θ ∈ g,
und somit ist λ ∈ Z20 (g,  )[[ν]]. Die A¨quivalenzklasse [λ] ∈ H
2
0 (g,  )[[ν]] ha¨ngt dabei nicht
von der Wahl der Quanten-Hamiltonfunktion ab, da die Wahl J ′ = J + k mit konstantem
k ergibt λ′ = λ+ δ0k, da ja die Konstanten alle ∗F–kommutieren.
Wir hatten bereits gesehen, daß eine Quanten-Hamiltonfunktion bis auf konstante 1-
Koketten festgelegt ist. Angenommen, eine Quantenimpulsabbildung existiert, dann ist
diese also von der Form J ′ = J + a mit a ∈ C1(g,  )[[ν]]. Weiter erfu¨llt J ′ die Gleichung
1
ν (J
′(ζ) ∗F J
′(η) − J ′(η) ∗F J
′(ζ)) = J ′([ζ, η]), also gilt
0 = λ′(ζ, η) = (ω +Ω)(Xζ,, Xη)− (J + a)([ζ, η]) = λ(ζ, η) + (δ0a)(ζ, η).
Ist umgekehrt J Quanten-Hamiltonfunktion mit λ = δ0a, dann ist (ω + Ω)(Xζ , Xη) −
J([ζ, η])+a([ζ, η]) = λ(ζ, η)−(δ0a)(ζ, η) = 0, das heißt, J−a ist Quantenimpulsabbildung.
Falls also δ0a = 0 ist, so sind alle J − a Quantenimpulsabbildungen. Eine Quantenimpuls-
abbildung ist daher eindeutig, falls aus δ0a = 0 folgt a = 0, und es ist klar, daß diese
Bedingung auch notwendig fu¨r die Eindeutigkeit einer Quantenimpulsabbildung ist. Diese
Ergebnisse werden in der folgenden Proposition zusammengefaßt.
Proposition 3.20 ([44, Prop. 4.8]) Es sei ∗F ein Fedosov-Sternprodukt, ρ die in (3.17)
definierte Liealgebrenwirkung und J eine zugeho¨rige Quanten-Hamiltonfunktion. Definiert
man eine 2-Kokette λ ∈ C2(g, C∞(M))[[ν]] wie in (3.21), so ist λ konstant, d.h. λ ∈
C2(g,  )[[ν]]. Weiter ist λ sogar ein 2-Kozykel, λ ∈ Z 20 (g,  )[[ν]], welcher in diesem Fall
explizit angegeben werden kann:
λ(ζ, η) = (ω +Ω)(Xζ , Xη)− J([ζ, η]). (3.22)
Die Kohomologieklasse [λ] ∈ H20 (g,  )[[ν]] ist dabei unabha¨ngig von der Wahl von J . Es
gibt Quantenimpulsabbildungen genau dann, wenn [λ] = [0] ∈ H 20 (g,C)[[ν]]. Tatsa¨chlich
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ist fu¨r alle a ∈ C1(g,C)[[ν]] mit δ0a = λ die Abbildung J
a := J − a ∈ C1(g, C∞(M))[[ν]]
eine Quantenimpulsabbildung fu¨r ∗F, die Quantenimpulsabbildung ist also eindeutig bis
auf Elemente von Z10 (g,C)[[ν]]. Damit ist aber eine Quantenimpulsabbildung eindeutig
bestimmt genau dann, wenn H10 (g,C) = 0.
Man beachte, daß hier, anders als im von Xu [64] studierten Fall, der 2-Kozykel λ
konkret mithilfe von (ω +Ω) und der Abbildung X. aus (3.16) angegeben werden kann.
Betrachten wir nun abschließend noch den Fall, in dem zuerst nur eine symplektische
Mannigfaltigkeit (M,ω), eine Liealgebrenwirkung (3.17) und eine klassische Impulsab-
bildung J0 gegeben ist, und man nachtra¨glich eine Quantenimpulsabbildung J fu¨r ein
invariantes Fedosov-Sternprodukt sucht. In diesem Fall gilt:
Satz 3.21 ([44, Cor. 4.10]) Sei ∗F ein g-invariantes Fedosov-Sternprodukt und sei J0
eine klassische Impulsabbildung zur Liealgebrenwirkung ρ aus (3.17). Fu¨r die Existenz
einer zugeho¨rigen Quantenimpulsabbildung ist notwendig und hinreichend, daß es eine
formale 1-Kokette J+ ∈ νC
1(g, C∞(M))[[ν]] gibt, welche fu¨r alle ζ, η ∈ g die Gleichungen
iXζΩ = iXJ0(ζ)Ω = dJ+(ζ) und (δρJ+)(ζ, η) = Ω(Xζ , Xη) = Ω(XJ0(ζ), XJ0(η))
erfu¨llt. Aus Proposition (3.20) folgt zudem sofort, daß dann J+ bis auf Elemente von
νZ10(g,  )[[ν]] bestimmt ist.
Beweis: Die genannten Bedingungen sind a¨quivalent dazu, daß J erstens eine Quanten-
Hamiltonfunktion und zweitens nach Proposition 3.20 sogar eine Quantenimpulsabbildung
ist. Nach Satz 3.17 ist die Gu¨ltigkeit der ersten Gleichung notwendig und hinreichend fu¨r
die Existenz einer Quanten-Hamiltonfunktion. Damit diese eine Quantenimpulsabbildung
definiert, muß λ(ζ, η) = 0 fu¨r alle ζ, η in g gelten, also folgt, weil Xζ = XJ0(ζ) und Xη =
XJ0(η) Hamiltonsch sein mu¨ssen insbesondere, daß J+([ζ, η]) = Ω(Xζ , Xη). Andererseits
ist
(δρJ+)(ζ, η) = {J0(ζ), J+(η)} − {J0(η), J+(ζ)} − J+([ζ, η])
= {J0(ζ), J+(η)} − {J0(η), J+(ζ)} − Ω(Xζ , Xη)
= −LXJ0(ζ)J+(η) + LXJ0(η)J+(ζ)− Ω(Xζ , Xη)
= −iXJ0(ζ)iXJ0(η)Ω+ iXJ0(η)iXJ0(ζ)Ω− Ω(Xζ , Xη)
= Ω(Xζ , Xη) = Ω(XJ0(ζ), XJ0(η)).
Die Aussage, daß J+ bis auf Elemente von νZ
1
0(g,  )[[ν]] bestimmt sei, ist klar aufgrund
der Aussage von Proposition (3.20), daß eine Quantenimpulsabbildung bis auf Elemente
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von Z10 (g,  )[[ν]] bestimmt ist. 
Aufgrund von Satz (3.21) muß insbesondere die von Xu [64] gestellte, wichtige Frage,
ob aus der Existenz einer klassischen Impulsabbildung immer die Existenz einer (Xu-)
Quantenimpulsabbildung folge, mit nein beantwortet werden, sofern man allgemeine Fe-
dosov-Sternprodukte betrachtet und sich nicht etwa von vornherein auf den Fall Ω = 0
festlegt.
Zum Abschluß dieses Kapitels mo¨chte ich noch auf wichtige Beispiele eingehen, die
auch fu¨r klassische Impulsabbildungen eine besondere Rolle spielen.
Halbeinfache Liealgebren
Sei g eine (wie hier stets vorausgesetzt endlichdimensionale) halbeinfache Liealgebra, dann
ist H10 (g,  ) = 0 und H
2
0 (g,  ) = 0 nach den Whitehead-Lemmas (vergl. etwa [14]). Weiter
ist nach Sternbergs Lemma (vergl. [63, Prop.1.5.3]) die Lie-Klammer zweier symplektischer
Vektorfelder Hamiltonsch: aufgrund von LXω = 0 = d(iXω) gilt fu¨r X,Y ∈ Γ
∞
symp(TM),
daß i[X,Y ]ω = LX(iY ω) − iY (LXω) = d(ω(Y,X)) = df . In unserem Fall kann man daher
folgendermaßen vorgehen: angenommen, es liegt ein invariantes Fedosov-Sternprodukt vor,
also gilt fu¨r alle ζ ∈ g insbesondere LXζ (ω + Ω) = 0. Da g halbeinfach ist, kann man fu¨r
ein N ∈   ein Liealgebrenelement η als η =
∑N
k=1[ζk, θk] schreiben. Dann ist (mit einer
”
deformierten“, d.h. auf Vektorfelder X mit LX(ω+Ω) = 0 = d(iX(ω+Ω)) ausgedehnten
Variante von Sternbergs Lemma):
iXη (ω +Ω) = −
N∑
k=1
i[Xζk ,Xθk ]
(ω +Ω) = −
N∑
k=1
LXζk iXθk (ω +Ω)
= d
(
N∑
k=1
(ω +Ω)(Xζk , Xθk)
)
= dJ(η) ∈ C∞(M)[[ν]],
wobei man die formale 1-Kokette J ∈ C1(g, C∞(M))[[ν]] durch Wahl einer Basis von g,
etwa {e1, . . . , em}, erha¨lt. Man schreibe dann ei =
∑si∈  
r=1 [ζir , θir ] und definiere auf dieser
Basis J(ei) :=
∑si∈  
r=1 (ω+Ω)(Xζir , Xθir ). Da wir J als linear annehmen, ist damit aufgrund
der obigen Rechnung ein Element J ∈ C1(g, C∞(M))[[ν]] gegeben, welches fu¨r alle η ∈ g
der Gleichung dJ(η) = iXη(ω + Ω) genu¨gt. Also ist J eine Quanten-Hamiltonfunktion,
und wegen H20 (g,  ) = 0 = H
1
0 (g,  ) gibt es auch eine zugeho¨rige, eindeutig bestimmte
Quantenimpulsabbildung. Insbesondere gibt es somit - falls es ein invariantes Fedosov-
Sternprodukt gibt - fu¨r die orthogonalen Liealgebren Quantenimpulsabbildungen. Ein in-
variantes Sternprodukt gibt es beispielsweise fu¨r die Wirkung der kompakten Liegruppe
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SO(3), da man in diesem Fall wie u¨blich durch Mittelung u¨ber die Gruppe einen in-
varianten symplektischen Zusammenhang, eine invariante formale Zweiform Ω und ein
invariantes s erhalten kann, so daß das Fedosov-Sternprodukt zu diesen Daten invariant
ist. Fu¨r die Lorentzgruppe ist dies z.B. nicht der Fall.
Abelsche Liealgebren
Fu¨r die Wirkung einer Abelschen Liealgebra g ist nicht klar, ob die Vektorfelder Xη fu¨r
alle η ∈ g Hamiltonsch sind oder nicht. Angenommen, das wa¨re der Fall, und man ha¨tte
sogar eine Quanten-Hamiltonfunktion, so ist noch lange nicht die Existenz einer Quan-
tenimpulsabbildung gesichert. Wenn es dennoch eine Quantenimpulsabbildung J geben
sollte, so kann man diese wegen [g, g] = 0 und daher H 10 (g,  ) = (g/[g, g])
∗ = g∗ immer
um ein beliebiges Element der dualen Liealgebra g∗ aba¨ndern.
Existenz eines invarianten formalen Potentials
Ein Beispiel, in dem zu einem g-invarianten Fedosov-Sternprodukt zu den Daten (∇,Ω, s)
immer Quantenimpulsabbildungen existieren, liegt im Fall eines invarianten, globalen Po-
tentials Θ fu¨r ω +Ω vor – das heißt, falls (M,ω) exakt symplektisch ist, ω = −dθ, falls θ
invariant ist, und es eine formale Reihe invarianter Einsformen θ+ ∈ νΓ
∞(T ∗M)[[ν]] gibt,
welche −dθ+ = Ω erfu¨llt. Sei also θ+ θ+ = Θ ∈ Γ
∞(T ∗M)[[ν]] mit ω+Ω = −dΘ gegeben
und sei LXζΘ = 0 fu¨r alle ζ ∈ g. Damit ist diXζΘ = −iXζdΘ = iXζ (ω +Ω), also ist iXζΘ
eine Quanten-Hamiltonfunktion fu¨r die Wirkung ρ. Tatsa¨chlich ist J(ζ) := iXζΘ sogar
eine Quantenimpulsabbildung, denn es gilt:
(ω +Ω)(Xζ , Xη) = (dJ(ζ))(Xη) = LXηJ(ζ) = LXη iXζΘ
= −i[Xζ ,Xη ]Θ+ iXζLXηΘ = iX[ζ,η]Θ = J([ζ, η]),
da nach Voraussetzung LXηΘ = 0 fu¨r alle η ∈ g.
Eine klassische Impulsabbildung, zu der es keine Quantenimpulsabbildung gibt
Sei (M,ω) = (T ∗
 n, ω0) mit der kanonischen symplektischen Form ω0 = dq
i ∧ dpi.
Man betrachte die Wirkung der Abelschen Liegruppe G = (
 n,+) durch Translationen:
φa(q, p) = (q + a, p) fu¨r alle (q, p) ∈ T
∗  n und alle a ∈
 n. Die Liealgebra g = Lie(G)
ist die Liealgebra der konstanten Vektorfelder g =
{
ai∂qi
∣∣ (a1, . . . , an) = a ∈  n} . Die
infinitesimalen Erzeugenden der Wirkung φ sind in diesem Fall fu¨r alle a ∈ g durch Xa = a
gegeben, und es ist [Xa, Xb] = 0 = −X[a,b] fu¨r alle a, b ∈ g. Weiter ist
iXaω = iai∂qidq
i ∧ dpj = a
idpi = d(a
ipi). (3.23)
60 Kapitel 3. – Invarianz und Quantenimpulsabbildungen fu¨r ∗F
Erstens ist deswegen LXaω = 0 fu¨r alle a ∈ g, wie immer bei Punkttransformationen.
Zweitens ist nach Gleichung (3.23) J0(a) := a
ipi eine Hamiltonfunktion zur Wirkung von g.
Tatsa¨chlich ist J0 der klassische Impuls und ist wegen {J0(a), J0(b)} = 0 = J0([a, b]) fu¨r alle
a, b ∈ g eine zugeho¨rige klassische Impulsabbildung. Betrachte nun eine antisymmetrische,
komplexwertige n×n-Matrix (Aij) und definiere damit die Zweiform A :=
1
2Aijdq
i∧dqj ∈
Γ∞(Λ2(T ∗M)). Da A = d
(
1
2Aijq
idqj
)
gilt, ist A geschlossen und sogar exakt. Betrachte
nun das Fedosov-Sternprodukt ∗F zu den Daten (∇0,Ω, 0), mit dem flachen symplektischen
Zusammenhang ∇0 und Ω := ν
kA mit beliebigem k ∈   . Der Zusammenhang ist gerade
die Richtungsableitung und vertauscht mit konstanten Vektorfeldern. Weiter gilt fu¨r alle
a ∈ g die Gleichung
iXaΩ = ν
kAija
idqj = νkd(Aija
iqj). (3.24)
Daher ist erstens LXaΩ = 0 fu¨r alle a ∈ g und daher ist das Sternprodukt ∗F invariant
bezu¨glich der Wirkung von g. Weiter ist aber nach Gleichung (3.23) J(a) := J0(a)+J+(a)
mit J+(a) := ν
kAija
iqj eine zugeho¨rige Quanten-Hamiltonfunktion. Aus J la¨ßt sich nach
Proposition 3.20 genau dann eine Quantenimpulsabbildung gewinnen, falls es ein a ∈
νkC1(g,  ) gibt, so daß fu¨r Ja = J +a gilt Ω(Xa, Xb) = Ja([a, b]) fu¨r alle a, b ∈ g. Da aber
immer [a, b] = 0 gilt und daher Ja([a, b]) = 0 ist, muß Ω(Xa, Xb) = ν
kAija
ibj = 0 fu¨r alle
a, b ∈ g gelten. Daraus folgt (Aij) = 0. Hat man also (Aij) 6= 0 gewa¨hlt, dann gibt es zu
der klassischen Impulsabbildung J0 keine Quantenimpulsabbildung J0 + J+.
Kapitel 4
Sternprodukte vom Wick-Typ auf
Ka¨hlermannigfaltigkeiten
In diesem Kapitel wird mit den Sternprodukten vom Wick-Typ eine weitere, wichtige
Klasse von Sternprodukten auf Ka¨hlermannigfaltigkeiten eingefu¨hrt. Sternprodukte vom
Wick-Typ sind durch die Eigenschaft definiert (siehe unten fu¨r eine exakte Definition),
daß sie in gewissem Sinne die komplexe Struktur respektieren. Es ist sicherlich bereits von
eigensta¨ndigem Interesse, Sternprodukte zu studieren, welche eine zusa¨tzliche geometri-
sche Struktur respektieren. Daru¨berhinaus spielt aber das Vorhandensein einer komplexen
Struktur auch eine wesentliche Rolle in der holomorphen geometrischen Quantisierung
(siehe etwa [63, 23]) und der Berezin-Toeplitz-Quantisierung, die fu¨r die Deformations-
quantisierung von besonderem Interesse ist, da es nach den Arbeiten von Schlichenmaier
[53, Thm. 7.1] zu einer solchen Quantisierung ein eindeutiges induziertes Sternprodukt
gibt, siehe auch [54]. In [34] ist es Karabegov und Schlichenmaier gelungen, dieses Stern-
produkt als Sternprodukt vom Wick-Typ zu identifizieren. Man beachte, daß beispielswei-
se eine notwendige Bedingung fu¨r Invarianz eines Sternprodukts vom Wick-Typ aufgrund
der Ergebnisse aus [34] auch eine notwendige Bedingung fu¨r die entsprechende Invari-
anz der Berezin-Toeplitz-Quantisierung ist, sofern man die Vertra¨glichkeit der Zuordnung
eines Sternprodukts zur Berezin-Toeplitz-Quantisierung mit den jeweiligen Derivationen
oder Automorphismen beweisen kann. Einige Ergebnisse zu Symmetrien in der Berezin-
Toeplitz-Quantisierung findet man beispielsweise in [65]. Es wa¨re natu¨rlich wu¨nschenswert,
auch den umgekehrten Weg gehen zu ko¨nnen, und aus Eigenschaften der Deformations-
quantisierung auf Eigenschaften der Berezin-Toeplitz-Quantisierung zu schließen. Dieses
Problem ist aber noch nicht gelo¨st, und ich werde auf die damit verbundenen Probleme
der Darstellungstheorie fu¨r die Deformationsquantisierung hier auch nicht eingehen (siehe
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etwa [11, 59]).
Sternprodukte vom Wick-Typ wurden unabha¨ngig voneinander von Bordemann und
Waldmann [10] mittels einer modifizierten Fedosov-Konstruktion und von Karabegov [31,
32, 33] im Rahmen seiner Untersuchungen zu sogenannten Sternprodukten mit Tren-
nung der Variablen studiert. Spa¨ter gelang es Neumaier [48] zu zeigen, unter welchen
Bedingungen ein mit einem faserweisen Wick-Sternprodukt konstruiertes, verallgemeiner-
tes Fedosov-Sternprodukt vom Wick-Typ ist. Daru¨berhinaus konnte in [48] sogar gezeigt
werden, daß alle Sternprodukte vom Wick-Typ mit einer geeigneten modifizierten Fedosov-
Konstruktion gewonnen werden ko¨nnen.
Im vorliegenden Kapitel mo¨chte ich zuerst einige Schreibweisen und Konventionen fu¨r
Ka¨hlermannigfaltigkeiten und die exakte Definition von Sternprodukten vom Wick-Typ
besprechen. Danach werden die wesentlichen Ergebnisse der Fedosov-Konstruktion von
Sternprodukten vom Wick-Typ kurz dargestellt. Im Prinzip ließen sich damit die Er-
gebnisse aus Kapitel 3 dann auf Sternprodukte vom Wick-Typ u¨bertragen. Dies erfordert
aber leider fu¨r die Beweisrichtung, daß die in Kapitel 3 gegebenen Bedingungen notwendig
sind, zusa¨tzliche technische Arbeit, etwa fu¨r die verallgemeinerte Cartanformel. Ich werde
daher spa¨ter in Kapitel 5 nur die Gu¨ltigkeit der hinreichenden Bedingungen mit Fedosov-
Methoden beweisen, um zu zeigen, daß diese Beweisrichtung tatsa¨chlich beinahe trivial ist.
Die vollsta¨ndigen Beweise werde ich in Kapitel 5 mit einer wesentlich weniger technischen
und deutlich einfacheren Methode durchfu¨hren, welche auf Karabegovs Beschreibung von
Sternprodukten vom Wick-Typ beruht, und die zusa¨tzlich eine vollsta¨ndige Klassifizierung
invarianter Sternprodukte liefern wird. Im vorliegenden Kapitel wird daher im Anschluß
an die Beschreibung der Fedosov-Konstruktion fu¨r Sternprodukte vom Wick-Typ in einem
weiteren Abschnitt die Konstruktion solcher Sternprodukte nach Karabegov besprochen.
4.1 Allgemeine Sternprodukte vom Wick-Typ
Sei im folgenden (M,ω, I) eine reell 2n-dimensionale Ka¨hlermannigfaltigkeit mit der kom-
plexen Struktur I. Zuna¨chst sei an einige Schreibweisen und Konventionen erinnert. Im we-
sentlichen halte ich mich dabei an die Sprechweisen und Definitionen aus [36, Band II, IX]
und [62] und wa¨hle von den vielen a¨quivalenten Definitionen diejenige, eine Mannigfaltig-
keit Ka¨hlersch zu nennen, wenn sie Riemannsch ist, eine fast-komplexe Struktur I besitzt,
die mit der Riemannschen Metrik g vertra¨glich ist (also Hermitesch ist), wenn zusa¨tzlich
die Nijenhuis-Torsion von I, N(X,Y ) = [IX, IY ]− [X,Y ]− I[X, IY ]− I[IX, Y ] ∀ X,Y ∈
Γ∞(TM ) verschwindet (also I nach dem Satz von Newlander und Nirenberg (vergl. [36,
Thm. 2.5 /Appx. 8]) sogar komplexe Struktur ist), und wenn die fu¨r alle Vektorfelder
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X,Y als ω(X,Y ) := g(IX, Y ) definierte, nicht-ausgeartete Zweiform geschlossen, insge-
samt also symplektisch ist. Insbesondere ist der Riemann-Zusammenhang auf M mit I
und daher auch mit ω vertra¨glich und ist also ein symplektischer Zusammenhang, der
Ka¨hlerzusammenhang genannt wird. Weil I sogar komplexe Struktur ist, ist M eine kom-
plexe Mannigfaltigkeit. In den folgenden Abschnitten wird die Definitheit der Ka¨hlerme-
trik g nicht beno¨tigt, also werde ich auch von Ka¨hlermannigfaltigkeiten sprechen, wenn
(M, g) semi-Riemannsch ist. (Solche Mannigfaltigkeiten werden mitunter auch als pseudo-
Ka¨hlersch bezeichnet – im Gegensatz zur Sprechweise in [36, S. 149], wo pseudo-Ka¨hler-
mannigfaltigkeiten fast-Hermitesche Mannigfaltigkeiten mit geschlossener Zweiform und
verschwindender Nijenhuis-Torsion und somit sogar Ka¨hlersch sind.)
Es sei wie u¨blich mit TM auch das komplexifizierte Tangentialbu¨ndel anM bezeichnet
und mit I auch die auf TM durch I(X + iY ) = IX + iIY linear ausgedehnte komplexe
Struktur. Weiter seien TM 1,0 und TM0,1 die Unterbu¨ndel des komplexifizierten Tangen-
tialbu¨ndels an M zu den Eigenwerten +i und −i von I. Analog seien die zugeho¨rigen
Zerlegungen des Bu¨ndels der komplexen Differentialformen in Formen vom Typ (p, q):
Γ∞(Λr(T ∗M)) =
∑
p+q=r
Γ∞(Λp,q(T ∗M))
bezeichnet und mit
pip,q : Γ∞(Λr(T ∗M))→ Γ∞(Λp,q(T ∗M)), p+ q = r
die natu¨rlichen Projektionen (vergl. [62]), ebenso fu¨r symmetrische Schnitte. Weiter seien
d = ∂ + ∂ die Dolbeault-Differentiale
∂ : Γ∞(Λp,q(T ∗M))→ Γ∞(Λp+1,q(T ∗M)), ∂ : Γ∞(Λp,q(T ∗M))→ Γ∞(Λp,q+1(T ∗M))
mit ∂ = pip+1,qd, ∂ = pip,q+1d und ∂2 = ∂
2
= ∂∂ + ∂∂ = 0.
In lokalen holomorphen Koordinaten seien
Zk := ∂zk =
1
2
(∂xk − i∂yk) und Z l := ∂zl =
1
2
(∂xk + i∂yk)
Vektorfelder vom Typ (1, 0) und (0, 1), die eine lokale Basis fu¨r die +i und −i Eigenra¨ume
TM1,0 und TM0,1 von I bilden. Ebenso sollen
dzk := dxk + idyk und dzk := dxk − idyk
eine lokale Basis fu¨r Formen vom Typ (1, 0) und (0, 1) bezeichnen. Fu¨r Vektorfelder X ∈
Γ∞(TM) = Γ∞(TM1,0)⊕ Γ∞(TM0,1), benutze ich bisweilen die Schreibweise X = χ+ χ
mit χ ∈ Γ∞(TM1,0) und χ ∈ Γ∞(TM0,1).
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Da g Hermitesch ist, sind g und ω vom Typ (1, 1), und man kann in lokalen holomor-
phen Koordinaten schreiben ω = i2gkldz
k∧dzl mit einer Hermiteschen, nicht ausgearteten
Matrix gkl = 2g(Zk , Z l). Hier wie auch spa¨ter folge ich der vor allem in der physikalischen
Literatur u¨blichen Konvention, Koeffizienten mit einem gequerten Index (etwa X = αkZk)
zu benutzen, um anzudeuten, daß es sich um Koeffizienten eines Objekts vom Typ (0, 1)
handelt. Das ist natu¨rlich ein Mißbrauch der Notation, ist aber immer bloß im genannten
Sinne zu verstehen und macht dann eventuelle Rechnungen in Koordinaten u¨bersichtlicher.
Ebenso wird Einsteins Summationskonvention benutzt, also αkZk :=
∑n
k=1(α
kZk).
Man erinnere sich an das Wick-Sternprodukt auf  n 1.3 aus Kapitel 1, welches allge-
meiner [10] als f ◦W g = µ
(
exp(2νi g
kZk ⊗ Zj)(f ⊗ g)
)
gegeben ist (mit (gk) sei die inverse
Matrix zu (gk) bezeichnet). In diesem Fall besitzen die beschreibenden Bidifferentialope-
ratoren eine Aufspaltung in holomorphe und antiholomorphe Anteile. Diese Beobachtung
fu¨hrt fu¨r Sternprodukte auf allgemeinen Ka¨hlermannigfaltigkeiten zu der folgenden Defi-
nition:
Definition 4.1 (vergl. [10]) Sei (M,ω, I) eine Ka¨hlermannigfaltigkeit und sei ? ein
Sternprodukt auf M . Man betrachte ? als fu¨r alle f, g ∈ C∞(M) gegeben als f ? g =∑∞
r=0 ν
rCr(f, g). Dann heißt ? ein Sternprodukt vom Wick-Typ, wenn gilt
i.) Die ? beschreibenden Bidifferentialoperatoren Cr fu¨r r ≥ 1 sind in lokalen holomor-
phen Koordinaten und mit Koeffizientenfunktionen CK;Lr von der Gestalt
Cr(f, g) =
∑
K,L
CK;Lr
∂|K|f
∂zK
∂|L|g
∂zL
. (4.1)
Oder, a¨quivalent
ii.) Fu¨r alle offenen Teilmengen U ⊆M , fu¨r alle f, g ∈ C∞(M) und fu¨r alle lokal holo-
morphen Funktionen h ∈ {f ∈ C∞(M), f |U ∈ O(U)} und alle lokal antiholomorphen
Funktionen h′ ∈ {f ∈ C∞(M), f |U ∈ O(U)} stimmen ?-Linksmultiplikation mit h
′
und ?-Rechtsmultiplikation mit h mit der punktweisen Multiplikation u¨berein, das
heißt (f ? h)|U = (fh)|U und (h
′ ? g)|U = (h
′g)|U .
Allgemeine Sternprodukte vom Wick-Typ sollen im folgenden mit dem Symbol ?W bezeich-
net werden.
4.2 Fedosov Sternprodukte vom Wick-Typ
Tatsa¨chlich haben wir die Abha¨ngigkeit des Fedosov-Sternprodukts ∗F von der Wahl des
faserweise definierten Sternprodukts ◦F noch nicht untersucht. Ausgehend vom Spezialfall
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der Fedosov-Konstruktion Ω = 0 = s haben Bordemann undWaldmann [10] unter Verwen-
dung von ◦W als faserweisem Produkt eine Verallgemeinerung der Fedosov-Konstruktion
fu¨r beliebige Ka¨hlermannigfaltigkeiten angegeben und dabei gezeigt [10, Thm. 4.7], daß
das so gewonnene Fedosov-Sternprodukt ∗W tatsa¨chlich ein Sternprodukt vom Wick-Typ
im Sinne von Definition 4.1 ist.
Es stellen sich dann natu¨rlich die Fragen, ob etwa jedes mittels ◦W gewonnene Fedosov-
Sternprodukt vom Wick-Typ ist, und inwiefern sich die Neumaiersche Verallgemeinerung
der Fedosov-Konstruktion, so wie sie hier (teilweise) in Kapitel 2 beschrieben wurde, auch
auf Sternprodukte vom Wick-Typ u¨bertra¨gt. Diese Fragen wurden in [48, 49] beantwortet,
wo zuna¨chst Bedingungen angegeben wurden, die garantieren, daß ∗W vom Wick-Typ ist,
was durchaus nicht immer der Fall sein muß: es muß dazu Ω vom Typ (1, 1) sein, und
der rein holomorphe sowie der rein antiholomorphe Anteil von s mu¨ssen verschwinden [49,
Thm. 4.9]. Tatsa¨chlich stellt sich dann sogar heraus, daß [49, Prop. 4.12] solche Sternpro-
dukte nicht mehr von der Wahl der Normierungsbedingung abha¨ngen, man sich also stets
auf s = 0 festlegen kann. Daru¨berhinaus konnte die wichtige Aussage bewiesen werden,
daß die Fedosov-Konstruktion fu¨r Sternprodukte vom Wick-Typ universell ist, das heißt,
fu¨r jedes Sternprodukt vom Wick-Typ ?W auf (M,ω, I) gibt es ein mittels ◦W konstruiertes
Fedosov-Sternprodukt ∗W, welches mit ?W u¨bereinstimmt [49, Thm. 6.7].
Im folgenden wird diese Modifikation der Fedosov-Konstruktion kurz erla¨utert. Da die
Beweise komplett analog zu den in Kapitel 2 vorgestellten oder als Referenz angegebenen
sind, und da ich im wesentlichen nur die no¨tige Notation einfu¨hren mo¨chte, werde ich dies
sehr knapp tun. Insbesondere werde ich von vornherein die Normierungsbedingung s = 0
wa¨hlen, weil dies ja nach [49, Prop. 4.12] keine Beschra¨nkung der Allgemeinheit darstellt.
Es sei g die Hermitesche Metrik, welche fu¨r alle X,Y ∈ Γ∞(TM ) die Gleichung
g(X,Y ) = ω(X, IY ) erfu¨llt. Weiter sei ∇ der zugeho¨rige Ka¨hlerzusammenhang auf M .
Man erinnere sich an die Definition der Fedosov-Algebra (2.1):
W⊗Λ(M) := (X∞s=0Γ
∞(
∨sT ∗M ⊗∧T ∗M)) [[ν]].
Wieder wird das punktweise Produkt in W⊗Λ mittels der Strukturabbildung µ fu¨r f, g ∈
W⊗Λ als fg = µ(f⊗g) geschrieben. Da (M,ω, I) Ka¨hlersch ist, ko¨nnen wir nun stets lokale
holomorphe Koordinaten fu¨r M als komplex n-dimensionale Mannigfaltigkeit finden. Die
in der Fedosov-Konstruktion wesentlichen Abbildungen waren ja alle lokal definiert, und
ko¨nnen in solchen lokalen holomorphen Koordinaten beschrieben werden. Im Unterschied
zu Kapitel 2 wird aber als deformiertes, faserweises Produkt auf W⊗Λ das faserweise
Wick-Produkt benutzt, welches definiert ist als:
f ◦W g := µ ◦ exp
(
2ν
i
gklis(Zk)⊗ is(Z l)
)
(f ⊗ g) ∀f, g ∈ W⊗Λ. (4.2)
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Analog zu Kapitel 2 werde mit adW(f)g fu¨r Elemente f, g ∈ W⊗Λ der antisymmetri-
schen Grade r und s der dega-gradierte Superkommutator
adW(f)g := [f, g] := f ◦W g − (−1)
rsg ◦W f
bezeichnet. Da ◦W und ◦F faserweise a¨quivalent sind, gilt Lemma 2.1 u¨ber die zentralen
Elemente auch bezu¨glich (W⊗Λ, ◦W). Wie in der gewo¨hnlichen Fedosov-Konstruktion sind
die Gradabbildungen (2.2) degs, dega, degν := ν∂ν and Deg := degs+2degν Derivationen
des punktweisen Produkts, aber lediglich Deg ist eine ◦W-Derivation.
Weiter seien die Abbildungen δ, δ∗ (und folglich δ−1) und ∇ wie in (2.4) und (2.7) ge-
geben. Alternativ lassen sich diese Abbildungen auch in komplexen Koordinaten schreiben
als
δ = (1⊗ dzj)is(Zj) + (1⊗ dz
j)is(Zj) und δ
∗ = (dzj ⊗ 1)ia(Zj) + (dz
j ⊗ 1)ia(Zj)
sowie
∇ = (1⊗ dzi)∇Zi + (1⊗ dz
α)∇Zi ,
wobei man in diesem Fall vom – wieder ebenfalls mit ∇ bezeichneten – eindeutigen Ka¨hler-
zusammenhang auf (M,ω, I) ausgeht.
Analog zu Lemma 2.3 gelten dann die Gleichungen [δ,∇] = 0 und ∇2 = − 1ν adW(R),
wobei R = i2gktR
t
li
dzk ∨ dzl ⊗ dzi ∧ dzj mit dem Riemannschen Kru¨mmungstensor Rt
li
des Ka¨hlerzusammenhangs ∇, und es ist aufgrund der Bianchi-Identita¨ten δR = 0 = ∇R.
Es gelten nun die folgenden Aussagen, welche wieder eine Verallgemeinerung der ur-
spru¨nglichen Fedosovschen Aussagen [19, Thm. 3.2, 3.3] sind, und die ich hier nur der
U¨bersicht halber zu einer Proposition zusammenfasse. Fu¨r den Beweis mo¨chte ich auf
[10, 49] und [48] verweisen.
Proposition 4.2 ([49, Thm. 3.1, 3.2]) Es sei ΩW eine geschlossene, formale Zweiform
vom Typ (1, 1) auf M , also ΩW ∈ νΓ
∞(Λ2T ∗M),dΩW = 0, pi
1,1ΩW = ΩW. Dann gibt es
genau ein rW ∈ W2 ⊗ Λ
1, welches den Gleichungen
δrW = ∇rW −
1
ν
rW ◦W rW +R+ 1⊗ ΩW and δ
−1rW = 0. (4.3)
genu¨gt. Weiter erfu¨llt rW die Gleichung
rW = δ
−1
(
∇rW −
1
ν
rW ◦W rW +R+ 1⊗ ΩW
)
(4.4)
und kann daraus eindeutig bestimmt werden. Dann ist die zugeho¨rige (Wick-)Fedosov-
Derivation
DW := −δ +∇−
1
ν
adW(rW) (4.5)
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eine ◦W-Superderivation vom antisymmetrischen Grad 1, und es ist DW
2 = 0.
Sind andererseits rW und DW wie in (4.3) und (4.5) gegeben, dann gilt
i.) Fu¨r alle f ∈ C∞(M)[[ν]] gibt es genau ein τW(f) ∈ ker(DW) ∩W mit σ(τW(f)) = f ,
so daß τW : C
∞(M)[[ν]] → ker(DW) ∩ W C[[ν]]-linear ist. Diese Abbildung wird
wiederum die Fedosov-Taylorreihe zu DW genannt.
ii.) Fu¨r f ∈ C∞(M) gilt τW(f) =
∑∞
k=0 τW(f)
(k), wobei DegτW(f)
(k) = kτW(f)
(k). Die
Fedosov-Taylorreihe τW kann rekursiv bestimmt werden aus
τW(f)
(0) = f
τW(f)
(k+1) = δ−1
(
∇τW(f)
(k) −
1
ν
k−1∑
l=0
adW(r
(l+2))τW(f)
(k−l)
)
.
(4.6)
iii.) Da wie im gewo¨hnlichen Fall DW eine ◦W-Superderivation vom antisymmetrischen
Grad 1 ist, ist ker(DW) ∩ W eine ◦W-Unteralgebra von W⊗Λ, und man kann ein
assoziatives Produkt ∗W fu¨r alle f, g ∈ C
∞(M)[[ν]] durch Zuru¨ckziehen des Produkts
◦W mittels τW definieren:
f ∗W g = σ(τW(f) ◦W τW(g)).
Unter den genannten Voraussetzungen ist ∗W ein Sternprodukt vom Wick-Typ auf
(M,ω, I).
Man beachte, daß, anders als im Fall gewo¨hnlicher Fedosov-Sternprodukte, ∇ als Rie-
mannscher Zusammenhang eindeutig festgelegt ist, und daß wir hier aufgrund der Ergeb-
nisse aus [49] von vornherein δ−1rW = s = 0 gewa¨hlt haben. Weiter beachte man, daß, wie
man analog wie in Kapitel 2 zeigt, die Fedosov-Taylorreihe fu¨r alle f ∈ C∞(M)[[ν]] auch
wie in (2.18) als
τW(f) = f −D
−1
W (1⊗ df) (4.7)
geschrieben werden kann, wobei analog zu (2.17)
D−1W := −δ
−1
(
Id−
[
∇−
1
ν
adW(rW), δ
−1
])−1
(4.8)
ein Homotopieoperator fu¨r den Komplex (W⊗Λ•,DW) ist.
Besonders hervorzuheben ist die Universalita¨t der Fedosov-Konstruktion fu¨r Sternproduk-
te vom Wick-Typ:
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Satz 4.3 ([49, Thm 6.7]) Fu¨r alle Sternprodukte ?W vom Wick-Typ auf einer Ka¨hler-
mannigfaltigkeit (M,ω, I) gibt es eine geschlossene, formale Zweiform ΩW vom Typ (1, 1)
auf M , so daß das gema¨ß Proposition 4.2 mittels ΩW und mittels des faserweisen Wick-
produkts konstruierte Fedosov-Sternprodukt ∗W und ?W u¨bereinstimmen.
Diese letzte Aussage leitet direkt zur Konstruktion und Klassifikation von Sternpro-
dukten vom Wick-Typ nach Karabegov u¨ber. Dort wird gezeigt, daß Sternprodukte vom
Wick-Typ und geschlossene, formale Zweiformen vom Typ (1, 1) tatsa¨chlich in Bijektion
zueinander stehen.
4.3 Karabegovs Konstruktion
In diesem Abschnitt mo¨chte ich die von A.V. Karabegov angegebene Konstruktion und
eindeutige Charakterisierung von Sternprodukten vom Wick-Typ auf Ka¨hlermannigfal-
tigkeiten kurz beschreiben; in der urspru¨nglichen Formulierung spricht Karabegov von
Sternprodukten mit Trennung der Variablen, und in der Tat sind die Sternprodukte vom
Wick-Typ, welche eine komplexe Polarisierung respektieren, ein Spezialfall von Karabe-
govs Sternprodukten. Vom Fall der von der Berezin-Quantisierung her motivierten Stern-
produkte mit Trennung der Variablen auf Ka¨hlermannigfaltigkeiten, auf die sich die hier
vorgestellten Ergebnisse aus [31] beziehen, unterscheiden sich aber die Sternprodukte vom
Wick-Typ nur durch das Vertauschen der Differentialoperatoren Zk und Z l.
Die wesentliche Aussage der Untersuchungen in [31] ist die erstaunliche Tatsache,
daß Sternprodukte vom Wick-Typ auf Ka¨hlermannigfaltigkeiten im wesentlichen durch
eine Art lokaler kanonischer Vertauschungsrelationen eindeutig bestimmt sind. Ausgangs-
punkt ist die bereits oben erwa¨hnte Eigenschaft des Wick-Produkts ◦W auf 
n, daß ◦W-
Linksmultiplikation mit antiholomorphen Funktionen und ◦W-Rechtsmultiplikation mit
holomorphen Funktionen beide mit der punktweisen Multiplikation u¨bereinstimmen. Da
beispielsweise auf zusammenha¨ngenden, kompakten komplexen Mannigfaltigkeiten alle
holomorphen Funktionen konstant sind, bestu¨nde eine derartige Charakterisierung fu¨r
Sternprodukte vom Wick-Typ auf solchen Mannigfaltigkeiten allerdings aus einer leeren
Forderung und wa¨re also unsinnig. Karabegov geht daher von einer lokalen Version die-
ser Eigenschaft aus, die im u¨brigen fu¨r die hier (und in [31]) betrachteten differentiellen
Sternprodukte gleichbedeutend ist mit der lokalen Aufspaltung der ein Sternprodukt vom
Wick-Typ ?W beschreibenden Bidifferentialoperatoren in holomorphe und antiholomor-
phe Ableitungen wie in Definition 4.1: Karabegov nennt ein differentielles Sternprodukt
? auf (M,ω, I) ein Sternprodukt mit Trennung der Variablen (bzw. vom Wick-Typ), falls
fu¨r alle offenen Kartenbereiche U ⊂ M und lokale Funktionen a ∈ O(U), b ∈ O(U)
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und f ∈ C∞(U) gilt: a ? f = af und f ? b = fb. Im folgenden werde ich nur noch von
Sternprodukten ?W vom Wick-Typ sprechen und daher immer wie in Definition 4.1 O(U)
und O(U) gegenu¨ber Karabegovs Definition vertauschen. Karabegov benutzt auch eine
andere Vorzeichenkonvention fu¨r den Poissontensor sowie einen Vorfaktor −i im Deforma-
tionsparameter; ich werde die Aussagen aus [31] daher an die hier gewa¨hlten Konventio-
nen anpassen. Man beachte aber, daß das nach Karabegov und Schlichenmaier [34] zur
Berezin-Toeplitz-Quantisierung geho¨rende Sternprodukt vom Wick-Typ ist.
Zuerst zeigt Karabegov, daß es lokal von ihm so genannte formale Impulse gibt, das
heißt formale Funktionen uk, deren ?W-Kommutator mit einer lokalen Funktion der Form
zl gerade δlk ergibt:
Lemma 4.4 ([31, Prop. 1]) Sei ?W ein Sternprodukt vom Wick-Typ auf der Ka¨hler-
mannigfaltigkeit (M,ω, I). Dann gibt es fu¨r alle kontrahierbaren Kartenbereiche (z, U),
z ∈ U ⊂M lokal definierte formale Funktionen uk, v
l ∈ C∞(U)[[ν]], k = 1 . . . n = dim   M
mit
[uk, z
l]?W = −νδ
l
k und [vl, z
k]?W = νδ
k
l
. (4.9)
(Man beachte, daß hier die Benutzung
”
gequerter“ Indizes nur bedeutet, daß es sich um
Koeffizienten
”
gequerter“ Gro¨ßen handelt.)
Weiter ist es mo¨glich, die ?W-Linksmultiplikation mit den uk und die ?W-Rechtsmulti-
plikation mit den vl explizit anzugeben:
Lemma 4.5 ([31, Lemma 2]) Fu¨r die nach Lemma 4.4 lokal existierenden formalen
Funktionen uk, v
l ∈ C∞(U)[[ν]] gilt
f ? uk = fuk + νZk(f) und vl ? f = vlf + νZ l(f) (4.10)
fu¨r alle lokalen formalen Funktionen f ∈ C∞(U)[[ν]].
Im folgenden sollen die Symbole uk und vl immer fu¨r Funktionen wie in (4.10) reserviert
sein. Man definiere nun in einer der Kartenumgebungen U formale Einsformen
α := −ukdz
k ∈ Γ∞(T ∗U1,0)[[ν]] und β := vldz
l ∈ Γ∞(T ∗U0,1)[[ν]]. (4.11)
In Karabegovs Schreibweise Lfg := Rgf := f ?W g ist die Assoziativita¨t von ?W a¨quivalent
zu [Lf , Rg] = 0 ∀ f, g ∈ C
∞(M)[[ν]]. Lokal gilt also fu¨r die Einsformen aus (4.11) und fu¨r
beliebige f ∈ C∞(U)[[ν]]:
0 = [Lvl , Ruk ] = νf(Zk(uk)− Zl(vl)),
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also ist Zk(uk) = Zl(vl). Daher ist ∂α = −Zj(uk)dz
j ∧ dzk = Zj(vl)dz
j ∧ dzl = ∂β. Die
so lokal gegebene formale, geschlossene Zweiform vom Typ (1, 1) sei bezeichnet als:
K(?W) := ∂α = ∂β. (4.12)
Aus dem Beweis von Lemma 4.4 in [31, Prop. 1] ergibt sich, daß der Anteil K0(?W) vom
formalen Grad 0 von K(?W) gerade gleich der Ka¨hlerform ω|U ist: K(?W) = ω|U +Ω mit
einer lokal gegebenen formalen, geschlossenen Zweiform Ω vom Typ (1, 1) ohne Anteile
vom formalen Grad 0. Weiter zeigt Karabegov, daß die Definition von K(?W) nicht von
der Wahl der Funktionen uk, vl abha¨ngt und daß daru¨berhinaus die zu verschiedenen
Kartenbereichen konstruierten Objekte auf allen Kartendurchschnitten u¨bereinstimmen,
K(?W) also eine global definierte formale, geschlossene Zweiform vom Typ (1, 1) ist und
global K(?W) = ω +Ω gilt.
Aufgrund des ∂-Poincare´ Lemmas (etwa in [62, Chap. II, Sec. 3, Lemma 2.15]) gibt
es dann in jedem kontrahierbaren Kartenbereich U ⊂M ein formales Ka¨hlerpotential fu¨r
K(?W), das heißt, eine lokale formale Funktion ϕ mit K(?W) = ∂∂ϕ. Da nun K(?W) =
−∂∂ϕ = ∂α ist, folgt, daß α+ ∂ϕ lokale, ∂-geschlossene Form vom Typ (1, 0) ist, und daß
die zugeho¨rige Koeffizientenfunktion Zk(ϕ)− uk lokal holomorph ist. Daher gilt aufgrund
der Gleichungen (4.10) und aufgrund der definierenden Eigenschaft fu¨r Sternprodukte vom
Wick-Typ fu¨r alle lokalen formalen Funktionen f ∈ C∞(U)[[ν]] einerseits f ?W (Zk(ϕ) −
uk) = f(Zk(ϕ) − uk), andererseits ist f ?W (Zk(ϕ) − uk) = f ?W Zk(ϕ) − fuk − νZk(f),
also ist f ?W Zk(ϕ) = fZk(ϕ) + νZk(f). Ebenso zeigt man, daß auch gilt Z l(ϕ) ?W f =
Zl(ϕ)f + νZ l(f). Insgesamt zeigt Karabegov:
Lemma 4.6 ([31, Thm. 1]) Jedes Sternprodukt vom Wick-Typ ?W auf (M,ω, I) de-
finiert mittels (4.12) eine formale Reihe geschlossener Zweiformen vom Typ (1, 1) der
Form K(?W) ∈ ω + νZ
2
dR(M,C)
1,1[[ν]], die eine formale Deformation der Ka¨hlerform ω
ist. Sei in einer Karte U wie oben ϕ ∈ C∞(U)[[ν]] ein lokales Potential fu¨r K(?W). Dann
gelten fu¨r alle f ∈ C∞(U)[[ν]] die Gleichungen
f ? Zk(ϕ) = fZk(ϕ) + νZk(f) und Z l(ϕ) ? f = Z l(ϕ)f + νZ l(f) (4.13)
.
Die ZweiformK(?W) wird im folgenden Karabegovs charakterisierende Form des Stern-
produkts ?W genannt.
Umgekehrt zeigt Karabegov in [31], daß durch Angabe einer formalen, geschlossenen
Zweiform Γ vom Typ (1, 1), welche eine Deformation von ω ist, eindeutig ein Sternprodukt
?W vom Wick-Typ festgelegt ist, dessen charakterisierende Form K(?W) mit Γ u¨berein-
stimmt:
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Satz 4.7 ([31, Thm. 2]) Es gibt eine eindeutige Zuordnung von Sternprodukten ?W
vom Wick-Typ auf Ka¨hlermannigfaltigkeiten (M,ω, I) und formalen Reihen geschlosse-
ner Zweiformen auf M vom Typ (1, 1), die mithilfe der charakterisierenden Form K(?W)
explizit durch die bijektive Abbildung
{Sternprodukte vom Wick-Typ auf (M,ω, I)} −→ νZ 2dR(M,C)
1,1[[ν]]
?W 7−→ K(?W)− ω
(4.14)
gegeben ist.
Ein alternativer Beweis dafu¨r, daß bereits eine der Gleichungen (4.13) ein Sternprodukt
vom Wick-Typ vollsta¨ndig festlegt, wurde in [49, Thm. 5.2] angegeben, indem mittels eines
Hochschild-kohomologischen Arguments gezeigt wurde, daß die Bidifferentialoperatoren
zweier Sternprodukte, welche eine der Gleichungen (4.13) erfu¨llen, insgesamt u¨bereinstim-
men. Insbesondere wird in [49] auch gezeigt, daß die Umkehrabbildung zu (4.14) gerade
durch die Fedosov-Konstruktion (4.2) des Sternprodukts ∗W mittels des faserweisen Wick-
Produkts ◦W und der geschlossenen Zweiform ΩW = K(?W)−ω vom Typ (1, 1) gegeben ist.
(Tatsa¨chlich wurde in [49] die Universalita¨t der Fedosov-Konstruktion fu¨r Sternprodukte
vom Wick-Typ erst mithilfe der zuvor etablierten Gu¨ltigkeit von [49, Thm. 5.2] und somit
der Bijektivita¨t der Abbildung (4.14) gezeigt.)
Im na¨chsten Kapitel wird Karabegovs eindeutige Charakterisierung der Sternproduk-
te vom Wick-Typ auf Ka¨hlermannigfaltigkeiten dazu benutzt werden, auf direkte und
einfache Weise Aussagen u¨ber Automorphismen und Derivationen solcher Sternproduk-
te herzuleiten. Die Beweise dazu werden wesentlich darin bestehen, die Vertra¨glichkeit
der Abbildung (4.14) mit pullbacks bezu¨glich Diffeomorphismen bzw. mit Lieableitungen
bezu¨glich glatter Vektorfelder unter bestimmten Voraussetzungen zu zeigen.
Insbesondere wird es Satz 4.7 erlauben, zusammen mit den Ergebnissen des na¨chsten
Kapitels eine eindeutige Klassifikation invarianter Sternprodukte vom Wick-Typ anzuge-
ben.
Kapitel 5
Invariante Sternprodukte vom
Wick-Typ und
Quantenimpulsabbildungen
Aufgrund der in Kapitel 4 dargestellten Ergebnisse ko¨nnen alle Sternprodukte vom Wick-
Typ auf Ka¨hlermannigfaltigkeiten (M,ω, I) sowohl mit Karabegovs Konstruktion als auch
mittels der modifizierten Fedosov-Konstruktion beschrieben werden. Hier sollen nun die
Untersuchungen, welche in Kapitel 3 fu¨r Fedosov-Sternprodukte durchgefu¨hrt wurden, auf
den Fall der Sternprodukte vom Wick-Typ u¨bertragen werden.
Zuerst werden dazu mittels der Universalita¨t der Fedosov-Konstruktion fu¨r Sternpro-
dukte ∗W vom Wick-Typ hinreichende Bedingungen dafu¨r angegeben, daß ein gegebener
Diffeomorphismus auf M bzw. ein Vektorfeld auf M einen ∗W-Automorphismus bzw. eine
∗W-Derivation induziert. Dabei werden Diffeomorphismen und Vektorfelder getrennt be-
handelt und es wird sich zeigen, daß es in beiden Fa¨llen sehr einfach ist, die Gu¨ltigkeit
solcher hinreichender Bedingungen zu zeigen.
Notwendige und hinreichende Bedingungen fu¨r die verschiedenen Invarianzeigenschaf-
ten werden dann auf direkte Weise mithilfe von Karabegovs Konstruktion gezeigt. Da-
bei sollen zuna¨chst wieder beliebige Diffeomorphismen φ : M → M oder Vektorfel-
der X ∈ Γ∞(TM) betrachtet werden. Natu¨rlich sind schon nach Lemma 1.5 alle ?-
Derivationen und alle ?-Automorphismen symplektisch. Allerdings ergibt sich auch diese
einfache Aussage hier nocheinmal direkt aus der Karabegov-Konstruktion. Insbesonde-
re wird aus den fu¨r die Automorphismen- bzw. Derivationseigenschaft notwendigen Be-
dingungen wieder wie in Kapitel 3 folgen, daß die betrachteten Diffeomorphismen bzw.
Vektorfelder eine endlichdimensionale Liegruppe bzw. Liealgebra bilden.
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Die Untersuchungen des folgenden Abschnitts liefern zudem eine vollsta¨ndige Klas-
sifizierung invarianter Sternprodukte vom Wick-Typ, ein Ergebnis, das eine wesentliche
Verscha¨rfung der Klassifikation allgemeiner invarianter Sternprodukte bis auf A¨quivalenz
aus [5] darstellt.
Zum Studium der Quanten-Hamiltonfunktionen wird dann wieder eine notwendige
und hinreichende Bedingung angegeben, welche garantiert, daß eine gegebene Derivation
eine quasi-innere Derivation ist. Auch diese Aussage wird vollsta¨ndig im Rahmen von Ka-
rabegovs Konstruktion durchgefu¨hrt. Anschließend ko¨nnen dann die von der konkreten
Konstruktion des betrachteten Sternprodukts unabha¨ngigen Ergebnisse u¨ber Quantenim-
pulsabbildungen aus Kapitel 3 sehr einfach auf den Fall der Sternprodukte vom Wick-Typ
u¨bertragen werden.
5.1 Automorphismen und Derivationen von Sternproduk-
ten vom Wick-Typ
Man betrachte ein Fedosov-Sternprodukt ∗W vom Wick-Typ auf (M,ω, I). Im Prinzip
ließen sich auch die weitergehenden Ergebnisse aus Kapitel 3 mittels der Universalita¨t
der Fedosov-Konstruktion fu¨r Sternprodukte vom Wick-Typ u¨bertragen. Ich werde dies
im folgenden – allerdings unabha¨ngig fu¨r Diffeomorphismen und fu¨r Vektorfelder – nur
fu¨r die hinreichenden Bedingungen tun, was auch nocheinmal zeigen wird, daß fu¨r diese
Beweisrichtung wesentlich weniger technischer Aufwand no¨tig ist als in Kapitel 3. Dort
tauchten einige technische Konstruktionen ja lediglich auf, um auch die notwendigen Be-
dingungen gleich mitzuerfassen. Im Fall der Sternprodukte vom Wick-Typ erfordert der
Beweis, daß die genannten Bedingungen auch notwendige sind, allerdings weitere Modifi-
kationen der technischen Ergebnisse aus Kapitel 3. Ich verzichte hier auf einen Beweis mit
Fedosov-Methoden, da sich das gesamte Problem mittels der Karabegovschen Konstruk-
tion wesentlich einfacher lo¨sen la¨ßt.
Lemma 5.1 Es sei ?W ein Sternprodukt vom Wick-Typ auf (M,ω, I), welches als ein
Fedosov-Sternprodukt ∗W zu den Daten (∇,ΩW) mit dem Ka¨hlerzusammenhang ∇ und
(K(∗W)−ω) = ΩW ∈ νZ
2
dR(M)[[ν]] vom Typ (1, 1) aufgefaßt werde. Weiter sei φ :M →M
ein Diffeomorphismus auf M . Falls dann gilt φ∗ω = ω, φ∗ΩW = ΩW und φ
∗I = I, so ist
die induzierte Abbildung φ∗ ein Automorphismus von ∗W,
Beweis: Sei zuna¨chst φ Ka¨hlersch, also holomorph (φ∗I = I) und symplektisch (φ∗ω = ω).
Das bedeutet insbesondere [36, Bd. II, Chap. IX], daß φ Vektorfelder vom Typ (1, 0) (bzw.
(0, 1)) auf Vektorfelder vom Typ (1, 0) (bzw. (0, 1)) abbildet, und daß φ eine Isometrie
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der Ka¨hlermetrik g ist, also φ∗g = g gilt. Damit berechnet man aber sofort, daß φ∗ ein
Automorphismus des faserweisen Wick-Produkts ◦W ist. Weiter bedeutet φ
∗g = g aber
auch, daß der Ka¨hlerzusammenhang ∇ invariant ist, also φ∗∇ = ∇φ∗. Daraus folgt sofort,
daß auch die induzierte Abbildung∇ invariant ist. Um dies direkt zu sehen, kann man auch
die in komplexen Koordinaten geschriebene Abbildung ∇ betrachten und beachte, daß die
a¨ußere Ableitung d mit Diffeomorphismen vertra¨glich ist und φ außerdem die Aufspaltung
in holomorphe und antiholomorphe Richtungen respektiert. Ebenso ist φ∗δ = δφ∗ und
φ∗δ−1 = δ−1φ∗, was man entweder aufgrund der identischen Aussagen im gewo¨hnlichen
Fedosov-Fall sieht, oder wieder direkt aufgrund der Vertra¨glichkeit von d und φ∗ und der
Aufspaltung der involvierten Abbildungen in holomorphe und antiholomorphe Anteile.
Wegen φ∗∇ = ∇φ∗ ist ∇ = φ∗∇φ∗−1, und daher
−
1
ν
adW(R) = ∇
2 = φ∗∇2φ∗−1 = −
1
ν
φ∗adW(R)φ
∗−1 = −
1
ν
adW(φ
∗R),
da φ∗ ein Automorphismus des faserweisen Wick-Produkts ◦W ist. Das bedeutet aber, daß
R − φ∗R zentral in (W⊗Λ, ◦W) ist, also symmetrischen Grad null hat oder selbst gleich
null ist. Da aber φ∗ die Grade nicht a¨ndert, besitzt R−φ∗R den symmetrischen Grad zwei,
muß also gleich null sein, also ist R = φ∗R. Weiter ist mit den bisherigen Ergebnissen und
wegen φ∗ΩW = ΩW erstens φ
∗δ−1rW = δ
−1φ∗rW = 0 und zweitens
δ(φ∗rW) = ∇(φ
∗rW)−
1
ν
(φ∗rW) ◦W (φ
∗rW) +R+ 1⊗ ΩW.
Da aber rW als die eindeutige Lo¨sung der beiden Gleichungen (4.3) bestimmt ist (Prop.
4.2, siehe auch den Beweis von 3.9), muß auch φ∗rW = rW gelten. Damit erha¨lt man
schließlich, daß auch φ∗ und DW vertauschen:
φ∗(DWa) = φ
∗(−δ +∇−
1
ν
adW(rW))f = DW(φ
∗f) ∀a ∈ W⊗Λ.
Deswegen gilt insbesondere fu¨r alle f ∈ C∞(M)[[ν]], daß DW(φ
∗τW(f)) = φ
∗(DWτW(f)) =
0, also gibt es ein g ∈ C∞(M)[[ν]] so daß φ∗τW(f) = τW(g), und die Anwendung von σ liefert
g = φ∗f , also φ∗τW(f) = τW(φ
∗f). Damit ist aber schließlich fu¨r alle f, g ∈ C∞(M)[[ν]]:
φ∗(f ∗W g) = φ
∗σ(τW(f) ◦W τW(g)) = σ(τW(φ
∗f) ◦W τW(φ
∗g)) = (φ∗f) ∗W (φ
∗g),
das heißt, φ∗ ist ein ∗W-Automorphismus. 
Sei jetzt X ein glattes Vektorfeld aufM . Wie in Kapitel 3 soll untersucht werden, wann die
Lieableitung LX eine Derivation eines gegebenen Sternprodukts vom Wick-Typ ist. Die
angegebene Bedingung und ihr Beweis sind vo¨llig analog zum Beweis der ersten A¨quivalenz
in Proposition 3.5. Die einzige hier auftauchende zusa¨tzliche Bedingung, na¨mlich LXI = 0,
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besagt gerade, daß X ein Killingvektorfeld bezu¨glich der Ka¨hlermetrik ist, was dafu¨r sorgt,
daß LX eine Derivation des faserweisen Wick-Produkts ◦W ist.
Lemma 5.2 Sei ?W ein Sternprodukt vom Wick-Typ auf (M,ω, I), welches wieder als
Fedosov-Sternprodukt ∗W zu den Daten (∇,ΩW) mit dem Ka¨hlerzusammenhang ∇ und
(K(∗W) − ω) = ΩW ∈ νZ
2
dR(M)[[ν]] vom Typ (1, 1) aufgefaßt werde. Sei X ∈ Γ
∞(TM).
Falls dann gilt LXI = 0 und LXK(∗W) = 0, so ist LX eine ∗W-Derivation.
Beweis: Diese Aussage ist eine leichte Verallgemeinerung der fu¨r gewo¨hnliche Fedosov-
Sternprodukte bekannten Aussagen. Aufgrund der Gleichung LXK(∗W) = LX(ω+ΩW) = 0
ist X symplektisch und LXΩW = 0. Weil auch LXI = 0 gilt, ist dann LXg = 0, d.h.
X ist ein Killingvektorfeld bezu¨glich der Ka¨hlermetrik g. Ausgehend von der expliziten
Form des faserweisen Wick-Produkts ◦W kann man nun beispielsweise direkt in lokalen
Koordinaten berechnen, daß LX eine Derivation des faserweisen Wickprodukts ◦W ist,
indem man die Vertauschungseigenschaft der Lieableitung mit inneren Produkten benutzt,
siehe beispielsweise auch [7, Lemma 4.2] fu¨r die analoge Rechnung im Fall von ◦F.
Wie in Lemma 3.4 kommutiert wieder LX mit δ und mit δ
−1, weil die Lieableitung mit
inneren Produkten und a¨ußeren Ableitungen vertra¨glich ist. Tatsa¨chlich kommutiert LX
aufgrund der zusa¨tzlichen Bedingung LXI = 0 sogar mit den holomorphen und antiho-
lomorphen Komponenten von δ und δ−1. Weil X ein Killingvektorfeld ist, gilt außerdem
[LX ,∇] = 0 und deshalb wieder LXR = 0.
Wendet man nun LX auf Gleichung (4.4) an, so findet man aufgrund von LXΩW = 0
sofort LXrW = 0. Daher gilt dann LXadW(rW)a = adW(rW)LXa fu¨r alle a ∈ W⊗Λ,
das heißt, man kann in (4.5) die Lieableitung auch an adW(rW) ‘vorbeiziehen’ und erha¨lt
schließlich [LX ,DW] = 0. Damit zeigt man aber, da die beno¨tigten Schritte unabha¨ngig
davon sind, ob man DF oder DW betrachtet, ganz genauso wie in der ersten A¨quivalenz
von Proposition 3.5, daß X(f ∗W g) = X(f) ∗W g + f ∗W X(g) fu¨r alle f, g ∈ C
∞(M)[[ν]]
gilt. Also ist LX eine ∗W-Derivation. 
Kommen wir jetzt zu den zentralen Ergebnissen dieses Kapitels. Mithilfe der in Kapitel 4
bereitgestellten Konstruktion fu¨r Sternprodukte ?W vom Wick-Typ nach Karabegov la¨ßt
sich in sehr einfacher Weise zeigen, daß die in Lemma 5.1 und Lemma 5.2 angegebenen
Bedingungen sowohl hinreichend als auch notwendig sind.
Sei zuna¨chst wieder ein beliebiger Diffeomorphismus φ :M →M gegeben. Dann kann
man eine Abbildung auf Sternprodukten definieren durch
ψ : f ? g 7→ φ∗−1(φ∗f ? φ∗g) =: f ?′ g.
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Falls φ∗ ein ?-Automorphismus ist, dann ist ? = ?′. Die folgende Proposition besagt
gerade, daß im Fall von Sternprodukten vom Wick-Typ ?W die Abbildung (4.14) aus Satz
4.7 mit φ∗ vertra¨glich ist, das heißt man zeigt, daß unter der Voraussetzung φ∗I = I auch
φ∗(K(?)) = K(ψ−1(?)) gilt.
Proposition 5.3 (vergl. [45, Prop. 3.1]) Sei ?W ein Sternprodukt vom Wick-Typ auf
(M,ω, I) mit Karabegovs charaktersierender Form K(?W), und sei φ ein Diffeomorphismus
auf M . Dann ist φ∗ ein Automorphismus von ?W genau dann, wenn
φ∗I = I und φ∗K(?W) = K(?W). (5.1)
Beweis: Sei φ∗ (und somit auch φ−1
∗
) ein Automorphismus von ?W. Zu einem Kartenbe-
reich (z, U) gibt es dann einen Kartenbereich (z ′, φ(U)), auf dem nach Lemma 4.5 gilt:
(f ?W φ
−1∗uk)|φ(U) = φ
−1∗(φ∗f ?W uk) = φ
−1∗ (φ∗fuk + νZk(φ
∗f))
= fφ−1
∗
uk + ν
(
φ−1
∗
Zk
)
(f) (5.2)
fu¨r alle lokal definierten Funktionen f ∈ C∞(φ(U)). Man kann insbesondere in lokalen
holomorphen Koordinaten f = z ′
l
wa¨hlen, und da ?W-Linksmultiplikation mit z ′
l
gleich
der punktweisen Multiplikation ist, gilt
z′
l
?W φ
−1∗uk|φ(U) = z′
l
φ−1
∗
uk|φ(U) = z′
l
φ−1
∗
uk|φ(U) + ν
(
φ−1
∗
Zk
)
(z′
l
).
Daher muß
(
φ−1
∗
Zk
)
(z′
l
) = 0 gelten. Das heißt aber, daß auch
(
φ−1
∗
Zk
)
ein lokales
Vektorfeld vom Typ (1, 0) ist, I(φ−1
∗
Zk) = iφ
−1∗Zk = φ
−1∗iZk = φ
−1∗IZk, also bildet
φ−1
∗
Vektorfelder des Typs (1, 0) auf Vektorfelder des Typs (1, 0) ab. Nach [36, Bd.II,
Prop. 2.9] ist deswegen φ∗I = I, also φ holomorph, und insbesondere bildet φ lokale
holomorphe Koordinaten auf lokale holomorphe Koordinaten ab.
Nun ist zu zeigen, daß φ∗K(?W) = K(?W). Betrachte dazu die Gleichung (5.2) in der
Karte (φ∗z, φ−1(U)) =: (w, V ). Man erha¨lt damit
f ?W φ
∗uk = fφ
∗uk + ν(φ
∗Zk)(f)
fu¨r f ∈ C∞(φ−1(U))[[ν]] und wegen φ∗I = I u¨berdies φ∗Zk = Wk. Gema¨ß Kapitel 4,
Gleichung (4.12) berechne man nun K(?W) in der Karte (w, V ):
K(?W)|V = −∂(φ
∗ukdw
k) = −W l(φ
∗uk)dw
l ∧ dwk
= −φ∗(Z luk)(φ
∗dzl) ∧ (φ∗dzk)
= φ∗
(
(−∂)(ukdz
k)
)
= φ∗(K(?)|U ).
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Da aber K(?W) global definiert ist, folgt φ
∗K(?W) = K(?W). Dieses Ergebnis ha¨tte man
ebenso unter Verwendung der zweiten Gleichung aus 4.10 erhalten, wie man leicht nach-
rechnet und wie es auch zu erwarten ist, da bereits eine der beiden Gleichungen K(?W)
festlegt.
Sei nun umgekehrt φ∗I = I und φ∗K(?W) = K(?W), und wir wollen zeigen, daß dann
fu¨r alle f, g ∈ C∞(M)[[ν]] gilt φ∗(f ?W g) = φ
∗f ?W φ
∗g. Man betrachte dazu das fu¨r alle
f, g ∈ C∞(M)[[ν]] folgendermaßen definierte Sternprodukt.
f ?′W g := φ
−1∗ (φ∗f ?W φ
∗g) .
Aus der U¨berlegung, daß f ?W g =
∑
r≥0 ν
rCr(f, g) geschrieben werden kann, folgt dann
f ?′W g =
∑
r≥0 ν
rφ−1
∗
Cr(φ
∗f, φ∗g). Weil aber die Cr gema¨ß Gleichung (4.1) gegeben sind
und nach Voraussetzung φ−1
∗
komplex ist, folgt, daß ?′W vom Wick-Typ auf (M,φ
∗ω, I)
ist. Wegen φ∗K(?W) = φ
∗ω+φ∗ΩW = ω+ΩW ist ?
′
W ein Sternprodukt vom Wick-Typ auf
(M,ω, I).
Wir wollen zeigen, daß φ∗ ein Automorphismus ist, also ?′W = ?W gilt. Sternprodukte
vom Wick-Typ auf (M,ω, I) sind durch Karabegovs charakterisierende Form eindeutig
festgelegt, daher ist die Aussage bewiesen, falls K(?′W) = K(?W) gilt, da dann ?
′
W = ?W.
Um das zu zeigen betrachte man die Karte (z ′, U ′) = (φ−1
∗
z, φ(U)) und schreibe damit
φ−1
∗
Zk = Z
′
k. Man berechnet wieder wie in (5.2):
f ?′W φ
−1∗uk = fφ
−1∗uk + νZ
′
k(f)
mit f ∈ C∞(φ(U)). Damit ist wie oben
K(∗′W)|φ(U) = −Z
′
l
(
φ−1
∗
uk
)
dz′
l
∧ dz′
k
= φ−1
∗
(
−Zl(uk(dz
l ∧ dzk
)
= φ−1
∗
(K(?W)|U ) = K(?)|φ(U)
nach Voraussetzung, und die Proposition ist bewiesen. 
Natu¨rlich ist die Aussage, daß φ symplektisch sein muss, auch bereits nach Lemma 1.5
klar, dort wurde ja gerade φ∗ auf f ?W g − g ?W f = ν{f, g}+O(ν
2) betrachtet.
Man beachte, daß der Beweis von Proposition 5.3 vo¨llig elementar ist, und nur die Glei-
chungen 4.10 benutzt.
Ganz genauso lassen sich notwendige und hinreichende Bedingungen dafu¨r angeben,
daß die Lieableitung eines Vektorfelds X ∈ Γ∞(TM) eine ?W-Derivation ist.
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Proposition 5.4 (vergl. [45, Prop. 3.2]) Es sei ?W ein Sternprodukt vom Wick-Typ
auf (M,ω, I) mit Karabegovs charakterisierender Form K(?W). Ferner sei X ∈ Γ
∞(TM)
ein Vektorfeld. Dann ist LX eine ?W-Derivation genau dann, wenn
LXI = 0 und LXK(?W) = 0. (5.3)
Beweis: Sei LX eine ?W-Derivation, und es soll gezeigt werden, daß daraus notwendig
folgt LXI = 0 = LXK(?W). Man betrachte dazu die nach Lemma 4.5 auf einem kontra-
hierbaren Kartenbereich U gu¨ltige Gleichung f ?W uk = fuk + νZk(f). Wendet man auf
diese Gleichung die Lieableitung an und benutzt die Gleichung nochmals auf der linken
Seite, so ergibt sich
X(f)uk + νZk(X(f)) + f ?W X(uk) = X(fuk) + νX(Zk(f)),
also
f ?W X(uk) = fX(uk) + ν[X,Zk](f). (5.4)
Diese Gleichung muß fu¨r alle f ∈ C∞(U)[[ν]] gelten, also wa¨hle f = zl in der lokalen
holomorphen Karte (z, U). Da ?W-Linksmultiplikation die gewo¨hnliche, punktweise Multi-
plikation ist, folgt damit ν[X,Zk](z
l) = 0. In (z, U) schreibt man X = χmZm + χ
lZ l und
berechnet
[X,Zk] = −Zk(χ
m)Zm − Zk(χ
l)Z l. (5.5)
Insbesondere folgt damit aus ν[X,Zk](z
l) = 0, daß −Zk(χ
l) = 0 sein muß, also ist χl lokal
antiholomorph. Berechnet man die Lieableitung auf der zweiten Gleichung aus (4.10), so
ergibt sich
X(vl) ?W f = X(vl)f + ν[X,Z l](f). (5.6)
Vo¨llig analog folgt daraus ν[X,Z l](z
n) = 0, und mit
[X,Z l] = −Z l(χ
m)Zm − Z l(χ
k)Zk (5.7)
ist daher Z l(χ
m) = 0, also ist χm lokal holomorph.
Man betrachte nun LX(IZk) = (LXI)Zk + I(LXZk) und beachte dabei, daß Zk vom
Typ (1, 0) ist, das heißt, es gilt in lokalen holomorphen Koordinaten mithilfe von Gleichung
(5.5):
(LXI)Zk = LX(IZk) + I([X,Zk]) = iLXZk − I
(
Zk(χ
m)Zm + Zk(χ
l)Z l
)
.
Da aber Zk(χ
l) = 0 gilt, ist [X,Zk] = −Zk(χ
m)Zm, also vom Typ (1, 0), und daher ist
(LXI)Zk = 0. Ebenso folgt mit Gleichung (5.5) und der Tatsache, daß χ
m lokal holomorph
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ist, die Gleichung (LXI)Z l = 0. Damit verschwindet aber der Endomorphismus (LXI) ∈
Γ∞(End(TM)) auf allen lokalen Basisvektorfeldern und damit u¨berall, LXI = 0.
Um zu zeigen, daß auch LXK(?W) = 0 ist, betrachte man K(?W) = ∂(−ukdz
k). Da
bereits LXI = 0 gezeigt ist, ist LX auch mit ∂ und ∂ vertra¨glich, und es ist
LXK(?W) = −∂LX(ukdz
k) = −∂(X(uk)dz
k + ukLXdz
k)
= −∂(X(uk)dz
k + ukdχ
k)
= −
(
Z l(X(uk))dz
l ∧ dzk +X(uk)∂dz
k + Zl(uk)dz
l ∧ dχk + uk∂dχ
k
)
= −
(
Z l(X(uk))dz
l ∧ dzk + Zl(uk)Zk(χ
m)dzl ∧ dzk
)
, (5.8)
wobei ∂dχk = 0, da χk lokal holomorph ist und daher auch dχm = Zk(χ
m)dzk gilt. Man
wende nun nocheinmal LX auf die Gleichung vl ?W uk = vluk + νZl(uk) an. Damit erha¨lt
man
X(vl)uk +X(uk)vl + νZk(X(vl)) + νZ l(X(uk)) = X(vl)uk +X(uk)vl + νX(Zk(vl)),
also gilt X(Zk(vl)) = Zk(X(vl)) + Z l(X(uk)), das heißt
[X,Zk](vl) = Z l(X(uk)).
Aufgrund von Gleichung (5.5) ist aber andererseits
[X,Zk](vl) = −Zk(χ
m)Zm(vl) = −Zk(χ
m)Z l(um),
da stets Zm(vl) = Zl(um) ist. Also verschwindet die rechte Seite von (5.8), und es ist
schließlich LXK(?W) = 0.
Sei umgekehrt LXI = 0 = LXK(?W). Wieder schreibe man X = χ + χ mit χ ∈
Γ∞(TM1,0) und χ ∈ Γ∞(TM0,1), also in lokalen, holomorphen Koordinaten X = χnZn+
χlZl. Da LXI = 0 ist, folgt aus 0 = (LXI)Zk = iLXZk−ILXZk, daß LXZk vom Typ (1, 0)
ist. Aufgrund von Gleichung (5.5) muß daher lokal Zk(χ
l) = 0 gelten, also χl antiholomorph
sein. Genauso folgt aus LX(IZm)− ILXZm = 0, daß LXZm vom Typ (0, 1) ist und daher
nach Gleichung (5.7) χm holomorph sein muß.
Nun ist 0 = LXK(?W) = d(iXK(?W)), und daher gibt es auf einem offenen, kontra-
hierbaren Kartenbereich U eine formale Funktion f ∈ C∞(U)[[ν]] mit
iXK(?W) = iχ+χK(?W) = df = (∂ + ∂)f.
Weil χ und χ vom Typ (1, 0) bzw. (0, 1) sind, ist daher insbesondere
iχK(?W) = ∂f und iχK(?W) = ∂f. (5.9)
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Nun ist nach (4.12) K(?W)|U = Zk(vl)dz
k ∧ dzl = Zl(uk)dz
k ∧ dzl. Daher ergibt sich aus
der ersten Gleichung von (5.9)
Zk(f)dz
k = iχnZnK(?W) = χ
nZ l(un)dz
l = Z l(unχ
n))dzl − Zl(χ
n)undz
l︸ ︷︷ ︸
=0
,
also ist lokal
f = ukχ
n + h (5.10)
mit einer lokal holomorphen formalen Funktion h. Genauso ergibt sich aus der zweiten
Gleichung von (5.9) die Gleichung Zk(f) = −Zk(vlχ
l), also ist
f = −vlχ
l + h (5.11)
mit h ∈ O(U). Weil nun ?W-Linksmultiplikation mit χ
l und ?W-Rechtsmultiplikation mit
χn beide gleich der punktweisen Multiplikation sind, ist fu¨r irgendein g ∈ C∞(M)[[ν]] mit
diesen Ergebnissen einerseits
g?Wf = g?W(un?Wχ
n+h) = gh+(g?Wun)?Wχ
n = gh+(g?Wun)χ
n = gh+(gun+νZn(g))χ
n,
andererseits ist genauso
f ?W g = (h− vlχ
l) ?W g = hg − χ
l(vlg − νZ l(g)).
Aus diesen beiden Gleichungen folgt
ad?W(f)g = f ?W g − g ?W f = hg − χ
l(vlg + νZ l(g)) − gh− (guk + νZk(g))χ
k.
Nun gilt aufgrund der Gleichungen (5.10) und (5.11) 0 = h − h − χlvl − χ
kuk, und setzt
man dies wieder in ad?W(f)g ein, so erha¨lt man
ad?W(f)g = −ν
(
χlZl + χ
nZn
)
(g) = −νX(g) = −νLXg.
Damit ist aber gezeigt, daß es fu¨r jeden offenen, kontrahierbaren Kartenbereich U ⊂ M
eine lokal definierte formale Funktion f ∈ C∞(U)[[ν]] gibt, fu¨r die
X|C∞(U)[[ν]] = LX |C∞(U)[[ν]] = −
1
ν
ad?W(f)|C∞(U)[[ν]]. (5.12)
Damit ist LX fu¨r alle offenen, kontrahierbaren U ⊂M immer lokal sogar eine quasi-innere
?W-Derivation und daher insbesondere eine Derivation. 
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Mit den Ergebnissen aus dem Beweis von Proposition 5.4 kann man nun sofort auf ele-
mentare Art und Weise eine notwendige und hinreichende Bedingung dafu¨r angeben, daß
die Lieableitung eine quasi-innere ?W-Derivation ist. Auch diese Aussage ließe sich prin-
zipiell mithilfe der Fedosov-Konstruktion fu¨r Sternprodukte ∗W vom Wick-Typ erhalten.
Dafu¨r beno¨tigte man wie in Abschnitt 3.1 die explizite Konstruktion von ∗W-Derivationen
und ein Analogon der deformierten Cartanformel fu¨r Sternprodukte vom Wick-Typ. Man
vergleiche auch hier, um wieviel einfacher der auf Karabegovs Konstruktion beruhende
Beweis ist.
Satz 5.5 (vergleiche [45, Prop. 3.5]) Es sei ?W ein Sternprodukt vom Wick-Typ auf
(M,ω, I) und K(?W) sei die zugeho¨rige Karabegov-Form. Sei X ∈ Γ
∞(TM) und sei LX
eine ?W-Derivation. Dann ist LX sogar quasi-innere Derivation – das heißt, es gibt eine
formale Funktion f ∈ C∞(M)[[ν]] mit LX = −
1
νad?W(f) – genau dann, wenn es eine
formale Funktion f ∈ C∞(M)[[ν]] gibt mit
df = iXK(?W). (5.13)
Ist das der Fall, so ist LXg = X(g) = Xf0(g) = −
1
ν ad?(f)g fu¨r alle g ∈ C
∞(M)[[ν]], wobei
wieder f = f0 + f+ mit f0 ∈ C
∞(M) and f+ ∈ νC
∞(M)[[ν]].
Beweis: Sei LX eine ?W-Derivation. Dann ist nach Proposition 5.4 LXI = 0 = LXK(?W).
Im Beweis von Proposition 5.4 wurde aber bereits gezeigt, daß aus LXI = 0 = LXK(?W)
folgt, daß es auf jedem kontrahierbaren offenen Kartenbereich U ⊆M eine lokal definierte
formale Funktion f ∈ C∞(U)[[ν]] gibt, welche df = iXK(?W)|U erfu¨llt, und daß daraus
folgt, daß X|C∞(U) = −
1
ν ad?W(f)|C∞(U). Gibt es also eine global definierte formale Funk-
tion f ∈ C∞(M)[[ν]], die der Gleichung df = iXK(?W) genu¨gt, so gilt nach Gleichung
(5.12) global LX = −
1
ν ad?W(f).
Ist umgekehrt LX eine quasi-innere Derivation, dann gilt fu¨r alle g ∈ C
∞(M)[[ν]], mit
X = χ+ χ, χ ∈ Γ∞(TM1,0) und χ ∈ Γ∞(TM0,1):
ν
(
χ(g) + χ(g)
)
= g ?W f − f ?W g. (5.14)
Da ?W vomWick-Typ ist, ist f?Wg = fg+Df (g), wobei Df lokal der durch
∑
r≥1 ν
rCr(f, ·)
mit Cr wie in (4.1) gegebene Differentialoperator ist. Insbesondere entha¨lt Df nur Ablei-
tungen von g in antiholomorphe Richtungen. Ebenso ist g ?W f = fg + Ef (g), und Ef
ist ein Differentialoperator, der auf Konstanten verschwindet und der nur Ableitungen in
holomorphe Richtungen entha¨lt. Damit ist
g ?W f − f ?W g = Ef (g)−Df (g).
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Aufgrund von (5.14) ist dann aber Df (g) = −νχ(g) und Ef (g) = νχ(g), das heißt, es ist
f ?W g = fg − νχ(g) und g ?W f = fg + νχ(g).
Mittels der Gleichungen (4.10) ist dann χ(uk) = −Zk(f) und χ(vl) = Z l(f), somit also
∂f = −χlZ l(uk)dz
k und ∂f = χnZn(vj)dz
j. (5.15)
Da aber gema¨ß (4.12) K(?W) = −Zj(uk)dz
j ∧ dzk = Zj(vl)dz
j ∧ dzl ist, folgt mit den
Gleichungen (5.15):
iχK(?W) = χ
nZn(vl)dz
l = ∂f und iχK(?W) = −χ
lZ
l
(uk)dz
k = ∂f.
Damit ist aber iXK(?W) = iχ+χK(?W) = (∂+ ∂)f = df , und die Exaktheit von iXK(?W)
ist also eine notwendige Bedingung dafu¨r, daß LX eine quasi-innere ?W-Derivation ist.
Da schließlich df = df0 + df+ = iX(ω + ΩW) gilt, ist offensichtlich df0 = iXω, also
X = Xf0 ein Hamiltonsches Vektorfeld zur Funktion f0. 
5.2 Klassifikation invarianter Sternprodukte vomWick-Typ
und Quantenimpulsabbildungen
Mittels der in Abschnitt 5.1 bewiesenen Aussagen la¨ßt sich jetzt eine Verscha¨rfung des
Klassifikationsergebnisses [5, Thm. 4.1] erzielen. Eine wichtige Folgerung aus den Proposi-
tionen 5.3 und 5.4 ist insbesondere die Tatsache, daß fu¨r einen Diffeomorphismus φ, dessen
induzierte Abbildung φ∗ ein ?W-Automorphimus ist notwendig φ
∗g = g gilt, und daß fu¨r
ein Vektorfeld X, dessen Lieableitung eine ?W-Derivation ist notwendig LXg = 0 ist. Die
isometrischen Diffeomorphismen einer Riemannschen Mannigfaltigkeit besitzen aber [36,
Bd. I, Note 9, S. 288ff, Bd. II, Note 13., Thm. 1, S. 333] die Struktur einer endlichdimensio-
nalen Liegruppe, und eine analoge Aussage gilt fu¨r die Liealgebra der Killingvektorfelder.
Es stellt daher jetzt keine Einschra¨nkung mehr dar, wenn ab sofort stets die Wirkun-
gen endlichdimensionaler, reeller oder komplexer Liegruppen oder Liealgebren betrachtet
werden.
Zuerst werden nochmals einige Definitionen zur Invarianz von Sternprodukten bezu¨g-
lich der Wirkung einer Liegruppe beno¨tigt [2].
Sei G eine Liegruppe und sei Φ : G ×M → M eine (Links-) Wirkung von G auf M ,
wobei fu¨r alle g ∈ G mit φg der durch φg(m) := Φ(g,m) gegebene Diffeomorphismus
bezeichnet werde. Dann ist fu¨r alle g ∈ G durch
R : (g, f) 7→ Rg(f) =: φ
∗
g−1f ∀f ∈ C
∞(M)[[ν]] (5.16)
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eine (Links-) Wirkung von G auf C∞(M)[[ν]] gegeben, wobei mit φ∗ auch die natu¨rli-
che (also komponentenweise) Fortsetzung der induzierten Abbildung φ∗ auf C∞(M)[[ν]]
bezeichnet sei.
Definition 5.6 Ein Sternprodukt ? heißt G–invariant [2], falls fu¨r alle g ∈ G die Abbildung
Rg ein ?-Automorphismus ist, das heißt, falls fu¨r alle u, v ∈ C
∞(M)[[ν]] gilt Rg(u ? v) =
Rg(u) ?Rg(v).
Es sei nun wie in Abschnitt 3.3 g eine endlichdimensionale, reelle oder komplexe Lieal-
gebra, und gema¨ß Gleichung (3.16) sei wieder ein Liealgebren-Antihomomorphismus von
g in die Liealgebra Γ∞symp(TM) definiert durch X. : ζ 7→ Xζ und [Xζ , Xη] = −X[ζ,η] fu¨r alle
ζ, η ∈ g. Wie in (3.17) sei dann eine Liealgebren-Wirkung ρ(ζ)f := −LXζf = −Xζ(f) fu¨r
alle f ∈ C∞(M)[[ν]] und fu¨r alle ζ ∈ g von g auf C∞(M)[[ν]] gegeben. Wie in Definition
3.12 heiße ein Sternprodukt ? g–invariant, falls fu¨r alle ζ ∈ g die Abbildung ρ(ζ) eine
?-Derivation ist. Fu¨r den Fall, daß g die Liealgebra Lie(G) einer Liegruppe G ist, erha¨lt
man eine solche Liealgebren-Wirkung ρ wie in (3.17) insbesondere aus R durch die soge-
nannten infinitesimalen Erzeugenden Xξ(m) :=
d
dt
∣∣
t=0
Φ(exp(tξ),m) fu¨r alle m ∈ M . Ist
ein Sternprodukt G-invariant, so ist es insbesondere auch g-invariant fu¨r g = Lie(G). Fu¨r
eine zusammenha¨ngende Liegruppe G folgt (vergl. [1, Chap. 4]) aus Lie(G)-Invarianz auch
die G-Invarianz eines gegebenen Sternprodukts.
Analog zu Abschnitt 3.3 ko¨nnen nun mittels der Propositionen 5.3 and 5.4 sofort not-
wendige und hinreichende Bedingungen fu¨r die G-Invarianz und g-Invarianz eines Stern-
produkts vom Wick-Typ hergeleitet werden. Daru¨berhinaus wird eine vollsta¨ndige Klas-
sifizierung invarianter Sternprodukte vom Wick-Typ erreicht:
Proposition 5.7 Sei wieder (M,ω, I) eine Ka¨hler-Mannigfaltigkeit, R die Aktion einer
Liegruppe G wie in (5.16) und ρ die Aktion einer Liealgebra g wie in (3.17).
i.) Es gibt G-invariante Sternprodukte ?W vom Wick-Typ (M,ω, I) genau dann, wenn
φ∗gI = I und φ
∗
gω = ω
fu¨r alle g ∈ G. Die Einschra¨nkung der Abbildung K aus (4.14) in Satz 4.7 auf G–
invariante Sternprodukte ?W
inv vom Wick-Typ ist eine Bijektion:
K : {?W
inv} 7→ {ΩW ∈ νZ
2
dR(M,C)
1,1[[ν]] |φ∗gΩW = ΩW ∀g ∈ G}.
ii.) Es gibt g-invariante Sternprodukte ?W vom Wick-Typ (M,ω, I) genau dann, wenn
LXζ I = 0 und LXζω = 0
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fu¨r alle ζ ∈ g. Die Einschra¨nkung der Abbildung K aus (4.14) in Satz 4.7 auf g–
invariante Sternprodukte ?W
inv vom Wick-Typ ist eine Bijektion:
K : {?W
inv} 7→ {ΩW ∈ νZ
2
dR(M,C)
1,1[[ν]] | LXξΩW = 0 ∀ξ ∈ g}.
Die Menge der invarianten Sternprodukte vom Wick-Typ wird also eindeutig be-
schrieben durch die Menge der invarianten Elemente von νZ 2dR(M,C)
1,1[[ν]].
In [5, Thm. 4.1] wurde fu¨r beliebige Sternprodukte auf symplektischen Mannigfaltig-
keiten fu¨r den Fall der Wirkung einer Untergruppe der affinen, symplektischen Diffeo-
morphismen eine schwa¨chere Form dieser Klassifizierung angegeben, die, ausgehend von
hinreichenden Bedingungen fu¨r Invarianz, spezielle A¨quivalenzklassen der betrachteten
Sternprodukte durch invariante Elemente von H 2dR(M,C)[[ν]] parametrisiert.
Bisweilen werden bei Untersuchungen von Invarianz von Sternprodukten bezu¨glich der
Wirkungen von Liegruppen zusa¨tzliche Annahmen gemacht, beispielsweise Kompaktheit
von G (etwa in [28]), welche garantiert, daß die Aktion R eigentlich ist. Dies ist wiederum
eine der Voraussetzungen der Marsden-Weinstein Reduktion der klassischen Mechanik,
siehe etwa [1, Chap. 4.3]. Ist etwa die Gruppenwirkung effektiv, so ergibt sich fu¨r zusam-
menha¨ngende, kompakte Ka¨hlermannigfaltigkeiten beispielsweise aus Proposition 5.7, daß
fu¨r ein G-invariantes Sternprodukt vom Wick Typ auf einer solchen Mannigfaltigkeit G
bereits kompakt sein muss [36, Bd. I, Chap. VI, Thm. 3.4]. Somit wa¨re in diesem Spezial-
fall die Annahme der Kompaktheit keine Einschra¨nkung mehr; hier werden aber weiterhin
außer den fu¨r Invarianz notwendigen Bedingungen keine derartigen Annahmen gemacht.
Es ist in diesem Zusammenhang auch bemerkenswert, daß die notwendigen und hin-
reichenden Bedingungen fu¨r G-Invarianz eines Sternprodukts vom Wick-Typ auf (M,ω, I)
auch hinreichende Bedingungen dafu¨r sind, daß, falls ein klassisch reduzierter Phasenraum
existiert, dieser eine Ka¨hlerstruktur besitzt (siehe etwa [29]). Das heißt, die Invarianz ei-
nes Sternprodukts vom Wick-Typ erzwingt die Vertra¨glichkeit der Ka¨hlerstruktur mit der
klassischen Reduktion.
Fu¨r den Rest dieses Kapitels sollen nun nur noch Aktionen einer Liealgebra g unter-
sucht werden. Fu¨r den Fall der Aktion (5.16) einer Liegruppe G werde stets die Aktion ρ
von g = Lie(G) mittels der infinitesimalen Erzeugenden betrachtet. Wenn also von invari-
anten Sternprodukten die Rede ist, so ist damit immer g-Invarianz bzw. Lie(G)-Invarianz
gemeint. Weiter beachte man, daß im Fall der Wirkung R einer Liegruppe G eine gegebene
Hamiltonfunktion eine Impulsabbildung ist, falls sie Ad∗-a¨quivariant ist, das heißt mit der
in Abschnitt 3.3 eingefu¨hrten Notation, falls fu¨r alle g ∈ G und alle ζ ∈ g gilt
RgJ0(ζ) = J0(Ad(g)ζ),
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da diese Bedingung nach [1, Cor. 4.2.9] hinreichend dafu¨r ist, daß J0 einen Liealgebren-
Homomorphismus von g auf die Liealgebra (C∞(M), {·, ·}) definiert, also J0 nach Abschnitt
3.3 eine klassische Impulsabbildung definiert.
Man erinnere sich nun an die Definitionen und Schreibweisen aus Abschnitt 3.3, ins-
besondere die Begriffe der Hamiltonschen Wirkung aus Definition 3.14, der Quanten-
Hamiltonfunktion und der Quanten-Impulsabbildung aus den Definitionen 3.15 und 3.16.
Wie fu¨r die klassische Impulsabbildung J0 ist im Falle der Wirkung R einer Liegruppe G
eine Ad∗-a¨quivariante Quanten-Hamiltonfunktion J bereits eine Quantenimpulsabbildung,
was man wie im klassischen Fall einfach daran sieht, daß
d
dt
∣∣∣∣
t=0
Rexp(tζ)(J(η)) = ρ(ζ)J(η) =
1
ν
ad?W(J(ζ))J(η)
=
d
dt
∣∣∣∣
t=0
J (Ad(exp(tζ))η) = J(ad(ζ)η)
gilt und somit die Definition 3.16 einer Quantenimpulsabbildung die
”
infinitesimale“ Ver-
sion der Ad∗-A¨quivarianz einer gegebenen Quanten-Hamiltonfunktion ist. Mit den Er-
gebnissen dieses Kapitels ist es jetzt leicht, fu¨r Sternprodukte vom Wick-Typ notwendige
und hinreichende Bedingungen fu¨r die Existenz und Eindeutigkeit von Quanten-Hamilton-
funktionen und Quantenimpulsabbildungen zu nennen. Wie in Satz 3.17 erha¨lt man direkt:
Satz 5.8 Ein invariantes Sternprodukt ?W vom Wick-Typ auf (M,ω, I) mit Karabegovs
charakterisierender Form K(?W) besitzt eine Quanten-Hamiltonfunktion genau dann, wenn
es ein J ∈ C1(g, C∞(M))[[ν]] gibt, so daß fu¨r alle ζ ∈ g gilt
dJ(ζ) = iXζK(?W), (5.17)
das heißt genau dann, wenn fu¨r die deRham-Kohomologieklasse von iXζK(?W) gilt:
[iXζK(?W)] = [0].
Diese Bedingung bedeutet insbesondere, daß J bis auf formale Konstanten in C 1(g,  )[[ν]]
festgelegt ist. Mittels Satz 5.5 la¨ßt sich Gleichung (5.17) aufgrund der Tatsache, daß Xζ =
XJ0(ζ) gelten muß, insbesondere schreiben als dJ+(ζ) = iXJ0(ζ) (K(?W)− ω).
Wie schon im Fall der Fedosov-Sternprodukte ∗F ist bereits aufgrund von Proposition
3.2 klar, daß die Bedingung H1dR(M)[[ν]] = {0} ausreicht, zu garantieren, daß Quanten-
Hamiltonfunktionen fu¨r ein beliebiges invariantes Sternprodukt ? existieren. Im hier unter-
suchten Fall der Sternprodukte vom Wick-Typ ist wie in Abschnitt 3.3 schon die wesentlich
schwa¨chere Bedingung hinreichend, daß lediglich ganz bestimmte Kohomologieklassen ver-
schwinden mu¨ssen.
86 Kapitel 5. – Invariante Sternprodukte vom Wick-Typ
Man erinnere sich an Definition der starken Invarianz (Definition 3.18). Auch hier
erha¨lt man sofort:
Satz 5.9 Es sei ?W ein invariantes Sternprodukt vom Wick-Typ auf (M,ω, I) mit Ka-
rabegovs charakterisierender Form K(?W). Weiter sei J0 eine klassische Impulsabbildung
bezu¨glich ρ oder R. Dann ist ?W stark invariant genau dann, wenn fu¨r alle ζ ∈ g gilt:
iXζ (K(?W)− ω) = 0.
Wie in Satz 3.19 gezeigt wurde ist dann sogar jede klassische Impulsabbildung auch eine
Quantenimpulsabbildung.
Beweis: Der Beweis ist vo¨llig analog zum Beweis von Satz 3.19 und eine einfache Fol-
gerung aus Satz 5.8. Denn J0 ist Quanten-Hamiltonfunktion genau dann, wenn dJ0(ζ) =
iXζK(?W) = iXJ0(ζ)K(?W) = dJ0(ζ) + iXζΩW fu¨r alle ζ ∈ g gilt, was genau dann der Fall
ist, wenn iXζ (K(?W)− ω) = iXζΩW = 0. 
Ebenfalls direkt und ohne weitere Rechnung lassen sich die weiteren Ergebnisse aus
Abschnitt 3.3 u¨bertragen. Sei eine Quanten-Hamiltonfunktion J zur Wirkung R oder ρ
fu¨r ein invariantes Sternprodukt ?W vom Wick-Typ gegeben. Man betrachte die in (3.21)
definierte 2-Kokette λ ∈ C2(g, C∞(M))[[ν]]. Dann gilt
Proposition 5.10 ([45, Prop. 4.3]) Es sei ?W ein Sternprodukt vom Wick-Typ und J
eine zur Wirkung R oder ρ zugeho¨rige Quanten-Hamiltonfunktion. Definiert man eine 2-
Kokette λ ∈ C2(g, C∞(M))[[ν]] wie in (3.21), so ist λ konstant, d.h. λ ∈ C 2(g,  )[[ν]].
Weiter ist λ sogar ein 2-Kozykel, λ ∈ Z20 (g,  )[[ν]], welcher in diesem Fall explizit ange-
geben werden kann:
λ(ζ, η) = K(?W)(Xζ , Xη)− J([ζ, η]). (5.18)
Die Kohomologieklasse [λ] ∈ H20 (g,  )[[ν]] ist dabei unabha¨ngig von der Wahl von J . Es
gibt Quantenimpulsabbildungen genau dann, wenn [λ] = [0] ∈ H 20 (g,C)[[ν]]. Tatsa¨chlich
ist fu¨r alle a ∈ C1(g,C)[[ν]] mit δ0a = λ die Abbildung J
a := J − a ∈ C1(g, C∞(M))[[ν]]
eine Quantenimpulsabbildung fu¨r ?W, die Quantenimpulsabbildung ist also eindeutig bis
auf Elemente von Z10 (g,C)[[ν]]. Damit ist aber eine Quantenimpulsabbildung eindeutig
bestimmt genau dann, wenn H10 (g,C) = 0.
Wieder beachte man, daß auch hier, anders als im von Xu [64] studierten Fall, der
2-Kozykel λ konkret mithilfe von Karabegovs charakterisierender Form K(?W) und der
Abbildung X. aus (3.16) angegeben werden kann. Abschließend betrachten wir noch das
5.2 – Klassifikation und Quantenimpulsabbildungen 87
Analogon von Satz 3.21. Sei also (M,ω, I) eine Ka¨hlermannigfaltigkeit mit einer Hamil-
tonschen G- oder g-Wirkung, und sei eine klassische Impulsabbildung gegeben.
Satz 5.11 ([45, Cor. 4.5]) Sei ?W ein invariantes Sternprodukt vom Wick-Typ auf
(M,ω, I) und sei J0 eine klassische Impulsabbildung zur Liealgebrenaktion ρ aus (3.17).
Fu¨r die Existenz einer zugeho¨rigen Quantenimpulsabbildung ist notwendig und hinrei-
chend, daß es eine formale 1-Kokette J+ ∈ νC
1(g, C∞(M))[[ν]] gibt, welche fu¨r alle ζ, η ∈ g
die Gleichungen
iXζ (K(?W)− ω) = iXJ0(ζ)(K(?W)− ω) = dJ+(ζ)
und
(δρJ+)(ζ, η) = (K(?W)− ω)(Xζ , Xη) = (K(?W)− ω)(XJ0(ζ), XJ0(η))
erfu¨llt. Aus Proposition (5.10) folgt zudem sofort, daß dann J+ bis auf Elemente von
νZ10(g,  )[[ν]] bestimmt ist.
Beweis: Der Beweis ist vo¨llig analog zum Beweis von Satz 3.21. Die genannten Bedin-
gungen sind a¨quivalent dazu, daß J erstens eine Quanten-Hamiltonfunktion und zwei-
tens nach Proposition 5.10 sogar eine Quantenimpulsabbildung ist. Nach Satz 5.8 ist die
Gu¨ltigkeit der ersten Gleichung notwendig und hinreichend fu¨r die Existenz einer Quanten-
Hamiltonfunktion. Damit diese eine Quantenimpulsabbildung definiert, muß λ(ζ, η) = 0
fu¨r alle ζ, η in g gelten, also folgt, weil Xζ = XJ0(ζ) und Xη = XJ0(η) Hamiltonsch sein
mu¨ssen insbesondere, daß J+([ζ, η]) = (K(?W)− ω)(Xζ , Xη). Andererseits ist wie im Be-
weis von Satz 3.21
(δρJ+)(ζ, η) = {J0(ζ), J+(η)} − {J0(η), J+(ζ)} − J+([ζ, η])
= −LXJ0(ζ)J+(η) + LXJ0(η)J+(ζ)− (K(?W)− ω)(Xζ , Xη)
= (K(?W)− ω)(Xζ , Xη) = (K(?W)− ω)(XJ0(ζ), XJ0(η)).
Die Aussage, daß J+ bis auf Elemente von νZ
1
0 (g,  )[[ν]] bestimmt sei, ist wieder klar
aufgrund der Aussage von Proposition (5.10), daß eine Quantenimpulsabbildung bis auf
Elemente von Z10 (g,  )[[ν]] bestimmt ist. 
Wie bereits im Fall der Fedosov-Sternprodukte in Kapitel 3 ist es aufgrund von Satz
5.11 mo¨glich, die von Xu [64] fu¨r Fedosov-Sternprodukte gestellte, wichtige Frage zu beant-
worten, ob aus der Existenz einer klassischen Impulsabbildung immer die Existenz einer
(Xu-)Quantenimpulsabbildung folge. Auch fu¨r Sternprodukte ?W vom Wick-Typ ist das
im allgemeinen nicht der Fall, da Karabegovs charakterisierende Form K(?W) allgemein
eine nicht-triviale Deformation von ω ist.
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Beispiele und Ausblick
Wie bereits in Kapitel 3 mo¨chte ich jetzt noch einige wichtige Beispiele nennen und zudem
auf mo¨gliche Gegensta¨nde weiterer Untersuchungen hinweisen.
Halbeinfache Liealgebren
Natu¨rlich gilt auch fu¨r Sternprodukte vom Wick-Typ genauso wie in dem am Schluß von
Kapitel 3 erkla¨rten Beispiel, daß es im Fall der Wirkung einer halbeinfachen Liealgebra
aufgrund der Whitehead-Lemmas und aufgrund des deformierten Sternberg-Lemmas fu¨r
ein gegebenes invariantes Sternprodukt vom Wick-Typ immer eine eindeutige Quanten-
impulsabbildung gibt.
Dieser Fall ist fu¨r Sternprodukte vom Wick-Typ deswegen besonders interessant, weil
nach [36, Bd. II, Note 13, p. 335] die Liegruppe G (und damit auch die Liealgebra Lie(G))
der Isometrien einer zusammenha¨ngenden, kompakten, homogenen Riemannschen Man-
nigfaltigkeit M halbeinfach ist, falls fu¨r die Euler-Charakteristik χ(M) gilt χ(M) 6= 0.
Also gibt es fu¨r invariante Sternprodukte vom Wick-Typ auf solchen Mannigfaltigkeiten
immer eine eindeutige Quantenimpulsabbildung.
Bemerkung: Tatsa¨chlich ist die Bedingung, daß die ?W-Automorphismen und Derivatio-
nen notwendig isometrisch sein mu¨ssen, eine einschneidende Forderung. Mo¨glicherweise ist
es sinnvoll, fu¨r Diffeomorphismen φ auf M bzw. Vektorfelder X ∈ Γ∞(TM) anstelle von
φ∗ und LX Deformationen ψ
∗ = φ∗ +O(ν) und X = LX +O(ν) zu untersuchen.
Das Sternprodukt ∗W nach Bordemann und Waldmann
In der ersten Konstruktion eines Sternprodukts vom Wick-Typ mittels der Fedosov-Kon-
struktion in [10] sind die Autoren vom Spezialfall ΩW = 0 ausgegangen. In diesem Fall ist
nach Proposition 5.7 und Satz 5.9 ein Sternprodukt vom Wick-Typ stark invariant, falls
die symplektische Form ω und die komplexe Struktur I invariant sind (insbesondere ist
dann auch der Riemann-Zusammenhang aufM invariant), und falls es dann eine klassische
Impulsabbildung gibt, so ist diese auch Quantenimpulsabbildung.
Abelsche Liealgebren
Wie in Kapitel 3 ist fu¨r die Aktion einer Abelschen Liealgebra g nicht klar, ob die Vektor-
felder Xη fu¨r alle η ∈ g Hamiltonsch sind oder nicht. Selbst wenn es eine Quantenimpuls-
abbildung gibt, so kann man diese immer um ein beliebiges Element der dualen Liealgebra
g∗ aba¨ndern.
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Existenz eines invarianten formalen Potentials fu¨r die Karabegov-Form
Sei ?W ein invariantes Sternprodukt vom Wick-Typ auf (M,ω, I). Sei weiter ein globales
formales Ka¨hlerpotential ϕ ∈ C∞(M)[[ν]] fu¨r K(?W) gegeben, also K(?W) = ∂∂ϕ, und sei
ϕ invariant, also LXζ (ϕ) = 0 fu¨r alle ζ ∈ g.
Dann ist J(ζ) := 12i(IXζ)(ϕ) eine zugeho¨rige Quantenimpulsabbildung, wie man fol-
gendermaßen sieht:
Zuna¨chst ist ∂∂ = d∂ und iXd∂ = LX∂ − diX∂. Fu¨r alle ζ ∈ g ist aufgrund der Inva-
rianz von ?W zwingend LXζ I = 0, daher vertauscht LXζ mit ∂ und ∂. Schreibt man in
Koordinaten Xζ = χ+ χ = χ
nZn + χ
lZl, so gilt
iXζK(?W) = iXζd∂ϕ = (LXζ∂ − diXζ∂)ϕ
= ∂LXζ(ϕ)− diXζ∂ϕ = −d(χϕ) = d(χϕ),
da nach Voraussetzung (χ+χ)(ϕ) = 0 ist. Andererseits gilt aber (IXζ) (ϕ) = 2iχ(ϕ), also
ist iXζK(?W) =
1
2id ((IXζ)(ϕ)) = dJ(ζ). Also ist J eine zugeho¨rige Quanten-Hamilton-
funktion. Weiter ist
K(?W)(Xζ , Xη) = (dJ(ζ))(Xη) = Xη(J(ζ)) =
1
2i
(dϕ)(ILXηXζ)
=
1
2i
(dϕ)(−IX[η,ζ]) =
1
2i
(IX[ζ,η])(ϕ) = J([ζ, η]).
Also ist λ(ζ, η) = 0 fu¨r alle ζ, η ∈ g, und daher ist J(ζ) = 12i(IXζ)(ϕ) eine Quantenim-
pulsabbildung.
Das Berezin-Toeplitz Sternprodukt nach Karabegov und Schlichenmaier
Das nach [53, 54] zur Berezin-Toeplitz-Quantisierung auf quantisierbaren Ka¨hlermannig-
faltigkeiten geho¨rende eindeutige Sternprodukt ?BT wurde in [34] von Karabegov und
Schlichenmaier als Sternprodukt vom Wick-Typ identifiziert. Seine Karabegov-Form ist in
der hier benutzten Notation als
K(?BT) = ω +ΩBT = ω +
2ν
i
Ric
gegeben (siehe [34]), wobei mit Ric die Ricci-Form bezeichnet werde, welche explizit als
Ric(·, ·) = − 14 tr(R(·, ·)I) gegeben ist. Falls nun ω und I invariant sind, so sind der Ka¨hler-
zusammenhang und seine Kru¨mmung und daher auch Ric invariant, und somit ist das
Berezin-Toeplitz-Sternprodukt ?BT nach Proposition 5.7 invariant. Nun berechnet man
mithilfe des invarianten Ka¨hlerzusammenhangs, daß iXζRic = d
(
1
4 tr(∇(IXζ))
)
gilt. Defi-
niert man also j(ζ) := 14 tr(∇(IXζ)), so ist iXζRic = dj(ζ). Ebenso berechnet man auch,
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daß Ric(Xζ , Xη) = j([ζ, η]) gilt. Falls es also eine klassische Impulsabbildung J0 gibt, so
ist damit offenbar
J(ζ) := J0(ζ) + J+(ζ) mit J+(ζ) :=
2ν
i
j(ζ)
fu¨r alle ζ ∈ g eine Quantenimpulsabbildung. Fu¨r invariante Berezin-Toeplitz-Sternprodukte
gibt es also zu einer gegebenen klassischen Impulsabbildung immer Quantenimpulsabbil-
dungen. Die Untersuchung dieser Quantenimpulsabbildungen ko¨nnte mo¨glicherweise einen
interessanten Vergleich mit den Untersuchungen zu Automorphismen der Operatoralgebra
der Berezin-Toeplitz Quantisierung in [65] liefern.
Mit den Ergebnissen von Kapitel 3 und Kapitel 5 sind nun aber insgesamt die Vorausset-
zungen geschaffen, um eine Verallgemeinerung der klassischen Phasenraumreduktion im
Rahmen der Deformationsquantisierung studieren zu ko¨nnen. Insbesondere wird fu¨r den
Fall, in dem nicht von vornherein starke Invarianz vorliegt, nicht unbedingt eine Quan-
tenimpulsabbildung existieren, und falls sie existiert, dann wird sie nicht immer eindeutig
sein. Fu¨r ein System, welches eine klassische, nicht aber eine Quantenimpulsabbildung be-
sitzt, ist es (in dieser Weise) gar nicht mo¨glich
”
erst zu quantisieren, dann zu reduzieren“.
Wenn man eine Erweiterung der Phasenraumreduktion auf die Deformationsquantisierung
mithilfe von Quantenimpulsabbildungen erreichen mo¨chte, dann kann man somit die Fra-
ge, ob (Deformations-) Quantisierung und Reduktion vertauschen, zumindest auf diese
Weise im allgemeinen gar nicht sinnvoll formulieren.
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