Introduction
Designers routinely sketch their new designs on paper before entering them into a CAD package ͓1͔. An automated process for interpreting an inexact freehand sketch as a 3D solid model would clearly be quicker to use than current CAD interfaces, e.g., the requirement for measurement would be removed ͓1͔. If the sketches showed only visible ͑not hidden͒ lines, it would be even quicker to use ͓2͔. This would enable designers to spend more time creatively ͓1͔, and, if rapid enough, could give helpful feedback, enhancing the designer's creativity ͓2͔.
We consider specifically the automated production of a solid model from a single line-drawing which shows the visible edges of a polyhedral object viewed from a general position. Conversion of freehand sketches to line drawings is discussed elsewhere ͑e.g., Ref.
͓3͔͒.
A polyhedron is trihedral if three faces meet at each vertex. It is extended trihedral ͓4͔ if three planes meet at each vertex; there may be four or more faces if some are coplanar. It is tetrahedral if no more than four faces meet at any vertex. It is a normalon if all edges and face normals are aligned with one of three main perpendicular axes.
Junctions of different shapes are identified by letter: junctions where two two-dimensional ͑2D͒ lines meet are L-junctions, junctions of three lines may be T-, W-or Y-junctions, and junctions of four lines may be K-, M-, or X-junctions. Vertex shapes follow a similar convention: For example, when all four 3D edges of a K-vertex are visible, the drawing has four lines meeting at a K-junction. We assume that vertices in typical engineering objects may be trihedral, or tetrahedral types, or one of a few common symmetrical pentahedral or hexahedral types.
We aim as one step to produce a frontal geometry-junction and line labels for the lines in the drawing, and depth coordinates for the visible vertices. The correct frontal geometry is taken to be the most humanly plausible interpretation of the line drawing. Humans agree most of the time on sketch interpretation. E.g., the papers ͓5,6͔, from which our test drawings are taken, assume, correctly, that their readers can interpret such drawings as solid objects. This interpretation process is so easy for humans that we do it automatically; it is only when attempting to replicate this skill programmatically that we realize its difficulty ͓7͔.
Earlier papers on line drawing interpretation tend to be too optimistic, often only considering specific or simple cases, such as trihedral polyhedral and normalons, not realistic engineering objects. Our test data ͑Figs. 1͑a͒-1͑t͒, available as the Second Test Set from http://ralph.cs.cf.ac.uk/Data/sketch.htm͒ are chosen to avoid this ͑see Sec. 6.1͒.
Limiting investigation to polyhedral objects is not overly restrictive: the most common nonpolyhedral features in engineering objects are cylindrical through holes ͓8͔ and blends. It is straightforward to add these using a CAD package after the main polyhedral shape has been created from the sketch-design engineers already do this, often not showing drill holes or blends in their concept sketches. Figures 1͑p͒ and 1͑s͒ would look more like engineering objects after blends and holes have been added.
Curved shapes, while rare in some industries ͑see, for example, Ref. ͓9͔͒, may be common in others. Ideally we should like to be able to interpret drawings of these too. However, automating this would seem to require considerable domain-specific knowledgefor example, ͓10͔ requires objects that can be approximated by a mirror-symmetric polyhedron.
We assume that the drawing represents a complete object. A valid alternative approach, taken by Ref. ͓11͔ , is creation of objects by iteratively adding to incomplete drawings. We note that our approach could realistically be adapted for use in another current area of interest, that of automated interpretation of line drawings in pictures taken and transmitted by cameraphone ͓12͔, whereas the iterative incremental addition approach cannot.
For simplicity, we also assume that the user is trying to draw a real object, and not drawing, e.g., one of several well-known "impossible" objects. Also, we assume that the object is drawn from the "most informative viewpoint"-there is nothing hidden which could not reasonably be deduced from what is visible.
However, we cannot assume that the drawing is perfect-our methods must be tolerant of geometric inaccuracy in the input, as it is unrealistic to expect a user to draw a perfect projection. Indeed, although all of our test drawings are visually acceptable ͑and probably more accurately drawn that any real concept sketch͒, none of them is mathematically perfect. Typically, the errors in junction positions are far short of the accuracy required by CAD packages.
Several complementary methods exist for inferring information from a drawing ͓13͔. These include:
• Region Identification: Division of the drawing into 2D areas bounded by loops of lines is trivial. A region may correspond to an entire face of the object, a partially occluded face or the background as seen through a hole in the object.
• Feature recognition: This is not discussed in this paper except to note its use in Sec. 5.2.
• Line Labeling: Determining whether lines in the sketch correspond to convex, concave, or occluding edges is a major topic of this paper.
• Grouping of parallel lines, This is a nontrivial problem, discussed in Sec. 4.1.
• Inflation: The addition of z coordinates to the x-y coordinates of junctions in the sketch is the other main subject of this paper.
A full system uses these methods in roughly the order given so, e.g., the output of region identification is available as an input to line labeling and inflation. Ideally, the steps would be ordered so that those which require least information are performed first. Traditionally, line labeling has been regarded as a self-contained algorithm which can safely be performed early in the sequence; however, ignoring geometry in this way can be problematic. Existing approaches to line labeling may produce results that are not geometrically realisable ͓13,14͔. The "traditional" approach ͓15,16͔ uses a catalogue of valid junction labels, and only considers label consistency. Ignoring geometry during labeling is inadequate even for some trihedral objects, and is unacceptable when the nontrihedral catalogue is used. As an alternative, we have devised a geometrically based approach to labeling, and showed that it improves on existing methods when applied to the restricted field of drawings of objects containing K vertices ͓14͔. Here we give further significant enhancements to this concept and show that they result in significant benefits when applied to drawings representative of real engineering objects.
Section 2 discusses why line labeling is needed, and summarizes previous methods. Section 3 outlines our new approach; details are given in Secs. 4 and 5. Section 6 describes our 20 test drawings and the results of labeling them using our new ideas. Finally, Sec. 7 presents our conclusions and suggestions for future work.
Line Labeling
Line-labeling is a well-established preliminary stage of interpreting line drawings ͓15-17͔. All lines are labeled as either convex ͑ϩ͒, concave ͑Ϫ͒, or occluding ͑→͒. By convention, occluding lines are labeled with the occluding region on the right side of the arrow and the occluded region on the left side of the arrow. Figure 2 shows two labeled drawings. We now discuss why labeling is desirable, and outline methods for labeling.
Why Label?
Originally, line labeling was proposed to identify and reject impossible drawings. For example, the junction label in Fig. 3 is clearly possible ͑as can be seen from Fig. 4͒ , whereas the two junction labels in Fig. 5 are both impossible ͑no combination of edges viewed from any general viewpoint can result in either combination of lines͒. However, labeling produces other benefits which justify its use in any approach for interpreting line drawings.
First, the line labels indicate which edges bound the visible faces or partial faces of the object and which merely occlude them. For example, labeling Fig. 1͑a͒ indicates that both of the T junctions are occluding, and from this it can easily be deduced that three of the regions correspond to partially occluded faces.
Second, the underlying vertex types ͓15,16,18͔ ͑the topology of the completed vertex including constructed hidden lines-e.g., the marked junctions in Figs. 2 and 3 have the same underlying vertex type͒ implied by the junction labels constrain the possibilities when attempting to reconstruct the topology of the hidden part of the object. By noting those hidden lines present in the underlying vertex but not in the visible junction, it is evident ͑for example͒ that in Fig. 1͑a͒ , the minimum needed to complete the topology is that two partially occluded edges must be extended, and seven additional edges must be added to complete the vertices at L-junctions. These nine locations are shown in Fig. 6 . Third, the junction labels constrain the geometry of any edges to be extended or added. In Fig. 6 , these constraints, plus the results of inflation, make it obvious where these nine edges meet. It is clear that this minimal reconstruction is the best one: Figure   1͑a͒ can be interpreted on the basis of a correct labeling and some straightforward deductions based on that labeling. Determining how to combine the additional edges required to complete Fig.  1͑d͒ is not so straightforward-but clearly, interpreting such a drawing would be much harder without the clues provided by labeling.
We have also shown that labeling can be a useful input to the process of inflation ͓13͔. The method described there can also be used to improve provisional frontal geometries obtained using our new method.
Most importantly, however, labeling allows discrimination of occluding T junctions from nonoccluding T-junctions. The topological and geometric differences between the two ways of interpreting T-junctions are so fundamental to reconstruction that they must be made at an early stage. Thus, no topology can be deduced from an occluding T junction ͑we only know that a line is partially occluded͒ since there is no vertex at the xy-coordinates of an occluding T junction; we can deduce the presence of a nontrihedral vertex ͑either extended-trihedral or K vertex͒ at the xy-coordinates of a nonoccluding T junction. Occluded and occluding lines have different z coordinates at an occluding T junction, but the same z coordinates at a nonoccluding T junction. This distinction must be made in order to create a sensible frontal geometry.
͑Elsewhere, we investigate an alternative approach to distinguishing occluding from nonoccluding T junctions without labeling ͓19͔.͒ 2.2 Line Labeling History. The usual method of labeling line drawings is by means of a junction catalogue of valid junction labels ͓15,16͔. Combinations of labeled lines meeting at a junction which do not produce a valid junction label can be rejected. The task is thus a discrete constraint satisfaction problem: Each line must have the same label throughout its length, and each junction a label in the catalogue.
The Clowes-Huffman ͓15,16͔ catalogue for trihedral polyhedra is well-established. Although the limitation to trihedral vertices is restrictive, Clowes-Huffman line-labeling has been used successfully in applications similar to our own ͓2͔.
However, real engineering objects are often not trihedral ͑see Figs. 1͑f͒, 1͑g͒, 1͑k͒, 1͑m͒-1͑o͒, and 1͑q͒͒. Various extended junction catalogues have been proposed, e.g., for simple curved objects ͓20͔, for extended trihedral vertices ͓4͔, and for all tetrahedral vertices ͓18͔, as has a procedure which can be used to validate junction catalogues for any given object domain ͓21͔. See ͓13͔ for more details, and for an overview of noncatalogue-based approaches.
At the core of our labeling methods is the following algorithm, originally proposed by Kanatani ͓22͔ for labeling using the Clowes-Huffman catalogue but readily adapted to other catalogues: • For each junction, initial candidate labels ϭ set of all valid labels for that junction type; • For each line on the drawing boundary, initial candidate labels ϭ ͕occluding such that outside is occluded͖ • For all other lines, initial candidate labels ϭ ͕occluding to left, occluding to right, convex, concave͖ • Repeat -For each junction not yet having a unique label, eliminate from the sets of candidate labels for neighboring lines any line labels which are not consistent with at least one of the remaining candidate labels for this junction -For each line not yet having a unique label, eliminate from the sets of candidate labels for the neighboring junctions any junction labels which are not consistent with at least one of the remaining candidate labels for this line -Exit if a unique labeling has been obtained -Exit if the set of candidate labels for any junction or line is empty ͑no valid labeling exists given the starting conditions͒ -Exit if no candidate labels were eliminated in this iteration ͑multiple valid labelings exist given the starting conditions͒
Given the "most informative viewpoint" assumption, if there is no nontrihedral junction visible in the drawing, it seems reasonable to attempt to label the drawing using this algorithm and the Clowes-Huffman catalogue ͑see Table 1 , first column͒. If this fails, or if the drawing contains nontrihedral junctions, an approach which can label drawings of nontrihedral objects is required.
When using the trihedral catalogue, the proportion of valid junction labelings is so low that most trihedral drawings have only one valid labeling. However, this proportion is much higher when using the tetrahedral catalogue, resulting in a dramatic increase in the number of valid labelings. For example, Fig. 1͑a͒ has only 1 valid trihedral labeling, and Fig. 1͑b͒ has 2 ͑with a pocket or a through hole͒, but Fig. 1͑f͒ has 337 if the catalogue for K vertices is added, and nearly 1,400,000 if the full tetrahedral catalogue is used. The time taken by such traditional labeling algorithms seems to depend more on the number of valid labelings than on the theoretical worst-case order of the algorithm. For an interactive system, algorithms which generate all valid labelings are impractical.
We have experimented with two ideas based on the core algorithm presented above. The first is to use heuristics to order the most promising of the labelings to investigate first, if more than one is produced, and to discard entirely the least promising options. This dependence on heuristics is unsatisfactory, and also can be very slow. The second is to replace the Boolean condition ͑label is possible or impossible͒ by a probability measure, and Boolean elimination by probability multiplication. The resulting relaxation algorithm is fast but rather unreliable ͑see Table 1 , second column͒ and the optimal initial probability values are difficult to explain. See ͓13͔ for a more detailed analysis of these two approaches.
Outline of Approach
We previously ͓14͔ outlined a method which produces both a provisional frontal geometry and suggested line labels. The basic idea is that we wish to be able to identify in our drawing three groups of mutually parallel lines which correspond to the major mutually perpendicular axes of the object. Figure 7 shows a very simple example in which this is clearly possible. Section 3.1 lists the consecutive steps of our approach in sequence; later sections discuss some in further detail. Section 3.2 describes how the predictions made by our new approach may be combined with those of other approaches. • Assume that the three main axes ͑i , j , k͒ of the object correspond to identifiable groups of ͑almost-͒parallel lines in the drawing. Attempt to identify these groups of lines: See Sec. 4.
• Create three sets of linear equations ͑for vertex i, j, and k coordinates͒ based on line lengths along these axes, as described in Sec. 5. Solve them to obtain vertex positions in ͑i , j , k͒ space.
• Determine the best transformation from ͑i , j , k͒ space to ͑x , y , z͒ space by minimization of least-square ͑x , y͒ differences, given that we now know vertex coordinates in ͑i , j , k͒ space and the equivalent junction coordinates in ͑x , y͒ space. Use this to determine a z coordinate for each vertex ͑assum-ing for now that all junctions correspond to vertices͒.
• z coordinates may have the wrong sense. Test for this as follows: consider the edges running from the drawing boundary inwards. These ought, in general, to be coming towards the viewer; if they are not, negate the z coordinates.
• Find a best-fit plane corresponding to each region ͑again assuming for now that all junctions correspond to vertices and that there is no occlusion͒. As it is uncertain whether T junctions are in the plane of the face, we use a lower weighting for these than for other junctions ͑a tunning constant in the range of 0 to 1 for T junctions, 1 for other junctions͒.
• If, at a line mid-point, one region is clearly further from the viewer ͑using the plane equations͒ than the other, the line is ͑most probably͒ occluding. Otherwise, determine whether the line is ͑most probably͒ convex or concave from the two region normal vectors.
• Use the probabilities so determined to bias the initial probabilities in a relaxation algorithm for producing line labels.
Combination With Other Approaches.
Rather than directly use the labels provided by our new approach, we prefer to use them to bias the initial probability values for a probabilistic relaxation labeler ͓13,14,23͔. The latter acts not only as a labeling approach in its own right, but also as a way of collating predictions made by other labeling approaches. For each prediction made by one of the support functions, we add to the existing probability value the product of ͑i͒ a measure of the confidence the support function has that the prediction is right and ͑ii͒ a measure of the confidence the collation function has in the support function. Combining evidence from support functions is discussed in ͓24͔.
One benefit is that this avoids the need for each information source to always provide information: Information sources are allowed to fail. For example, we can use both the new approach described here, and "traditional" Clowes-Huffman trihedral line labeling, as information sources whose output is collated by the relaxation labeler. Clowes-Huffman line labeling fails if the object is not trihedral; the linear systems in Sec. 5 may also have no solutions. As long as they provide no information, rather than incorrect information, we are no worse off than the current state of the art ͑i.e., the relaxation labeller using its default values͒.
Another advantage is that it allows the junction-catalogue labeling method to perform its traditional function of rejecting impossible interpretations. Typically, in cases where the provisional frontal geometry is nearly, but not exactly, correct, the confident predictions will be accepted but inconsistent weaker predictions will be overruled.
At present, we have only examined combination using a limited set of information providers. Because of its success for trihedral drawings, and the fact that it makes no predictions for drawings outside its scope, Clowes-Huffman trihedral labeling is an obvious candidate: if it gives a unique solution, we increase the merits of the junction and line labels it predicts. Similarly, if ClowesHuffman trihedral labeling fails but extended trihedral labeling results in a unique solution, we increase the merits of its predicted junction and line labels. The only other information providers we include at present are the hypotheses of cofacial configurations ͓23͔: configurations of junctions which imply hole loops corresponding to bosses, pockets or through holes, and those of simple slot feature configurations ͓23͔. Labelings matching the predictions of these hypothesis are to be favored, and thus the initial probabilities of junction and line labels matching these predictions are increased.
Choice of Axes
To identify in a 2D drawing which lines are parallel to the main axes of an object, we must choose how we believe the 3D axes are represented in 2D. The simplest choice of axes ͑variant 1 below͒ is to assume standard isometric projection, with +k being vertically downwards, corresponding to the y axis in 2D, and +i and +j being 120°from it in either direction, exactly as shown in Fig. 7 . This is robust, and comprehensible-even if it goes wrong, it is usually obvious why. Our initial investigations ͓14͔ used this assumption with some success. However, isometric projection often fails to meet the requirements of general position: vertices and edges may accidentally coincide. To avoid such coincidences, it is often necessary deliberately to deviate from this projection-as was the case for all drawings in this paper. Thus, we next consider a more sophisticated choice of axes based on analysis of lines in the drawing.
Assuming for now that we can identify which lines in the drawing correspond to parallel edges in 3D ͑this is not easy: see Sec. 4.1͒, we could base our 3D axes on the three groups of parallel lines in the drawing which contain either ͑i͒ most lines ͑the three most populous groups correspond to the three axes-variant 2 below͒ or ͑ii͒ the largest geometrical sums of line lengths ͑variant 3 below͒. While still using this method for the i and j axes, other possibilities exist for the k axis. Lipson ͓25͔ suggests that a line which is vertical in the drawing ͑y axis͒ should correspond to an edge which is vertical in 3D space ͑k axis͒, and it may be preferable to keep this idea even if we use more sophisticated methods for i and j. Instead, we may note that objects are frequently drawn as if resting on a flat table ͑of our test drawings, only Fig. 1͑t͒ is not͒. This flat surface contains the i and j axes, so when choosing groups of lines for these two axes, we should omit groups of lines which are "obviously" vertical ͑variants 4 and 5 below͒. Taking this further leads to another way of choosing a group of parallel lines which represent the k axis: after finding the i and j axis directions, find the two directions bisecting them, decide which is nearer vertical, and then choose the line group closest to this direction to give the k direction ͓variants ͑6͒ and ͑7͒ below͔.
This gives seven methods for comparison:
͑1͒ Simple method for i , j , k; ͑2͒ three most populous groups of lines for i, j, and k; ͑3͒ three geometrically longest groups for i, j, and k. ͑4͒ simple method for k, two of the three most populous groups for i and j ͑discarding the one closest to vertical͒; ͑5͒ simple method for k, two of the three longest groups for i and j ͑discarding the one closest to vertical͒; ͑6͒ two of the three most populous groups for i and j ͑discard-ing the one closest to vertical͒, group nearest their bisector for k ͑7͒ two of the three longest groups for i and j ͑discarding the one closest to vertical͒, group nearest their bisector for k
In comparing the simple variants with the others, it is obvious that if the latter identify the three main axes correctly, they will produce better realizations of the frontal geometry. The question at issue is whether the more sophisticated variants can become confused and choose the wrong groups of parallel lines. The results of using variants 1, 2, 4, and 6 on the 20 test drawings are shown in Table 2 . Variants 3, 5, and 7 are not listed, as for all 20 drawings the results using variants 3, 5, and 7 were the same as for variants 2, 4, and 6, respectively.
With one exception, the diagonal lines in Fig. 1͑k͒ have indeed confused the more sophisticated variants, and here the variants which fix the k axis to the y axis are to be preferred; the exception is the bisector variant, which finds the correct group of lines for the k axis. Obviously, only the more sophisticated variants note that the k axis is not vertical in Figs. 1͑e͒, 1͑j͒, 1͑n͒, 1͑o͒ , and 1͑s͒. No variant handles Fig. 1͑o͒ correctly-there is an obvious major axis of the object to which no edges are parallel-but the results produced, while incorrect, are tolerable.
Of the variants tested, it seems that variant 6 is best, but there are also arguments favoring variant 4. Thus, we include a tuning parameter allowing us to interpolate between the two approaches. Subsequent sections assume use of this interpolation.
Parallel Lines.
Parallel lines are perhaps the most important and common regularity visible in 2D drawings-all 20 test drawings contain them-providing an important clue to frontal geometry. It is usually obvious to a human which lines in a drawing are intended to be parallel, so to replicate the user's intentions, it is important to be able to infer which lines in the drawing correspond to parallel lines in 3D. Doing so while allowing for freehand drawing inaccuracies, and using a weak interpretation of the general viewpoint assumption, is tricky.
Firstly, it is difficult, and sometimes impossible, to set a threshold for determining parallelism. See, e.g., Fig. 1͑o͒ . Clearly, the nonaxially aligned lines should not be parallel to one another. This figure is fairly well-drawn: the largest angle between pairs of lines which should be parallel to one another is 0.2°, while the smallest angle between pairs of lines which should not be parallel to one another is 0.8°. Clearly, in a less-well-drawn drawing, some line pairs which "obviously" should not be parallel to one another could be closer in angle than some which obviously should be parallel.
Secondly, lines may appear to be parallel to one another, within a threshold, but which geometric reasoning tells us cannot be parallel. See, for example, Fig. 1͑k͒ . Clearly, the central sloping face cannot be parallel to either of the other sloping faces. Assuming that the lines at the top of the front U-shaped face are collinear, it also follows that the end sloping faces also cannot be parallel to one another. Such reasoning is particularly problematic in Fig. 1͑o͒ , as conditional reasoning is required. Pairs of the nonaxially aligned lines could be parallel to one another, on the assumption that this is a ͑rather poor͒ drawing of a cube joined to a quadrilateral frustum.
We previously ͓13͔ presented a method for grouping lines based partly on 2D parallelism and partly on heuristic expectations. It uses line labels in order to deduce which line pairs could not be parallel. Even with this information, cases exist where the reasoning required is beyond too complex for the method. Methods using less input information are unlikely to even match that performance.
Accepting that there is no perfect solution to determining parallelism, we instead use the following simple approach:
• At junctions, determine any pairs of lines which either must or cannot be parallel: Through lines at T and K junctions must be parallel, other lines meeting at a junction cannot be parallel.
• For every other pair of lines, determine a merit figure 1͑m͒ for likelihood of parallelism based on ͑a͒ closeness of the 2D lines to parallel, and ͑b͒ clues suggesting that they might be parallel ͑the only clue presently used is that lines on opposite sides of a quadrilateral are more likely to be parallel than a random pair͒:
where p and q are tuning parameters ͑we use p = 0.456, q = 0.05 for the general case and q = 0.35 where A and B are opposite sides of a quadrilateral͒.
• Sort the predictions into decreasing merit, discarding ones with lower merit than a threshold, then process them in order:
-if the lines predicted to be parallel are already marked as known not to be parallel, exit the loop, as we have finished -mark the lines as parallel to one another, and mark any lines parallel to either as parallel to the other; mark any lines known not to be parallel to one to also not be parallel to the other ͑transitive closure͒
• mark any remaining lines as not parallel to any other line
This algorithm is not foolproof, and indeed produces incorrect results for Fig. 1͑o͒ : the 6 nonaxially aligned lines, none of which should be parallel to one another, are grouped into 3 parallel line groups. It also produces incorrect results for Fig. 1͑k͒ . Although the 3 non-axially-aligned faces cannot be parallel, the 6 nonaxially-aligned edges are grouped together. Attempting to make these edges parallel in 3D would inevitably result in distortions when inflating the object. Worse, as shown in Table 2 , this erroneous "group" of 6 edges has been chosen to represent one of the major axes of the object instead of a correct group containing only 5 edges. Far more subtle reasoning is required to process such drawings correctly. Nevertheless, all variants label Fig. 1͑o͒ correctly, notwithstanding the incorrect grouping of parallel lines. However, for some variants, the incorrect grouping causes problems when processing Fig. 1͑k͒ as it produces a more populous grouping than a group corresponding to a major axis.
Linear Systems
For speed, we base the core of our inflation method, the determination of vertex z coordinates, on direct solution of a weighted linear least-squares problem ͓26͔, rather than on iterative nonlinear optimisation. Weighting the equations allows us to alter the relative importance of different heuristics; solving by leastsquares fit allows us the freedom to add contradictory equations suggested by different heuristics.
We first describe our approach in its simplest form. We then describe the additional equations required when the drawing contains more than one distinct subgraph.
Basic Approach.
The vertex z coordinates are the variables in the linear system. Most junctions involve just one variable, the z coordinate of the corresponding vertex. T junctions may be occluding or nonoccluding, so we need two variables, one for the z coordinate of the ͑possibly͒ occluded line as it passes from view, and the other for the z coordinate of the occluding line at the same xy coordinates. If the two z coordinates come out as similar, this gives a strong hint that the T junction is nonoccluding.
Since we have already used parallel line information in creating the groups of lines for the i, j, and k axes, we do not make additional use of it in inflation ͑parallel line information has been successfully used in previous inflation approaches ͓2,27͔͒. Firstly, the parallel line grouping process described in Sec. 4.1 occasionally makes incorrect groupings, distorting the object, but more importantly, by using the i, j, and k axes as described next, our method implicitly makes 2D parallel lines parallel in 3D; doing so explicitly is redundant.
The linear systems in their simplest form use one equation for each of the i, j, and k coordinates for each line, relating the coordinates of the two ends of the line, using the line angle with respect to the axes determined above. This results in three uncoupled linear systems ͑see Fig. 8͒ . For example, the equations relating vertices A and B in Fig. 9 would be:
where L AB is a function of the line length, as described below.
To ensure that the system of linear equations is not underconstrained, we should include an equation for each line. For lines which are not close to one of the three axis directions, we must make assumptions as to what they represent. Figure 8 illustrates the two most plausible interpretations of a nonaxially aligned line, the interpolated prediction ͑top Figure͒, which in this example would predict an edge in the ij plane, and the extrapolated prediction ͑bottom Figure͒, which in this example would predict an edge in the ik plane. We have, as yet, no reason to prefer one or the other. Choice between them is arbitrary.
It will be observed that in the left Figure the nonaxially aligned line is interpreted as being in the ij plane, but a line in the opposite direction would be interpreted as being in the jk plane. In the right Figure, both the line shown and a line in the opposite direction are interpreted as being in the ik plane. For simplicity, we now always use the latter, symmetrical, interpretation.
The relative magnitude of the two vector components ͑in the example, the i and j components͒ is obtained by forming an axisaligned skewed rectangle. For example, the equations relating vertices C and D in Fig. 9 would be: 
where L CD is a function of the line length, as before, and ␣ is the angle between the line CD and the group of lines corresponding to the j axis. Clearly, the implications of lines aligned with the three main axes are more certain than the implications of lines interpreted as above. We account for this by weighting lines differently as follows:
• For a line almost aligned with one of the main axes, the weight of the equation in each of three the linear systems is 1 • For other lines, the weights of the equations in the three linear systems are reduced in proportion to the difference in 2D angle between the line and the axis • Any equation with weight 0 or less is dropped. ͑Dropping many equations may result in a linear system having no unique solution, but this does not matter. The consequence is simply that this approach cannot make recommendations; the relaxation labeler still runs, using initial junction and label probabilities provided by defaults and other labeling approaches.͒ As well as the direction of each edge vector, we must also determine its length. For the fixed-2D-axis variant which corresponds to isometric projection, equal-length lines correspond to equal-length edges. For the variants from Sec. 4 in which the 2D alignment of the major axes is variable rather than fixed, 3D lengths of lines are determined using the mathematically correct cubic corner method ͓28͔. See Fig. 10 . For any line VA meeting a trihedral junction V which meets the requirements of a cubic corner, the depth change is given by:
͑4͒
where m is the 2D length of line VA, and F and G are the 2D angles AVC and AVB. The requirement which a trihedral junction must meet to be a cubic corner is simply that ͑tan F tan G͒ Ͼ 1 ͓28͔. For the special case corresponding to the fixed angle variant in Sec. 4, this reduces to ͉z A − z V ͉ = m ր ͱ 2, the isometricity assumption which we used in ͓14͔.
Lacking firm evidence about whether engineers tend to sketch isometrically ͑easier to draw but mathematically incorrect in the general case͒ or mathematically correct cubic corners, we use a tuning parameter to interpolate between the two predictions.
Subgraphs.
In some drawings, e.g., Fig. 1͑e͒ , the vertexedge graph divides into disjoint subgraphs, resulting in separation of the systems of equations into discrete subsystems, rendering a unique solution impossible. However, while the relative z coordinates of the two or more distinct groups of vertices can have any values, there is usually only one good way of relating the depths of the groups.
T junctions act as subgraph boundaries: the z coordinate of the possibly occluded line need not be the same as the z coordinate of the occluding line. To try to ensure there are enough equations for a unique solution to the linear system in the absence of any other information, we add very-low-weighting equations equating the two z coordinates of the T junctions. This is a last resort, and other, better methods, corresponding more closely to human perception, are preferred whenever possible.
Two distinct categories of drawings have multiple subgraphs. If Figs. 1͑h͒ and 1͑i͒ were drawn as wireframes rather than natural line drawings, it would be seen that the wireframe is graphconnected; the rear corners of the objects only appear to be isolated because their connections to the rest of the object are occluded. By contrast, the hole loops corresponding to the bosses and pocket in Figs. 1͑e͒, 1͑p͒ , and 1͑s͒ would still be isolated. The methods for dealing with these two categories differ.
We use hypothesized cofacial configurations to tie subgraphs together. These are used to generate equations in each of the three linear systems which, using 2D ͑xy͒ geometry, determine the ijk coordinates of a vertex on the inner loop relative to those of three neighboring vertices on the cofacial outer loop. Lamb and Bandopadhay ͓29͔ used a similar approach for cases where they deduce that a vertex from one subgraph is in the plane of a region of the other subgraph. However, their method relies on lines not being unexpectedly occluding, and so does not extend to the nontrihedral case.
For any four coplanar vertices A, B, C and D, an equation can be generated in z A , z B , z C , and z D . Providing BC and BD are noncollinear, BA can be expressed as a linear combination of them: ͑A − B͒ = m͑C − B͒ + n͑D − B͒, where m and n can be calculated from the known x and y coordinates of the junctions. Rearranging this gives
In practice, many drawings with viewpoint-specific subgraphs contain lines in each subgraph which are collinear in 2D and which should remain collinear in 3D, e.g., Figs. 1͑h͒ and 1͑i͒ . We add equations to the linear systems to enforce this collinearity.
These methods, while not a complete solution to the problems of separate subgraphs, cover most situations encountered in practice, including all of this paper's test drawings. The practical problems posed by separate subgraphs are not as great as theoretical considerations might suggest.
Test Data and Results

Test Data.
As noted, our test data ͑see Figs. 1͑a͒-1͑t͒͒ came from papers concerned with the use of CAD packages ͓5,6͔. To ensure that they represented a reasonable selection of engineering objects, they were taken without any selection other than to exclude: trivial drawings such as extrusions, repetitions, incomplete drawings, and nonpolyhedral objects. Some were redrawn to ensure a general position viewpoint.
Of the 20 drawings, 12 are normalons ͑1 being extended trihedral, 11 trihedral͒, 7 can be decomposed into cuboids and axially aligned wedges ͑2 being trihedral, 5 tetrahedral with one or more K vertices, 1 having a 5-hedral vertex͒, and 1 ͑Fig. 1͑o͒͒, although having a cuboid as its convex hull, is neither a normalon nor built from cuboids and axially aligned wedges, and has tetrahedral vertices which are not K vertices. These proportions are reasonably close to those reported in a part survey ͓9͔.
6 of the drawings have one or more hole loops, 5 have one or more bosses, 4 have a pocket, and 1 has a through hole; these proportions broadly agree with another survey ͓8͔ ͑albeit with more bosses͒. Considering these matches with the surveys, and their more complex nature, we believe these 20 drawings are more representative of real engineering objects than the simpler test cases used in many earlier line labelling papers.
Results.
In order to compare the reliability of the approaches described here, we have determined the number of mislabeled lines in each of the twenty test drawings; the results are shown in Table 1 . Columns C-H and Rel are previous methods: The original Clowes-Huffman method for trihedral drawings ͑or the extended method ͓4͔ for extended trihedral drawings͒, and a probabilistic relaxation approach ͓23͔. Column Fix is the naive implementation of our new approach described in ͓14͔. Column Var varies the 2D angles of the major axes, using the preferred method from Sec. 4. Columns C + F and C + V and are the results of combining Clowes-Huffman trihedral labeling ͑or extended trihedral labeling ͓4͔͒ as an additional information provider with the methods of columns Fix and Var.
Various tuning parameters were optimised separately for each of the variants considered. The data used for optimization comprised nearly 600 drawings ͓30͔, combining the test data for ͓13,14͔. No drawing is in both the optimisation set and the set of 20 test drawings. However, some of the test drawings, particularly the simpler ones, are similar to drawings in the larger set. Figures 11 and 12 show the output of inflating Figs. 1͑a͒ and 1͑n͒, respectively, using the preferred implementation of varying the 2D angles of the major axes. It can be seen that the inflated frontal geometry, while not perfect and not as good as could be achieved if line labels were known in advance, is adequate for subsequent model building.
The results shown depend both on the variant used and on the settings of the tuning parameters. Tuning a given variant does not always produce a clear optimal setting for each parameter. In some cases, the fact that different results were produced by the different variants may be more to do with the specific tuning values used for the variant than intrinsic differences between variants.
There are 380 nonboundary edges in the test set. The best of our new variants labels about 90% of these correctly ͑unassisted relaxation labeling only labels about 80% correctly͒. Table 1 does not distinguish clearly wrong labelings from plausible but suboptimal labelings e.g., labeling the pocket in Fig. 1͑b͒ as a hole. Such minor mishaps can outweigh real performance differences between variants, so the totals should be taken as being indicative rather than as proof that one variant is superior to another.
Overall, methods described in this paper improve on previous approaches. It is reasonably clear that either using the variableaxes variant introduced here, or using Clowes-Huffman labeling as an additional support function, is worthwhile, and is to be preferred to the fixed-axis variant ͑third column͒ we introduced in ͓14͔.
In all cases, the labelings were produced in a fraction of a second ͑using an Intel Pentium 4 GHz CPU͒.
Conclusions and Recommendations
Line-labeling is useful: without line labels, it is much more difficult to interpret line drawings. However, labeling is nontrivial, especially when nontrihedral vertices are allowed, and no perfect solution is known.
Statistically, for drawings known to depict trihedral or extended trihedral objects, Kanatani's algorithm ͓22͔ for the ClowesHuffman method, and Parodi's extension, produce the best results. However, their limitation to trihedral and extended trihedral objects is unrealistic.
Clearly, any of the variants discussed in Sec. 4 is a significant improvement on the unassisted relaxation approach for more general objects. Like the relaxation approach, and unlike Clowes- Huffman-based approaches, the approach we describe here can label nontrihedral polyhedra in a reasonable time. Unlike the relaxation approach, our new approach can in addition guarantee that the resulting labeling can be realised geometrically. Selection between the variants is less clear-cut-in general, moveable-axis variants are to be preferred to fixed-axis variants.
The failure modes of our approach are not well understood at the present time. Ideally, we should wish to be able to determine, by analysis of the original line drawing, how much confidence can be placed in the outputs of the various stages of processing.
We will continue to examine ideas for combining the requirements of geometric realizability with those of discrete constraint satisfaction problems as alternative solutions to the problems of line-labeling, using the variants presented in this paper as a benchmark representing the current state of the art.
