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Abstract
Following in the wake of the Accelerated Strategic Computing Initiative (ASCI) of the US
Department of Energy, in the forthcoming years powerful new supercomputers will be brought
into the market by the manufacturers participating in the high-performance computing race.
Hence, the large-scale computing facilities in the key research centers and industrial plants world-
wide will surpass the teraflops performance barrier, too. The parallel architectures will be further
extended to hierarchically clustered parallel computers mainly based on commodity-chip
processors and SMP nodes tying together possibly tens of thousands of processing elements. In
addition, heterogeneous computing and metacomputing will determine future large-scale
computing by interconnecting supercomputers of diverse architectures as giant supercomputer
complexes. These developments will challenge not only system reliability, availability and
serviceability to novel levels, but also interactivity of concurrent algorithms and, in particular,
adaptivity, accuracy and stability of parallel numerical methods.
1 Computational Science & Engineering and the ASCI and PACI Impact
Crash simulations are the most intensive supercomputer applications in the automobile industry. In
pharmaceutical research and industry, molecular modeling has exploited, and will continue to require,
considerable computational capabilities. Aerodynamical flow optimization in car and airplane design
is still belonging to the “Grand Challenges” /1/. In recent years, computer simulation has reached even
the highest political level, since, in 1996, the United Nations voted to adopt the Comprehensive Test-
Ban Treaty banning all nuclear testing for peaceful or military purposes. Banning physical nuclear
testing created a need for full-physical modeling and high-confidence computer simulation and, hence,
unprecedented steps in supercomputer power, since the Advanced Strategic Computing Initiative
(ASCI) of the US Department of Energy (DoE) aims to replace physical nuclear-weapons testing with
computer simulations by furthering the simulation technology on a nation-wide basis including the
National Laboratories in Livermore and Los Alamos and the Sandia Labs, the industry and the
universities /2, 3/. ASCI is accompanied by the NSF Partnership for Advanced Computational
Infrastructure (PACI) centered around NCSA in Urbana-Champaign, Illinois, and SDSC, San Diego,
in order to renew the US computing infrastructure by creating a National Technology Grid /4, 5/.
These initiatives focus much attention and give terrific technological and scientific impact to an R&D
field which developed in parallel with the tremendous increase and ubiquitous distribution of
computer capacity over the past five decades: Although born in the 1940s, it has been named
“Computational Science” only in the mid-1980s by the Nobel Prize Winner Kenneth Wilson and has
been termed recently “Computational Science & Engineering” /6/.
Computer simulation has grown and established itself as the third category of scientific methodology.
This ever-innovating discipline fundamentally supplements and complements theory and experiment,
as the two traditional categories of scientific investigation, in a qualitative and quantitative manner
while integrating these into the methodological tripod of science and engineering. Being comparable
rather with an experimental discipline, Computational Science and Engineering wastly extends the
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investigating complex systems. Its main instrument is the supercomputer; its primary technique is
computer simulation. Unsolved complex problems in the areas of climate research and weather
forecast, chemical reactions and combustion, biochemistry, biology, environment and ecological as
well as sociological systems, order-disorder phenomena in condensed-matter physics, astrophysics and
cosmology, quantum chromodynamics, and, in particular, hydrodynamics have been identified as
“Grand Challenges”.
The various strategic position papers in the 1980s /7-9/ and the government technology programs in
the U.S., in Europe, and in Japan in the early 1990s claimed that the timely provision of super-
computers to science and engineering and the ambitious development of innovative supercomputing
hardware and software architectures as well as new algorithms and effective programming tools are an
urgent research-strategic response to the grand challenges arising from these huge scientific and
technological barriers /10/. Scanning the history since the very birthday of Computational Science and
Engineering, which may be dated back to 1946 when John von Neumann formulated the strategic
program in his famous report on the necessity and future of digital computing together with H. H.
Goldstine /11/, at that time complex systems were primarily involved with flow dynamics. He
expected that really efficient high-speed digital computers will “break the stalemate created by the
failure of the purely analytical approach to nonlinear problems” and suggested fluid mechanics as a
source of problems through which a mathematical penetration into the area of nonlinear partial
differential equations could be initiated. John von Neumann envisioned computer output as providing
scientists with those heuristic hints needed in all parts of mathematics for genuine progress and to
break the deadlock – “the present stalemate” - in fluid mechanics by giving clues to decisive
mathematical ideas. In a sense, his arguments sound very young and familiar. As far as fluid
mechanics is concerned, in his John von Neumann Lecture at the SIAM National Meeting in 1981 yet
Garett Birkhoff came to the conclusion on the development of analytical fluid dynamics that it be
unlikely that numerical fluid dynamics would become a truly mathematical science in the near future,
although computers might soon rival windtunnels in their capabilities; both, however, would be ever
essential for research /12-14/.
The tripod of science and engineering, thus, has proved to provide scientific research and technology
with the stable methodological basis and the instrumental laboratory to effectively approach the
solutions of the complex problems which are crucial to the future of science, technology, and society.
It will be a crucial factor for the industry in order to meet the requirements of international economic
competition especially in the area of high-tech products. Academia in the U.S. was pushing
Computational Science and Engineering via a series of important strategic reports and initiatives.
Despite the remarkable investments in research centers and universities in building up supercomputing
power and skills and also some sporadic efforts in the industry concerning supercomputing in Europe,
it took until the 1990s that the U.S. and European as well as national governments started non-military
strategic support programs like HPCC, HPCN, and HPSC /15-17/. Their goals were also to enhance
supercomputing by stimulating the technology transfer from universities and research institutions into
industry and by increasing the fraction of the technical community which gets the opportunity to
develop the skills required to efficiently access the high-performance computing resources. The ASCI
and PACI initiatives will definitely establish computer simulation as a fundamental methodology in
science and engineering; and the dedication of the Nobel Prize for Chemistry 1998 to Computational
Chemistry will further support its position in the scientific community as well as in industry and
politics.
2 Responses from Computer Technology
For the first time in computing history, we are able today to build a balanced pyramid of computing
power in scientific and technical computation /18/. Whereas local area and wide area network systems
with medium speed and bandwidth have been built up almost everywhere in research institutions and
universities, and high-speed communication with broadband functionality is promoted in the U.S. on a
large scale for scientific as well as commercial applications and also in some european countries
3strong efforts are made to provide the scientific community with broadband communication services,
other european countries are still quite far from having access to broadband communications. There is
consensus that the backlash in high-speed communications is a severe barrier to establishing a highly
efficient nation-wide infrastructure which is capable to provide supercomputer capacity and
functionality to the scientific community on a modern scale with transfer opportunities into the
industry /19/.
The lack of high-speed communications is certainly an important reason for the retardation of the
high-performance computing technology in these countries. In Germany, although still very expensive
compared to the US, due to the beneficial activities of the German Research Net (DFN) the Broadband
Science Network, B-WiN, is providing communication bandwidths up to 155 megabits per second.
For the year 2000, the B-WiN is projected to migrate to gigabit per second bandwidth; the DFN
Gigabit Testbeds South and West are pilot projects towards the future G-WiN backbone.
Strategically, for John von Neumann flow-dynamical phenomena have been the primary field where
future efforts should have been invested to develop and establish the digital computer – as the ”digital
windtunnel” – and, thus, by utilizing numerical methods, activate the mathematical penetration of the
whole area of partial differential equations. Since then and up to now partial differential equations
have been dominating in the advancement of high-speed computers and in the exploitation of their
potential. The general solution methodology for such equations leads via discretization of space and
time and via linearization into linear algebra and its numerical concepts and algorithms. The response
of computer architecture to these early challenges of PDEs have been the vectorcomputers optimizing
vector-pipeline processing and creating the effective instruments of vectorization /20/.
The exploration of the computing potential of the pipelining principle including programming and
compiler techniques, tools, operating system functionality, and shared-memory organization and
optimization resulted in the efficient arsenal of knowledge and experience about the strengths and the
weaknesses of vectorcomputing. The highest class of vectorcomputers, e.g. the Cray, Fujitsu, and
NEC systems, are still dominating many of the supercomputing production environments and the
practice of Computational Science and Engineering /21/. Certainly, vectorcomputers will further
develop in functionality and performance towards hundreds of gigaflops by exploiting the architectural
and technological potential and expanding the “weak” parallelism well beyond hundred processors.
Although today the sustained performance of these systems, e.g. the NEC SX-4, Fujitsu VPP-700 and
even CRAY T90, turns out to be competitive with mid-sized massively parallel systems for a wast
majority of essential algorithms as well as large applications, the technological progress is tending to
replace vectorcomputers as the very workhorses of Computational Science and Engineering by
massively parallel computers. But workstations, however powerful they are or will become, cannot
replace the potential of parallel computers which are basically built upon this technology of powerful
microprocessor chips by tying them together via sophisticated broadbanded interconnection networks
in order to support massive parallelism. Massively parallel computers are therefore undoubtedly
considered as the – only – remedy to the needs of the demanding applications in the Grand Challenge
category and maybe yet unrecognized applications which might soon emerge, for instance, from the
expanding multimedia field.
Unfortunately, in the early 1990s the manufacturers of massively parallel systems promised that they
would be capable to develop and deliver parallel supercomputers in 1995 which be able to reach the
magical ”3 T’s” (i.e. 1 Teraflops in execution rate, 1 Terabyte in main memory, and 1 Terabyte/s
interconnection bandwidth), thus indicating a revolutionary, rather than evolutionary, step of almost
three orders of magnitude beyond the then state-of-the-art supercomputer performance. During recent
years, nearly thirty companies were offering massively parallel systems and others were planning to
enter the market with new products, although many experts predicted that the market will not be able
to sustain this many vendors /22/. In the meanwhile, the expected shake-out in the computer industry
takes place questioning the health and the future potential of this industry in total. Some went out of
the parallel computer business – for quite different reasons –, others became just mergers. The
dramatic survival battle in the supercomputer industry is also giving severe damage to the users in the
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from time to time and the establishment of a new hardware and software platform will require new
investments concerning finances and manpower as well as psychological recovery from the frustration
caused by unfulfilled soap-bubble promises.
The critical situation of parallel computing has rigorously been analyzed /23/ with respect to the
possible negative impacts on the future perspectives and the progress of this scientific discipline but
also on the support which will be expected and requested from the politicians. The report states that
“the history of computing is littered with failed long-term predictions”; it is right in claiming honest
answers from the supercomputing arena to some burning questions on the seriosity of predictions
concerning the reachability of the goals set in particular in the context of those national research
initiatives.
A key issue in massively parallel computing is scalability. Parallelizing ”dusty” decks from industry is
certainly an important task to do in order to increase the acceptance of parallel computing in
commercial environments. However, one cannot expect terrific performance gains in many of these
programs from porting such originary sequential, in many cases also organically grown, codes to
parallel systems. Therefore, scalability often breaks down when the number of parallel nodes is
increased beyond sixty-four, sixteen or even eight. Even the benchmark results on naked algorithmic
kernels stress the limiting factor of scalability. There is a big discrepancy between the peak rates of
massively parallel systems and the sustained performance which can be reached with algorithmic
kernels and, even more significantly, with real application programs and software packages /24/. With
kernels, the state of the art of massively parallel computers may still deliver, together with a pretty
large variance in performance, not more than 10% of the peak rate as sustained performance. This is
disappointing. Since, so far, the microprocessor chips have been developed with a different market
goal in mind, it is extremely difficult to exploit the performance hidden in the hardware design of
these processors via high-level programming languages and compiler techniques /25/; very often this
leads to a loss by a factor of five to ten referred to peak performance of the node /26, 27/. But it cannot
be accepted as a reasonable software-technological approach to switch back to the very old times of
assembler programming to reach reasonable performance levels. Convergence of hardware and
compiler design together with the development of valuable programming tools must become the future
development strategy.
Another important issue is programming models /28/. While Message Passing – with MPI – is widely
and effectively used on distributed memory systems as the only efficiently implemented programming
paradigm at present, one can hardly imagine that this programming model will carry all future efforts
to introduce massively parallel computing as the overwhelming technology; especially large non-
scientific applications will certainly suffer from this obstacle of explicit programming the data
communication in message-passing style. Up to now, programming and software technology not only
relied on sequential machines, but also on the shared-memory organizational concept. The dominant
language in scientific programming has been Fortran with all its strengths and weaknesses. On this
language basis, High Performance Fortran (HPF) seems to be an at least temporary platform to
implement parallel applications. Urgent extensions towards more functionality are scheduled for HPF-
2. There also seems to arise some renaissance of Cray’s Multitasking by the OpenMP programming
model /29/.
Despite the failure of the first commercially available massively parallel computer system which
supported the programming paradigm of the Shared Virtual Memory (SVM), the efforts to explore this
programming model should be tranferred into the product strategies of manufacturers. From a user’s
point of view this SVM paradigm /30/ seems to carry enough potential to overcome fundamental
deficiencies which can be experienced with the Message-Passing paradigm, because SVM hides the
physical local memories from the programmer and provides a virtual address space organized in pages
which demand-driven move across the parallel processors. The advantage of this paradigm may be
especially comfortable for the programmer if dealing with irregular data which are inherent in many
scientific and engineering applications like, for instance, in the finite-element methods to treat partial
differential equations /31/. Since in many cases data access and communication patterns are unknown
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remeshing necessities cannot be realized in advance as is required by the Message-Passing model.
However, this needs powerful tools to monitor the progress in the parallelization process and strong
support on the hardware level which cannot be seen to be available in the near future due to the
present lack of interest in this SVM paradigm on the manufacturers’ side. In any case, together with
genuinely parallel algorithms, powerful and user-friendly programming tools as well as performance-
monitoring capabilities are key issues, too /32/.
3 System Aspects of Beyond–Teraflops Computing
The experiences with the strengths and weaknesses of the different architectures available for
supercomputer applications in Computational Science and Engineering – the technological obstacles
for major performance steps in vector-computing, the large variance in performance for algorithms on
different parallel machines, and the very low average sustained performance in massively parallel
processing relative to the peak rate, the present or even fundamental limitations to the scalability of
systems and applications to reach and exploit massive parallelism – quite naturally lead to the concept
of heterogeneous computing which requires the coexistence and cooperation of the different computer
architectures. In heterogeneous computing /33-35/, the computational work of – parallel – programs
can be split across different computers in order to achieve in total the fastest possible execution, where
the individual portions of the work are sent to those computer systems in the heterogeneous ensemble
which have been proved to be best for the specific characteristics of the work. This approach could
generate results much faster than would be possible on any single system. It also might simplify the
programming effort, since program components can be developed using diverse software
environments which usually are not available on all machines. Heterogeneous computing is an
attractive concept because it takes into account that the individual parallel machines, and
vectorcomputers as well, spend much of their time on tasks for which they are unsuited. These effects
lead to reduced performance, and also to scalability problems.
On the other hand, it is well known that a user generally invests tremendous efforts in order to extract
even small improvements of performance out of an innovative computer system for his specific
application, well knowing that the application principally implies a spectrum of heterogeneous
requirements which cannot be efficiently satisfied by the single target system he is focussing on just
because it is available to him in his specific computing environment. Since the performance of the
known supercomputer architectures is a function of the inherent structures of the computations and the
data communications involved, it is necessary to discriminate among types of code, algorithms, data,
and communications in order to optimize the mapping of tasks onto computer structures.
Researchers in the field of innovative computing believe that there will be no single all-encompassing
architecture which will be capable to satisfy heterogeneous requirements with equally optimal
performance. Hence, the goal of heterogeneous computing is the efficiency of computation and
thereby the effectiveness and cost-effectiveness of both computers and programmers. The price to pay
are again grand challenges to respond by hardware and software as well as network designers.
Certainly, cumbersome administrative and accounting problems involved in this cross-regional and
inter-institutional computing concept will retard the potentiality of getting heterogeneous computing
into efficient use. It becomes clear that high-speed networking is the fundamental technical
requirement of heterogeneous computing on the way to metacomputing, which brings us back to
broadband data communications as the very basis of the “technological pyramid of scientific
computing”, as discussed earlier.
Despite of taking metacomputing between the supersystems of the National Labs Los Alamos,
Livermore, and Sandia into account according to the ASCI-Pathforward plans, the requirements of the
ASCI program reach far beyond the available technology and architectures /2, 3/. Also, foreseeable
trends in developing and implementing supercomputers fall well below the ASCI requirements.
Therefore, the supercomputing centers all over the world wait for the ASCI machines to get
transformed into market so that they can benefit from the technology jumps in high-end computing
6achieved within the framework of the ASCI program to harness compute-based modeling, simulation,
and virtual prototyping. The ASCI goal is to create the leading-edge computational capabilities. Thus,
ASCI requests for near-time performance in the 10-to-30 Teraflops range in the late 1999 to 2001
timeframe, and for future supercomputer developments enabling 100 Teraflops platforms in the 2004
timeframe. The Initiative’s applications require a threshold shift of 100 to 1000 times increase in
computing capability in order to meet the mission target. The aggregation of new – mainly
commodity-based – building blocks for massively parallel supercomputers will challenge significant
endeavours of integration and scaling technologies which are not currently driven by commercial
markets. Therefore, ASCI is undergoing partnerships with various US manufacturers in order to
accelerate the development of the supercomputers required.
As is outlined in the ASCI program, achieving balanced systems at the 10 to 100 Teraflops scale will
place stringent requirements on the processor power, the node architecture, the internode interconnect,
the I/O systems, and the storage subsystems. Balanced ASCI systems are estimated to scale according
to the following approximate ratios:
1 Teraflops peak performance/
1 Terabyte memory size/
50 Terabyte disk storage/
16 Terabyte per second cache bandwidth
3 Terabyte per second memory bandwidth/
0.1 Terabyte per second I/O bandwidth/
10 Gigabyte per second disk bandwidth/
1 Gigabyte per second archival storage bandwidth/
10 Petabyte archival storage.
The concept includes the following key attributes: multiple high-performance commodity priced
compute nodes, which represent regular commercial product lines and not special-purpose designs;
hierarchical memory systems, including cache-only memory architectures and distributed shared
memory systems with low-latency high-performance memory access; very high performance storage
and parallel I/O systems, scalable programming environments and operating systems; a universal
programming paradigm; and much more.
4 Meet the Needs of CS&E: Requirements Revisited
It is not obvious that, except for the vendors’ hardware, the diversity of results of these ASCI
developments will be easily and timely available worldwide to the non-ASCI scientific community.
Therefore, whenever supercomputer centers outside the ASCI community expect to benefit from these
forecast performance steps, significantly enhanced software for distributed operating systems as well
as programming environments, tools, and libraries have to be developed and provided in order to
enable the users to participate in these technological achievements. Thus, national software initiatives
outside ASCI will be urgent to get started now if the emerging technological gap in simulation
capabilities and capacities between the ASCI community and the rest of the world shall be kept as
narrow as possible. Unfortunately, so far no signs of preparing a response to the ASCI program can be
recognized, for instance, in the european countries. There is no doubt that the new level of
supercomputing then will put significant pressure also on the numerical methods.
Besides heterogeneous computing and metacomputing, the complex applications in the ASCI
program, but also in the other innovative scientific and industrial environments which rely strongly on
Computational Science & Engineering and, thus, on supercomputing, require significant upscaling of
massively parallel architectures /36/. The development of hierarchical parallel computers with
clustered processing elements, e. g. SMP nodes, is on its way. To meet the ASCI performance
requirements, the 10-to-30 Teraflops machines in the late 1999 to 2001 timeframe will need the
interconnection of more than 10,000 processing elements, or equivalently of the order of 50 to 1000
compute nodes consisting of 256 to, respectively, 8 parallel processing elements.
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and reliability /37/. If it is assumed, referring only to hardware failures, that today the mean time
between interrupt (MTBI) of such a (SMP) cluster of 128 processing elements, for instance, is around
500 hours and the total system consists of 100 clusters, the overall MTBI will be 500/100 = 5 hours. If
a processor-memory module yields a mean time between failure (MTBF) of three years, the MTBF of
the whole ensemble of 10,000 modules will end up with 3/10,000 years which corresponds to 2.6
hours. Thus, the effective capability of a teraflops (1012 operations per second) computer is limited to
an uninterrupted run of these few, say in the average three, hours; hence, a corresponding simulation
will involve only about 1016 operations which is not much measured at the ASCI criteria of 3D real-
physics applications.
The situation is getting worse when programming and other software bugs are taken into account, as
has been awfully experienced in many large computational projects. Therefore, in order to exploit the
performance of such a system, the software – and this means also the numerical as well as non-
numerical methods – will have to provide very sophisticated check-point and restart mechanisms.
Intelligent hot-swap facilities will be crucial in order to cope with those interrupts and failures from
the system side to avoid big capacity losses; new redundancy concepts will have to take care of these
technological deficiencies.
Dealing with Computational Science & Engineering problems of ASCI or other Grand Challenge
scales, one has to face the fundamental responsibility to verify the results of numerical computer
simulations, since these will be used as replacements of experimental explorations as in the ASCI
context, but also in other areas like biochemistry, combustion, or crash tests. It can be rigorously
shown how easy a numerically illiterate user can be trapped by the error pitfalls of brute force
numerical simulations /37, 38/. One can also experience the low level of knowledge about numerical
analysis and of numerical technical skills of computer scientists who nevertheless enter the field of
Computational Science & Engineering. This refers to the issue of education; therefore also university
curricula are challenged.
5 Support to CS&E Competence “Grids”
But, finally, the new parallel computers seem to become a grand challenge for numerical mathematics
itself.As has been already mentioned, governmental support programs are lacking today in order to
face the grand challenges of methodological research and development in parallel software and
parallel numerical methods and non-numerical algorithms as well; there is an urgent need to start an
offensive development program. Its goal will not only be to explore fundamental structures in
algorithms and numerical methods, which is undoubtedly necessary, too, if we consider the relatively
poor results of just porting sequential methods and programs onto parallel computers. But the support
program should also create the capabilities to transfer the results without delay into real and operating
implementations on the parallel computer platforms emerging at the horizon.
In order to succeed in these efforts, the vitalization of interdisciplinary competence networks is a
prerequisite. In this sense, the Grid as established by the US National Science Foundation within the
framework of its PACI program can be a guiding model also for other countries, or even regions like
Europe. The interconnection and tight cooperation of Supercomputer Centers would certainly enhance
such efforts because these centers are acting as active crystallization kernels and attractors within the
national or regional competence structures /39/. Thus, their interconnection and cooperation pattern is
well suited to provide a stable skeleton for the growth of an interacting competence network for
Computational Science & Engineering.
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