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Developing nuclear detection instrumentation for biomedically selected tasks uniquely produces a 
dualistic intellectual challenge: the engineering of the instrument cannot occur without mastery knowledge 
of its governing principles while a lack of clear understanding of the application provides an uncertain 
instrument performance requirement. Therefore, this work lays the contextual importance of developing 
nuclear imaging instrumentation for application specific purposes by focused discussion on preclinical 
pathological dementia imaging. To this end, this work explores the potential use of small pixel hybrid pixel-
waveform (HPWF) CdTe detectors for PET by experimentally evaluating common performance criteria 
such as timing resolution, energy resolution, and spatial resolution with efforts aimed at deconstructing the 
performance limitations as a PET detector module intended for imaging small animal neurodegenerative 
models.   
HPWF CdTe detectors utilize a simplified anode ASIC (Application Specific Integrated Circuit) to 
readout the anode pixels for providing the X-Y address of gamma interactions, and use digital waveform 
sampling circuitry to read the cathode waveform for deriving the energy, timing and (depth-of interaction) 
DOI. This offers several advantages over typical CdTe pixel detectors for PET, including a) an improved 
timing resolution over anode triggered pixelated detectors, b) an improved energy resolution since the 
cathode signal is immune to the charge sharing and charge loss due to small pixels, c) a simplified anode 
pixel readout circuitry for smaller pixels, and d) an excellent potential DOI resolution.   
Experimental work was performed in multiple iterations to include analysis of a phantom point 
source image, a simple back projected microfluidic phantom with 750 μm and 500 μm channels, and a 
mouse brain phantom demonstrating the spatial resolution breaking performance in application to mouse 
models while simultaneously comparing the improvement over the current 1-2 mm limit. The results show 
sub 1 millimeter spatial resolution is possible with HPWF detectors.  













To my friends, family, mentees, and mentors, 
“There's no talent here, this is hard work. This is an obsession. Talent does not exist, we are all equal as 
human beings. You could be anyone if you put in the time. You will reach the top, and that is that. I am 






 I would to begin by thanking Prof. David Ruzic and Dr. Priya Raman who, during my 
undergraduate career, fostered much of my intellectual confidence and gave me direction in the initial steps 
of understanding research. I would also like to thank Dr. Dan Elg, Dr. Zihao Ouyang, and Dr. John Ryan 
Sporre for their comradery during my appointment at the Center for Plasma and Material Interactions. I 
would like to additionally thank Becky Meline whose administrative attentiveness managed my incredibly 
incoherent and messing academic progress to ensure my timely graduation.  
 I extend a special thanks to those who, be undergraduate or graduate, worked directly with me or 
allowed me to be their mentor. I had the pleasure of mentoring undergraduates Dan Strat, Harsh Bhatia, 
John Smith, Jazz Kroeger, Brent Cross, Vidit Patel, Omar Almasri, and Nick Baches either directly through 
my research or senior design. These students believed they could learn and growth through my guidance. I 
have had the honor of studying alongside Jon George, Luca Giannoni, Xiaochan Lai, Byung Hui Yoon, and 
Elena Maria Zannoni as each of us pursued our degrees. Though separated among multiple projects, our 
collective discussion brought clarity and direction to our work and, often, reinstated our sanity.   
 I would like to thank my parents who to this day I am not certain if they understand what I do, or, 
in the case my father, who believed that it was taking me five years to obtain a master’s degree. I would 
like to acknowledge my committee members, Prof. Uddin, Prof. Tai, and Prof. Dobrucki, who spent their 
time assessing my progress as a graduate student. Prof. Tai, though not an acquittance of mine, was willing 
to travel from Washington University in Saint Louis at the request of Prof. Meng for preliminary exam and 
defense. Dr. Dobrucki, for my nine years here, has always been an open resource for discussing preclinical 
studies.  
 Finally, I would like to thank Prof. Shiva Abbaszadeh, Prof. Clair Sullivan, Dr. Kyungsang Kim 
and Dr. Li, and Prof. Meng who served as mentors in my postdoctoral search, my faculty fellowship, 
reconstruction, and my research progress, respectively.  
v 
 
Table of Contents 
List of Tables ............................................................................................................................................ viii 
List of Figures ............................................................................................................................................. ix 
List of Abbreviations ............................................................................................................................... xiv 
Chapter 1. Introduction .............................................................................................................................. 1 
1.1 Molecular Imaging as a Tool for Validation and Preventative Screening................................. 1 
1.2 Nuclear Molecular Imaging Instruments: SPECT and PET ...................................................... 2 
1.3 Preclinical PET 1997: Scintillation State of the Art and Spatial Resolution ............................. 5 
1.4 Pathological Markers Associated with Neurodegenerative Function ........................................ 6 
1.5 Quantified Resolution Targets for PET: A Review of the APP/PS1 Mouse Model ................. 8 
1.6 Research Efforts to Break the 1-mm Spatial Resolution Barrier in Scintillator Design............ 9 
1.7 Current and Legacy Efforts in Semiconductor PET: Preclinical and Clinical  ....................... 10 
1.7.1 CdTe PET – University of Illinois at Urbana-Champaign ................................... 11 
1.7.2 VIP-PET – Universitat Autònoma de Barcelona, Barcelona, Spain .................... 11 
1.7.3 CZT Preclinical PET – Stanford University, California, United States ............... 12 
1.7.4 CdTE and TlBr – University of California, Davis, United States ........................ 13 
1.7.5 CdTe - Tohoku University, Japan ........................................................................ 13 
1.7.6 Germanium SMARTPet - University of Liverpool, UK...................................... 14 
1.8 Objective and Outline of the Dissertation ............................................................................... 14 
Chapter 2. Semiconductor Physics, and Pixelated Detectors ................................................................ 16 
2.1 Introduction .............................................................................................................................. 16 
2.2 Semiconductor Physics and Materials ..................................................................................... 17 
  2.2.1 Wide Band Semiconductors Defined ....................................................................... 17 
  2.2.2 Physics of Moving Charge ....................................................................................... 19 
2.2.3 Radiative Recombination, Shockley-Read Hall Recombination,  
and Mean Free Path ................................................................................................. 20 
2.2.4 PET Semiconductors and Parameters ...................................................................... 22 
2.3 Pixelated Semiconductor Detectors ......................................................................................... 23 
  2.3.1 Photon Material Interactions .................................................................................... 23 
 2.3.2 Scintillator versus Semiconductor Signal Carrier Formation .................................. 25 
vi 
 
2.3.3 Signal Measurement in Semiconductor Detectors  .................................................. 26 
2.4 PET System Overview ............................................................................................................. 30 
  2.4.1 Coincidence Interactions in PET ............................................................................. 30 
2.4.2 System Support Electronics ..................................................................................... 31 
2.5 PET Performance Considerations ............................................................................................ 34 
  2.5.1 Energy Resolution .................................................................................................... 34 
2.5.2 Time Walk and Jitter ................................................................................................ 34 
2.3.3 Timing Resolution ................................................................................................... 35 
2.3.4 Image Blurring and Parallax Error ........................................................................... 35 
2.6 Summary .................................................................................................................................. 36 
Chapter 3. Hybrid Pixel-Waveform Detector Design and Data Processing ........................................ 37 
3.1 Introduction .............................................................................................................................. 37 
3.2 Challenges of CdTe and CZT Small Pixel Detectors............................................................... 37 
3.3 HPWF Detector Readout ......................................................................................................... 38 
3.4 Waveform Fitting ..................................................................................................................... 40 
3.5 Pixelated Anode Information Derivation ................................................................................. 43 
3.6 Summary .................................................................................................................................. 44 
Chapter 4. Point Source Validation of the HPWF Detector Readout Method .................................... 45 
4.1 Introduction .............................................................................................................................. 45 
4.2 Prototype Coincidence Detection System Based on Two HPWF Detectors ........................... 45 
4.3 Lines of Response Data and the Point Source Geometric Calibration ..................................... 47 
4.4 Image Reconstruction and Reconstruction Methods................................................................ 48 
4.5 Depth of Interaction Measurements ......................................................................................... 50 
4.6 Measured Energy Resolution ................................................................................................... 51 
 4.7 Measured Timing Resolution ................................................................................................... 54 
 4.8 Preliminary Measured Spatial Resolution................................................................................ 56 
 4.9 Preliminary Analysis of Multiple Interactions ......................................................................... 57 
 4.10 Discussion of Results ............................................................................................................. 59 
4.11 Summary ................................................................................................................................ 63 
Chapter 5. Experimental Investigation of Single Angle Microfeature Imaging with HPWF PET ... 64 
5.1 Introduction .............................................................................................................................. 64 
5.2 Co-Planar HPWF Waveform System Setup ............................................................................ 64 
vii 
 
5.3 Microfluidic Phantom with Microchannel Features ................................................................ 66 
5.4 System Geometry and Image Formation using Photoresist Template Matching ..................... 67 
5.5 Photon-Material Interactions and Charge Transport in Bulk Semiconductors ........................ 69 
 5.6 Comparative Performance Metric: Equivalent Count Signal-to-Noise Ratio .......................... 70 
5.7 Characterization of Full Microfluidic Data: Energy, Interaction Composition and Timing 
Performance............................................................................................................................. 71 
5.8 Depth of Interaction: Image Resolution and Timing Performance .......................................... 73 
5.9 Energy Impact on Image Quality ............................................................................................. 76 
5.10 Single and Multiple Interaction Events: Timing Performance Impact and Interaction 
Localization ............................................................................................................................. 78 
5.11 Timing Performance as a Function of Thresholding Depth, Energy, and Interaction  
Number .................................................................................................................................... 80 
5.12 Discussion .............................................................................................................................. 81 
  5.12.1 Depth of Interaction: Spatial Resolution, Timing Resolution, and SNR ............... 81 
  5.12.2 Energy Thresholding and Interaction Type: Timing Resolution and SNR ............ 81 
  5.12.3 Timing and Sensitivity ........................................................................................... 82 
5.13 Summary ................................................................................................................................ 83 
Chapter 6. Initial Comparative Preclinical Neurological Phantom Application ................................ 84 
6.1 Introduction .............................................................................................................................. 84 
6.2 MicroPET Scintillation Resolution versus HPWF CdTe PET ................................................. 84 
6.3 Summary .................................................................................................................................. 84 
Chapter 7. Conclusions and Future Work .............................................................................................. 86 




List of Tables 
1.1 General Performance Comparison Between SPECT and PET Systems .......................................... 3 
1.2 Physical Properties of Positron-Emitting Radionuclides Used in PET ............................................ 4 
1.3 Reported Spatial Resolution Results at Axial Center of Field of View with 5 mm Offset .............. 6 
1.4 Scintillation Material Characterization .......................................................................................... 10 
2.1 Room Temperature Semiconductors for PET Applications ........................................................... 23 




List of Figures 
1.1 The stages highlighted in green represent the iterative assessment and refinement of probes 
for molecular using genetically modified mouse models which are assumed to represent 
diseases of interest. Though potentially successful in preclinical trials, there is not certainty 
once translating probes to humans ................................................................................................... 2 
1.2 (A) Full mouse brain from the Brain Atlas. (B) Isolated neocortex from the mouse brain. 
(C) Isolated hippocampal formation. A full mouse brain is 10 mm in size. Sub regions of 
the brain fall well below 1 mm in size ............................................................................................. 7 
1.3 Plaque size distribution in multiple age groups as studied by Manook et al. This would 
serve as the ideal spatial resolution .................................................................................................. 9 
1.4 (LEFT) Full ring CZT modeling. (RIGHT) RENA readout ASICS connected to strips on 
main CZT block ............................................................................................................................. 12 
1.5  (LEFT) Layered CdTe strip detector design. (RIGHT) Strip detector supporting electronics 
sketch ............................................................................................................................................. 13 
1.6 Strip detector dimensions from a Japan based group ..................................................................... 14 
2.1 (LEFT) Organization of silicon crystal lattice. (RIGHT) Band gap versus lattice spacing. .......... 17 
2.2 Illustration of different band configurations for (a) insulators, (b) semiconductors and (c-
d) conductors .................................................................................................................................. 18 
2.3 Relationship between velocity and electric field.  ......................................................................... 20 
2.4 Illustration of direct band movement and indirect band movement .............................................. 21 
2.5 Klein-Nishina formula applied to 511 keV and Z of 48 and 52 to identify dominate 
scattering. ....................................................................................................................................... 25 
2.6  Illustration of electron and hole formation in semiconductor material. ......................................... 26 
2.7 (LEFT) Single electrode detector design. (RIGHT) Multiple electrode detector design. .............. 27 
2.8 Weighting potential for multiple electrode layout and charge position shown in 2.7 (Right)
 ....................................................................................................................................................... 28 
2.9 (LEFT) Electron and hole movement duration and charge density. (Right) Induced charge 
versus time. .................................................................................................................................... 29  
2.10 Illustration of different forms of potential coincidence ................................................................. 31 
2.11 Illustration of conventional single channel processing electronics ................................................ 31 
2.12 Illustration of simple charge sensitive preamplifier ....................................................................... 32 
2.13 Illustration of CR-RC shaper and each individual stage ................................................................ 33 
x 
 
2.14 Illustration of rise time and jitter ................................................................................................... 35 
2.15 (A) Perfectly collinear LOR. (B) Blurring induced from residual energy resulting in non-
collinearity. (C) Parallax error from incorrect interaction positioning in crystal........................... 36 
3.1 The AJAT standard module with a total of 8 crystals, each supported by the custom readout 
ASIC. 4 ASICs were assigned to separate support boards. Readout, with the default 
firmware, was performed column-wise. ........................................................................................ 39 
3.2 The modification of the AJAT support board and firmware allowed for information from 
the cathode waveform to be retained. The movement of charge is collected by an external 
charge sensitive preamplifier and then digitizer for post processing. ............................................ 40 
3.3 Cathode waveforms from the CdTe system. (A) Interaction time. (B) Signal induced by 
electron movement. (C) Electron drifting time. (D) Hole drifting time. (E) Signal induced 
by electron and hole drifting. Cathode signal one and cathode signal two differ in DOI 
position. Both cathode waveforms contain very low frequency interference which accounts 
for the difference in the waveform offset. ...................................................................................... 41 
3.4 Illustration of uncorrected pixelated anode data. The pixelated anode is read column-wise 
with 64 pixels read per column. This behavior occurs 32 times to fully readout the ASIC’s 
2048 elements. ............................................................................................................................... 43 
3.5 The pixelated anode with pedestal amplitude correction and the resulting signal visible on 
the anode. Though two peaks were visible in the uncorrected pedestal case, a third peak 
becomes visible after the correction............................................................................................... 44 
4.1 (A) FPGA coincidence control unit (Xilinx Spartan-3E). The 4-D stage used in the 
experiments allowed source alignment and the simulation of a multi-detector ring through 
rotation. (B) ORTEC analog shaping and CFD electronics were used to process the Amptek 
A250 preamplifier signals. ............................................................................................................. 46 
4.2 In the block diagram provided, cathode signals from detector 1 and detector 2 were sent to 
an Amptek’s A250 preamplifier. The waveform was digitized by our Gage ADC while the 
timing output was shaped by ORTEC’s FTA820. The shaped ouput was sent to an Ortec 
584 constant fraction discriminator (CFD). If the signal arriving at the CFD exceeded 30 
mV, a TTL pulse from the CFD would be directed to the ORTEC 414a coincident unit. A 
Xilinx Spartan-3E control FPGA would determine if the coincidence event from the 414a 
was true or not. Connections between the FPGA and the HPWF PET system were made 
using P-MOD BNC adapters. ........................................................................................................ 47 
xi 
 
4.3 A 3D example representation of our system geometry for a single angle. Both detectors are 
modeled here with each individual pixel position plotted. The LOR are plotted and depth 
is determined from the waveform as previously discussed. ........................................................... 48 
4.4 (A) Hole drift time vs. the electron amplitude over the total amplitude, (B) Hole drift time 
plotted against the electron drift time.. (C) Electron drifting time plotted against the ratio 
of the electron amplitude over the total amplitude, (D) The ratio of electron drift time over 
hole drift time plotted against the ratio of the electron amplitude over the total amplitude.  
 ....................................................................................................................................................... 51 
4.5 Partitioning the CdTe detector in 16 discrete DOI for the purpose of correcting the energy 
resolution degradation induced through charge trapping. Lower DOI indices are closer to 
the cathode. .................................................................................................................................... 52 
4.6 The red spectrum is the DOI uncorrected energy spectrum. The blue spectrum is the result 
of correcting for the charge loss observed in the DOI partitioned spectrum. The final result 
is an energy resolution of 5%. ........................................................................................................ 53 
4.7 Subfigures A, C, E, and G show the DOI uncorrected shaped spectra collected form 125ns, 
250ns, 500 ns, and 1000 ns shaping times, respectively. Subfigures B, D, F, and H are the 
DOI corrected figures used to derive the energy resolution for each separate shaping time. ........ 54 
4.8 DOI partitioned timing resolution for -300 volts for the full energy spectrum and just the 
511 keV photopeak events. ............................................................................................................ 55 
4.9 Timing resolution as a result of shaping times selected as 75 ns, 100 ns, 125 ns, 250 ns, 
500 ns, and 1000 ns, respectively. ................................................................................................. 56 
4.10 (A) Point source with no corrections considered for DOI and positron range. (B) DOI 
corrections applied to the reconstruction. (C) Final image with corrections applied for 
positron range and DOI. Each condition is complemented by its respective profile. The 
profile itself runs along the center of all the point sources present in the reconstruction. ............. 57 
4.11 Vertical point source profile. All events use DOI information but do not use positron range 
correction. (A) A single point source reconstruction using no events classified as scattered. 
(B) A single point source reconstruction with 500 single interaction events and 500 
multiple interaction events per angle of 48 angles. (C) 1000 multiple interaction events per 
angle point source reconstruction. ................................................................................................. 58 
4.12 Horizontal point source profile. All events use DOI information but do not use positron 
range correction. (A) A single point source reconstruction using no events classified as 
scattered. (B) A single point source reconstruction with 500 single interaction events and 
xii 
 
500 multiple interaction events per angle of 48 angles. (C) 1000 multiple interaction events 
per angle point source reconstruction. ........................................................................................... 59 
5.1 (A) The processing electronics of the system utilize primarily commercial ORTEC 
modules with the raw waveforms monitored for each coincidence event. (B) To facilitate 
adequate sensitivity, the systems were placed in an ultracompact geometric setup. ..................... 65 
5.2 Schematic representation of the full PET co-planar waveform shaping, triggering and 
storage. C represents the path the cathode waveform pathway, A represents the anode 
pathway, and T indicates the trigger signal pathways. .................................................................. 66 
5.3 (A) The microfluidic photoresist was made in such a way to identify resolution limits using 
repeating channel widths. (B) The microfluidic phantom from PDMS. ........................................ 66 
5.4 Model of system geometry and the microfluidic plane. Para represents the six parameters 
of the microfluidic plane. ............................................................................................................... 68 
5.5 Illustration of multiple scatter interactions. Each individual interaction results in individual 
X-Y-Z positioning and charge carriers proportionate to the deposited energy. The overlap 
of the charge movement increases the overall complexity of the waveform. ................................ 70 
5.6 (TOP) Energy calibrated single detector spectrum. The 511 keV peak showed considerable 
charge trapping. (BOTTOM) Fraction of data which exhibited single interaction, multiple 
interaction, position in the energy spectrum based on thresholding, and photoelectric 
fraction. .......................................................................................................................................... 72 
5.7 Double gaussian fit timing resolution of data limited from the -0.07 μs to 0.07 μs. The 
FWHM for the all system data was 34.1 ns. .................................................................................. 73 
5.8 Hole drifting time against the ratio of electron amplitude over total amplitude. 8 DOI have 
been labeled. The first DOI is near the cathode and the last DOI resides near the anode. ............ 73 
5.9 None DOI image. A) Without DOI correction, and (B) without DOI correction with 75 μm 
smoothing. ...................................................................................................................................... 74 
5.10 DOI Image. (A) With DOI correction, and (B) with DOI correction with 75 μm smoothing.
 ... ................................................................................................................................................... 74 
5.11 (TOP) Horizontal microfluidic profile without DOI correction and image smoothing, and 
(BOTTOM) represents the horizontal with DOI correction and smoothing. Data clearly 
indicated an improvement as a result of the inclusion of DOI information. .................................. 75 
5.12 (Y-Left) Timing resolution data with a progressive depth threshold. (Y-Right) SNR data 
for fixed number of counts of 20,000 and a same lower depth threshold. ..................................... 76 
xiii 
 
5.13 Scatter plot of gamma ray energies for each individual coincidence event. As labeled the 
regions represent (I) 511 keV – 511 keV interactions, (II) Compton – 511 keV interactions, 
(III) 511 keV – Compton interactions, and (IV) Compton – Compton interaction. ...................... 77 
5.14 (LEFT) Timing resolution performance as a function of energy. (RIGHT) SNR as a 
function of energy. Greatest increase exists within the Compton scattering region. ..................... 77 
5.15 (A) 125,000 Events with DOI correction and smoothing with an energy threshold of 
approximately 123 keV. (B) 125,000 Events with DOI correction and smoothing with an 
energy threshold of approximately 245 keV. ................................................................................. 78 
5.16 Single-single interaction and all interactions plotted as a function of energy. No notable 
difference was apparent in the difference in data. This may have been due to the intrinsic 
bias of most events to be single interactions. ................................................................................. 79 
5.17 (TOP) The x-axis represents the total energy measured by the cathode and the y-axis 
represents the fraction of data contributing to the microfluidic feature while using the anode 
pixel with the maximum energy. The fraction is a function of all available data for that 
condition/threshold. (BOTTOM) The x-axis again represents the energy measured by the 
cathode side of the detector and represents the fraction of data contributing to the signal as 
a function of the pixel with the second highest recorded energy. .................................................. 80 
5.18 There is a clear notable improvement in the timing performance of the system at the cost 
of rejecting a large fraction of the acquired data. .......................................................................... 81 
6.1 (A) Reconstructed CT scan overlayed with microPET data. The striatum and a portion of 
the hippocampal formation is visible as grand regions. (B) Standalone microPET image. ........... 85 
6.2 (A) Reconstructed CT scan overlayed with CdTe PET data. (B) Standalone CdTe PET 





List of Abbreviations 
Aβ  Amyloid Beta 
AD  Alzheimer’s Disease 
ADC  Analog to Digital Converter 
APP  Amyloid Precursor Protein 
ASIC  Application Specific Integrated Circuit 
BGO  Bismuth Germanate  
CdTe  Cadmium Telluride 
CFD  Constant Fraction Discriminator 
CMOS  Complementary Metal-Oxide-Semiconductor 
CZT  Cadmium Zinc Telluride 
DOI  Depth of Interaction 
ERPC  Energy Resolvable Photon Counting  
FOV  Field of View 
FPGA  Field Programmable Gate Array 
FTA  Fast Timing Amplifier 
FWHM  Full Width Half Maximum 
GSO  Gadolinium Orthosilicate 
HPGe  High Purity Germanium 
HPWF  Hybrid Pixel-Waveform 
LOR  Line of Response 
LSO  Lutetium Oxythosilicate 
LVTTL  Low Voltage Transistor-Transistor Logic 
NECR  Net Equivalent Count Rate 
xv 
 
NIM  Nuclear Instrumentation Module 
MRI  Magnetic Resonance Imaging 
PET   Positron Emission Tomography 
PDMS  Polydimethylsiloxane 
RENA  Readout Electronics for Nuclear Applications 
SiPM  Silicon Photomultiplier 
SNR  Signal to Noise Ratio 
SPECT  Single Photon Emission Tomography 
TlBr  Thallium Bromide 
TTL  Transistor-Transistor Logic 








1.1. Molecular Imaging as a Tool for Validation and Preventative Screening 
Molecular options in the clinical environment, as pertained to medical instrumentation, 
encompasses a broad number of modalities: computed tomography (CT), positron emission tomography 
(PET), single photon emission computed tomography (SPECT), magnetic resonance imaging (MRI), 
magnetic resonance spectroscopy (MRS), ultrasound (US), and optical imaging. Each individual modality 
provides a means to (1) visualize biological functions, and (2) quantify the performance of said function 
non-invasively. However, clinical application only represents the upper half of medical molecular 
innovation. The selection of the modality for an application is dictated by the strength and weakness of the 
modality, and the ability to develop a molecular target suited for the modality in assessments performed in 
early preclinical stages. These numerous stages of development, testing, and refinement are summarized in 





Figure 1.1: The stages highlighted in green represent the iterative assessment and refinement of probes for molecular 
using genetically modified mouse models which are assumed to represent diseases of interest [1]. Though potentially 
successful in preclinical trials, there is not certainty once translating probes to humans. Copyright © 2010  Elsevier 
B.V. reprinted with permission. 
 As a foundational pedestal of the molecular imaging process, the role of the preclinical phase is 
becoming increasing important in the medical field as imaging itself is moving from a mechanism to simply 
study disease in vivo toward also a tool for early preventative screening. These efforts require the expertise 
of chemists, biologists, clinicians, engineers, and so forth, to strive cooperatively and simultaneously to 
better serve medicine. Molecular imaging is a cross-disciplinary field of research, and, due the intrinsic 
broadness, this section of work focuses solely on discussing the limitations of nuclear molecular imaging, 
the historical progression of preclinical PET, the value of improved spatial resolution contextualized by 
neurological applications, the efforts of the research community in developing new PET detector 
architecture, and then introducing and summarizing the individual objectives and efforts taken toward 
developing a higher spatial resolution PET modality for neurological studies.  
1.2. Nuclear Molecular Imaging Instruments: SPECT and PET  
Prior to delving into the technical details of PET, a topical comparative discussion of both nuclear 
modalities is required to contextualize the physical limitations of the modality and precisely differentiate 
the modality from its counterpart. Summarized in Table 1.1 [2], SPECT and PET performance differ in 
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terms of the peak (a) spatial resolution, and (b) sensitivity. This disparity is the result of each instrument’s 
respective reliance on fundamentally different atomic methods of decay. SPECT has classically been able 
to achieve a higher spatial resolution in the clinical and preclinical setting due to the use of resolution 
dictating pinhole collimators, a necessity to determine the projection path of each gamma-ray from the 
detector plane back to the object space. PET identifies this back projected path using electronic collimation 
from near co-linear 511 keV photons produced by positron annihilation. The intrinsic dependence of PET 
on positron emitters removes the necessity of physical collimation. 
TABLE 1.1 
General Performance Comparison Between SPECT and PET Systems [2]  
  Clinical PET Preclinical PET Clinical SPECT Preclinical SPECT 
Sensitivity 1-3 % ~2-4 % 0.01 %-0.03% ~0.3% 
Resolution ~5 mm 1 to 2 mm ~10 mm 0.5 - 2 mm 
FOV ~ 50 cm ~7 cm ~50 cm ~8 cm 
 
The heightened sensitivity from the removal of the dependence on physical collimation naturally results in 
a few key favorable features which improves the information obtained for fixed scan time not presently 
achievable in SPECT. Through positron annihilation, it is possible to achieve (a) improved image quality, 
(b) shorter scan times, (c) multiple FOV scanning, and (d) improved temporal resolution [3]. In practical 
application, this implies the ability of accurately observing the dynamic nature of biological function in a 
small-time frame.  
 Unfortunately, the selection of positron emitting isotopes, though responsible for the high 
sensitivity achieved by PET, also results in the challenges observed by the modality. Table 1.2 [4,5,6] 
summarizes many of the conventional isotopes, the half-lives, branching ratio, maximum positron energy, 
















β+ Range in Water (mm) 
Production Re Rrms 
Carbon-11 20.4 min 99% 0.96 3.9 0.4 Cyclotron 
Nitrogen-13 9.96 min 100% 1.2 5.1 0.6 Cyclotron 
Oxygen-15 2.05 min 100% 1.7 8 0.9 Cyclotron 
Fluorine-18 1.83 h 97% 0.64 2.3 0.2 Cyclotron 
Copper-62 9.74 min 98% 2.9 15 1.6 Generator 
Copper-64 12.7 h 19% 0.58 2 0.2 Cyclotron 
Gallium-66 9.49 h 56% 3.8 20 3.3 Cyclotron 
Gallium-68 1.14 h 88% 1.9 9 1.2 Generator 
Bromine-76 16.1 h 54% 3.7 19 3.2 Cyclotron 
Rubidium-82 1.3 min 95% 3.4 18 2.6 Generator 
Yttrium-86 14.7 h 32% 1.4 6 0.7 Cyclotron 
Zirconium-89 78.4 h 23% 0.902 3.8 0.4 Cyclotron 
Iodine-124 4.18 d 22% 1.5 7 0.8 Cyclotron 
 
To understand the limitations of PET, attention must be placed toward the physical half-lives, the range in 
water, and the means of production of the common positron-emitting radionuclides. Though many 
radioisotopes can almost be directly substituted in key physiological molecules (C-11, N-13, O-15, and F-
18), the physical half-life is on the order minutes to hours. This identifies the first key limitation in PET, 
the need for on-site, and costly, infrastructure to support the functional imaging modality. The second 
revolves around the positron range in water. Unlike gamma-ray emission, PET awaits a two-physical 
process to occur prior to measuring the quanta of interest. The positron shares energy with an electron 
neutrino which results in a non-discrete, non-zero kinetic energy. Therefore, the particle must deposit any 
initial energy to the surrounding volume until the positron reaches near zero momentum. Residual energy 
is placed into the produced 511 keV photons which respect the conservation of momentum and have some 
finite angular separation. This results in a physical limit on the spatial resolution currently achievable. 
 It should not be misunderstood that the values presented for PET and SPECT are representative of 
the peak performance values achievable. Many efforts are being made to improve the sensitivity of SPECT 
and the spatial resolution of PET. For PET, the 1 mm reported value for spatial resolution is not the limit 
of performance dictated by physics, but rather the limit imposed by technology. PET, in the preclinical 
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setting, can achieve less than 1 mm resolution. To understand the instrument limit, the origin of the first 
microPET system and detector plus system design must be reviewed.  
1.3.  Preclinical PET 1997: Scintillation State of the Art and Spatial Resolution 
The birth of preclinical PET lies in the 1997 publication by Simon Cherry et al. titled, “MicroPET: 
a high-resolution PET scanner for imaging small animals.” At the time, the scanner had an intrinsic spatial 
resolution of about 1.68 mm, an energy resolution between 15 and 25% and a timing resolution of 2.4 ns 
[7]. This work, and the instrument itself, pressed open the doors for the preclinical field and the work left a 
legacy with numerous preclinical imaging systems being developed based on inherited designs of Simon 
Cherry’s original microPET publication. However, 15 years after the publication of the microPET system, 
the overall spatial resolution did not significantly improve.  Reported by A. Goertzen et al. in 2012, 
microPET spatial resolution remained between 1- 2 mm (Table 2) [8]. The highest reported resolution is 
about 1.5 mm for VrPET.  
The development of the microPET system was designed on the belief that animal research would 
become a larger portion of medical research, which has proven true. Previous scanners used for animal 
research were essentially clinical scanners applied to animal models ranging from monkeys down to mice. 
Understanding the degradative impact of non-collinearity, microPET selected a ring diameter of 17.2 cm 
with a trans-axial FOV of 11.2 cm and an axial FOV of 1.8 cm, more suited for imaging mice. Detectors 
composing the ring utilized lutetium oxythosilicate (LSO) crystals in an 8 x 8 array, each crystal 2 x 2 x 10 
mm coupled to an optical fiber.  
The partitioning of the crystals is one of the key reasons the system and subsequent preclinical PET 
systems were not able to achieve sub 1-millimeter resolution.  Though intended to serve as means to pixelate 
the detector, the 2-mm crystal height and width created the uncertainty limitations in the X-Y direction of 
the detector, and the 10 mm depth forcefully induces geometric errors in the LOR positioning due to the 
lack of knowledge of the depth of interaction. The error induced from LOR shifting is called parallax error 
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and severely degrades spatial performance when offset from the center of the system center.   Thought some 
have attempted to correct for the uncertainty in the depth of the crystal, all systems in Table 1.3 employ the 
partitioned scintillator crystal architecture [9-13] which then identifies the limiting commonality between 
the modalities, and indicating the need for a new detector architecture. 
TABLE 1.3 









microPET R4 350-650 keV Fourier + 2D FBP 2.13 2.21 2.72 
microPET Focus 120 350-650 keV Fourier + 2D FBP 1.92 1.66 1.90 
microPET Focus 220 250-750 keV Fourier + 2D FBP 1.75 1.80 1.70 
Inveon 350-625 keV Fourier + 2D FBP 1.63 1.62 2.45 
ClearPET 250-650 keV 3D FBP 1.94 2.00 3.24 
Argus 250-700 keV 2D FBP 1.63 1.65 - 
VrPET 100-700 keV SSRB + 2D FBP 1.52 1.62 2.66 
LabPET 8 250-650 keV SSRB + 2D FBP 1.65 1.70 - 
1.4. Pathological Markers Associated with Neurodegenerative Function  
As molecular imaging modalities improve, the refinement of performance is generally marked by 
a change in sensitivity, spatial resolution, timing resolution (if applicable), and cost. As of now, most of the 
refinements and innovation in an instrument is discussed in terms of the order of magnitude improvement 
but not its progression toward a resolution target or sensitivity as dictated by a specific application. In this 
section, a summary of intertwined neurological diseases is offered to exemplify the wide potential impact 
a high-resolution PET system could have.  
The brain is one of most complicated and least understood “machines” existing on earth. Numerous 
ailments have long standing presence and lack a cure, and new diseases are still appearing. However, the 
proposed biological focus of this work is not a specific disease but rather the pathological markers indicative 
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of disease as these serve as the molecular imaging targets. Tow influential markers, beta amyloid and/or 
tau protein, have been known to be relevant to diseases such as: 
(1) Alzheimer’ Disease [14] – Dementia characterized by memory loss, behavior change, and motor 
function impairment on the macroscopic level. Intracellular regions exhibit tau tangle formation 
(neurofibrillary tangles), and extracellular regions show formation of beta amyloid aggregation. 
Regions generally affected include the entorhinal cortex, the hippocampus, basal forebrain, and the 
amygdala. It was discovered over 100 years ago, and remains uncured.  
 
Figure 1.2: (A) Full mouse brain from the Brain Atlas. (B) Isolated neocortex from the mouse brain. (C) 
Isolated hippocampal formation. A full mouse brain is 10 mm in size. Sub regions of the brain fall well 
below 1 mm in size. [15] 
 
(2) Pick’s Disease [16] – Dementia characterized by social behavior changes, and language breakdown 
and understanding. The disease is also 100 years old as is characterized by Pick bodies which are 
composed of tau proteins.  
(3) Progressive Supranuclear Palsy/Steele-Richardson-Olszewski Syndrome [17] – Parkinsonian like 
in terms of motor function. Tremors, and falls, common among patients.  
(4) Corticobasal Degeneration [18] – Parkinsonian movement like disorder. Clinical studies have 
shown that gait disorders are prevalent, and tremors are possible. Tau aggregate occurs.  
(5) Chronic Traumatic Encephalopathy [19 - 21] -  Result of traumatic brain injury. Recently received 
very wide media attention due to high rate of prevalence in many football athletes. Primarily a tau 
exhibiting disease but can also exhibit beta amyloid aggregate. A partial list of Symptoms may 
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include insomnia, paranoia, social phobias, impulsivity, mood disorders, motor function issues, 
speech impairment, and gait impairment . 
The diseases listed provide only a small fraction of tau and beta amyloid diseases that currently are known. 
The onset of a disease in the brain has far reaching consequences on human quality of life as almost all 
facets of bodily regulation can be destabilized.    
1.5. Quantified Resolution Targets for PET: A Review of the APP/PS1 Mouse Model 
In 2012, Manook et al. [22] performed a multi-modal validation of a double transgenic AD mouse 
modal using Pittsburg Compound B labeled with carbon-11. The mouse model exhibits the amyloid 
precursor protein (APP) mutation and the presenilin 1 (PS1) mutation. The APP and PS1 mutations are in 
part responsible for the formation of Aβ aggregation. These mutations have been studied and identified as 
a common genetic indicator of AD across family lines and has been seen throughout the world. APP itself 
accounts for about 0.5% of all genetic cases of AD, and PS1, in conjunction with presenilin 2 (PS2), 
represent a combined 8% of AD cases [23]. Its common in animal models to include multiple mutation to 
strength the expression of the desired phenotype.  
In the work, the model was studied using autoradiography after PET imaging. The study stained 3 
groups of transgenic mice post sacrifice. The first group was old hemizygous (tg-old), the second group 
was young homozygous (tgtg-young), and the final group was old homozygous (tgtg-old). Fig. 1.3 
summarizes the results of post sacrifice plaque size quantification ranges that were collected from the 
APP/PS1 mouse model. Each group was stained with Thioflavin S. All three groups showed dominant 
plaque sizes ranged between 0 to 30 μm. This range would be the ideal spatial resolution target for a PET 
semiconductor system, but reasonably this range is far too small given the need to produce a detector 





Figure 1.3: Plaque size distribution in multiple age groups as studied by Manook et al. This would serve 
as the ideal spatial resolution [22]. Used with respect to Creative Commons Attribution License. No 
modification of original figure made. Reprinted under Creative Commons License, 
https://creativecommons.org/licenses/by/4.0/.  
1.6.  Research Efforts to Break the 1-mm Spatial Resolution Barrier in Scintillator Design 
Preference has historically been placed on the use of scintillation material due to the (a) excellent 
and ever improving timing resolution (100s of picosecond performance), (b) adequate energy resolution, 
and (c) good detection efficiency [24,25]. Table 1.4 summarized generation scintillation characteristics 
[24]. Building upon the well-established intrinsic performance of scintillators, S. Siefert et al. and Van Dam 
et al., researchers of Delft University of Technology, have placed extended efforts into simulating and 
characterizing DOI capable monolithic scintillator pixelated Silicon Photomultiplier (SiPM) detector 
response with direct experimental work exploring LSO:Ce. Reported results indicate sub-200 picosecond 
timing resolution, indicating excellent time-of-flight potential, with detector resolution testing the 1 mm 
spatial resolution barrier [26, 27]. Efforts reported by S. España et al. in developing a SiPM digiPET system 
proved a 0.54 mm spatial resolution achievable. Both efforts indicating the excellent feasibility of SiPM 
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LaCl3:Ce 50,000 20 2500 (218 ps) 3 2.9 
LaBr3:5 % Ce 60,000 15 4000 260 (lab) 
315 (PET) 
3 2.2 
LaBr3:10 % Ce 56,000 16 3500 (103 ps) 3 2.2 
LaBr3:20 % Ce 55,000 17 3235 (94 ps) 3 2.2 
LaBr3:30 % Ce 55,000 18 3056 (69 ps) 3 2.2 
CeBr3 68,000 17 4000 (129 ps) 3 2.2 
LuI3:CE 100,000 23 4348 (125 ps) 4 1.8 
 
1.7.  Current and Legacy Efforts in Semiconductor PET: Preclinical and Clinical 
 Instrument development for PET is a sparse but international field. Groups from University of 
Illinois of Urbana-Champaign, Stanford University and University of California, Davis exist within the 
U.S.A., and then research groups from Spain, UK, and Japan contribute to form a strong portion of the 
international community. Not all research into semiconductor PET is still active. Some groups terminated 
their research years ago, some have switched to different semiconductor materials, and a few still make 
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significant strides toward system development. Numerous researchers within the field have worked in more 
than one semiconductor group. Summarized in the subsections below are the status of all projects.  
1.7.1 CdTe PET – University of Illinois at Urbana-Champaign 
 
 The effort at the University of Illinois is now two-fold. As of 2017, Professor Meng and Professor 
Shiva Abbaszadeh from the Nuclear, Plasma and Radiological Department both actively work in 
semiconductor PET. Professor Meng has worked from around 2008 to develop Hybrid Pixel-Waveform 
(HPWF) readout for both SPECT and PET applications. The work has been producing experimental data 
for PET for the last 3 years and is at this moment still active. Key results include demonstrating the potential 
for sub-500 μm spatial resolution [28]. Professor Abbaszadeh currently is working and producing 
simulation data while bringing with her the CZT PET electronics and system development experience form 
her postdoctoral experience at Stanford.  
 
1.7.2 VIP-PET – Universitat Autònoma de Barcelona, Barcelona, Spain 
 
Ongoing effort continues from research in Barcelona (Spain) to develop a modular CdTe clinical 
system. Publications pressing simulated physics and experimental studies looking at developing a 
semiconductor CdTe system titled voxel imaging PET (VIP). E. Mikhalova et al. performed various 
simulations of the proposed ~1 mm resolution system with an intent of demonstrating the system sensitivity 
and SNR through studying and correctly localizing each line-of-response (LOR). This was 
methodologically achieved by removing parallax error through correct X-Y-Z positioning in the bulk CdTe 
crystals, and identification of initial scatter positions by correcting for Compton interactions utilizing the 
achieved 1.6% energy resolution for 511 keV. Results from a NEMA NU 2-2001 and NEMA NU 4-2008 
phantom produced a peak NEC sensitivity of ~23,000 cps/kBq/ml and ~568 cps/kBq/ml, respectively [29]. 
Complementary experiments by G. Ariño et al. have iteratively strived to validate the potential of 
developing PET instrumentation from 2011 to 2013 [30, 31]. Focusing on Schottky CdTe detector diodes, 
the procedures looked at not only room temperature operation but also below 0° C timing and energy 
resolution. Energy resolution was first reported to be 1.57 % and 0.98 % for room temperature and -7° C, 
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respectively, with timing performance achieving 16.75 ns maximum at -7° C with energy windowing. 
Second attempts pushing temperature levels to -8° C resulted in a comparable 1.2% energy resolution but 
showed improved timing performance limited to 6 ns with energy thresholding.  
1.7.3 CZT Preclinical PET – Stanford University, California, United States 
 
 The research at Stanford University on CZT PET began around 2008 with a conference record 
titled, “Charge Collection Studies of High Resolution CZT=Based Detector for PET” [32]. The work 
continued and is still active with the last publication in 2017 by the once Stanford post-doctoral appointee 
now turned professor at the University of Illinois, Prof. Shiva Abbaszadeh. The system current utilizes an 
“edge on” detector with strip readout supported by the Readout Electronics for Nuclear Applications 
(RENA) ASIC produced by NOVA R&D Inc, and Innovative Design in California and reported on first in 
1998 [33]. Figure 1.4 shows the theorized PET system layout and the supporting RENA electronics. 
 
Figure 1.4: (LEFT) Full ring CZT modeling. (RIGHT) RENA readout ASICS connected to strips on main 
CZT block [34]. © 2016 IEEE reprinted with permission.  
The work has undergone numerous simulation studies for detector design and ring layout and 
developed a novel detector operating in “edge on” mode. In this mode, the detector electric field is 
essentially perpendicular to the path of 511 keV photons and results in the ability to make a thicker crystal 
without adding penalty to the timing performance of the system. Results published in 2016 produced timing 





1.7.4 CdTe and TlBr – University of California, Davis, United States 
 When discussing the efforts carried out at the University of California, it is important to note a few 
specific individuals. The first is Dr. Greg Mitchell who is a senior research scientist under Prof. Simon 
Cherry. Dr. Mitchell published the last effort in Cdte PET by the Cherry group in June of 2008 [35]. The 
work was focused on developing 20 mm x 20 mm x 0.5 mm CdTe blocks layered to create a full CdTe 
detector block. It was believed that the layering would improve sensitivity while only requiring the charge 
to traverse the 0.5 mm thick strip to achieve adequate timing performance. Fig.1.5  shows the bulk strip 
detector design and a sketch of the supporting readout electronics. The project was since abandoned. The 
group at U.C. Davis now working with Radiation Monitoring Devices (RMD) to develop detectors for TlBr 
with interest in applying the material to PET. 
 
Figure 1.5: (LEFT) Layered CdTe strip detector design. (RIGHT) Strip detector supporting electronics 
sketch [35]. © 2008 IEEE reprinted with permission. 
 It is interesting to note that in process of abandoning CdTe as the semiconductor of interest, 
graduate students from Universitat Autònoma de Barcelona, Barcelona, Spain found themselves at UC 
Davis. Now Dr. G. Ariño continues research his work in semiconductor detector assessment and has 
released results on TlBr as a potential PET candidate. His results indicate 24 ns timing performance when 
coupling the detector to a fast scintillator [36]. 
1.7.5 CdTe - Tohoku University, Japan 
 
 Perhaps the first group to develop a full system, work from Japan’s Tohoku University was 
presented as early as 2007 with the intention of developing a sub millimeter preclinical system. This system 
achieved 0.80 mm spatial resolution through the development of a Schotty barrier diode based CdTe system. 
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Given the selection and geometry of the detector, the system reported a timing resolution of 6 ns. The 
system cited a sensitivity of 40 cps/kBq/ml given the limited packing ratio and detection efficiency of the 
material [37]. A drawing of the detector design is show in Figure 1.6.  
 
Figure 1.6: Strip detector dimensions from a Japan based group [37]. Copyright © 2007  Elsevier B.V. 
reprinted with permission. 
1.7.6 Germanium SMARTPet - University of Liverpool, UK 
 
 A group fromthe United Kingdom produced results from a prototype detector design named 
SmartPET to provide proof of concept of the potential application of High Purity Germanium (HPGe) to 
PET. The preliminary effort produced a timing resolution of 10 ns with a fast scintillator when measuring 
511 keV events only [38]. The work seems to have last published around 2009.  
1.8.  Objective and Outline of the Dissertation 
 Chapter 1 covers the relevance and important of preclinical efforts in the field of medicine, its 
expanding role, and the cooperative nature required within medicine. With the historically imposed 1-2 mm 
spatial resolution from the detector design, medicine demands a greater spatial resolution and research 
efforts are pursing revised pixel-like architectures using conventional scintillators and alternative 
semiconductor materials. The biological importance of neurological applications, and the associated 
molecular feature sizes from the APP/PS1 mouse model indicate that spatial resolution must achieve 100s 
of micron resolution to have significant research impact.  
 Chapter 2 discusses the fundamental physics of semiconductors, common semiconductor materials, 
necessary considerations in PET when developing a semiconductor detector. 
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 Chapter 3 introduces the HPWF detector readout method. It explains the challenges associated with 
regular pixelated detectors and how the HPWF detector method assists in overcoming some of the material 
limitations imposed by semiconductors and a few of the benefits from the methodology. The core detector 
architecture is summarized and the methods of quantification of the cathode waveform and pixelated anode 
are presented and explained. 
 Chapter 4 is the initial feasibility study verifying the impact of HPWF detector readout against 
conventional shaping methods using a 10 μCi Na-22 point source. The energy resolution and timing 
resolution as function of shaping time are compared against the energy and timing derived from the cathode 
waveform. The combined DOI and energy impact performance are presented. Initial point source spatial 
resolution information is discussed.  
 Following the effort produced in Chapter 5, experimental work expands upon the point source study 
performed and analyzed in Chapter 3. In this iteration, a microfluidic template was studied which was 
designed to include 500 μm and 750 μm channels. Using a non-information loss image method performed 
by template matching LOR convergence, the image to data relationships could directly be made. The 
experimental study further included Compton scattering which warranted a review of the low energy impact 
on PET performance. Sub-500 μm spatial resolution was demonstrated as possible.  
 Chapter 6 of this work looks at a comparative experimental study of preclinical work performed on 
a Siemens Inveon microPET system against the performance of the prototype system developed in our lab. 
A single mouse brain phantom was imaged with CT, in the Inveon system, and then in the HPWF CdTe 
system to allow for direct comparison. The key feature of comparative interest was the improvement in 
spatial resolution.  






Semiconductor Physics, and Pixelated 
Detectors  
2.1 Introduction  
Wide-band gap semiconductors have been studied for their room temperature compatibility, and 
the high achievable energy resolution. These two elements have already been very attractive for biomedical 
integration; e.g. SPECT detector capable of hyperspectral imaging produce extra dimensional information 
using multiple tracers [39]. In SPECT, semiconductors provide great energy resolution for multi-tracers, an 
atomic Z value which favors photoelectric absorption for conventional SPECT isotopes, and a mechanism 
to assess DOI through the measurement of charge drift. In pursuit of a high spatial resolution SPECT, works 
by K. Ogawa et al. [40] and L. Cai et al. [41] have demonstrated the viability of CdTe specific use for 
system development. The transition from SPECT to PET, however, increases the number of technical 
challenges as the performance of the modality is far more sensitive to the semiconductor material 
parameters.  
This chapter reviews semiconductor physics, radiation physics, charge transport and signal induction, PET 
coincidence interactions, and the processing electronics needed for measuring the LOR for each interaction. 
The objective is to provide a significant enough review of the individual elements in semiconductor PET 
such that an appreciation of challenges of can be understood. Furthermore, it is intended that reader receives 
a conceptual understanding of how sensitive the performance of a full PET system can be to radiation 






2.2 Semiconductor Physics and Materials 
2.2.1 Wide Band Semiconductors Defined 
 A semiconductor material, in the simplest definition, is not a conductor or insulator, it exhibits an 
intermediate state of resistance and conductivity. This definition is derived from the material structure. A 
repeating arrangement of atoms, a crystal lattice, results in arrangement of electrons bound in orbital 
configurations. The arrangement of electrons in the highest orbital energy represent the valence band of 
electrons. These electrons, as shown Figure 2.1, can occupy one of two different bands created from the 
lattice structure. An electron can occupy either the valence band or the conduction band if the member of 
the material absorbs sufficient energy to overcome the separation between the valence and conduction band. 
The smallest separation between the two bands is called the band gap of the material.  
 
  
Figure 2.1: (LEFT) Organization of silicon crystal lattice. (RIGHT) Band gap versus lattice spacing [37].  
Copyright © 2007  Springer reprinted with permission. 
 Semiconductors differ from conductive and insulator materials due to the size of this band gap. As 
shown in Figure 2.2, insulators have a very large band gap, conductors have overlap between the valence 
band and the conduction band, and semiconductors have a small but less then a insulator band gap. When 
defining room temperature semiconductor, we are characterizing a semiconductor based on the size of the 




Figure 2.2: Illustration of different band configurations for (a) insulators, (b) semiconductors and (c-d) 
conductors [37]. Copyright © 2007  Springer reprinted with permission. 
Electrons, and holes, are susceptible to temperature and have a probability of transitioning between 
bands as a result of the energy imparted on the charge from the temperature. A probabilitistic definition as 
a function carrier energy for pure (intrinsic) semiconductors is defined  in equation 2.1.1 as,  






,     (2.1.1) 
where E is the energy of the occupied charge, 𝐸𝐹 is the Fermi energy of the material, k is the 
Boltzmann’s constant, and T is absolute temperature. The Fermi energy is the energy level at 0 K in which 
there is an equal probability of electron occupying the valence band and the conduction band. Wide band 
gap semiconductors offer operational stability at room temperature defined by reduced noise induced from 
carrier band transitions. Though resistant to temperature, the band is not so large as to reject the transition 
of charge from the energy imparted from high energy gamma radiation.  
However, the Fermi level, being dependent on the material properties, will change if impurities are 
added or originally present in a semiconductor. This is usually the case as pure materials are highly difficult 
to create. The act of adding impurities is called doping and creates an extrinsic semiconductor. This addition 
can increase or decrease the Fermi level through the creation of additional carriers in the valence band or 
conductive band. Semiconductors which have excess of electrons are called a n-type and one with excess 
of holes is classified as p-type. Dopants in radiation sensitive wide band semiconductors can induce either 
p-type or n-type charge condition.  
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2.2.2 Physics of Moving Charge 
 When electrons make passage from the valence band to the conduction, the electron is free to move 
within the semiconductor as is its complementary vacancy referred to as the positively charged hole. There 
are two conditions in which a particle will move. The first is under the influence of an external electric 
field, and the second is the result of excess of charge carrier build up causing charge carriers to seek regions 
of lower concentrations. The first phenomenon is called drift while the second is diffusion.  
 When discussing drift, both electrons and holes have separate drift velocities. These 
complementary particles, electrons in the conduction band and holes in the valence band, can be treated 
independently and, as outlined by classical mechanics, will experience a force when an external electric 
field is present. Both charge carriers will move through the material undergoing collisional interactions. 
Given this understanding, the velocity reported for semiconductor is the as mean velocity rather than an 
instantaneous one. As a function of electric field, the velocity of charge can be separated into three stages: 
(a) a linearly increasing region, (b) an exponentially decreasing region and (c) a saturated region. These 
states can be viewed in Figure 2.3.  The velocity in the linearly increasing region can be described with 
equation 2.2.1 and 2.2.2 [37]. These equations define the velocity for electrons and holes as,  
𝑣𝑒 =  
−𝑞 𝜏𝑐
𝑚𝑒
𝜀 =  −𝜇𝑒𝜀,     (2.2.1) 
𝑣ℎ =  
𝑞 𝜏𝑐
𝑚ℎ
𝜀 =  𝜇ℎ𝜀,     (2.2.2) 
where 𝑞 is the fundamental value of charge, 1.60 x 10−19 C, 𝜏𝑐 is the mean free time at thermal equilibrium 
between collisional interactions, 𝑚𝑒 and 𝑚ℎthe effective masses of electrons and holes, respectively, 𝜀 the 
electric field, and 𝜇𝑒 and 𝜇ℎ. the charge mobility constants. Once the electric field is sufficiently high, these 
equations become no longer valid and the return for increasing the electric field begins to reduce. 
Eventually, the charge reaches its maximum velocity and increasing the electric field will no longer have 




Figure 2.3: Relationship between velocity and electric field. 
 In instances where concentrations are non-uniform, carriers will attempt to shift from high to low 
concentrations. The act of charge moving in inhomogeneous concentrations is called diffusion. Diffusion 
is proportional to the size of the concentration gradient. The flux 𝐹 due to diffusion is defined as,  
𝐹𝑒 =  −𝐷𝑒
𝑑𝑛𝑒
𝑑𝑥
,      (2.2.3) 
𝐹ℎ =  −𝐷ℎ
𝑑𝑛ℎ
𝑑𝑥
,      (2.2.4) 
where 𝐷 represents either the electron or hole diffusion coefficient and 
𝑑𝑛𝑒
𝑑𝑥
 or  
𝑑𝑛ℎ
𝑑𝑥
 is the one-dimensional 
concentration gradient.  
2.2.3 Radiative Recombination, Shockley-Read-Hall Recombination, and Mean Free Path 
P-type and n-type semiconductors will contain an excess of one charge carrier over another. The 
excess carrier is referred to as the majority carrier and its complement is the minority charge carrier. When 
free minority carriers are produced, the semiconductor enters a state of disequilibrium. At the point, it will 
require some time for the free minority charge carriers to be eliminated. The act of this elimination is 
referred to as recombination, and there is a mean free time which dictates the rate of recombination per 
carrier.  
Many models have been proposed to explain the phenomenon of recombination. The work here 
covers a simple direct transition between semiconductor bands resulting in radiative transfer, and the 
𝑉𝑠𝑎𝑡  
𝜀𝑠𝑎𝑡  




complex Shockley-Read-Hall model also referred to as the trapping recombination model. The direct 
recombination model which only shows the valence and conduction band an ideal scenario. The reality is 
that the transport of charge in semiconductor material is more complex. Due to the existence of impurities 
from dopants and natural defects, intermediate states between the valance and conduction band can appear 
as shown in Figure 2.4. Direct recombination occurs when no intermediate states exist, and indirect 
trapping/combination occurs when intermediate energy states exist.  
 
Figure 2.4: Illustration of direct band movement and indirect band movement [37]. Copyright © 2007  
Springer reprinted with permission. 
Radiative Recombination: In direct semiconductors, the recombination time constant is directly 
proportional to the thermal equilibrium concentration of minority charge carriers, and will produce a wave 
emission equivalent to the transition energy when the transmission occurs. The time constants equations 
are defined in 2.2.5 and 2.2.6 as, 
𝜏𝑛 =  
1
𝐾𝑝0
,      (2.2.5) 
𝜏𝑝 =  
1
𝐾𝑛0
,      (2.2.6) 
where 𝐾 is a constant and 𝑝0 and 𝑛𝑜 charge concentration values at equilibrium in the respective bands. 
This lifetime directly impacts the rate of recombination and is related to the rate through the number of 
excess minority charge carriers as,  






,     (2.2.7) 
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,     (2.2.8) 
where 𝑛 is the current concentration, 𝑛𝑜 is the initial concentration, 𝜏𝑟 is the recombination lifetime 
constant, and 𝑅𝑟 is the rate. In this capacity, the rate will reduce as more charge carriers recombine meaning 
that the carrier change ∝  𝑒
−𝑡
𝜏𝑟 . 
Shockley-Read-Hall Recombination (SRH) [43]: In indirect semiconductors, electrons and holes 
do not jump the gap between the valance band and conductive band directly but make sequential movements 
between intermediate states to recombine. The recombination lifetimes are defined in Equation 2.2.9, 
𝜏𝑛 = 𝜏𝑝 =  
1
𝑁𝑡𝑣𝑡ℎ𝜎
,     (2.2.9) 
where 𝑁𝑡 is the defect density, 𝑣𝑡ℎ is the thermal velocity for the electrons or holes, and 𝜎 is the electron 
or hole capture cross section. The SRH time constant dominates the rate of loss of the useful signal in our 
detector.  
Mean Free Path: The SRH recombination model dominantly accounts for intermediate stages 
within an ideal direct semiconductor band structure. The defects and impurities are a visibly degradative 
performance inhibitor in radiation sensing materials. The mean free path, as defined in 2.2.10, can be used 
to understand the likelihood of charge loss in a semiconductor. The mean free path is expressed as 
𝜆𝑒 = 𝜇𝑒𝜏𝑒𝜀,      (2.2.10) 
where 𝜇𝑒 is the electron mobility constant, 𝜏𝑒 is the SRH recombination lifetime, and 𝜀 is the electric field 
applied to the semiconductor. As mean free path is dependent on the electric field, 𝜇𝜏 is reported in literature 
for both holes and electrons separately.  
2.2.4 PET Semiconductors and Parameters 
 Table 2.1 summarizes a limited number of material characteristics for CdTe, CZT, TlBr, and a 
newly published material, CsPbBr3. The Z of individual elements creating the bulk material, electron 




Room Temperature Semiconductors for PET Applications [44-48] 
Material CdTe CZT TlBr CsPbBr3 
Atomic 
Number 




































Band gap [eV] 1.44 1.65 2.68 2.25 
eV per  
e-h pair 
[eV/e-h] 4.43 4.6 5.50 - 
 
An ideal room temperature semiconductor for PET applications would have very high electron and hole 
mobilities, exhibit very long electron and hole lifetimes, and be of very high Z. This would produce fast 
detector rise times, minimal charge trapping, and high photoelectric absorption. Unfortunately, 
semiconductor materials generally exhibit only few of the desired features. CdTe is ideal for its electron 
mobility and life time, but is unfavorable due to its Z value and hole mobility.  
2.3 Pixelated Semiconductor Detectors 
2.3.1 Photon Material Interactions 
Now that the fundamentals of semiconductor materials have been covered, a discussion of 
mechanisms of signal formation from radiation interaction with matter is needed, especially how the 
material and energy of the material dictates the type of interaction, and how scintillation and semiconductor 
material intrinsically differ in signal generation.   
In PET, the annihilation process producing the near co-linear is the initial step of the sensing 
process. The 511 keV events serve as our signal and emit at a separation angle of about 180° ± 0.25° [49]. 
Following a single photon of the annihilation pair, the photon, when faced with material in its path, will 
pass through and potentially undergo an interaction with the material probabilistically determined by the 
energy of the photon and the atomic number, of the material. There are three classical interactions; 
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photoelectric absorption, Compton Scattering, and pair production. Pair production is not discussed in this 
work.  
 Firstly, photoelectric absorption is the process of the direct transfer of energy from photon to 
electron. Photoelectric absorption is defined in Equation 2.3.1 as, 
 𝐸𝑒− = ℎ𝑓 −  𝜙,     (2.3.1) 
where 𝐸𝑒− is the kinetic energy of the photoelectron, ℎ is Planck’s constant, 𝑓 is the frequency of the 
incident photon and 𝜙 is the electron binding energy. If the energy of the photon exceeds the binding energy, 
the residual energy will be the kinetic energy of the electron. 
 Secondly, if a photon does not deposit all of its energy into an electron, it may undergo a scattering 
interaction with fractional energy deposition. This phenomenon is known as Compton scattering and is 
defined in Equation 2.3.2 as, 
𝜆𝑓 − 𝜆𝑖 =  
ℎ
𝑚𝑜𝑐
(1 − cos(𝜃))     (2.3.2) 
with the incident wavelength defined as 𝜆𝑖, the scattered wavelength defined as 𝜆𝑓, the angle of scatter as 
𝜃, ℎ as Planck’s constant, 𝑚𝑜 as the rest mass of an electron, and 𝑐 as the value of the speed of light. The 
scatter angle is anywhere from 0 to 180 degrees which is probabilistically determined and defined by the 
Klein-Nishina formula.  
The Klein-Nishina formula provides the differential cross-section which is the probability of 















)  (2.3.3) 
where 𝑍 is the atomic number, 𝑟0 is the classical radius of an electron, 𝛼 = ℎ𝑣 𝑚𝑜𝑐
2⁄  which is the energy 
of the gamma over the rest mass energy of an electron. For the elements composing CdTe, forward 





Figure 2.5: Klein-Nishina formula applied to 511 keV and Z of 48 and 52 to identify dominate scattering.  
2.3.2 Scintillator versus Semiconductor Signal Carrier Formation 
Scintillators: Scintillation detection is an indirect conversion process with numerous steps involved 
prior to the formation of a voltage preamplifier pulse. The initial gamma annihilation event forms a primary 
charge carrier from either photoelectric absorption or Compton scattering. This carrier propagates through 
the material, this path generally referred to as the “ionization track”, dissipating energy as the charged 
particle collides with individual atoms. The collisional interaction may yield two potential outcomes; the 
collision may produce secondary charge carriers with some initial kinetic energy or produce an excited state 
atom. These excited state atoms undergo luminescence; a relaxation or decay from an excited state to 
ground state by emitting visible light photons. Visible light photons then scatter within the material until 
the photons are collected and converted to charge either to be measured directly or to be further amplified 
such as in a photomultiplier tube.  
Semiconductors: Unlike scintillation materials, the signal carrier in semiconductors at no point is 
reliant of visible light signal transport. The formation of the initial energetic primary electron propagates 
through the material depositing energy to create electron-hole pairs. Any kinetic energy of secondary 
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carriers is deposited in the semiconductor to create the additional carriers. The cascade of interactions 
creates the initial charge cloud. The number of carriers created is a function of the energy deposited in the 
material and the energy required to create an electron-hole pair (a value reported previously in Table 2.1 
for multiple semiconductor materials) ,  
  𝑁 =
𝐸
𝑤
,      (2.3.4) 
At this point, the cloud will migrate based on the electric field applied to the semiconductor while 
undergoing trapping and recombination. Figure 2.6 illustrates the signal formation process in 
semiconductors.  
 
Figure 2.6: Illustration of electron and hole formation in semiconductor material [47]. Reprinted under 
Creative Commons License, https://creativecommons.org/licenses/by/3.0/. No modifications made. 
2.3.3 Signal Measurement in Semiconductor Detectors 
 
The measurement of signal detectors in semiconductor detectors requires a review of the Shockley-
Ramo theorem and the application of the theorem to single sensing elements and pixelated sensing 
elements. Then a discussion of the Hecht relationship is required to understand signal reduction elements 




Figure 2.7: (LEFT) Single electrode detector design. (RIGHT) Multiple electrode detector design[50]. 
Copyright © 2001  Elsevier reprinted with permission. 
Shockley-Ramo Review [51] [52]: The Shockley-Ramo theorem is the product of two independent 
publications by William Shockley and Simon Ramo in 1938 and 1939, respectively. The works were two 
pages long and derived the same idea. Both concluded that a moving point source will induce a charge and 
current on a stationary electrode defined by: 
𝑄 =  −𝑞𝜑0(𝑥),      (2.2.14) 
𝑖 =  𝑞𝒗 ∙ 𝑬0(𝑥),      (2.2.15) 
where Q is the charge, i is the current on the electrode, 𝑞 is the point source charge, 𝒗 represents the velocity 
of the point source, 𝜑0(𝑥) is the electric potential as a function of position in the material, and 𝑬𝑜(𝑥) is the 
electric field as a function of position in the material. The electric field is, for a semiconductor detector,  a 
fixed value throughout the bulk material but electric potential will differ on the position and electrode 
configuration.  
Single Sensing Element: A single sensing element is an unpartitioned electrode. This would be  
the cathode on a semiconductor detector or, if spatial position was not an interest, an unpixellated anode 
(see Figure 2.7 (Left)). The weighting potential for a single sensing element is a linear function of the 
material thickness. In this scenario, the calculation of the total charge deposited on the cathode can be 
derived as, 
∆𝑄 =  −𝑞𝑛𝑒(𝜑0(𝑥1) − 𝜑0(𝑥0)) + 𝑞𝑛ℎ(𝜑0(𝑥2) − 𝜑0(𝑥0)),     (2.2.16) 
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where 𝑛𝑒 is the number of electrons, 𝑛ℎ is the number of holes, 𝜑0(𝑥0) is the initial weighting potential in 
prior to any displacement, 𝜑0(𝑥1) is the final position weighting potential of electrons, 𝜑0(𝑥2) is the final 
position weighting potential of electrons. If an ideal non-trapping scenario is considered, we can assume  
𝑛𝑒 = 𝑛ℎ = 𝑛  . Equation 2.2.16 will then becomes 
∆𝑄 =  𝑞𝑛(𝜑0(𝑥2) − 𝜑0(𝑥1)),     (2.2.17) 
Multi- Sensing Element: If we instead focus on a pixelated anode (see 2.6 (Right)), weighting 
potential profiles will exist per pixel element. As the charge moves in the material, multiple sensing 
elements can experience a ∆𝑄 variation if observed prior to the arrival of charge at the respective planes. If 
the charge is observed at the respective plane and falls solely over a single pixel, the single pixel will 
experience the full change in signal while all other elements will fall to zero. Figure 2.8 shows how the 
pixelated elements will experience the change in signal based on positional weighting potential.  
 
Figure 2.8: Weighting potential for multiple electrode layout and charge position shown in 2.7 (Right) 
[50]. Copyright © 2001  Elsevier reprinted with permission. 
 
Influence of Trapping and Charge Sharing: In truth, the induction of signal by charge movement 
is a compound of multiple factors in pixelated anode detectors. The section of single and multiple element 
sensing serves as a theoretically ideal scenario which does not account for phenomena such as charge 
trapping and charge sharing.  
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As discussed in section 2.2.2, and 2.2.3, the electron-hole pairs cannot be considered equal 
counterparts as each carrier has its own velocity, diffusion coefficient, and mean life time before trapping. 
Loss of signal due to trap recombination as modeled in the 1-D Hecht Equation as,  
















),      (2.2.18) 
with L as the detector thickness, and 𝑄𝑜 as the initial charge. Simultaneously, these carriers will begin to 
spread to form a cloud and can induce what is known as the small pixel effect if the charge cloud exceeds 
the dimensions of the pixel. An excellent simulation of these phenomena was analyzed in work performed 
by the VIP project [54]. Simulations have been done to demonstration the intrinsic induced charge disparity 
between charge carriers caused in 2 mm thick CdTe material. In Figure 2.9, the elements on the left 
represent the electron cloud transport showing density, position, and time for single electrode. Observe the 
time scale is less than 10 ns. The second image explains the transport of hole again showing the density of 
cloud, the position, and time. The hole drift time takes as much as 100 ns to fully move ½ of the crystal. 
The final and right most image shows the induced signal for a single interaction at 1.9 mm. The hole induced 
charge shows the expected exponential degradation of trapping recombination.  
 
Figure 2.9: (LEFT) Electron and hole movement duration and charge density. (Right) Induced charge 
versus time. [53]. Reprinted under Creative Commons License, 





2.4 PET System Overview 
2.4.1 Coincidence Interactions in PET 
As previously mentioned, PET is reliant on positron annihilation. When considering an ideal single 
atom with a 100% positron branching ratio, this is a simple and manageable decay process. However, PET 
is a modality reliant on the injection of radiotracer solution which, targeted or untargeted, is a volume 
composed of numerous unstable atoms which can undergo simultaneous decay and forms of decay beyond 
positron annihilation.  
PET reconstructs an image using LORs measured on two spatially enabled detectors. Ideally two 
511 keV events are measured from a single atom, but, depending on the speed of the system, LORs may be 
generated from a) random or chance coincidence, b) scattered coincidence, or c) spurious coincidence. 
Visualized in Figure 2.10, these phenomena distort the true position of the source within the object in 
various ways. Chance coincidence arises when two atoms decay and undergo positron emission while 
temporally positioned in close proximity such that one 511 keV event from each atom arrives at the detector 
to form the LOR. This random coincidence forms a false line from the connection of the individual gamma 
rays and contributes to the noise of the image. Scattered coincidence is the product of one or both 
annihilation photons that undergo Compton scattering within the volume which contains the radiotracer 
solution. The Compton scattering destroys the collinearity of the annihilation events and  contributes also 
to the image noise of the system. The final false coincidence mechanism arrives from what is called spurious 
coincidence. As mentioned, the numerous atoms in radiotracer solution will all be decaying in close 
temporal space. The decay of the atoms, defined by the atom, may undergo processes such as direct gamma 
decay. Therefore, it is entirely possible for a prompt gamma ray and an annihilation photon to contribute 




Figure 2.10: Illustration of different forms of potential coincidence [54]. Copyright © 2004 Elsevier 
reprinted with permission. 
2.4.2 System Readout Electronics 
After the formation of charge and indication of signal on sensing electrodes, the information collected 
from a single potential LOR must be processed by an almost universal style of electronics in semiconductor 
readout. These electronics integrate front end analog waveform processing, back end digitizing and 
triggering electronics for relating single detector information to a global system. A general chain of 
processing electronics is shown in Figure 2.11.  
 
 
Figure 2.11: Illustration of conventional single channel processing electronics. 
The front end is composed of analog electronics which are responsible for collecting and integrating 
current to form the voltage that is eventually processed and used for energy, position, and timing [56]. In 
32 
 
this class of support electronics, we will discuss the role of the preamplifier, the shaping amplifier, the peak 
and hold circuit and the analog-to-digital converter (ADC).  
Every electrode in a pixelated anode must contain a preamplifier to collect the charge induced from 
Compton scattering or photoelectric absorption. In semiconductor detectors, we focused heavily on the total 
Q valued deposited in an electrode. Though numerous types of preamplifiers exist, the common preamp for 
use in charge sensing is a charge sensitive preamplifier. A charge sensitive preamp is responsible for 
applying the electric field in the semiconductor, and converting any moving charge to a workable voltage. 
A simple schematic is provided in Figure 2.12 and the relationship between the workable voltage and charge 
induced on any electrode is defined as, 
𝑉 =  
𝑄
𝐶𝑓
,     (2.2.17) 
where 𝐶𝑓 is the feedback capacitance. Those who design and construct preamplifiers put considerable effort 
in minimizing the induced noise of the electronics  
 
Figure 2.12:  Illustration of simple charge sensitive preamplifier [55]. 
 The workable voltage from a preamplifier is on the order of mV and is not generally useable for 
triggering or energy derivation as the shape of preamplifier waveform can be equated to a quickly decaying 
step function. Therefore, the second stage of most front-end electronics involves shaping amplifier and 
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creates a semi to full gaussian waveform using a variable gain. This CR-RCn filter is designed using a single 
stage high-pass filter controlling the fall time, a single stage amplification, and 𝑛 number of low pass stages. 
The selection of resistors, capacitors, and the number of low pass stages has significant influence on the 
rise and fall time of the shaping amplifier. A single stage CR-RC is show in Figure 2.13.  
 
Figure 2.13: Illustration of CR-RC shaper and each individual stage [55]. 
 Following shaping, the amplitude of the waveform can be sent to a peak and hold circuit which 
maintains the amplitude information to be sampled by an ADC for energy information of the incident event, 
or the shaped waveform can be sent to a comparator or constant fraction discriminator which in turn 
generates either a TTL signal or LVTTL signal to trigger the channel.  
 These electronics are present in every single pixel in a semiconductor detector. In this way, every 
pixel can be thought of an individual detector only connected by a bias cathode and, in our case, a CdTe 
crystal. These electronics are constantly firing and unified through digital support electronics which link 
detectors with events within a user set resolving time window. When two events are processed, the spatial 
position of each pixel is unified to create the LOR. The next section of this chapter dives into the common 






2.5 PET Performance Considerations 
2.5.1 Energy Resolution 
Generally, energy resolution in spectral imaging is the ability of a system to differentiate a single 
discrete gamma peak from another. In PET, we are only concerned with  what occurs to the 511 keV peak, 
no other single gamma peaks should be present or used as they do not have the capacity to generate a true 
LOR. Therefore, the energy resolution in PET used to differentiate 511 keV peak from Compton scattering, 
and is be defined as,  
∆𝐸 =  √(2.355)2(𝐹 ∙ 𝐸 ∙ 𝑤) + ∆𝐸𝑒𝑙
2 + ∆𝐸𝑐𝑜𝑙𝑙
2 ,   (2.5.1) 
where 𝐹 ∙ 𝐸 ∙ 𝑤 is the Fano noise from statistical fluctuation in the number of carriers, ∆𝐸𝑒𝑙  is electronic 
noise and ∆𝐸𝑐𝑜𝑙𝑙 is the noise contribution from the charge collection.  
2.5.2 Time Walk and Jitter 
Time walk and jitter are crucial in timing performance of system. Time walk is a product of channel 
rise time, a product of charge collection and amplifier shaping, and jitter is the product  
of noise. 
In Figure 2.14, if we take a rising waveform and place a horizontal trigger threshold, the subtraction 
of the waveform threshold interaction time from the initial interaction time is the calculated time walk. 
Time walk can be considered a delay between signal formation and registration and is a product of the 
movement of charge and shaping of signal. A longer time walk indicates a slower system.  
 The rising waveform will also have noise. Noise can be visualized as a vertical fluctuation induced 
from the movement of charges from sources ranging from the crystal to the electronics. This vertical 
movement at the point of threshold interaction and waveform intersection can induce jitter. Jitter is the 
horizontal fluctuation induced on the time access to the uncertainty of threshold crossing. Theoretically if 
the waveform could have an infinite slope, jitter would not be a problem. As this is not the case, jitter 




Figure 2.14: Illustration of jitter and time walk [55]. 
2.5.3 Timing Resolution 
Timing resolution represents the FWHM of the timing distribution of data. The timing distribution 
is derived from subtracting the trigger times and then creating a histogram of the trigger times of all the 
data. The thinner a timing distribution is, the better the timing resolution is. Timing resolution quantifies 
the speed of PET performance and is a key element in ensuring that each LOR is generated from a single 
atom. As shown in Table 1.4, many scintillation crystals can fall into the sub-200 picosecond performance 
range. From the literature review of semiconductor systems, the best performance is 6 ns. Semiconductors 
are currently much slower than semiconductor systems. 
2.5.4 Image Blurring and Parallax Error 
In this final section, we discuss the elements which degrade the spatial resolution performance 
(Figure 2.15): (a) blurring from non-collinearity, and (b) DOI impact on crystal performance. The first is 
the result of the residual moment deposited within the annihilation events. The 0.25° angular uncertainty 
will degrade the spatial performance as a function of the diameter of the PET ring. This induces a FWHM 
of  
𝐹𝑊𝐻𝑀 ≈ 0.0022 ∗ 𝐷       (2.5.2) 
where D is the PET ring diameter.  
The second element is the result of improperly positioned LORs and it is a result of unknown point 
of interaction along the depth of a crystal. Referencing the original microPET system as discussed in the 
introduction, there was no mechanism for correcting for DOI and this results in a progressively worse 
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resolution when moving away from the center of system position. This is called parallax error and solely 
the result of not being able to determine the depth of the interaction position in a crystal. This effect becomes 
increasingly worse with thicker crystals. 
 
Figure 2.15: (A) Perfectly collinear LOR. (B) Blurring induced from residual energy resulting in non-
collinearity. (C) Parallax error from incorrect interaction positioning in crystal [56]. Reprinted under 
Creative Commons License, https://creativecommons.org/licenses/by/3.0/.  No modifications made. 
2.6 Summary 
This section reviewed in bottom up approach the numerous influential factors in PET coincidence 
system. The formation of charge, the movement of charge, and processing of charge must all be considered 
to develop a fast system. As highlighted by the previous literature and the mechanisms of carrier transport, 
moving away from scintillation based detection toward a semiconductor system massively reduces the rise 
time and timing resolution performance. The addition of charge sharing through spread across multiple 
pixels and the high favorability of Compton scattering in CdTE further indicates that implementing a 








Hybrid Pixel-Waveform Detector Design and 
Data Processing 
 
3.1 Introduction  
The benefit of using highly pixelated CdTe or CZT detectors is the potential ability to break 
the current spatial resolution barrier. In this chapter, we highlight the challenges with pixelated 
detectors in system development, the HPWF modified detector readout, the firmware and timing 
modifications, the cathode waveform fitting and information derived from the waveform, and the 
processing and retention of information from the pixelated anode. This work continues research 
effort put forth by Jianchuan Zhang and Jinhong Wang.  
3.2 Challenges of CdTe and CZT Small Pixel Detectors  
There are several challenges for using small-pixel CdTe and CZT detectors for ultra-high resolution 
PET imaging applications, especially when the size of anode-pixels is comparable or smaller to the average 
dimension of the secondary charge-cloud generated by the interaction of 511 keV gamma rays in CdTe and 
CZT materials.  
First, it is well known that the use of small anode-pixels could lead to a degraded energy resolution. 
This is mainly due to the unrecoverable charge loss in the gap between anode pixels and the additional 
statistical fluctuations associated with the process of extracting the total induced signal from signals induced 
on adjacent pixels [57-59]. Various hardware workarounds have been implemented to improve the energy 
resolution. The first proposed solution involves placing steering electrodes between adjacent pixels in order 
to drive electrons more effectively toward the collecting electrodes [60, 61]. However, it becomes 
increasingly difficult to implement this approach for detectors with small pixel pitch (500 μm or below). 
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Alternative methods have included multiple pixel readout followed by hardware summing as performed in 
Medipix detectors [62-64], or in post-acquisition software processing.  
The second challenge for using CdTe/CZT detectors for PET application is limited timing 
resolution. CZT and CdTe material exhibit limited electron mobility 𝜇𝑒 of 1000-1100 cm
2/Vs and 1000-
1300 cm2/Vs [65, 66], respectively. This directly implies that the collection of electrons for thicker crystals 
could span the order of hundreds of ns. The long charge collection time, coupled to the finite signal-to-
noise ratio from readout electronics, makes it difficult to achieve a timing resolution attainable with 
scintillation detectors (e.g. a few hundred ps [24, 67 68]). Furthermore, the timing resolution could also be 
severely affected by the imperfections in CZT and CdTe materials and the electric field non-uniformity 
[45]. These limitations pose a greater challenge for using CZT/CdTe detectors for PET imaging.  
The final challenge for using highly pixelated CZT/CdTe detectors for PET imaging is derived 
from the necessity to develop a readout system with a reduced complexity which can handle the numerous 
readout channels. The decrease in pixel size would imply a dramatically increased pixel density. Even with 
the rapid advance in readout electronics, an exploration into simplified circuitry is still warranted to 
minimize power consumption, reduce heat generation, improve cost-effectiveness, and maintain a 
reasonable reliability.  
In this section, we present the design and a feasibility study of a hybrid pixel-waveform CdTe 
detector that could partially address these challenges, and could help to fulfill the potential of CZT and 
CdTe detectors for future ultrahigh resolution PET imaging applications. 
3.3 HPWF Detector Readout 
This work employs modified energy resolvable photon counting (ERPC) CdTe detectors with 2 
mm thick crystals grown using the Traveling Heater Method (THM) by ACRORAD Co., Ltd. [69].  At the 
core of the design, the detector utilizes a total of 8 crystals in a 4 x 2 arrangement. Each crystal has a surface 
area of 22 mm x 11 mm to generate the full active area of 44 mm x 44 mm.  For readout, AJAT Oy Ltd. 
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developed an application specific integrated circuit (ASIC). This CMOS ASIC is a variant of the original 
MGC700T2 design which employed 0.250 μm x 0.250 μm or 0.500 μm x 0.500 μm pixel sizes [70]. The 
architecture selected for this work used a 0.35 μm x 0.35 μm  pixel area with an arrangement of 64 x 32 
pixels per readout ASIC, totalling 2048 pixels per ASIC and 16384 pixels per full detector [71]. Figure 3.1 
shows the original AJAT design prior to the incorporation of the HPWF readout method.     
 
Figure 3.1: The AJAT standard module with a total of 8 crystals, each supported by the custom readout 
ASIC. 4 ASICs were assigned to separate support boards. Readout, with the default firmware, was 
performed column-wise.   
The detector readout was modified to uniquely acquire both the anode pixel information, and the 
cathode waveform to implement the HPWF readout method. This was achieved through the modification 
of the FPGA firmware and by the introduction of external support circuitry. The firmware was reengineered 
to support external triggering of the anode readout for a single ASIC, and external peak and hold reset on 
the pixelated anode. The cathode was cleaved from the support board’s high voltage and attached to external 
A250 preamplifier. The A250 preamplifier then further connects to the external shaping, triggering, and 
digitizing circuitry. The anode only provides X-Y positioning and coarse energy information because of 
firmware reduced per pixel readout time to approximately 125 ns per pixel. Figure 3.2 represents a 




Figure 3.2: The modification of the AJAT support board and firmware allowed for information from the 
cathode waveform to be retained. The movement of charge is collected by an external charge sensitive 
preamplifier and then digitizer for post processing.  
 
The incorporation of cathode waveform into the detector readout provides numerous benefits which the 
anode alone could not deliver. First, the addition of the cathode waveform adds the ability to measure the 
energy of each individual event without concern for charge sharing or loss observed across multiple anode 
pixels. This method substitutes a hardware approach, as seen with Medipix3 charge summing mode [72], 
with a single channel post-processing approach. Second, the waveform allows for a direct measurement of 
the initial time without the degradative contributions of time walk from fast timing amplifiers. Third, the 
system allows the derivation of DOI through the waveform shape [73]. Lastly, the waveform provides direct 
insight the physical limitations of the selected semiconductor material for application in PET.   
3.4 Waveform Fitting 
The interactions of gamma rays in CdTe and CZT detectors produce electrons and holes that migrate 
toward the anode(s) and the cathode under the influence of the electric field. Due to the vast disparity in 
charge mobility between electrons and holes in CdTe/CZT (1000 cm2/Vs vs. ~100 cm2/Vs), the resulting 
cathode waveform is naturally partitioned into multiple sections by three bending points: the interaction 
time, the arrival of electrons at the anode(s), and the arrival of holes at the cathode. The induced charge for 
a single polarity is defined by Hecht’s relationship in Eq. 3.51 as, 
𝑄(𝑡) =  {
𝑒∙𝑁0∙𝜏𝑓
𝑇𝑐
(1 − 𝑒𝑥𝑝 [𝑡 𝜏𝑓⁄ ]) , 𝑡 < 𝑇𝑐
𝑒∙𝑁0∙𝜏𝑓
𝑇𝑐
(1 − 𝑒𝑥𝑝 [
𝑇𝑐
𝜏𝑓⁄ ]) , 𝑡 ≥  𝑇𝑐
     (3.5.1) 
41 
 
where 𝑒 is the charge of an electron, 𝑁0 is the number of initial charge carriers, 𝜏𝑓 represents the mean-free 
time of charge carriers, and 𝑇𝑐 is the total collection time [73]. Charge trapping is accounted for but de-
trapping is not.  
An example of an experimentally measured cathode WF is shown in Figure 3.3. One could extract 
the gamma ray interaction time by fitting the measured WF to pre-derived WF models. This approach has 
been extensively detailed and experimentally validated in previous work [73,74]. Here, we have used a 
simplified WF model that treats all the WF sections as linear functions fitted using MATLAB.   
To extract the information from the cathode waveform, a model must be used to fit the data. Given 
the thickness over our detector, and the observation of relatively linear components, the work here fit the 
data to a 4-component linear piecewise function provided in Equations 3.5.2-3.5.5:  
Initial waveform baseline:  𝜆1 + 𝑡𝜆2                                 (3.5.2) 
Electron drifting component:  𝜆1 + 𝜆3𝜆2 + (𝑡 − 𝜆3)𝜆4       (3.5.3)  
Hole drifting component:  𝜆1 + 𝜆3𝜆2 + 𝜆5𝜆4 + (t − 𝜆5) 𝜆6      (3.5.4) 
Post Charge Arrival:    𝜆1 + 𝜆3𝜆2 + 𝜆5𝜆4 + 𝜆7𝜆6 + (𝑡 − 𝜆7)𝜆8          (3.5.5) 
where 𝜆1, … … , 𝜆8 are the eight parameters that represent the various amplitudes, slopes and time parameters 
of the full waveform fit.  
 
Figure. 3.3: Cathode waveforms from the CdTe system. (A) Interaction time. (B) Signal induced by 
electron movement. (C) Electron drifting time. (D) Hole drifting time. (E) Signal induced by electron and 
hole drifting. Cathode signal one and cathode signal two differ in DOI position. Both cathode waveforms 




In this work, we used a simple approach to extract the energy deposition of gamma ray interactions. 
We compare the cathode signal amplitudes before the interaction occurred and after all the charge (both 
electrons and holes) is collected. The difference between these two signal levels is used as an indication of 
the energy deposition. To compensate for the effect of electron and hole trapping, this signal-difference is 
multiplied by a correction factor depending on the estimated DOI for each individual gamma ray event. 
Similar methods have been used extensively for improving the energy resolution in CZT and CdTe detectors 
[75, 76]. Note that with the measured WF, it would be possible to use many digital signal-processing 
techniques to extract the energy information [77]. We chose to use this technique because it requires a 
minimum amount of digital processing and therefore computation, which is desired for high count rates.   
Gamma ray interactions occurring at different depths in the detector lead to different electron and 
hole contributions to the overall cathode signal amplitudes, and different electron and hole drifting times 
as shown in Figure 3.4. These example cathode signals shown in Figure 3.4 differ in DOI positional depth 
if we consider the concepts presented by the Shockley-Ramo theorem presented in Eq. 3.5.6 [50]. 
𝑑𝑄∗ =  
−𝑒𝑁𝑜
𝑊
(𝑑𝑥|𝑒 + 𝑑𝑥|ℎ)           (3.5.6) 
Again, 𝑒 is the charge of an electron, 𝑁0 is the number of initial charge carriers, but 𝑊 is the width of the 
detector and 𝑑𝑥 represents the displacement of the electron or hole charge carriers. Using this 
understanding, the total displacement of charge impacts the total amplitude contribution in the waveform. 
Therefore, the top waveform shown in Figure 3.4 indicates that’s the electrons must drift from a position 
very far from the anode while the bottom cathode waveform, dominated by the hole contribution, must drift 
from a position very close to the anode. While the DOI could be derived using multivariate analyses based 
on these quantities. For simplicity, we have limited our exploration to the use of various combinations of 




3.5 Pixelated Anode Information Derivation 
Linear readout of the anode requires greater than 200 μs to capture all 2048 pixelated elements, a faster 
speed than default readout which significantly reduces anode energy resolution. Figure 3.4 is an example 
of a raw digitized pixelated anode without pedestal correction. The raw form presents a periodic repeating 
64-pixel sawtooth pattern where the pedestal of each pixel in a single column increases with its position in 
the column. Given the stability of this pattern, pedestal correction is performed through the acquisition of 
500 dark frames with forced triggering, and subsequent subtraction of the mean pixel amplitude derived 
from all frames less any identified background interference. Pixels are identified through peak finding of 
local maxima in the raw anode data.  
 
Figure 3.4. The pixelated anode is read column-wise with 64 pixels read per column. This behavior occurs 
32 times to fully readout the ASIC’s 2048 elements.  
 Post-pedestal correction yields the data visible in Figure 3.5. With correct pedestal correction, the 
sawtooth pattern is removed and all pixels, less those with signal, fluctuate around 0 ADU as a function of 
the detector noise. A threshold is set slightly above the noise to ensure the selection of only true activated 
pixels. It is now that the data is reshaped to form the original 64 x 32 array to spatially identify adjacent 
activated pixels which form charge sharing events. In the list mode data that is retained from post 
processing, we store (a) the total number of interactions on the pixelated anode, (b) the position of each 




Figure 3.5 The pixelated anode with pedestal amplitude correction and the resulting signal visible on the 
anode. Though two peaks were visible in the uncorrected pedestal case, a third peak becomes visible after 
the correction 
To ensure that the resulting parameters from pixelated anode are the product of a single event, the 
cathode, after the initial waveform, is digitized during the readout of the pixelated anode. In post processing, 
the cathode signal is processed again during the period of anode readout of the respective detector. If a total 
of more than one cathode interaction is observed, the full coincidence interaction is rejected as the cathode 
and anode information cannot be related.  
3.6 Summary 
This chapter summarizes the challenges the HPWF readout method addresses and discusses the unique 
readout method. The modification made to an AJAT detector were explained, and the importance of the 
cathode waveform and anode are explained. The cathode provides a mean to derive DOI, energy, and timing 
whereas the detector primarily provides pixel index and course energy. The waveform is fit with a four 






Point Source Validation of the HPWF 




We have recently proposed the HPWF CZT/CdTe detector design that has the potential of offering 
an ultrahigh intrinsic spatial resolution in 3-D, an improved timing resolution and allows for a simplified 
readout system. While the HPWF detector technology may not replace scintillation detectors for general 
PET applications, it could be an attractive solution for building compact and ultrahigh resolution PET 
scanners for specific and high-impact applications, such as imaging beta amyloid (Aβ) plaques in mouse 
AD models [22, 78]. We have carried out a preliminary evaluation of prototype HPWF CdTe detectors 
placed in a dual-head coincidence setup. From this setup, we have experimentally verified the energy 
resolution, DOI, and timing-resolution from the fitted cathode waveform and the shaped cathode waveform 
data. We further carried out a series of preliminary point source imaging studies to explore the potential 
attainable spatial resolution for PET using HPWF detectors. These studies analyzed the impact of DOI, 
inter-pixel scattering and positron range on the overall system resolution. These results are presented and 
discussed in this chapter.  
4.2 Prototype Coincidence Detection System Based on Two HPWF Detectors 
A HPWF detector could be constructed based on multiple versions of the energy resolvable photon 
ERPC detectors that are based on the same readout architecture. These detectors consist of a varying number 
of hybrids, ranging from 1 to 8. Each hybrid is composed of a CdTe crystal with a pixelated anode bump-
bonded to a 2048 (32 × 64)-channel ASIC to read out the anode pixels. Each pixelated element is 350 µm 
x 350 µm in size.  
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 The experimental studies were carried out using two active CdTe hybrids, each being 2.2 cm wide 
and 1.1 cm long with a thickness of 2 mm, in a benchtop system shown in Figure 4.1. The detector firmware 
was modified to allow coincidence detection, between the two detectors, and a dedicated coincidence 
control unit was implemented using a Xilinx Spartan FPGA. The readout time per pixel was minimized to 
125 ns, and the number of pixels read out on each hybrid was firmware-selectable from 512 to 2048.  
The two HPWF detectors were placed around a 4-D (X-Y-Z-Rotation) stage. Three dimensions 
were for the translation of the axis of rotation, using Newport motors, so that the selected radioactive source 
was centered in the system field of view (FOV). The final dimension used a Micronex rotational motor in 
order to simulate a detector ring. Signals induced in the cathode waveform were shaped with a NIM shaper 
(ORTEC FTA 820) and fed into a constant fraction discriminator (ORTEC 584). Events exceeding the 
threshold were sent to the coincidence unit with a resolving time window of 50 ns. For coincidence events, 
the cathode signals from both detectors were directed to an external ADC running at 200 M samples/sec. 
This ADC stored all events in a circular buffer in order to preserve the cathode waveform generated prior 
to shaped triggering. The schematic of the triggering and readout system are provided in Figure 4.2. 
 
Figure 4.1: (A) FPGA coincidence control unit (Xilinx Spartan-3E). The 4-D stage used in the experiments 
allowed source alignment and the simulation of a multi-detector ring through rotation. (B) ORTEC analog 
shaping and CFD electronics were used to process the Amptek A250 preamplifier signals. 
All measurements were performed using a 10 µCi Na-22 point source with a 250 µm diameter. When 
performing the analysis of the spatial resolution, the point source was rotated to 40 positions with an offset 











a single hour.  For the scattering study, a separate 48 angles were imaged for one hour at each position using 
1024 active pixels. Detectors were placed at a separation of approximately 27 mm. Most of the 
measurements were carried out with a bias voltage -300 volts. However, the timing resolution was analyzed 
under both -300 volts, -400 volts, -500 volts and -750 volts.  
 
Figure 4.2: In the block diagram provided, cathode signals from detector 1 and detector 2 were sent to an 
Amptek’s A250 preamplifier. The waveform was digitized by our Gage ADC while the timing output was 
shaped by ORTEC’s FTA820. The shaped ouput was sent to an Ortec 584 constant fraction discriminator 
(CFD). If the signal arriving at the CFD exceeded 30 mV, a TTL pulse from the CFD would be directed to 
the ORTEC 414a coincident unit. A Xilinx Spartan-3E control FPGA would determine if the coincidence 
event from the 414a was true or not. Connections between the FPGA and the HPWF PET system were 
made using P-MOD BNC adapters.  
4.3 Lines of Response Data and the Point Source Geometric Calibration 
To achieve the high spatial resolution desired in our reconstructions, a very precise understanding 
of the system geometry must be achieved. This was implemented using a point source rotated by fixed 
increments in a full ring. The resulting LOR data is processed and the projections are visualized in 
MATLAB with a three-dimensional representation of our point source, the LOR data, and the system 
geometry as shown in Figure 4.3 with this being an example of our visualization.  
To calculate the geometry, we use the built-in functions of MATLAB to calculate the geometry 
with the maximum probability define by the convergence of our LOR data with our point source. The 
maximization is performed by MATLAB’s FMINCON which is shown in Equation 4.3.1.,  
𝒂𝒓𝒈𝒎𝒊𝒏(𝑃(𝑥|𝑑𝑎𝑡𝑎𝐿𝑂𝑅)) =  −𝒂𝒓𝒈𝒎𝒂𝒙(𝑃(𝑥|𝑑𝑎𝑡𝑎𝐿𝑂𝑅))     (4.3.1) 
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Here, 𝑃 is the calculated probability of the system geometry, and 𝑥 is a vector which defines the geometric 
parameters for the point source, the detector one positioning, and the detector two positioning, and 𝑑𝑎𝑡𝑎𝐿𝑂𝑅 
is the acquired data from a fixed sample angles. The parameters included in x are the offset of the point 
source from the rotational axis in the x-y-z coordinate system, the origin of the detector positions in the x-
y-z coordinate system and the angle of the detectors in the x-y-z coordinate system yielding a total of 15 
parameters to describe the system geometry. We use FMINCON to minimize the probability of the 
geometry through the selection of the parameters present in x given the acquired 𝑑𝑎𝑡𝑎𝐿𝑂𝑅. The probability 
is determined as a function of the number LORs intersecting the virtual point source. Therefore, once the 
probability is minimized, the virtual point source sits directly at the point of LOR convergence for every 
sampled angle. The point source at the position of convergence can be seen in Fig. 6. The parameters in the 
x vector are determined to be optimal and the geometry is then passed to the reconstruction code in order 
to ensure a quantitative understand of the object space is achieved. 
 
Figure 4.3: A 3D example representation of our system geometry for a single angle. Both detectors are 
modeled here with each individual pixel position plotted. The LOR are plotted and depth is determined 
from the waveform as previously discussed.  
4.4 Image Reconstruction and Reconstruction Methods 
Data collected from a PET system can be presented as,  
?̅? = 𝐴𝑥 +  ?̅?,         (4.4.1) 
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where ?̅? is the mean data from the measurement, x is object space distribution of the radiotracer, ?̅? is the 
mean noise, and 𝐴 is the system response function (SRF). The SRF describes the intrinsic performance of 
our system and is dependent on factors such as the positron range, geometry, and detector architecture. An 
accurate calculation of the SRF is critical to relating ?̅? , the data that is acquired, to 𝑥, the radiotracer 
distribution, that exists in the object space. The SRF in this work is determined from the geometric 
calibration parameters derived in the previous section. However, it is not possible to directly calculate 𝑥 so 
a reconstruction algorithm is employed to best estimate the distribution.  
Image reconstruction contains two steps. One is the high-resolution sinogram rebinning using the 
8-DOI information and another one is the iterative reconstruction with positron range correction. Although 
the detector pixel resolution is 350 µm, a 50 µm resolution in the sinogram can be used due to the 8-DOI 
information [79]. High-resolution sinogram rebinning is computationally efficient in our system because 
the size of the system matrix using the line of response (LOR) space becomes k2 larger than the size of a 
conventional system matrix, where k is the number of DOIs. To reduce the size of the system matrix and 
simplify the geometric model, we create a virtual ring system. The virtual ring system has a single detector 
layer with a 50 μm resolution and coincides with the first DOI layer on the real system. Although the virtual 
detector ring significantly reduces the computational complexity, the data sampling in the sinogram space 
can still be irregular, which could potentially degrade the image quality. Moreover, even though we use 
isotopes with short positron ranges such as F-18 and Na-22 with 200 and 260 µm full-width-half-maximum 
(FWHM), respectively, [80], the blurring effect can significantly degrade the image quality in our system. 
To address these challenges, we use a penalized iterative reconstruction algorithm [81] with the Poisson 
likelihood and the positron range correction that exploits a Gaussian blurring kernel [82] dependent on the 
isotope and surrounding materials.  The general representation of the maximum likelihood expectation-
maximization (MLEM) can be represented as,  
𝑥𝑖











],          (4.4.2) 
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where 𝑎𝑖𝑗 is the calculated value of SRF at voxel position 𝑖 from LOR number 𝑗, 𝑥𝑖 is the 𝑖th voxel in the 
object space, 𝑦𝑗 is projection from the 𝑗𝑡ℎ LOR, and 𝑘 represents the current iteration of the reconstruction.  
Given this reconstruction method and the geometry provided by our calibration, we reconstructed 
six different images which consider different criteria from the information derived from our HPWF 
detectors. The first three images consider the raw reconstruction data, reconstruction data with DOI 
correction, and the reconstruction data with DOI correction and positron range correction. These images 
are presented as a “synthetic resolution point source image” as a single point source was reconstructed at 
different positions to determine the system resolution. The second set of three images are only a single point 
source reconstruction at a single position with a varying number of scattering events to determine the impact 
on the source distribution.  
4.5 Depth of Interaction Measurements 
In Figure 4.4, we compare several potential options for extracting DOI information from quantities 
derived from the cathode WF: electron-to-total (E/T) ratio, hole-to-total (H/T) ratio, electron drifting-time 
(te), hole drifting-time (th). These plots generally consist of majority of the data points concentrated around 
a central band. These are corresponding to events having a single interaction in the detector, and some other 
data points reside away from the central band resultant from events having multiple interactions. For the 
single-interaction events, we anticipated that the narrower the central band is, the better the DOI resolution 
could be. From this viewpoint, the plot of E/T ratio versus th has the potential of offering the best DOI 
resolution (Figure 4.4).  
In this study, we used the following procedure to determine DOI. In Figure 4.4A, we first fit the central-
band into a straight line, and determine the two furthermost ends of the central-band.  We assume events 
falling close to these two end-points are corresponding to gamma ray interactions that happened either close 
to the cathode side, or close to the anode side. Between the two extreme points, we partition the trend line 
into multiple (8-32) sections of equal length, and derive the center point of each section as shown in Figure 
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4.4A. To assign a DOI index to each interaction, we further assumed that the DOI is proportional to both 
the E/T ratio, and to the hole-drifting time (th). For each interaction, if the corresponding plot-point in Figure 
4.4A is closest to the center of a specific DOI section, the event is assigned to the corresponding DOI bin. 
Note that is procedure leads to discrete assignment of DOI. 
  
4.6 Measured Energy Resolution 
By incorporating the DOI information, we have derived the energy spectra for events detected within 
16 DOI bins, as shown in Figure 4.5. It is evident that the 511 keV full-energy events are shifted across 
different DOIs, which is due to the trapping of electrons and holes in the CdTe material.  
DOI Index 
Depth selected by shortest distance 
to DOI index. 
(A) (B) 
(C) (D) 
Figure 4.4: (A) Hole drift time vs. the electron amplitude over the total amplitude, (B) Hole drift time plotted 
against the electron drift time.. (C) Electron drifting time plotted against the ratio of the electron amplitude 
over the total amplitude, (D) The ratio of electron drift time over hole drift time plotted against the ratio of 
the electron amplitude over the total amplitude.   
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In Figure 4.6, we compared the uncorrected overall energy spectrum and the corrected energy spectrum. 
The overall energy resolution after correction is improved to 5% FWHM at 511 keV, which is significantly 
better than typical energy resolution for scintillation detectors for PET found to range from 8 – 12% [38]. 
Furthermore, comparing Figure 4.6 to the work of Yongzhi Yin et al. in pixelated energy resolution (of 
which was reported to be between 9%-11%), it is evident that reading energy information from the cathode 
side would not only lead to an improved energy resolution, but also to greatly improved peak-to-valley and 
peak-to-Compton-continuum ratios, which warrants a greatly improved capability of rejecting scattered 
gamma rays, as well as offers an improved effective detection efficiency when a finite low-energy threshold 
is used [60].   
 
Figure 4.5.  Partitioning the CdTe detector in 16 discrete DOI for the purpose of correcting the energy 
resolution degradation induced through charge trapping. Lower DOI indices are closer to the cathode. 







Figure 4.6.  The red spectrum is the DOI uncorrected energy spectrum. The blue spectrum is the result of 
correcting for the charge loss observed in the DOI partitioned spectrum. The final result is an energy 
resolution of 5%.   
It is important to note that the energy resolution obtained from the cathode waveform is independent 
of the pixilation of the anode, and will not be affected by the use of even small pixel sizes, and by the charge 
sharing and charge loss processes associated with anode pixels. Therefore the HPWF approach provides a 
simple approach for achieving an excellent energy resolution for highly pixelated semiconductor detectors.  
For the purpose of understanding the implications of the HPWF cathode amplitude spectrum, single stage 
CR-RC shaping was performed as well. CR-RC shaping was performed by the convolution of the cathode 
WF with CR-RC filter function shown as, 
𝑉𝑜𝑢𝑡(𝑡) = 𝑊𝐹(𝑡) ⊗ 𝐹𝑙𝑡𝐶𝑅−𝑅𝐶(𝑡)                 (4.6.1) 
where 𝑊𝐹(𝑡) is the experimentally measured cathode waveform in the time domain and 𝐹𝑙𝑡(𝑡)𝐶𝑅−𝑅𝐶 is 
the single stage shaping filter. The semi-Gaussian filter is defined in Equation 4.62. In our work, analysis 
was performed using a single shaping value with  𝜏1 = 𝜏2 = 𝜏 and defining 𝑡 as time. Utilizing equal 
values, the single stage filter is defined as,  
𝐹𝑙𝑡(𝑡) =  
𝑒−𝑡 𝜏⁄ (𝜏−𝑡)
𝜏2





where multiple shaping times were selected to perform a comparative analysis.  
The single stage CR-RC cathode shaping analysis resulted in spectra, shown in Figure 4.7, which 
were poorer in resolution than the cathode amplitude method, shown in Fig 4.6. For a 125 ns shaping time, 
the FWHM results in an energy resolution of only 16.2%. Further increases in shaping time to 250 ns, 500 
ns, and 1000 ns show an energy resolution of 12.8%, 8.6% and 6.9% after DOI correction, respectively. 
Ultimately, the data from the cathode non-shaping prove to be superior. Single stage shaping did not show 
improvements over the raw cathode energy amplitude resolution of 5%.  
 
Figure 4.7.  Subfigures A, C, E, and G show the DOI uncorrected shaped spectra collected form 125ns, 
250ns, 500 ns, and 1000 ns shaping times, respectively. Subfigures B, D, F, and H are the DOI corrected 
figures used to derive the energy resolution for each separate shaping time.   
4.7 Measured Timing Resolution 
The potential implementation of the HPWF detector design in PET imaging required the 
measurement of the timing resolution of the system. Experimental results for -300 volts showed a timing 
resolution of 17.5 ns. Given the thickness of the CdTe detector, DOI based considerations were given to 
the timing resolution. Under DOI conditions, each detector was partitioned into 6 DOI indices. In this 
analysis, the timing resolution was derived from coincidence events in the same respective DOI index for 
each detector. The results of DOI analysis for -300 volts are shown in Figure 4.8. Here, the data is 
considered in terms of the full energy spectrum as well as only the 511 keV events. When considering the 
full energy spectrum, the best timing resolution is achieved when only the first DOI of both detectors is 
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used. This yields the best timing at 14 ns with the tradeoff of detector thickness. When considering only 
511 keV events, the best timing resolution is again achieved in the first DOI of both detectors. The timing 
resolution is pushed to as low as 11 ns.  
The waveforms acquired from the -300 volt condition were also shaped in order to determine if 
fitting could potentially provide a desired improvement. The timing resolution derived from the single stage 
shaping did not result in a timing resolution competitive to scintillation based coincidence systems nor did 
it show superiority to the fitted cathode condition. Selected shaping times ranged from 75 ns to 1000 ns, 
results are shown in Figure 4.9. Timing resolution, defined by the FWHM of the shaped distribution, was 
measured to 25 ns, 24 ns, 24 ns, 26 ns, 39 ns and 50 ns for shaping times of 75 ns, 100 ns, 125 ns, 250 ns, 
500 ns and 1000 ns respectively. Timing resolution was optimized under 250 ns as further reduction in 
shaping time proved to provide no further improvements.  
 
Figure 4.8. DOI partitioned timing resolution for -300 volts for the full energy spectrum and just the 511 




Figure 4.9.  Timing resolution as a result of shaping times selected as 75 ns, 100 ns, 125 ns, 250 ns, 500 
ns, and 1000 ns, respectively.  
Additional high voltage settings were also considered for waveform fitting. Varying the high 
voltage applied to the system from -400 volts, -500 volts and -750 volts showed only some improvement. 
The timing resolution improved to 16.81 ns, 16.71 ns and 14.66 ns respectively. This analysis was done for 
the full energy spectrum with no specific analysis done for 511 keV as a function of DOI.  
4.8 Preliminary Measured Spatial Resolution 
The synthetic resolution point source image was reconstructed under 3 different condition: (a) the 
raw image with no consideration toward DOI and positron range correction, (b) the reconstructed point 
source with depth of interaction considered in the reconstruction but no consideration applied toward 
positron range, and (c) the final image with both DOI correction applied and positron range applied. The 
















Figure 4.10.  (A) Point source with no corrections considered for DOI and positron range. (B) DOI 
corrections applied to the reconstruction. (C) Final image with corrections applied for positron range and 
DOI. Each condition is complemented by its respective profile. The profile itself runs along the center of 
all the point sources present in the reconstruction. 
In order to demonstrate the potential resolution of the system, multiple reconstruction so of the 
same point source were superimposed on the same image with varying separations to create our synthetic 
resolution point source image. The reconstruction was performed using maximum likelihood with potential 
correction by added DOI information. The first distance between point sources was approximately 300 µm 
and every following point source had an increase in separation by 50 µm (maximum separation in the image 
was limited to 450 µm). The absence of any corrections shown in Figure 4.10A did not produce clear 
separation of any selected distanced and showed no potential for resolving the 300 µm separation. 
Implementing DOI correction in Figure 4.10B showed a clear improvement in the point source shape and 
the resolvability of the initial 300 µm point source separation. Correcting for DOI and positron range in 
Figure 4.10C showed the clear resolvability of the 300 µm.  
4.9 Preliminary Analysis of Multiple Interactions 
The densities and effective atomic numbers (Zeff) of CdTe and CZT materials (~50 and 5.85 g/cm3 for CdTe, 






7.4g/cm3), BGO (74, 7.13g/cm3) and GSO (59, 6.71g/cm3). For the potential use of CZT or CdTe detectors for PET 
applications, we have experimentally studied the effect of Compton scattering of 511 keV gamma rays in the relatively 
thin CdTe detectors. The analysis of the impact of Compton scattering is presented in Figure 4.11 and Figure 4.12.  
 
Figure 4.11:  Vertical point source profile. All events use DOI information but do not use positron range 
correction. (A) A single point source reconstruction using no events classified as scattered. (B) A single 
point source reconstruction with 500 single interaction events and 500 multiple interaction events per angle 
of 48 angles. (C) 1000 multiple interaction events per angle point source reconstruction.  
A single dataset utilizing the 1024 active pixel condition was partitioned into subsets which were 
composed of different ratios of events identified as single interaction and multiple interaction. These events 
were categorized by computationally shaping the cathode waveform digitized from readout in post 
processing to identify single cathode interactions with multiple non-adjacent position active anode events.  
The raw data set showed only 70% of the events to be of single interaction (compared to the 90% condition 
of the 512 active pixel experiment). The horizontal and vertical point source profiles were analyzed for 
their potential impact on resolution. In Figure 4.11, three different ratios were used in reconstructing the 
point source. Figure 4.11A looks at the vertical profile of the point source which yields a 532 μm FWHM. 




1000 events used per angle) resulted in a FWHM of 513 μm and 498 μm as shown in Figure 4.11B and 
4.11C.  
 
Figure. 4.12.  Horizontal point source profile. All events use DOI information but do not use positron range 
correction. (A) A single point source reconstruction using no events classified as scattered. (B) A single 
point source reconstruction with 500 single interaction events and 500 multiple interaction events per angle 
of 48 angles. (C) 1000 multiple interaction events per angle point source reconstruction.  
In Fig. 4.12, the same three ratios are provided with the horizontal profile of the point source 
distribution and the resulting reconstruction. DOI corrections were included but positron range was not for 
all figures. Fig 4.12A shows the results of a reconstruction without any events classified as scattering events 
yielding a FHWM of 682 μm. Fig 4.12B shows the resulting profile if half the events were identified as 
scattering events which results in a FWHM of 727 μm. In Fig. 4.12C, the final condition, only events were 
identified as scattered events were included in the reconstruction showing that the FWHM degraded even 
further to 739 μm thus indicating that resolution can be manipulated through selecting different ratios of 
scattered and non-scattered events.   
4.10 Discussion of Results 
The implementation of the combined cathode waveform with the spatial information from the 
pixelated anode of our CdTe detector has allowed for simple circuitry to extract DOI indexed positioning 




analysis, in the context of DOI indexing, was performed on the energy, timing resolution and spatial 
resolution in order to evaluate the feasibility of HPWF CdTe detectors in PET and SPECT studies.  
The direct measurement of the energy resolution from the cathode waveform showed the impact of 
charge trapping in the crystal. In order to correct for the hole tailing, the identified DOI method was used 
to partition data and implement a correction to achieve a 5% energy resolution for 511 keV. The DOI 
indexing and the depth-used partitioning of the energy spectra yielded the desired energy resolution and is 
easily implemented in each detector independently. Comparatively, the DOI-corrected shaped spectra 
achieved energy resolutions of 16.2%, 12.8%, 8.6% and 6.9% for the selected shaping times.  
However, experimental data for the system timing resolution proved challenging given the 17.52 
ns achieved using a -300 volt bias. The increase in the bias, as high as -750 volts did not bring a significant 
improvement in the timing resolution which was contrary to expectations. Upon closer inspection, the 
leakage current for -300 volts, -400 volts, -500 volts and -750 volts proved to be significant. The summed 
leakage current across both preamps was 0.002 mA, 0.003 mA, 0.004 mA and 0.007 mA for the 
aforementioned settings which would explain for the small improvement as a function of the high voltage 
setting as an increase in leakage current reduces the effective bias applied at the detector crystal. It should 
be noted that while the timing resolution did not improve dramatically with voltage, the DOI analysis 
indicates that crystal thickness as well as the deposited energy play a significant role in the systems timing 
resolution. Selecting only 511 keV events with a rather thin CdTe crystal could lead to 11 ns timing 
resolution, or better, resulting in a smaller gap between semiconductor and scintillator detection systems 
but not necessarily an equivalent order of magnitude. Shaped timing resolution proved to be worse than the 
fitted cathode waveform with the best timing achieved under a 250 ns shaping time. However, this timing 
resolution was only 25 ns compared to the cathode fitted resolution of 17.52 ns.  
As one may have noticed, the timing resolution that we are reporting in this paper are relatively 
poor compared to those achievable with state-of-art scintillation detectors. We have previously derived the 
theoretical limit on timing resolution attainable from thick (5 mm to 1 cm) semiconductor detectors through 
waveform fitting approaches, and carried out a careful experimental study to verify the theoretical limits 
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[73,74]. The current timing measurement was carried out using a prototype detector for demonstrating the 
HPWF detector concept, there are clearly room for further improve the timing resolution by applying higher 
bias to speed up the electron and hole movement in the detector, by segmenting the cathode to reduce the 
electronic noise so that to reduce the uncertainty on the estimated interaction time. These could be an 
important topic in our future research. In addition, as we pointed out, we are developing the HPWF detector 
as a general gamma ray imaging detector, so there could be many applications that do not require an 
excellent timing resolution  
In terms of spatial resolution, the preliminary point source reconstruction outperforms scintillation 
imaging systems. In the absence of any corrections, the system showed potential for sub-millimeter 
resolution. The inclusion of DOI correction led to the breach of the 500 µm resolution limit, and the 
inclusion of positron range correction made 300 µm clearly resolvable indicating that sub-300 µm might 
even be possible. However, it should be understood that a point source is a rather simple imaging condition. 
Further, more complex imaging studies must be performed. 
The HPWF method, which is able to discern between scattered and non-scattered interactions, 
provided fundamental insight into the impact of scattered events into the system performance, a criteria 
which needs to be understood due to the low effective Z of CdTe. It should be understood that only a 
fraction of the detector was readout (1024 pixels of the 2048 pixels). Given this, there is potential for some 
the events used in the reconstruction to be misidentified, especially at the boundary of the active anode and 
the inactive anode region. The work here had 90% of all events in the 512 condition identified as single 
interaction, and only 70% identified as single interaction under the 1024 condition.  Future work must look 
closer at the impact of the full detector usage.  
The results show an improvement in the horizontal resolution with less scattering events, and a 
degradation in the vertical profile with fewer scattering events. The change in the horizontal profile is 
improved by 57 μm and the vertical profile degrades by 34 μm. It is anticipated that the resolution should 
degrade with increased scattering. While the reasoning for the improvement in one direction over another 
62 
 
is not understood, it can be assumed that a quantifiable change is present but the resulting data does not 
clearly indicate the potential improvement in resolution.  
 The final discussion lies in the difference in resolution obtained between the synthetic resolution 
point source image and the inter-pixel scattering section. The first obvious statement is that the final section 
does not account for the positron range correction implemented in the synthetic resolution point source 
image. The second condition that should be considered is the use of the different partial active regions on 
the detector anode. The fundamental fraction of single events present shifts from 90% for 512 to 70% for 
1024 indicating that some multiple interaction events may be scattering into the inactive detector leaving 
the scattering event as the recorded spatial position. This would result in the incorrect anode interaction 
position being recorded as potentially correct. Regardless, the resolution of the system can be further 
verified with a simple resolution phantom study.  
The reassurance of the high spatial resolution achievable with the HPWF CdTe detectors does bring 
a single discrepancy. The DOI partitioning is achieved without consideration (or at least not direct 
discussion) of the numerical depth achieved within the detector. DOI is discussed in the context of detector 
depth index and not absolute position. Adding a physical position to the DOI information is critical in 
achieving a precise understanding of the resolution improvement provided by the cathode DOI extraction 
method.   
Detector sensitivity was not discussed in this paper. However, there are a few points which should 
be made regarding the current detector functionality. Only single cathode events can be identified during 
readout. Therefore, if multiple events in the cathode are detected the event must be thrown away in post 
processing. While this hinders sensitivity of this detector, engineering modifications can be further made. 
Considerations have been made toward partitioning the cathode in smaller sections will help improve the 
detector count rate through the rejection of fewer events, increasing the system bias to improve event 
separation, and implementing pile-up rejection algorithms in post processing. This is another step which 





The HPWF CdTe detectors showed that the combination of the cathode waveform with the anode 
allows the alleviation of various perceived shortcomings of semiconductor-based detectors for application 
in small animal PET. Given the ability to derive relative DOI, corrections in both energy and spatial 
resolution were achievable. While the timing resolution for potential PET applications appears at first to be 
poor, timing resolution viewed in terms of depth and energy shows that better resolution can be achieved 
when compared to shaping data. This preliminary analysis supports the application of HPWF CdTe 






Experimental Investigation of Single Angle 
Microfeature Imaging with HPWF PET 
5.1 Introduction 
Our efforts have focused on developing a semiconductor based preclinical system using CdTe and CZT 
material. We previously presented preliminary point source studies assessing and validating the integration 
of the cathode waveform with the pixelated anode as the HPWF readout method for PET applications. The 
integration of information from the cathode waveform and densely packed small pixel anode generate 
precise X-Y-Z localization in the semiconductor crystal . This work continues our analysis of the challenges 
imposed on developing a successful preclinical CdTe PET modality and builds upon previous work through 
the inclusion of lower energy Compton scattered events. This work deconstructs a single simple back-
projected microfluidic phantom to (a) observe the impact of DOI correction at the 500 μm spatial resolution 
level, (b) understand the limitations of DOI improvements in timing performance and relative SNR 
improvements for HPWF CdTe, (c) investigate the impact of energy thresholding on timing and impact on 
SNR relative to DOI data, (d) determine the impact on timing and signal contribution of single interaction 
or multiple interaction detector events, and (e) identify the peak timing performance achievable with the 
setup. 
5.2 Co-Planar HPWF Waveform System Setup 
Two HPWF CdTe detectors were orientated in a co-planar arrangement in an ultracompact 
geometry. The detectors surround a 4D capable sample stage with three Newport translation stages for X-
Y-Z movement and a single Micronix rotational motor. Each individual detector is connected to a A250 
Amptek preamplifier. Each preamplifier runs to an ORTEC module filled NIM unit where the cathode 
waveforms are processed for system triggering. Figure 5.1A shows the layout of the NIM unit support 
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electronics whereas Figure 5.1b shows the compact co-planar arrangement of the HPWF CdTe detectors in 
conjunction.  
 
Figure 5.1. (A) The processing electronics of the system utilize primarily commercial ORTEC modules 
with the raw waveforms monitored for each coincidence event. (B) To facilitate adequate sensitivity, the 
systems were placed in an ultracompact geometric setup.  
The energy output of each A250 preamplifier is sent to three separate locations: an ORTEC 590A 
shaping amplifier, a circular buffer on the GaGe card digitizer, and to a local display on our Tektronix 
oscilloscope. After shaping by the ORTEC 590A spectroscopic amplifier, the event signals are sent to an 
ORTEC 584 Constant Fraction Discriminator (CFD) with leading edge channel triggering set with a 
threshold of 30 mV. Waveforms exceeding the CFD threshold send 5 V TTL signal to a fast coincidence 
unit set with a 110 ns resolving time.  
During the stages of waveform processing, a Spartan-3E FPGA generates a periodic peak and hold 
reset signal to zero the anode pixels. This periodic signal generates interference on the cathode side of the 
detector which can unintentionally trigger the system. To avoid this, the output of the 414a fast coincidence 
unit is compared temporally in real time on the Spartan-3E FPGA against the periodic peak and hold signal. 
If the signals overlap, the system is not triggered. If the signals do not overlap, a trigger signal is sent to 
each detector to readout the 2048 pixels on the anode, to the Gagecard digitizer, and to the benchtop 




Figure 5.2. Schematic representation of the full PET co-planar waveform shaping, triggering and storage. 
C represents the path the cathode waveform pathway, A represents the anode pathway, and T indicates the 
trigger signal pathways.  
5.3 Microfluidic Phantom with Microchannel Features 
As no angular sampling was performed, it was essential to select a sample which would yield the 
object’s features when a planar cross section was extracted from the system’s object space. Due to this 
requirement, a microfluidic phantom was ideal due to the intrinsically limited channel height. To engineer 
the phantom, a photoresist template was created with paired repeating micro-channels as shown in Figure 
5.3A. Paired widths of 500 μm and 750 μm were selected with separation equivalent to channel width. The 
total length of each channel straights was limited to 10 mm. 
 
Figure 5.3. (A) The microfluidic photoresist was made in such a way to identify resolution limits using 
repeating channel widths. (B) The microfluidic phantom from PDMS.   
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The microfluidic phantom, referenced in Figure 5.3B, was manufactured using a glass base with a 
polydimethylsiloxane (PDMS) ceiling as the method outlined by T.D. Wheeler et al. [83], and was approximately 5 
mm thick. The channel height was limited to 100 μm. The full phantom was filled with approximately 0.74 MBq of 
Cu-64. The experimental imaging time was for a total of 30 hours broken into three sets of 10 hours in immediate 
sequence.  
5.4 System Geometry and Image Formation using Photoresist Template Matching 
For the co-planar imaging setup, two sets of parameters were needed to model the full system geometry and the 
position of the microfluidic phantom. As outlined in the previous chapter, the system geometry was derived by using 
a 250 μm Na-22 point source of 5 μCi rotated across 360°. In this application, two rings were sampled separately at 
16 equally spaced positions on two planes spaced vertically by 1 mm. A computational model of the co-planar 
geometry was generated with three parameters defining the initial position of the point source, six parameters per 
detector defining X-Y-Z position and α-β-γ tilt, and three additional relative translational parameters defining the 
displacement between the initial position of each ring. Using the LOR from each acquired angle, the probability of 
intersection of the data and the point source was calculated as a function of the geometric parameters. The geometric 
parameters were adjusted using the FMINCON function from MATLAB until the maximum probability was 
calculated. Table 5.1 provides the parameters of the system geometry derived from the point source rotation as well 
as the separation of the rings. 
TABLE 5.1 
System Geometric Parameters 
Parameter X [mm] Y [mm] Z [mm] 
Initial Source 
Position 
3.124 -2.390 1.905 
Detector 1 Center -2.015 -0.6076 16.925 
Detector 2 Center -11.117 -0.6044 -15.715 
Ring Separation -0.961 -0.010 -0.028 
Parameter α [°] β [°] γ [°] 
Detector 1 Tilt 04.18E-4 2.167E-4 -0.002 
Detector 2 Tilt 0.046 -0.005 0.064 
After determining the system geometry, a 200 pixel x 200 pixel plane covering 20 mm x 20 mm is 
imported into the object space. Per each pixel, a value from the original photoresist template is assigned to 
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indicate the presence or absence of the microfeatures. For every LOR, the position of intersection is 
calculated on the plane, and that position is checked against the nearest pixels. The photoresist information 
from the nearest pixel is retained, and events are then partitioned into two categories: events contributing 
to the signal, and events contributing to noise. Using the FMINSEARCH function, a brute force approach 
is taken to determining six parameters which define the X-Y-Z position and α-β-γ angles through 
maximizing the number of signal events and minimizing the number noise events. Figure 5.4 shows the six 
parameters defining the photoresist plane within the system geometry.  
 
Figure 5.4. Model of system geometry and the microfluidic plane. Para represents the six parameters of 
the microfluidic plane.  
Once the microfluidic parameters have converged, the interaction point of each individual LOR is 
calculated on the image plane. The data is then partitioned into a 2D histogram dimensions into 501 pixels 
x 501 pixels with each pixel center separated by 100 μm. The 2D histogram cover 50 mm x 50 mm and 
represents the simple back-projection of the LOR data which forms the image. The intrinsic benefit of using 
the photoresist as template results in a reconstruction method which retains the information of each 
individual photon. This presents an opportunity to identify and categorize events which are favorable to 




5.5 Photon-Material Interactions and Charge Transport in Bulk Semiconductors 
 
CdTe has a density 𝜌 = 6.20 𝑔/𝑐𝑚3 with atomic values of 48 and 52, respectively. For 511 keV, a 2 mm 
detector has a mass photoelectric absorption coefficient of 𝜇𝑝𝑒 𝜌⁄ = 0.01575 𝑐𝑚
2/ 𝑔 and a mass Compton 
scattering coefficient of 𝜇𝐶 𝜌⁄ = 0.07108 𝑐𝑚
2/ 𝑔 [84]. With these coefficients, only 1.935 % of photons 
undergo photoelectric absorption at 511 keV while 8.436 % undergoes scattering. The dominance of 
Compton scattering requires an investigation not only of the influence of the energy deposited, but also the 








               (5.5.1) 
 
where 𝐸𝑖 is the initial energy of the incident photon, θ is the scatter angle, 𝑚0𝑐
2 is the rest mass energy of 
an electron, and 𝐸𝑓 is final energy of the scattered photon.  
 The low atomic number of the material and the high energy of the gamma ray results in 50% of all 
scatter interactions depositing less than 100 keV [85] indicating that half of the events undergo forward 
scattering. Given the mean energy required to form an electron pair from Table I, a reduction in the total 
energy deposited into CdTe would ultimately induce less charge carriers and therefore less total charge on 
the integrating capacitor as highlighted by the Hecht relationship in Equation 5.5.2 [33, 34]. The 
relationship for a single sensing element is defined as, 
 
               𝑄(𝑧𝑖) =
𝑒𝑁𝑒𝜆𝑒
𝐿






[1 − exp (−
L−zi
λh
)],   (5.5.2) 
 
where 𝑁𝑒 is the number electrons, 𝑁ℎ is the number holes, L is the thickness of the detector, 𝜆𝑒 is the mean 
free path of an electron, 𝜆ℎ is the mean free path of a hole, and 𝑧𝑖 is the interaction depth of the material. A 
derivative of the Hetch relationship with respect to depth indicates this reduction of the number of charge 
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carriers further penalizes the rise time, a critical element in PET timing resolution. This is highlighted in 















).             (5.5.3) 
 
The Hecht relationship serves as an analytical solution for a single interaction only. With CdTe, the 
favorability of Compton scattering opens the possibility of multiple interactions per event. This produces 
an increase in the number of parameters that influence the waveform and its rise time performance. As 
schematically represented in Figure 5.5, numerous interactions for a single interactions provide individual 
DOI and charge pairs which, when moving through time, will result in a yet to be modeled complex form.  
 
Figure 5.5.  Each individual interaction results in individual X-Y-Z positioning and charge carriers 
proportionate to the deposited energy. The overlap of the charge movement increases the overall complexity 
of the waveform.    
The impact of single or multiple interactions, and full energy or Compton scattered events is ultimately 
of great importance to balancing the sensitivity, timing performance of semiconductor PET. The retention 
of the cathode waveform in conjunction to the information lossless template matching image method opens 
review for image to charge movement relations.  
5.6 Comparative Performance Metric: Equivalent Count Signal-to-Noise Ratio 
Conventional assessment of PET performance is done through calculating the noise equivalent 
count rate (NECR) which maintains proportionality to the square of reconstructed image SNR [86]. This 
analysis is intended to identify relative degradative elements in semiconductor PET performance and 
therefore requires only a comparative metric. Given that a simple back projected reconstruction with 
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template matching was selected, the count information and spatial position were both retained so a relative 
SNR could be calculated using a fixed number of counts. SNR, and its relationship to NECR, is defined in 
Equation 5.6.1 as,  
𝑁𝐸𝐶𝑅 =  
𝑇2
𝑇+𝑆+𝑘𝑅
∝  (𝑆𝑁𝑅)2 = (
𝑇
√𝑇+𝑁
)2,          (5.6.1) 
where 𝑇 represents the true number of coincidence interaction, 𝑆 includes scattered events from the sample 
volume, and 𝑅 are random events with 𝑘 serves as a correction factor. In this scenario, SNR can be 
calculated as the number of true coincidence events over the square root of the true 𝑇 and non-signal events 
𝑁. This was applied to DOI and energy thresholding.  
5.7 Characterization of Full Microfluidic Data: Energy, Interaction Composition, and 
Timing Performance  
The acquisition of the 30 hours yielded an approximate total of 419,000 events from the 
microfluidic Cu-64 phantom. An initial analysis of the data is presented prior to delving into cathode 
waveform based data correction, the separation of events through the photoresist template, and analysis 
individual phenomenon which influence semiconductor PET performance.  The uncorrected timing 
resolution, energy spectrum, and interaction distribution are reported. 
The raw calibrated energy spectrum for detector 1 derived from the cathode waveform is shown in 
the top of Figure 5.6. The spectrum exhibits both the classical Compton continuum and the 511 keV peak 
with hole tailing. The tailing terminates at approximately 400 keV. Separating events at the simple 400 keV 
threshold, detector 1 was had 78.98 % of events which fell into the Compton edge and continuum region 
with the residual 21.02 % contributing to the 511 keV tailing region of data. Detector 2 presented almost 
identical data with 77.74 % of data falling below the 400 keV threshold and the remaining 22.26 % falls, 
like detector 1, in the 511 keV region.  
When considering the same energy data but instead looking at the number of interactions per event, 
the data approaches the literature defined percentages of Compton scattering and photoelectric absorption. 
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For detector 1, single interactions accounted for 67.83 %, and multiple interactions as 32.17 % of all events. 
Only 12.05 % accounted for full photoelectric absorption of 511 keV. Detector 2 was composed of a similar 




Figure 5.6: (TOP) Energy calibrated single detector spectrum. The 511 keV peak showed considerable 
charge trapping. (BOTTOM) Fraction of data which exhibited single interaction, multiple interaction, 
position in the energy spectrum based on thresholding, and photoelectric fraction.  
 Derivation of the initial timing performance was performed from the subtraction of the initial 
bending points on the cathode waveforms acquired from each detector. When including all energy, DOI, 
and interaction types, the timing performance was a poor 34.1 ns in Figure 5.7. The next sections look at 
improving the performance by analyzing the impact of DOI, energy, and number of interactions through 




Figure 5.7:  Double gaussian fit timing resolution of data limited from the -0.07 μs to 0.07 μs. The 
FWHM for the all system data was 34.1 ns.   
5.8 Depth of Interaction: Image Resolution and Timing Performance 
The impact of depth of interaction was assessed for improvement in (a) the spatial resolution, due 
to the reduction of parallax, (b) the potential improvement timing resolution, and (c) relative SNR due to a 
potential reduction in random coincidence at improve rise times.  
For determining spatial relevance, all events across both detectors were assigned a DOI index 
derived through linear fitting presented in Figure 13. The plot was generated through plotting individual 
cathode hole drifting time against the ratio of the electron amplitude over the total amplitude of the cathode 
waveform. Eight individual depths partitioned the 2 mm crystal thickness to represent 250 μm per depth. 
 
Figure 5.8.  Hole drifting time against the ratio of electron amplitude over total amplitude. 8 DOI have 
been labeled. The first DOI is near the cathode and the last DOI resides near the anode. 
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In the formation of Figure 5.8, coincidence pairs were only accepted if both events fell above a 
~123 keV threshold. This threshold ensured the rejection of poorly fitted cathode waveforms which could 
yield incorrectly derived DOI positions due to the lack of an ability to accurately differentiate between 
waveform components. Figure 5.8 is a single detector spectrum acquired from the Cu-64 sample which 
includes the full Compton continuum and 511 keV events. Events with single and multiple interactions 
were retained with the highest pixel energy selected for LOR generation when faced with multiple 
interactions on either detector.  
Using the geometric parameters obtained from the FMINSEARCH function in MATLAB, the 
angular tilt of the microfluidic chip within the system geometry was corrected for to assist in generating the 
feature images shown in Figure 5.9 and Figure 5.10. The 2D back-projected data in Figure 5.9 is presented 
(a) without DOI correction or filtering, and (b) without DOI with a 𝜎 = 75 μm Gaussian smoothing filter. 
Figure 5.10 sees the consideration of DOI in the image formation, the image (a) is corrected for DOI without 
any filtering and then (b) with DOI correction and with the same filter applied as seen in Figure 5.9b.  
 
Figure 5.9: (A) Without DOI correction, and (B) without DOI correction with 75 μm smoothing.    
 
Figure 5.10: (A) With DOI correction, and (B) with DOI correction with 75 μm smoothing.    
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Qualitative observation would indicate DOI correction improves channel resolvability. Across both 
microfluidic phantoms, the leftmost channel pair, corresponding to the 750 μm widths, the channels are 
visibly separated though the non-DOI corrected image exhibits some distortion in Figure 5.9b whereas this 
seems absent in Figure 5.10b. The correction seems to have stronger influence on the 500 μm features. The 
correction between Figure 5.9b to Figure 5.10b indicates the necessity of DOI correction to correctly 
identify the sub-750 μm channels.  
 Two horizontal profiles were extracted from the smoothed images for direct comparison of the 
improvement. The top profile in Figure 5.11 reaffirmed qualitative observations as the 750 μm features 
could be identified but clearly suffered from parallax error. The 500 μm features could only be directly 
identified from a single channel while the neighboring channel was severely degraded in its profile. A 
horizontal profile in the bottom of Figure 5.11 was taken at the same position as its non-DOI corrected 
counterpart. All four channels could be clearly resolved in the DOI corrected image.  
 
Figure 5.11: (TOP) Horizontal microfluidic profile without DOI correction and image smoothing, and 
(BOTTOM) represents the horizontal with DOI correction and smoothing. Data clearly indicated an 
improvement as a result of the inclusion of DOI information.  
 Data was rebinned into five DOI indices in the same fashion as Figure 5.8. An increasing lower 
DOI threshold, progressing from the anode depth toward the surface cathode, was placed across all five 
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indices for both detectors simultaneously and the timing resolution for the residual data was calculated. 
Data again was selected above a ~123 keV energy threshold to ensure events with proper DOI were used 
in the calculation. Concurrently, 20,000 events were selected from the DOI restricted data to assess a 
relative SNR. Trends for both timing performance and SNR are summarized in Figure 5.12.      
 
Figure 5.12.  (Y-Left) Timing resolution data with a progressive depth threshold. (Y-Right) SNR data for 
fixed number of counts of 20,000 and a same lower depth threshold.  
The increasing threshold across DOI for the systems timing resolution with the lower level 
discrimination on energy presented an initial performance of 36.92 ns when all five DOI were included and 
decreased exponentially to an improved 25.14 ns. The relative SNR value was initially 74.66 and showed 
negligible to little improvement in the first DOI index with a value of 74.99.   
5.9 Energy Impact on Image Quality  
Photon energy was analyzed based on (a) the regionalized joint energy timing performance, (b) the 
incremental timing improvement with low level discriminator energy thresholding, and (c) relative SNR 
improvement as a function of said thresholding. The qualitative impact of the timing performance and SNR 
was visualized to present any improvement in image quality.  
Initial analysis focused on understanding the general impact of 511 keV events versus Compton 
scattered events. Due to the relation of the number of charge carriers to photon energy, it was anticipated 
that combinations of events with higher energy would provide improved timing performance. The data was 
therefore sectionalized based coincidence combinations of the individual gamma energies. Data resulted in 
the distribution observed in Figure 5.13 where the data was subsequently sectionalized into 4 regions: (I) 
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511 keV – 511 keV interactions, (II) Compton – 511 keV interactions, (III) 511 keV – Compton interactions, 
and (IV) Compton – Compton interactions. Regions were formed based on 400 keV separator placed on 
both detectors.  
Using all events from region I produced a timing resolution of 21.9 ns. Events extracted from region 
IV, the Compton – Compton region, produced a timing performance of 40.09 ns. Progressive lower level 
thresholding in Figure 5.14, beginning at the ~120 keV as performed with the DOI correction data, began 
with a timing resolution of 32.88 ns and improving to the aforementioned value. Fixed count SNR with 
20,000 events began at 74.66, experienced an exponential increase up to 300 keV, and a linearly increasing 
region after 300 keV to a maximum of achieved SNR of 119.8. DOI correction was applied to each event 
of the LORs.   
 
Figure 5.13:  Scatter plot of gamma ray energies for each individual coincidence event.  As labeled the 
regions represent (I) 511 keV – 511 keV interactions, (II) Compton – 511 keV interactions, (III) 511 keV 
– Compton interactions, and (IV) Compton – Compton interaction. 
 
Figure 5.14: (LEFT) Timing resolution performance as a function of energy. (RIGHT) SNR as a function 
of energy. Greatest increase exists within the Compton scattering region.  
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To verify the SNR improvement, 125,000 events were rebinned across the geometric microfluidic 
plane. Events with multiple interactions had the pixel with peak energy selected for the formation of 
individual LOR. Figure 5.15A has a ~123 keV energy threshold, and Figure 5.15B has an energy threshold 
of ~245 keV. For the subset of data, the image quality was visibly improved.  
 
Figure 5.15.  (A) 125,000 Events with DOI correction and smoothing with an energy threshold of 
approximately 123 keV. (B) 125,000 Events with DOI correction and smoothing with an energy threshold 
of approximately 245 keV. 
5.10 Single and Multiple Interaction Events: Timing Performance Impact and 
Interaction Localization 
Single and multiple interactions were (a) assessed for timing performance impact as a function of 
energy, (b) fractional contribution as a function of interaction number, and (c) fractional contribution as a 
function of interaction energy.  
All interactions and single-single interactions were plotted as a function of energy to determine if 
single events were favorable to system performance and improved as a function of energy. Figure 5.16 
indicated very little difference between single-single interactions and all interactions and no notable change 
was visible with energy. Both conditions exhibited timing performance near 32.83 ns at the lowest analyzed 
energy, and showed little difference near 460 keV with all interactions producing a timing performance 
21.72 ns and single-single interactions producing 21.11 ns. Multiple-single interactions, and multiple-





Figure 5.16: Single-single interaction and all interactions plotted as a function of energy. No notable 
difference was apparent in the difference in data. This may have been due to the intrinsic bias of most events 
to be single interactions.  
 Data was further studied to determine the contributions of interaction types to the microfluidic 
features as a function of energy of the cathode, and the coarse energy obtained on the pixelated anode. 
Figure 5.17 summaries the data as a fraction of available data for the given criteria. The top portion of the 
figure represents the data trend against cathode energy when the pixel with the highest coarse pixel energy 
is selected for all data whereas the bottom of the figure looks at the fraction of data that composes signal 
data when selecting the second highest anode coarse energy when available.  
When using the pixel with the highest coarse anode energy, the data resulted in single-single interactions 
as 25.4% at the lowest energy available, 11.69 % with detector 1 exhibiting multiple interactions and 
detector 2 presenting single interactions, 11.13 % with detector 1 exhibiting single interactions and detector 
2 presenting multiple interactions, and multiple-multiple interactions accounting for only 5.56 %. This 
would indicate 53.78 % of the events contribute to the signal. Interestingly, the data fraction for multiple-
single, single-multiple and multiple-multiple increased to 16.59 %, 15.99 %, and 10.05% when selecting 





Figure 5.17: (TOP) The x-axis represents the total energy measured by the cathode and the y-axis 
represents the fraction of data contributing to the microfluidic feature while using the anode pixel with the 
maximum energy. The fraction is a function of all available data for that condition/threshold. (BOTTOM) 
The x-axis again represents the energy measured by the cathode side of the detector and represents the 
fraction of data contributing to the signal as a function of the pixel with the second highest recorded energy.  
For multiple interactions on either detector, the selection of the pixel with the second highest energy 
indicated the data contributing to the microfluidic phantom was reduced but still present. Of course, the 
single-single interaction fraction remains the same as no other activated pixels are present, but at the lowest 
energy threshold the multiple-single, single-multiple, and multiple-multiple account for 8.62 %, 8.47, and 
3.77 %, respectively. 
5.11 Timing Performance as a Function of Thresholding Depth, Energy, and Interaction 
Number 
The last assessment of data was the improvement achievable by thresholding DOI, energy, and 
selecting an interaction type. Rejecting events at 492 keV and below, a DOI selection of which includes 
only the first 0.500 mm of the detector, and the selection of all interaction types improved timing 




Figure 5.18: There is a clear notable improvement in the timing performance of the system at the cost of 
rejecting a large fraction of the acquired data.  
5.12 Discussion 
5.12.1 Depth of Interaction: Spatial Resolution, Timing Resolution, and SNR 
Using the co-planar prototype, the DOI correction had an evident impact and certainly relevant 
when approaching 500 μm spatial resolution. There is room for some improvement with this type of detector 
architecture but conservatively the performance may achieve as high as 400 μm given the profile data 
generated.  
 The timing performance improved with DOI thresholding but proved no significant change in the 
relative SNR. This would certainly be the result of the already low activity of 0.74 MBq at the start of 
acquisition and the 12.7 hours half-life of Cu-64 image across 30 hours yielded a mean activity well below 
that producing very few random events.  
5.12.2 Energy Thresholding and Interaction Type: Timing Resolution and SNR 
Energy thresholding certainly had an impact on timing resolution of the system. This is expected 
as the number charge carriers is known to have an impact on the waveform amplitude and rise as indicated 
by the Hecht relationship. However, the improvement in SNR did not match the absent trend identified in 
the DOI data. Given the relative SNR improvement was a function of energy at occurred at low energies, it 




At very high energies with low Z material, the Klein-Nishina formulation indicates most scattering 
interactions would favor small angle scattering [50]. This results in a very small amount of energy being 
deposited in the crystal and very little energy being deposited in the first activated anode. As our system is 
only capable of course anode energy information due to firmware reduced readout time, there was indication 
that the exponential rise in the Compton region of the spectrum data could have been produced from the 
method of pixel selection. Single-single interactions showed no strong fractional change in the region, but 
the LORs with one or multiple interaction on either detector all showed consistent linear increase within 
the Compton continuum, and when the second highest anode energy was selected, a fraction of the data still 
contributed to the signal features.  
Numerous readout ASICS already exist which support CdTe semiconductors [87] and could retain 
anode information while applying the HPWF readout modification. This would open the study and 
implementation of Compton scatter correction algorithms such as, highest energy pixel selection, second 
highest energy pixel selection, Compton scatter angle calculation, and nearest surface selection [29, 88, 89].  
5.12.3 Timing and Sensitivity 
The raw timing performance was a poor 34.1 ns but was improved to as much 15.3 ns. 
Unfortunately, this difference did come at the cost of reducing the number available events at an acquisition 
time of already 30 hrs. There are potential approaches that can be pursued with these results, (a) continue 
system development and increase the number of detectors in the system to improve geometric sensitivity 
with data thresholding and rejection for preclinical application or, (b) consider revising hardware design or 
material selection.  
It is prudent to focus on the second option with modification of the HPWF readout. If higher 
activities are to be imaged without the sacrifice in sensitivity, it may be time to consider moving toward 
cooled room temperature semiconductors or moving away entirely from wide band gap materials. Cooling 
will impact the mean charge velocity, and thermal noise yielding improved timing performance. In this 
capacity, pursuing Germanium due to the x4 base charge electron mobility constant of ~4000 cm2/V-s at 
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300°K would be favorable [90], and this, to some degree, has been explored in SmartPET [91] which 
reported 10 ns resolution with a fast scintillator. Alternatively, Stanford University has been focusing on 
optical triggering which could have a dramatic effect on CdTe/CZT timing performance [92]. Decoupling 
timing from the cathode waveform and utilizing optical triggers could further hybridize our readout method 
to break the timing barrier. Though both mentioned approaches to improving the hardware performance do 
come at a cost of increased detector complexity 
5.13 Summary 
Imaging of the microfluidic phantom with DOI correction provided by the cathode waveform 
clearly indicates that sub-500 μm system spatial resolution is a reachable milestone. The implemented 
HPWF readout, however, also indicated that attention must be placed toward Compton scattering events as 
they show that anode pixel energy data must be retained even with the usage of cathode readout for correct 
X-Y positioning. This would take advantage of the favorable high energy resolution offered by 
semiconductor materials. Additionally, this work highlights the need to begin critically looking at detector 
design and material selection which can be incorporated into HPWF readout due to the evident limitations 






Initial Comparative Preclinical Neurological 
Phantom Application 
6.1 Introduction 
This chapter presents the initial preclinical comparative analysis between the current commercial state 
of the art Inveon microPET system and the prototype benchtop system. It is intended that we demonstrate 
the broken 1 mm spatial resolution barrier.  
6.2 MicroPET Scintillation Resolution versus HPWF CdTe PET 
A 3d printed phantom was generated from a CT mouse brain scan provided by collaborators at MGH. 
A single slice of the data was selected to represent typical anatomical information. Multiple capillary tubes 
filled the phantom with 1.0545 MBq of Zr-89 with inner diameter features of 200 μm and 345 μm. The 
phantom was scanned using a Inveon CT and then imaged using the Inveon microPET system for 20 
minutes. The results of the microPET scan are presented in Figure 6.1. The phantom was then transferred 
to our CdTe PET system and imaged for 120 hours across 40 angles. The results of the CdTe PET 
acquisition are shown in Figure 6.2. The comparison data clearly showed that the CdTe PET was far better 






Figure 6.1.  (A) Reconstructed CT scan overlayed with microPET data. The striatum and a portion of the 
hippocampal formation is visible as grand regions. (B) Standalone microPET image.  
 
Figure 6.2.  (A) Reconstructed CT scan overlayed with CdTe PET data. (B) Standalone CdTe PET image. 
Example microcapillary diameters are labeled. Individual features were visible.  
6.3 Summary 
Using a single slice of mouse brain phantom, multiple capillary tubes were placed within key 
anatomical regions. These regions, key in diseases such as AD, were grossly visable with the preclinical 
microPET system report to have 1.68 mm spatial resolution. The CdTe PET system was fully able to 







Conclusions and Future Work 
 This work experimentally explored the potential of using HPWF CdTe detectors for PET twoard 
neurological application. After over 200 reported hours of imaging and performance characterization, this 
prototype system is one of the few academically available semiconductor systems which consistently 
produces sub 1 mm resolution. It has become a stable and reliable tool. It has clearly been shown capable 
of breaking the spatial resolution barrier, and the method of HPWF readout in these detectors is intrinsically 
necessary as it provides DOI, improved timing, and good energy resolution. Though successful, the current 
system is not practical.  
The limitations of this work fall into the realm of timing and sensitivity. Scintillation is still the 
dominate material for PET and will continue to be unless these elements are addressed. First, timing 
resolution must be comparable to the very first microPET system, a timing resolution of 2.4 ns, which has 
not been surpassed. The closest value arrives at the 6 ns as mentioned in Chapter 1. Next, the system 
sensitivity must be improved through the inclusion of Compton scattered events, and improved charge 
collection methods. CdTe is preferential toward Compton scattering but such events offer intrinsically poor 
timing performance due to the reduced number of charge carriers. Addressing Compton scattering without 
improving charge mobility is counterproductive.  
Future work will continue at Stanford during a post-doctoral position. There is an opportunity to 
assemble a full CZT preclinical PET system. From the data experimentally acquired in this work, a full 
preclinical system is most likely feasible but unless focus is placed on semiconductor material and detector 
architecture, the constitutes of a PET system, the timing and sensitivity barrier of the system will remain. 





[1] Pysz, Marybeth A., Sanjiv S. Gambhir, and Jürgen K. Willmann. "Molecular imaging: current status and emerging 
strategies." Clinical radiology 65, no. 7 (2010): 500-516. 
[2] Rowland, Douglas J., and Simon R. Cherry. "Small-animal preclinical nuclear medicine instrumentation and 
methodology." In Seminars in nuclear medicine, vol. 38, no. 3, pp. 209-222. WB Saunders, 2008.  
[3] Rahmim, Arman, and Habib Zaidi. "PET versus SPECT: strengths, limitations and challenges." Nuclear medicine 
communications 29, no. 3 (2008): 193-207. 
[4] Zanzonico, Pat. "Positron emission tomography: a review of basic principles, scanner design and performance, 
and current systems." In Seminars in nuclear medicine, vol. 34, no. 2, pp. 87-111. Elsevier, 2004. 
[5] Conti, Maurizio, and Lars Eriksson. "Physics of pure and non-pure positron emitters for PET: a review and a 
discussion." EJNMMI physics 3, no. 1 (2016): 8. 
[6] Cherry, Simon R., Ramsey D. Badawi, and Jinyi Qi, eds. Essentials of in vivo biomedical imaging. CRC Press, 
2016. 
[7] Cherry, Simon R., Y. Shao, R. W. Silverman, K. Meadors, S. Siegel, A. Chatziioannou, J. W. Young et al. 
"MicroPET: a high resolution PET scanner for imaging small animals." IEEE Transactions on Nuclear Science 
44, no. 3 (1997): 1161-1166. 
[8] Goertzen, Andrew L., Qinan Bao, Mélanie Bergeron, Eric Blankemeyer, Stephan Blinder, Mario Cañadas, Arion 
F. Chatziioannou et al. "NEMA NU 4-2008 comparison of preclinical PET imaging systems." Journal of Nuclear 
Medicine 53, no. 8 (2012): 1300-1309. 
[9] Knoess, Christof, Stefan Siegel, Anne Smith, Danny Newport, Norbert Richerzhagen, Alexandra Winkeler, 
Andreas Jacobs et al. "Performance evaluation of the microPET R4 PET scanner for rodents." European journal 
of nuclear medicine and molecular imaging 30, no. 5 (2003): 737-747. 
[10] Kim, Jin Su, Jae Sung Lee, Ki Chun Im, Su Jin Kim, Seog-Young Kim, Dong Soo Lee, and Dae Hyuk Moon. 
"Performance measurement of the microPET focus 120 scanner." Journal of Nuclear Medicine 48, no. 9 (2007): 
1527-1535. 
[11] Bao, Qinan, Danny Newport, Mu Chen, David B. Stout, and Arion F. Chatziioannou. "Performance evaluation of 
the inveon dedicated PET preclinical tomograph based on the NEMA NU-4 standards." Journal of Nuclear 
Medicine 50, no. 3 (2009): 401-408. 
[12] Cañadas, Mario, E. Romero Sanz, M. Oteo Vives, Juan José Vaquero, Manuel Desco, Esther Vicente, José 
Manuel Udías, and L. Romero. "Performance evaluation for 68 Ga and 18 F of the ARGUS small-animal PET 
scanner based on the NEMA NU-4 standard." In Nuclear Science Symposium Conference Record (NSS/MIC), 
2010 IEEE, pp. 3454-3457. IEEE, 2010. 
[13] W. Yuchuan, J. Seidel, B.M.W. Tsui, J.J Vaquero and M.G. Pomper, "Performance evaluation of the GE 
Healthcare eXplore VISTA dual-ring small-animall PET scanner," J. Nucl. Med. vol. 47, no.11, pp. 1891- 1900. 
2006. 
[14] Kumar, Anil, and Arti Singh. "A review on Alzheimer's disease pathophysiology and its management: an update." 
Pharmacological Reports 67, no. 2 (2015): 195-203. 
[15] Lein, Ed S., Michael J. Hawrylycz, Nancy Ao, Mikael Ayres, Amy Bensinger, Amy Bernard, Andrew F. Boe et 
al. "Genome-wide atlas of gene expression in the adult mouse brain." Nature 445, no. 7124 (2007): 168. 
88 
 
[16] McKhann, Guy M., Marilyn S. Albert, Murray Grossman, Bruce Miller, Dennis Dickson, and John Q. 
Trojanowski. "Clinical and pathological diagnosis of frontotemporal dementia: report of the Work Group on 
Frontotemporal Dementia and Pick's Disease." Archives of neurology 58, no. 11 (2001): 1803-1809. 
[17] Williams, David R., and Andrew J. Lees. "Progressive supranuclear palsy: clinicopathological concepts and 
diagnostic challenges." The Lancet Neurology 8, no. 3 (2009): 270-279. 
[18] Gibb, W. R. G., P. J. Luthert, and C. D. Marsden. "Corticobasal degeneration." Brain 112, no. 5 (1989): 1171-
1192. 
[19] Omalu, Bennet. "Chronic traumatic encephalopathy." In Concussion, vol. 28, pp. 38-49. Karger Publishers, 2014. 
[20] Omalu, Bennet I., Steven T. DeKosky, Ryan L. Minster, M. Ilyas Kamboh, Ronald L. Hamilton, and Cyril H. 
Wecht. "Chronic traumatic encephalopathy in a National Football League player." Neurosurgery 57, no. 1 (2005): 
128-134. 
[21] Gavett, Brandon E., Robert A. Stern, and Ann C. McKee. "Chronic traumatic encephalopathy: a potential late 
effect of sport-related concussive and subconcussive head trauma." Clinics in sports medicine 30, no. 1 (2011): 
179-188. 
[22] Manook, André, Behrooz H. Yousefi, Antje Willuweit, Stefan Platzer, Sybille Reder, Andreas Voss, Marc 
Huisman et al. "Small-animal PET imaging of amyloid-beta plaques with [11 C] PiB and its multi-modal 
validation in an APP/PS1 mouse model of Alzheimer's disease." PloS one 7, no. 3 (2012): e31310. 
[23] Tang, Ya-Ping, and Elliot S. Gershon. "Genetic studies in Alzheimer's disease." Dialogues in clinical 
neuroscience 5, no. 1 (2003): 17. 
[24] Moses, William W. "Recent advances and future advances in time-of-flight PET." Nuclear Instruments and 
Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment 580, 
no. 2 (2007): 919-924. 
[25] Melcher, Charles L., and Lars Eriksson. "Scintillators for PET and SPECT." In Physics of PET and SPECT 
Imaging, pp. 43-61. CRC Press, 2017. 
[26] Seifert, Stefan, Gerben Van der Lei, Herman T. Van Dam, and Dennis R. Schaart. "First characterization of a 
digital SiPM based time-of-flight PET detector with 1 mm spatial resolution." Physics in medicine and biology 
58, no. 9 (2013): 3061. 
[27] Van Dam, Herman T., Giacomo Borghi, Stefan Seifert, and Dennis R. Schaart. "Sub-200 ps CRT in monolithic 
scintillator PET detectors using digital SiPM arrays and maximum likelihood interaction time estimation." 
Physics in medicine and biology 58, no. 10 (2013): 3243. 
[28] Groll, A., K. Kim, H. Bhatia, J. C. Zhang, J. H. Wang, Z. M. Shen, L. Cai, J. Dutta, Q. Li, and L. J. Meng. "Hybrid 
Pixel-Waveform (HPWF) Enabled CdTe Detectors for Small Animal Gamma-Ray Imaging Applications." IEEE 
transactions on radiation and plasma medical sciences 1, no. 1 (2017): 3-14. 
[29] Mikhaylova, Ekaterina, Gianluca De Lorenzo, Mokhtar Chmeissani, Machiel Kolstein, Mario Canadas, Pedro 
Arce, Yonatan Calderón et al. "Simulation of the expected performance of a seamless scanner for brain PET based 
on highly pixelated CdTe detectors." IEEE transactions on medical imaging 33, no. 2 (2014): 332-339. 
[30] Ariño, Gerard, Mokhtar Chmeissani, Carles Puigdengoles, Gianluca De Lorenzo, Ralf Diener, Pedro Arce, Enric 
Cabruja et al. "Characterization of CdTe detector for use in PET." In Nuclear Science Symposium and Medical 
Imaging Conference (NSS/MIC), 2011 IEEE, pp. 4598-4603. IEEE, 2011. 
[31] Ariño, G., M. Chmeissani, G. De Lorenzo, C. Puigdengoles, E. Cabruja, Y. Calderón, M. Kolstein et al. "Energy 




[32] Matteson, James L., Yi Gu, Robert T. Skelton, Aaron C. Deal, Edwin A. Stephan, Fredric Duttweiler, George L. 
Huszar, Thomas M. Gasaway, and Craig S. Levin. "Charge collection studies of a high resolution CZT-based 
detector for PET." In Nuclear Science Symposium Conference Record, 2008. NSS'08. IEEE, pp. 503-510. IEEE, 
2008. 
[33] Visser, G. I., S. D. Kravis, T. O. Tumer, D. G. Maeding, and Shi Yin. "Test results of the readout electronics for 
nuclear applications (RENA) chip." In Nuclear Science Symposium, 1998. Conference Record. 1998 IEEE, vol. 
1, pp. 249-252. IEEE, 1998. 
[34] Abbaszadeh, Shiva, Yi Gu, Uzair Sikora, and Craig S. Levin. "First acquisition of data from a prototype 3-D 
position sensitive CZT PET system." In Nuclear Science Symposium and Medical Imaging Conference 
(NSS/MIC), 2014 IEEE, pp. 1-2. IEEE, 2014.  
[35] Mitchell, Gregory S., Shrabani Sinha, Jennifer R. Stickel, Spencer L. Bowen, Leonard J. Cirignano, Purushottam 
Dokhale, Hadong Kim, Kanai S. Shah, and Simon R. Cherry. "CdTe strip detector characterization for high 
resolution small animal PET." IEEE Transactions on Nuclear Science 55, no. 3 (2008): 870-876. 
[36] Ariño, Gerard, Cirgano, L.J., Kim, H, Du, J, Shah. K.S., Cherry, S.R, Mitchell, G.S., “Direct Gamma-Ray 
Detection with Strip TlBr Detectors for Nuclear Medicine Applications,” Nuclear Science Symposium and 
Medical Imaging Conference (NSS/MIC), 2016 IEEE. IEEE, 2016. 
[37] Ishii, K., Y. Kikuchi, S. Matsuyama, Y. Kanai, K. Kotani, T. Ito, H. Yamazaki et al. "First achievement of less 
than 1mm FWHM resolution in practical semiconductor animal PET scanner." Nuclear Instruments and Methods 
in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment 576, no. 2 
(2007): 435-440. 
[38] Boston, H. C., A. J. Boston, R. J. Cooper, J. Cresswell, A. N. Grint, A. R. Mather, P. J. Nolan et al. 
"Characterisation of the SmartPET planar Germanium detectors." Nuclear Instruments and Methods in Physics 
Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment 579, no. 1 (2007): 104-
107. 
[39] Scuffham, J. W., M. D. Wilson, P. Seller, M. C. Veale, P. J. Sellin, S. D. M. Jacques, and R. J. Cernik. "A CdTe 
detector for hyperspectral SPECT imaging." Journal of Instrumentation 7, no. 08 (2012): P08027. 
[40] Ogawa, Koichi, Naoka Ohmura, Hirokazu Iida, Kayoko Nakamura, Tadaki Nakahara, and Atsushi Kubo. 
"Development of an ultra-high resolution SPECT system with a CdTe semiconductor detector." Annals of nuclear 
medicine 23, no. 8 (2009): 763-770 
[41] Cai, Liang, Xiaochun Lai, Zengming Shen, Chin-Tu Chen, and Ling-Jian Meng. "MRC-SPECT: A sub-500µm 
resolution MR-compatible SPECT system for simultaneous dual-modality study of small animals." Nuclear 
Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated 
Equipment 734 (2014): 147-151. 
[42] Lutz, Gerhard. Semiconductor radiation detectors. Vol. 40. Berlin: Springer, 1999. 
[43] Shockley, We, and W. T. Read Jr. "Statistics of the recombinations of holes and electrons." Physical review 87, 
no. 5 (1952): 835. 
[44] Takahashi, Tadayuki, and Shin Watanabe. "Recent progress in CdTe and CdZnTe detectors." IEEE Transactions 
on Nuclear Science 48, no. 4 (2001): 950-959. 
[45] Szeles, Csaba. "CdZnTe and CdTe materials for X‐ray and gamma ray radiation detector applications." physica 
status solidi (b) 241, no. 3 (2004): 783-790. 
[46] Hitomi, K., M. Matsumoto, O. Muroi, T. Shoji, and Y. Hiratate. "Characterization of thallium bromide crystals 
for radiation detector applications." Journal of Crystal Growth 225, no. 2 (2001): 129-133. 
90 
 
[47] Del Sordo, Stefano, Leonardo Abbene, Ezio Caroli, Anna Maria Mancini, Andrea Zappettini, and Pietro Ubertini. 
"Progress in the development of CdTe and CdZnTe semiconductor radiation detectors for astrophysical and 
medical applications." Sensors 9, no. 5 (2009): 3491-3526. 
[48] Stoumpos, Constantinos C., Christos D. Malliakas, John A. Peters, Zhifu Liu, Maria Sebastian, Jino Im, Thomas 
C. Chasapis et al. "Crystal growth of the perovskite semiconductor CsPbBr3: a new material for high-energy 
radiation detection." Crystal Growth & Design 13, no. 7 (2013): 2722-2727. 
[49] Sánchez-Crespo, Alejandro, and Stig A. Larsson. "The influence of photon depth of interaction and non-collinear 
spread of annihilation photons on PET image spatial resolution." European journal of nuclear medicine and 
molecular imaging 33, no. 8 (2006): 940-947. 
[50] He, Zhong. "Review of the Shockley–Ramo theorem and its application in semiconductor gamma-ray 
detectors." Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, 
Detectors and Associated Equipment 463, no. 1 (2001): 250-267. 
[51] Shockley, William. "Currents to conductors induced by a moving point charge." Journal of applied physics 9, no. 
10 (1938): 635-636. 
[52] Ramo, Simon. "Currents induced by electron motion." Proceedings of the IRE27, no. 9 (1939): 584-585. 
[53] Kolstein, M., G. Ariño, M. Chmeissani, and G. De Lorenzo. "Simulation of charge transport in pixelated CdTe." 
Journal of Instrumentation 9, no. 12 (2014): C12027.Zanzonico, Pat. "Positron emission tomography: a review of 
basic principles, scanner design and performance, and current systems." In Seminars in nuclear medicine, vol. 
34, no. 2, pp. 87-111. Elsevier, 2004. 
[54] Zanzonico, Pat. "Positron emission tomography: a review of basic principles, scanner design and performance, 
and current systems." In Seminars in nuclear medicine, vol. 34, no. 2, pp. 87-111. Elsevier, 2004. 
[55] Knoll, Glenn F., Radiation Detection and Measurement, 4th Edition. John Wiley & Sons, 2010. 
[56] Mónica Vieira Martins (2015). Positron Emission Mammography, Mammography Techniques and Review, 
MSc. Fabiano Fernandes (Ed.), InTech, DOI: 10.5772/60452. Available from: 
https://www.intechopen.com/books/mammography-techniques-and-review/positron-emission-mammograph 
[57] Y. Yin et al., “3-D Spatial Resolution of 350 μm Pitch Pixelated CdZnTe Detectors for Imaging Applications,” 
IEEE Transactions on Nuclear Science, vol. 60, no. 1, pp. 9-15, Feb. 2013.  
[58] Y. Yin et al., “Characterization of Highly Pixelated CZT Detectors for Sub-millimeter PET Imaging, IEEE 
Nuclear Science Symposium Conference Record, pp. 2411-2414, Nov. 2009.  
[59] A. E. Bolotnikov, W. R. Cook, F. A. Harrison, A. S. Wong, S. M. Schindler, and A. C. Eichelberger, "Charge 
loss between contacts of CdZnTe pixel detectors," Nuclear Instruments and Methods in Physics Research Section 
A: Accelerators, Spectrometers, Detectors and Associated Equipment, vol. 432, pp. 326-331, 1999. 
[60] Y. Gu, and C. S. Levin, “Study of electrode pattern design for a CZT-based PET detector,” Phys. Med. Biol., vol. 
59, no. 11, May 2014.  
[61] Z. He, G. F. Knoll, D. K. Wehe, and J. Miyamoto, "Position-sensitive single carrier CdZnTe detectors," Nuclear 
Instruments & Methods in Physics Research Section a-Accelerators Spectrometers Detectors and Associated 
Equipment, vol. 388, pp. 180-185, Mar 21 1997. 
[62] R. Ballabriga et al., “Characterization of the Medipix3 pixel readout chip,” JINST, vol. 6, January 2011.  
[63] R. Ballabriga et al., “The Medipix3RX: a high resolution, zero dead-time pixel detector readout chip allowing 
spectroscopic imaging,” JINST, vol. 8, Feb. 2013.  
91 
 
[64] C. Ponchut et al., “SMARTPIX, a photon-counting pixel detector for synchrotron applications based on 
Medipix3RX readout chip and active edge pixel sensors,” JINST, vol. 10, Jan. 2015.  
[65] K. Suzuki, S. Seto, T. Sawada, and K. Imai, “Carrier transport properties of HPB CdZnTe and THM CdTe:Cl,” 
in Proc. IEEE Nucl. Sci. Symp. Conf. Rec., vol. 4, pp. 2391–2395, 2001. 
[66] Y. Eisen and A. Shor  "CdTe and CdZnTe materials for room-temperature X-ray and gamma ray detectors",  J. 
Crystal Growth,  vol. 184/185,  pp.1302 -1312, Feb. 1998. 
[67] J. Cates and C. Levin, “Advances in coincidence time resolution for PET,” Physics in Medicine and Biology, vol. 
61, pp. 2255-2264, Feb. 2016. 
[68] S. Vandenberghe et al., “Recent developments in time-of-flight PET,” EJNMMI Physics, vol. 3, no. 3, 2016.  
[69] Shiraki, Hiroyuki, Minoru Funaki, Yukio Ando, Akira Tachibana, Shinya Kominami, and Ryoichi Ohno. "THM 
growth and characterization of 100 mm diameter CdTe single crystals." IEEE Transactions on Nuclear Science 
56, no. 4 (2009): 1717-1723. 
[70] Spartiotis, Konstantinos, Anssi Leppänen, Tuomas Pantsar, Jouni Pyyhtiä, Pasi Laukka, Kari Muukkonen, Olli 
Männistö, Jussi Kinnari, and Tom Schulman. "A photon counting CdTe gamma-and X-ray camera." Nuclear 
Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated 
Equipment 550, no. 1 (2005): 267-277. 
[71] Meng, L-J., J. W. Tan, K. Spartiotis, and T. Schulman. "Preliminary evaluation of a novel energy-resolved 
photon-counting gamma ray detector." Nuclear Instruments and Methods in Physics Research Section A: 
Accelerators, Spectrometers, Detectors and Associated Equipment 604, no. 3 (2009): 548-554. 
[72] Ballabriga, R., M. Campbell, E. H. M. Heijne, X. Llopart, and L. Tlustos. "The Medipix3 prototype, a pixel 
readout chip working in single photon counting mode with improved spectrometric performance." In Nuclear 
Science Symposium Conference Record, 2006. IEEE, vol. 6, pp. 3557-3561. IEEE, 2006. 
[73] Meng, Ling J., and Zhong He. "Exploring the limiting timing resolution for large volume CZT detectors with 
waveform analysis." Nuclear Instruments and Methods in Physics Research Section A: Accelerators, 
Spectrometers, Detectors and Associated Equipment 550, no. 1 (2005): 435-445.  
[74] L.-J. Meng and Z. He, “Estimate interaction timing in a large volume HgI2 detector using cathode pulse 
waveforms,” Nuclear Instruments and Methods in Physics Research A, vol. 545, no. 1-2, pp. 234-251, June 2005.  
[75] Z. He et al., “1-D position sensitive single carrier semiconductor detectors,” Nuclear Instrumetns and Methods in 
Physics Research A, vol. 380, no. 1-2, pp. 228-231, Oct. 1996. 
[76] Z. He et al., “Position-sensitive single carrier CdZnTe detectors,” Nuclear Instruments and Methods in Physics 
Research A,” vol. 388, no. 1-2, pp. 180-185, March 1997.  
[77] L. -J. Meng, “Spectroscopic Performance of Thick HgI2 Detectors,” IEEE Transactions on Nuclear Science, vol. 
53, no. 3, pp. 1706-1712, June 2006. 
[78] A. Snellman et al., “In vivo PET imaging of beta-amyloid deposition in mouse models of Alzheimer’s disease 
with a high specific activity PET imaging agent [18F]flutemetamol,” EJNMMI Research, vol. 4, no. 1, Dec. 2014.  
[79] K. Kim, J. Dutta, A. Groll, G. El Fakhri, L.-J. Meng, Q. Li. “Penalized maximum likelihood reconstruction of 
ultrahigh resolution PET with depth of interaction.” Proceedings, 13th International Meeting on Fully Three-
Dimensional Image Reconstruction in Radiology and Nuclear Medicine, Newport, RI, May 31–Jun 4, 2015. 
[80] A. M. Alessio, C. W. Stearns, S. Tong, S. G. Ross, S. Kohlmyer, A. Ganin, and P. E. Kinahan, “Application and 
evaluation of a measured spatially variant system model for PET image reconstruction,” IEEE Transactions on 
Medical Imaging, vol. 29, no. 3, pp. 938–949, 2010. 
92 
 
[81] K. Kim, J. Dutta, A. Groll, G. El Fakhri, L-J Meng and Q Li, “Penalized maximum likelihood reconstruction of 
ultrahigh resolution PET with depth of interaction,” in International Meeting on Fully Three-Dimensional Image 
Reconstruction in Radiology and Nuclear Medicine, pp. 296-299, 2015. 
[82] B. Bai, A. Ruangma, R. Laforest, Y-C Tai, and R. M. Leahy, “Positron range modeling for statistical PET image 
reconstruction,” in IEEE Nuclear Science Symposium. IEEE, 2003, vol. 4, pp. 2501–2505. 
[83] Wheeler TD, Zeng D, Desai AV, Onal B, Reichert DE, Kenis PJ. Microfluidic labeling of biomolecules with 
radiometals for use in nuclear medicine. Lab Chip 2010;10: 3387-96. 
[84] Hubbell, J. H., and S. M. Seltzer. "XCOM: Photon Cross Sections database." (2005). 
[85] Abbaszadeh, Shiva, Garry Chinn, and Craig S. Levin. "Effect of energy threshold in positioning true coincidences 
that undergo detector scatter for a sub-mm resolution CZT-based PET system." In Nuclear Science Symposium 
and Medical Imaging Conference (NSS/MIC), 2015 IEEE, pp. 1-3. IEEE, 2015. 
[86] Strother, S. C., M. E. Casey, and E. J. Hoffman. "Measuring PET scanner sensitivity: relating countrates to image 
signal-to-noise ratios using noise equivalents counts." IEEE Transactions on Nuclear Science 37, no. 2 (1990): 
783-788.  
[87] Ballabriga, R., J. Alozy, M. Campbell, E. Frojdh, E. H. M. Heijne, T. Koenig, X. Llopart et al. "Review of hybrid 
pixel detector readout ASICs for spectroscopic X-ray imaging." Journal of Instrumentation 11, no. 01 (2016): 
P01007. 
[88] Chinn, Garry, and Craig S. Levin. "Algorithms that exploit multi-interaction photon events in sub-millimeter 
resolution CZT detectors for PET." In Nuclear Science Symposium and Medical Imaging Conference 
(NSS/MIC), 2011 IEEE, pp. 3669-3671. IEEE, 2011. 
[89]  Pratx, Guillem, and Craig S. Levin. "Accurately positioning events in a high-resolution PET system that uses 3D 
CZT detectors." In Nuclear Science Symposium Conference Record, 2007. NSS'07. IEEE, vol. 4, pp. 2660-2664. 
IEEE, 2007.  
[90] Rode, D. L. "Electron mobility in ge, si, and GAP." physica status solidi (b) 53, no. 1 (1972): 245-254. 
[91] Boston, H. C., A. J. Boston, R. J. Cooper, J. Cresswell, A. N. Grint, A. R. Mather, P. J. Nolan et al. 
"Characterisation of the SmartPET planar Germanium detectors." Nuclear Instruments and Methods in Physics 
Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment 579, no. 1 (2007): 104-
107. 
[92] Tao, Li, Henry M. Daghighian, and Craig S. Levin. "A promising new mechanism of ionizing radiation detection 
for positron emission tomography: modulation of optical properties." Physics in medicine and biology 61, no. 21 
(2016): 7600. 
