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Abstract
Sensing proteins are a subclass of switchable proteins, which are biologically
designed with multiple, purposeful, low-free-energy states and can interconvert be-
tween these states in the wake of some environmental perturbation. Note, that this
phenomenon is no small feat. This is a preprogrammed response for regulatory
purposes that requires no cognitive action and is reversible as the environment re-
turns to normal. Sensing proteins often switch between active and non-active states,
closed and open conformations or other particular dichotomous states. Therefore,
understanding the mechanism by which these proteins sense a specific perturbation
and how they switch between conformations is paramount. Addressing these issues
can lead to the ability to control protein efficiency; by either direct manipulation of
the protein itself to increase its sensitivity to the environment or by quantifying the
optimum environmental condition for the desired function. Here molecular dynam-
ics simulations and multi-scale analysis tools are used to elucidate the switching
mechanisms of sensing proteins.
iv
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Chapter 1
Introduction
Proteins are commonly referred to as the workhorses of nature, since they perform
many of the tasks that are essential for life. They are integral in transcription, trans-
lation, metabolism, respiration, and countless other biochemical processes [1, 2].
Indeed, proteins are an irreplaceable cog in the machine of life, and their inher-
ent design is exceptional since they are biologically programmed to automatically
carry out a particular function [3]. This inherent design, or primary structure, carries
the blueprint to properly fold the protein into a stable and functional conformation
(given suitable environmental conditions) [1, 4, 5].
Researchers have shown that protein structure is directly linked to function, and
it is well known that under favorable conditions proteins usually adopt a certain
low-free-energy state, which is termed the native state [6, 7]. However, a special
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class of proteins is not restricted to a single free energy basin, but actually exhibit
multiple basins [8]. These “switchable” proteins are able to switch their preferred
conformation as they move from one basin to another on their energy landscape.
Often, the cause of this conformational switch can be traced back to specific en-
vironmental perturbation that causes a cascade of alterations in intra-protein and
inter-protein interactions that inevitably change the global conformation [4, 9]. An
example of this is the bacterial lipase from Pseudomonas aeruginosa which adopts
a closed state (inactive) in an aqueous environment, but switches its preferred con-
formation to an open one (active) upon entering a hydrophobic environment [10].
Here, the solvent that surrounds the protein has a marked influence on its energy
landscape and thus its most probable structure.
Sensing proteins are a subclass of switchable proteins, which are biologically
designed with multiple, purposeful, low-free-energy states and can interconvert be-
tween these states in the wake of some environmental perturbation. Note, that this
phenomenon is no small feat. This is a preprogrammed response for regulatory pur-
poses that requires no cognitive action and is reversible as the environment returns
to normal [11]. Sensing proteins often switch between active and non-active states,
closed and open conformations or other particular dichotomous states. Therefore,
understanding the mechanism by which these proteins sense a specific perturbation
and how they switch between conformations is paramount. Addressing these issues
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can lead to the ability to control protein efficiency; by either direct manipulation of
the protein itself to increase its sensitivity to the environment or by quantifying the
optimum environmental condition for the desired function.
There are several types of sensing proteins, those that are sensitive to tempera-
ture, pressure, solvent, pH, small molecules, etc. However, it is not likely that these
proteins operate via a universal switching mechanism [12]. This raises the ques-
tion, can different switching mechanisms be commonly defined or is each unique?
In addition, if there is no universal mechanism then can a set of sub-mechanisms
be defined so that all temperature sensing proteins operate the same, or all pressure
sensors, and so on? It is even conceivable that the secret lies at the protein level.
Do all lipases follow a uniform switching mechanism or all membrane proteins,
etc? These questions can only be answered by delving into the problem at multiple
levels and by comprehensive review of the field.
Sensing proteins offer a unique scientific challenge, as observing a switch be-
tween conformations is not a simple task. Environmental perturbation can bring
about millions to billions of subtle changes in intra-protein, inter-protein and protein-
solvent interactions that will ultimately lead to a new stable conformation [13]. To
further complicate matters, these interactions can be formed or broken on a pi-
cosecond (ps) time-scale [14], therefore a comprehensive understanding of these
switching mechanisms requires a sharp temporal and spatial resolution. To address
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this, molecular dynamics (MD) simulation can be employed as a complimentary
method with experiments in order to satisfy this need.
MD simulation is an in silico procedure that utilizes Newtonian mechanics to
predict the movement of molecules with atomistic detail and femtosecond (fs) reso-
lution [15]. Almost half a century ago the first biological atomistic MD simulation
was performed, this pioneering exploit focused on the BPTI protein and employed
the same basic procedure still used today [5]. Of course, the field has vastly matured
since then, current force fields are more accurate and more extensive to include ex-
otic molecules such as saccharides, lipids, nucleic acids and unique ligands [16].
Also, the hardware has exponentially improved to increase simulation run time and
speed. For example, early simulations were performed on a picosecond time-scale,
while today scientists are pushing the microsecond boundary and hope that mil-
lisecond simulations will soon be a routine practice. Simulations are used for a
variety of purposes, such as, to provide conformational information, information
on dynamics, to compute free energy, or binding energy.
Given the atomic nature of MD simulation, it can be very useful in providing a
detailed picture of the inner workings of switching mechanisms. Additionally, the
scrutinous temporal resolution allows one to track pertinent information on a femp-
tosecond timescale. These characteristics provide an edge to simulation over many
other techniques in examining switching mechanisms. However, the importance
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of experimental compliment should not be overlooked as these studies can provide
starting structures for simulation, evidence of interesting conformational regions,
and validation for simulation results [17].
Indeed, MD simulation is quite adept at addressing switching mechanisms, but
due to the basics of molecular dynamics simulation, these types of studies can be
difficult to perform directly. Consider this: a simulation is setup with a concrete set
of parameters and conditions; it is often impossible to reset these conditions mid-
stride without disrupting the integrity of the system. For example, a sharp increase
in simulation temperature will cause the atomic forces to vastly increase, this will
result in large changes in atomic velocities and positions, which will ultimately lead
to a cascade of unphysical forces in the system and “crash” the simulation, (simi-
lar issues exist for other environmental factors). Therefore, direct manipulation of
the environment during the course of a simulation can be troublesome, so a clever
scheme must be devised to indirectly model these situations. In this work, I detail
several of these molecular dynamics simulation methods and data reduction analy-
sis methods for the elucidation of different switching mechanisms. I show that this
type of phenomenon can be accurately addressed using MD simulation and that the
results gleaned from these theoretical studies are practically relevant.
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Chapter 2
Theory of Molecular Dynamics
Simulation
In this age of supercomputing, an array of methods to perform molecular dynamics
(MD) simulations exist, such as traditional all-atom simulation which provides a
detailed spatial resolution, coarse grained simulation strategies which allow larger
systems to be studied using smaller amounts of computational resources, and accel-
erated MD which aids in the observation of long time-scale processes [18]. How-
ever, all these diverging strategies stem from a common theory that given the correct
approximations and parametrization the underlying forces that govern molecular in-
teractions can be accurately estimated. Here, the core of that theory is expounded
upon.
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The strategy behind molecular dynamics simulation is to take a static depiction
of a system x and utilize Newton’s equations of motion to estimate the position of
the system at a given time t [18]. Incumbent in this calculation is the knowledge of
how each particle in the system will interact with every other particle, this is known
as the force field. The combination of these three things produces a predictive
model of how atoms change position over time which is recorded as a series of
coordinates, termed a simulation trajectory. From this trajectory many questions
about the physical behavior of the system can be addressed.
2.1 Force Field
Molecular dynamics simulation relies on the principle that molecular motions are
controlled by a few distinct forces, a comprehensive description of these forces is
referred to as the force field. From a base quantum mechanical view, all forces
are rooted in the electrostatic and spin coupled interactions between electrons and
nuclei, therefore quantum mechanical calculations are routinely used to derive pa-
rameters for the set of forces used in MD simulation. These parameters are then
applied via the force field to all atoms and thus the total potential energy can be
calculated. A typical force field is displayed in the equation below [19].
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E(rN) =
∑
bonds
ki
2
(li − li,0)2 +
∑
angles
ki
2
(θi − θi,0)2 +
∑
torsions
Vn
2
(1 + cos(nωi − γi))
+
N∑
i=1
N∑
j=i+1
(
4²ij
[(
σij
rij
)12
−
(
σij
rij
)6]
+
qiqj
4pi²0rij
)
(2.1)
Here, the total energy potential is made up of four terms, Σbonds, Σangles, and
Σdihedrals represent the covalently bonded interactions, and the final term is for
the non-bonded interactions which are made up of the van der Waals short ranged
repulsion and attraction with a Lennard-Jones potential and long-ranged coulom-
bic (electrostatic) interactions. This common force field is more than adequate for
routine simulation work, but is not intended to address situations where chemical
bonds are broken or formed. Modified versions of the basic force field have been
developed to accomplish this task, such as QM/MM simulation techniques [20].
Additionally, this basic force field does not account for dynamic atomic polarizabil-
ity, which is arguably important for the simulation of highly polarizable molecules
such as carbohydrates [21]. There are also special force fields available to satisfy
this feature [22]. However additions to the base force field do come at a price,
as the inclusion of these special parameters increases the computational cost by a
large degree. Therefore, the vast majority of MD simulation studies are done with
the common force field or some small variant of it, especially when conformational
sampling is of issue.
8
2.2 Equations of Motion
As mentioned above, the force field is used to compute the potential energy, which
is a function of the coordinates of the atoms in that system. Atomic nuceli basi-
cally behave as classical particles and their dynamics can be predicted by solving
Newton’s equations of motion.
Fi =
−∂U
∂ri
= mi
d2ri
dt2
(2.2)
ai =
d2ri
dt2
=
dvi
dt
(2.3)
Here U is the potential energy of the system at a given time t, Fi is the force
on an atom i, mi, ri, ai and vi are the mass position, acceleration and velocity
of i, respectively. Ideally, this calculation would be done over an infinitely small
time step in order to accurately characterize the continuous motion of each atom.
In reality, a finite-difference method is utilized to numerically integrate Newtons
equation of motion to compute atomic coordinates and velocities. One such method
that is commonly employed in MD simulation is the Verlet algorithm [23]. The
Verlet algorithm relies on a basic Taylor expansion to update the position r at a new
time δt. The final form is:
ri(t+∆t) = 2ri(t)− ri(t−∆t) + ai(t)∆t2 +O(∆t4) (2.4)
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The velocities can be computed from the coordinates by using the following
formula:
vi(t) =
ri(t+∆t)− ri(t−∆t)
2∆t
+O(∆t2) (2.5)
Due to the apparent simplicity of this method it is perhaps the most widely used
for calculations of this nature, although many improvements have been introduced
over the years to reduce error. It is also important to note that MD simulation re-
quires a suitable choice for the integration step to save computational time without
losing accuracy. As Newton’s equation of motion is integrated, the highest fre-
quency that occurs in the simulation system is the limiting factor of the chosen time
step.
2.3 Constraint Algorithms
Hydrogen, being the lightest known atom, is usually involved in bonds that vibrate
with the highest frequency, therefore they determine the maximum usable time step.
To increase this integration time step constraint algorithms have been introduced to
restrict certain degrees of freedom (such as bond lengths and angles). Use of these
algorithms allow the time step to be increased to a typical value of 2 fs. A well
accepted algorithm for this task is SHAKE [24].
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2.4 Periodic Boundary Conditions
Biological systems often contain billions of molecules, which can freely interact
with each other. This near-infinite size system is impossible to simulate using mod-
ern computers (even supercomputers). To address this issue, MD simulations can
model the behavior of these molecules by using a subpopulation and confining this
subpopulation to a small three-dimensional box, called a unit cell. To enhance the
realism of this unit cell in comparison to real life, periodic boundary conditions
(PBC) are often employed. This means that one unit cell is surrounded by periodic
images of itself, and when an object passes through one side of the unit cell it in-
stantaneously enters through the opposite side with an equal velocity. In this way
the number of molecules in the system remains constant. While the obvious choice
for the shape of this box is a cube, this can lead to the addition of solvent molecules
in the corners, which are quite far from the central biomolecule of interest. The ad-
dition of these unnecessary solvent molecules greatly increases the computational
cost. Therefore, a common, more efficient alternative is a truncated octahedron.
2.5 Non-bonded Interactions
Periodic conditions, while effective in reducing computational cost by decreasing
the amount of molecules needed for realistic simulation, can be troublesome for
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calculating non-bonded interactions since interactions between particles in differ-
ent boxes are allowed. Consequently, the amount of pair-wise interactions increases
drastically. This is due to the fact that in addition to determining the interactions
between molecules in the “real” unit-cell, interactions between the real and im-
age cells must also be considered. Therefore, the bulk of computational energy
is expended calculating the non-bonded van der Waals and electrostatic potentials.
Usually, the van der Waals interaction is described by the Lennard-Jones potential
and the electrostatic is described by interaction between point charges as follows
Coulomb’s law. To combat the high computational cost of calculating non-bonded
interactions a cut-off radius of roughly 1 angstrom is routinely employed for short
range interactions. It should be noted that the use of this cut-off requires long range
correction for the dispersion term of the Lennard-Jones potential, although no cor-
rection is needed for the repulsion term as it decays quickly with respect to r.
2.6 Temperature Coupling and Pressure Coupling Meth-
ods
In MD simulation there is often a need to regulate the temperature and pressure
variables rather than energy and volume. To produce this effect the equations of
motion need to be modified with temperature coupling and pressure coupling meth-
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ods. The need to study properties at isobaric and isothermal conditions has led to
the development of several methods to keep these parameters constant. Note that
the temperature T of a system is related to the kinetic energy K by the following
equation.
K =
N∑
i=1
mi|vi|2/2 = NdfkBT/2 (2.6)
The pressure p of a system is related to the box volume Vbox and the kinetic
energy of the system by the following equation.
P =
2
3Vbox
[
K +
1
2
∑
i<j
rij · Fij
]
(2.7)
A common method for temperature and pressure regulation is the Berendsen
method. [25] Berendsen temperature coupling the system is weakly coupled to a
heat bath with some temperature. The temperature of the system is corrected such
that the deviation exponentially decays with some time constant τ . For large sys-
tems, this approximation yields roughly correct results for most calculated proper-
ties. Here the change in temperature is proportional to the temperature difference
between the heat bath and the system with a coupling strength determined by the
coupling parameter τ . This is defined by the following equation.
dT
dt
=
T0 − T
τ
(2.8)
13
Berendsen pressure coupling is coupled to an external pressure bath with ref-
erence pressure P0. The coordinates and box vectors are rescaled every step. The
system pressure os regulated with first-order kinetics. Berendsen pressure coupling
is achieved using the following equation.
dP
dt
=
P0 − P
τp
(2.9)
Other common coupling methods are Langevin, Nose´ Hoover, and Parrinello-
Rahman [26,27]. When deciding which method to use several factors are important,
such as, system size, efficiency, and accuracy.
14
Chapter 3
Solvent-Dependent Gating Motions
of an Extremophilic Lipase from
Pseudomonas aeruginosa
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Abstract
Understanding how organic solvent-stable proteins can function in anhydrous and
often complex solutions is essential for the study of the interaction of protein and
molecular immiscible interface and the design of efficient industrial enzymes in
nonaqueous solvents. Using an extremophilic lipase from Pseudomonas aerugi-
nosa as an example, we investigated the conformational dynamics of an organic
solvent-tolerant enzyme in complex solvent milieux. Four 100-nanosecond molec-
ular dynamics simulations of the lipase were performed in solvent systems: water,
hexane, and two mixtures of hexane and water, 5% and 95% (w/w) hexane. Our
results show a solvent-dependent structural change of the protein, especially in the
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region that regulates the admission of the substrate. We observed that the lipase is
much less flexible in hexane than in aqueous solution or at the immiscible interface.
Quantified by the size of the accessible channel, the lipase in water has a closed-
gate conformation and no access to the active site, while in the hexane-containing
systems, the lipase is at various degrees of open-gate state, with the immiscible
interface setup being in the widely open conformation ensembles. The composi-
tion of explicit solvents in the access channel showed significant influence on the
conformational dynamics of the protein. Interestingly, the slowest step (bottleneck)
of the hexane-induced conformational switch seems to be correlated with the slow
dehydration dynamics of the channel.
17
The structural stability of proteins involves a delicate balance between the fa-
vorable internal interaction among residues of the protein and the protein-solvent
interaction. Many proteins optimize their structural stability in an aqueous environ-
ment. [1] When submerged in organic solvents or placed at immiscible interfaces,
their native structures are likely to be weakened and their activities diminished. But
for a few families of proteins that interact directly with an organic substrate (at the
interface), the desired reaction environment may be more complicated. For some of
these biomolecules, their functions are kept in a seemingly anhydrous environment
due to the presence of a small amount of hydration water. [28] However, there are
exceptional natural proteins, from surfactins [29] to lipases [30, 31], that operate
efficiently in a water-oil interface or in organic solvents, especially some enzymes
of microbial origin that thrive in deep-sea mud. [32] These proteins are structurally
stable and biosynthetically active at an organic solvent interface.
In this work, we focus on one such important extremophilic enzyme, a lipase
from Pseudomonas aeruginosa, which is inactive in an aqueous milieu and acti-
vated at the water-oil immiscible interface. [10, 30, 33] Lipases are proteins that
assist in the forming and breaking of ester bonds of glycerol esters. [34, 35] They
are known to play important roles in biochemical pathways, such as transport pro-
cesses and stereo-selective biotransformations. [35] Besides these natural biological
functions, lipases have a diverse set of industrial applications, from the break down
18
of unwanted oily components of cosmetics, detergents, and waste to the synthesis
of esters. [36]
Lipases belong to the superfamily of α/β-hydrolase, [34] a group of enzymes
(including proteases, esterases, lipases, and peroxidases) sharing the same α/β
fold. [37] At the active site, these enzymes share the catalytic triad motif for break-
ing covalent bonds. Apparently, this well-studied enzymatic mechanism is quite
efficient once the substrate reaches the active site. [34] The discerning factor among
hydrolases is substrate selectivity, which begins at the precatalytic step. The con-
cealed catalytic cavity and the switchable gate enable conformational control of lig-
and admission. [37,38] Indeed, lipases obtained from different species, from fungus
(Candida antarctica) to bacterium (Burkholderia cepacia), share this canonical fold
and the catalytic triad. [39,40] As shown in Fig. 3.1a, the lipase from P. aeruginosa
folds with its active site buried at the center. There is a 15 A˚ long gated channel that
leads to the ovoid shaped active site cleft. [41] The main feature of this hydrophobic
channel is the ‘lid’ region that regulates entry of substrates and solvent molecules
to the gorge. Movement in this region is critical for the enzyme activity. [41]
A plethora of crystal structures of different lipases at various binding states have
been reported in an effort to understand how this channel operates. [40–46] They
reveal that this channel exists in different conformational states. The ligand-bound
form is often associated with the channel being relatively wide open (open state),
19
while the apo form of the lipase presents a closed channel without ligand access
(closed state). Several aspects of this conformational gating mechanism are still
missing. Firstly, it is important to provide an ensemble view of probable states of
the conformation of the access channel throughout the gating motion, not just the
qualitative description of dichotomous states (open vs. closed). Secondly, the mech-
anism of opening and closing the channel is solvent-sensitive, and it is important to
study the conformational dynamics at realistic complex solvent interfaces.
Computational studies on the aforementioned lipases in solution have also been
carried out to obtain insight on how the solvent facilitates the conformational shifts
of lipases. [39, 47–55] Several molecular dynamics simulations have discovered
important motions of lipases, especially the movement of the gate triggered by the
hydrophobicity of the environment. [47] To our knowledge, all previous simula-
tions of lipases are about 35 ns or much less. As shown in a previous study [39] and
in the results presented in this work, it may take lipases as long as 30 ns to repel
water molecules inside the gorge and to make the conformational switch to close
the gate. Thus, longer time scale simulations are required to get better statistics. A
more quantitative analysis of the gated access channel (as oppose to the open/closed
binary description of the end points) will facilitate a comparison of the conforma-
tion ensemble in a more precise manner, as we will illustrate below using the gorge
radius analysis.
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Several studies on how the open-close conformational switch of lipases may
work in various solvent systems have been reported. For Burkholderia cepacia
lipase (BcL), when in aqueous solution, an initially open conformation gradually
closes. Conversely, when in toluene (also in octane or water-octane (50/50) inter-
face [50]), an initially closed BcL opens gradually. [39] For Bacillus sp. (Lip42),
in pure water and in 100% dimethyl sulfoxide (DMSO), the access channel seems
to be unperturbed while in 60% (v/v) DMSO, distortion of conformations (accom-
panied by formation of nonnative H-bonds) is observed. [51] For P. aeruginosa
(PAO1), when in water, an initially open structure becomes closed, and starts to
open again when moved to a water-octane (50/50) interface. [47] Note that all of
these previous studies are performed either in a pure solvent or a relative “bulky”
immiscible interface, such as the water-octane (50/50) interface. The effect of the
presence of a small amount of water or organic moiety in the solvent mixture on the
conformational transitions of the lipase is much less examined. Most practical in-
terfaces encountered by lipases may not be an ideal case. Rather, we are interested
in less well-formed molecular interfaces with a small number of organic solvent
molecules surrounded by water or vice versa. Such setups (with less surface area
between the immiscible interface) carry less perturbation due to surface tension
energy and thus minimizes the effects of bulky interface.
Lipase from Pseudomonas aeruginosa (PAL) strain LST03, has already been
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characterized in terms of sequence and activity. [32, 56, 57] It has been reported
to show unusual stability and activity in organic solvent systems. The succeeding
discussions will focus on the statistical analysis of the gating motion of the lipase
in four water-hexane solvent compositions and the role of gorge solvent molecules
on the conformational dynamics of the protein.
Systems and Methods
Using the lipase from P. aeruginosa, we performed a series of molecular dynamics
simulations in four explicit water-hexane solvent environments: 100% hexane, 95%
hexane, 5% hexane, and 0% hexane (pure water). For convenience, these four
systems are labeled as “100H”, “95H”, “5H”, and “0H”, respectively. Although the
sequence of PAL-LST03 is known, its crystal structure is not yet available. Thus,
we turn to its relative, the lipase from P. aeruginosa (PAO1). This lipase has 285
residues and its crystal structure has been reported in protein data bank as PDB
ID: 1EX9. [41] It only differs from PAL-LST03 by a single residue (a very subtle
change of 1EX9:Val130 to Ile in helix α5). A separate study demonstrated that this
substitution does not affect the conformations of the peptide (α5 region) in different
solvent conditions (data not shown).
The crystal structure, PDB:1EX9 [41] (with ligand removed) was used as the
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starting structure for all simulations. Systems were prepared using the xleap mod-
ule in AMBER 10. [19] AMBER 99SB force field was used for the protein while
TIP3P [58] was used for water. The organic solvent hexane was modeled using the
antechamber module of AMBER 10. [19] For the construction of the 0H system,
the protein is immersed in a periodic box containing 10 465 water molecules. For
the 100H system, the protein is solvated in 2 175 hexane molecules. The initial state
of the 5% (4.86%) hexane mixture (5H) system was constructed by first solvating
the protein with 113 hexane molecules and then adding 10 591 water molecules on
the outer layer. The initial state of the 95% (95.23%) hexane mixture (95H) system
was constructed by first solvating the protein with 200 water molecules then adding
836 hexane molecules on the outer layer. Finally, three sodium ions were added to
neutralize each system.
The presence of a tightly bound calcium ion is critical to the structural integrity
of the lipase. The coordinated metal ion (Ca2+/Zn2+) enhances the thermostability
of the protein and its absence causes major structural changes. [44,52,53] For PAO1,
Ca2+ stabilizes the loop containing His251, a part of the catalytic triad. [41] Since
the metallic bonding aspect of the calcium is difficult to incorporate, we simply fix
the positions of calcium and the four neighboring oxygens (Asp209:O, Asp253:O,
Gln257:O, Leu261:O) using the protocol described in NAMD2.7. [59]
For each system, minimization, heating, and equilibration (for approximately
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10 ns) was conducted and followed by a 100 ns molecular dynamics production run
using NAMD2.7 package. [59] Simulation pressure and temperature are kept con-
stant at 1.01325 bar and 300 K, respectively. Langevin thermostat is used to regu-
late temperature. Long-range interactions are treated using the particle mesh Ewald
method. All bonds involving hydrogen atoms are constrained using the SHAKE
algorithm. A time step of 2 fs is used to integrate the equations of motion. Frames
are collected at 1 ps intervals. Data collected from the 10 ns equilibration run was
disregarded and analysis was performed on the final 100 ns molecular dynamics
production data.
The program HOLE [60] was used here to probe the gorge radius of the lipase.
This software has been routinely employed to measure the size of ion channels and
cavities of protein structures. [60–62] We performed the analysis on each snapshot
and obtained a global measurement of the openness of the access channel that leads
to the active site. This procedure does not measure a particular distance between
arbitrarily defined parts of the channel. Rather, it gives the size of the bottleneck of
the channel, which is dependent on the snapshots. This method requires an input of
atomic coordinates, the point of origin of the gorge (cpoint), and a defined gorge di-
rection (cvect). [60] A library of atomic radii is included in the HOLE program and
was used to construct the geometry of the protein surface. For each conformation of
the lipase, HOLE is able to calculate the effective size of the channel as a function
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of the semiautomatic found path, ρ(~r). The path is a set of coordinates linked from
the active site to the entrance. We then further defined the minimum radius along
this path as the bottleneck.
The two crucial factors for this probe are the cpoint and cvect. We first cal-
culated the center between four residues, (Gly24, Phe214, Leu138, and Phe117), that
surround the opening of the gorge in all cardinal directions. We then find the aver-
age position (cpoint) between this center point and the position of Ser82. Similarly,
the cvect originates at the cpoint and extends along the z axis towards the surface
of the protein.
Results and Discussion
As mentioned previously, the initial structure of the lipase for all simulations was
that of the crystal structure complexed with a ligand (removed for this study) at the
active site PDB:1EX9. [41] This structure was deemed to represent an open and
active conformation. Lipase are widely believed to be activated only at an oil-water
interface. [39] Thus, we are interested in whether the lipase in each solvent con-
dition will remain in the initial conformation or explore others, such as the closed
conformation that features a closed channel with no ligand access. Practically, this
closed conformation is associated with a constricted gate via the displacement of
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the α5 helix towards the α8 helix. [47] Thus, one particular interesting region is the
α5 helix (residues 126-147) because the movement of this helix seems to govern
the opening of the gate. We also pay attention to α8 (residues 210-222) because it
has previously been proposed to affect the gating mechanism as the second lid. [47]
Another important aspect of this work is the solvent analysis as we will relate the
dynamic motion of the protein to that of the solvent molecules.
3.1 PCA Analysis
Before going into the local motions, we examine the large scale motions of the pro-
tein by the principal component analysis (PCA) of the covariance matrix of the Cα
coordinates. Measured by eigenvalues of PCA, PC 1 and PC 2 (the most dominant
PCs) contribute 54.1% and 15.3% respectively to the overall motion (normalized by
the trace of the covariance matrix). Together, the ten most dominant PCs contribute
95% to the overall motion. In Fig. 3.1b, PC 1 and PC 2 represent the top two prin-
cipal components calculated from a mixture of 140 000 snapshots of the 0H and
100H trajectories (70 000 each). Then the final 70 000 snapshots of each system
were projected onto PC 1 and PC 2. The color legend (each color contains 10 000
snapshots, representing 10 ns simulation) shows the time evolution of the two prin-
cipal components. From Fig. 3.1b, we observed that PC 1 clearly demonstrates that
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the lipase has a different conformational ensemble when in an aqueous solution and
when it is in hexane-containing solvent systems. Here, 0H exhibits a negative PC 1
while all the hexane-containing systems have a positive PC 1. Also, 0H shows more
than double the amount of variation along PC 2 compared to the hexane-containing
systems. Whether the system is settled down in a free energy landscape basin or
not was roughly monitored by the motion of the protein in ten-nanosecond blocks,
i.e., how conformational ensemble of each time block is different from that of the
previous block. Judged by the time evolution of global motions projected onto PCs
1 and 2, we observed that the 0H and 95H systems take roughly 50-70 ns to be-
gin to converge while the 5H and 100H systems take about 20 ns or less to show
convergence.
Upon further structural examination (after convergence), the lipase from 0H ap-
pears to have a closed channel, while the lipase in the hexane-containing systems
have an open channel. For the current setup, it takes tens of nanoseconds for a li-
pase from crystal structure conformation to settle down to the closed conformation
ensemble when it is immersed in aqueous solution. Interestingly, the systems that
take the longest to converge were constructed with water molecules initially placed
on the surface of the protein, whereas systems that converge in less than 20 ns were
constructed with hexane molecules in the first solvation layer. In addition, from
the areas of the final 10 ns color block (gray) in the PCA plot, the flexibility of the
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lipase in increasing order is 100H, 0H, 95H, and 5H. This indicates that basins of
free energy landscape of water-containing systems are flatter which facilitate con-
formational exploration of the lipase while pure hexane confines this exploration.
It would also be interesting to quantify this organic solvent contribution to the en-
ergetic roughness [63] of the protein landscape in complex solvent systems in the
future.
3.2 Flexibility of Lipase Influenced by Solvent Envi-
ronments
Figure 3.1c shows a plot of the two dimensional overall root mean squared deviation
(2D-RMSD) of each system. Here the x and y axes represent the mean structures
of the 0H and 100H systems, respectively. The 2D-RMSD is calculated from the
trajectory of each system and projected onto the average structures of the lipase
in 0H and 100H. As expected 0H and 100H systems show a low RMSD value on
their respective axes. However, both 5H and 95H show an RMSD greater than
3 for each axis. It is apparent that while each initial lipase structure is identical,
the unique protein-solvent interactions in each simulation lead the lipase along a
pathway towards a specific local low energy conformation. Remarkably, lipases
solvated in the water-oil mixtures seem to converge to similar structural ensembles
28
regardless of the difference of the overall composition of the mixture.
Since we have characterized the global motions of the lipase, we now zoom in
on the local aspects of the access channel. First, we examine the local flexibility
of the lipase in different solvent environments using the Debye-Waller factor (B-
factor) which reveals the locality of an atom and can be calculated by using the
mean-square fluctuation, B = 8pi2(∆r)2/3. Figure 3.1d shows the deviation from the
mean at the residue level, calculated from the last 70 ns. The α5 helix (residues
126-147) consistently shows one of the highest B-factor values for all four systems,
especially for 0H system. Also, the α5 shows a comparable B-factor in the two
mixture systems, 5H and 95H. The systems (0H and 95H) that were constructed
with water molecules in the first solvation layer show a similar B-factor for the α8,
and the same holds true for the 5H and 100H systems with hexane molecules in the
first solvation layer. This increase in fluctuation around the average structure for the
α5 in the 0H system is contributed by the transient motion of gate closing, not the
equilibrium fluctuation. Figure 3.1e shows the B-factor for each system calculated
from the last 10 ns of the simulation where this transient motion is eliminated. Here
we see that the 5H system is most flexible, 95H follows, then 0H, and 100H. This
is consistent with the trend observed from the PCA analysis. Again, from PCA,
overall RMSD and B-factor analysis, we observed that the rigidity of this protein
is increased when it is immersed in hexane. Our observation of lower flexibility
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in hexane media (than in water) is also consistent with study performed on an-
other hydrolase system, crystal structure of chymotrypsin with hexane. [64] Many
factors, from specific protein-solvent interactions to generic hydrophobic solvent
effect, may contribute to the origin of this immobilization effect by hexane media.
For example, a hexane environment does not provide solvent hydrogen bonds that
would otherwise “lubricate” the protein motion.
3.3 Gating Motion of the Access Channel
By monitoring the gorge radius, we quantify the solvent-induced gating motions
of the lipase. From the crystal structure, this gorge has an ovoid shape of radius
3 A˚ and dimensions 10 A˚ × 25 A˚. [41] In the four solvated systems with ligand re-
moved, the size and shape of this gorge changes to accommodate solvent molecules.
In Fig. 3.2a, the gorge radius is shown as a function of time, from which we
observed that the gating motion of the lipase is highly active at the interface (5H
and 95H systems). In the 100H system, the gorge radius of the lipase persistently
fluctuates around 1 to 2.5 (reaches a maximum of 3 A˚), which implies that there is
very little structural perturbation on the initial configuration. In contrast, the gorge
radius in 0H system slowly but steadily decreases from 3 to 1 A˚. Using simple dis-
tance criterion, similar conclusions on gate closing in aqueous simulation of lipases
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have been reported previously. [39,47] The radius of the gorge in 5H reaches nearly
double that of the crystal structure (from 3 to roughly 6 A˚), and 95H reaches a
gorge radius of about 4 A˚. This opening of the gorge is possibly the result of the
complimentary forces that act on the protein in a complex interfacial environment.
We will discuss the opening mechanism in detail below from the movement of the
amphiphilic α5 perspective.
The distribution of gorge radius p(r) shown in Fig. 3.2b reveals interesting bi-
modal distributions, especially for that of the 100H system. The lipase has the
highest probability of being in an open-state in 5H (broadest distribution) while
least in 0H (narrowest distribution). The 5H and 95H having similar distribution
at larger gorge radius denotes that the lipase favors an open conformation at an in-
terface. Based on the distributions, it appears that an open-gate conformation is
most likely achieved when small amount of organic moiety is present in an aqueous
environment.
3.4 Solvent Molecules inside the Access Channel
In Fig. 3.3a, we monitor the number of solvent molecules found in the access chan-
nel as a function of time. This analysis is done by searching for solvent molecules
within a radius of 10 A˚ from Ser82. Note that in the crystal structure the distance
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from the active site to the mouth of the access channel is about 15 A˚. Several other
cutoffs greater than 10 A˚ were tested but yielded significant inclusion of bulk sol-
vent molecules (data not shown). The top three panels in Fig. 3.3a represent the
number of hexane molecules found in the gorge throughout the course of the simu-
lation. Notice that each hexane-containing system does allow roughly 5-10 hexane
molecules into the gorge, but the 5H system clearly admits the greatest amount of
hexane molecules into the gorge, as lipase of 5H exhibits the widest gorge opening
(Fig. 3.2). Figure 3.3b displays the statistics of solvent molecules. Here, the number
of hexane molecules in the 5H system shows the widest distribution. This indicates
that a significant amount of hexane molecules are moving in and out of the gorge.
The relatively constant amount of gorge hexanes in 100H may be correlated to the
insignificant change in gorge size (Fig. 3.2). As shown in Fig. 3.3b, 100H has the
narrowest distribution of gorge hexane molecules. The 95H system shows an initial
increase in the amount of gorge hexanes, but it is less than the amount of hexanes
in 5H, as the protein in 95H does not open as wide as that in 5H.
In Fig. 3.3a, the bottom three panels represent the number of water molecules
found in the gorge as time evolves. Here, the 0H system initially has the greatest
amount of water inside the gorge due to an initial void in the access channel left
from the ligand removal. However, the water molecules are squeezed out as the
gorge narrows due to its hydrophobic nature. During this process, the lipase in 0H
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is slowly transformed from an initial open to a closed conformation. The widest
distribution of gorge waters in 0H shown in Fig. 3.3b also indicates a substantial
amount of water molecules being excluded from the gorge. In agreement with the
PCA data (Fig. 3.1), the amount of water becomes relatively stable around the 70 ns
mark as the protein relaxes into the close conformation ensemble. Both 5H and 95H
show a modest increase in the amount of gorge waters. The 5H system shows more
water molecules in the gorge as it has a more open structure. Figure 3.3 clearly
shows that 5H accommodates the highest amount of solvent molecules. Thus, the
molecular interface constructed by the gorge solvent molecules can be seen as being
vital in the gating mechanism of the access channel.
3.5 The Role of the Lid Region in the Mechanism of
Interfacial Activation
As previously stated, the lipase regulates gating via the motion of the lid region.
This region is defined mainly by four helices: α4 (residues 113-120), α5 (residues
126-147), α6 (residues 155-162), and α8 (residues 210-222). Previous studies have
shown that the channel can be closed either by movement of the α4 and α6 helices
toward each other or by shifting α5 and α8 closer together. [47] We have found
by local RMSD analysis (not shown here) that by a significant magnitude the mo-
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tions of the other three helices (α4, α6, α8) are negligible compared to that of
amphiphilic α5. So, we focus on the relative motion of α5 and α8 and how this
constriction is related to the opening and closing of the channel. The distance be-
tween α5 (Cα of Ile159) and α8 (Cα of His215) reported in Fig. 3.4a shows that in
the 0H system α5 constricts towards α8 as the simulation proceeds, from roughly
23 A˚ to 17 A˚. Also, it shows that the inter-helix distance actually reaches more than
20 A˚ in all the hexane-containing systems. Here 5H yields both the highest average
value and highest maximum value.
The constriction of the lid region in 0H may signify that the closure is driven
by the hydrophobicity of the inner “core” face of the amphiphilic α5 (Fig. 3.4b).
The interaction of the aqueous solvent and α5 may push the helix inward. [65]
Conversely, the highly hydrophobic solvent environment of 100H interacts with α5
differently, and α5 shows no such movement towards α8. Although 5H and 95H are
both good candidates for interfacial activation, the 5H system (Fig. 3.3) allows more
solvent molecules into the gorge and displaces α5 away from α8. In contrast to the
pure systems, the mixtures present the environment for ideal interfacial activation
wherein complementary forces may act on the amphiphilic helix.
34
Conclusions
Four sets of 100 ns simulations of the lipase were performed in aqueous solu-
tion, hydrophobic solvent (hexane), and two water-oil mixtures (5H and 95H) with
molecular immiscible interfaces. Due to the long time-scale and unique solvent
composition used in these simulations we are able to quantitatively observe the
gating motions of this lipase in detail. We found that the relaxation time is quite
long (tens of nanoseconds) for two of the systems that have water placed inside the
channel as the initial states (0H and 95H systems). The bottleneck of the gating
dynamics seems to be the repelling of water by either constricting the gorge or re-
placing water with hexane. As supported by both PCA and 2D-RMSD, the lipase
assumes distinct conformational states when exposed to different solvent systems
studied here. The simulation in pure hexane produces the least structural deviation
from the starting conformation. In contrast, the lipase shows the highest amount of
structural changes in the aqueous solution.
The lipase exhibits a strong bimodal gorge radius distribution, open and closed
states, for system 100H. When in the open state, the lipase yields a persistent gorge
radius of 3 A˚, while in the 0H system it produces narrowing gorge radius from 3 to
1 A˚ as water is squeezed out. In contrast, the two mixture systems (5H and 95H)
actually show a remarkable widening of the gorge from 3 to 4-6 A˚. The lipase in
5% hexane shows the widest maximum gorge radius of 6 A˚.
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We believe that the presence of minute organic moiety in a significantly aqueous
environment is very desirable molecular motif for lipase activation. Two interfa-
cial environments (5H and 95H) were created to provide some qualitative features.
However, it is far from obtaining a qualitative answer to the optimum mixture and
solvent structure to maximize the lipase activity. This question highlights the diffi-
culty of studying protein at immiscible interfaces compared to that in solutions.
Properties obtained here will also facilitate the comparison of lipase conforma-
tional dynamics in other organic solvent medias and in high pressure conditions in
other studies in the future. These quantitative analyses on lipase conformations and
solvent structures provide a mechanism for examining the molecular immiscible
interface-activated conformational switch of proteins, especially on the use of an
amphiphilic helix (α5 in this case) as the critical component.
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Figure 3.1: Two-dimensional PCA, RMSD, and B-factor of lipase in various sol-
vents
(a) 1EX9 canonical view with structural elements labeled. (b) Principal component
analysis (PCA) for the lipase in respective solvent conditions. PC1 and PC2 are
the top two principal components (PCs), respectively. Each color block is 10 ns of
data. The diamond symbol (orange) indicates the location of the original crystal
conformation projected on these two PCs. (c) 2D-RMSD plot of the lipase in var-
ious solvent conditions: 100H (red), 95H (blue), 5H (green), and 0H (black). The
x-axis (y-axis) indicates the RMSD of the snapshots from the mean structure of the
lipase in water (hexane). Labels 1 and 2 represent the first and second half of the
final 70 ns of the simulations, respectively. Cα B-factor of the lipase in various
solvent conditions: 100H, 95H, 5H, 0H and x-ray (dashed line) for the last 100 ns
(d) and 10 ns (e) of data. 38
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Figure 3.2: Gorge radius of lipase
The time series (a) and distribution (b) of the gorge radii of the access channel in
different solvent systems. Color notation is identical to that of Fig. 1c.
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Figure 3.3: Solvent molecules residing in the gorge
The time series (a) and distribution (b) of the number of solvent molecules in the
gorge.
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Figure 3.4: Opening of the lid is increased by oil-water interface
(a) Change in the distance of the helices α5 (Cα of Ile159) and α8 (Cα of His215)
through time in various solvents. Color notation is identical to that of Fig. 1c. (b)
A top view of the gorge entrance. Helices α4, α5, α6, and α8 are colored in blue.
The three residues (stick representation) near the core of the protein are part of the
catalytic triad (Ser82, Asp229, and His251). The green and red shadings indicate the
hydrophobic and hydrophilic faces of the α5 helix, respectively.
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Chapter 4
Solvent-Induced α- to 310-Helix
Transition of an Amphiphilic Peptide
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Abstract
The amphiphilic peptide of the triacylglycerol lipase derived from Pseudomonas
aeruginosa plays a critical role in guarding the gate for ligand access. Conforma-
tions of this peptide at several water-oil interfaces and in protein environments were
compared using atomistic simulations with explicit solvents. In oil-containing sol-
vents, this peptide is able to retain a folded structure. Interestingly, when the peptide
is immersed in a low polarity solvent environment, it exhibits a “coalesced” helix
structure, which has both α- and 310-helix components. The observation that 310-
helix conformation is populated in a highly nonpolar environment is consistent with
a previous report on polymethylalanine. Frequent interconversions of the secondary
structure (between α-helix and 310-helix) of the peptide are also observed. We fur-
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ther studied how this solvent-induced structural transition may be connected to the
trigger mechanism of the lipase gating and how the lipase senses the hydrophobic-
hydrophilic interface.
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Amphiphilic (also known as amphipathic) peptides are surprisingly abundant
in nature’s design of biomolecules. [66, 67] Although hidden from the plain view
of sequence information, a distinct helix containing a hydrophilic face and a hy-
drophobic face is revealed when the peptide is properly folded. [66, 68–70] Due to
this unique amphiphilic pattern, these peptides can act as a barrier between polar
and nonpolar components of a protein and can also have unique roles for proteins
that function at interfaces. [66] In fact, several important peptides, from hormones,
cytolytic toxins, to neurotransmitters are amphiphiles. [66, 71, 72] Also, many of
the amphiphilic helices are the critical components of proteins, [66] from lung sur-
factant protein (water-air interface), [73, 74] to channel proteins (multi-helix pack-
ing), [75, 76] to antifreeze proteins (ice structuring) [77, 78].
Canonical helices such as the 310-, α-, and pi-helix are stabilized by backbone
hydrogen bonding between the carbonyl group (C=O) of residue i and the amine
group (N-H) of a downstream residue i + 3, i + 4, and i + 5, respectively. [79, 80]
A typical α-helix has 3.6 residues per turn (100◦ rotation per residue) and a 5.4 A˚
pitch (1.5 A˚ per residue). The sequence information of an α-helix can be displayed
in an extended wheel diagram, as shown in Figure 4.1a. Each complete layer of the
wheel has 18 residues. The N-terminus belongs to the innermost layer. In contrast,
a 310-helix has three residues per turn (120◦ rotation per residue) and a longer pitch
of 5.8 to 6 A˚ (2 A˚ per residue). [81] Thus, a 310-helix displayed in an extended
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wheel diagram has three residues per layer. Other noncanonical helix structures
have also been suggested, such as the 11-mer repeat α11/3 helix. [82, 83]
Since the H-bonding of an α-helix needs five residues to initiate, extremely short
segments are more likely to be found in the 310-helix conformation while longer he-
lical structures are assumed to be predominantly α-helix. [84] Of the peptides that
are known to adopt a helical conformation, 10% are 310-helix. [85,86] A pioneering
study on the interconversion between the α- and 310-helix using a capped decamer
of α-methylalanine (a nonproteinogenic amino acid) examined the thermodynamics
of these two conformations in vacuum and explicit solvents such as water, acetoni-
trile, and dichloromethane. [87] In the crystal structures of artificial peptides that
contain nonproteinogenic amino acids α-monoalkyl and α,α-dialkyl, both α- and
310-helices are commonly observed. [87] In a crystallographic examination, a sec-
tion of the apo form of lactate dehydrogenase exhibits α-helical conformation. [88]
Upon binding to lactate and nicotinamide adenine dinucleotide (NAD), it forms a
“coalesced” helix, part of it becomes a 310-helix and the rest remains α-helical. [88]
Also, the emergence of a molten helix has been observed in the open to closed trans-
formation of aspartate aminotransferase. [89]
The general preference of α- versus 310-helix as well as the dynamics of the
transition between these two states are still not well understood, especially in the
context of a naturally occurring amphiphilic helix. Crystallographic data suggests
46
that peptide length and capping residues influence the resulting conformation of the
helix in general. [90–93] Overall, longer peptides can manifest a mixture of α- and
310-helix conformations, while short peptides may favor the 310-helix structure. [94]
There is a critical length of the peptide indicating the shift of the preference. Based
on extensive oligo-α-methylalanine studies, the critical length at which α- and 310-
helix conformers have nearly equal potential energy can be computed. The results
are slightly force-field dependent which give the critical length at 12, 8, and <7
amino acids for the parameters of AMBER all-atom, [95] AMBER united-atom, [96]
and OPLS, [97] respectively.
Previous experimental [81,98,99] and computational [87] studies demonstrated
that the polarity of the solvent can affect the preferred conformation, α- or 310-
helix. For poly-α-methylalanine, changing the solvent from dichloromethane to
water increases the chance to form α- over 310-helix. [87] In addition, decamethy-
lalanine in water or deuterated dimethyl sulfoxide favors α- over 310-helix while
in a nonpolar environment such as dichloromethane or deuterated chloroform, 310-
helix conformation is more stable. [100] There is a consensus that, for these simple
artificial peptides, α-helix dominates in polar environment while 310-helix can be
more populated in anhydrous solvents. [87, 91, 92, 98, 100] Still, little studies have
been reported on how complex solvent environments (including low-polarity sol-
vents and interfaces) affect the conformations of a natural peptide of amphiphilic
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Systems and Methods
In this study, atomistic simulations were performed on amphiphilic peptides from
P. aeruginosa lipase PAO1, and from human apolipoprotein in various explicit sol-
vents and interfacial systems. The initial conformation of the 26-residue peptide
was obtained from a lipase PAO1 (PDB:1EX9 residues 124-149, GSAGE AVLSG
LVNSL GALIS FLSSG S). [41] We also examined a 26-residue peptide from a hu-
man apolipoprotein (PDB:1AV1 residues 90-115, LEEVK AKVQP YLDDF QKKWQ
EEMEL Y) [101] for comparison. The force-field AMBER 99SB was used for the
peptide. [102] TIP3P model [58] was used for the parameter of water while hexane
and benzene were parameterized using the antechamber module of AMBER 10. [19]
A sodium ion was added to neutralize each α5 system.
Various systems were created by solvating the 26-residue α5 peptide of PAO1
(hereinafter referred to as “A”) in water (A100W), in a minute amount of hexane in
water (A5H), at a planar hexane-water interface (A50H), a minute amount of water
in hexane (A95H), and in hexane (A100H). The initial solvation procedure using
multiple solvents is similar to that of Ref. [103] A complete list of the systems
investigated is shown in Table S1 in the supporting information (SI). Representa-
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tive snapshots of the initial and evolved configurations of interfacial systems (A5H,
A50H, and A95H) are shown in SI Figure S1. The setups for the 26-residue pep-
tide from the human apolipoprotein in water (L100W) and in hexane (L100H) are
performed in a similar manner as that of peptide α5.
Minimization, heating, NPT (p = 1 bar) equilibration, and production runs were
performed using the sander module of AMBER 10. [19] All simulation production
runs were performed at 300 K and constant volume (NVT ensemble). Temperature
was regulated using the Langevin thermostat. The long-range interactions were
treated using the particle mesh Ewald method. A nonbonded cutoff of 8 A˚ and a
timestep of 2 fs are used. Frames are collected at 1 ps intervals. Data collected from
the 50 ns equilibration run was discarded and statistical analyses were performed
on the last 150 ns of the simulations.
Additionally, data on the conformations of the peptide section from the previous
simulation of the whole 285-residue enzyme [103] (hereinafter referred to as “E”)
will be used for comparison. As an example, the notation “E100H” refers to the
system of the enzyme (E) placed in pure hexane (100H).
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Results and Discussion
We will discuss below how complex solvent interfaces perturbed the structural in-
tegrity of the peptide α5 of P. aeruginosa lipase. To our knowledge, this is a first
report on the solvent-induced conformational switch of a functional and naturally
occurring amphiphilic peptide.
4.1 A Coalesced Helical Structure
We first report the coexistence of the α- and 310-helix conformers in peptide α5. As
shown in Figure 4.1a (the helical wheel representation [69]), this 26-residue pep-
tide has an amphiphilic characteristic when folded as an α-helix. The correspond-
ing 310-helix arrangement is depicted in Figure 4.1b. One of the three branches
is mainly hydrophobic. Another one is mainly hydrophilic, while the third branch
contains all the glycine residues. One can also show the amphiphilicity in the non-
canonical 11-mer repeat helix. [82]
To quantify the secondary structure of this helical peptide, we monitored the
formation of backbone H-bonds, as illustrated in Figure 4.1c. Here, two approaches
were used to determine whether an H-bond is formed for a particular configuration.
Using a set of geometric criteria, an H-bond is formed when the distance (rO···H)
between the carbonyl oxygen of residue i and the amide hydrogen of residue i + 4
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(or i + 3) is 3.5 A˚ or less, and the angle (θN−H···O) is between 120◦ to 180◦. An
alternative (energetic) criterion implemented in DSSP algorithm [104] deems an H-
bond formed when the energy E between C=O of residue i and N-H of i+4 or i+3
is lower than−0.5 kcal/mol. HereE is 27.888×(1/rON+1/rCH−1/rOH−1/rCN)
kcal A˚/mol. H-bond formation is calculated every picosecond and the mean value
over the 150 ns data is reported here. Some of the hydrogen bonds are clearly
bifurcated [80, 105] (C=O of residue i simultaneously forms H-bonds with N-H of
both i+ 3 and i+ 4).
As shown in Figure 4.2a and c, the percentage of α-helix backbone H-bond in
hexane (A100H) decreases gradually from N- to C-terminus, but unfolding was not
observed from visual inspection. To resolve the apparent conflicting information
between the loss of backbone i-i + 4 H-bonding and structural integrity, we ex-
amined possible i-i + 3 backbone H-bonds. As shown in Figure 4.2b and d, the
propensity of 310-helix indeed increases from N- to C-terminus. Although it seems
that the energetic criterion is more stringent than the geometric criterion both give
a consistent trend. Most of our results were obtained from the geometric criterion,
but the use of the energetic criterion does not change the findings.
We further studied the dynamics of backbone H-bond formation. H-bonding us-
ing geometric criterion was calculated and the mean value from a running nanosec-
ond window is presented here. The time evolution of H-bond (shown in Figure 4.2e)
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demonstrates that the peptide contains both α- and 310-helix conformations. While
the total number of backbone H-bonds is conserved approximately, there is a switch
between the dominant type of H-bonds at the order of tens of nanoseconds. Since
the secondary structural elements of the peptides interconvert between α- and 310-
helical conformations, we would like to further examine this switch in a more site-
resolved resolution. We performed similar analysis on the dynamics of backbone
H-bond formation by obtaining separate statistics on the N- and C-terminus halves
of the peptide (SI Figure S2). Interestingly, when the N-terminus half is largely α-
helix, the C-terminus half is 310-helix and vice versa. On average, the N-terminus
is rich in α-helix conformers while the C-terminus is mostly 310-helical. The exis-
tence of this dynamic switch at the level of secondary structure can be corroborated
from the dynamics of the root-mean-square deviations from the initial α helical
structure (SI Figure S3). The dynamic fluctuation of RMSD strongly correlates
with the dynamics of hydrogen bonding. Connected with the dynamic H-bonding
analysis, it seems that the RMSD values below 4 A˚ pertain to the α-helix-rich struc-
ture while values above 4 A˚ suggest a conformation rich in 310-helix secondary
structures.
Besides hydrogen bonding and RMSD, the Ramachandran plot (backbone tor-
sional angles φ-ψ) is often used to characterize the secondary structure. The coa-
lesced helical structure for A100H is also evident from the the Ramachandran plots
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shown in Figure 4.3. Though both are at helical regions, the locations of the free
energy minima in A50H (−65◦,−40◦) and A100H (−60◦,−25◦) are dramatically
different. An important φ-ψ signature that distinguishes different helical struc-
tures is the value of φ + ψ. The population of typical α-helical structures peaks
around φ + ψ = −104◦ while 310-helix gives −75◦. [106]. Here A100H gives
φ + ψ = −105◦, which is consistent with the typical value of the α helix, while
A50H gives −85◦, a value that is between the α and 310 limits. Thus, the popu-
lation for the A100H system is shifted to the upper right direction which signals
an enhanced sampling of the 310-helix conformation. Using these complementary
analyses, our result clearly show a “coalesced” helix with sub-regions of different
types of helices that interconvert.
4.2 Conformations of Amphiphilic Peptides in Com-
plex Solvent Milieux
Besides the study of the conformations of α5 in hexane, which is reported in the
previous subsection, we also studied α5 at different hydrophobic-hydrophilic in-
terfaces. When the α5 peptide is in a significantly nonpolar environment (A100H,
A95H, or A50H), α5 has an α-helix structure, as shown in Figure 4.4a-c (using
the geometric criterion) and Figure 4.3. Meanwhile, the end-to-end distance (the
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distance between the backbone nitrogen on both ends, 1N-26N) shows little fluc-
tuation. As shown in Figure 4.5, the mean end-to-end distance is about 42 A˚ for
A100H and 37 A˚ for A50H. A much shorter mean end-to-end distance of A95H
(∼8 A˚) is caused by a predominant helix-turn-helix conformation. As indicated in
Figure 4.4b, there is a break of the helix around the midsection. By visual inspec-
tion, it was observed that water molecules clamp the middle of the peptide, around
position 14 (Ser137), which is a hydrophilic residue located at the center of the
hydrophobic face.
On the other hand, when the α5 peptide is in a significantly polar environment
(A5H and A100W), it is a disordered peptide with a diverse set of φ-ψ values (Fig-
ure 4.3). In this polar condition, most of its residues do not participate in backbone
H-bonding (Figure 4.4d-e) and its structure is highly perturbed with broad end-to-
end distance distribution spanning ∼5 to 40 A˚. This shows that the presence of
water molecules plays an important role in the conformational exploration of pep-
tides. [63, 107] The α-helix disruption in this system can be attributed to the pres-
ence of a stronger intermolecular (peptide-water) than intramolecular (intrapeptide)
interaction.
So far we found that the amphiphilic peptide, α5 of lipase PAO1, is stable in
pure hexane and at a planar hexane-water interface but not in pure water. It is im-
portant to see how general the conclusion is. Besides the peptide α5 of PAO1,
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we also studied the peptide α5 of extremophilic strain of P. aeruginosa (PAL-
LST03), [56, 57] Am100H, which has only one different residue, V130I. Not sur-
prisingly, the change from valine to isoleucine did not change the nature of helix
conformation reported so far. However, not all amphiphilic helices share the sta-
bility of α5 in anhydrous solvents. Our results from L100H indicate that, unlike
α5, the selected peptide from human apolipoprotein mostly unfolds in pure hex-
ane. However, sections of the peptide, residue 3-6 (α-helix) and 13-20 (310-helix),
still display a strong secondary structure. While all the amphiphilic peptides ex-
amined in this study are stable at a planar water-oil interface. On the average, the
amphiphilic peptides examined here are unfolded in water. Interestingly, residues
3-6 and 9-12 of the human apolipoprotein participate in the α-helix formation while
residues 16-19 are 310-helical in water. This indicates that the peptide composition
and sequence (side-chain identity) may be crucial. Also, it seems that the pres-
ence of both α-helix and 310-helix conformations is ubiquitous in proteinogenic
amphiphilic peptides. Note that the examined section of the apolipoprotein has a
higher percentage of hydrophilic residue than that of α5.
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4.3 Interfacial Water
To understand the role of interfacial water on the conformations of the peptide,
we applied a solvent mapping procedure to locate the peptide hydration sites, a
region around the peptide where water molecules preferentially reside. [108] For
the systems that stay α-helical, we can further express the density of water in terms
of cylindrical coordinates (d, φ, z) using an ideal α-helical reference state (created
by the LEAP program). Here d is the radial coordinate, φ is azimuth and h is height.
We set the coordinates by aligning the direction of the ideal helix as the cylindrical
axis zˆ and set the Cα of the first residue, Gly, at the direction of azimuth φ = 0.
After the integration along z, we express the water density ρ(φ, d). We applied
this analysis to the A50H system. This integration procedure is appropriate only
if the peptide is not dramatically different than that of the ideal helix reference.
Generally we can always express the water density in three-dimensional Cartesian
coordinates.
Water densities surrounding peptide α5 in A5H, A50H, and A95H systems are
shown in Figure 4.6. For A5H, the presence of water molecules in most regions
of the peptide results in a lower backbone α-helical H-bond formation and an en-
hanced conformational exploration (Figure 4.3b) of the peptide as compared to that
of A50H. For A95H, only the termini and mid-section of the peptide are highly hy-
drated which leads to broken mid- and terminal backbone H-bonds and thus favors
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a helix-turn-helix conformation. This preferential hydration in A95H gives rise to
the reduction of the conformational exploration of the peptide (Figure 4.3b) and the
retention of many of its backbone H-bonds (Figure 4.4b).
For A50H, the α-helical peptide stays at an almost planar interface. As shown
by ρ(φ, d) in Figure 4.6d, the region (−160◦ < φ < 60◦) has low water density.
This is the region where the hydrophobic residues are located, as shown in the wheel
diagram (Figure 4.1a). This solvent structure in the A50H system thus stabilize this
amphiphilic peptide, which has limited conformational exploration (Figure 4.3c)
and high α-helical H-bonding (Figure 4.4c).
4.4 Solvent Specificity
Previous evidence shows activity preference in the pairing of specific lipases and
organic solvent types (aromatic vs. aliphatic). [10, 32] For example, the activity
of PAL-LST03 [32] monotonously increases with the ratio of methyl:phenyl (from
benzene, toluene, to p-xylene), while A. baylyi [10] shows the opposite trend. Mo-
tivated by these reports, we also examined the specificity of the anhydrous solvents
on the conformations of peptide α5. By monitoring the percentage of backbone
H-bond (α- and 310-type) of the α5 peptide in hexane (A100H) and in benzene
(A100B), we compared the helical propensity in aliphatic and aromatic solvents.
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While the peptide in hexane exhibits both α- and 310-helix conformations, the pep-
tide in benzene is mostly α-helical, as indicated by H-bonding (Figure 4.4f). The
end-to-end distance results also confirmed that the peptide in hexane is more elon-
gated than when it is in benzene with mean distances of∼42 and 35 A˚ (Figure 4.5),
respectively. Additional studies on α5 peptide at interfaces, water-hexane (A50H)
and water-benzene (A50B), showed both are rich in α-helix conformers. As shown
in Figure 4.5, A50H is more elongated than A50B. The terminal H-bonds are bro-
ken in A50H while they remain intact in A50B (Figure 4.4c).
Here we did not observe the transition from the initial α-helix to a 310-helix-
rich conformation for A100B, rather, α-helix shows strong stability. It is possible
that there is a kinetic factor that makes benzene a strong immobilizing media. The
viscosity of benzene (0.59 cp) is higher than that of hexane (0.29 cp). [109] The po-
tential transition from the initial α-helix to 310-helix-rich structure may still occur,
but in a longer time than the sub-microsecond timescale reported here. The absence
of 310-helix in benzene may also have an equilibrium factor: the larger relative po-
larity of benzene (0.111) compared to that of hexane (0.009). [110] At the atomistic
level, carbon and hydrogen atoms of benzene have larger absolute partial charges
than their hexane counterparts.
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4.5 Enzyme Environment
Finally, we report the structure of the α5 section of the lipase from the previous
whole protein simulations (100 ns). [103] As shown in Figure 4.4, regardless of
solvent conditions, the backbone H-bonds tend to be more stable when the peptide
is a part of the enzyme than the stand-alone peptide. A localization of the ends
and a decrease of solvent exposure due to the presence of the rest of the lipase
may contribute to the enhanced stability. The α5 section of the enzyme exhibits the
coexistence of α- and 310-helix for all four solvent conditions. Here, the calculated
mean number, N of i-i + 4 (i-i + 3) H-bond values are N(E100W) = 11.5 (5.3),
N(E5H) = 12.8 (4.9), N(E95H) = 16.0 (6.0), and N(E100H) = 13.7 (6.4).
It is interesting to speculate the importance of the coexistence of α- and 310-
helix-rich structure to the function of the lipase gating. One possibility is that the
transition from α- to 310-helix is the environmental sensing or trigger mechanism
of gate opening. Another possibility is that α- and 310-helix are stable and pre-
dominant at different solvent conditions and thus enhance the overall stability of
the folded helical conformation. We performed further analysis to examine whether
there is any simple correlation between the level of gate opening measured by gorge
radius [103] and the conformation of α5 in four solvent environments: E100W,
E5H, E95H, and E100H. The mean gorge radius values are r(E100W) = 0.7, r(E5H)
= 1.4, r(E95H) = 2.3, and r(E100H) = 1.3 A˚. Thus, it seems that gate opening is pro-
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moted when the helix (either in α- and 310-helix form) is stable. Thus, a structural
buffering mechanism to stabilize the helical structure might be essential to keep the
gate open.
Conclusions
In summary, this work examines the solvent-induced conformational preference
in a naturally occurring amphiphilic peptide from P. aeruginosa lipase. Here we
have compared the behavior of the peptide from the perspectives of peptide chemi-
cal identity, solvent interface composition, solvent specificity and enzyme environ-
ment. We found that the peptide can exhibit an interesting transition between α-
and 310-helix-rich conformations which is consistent with previous studies on the
stabilizing effect of 310-helix conformation by low polarity solvents. At water-oil
interfaces, the retention or disruption of H-bonds at a specific site is caused by the
preferential distribution of water molecules around the peptide, and essentially, the
specific interaction of the residues with water.
The peptide behaves differently when it is a part of the enzyme. Interestingly,
the α5 section of the enzyme shows molten helix characteristics. We further dis-
cussed two possible scenarios (gating trigger mechanism vs conformational buffer-
ing) of how this partial 310-helix feature may be important for lipase function. We
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concluded that helical interconversion is a structural buffering act in a variety of
solvent environment to keep the access channel open.
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4.6 Appendix 2
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Figure 4.1: Helical wheel cartoon
(a) An α- and (b) 310-helical wheel representation of the 26-residue peptide from
Pseudomonas aeruginosa lipase. For the α-helical wheel, each layer of the wheel
has 18 residues. For the 310-helical wheel, each layer has three residues with the
first few residues labeled. This visualization shows that this naturally occurring
peptide has an amphiphilic character, wherein the hydrophilic residues (green) are
on one side of the wheel while the hydrophobic residues (orange) are on the other
side of the wheel. (c) Representative snapshot of the 26-residue peptide exhibiting
both α- (i-i+4) and 310-helix (i-i+3) conformations. Circles in the ribbon represent
Cαs.
63
050
100
5 10 15 20
Residue index
0
50
100
H
-b
on
di
ng
%
 (g
c) i & i+4
i & i+3
(a)
(b)
A100H
0
50
100
0 5 10 15 20
Residue index
0
50
100
H
-b
on
di
ng
 %
 (D
SS
P) i & i+4
i & i+3
(c)
(d)
0 50 100 150
Time (ns)
6
9
12
15
18
N
um
be
r o
f H
-b
on
ds i & i+4i & i+3
(e)
Figure 4.2: Dynamic hydrogen bond percentage
Percentage of backbone H-bonds made between residues i (CO) and i+ 4 (NH) of
the α-helix conformation and i (CO) and i+3 (NH) of the 310-helix conformation in
A100H. (a-b) Geometric criterion: An H-bond is formed when the distance (rO···H)
between the carbonyl oxygen of residue i and the amide hydrogen of residue i + 4
(or i + 3) is 3.5 A˚ or less, and the carbonyl oxygen of residue i and the amide NH
of residue i + 4 (or i + 3) forms an angle (θN−H···O) of around 120◦ to 180◦. (c-d)
H-bonding using DSSP energetic criterion. H-bond formation is calculated every
picosecond and averaged over 150 ns of simulation data. (e) Time evolution of the
total number of H-bonds formed (α- and 310-helix conformation) in the peptide for
A100H.
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Figure 4.3: Ramachandran plot of various systems
The free energy profiles of Ramachandran for (a) A100W, (b) A5H, (c) A50H, (d)
A95H, and (e) A100H at 300 K. The Ramachandrans of all the residues of the
peptide (except the ones at termini) were used to construct each profile.
Figure 4.4: Average hydrogen bond percentage
Percentage of backbone H-bonds made between residues i (CO) and i + 4 (NH)
constituting the α-helix conformation in various solvent milieux. In all systems, H-
bond formation (geometric criterion) is calculated every picosecond. Mean values
are obtained from 50 ns data in E100H and E100W (previous study [103]) and
150 ns in other systems.
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Figure 4.5: End-to-end of various peptides
The distribution of the end-to-end distance between the backbone nitrogen on both
ends (1N-26N) of the 26-residue peptide α5 in different solvent conditions.
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Figure 4.6: Water density around various peptides
Water densities surrounding the peptide α5 in the A5H, A50H, and A95H systems
are displayed in (a-c) as iso-density contours, respectively. For each system, the
structure of the peptide at the end of a 200 ns simulation was used as the reference
state in calculating water density around the peptide. (d) Density of water molecules
of A50H expressed in the cylindrical coordinates, ρ(φ, d). Color red indicates high
density of water.
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Chapter 5
Pressure Induced Conformational
Switch of an Interfacial Protein
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Abstract
A special class of proteins adopts an inactive conformation in aqueous solution and
activates at an interface (such as the surface of lipid droplet) by switching their
conformations. Lipase, an essential enzyme for breaking down lipids, serves as a
model system for studying such interfacial proteins. The underlying conformational
switch of lipase induced by solvent condition is achieved through changing the sta-
tus of the gated substrate-access channel. Interestingly, a lipase was also reported
to exhibit pressure activation, which indicates it is drastically active at high hydro-
static pressure. To unravel the molecular mechanism of this unusual phenomenon,
we examined the structural changes induced by high hydrostatic pressures (up to
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1500 MPa) using molecular dynamics simulations. By monitoring the degree of
access-channel openness, we found that the protein undergoes a conformational
transition and opens the access channel at high pressures (>100 MPa). Particularly,
the amphiphilic α5 region of the protein becomes more ordered in response to in-
creasing pressure. This positive correlation between the open channel and ordered
α5 is consistent with the early finding of the gating motion in the presence of a
water-oil interface. Statistical analysis of the conformations also reveals the essen-
tial collective motions of the protein and how these motions contribute to gating.
However, at extremely high pressures (>750 MPa), the ordered α5 is still observed
in simulations while the value of the gorge radius is low, and it seems the protein is
transitioned into a different, dynamically trapped state. Arguments are presented as
to why heightened sensitivity to high pressure perturbation can be a general feature
of switchable interaction proteins. Further mutations are also suggested to validate
our observation.
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Understanding how proteins change their configurations in response to envi-
ronmental perturbations can be essential for decoding how they achieve biological
functions. This is especially true for a class of “switchable” proteins that have mul-
tiple populated conformational states. Lipase is one such important protein which
is activated at a water-oil immiscible interface. [10, 30, 33] It can serve as a model
system to study a class of important yet unexplored interfacial proteins that function
at biological interfaces (such as the surface of lipid droplets). [111]
Triacylglycerol lipases catalyze the hydrolysis of glycerol esters. [34,35] These
interfacial enzymes are not only important for many biological functions, but also
essential in many industrial applications. [36] As a member of the α/β-hydrolase
superfamily, [34, 37] lipases exhibit the canonical catalytic triad. The mechanism
at the catalytic site is deemed to be rather efficient and once the substrate reaches
the active site. [34] Researchers have compared the “open” and “closed” crystal
structures of lipases. [112] Therefore, the subject of lipase gating (how the enzyme
regulates ligand admission to the active site) can be a focal point of lipase enzy-
matics. Triacylglycerol lipases, such as those from P. aeruginosa and C. antarctica,
generally have a buried active (catalytic) site which substrates are required to enter
through a narrow channel (gorge). Admission to the active site is controlled by a
largely hydrophobic channel. [41] A particularly important area of the channel is
constructed by several helices which have been referred to as the “lid” region of
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the lipase. It has been suggested that movement of the lid is essential for ligand
admission and, thus, enzyme activity. [37, 38, 41, 112] Previous simulation studies
have revealed the molecular details of the conformational switch from a closed-gate
state in aqueous solution to an open-gate state at interface. [103, 113]
More intriguingly, it seems that the close-to-open conformational switch can be
triggered by high pressure as well. A series of pioneering experiments on lipase
enzymatics under high pressure were reported previously, [114, 115] which found
that the lipase C. antarctica B (CALB) shows heightened activity with increasing
pressure (10 to 400 MPa). [116, 117] This phenomenon was thought to be related
to the pressure-induced conformational changes of the lipase, but post-incubation
effects, such as immobilization support and depressurization, could not be ruled out
from the experimental designs. [116, 117] We think that it is quite plausible that
such enhanced activity is connected to the gating dynamics of lipases, as postu-
lated in Figure 1. Thus, it is interesting to investigate possible origins of structural
and dynamic changes [107] in high pressure environments from a computational
perspective. In the current study, we aim to probe the effect of pressure on lipase
structure using all-atom molecular dynamics (MD) simulation.
Indeed, high hydrostatic pressure can have profound effects on the configura-
tions of proteins. Pressure generally has a destabilizing effect on protein struc-
tures. It is well known that extreme pressures can induce instability and even
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protein unfolding. [118–120] Increasing pressure p also generally decreases en-
zymatic activity, which can be characterized by an Arrhenius rate equation, k '
exp(−p∆V/kBT ) with a positive activation volume ∆V . [121, 122] However, the
lipase reported in the experiments has an unusual and intriguing negative activation
volume. [116] There are several benefits (biological, industrial, and academic as-
pects) to the study of high pressure effects on the conformations of biopolymers.
One straightforward reason is to further our understanding of naturally occurring
barophilic species (extremophiles that thrive under high pressure conditions). [121]
These species can adapt to high pressure not only at the genetic and systems biol-
ogy level, but also at molecular structural level. Beyond the extreme hydrostatic
pressure (up to 120 MPa) that occur in volcanic sea vents, man-made conditions
can reach much higher pressures. Thus, another benefit comes from industrial ap-
plications, such as in the food industry. [117] Often, biochemical processes con-
ducted in an artificial setting use high pressure for desired results. Usual industrial
applications of high pressure are for deactivating deleterious enzymes. However,
there is experimental evidence that pressure can increase activity of a small subset
of enzymes, such as lipases and acetylcholinesterase. [117] Besides practical ap-
plications, there are additional benefits for academic pursuit. Pressure provides a
unique biophysical probe of protein-solvent interactions (especially the hydropho-
bic, hydrogen-bonding, and hydration aspects) and can provide a fundamental un-
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derstanding of the mechanics of protein stability. In general, high pressure increases
the importance of polar interactions between protein and aqueous solution (promot-
ing a more extended structure), and weakens the strength of hydrophobic packing
(promoting a compact structure) at the same time. This shift can often changes the
balance in terms of thermodynamics and thus the preferred conformations.
In this study, we report enhanced gating motions and opening of the access
channel due to high pressure. We attempt to connect the gating motions with de-
tailed structural changes of the protein under pressure. We found that one important
helical region, α5, increases its structural ordering with increasing pressure which
may be responsible for the gating motion. Besides traditional analysis of snapshots
from atomistic molecular dynamics, we also performed a coarse-grained analysis to
locate the collective conformational changes induced by pressure. These methods
can be useful for the study of proteins under high pressure in general.
System and methods
A series of atomistic simulations were performed on lipase in an aqueous solution
at 300 K and pressures of 100, 250, 500, 750, 1000, and 1500 MPa. We selected
a lipase from P. aeruginosa PAO1 for this study, since it was the subject of our
early studies of lipase at water-oil interfaces. This facilitates comparison of the
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conformational changes induced by pressure with the previous solvent perturba-
tions. Also, PAO1 lipase shares the same fold as the lipase from C. antarctica
(PDB:1TCA). Simulation data for the PAO1 lipase at room pressure was obtained
from a previous work which examined lipase gating motions at an immiscible sol-
vent interface. [103] The initial structure of the protein was obtained from crystal
structure PDB:1EX9 (with ligand removed). [41] The protein was placed into a pe-
riodic box and solvated with 10,465 water molecules. Finally, three sodium ions
were added to neutralize the system. In addition, a tightly bound calcium ion was
reported be important to the structural integrity of this lipase. However, the metal-
lic bonding properties of the calcium can be quite challenging to treat efficiently,
therefore, we opted to fix the position of the calcium atom and the four coordinated
oxygens as previously described. [103] All simulations performed under different
pressures have the same starting configuration.
The AMBER 99SB force-field [102] and the TIP3P water model [58] were
used for the protein and water, respectively. Pre-production minimization, heat-
ing, and equilibration (for approximately 1 ns) runs were conducted and followed
by a 150 ns MD production run using the NAMD2.7 package. [59] Temperature
(300 K) and the respective simulation pressure (100, 250, 500, 750, 1000, and
1500 MPa) were kept constant throughout (NPT ensemble). Long-range interac-
tions were treated using the particle mesh Ewald method, [123] all bonds involving
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hydrogen atoms were constrained using the SHAKE algorithm, [24] and pressure
control was achieved using the Berendsen method. Other pertinent simulation de-
tails are similar to those reported previously. [103] Each simulation was conducted
with a 2 fs time step for 150 ns, and snapshots were generated at 1 ps interval,
producing 150,000 snapshots for each system besides the trajectories obtained pre-
viously at room pressure. [103]
Collective motion of the lipase gorge regulates ligand entry to the active site and,
thus, is essential to the catalytic activity of the enzyme. An analysis of this ligand-
access channel and its dynamics is needed to characterize how pressure may affect
lipase gating. The gorge radius is defined as the maximum radius of a spherical
ligand capable of passing through the channel and reaching the active site. The
active site patch is constructed by Ser82, Tyr27, HIE14, HIE81, Met16, Leu12, Ala13,
Ala115, Gly106, and/or Leu231. The program HOLE, [60] employed in the study
of ion channels and protein cavities, [60–62, 103] was used here to measure the
pore radii along the channel with the minimum radius reported as the gorge radius.
This analysis effectively identifies the size of the bottleneck that gates ligand entry.
Analysis was performed every 10 ps. Definitions of user-specified parameters are
identical to those in the previous report. [103]
We also characterized the lipase motions at the level of residue-residue contacts.
This approach may reveal the gating mechanism and suggest future biomolecu-
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lar engineering possibilities that may alter the gating properties. Describing high-
pressure induced conformational changes at the level of residue-residue contacts
can be challenging in comparison to other perturbations, such as denaturants, where
the effect of eliminating (native) contacts is more visible. In the endeavor of iden-
tifying important residue-residue contacts, a coarse-grained analysis method has
been developed in a previous study which decoded the negative allosteric mecha-
nism of the RXR:TR nuclear receptor complex. [124] The details of this method,
Computation of Allosteric Mechanism by Residue-Residue Associations (CAMERRA)
have been expounded upon in a previous publication. [124] This method involves
the statistical analysis of residue-residue contacts. First, the contacts that are not
always formed or never formed, which we termed “dynamic” contacts are selected.
Secondly, we performed the principal component analysis (PCA) on these dynamic
contacts. The end product is the collective motions expressed as “vibrational”
modes of contact degrees of freedom.
Results and discussion
The access channel opens at high pressure
As stated previously, substrate access is regulated by a narrow channel that connects
the buried active site to the surface of the protein. We have employed the HOLE
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program to measure the size of this access channel throughout the simulation, which
we refer to as the gorge radius. This effectively quantifies the maximum size of a
spherical ligand that can traverse this pathway to the active site. Fig. 5.2a shows the
dynamics of the gorge radius for each pressure for the entire 150 ns trajectory.
In a previous study, it was found that an aqueous environment at room pressure
(1 atm) causes the channel to contract from the initial open state and results in a
closed-gate conformation. [103] Meanwhile, an aqueous-oil interface can dramati-
cally affect lipase gating by inducing an open-gate state. The gorge radius at room
pressure (1 atm) has been shown in Fig. 5.2a as a point of reference. In the cur-
rent study, we find that pressure also has a pronounced effect on lipase gating. One
would expect that high pressure would compress the protein and thus keep the gate
closed. Counter-intuitively, our simulations reveals that the protein adopts an open
gate conformational ensemble at high pressures, as shown in Fig. 5.2. Meanwhile,
we observe that the level of fluctuations decreases for systems at extremely high
pressure (750 MPa and greater), which seems to suggest that the conformational
exploration of the protein has been greatly restricted at those conditions. It is pos-
sible that high pressure introduces certain “glassy” dynamics to the protein system,
thus lipase may stuck at a partially-open-state for most of the simulation.
So far, we have provided a general picture of how high pressure triggers the
gating motion of the lipase. We seek to further quantify the statistics (open to
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closed ratio, Fig. 5.2b) and dynamics (switching frequency, Fig. 5.2c) of gating,
respectively. We utilize a cutoff value for gorge radius to differentiate between
the conformations of lipase that are in either an open or a closed state. Since the
exact size of the ligand is difficult to determine and approximations have been made
to evaluate the level of gate opening by gorge radius, we present the results as a
function of a variable cutoff.
The ratio between open and closed states as a function of a specific gorge-radius
cutoff is displayed in Fig. 5.2b. The ratio of open to closed-state conformations is
dependent on the gorge radius cutoff as the system is deemed less likely to adopt an
open conformation as the criterion becomes more stringent. Fig. 5.2c shows how of-
ten the lipase switches between an open and closed-state conformation. Upon com-
paring Fig. 5.2b and Fig. 5.2c, we note that in the high cutoff region these two sets of
curves are quite similar, which may be caused by the short dwell time of the lipase
being in an open state. Also, it makes sense that the cutoff value (abscissa) which
yields an ensemble with 50% open-state conformation (where ordinate equals 0.5
in Fig. 5.2b) is roughly corresponding cutoff that maximizes switching frequency
(maximum values of ordinate reached in Fig. 5.2c).
The analysis of switching frequency is important for studying gated ligand ac-
cess for various important proteins. Two essential time scales are often compared to
distinguish different scenarios of gated diffusion-limited reactions. One important
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time scale is the time required for the ligand to diffuse across the channel while
the other is the time scale of the “gate” changes between open and close state, 1/f
as we have shown above. The application of the theory to the practical values of
lipase properties obtained from simulation suggests that lipase is operating at the
“fast gating” limit, i.e., the former is a lot longer than the latter. Thus, the turnover
number of lipase is not being fractioned by the percentage of gate being open, but
rather a very small fraction of open state will lead to lipase being functional.
5.1 Structural ordering of α5 under high pressure
In a previous work on solvent-mediated lipase gating, it was demonstrated that gat-
ing of this enzyme can be mitigated by maintaining the structural ordering of the
α5 helix. [113] This helix is part of the lid region that regulates ligand entry into
the gorge which leads to the active site. It was determined that α5 could assume
either an α helical or a 310 helical conformation. But regardless of the type of he-
lix, the structural ordering of α5 is positively correlated to the gorge radius. That
study was conducted under room pressure where the ordering of α5 was purely af-
fected by the solvent condition. It is therefore interesting to examine the structure
of this important helix under high pressure in the current study. We want to address
whether this helix is able to maintain its order since high pressure typically destabi-
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lizes intra-protein hydrogen bonding by strengthening hydrogen bonds between the
solvent and protein.
To determine how pressure affects the ordering of this region, we monitored the
formation of backbone hydrogen bonds. Fig. 5.3 depicts the hydrogen bonding ratio
(between residue i and i+4) in α5. Interestingly, high pressure increases the helical
propensity of α5, especially on the N-terminal half of the helix. We suspect that
this is due to the amphipathic nature of the helix. As α5 is partially hydrophobic,
it does not form a helix in water normally, but instead a disordered structure with
a packed hydrophobic core, as previously observed. [113] High pressure may alter
this packing and promote the formation of a helix. The ordering of α5 may indicate
that pressure-mediated gating operates by a similar mechanism as that of solvent-
mediated gating. [113] It seems that this region plays an important role in high
pressure gating as we will continue to examine in the following sections where the
global structural changes are being examined.
5.2 Pressure induced collective motions of the lipase
In earlier sections, we condensed atomistic protein conformations down to a sin-
gle value that is indicative of the size of the access channel known as the gorge
radius. Here, we aim to characterize the underlying protein conformations at the
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residue-residue contact level. This data reduction analysis has been utilized to eval-
uate processes such as protein folding, conformational switch, and allostery in the
past. [124–126]
The first step of data reduction protocol is locating dynamic contacts. We sort
each contact by the contact percentage during the simulation, from 100 to 0%. The
resulting plot is termed a ranked contact curve (RCC). Fig. 6.2 contains a ranked
contact curve for each system. This figure also contains a collective RCC that is
created by combining contact information from all systems. We filtered the less
dynamic contact information and concentrate on “dynamic” residue-residue con-
tacts that are formed and broken during the course of the simulation. [124] Those
contacts that are either always formed, or almost always formed, and the contacts
that are either never formed, or almost never formed, do not contribute much to
the motions of the protein. We set the cutoffs at 80% for those formed and at 20%
for rarely formed contacts. Any contacts that are formed for 20-80% are deemed
“dynamic” while 0-20% or 80-100% are “static” and will be excluded from further
analysis. The number of dynamic contacts (J) is J ≡ J20 − J80. Fig. 6.2 pro-
vides the combined RCC which shows that J20 = 1975 and J80 = 1659, therefore
J = 316 in contrast to N × (N − 1)/2 = 40470 potentially possible contacts for a
protein having N = 285 residues. This method may help us to isolate the important
contacts that contribute to the collective gating motions of the enzyme.
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As shown in Fig. 6.2, RCCs of different pressures are distinct. The RCC can
also be viewed as a measurement of compactness of the system. Fig. 6.2 shows that
RCCs move to the right (and up) with increasing pressure, since a packed structure
has more contacts formed. In spite of high pressure opening the gorge, the overall
protein has indeed become more compressed.
We further inquire on the important collective motions encoded by these “dy-
namic” contacts. A statistical analysis is performed on the selected J = 316 con-
tact degrees of freedom (DOFs). [125] Principal Component Analysis (PCA) is a
well-known linear transformation scheme to identify the collective mode of protein
motion. In the current case, the covariance matrix used by PCA describes the level
of correlation between the contact events. Therefore, the eigenvectors (the so-called
principal components) obtained from this analysis provide the major “vibrational”
modes of protein dynamics in terms of breaking and forming of residue-residue
contacts. In an ideal situation, the largest few PCs dominate the fluctuation of con-
tacts and the corresponding eigenvalue Λi will drop quickly with index i. In the
current case, the top five eigenvectors contribute to 30% of the protein motions.
Fig. 5.5a-b are eigenvectors (PC1 and PC2, respectively) color-coded on the
residue-residue contact map. Here, a positive (blue) value of the component of the
eigenvectors indicates that a particular contact is being formed, and a negative (red)
value indicates that a contact is breaking. PC1 (Fig. 5.5a) shows largely concerted
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contact dynamics, as most contacts are forming along this PC and yields a plot
dominated by positive values. This PC is largely the mode of protein motion that is
linked to compression, i.e. the protein becomes more compact as more contacts are
formed. PC2 (Fig. 5.5b) shows a more balanced contact forming and breaking.
Fig. 5.5c-d express the same eigenvector information as that of a-b displayed
on the crystal structure of the lipase. Each cylinder in Fig. 5.5c-d indicates a con-
tacts between two residues (connecting the Cα atoms) and depicts the correspond-
ing component of the PC value for the contact of that residue pair. Blue indicates
contact are being formed and red contact breaking. This figure assists in visualiz-
ing how the dynamic contacts contributed to the collective modes. For PC1, most
of the movement of contacts are shown in the interior of the protein. Again, this
may be an indication that PC1 is representative of protein compression produced
by the high pressure systems. In contrast, PC2 shows more localized motions since
Fig. 5.5d has local patches of red and blue regions. For the critical α5 region, PC2
indicates that the intra-helical bonds are formed. Meanwhile, the inter-helical con-
tacts between α5 and α4 are breaking, which is indicative of the gate opening. This
may suggest that PC2 is linked to the gate opening motion of the enzyme.
Finally, all simulation snapshots of each system are projected onto PC1 and
PC2 in Fig. 5.6 so that each snapshot of the protein is condensed to a single point.
Again, it seems that the major mode, PC1, has picked out the compression mo-
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tions that stem from increasing pressure. As pressure is increased to 750 MPa and
beyond, each ensemble shifts to the right along the PC1 axis relative to the room
pressure system (1 atm). It seems that PC2 can be correlated to the gorge opening
at room to moderately high pressure (250 MPa), i.e., high PC2 values indicate an
open ensemble for these systems. It is however complicated at higher pressures.
The highest pressure systems have positive PC2 values but a closed gate. These
systems have a large movement in PC1 direction in comparison with the remaining
system. Corroborated with the hydrogen bonding analysis of the α5 region, we sus-
pect that the protein conformations have dramatic changes at these high pressures,
so that an ordered α5 region is no longer a good indicator for the gate to be open,
as other features becomes the limiting factor.
Pressure effects on switchable interfacial proteins
To put the current results of lipase conformational changes under high pressure into
a general context, we have made comparisons with the early report of lipase at inter-
face [103, 113] throughout this report. We observed that pressured induced gating
shares similar characterizations as interface induced gating, especially in terms of
motion at the lid region. Switchable interfacial proteins use unique amphiphilic
solvent conditions to their advantage in general. Since one biophysical origin of
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pressure perturbation is changing how protein and polar solvent interact, we suggest
that pressure activation of switchable interfacial proteins can be a general theme.
To further make predictions to test our hypothesis on the lipase, we would sug-
gest mutagen sis experiments on lipases to enhance or decrease lipase activities
at high pressure. Since the simulation data suggests an ordered first half of the
amphiphilic α5 region is the key, we suggest mutation of Gly127 and Gly133 to hy-
drophobic residues such as Leu. These two glycines are on the hydrophobic side of
amphiphilic helix, thus these mutations may enhance the helicity of α5 and promote
gating motion.
Concluding Remarks
A study of the effects of high pressure on enzyme gating dynamics using molecu-
lar dynamics simulation and computational analysis techniques is presented here.
Moderately high pressure induces the lipase of P. aeruginosa PAO1 to adopt an
ensemble of open-gate configurations which has been quantified by the size of the
gorge. In addition, the essential residue-residue contact dynamics that contribute
to the collective motion of the protein have been identified using the CAMERRA
method. A critical region for gating (α5) tends to form an α helix under high pres-
sure. This seems to be essential for the open-gate conformation. However, this
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pressure mediated gating effect is a non-monotonous process, as we found that at
extremely high pressures (p >1000 MPa), the dynamics of conformational explo-
ration of the enzyme are restricted while the protein transforms to a closed state
with an ordered α5. This study has yielded some encouraging results that correlate
well with experimental evidence pressure activation. Also, it demonstrates that the
CAMERRA method can be useful in evaluating pressure effects on protein confor-
mations.
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5.3 Appendix 3
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Figure 5.1: Pressure mediated activity of the PAL
(a) Unlike most enzymes, lipase activity can increase with increasing pressure as
depicted here. The caricature of the corresponding structural changes due to high
pressure is also shown. (b) A canonical view of the lipase with some structural
elements labeled for a point of reference.
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Figure 5.2: Dynamic and average gorge radius properties
The gorge radius of the lipase is shown as a function of time in (a). The color
scheme representing the seven pressure systems is consistent throughout this work.
The ratio of open configurations throughout the simulation is shown as a function
of the gorge radius cutoff in (b). The corresponding frequency of which the lipase
switches between the open and closed states is shown in (c).
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Figure 5.3: Average hydrogen bonding for lipase under various pressures
Percentages of backbone H-bonds formed between residues i (C=O) and i + 4 (N-
H) of α5.
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Figure 5.4: Ranked contact curve for lipase under various pressures
The ranked contact curves (RCCs) display the probability of residue-residue con-
tacts for each individual system (solid lines) and the combined data (dashes). The
contacts between J20 and J80 are selected for further contact PCA analysis. The
inset presents the overall view of the combined RCC.
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Figure 5.5: PCA contact map of lipase residue-residue interactions
Eigenvectors PC1 (a) and PC2 (b) are shown on the residue-residue contact map.
The corresponding three-dimensional representation of eigenvectors PC1 and PC2
are shown as colored cylinders in (c) and (d) respectively.
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Figure 5.6: Two-dimensional contact PCA of lipase
The configurations of the lipase are projected onto PC1 and PC2. Each point repre-
sents a specific configuration of lipase obtained from a snapshot. The ensemble of
room pressure is shown in each panel as a reference.
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Mapping Allostery through
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Abstract
Understanding allosteric mechanisms is essential for the physical control of molec-
ular switches targeting downstream cellular responses. However, it is difficult to
decode essential allosteric motions in a high-throughput scheme. A general two-
pronged approach is presented here to perform automatic data reduction of simu-
lation trajectories. The first step involves coarse-graining and identifying the most
dynamic residue-residue contacts. The second step is to perform principal com-
ponent analysis on these contacts and to extract the large scale collective motions
expressed via these residue-residue contacts. We demonstrated the method using
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a protein complex of nuclear receptors. Using atomistic modeling and simula-
tion, we examined the protein complex and a set of 18 glycine point mutants of
residues which constitute the binding pocket of the ligand effector. The important
motions that are responsible for the allostery are reported. In contrast to conven-
tional induced-fit and lock-and-key binding mechanisms, a novel “frustrated-fit”
binding mechanism of RXR for allosteric control was revealed.
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Many biomolecules, especially signaling proteins, may have more than one ac-
cessible low free-energy conformational state under physiological conditions. [1,
127] The barrier(s) separating these states is not prohibitively high. [128,129] Thus,
these macromolecules are able to switch their conformations upon sensing environ-
mental perturbations. There are a variety of such perturbations, such as interac-
tion with another macromolecule, [1, 130] interaction with a ligand, [131] solvent
conditions [113, 132–134](polarity and pH), physical environment [135–139] (salt,
pressure, temperature, and light), or post-translational modifications. [126, 137]
The conformational changes induced by these perturbations serve important bi-
ological functions. The changes can be local (centered around a few residues)
or global (extensive and convoluted, involving the rearrangement of the whole
molecule). The amplitude of these changes can range from subtle RMSD changes
to partial unfolding. One of the most well-studied cases of conformational switches
is allostery. [1, 140, 141] A classic example of allostery involves the cooperative or
anti-cooperative affinity of ligand-binding pockets, i.e., binding of one ligand (ef-
fector) at one pocket may induce conformational changes which promote or inhibit
the binding of the second ligand at a second pocket. [142]
Many successes have been achieved in understanding allostery over the last cen-
tury, [143] but questions remain on the mechanistic action of allostery, especially
on negative allostery, i.e., how one ligand can negatively influence a remote binding
97
or active site. [144, 145] Although there are textbook examples of thoroughly stud-
ied positive allosteric systems such as hemoglobin, negative allosteric regulation
is infrequently reported. One possibility is that negative allostery is rarely used in
nature’s design of biochemical pathways. Another reason could be that identifying
negative allostery with conventional methods is difficult. Indeed, allosteric mech-
anisms can have a variety of themes, and a specific mechanism can be painstaking
to decode. [146] Given a particular state of a protein (or protein complex) that pos-
sesses multiple binding sites, can one predict whether the binding is cooperative or
anticooperative? Do all negative (or positive) allosteric mechanisms share an un-
derlying theme? Even more interestingly, some allosteric proteins (such as the one
we will examine below) can display both positive or negative allostery, depending
on the allosteric target. How do such molecular switches function? The answers
to these questions could lead to future bioengineering and design of a new class of
signaling proteins.
Several methods have been used to examine the intricate regulation and remote
communication between binding sites. [131,147–151] Most methods so far have fo-
cused on the changes of elements of allostery (such as residue nativeness or residue-
residue contacts) at the “mean-field” level. Typically, a group of potentially impor-
tant elements of allostery are first identified either through experimental mutation or
through computational study. Then, further analysis using network or phylogenetic
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tree-type classification is applied to reconnect these isolated elements. [152] Since
the process of identifying important elements is often performed and recorded inde-
pendently, such as alanine scanning of individual residues, the connection between
these isolated elements is ignored. What is missing from these approaches is the
dynamic correlation between these elements. Indeed, as pointed out by bioinfor-
matics approaches, this aspect can be examined by analyzing the correlation be-
tween these elements, i.e., the coevolution of protein residues. [150,153] Similarly,
coarse-grained models of proteins have been studied computationally to examine
the local folding states (whether a residue is native or unfolded) and how the “melt-
ing” state of one residue affects another. [147, 148] In such models, the element of
allostery is the physical status or chemical identity of each residue.
In this study, we address the mechanism of allostery from the viewpoint of con-
tact events (between residues) collected from atomistic simulations. Thus, the ele-
ments of allostery are not the status of individual residues, but the status of contacts
(residue-residue interactions). The focus will be the dynamic correlation between
the contact events, i.e., when residues i and j form contact, whether residues k
and l also form contact. We first construct atomistic models and obtain simulation
trajectories. We then extract the discrete contact degrees of freedom (DOFs) from
simulation snapshots via coarse-graining and identify the important dynamic con-
tacts. Finally, a statistical method (principal component analysis) is applied to these
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contact DOFs to identify the allosteric mechanism.
The method developed here is applied to a heterodimeric nuclear receptor (NR)
complex. The nuclear receptor superfamily is a well-known group of signaling pro-
teins that is responsible for sensing the presence of important small molecules for
the downstream events of transcription. As the common subunit of heterodimers
of the NR superfamily, promiscuous protein retinoid X receptor (RXR) displays
essential allosteric regulation of other members in the superfamily. Previous ex-
perimental studies showed that the ligand binding status of RXR influences the
ligand binding status of the thyroid hormone receptor (TR), [154] the constitutive
androstane receptor (CAR), [155] and the liver X receptor (LXR). [156] For in-
stance, the TR:RXR heterodimer, can only achieve full activity upon binding of the
3,3’,5 triiodo-L-thyronine (T3) ligand to TR, and transactivation levels drop in the
presence of the RXR ligand 9-cis retinoic acid (9C); a clear case of negative coop-
erativity between the two binding sites. [154] On the other hand, RXR positively
regulates the binding activity of CAR. Thus, how this promiscuous protein RXR
can have different functions is quite intriguing. An illustration of the TR:RXR
complex (ligand-binding domain) is shown in Figure 6.1. Below, we will report
how binding of 9C will induce the release of T3. We also will report an interesting
“frustrated-fit” between the binding pocket and its endogenous ligand, 9C.
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Systems and Methods
Atomistic Modeling of TR:RXR Complex and Glycine Scanning
Besides directly investigating the system of the wild-type protein complex TR(T3):RXR(9C),
a series of single residue glycine mutants were constructed to enhance the sampling
of conformational space. Traditionally, alanine scanning is used as a technique
to determine the contributions of individual amino acids to a protein’s structure,
function, and binding activity. [157] Alanine is an ideal residue to minimize na-
tive residue-residue interactions for experimental methods, as it is relatively inert
and has minimal steric and electrostatic impact. [158] In this study, a more drastic
glycine mutation is used to scan the binding pocket. Glycine residues are com-
pletely devoid of sidechain and thus eliminate most residue-ligand contact interac-
tions. As this is a perturbation study with the native structure as the initial state, the
results are not impacted by potential ill effects (such as protein instability encoun-
tered in experiments) since they are not shown in a relatively short-time all-atom
simulation.
As listed in Figure 6.1 and Supporting Information (SI) Table S1, the 18 residues
selected to be scanned form the binding site of RXR and can potentially form direct
interactions with ligand 9-cis-retinoic acid (9C). The selection was made by directly
inspecting the crystal structure and representative snapshots of the simulation of the
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wild-type protein. This set of 18 glycine mutants can perturb interactions between
RXR and its ligand, 9C. These sidechain-deleting mutants provide an ensemble
of perturbed ligand-docked (holo) structures that are closer to the configurations
of apo systems. Note, however, this particular residue-ligand interaction may not
be completely removed by these point mutants. For example, in mutant A327G,
glycine still can hold a backbone hydrogen bond with the carboxyl end of the ligand
9C.
We also reason that, rather than comparing the snapshots from one long-time
simulation of the wild type alone, an ensemble of glycine mutants will sample the
representative populated configurations more efficiently in a given short time. Here
we demonstrate that this perturbation scheme, provides an important ensemble of
configurations and utilizes them to detect the allosteric mechanism. Furthermore,
statistical analysis of this perturbative ensemble of structures reveals important al-
losteric information for ligand binding and ligand crosstalk. In our design of the
simulation procedure, we did not use the traditional method of directly studying the
apo form (void of 9C) vs the ligand-bound form of the complex. The concern is
that there is no crystal structure of the apo form. The structural changes between
the apo form and the holo form are known to be drastic. If we start the simulation
from the holo form of the structure with ligand completely removed, it would take
an unrealistic time for the system to reach the relaxed apo form. Rather, we focus on
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a set of more subtle perturbations of the holo form and perform short-time simula-
tions. Thus, this scheme has the potential of being developed into a high-throughput
method.
Simulation Setup
The starting structure for each of the 19 protein complexes was constructed from
PDB ID: 3UVV [145] via the xleap module of AMBER 10. [19] The force fields
for protein and water are AMBER ff99SB, [159] and TIP3P, respectively. Besides
solvent, there are four separate entities in each system: protein TR (internal index
1-259, corresponding to standard residue index 147-405), protein RXR (internal
index 260-491, corresponding to standard index 227-458), and ligand T3 (3,3’,5
triiodo-L-thyronine, internal index 492) and 9C (9-cis-retinoic acid, internal index
493). We use the standard residue index below unless otherwise specified.
Nuclear receptors have a common fold, the so called α-helical sandwich, [160,
161] which is mostly constructed from 11 to 12 helices. The loop (residues 195-
202) that connects the first two helices of TR and the corresponding loop for RXR
(residues 247-260) were missing in the reported PDB; these regions were modeled
via the ModLoop program. [162] The ligands T3 and 9C were modeled using the
antechamber module of AMBER 10. [19] The charges of the ligands were obtained
from previous results [163] or from ab-initio calculations. [164]
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The size of each system is roughly that of the wild type (61,625 atoms, including
17 sodium ions and 17,906 waters). Note that each system size can vary slightly
due to glycine mutation, but all the systems have a box size of about 88×98×94
A˚3. The energy-minimized wild-type complex was used as the starting structure
for every mutant studied here. From this structure, 18 single point glycine mutant
complexes were constructed with the xleap module.
For each system, minimization, heating, and equilibration (for approximately
1 ns) was conducted and followed by a 20 ns NPT production run at 1 bar and
300 K using the NAMD2.7 [59] package. The Langevin thermostat was used to
regulate temperature, long-range interactions were treated using the particle mesh
Ewald method, [123] and all bonds involving hydrogen atoms were constrained
using the SHAKE [24] algorithm. A 2 fs time step was used for the simulation with
snapshots taken and trajectories generated every 1 ps, producing 20,000 snapshots
for each system (and a total of 380,000 snapshots). These snapshots, containing
Cartesian coordinates of all the atoms, are the starting data sets for expressing the
conformations in terms of contact degrees of freedom.
From the simulation snapshots, we have applied a computer program CAMERRA
(Computation of Allosteric Mechanism by Evaluating Residue-Residue Associa-
tions) to perform the analysis of the allosteric motions which we report below. The
program CAMERRA with sample data and results is available upon request.
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Results and Discussion
6.1 Selecting Important Contact Degrees of Freedom
for Principal Component Analysis
To simplify the multidimensionality of the configurational space and to extract the
allosteric motion, a data reduction scheme is desired to locate important degrees of
freedom (DOFs). Often, principal component analysis is used for such tasks using
biological systems. [165] Traditionally, Cartesian coordinates are used as the inputs
for principal component analysis (PCA) in biomolecular simulations. [166] PCs of
cartesian coordinates resemble soft “vibrational” modes of atom positions. How-
ever, protein motion is extremely complex [127] and expressing structural data in
other formats, such as internal DOFs [167] and contact DOFs [125, 126] can have
some advantage, depending on the type of motions (such as backbone rotation, vi-
bration, and folding). In the current case, allostery will be examined from the view-
point of residue-residue interaction. Thus, the PC modes reported here correspond
to the “vibrational” motion of contacts (contact forming and breaking). Residue-
residue contact DOFs are convenient for describing large-scale motions of proteins
such as protein folding, [1] and these may be an efficient way of coarse-graining
atomistic information of large biomolecular systems as well.
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First, certain DOFs are removed from the system to produce coarse-grained rep-
resentations of the residue level contact interactions. Here, each snapshot, initially
expressed as the Cartesian coordinates of all the atoms, is condensed down to the
information of whether there is any direct contact between residues or not. We
use discrete values uij= 1 and = 0, respectively, to indicate whether contacts are
formed. A contact is deemed to be formed between two residues when the distance
between any atoms of said residues is less than 4.2 A˚; in this case uij= 1, otherwise,
uij= 0.
A protein (complex) of N residues has residue-residue contacts at the order of
O(N2) which is typically larger than the number of cartesian DOFs, even expressed
at atomic resolution. Thus, one needs more numbers to express a particular config-
uration using contact DOFs. Fortunately, a protein has a much more sparse contact
matrix if confined to a particular well-folded basin. If each residue has a maximum
m possible native contacts (practically, m is a small number at the order of 10),
there are m×N total contact DOFs. Besides those contacts that are never formed,
the contact DOFs that are always formed should also be excluded. Neither of these
two types of contact DOFs will be able to contribute to the important motions of
the protein complex or reveal the intricate interactions between contact formations.
For comparison, the luxury of limiting the contact DOFs to that of the native basin
was absent in a previous study on folding and structure prediction. [125]
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We first examined all potential contacts and ranked the percentage of formations
during the simulation. Figure 6.2 shows the ranked contact curves (RCC), defined
as the individual contact probability p(i) sorted by its rank i. Note that all contacts
(including the N diagonal portion of the contact matrix which gives a constant 1)
are included in the RCC. The x-axis value J50 at which the curve intercepts with
y=0.5 indicates the number of contacts that are formed 50% or more during the
simulation, i.e., p(J50)= 0.5.
Based on the sigmoidal nature of the RCCs, a sharp “transition zone” separates
a left region where contacts are always formed (near 100%) and a right one where
contacts were never formed during the simulation. The most interesting contact
DOFs are the contacts in the transition zone. Since these contacts are not always
formed, their motions will be most important in describing the conformational dy-
namics of the protein complex. The combined RCC, which is constructed from all
snapshots, is also displayed here. We then select the interesting contact DOFs, de-
fined as those formed between 20% and 80% of the combined RCC for the analysis
below. For this system, the “20/80” cutoff leaves a manageable amount of DOFs
to perform the second stage of data reduction analysis, i.e., PCA studies. The total
contact DOFs used in PCA is J ≡ J20 − J80. As illustrated in Figure 6.2, the com-
bined RCC provides the cutoff values J20 = 3386 and J80 = 2897. We generate
a total 489 of DOFs shown as colored cylinders in Figure 6.2b. Note that they are
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broadly distributed across the complex.
It is important to point out the RCC of the combined data, i.e., the collection
of all the snapshots from 18 glycine mutants, is not a direct average of individual
RCC curves. We observe that the combined RCC has a more gradual decay with
increasing contact index. The combined RCC is softened with a broader tail and
less dramatic drop. The longer tail of the combined RCC is due to the variety of
contacts that are formed in the combined ensemble. A highly formed (near 100%)
contact in a particular ensemble is not guaranteed to form in all other ensembles.
Thus, the combined RCC is below the individual RCCs at this region.
Besides being used to select the important contacts to include in the analysis,
RCCs can also provide information on the level of compactness of each mutant.
Roughly speaking, an RCC shift towards the right and up indicates more contacts
are formed and thus it indicates the protein is more compact. Interestingly, all mu-
tants show certain enhancement of contact formation compared to the wild-type
complex, as shown in Figure 6.2c. This may indicate that the wild-type complex
has certain frustration due to steric interactions which are alleviated by glycine
mutation. One can use J50 as a measurement of the compactness of a structure.
Another way to measure the level of contact formation is evaluating the mean con-
tacts formed per residue. Here, each residue has about 10 contacting neighbors
(including sequential neighbors) on average.
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The J50 and mean contact per residue are strongly correlated. Both of these
properties indicate an intriguing fact that the binding pocket of each mutant is able
to accommodate the endogenous ligand better and makes the complex more com-
pact in comparison to the wild type. For the extreme case, the removal of residue
H435 can increase the global contacts by about 1% relative to the wild type. This
indicates that the binding of ligand 9C creates steric frustration (especially at the
ring end of the ligand) which forces the molecule to adopt an ensemble of more
flexible conformations. Thus, the binding pocket of T3 does not form well and de-
creases the affinity for T3, which is consistent with the experimental evidence that
upon binding 9C, RXR changes conformation and TR becomes more “loose” and
dynamic. [154] Experimental evidence showed a more dispersed electron density in
the holo system (with both ligands) than in the apo system (without 9C). [154] The
trend is quite pronounced for TR, which leads to the conclusion that TR becomes
more flexible upon the binding of 9C to RXR. [154] This conclusion is also sup-
ported by the computed radius of gyration analysis, which indicates that mutants
are more compact than the wild type (data shown in SI Figure S3).
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6.2 Principal Components and Projections of Con-
formations onto them
In the current case, PCA is performed on the selected total J = 489 contact DOFs
introduced in the previous section. We first calculate the elements of the covariance
matrix (size of J × J) Cαβ ≡ Ci:j,k:l which describes the level of the correlation
between the contact events u indexed by α = 1, 2, 3, . . . , J (between residues i
and j) with the event β = 1, 2, 3, . . . , J (between residues k and l). Thus, the
covariance matrix C is defined asCijkl = 〈(uij − 〈uij〉)× (ukl − 〈ukl〉)〉. We use a
collection of snapshots (380,000 frames) from 19 mutant and wild-type simulations.
The results presented below are based on this combined covariance matrix.
For PCA, the covariance matrix C is then diagonalized, and the transformation
matrix U is obtained, which yields UTCU = Λ, where matrix U gives a recipe to
linearly transform the contact DOFs to another set of DOFs, and the matrix Λ is
diagonal. The significance of the transformed DOFs, termed principal components
(PCs), is that they are directly ranked by their importance according to eigenvalue
Λ. The top PCs (containing the largest Λs) provide the major modes of protein
dynamics in terms of contacts. Ideally the fluctuation of residue-residue contact and
detachment events contains only the largest few PCs for the dimension reduction,
and the sorted eigenvalue Λi drops with index i. The 65th largest PC is less than
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one-tenth of the largest. The relatively slow decay of eigenvalues suggests that
quite a few modes contribute to protein motion. However, it does not diminish
the importance of the top PCs. These top PCs still hold the most likely motions.
Although the decrease is not extremely rapid, the top 13 PCs together contribute
more than half of the whole amplitude. We will focus on PC1 and PC2 below.
We display the top two PCs (normalized eigenvectors) in Figure 6.3. Principal
component 1 (PC1) is of immediate interest since it represents the largest mode of
movements and will likely exhibit the most interesting information. Here, in Fig-
ure 6.3a, the normalized eigenvector PC1ij is shown on a residue-residue contact
map, and the values of these 489 contacts are color-coded. The black dashed lines
demarcate the intrachain contact region and the interchain region. Figure 6.3b con-
tains the same information on PC1, but focuses on the contacts between the protein
and the ligand. Although there are a variety of positive and negative values for each
contact along PC1, the overall contact with ligand T3 is positively correlated along
PC1 while 9C is negatively correlated. This means that the modes of ligand-protein
interaction are anticorrelated, and is an indication that when one ligand is drawn
closer to its binding site, the second ligand will escape from its binding site. Our
results of the negative allostery indicates the binding of T3 is weakened once 9C
is bound. This is consistent with the earlier experimental study that examined the
binding affinity and reported an increase in dissociation constant and a decrease in
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binding constant of T3 pocket in the TR(T3):RXR(9C) complex in comparison to
TR(T3):RXR(ø). [154]
Besides the 2D plot (Figure 6.3a) and 1D plot (Figure 6.3b), a cylinder repre-
sentation is also used to display the information of PC1 in a 3D view (front and
back), as shown in Figure 6.3d. Additional side views are presented in SI Figure S5
and S6. Here the contacts are again visualized as cylinders, similar to that of the
mean contact plot in Figure 6.2b. All three representations indicate the dynamics of
the PC1 mode. Overall, the most dramatic dynamics of PC1 center around the bind-
ing pocket of T3, which is remarkable given that all the mutations directly probe
the 9C binding of the RXR side. Previously it was reported that electron density
for the T3 binding site in TR is markedly discontinuous in the TR(T3):RXR(9C)
complex. [154] In this PC1 mode, there is one main region of interchain contact.
Helix H11 of RXR and H10’ of TR seem to hold many of the important interchain
(interfacial) contact pairs. Also, the contact between helix H6’ of TR and the turn
region (residues 377-383) of RXR contributes to the interfacial interaction between
TR and RXR.
Similarly, Figure 6.3c is a contact map view of the PC2 value for each residue-
residue contact. While PC2 may be less important than PC1, there is some useful
information in this mode, which will be discussed in the PC projection below. The
values in PC2 mode have smaller amplitudes, as expected.
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Figure 6.4 depicts the conformation (contact states) of all systems studied pro-
jected onto the top two principal components (presented in Figure 6.3). Projecting
the dynamic snapshots of all systems onto these two PCs may enhance our under-
standing of the propagation of the allosteric control utilized by TR:RXR. In the
current case, PC1 distinguishes the wild type from the mutants, as the wild type is
located on the extreme positive end of PC1 in Figure 6.4, reaching values of well
above 4.0. Opposite to the wild type on the extreme negative end of PC1 lies mutant
R316, reaching values of less than −4.0.
It is interesting to point out mutation R316 is expected to cause the most drastic
changes to the binding interaction, since the arginine to glycine mutation removes
the salt-bridge interaction between the sidechain of arginine and the carboxylic
group of ligand 9C. We suggest that PC1 resembles the docking mode of the car-
boxyl end of ligand 9C. Additionally, L433 and L436 have similar values along
PC1 and PC2. These two residues have the same chemical properties, and are also
found only three residues apart, which explains their similar behavior along these
modes. Interestingly, A327 and R316, which are found in a very similar locale have
very different PC1 values. This can be explained by the difference in their chemical
properties. Compared to the mutations near the ring of 9C, those residues near the
carboxyl end of 9C tend to have a lower PC1 value.
Wild-type TR:RXR shows relatively high values of PC2 as well. PC2 is used
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here as another way to differentiate mutant versus wild-type conformations. Mu-
tant Q275 shows the lowest values along PC2, while F313 shows the highest values.
Mutants C432, L433, H435, and L436 (all similar locale) show very similar PC2
values. One may wonder whether 20 ns simulations are long enough to obtain con-
vergent PCA results. To examine the dynamics aspect of protein motion projected
onto the top PCs, we split the same data to two halves (10 ns each) as shown in
SI Fig. S8. We can see that most systems are relaxed to a stationary ensemble
and show little change between the two halves. There are a couple exceptions that
indicate transient motions. Note that our perturbation scheme aims to generate a
set of diverse and slightly perturbed structures, not necessarily fully equilibrated
ensembles.
Conclusions
We present a method that isolates important allosteric modes from glycine mutant
simulations and by performing PCA on selected dynamic contacts. This two-stage
data reduction scheme ((1) selecting dynamic contacts based on RCC, and (2) ren-
dering important contact collective modes by PCA) is efficient in terms of com-
putational cost and still maintains the atomistic interactions of the system. The
method is applied to reveal the interactions between ligands of the NR complex
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TR:RXR. Ligand 9C binds RXR, which invokes frustration of the binding site, and
this frustration is propagated through the interface of the TR:RXR complex. This
eventually leads to a decrease in contact between TR and its ligand T3. Understand-
ing the allostery of RXR with its endogenous ligand will serve as a model system
for studying rational drug design of antagonists that control the regulation pathway.
Besides other NRs in the superfamily, the method presented here can be generally
useful in the study of many other allosteric systems and large-scale motions of flex-
ible proteins.
Supporting information includes one table and eight figures. This material is
available free of charge via the Internet at http://pubs.acs.org.
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Figure 6.1: Several depictions of the RXR:TR structure of varying detail
(a) A cartoon rendering of the structure of the RXR(9C):TR(T3) complex. (b)
The interaction between the RXR binding pocket and ligand 9C. The amino acid
residues used to construct glycine mutants in this study are listed.
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Figure 6.2: Residue-residue contact analysis of RXR-TR
(a) The ranked contact curves (RCCs) display the probability of residue-residue
contacts for each individual system (thin lines) and the combined data (thick
dashes). Note that there are 19 colored lines; each color represents an individ-
ual system from this study. The color scheme is displayed in (c). Positions of J20,
J50, J80 of the combined RCC are labeled. The inset presents the overall view of the
combined RCC. (b) The average contact probabilities for those contacts selected
(between 20% and 80% formed) are displayed as cylinders (total 489) between
residues in the complex structure. The color spectrum is red (0.2) to green (0.5)
to blue (0.8). (c) The value of J50 versus the corresponding contacts per residue is
displayed here for individual mutants and wild type. The color scheme for the 19
systems is consistent throughout this report.
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Figure 6.3: PCA contact map analysis of RXR-TR
(a) Eigenvector PC1 displayed on the residue-residue contact map. The internal
index of the residues is used here for the axes. The dashed lines separates intra-
and interprotein contacts. Another set of dashes demarcate the contacts formed
between ligands (internal indices 492 and 493) and protein residues. (b) The sum of
selected elements in eigenvector PC1 that contain the contact interaction between
ligands (T3 and 9C) and the protein complex. The values of individual elements
are listed in Figure S4 in SI. (c) Eigenvector PC2 displayed on the contact map.
Three dimensional representations of PC1 and PC2 values are shown in (d) and (e),
respectively. For clarity, only those contacts with absolute values larger than 0.03
are explicitly displayed as colored cylinders.
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Figure 6.4: Projection of all RXR-TR snapshots onto top PCs
The configurations of the protein-ligand complex are projected onto PC1 and PC2.
Each of the 380,000 points represents a specific configuration of the system ob-
tained from a snapshot, as shown on the left. The color scheme matches previous
figures. Each individual mutant is also displayed in a multi-panel view on the right
for a clear comparison with the wild-type.
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Chapter 7
Conclusion
Then ability of a sensing protein to switch its conformation in response to an envi-
ronmental perturbation is a phenomenon that is integral to the regulation of several
biochemical properties. These switching mechanisms can be quite difficult to study
given the strict temporal and spatial resolution needed to provide a comprehensive
view. Therefore, molecular dynamics simulation has been routinely employed in
these works, as it is successful in providing these resolutions. Herein, I have pre-
sented studies that utilize MD simulation to provide insight on various swithing
mechanisms. This work serves to further understanding of sensing proteins in gen-
eral and provide a basis for comparison for different switching mechanisms.
In the case of the solvent dependent gating of lipase, it is apparent that the lid
region is crucial to the switching mechanism to convert the lipase from a closed
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to an open state. The lipase is able to maintain the open state in hydrophobic sol-
vent and opens more in the presence of an oil-water interface. Additionally, I have
shown that the gating motions of the lipase are coupled to the ordering of the α5
helix in both the peptide and protein form. The lipase has also been reported to
display pressure regulated open-to-closed gating motions. To determine whether
this switching mechanism is specific to environmental perturbation or to the lipase
itself, simulations using varying degrees of pressure were conducted. It was con-
cluded that both the solvent and pressure regulated conformational switch rely on
ordering of the α5 region. This data suggests that different environmental factors
can induce identical switching mechanisms. Additionally, switching mechanisms
may be specific to certain protein subclasses. Further study is required to under-
stand how switching mechanisms in general can be grouped together, but this is a
significant finding that suggests that some general categorization is possible.
In addition, the study of the allosteric regulation of RXR has illuminated a pre-
viously undiscovered switching mechanism dubbed the “frustrated fit” mechanism.
Here the CAMERRA method was used to study a negative allosteric regulation of
TR by RXR in a nuclear receptor complex. This residue-residue contact evalua-
tion method has shown that a mutation of the RXR binding pocket actually causes
the binding pocket to constrict. These changes in the pocket lead to a loosening
of the TR binding pocket and increase in the dynamics of the TR pocket, which is
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consistent with previous experimental data. Research shows that RXR is a promis-
cuously dimerizing protein, and can impose either a positive or negative allosteric
regulation on its partner (depending on the identity of the partner nuclear receptor).
In the future it would be interesting to probe whether positive regulation occurs by
the same frustrated fit mechanism, this would help to categorize the nature of this
switching mechanism.
Taken as a whole, sensing proteins are a vastly complex group of biomolecules
and a comprehensive understanding of them will require several lifetimes of study.
This work, has shown that some switching mechanisms can be categorized by the
subclass of sensing protein. Additionally, several switching mechanisms that are
used by different sensing proteins have been illuminated. In time, the findings
presented here can be expounded upon to reveal additional switching mechanisms
and further classify them.
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