In the paper an innovative alternative to automatic image parametrization on multiple resolutions, based on texture description with specialized association rules, and image evaluation with machine learning methods is presented. The algorithm ArTex for parameterizing textures with association rules belonging to structural parametrization algorithms was developed. In order to improve the classification accuracy a multiresolution approach is used. The algorithm ARes for finding more informative resolutions based on the SIFT algorithm is described. The presented algorithms are evaluated on several public domains and the results are compared to other well-known parametrization algorithms belonging to statistical and spectral parametrization algorithms. Significant improvement of classification results was observed when combining parametrization attributes at several image resolutions for most parametrization algorithms. Our results show that multiresolution image parametrization should be considered when improvement of classification accuracy in textural domains is required. These resolutions have to be selected carefully and may depend on the domain itself.
INTRODUCTION
Images in digital form are normally described with matrices which are spatially complex and yet do not offer features that could uniformly distinguish between their predefined classes. Determining image features that can satisfactorily discriminate observed image classes is a hard task for which different algorithms exist. They transform the image from the matrix form into a set of numeric or discrete features (parameters) that convey useful information for discrimination between classes.
The motivation for our work was to develop an algorithm that finds resolutions at which image parametrization algorithms achieve more informative attributes since we observed that using parametrization parameters at more resolutions improves the classification accuracy.
This paper presents the algorithm ARes for selecting the resolution set (ArTex with resolutions-ARes) which yields more informative parametrization attributes when combining the parameters from the proposed resolutions. ARes was designed especially for structural image parametrization algorithms. Specifically, we use the ArTex algorithm [1] [2] [3] . ArTex (association rules for textures-ArTex) describes textures with specialized association rules which can also be extended with different measures. The obtained texture parameters are subsequently used for image classification with machine learning methods [4] . The idea of the ARes algorithm derives from the SIFT (Scale Invariant Feature Transform) algorithm [5] . ArTex and ARes are independent of the used machine learning algorithm.
The paper is organized as follows: in the next section we present the algorithm ArTex for parameterizing textures with association rules belonging to structural parametrization algorithms. In the second part the statistically evaluated results on several public domains are presented. The results are compared to four other well known algorithms which belong to statistical and spectral parametrization algorithms.
THE ArTex ALGORITHM
This section presents textural features which are based on association rules. This algorithm was developed by Bevk and 2
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Kononenko [1] [2] [3] . A texture representation is given, which is an appropriate formalism that allows straightforward application of association rules algorithms. This representation has several good properties like invariance to global lightness and invariance to rotation. Association rules capture structural and statistical information and are very convenient to identify the structures that occur most frequently and have the highest discriminative power.
Related work
Researchers have tried to characterize textures in many different ways. Most texture features are based on structural, statistical, or spectral properties of the image. Some methods use textural features that include several of these properties. Well-known statistical features are based on gray-level cooccurrence statistics [6] which is used in the Image Processor program [7] . Examples of structural aspects are features of Voronoi tesselation [8] , representations using graphs [9] , representations using grammars [10] and representations using association rules [11] . The spectral features are calculated in a space which is closely related to textural features, for example frequency and amplitude. The most frequently used space transformations are Fourier, Laws [12] , Gabor [13] , and wavelet transform.
Association rules
Association rules were introduced back in 1993 [14] . The following is a formal statement of the problem: Let I = {i 1 
Texture representation
The use of association rules for texture description was independently introduced by [11] . In the present paper, a slightly different approach is presented, which uses a different texture representation and a different algorithm for association rules induction, which were developed before we became aware of the work by [11] .
Association rules are most widely used for data mining of very large relational databases. In this section, we give a representation of texture, which is suitable for processing with the association rules algorithms. To apply the association rules algorithms on textures, one must first define the terms which are used for association rules in the context of textures. 
Root pixel

→
K
Is the current pixel of a texture
Is a set of pixels which are located in the circular area of radius R with root pixel → K at the center. Root pixel → K itself is not a member of its neighborhood,
(1)
Is a set of elements based on its corresponding neighborhood. The elements of transaction are represented with Euclidean distance and intensity difference from the root pixel,
Transaction element
, where the first component represents the Euclidean distance from the root pixel and the second component represents the intensity difference from the root pixel.
Association rule
Is composed of transaction elements; therefore it looks like this
Transaction set D P,R Is composed of transactions, which are derived from all possible root pixels of a texture P at certain neighborhood size R,
This representation of a texture replaces the exact information of location and intensity of the neighboring pixels with more indecisive information of the distance and the relative L.Šajn and I. Kononenko 3 intensity of neighboring pixels. This description is also rotation invariant. Figure 1 illustrates the association rule (1, 1) ∧ (2, 10) ⇒ (1, 15) ∧ (3, 5) , which can be read as follows: if a pixel of intensity 1 is found at distance 1 and a pixel of intensity 10 is found at distance 2, then there is also a pixel of intensity 15 at distance 1 and a pixel of intensity 5 at distance 3.
This representation is almost suitable for processing with general association rule algorithms. What is still to be considered is the form of a transaction element. Association rule algorithms expect scalar values for transaction elements, whereas our representation produces a two-dimensional vector for a transaction element. Luckily, this issue can be easily solved. Let 
The transformation is also reversible:
Now it is possible to define a transaction that suits the general association rule algorithms:
And finally we obtain the appropriate transaction set definition
From association rules to feature description
Using association rules on textures will allow to extract a set of features (attributes) for a particular domain of textures. Algorithm ArTex is defined with the following steps. any algorithm for association rules extraction. We use Apriori and GenRules as described in [14] . (iv) Use generated association rules to extract a set of features.
There are two features associated with each association rule: support and confidence. Use these two attributes of all association rules to construct a feature set. The number of extracted features is twice the number of association rules (which could be quite numerous).
To clarify about statements, the formal algorithm is presented (see Algorithm 1). The algorithm takes five input parameters: a set of images I, neighborhood size R, texture quantization Q, minimum support minsup, and minimum confidence minconf. Functions ϕ sup and ϕ conf are used to calculate support and confidence given an image and an association rule. The output of the algorithm is a feature set matrix d, where d i, j represents jth feature of image i.
Extending the parameter set
In our model of texture, the structure of the association rule also describes some aspects of the textural structure. Since we are interested in the parametric description of a texture, this structure has to be represented with one or more parameters. Till now we presented the basic algorithm which uses only basic interestingness measures, support and confidence, which were defined together with association rules [14] . They are still most widely used, but there are some concerns especially with confidence measure, which can be misleading in many practical situations, as shown by Brin et al. [15] . These authors also offered an alternative to evaluate association rules using χ 2 test. Unlike the confidence measure, χ 2 test could be used to find both positively and negatively correlated association patterns. However, the χ 2 test alone may not be the ultimate solution because the χ 2 test does not indicate the strength of correlation between items of association pattern. It only decides whether items of association pattern are independent of each other, thus it cannot be used for ranking purposes.
The χ 2 test was used to select interesting association patterns, which are later described by the Pearson's correlation coefficient (φ-coefficient) as advised in [16] . Besides, ArTex also uses an additional interestingness measure, which was selected via thorough experiments on various domains from a subset of collection made by Tan et al. [17] . From all tested measures, the J-measure gave best results [2] : J-measure for rule A → B is defined as follows: P(A, B) log (P(B|A)/P(B))+ P(A, B) log (P(B|A)/P(B)). Require: set of input images Θ with known classes, number of desired resolutions η, number of images to inspect in each class γ, radius φ which the parametrization algorithm uses later on in the process Ensure: subset of resolutions Π
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1: select F so that F ⊂ I 2: preprocess(F, R, Q) 3: for all f ∈ F do 4: D = transactionModel( f , R, Q) STATE r 1 = apriori(D,
1:
{find the biggest image height and width} 2: extend the image sizes Θ i ∈ Θ to W max × H max with adding a frame of intensity equal to the average intensity of the original image Θ i . New resized images are saved in the set Θ {image sizes must be unified in order to be able to compare resolutions over different images}
{set the resize step} 4: for each class add γ randomly selected images from the set Θ into the set Θ 1 5: Ω = {} 6: for (∀θ ∈ Θ 1 ) do 7: ν = 1.0 {start with 100% resolution} 8: while (min {W max , H max }·ν > 3·φ) do 9:
find local peaks in θ 1 with comparing each pixel's neighborhood inside [3 × 3] window 11:
add the pair {ν, number of peaks} into the set Ω 12: ν = ν − δ 13: end while 14: end for 15: order the set Ω by the number of descending peaks and resolutions 16: add first η resolutions from the ordered set Ω into the final set Π Algorithm 2: Algorithm ARes for detecting a small subset of relevant resolutions.
MULTIRESOLUTIONAL PARAMETRIZATION
Why use more resolutions? Digital images are stored in matrix form and algorithms for pattern parametrization basically use some relations between image pixels (usually firstor second-order statistics). By using only a single resolution, we may miss the big picture, and proverbially not see the forest because of the trees. Since it is computationally too complex to observe all possible relations between at least any two pixels in the image, we have to limit the search to some predefined neighborhood. These limitation makes relations vary considerably over different resolutions. This means that we may get completely different image parametrization attributes for the same image at different scales.
Parameters from many resolutions
In different existing multiresolutional approaches [18] [19] [20] , many authors are using only more resolutions, which are not determined on the basis of image contents. Usually two or three resolutions are used. Authors report better classification results when more resolutions are used and also observe that when using more than three resolutions, the classification accuracy starts to deteriorate. We have observed that in many cases authors use a set of resolutions by exponentially decreasing the resolution size (100/2 i , i = 0 · · · n − 1, where n represents the number of resolutions). However, we noticed that in many cases equidistant selection of resolutions (100i/n, i = 1 · · · n where n is the number of resolutions used) gives better results. Testing of our hypothesis is presented further in Section 5. When using exponential form of resolutions, a lower pattern content is examined and consecutively less significant attributes can be derived.
Another frequently used "multiresolutional" approach is the wavelet transform [21] , which describes textures with measures calculated by iterative image division. All the procedures mentioned above do not observe the contents of images.
Another extension of parameters for texture parametrization is derived from the issue of pattern's scale. Not every combination of scale and neighborhood size can guarantee that the pattern would be detected. The problem is illustrated in Figure 2 .
To increase the possibility that the pattern will be detected, we propose a framework where the extraction of attributes is repeated at different texture resolutions and combined in one feature vector. The idea for the algorithm for automatic selection of a small subset of relevant resolutions is derived from the well-known SIFT algorithm [5] . Algorithm SIFT is designed as a stable local feature detector which is represented as a fundamental component of many image registration and object recognition algorithms.
Algorithm SIFT
Scale-invariant feature transform (or SIFT) [5] is one of several computer vision algorithms for extracting distinctive features from images. It can be used in algorithms for tasks like matching different views of an object or scene (e.g., for stereo vision) and object recognition.
Features obtained by SIFT are invariant to image scale, rotation, and partially invariant (i.e., robust) to changing viewpoints, and change in illumination. The name scaleinvariant feature transform was chosen since the algorithm transforms image data into scale-invariant coordinates relative to local features. The feature representations found by SIFT are thought to be analogous to those of neurons in the inferior temporal cortex, a region used for object recognition in primate vision.
Due to the above-mentioned properties (invariance and robustness), SIFT is an often used detection/description scheme. As a consequence, there are other algorithms which either emulate SIFT's functionality or try to outperform SIFT.
SIFT overview
First, the original image is progressively Gaussian blurred in a band from 1 to 2 resulting in a series of Gaussian-blurred images (a scale-space produced by cascade filtering). Then these images are subtracted from their direct neighbors to produce a new series of images (with difference of Gaussian which approximates the Laplacian of the Gaussian). The major steps in the computation of the image features are the following. (iv) keypoint descriptor: representation in a 128-dimensional vector.
For the application of SIFT keypoints in matching and object recognition, Lowe [5] was applying a nearest neighbor algorithm, followed by a Hough transform [22] for object recognition.
ARes-SIFT modification for detecting informative resolutions
Since we are not interested in detecting stable image keypoints but rather in detecting resolutions at which the observed image has most extremes, we have devised a new algorithm ARes (see Algorithm 2) for determining the resolutions for which more informative features can be obtained. The algorithm was designed especially for the ArTex parametrization algorithm (see Algorithm 1) but usually improves also the results with other parametrization algorithms as can be seen in Section 5. The ARes algorithm consequently resizes the image from 100% down to a predefined lowest threshold at some fixed step when detecting the appropriate resolutions. Both the lowest threshold and the resolution step are determined using the observed image dataset. At each resize step the peaks are counted. Peaks are represented by pixels which differ from their neighborhood either as highest or lowest intensity. This algorithm can be implemented also with differenceof-Gaussian (DOG) [5] method which improves the time complexity with lower numbers of actual resizes required to search the entire resolution space.
The detected peak counts are recorded over all resolutions as a histogram. From the histogram the best resolutions are detected as the highest counts. The number of resolutions we want to use in our parametrization is predefined by the user. When there are several equal counts we chose as diverse resolutions as possible [23] .
To demonstrate the difference between different resolution selections, a sample generic image is given. Figure 3 demonstrates the use of classical equidistant resolutions (four are used) whereas Figure 4 shows the resolutions that ARes proposes. ARes finds only two resolutions for the given example since they are sufficient for description of the objects present in the image. The larger picture is proposed since two elements disappear at lower resolutions and the smaller picture is proposed because it encounters the most extremes which consequently compactly describe the whole image. This appeared to be important when using structural parametrization algorithms since they search inside a fixed size pixel neighborhood. In the presented case, SIFT chooses eight resolutions (40%, 38%, 41%, 30%, 39%, 29%, 42%, and 8%) which are close to resolutions obtained with ARes algorithm but are too numerous, and the smallest and the most important resolution (8%) comes in as the eighth resolution, which means that we would have to parameterize textures at eight resolutions which is computationally much too complex.
TESTING THE MULTIRESOLUTION PARAMETRIZATION
The results of our parametrization with the ArTex algorithm are compared with the results of four other image parametrization algorithms (Haar wavelets [21] , Laws filters [24] , Gabor filters [25] , Image processor [7] (implements many parameters of the first and the second order statistics [6] ), and Laws' texture measures [24] ). Although algorithm ARes is designed for structural parametrization algorithms, we have checked its efficiency also for statistical ("image processor" IP) and spectral algorithms (Haar wavelets, Gabor, and Laws filters).
Generic texture domains
Texture domains were chosen from public repositories which are usually used for evaluating the texture parametrization algorithms.
The following texturecollections were used.
(i) Outex [26] . Extensive Outex texture imageset, developed at Finnish University, Oulu, consists of texture collections suitable for classification, segmentation, and inquiry of pictorial contents. Domains for the presented experiments were taken from the Classification collections. It should be mentioned that the proposed algorithms were also used in some real medical domains [23, 31] where they have achieved significant results.
RESULTS
The results obtained with all nine generic domains are presented. Statistical tests showing the successfulness of ARes algorithm are shown. In all the tables of the results of the basic resolution, N equally distributed resolutions and resolutions obtained by ARes and SIFT algorithms are presented. Tests were performed using four (N = 4) and eight (N = 8) resolutions. For testing the classification accuracy, the learning algorithm SVM [32] implemented in Weka [33] (SMO algorithm) was used. Tests were performed using 10-fold cross validation. To obtain features of individual class, three randomly selected images were chosen. For algorithm ArTex the 
Algorithm ARes in combination with
Number of resolutions n eq. n 100% res. extension with J-measure was used. This approach gave better results on the applied generic domains which is also in agreement with results obtained by Bevk [2] . The selected radius was 5 pixels, all textures were quantified to 32 gray levels. When tests were performed, no feature subset selection was used to prevent the influence on results, since several algorithms which require different approaches for attribute selection were used. Typically for ArTex algorithm many attributes are obtained which cannot be selected in limited number as it is the case with other algorithms. The numbers of attributes for different algorithms are presented in Table 1 . For Haar and ArTex algorithms the result depends on the selected domain and resolution, therefore only an interval is presented.
The results for all algorithms are presented in Tables 2-7 . The comparison of classification accuracies of all five algorithms is shown in Table 8 . Statistical evaluation of classification accuracies is given in Table 9 . The abbreviations in tables have the following meanings: 100% res. represents the use of only the basic 100% resolution, eq. 4 and eq. 8 present the application of equidistant 4 and 8 resolutions, respectively, ARes 4 and 8 present the use of 4 and 8 resolutions proposed by ARes, SIFT 4, and 8 present the use of 4 and 8 resolutions which are proposed by SIFT. In tables, missing results of SIFT algorithm are presented (marked by asterisk) which means that algorithm SIFT proposed too low resolutions which cannot be used by the parameterization algorithms. In such cases, instead of results obtained by SIFT algorithm the results of the respective equidistant resolutions were used (e.g., instead of SIFT 8, eq. 8 was used). By such a procedure the comparison of averages can be achieved.
Results of ARes with ArTex
In Table 2 , the results of ArTex algorithm for which ARes was developed are presented. Compared to other resolution selections, the overall classification accuracy over all domains is significantly better when ARes was used, which proves its suitability. It is also evident that results obtained by SIFT algorithm are worse with respect to the results obtained by equidistant resolutions as well as resolutions proposed by ARes.
For additional testing of ARes algorithm the comparison of rank tests on the applied domains were performed. The comparison of results presented in Table 3 additionally confirms the effectiveness of ARes algorithm.
Results of ARes with other parametrization algorithms
In Table 4 , results of Haar algorithm are presented. For some domains ARes improves the results, but in most cases there are no significant improvements. On the contrary, ARes deteriorates results for most domains compared to equidistant resolutions. In Table 5 , results of Laws algorithm are presented. ARes deteriorates results for most domains compared to equidistant resolutions when Laws algorithm is applied. But even in this case the results with ARes are better compared to those obtained by the basic resolution.
In Table 6 , results obtained with Gabor algoritm are presented. Also in this case there is no significant improvement compared to equidistant resolution but as in the previous case a better classification accuracy is evident compared to the basic resolution.
In Table 7 , results of image processor algorithm are presented. In nearly 50% of domains, the results with ARes are worse when compared to the equidistant resolutions and, as Table 8 , the averages of all classification accuracies are presented. The significant differences of resolutions and algorithms are presented in Table 9 .
Rank comparison of classification accuracies of other algorithms (Table 10) shows that ARes in most nonstructural algorithms for texture parametrization does not improve results compared to equally distributed space of resolutions, but in all cases it improves results regarding the basic resolution and resolutions proposed by SIFT algorithm.
ARes algorithm was also checked by Friedman and Bonferroni-Dunn tests. At the confidence level α < 0.05 the Friedman test shows a significant difference in ranks and the Bonferroni-Dunn test shows that at α < 0.05 the critical distance between ranks is 2.686 and at α < 0.10 it is 2.438. It can be concluded that ARes algorithm in combination with ArTex at four resolutions (see Table 11 ) significantly improves results compared with other resolutions in nearly all cases. For eight resolutions (see Table 12 ) the improvement is indicated in all cases. For other texture parametrization algorithms, ARes improves results only for the basic resolution and SIFT algorithm. Rank distances and statistical characteristics are presented in Tables 11 and 12 .
Equidistant versus exponential resolutions
Here we are testing the hypothesis that equidistant resolutions (100i/n, i = 1 · · · n where n is the number of resolutions used) produce the same results as exponential resolution space (100/2 i , i = 0 · · · n − 1). We have observed significant differences in classification accuracies between equidistant and exponential resolution space when four (N = 4) or more resolutions were used. Results in Table 13 4) . Obtained results reject the tested hypothesis and support the claim that equidistant resolutions significantly outperform the exponential ones.
CONCLUSIONS
Significant improvement of classification results was observed when combining parametrization attributes at several image resolutions for most parametrization algorithms. In general, the main contribution of the study is the observation that equally spaced multiresolution performs better than other multiresolution techniques.
In the case of ArTex algorithm our analysis of multiresolution image parametrization showed certain relations between image content and its resolution with respect to the parametrization quality. With all tested algorithms (structural, statistical, and spectral) better results were obtained when more resolutions were used, which confirms our hypothesis that the choice of resolution space for parametrization of textures is to be considered. ARes algorithm was developed to support the resolution selection. In combination with ArTex it achieves significant improvement of classification results compared to a single resolution as well to equidistant resolution space. In addition, ARes also partially improves nonstructural algorithm parameterizations.
Our results also indicate that equidistant resolution space performs better than exponential one, although many authors use the exponential resolution space by default. The exponential resolution space requires much bigger texture images when more than three resolutions are used.
The most significant ArTex improvement is achieved with the multiresolution approach which is powered by the ARes algorithm designed especially for structural parametrization algorithms.
FUTURE WORK
The presented algorithms open a whole new research area of multiresolution image parametrization and enable many 
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Digital filter banks find various good applications in communications signal processing. In general, they can be used to obtain very sharp frequency selectivity to isolate different communications frequency channels from each other and from interfering spectral components. This can be done in a very flexible and dynamic manner. Thus, filter banks constitute a very powerful generic tool for software-defined radios and spectrally agile communication systems. The theoretical capacity limits in communications can be approached by multicarrier techniques. With radio channels, multicarrier techniques can be combined with multiantenna transmitters and receivers to provide efficiency. Existing or planned transmission systems rely on the OFDM technique to reach these goals. However, OFDM has a number of drawbacks, such as the use of the cyclic prefix to cope with the channel impulse response which results in a loss of capacity and the requirement of block processing to maintain orthogonality among all the subcarriers. Furthermore, the leakage among frequency subbands has a serious impact on the performance of FFT-based spectrum sensing and OFDM-based cognitive radio in general.
So far, some attempts have been made to introduce filter bank multicarrier (FBMC) in the radio communications arena, in particular, the isotropic orthogonal transform algorithm (IOTA). However, the full exploitation and optimization of FBMC techniques in the context of radio evolution have not been considered sufficiently. Consequently, advances in communication aspects of FBMC are still required to make it useful for future radio systems.
This has motivated advanced research in the European ICT project PHYDYAS, which supports this special issue. Topics of interest include, but are not limited to:
• Filter bank-based multicarrier transmission and prototype filter design • Filter bank-based signal processing for other communication waveforms • Filter bank applications in software-defined radio • Data-aided and blind techniques for synchronization and channel estimation • Preamble and pilot-pattern design 
The increasing deployment of video camera networks, spurred by the emergence of increased surveillance needs for security purposes, has necessitated the development of new and more efficient technologies for the automatic modeling, analysis, and recognition of human motion in video sequences. Moreover, different other applications like computer graphics, video databases, video communications, and medicine can benefit from a better understanding of human motion. The development of new technologies for human motion analysis involves a variety of challenging research problems. In gait-based recognition, it has become apparent that efficient technologies can be developed by constructing complicated gait models that include more detailed information about walking individuals. In activity recognition, the definition, description, and recognition of different kinds of human motion stand as an essential research challenge towards the development of smart surveillance systems that will be able to conduct reliable monitoring without any user intervention. To this end, combined tracking and human motion understanding are topics of particular interest. Issues related to the mathematical modeling of human movements also require further investigation. In a recognition framework, scalability issues, that is, issues relevant the impact in the efficiency of a system due to the registration of increased numbers of subjects or activities in the reference database are of great importance.
This special issue aims to focus on emerging technologies related to the above problems and comprehensively cover their system, processing and application aspects.
Topics of interest include, but are not limited to, the following:
• Human recognition based on gait • 2D and 3D human gait modeling • 2D and 3D human motion modeling 
