ABSTRACT Low-dose computed tomography (LDCT) technique is an important imaging modality, but LDCT images are always severely degraded by mottle noise and streak artifacts. The recently proposed nonlocally centralized sparse representation (NCSR) algorithm has good performance in natural image denoising, but it suffers from residual streak artifacts and can't preserve edges structure information well when implemented in LDCT image denoising. In addition, it has high computational complexity. To address this problem, in this paper, we propose an improved model, i.e. SNCSR model, based on the stationary PCA sub-dictionaries, nonlocally centralized sparse representation and relative total variation. In the SNCSR model, in order to learn more accurate sub-dictionaries, the LDCT image is preprocessed by the improved total variation (ITV) model in which the weighted coefficient of the regularization term is constructed depending on a clipped and normalized local activity. In addition, the maximum eigenvalue of the gradient covariance matrix of the image patch is used to distinguish edge structure information from background region so that the restored image can be represented more sparsely. Moreover, unlike the NCSR model that needs to learn sub-dictionaries in each outer loop, the proposed model learns stationary sub-dictionaries only once before iteration starts, which shorten the computation time significantly. At last, the relative total variation (RTV) algorithm is applied to further reduce the residual artifacts in the recovered image more thoroughly. The experiments are performed on the simulated pelvis phantom, the actual thoracic phantom and the clinical abdominal data. Compared with several other competitive denoising algorithms, both subjective visual effect and objective evaluation criteria show that the proposed SNCSR model has lower computational complexity and can improve LDCT images quality more effectively.
such as the screening of lung cancer [6] , the diagnosis of colon cancer [7] , and the diagnosis of suspected appendicitis in pediatric patients [8] . Normally, there are many strategies to reduce the radiation dose exposed to patients. Among them, the most straightforward and cost-effective method is to lower the x-ray tube current (mAs), which, however, results in a severe deterioration of CT images quality with mottle noise and streak artifacts, and then increases the misdiagnosis rate. Under such circumstances, many noise-reduction approaches have been reported to address this problem. Usually, these approaches can be divided into three categories: projection-data-processing approaches, iterative reconstruction approaches and post-processing approaches.
The first category refers to the techniques that smooth the raw projection data and then get the final restoration CT image by the filtered-back projection (FBP), a reconstruction method. There are many researches in this category, and many methods have been proposed to process projection data, such as the Radon space adaptive filter [9] , bilateral filter [10] , modified Rudin-Osher-Fatemi (ROF) filter [11] , edge-preserving Huber penalty filter [12] , and total generalized variation filter [13] . However, the main drawback of this category is the inaccessibility of well formatted projection data [9] , [14] . In the second category, i.e., iterative reconstruction approaches, the CT imaging is considered as an ill-posed inverse problem that can be solved by optimizing a regularized cost function according to both the noise characteristics of projection data and the priori structural information of the reconstructed object. Different priors have been proposed in the past decade, such as total-variation prior [15] , [16] , nonlocal means prior [17] , [18] , edge-preserving prior [19] , low rank prior [20] , [21] and artificial neural network prior [22] . It is well recognized that the iterative reconstruction approach is effective in obtaining reconstructed image of favorable quality, but the disadvantage of this approach is the intensive computational burden. Furthermore, similar to the projectiondata-processing approach, this approach also relies on the projection data, which leads to the limited applications in practice [23] , [24] .
The third one, i.e., post-processing approaches, does not rely on projection data and can be directly applied on reconstructed images of different scanning systems. A variety of post-processing approaches have been proposed, such as a multiscale structure-preserving denoising method using correlation analysis in wavelet domain [25] , a weighted intensity averaging over large-scale neighborhoods filter [26] , a largescale nonlocal means (LNLM) filter combined with a multiscale directional diffusion scheme [27] , a filter based on fractional-order partial differential equations (PDEs) [28] , an approach of deep convolutional neural network [29] and a residual encoder-decoder convolutional network algorithm [30] .
Furthermore, the sparse encoding algorithms were also used in the LDCT image post-processing, such as the artifact suppressed dictionary learning algorithm (ASDL) [31] and the fast dictionary learning (DL) based algorithm [32] .
By combining the nonlocal means (NLM) [33] and the sparse representation [34] , Dong et al. proposed the NCSR model [35] , which generates good denoising results for the natural images. Due to the good performance of NCSR model, it was applied to LDCT image denoising. However, there are still two deficiencies of NCSR model: (1) the computational cost is too high, because the PCA sub-dictionaries learning and the weight calculation are performed in every outer loop; (2) the LDCT images processed by NCSR model contain residual streak artifacts, and tissue structures are blurred. To overcome the shortcomings of NCSR model, we propose a post-processing model (SNCSR) to process LDCT images. In the SNCSR model, the given LDCT image is preprocessed by the improved total variation (ITV) model with the weighted coefficient of the regularization term constructed by a clipped and normalized local activity. The image patches extracted from the ITV preprocessed LDCT image are distinguished by the maximum eigenvalue of the gradient covariance matrix of them, so that the restored image coded by the sub-dictionaries learned from the classified image patches can be more sparsely, and the sub-dictionaries are learned only once to shorten running time. At last, the RTV algorithm is applied to further reduce the residual artifacts in the recovered image more thoroughly. Qualitative and quantitative evaluations are carried out on both the digital phantom and clinical CT data, and the experimental results verified the quality improvement of images processed by SNCSR model.
The remaining parts of this paper are as follows. Section II describes the TV method, the NCSR model, and the RTV algorithm. The proposed SNCSR model is presented in Section III. In Section IV, experimental results are exhibited and discussed. Finally, the conclusion is drawn in Sections V.
II. MATERIALS AND METHODS

A. TV MODEL
The total variation (TV) model [36] proposed by Rudin, Osher, and Fatemi is a basic denoising problem. This denoising problem can be expressed as follows: for a given degraded image y : ⊂ R 2 , the aim is to obtain the noiseless image x ⊂ R 2 from y. TV model is to minimize the following energy function to estimate the noiseless image x:
in which, the first term of E(x) is TV regularization term to remove noise, and the second term is fidelity term. ∇ is the first order gradient, and µ 1 is a positive weight. If the parameter µ 2 is too large, the model will blur edges and lose feature information. On the contrary, noise can't be removed completely [37] . It was found that TV model performs well for edges preservation, noise suppression, and low computation complexity in image denoising [36] . Therefore, based on this good feature of the TV model, this paper proposes an improved total variation (ITV) model to preprocess LDCT image.
B. TRADITIONAL NCSR MODEL 1) SPARSE REPRESENTATION MODEL
Sparse representation was firstly used in image denoising by Elad and Aharon [34] , and they revealed that the desired noiseless image can be sparsely represented by a set of basis vectors (i.e., dictionary), such as learned dictionary. A brief review of sparse representation is given below.
Suppose that x is the ideal noiseless image to be recovered, and y is the corresponding degraded image of x. Rearrange x and y into vector form, i.e., x, y ∈ R N . Suppose R is the matrix to extract the ith patch of size √ n × √ n at location i from an image, the ith patch of x can be expressed as x i = Rx. Define ∈ R n×M is a dictionary, and each patch can be sparsely represented by x i = α x,i (α x,i is sparse coefficient). Then, the entire image x can be computed by averaging all the obtained patches as
where α x represents the concatenation of all α x,i , and the sparse coefficient α x,i can be calculated by solving the minimization problem expressed as follows:
where, the first term is data fidelity constraint, and the second term is sparsity constraint. µ 2 is a positive weight to achieve a balance between the two terms.
2) NCSR MODEL
Based on the sparse coding technique, Dong et al. proposed the NCSR model [35] . Using sub-dictionaries constructed from the given degraded image or the restored intermediate image, the NCSR model can improve image restoration result. The NCSR model is formulated as:
where, µ 3 > 0 denotes the weighted parameter that controls the balance between the fidelity term y − • α 2 2 and the centralized sparsity term α i − β i 1 , and β i is the nonlocal similarity estimation of α i .
When using the NCSR model for LDCT image denoising, we found that the streak artifacts could not be removed completely while trying to preserve the edges structure information. In addition, since the sub-dictionaries are learned in each outer loop, the computational complexity is too high. To solve the above problems, the SNCSR model is proposed in this paper.
C. RTV MODEL
In order to extract the main structure from the textured background region, based on the windowed total variation and the windowed inherent variation, the relative total variation (RTV) model was proposed in [38] .
The windowed total variation is expressed as follows:
where R p is the rectangular region centered at pixel p, and
). It was proved that the windowed total variation is responsive to both the texture and edge structure pixels.
In addition, the novel windowed inherent variation is expressed as:
Generally, a window containing only texture produces smaller L value than that in a window including edge structure.
Therefore, the ratio of L and D, namely RTV regularizer, is reasonable for structure-texture decomposition. This value is small around the main edge structure, so the main edge structure can be preserved well while removing textures. Because the streak artifacts of LDCT images are similar to the textures of natural images and the RTV has low computation complexity, the RTV model is used as the postprocessing step of the proposed SNCSR model in this paper to remove the streak artifacts. The objective function of RTV model is expressed as:
where, y is the input noisy image, x is the desired clean image and ε is a small positive number.
III. THE PROPOSED SNCSR MODEL
In this section, we propose an effective LDCT image denoising model, SNCSR. First, the input LDCT image y is preprocessed using the ITV model to remove mottle noise and streak artifacts preliminarily, and the image y ITV is obtained. Then, one stationary smooth PCA sub-dictionary and K − 1 stationary structural PCA sub-dictionaries are learned from y ITV . Therefore, each image patch can be sparsely represented by the above stationary PCA sub-dictionaries, and the entire imagex is obtained. Finally, the RTV model is used as the postprocessing step to remove residual mottle noise and streak artifacts inx. The flowchart of proposed SNCSR LDCT image denoising model is given in Fig. 1 . Each step of the proposed SNCSR model will be introduced in details in the following sections.
A. PREPROCESSING LDCT IMAGE VIA THE PROPOSED ITV MODEL
In the proposed SNCSR model, the sub-dictionaries learned from the LDCT image directly can't reconstruct a high quality CT image since there are mottle noise and streak artifacts in LDCT image. Under the circumstance, in order to learn more accurate sub-dictionaries, the given LDCT image needs to be preprocessed to reduce mottle noise and streak artifacts. So the ITV model is proposed in this paper to preprocess the given LDCT image y. As an improved model of TV, ITV has better denoising ability than TV by introducing VOLUME 7, 2019 a clipped and normalized local activity. The ITV model is expressed as follows:
where v p is a clipped and normalized local activity defined in [39] .
is larger away from the possible contour edges and smaller near likely contour edges. Thus, the proposed ITV model tends to smooth the noise and artifacts, with preservation of main structural edges. Fig. 2 shows the results of TV and ITV preprocessed thoracic LDCT image. From Fig. 2 , we can see that the speckle noise and streak artifacts in the ITV preprocessed LDCT image are reduced more thoroughly than that of TV. So the sub-dictionaries are learned from the ITV preprocessed LDCT image in the proposed SNCSR model.
For convenience, the method of using TV instead of ITV in the SNCSR method is named as the S1 method. Fig. 3 shows the results of the actual thoracic CT image and the pelvis CT image processed by S1 and by SNCSR, and TABLE 1 lists the corresponding SSIM value and the computation time. In the SNCSR method, the mottle noise and streak artifacts are suppressed effectively (indicated by red arrows) and image structures are well preserved. From TABLE 1, it can be clearly seen that the SNCSR method has higher SSIM value than the S1 method, and it also has lower time computational complexity. The results of actual thoracic LDCT image and pelvis LDCT image processed by S1 and by SNCSR. (a1-b1) HDCT images; (a2-b2) S1 method; (a3-b3) SNCSR method. The images in the second and third columns show the zoomed ROIs specified in (a1) or (b1), and all of the zoomed images are from the corresponding images of the first column.
B. THE PROPOSED SNCSR MODEL 1) LEARNING STATIONARY SUB-DICTIONARIES FROM THE PREPROCESSED LDCT IMAGE PATCHES
After the preprocessing, the proposed model needs to learn stationary sub-dictionaries from the preprocessed LDCT image patches. This is different from the traditional NCSR algorithm. In NCSR, the sub-dictionaries are learned from all image patches for each outer loop. In fact, during each loop, the implementation of K-means and PCA in sub-dictionaries training is time-consuming. So it is necessary to learn the stationary sub-dictionaries from the given LDCT image to code the image patch before the loop starts, instead of learning the sub-dictionaries for each outer loop.
Unfortunately, there are mottle noise and streak artifacts in the given LDCT image, which makes the learned stationary sub-dictionaries dissatisfactory. In order to ensure the quality of denoising results, the stationary sub-dictionaries will be learned from the preprocessed LDCT image by ITV model (described in previous content), instead of the original LDCT image.
First, we divide the patches extracted from the ITV preprocessed LDCT image into two categories: the smooth patches and the structural patches. And then one stationary smooth PCA sub-dictionary is learned from the smooth patches. At the same time, all the structural patches are further divided into K − 1 subclasses by K-means. Finally, each stationary structural PCA sub-dictionary is learned from each structural patches subclass by the PCA method. So far, before the iteration begins, we have trained one stationary smooth PCA sub-dictionary and K − 1 stationary structural PCA sub-dictionaries in advance on the ITV preprocessed LDCT image. Let K is the concatenate stationary PCA subdictionaries, which concatenates the one stationary smooth PCA sub-dictionary and K −1 stationary structural PCA subdictionaries. Based on K , each image patch can be sparsely represented, thereby obtaining the entire image.
As mentioned above, all image patches are divided into smooth patches and structural patches so that each image patch can be represented more sparsely. The accuracy of the classification is crucial to stationary sub-dictionaries. In our model, the maximum eigenvalue of the gradient covariance matrix [40] is used to distinguish whether the image patch is a structural patch or a smooth patch. The definition of gradient covariance matrix C y i for image patch y i is expressed as follows:
where T denotes the transpose operator, and D h , D v represents the matrix of horizontal and vertical derivative operator, respectively.
In [40] , it is clear that the larger maximum eigenvalue of gradient covariance matrix leads to the richer texture. In other words, if the patch is a tissue structural patch, the maximum eigenvalue of the gradient covariance matrix is larger. Conversely, the small maximum eigenvalue indicates that the patch is a smooth background patch. It should be pointed out that the eigenvalue of gradient covariance matrix is sensitive to noise. So in our model, the patches are selected from the ITV preprocessed LDCT image that has less mottle noise and streak artifacts than the given LDCT image, which results in more accurate classification.
In Fig. 4 , patch 'A' and patch 'B' of size 5 × 5 extracted from the ITV preprocessed thoracic LDCT image are chosen as samples to display the difference of the maximum eigenvalue of gradient covariance matrix between the structural patch and the smooth patch. 'A' represents the structural patch and 'B' represents the smooth patch. Fig. 4(a) is the ITV preprocessed thoracic LDCT image. the ITV preprocessed LDCT image. It is obvious that the maximum eigenvalue of gradient covariance matrix of the smooth patch 'B' is smaller than that of the structural patch 'A'. In other words, the smaller the maximum eigenvalue of gradient covariance matrix, the greater of the probability that the image patch is a smooth background patch. So in this study, it is reasonable to take the maximum eigenvalue of gradient covariance matrix as the quantitative measure for the tissue structural strength.
2) SPARSE CODING IMAGE WITH STATIONARY SUB-DICTIONARIES
The SNCSR model can improve image by suppressing the sparse coding noise, the difference of between the sparse coding vector of the clean CT image and that of the LDCT image. It has the same definition as the NCSR model. Actually, it is impossible to minimize sparse code noise because we don't have the clean CT image. However, we know that the nonlocal redundancies exist in images [41] . Therefore, in the proposed model, the nonlocal similarity is used to estimate the sparse coding vector of unknown clean CT image to get sparse code noise further. The proposed model is expressed as follows:
where, y − K • α 2 2 is the fidelity term and α i − β i 1 is the regularization term. K is K stationary PCA subdictionaries learned from the ITV preprocessed LDCT image, β i is the estimate of the unknown sparse coding vector of clean CT image patch x i . λ > 0 is a weighted factor.
The iterative algorithm is used to solve Eq. (6) . Suppose x i,q , denoted by i , are the similar patches of the patch x i , then β i can be computed as the weighted average of the sparse codes α i,q for the patches within the set i :
where α i,q is the spare coefficient of the similar patch x i,q . ω i,q is the weight associated with x i,q , which is inversely proportional to the distance between x i and x i,q .
where
, h is a pre-determined scalar and W is the normalization factor. For fixed β i , in each iteration, we solve the following l 1 -norm minimization problem:
the jth element of α i in the (l + 1)-th iteration is expressed as follows, which is solved by the surrogate algorithm in [42] .
where S τ (·) is the classic soft-thresholding operator. Therefore, the denoising image can be obtained in each inner loop as:
3) THE RTV POSTPROCESSING STEP Most of mottle noise and streak artifacts in the LDCT image are removed after implementing the above steps, but there are still a few residual streak artifacts. In order to remove the residual streak artifacts more thoroughly, the RTV method is used as a postprocessing step. In order to verify the validity of RTV postprocessing step, the experimental results of SNCSR model with and without RTV postprocessing step are represented in Fig. 5 . Obviously, the residual streak artifacts are removed more effectively with postprocessing step than without postprocessing step, which verifies the necessity and effectiveness of the RTV postprocessing step in the SNCSR model.
So far, the whole procedure of the proposed SNCSR model has been presented, and it is summarized in Algorithm 1.
IV. EXPERIMENT
In this section, the performance of the proposed SNCSR model is validated on the simulated pelvis phantom, the actual thoracic phantom and the clinical abdominal data. Fig. 6(a) displays the pelvis high-dose computed tomography (HDCT) image with Fig. 6(d) corresponding to Fig. 6(a) shows the LDCT image obtained by performing the FBP reconstruction using Hanning filter with cutoff at 80% Nyquist frequency from simulated noisy sinogram. The method to simulate the noisy sinogram of the pelvis phantom is described in [43] . It states that the projection data after system calibration and logarithmic transformation approximate the non-stationary gaussian distribution and the relationship between mean and variance is as follows:
where, x i and σ 2 i are the mean and variance of the projection data received by the i detector respectively, f i and η are the parameters related to system. Fig. 6(b) and Fig. 6(e) illustrate the actual thoracic phantom, an anatomical model of human chest torso. The thoracic CT images are obtained from a
Algorithm 1 SNCSR LDCT Image Denoising Model
Input: the LDCT image y Output: the denoised image x.
Preprocessing
Preprocess by the ITV model and obtain y ITV ; 2. Initialization and stationary sub-dictionaries learning: (a) Set the initial estimate asx = y, where y is the given LDCT image; (b) Set initial regularization parameter λ and δ; (c) Cluster all image patches extracted from y ITV into two clusters (i.e., the smooth image patches and the structural image patches), and learn one stationary smooth subdictionary and K − 1 stationary structural sub-dictionaries φ K −1 from the smooth image patches and the structural image patches via PCA, respectively; 3. Iteration:
(a) Outer loop: iterate on l = 1, 2, . . . , L Calculate weighting coefficient σ 2 i using the Eq. When processingx by the RTV model, the denoised image x is obtained. multi-detector row Siemens Somatom Sensation 16 CT scanner with a tube voltage of 120 kVp, and they are reconstructed by the FBP method. The original thoracic HDCT image is collected with a higher tube current of 240 mAs. Fig. 6(b) shows the processed HDCT image using the Artifact Suppressed Large-scale Nonlocal Means (AS-LNLM) method. The processed HDCT image by AS-LNLM has a better noise and artifact suppression than the original HDCT images [27] , so it is used as the reference HDCT image. Fig. 6 (e) displays the LDCT image obtained with a reduced tube current 30mAs. Both are the 16th slice in the whole data volume. Fig. 6(b) and Fig. 6 (e) are composed of 512 pixels × 512 pixels. Moreover, Fig. 6(c) and Fig. 6(f) are the clinical abdominal data, which are obtained by scanning a 53-year-old male patient at high and low doses on a SIEMENS Sensation Cardiac 64-slice CT scanner with a tube voltage of 120 kVp. They are acquired in digital imaging and communications in medicine and the VOLUME 7, 2019 slice thickness of them is 1.5mm. In this protocol, the high dose is for the 260 mAs protocol and the low dose is for the 50 mAs protocol. Fig. 6(c) is the HDCT abdominal image, and Fig. 6(f) is the LDCT abdominal image. Both are in size of 512 pixels × 512 pixels.
A. OBJECTIVE EVALUATION CRITERIA
In order to evaluate the effectiveness of the proposed SNCSR model, the peak signal-to-noise ratio (PSNR), the structural similarity (SSIM) [44] , the Full-Width at Half-Maximum (FWHM) [45] , and the standard deviation (STD) [27] are employed as objective indexes to measure the quality of denoising results.
PSNR reflects the statistical average of data changes before and after image processing. A higher PSNR indicates the restoration with better quality and less distortion. Another evaluation criterion SSIM measures the structural and perceptual similarity between two images. A higher SSIM value indicates that the reconstructed image is more similar to the reference image in structure and perception. FWHM evaluates the effectiveness of the algorithm in edge preservation. A higher FWHM displays that the edges are not well preserved.
However, the clinical LDCT image and the corresponding HDCT image do not have exact spatial match relationship with each other due to the inevitable displacements caused by the patient breath and movements during the scanning process. Therefore, the objective index with the Euclidean distance metrics is not suitable to quantitatively evaluate the clinical abdominal image quality. In this case, the standard deviation (STD) of region of interest (ROI) is used to quantify the processing effect of the clinical abdominal data (Fig. 6(f) ). If the STD values of ROI in the HDCT image and the processed LDCT image are close, the corresponding algorithm is efficient.
B. PARAMETER ANALYSIS
The parameters for the proposed SNCSR model are listed in TABLE 2, in which δ is the same to NCSR model [35] , dt and µ 5 are the same to TV model. The remaining parameters c, K , b and iter in TABLE 2 are given under the optimal visual effect and the best objective evaluation criteria, and we will describe their selection process in detail below.
1) THE COEFFICIENT C OF THE SNCSR MODEL
The coefficient c in the preprocessing algorithm, i.e., the ITV algorithm, is determined by both the visual effect and the SSIM value of the filtered LDCT image by ITV. the thoracic phantom, respectively. The c is 2.5 for the clinical abdominal image, and it is manually set by visual effect.
2) THE NUMBER OF THE IMAGE PATCHES KINDS K OF THE SNCSR MODEL
Take the pelvis LDCT image as an example to set the K value of the SNCSR algorithm. Fig. 7 shows the results processed by SNCSR with different K values, and TABLE 4 lists the corresponding SSIM and running time. It can be seen that the smaller the K value, the more residual streak artifacts in Fig. 7(a) , and the larger the K value, the higher the time complexity in TABLE 4 (K = 150). Therefore, considering the visual effects, running time and SSIM, we finally choose K = 100 in the SNCSR model.
3) THE PATCH SIZE b OF THE SNCSR MODEL
The patch size b plays an important role to the SNCSR model. In this section, we therefore discuss the influence of different b to the proposed model, and then the optimal b is obtained. Through experiments, the value of will be determined from the overall consideration of the SSIM value, the computation time and the visual effect of denoised LDCT images processed by the SNCSR model. image and the thoracic image. Furthermore, Fig. 9 shows the processed images by SNCSR with patch size b = 5 and b = 7 on the pelvis LDCT image and the thoracic LDCT image. Obviously, as shown in Fig. 9(a3)-(b3) , blurring effect exists in the processed LDCT images when b = 7. When b = 5, the images in Fig. 9(a2) and Fig. 9(b2) are both very close to the referenced HDCT image (Fig. 9(a1) and Fig. 9(b1) ), and have better performance in preservation of image features (shown by yellow arrows). Therefore, b = 5 in the SNCSR model.
4) THE OPTIMAL ITERATIONS OF THE SNCSR MODEL
As mentioned above, the SSIM metric has good consistency with the qualitative visual performance, and the PSNR metric can characterize the degree of image distortion well. So the optimal iterations of the SNCSR model are chosen by the maximal SSIM and PSNR values. As shown in Fig. 10 , the preferable SSIM value and PSNR value locate at the iterations between 5 and 15 for the pelvis phantom and the thoracic phantom. Beyond SSIM value and PSNR value, the optimal iterations will be determined in accordance with visual effect of the denoised LDCT images. Fig. 11 shows the processed images by the SNCSR model with different iterations (iter = 3, 6,9, 12, 15, 18, 21) on the LDCT thoracic image. We can see that Fig. 11(a)-(d) suffer from residual mottle noise and streak artifacts more obviously than Fig. 11(e) -(g), and Fig. 11(f) -(g) performs poor in preserving details (indicated by green arrows in Fig. 11(e) ). Moreover, the computing time of Fig. 11(e) is low. So, based on the objective indicators (SSIM, PSNR), the visual effect and the computing time, the optimal iterations are determined to be 15 for the LDCT thoracic image. In the same way, the optimal iterations of the LDCT pelvis image are 12. For the clinical abdominal image, the optimal iterations are 3, which are manually set by visual effect.
C. COMPARISON WITH OTHER ALGORITHMS
In this section, to further validate the proposed SNCSR model, the performance of SNCSR is compared with seven representative denoising algorithms including TV [36] , RTV [38] , FPMTV [28] , K-SVD [46] , BM3D [47] , WNNM [48] and NCSR [35] for the pelvis phantom, the thoracic phantom and the clinical abdominal data. All experiments are simulated on a PC with Intel(R) Pentium(R) CPU 2.90 GHz and 4GB RAM. Fig. 12 and Fig. 13 are the experimental results of the pelvis phantom and the actual thoracic phantom. Fig. 12(a) and Fig. 13(a) are the original pelvis phantom and the original actual thoracic phantom. Fig. 12(b) and Fig. 13(b) are the corresponding LDCT images.
1) THE PELVIS PHANTOM AND THE ACTUAL THORACIC PHANTOM
In Fig. 12 and Fig. 13, (c)-(j) show the results of the LDCT images processed by TV, RTV, FPMTV, K-SVD, BM3D, WNNM, NCSR and SNCSR, respectively. Besides, in Fig. 12 and Fig. 13 , three ROIs are extracted and enlarged to show the details of all result images. From Fig. 12(b)-13(b) , we can see that, mottle noise and streak artifacts severely degrade the images quality under low dose CT scanning condition. In (c) of Fig. 12-13 , TV method suffers from the blocky effect (indicated by red arrows), and residual mottle noise and streak artifacts exist. Fig. 12(d)-13(d) processed by RTV method, and Fig. 12 (e)-13(e) processed by FPMTV method still contain residual mottle noise and streak artifacts (indicated by blue arrows). As shown in the images, Fig. 12(f)-13(f) processed by K-SVD, Fig. 12(g)-13 (g) processed by BM3D, Fig. 12 (h)-13(h) processed by WNNM, and Fig. 12(i)-13(i) processed by NCSR perform better than those images processed by TV, by RTV and by FPMTV in mottle noise and streak artifacts suppression, but tend to introduce new artifacts (shown by orange arrows).
Moreover, the edge in Fig. 12 (f) is blurred seriously (indicated by green arrows). Referring to the HDCT image ( Fig. 13(a) ) and comparing to the NCSR processed LDCT image, we can see that the SNCSR method not only has better performance in details preservation (yellow arrow in Fig. 13(j) ), but also does not tend to introduce new artifacts (shown by orange arrow in Fig. 13(i) ).
In TABLE 5, although the PSNR values of pelvis phantom and actual thoracic phantom processed by SNCSR are smaller than that of processed by BM3D or K-SVD, the SSIM values of the SNCSR are the largest. In addition, the denoised LDCT images in Fig. 12 and Fig. 13 show that the SNCSR model has better visual effects than all the comparative models.
In order to better demonstrate the superior performance of the proposed SNCSR model in mottle noise and streak artifacts removal in smooth regions on the LDCT image, the intensity profiles along the red line in Fig. 14(a) are shown in Fig. 14(b) . It can be seen that the SNCSR model has better denoising performance because of the stable intensity values in the smooth region and being relatively closer to that of the HDCT image than the other algorithms.
Moreover, the FWHM is used to test the degree of blurring of the different denoising algorithms. The point 'C' in the In TABLE 6 , the FWHM value of SNCSR method is lower than the other comparing methods other than the TV method, which indicates that the SNCSR method and the TV method have better effectiveness in edge preservation than the other methods.
2) THE CLINICAL ABDOMINAL DATA Fig. 15 shows the processed results of the clinical abdominal image. Fig. 15(a) is the clinical abdominal HDCT image, and Fig. 15(b) is the corresponding LDCT image. From (b) in Fig. 15 , we know that mottle noise and streak artifacts lead to fuzzy tumor boundaries under low dose CT scanning condition. Fig. 15(j) is the restored image using the proposed SNCSR model, it shows that image structure is closest to the HDCT image ( Fig. 15(a) ) and mottle noise and streak artifacts are suppressed effectively. The denoised images by the TV, RTV and FPMTV are shown in Fig. 15(c) -(e), in which serious residual mottle noise exists. Fig. 15(f)-(h) , the processed LDCT images by K-SVD, BM3D and WNNM, lead to some strange striped artifacts. In comparison to Fig. 15(c) -(e), Fig. 15(i) can suppress mottle noise, but blurs the tumor boundaries.
In order to further verify the effectiveness of the proposed SNCSR model, the STD values of four ROIs (marked in red) of processed LDCT images using TV, RTV, FPMTV, K-SVD, BM3D, WNNM, NCSR and SNCSR are listed in TABLE 7. Besides, Fig. 16 Based on the above discussion, both quantitative analysis and visual effects validate the efficiency of the proposed SNCSR model.
3) COMPUTATION COSTS
Since the stationary PCA sub-dictionaries in the proposed SNCSR model are learned once for all, the computation time of SNCSR model should be shorter than that of NCSR model which needs to learn the PCA sub-dictionaries in each outer loop. In summary, the SNCSR algorithm is superior to the NCSR algorithm in visual effects, objective evaluation indexes, and time computational complexity.
V. CONCLUSION
With aim to overcome the shortcomings of inability to preserve the edge structure information, high computational complexity and residual streak artifacts in the original NCSR model, in this paper, a modified model (SNCSR) is proposed for LDCT image denoising.
First, the given LDCT image is preprocessed by an improved total variation (ITV) method, in which the weighted coefficient of the regularization term is constructed depending on a clipped and normalized local activity. The preprocessed LDCT images by ITV can preserve edge structure information well while removing mottle noise and streak artifacts. Then, the image patches are extracted from the ITV processed image and divided into two categories, i.e., the smooth image patches and the structural image patches. The type of image patch is discriminated by the maximum eigenvalue of the gradient covariance matrix, based on the fact that the larger the maximum eigenvalue leads to the larger probability that the image patch is a structural patch.
Next, we learn one stationary smooth PCA sub-dictionary and K − 1 stationary structural PCA sub-dictionaries from the smooth image patches and the structure image patches respectively, and combine them into the combined stationary sub-dictionaries, denoted as K . Thus, the entire image can be sparsely represented by the stationary sub-dictionaries K . Finally, the RTV model is used as the postprocessing step of the SNCSR model to remove residual streak artifacts.
Compared with many state-of-the-art denoising algorithms (TV, RTV, FPMTV, K-SVD, BM3D, WNNM, NCSR), experimental results of the LDCT images confirm that the proposed SNCSR model is of good performance in mottle noise and streak artifacts reduction, and is also superior to the NCSR model in running time and edge structure information preservation. Moreover, the SNCSR model can be easily applied to almost all the existing CT systems, because it does not rely on projection data directly.
However, the running time of the proposed SNCSR model is still relatively long, so it is necessary to use parallel technology to shorten the running time. In addition, in the above discussion, we found that the optimal iterations varies for different LDCT images, so the robustness of the proposed SNCSR model needs to be improved in the future research topic. Finally, in future work, we hope to extend the SNCSR model to 3D instead of the slice-by-slice method and do research on the cone beam CT because of the availability of the projection data. 
