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a b s t r a c t
Given a valid inequality for the mixed integer infinite group relaxation, a composite lifting
approach that combines sequential lifting and the use of a fill-in function is proposed that
can be used to strengthen this inequality. Properties of this composite lifting such as bounds
on the solution of the lifting problem and some necessary conditions for the lifted inequal-
ity to be minimal for the mixed integer infinite group relaxation are presented. Finally,
this composite lifting approach is used to generate a strengthened version of the two-row
mixing inequality that provides a new class of extreme inequalities for the two-rowmixed
integer infinite group relaxation.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Given a valid inequality for the mixed integer infinite group relaxation, we consider how such an inequality can be
strengthened when it is not minimal. Given an initial inequality that is extreme when restricted to the continuous variables
(the continuous infinite group relaxation), two standard approaches are sequential lifting of the integer variables and the use
of a fill-in function. As the first is computationally expensive, and the second may not provide very strong inequalities, we
study a composite lifting/fill-in approach that may be computationally viable. Applied to the two-row mixing inequalities,
this composite approach provides a new class of extreme inequalities for the two-rowmixed integer infinite group problem.
We now introduce the problem and briefly describe related research.
Let Im be the group defined by the set {(u1, u2, . . . , um) ∈ Rm | 0 ≤ u1, u2, . . . , um < 1} and let the group operation be
defined as addition modulo 1 componentwise. We use the symbols+ and− to represent addition and subtraction in both
Im and Rm. We use the symbol 0¯ to represent the zero vector in Rm and Im. For any w ∈ Rm, we use the symbol P(w) to
denote the element u in Im where ui = wi(mod 1).
Given r ∈ Im, r 6= 0¯, U a subgroup of Im andW a subset ofRm, the infinite group relaxationMI(U,W , r) is the set of pairs
(x, y) that satisfy
1. x : U → Z+, y : W → R+, x and y have finite support,
2.
∑
u∈U ux(u)+ P(
∑
w∈W wy(w)) = r.
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Gomory and Johnson introduced the infinite group relaxation of mixed integer programs in the 1970’s [1–3]. A pair
of functions (φ, pi) are called a valid function for MI(U,W , r) if φ : U → R+, pi : W → R+ and all (x, y) belonging
to MI(U,W , r) satisfy the inequality
∑
u∈U φ(u)x(u) +
∑
w∈W pi(w)y(w) ≥ 1. A valid function (φ, pi) is said to be
minimal for MI(U,W , r) if there does not exist a valid function (φ∗, pi∗) for MI(U,W , r) different from (φ, pi) such that
φ∗(u) ≤ φ(u) ∀u ∈ U and pi∗(w) ≤ pi(w) ∀w ∈ W . A valid function (φ, pi) is extreme forMI(U,W , r) if there do not exist
valid functions (φ1, pi1) and (φ2, pi2) forMI(U,W , r) such that (φ1, pi1) 6= (φ2, pi2) and (φ, pi) = 12 (φ1, pi1)+ 12 (φ2, pi2).
Considerable research has gone into understanding minimal and extreme functions of the continuous infinite group
relaxation MI({0¯},Rm, r); see [4–7]. Given a minimal or extreme valid function pi : Rm → R+ for MI({0¯},Rm, r), [8–10]
consider the problem of obtaining a function φ : Im → R+ such that∑
u∈Im
φ(u)x(u)+
∑
w∈Rm
pi(w)y(w) ≥ 1 (1)
is minimal or extreme for MI(Im,Rm, r). A natural candidate for the construction of a function φ so that (φ, pi) is valid, is
the so-called trivial fill-in function [1,3,11,8]. However, the trivial fill-in function is not necessarily a minimal or extreme
function forMI(Im,Rm, r). This motivates us to consider the question of strengthening (1) when it is not minimal.
The approach pursued here for strengthening the functions is related to both the traditional sequential lifting approach
and the fill-in approach. In Section 2, we review these approaches. Then in Section 3, we introduce a composite lifting
approach that combines aspects of both the traditional sequential lifting and the fill-in approach. This composite approach
is related to an approach presented in [8]. The rest of the paper is devoted to studying the properties of this composite
approach and applying this approach to the two-rowmixing inequalities. In particular, in Section 4wepresent bounds on the
solution of the lifting problem and some necessary conditions for the resulting functions to be minimal. Finally in Section 5
we demonstrate that composite lifting can generate minimal functions by applying it to two-row mixing inequalities.
2. Basics of lifting
Given a valid function (φ, pi) forMI(Im,Rm, r), the goal is to generate a stronger valid function forMI(Im,Rm, r).
One approach is to fix the integer variables to zero and to consider the inequality∑
w∈Rm
pi(w)y(w) ≥ 1 (2)
forMI({0¯},Rm, r). We assume that pi is an extreme function forMI({0¯},Rm, r).
2.1. Sequential lifting
Here one sequentially lifts in the integer variables x(u) for all u ∈ Im into the inequality (2) to obtain ψ : Im → R+ such
that (ψ, pi) is an extreme function forMI(Im,Rm, r).
The lifting problem for the lifting of the first integer variable requires calculation of the smallest value ofψ(a) such that
the inequality
ψ(a)x(a)+
∑
w∈Rm
pi(w)y(w) ≥ 1
is valid for all feasible solutions to
ax(a)+ P
(∑
w∈Rm
wy(w)
)
= r
where y(w) ∈ R+ and y has finite support. Specifically the smallest value of ψ(a) is
ψ(a) := sup
n∈Z+,n≥1,y(w)∈R+
(
1
n
(
1−
∑
w∈B
pi(w)y(w)
)∣∣∣∣∣ P
(∑
w∈B
wy(w)
)
= r − na
)
. (3)
Observe that since x(a) is a general integer variable, the calculation of ψ(a) for a specific a involves solving a sequence
of mixed integer programs (one for each n) which can be computationally prohibitive.
2.2. Fill-in inequality
Here one starts with a valid inequality∑
u∈U
α(u)x(u)+
∑
w∈W
β(w)y(w) ≥ 1
forMI(U,W , r)where it is assumed that positive combinations of the columns inW span Rm.
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Now let φα,β : Im → R+ be the function such that φα,β(0¯) = 0 and
φα,β(v) = inf
{∑
u∈U
α(u)x(u)+
∑
w∈W
β(w)y(w) | (x, y) ∈ MI(U,W , v)
}
∀v ∈ Im \ {0¯}, (4)
and let piα,β : Rm → R+ be the function
piα,β(v) = inf
{∑
w∈W
β(w)y(w)
∣∣∣∣∣ ∑
w∈Rm
β(w)y(w) = v, y(w) ≥ 0, y has finite support
}
. (5)
It can be verified that
1. φα,β(u) ≤ α(u) ∀u ∈ U and piα,β(w) ≤ β(w) ∀w ∈ W .
2. (φα,β , piα,β) is a valid function forMI(Im,Rm, r).
3. (φα,β , piα,β) is subadditive, i.e.
φα,β(u1)+ φα,β(u2) ≥ φα,β(u1 + u2) ∀u1, u2 ∈ Im, (6)
φα,β(u)+ piα,β(w) ≥ φα,β(u1 + P(w)) ∀u ∈ Im,∀w ∈ Rm, (7)∑
w∈Q
piα,β(w)y(w) ≥ piα,β
(∑
w∈Q
wy(w)
)
, Q is a finite subset of Rm. (8)
4. limh↓0
φα,β (P(hw))
h = piα,β(w) ∀w ∈ Rm.
See [8] for a proof. We call the functions defined in (4) and (5) the fill-in functions. Essentially given a valid function
(α, β), the fill-in function is a subadditive valid function that dominates (α, β). However fill-in functions are not necessarily
minimal. If U = {0¯} and α(0¯) = 0, then the function φα,β is called the trivial fill-in function. Also note that if β : W → R+
is an extreme function forMI({0¯},W , r), then piα,β(w) = β(w) forw ∈ W .
3. Composite lifting: lifting one variable followed by fill-in
Suppose that (φ, pi) is a subadditive valid function forMI(Im,Rm, r) that is notminimal. The goal is to construct a function
ψ : Im → R+ such that (ψ, pi) is a valid function and ψ dominates φ.
Assume that we would like to improve the coefficient of the integer variable x(a) in the new function. One approach to
obtain a better coefficient for x(a) is to solve (3), and then sequentially lift in all other integer variables. However, there is
no guarantee that there exists a valid function (ψ, pi) such that ψ ≤ φ where ψ(a) is given by (3). Therefore we solve the
following modified lifting problem: What is the smallest value of γˆ such that the inequality
γˆ x(a)+
∑
u∈Im
φ(u)x(u)+
∑
w∈Rm
pi(w)y(w) ≥ 1
is valid for all feasible solutions to ax(a)+∑u∈Im ux(u)+ P(∑w∈Rm wy(w)) = r where x(u) ∈ Z+, y(w) ∈ R+, and x and y
have finite supports. The smallest value of γˆ denoted γ is obtained as
γ := sup
n∈Z+,n≥1

1−
(∑
u∈Im
φ(u)x(u)+ ∑
w∈Rm
pi(w)y(w)
)
n
∣∣∣∣∣∣∣∣
∑
u∈Im
ux(u)+ P
(∑
w∈Rm
wy(w)
)
= r − na
 . (9)
Since (φ, pi) is a subadditive valid function, we obtain
γ = sup
n∈Z+,n≥1
{
1− φ(r − na)
n
}
. (10)
Therefore, we obtain that the function (φ′, pi) is valid forMI(Im,Rm, r)where φ′ : Im → R+ is defined as
φ′(v) =
{
φ(v) if v 6= a
γ if v = a.
In the second step, instead of the classical sequential lifting of another variable, we construct a subadditive valid function
that dominates φ′ using (4). We call this function φa. Formally, for all v ∈ Im,
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φa(v) = inf
{∑
u∈U
φ′(u)x(u)+
∑
w∈W
pi(w)y(w) | (x, y) ∈ MI(U,W , v)
}
= inf
{ ∑
u∈Im\{a}
φ(u)x(u)+
∑
w∈Rm
pi(w)y(w)+ nγ s.t.
∑
u∈Im\{a}
ux(u)+ P
(∑
w∈Rm
wy(w)
)
+ na = v, x(u), n ∈ Z+, y(w) ≥ 0, x and y have finite supports
}
(11)
or equivalently
φa(v) = inf
n∈Z+
{φ(v − na)+ nγ }. (12)
Observe that φa ≤ φ and (φa, pi) is a valid subadditive function for MI(Im,Rm, r). We note here that this composite
approach is very closely related to the approach in [8].
When we compute γ using (10), we require the value of the function φ(r−na), which is equivalent to solving the mixed
integer program given by (4) for each positive integer n. On the other hand, the computation of φa(u) for u 6= a (in the
next section it will be shown that φa(a) = γ ) involves solving exactly one mixed integer program given by (11). Thus the
computation of φa provides a computationally cheaper method of constructing a valid function than sequentially lifting in
each variable.
4. Properties of composite lifting
In this section, we study two properties of the composite lifting procedure.
1. How difficult is the computation of γ (see (10) for the definition of γ )? In Section 4.1, we present an upper bound on the
positive integer n that solves the lifting problem (10).
As described earlier, when we are lifting general integer variables, the MIP in (10) has to be evaluated for each n ∈ Z+,
n ≥ 1. To the best of our knowledge there are no general methods to derive an upper bound on the number of values of n
that need to tested for the evaluation of γ . Therefore, it is interesting that such an upper bound can be derived in this case
(see Corollary 5). Moreover, this upper bound is crucial for deriving the function φa (see Proposition 20) in Section 5 for
strengthening two-rowmixing inequalities. An earlier approach that did not use Corollary 5 (not presented in the paper)
involved verifying the validity of the strengthened mixing function φa by verifying that the function is subadditive. This
involved verification of approximately 350 different cases and the resulting proof was extremely tedious.
2. What choice of a leads to a ‘‘strong’’ function? In Section 4.2, we present some necessary conditions on the choice of a so
that (φa, pi) is a minimal valid function forMI(Im,Rm, r).
By empirically experimenting with different values of a, we observed that the function φa is often not minimal. The nec-
essary conditions presented in Theorem 8 validate this empirical observation. The choice of a in Section 5 that yields
an extreme function for the two-row infinite group relaxation, is guided both by such empirical experiments and the
necessary conditions for the choice of a presented in Theorem 8.
An alternative interpretation of this question is the following:When sequentially lifting integer variables, the lifting func-
tion changes with each iteration. However after lifting sufficient number of variables, it is often observed that the lifting
function does not change subsequently. Therefore one interpretation of Theorem 8 is to present necessary conditions for
selecting one variable to lift, so that the lifting function does not update in any subsequent lifting.
Finally we note that the use of Theorem 8 is not restricted only to the case of mixing inequalities. A large class of
extreme functions for MI({0¯},R2, r) (corresponding to the so-called Type 3 lattice-free triangles) do not yield min-
imal functions for MI(I2,R2, r) when only trivial lifting in applied (see [8]). While many papers (see for example
[8–10]) have analyzed properties of the trivial fill-in procedure, no paper has apparently considered the question of what
approach to pursue if trivial fill-in approach fails to generate minimal inequalities for the mixed integer infinite group
relaxation. In such cases, a reasonable way to obtain minimal inequalities is to apply the composite lifting approach.
Theorem 8 then guides the choice of a so as to obtain minimal functions.
4.1. Bounds for general lifting
Wemake the assumption that φ(u) ≤ 1 ∀u ∈ Im. This is not a reasonable assumption as the following result can be easily
verified.
Proposition 1. If (φ, pi) is a subadditive valid function for MI(Im,Rm, r), then (φˆ, pi) is a subadditive valid function for
MI(Im,Rm, r), where φˆ(u) = min{φ(u), 1} ∀u ∈ Im.
With this assumption we obtain the following result.
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Proposition 2.
γ = 1− φ(r − n˜a)
n˜
for some n˜ ∈ Z+, n˜ ≥ 1.
Proof. Since φ(u) ≤ 1 ∀u ∈ Im, we obtain that 1− φ(r − na) ≥ 0 ∀n ∈ Z+. Now observe that if γ = 0, then 1−φ(r−a)1 = 0.
On the other hand if γ > 0, then there exists N such that 1−φ(r−na)n < γ ∀n ≥ N . 
From the definition (12) of φa it is clear that φa(a) ≤ γ where γ is obtained using (10). The next proposition shows that
φa(a) = γ .
Proposition 3. φa(a) = γ .
Proof. If γ = 0, then the proof is complete, since by the validity of φa, φa(a) ≥ 0.
Now let γ > 0. Since φ(u) ≥ 0 ∀u ∈ Im, we obtain that nγ +φ(a− na) > γ for n > 1. Therefore φa(a) = min{φ(a), γ }.
To complete the proof we need to show that φ(a) ≥ γ . Now observe that by Proposition 2, there exists n˜ such that
γ = 1−φ(r−n˜a)n˜ . By validity of φ, we obtain n˜φ(a)+ φ(r − n˜a) ≥ 1 or equivalently φ(a) ≥ 1−φ(r−n˜a)n˜ = γ . 
Let S(φ, a) = {p ∈ Z+ \ {0} | pφa(a)+ φ(r − pa) = 1} be the set of positive integers that solve the lifting problem (10).
This set is well defined and non-empty due to Propositions 2 and 3.
Proposition 4. If p ∈ S(φ, a), then
1. φa(ta)+ φa(r − ta) = 1 ∀1 ≤ t ≤ p, t ∈ Z,
2. φa(ta) = tφa(a) ∀1 ≤ t ≤ p, t ∈ Z.
Proof. For 1 ≤ t ≤ p, t ∈ Z observe that
φa(ta)+ φa(r − ta) = φa(ta)+ inf
n∈Z+
{nφa(a)+ φ(r − ta− na)}
≤ tφa(a)+ inf
n∈Z+
{nφa(a)+ φ(r − ta− na)} (13)
= inf
n∈Z+
{(n+ t)φa(a)+ φ(r − (t + n)a)}
≤ pφa(a)+ φ(r − pa)
= 1 (14)
≤ φa(ta)+ φa(r − ta).
The first equality follows from the definition of φa. The first inequality is due to the subadditivity of the function φa. The
second inequality is obtained by setting n = p−t . The last equality follows from the definition ofφa(a) and the last inequality
follows from the subadditivity of the function φa.
The result follows from the fact that (14) and (13) must be satisfied at equality. 
The result of Proposition 4 can be used to obtain an upper bound on the lifting coefficient as follows: Suppose that
φa(a) = 1p (1−φ(r−pa)). For any n ≤ p, we know that nφa(a) = φa(na) ≤ φ(na) or equivalently φa(a) ≤ φ(na)n . This upper
bound can be used to improve on the naïve algorithm to determine φa(a)which consists of only enumerating 1−φ(r−na)n for
all n. For each n, we evaluate the upper bound given by φ(na)n along with the lower bound
1−φ(r−na)
n . Let Ln is the best lower
bound obtained until iteration n. Since d 1Ln e gives an upper bound on values of n that need to be evaluated, if Ln > 0 for any
n, then the algorithm is guaranteed to stop in finite time. Also observe that as n tends to+∞, the upper bound tends to 0.
Thus if we want to evaluate φa(a) within an error of  > 0, then an algorithm that tracks upper bounds is guaranteed to
stop in finite time (even if Ln = 0 for all n).
The next corollary is useful to obtain a bound on the integers in S(φ, a).
Corollary 5 (Bounds on Lifting). If φ(qa)+ φ(r − qa) = 1 for some positive integer q, then ∃p ∈ S(φ, a) such that p ≤ q.
Proof. Sinceφa(u) ≤ φ(u) ∀u ∈ Im, we obtain thatφa(qa) ≤ φ(qa) andφa(r−qa) ≤ φ(r−qa). Sinceφa(qa)+φa(r−qa) ≥
1, we obtain
φa(qa) = φ(qa). (15)
Now suppose that ∃p′ ∈ S(φ, a) such that p′ > q. From Proposition 4, we obtain φa(qa) = qφa(a). Together with (15), this
implies that
φ(qa) = qφa(a). (16)
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Since φ(qa) = 1 − φ(r − qa), we obtain that φa(a) = 1q (1 − φ(r − qa)) or equivalently q ∈ S(φ, a). This completes the
proof. 
Similar to Corollary 5, the next result shows that computing the function φa(u) for u 6= a requires an examination of a
limited number of integers.
Corollary 6 (Bounds on Fill-in). Let q be the smallest positive integer such that qφa(a) ≥ φ(qa). For any u ∈ Im, ∃l ∈ Z+ such
that l < q and φa(u) = lφa(a)+ φ(u− la).
Proof. It is sufficient to show that if l ≥ q, then lφa(a)+φ(u− la) ≥ (l−q)φa(a)+φ(u− (l−q)a). Assume by contradiction
that lφa(a)+ φ(u− la) < (l− q)φa(a)+ φ(u− (l− q)a). This implies that qφa(a) < φ(u− (l− q)a)− φ(u− la) ≤ φ(qa)
where the last inequality follows from the subadditivity of φ. Now observe that qφa(a) < φ(qa) is a contradiction to the
definition of q. 
As pointed out by a referee, the integer q = d 1
φa(a)e always satisfies the condition of Corollary 6. Also note that if
φ(qa)+φ(r−qa) = 1 for some positive integer q, then by (16)we obtain qφa(a) = φ(qa). Therefore ifφ(qa)+φ(r−qa) = 1
for some q, then the result of Corollary 6 holds using such an integer q.
4.2. Some necessary conditions for composite lifting to produce minimal inequalities
In this section,we focus on the valid functions forMI(I2,R2, r). However,most of the results generalize to groupproblems
withmore rows.We assume that the functionφ is piecewise linear, continuous, andφ(u) = 0, u ∈ I2 if and only if u = 0¯. The
notion of continuity of φ (whose domain is I2) is based on the metric topology endowed on I2 as discussed in Dey et al. [12].
Note that in general, when U andW are finite sets the class of functions generated using (4) are piecewise linear and lower
semi-continuous as they are value functions of MIPs.
Definition 7 (Edges of φ [13]). Let φ be a continuous function and let φ be piecewise linear, i.e. I2 can be decomposed into
finitely many polytopes with non-empty interiors P1, . . ., Pk, such that φ is linear over polytopes P1, . . . , Pk. Define an edge
Q of φ to be the one-dimensional intersection of two polytopes such that φ has different gradients in these two polytopes.
A point u ∈ I2 is called strict local maximum (resp. minimum) point of φ if ∃0 > 0 such that φ(u + d) < φ(u) (resp.
φ(u+ d) > φ(u)) for all directions d ∈ R2 where ‖d‖ = 1 and for all 0 <  < 0.
We prove the following result in this section.
Theorem 8. Let (φ, pi) be a subadditive valid function for MI(I2,R2, r) that is not minimal for MI(I2,R2, r). Let φ be piecewise
linear, continuous on I2 and φ(u) = 0 for u ∈ I2 if and only if u = 0¯. If φa(a) > 0 and (φa, pi) is a minimal valid function for
MI(I2,R2, r), then one of the following must hold:
1. |S(φ, a)| ≥ 3.
2. S(φ, a) = {p1, p2} and either r − p1a or r − p2a belongs to an edge of φ.
3. S(φ, a) = {p1} and r − p1a is a point of local maximum for φ.
We briefly discuss implications of Theorem 8. The first condition requires that the choice of a should be such that the
lifting problem (10) has at least three distinct integer solutions. This condition is typically difficult to meet. For example, a
minimum requirement to satisfy this condition is that φa(a) ≤ 13 . If we assume that the first conditions is not met, then
observe that the second and third conditions of Theorem 8 restrict the choice of a significantly. Thus together the three
conditions significantly narrow down the search for potential candidates of a that yield minimal functions.
4.2.1. Proof of Theorem 8
Note that if φ(a)+ φ(r − a) = 1, then φa(a) = φ(a) (this is implied by Corollary 5). The next proposition shows that if
φ(a)+ φ(r − a) > 1, then φa(a) < φ(a).
Proposition 9. If φ(a)+ φ(r − a) > 1, then φa(a) < φ(a).
Proof. Assume by contradiction that φ(a) = φa(a). Then using Corollary 6, φa(u) = φ(u) ∀u ∈ I2. Therefore φa(a)+φa(r−
a) = φ(a)+ φ(r − a) > 1, contradicting the result of Proposition 4. 
Next we present a lemma that is used repeatedly in this section.
Lemma 10. Let u ∈ I2 and K = {k ∈ Z+ | φa(u) < kφa(a) + φ(u − ka)}. There exists 0 > 0 such that φa(u + d) <
kφa(a)+ φ(u+ d− ka) ∀0 ≤  < 0, ∀k ∈ K and for all directions d ∈ R2 with ‖d‖ = 1.
Proof. Let σ > 0 be the largest directional derivative of φ. By subadditivity of φa,
φa(u+ d) ≤ φa(u)+ φa(d) ≤ φa(u)+ σ . (17)
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Since φa(a) > 0, ∃n ∈ Z+ such that nφa(a) > 3. Since −1 ≤ φ(u − ka) − φa(u) ≤ 1 for any k, we obtain that
δ := inf{kφa(a) + φ(u − ka) − φa(u) | k ∈ K} = inf{kφa(a) + φ(u − ka) − φa(u) | k ∈ K ∩ {1, . . . , n − 1}} =
min{kφa(a) + φ(u − ka) − φa(u) | k ∈ K ∩ {1, . . . , n − 1}}. Therefore δ is the minimum of a finite number of positive
values and δ > 0.
Now for any k ∈ K ,
kφa(a)+ φ(u+ d− ka) ≥ kφa(a)+ φ(u− ka)− φ(−d)
≥ φa(u)+ δ − σ
≥ φa(u+ d)+ δ − 2σ ,
where the first inequality follows from the subadditivity of φ, the second inequality follows from the definition ofK , and
the last inequality follows from (17). Now choosing 0 ≤  < δ4σ , we obtain that φa(u+d) < kφa(a)+φ(u+d−ka) ∀0 ≤
 < δ4σ , ∀k ∈ K and ∀d ∈ R2, ‖d‖ = 1. 
Proposition 11. Let φa(a) > 0. If φa(ta) < φ(ta) ∀t ∈ Z+ for 1 ≤ t ≤ l, then ta is a strict local minimum point for the
function φa for 1 ≤ t ≤ l.
Proof. The proof for any l involves three cases:
1. Let k ∈ Z and k > l. Then by subadditivity of φa and the fact that φa(a) > 0 we obtain φa(la) ≤ lφa(a) <
kφa(a)+ φ((l− k)a). Therefore by Lemma 10, we have that for all k > l there exists 0 > 0 such that
φa(la+ d) < kφa(a)+ φ((l− k)a+ d) ∀0 ≤  < 0, ∀d ∈ R2, ‖d‖ = 1. (18)
2. Let k = 0. By assumption φa(la) < φ(la) or φa(la) < 0.φa(a) + φ(la − 0.a). Again by Lemma 10, we have that there
exists 0 > 0 such that
φa(la+ d) < φ(la+ d) ∀0 ≤  < 0, ∀d ∈ R2, ‖d‖ = 1. (19)
3. Let k ∈ {1, . . . , l− 1}. Therefore ∀0 ≤  < 0, ∀d ∈ R2, ‖d‖ = 1, we have
φa(la+ d) ≤ kφa(a)+ φa((l− k)a+ d) < kφa(a)+ φ((l− k)a+ d), (20)
where the first inequality is due to subadditivity of φa and the second inequality follows from (19) for l := l− k.
By (18), (19), (20), and the definition of φa, we have that ∃0 > 0 such that
φa(la+ d) = lφa(a)+ φ(d) ∀0 ≤  < 0, ∀d ∈ R2, ‖d‖ = 1. (21)
Since φ(d) > 0 ∀ > 0, the result is proven. 
Next in Proposition 13 we consider the case where S(φ, a) is a singleton. First we need the following result.
Theorem 12 ([3]). Let φ : I2 → R+ and let pi : R2 → R+ such that (φ, pi) is a valid function for MI(I2,R2, r) where
r ∈ I2 \ {0¯}. Then (φ, pi) is a minimal valid function for MI(I2,R2, r) if and only if
φ(u)+ φ(v) ≥ φ(u+ v) ∀u, v ∈ I2
pi(w) = lim
h↓0
φ(P(hw))
h
∀w ∈ R2
φ(u)+ φ(r − u) = 1 ∀u ∈ I2.
(22)
Proposition 13. Let φa(a) > 0 and let S(φ, a) = {p}. If r − pa is not a strict local maximum point for the function φ, then φa
is not minimal.
Proof. Claim 1: φa(r − a) = (p − 1)φa(a) + φ(r − pa) and φa(r − a) < kφa(a) + φ(r − (k + 1)a) for all k 6= p − 1. By
Proposition 4, φa(r − a) + φa(a) = 1. Therefore φa(r − a) = 1 − φa(a) = (p − 1)φa(a) + φ(r − pa), where the second
equality follows from the definition of S(φ, a). Assume by contradiction that φa(r−a) = kφa(a)+φ(r− (k+1)a) for some
k 6= p− 1. Then,
1 = φa(a)+ φa(r − a) = (k+ 1)φa(a)+ φ(r − (k+ 1)a), or φa(a) = 1
k+ 1 (1− φ(r − (k+ 1)a)). (23)
So k+ 1 ∈ S(φ, a)with k+ 1 6= p, a contradiction.
Claim 2: ∃0 > 0 such that φa(r − a+ d) = (p− 1)φa(a)+ φ(r − pa+ d) ∀0 ≤  < 0 and for all unit directions d. By
Claim 1 and Lemma 10 if k 6= p − 1, then φa(r − a + d) < kφa(a) + φ(r − (k + 1)a + d) ∀0 ≤  < 0 and for all unit
directions d. Now the claim follows from the definition of φa.
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By Proposition 9, φa(a) < φ(a). Therefore by Proposition 11 (see (21)), φa(a+ d) = φa(a)+ φ(d) ∀0 ≤  < 0. Also
from Claim 2, φa(r − a+ d) = (p− 1)φa(a)+ φ(r − pa+ d) ∀0 ≤  < 0. Therefore if φ(r − pa+ d) ≥ φ(r − pa) for
some directions d′ and 0 <  < 0, then φa(a + (−d′)) + φa(r − a + d′) = pφa(a) + φ(r − pa + d′) + φ((−d′)) ≥
pφa(a)+ φ(r − pa)+ φ((−d′)) = 1+ φ((−d′)) > 1. Now the result follows from Theorem 12. 
We next analyze the case in which the lifting problem solves at exactly two integers.
Proposition 14. Let φa(a) > 0 and let S(φ, a) = {p1, p2}. A necessary condition for φa to be minimal is that at least one of
r − p1a or r − p2a belongs to an edge of φ.
Proof. Similar to the proof of Proposition 13, it can be verified that φa(r − a) < kφa(a) + φ(r − (k + 1)a) ∀k 6= p1, p2.
Therefore by Lemma 10 we obtain that ∃0 > 0 such that ∀0 ≤  < 0 and ∀d ∈ R2 ‖d‖ = 1,
φa(r − a+ d) = min
{
(p1 − 1)φa + φ(r − p1a+ d)
(p2 − 1)φa + φ(r − p2a+ d). (24)
By Proposition 9, φa(a) < φ(a). Therefore by Proposition 11, a is a point of strict local minimum for φa. Hence using
Theorem 12 a necessary condition for φa to be minimal is that (r − a) is a strict local maximum for the function φa. If both
r − p1a and r − p2a do not belong to edges, there must exist a direction d˜ such that φ(r − p1a + d˜) ≤ φ(r − p1a) and
φ(r − p2a+ d˜) ≤ φ(r − p2a) for all sufficiently small positive , leading to (r − a) not being a strict local maximum of the
function φa. 
Propositions 13 and 14 prove Theorem 8.
5. Strengthening two-rowmixing inequalities by composite lifting
The mixing set, introduced in [14], is a relaxation of several sets arising in classical fixed charge network flow problems
such as the constant capacity single item lot sizing problem, the capacitated facility location problem, and the capacitated
network design problem.
Definition 15 (Mixing Set [14]). {(y0, z) ∈ R+ × Zn | y0 + zi ≥ ri,∀i ∈ {1, . . . , n}}. We assume that 0 ≤ r1 < r2 < r3 <
· · · < rn < 1.
The convex hull of the feasible points of the mixing set is given by the mixing inequalities.
Definition 16 (Mixing Inequalities [14]). The mixing inequality type 1 with p terms is
y0 ≥
p∑
k=1
(rik − rik−1)(1− zik), (25)
and the mixing inequality type 2 with p terms is
y0 ≥
p∑
k=1
(rik − rik−1)(1− zik)− (1− rip)zi1 , (26)
where ri0 = 0 and ik > ik−1 ∀k.
Let r1, r2 ∈ Q+ and 0 < r1 < r2 < 1. Introducing slack variables y1 and y2, the two-row mixing set can be rewritten as,
z1 + y0 − y1 = r1
z2 + y0 − y2 = r2
y0, y1, y2 ∈ R+, z1, z2 ∈ Z.
(27)
Let w1 = (1, 1), w2 = (−1, 0), and w3 = (0,−1). Then the mixing set in (27) is equivalent to the set
MI({0¯}, {w1, w2, w3}, r), and the mixing inequality (25) can be rewritten as
1− r2
D
y0 + r1D y1 +
r2 − r1
D
y2 ≥ 1 (28)
where D = (r2− r1)(1− r2)+ r1(1− r1). The mixing inequality (26) for the two-rowmixing set is a mixed integer rounding
inequality. Henceforth we use the notation φMIX and piMIX to denote the functions obtained using (4) and (5) respectively
where α(0¯) = 0 and β is given by (28), i.e
φMIX(u1, u2) = min β0y0 + β1y1 + β2y2
s.t. z1 + y0 − y1 = u1
z2 + y0 − y2 = u2
z1, z2 ∈ Z, y0, y1, y2 ∈ R+,
(29)
where β0 = (1−r2)D , β1 = r1D , β2 = r2−r1D , and D = (r2 − r1)(1− r2)+ r1(1− r1).
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5.1. Strength of piMIX
We show that piMIX is an extreme inequality for MI(∅,R2, r). Note that proving this is tantamount to showing that if
(φMIX, piMIX) = 12 (φ1, pi1)+ 12 (φ2, pi2)where (φj, pi j) are valid functions forMI(I2,R2, r), then pi1 = pi2 = piMIX.
The following result is modified from [6].
Theorem 17 ([6]). Let pi : R2 → R+ be a valid function for MI(∅,R2, r). If the set P(pi) := {µ ∈ R2 | pi(r − µ) ≤ 1} is a
triangle such that each side of P(pi) contains at least one integer point in its relative interior, then pi : R2 → R+ is an extreme
function for MI(∅,R2, r).
The following result can be easily verified; see for example [8] or [15].
Proposition 18 ([8]). P(piMIX) is the triangle whose vertices are: V 0 := (r1 − D1−r2 , r2 − D1−r2 ), V 1 := (r1 + Dr1 , r2), and
V 2 := (r1, r2 + Dr2−r1 ). There is exactly one integer point in the relative interior of each side of the triangle. These integer points
are (1, 0), (0, 1), (1, 1).
Therefore by Theorem 17 and Proposition 18, we obtain that piMIX is extreme forMI(∅,R2, r).
5.2. Strength of φMIX
Nowwe consider the strength of the functionφMIX. The following result from [16] indicates that the functionφMIX : I2 →
R+ can be strengthened.
Theorem 19 ([16]). Let pi : R2 → R+ be a valid function for MI(∅,R2, r). If the set P(pi) := {µ ∈ R2 | pi(r − µ) ≤ 1} is
a triangle such that each side of P(pi) contains exactly one integer point on each side, then (φ, pi) is not a minimal function for
MI(I2,R2, r), where φ is defined as φ(u) = infz∈Z{pi(u+ z)}.
By (4) and (5), we obtain that φMIX(u) = infz∈Z2 piMIX(u + z). Hence Theorem 19 and Proposition 18 imply that
(φMIX, piMIX) is not minimal forMI(I2,R2, r).
5.3. Strengthening φMIX
Throughout this section we assume that r1 + r2 ≤ 1. This is not a serious drawback. Given any two rows of a simplex
tableau with right-hand-sides b1 and b2, let rj := P(bj). If r1 + r2 > 1, then multiplying the two rows with −1 and setting
rj := P(bj) (where bj is the new right-hand side in the simplex tableau) we obtain r1 + r2 ≤ 1.
Proposition 20. Let r1 + r2 ≤ 1 and let a := (1+ r12 − r22 , r1+r22 ). Then φa(a) =
−r1+r2+r1r2−r22
2D .
Proof. Claim 1: There exists an optimal solution (z∗1 , z
∗
2 , y
∗
0, y
∗
1, y
∗
2) of (29), such that−1 < u1− z∗1 < 1,−1 < u2− z∗2 < 1.
If u1 − z∗1 ≥ 1, then observe that y∗0 ≥ 1. Then setting z∗1 = z∗1 + 1, z∗2 = z∗2 + 1 and y∗0 − 1 yields a better solution. If
u1− z∗1 ≤ −1, then y∗1 ≥ 1. Then setting z∗1 = z∗1 − 1 and y∗1 − 1 yields a better solution. The rest of the claim can be proven
similarly.
Claim 2:
φMIX(r − a) = φMIX
(
r1 + r2
2
,
−r1 + r2
2
)
= (1− r2)(r1 + r2)+ 2(r2 − r1)r1
2D
.
Let (z ′1, z
′
2, y
′
0, y
′
1, y
′
2) be an optimal solution of (29) when u = r − a. Since 0 < r1+r22 ≤ 1 and 0 < −r1+r22 < 1 by the use of
Claim 1, there are four cases:
1. z ′1 = 0, z ′2 = 0: In this case y′0 = r1+r22 , y′1 = 0, and y′2 = r1. Then
∑2
i=0 βiy
′
i = (1−r2)(r1+r2)+2(r2−r1)r12D .
2. z ′1 = 1, z ′2 = 0: In this case y′0 = −r1+r22 , y′1 = 1 − r1, and y′2 = 0. Then
∑2
i=0 βiy
′
i = (1−r2)(−r1+r2)+2(1−r1)r12D =
(1−r2)(r1+r2)+2(r2−r1)r1
2D .
3. z ′1 = 0, z ′2 = 1: In this case y′0 = r1+r22 , y′1 = 0, and y′2 = 1+ r1. Then
∑2
i=0 βiy
′
i >
(1−r2)(r1+r2)+2(r2−r1)r1
2D .
4. z ′1 = 1, z ′2 = 1: In this case y′0 = 0, y′1 = 1 − r1+r22 , and y′2 = 1 − −r1+r22 . Then
∑2
i=0 βiy
′
i = 2r2+r1r2−2r
2
1−r22
2D >
(1−r2)(r1+r2)+2(r2−r1)r1
2D .
Claim 3:
φMIX(r − 2a) = φMIX(r2, 1− r1) = r1(1− r2)+ (r2 − r1)r1D .
φMIX(2a) = φMIX(1+ r1 − r2, r1 + r2) = r1(r2 − r1)+ (r2 − r1)(1− r1 − r2)D .
S.S. Dey, L.A. Wolsey / Discrete Optimization 7 (2010) 256–268 265
It is possible to verify that φMIX(r − 2a) = φMIX(r2, 1 − r1) ≤ r1(1−r2)+(r2−r1)r1D and φMIX(r − 2a) = φMIX(r2, 1 − r1) ≤
r1(1−r2)+(r2−r1)r1
D . This can be done by fixing z1 = z2 = 1 in (29) and computing the optimal objective function value of the
resultant linear program. Finally, observe that φMIX(r − 2a) + φMIX(2a) ≤ r1(1−r2)+(r2−r1)r1D + r1(r2−r1)+(r2−r1)(1−r1−r2)D =
1 ≤ φMIX(r − 2a)+ φMIX(2a)where the second inequality follows from the subadditivity of φa. This completes the proof of
Claim 3.
We are now ready to prove the Proposition. Observe first that since φMIX(r − 2a) + φMIX(2a) = 1, by Corollary 5 there
exists an integer p ≤ 2 such that φa = 1p (1− φMIX(r − pa)), i.e.
φa(a) = max
n∈{1,2}
1
n
(1− φMIX(r − na)).
Now by making the necessary computations using Claim 2 and Claim 3, we obtain that
1− φMIX(r − a) = 1
2
(1− φMIX(r − 2a)) = −r1 + r2 + r1r2 − r
2
2
2D
. 
While we have not used Theorem 8 explicitly, as mentioned earlier the use of a = (1+ r12 − r22 , r1+r22 )was guided by it.
In particular, note that the proof of Proposition 20 shows that |S(φMIX, a)| ≥ 2 for the point a = (1+ r12 − r22 , r1+r22 ). It can
be verified that r − a lies on an edge of φMIX.
Next in Proposition 22 we verify that φa indeed yields a minimal function. In order to prove this we use the following
result.
Theorem 21 ([1]). If φ : I2 → R+ is a valid function for MI(I2,∅, r) and if φ(u)+φ(r−u) ≤ 1 ∀u ∈ I2, then φ is subadditive.
Proposition 22. Let r1 + r2 ≤ 1 and let a := (1+ r12 − r22 , r1+r22 ). Then (φa, piMIX) is a minimal function for MI(I2,R2, r).
Proof. Consider the function φ¯ : I2 → R+ defined as:
φ¯(u1, u2) =

β0u1 + β2(u1 − u2) (u1, u2) ∈ R1
β0u2 + β1(u2 − u1) (u1, u2) ∈ R2
β0u1 + β2(u1 − u2 + 1) (u1, u2) ∈ R3
β1(1− u1)+ β2(1− u2) (u1, u2) ∈ R4
β0u2 + β1(u2 − u1 + 1) (u1, u2) ∈ R5
−r1 + r2 + r1r2 − r22
2D
+ β1
(
1+ r1
2
− r2
2
− u1
)
+ β2
(
r1 + r2
2
− u2
)
(u1, u2) ∈ R6
−r1 + r2 + r1r2 − r22
2D
+ β0
(
u2 − r1 + r22
)
+ β1(1− r2 − u1 + u2) (u1, u2) ∈ R7
−r1 + r2 + r1r2 − r22
2D
+ β0
(
u1 − 1− r12 +
r2
2
)
+ β2(r2 − 1+ u1 − u2) (u1, u2) ∈ R8,
(30)
where
1. R1 is the region defined by the line segments (0, 0)− (r1, 0)− ( r1+r22 , −r1+r22 )− ( r1+r22 , r1+r22 )− (0, 0),
2. R2 is the region defined by the line segments (0, 0)− (r2, r2)− (r1, r2)− (0, r2 − r1)− (0, 0),
3. R3 is the region defined by the line segments (0, r2 − r1)− (r1, r2)− (r1, 1)− (0, 1)− (0, r2 − r1),
4. R4 is the region defined by the line segments (r1, r2)− (1, r2)− (1, 1)− (r1, 1)− (r1, r2),
5. R5 is the region defined by the line segments (r1, 0)− (1, 0)− (1, r2− r1)− (1+ r1−r22 , −r1+r22 )− ( r1+r22 , −r1+r22 )− (r1, 0),
6. R6 is the region defined by the line segments ( r1+r22 ,
−r1+r2
2 )− (1+ r1−r22 , −r1+r22 )− (1+ r1−r22 , r1+r22 )− ( r1+r22 , r1+r22 )−
(
r1+r2
2 ,
−r1+r2
2 ),
7. R7 is the region defined by the line segments ( r1+r22 ,
r1+r2
2 )− (1+ r1−r22 , r1+r22 )− (1, r2)− (r2, r2)− ( r1+r22 , r1+r22 ),
8. R8 is the region defined by the line segments (1 + r1−r22 , −r1+r22 ) − (1,−r1 + r2) − (1, r2) − (1 + r1−r22 , r1+r22 ) − (1 +
r1−r2
2 ,
−r1+r2
2 ).
(See Fig. 1.)
Claim 1: φ¯(u) ≥ φa(u) ∀u ∈ I2. Consider the case of R1. Since u1 ≥ u2 for u ∈ R1, setting z1 = z2 = 0, y0 = u1, y1 = 0,
and y2 = u1 − u2 yields a feasible solution to (29). Thus φa(u) ≤ φMIX(u) ≤ β0u1 + β2(u1 − u2) = φ¯(u). Similar proofs can
be presented for the cases R2, R3, R4, and R5.
For the case of R6, observe that using Proposition 20 we obtain φa(a) = −r1+r2+r1r2−r222D . Also φMIX(1 + u − a) ≤
β1(1 + r12 − r22 − u1) + β2( r1+r22 − u2) as seen by setting z1 = z2 = 1, y1 = 1 + r12 − r22 , y2 = r1+r22 − u2 in (29). Thus
φ¯(u) = −r1+r2+r1r2−r222D +β1(1+ r12 − r22 −u1)+β2( r1+r22 −u2) ≥ φa(a)+φMIX(1+u−a) ≥ φa(a)+φa(1+u−a) ≥ φa(u).
Similar proofs can be presented for R7 and R8.
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Fig. 1. Edges of φa and φ¯.
Claim 2: φ¯(u)+ φ¯(r − u) = 1 ∀u ∈ I2. There are four cases.
1. 0 ≤ u1 ≤ r1 and 0 ≤ u2 ≤ r2. There are two subcases.
(a) u ∈ R1. Then r − u ∈ R3. Thus φ¯(u)+ φ¯(r − u) = β0(u1)+ β2(u1− u2)+ β0(r1− u1)+ β2(r1− u1− r2+ u2+ 1) =
β0(r1)+ β2(r1 − r2 + 1) = 1.
(b) u ∈ R2. Then r − u ∈ R2. Thus φ¯(u)+ φ¯(r − u) = β0(u2)+ β1(u2 − u1)+ β0(r2 − u2)+ β1(r2 − u2 − r1 + u1) =
β0r2 + β1(r2 − r1) = 1.
2. 0 ≤ u1 ≤ r1 and r2 ≤ u2 ≤ 1. Then u ∈ R3. Thus φ¯(u)+ φ¯(r − u) = β0(u1)+ β2(u1 − u2 + 1)+ β0(r1 − u1)+ β2(r1 −
u1 − r2 + u2 − 1+ 1) = β0r1 + β2(r1 − r2 + 1) = 1.
3. r1 ≤ u1 ≤ 1 and r2 ≤ u2 ≤ 1. Then u ∈ R4. Thus φ¯(u)+ φ¯(r−u) = β1(1−u1)+β2(1−u2)+β1(u1−r1)+β2(u2−r2) =
β1(1− r1)+ β2(1− r2) = 1.
4. r1 ≤ u1 ≤ 1 and 0 ≤ u2 ≤ r2. There are four sub cases.
(a) If u ∈ R1, then r−u ∈ R8. Thus φ¯(u)+φ¯(r−u) = β0(u1)+β2(u1−u2)+φa(a)+β0( r12 + r22 −u1)+β2(r1−u1+u2) =
φa(a)+ β0( r1+r22 )+ β2(r1) = 1.
(b) If u ∈ R6, then r − u ∈ R6. Thus φ¯(u)+ φ¯(r − u) = 2φa(a)+ β1(1+ r1−r22 − u1)+ β2( r12 + r22 − u2)+ β1(−r1−r22 +
u1)+ β2( r12 − r22 + u2) = 2φa(a)+ β1(1− r2)+ β2(r1) = 1.
(c) If u ∈ R7, then r − u ∈ R5. Thus φ¯(u)+ φ¯(r − u) = φa(a)+β0(u2− r12 − r22 )+β1(1− r2− u1+ u2)+β0(r2− u2)+
β1(r2 − u2 − r1 + u1) = φa(a)+ β0(− r12 + r22 )+ β1(1− r1) = 1.
(d) If u ∈ R2, then r − u ∈ R5. Then φ¯(u)+ φ¯(r − u) = β0u2 + β1(u2 − u1)+ β0(r2 − u2)+ β1(r2 − u2 − r1 + u1) = 1.
From Claim 1 we have that (φ¯, piMIX) is a valid function for MI(I2,R2, r). Then using Claim 2 and Theorem 21 we obtain
φ¯(u) + φ¯(v) ≥ φ¯(u + v) ∀u, v ∈ I2. By computing the value of the function piMIX explicitly, it can be verified that
piMIX(w) = limh↓0 φ¯(P(hw))h ∀w ∈ R2.
Hence by the use of Theorem 12, (φ¯, piMIX) is a minimal function forMI(I2,R2, r). However, since φ¯ ≥ φa and (φa, pi) is
a valid function, we obtain that φa = φ¯ and (φa, piMIX) is a minimal function forMI(I2,R2, r). 
We note here that it can be verified that φMIX(u) = φa(u) = φ¯(u) for u ∈ R1, R2, R3, R4, R5. Hence lifting x(a) followed
by the construction of the fill-in function φa improves the coefficients of φMIX in the regions R6, R7, R8 and yields a minimal
function. This is illustrated in Figs. 2 and 3. The Regions marked R1′, R4′ and R5′ are supersets of R1, R4, and R5 respectively
such that R1∪R4∪R5∪R6∪R7∪R8 = R1′∪R4′∪R5′. (The point of intersection of the regions R1′, R4′ and R5′ is (r2, r2−r1).)
The function φMIX is linear in each of the regions R1′, R4′ and R5′. The parameters (i.e. the slopes and constant terms as given
in (30)) in the regions R1′, R4′ and R5′ for φMIX are the same as that of φ¯ in the regions R1, R4, and R5 respectively.
Theorem 23. Let r1 + r2 ≤ 1 and let a := (1+ r12 − r22 , r1+r22 ). Then (φa, piMIX) is an extreme function for MI(I2,R2, r).
Proof. We use the following result from [8]: Let pi is an extreme function for MI(∅,R2, r). Construct the function φ˜a as
follows:
1. First compute γ˜ := supn∈Z+,n≥1,y(w)∈R+( 1n (1−
∑
w∈B pi(w)y(w)) | P(
∑
w∈Bwy(w)) = r − na).
2. Then compute φ˜a(u) := infn∈Z+ {nα˜ + pi(w) | P(w) = v} ∀u ∈ I2.
If (φ˜a, pi) is a minimal function forMI(I2,R2, r), then (φ˜a, pi) is extreme forMI(I2,R2, r).
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Fig. 2. (a) φMIX (b) φa .
a b
Fig. 3. (a) φMIX (b) φa .
The result now follows from Proposition 22, Theorem 17 and the fact that φa is equal to the function φ˜a. 
We end with the observation that we do not have to solve the lifting problem (10) or fill-in problem (11) to obtain the
function φa as the proof of Proposition 22 gives a closed form expression for φa.
6. Discussion
In Section 2, we proposed a composite lifting approach for strengthening coefficients of inequalities. The lifting and fill-in
process applied together in the composite lifting approach represents a compromise between the strength of inequalities
and the difficulty in deriving them. Theorem 8 presents some necessary conditions for the composite lifting function (φa, pi)
to be minimal. More generally, one can ask the following question: given a fixed positive integer k, is it possible to come
up with a lifting sequence involving k integer variables (followed by fill-in of other variables) so as to obtain a minimal
function?
In Section 5, we illustrated the application of the composite lifting process. By an appropriate choice of a, we obtained a
new family of extreme functions for the two-rowmixed integer infinite group relaxation. SinceMI(I2,R2, r) is a relaxation
of two rows of a simplex tableau, (φa, piMIX) can be applied to any two rows of a simplex tableau whenever P(b) = r , where
b is the right-hand side of the simplex tableau.We note here that Dash andGünlük [17] also recently considered the question
of using mixing inequalities to generate cuts for general simplex tableau using a different approach.
A key component in the proof of Theorem 23 is the verification of subadditivity of the function φ¯ in Proposition 22.
Typically proving the subadditivity of functions is difficult. One possible approach to proving that φ¯ is a subadditive func-
tion is presented in [13]. However, a proof using this approach requires verification of approximately 350 different cases
corresponding to 12 edges (some parallel) and 8 so-called vertices of φ¯. The bounds in Section 4.1 significantly simplified
the calculation of φa(a) (Proposition 20), which in turn was used to prove the validity and consequently the subadditivity of
φ¯. We hope these bounds will prove to be a useful tool in proving subadditivity whenever the function under consideration
can be obtained by composite lifting.
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