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AN ERGODIC THEOREM FOR PERMANENTS OF OBLONG
MATRICES
JAIRO BOCHI, GODOFREDO IOMMI, AND MARIO PONCE
Abstract. We form a sequence of oblong matrices by evaluating an integrable
vector-valued function along the orbit of an ergodic dynamical system. We
obtain an almost sure asymptotic result for the permanents of those matrices.
We also give an application to symmetric means.
Disclaimer: After the completion of this paper, we were informed by the
referee that our Theorem 1 is a particular case of [ABDGHW, Theorem U],
which was subsequently extended in the paper [DG].
1. An ergodic theorem for permanents
If A “ pai,jq is a m ˆ n real matrix with m ď n, then its permanent is defined
by
perA :“
ÿ
τ
a1,τp1q ¨ ¨ ¨ am,τpmq ,
where the sum is taken over all one-to-one functions τ : t1, . . . ,mu Ñ t1, . . . , nu.
The number of such functions is the “falling power”
nÓm :“ npn´ 1q ¨ ¨ ¨ pn´m` 1q .
We are interested in the average value pperAq{nÓm of the products a1,τp1q ¨ ¨ ¨ am,τpmq.
Our main result is:
Theorem 1. Let pΩ,Pq be a probability space, and let T : Ω Ñ Ω be an ergodic
measure-preserving transformation. Let f1, . . . , fm P L
1pPq. For each n ě m and
ω P Ω, consider the matrix
(1) Apn, ωq :“
¨
˚˝ f1pωq f1pTωq ¨ ¨ ¨ ¨ ¨ ¨ f1pT n´1ωq... ...
fmpωq fmpTωq ¨ ¨ ¨ ¨ ¨ ¨ fmpT
n´1ωq
˛
‹‚
Then for P-almost every ω we have
(2) lim
nÑ8
1
nÓm
perApn, ωq “
mź
i“1
ż
fi dP .
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In other words, consider a random infinite oblong matrix whose columns are
given by an ergodic stationary process X1, X2, . . . taking values in R
m. Then the
permanent of the truncated mˆ n matrix is asymptotically equal to nÓmλ, where
λ is the product of the expectations of the entries of X1.
Asymptotic results for the permanents of similar sequences of matrices have been
obtained under much stronger assumptions on the distribution of the entries. See
for example the work of Rempa la and Weso lowski [RW] where several results, like
the Central Limit Theorem, are obtained under strong distribution assumptions.
Along the same lines we can mention the work of Borovskikh and Korolyuk [BK]
and that of Kaneva and Korolyuk [KK].
Technically, one of the main novelties of our approach is that we derive asymp-
totic information about permanents from the following Binet–Minc formula [Mi,
Theorem 1.2, p. 120]:
Proposition 2. Let A “ pai,jq be a m ˆ n matrix with m ď n. Let rms :“
t1, 2, . . . ,mu. For each nonempty subset I Ă rms, write
(3) sI :“
nÿ
j“1
ź
iPI
ai,j .
Let Pm denote the set of all partitions of rms into nonempty subsets. Then
(4) perA “
ÿ
PPPm
p´1qm´|P |
ź
IPP
`
|I| ´ 1
˘
! sI .
As an example, in the case m “ 3, formula (4) becomes
perA “ st1ust2ust3u ´ st1ust2,3u ´ st2ust1,3u ´ st3ust1,2u ` 2st1,2,3u ,
a relation obtained by Binet in 1812.
The Binet–Minc formula is relatively unpopular because there is a another for-
mula, due to Ryser, which is more efficient for computational purposes: see [Mi,
§ 7.2–7.3].
Remark 3. We found out that in 1968, thus 10 years before Minc, Crapo [Cr]
used the (then recent) powerful combinatorial theory of Mo¨bius inversion to give
extremely short proofs of both Ryser’s formula and Proposition 2. Crapo attributes
Proposition 2 to J.E. Graver and W. Gustin (unpublished). In spite of all this, we
will keep calling it Binet–Minc formula.
2. Proof of the theorem
The idea of the proof of Theorem 1 is to show that when A “ Apn, ωq all terms in
the sum in (4) are negligible compared to nÓm, except for the term that comes from
the partition P “ tt1u, t2u, . . . , tmuu, whose behavior is described by Birkhoff’s
ergodic theorem. In order to prove that the other terms are indeed negligible, we
will use the following result:
Lemma 4 (Aaronson). If 0 ă p ă 1 and f P LppPq then for P-a.e. ω,
lim
nÑ8
1
n1{p
n´1ÿ
j“0
fpT jωq “ 0 .
The lemma is a particular case of [Aa2, Prop. 2.3.1, p. 65] corresponding to the
function apxq :“ xp. (See also [Aa1].)
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Proof of the Theorem 1. Let pΩ,Pq, T , and f1, . . . , fm be as in the statement of
the theorem. For each integer n ě m, each ω P Ω, and each nonempty subset
I of rms :“ t1, . . . ,mu, let sIpn, ωq be the sum (3) corresponding to the matrix
A “ Apn, ωq defined by (1). We can write this expression as a Birkhoff sum
sIpn, ωq “
n´1ÿ
j“0
fIpT
jωq
of the function fI :“
ś
iPI fi. By the Ho¨lder inequality,ˆż
|fI |
1{|I| dP
˙|I|
ď
ź
iPI
ż
|fi| dP ,
and in particular fI belongs to the space L
1{|I|pPq. So for a.e. ω, it follows from
Birkhoff’s ergodic theorem and Lemma 4 that
lim
nÑ8
sIpn, ωq
n|I|
“
#ş
fI dP if |I| “ 1 ,
0 if |I| ą 1 .
Therefore, by Binet–Minc formula (4),
perApn, ωq
nm
“
ÿ
PPPm
p´1qm´|P |
ź
IPP
`
|I| ´ 1
˘
!
sIpn, ωq
n|I|
Ñ
mź
i“1
ż
fI dP
as nÑ8, because the only P that contributes to the limit is the partition into m
singletons. Since nÓm{nm Ñ 1 as nÑ8, relation (2) follows. 
Remark 5. The aforementioned works [BK, KK, RW] consider sequences of matrices
where the number of rows m is allowed to depend on the number of columns n.
This more general situation cannot be handled with our technique, at least without
further assumptions.
3. An Ergodic Theorem for Symmetric Means
Let 1 ď m ď n be integers. Recall that the elementary symmetric polynomial of
degree m in n variables is defined as
Empx1, x2, . . . , xnq :“
ÿ
1ďi1ăi2ă¨¨¨ăimďn
xi1xi2 ¨ ¨ ¨xim .
In the case that x1, . . . , xn are nonnegative real numbers, we define their m-th
symmetric mean by
Mmpx1, x2, . . . , xnq :“
˜
Empx1, . . . , xnq`
n
m
˘
¸1{m
.
Symmetric means generalize both the arithmetic mean, given by M1px1, . . . , xnq,
and the geometric mean, given by Mnpx1, . . . , xnq. A classical result of Maclaurin
says that Mmpx1, . . . , xnq is nonincreasing with respect to m: see [HLP, § 2.22].
It turns out that Theorem 1 can be used to describe the asymptotic behavior of
symmetric means. The result is as follows:
Proposition 6. Let pΩ,Pq be a probability space, and let T : Ω Ñ Ω be an ergodic
measure-preserving transformation. Fix a measurable function f ě 0 and an integer
m ě 0.
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(a) If f P L1pPq and m ą 0 then for P-almost every ω P Ω we have
lim
nÑ8
Mm
`
fpωq, fpTωq, . . . , fpT n´1ωq
˘
“
ż
f dP.
(b) If log f P L1pPq then for P-almost every ω P Ω we have
lim
nÑ8
Mn´m
`
fpωq, fpTωq, . . . , fpT n´1ωq
˘
“ exp
ˆż
log f dP
˙
.
Remark 7. A much more general result due to Hala´sz and Sze´kely [HS] describes
the what happens when m “ mpnq is such that mpnq{n converges to some c P r0, 1s.
(Notice that the independence assumption in that paper is not actually used and
ergodicity suffices.)
The first part of the proposition is just a corollary of Theorem 1:
Proof of part (a). Consider functions f1, . . . , fm all equal to f ; then the the matrix
defined by (1) has permanent
perApn, ωq “ m!Em
`
fpωq, fpTωq, . . . , fpT n´1ωq
˘
.
Therefore Theorem 1 allows us to conclude. 
Remark 8. Binet–Minc formula (4) applied to matrices with equal rows yields a
way of expressing elementary symmetric polynomials in terms of power sums. Such
expressions are equivalent to Newton’s identities (see [Me, p. 95–96, 251]). So
it should be possible to deduce part (a) of Proposition 6 directly from Newton’s
identities and Aaronson’s Lemma 4.
To prove the second part of Proposition 6, we need the following fact:
Lemma 9. If f P L1pPq then for P-a.e. ω,
lim
nÑ8
1
n
max
j“0,...,n´1
ˇˇ
fpT jωq
ˇˇ
“ 0 .
Proof. By Birkhoff’s ergodic theorem, fpT nωq{nÑ 0, and the lemma is a straight-
forward consequence. 
Proof of part (b). The case m “ 0 is rather simple; indeed,
logMn
`
fpωq, . . . , fpT n´1ωq
˘
“M1
`
log fpωq, . . . , log fpT n´1ωq
˘
,
so the result follows from Birkhoff’s ergodic theorem. We reduce the case m ą 0
to the above by using the relation
Mn´m
`
fpωq, . . . , fpT n´1ωq
˘
Mn
`
fpωq, . . . , fpT n´1ωq
˘ “ “Mm`1{fpωq, . . . , 1{fpT n´1ωq˘‰ mn´m “: p‹q .
Since the m-th symmetric mean of a list of nonnegative numbers is between their
minimum and their maximum, we have
|logp‹q| ď
m
n´m
max
j“0,...,n´1
ˇˇ
log fpT jωq
ˇˇ
,
which by Lemma 9 converges almost everywhere to 0 as n Ñ 8. So the result
follows. 
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