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RÉSUMÉ. L’identification de personnes dans les émissions de télévision est un outil précieux
pour l’indexation de ce type de vidéos mais l’utilisation de modèles biométriques n’est pas une
option viable sans connaissance a priori des personnes présentes dans les vidéos. Les noms
prononcés ou écrits peuvent nous fournir une liste de noms hypothèses. Nous proposons une
comparaison du potentiel de ces deux modalités (noms prononcés ou écrits) afin d’extraire le
nom des personnes parlant et/ou apparaissant. Les noms prononcés proposent un plus grand
nombre d’occurrences de citation mais les erreurs de transcription et de détection de ces noms
réduisent de moitié le potentiel de cette modalité. Les noms écrits bénéficient d’une améliora-
tion croissante de la qualité des vidéos et sont plus facilement détectés. Par ailleurs, l’affiliation
aux locuteurs/visages des noms écrits reste plus simple que pour les noms prononcés.
ABSTRACT. Persons identification in TV broadcast is a valuable tool for indexing these videos but
the use of biometric models is an unsustainable option without a priori knowledge of people
present in the videos. The names pronounced or written on the screen can provide us a list of
hypotheses names. We propose a comparison of the potential of these two modalities (names
pronounced or written) to extract the true names of the speakers and/or faces. The names pro-
nounced offer many instance of citation but transcription and detection errors of these names
halved the potential of this modality. The names written benefits of the video quality improve-
ment and they are easy to find. Moreover, the affiliation to speakers/faces of names written is
simpler than for names pronounced.
MOTS-CLÉS : identification des personnes, multi-modalité, ROC1, RAP.2
KEYWORDS: person identification, multi-modality, OCR1, ASR2.
1. ROC : Reconnaissance optique des caractères, OCR : optical caracter recognition
2. RAP : Reconnaissance automatique de la parole, ASR : automatic speech recognition
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1. Introduction
Avec l’augmentation grandissante du nombre de contenus audio-visuels dispo-
nibles de nos jours, l’identification automatique des personnes devient un outil très
précieux pour la recherche et la navigation dans ce type de données. Elle peut par
exemple s’appuyer sur la reconnaissance des visages ou des locuteurs. Cependant, la
construction de modèles biométriques des personnes parlant ou apparaissant dans des
vidéos nécessite des annotations manuelles très coûteuses pour l’entraînement de ces
modèles. De plus, ils doivent être adaptés aux conditions réelles acoustiques ou de
prise d’images pour une meilleure efficacité.
Comme on ne peut pas considérer l’annotation manuelle de chaque nouvelle source
vidéo comme une option viable, une alternative intéressante est l’utilisation des ap-
proches non supervisées pour nommer les personnes présentes dans les documents
multimédias. Cette solution peut répondre à plusieurs besoins :
- L’extraction automatique d’échantillons de parole ou d’images de visages pour
entraîner des modèles biométriques. C’est une tâche « orientée précision », dont le
but est d’obtenir des signaux étiquetés précisément et en quantité suffisante pour
construire des modèles biométriques.
- L’identification automatique des visages/voix pour l’annotation complète de vi-
déos peut remplacer l’annotation manuelle ou minimiser l’effort de post-annotation.
- L’indexation automatique pour proposer plusieurs extraits vidéos en réponse à une
requête. La liste retournée doit être un équilibre entre précision et exhaustivité.
Les approches d’identification sont très dépendantes des paramètres suivants :
- Tâche : Qui parle et/ou qui apparaît ?
- Média à cibler : est-ce un flux télévisé ? Une vidéo de fiction ? Autre ?
- Granularité : doit-on regarder au niveau du plan, de la vidéo ou de la collection ?
- Sources de noms utilisées : sous-titres, noms prononcés ou écrits, externes, etc.
- Annotations préexistantes : oui (manuelle), non (système automatique).
- Rôle des personnes : présentateur, journaliste, invité, interviewé, etc.
Nous nous sommes intéressés plus particulièrement aux flux télévisés, parce qu’ils
contiennent une variété de personnes à identifier importante. Ces personnes peuvent
apparaître dans une ou plusieurs vidéos et dans des contextes variés (journaux, débats,
etc.).
Pour répondre aux deux questions, la majorité des travaux de l’état de l’art sont
effectués dans le même cadre, décrit dans la figure 1, avec quelques adaptations inhé-
rentes aux sources d’informations utilisées.
Figure 1. Cadre général majoritairement utilisé dans l’état de l’art
pour l’annotation automatique des personnes
2
Les deux premières étapes sont indépendantes l’une de l’autre et peuvent donc
être effectuées en parallèle. La segmentation et le regroupement des voix/visages
consistent à créer des clusters de tours de parole et/ou de visages. Idéalement un clus-
ter correspond à une personne et une personne par cluster.
Plusieurs sources de noms sont issues d’annotations manuelles coûteuses, comme
les sous-titres. Elles sont à écarter parce que c’est justement le coût d’annotation que
nous voulons éviter. Par contre, deux autres sources intrinsèques aux flux télévisés
sont disponibles : les noms prononcés dans la piste audio et les noms écrits en sur-
impression dans la piste image, en général dans un cartouche3. La figure 2 montre un
extrait de journal télévisé avec le présentateur, un journaliste et une personne inter-
viewée. Une corrélation est visible entre la prononciation ou l’écriture d’un nom et la
présence auditive ou visuelle de cette personne.
Jean-Remi Baudot  : ... la ministre de   
l'écologie, Nathalie Kosciusko-Morizet, 
vient  ... Philippe Salvador vous  êtes 
l'envoyé spécial BFM TV. 
Roland Vierne  : 
l'incident est clos, à 
l'heure où je vous 
parle, l'ensemble ...
Philippe Salvador  : ... arrivé,  
Nathalie Kosciusko-Morizet qui 
auparavant ... , Roland Vierne, 
qui est le représentant de la 
Socodei, on l'écoute.
Figure 2. Noms prononcés et noms écrits pour le nommage des personnes
La dernière étape du cadre général, l’association noms-personnes, est très dépen-
dante de la modalité utilisée pour extraire les noms. Par exemple, un nom prononcé
peut faire référence à une personne visible au moment de la citation ou dans les plans
adjacents ou à aucune personne présente. Un nom issu du guide des programmes té-
lévisés fait référence à une personne présente dans la vidéo sans spécifier le moment
où elle est présente. C’est donc cette étape qui va choisir le lien entre un nom et une
personne (les flèches dans notre exemple).
L’illustration de la figure 2, assez représentative de ce qui se passe sur l’ensemble
des données que nous ciblons, nous permet de faire deux remarques :
– Le présentateur n’a pas pu être nommé à partir de cet extrait. Une personne n’est
en effet identifiable qu’à partir du moment où son nom a été proposé. L’utilisation de
la vidéo complète ou encore d’informations issues d’autres modalités peuvent peut
être pallier ce manque.
3. Cartouche : positions spatiales de l’image utilisées par l’émission pour écrire un nom en vue d’introduire
la personne correspondante dans la piste image ou dans la piste audio.
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– Le nom prononcé « Nathalie Koscuisko-Morizet » n’introduit pas la personne
correspondante. L’étape d’association noms-personnes doit, en plus de choisir les bons
liens, choisir si un nom hypothèse doit être utilisé ou non.
Les noms prononcés et les noms écrits apportent donc tous les deux des informa-
tions pertinentes pour répondre aux deux questions : « Qui parle et/ou qui apparaît ? ».
Les travaux menés jusqu’à présent utilisaient principalement les noms prononcés. Les
noms écrits étaient assez peu utilisables du fait de la mauvaise qualité des images et
des systèmes de détection et de transcription. Mais l’évolution récente de la qualité des
vidéos d’émissions de télévision disponibles doit nous faire réévaluer l’utilisation de
cette modalité. Nous proposons donc une étude comparative des capacités d’utilisation
des noms prononcés et des noms écrits pour l’identification des personnes (voix et/ou
visages) dans les émissions de télévision. Cet article est une extension de (Poignant,
Besacier, Quénot, 2013b; Poignant, Besacier, Le et al., 2013a).
Nous commençons par un tour d’horizon de la littérature portant sur le nommage
des personnes dans les documents radios et vidéos. Ensuite nous poursuivons par une
présentation du corpus REPERE sur lequel sera basé notre comparaison. Puis nous
comparons la qualité d’extraction des noms prononcés/écrits à l’aide de systèmes au-
tomatiques. Enfin, nous observons le nombre de noms hypothèses correspondant aux
personnes présentes dans les vidéos, avec une association noms-personnes réalisée par
un oracle quel que soit le moment de citation du nom ou seulement dans les tours de
parole/visages dans les plans contigus au moment de la citation. Cette comparaison
porte sur l’utilisation des noms extraits automatiquement avec des méthodes à l’état
de l’art, mais aussi sur des noms extraits manuellement pour connaître les capacités
de ces deux modalités.
2. État de l’art
La littérature concernant le nommage des personnes dans les émissions de télé-
vision ou de radio a d’abord été divisée entre deux communautés. La première s’est
intéressée à la reconnaissance des visages. La seconde s’est concentrée sur l’identifi-
cation du locuteur. Ces deux dernières années plusieurs travaux ont tenté de répondre
aux deux questions en même temps. Les noms prononcés ont été utilisés majoritaire-
ment dans la littérature du fait de la mauvaise qualité de transcription des noms écrits.
2.1. Identification de « qui parle » à l’aide des noms prononcés
Pour le nommage des locuteurs, les premiers travaux ont été proposés par Canseco
et al. dans (Canseco-Rodriguez et al., 2004), (Canseco et al., 2005) et (Charhad et
al., 2005). Les auteurs utilisent des patrons linguistiques définis manuellement pour
déterminer à qui fait référence un nom prononcé : au locuteur courant (« Bonjour, ici
John Chan »), suivant (« Nous allons écouter Candy Crowley ») ou précédent (« Nous
venons d’entendre Candy Crowley »). Cet article montre qu’un nom prononcé peut dé-
signer plusieurs locuteurs, l’étape d’association doit donc choisir la bonne association
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pour cette source de noms. Tranter (2006) va remplacer les règles définies manuelle-
ment par une phase d’apprentissage de séquences de n-grammes avec des probabilités
associées.
Mauclair et al. (2006) ont utilisé un arbre de classification sémantique (SCT)
pour associer un nom au locuteur précédent, courant, suivant ou à un autre locuteur.
Des règles sont apprises automatiquement, à partir d’une base annotée, pour donner
des probabilités d’affiliations entre un nom et les locuteurs contigus. Estève et al.
(2007) ont fait une comparaison entre les SCT et les n-grammes. Ils en ont conclu
que les arbres de classification sémantique sont moins sensibles que les séquences de
n-grammes à l’utilisation de transcriptions automatiques de la parole.
Jousse et al. (2009) ont amélioré l’utilisation des arbres de classification séman-
tique avec une décision locale (affiliations des noms aux tours de parole proches) puis
globale (propagation aux clusters de locuteurs). Ils ont aussi montré une augmenta-
tion du taux d’erreur d’identification des locuteurs de 19,5 % à 70 % (en nombre de
locuteurs) lors de l’utilisation de transcriptions automatiques de la parole à la place de
transcriptions manuelles.
En 2010, Petitrenaud et al., dans (PetitRenaud et al., 2010a; Petitrenaud et al.,
2010b), ont utilisé le même contexte que dans les travaux de Jousse. Cependant, ils
ont remplacé le système de décision basé sur les SCT par un système à base de fonc-
tions de croyance. Elles ont la particularité de prendre en compte la cohérence des
informations au sein de tours de parole contigus. Les auteurs ont observé que le taux
d’erreur d’identification passe de 16,6 % avec les SCT à 13,7 % avec l’utilisation de
fonctions de croyance. Ceci est observé seulement dans le cadre de l’utilisation de
données annotées manuellement.
Khoury et al. (2012) ont utilisé ces fonctions de croyance avec des briques de
base automatiques et/ou manuelles (diarization, transcription et détection des entités
nommées). De plus, ils ont ajouté des informations issues des scores d’un système de
reconnaissance du locuteur à base de modèles biométriques GMM-UBM. Ces scores
ont été transformés en fonctions de croyance pour s’intégrer aux précédents travaux.
Ils ont remarqué une augmentation du taux d’erreur de 10 % (briques de base ma-
nuelles) à 41,1 % avec l’utilisation de briques de base automatiques. L’ajout des in-
formations issues des modèles GMM-UBM (« Transcript+GMM system ») permet de
réduire cette erreur à 32,7 %.
2.2. Identification de « qui apparaît » à l’aide des noms prononcés et des noms
écrits
Le système Name-It (Satoh, Kanade, 1997a) a été le premier à introduire dans la
littérature le principe d’associer un nom (extrait à l’aide d’un dictionnaire dans les
transcriptions manuelles de la parole) et un visage visible sur la base de leurs co-
occurrences. L’affiliation est effectuée entre un nom et les visages visibles dans une
fenêtre autour du moment de citation du nom. La redondance des cooccurrences per-
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met d’avoir des scores d’association. Deux évolutions de ce travail ont été proposées
par les auteurs. Dans (Satoh et al., 1997b), ils extraient les noms des transcriptions de
la parole manuelle à l’aide d’informations lexicales et grammaticales. Dans (Satoh et
al., 1999), ces mêmes auteurs utilisent en plus des noms prononcés, les noms écrits
mais avec un taux d’erreur au mot de 52 %. Cette modalité ne peut donc être que très
peu utilisée.
Houghton (1999) propose de construire une base de données de visages nommés.
L’association nom-visage est effectuée à partir des noms écrits extraits par un système
de reconnaissance des caractères. Mais le taux d’erreur de mots de 65 % dans les trans-
criptions a obligé l’auteur à avoir recours à un dictionnaire de noms pour les corriger,
ce qui réduit le taux d’erreur à 45 %. Ce taux encore élevé restreint toujours l’utili-
sation de cette modalité. En outre, cela ne lui permet pas de nommer des personnes
« hors dictionnaire ».
Pour parer cette difficulté, Yang et al. (2004) proposent d’utiliser à la fois les noms
écrits et les noms prononcés comme dans (Satoh et al., 1999) mais, avec l’utilisation
d’un modèle d’association noms-visages construit à partir d’une base annotée à la
place des règles manuelles. Là aussi, les auteurs ont utilisé une liste fermée de noms
hypothèses ne permettant pas d’affilier un nom inconnu du dictionnaire à un visage.
D’autres travaux (Song et al., 2004; Yang et al., 2005) ont préféré adapter un
classifieur MIL4(Dietterich et al., 1997) pour trouver à quel visage associer un nom
prononcé, mais cette méthode n’est applicable que pour les noms dont on sait que les
personnes correspondantes apparaissent dans les vidéos.
Dans (Liu et al., 2008), les auteurs transforment le problème d’affiliation. Dans
une première étape, ils extraient les noms de la transcription automatique de la parole
et d’un système de vidéo OCR. Ensuite, une requête sur Internet leur permet d’extraire
des images de visages correspondant aux noms hypothèses et de construire des mo-
dèles biométriques à partir de ces images. Enfin, ils comparent les visages extraits des
vidéos aux modèles de personnes. Cette méthode peut fonctionner pour les visages de
personnes connues mais moins pour les personnes peu connues sur Internet (la requête
peut retourner beaucoup de photos de visages erronés) et plus difficilement pour une
tâche de reconnaissance du locuteur.
2.3. Utilisation des noms écrits extraits avec très peu d’erreurs
L’augmentation de la qualité des vidéos ces dernières années permet d’envisager
une extraction des noms écrits avec très peu d’erreurs. Nous avons été les premiers
à proposer un système d’identification des locuteurs basé uniquement sur les noms
écrits (extraits à l’aide de l’outil LOOV (Poignant, Besacier et al., 2012a)) dans les
émissions de télévision. Nous avons proposé plusieurs méthodes de propagation des
noms écrits sur des clusters de locuteurs (Poignant, Bredin et al., 2012b). Ce qui nous
4. MIL : multiple instance learning.
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a permis d’obtenir une précision de 98,9 % lorsque la segmentation en locuteurs est
parfaite et de 89,1 % à 91 % (selon la méthode) pour une diarization automatique, avec
un rappel supérieur à 70 %. Nous avons ensuite étendu ces travaux avec l’utilisation
des noms prononcés, remplacé l’étape de diarization par un clustering PLNE, effec-
tué un regroupement des tours de parole contraint par l’information des noms écrits
et adapté certaines méthodes pour l’identification des visages (Bredin et al., 2012 ;
2013b; Poignant, Bredin et al., 2013c; Bredin, Poignant, 2013a).
En 2013, Bendris et al. (2013) ont proposé d’utiliser les noms écrits et les noms
prononcés pour identifier qui apparaît dans les émissions de télévisions. Ils ont d’abord
nommé les visages et les tours de parole. Puis, à partir de règle de priorité, ils ont
propagé d’abord les noms écrits puis les noms prononcés mais aussi le nom des tours
de parole identifiés vers les visages détectés comme parlant.
2.4. Étude récente sur la capacité de nommage des noms prononcés ou écrits
Une étude intéressante, proposée par Bechet et al. (2012), analyse la capacité des
noms prononcés (extraits manuellement) à nommer les personnes parlant et/ou ap-
paraissant dans les vidéos. Dans les données utilisées (corpus REPERE, phase 0, voir
section 3), 72 % des personnes ont leur nom prononcé. Parmi les 717 noms prononcés,
447 correspondent à une personne présente (précision de 62 %). Pour intégrer cette
source d’informations dans un processus de décision multi-modale plus complet, les
auteurs ont proposé de diminuer le nombre de noms utilisés pour augmenter la pré-
cision. Un classifieur adaboost (Schapire, Singer, 1999) va sélectionner les noms en
fonction de deux types d’informations :
– A partir de caractéristiques linguistiques, ce qui correspond à la façon dont un
nom est mentionné par un locuteur. Par exemple, si le verbe est après le nom (“John
Doe reports about...”), si le nom est en fin de phrase, etc.
– A partir de caractéristiques structurelles, ce qui correspond au contexte d’occur-
rences de citation d’un nom dans une émission (combien de fois a-t-il été répété ? Par
qui ? Dans quel genre de discours ? etc.).
Ces deux types d’informations ont permis au classifieur de sélectionner les noms
ayant la plus grande probabilité de correspondre à une personne présente. Ce qui per-
met de réduire le nombre de noms inutiles (augmentation de la précision de 62 % à
68 %) mais qui a aussi entraîné une réduction du nombre de personnes nommables.
Pour vérifier la difficulté de la tâche, les auteurs ont demandé à deux juges s’il était
possible de prédire la présence des personnes à partir des transcriptions de la parole
seulement. Les juges avaient le choix entre trois possibilités concernant la présence
de la personne correspondant au nom : positive, négative ou incertaine. Ces jugements
ont été comparés aux annotations manuelles qui certifient la présence ou non d’une
personne à l’image ou dans la bande son. Le résultat de cette étude montre qu’il est
difficile de prédire qu’une personne sera absente avec certitude. Une autre information
intéressante est qu’il est difficile de déterminer si une personne est présente seulement
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à l’image et qu’il est beaucoup plus facile de déterminer si un nom prononcé fait
référence à un locuteur ou non.
2.5. Bilan
Le premier enseignement que l’on peut tirer est que la qualité de l’association
noms-clusters dépend de la source utilisée pour les noms. Moins cette source est sûre,
plus la méthode d’association devra s’affranchir de cette incertitude.
Pour réaliser correctement l’association entre noms prononcés et personnes, beau-
coup de travaux ont cherché à prendre en compte l’incertitude liée à cette modalité
(erreurs de transcription, erreurs de détection des noms dans ces transcriptions, est ce
qu’un nom correspond bien à une personne présente et si oui à laquelle ?). Même si
ces travaux semblent avoir surmonté cette difficulté à l’aide de méthodes d’appren-
tissage (SCT, MIL) pour les noms extraits de données annotées manuellement, il faut
encore une forte amélioration de l’extraction automatique de ces noms pour espérer
les utiliser dans un système complètement automatique. Et même dans ce cas, Bechet
et al. (2012) ont montré qu’un jugement humain a du mal à prédire si un nom pro-
noncé correspond bien à une personne présente dans la vidéo. Il restera donc toujours
une incertitude liée à cette modalité.
Pour les noms écrits, les trop nombreuses erreurs de transcription ont rendu diffi-
cile leur utilisation par le passé. Cependant, l’amélioration de la qualité des vidéos ces
dernières années permet de les extraire désormais avec un très faible taux d’erreur sur
les mots. Un dernier point à noter est que l’utilisation de cette modalité réduit l’incer-
titude liée à l’association d’un nom (un nom écrit correspond au locuteur courant et à
un des visages visibles au moment de l’écriture du nom).
Bien que de nombreux travaux aient utilisé l’une ou l’autre de ces sources, voire
les deux, aucune comparaison objective n’a été effectuée sur leur capacité à proposer
les noms des personnes parlant ou apparaissant dans les flux télévisés.
3. Corpus REPERE
Le corpus REPERE (Giraudel et al., 2012), sur lequel sera basée notre comparai-
son, a été constitué pour le défi du même nom qui s’intéresse à l’identification des
personnes dans les flux télévisés. Il est composé de sept types d’émissions différentes
incluant des journaux télévisés, des débats, etc. Les enregistrements ont été effectués
au cours des années 2011 et 2012, au format 720×576 en MPEG-2, sur deux chaînes
de télévision française (BFM et LCP). La très bonne qualité de ces enregistrements
nous permet d’utiliser les textes écrits apparaissant dans la piste image. Ce corpus
a été constitué en trois phases (chaque phase est accompagnée d’un nouveau jeu de
données). On peut voir dans le tableau 1 le détail de la répartition (effectuée par les
organisateurs du défi REPERE) du nombre d’heures de vidéo sur la première et la
deuxième phase, la troisième phase étant postérieure à l’écriture de cet article.
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Tableau 1. Répartition des vidéos du corpus REPERE (phase 0 et phase 1)
Phase Segment Apprentissage Développement Évaluation
Phase 0
Vidéo complète X 14 h. 13 h.
Segment UEM X 3 h. 3 h.
Phase 1
Vidéo complète 58 h. 13 h. 15 h.
Segment UEM 24 h. 3 h. 3 h.
Pour le défi REPERE, ces vidéos ont été partiellement annotées, un ou plusieurs
segments UEM5 ont été sélectionnés sur chacune d’elles. Sur ces segments UEM, la
modalité audio a été complètement annotée manuellement alors que pour la modalité
image, seulement une image par plan et au moins une image toutes les dix secondes
a été annotée manuellement. Pour chaque plan, l’image annotée a été choisie en es-
sayant de maximiser le nombre d’informations contenues (nombre de visages, bonne
orientation des visages, présence de texte. . . ).
Pour la modalité audio, une transcription de la parole a été effectuée, les noms de
personnes ont été étiquetés et les locuteurs ont été identifiés lorsqu’ils étaient connus.
Pour la modalité image, les visages ont été détourés et identifiés lorsque la personne
n’était pas inconnue. Même les visages partiellement visibles ou au second plan, si
leur taille était supérieure à 2 000 pixels2, ont été identifiés. Le texte en surimpression
a été lui aussi détouré, transcrit et les noms de personnes ont été étiquetés. Si le nom
est écrit dans un cartouche, un marquage supplémentaire a été ajouté.
Les vidéos brutes incluent des publicités ainsi que des émissions en dehors de
celles ciblées. Ce temps de signal supplémentaire peut permettre d’extraire plus d’oc-
currences d’un nom ou encore d’avoir des noms peu souvent prononcés (les présen-
tateurs sont souvent cités seulement en début de journal). On trouvera plus de détails
sur le corpus REPERE et les annotations manuelles dans (Giraudel et al., 2012).
Les résultats montrés par la suite sont comptabilisés sur l’ensemble d’apprentis-
sage de la phase 1 du défi REPERE parce qu’il est le plus volumineux du corpus et est
donc le plus significatif. Le tableau 2 résume la répartition des émissions sur cet en-
semble. On peut voir une grande disparité de la durée des segments UEM (2 minutes
en moyenne pour Planète showbiz à 34 minutes pour BFM Story).
La figure 3 présente quelques exemples d’images extraites du corpus REPERE.
Dans ces exemples, nous pouvons voir que les conditions d’enregistrement peuvent
être variables : studio (a,d,e,g,f), extérieur (b), salle de meeting (f), Assemblée natio-
nale (i), etc. Les visages peuvent être de face ou de profil (b, h, i), de grande ou de
petite taille (f). Il est à noter que, dans l’image (i), trois des quatre personnes visibles
ont été identifiées alors qu’une seule est le sujet principal de l’image.
5. Segments UEM : segments à traiter pour l’évaluation (Unpartitioned Evaluation Map).
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Tableau 2. Répartition du nombre de vidéos et de la durée des émissions
sur le corpus de la phase 1, partie apprentissage




BFM Story Journaux télévisés 14 854 478
Planète Showbiz Actualités people 66 1 019 120
Ça Vous Regarde Débats 6 277 120
Entre Les Lignes Débats 7 276 120
LCP Info Journaux télévisés 15 378 247
Pile Et Face Débats 9 303 120




Figure 3. Exemples d’images du corpus REPERE
Sur le corpus phase 1, partie apprentissage, 724 personnes différentes ont été iden-
tifiées par leurs visages et 555 par leurs voix, pendant l’annotation manuelle. 1 907 des
11 703 occurrences de visages n’ont pas pu être identifiées ainsi que 255 locuteurs.
Ces locuteurs correspondent à 25 minutes de temps de parole sur les 1 440 minutes
annotées (466 tours de parole sur les 14 782). Pour la suite de l’article, nous ne nous
intéressons qu’aux personnes qui ont pu être nommées pendant l’annotation.
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4. Systèmes automatiques d’extraction de noms
4.1. Noms écrits
Pour détecter les noms écrits introduisant une personne, nous avons tout d’abord
besoin d’un système de détection et de transcription des textes surimposés dans la piste
image. Nous avons utilisé le système LOOV (LIG Overlaid OCR in Video (Poignant,
Besacier et al., 2012a)), développé dans le cadre du défi lié au corpus REPERE. Ce
système commence par une détection du texte en trois étapes. La première trouve les
boîtes de textes candidates à l’aide d’une détection grossière sur toutes les images.
Ensuite, les coordonnées sont affinées localement. Enfin, un suivi temporel supprime
des fausses alarmes. Après une adaptation des images (augmentation de la résolution,
binarisation des images. . . ) pour un logiciel OCR standard (Tesseract de Google),
une combinaison de plusieurs transcriptions pour une même boîte de texte permet
d’augmenter la qualité de transcription. Ce système a été évalué sur un autre corpus
de journaux télévisés avec des vidéos à basse résolution (352×288, MPEG-1) avec un
taux d’erreur en caractère de 4,6 % pour tout type de texte et de 2,6 % pour les noms
écrits.
A partir des transcriptions, nous utilisons une simple technique de détection des
positions spatiales des cartouches. Cette technique compare chaque transcription avec
une liste de noms de personnes célèbres (liste issue de Wikipedia, 175 000 noms). A
chaque fois qu’une transcription correspond à un nom célèbre, nous ajoutons sa po-
sition spatiale à une liste. Les positions récurrentes dans cette liste nous permettent
de trouver les positions spatiales des cartouches utilisés par l’émission pour introduire
une personne. Les boîtes de texte détectées à ces positions spatiales récurrentes ne
contiennent pas toujours un nom. Un simple filtrage basé sur quelques règles linguis-
tiques (est-ce que le premier mot est un prénom, est-ce que la transcription est un nom
célèbre, de combien de mots la transcription est-elle composée. . . ) nous permet de
filtrer les transcriptions ne contenant pas qu’un nom (4 779 boîtes de texte candidates,
1 315 après filtrage, 11 n’auraient pas dû être filtrées, 13 auraient dû être filtrées).
Une correction est appliquée pour corriger les erreurs de transcription. Elle est
basée sur une large liste de 175 000 noms de personnes célèbres (issue de Wikipedia).
Lorsque le ratio de la distance d’édition (entre 0 et 1) entre une transcription et un
nom est supérieur à 0,9, nous corrigeons le nom. Nous avons corrigé 207 noms avec
seulement 4 corrections erronées.
4.2. Noms prononcés
L’extraction des noms prononcés a été effectuée par le LIMSI avec d’abord leur
système de transcription de la parole française (Lamel et al., 2011). Il utilise la même
technique statistique de modélisation et de décodage que le système « LIMSI English
BN » (Gauvain et al., 2002). Avant la transcription à proprement parler, la première
étape du traitement est de segmenter et de partitionner les données, puis d’identifier
les parties contenant des données vocales à transcrire (Gauvain et al., 1998). Ensuite,
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un regroupement des segments en clusters est effectué, où idéalement un cluster re-
présente une personne. Enfin, le décodage de la parole est effectué en deux passes.
Chaque passe de décodage produit un treillis de mots. L’hypothèse finale est obtenue
lors d’une dernière passe, avec un modèle de langage 4-grammes et des probabilités
de prononciation. Ce système a obtenu un taux d’erreurs de mots de 16,87 % (pour
environ 36 000 mots) pendant la première campagne d’évaluation du défi REPERE. Il
est à noter qu’aucun modèle acoustique ou modèle de langage n’a été re-entraîné sur
les données du corpus REPERE.
Sur ces transcriptions, le LIMSI a appliqué deux systèmes basés sur leurs expé-
riences au sein du projet Quaero (Marco, Rosset, 2011). Le premier utilise des mo-
dèles de CRF spécifiques à l’aide de Wapiti (Lavergne et al., 2010) entraînés sur les
données de Quaero :
– Un modèle pour détecter la mention d’une personne avec au moins son prénom
ou son nom de famille.
– Un modèle pour détecter les parties d’un nom (prénom, nom de famille).
Ils utilisent les mêmes caractéristiques que celles de (Marco, Rosset, 2011) :
– Un ensemble de fonctions standards comme les mots préfixes et suffixes de
longueur de 1 à 5, ainsi que certains paramètres (Est ce que le mot commence par une
majuscule? Est ce que le mot ne contient pas de caractère alphanumérique?, etc.).
– Des caractéristiques morphosyntaxiques (outil tagger (Allauzen, Bonneau-
Maynard, 2008)).
– Des caractéristiques extraites à partir de la sortie d’un analyseur multi-niveaux,
utilisées dans un système de questions-réponses (Bernard et al., 2009), qui contiennent
des informations morphosyntaxiques détaillées ainsi que des informations séman-
tiques au même niveau que les entités nommées.
4.3. Comparaison de la qualité des systèmes
Avant de confronter les capacités de nommage de ces deux modalités, nous allons
comparer la qualité d’extraction des noms que l’on obtient selon la nature de l’ex-
traction (noms écrits ou noms prononcés). Cette première comparaison va utiliser le
protocole d’évaluation du défi REPERE. Il y a donc des éléments à souligner :
– Comme spécifié dans la section dédié au corpus, l’annotation manuelle pour
les noms écrits n’est pas complète (seulement une image toutes les 10 secondes en
moyenne). L’évaluation ci-dessus porte donc seulement sur ces images. Un nom écrit
peut apparaître sur deux images annotées successives, ce qui explique que le nombre
d’occurrences de noms dans la référence soit supérieur à celui indiqué dans les ta-
bleaux du reste de l’article (où nous ne compterons que les apparitions uniques : 1 378
dans le tableau 3 et 1 049 pour la deuxième ligne des tableaux 5, 6 et 9).
– Le nombre de noms écrits extraits automatiquement est supérieur à ceux de la
référence (1 407 sur les segments UEM, 2 090 sur les vidéos complètes, voir tableau 4)
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parce que nous avons utilisé tous les noms extraits du signal vidéo, que ce soit sur les
segments UEM ou les vidéos complètes.
– Pour les noms prononcés, l’annotation manuelle complète des segments UEM
permet d’éviter ce type de différence. L’évaluation du tableau 3 porte donc sur l’en-
semble du signal des segments UEM.
Nous obtenons 98,1 % (cf. tableau 3) des noms écrits (pour introduire une personne
visible) avec une précision de 98,5 % (sur les images annotées). Les quelques erreurs
restantes sont dues à des erreurs de transcription ou de filtrage (sélection des noms de
personnes parmi les autres types de texte).
Tableau 3. Qualité d’extraction des noms écrits et des noms prononcés selon





Noms écrits 1 image / 10 sec 1 378 98,5 % 98,1 % 98,3 %
Noms prononcés Segments UEM 4 264 73,5 % 50 % 59,5 %
Les scores inférieurs pour les noms prononcés sont dus aux erreurs :
– De transcription de la parole.
– De détection des noms proches de mots de la langue courante.
– Liées à la difficulté d’extraire le nom complet d’une personne alors qu’une partie
seulement a été prononcée (par exemple, seulement le prénom).
Malgré ces performances plus faibles, l’extraction des noms prononcés produit
plus d’occurrences (c.f. tableau 4). En effet, nous pouvons remarquer qu’il y a environ
50 % de plus de noms prononcés que de noms écrits ; que ce soit sur les vidéos com-
plètes (avec le début et la fin de chaque émission) ou seulement sur les segments UEM
(segments annotés). Cette proportion est respectée entre le nombre d’occurrences de
citation des noms et le nombre de personnes différentes citées.
Tableau 4. Nombre d’occurrences de noms extraits automatiquement sur la partie
apprentissage du corpus REPERE
Modalités Segments #Occ de noms #Personnes sans doublon
Noms écrits
Segments UEM 1 407 458
Vidéos complètes 2 090 629
Noms prononcés
Segments UEM 2 905 736
Vidéos complètes 4 922 1 156
Dans la section suivante, nous allons voir si ce plus grand nombre d’occurrences
peut permettre de nommer plus de personnes présentes dans les vidéos.
13
5. Méthode d’analyse
Pour comparer ces deux sources de noms, nous avons utilisé deux métriques. La
première, la proportion de personnes nommables, nous permet d’estimer la capacité
d’une source à proposer le nom des personnes présentes ; indépendamment de la diffi-
culté d’association noms-personnes liée à cette modalité. La seconde, le nombre d’oc-
currences de citation d’un nom, est une indication supplémentaire sur la manière dont
est utilisée une modalité pour nommer les personnes présentes.
5.1. Proportion de personnes nommables
Le ratio de personnes nommables a été évalué pour chaque vidéo (intra-vidéo) :
Npintra =
#videos où p∈Phr
#videos où p∈Pr (1)
Avec :
p : une personne
Pr : ensemble des p présents
Phr : ensemble des p présents dans une vidéo et ayant leurs noms
écrits/prononcés dans cette vidéo
Nous avons aussi évalué ce nombre avec une propagation des noms inter-vidéos :
Npinter = 1 Si p ∈ Phr
0 Sinon
(2)
En d’autres termes, le Npinter d’une personne est égal à 1 si, dans au moins une vidéo,
le nom de p a été écrit/prononcé quand elle parle ou est visible. Sinon il est de 0.











Observons l’exemple ci-dessous. Il comporte trois vidéos (VA, VB , VC) et cinq per-
sonnes (P1 à P5). Les noms de ces personnes peuvent être écrits ou prononcés dans
chaque vidéo (N1 à N5).
VA VB VC
Personnes : P1, P2, P3 P1, P3, P4 P1, P5
Noms : N1, N2 N3, N5 N5, N4
Les méthodes de comptabilisation nous permettent de calculer les scores de chaque
personne et les scores pour l’ensemble des personnes :
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P1 P2 P3 P4 P5 Globale
Npintra 1/3 1/1 1/2 0/1 1/1 → Nintra = 0, 57
Npinter 1 1 1 0 1 → Ninter = 0, 8
Ainsi, on peut observer que : P1 est présent dans les trois vidéos, mais il n’est
nommable que dans une (V1). Donc, son score Npintra est égal à 1/3 et son score
Npinter est égal à 1. Le nom de P4 n’est jamais prononcé ou écrit dans une vi-
déo où il est présent, donc cette personne n’est pas considérée comme nommable
(Npintra=Npinter=0).
5.2. Nombre d’occurrences de citation d’un nom
En plus du rappel, nous allons aussi comptabiliser le nombre d’occurrences des
noms écrits/prononcés (Occ) et le nombre d’occurrences de noms lorsque la personne
correspondante parle ou est visible (Occpv). Un plus grand nombre d’occurrences peut
aider les systèmes d’association nom-personne.
Nous utiliserons comme notations :
Occ : nombre d’occurrences des noms prononcés et/ou écrits
Occpv : nombre d’occurrences des noms prononcés et/ou écrits où la personne
correspondant au nom parle ou est visible dans les segments UEM
L’annotation de l’image n’étant effectuée que toutes les 10 secondes sur les segments
UEM, Occpv sera utilisé à titre indicatif pour comparer deux systèmes et ils seront
donc sous-évalués pour les vidéos complètes.
Dans les tableaux suivants, nous utiliserons comme notation :
MUEM : annotations manuelles sur les segments UEM
AUEM : systèmes automatiques sur les segments UEM
ARAW : systèmes automatiques sur les vidéos complètes (brutes)
Ncités : noms prononcés
Nécrits : noms écrits dans un cartouche dans la piste image
6. Noms prononcés ou écrits pour nommer les personnes présentes dans les
vidéos
Comme nous avons pu le voir, les noms prononcés proposent un plus grand nombre
d’occurrences ainsi qu’un plus grand nombre de personnes différentes citées. En contre-
partie, la probabilité que les personnes correspondant à ces noms soient présentes dans
les vidéos est plus faible.
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6.1. Personnes apparaissant ou parlant
Dans les tableaux 5 et 6, nous comparons les noms issus de la transcription de la
parole (Ncités) et/ou écrits (Nécrits) par rapport aux personnes apparaissant et/ou par-
lant dans les segments UEM. Ces noms sont produits à partir d’annotations manuelles
(MUEM ) ou à partir de systèmes automatiques (AUEM , ARAW ).
La proportion de personnes nommables par les noms écrits dans les annotations
manuelles est légèrement sous-évaluée. En effet, seulement une image toutes les 10
secondes ou au moins une par plan a été annotée. L’annotation ne porte donc pas sur
tous les noms écrits, ce qui explique le score supérieur du système automatique par
rapport à celui des annotations manuelles.
6.1.1. Personnes apparaissant
Le tableau 5 présente la proportion de personnes apparaissant dont le nom a été
prononcé/écrit ainsi que le nombre d’occurrences de ces noms. Dans les annotations
manuelles, il y a plus d’occurrences de noms prononcés (4 273) que de noms écrits
(1 049). Par contre, lorsqu’un nom est écrit dans une vidéo, dans 99,1 % des cas, la
personne correspondant au nom est visible à un moment ou à un autre de la vidéo.
Cette proportion est plus faible pour les noms prononcés (60,3 %).
L’utilisation de systèmes automatiques sur les segments UEM réduit le nombre
(Occ) de noms prononcés de 4 273 à 2 905. Or, seulement 1 435 occurrences (49,4 %)
de ces noms correspondent à des personnes visibles. L’utilisation conjointe des noms
prononcés et des noms écrits, extraits de manière automatique, permet d’augmenter le
nombre d’occurrences des noms de personnes apparaissant dans les segments UEM à
2 767.
Tableau 5. Nombre d’occurrences des noms et pourcentages des 724 personnes
apparaissant nommables par les noms prononcés et/ou écrits
Ncités Nécrits Occ Occpv Nintra Ninter
MUEM 4 273 2 577 (60,3 %) 59,1 66,2
MUEM 1 049 1 040 (99,1 %) 44,0 51,9
MUEM MUEM 5 322 3 617 (68,0 %) 71,9 78,5
AUEM 2 905 1 435 (49,4 %) 26,1 31,9
AUEM 1 407 1 332 (94,7 %) 49,5 57,0
AUEM AUEM 4 312 2 767 (64,2 %) 59,7 66,3
La proportion (Nintra) des personnes visibles dont le nom a été prononcé dans les
annotations manuelles (MUEM =59,1 %) est plus importante que celle dont le nom
a été écrit (MUEM =44 %, AUEM =49,5 %). Cependant, les erreurs dans les noms
prononcés extraits automatiquement abaissent Nintra à 26,1 %. La combinaison des
noms écrits et prononcés augmente le score pour les personnes apparaissant. Ce qui
montre leur complémentarité, que ce soit avec les annotations manuelles (de 44 % à
71,9 %) ou avec les systèmes automatiques (de 49,5 % à 59,7 %). L’utilisation d’une
propagation inter-vidéos augmente en moyenne le score Ninter de 7 %.
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6.1.2. Personnes parlant
Nous pouvons constater, dans le tableau 6, que les noms écrits extraits automati-
quement peuvent nommer 73,5 % des 555 locuteurs alors qu’ils ne peuvent nommer
que 49,5 % des 724 personnes apparaissant. Les noms écrits sont quasiment toujours
utilisés pour introduire une personne qui parle et apparaît en même temps.
A contrario, les noms prononcés couvrent proportionnellement autant de locuteurs
que de personnes apparaissant. Ils montrent donc leur utilité pour nommer les per-
sonnes visibles alors que ces personnes ne parlent pas (personnes visibles dans un
reportage de journal télévisé par exemple).
Tableau 6. Nombre d’occurrences des noms et pourcentages des 555 personnes
parlant nommables par les noms prononcés et/ou écrits
Ncités Nécrits Occ Occpv Nintra Ninter
MUEM 4 273 1 863 (43,6 %) 62,2 66,5
MUEM 1 049 1 022 (97,4 %) 60,5 65,9
MUEM MUEM 5 322 2 885 (54,2 %) 80,4 83,6
AUEM 2 905 914 (31,5 %) 26,7 30,8
AUEM 1 407 1 348 (95,8 %) 73,5 76,8
AUEM AUEM 4 312 2 262 (52,5 %) 75,8 78,7
Là aussi, l’utilisation conjointe des deux modalités augmente le score mais de fa-
çon moins importante que pour les personnes apparaissant (de 60,5 % à 80,4 % pour
MUEM ) ; surtout lors de l’utilisation des systèmes automatiques (73,5 % à 75,8 %
pour AUEM ). Une propagation inter-vidéos augmente moins les possibilités de nom-
mage (+4 % en moyenne) que pour les personnes apparaissant.
6.2. Détail par rôle de personnes
Pour le corpus REPERE, cinq types de catégories différentes ont été définies pour
classer les personnes (présentateur, chroniqueur, reporter, invité, autre). Au vu des
résultats détaillés, nous avons fait un regroupement des catégories ayant un compor-
tement similaire pour une meilleure lisibilité. Les trois premières ont été regroupées
dans le rôle R123 : présentateur/journaliste, les deux dernières dans le rôle R45 : in-
vité/autre. Le tableau 7 détaille la répartition de présence des personnes dans les vidéos
en fonction de leurs rôles. Un rôle a été affecté à chacune des personnes identifiées
dans les vidéos, une personne pouvant avoir des rôles différents selon l’émission.
Tableau 7. Répartition de la présence des personnes en fonction de leurs rôles :
R123 : Présentateur/journaliste, R45 : Invité/autre.
Rôle
#Personnes Temps de #Tours de #Personnes #Apparitions
parlant parole parole apparaissant à l’image
R123 84 (15 %) 632 (45 %) 6 149 (42 %) 48 (7 %) 2 935 (30 %)
R45 475 (85 %) 783 (55 %) 8 378 (58 %) 680 (93 %) 6 861 (70 %)
17
Seulement 48 des 84 personnes de R123 sont visibles et inversement 475 per-
sonnes de R45 parlent alors que 680 sont visibles. Les personnes de R123 occupent
45 % du temps de parole alors qu’elles ne correspondent qu’à 15 % des locuteurs.
Elles représentent aussi 30 % des visages visibles alors qu’elles n’appartiennent qu’à
7 % des personnes visibles. Il y donc un déséquilibre du temps de présence entre les
présentateurs/chroniqueurs/journalistes (rôles R123) et les invités/autres (rôles R45).
Le tableau 8 détaille les possibilités de nommer les 808 personnes présentes (union
des personnes parlant et apparaissant) en fonction du rôle qu’elles occupent dans les
vidéos.
Tableau 8. Nombre d’occurrences des noms et pourcentages des personnes présentes
nommables par les noms prononcés ou écrits en fonction de leurs rôles (R123 : 84
présentateur/chroniqueur/reporter, R45 : 728 invité/autre)
Ncités Nécrits
Occpv Nintra Ninter
R123 R45 R123 R45 R123 R45
MUEM 414 2 353 78,9 55,2 86,9 61,7
MUEM 91 952 23,0 40,6 35,7 47,9
MUEM MUEM 505 3 305 81,0 67,7 89,3 73,6
AUEM 58 1 396 13,9 24,7 16,7 30,6
AUEM 174 1 177 37,8 46,3 47,6 53,4
AUEM AUEM 232 2 573 42,9 56,3 52,4 62,5
Nous pouvons observer que les noms des 84 personnes de R1 sont assez peu pro-
noncés (Occpv pour MUEM =414, AUEM =58) ou écrits (Occpv pour MUEM =91,
AUEM =174) par rapport à leurs temps de présence. Cependant, ils ont, pour la majo-
rité, leurs noms prononcés dans les segments UEM (Nintra = 78,9 % en MUEM ). Par
contre, il est difficile pour des systèmes automatiques d’extraire ces noms parce qu’ils
sont soit inconnus des systèmes, soit parce que les personnes sont juste citées par leur
prénom. Comme il n’est pas toujours évident de pouvoir compléter ces prénoms pour
obtenir une identité complète, le score Nintra diminue à 13,9 % avec les systèmes
automatiques.
Cette différence entre annotations manuelles et extraction automatique n’appa-
raît pas pour les noms écrits car les journalistes intervenants oralement et visibles
à l’image, sont souvent introduits par leurs noms écrits alors que les journalistes en
voix off ne sont jamais présentés ainsi.
En comparaison, les personnes de R45 sont plus nommables, quelle que soit la
source automatique, que les personnes de R123 (Nécrits 46,3 % et 37,8 %, Ncités
24,7 % et 13,9 %). Les personnes du rôle R123 sont donc plus difficilement nom-
mables automatiquement alors qu’elles représentent une proportion importante du
temps de présence. L’utilisation de quelques modèles biométriques correspondant aux
personnes de R123 reste donc une solution intéressante puisqu’il est facile d’avoir une
connaissance a priori de leur présence dans les vidéos.
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6.3. Apport de l’utilisation des vidéos complètes
L’utilisation des vidéos complètes (ARAW ) par rapport à la seule utilisation des
segments annotés (AUEM ) augmente le nombre d’occurrences de citation des noms
de personnes apparaissant ou parlant (Occpv de AUEM =2 805 à ARAW =3 476), sans
pour autant augmenter significativement le nombre de personnes présentes nommables
dans les segments UEM (AUEM =55,1 % à ARAW =56,7 %). Par contre, ce nombre
d’occurrences supplémentaires peut faciliter l’association noms-personnes.
Tableau 9. Apport des vidéos complètes, pour le nommage des 808 personnes
apparaissant et/ou parlant dans les segments UEM
Ncités Nécrits Occ Occpv Nintra Ninter
MUEM 4 273 2 767 (64,8 %) 57,7 64,4
MUEM 1 049 1 043 (99,4 %) 39,0 46,9
MUEM MUEM 5 322 3 810 (71,6 %) 69,2 75,4
AUEM 2 905 1 454 (50,1 %) 23,7 29,3
AUEM 1 407 1 351 (96,0 %) 45,5 53,0
AUEM AUEM 4 312 2 805 (65,1 %) 55,1 61,6
ARAW 4 922 1 755 (35,7 %) 24,8 30,4
ARAW 2 090 1 721 (82,3 %) 47,3 54,6
ARAW ARAW 7 012 3 476 (49,6 %) 56,7 62,7
Les pourcentages des Occpv pour les ARAW sont sous-évalués. L’annotation ne
portant que sur les segments UEM, nous ne pouvons pas affirmer qu’un nom prononcé
ou écrit ne correspond pas à une personne présente en dehors des segments UEM.
Si on détaille, encore une fois par type de rôle, le score Nintra (tableau 10), on
voit que l’utilisation des vidéos complètes apporte plus d’informations pour les per-
sonnes des rôles R123 que pour celles des rôles R45. En effet, le nom des présenta-
teurs/chroniqueurs est souvent prononcé/écrit en début d’émission alors que pour les
invités/autres, il est prononcé/écrit au moment de l’intervention.
Tableau 10. Apport des vidéos complètes en fonction du rôle des personnes pour le
nommage des 808 personnes apparaissant ou parlant dans les segments UEM.
Entre parenthèses apparaît l’augmentation en absolu par rapport aux données du
tableau 9, ligne AUEM
Ncités Nécrits
Occpv Rintra
R123 R45 R123 R45
ARAW 78(+20) 1 677(+281) 17,8(+3,9) 25,5(+0,8)
ARAW 226(+52) 1 495(+318) 41,8(+4) 47,8(+1,5)
ARAW ARAW 304(+72) 3 172(+599) 47,1(+4,2) 57,6(+1,3)
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6.4. Détail par type d’émission
Ce corpus étant composé de sept émissions différentes, nous pouvons observer les
variations de la proportion de personnes nommables (voir tableau 11). Les deux jour-
naux télévisés ont un comportement assez similaire alors que les personnes présentes
dans l’émission d’actualité people sont plus difficilement nommables (beaucoup de
personnes au second plan, les personnes de groupes de musique sont introduites par le
nom du groupe et non le nom de chacun des membres, etc.).
Tableau 11. Détail par type d’émission pour le nommage des 808 personnes
apparaissant et/ou parlant dans les segments UEM. Les noms hypothèses sont
extraits des vidéos complètes
Émission Type
Noms prononcés Noms écrits
Nintra Ninter Nintra Ninter
BFM story Journal télévisé 31,3 32,6 53,9 57,5
LCP info Journal télévisé 32,9 39,3 51,0 56,8
Planète showbiz Actu people 17,6 21,7 32,7 37,1
Pile et face Débat 58,3 61,1 100,0 100,0
Entre les lignes Débat 51,9 61,9 42,9 42,9
Ça vous regarde Débat 35,7 35,7 53,3 53,6
Top questions Questions à l’Assemblée 31,2 40,2 59,4 69,0
Totalité 24,8 30,4 47,3 54,6
Les trois émissions de débat ont des résultats variables. Dans l’émission « Pile et
face », seulement trois personnes sont présentes (un présentateur, deux invités - aucun
reportage donc aucune personne supplémentaire). Leur nom est toujours écrit dans la
vidéo (de multiples fois pour les invités), ce qui explique le résultat de 100 % pour
les noms écrits. Pour les noms prononcés, on retrouve un peu moins de deux tiers
des personnes nommables, a priori, ce sont les invités interpelés par le présentateur.
L’émission « Entre les lignes » invite des chroniqueurs à parler d’un sujet d’actua-
lité, encadrés par un présentateur. Ces chroniqueurs sont redondants d’une émission à
l’autre, ce qui explique l’augmentation importante (de 51,9 % à 61,9 %) obtenue avec
les noms prononcés lorsque l’on utilise une propagation inter-vidéos. Il est à noter
que sur cette émission, les noms prononcés obtiennent un résultat supérieur aux noms
écrits. A contrario, dans « Ça vous regarde », les invités changent à chaque émission.
Il n’y a donc quasiment aucune augmentation lors de la propagation des noms aux
autres vidéos.
Dans les « Questions à l’Assemblée », de nombreuses personnes sont visibles au
second plan (député assis juste derrière celui qui pose la question ou ministre proche
de celui qui répond) mais comme elles ne jouent pas de rôle dans l’émission, elles
ne sont donc pas introduites oralement ou par leur nom écrit. Malgré tout, dans le
protocole d’évaluation du défi REPERE ces personnes sont à identifier. La propagation
des noms aux autres vidéos permet là aussi de rendre ces personnes nommables si elles
sont intervenues dans une autre vidéo.
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6.5. Affiliation des noms hypothèses aux personnes à l’aide d’un « oracle au
voisinage »
Jusqu’à présent, nous avons considéré qu’à partir du moment où un nom était
prononcé ou écrit, la personne correspondant à ce nom pouvait être nommée quel
que soit le moment où elle apparaissait/parlait dans la vidéo (ce qui correspond à
l’utilisation d’un oracle au niveau de la vidéo). Cependant, les systèmes de l’état de
l’art se restreignent aux tours de parole contigus pour effectuer l’association d’un nom
à une personne. Nous allons donc remplacer « l’oracle au niveau de la vidéo » par un
« oracle au voisinage ». C’est-à-dire qu’une personne sera nommable si son nom est
prononcé ou écrit dans le voisinage direct du moment où elle apparaît/parle.
Selon les travaux de l’état de l’art, l’oracle au voisinage a un comportement diffé-
rent pour chacune des deux modalités :
– Un nom écrit pourra nommer seulement les personnes apparaissant/parlant pen-
dant qu’il apparaît dans l’image.
– Un nom prononcé pourra nommer les personnes apparaissant/parlant dans les
tours de parole ou plans précédents, courants ou suivants.
Dans cette section, nous allons donc comparer la capacité d’association des noms
écrits ou prononcés aux bonnes personnes à l’aide de cet oracle au voisinage.
Tableau 12. Proportion des 808 personnes parlant ou apparaissant
nommables à l’aide d’un oracle au voisinage, segments UEM
Ncités Nécrits
Oracle au niveau de la vidéo Oracle au voisinage
Occpv Nintra Ninter Occpv Nintra Ninter
MUEM 2 767 57,7 64,4 1 580 51,8 58,9
MUEM 1 043 39,0 46,9 977 38,4 45,9
MUEM MUEM 3 810 69,2 75,4 2 557 64,6 71,4
AUEM 1 454 23,7 29,3 632 20,9 26,4
AUEM 1 351 45,5 53,0 1 269 45,4 52,5
AUEM AUEM 2 805 55,1 61,6 1 901 53,6 60,5
Le tableau 12 nous montre qu’il est plus facile d’utiliser un nom écrit pour identi-
fier une personne présente. En effet, on peut constater que lorsqu’on restreint l’asso-
ciation au voisinage, le score de nommage réduit de 2,8 % à 5,9 % selon le système
et la propagation utilisés. Alors qu’il n’y a que très peu ou pas de différence pour
les noms écrits (réduction de 0,1 % à 1,0 %). Le nombre d’occurrences de noms uti-
lisables réduit lui aussi fortement pour les noms prononcés (de 2 767 à 1 580 pour
MUEM et de 1 454 à 632 pour AUEM ) alors qu’il ne réduit que très peu pour les
noms écrits (de 1 043 à 977 pour MUEM et de 1 351 à 1 269 pour AUEM ).
Pour les noms prononcés, il faut aussi sélectionner les noms à utiliser alors que,
pour les noms écrits, la quasi-totalité des occurrences sont utilisables pour identifier
les personnes directement présentes.
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7. Conclusion
Deux sources intrinsèques aux vidéos peuvent fournir les noms des personnes pré-
sentes dans les flux télévisés : les noms prononcés et les noms écrits. Les premiers
bénéficient d’un plus grand nombre d’occurrences de citation par rapport aux seconds.
En revanche, les erreurs de détection et de transcription des systèmes automatiques ré-
duisent le nombre de personnes nommables obtenu pour cette modalité. A contrario,
l’augmentation de la qualité des vidéos permet aux systèmes automatiques d’extrac-
tion des noms écrits de générer très peu d’erreurs de transcription. Il y a donc une
marge de progression plus importante pour les noms prononcés que pour ceux écrits.
Il est important de souligner que les noms prononcés sont dépendants d’un modèle
de langue pour leur extraction (transcription de la parole et détection des entités nom-
mées). Même si les noms écrits ont besoin d’un modèle de caractères pour effectuer la
transcription, il est beaucoup plus facile de créer ce modèle qu’un modèle de langue
(pour LOOV nous avons utilisé le modèle de caractères fournit par défaut).
Sur le corpus REPERE, les noms prononcés extraits automatiquement peuvent per-
mettre de nommer environ deux fois moins de personnes que les noms écrits. Ces der-
niers sont principalement utilisés pour introduire des personnes apparaissant et parlant
en même temps. En revanche, ceux prononcés peuvent aussi introduire des journalistes
parlant en voix off ou encore des personnes apparaissant mais ne parlant pas.
Cette étude montre qu’il y a une forte différence entre les présentateurs/chroni-
queurs/journalistes et les invités/autres. Les premiers représentent un temps de pré-
sence important alors qu’ils ne sont que peu nombreux. Les seconds, malgré qu’ils
soient huit fois plus nombreux dans ce corpus, représentent le temps de présence res-
tant. Sur des corpus de taille plus importante, cet écart devrait être plus marqué.
La seconde différence provient de la difficulté à nommer les présentateurs/chroni-
queurs/journalistes, notamment en utilisant les noms extraits automatiquement. Ce
qui doit orienter les travaux futurs vers l’utilisation de modèles biométriques pour ces
personnes, puisque leur présence dans les flux télévisés est a priori connue.
Le corpus REPERE a permis de montrer des différences notables sur la proportion
de personnes nommables, selon le type d’émission visé. Certaines d’entre elles n’uti-
lisent que peu les noms écrits ou prononcés pour introduire les personnes présentes.
Par exemple, 17,6 % de personnes sont nommables dans « Planète showbiz » à l’aide
des noms prononcés et 32,7 % à l’aide des noms écrits. Alors que l’émission « Pile et
face » présente systématiquement tous les intervenants à l’aide des noms écrits.
Les différences entre ces deux sources montrent qu’il est important de développer
des méthodes d’identification non supervisées intégrants à la fois les noms écrits (qui
permettent de nommer facilement le locuteur courant et un des visages visibles avec
certitude) mais aussi le grand nombre d’occurrences des noms prononcés, avec l’in-
certitude inhérente à cette source. Ces méthodes ont tout intérêt à utiliser un corpus
entier pour profiter de la redondance de présence des personnes sur plusieurs vidéos,
mais aussi à adopter des stratégies spécifiques à chaque type d’émission.
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