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Yorktown Heights, New York 10598 
Determining the structure of a crystal by X-ray methods requires repeated 
computation of the three-dimensional Fourier transform. Over the last few years, 
algorithms for computing finite Fourier transforms that take advantage of various 
crystal symmetries have been developed. These algorithms are efficient especially 
when the sampling space contains a prime number of points in each coordinate 
direction. In this work, we present a method of combining programs for two 
relatively prime integers p and q to obtain a program for sampling space 
containing p . q number of points in each coordinate direction. 0 1990 Academic 
Press, Inc. 
1. INTRODUCTION 
Determining the internal microscopic structure of a crystal by X-ray 
crystallography requires the computation of the Fourier transform (FT)’ at 
several stages. The use of FT in crystallography, especially for large data 
sets in protein crystallography, has evolved from infrequent sporadic use 
for visualization purposes to intensive use in fundamental, computational 
processes such as phase determination and model refinement. These 
processes rely heavily on non-crystallographic symmetry methods [4] and 
require many iterations. The efficiency with which these computations can 
be carried out is a crucial factor in determining the cost and even the 
feasibility of these procedures. 
Sampled crystallographic data is given as a finite three-dimensional 
array of numbers. In general, the symmetry of a crystal gives rise to 
redundancy in the sampled data. This redundancy is expressed by the 
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space group of the crystal; the data is invariant under the action of the 
space group of the crystal. In this work, we will consider only the point 
groups (space groups that fix a point). However, the theory extends 
to general space groups. Point groups can be realized as finite subgroups 
of GL(3, Z), the group of 3 x 3 integer matrices with determinant + 1. 
The use of space group symmetry to reduce the cost of FT calculation was 
formally introduced by Lyn Ten Eyck [7], but only special symmetries were 
included in the programming package. Agarwal [l] and Bricogne [4] 
included symmetries not covered by Ten Eyck, but their results were 
limited to particular applications. 
There are several parameters to keep in mind when developing a 
methodology for designing symmetrized FT algorithms. First, a complete 
package must account for the 230 space groups, although, not all occur in 
nature. A description of these can be found in the Zntemational Tables [6], 
but for structuring of these space groups in a language more suitable for 
our approach, see [5]. Second, the size of the problem has a great impact 
on the choice of algorithms. In Section 2, a symmetrized finite Fourier 
transform (FFT) is designed for data on n x n x n points, for an arbitrary 
n. Without symmetry, the time required by Cooley-Tukey techniques is 
3n3 log n. In order to use space group symmetry, Cooley-Tukey technique 
must, at first glance, be abandoned. If the order of the space group is r, 
then the general method introduced in Section 2 requires n6/r2 arith- 
metic operations. Although, all redundant arithmetic has been eliminated, 
the loss of Cooley-Tukey has resulted in a severe penalty. The essential 
problem is to show how to take advantage of the symmetries and still 
arrive at a method of computation for which a fast algorithm exists. 
Over the last few years, several methods [7], have been introduced. 
These are most effective and simple to program when the sample space 
contains a prime number of points in each coordinate direction. The 
extension to general sizes results in an extremely complex and as yet, little 
understood programming problem. The main result of this work-orbit 
exchange-is a procedure for designing symmetrized FFT algorithms for 
general IZ which reduce to symmetrized FFT algorithms on the relatively 
prime factors of IZ. 
Our approach has several important features. 
1. Only nonredundant data need to be stored. 
2. The problem is broken down into small modules. Each module 
utilizes efficient symmetrized FFT algorithms. Symmetrized algorithms 
used in the modules are independent of each other. 
3. Indexing and permutation are done on small arrays, thereby reduc- 
ing data transfer time and storage of index vectors. 
4. The method can be implemented on a vector processor. 
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2. SYMMETRIZED FOURIER TRANSFORMS 
We will examine briefly the role of crystal symmetry on the calculation 
of the Fourier transform. For a positive integer n, denote by L(n) the 
space of functions on (Z/nj3, where Z denotes the set of integers, and 
(Z/nj3 = Z/n X Z/n X Z/n. Consider the bilinear form on (Z/nj3, 
(x, Y> = X’Y = X,Y, + -QY, + X3Y3, x, Y E (Z/n>3, (1) 
where we view the elements x and y as 3-tuple column vectors, and X’ 
denotes the transpose of X. Set w, = exp(2&/n), and 
w(x,Y) = wk 
n n, (2) 
where k is the unique integer satisfying 0 I k < n, and (x, y) = k, 
mod n. The finite Fourier transform (FFT), 
F(n): L(n) + L(n), (3) 
is defined by the formula 
(F(n)f)(y) = C f(~)w,X’~, Y E (Z/n13, fE L(n)- (4) 
x@Z/d3 
Denote by GL(3,Z) the group of all 3 X 3 integer matrices having 
determinant _+ 1, and by GL(3,Z/n> the group of all 3 X 3 matrices over 
Z/n having determinant f 1. A group homomorphism 
GL(3, Z) + GL(3,Z/n) (5) 
is defined by reducing mod n the coefficients of the matrices in GL(3, Z). 
Take any subgroup G of GL(3,Z/n>. For applications to crystallography, 
we take G as the image under (5) of finite subgroup of GL(3, Z), but 
unless otherwise specified, G is arbitrary. G acts on (Z/nJ3 by matrix 
multiplication. 
For g E GL(3,Z) and f E L(n), define f, E L(n) by 
f,(x) =.a@)? x E (Z/n)“. 
Then we have the following result. 
THEOREM 1. 
(6) 
(F(n)f)(g*y) = (F(n)f,)(y), Y E (Z/n)“, whereg* = (d-l. 
(7) 
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Proof: By definition, 
(WdfgKY) = c fg<eJ~‘y 
xc(Z/nS 
= c f( gx)w,x? 
.rE(Z/d3 
Replacing x in the summation by g-lx, we have 
Since 
(wag)(Y) = c fwW?Y’X)‘y. 
.xE(Z/flF 
(g-lx)) = x*g*y, 
the right-hand side becomes (F(n)fXg*y), proving the theorem. 
A function f E Z,(n) is called G-invariant if f = f, for all g E G. 
Applying Theorem 1, we have the next result. 
THEOREM 2. If f E L(n) is G-invariant then F(n)f is G*-invariant, 
where 
G* = {g*lg E G}. (8) 
Denote the space of G-invariant functions by L,(n). Theorem 2 implies 
that F(n) is a linear isomorphism from L,(n) onto L,.(n). 
For x E (Z/nj3, the set 
G(x) = (gxlg E Gj (9) 
is called the G-orbit of x. The subgroup of G, 
Iso,( x) = {g E Glgx = x} (10) 
is called the isotropy subgroup in G at x. A subset X of (Z/nj3 is called a 
G-fundamental domain in (Z/n13 if the following two conditions are 
satisfied: 
I. (Z/nj3 = U,,,G(x). 
II. For any two distinct x and x’ in X, we have 
G(x) n G(x’) = 0, 
where 0 denotes the empty set. 
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Consider any G-fundamental domain X. The defining conditions imply 
that every G-orbit intersects X in exactly one point. Conversely, we can 
determine a G-fundamental domain by first partitioning (Z/nj3 into 
G-orbits, then choosing one element from each G-orbit. We will denote a 
G-fundamental domain in (Z/nj3 by G - fd(n>. In general, G - fd(n) is 
not unique. 
Suppose now that f is a G-invariant function in L(n). Then, f has the 
same value at each point of any G-orbit and is completely determined by 
its values on G - fd(n). Conversely, any function on G - fd(n> uniquely 
extends to a function in L,(n). By Theorem 2, F(n)f is G*-invariant and 
completely determined by its values on G* - f&n). We will show how to 
compute the values of F(n>f on G* - f&n) solely from the values of f on 
G - fd(n>. 
Denote the elements of a G - fd(n) by 
Xl, x2,. *. , x I. (11) 
Set 
Then, by definition, 
(F(n)f)( y) = i z f(xjk)w,(xjk,Y). (13) 
j=l k=l 
Since f is G-invariant, 
ftxj) =fCXjk)3 lljlr,l<k~mj, (14) 
and we can rewrite (131 as 
(F(n)f)( y) = i f(xj) z w,(xjk,y). 
j=l k=l 
(15) 
By the comments above, computation in (15) can be restricted to y E 
G* - fd(n). To carry out the computation, we require the following four 
steps (the first three steps can be precomputed): 
(9 G - fd(n> and G* -f&n>. Set 
G -fd(n) = [x1,x2 ,..., xr}. 
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(ii) G(xj), for 1 I j I r. Set 
(iii) cj(y) = IQ1 Wn(+yY), 1 I j I r, y E G* -fd(n>. 
(iv) C>= 1 f(Xj)Cj(Y), Y E G* - fd(n). 
Computing F(n)f by formula (15) has the consequence of removing all 
redundant calculations. Finite Fourier transform of G-invariant data with- 
out any redundant arithmetic is called a G-symmetrized FFT algorithm and 
will be denoted by 97G, n>. Any G-symmetrized algorithms must be 
compared with fast FFT algorithms which operate on the complete data 
set or the Ten Eyck package which includes some symmetry to reduce the 
data set but still retains the potential of computing with fast FFT algo- 
rithms. Recently, fast FFT algorithms operating only on essential data set 
have been developed which so far show promise when it is taken as a 
prime. The orbit exchange method, discussed in the next section, is a 
general method of bootstrapping algorithms on factors of it to it itself. 
Matching of Indices in the Direct and the Reciprocal Spaces 
The result of an X-ray defraction experiment is a three-dimensional 
array of complex numbers. They are the sampled “structure factors” of a 
crystal. Fourier transform is the link between the electron density distribu- 
tion in the crystal and the structure factors. That is, in the defining 
formula 
WWfHY) = c fwc~Y> (16) 
XE(Z/flP 
f is the electron density distribution and F(n)f is the structure factors. 
The space in which x is measured is called the direct space, whereas the 
corresponding space for y is called the reciprocal space. 
The bilinear form x’y in (16) can be replaced by any nondegenerate 
bilinear form in (.Z/n13 with the following consequences: Take any 3 X 3 
nonsingular matrix B over Z/n and consider the nondegenerate bilinear 
form on (Z/nj3 given by 
X’BY, x, Y E (z/n)“. (17) 
Define, for f E L(n), 
Gudf)(Y) = c f~~M’By, Y E cm)“. (18) 
x4z/ns 
364 AN, COOLEY AND TOLIMIERI 
Observe that F(n>f and F,(n)f are related by the formula 
ouW(Y) = UwfmY). (19) 
Since B is invertible, we can replace y by B-‘y to obtain 
(F(n)f)(y) = @“(n)f)(B-‘Y), Y E (Z/4’. (20) 
Thus we can compute F(n)f by first computing F’(n)f and reindexing. 
For a subgroup G E GL(3,Z/n), it can happen that there exists a 3 x 3 
nonsingular matrix B over Z/n such that 
d&z = g, g E G. (21) 
Over Z, such a matrix can be found by the Weyl unitary trick. Suppose H 
is a finite subgroup of GL(3, Z). Define 
B = c h’h. (22) 
heH 
Then B is a 3 x 3 integer, nonsingular matrix satisfying 
h’Bh = B, h EH. (23) 
If G is the image of H under (5), then 
d&g = 4, ge G, (24) 
where B, is formed by reducing the coefficientsof B mod n. However, B,, 
is nonsingular if and only if 
(det B,n) = 1. (25) 
EXAMPLE 1. If H is the subgroup of GL(3, Z) generated by the matrix 
-1 1 0 
(Y= [ 1 -1 0 0, (26) 0 0 1 
then H is a cyclic group order 3, and the condition (23) is met with 
B=[-i -a i]. (27) 
Since det B = 36, B,, is nonsingular if and only if 
(n,2) = (n,3) = 1. (28) 
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Define the centralizer of H in GL(3, Q>, the group of 3 X 3 nonsingular 
rational matrices, by 
$5’(H) = (C E GL(3, Q)lhC = Ch, h E H}. (29) 
Then 
h’BCh = BC, h EH, (30) 
whenever C E $9(H). To satisfy (231, with B replaced by (BC),, we must 
find a C E $9(H) satisfying 
1. BC is an integral matrix, 
2. (det BC, n) = 1. 
EXAMPLE 2. Return to Example 1, and set 
Then, B E $9(H), 
cc I 1 1 a a 0 -2 ; 0. 1 (31) 
0 0 4 
1 0 0 
BC= [ -1 1 0, 1 (32) 
0 0 1 
and det BC = 1. For every it > 1, (BC), is a 3 X 3 nonsingular matrix 
over Z/n satisfying 
a’( BC),a = (BC),. (33) 
THEOREM 3. If G is a subgroup of GL(3,Z/n) and B is a 3 X 3 
nonsingular matrix over Z/n satis-ing condition (231, then f E L,(n) if and 
only if F&)f E Lo(n). 
proof: By definition, for g E G, 
b%Wfk34 = C fW~n”‘Bg~, 
XE(Z/tt)’ 
which by condition (23) can be rewritten as 
(Cdn)f )(gy) = C f(x)w$g-‘)‘By 
XE(Z/d3 
= c f(++WBY 
xc(z/n)3 
= c f(gx)w,x’BY. 
x4Z/d3 
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Thus 
f(G) =fW t, m?(+f)(gY) = &(W(YL 
proving the theorem. 
It is not the case that condition (23) holds in general, even if G is a 
finite subgroup of GL(3, Z). 
EXA~L~PLE 3. Let H be the subgroup generated by 
(Y= [ 1: R 81, y= [; i E]. (34) 
If B is a 3 X 3 integer matrix satisfying 
h’Bh = B, h E H, (35) 
it must have the form 
(36) 
from which we see that 3/det B, for all a and c. 
In case a 3 X 3 nonsingular matrix B over Z/n can be found satisfying 
(23) then we can replace (15) by 
j=l k=l 
y E G -f?(n). (37) 
3. ORBIT EXCHANGE 
Take n = p * q, where p and q are relatively prime integers. By the 
Chinese Remainder Theorem, we have a ring-isomorphism 
z/n = z/p x z/q, (38) 
given by the map 
P(X) = (xpAJ7 x E z/n, (39) 
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where xP = x mod p and xq = x mod q. We extend p to a ring-isomor- 
phism, also denoted by p, 
(Z/n>” = (Z/P)” x Wq13, (40) 
where the ring-structure on (Z/nj3 is given by coordinate-wise addition 
and multiplication, and p acts independently on each coordinate. For 
g E GL(3,Z/n), gp denotes the matrix of GL(3,Z/p) formed by reducing 
modulo p the coefficients of g. In this way, q determines an action, 
(g,> g,> E GU3, Z/P) x GL(3,Z/q), (41) 
on the product space (Z/P)~ X (Z/q)3. By abuse of language, we will 
denote this action by g as well. If G is a subgroup of GL(3,Z/n) then by 
(41), G acts on the product space (Z/P)~ x (Z/q)3. Denote by G - fd(p) 
a fundamental domain of the action of G on (Z/P)~ and by G - fd(p, q) 
a fundamental domain of the action of G on (Z/P)~ x (Z/q)3. 
By (40), we can identify L(n) with the space L(p, q) of functions on 
(Z/P)~ X (Z/q)3. Under this identification, the space L,(n) is identified 
with the subspace L,(p, q) of functions f E L(p, q) satisfying 
f(gb, w  = f(gpa, s,b) = f(a, b), 
g E G, a E (Z/P>~, b E ( Z/d3. (42) 
The prime factor algorithm [3] states that the action of F(n) on L(n) is 
“essentially” the action of F(p, q) on L(p, q) given by 
(HPYqlfk4 = c c f(a, b)Wpc)Wy), (43) 
a E (Z/pj3 b E (Z/q13 
where wp and yq are some primitive pth and qth roots of unity. 
For the remainder of this work, we will assume that G is a subgroup of 
GL(3,Z/n) satisfying 
g’Bg = B, g E G, (44) 
for some 3 X 3 non-singular matrix B over Z/n. Equation (44) continues 
to hold when we reduce the equation modulo p and q. Set 
QuP9qbw74 = c c f( a, 6) wpfB=wqb’? (45) 
a~(Z/p)~ b@Z/q)’ 
AS in Section 2, since B is invertible over Z/n and remains invertible over 
Z/p and Z/q, computing F,(p, q)f is equivalent to computing F(p, q)f. 
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We can compute (45) in two stages: 
1. Compute for all II E (Z/p13, 
fl(U,d) = c fWb+fBd. 
b=(Z/q)3 
Setting f,(b) = f(a, b), we have f, E L(q) and 
fI(4 4 = @&)fo)(4. 
2. Compute for all d E (Z/qj3, 
f+, 4 = c f(w+fac. 
a &Z/PY 
Setting <f,>,<u> = f&z, d), we have <f,>, E L(p) and 
fk 4 = &(d(fi)&). 
This completes the computation, since f&c, d) = (F&I, q)fXc, d). We 
will now assume that f satisfies 
f(lP7&) =f(a,b), g E G, a E (Z/P)“, b E (Z/d3, (46) 
and see the effect of this on the computation. 
THEOREM 4. For all g E G, iff satisfies (461, then 
fi(gh &I =fda, b)Y 
f,(gc&) =fkd). 
Consequently, f E L&, q) ifund only if F,(p, q)f E L&A 4). 
Proo$ By definition, 
fi(gw4 = c fb,~)~,b’Egd. 
b&Z/q)’ 
Applying (441, we can rewrite this as 
(47) 
(48) 
f,(gu,gd) = c f(gu,b)wp-lb)‘Bd 
b E (Z/d3 
= c f(gu,gb)w,b? 
b 4Z/qj3 
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Condition (46) implies 
f,(ga, g4 =f*(a, a 
proving (47). Formula (48) is proved in the same way. 
Take any a E (Z/pj3. Since f is G-invariant, for all g E Iso,( we 
have ga = a, and 
f,W) =f(a,&) =f( ga,&) =f(a,b) =f,W, (49) 
showing that f, is Iso,(invariant. By the results of Section 2, we can 
compute fi(a, d) = (F,(q)f,Xd), for d E Iso, - fd(q), using any 
Y(Iso,(a), 4). In the same way, since fi is G-invariant, if g E Iso,( 
(f,),(ga) =fi(ga,d) =fdgwd) =fdaJ) = (fi)&), (50) 
and <fi& is I&d&invariant. We can compute fJc, d), for c E Iso, 
- fd(p) using any F(Iso,(d), p). 
A direct verification shows that 
is a G -fd(p,qh By (47), fI is completely determined by its values on 
(51). The preceeding discussion shows that fi on (51) can be computed 
using 
W%-(4 3 4), a E G -fd(p). 
In the same way, if we know the values of fi on the following G - fd(p, q) 
U (W-(d) -MA) x {4, 
d E G -fd(q) 
(52) 
then we can compute the values of f2 on (52) by using 
fl(Iso,W), P), d E G -fd(q). 
Below, we will define a bijection r from the set (51) to the set (52), such 
that, for any point (a, d) in (51), the point ~(a, d) is in the G-orbit 
through (a, d). Such a bijection is called an orbit exchange and replaces 
transposition in the non-symmetrized FIT. Observe that 
fi(a>d) =fi(+J)), (a, 4 in (511, (53) 
which directly allows the values of fi on (51) to determine the values of fi 
on (52). 
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Summarizing, if f is G-invariant, we can compute F,(p, q)f on a 
G - fi(p, q) and hence, on all of (Z/pj3 X (Z/qj3 in the following steps: 
Precomputation stage. 
1. Compute G - fd(p) and G - fd(q). 
2. Compute Iso, for each a E G - fd(p) and Iso, for each 
d E G - fd(q). 
3. Determine an orbit exchange r. 
Computation stage. 
1. For each a E G - fd(p), compute (F’(q)f,Xd), d E Iso, - 
fd(q). This determines fi(a, d) on (51). 
2. Use the orbit exchange to determine f,<a, d) on (52). 
3. For each d E G - fd(q), compute (F,(pXf,),Xc), c E Iso, 
- fd(p). This determines f2(c, d) on (52). 
The orbit exchange. For each a E G - fd(p), let T, be a subset of 
(Z/d3. If 
U (4 X T, 
aEG-fd(p) 
is a G -fd(p, q), we must have 
T, = Iso, -fd(q). 
Starting with the G - fd(p, q) of the type described in (511, we will define 
an orbit exchange. 
Take any point (a, d) in (51). Take a lixed G - fd(q). There exists an 
g E G, not necessarily unique, such that gd E G - fd(q). Then the set of 
all points of the form 
(ga, sd), gd E G -P(q) 
as (a, d) runs over (51) is a G - fd(p, q) of the type described in (52). The 
mapping 
da,4 = (gap&), gd E G -F(q) 
is an orbit exchange. 
SUMMARY 
The full use of crystal symmetry in Fourier calculation can be a decisive 
factor in determining the feasibility of the computation. The orbit ex- 
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change is a general method of designing a symmetrized FT algorithm for 
general size n x n x n by replacing the computation by symmetrized FFT 
algorithms for sizes given by the relatively prime factors of n. Fast 
symmetrized FFT algorithms for prime size exists. 
APPENDIX 
A test program was written to compute FFT on a data set of size 
60 X 60 X 60 that exhibits the space group symmetry P3 (120” rotational 
symmetry). The sample data space was decomposed into 33 x 43 x 53 and 
the orbit exchange was used twice. A major part of the computation was 
done using conventional FFT algorithms both in nonsymmetrized case and 
in our test case. The speed-up ratio in this particular case was 5.133. 
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