Abstract
Introduction
The Power function distribution is a flexible life time distribution model that may offer a good fit to some sets of failure data. Theoretically, Power function distribution is a special case of Pareto distribution. An excellent account of this distribution and its properties is given in Kleiber and Kotz [8] . Meniconi and Barry [15] discussed the application of Power function distribution. They proved that the Power function distribution is the best distribution to check the reliability of any electrical component. They used Exponential distribution, Lognornal distribution and Weibull distribution and showed from reliability and hazard function that Power function distribution is the best distribution. The probability distribution of Power function distribution is f(t) = γt γ−1 β γ ; 0 < t < β
With shape parameter γ and scale parameter β, the interval (0,β) Rider [20] derived distributions of the product and quotients of the order statistics from a Power function distribution. Moments of order statistics for a Power function distribution were calculated by Malik [13] . Dubey [7] discussed the percentile estimators for Weibull parameters. Lwin [12] , Arnold and Press [19] discussed Bayesian estimation for the scale parameter of the Pareto distribution using a Power function prior. Ahsanullah [1] 
Methodology
This section contains the derivation of the estimators for the parameters of the power function distribution using percentile estimation, maximum likelihood estimation and moment estimation methods. The modifications of the said methods have also been presented.
Percentile Estimator (P.E)
Let t 1 , t 2 , t 3 , … , t n be a random sample of size n drawn from probability density function of Power function distribution. The cumulative distribution function for a Power function distribution with shape and scale parameters β and γ , respectively.
By solving we get
where R i = F(t i ) . Let P 75 and P 25 are used. Therefore (3)becomes
Solving (4) and (5) (. 75)
First Modified Percentile Estimator (M.P.E.1)
In this modification of the percentile estimators, eq (5) is replaced by the coefficient of variation of Power function distribution.
c. v = 1 �γ(γ+2) (8) and
From (8)
After simplifications, we get
From (4)
Second Modified Percentile Estimator (M.P.E.2)
In this modification of the percentile estimators, eq (5) is replaced by the Median of Power function distribution.
Third Modified Percentile Estimator (M.P.E.3)
Using E ( (t 1 )) = (t 1 ) of Power function distribution and (4), by neglecting(5).
And
1 n+1 Let t 1 , t 2 , t 3 , … , t n be a random sample of size n drawn from probability density function of Power function distribution. The likelihood function of this random sample is the joint density of the n random variables and is a function of the unknown parameters. Thus
β nγ taking natural log on both sides we get
The maximum likelihood estimator MLE of the parameter is the value of the parameter that maximizes L and MLM for 2 parameter of Power Function distribution can be obtained by solving the equations resulting from setting the two partial derivatives of L(γ, β) to zero;
β does not exist. but the likelihood function can be maximize by taking
Where t n is the largest value in the sample data.
First Modified Maximum Likelihood Estimator (M.M.L.E.1)
By neglecting (17) and replacing
Put in (19) we get 
− n ln �t (1) (n + 1)
Second Modified Maximum Likelihood Estimator (M.M.L.E. 2)
From equation (17) and (19) nγ β = 0 (23)
Replacing (23) by median of Power function distribution
Third Modified Maximum Likelihood Estimator (M.M.L.E.3)
Using c.v of power function distribution and neglecting
by solving we get
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Moment Estimators (M.E)
The method of moments is another technique commonly used in the field of estimation of parameters. If the numbers t 1 , t 2 , t 3 , … , t n represent a set of data, then an unbiased estimator for the k th origin moment is
n Where m ḱ stands for thr k th sample moment. The first moment of power function distribution is
Therefore by equating sample and population moments we get
Put in (32), we get
First Modified Moment Estimator (M.M.E.1)
In this modification of the moment estimators, the second moment of two parameters Power function distribution is replaced by the coefficient of variation of Power function distribution.
c. v = 
Second Modified Moment Estimator (M.M.E.2)
In this modification of the moment estimators, the second moment of two parameters Power function distribution is replaced by the variance of Power function distribution.
and
where
Third Modified Moment Estimator (M.M.E.3)
In this modification of the moment estimators, the first moment of two parameters Power function distribution is replaced by the variance of Power function distribution.
i.e.,
Fourth Modified Moment Estimator (M.M.E.4)
Using co-efficient of variation of Power function distribution and m 2 , by neglecting m 1 .
From (32)
Given a sample of (X i , Y i ) pairs, regression analysis yielding β � and γ � is possible from eq(9). Three approximations for F � (t i ) based on its being uniformly distributed on interval [0, 1] show in Table. Method
Performance Indices (Goodness of Fit Analysis)
Some methods of goodness of fit analysis are employed here. Mean square error MSE and total deviation TD are two measurements that give an indication of the accuracy of parameter estimation. AL-Fawzan [16] referred to the use of the procedure of MSE and TD.
Mean Square Errors (MSE)
The MSE can be calculated as below 
Total Derivation (TD)
The total derivation TD, calculated for each method is as follows
Where γ and β are the known parameters, and γ � and β � are the estimated parameters by any method. These techniques are used to measure the variability of parameter estimates for each simulation. These are used to determine the overall "best" parameter estimation method. Table 3 . MLEs, MMLEs, MEs, and MMEs for the Parameters β and γ using n = 100 Table 4 . PEs, and MPEs for the parameters β and γ using n = 20 Table 6 . PEs, and MPEs for the Parameters β and γ using n = 100 
Results And Conclusions
All the results are listed in tables 1 to 6. A Monte Carlo simulation study shows that if we compare the M.L.E, M.E and their modifications, we find that for small sample size, their modified estimators produce better results. But as the sample size increases, the M.L.E provides the best results. M.E does not show any reliable results. It is very interesting that the result of M.E and its modifications are equal but their formulae are different.
The comparison of Percentile estimators (P.E) and its modifications suggests that for small sample size the Modified percentile estimators (M.P.E) produce the best estimates for β and γ with some exceptions. However, as the sample size increases the M.P.E.1 (First Modified Percentile Estimator) provides the best estimators (the method which has least M.S.E).
Among all the Percentile estimators and their modifications, P (5, 25) produces the best results, which shows that larger data produce better results. The best estimator among all the Percentile estimators and Modified percentile estimators is M.P.E.1 (5, 95) Finally, we recommend using M.P.E.1 and M.L.E modifications methods for small sample size and M.L.E for larger sample size for the estimation of the parameters of the power function distribution.
