Clock selection has a significant impact on the performance and quality of designs in high-level synthesis. In most synthesis systems, a convenient value of the clock is chosen or exact (and expensive) methods have been used for clock selection. This paper presents a novel heuristic approach for near-optimal clock selection for synthesis systems. This technique is based on critical paths in the dataflow graph. In addition, we introduce and exploit a new figure of merit called the activity factor to choose the best possible clock. Extensive experimental results show that the proposed technique is very fast and produces optimal solutions in a large number of cases; in those cases, where it is not optimal, we are off by just a few percent from optimal.
Introduction
High-level synthesis (HLS) is the process of translating a behavioral description to a register transfer level (RTL) structural description [2, 5, 9] . This involves problems such as module selection, scheduling (both resource-constrained scheduling or RCS, and time-constrained scheduling or TCS), allocation and binding, and clock selection [7, 9] . Scheduling for a fixed clock helps one explore the design space in two dimensions, namely area and latency [1] . As stated in [1] , this method would be useful for exploring only a small portion of a complete design space. For a more useful and exhaustive search, the clock value is also considered to be a constraint for the scheduling problem and this adds the third dimension to the search space.
Many design systems require that the clock be specified by the designer a priori. Even though the clock length is required prior to scheduling, the best value of the clock can be found only after evaluating different schedules. This interdependence makes it difficult to select a good value of clock prior to scheduling. A variety of schedules can be found, each for a different clock value and this provides the designer with greater flexibility in the choice of the final design. Since the clock value has to be known before the scheduling process itself, a good estimation of the clock value is essential. An optimal value can be found by finding all possible schedules with different candidate clock lengths exhaustively and then the best (or optimal) value can be chosen, but this would take a long time and hence it is highly undesirable. It is therefore necessary to derive algorithms that are fast and generate a near optimal value of the clock length if not the optimal value.
The choice of clock length affects the scheduling of a sequencing graph. In order to illustrate this, we consider the sequencing graph (which is the dataflow graph from which all edges other than dependencies are removed [5] ) for the second order differential equation benchmark [13] ; this sequencing graph is shown in Figure 1 . Note that for the rest of this paper, we use the terms dataflow graphs and sequencing graphs interchangeably. We assume that all operations other than multiplication are performed on the ALU and the multiplication operations on the multiplier. Then, for this sequencing graph, we can have two different schedule lengths de- pending on the value of the clock used and the delay of the different functional units. If the delay of the ALU is ¾ Ò× and the delay of the multiplier is ¼Ò× and a clock of ¼Ò× is used to schedule the graph (assuming no resource constraints), then we can complete the schedule in ¾¼¼Ò×. This is illustrated in Figure 1 (a). In this particular case, the ALU is idle for ¾ Ò× per clock. On the other hand, if we use a clock of ¾ Ò×, then the schedule time is ½ ¼Ò×, and in this case, none of the resources are idle as shown in Figure 1 
(b). It is thus important to choose a proper value of the clock to reduce the schedule length and the idle time on the various resources.
Note that we have made the idealized assumption that every unit of time within a clock cycle is usable by the functional unit, just like the other works in this area [1, 4, 3, 10] . We realize that in most cases in practice a certain amount of time, say AE ns is not available in each cycle for any functional unit. This can be easily accommodated in our approach by extending the lengths of clocks by AE ns as needed.
In this paper, we present a new heuristic for clock selection. Our approach finds the clock length independent of scheduling and hence it is not computationally expensive; in this respect, it is similar to [1] . Also, as is evident from experiments, the technique generates almost as good results as compared to an exhaustive, computationally more expensive method in [4] . Note that our goal here is to reduce the amount of computation required in the rest of the phases of design space exploration. Our appraoch considers only the operations on critical paths and does not consider the effect of the number of resources [11] (also referred to as resource allocation). Based on the experiments with benchmark examples, we have found that the clock value determined by our technique is close to the optimal clock value.
The rest of this paper is organized as follows. First, we discuss briefly some of the previous work on the clock selection problem as discussed in [1] and [4] . We then describe our method of finding the clock length as improvement over [1] and illustrate the differences with respect to that method.
Background and related work
We assume that module selection has already been done and hence delays for the functional units have already been provided from a particular library. We denote a functional unit by Í and the delay by Ð Ý . Since a clock length has to be chosen before scheduling, some of the trivial choices a designer may make are´ µ the delay of one of the functional units,´ µ the delay of the slowest/fastest functional unit, and´ µ the of the delays of all functional units. All of these plausible options have one common characteristic, i.e, they try to zero out the idle time on at least one of the functional units; it is important to note that this approach does not necessarily guarantee a good value for clock. The selection of the clock length not only affects the schedule, but it also affects the area and the complexity of the control circuit [5, 1] . Amongst the three methods cited above, the last one might generate a clock length that is so small that it may not be practically feasible to implement the control circuit [5] . We define the ×Ð of an operation mapped to a functional unit Í as the time during which the functional unit is idle. To illustrate this point assume that the clock length is Ð , then the slack for a functional unit Í is defined as follows:
The slack is the time for which the Í is not going to do any useful work. The utilization of the functional units can be made more efficient by decreasing the value of the slack and also possibly reducing the schedule length. We need to evaluate a set of candidate clock lengths and then choose the one for which the slack is minimum. Ideally, we would like to have zero slack for all functional units but since this is not practically possible, we try to look at possible clock values for which the slack would be minimum. The slack on a functional unit Í would be zero if the value of the clock perfectly divides its delay. This particular value of the clock need not necessarily reduce the slack on some other functional unit Í . It is thus important to find a value of the clock that would reduce the slack on all the functional units. Although such a value might be difficult to find, a measure that we would like to consider is an average value of slack over all functional units as illustrated by Chang et al. [3] and then obtain a value for the clock length based on the minimum average slack. The average slack function is defined by Chang et al. [3] as
where ÒÙÑ is the number of operations of type ; ×Ð ´ Ð µ is the slack on that operation for a clock Ð ; and AE is the total number of operations in the DFG. The objective is to minimize the above slack function with respect to the value of the clock. All the points of local minima for the above average slack function are the possible values of the clock cycle in the search space. The average slack is evaluated for all these points and the clock length value corresponding to the minimum average slack can then be chosen as the clock value. This approach does not consider any constraints either on the availability of resources or latency. It also does not take the structure of the graph into account. Another approach to finding the optimal value of the clock is described by Walker's research in [1] and [4] . The optimal clock selection technique as described in [1] considers all possible integral clock lengths which are ceilings of the integer divisors of the delays of the different functional units used in the design. This can be expressed as
subject to the condition Ð Ñ Ò Ð Ñ Ü´ ´ Ð Ý µµ where Ð Ñ Ò is a technological limitation, a clock cycle lesser than this value is not practically feasible. The set for the candidate clock lengths can be pruned further, i.e., the size of the set can be reduced further by considering the slacks on the various functional units for a particular value of the clock. A slack vector ×Ð ´ Ð µ that defines the slack for Ñ functional units types for a particular value of clock Ð can be written as
Hence, the reduction in the size of the initial set to ¼ (say). For each Ð ¾ ¼ , the resultant set of clock values, the exact solutions for the RCS (or TCS) problem are found for various resource vectors and then the Ð corresponding to the minimum schedule length (minimum resource requirement) is chosen as the optimal value of the clock.
Our approach to the problem is to take the structure of the sequencing graph into account in deriving a value for clock and to make design space exploration more efficient. Consider the ARFIL-TER benchmark [8] shown in Figure 2 . This graph has ½ multiplication operations and ½¾ add operations. Chang et al.'s [3] solution for this graph is to zero out the slack of the multiplier since there are more multiplication operations compared to add operations in the graph. On the other hand, on any critical path (i.e., the length of the longest path in the graph [5] ; one such path is highlighted in the figure), there are ¿ multiplication and add operations. Thus, zeroing out the slack of the adder reduces the total idle time on the critical path. Our results using this approach are very effective; experimental results shown in Section 4 demonstrate the efficacy of our solution.
Our Clock Selection Technique

Critical paths
The slack minimization algorithm presented by Chang et al. [3] considers a weighted average of the slack of all operations in the graph; but it does not take into account the structure of the graph. The critical path in the sequencing graph carries the essential dependency information. We would like to reduce the slack of the operation that has a higher frequency of occurrence in the critical path since reducing the delay in the critical path would improve the completion time of the schedule. The frequency of occurrences of operations belonging to different resource classes is considered and the slack of that particular functional unit is weighted with the frequency of occurrence of that particular resource class. All possible paths formed 
where È is the total number of critical paths in the data flow graph and AE Ô is the total number of nodes on the pth critical path.
Generating candidate clock lengths
If the expression for slack is substituted in the above equation, then we have the following expression
In the rest of this paper, we would refer to the above critical path weighted average slack as ÈÏ×Ð . Our aim is to minimize the weighted slack function above and find the corresponding value of clock Ð for which the function is minimum. If we consider a single term of the equation above as a function of the clock Ð ,
The above function is discontinuous at certain points which are gov- 
The Activity Factor
For all possible Ð ¾ , the value of the critical path weighted slack function is evaluated. This value of slack reflects the performance of the clock in absolute terms only. The absolute value of the slack does not convey the fraction of the useful clock. The major objective of using slack for clock selection is not only to select a clock which causes the least slack but also the slack which is relatively very less in comparison to the value of the clock. For this purpose, we define a new figure of merit called the activity factor to chose the best possible clock. Such a value of clock would reflect the maximum amount of useful work that can be done. We define the activity factor « for a given clock Ð in general as the following
In our definition of the slack, we will be using critical path weighted average slack, denoted by ÈÏ×Ð ´ Ð µ. The various candidate clocks can be pruned and the best clock selected using the activity factor, «. As an illustration, consider two clock values Ð ½ and Ð ¾, such that Ð ½ Ð ¾. Let the critical path weighted average slacks for the two values of clocks be ÈÏ×Ð ´ Ð ½µ and ÈÏ×Ð ´ Ð ½µ, such that ÈÏ×Ð ´ Ð ½µ = ÈÏ×Ð ´ Ð ¾µ. It is evident that the fraction, «´ Ð ½µ « Ð ¾µ, and hence Ð ½ is a better value of clock than Ð ¾ because it reflects a better utilization of the available clock. Another important aspect is that for all values of the clock which result in an equal value of ÈÏ×Ð , the highest value of the clock is always preferred. A higher value of the clock reduces hardware complexity and associated power dissipation in the circuit. The clock length causing the highest value of « is selected as the optimal clock.
The above is a scalar comparison of the activity factor values for different clocks. This is in contrast to the vector comparison over slacks for different types of resources for various clocks as discussed in [1] .
Complexity of the algorithm
The complexity for the Ë È and Ä È schedules is known to be Ç´Î · µ [5] . Assuming that Ò is the number of candidate clock lengths, complexity of evaluating the activity factor is Ç´Òµ The number of points (clock values) searched is
where minclock is the minimum value of the clock length feasible.
The critical paths in the unconstrained scheduled graph or the sequencing graph are the longest paths from the source to the sink. The problem of finding all the critical paths thus reduces to a problem of finding single source all possible longest paths in the original graph. However, in our approach, we consider only the edge disjoint paths formed by the critical nodes in the graph.
Experiments and discussion
In this section, we present experimental results of our technique used on five benchmarks: the AR-lattice filter Ê ÁÄÌ Ê [8] , the Elliptic Wave Filter Ï [15] , the Discrete Cosine Transform Ì [12] , the Ì [1] and the ¾ [6] benchmarks. With each benchmark, the heuristic computes the weighted average slack function (abbreviated as ÈÏ×Ð ) and the activity factor, (« ÈÏ ) for each value of the candidate clock lengths. First, we present results where chaining of operations is not considered. We used the VDP100 mudule library [10] ; the delays of the operations from the VDP100 library that we used in our experiments are shown in Table 1. Our technique also works with non-integral clocks. However, the results for this have been omitted for lack of space. For a comparison with the approach in [3] , the values of the average slack over all operations abbreviated as ×Ð and the corresponding activity factor « have also been tabulated. In this paper, the slack on the operations is weighted by the frequency of operations in the critical path. Since the schedule length of a sequencing graph is dependent on the length of the critical path, the algorithm tries to minimize the slack on the operations in the critical path by zeroing out the slack on the most frequent operation. It assumes the availability of unlimited number of resources. This is in contrast to the approach in [1] where clock selection is based on exact scheduling under constraints. Our approach tries to extract some essential information from the structure of the DFG by emphasizing on the operations on the critical paths. A sample critical path in Ê ÁÄÌ Ê is shown in Figure 2 .
In addition to the heuristic for clock selection, we compared the effect of our clock selection with the approach in [1] , which computes exact values of clocks using very expensive procedure. The optimal solutions have been evaluated for some typical resource vectors for two benchmarks Ê ÁÄÌ Ê and Ï as shown in Table 8 and Table 9 . The clock selected by our technique is shown in boldface. It can be noted that an optimal value of the clock for the least schedule length depends on the resource constraint and if sufficient resources are available, then the optimal value of the clock would approach the value computed in our approach as the best value of the clock computed by the heuristic assumes unlimited resources.
To illustrate this point, we compared our solutions to a full 3-D design space exploration used by Chaudhuri et al. [4] . Consider the exact RCS solutions in Table 8 and the heuristic solutions for integral clocks for the critical path weighted case in Table 3 . The best value for Ð found by the heuristic is 24Ò× (for maximum value of « ÈÏ ). It can be seen from exact RCS solutions, in most cases, the same value of 24Ò× is the optimal result. The next best (or comparable) value of the clock in terms of the total schedule length (in Ò×) according to the heuristic is 55Ò× which is also the next best value as evaluated by exact RCS solutions. In contrast Table 3 , the value of 55Ò× is a better clock than 24Ò× since « ´ µ « ´¾ µ. This is in contrast with the exact RCS solutions in Table 9 since the clock length of 24Ò× results in the fastest schedule. Thus, the definition of average slack along critical path as well as relating the slack to the fraction of useful clock is a better measure for the selection of near-optimal clock length. Such an approach showed that the results obtained are no worse than the approach in [3] .
Additional Issues
There are some additional engineering issues that affect the choice of clock length. Firstly, if the number of clock steps is large although the actual time to schedule is lesser, a larger and more complex controller might be required. Secondly, although we have based our approach of selection of a near-optimal clock on the activity factor, «, and the experimental results obtained compare very well with the exact RCS solutions as illustrated earlier, such an approach may not always yield the best practical value of the clock length.
Consider two clock lengths Ð ½ Ð ¾ where Ð ½ Ð ¾; let the activity factors corresponding to these clock values be such that «´ Ð ¾µ « Ð ½µ and the latency ´ Ð ½µ ´ Ð ¾µ. Although our method would choose Ð ¾ to be the optimal value of the clock, if the fraction, ´ Ð ½µ ´ Ð ¾µ ´ Ð ¾µ ¯(¯being a very small value), and the number of control steps for scheduling using the clock value Ð ¾ is greater than the clock Ð ½, then designing a controller for Ð ½ will be better because of practical design issues like size and complexity of the controller.
We have looked at finding a near-optimal value of the clock length based on minimizing the critical path weighted average slack in a given time step and then relating this particular value of slack to the activity factor. Another important issue that affects clock selection related to power dissipation in a VLSI circuit is discussed in [14] . As the number of clock cycles increases, the clock distribution network in the circuit is repeatedly charged and discharged which leads to increased power consumption. Larger clock cycles may result in fewer state transitions leading to a smaller controller, and hence a reduction in controller power. On the other hand, larger clock allows for chaining of functional units and since their outputs can cause glitches, it results in increased glitching power consumption.
Summary of results
The trend of the results obtained from this method of clock selection compared quite well with the exact solution technique discussed in [1] . The clock selection methodology discussed in this paper also allows for non-integral clock lengths as opposed to the approach in [1] which formulates the problem for integral clock lengths only. For evaluating the performance of our approach, the delays of the various functional units used are shown in Table 1 . The slack on different functional unit types for various candidate clock lengths are shown in Table 2 . The highlight of our technique is the weighting of the slack function by the frequency of the occurrence of operations in the critical path in a data flow graph thus taking into account the structure of the graph in some form. We also define a term called activity factor, «, which can be thought of as the useful work done in a clock cycle. The method has also been extended to include two basic types of chaining. Using « as the figure of merit for optimal clock selection, we see from Table 8 and Table 9 that the clock value for which the total schedule time is the least is the same as the clock value for which the « is maximum. An important point can be highlighted by analyzing the results for Ê ÁÄÌ Ê from would lead to a lesser number of time steps. This is better in terms of minimizing the number of states for the finite state machine controller.
Conclusion
This paper presented a critical-path based heuristic for clock selection in high-level synthesis. Extensive experimental results on several benchmarks shows that our approach is very fast in practice and produces the optimal solutions in most cases. This would enable fast design space exploration that simultaneously considers area, latency, and clock length. Note that our goal here is to reduce the amount of computation required in the rest of the phases of design space exploration. Our appraoch considers only the operations on critical paths and does not consider the effect of the number of resources (also referred to as resource allocation). Based on the experiments with benchmark examples, we have found that the clock value determined by our technique is close to the optimal clock value. We are currently working on exploring the incorporation of the effects of non-critical operations and inlcuding the effect of resource allocation [11] (in particular through the use of bounds). Work is also in progress on extending our technique to include module selection, and to include the effects of the control circuit parameters.
