This article uses samples of young, middle-aged, and older married workers drawn from the Panel Study of Income Dynamics to examine whether the effect of housework time on wages differs among these age groups. Results from OLS, fixed effects, and panel data instrumental variables models show that young and middle-aged wives are the only groups for which the authors find consistent evidence of a housework effect on wages. Each additional hour of housework reduces their wages by 0.1-0.4%. Additionally, the analysis finds evidence that for young workers, housework time is an important determinant of the male/female wage gap. (JEL J16, J22, J31)
I. INTRODUCTION
If childcare and other housework demand relatively large quantities of ''energy'' as compared to leisure and other non-market uses of time by men, women with responsibilities for housework would have less energy available for the market than men would. This would reduce the hourly earnings of married women, affect their jobs and occupations, and even lower their investment in market human capital when they work the same number of market hours as married men. Consequently, the housework responsibilities of married women may be the source of much of the difference in earnings and in job segregation between men and women.
-Gary S. Becker (1985, p. S35) Consistent with Becker's hypothesis, employed women spend more hours on housework per week than do employed men on average. The magnitude of this gender gap in housework time is large, despite a reallocation of some housework activities from wives to husbands in recent years. Over the past 30 years, women's time spent in housework declined from four to three times that of men (Blau et al., 2002, p. 56) . Because child care and housework continue to be primarily a woman's responsibility, many researchers have examined the extent to which the gender gap in housework time contributes to the gender wage gap. In general, these studies report that time spent on housework results in wage penalties, especially for married women, and including it in a wage regression increases the explained portion of the gender wage gap.
What has not been examined is the effect of housework time on wages over the life cycle. Many aspects of housework are likely to vary over the life cycle, if for no other reason than individuals' fertility decisions are a function of age. It seems reasonable to assume that the total amount of housework required to maintain a family would depend on the size of the family and the ages of its members. As a young couple starts their family, the amount of housework necessary to take care of its members will increase. Conversely, as children age and leave the home, the total amount of required housework should decline.
Additional housework responsibilities could arise from other sources, such as homeownership, which may be associated with specific stages of the life cycle. As the size of the family, the age of the children, and the probability of homeownership change over the life cycle, so, too, will the required amount of housework. The timing of housework tasks also may change over the life cycle. Some household chores must be performed continuously during the week, for example, meal preparation; whereas others can wait until the weekend, for example, yard work. Individuals who can postpone their housework tasks to nonwork days may not face the same energy constraint as their counterparts who are required to perform housework on workdays. Housework time may have differential wage effects, for the same number of hours per week, for individuals who perform it continually throughout the week versus those who regard it as primarily a weekend activity. There may be less flexibility in the timing of housework if children, especially young children, reside in the home. For this reason, there may be life-cycle effects associated with the timing of housework as well.
There is also the possibility that the intensity of effort associated with an hour of housework time changes over the life cycle. The effort intensity associated with housework is likely to be a function of the type of housework performed. Some chores call for more effort than do others, for example, emptying the dishwasher versus cooking the meal; paying the bills versus mowing the lawn, and so on. Furthermore, the effort associated with typical housework tasks (meal preparation, cleaning, etc.) may be more intensive when combined with the presence of young children. As the nest starts to empty, the effort associated with certain types of housework is likely to decrease.
This study examines these potential lifecycle effects by analyzing the relationship between housework time (hours per week) and wages for samples of young, middle-aged, and older married women and men using samples from the Panel Study of Income Dynamics (PSID). The PSID is a panel study that has annually (from 1968 to 1997, biennially thereafter) collected information on a representative sample of U.S. individuals and the family units in which they reside (Institute for Social Research, 2003a) . A unique feature of the PSID is that it includes annual and weekly measures of husbands' and wives' housework time.
This article proceeds as follows. In the next section the authors discuss related research, paying particular attention to a 1997 study by Hersch and Stratton. Hersch and Stratton's study is a comprehensive examination of the effect of housework time on the wages of married men and women, and as such, it is a good starting point for this research. The article then presents the empirical model, which is followed with a discussion of the estimation techniques used in the analysis. The third section contains a description of the variables along with a discussion of the data issues dictated by use of the PSID. Following that the authors present the empirical results, a discussion of the primary findings, and a wage decomposition analysis. The final section contains some conclusions.
II. RELATED RESEARCH
There is no evidence to suggest that there has been a significant change in the division of labor within the household since Becker published his article in 1985. Despite a slight reallocation of housework activities from wives to husbands in recent years, most of the housework as well as the care of children within the home are still primarily the responsibility of the woman (Hochschild, 1989; Walzer, 1998; U.S. Department of Education, 2001) . Furthermore, there continues to exist a high degree of specialization in the type of housework tasks performed by husbands and wives (see, for example, Greenstein, 2000) . Wives are still primarily doing ''women's work,'' such as meals, dishes, cleaning, shopping, and laundry, whereas men are engaged in the traditional male tasks such as yard work, home maintenance, and auto repair.
Studies that have examined the relationship between housework and wages have reported a significant negative effect of housework time on wages using ordinary least squares (OLS) models. Wage penalties associated with housework have been shown to hold for female piece-rate workers (Hersch, 1985) , selfemployed women (Hundley, 2000) , and samples of men and women from industrialized countries other than the United States (McAllister, 1990) . Researchers have concluded that household labor time is as important as occupational choice in explaining men's higher earnings (McAllister, 1990) and believe that controlling for it can explain a significant portion of the gender wage gap (Hersch and Stratton, 1997, 2002; Shelton and Firestone, 1989) . These studies differ in terms of who they find suffers adverse wage effects from performing housework. Coverman (1983) reports that household production is negatively related to the wages of white husbands and wives. Others, such as Hersch (1991a,b) and Hersch and Stratton (1997, 2002) , find consistent evidence that housework time reduces women's but not men's wages. Alternatively, McLennan (2000) finds little evidence of a housework effect on the wages of any group of male or female workers (white, black, single, or married).
This article closely follows Hersch and Stratton's (1997) study on housework and the wages of married men and women. In their study, Hersch and Stratton address many issues including whether housework time and wages are jointly determined, the impact of unobserved heterogeneity on wage/housework effects, and specification issues such as nonlinear wage/housework functions and threshold effects. They conclude that hours spent on housework adversely affect married women's wages, have an indeterminate effect on married men's wages, and increase the explained component of the gender wage gap by 8-12 percentage points. They also present strong evidence that women's wages and housework time are jointly determined.
Following their approach, the authors pay particular attention to the importance of unobserved heterogeneity as well as potential endogeneity issues. They do so because it is possible that some of these issues could vary with age. For example, there may be more variation in the cognitive abilities or health status of older workers than that of young or middle-aged workers. If this is the case, older workers may be a relatively more heterogeneous group in terms of the amount of physical or mental energy each member can expend on home or market work. Furthermore, if the presence of children affects the timing or the type of housework activities, the correlation between housework time and individual-specific characteristics such as ability may be greater during stages of the life cycle that are associated with fertility than it would be at other stages.
The authors use the same panel study as did Hersch and Stratton, the PSID, although they update the sample period to include more recent data. They also expand the empirical analysis to include an instrumental variables procedure for panel data that accounts for both heterogeneity and endogeneity. The next section describes the empirical model focusing on the issues of heterogeneity and endogeneity.
III. THE EMPIRICAL MODEL
Most studies that have analyzed the direct effect of housework on wages estimate a standard wage equation augmented with a housework-time variable. The theoretical basis for using an augmented wage equation to test for the effect of performing housework on wages derives from Becker's (1985) allocation of effort model, in which he suggests that housework may directly affect an individual's wage by limiting the amount of energy and effort he or she can expend on the job. Because individual effort is limited and must be allocated across all activities, individuals who allocate a relatively greater proportion of their energy toward childcare and housework will have less energy to allocate toward market work. Less energy or effort expended on the job may result in lower pay associated with the lower productivity. Alternatively it could result in the acceptance of a job that pays less because it calls for less productivity. In either case, a wage gap may develop between workers who have few household responsibilities and their more burdened counterparts.
To determine whether housework time adversely affects wages, the authors augment a standard wage equation with a housework time variable. The wage equation becomes:
where lnW it is the natural log of the real hourly wage of individual i at time t; X it is a vector of measurable human capital and job-related characteristics that vary over time; Z i is a vector of time-invariant individual characteristics such as gender or race; HW it is weekly time spent on household activities of individual i at time t; and e it is the error term. Hersch and Stratton (1997) emphasize that using OLS to estimate the wage equation could result in biased and/or inefficient estimates of the housework coefficient, d, for reasons of heterogeneity and endogeneity. This would occur if the error term, e it , is actually, e it ¼ l i þ e it , where l i is an unobserved individual-specific effect and e it is a random error. l i is assumed to account for individual effects, such as ability, that are not included in the regression, and to be time-invariant and independent over the panels. Alternatively, e it is assumed to be uncorrelated with l i and the explanatory variables and to vary independently across individuals and over time (see, for example, Baltagi, 1995) .
The heterogeneity issue exists because the individual effect, l i , could vary systematically across individuals. In this case, assuming l i is not correlated with any of the explanatory variables, OLS would produce consistent estimates of the parameters, but these estimates would be inefficient compared to those from a procedure that takes this heterogeneity into account. Alternatively, biased estimates of d would occur if l i and housework time are correlated.
1 Assume that l i measures innate ability and individuals with greater values of l i receive higher wages, perhaps because they are more productive in the market. If these individuals also spend less time on housework, then l i and housework time will be negatively correlated. In this case, the estimated housework coefficient from a cross-sectional OLS wage equation will suffer from ''heterogeneity'' bias, and time spent on housework will appear to have a greater negative effect on wages than it actually does.
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The authors investigate these issues by first using OLS to obtain benchmark estimates of d, and then compare those estimates to ones obtained from procedures used to control for heterogeneity and endogeneity. The first procedure used is the fixed effects (within) estimator, which controls for the potential endogeneity by effectively removing the individual effect, l i , from the regression model. Assuming the random error, e it , is homoscedastic and uncorrelated with any of the explanatory variables, the fixed effects procedure results in unbiased estimates of the time-varying variables. Its major drawback is that it also removes all time-invariant variables, such as gender and race, so their coefficients cannot be estimated. Furthermore, under certain circumstances, efficiency can be improved with an instrumental variables (IV) estimator (Baltagi, 1995) .
The second procedure used is the Hausman-Taylor instrumental variables (HTIV) estimator (Hausman and Taylor, 1981) , which assumes that a subset of the explanatory variables is correlated with the individual effect, but the random error remains uncorrelated with the explanatory variables. Because panel data consist of pooled observations on the same individuals over different periods, instruments can be derived from within the model (Hausman and Taylor, 1981) . The following description of the HTIV estimator comes from the xthtayor procedure in Stata 8 (Stata Corporation, 2003a, pp. 95-107) .
Consider the following wage equation:
for i ¼ 1, . . . n and for each i, t ¼ 1, . . . T i , of which T i periods are observed and n is the number of individuals in the sample. In equation (2), X 1it includes all the timevarying exogenous variables; X 2it includes the time-varying endogenous variables with the exception of housework time; Z 1i includes all the time-invariant exogenous variables; and Z 2i includes all the time-invariant endogenous variables. All else is defined as before. The HTIV procedure is implemented via a standard generalized least squares (GLS) transformation of the dependent and independent variables using a weight constructed from estimates of the variances of l i and e it . The estimates of the variances are obtained from within estimates of the bs and intermediate IV estimates of the cs. Next,anIVregressionisfittedonthetransformed GLS variables using the following as instruments: the within-person means of the timevarying exogenous variables ( X 1i ¼ R Ti t¼1 X 1it =nÞ;
1. Others have addressed the potential correlation between e it and housework time. See, for example, Hersch and Stratton (1997, 2002) and McLennan (2000) .
2. Heterogeneity bias is the bias caused by omitting a variable that is correlated with the explanatory variable (e.g., Wooldridge, 2003) .
deviations from the within-person means of the time-varying exogenous and endogenous variables ðX 1i t ÿ X 1i and X 2it ÿ X 2i Þ; and the time-invariant exogenous variables (Z 1i ). As long as e it is not correlated with the explanatory variables, deviations from the mean are valid instruments because they are uncorrelated with the error term by construction. If the equation is overidentified, that is, if the number of time-varying exogenous variables (X 1it ) exceeds the number of time-invariant endogenous variables (Z 2i ), then the HTIV estimator is consistent and more efficient than the fixed effects estimator (Baltagi, 1995) .
IV. THE DATA

A. The Variables
As stated in the introduction, the analysis is based on samples drawn from the PSID. Hersch and Stratton's sample consists of white, married, 20-64-year-olds, and their sample period is restricted to the 1979-87 waves of the PSID. Similarly, the authors restricted the sample to married individuals who are 20 to 65 years old but drew them from the 1983-93 waves. The authors also expanded the sample to include nonwhite individuals.
A unique feature of the PSID is that it provides an annual measure of the weekly housework time of husbands and wives.
3 This information is collected from respondents' answers to the following questions: ''About how much time do you spend on housework in an average week? I mean time spent cooking, cleaning, and doing other work around the house'' and ''About how much time does your wife spend on housework in an average week? I mean time spent cooking, cleaning, and doing other work around the house'' (Institute for Social Research, 2003b) . Note that this housework variable does not include child care, and as such, the authors believe it understates the actual home production time of individuals with children.
The hourly wage variable used in this article is constructed from heads' answers to questions about their wages and their wives' wages at their current jobs. 4 The authors converted all wage and income variables to real wages and income using the monthly Consumer Price Index for all urban consumers (1982-84 ¼ 100) and imposed a lower limit of $1.00 per hour on the hourly wage variable.
The authors add a measure of market time in the empirical model because they believe doing so provides a better test of Becker's hypothesis that those with heavier household responsibilities will have less energy available for the market. They follow McLennan (2000), who argues the true test of Becker's model calls for directly controlling for the number of market hours in the wage equation.
5 In Becker's model, holding the number of market hours constant, an increase in the number of hours spent in home production will reduce the effort per hours spent in the market, which should negatively affect wages. Housework time can be used as a proxy for market effort only if one controls for the number of market hours. Otherwise, individuals could respond to an increase in their housework time by reducing their market hours and the amount of effort expended per hours on the job would not change. In that case, there would be no correlation between market effort and housework time.
Unfortunately, with the exception of the 1985 through 1987 waves, the number of hours worked per week at the respondent's main job refers to the number of hours worked per week in the previous year, rather than the current year. For this reason, the market-time variable is a proxy for current market time 3. According to the PSID, information regarding each family member is obtained through answers provided by the head of the family unit, with the exception of selected survey waves (e.g., 1976, 1985) when the PSID administrated separate spousal surveys. Initially, to be consistent with Census definitions at the time, the husband was designated as the head of the family. In recent surveys, the male is still likely to be the head unless he is unable to fulfill the functions of head or his female counterpart insists on being the head (Institute for Social Research, 2003a) . Therefore, it is likely that most of the information for the sample of wives comes from their husbands, although it is possible that in some cases the wife could be designated as the head and provide information about her husband to the PSID. 4. It is not the average hourly earnings variable constructed by the PSID staff, which is based on total labor income and the total number of hours of market time from the previous year and, as such, is not contemporaneously related to the housework variable.
5. Hersch and Stratton indirectly control for market hours by imposing a sample restriction of full-time employment and find similar results for the restricted and unrestricted samples.
and is based on the number of hours per week spent, on average, at the main job in the previous year. 6 For individuals for whom that information is missing, the authors define market hours as the average number of hours per week worked at all jobs in the previous year.
Other variables used in the analysis include the standard human capital variables (education, experience, and tenure), job-related variables, regional variables, and variables to control for economy-wide fluctuations. Although most of these variables are measured in the standard way, a few need some clarification. Because the PSID data do not contain actual experience for each year, the authors computed the experience variable by augmenting 1976 work experience with the number of hours worked in each successive year divided by 2,000.
7 There are two things to note about this measure of experience. First, because the number of annual hours worked is based on hours worked in the previous year, it does not include any experience gained during the current year. Second, if an individual worked more than 2,000 hours in a given year, he or she would have more than a year's worth of experience in that year. For these reasons, average years of experience in this study may differ from averages presented by other studies using the PSID.
The authors include a disability variable equal to one if the individual has a physical or a nervous condition that would limit the type or the amount of (home and market) work he or she could do. It is zero otherwise. To control for urban and rural wage differentials, the authors include a big city variable that is one if the individual resides in a county where the largest city has a population of 500,000 or more, and zero otherwise. Finally, they include a union variable that is based on whether the individual's current job is covered by a union contract rather than whether he or she is a member of a union.
B. The Samples of Young, Middle-Aged, and Older Men and Women
Because the authors are interested in examining whether the effect of housework time on wages varies with age, they segment the sample into three age groups: 20 to 34, 35 to 49, and 50 to 65-year-olds. Table 1 presents the means and standard deviations of selected variables for samples of employed husbands and wives separately for each age group. Although the descriptive statistics are based on the number of job-years rather than the number of individuals, the authors adjusted the sampling weights to account for the number of job-years by dividing the sampling weight by the number of times each individual falls into one of the age groups. Controlling for age cohort, a comparison of the male and female sample means reveals typical male/female results. On average, employed women earn less per hour, perform more hours per week of housework, work fewer hours per week in the market, have less prior experience and less current tenure, and are less likely to be covered by a union contract than their male counterparts.
Of particular interest are the differences in hours of housework performed per week by older and younger workers. Young women (20-34) do ; two fewer hours of housework per week than do middle-aged and older women. Older men (50-65) do one hour less of housework per week than do middle-aged and younger men. Among the men, those 50-65 are the most likely to perform less than 10 hours of housework per week, whereas among the women, those in the youngest age group are the most likely to perform less than 10 hours of housework per week. Furthermore, the female/male ratio of housework time increases with age. Young women spend 2.4 times more hours on housework per week than do young men, whereas older women spend 3.1 times more hours on housework than do older men. All this suggests that an individual's location on his or her wage-housework function may depend on age as well as gender.
To address whether these differences in young and older workers' average housework time and in their housework-time 6. The authors assume that lagged market time is a reasonable control of current market time. To explore this issue, they calculated the correlation between current and lagged market hours for the years both are reported (1985 through 1987) . For employed women, the average (sample-weighted) correlation between current market hours and lagged market hours is 0.61; for employed men, it is 0.51.
7. The 1976 wave was the first to include information on wives' prior experience directly through a separate spouse questionnaire. For those who established households after 1976, the authors used the first year for which information on experience was available. Notes: The estimates and robust standard errors (in parentheses) are multiplied by 100. The regressions also include age; age squared; the unemployment rate by region of residence; the average wage by year, age, gender, and level of education; the number of years of education of the individual's mother, father, and spouse; and a set of year dummy variables (1983 to 1993). ***, **, * Significant at the 0.01, 0.05, and 0.10 levels, respectively. distributions justify segmenting the wage equations by age, the authors used Chow tests to test for age-based structural differences in housework time. The Chow tests are based on OLS regression models pooled across age, using the same explanatory variables used in the segmented OLS models (see Table 2 ). For the pooled regressions, the authors stratified the housework-time variable into three variables by interacting it with three age-cohort dummy variables. Results from these tests indicate, at the 5% level, that the structure of housework time does vary for these three age groups, controlling for gender.
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Based on this evidence, it seems reasonable to proceed using the segmented samples.
V. THE EMPIRICAL RESULTS
The authors first examine baseline estimates from OLS regressions and then present estimates from fixed effects and HTIV models. A comparison of the housework-time estimates from the three models along with the results from Hausman specification tests (Hausman, 1978) allows the authors to address the issues of unobserved heterogeneity and endogeneity. Finally, they include a wage decomposition analysis, which is performed separately for the three age groups. Based on the OLS and IV estimates, the authors calculate how much (if any) of the male/female wage gap can be explained by gender differences in housework time. All models were estimated using Stata 8 (Stata Corporation, 2003b) .
Because there are multiple observations on individuals, the within-person errors are likely to be correlated. For this reason, the authors corrected the standard errors in the OLS regressions using the Huber-White estimator of variance with a correction for within-person correlation (Rogers, 1993; White, 1980) . 9 In general, the corrected standard errors are larger than the uncorrected standard errors, which suggest t-statistics calculated from the uncorrected standard errors may overstate the effect of the independent variables on wages. Finally, it is important to note that this analysis is not able to distinguish life-cycle effects from cohort effects, and as such, some differences attributed to life-cycle effects may have been influenced by changes over time in societal expectations and/or norms. The authors elaborate on this point in the conclusions. Table 2 includes the OLS estimates of equation (1) for the samples segmented by age and gender. In addition to the standard wage determinants, the analysis included a few additional variables that were used as instruments in the HTIV equations. These variables are age; age squared; years of education of the individual's mother, father, and spouse; a regional dummy variable (Northeast, North central, South, and West); and an average wage based on an annual Current Population Survey earnings series of median annual income presented separately by gender, age, and years of school completed. Columns 1 through 3 contain these estimates for the three samples of women, and columns 4 through 6 include these estimates for the men's samples. 10 For most samples, the standard wage determinants have the expected signs and levels of significance. Years of education, experience and tenure, union status, and residing in or near a large city are positively related to wages. Regardless of gender or age, being black and residing in the North central or Southern regions of the United States result in lower wages. For men, lagged weekly hours of market time tend to increase wages at a decreasing rate, whereas for women, the lagged hours of market time estimates are not significantly related to wages at the 5% level. With 8. The F-statistics constructed from the pooled and separate regressions are, for the female sample, F(65, 7,046) ¼ 1.75, and for the male sample, F(65, 8,142) ¼ 1.73, where the critical value, at the 5% level, is 1.34. Estimates from these models are available from the authors.
A The OLS Results
9. The Huber-White estimator of variance does not correct for the original clustering and stratification of the sample. To the extent there is within-cluster correlation (i.e., individuals in each cluster are statistically similar to their neighbors), the reported standard errors may be underestimated. The authors are grateful to Daniel H. Hill for this point.
10. The authors did examine the extent of sample selection bias in the OLS estimates by estimating selection-corrected models (Heckman, 1979) . With the exception of the older women sample, the estimate of lambda was positive and significant; however, an examination of the estimated coefficients shows little evidence that sample selection bias affected the estimates of any of the independent variables especially the housework estimates. For this reason, the fixed effects and HTIV models do not take potential sample selectivity into account. (These estimates are available from the authors.) a few exceptions, these results hold for the other wage analyses.
For all groups, the analysis finds that an additional hour of housework reduces wages by a statistically significant but small amount. For women, performing an additional hour of housework per week reduces their wages by ; 0.4%. For men, performing an additional hour of housework reduces their wages by 0.1-0.4%. These results are similar to those reported by other studies in that OLS models yield small but statistically significant housework-time effects. Table 3 includes the estimates from the fixed effects regressions. As in the case of the OLS estimates, the authors find that most of the standard wage determinants have the expected signs and levels of significance, Notes: The estimates and standard errors (in parentheses) are multiplied by 100. The regressions also include a set of year dummy variables (1983 to 1993) . The exogeneity test examines whether the fixed effect is correlated with some of the explanatory variables under the null assumption there is no correlation. The critical value of the test statistic is 33.92 at the 5% level. ***, **, * Significant at the 0.01, 0.05, and 0.10 levels, respectively. although the point estimates are smaller in magnitude than that of their OLS counterparts. One change is the positive and significant relationship between young and middle-aged women's (lagged) market time and their current wages.
B. The Fixed Effects Results
An examination of the housework-time estimates shows the effect of housework time on wages is significant for women who are younger than 50. Once the authors control for the individual effect, young and middleaged women appear to be the only ones who incur wage losses from performing housework. Their losses are small but statistically significant. Each additional hour of housework time reduces their wages by 0.14-0.07%, an amount that is one-third to one-fifth the size of their OLS estimates. As in the case of the OLS estimates, the fixed effects estimates are very similar to those presented by Hersch and Stratton. Although the OLS estimates indicated a negative housework effect on wages for men and older women, their fixed effects housework estimates are insignificant. Once the individual effect is controlled, housework time appears to have no independent effect on wages.
To determine whether one can improve on these estimates with an IV procedure, the authors first implement Hausman's specification test to determine if some of the explanatory variables are correlated with the fixed effect. In this test, the authors compare the fixed effects estimator, which is assumed to be consistent under the null assumption of exogeneity, to a GLS estimator, which is efficient only under the assumption of exogeneity (e.g., Baltagi, 1995) . This test generates a chisquare statistic with degrees of freedom equal to the number of coefficients estimated by both models. If there exists a systematic difference between the two estimators, the authors cannot accept the assumption of exogeneity between l i and all of the explanatory variables, including housework time. In this case, the chi-square test statistic will be greater than its critical value.
To implement this test, the authors compared the estimates from the fixed effects procedure presented in Table 3 to those from a random effects procedure that included all of the variables used to estimate the OLS model (see Table 2 ). The test statistic, which is a chi-square statistic with 36 degrees of freedom under the null hypothesis, has a critical value of 50.99 at the 5% level. Based on the results from this test, which are presented in the last row of Table 3 , the authors cannot accept the hypothesis of exogeneity between the individual effect and all of the explanatory variables for any age group of men or women. Therefore, it seems reasonable to proceed with the HTIV estimator to see if the authors can improve on the fixed effects results.
C. The HTIV Regressions
The primary challenge of using any IV procedure in an analysis that compares the estimates from multiple samples is coming up with a set of instruments that is not correlated with the individual effect for all of the samples. Fortunately, Hausman and Taylor (1981) provide the following specification test, which allows one to determine if the sets of variables identified as exogenous and endogenous are appropriate. If the equation is overidentified, the assumption that certain variables are not correlated with the individual effect can be tested. This test of exogeneity restrictions is a variant of a Hausman test and is based on the difference between the fixed effects and the HTIV estimators. It produces a test statistic that is distributed as a chi-square with degrees of freedom equal to the number of overidentifying restrictions (the number of time-varying exogenous variables minus the number of time-invariant endogenous variables). If there exists a systematic difference between the fixed effects and HTIV estimators, the authors cannot accept the assumption that the variables assumed to be exogenous are all valid instruments. In this case, the chisquare test statistic will be greater than its critical value.
To estimate equation (2), the authors used all the variables included in the OLS model. The set of time-invariant exogenous variables includes two dummy variables for the individual's race (white is the excluded category), mother's education, father's education, and spouse's education. The time-invariant endogenous variable set includes only the individual's years of education. The authors experimented with alternative sets of timevarying exogenous and endogenous variables. For each specification tried, they used the Hausman test to determine if the set of exogenous variables was a legitimate set of instruments for the assumed set of endogenous variables.
In addition to housework time, the final set of time-varying endogenous variables includes tenure, tenure-squared and union status.
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Based on the results from the exogeneity restrictions tests, one could consider all other time-varying variables to be a legitimate set of instruments for the samples of men and women with one exception. For the sample of middle-aged men only, to accept the hypothesis that the remaining exogenous variables were legitimate instruments the authors had to exclude age and age squared from the instrument set. The test statistic is a chi-square under the null hypothesis with 10 degrees of freedom for the sample of middle-aged men and 12 degrees of freedom for the other samples. The critical values are 18.3 and 21.0 at a 5% level, respectively. Each group's test statistic is included in the last row of Table 4 .
An examination of the HTIV estimates shows the following. In general, relative to the OLS estimates, these results show a smaller impact of race on wages, and a larger return to years of education. Comparing these estimates to those from the fixed effects model generally shows a higher return to market time and, for women, a slight increase in the returns to experience. The returns to tenure, working under a union contract, and having a health limitation (for women only) are similar to the fixed effects estimates.
With respect to the return to housework time, the HTIV estimates continue to show a significant adverse effect of housework time on the wages of young and middle-aged women, and a slight increase in the point estimates relative to the fixed effects estimates. For older women, the housework time estimate becomes marginally significant relative to the fixed effects estimate. Again, for men there is no significant effect of housework time on their wages.
D. Housework and Fertility
The authors explore one final issue for these models. As stated before, because the housework-time variable does not include the number of hours directly spent on child care, the degree to which it is an accurate measure of the time and effort that an individual spends on home production will depend on that individual's fertility. Excluding measures of fertility from the wage equations could potentially bias the housework-time estimates if children have an exogenous effect on market wages and if children and housework are positively correlated. Many housework chores are complementary to the presence of children without being considered per se child care. For instance, the presence of children will increase the time devoted to laundry, cooking, clean up, grocery shopping, errands, and so on. Because younger couples are more likely to have children in the home than are older couples, the housework-time variable for young individuals may understate both the time and effort associated with actual home production.
To explore this issue, the authors estimated additional OLS, fixed effects, and HTIV regressions that included four variables to control for the number of children in the home. Because the effort associated with childcare may vary with the age of the child, the authors segmented the total number of children reported living in the home into variables that correspond to the following age groups: younger than 3 years, 3-5 years, 6-13 years, and 14-17 years. They estimated two additional specifications of the wage equation for each statistical procedure. The first included the fertility variables but excluded housework time. The second included both housework time and the fertility variables.
For men and older women, the inclusion of the fertility variables in the wage equation did not affect their housework-time estimates, and the inclusion of housework time did not affect their fertility estimates. For young and middle-aged women, including housework time in a wage equation that already includes the fertility variables did reduce the significance of the some of the fertility estimates. The opposite is not true, however. Based on these estimates, it appears that housework time does have a small but independent effect on the wages 11. Adding in other variables such as experience, experience squared, market time, and market time squared to the list of endogenous variables did not affect the estimates of the housework time variable, although the authors were not able to reject the hypothesis that the remaining variables were legitimate instruments for all six samples. Notes: See Table 2 . The exogeneity test compares the HTIV estimators to the fixed effects estimators under the null assumption that they do not systematically differ. The critical values of the test statistics are 18.3 for 10 degrees of freedom and 21.0 for 12 degrees of freedom, both at the 5% level. yEndogenous variable. ***, **, * Significant at the 0.01, 0.05, and 0.10 levels, respectively. of young and middle-aged women.
12 (Appendix Table A-1 includes the housework-time and number-of-children estimates for the young and middle-aged women samples.)
VI. HOUSEWORK TIME AND THE GENDER WAGE GAP
A few researchers have calculated how much of the male/female wage gap is due to average differences in men's and women's housework time. For example, Shelton and Firestone (1989) report for a cross-sectional sample of husbands and wives from the early 1980s that home production time explains 8.2% of the gender-wage gap. Their measure of home production was derived from time diaries and included timespentonhouseholdtasksaswellaschildcare. Hersch and Stratton (1997) report for the period 1979-87 that accounting for husband/wife differences in housework time (minus child care) increases the explained portion of the wage gap by 8-12 percentage points. When they expanded the analysis to a later period, included single workers, and used an expanded measure of housework, they find housework time increases the explained portion of the wage gap by 14 percentage points (Hersch and Stratton, 2002) . Based on this evidence, differences in the amount of housework performed by men and women appear to play an important role in understanding men's higher average wages.
To see whether the individual effect and its likely correlation with housework time affects the explained portion of the wage gap, the authors compare the results from two estimators-OLS, which ignores individual effects, and the HTIV procedure, which controls for the individual effect. If the individual effect is correlated with housework time, not accounting for it would indicate that gender differences in housework time explain more of the wage gap than they actually do.
The authors use a variant of the well-known Oaxaca/Blinder wage decomposition to calculate the explained portion of the wage gap (Blinder, 1973; Oaxaca, 1973) . Rather than using two sets of estimates from separate male/female wage regressions, they follow Neumark (1988) and use estimates of the coefficients from regressions that are pooled by gender but still segmented by age. The authors estimate two models for each procedure for each age group. The first excludes housework time but includes all the other wage determinants. The second augments the first model by adding in the housework-time variable. Table 5 contains the percentage of the hourly wage difference that is explained by male/female differences in average characteristics.
Most of the results presented in Table 5 are not surprising. The unadjusted male/female (log) wage difference increases with age. On average, young men earn 30% more than young women, middle-aged men earn 46% more than middle-aged women, and older men earn 54% more than older women. For the OLS results, the explained portion of the wage difference also increases with age. The combined effect of all the wage determinants explains 59% of the wage gap between young men and women, 65% of the wage gap between middle-aged men and women, and 68% of the wage gap between older men and women. It would appear that both the increase in the wage gap and the increase in its explained portion are due to the widening of the male/female experience and tenure gaps over time. The net effect of including housework time in the wage equation (model 2 compared to model 1) is an increase in the explained portion of 9-15 percentage points, which is within the range reported by other studies.
A more detailed comparison of the two sets of OLS results show that the gender gap in housework time, by itself, contributes 20-23 percentage points of the explained portion of the gap, 8-12 points more than that suggested by the net effect. This difference is due to housework time taking explanatory power away from (lagged) market hours and experience. The inclusion of housework time in the wage equation has a larger net effect on the explained portion of the wage gap for young workers than it does for older workers. This is because 12. An alternative explanation is that the negative effect ofhouseworktimeonwagesarises,inpart,fromnot correctly controlling for current market time. If lagged market time imprecisely measures changes in market time from one year tothenext,andif currenthouseworktimeandcurrentmarket time are negatively correlated, then a portion of housework time's negative effect on wages will be due to the bias associated with imperfectly controlling for current market hours in the wage equation. Certain groups, such as new mothers, who may be more likely to have substantial changes in their market and housework time from one year to the next, will be particularly susceptible to this type of omitted variable bias. Furthermore, because the experience variable does not include additional experience gained in the current year, the same type of bias also could be associated with the measure of experience. The authors are grateful to an anonymous referee for this point. current housework time does not appear to be as correlated with previous experience for young workers as it is for older workers. These results suggest that time spent on housework today may have a feedback effect that adversely affects women's labor market experience. This may in turn amplify the adverse affect on their future wages.
Using the estimates from the HTIV procedure in the wage decomposition presents a different picture. First, although the pattern by age is similar-housework time explains more of the wage gap between young men and women than it does for older men and women-the amount explained is significantly smaller. Adding housework time only increases the explained portion of the wage gap by one to three percentage points, which is one-ninth to one-fourth the size of the effect from the OLS results. Furthermore, including housework time does not affect the portion of the gap explained by the experience variables as it does when using the OLS estimates. 13 The feedback effect, suggested by the OLS results, appears to be a function of heterogeneity bias in the returns to housework time and experience. The influence of heterogeneity bias increases with age, especially with respect to the returns to experience. Based on the HTIV results, the authors can conclude that the male/female difference in experience is the most important determinant of the male/female wage gap; it explains 20-24% of the gap. However, the male/female housework gap does have a larger impact on the wage gap between young men and women than it does for the older age groups. For young workers, the average difference in men and women's housework time is approximately twice as important as tenure and (lagged) market hours in explaining the male/female wage differential. For middle-aged workers, it is 60% as important as tenure and education in explaining men's higher wages. Finally, for older workers, differences in time spent on housework by men and women are one-half as important as education and one-fourth as important as tenure in explaining the wage differential.
VII. CONCLUSIONS
This study extends Hersch and Stratton's research on housework and wages. Following 
The percentages based on OLS estimates are calculated from the male/female differences in means presented in Table 1 and the estimates from OLS regressions pooled across gender but segmented by age. The percentages based on the HTIV estimates are calculated from the male/female differences in the means presented in Table 1 and HTIV regressions pooled across gender but segmented by age. Estimates from all the pooled regressions are available from the authors.
13. The authors also estimated HTIV models that treated the experience variables as endogenous. For older workers only, they were able to accept that all time-varying variables except housework time, experience, tenure, and union status were exogenous. It appears that experience and experience squared belong in the exogenous variable set for all groups except older workers. The estimates from these models differed only slightly from the ones presented in the article and are available from the authors. their approach, the authors use samples from the PSID, although for a more recent time period. The authors extend their work by expanding the analysis to include nonwhites, by disaggregating the sample into three age cohorts to determine if the effect of housework on wages has differential effects based on age, and by using an instrumental variables estimator that accounts for both heterogeneity and endogeneity in panel data.
Like Hersch and Stratton, these authors find that hours spent on housework adversely affect married women's wages and have an indeterminate effect on married men's wages. They also find evidence for women that the effect of housework on wages changes with age in a way that is consistent with the childbearing and child rearing stages of the life cycle. Each additional hour of housework time reduces the wages of young and middle-aged women by 0.1-0.4%. These results are robust even when the authors control for the number of children of different ages in the home. They find no consistent evidence that housework time affects the wage of older women, even though older women perform more housework, on average, than do younger women and as much housework, on average, as middle-aged women. The authors also find no consistent evidence that housework time affects the wages of men of any age.
It is possible that the authors have not correctly modeled the relationship between wages and housework time for the samples of men and older women. Limitations of this housework-time variable are that it does not detail the type of housework individuals are performing, and it assumes the same timing and the same intensity of effort for all types of housework activity. Knowing more about the timing and type of housework that individuals perform might shed some light on whether men and older women are more likely than are young and middle-aged women to perform less intensive housework or perform housework primarily on weekends. This is a topic for future inquiry.
These results for young and middle-aged women lead the authors to believe that it is housework time in conjunction with child care that is the true cause of the wage effects of housework time. If, as has been the case traditionally, young women are the primary care givers for small children, then it is possible that the intensity of effort put forth by young women may be much greater than the effort expended by older women and men. Child caretakers cannot postpone care until the weekends or more convenient times. The impact of housework time on wages may, in fact, be the result of the division of chores of a specific type with timing that cannot be postponed within the household.
When the analysis controls for the individual effect, the inclusion of housework time increases the explained portion of the male/female wage gap by one to three percentage points. By itself, housework time contributes 3-10% of the explained portion of the gap. Housework time has a larger net effect on the explained portion of the gap for younger workers. For older workers the OLS estimates indicate that current housework time is strongly correlated with previous experience, whereas the HTIV estimates suggest this correlation is due to the unobserved individual effect. That there may be stronger correlations between the individual effect and the experience and housework time of older workers adds support to the original conjecture that the importance of heterogeneity and endogeneity is likely to vary with age.
Unfortunately, the authors were not able to distinguish life-cycle effects from cohort effects. Some of the differences attributed to life-cycle changes may be due to changes over time that cannot be accounted for with the use of a set of year dummy variables. For example, younger women face different labor market opportunities and different societal expectations regarding working mothers than did older women. Attitudes toward the traditional distribution of housework within in the family are also changing, if numerous recent articles in the popular press are any indication. If these improvements in women's market opportunities and changes in societal attitudes cause younger couples to share housework more equally than did older couples at the same age, potential gender differences in wage/housework effects should be mitigated. Not controlling for the cohort effects might understate the effect of housework time on wages for young women and overstate it for young men relative to what was experienced by older workers at the same age. Future research will address this issue.
