By the method of coupling and Girsanov transformation, Harnack inequalities [F.-Y. Wang, 1997] and strong Feller property are proved for the transition semigroup associated with the multivalued stochastic evolution equation on a Gelfand triple. The concentration property of the invariant measure for the semigroup is investigated. As applications of Harnack inequalities, explicit upper bounds of the L p -norm of the density, contractivity, compactness and entropy-cost inequality for the semigroup are also presented.
Introduction
Dimension-free Harnack inequality has been extensively studied (see [19, 27] ). It is first introduced by Wang [24] for diffusions on Riemannian manifolds with curvature bounded below, then it is considered by Aida and Kawabi [1, 15, 16] for some infinite dimensional diffusion processes; Röckner and Wang [21] for generalized Mehler semigroup; Arnaudon et al. [3] for diffusions on Riemannian manifolds with curvature unbounded below; Wang [28] for stochastic porous media equations; Da Prato et al. [12] for singular stochastic equations on Hilbert spaces; and the author et al. [20] for Ornstein-Uhnelbeck processes with jumps in infinite dimensional spaces etc..
For the applications of Harnack inequalities, we refer to [6, 21, 22, 25, 26] for contractivity properties and functional inequalities; [1, 2, 16] for short time heat kernel estimates of infinite dimensional diffusions; [12] for regularizing properties; and [4, 13] for heat kernel estimates etc..
In [1, 15, 16, 21, 24] etc. Harnack inequalities were proved via gradient estimate. In [3] the method of coupling and Giranov transformation ( [3] ) was introduced. This method has been applied in [12, 19, 20, 28] etc.. In this paper, we adopt this method to establish Harnack inequality for multivalued stochastic evolution equations which are generalization of the single valued and multivalued linear case considered respectively in [28] .
Multivalued equations attracted the interest of many researchers recently. See Krée [17] , Cépa [8, 9, 10] , Bensoussan and Rascanu [5] , Cépa and Lépingle [11] , and Zhang [31] etc. and references therein. We prove Harnack inequalities (see Theorem 4.1) and strong Feller property (see Theorem 5.1) of the invariant measure for the transition semigroup associated with the multivalued stochastic evolution equations in Banach spaces in the framework of [31] .
As applications of the Harnack inequalities, we prove the invariant measure is fully supported on the domain of the underlying multivalued maximal monotone operator; and we study the hyperboundedness, ultraboundedness and compactness for the transition semigroup. We also get a log-Harnack inequality and an entropy-cost inequality. We refer to Theorem 5.2 and Theorem 5.3 for details.
Zhang [31, Theorem 5.8] has proved finiteness of the second moment of the invariant measure of the transition semigroup associated with evolution equations. We obtain stronger concentration properties of the invariant measure. See Theorem 3.1.
The organization of this paper follows. We introduce the multivalued stochastic evolution equation in Section 2; study the concentration property of the invariant measure in Section 3; and prove Harnack inequalities in Section 4; then present the applications in Section 5.
Multivalued stochastic evolution equations
We first recall the definition of multivalued maximal monotone operator. See for instance Brézis [7] for more details.
Denote by 2 H for the set of all subsets of H. Let A : H → 2 H be a set-valued operator. Define the domain of A by
The multivalued operator A is characterized by its graph defined by
Definition 2.1.
1. A multivalued operator A on H is called monotone if
A monotone operator
A is called maximal monotone if it must be (x 1 , y 1 ) ∈ Gr(A) for any (x 1 , y 1 ) ∈ H × H satisfying
That is, A is maximal monotone if its graph Gr(A) is not contained in the graph of any other monotone operator.
Let V be a separable and reflexive Banach space which is continuously and densely embedded in a separable Hilbert space H. Then we have an evolution triplet (V, H, V * ) satisfying
where V * is the dual space of V and we identify H with its own dual H * . Denote by | · | V , | · | H , | · | V * the norms in V, H and V * respectively; by ·, · H the inner product in H, and V ·, · V * the dual relation between V and V * . In particular, if v ∈ V and h ∈ H, then
Let A be a multivalued maximal monotone operator on H. We introduce two sets for every T > 0:
and for all x, y ∈ C([0, T ], H) satisfying (x(t), y(t)) ∈ Gr(A), the measure
Let W t be a cylindrical Wiener process on H with respect to a filtered probability space (Ω, F , (F t ) t≥0 , P). Let B be a single valued operator from V to V * ; and σ an operator from R + × Ω × H to H ⊗ H. Consider the following multivalued stochastic evolution equation
3. It holds for all t ∈ [0, T ] almost surely
The following theorem on the existence and uniqueness of the equation (1) (H2) B is hemicontinuous: for every x, y, z ∈ V,
(H4) There exist γ > 0, ω ∈ R and q > 1 such that for every x, y ∈ V,
(H5) There exists a C > 0 such that for every x ∈ V,
where q is the same as in (2);
(H6) Let M be the set of all progressively measurable sets with respect to F t . Assume σ is M × B(H)/B(H ⊗ H) measurable and there exists a positive constant C σ such that for all (t, ω) ∈ R + × Ω and x, y ∈ H,
Then there exists a unique solution to Equation (1) in the sense of Definition 2.2.
The following proposition will play an important role. See Zhang [31, Proposition 3.3] for a proof.
Concentration of invariant measures
Suppose that Conditions (H1)-(H6) hold. By Theorem 2.3, Equation (1) has a unique solution X t . Define
. Let σ be deterministic and time independent. Then P t is a Markov semigroup (see [31, Theorem 5.5] ). Zhang [31, Theorem 5.8] has studied the the existence, uniqueness of the invariant measure associated with P t . He also proved that the invariant measure µ satisfies µ(|x|
We prove a stronger concentration properties. Theorem 3.1. Assume that (H1)-(H6) hold with q ≥ 2. Let σ be deterministic and independent of time. Assume further that V is compactly embedded in H. If q = 2, then suppose in addition that σ is uniformly bounded and λω < γ, where λ is the constant such that | · | H ≤ λ| · | V . Then there exist an invariant measure associated with P t in the sense that
Moreover,
If σ is uniformly bounded, then for every q ≥ 2, there exist some θ > 0 such that
Proof.
(1) The existence of the invariant measures has been proved in [31, Theorem 5.8 (i)] for the case q > 2. The extension to the case q = 2 is not hard. We skip the proof here since the main technique can be found below.
(2) From (H3) we know for all x ∈ V,
If q > 2, then by Young's inequality,
hold for every ε > 0, where p ′ satisfying 1/p ′ + 2/q = 1. Use the estimate (6) and (7) in (5) for q = 2 and q > 2 (by taking ε small enough in this case) respectively, we know there are constants
By Young's inequality again, we know for anyε > 0,
where p =−1 . Therefore, we deduce from (8) and (9) by takingε small enough to get
for some constant C 2 , γ ′ > 0.
Now we fix a y ∈ A0. Let (X t , Y t ) be the solution to the multivalued stochastic evolution equation (1) . By definition, we have
By Itô's formula, using (10) and (11) and Young's inequality again, we obtain
where C 3 , C 4 > 0 are some constants.
In the calculation of (12) we also used Young's inequality to get control from σ(x) H×H ≤ C σ (1+|x| H ) if q is strictly greater than 2. If q = 2, we use the assumption that σ uniformly bounded.
Therefore, by (12), we get
Consequently we have
Hence we obtain µ(
for some constant C 5 > 0 and some local martingale M t . Since | · | H ≤ λ| · | V , for small enough θ, we have
Let us focus at the drift of the right hand of (15) . By the fact | · | H ≤ λ| · | V and Young's inequality,
for some constant C 6 , γ ′′ > 0. Now let
Note that on G c , both |X t | 2(q−1) H and e θ|Xt| q H are bounded. Therefore
for some constant C 7 > 0. Hence from (16) and (17), we can get an estimate of the drift of the right hand side of (15) 
By integrating the inequality (18) from 0 to n, we get
Then we take expectation for both side of (19) with respect to P 0 , we get
It follows that µ n (e
where
Note that µ is the weak limit of µ n (refer to the proof of [31, 5.8 ]), we can deduce from (21) to get µ(e θ|·| q H ) < ∞. This proves (4).
Harnack inequalities
In the following we assume conditions (H1)-(H5) in Theorem 2.3 and instead of (H6) we suppose that (H6 ′ ) σ : [0, ∞) × Ω → H ⊗ H be a nondegenerate Hilbert-Schmidt operator uniformly bounded in time t ∈ [0, ∞) and ω ∈ Ω.
For every x ∈ H, define
otherwise.
The distance associated with | · | σt is called the intrinsic distance induced by σ t . We are going to prove the following Harnack inequality for the semigroup P t associated with the solution process of Equation (1). A) ), the following inequality holds
Assume the diffusion coefficient σ is independent of (t, ω) and the function ζ t in (22) is taken as constant ζ. Then (23) holds with Θ T replaced by
Proof. The proof is divided into six steps. We outline the main procedure of the proof of (23) in the first step and then realize the idea in the next four steps. The simplification from (24) to (26) is obtained in the last step.
(1) Main Idea.
Consider the following coupled multivalued stochastic evolution equation
with initial conditions X 0 = x ∈ D(A), Y 0 = y ∈ D(A), and the drift U t in (27a) is of the following form
where the stopping time τ in (28) is the coupling time of X t and Y t defined by
the power δ in (28) is a constant in (0, 1) (see (25) ) and η t is a deterministic function on [0, ∞). Both δ and η t in (28) will be specified later such that the following two crucial conditions
and
are satisfied.
is a martingale on (Ω, F T , (F t ) 0≤t≤T , P). Then we can define a new probability measure Q on (Ω, F T ) by setting Q| F T = R T P. By Girsanov's theorem,
is still a cylindrical Wiener process on (Ω, F T , (F t ) 0≤t≤T , Q). Hence Equation (27a) can be rewritten in the following way
with initial condition X 0 = x. By the uniqueness of the solution, the transition law of (X t ) t∈[0,T ] under Q is the same with the transition law of (Y t ) t∈[0,T ] under P. So by the fact (29) which will be verified, we have
Note that we also have P T f (y) = E P f (Y T ), therefore by applying Hölder's inequality to (31), we get
Then the proof is completed by estimating E P R α/(α−1) T . (2) Existence of the solution of the coupled equation (27) . Note that the function (u, v) → u − v |u − v| δ H satisfies the monotone condition off the diagonal (see [28, Appendix A]).
By applying Theorem 2.3 we see the coupled equation (27) has a solution up to the coupling time τ . So there exists continuous processes (X, K) ∈ A T ∧τ and (Y, K) ∈ A T ∧τ such that for all t < τ ,
On the other hand, it is obvious that the solution of Equation (27b) (or equivalently, Equation (33b)) can be extended to be a solution for all time t ∈ [0, T ]. Let (Y t , K) t≥0 solves Equation (27b). Now we get solution of Equation (27a) (or (33a)) by defining H + ε and then let ε ↓ 0, by using condition (H4) we have for t < τ
By Proposition 2.4, for all t < τ we have
Hence by (34) we get
We take
with
It must be T ≥ τ and hence X T = Y T . Otherwise, if T < τ , by taking integral from 0 to T for both sides of the inequality (35), we can obtain
By (36) the right hand side of (37) equals to 0. So we can conclude X T = Y T from (37). But this is contradict with the assumption that T < τ . (4) Verify (30). From (34) and the assumption (22) we can get for all t ≤ τ
Let δ be defined as in (25) . Then from (38) we get
According to (36), we have ζ 
By Hölder's inequality, we have
we obtain
Now it is clear that (30) . Denote β = α/(α − 1). Since R t is a P-martingale, for any p, q > 1 with q = p/(p − 1), we have
Hence we get (23) by using the estimate (40) and letting p go to 1. (6) Suppose that σ is independent of (t, ω). And we take ζ t in (22) as a constant ζ. Then we can simplify Θ T as follows. 
where A is a maximal monotone operator on
Then by [23, Thorem 2.8] , the solution X t exists. For the transition semigroup P t associated with X t , we have
The proof is similar to the proof of Theorem 4.1 except that we choose another simpler drift. That is, instead of (27), we consider the following coupled equations
with initial data X 0 = x and Y 0 = y, where τ is the coupling time of X t and Y t and
T 0 e −2ωs ds , t ≥ 0. We only need to show the estimate (44). We follow the notation in the proof of Theorem 4.1. By (31), we see
Applications
It is clear
By (41), we know
Using the elementary inequality e r −1 ≤ r e r , r ≥ 0, we can deduce from (46) and (47) to get 
where f ∈ L 2 (D(A), µ) with µ(f 2 ) = 1. By integrating both sides of (51) with respect to µ(dy) over B 1 (0) = {x ∈ D(A) : |x| H ≤ 1}, we see for every x ∈ D(A) and t > 0,
(i) If q = 2, then by taking square and integration with respect to µ(dx) for both sides of the equation (52), and using Theorem 3.1, we have
µ(dx) < ∞ for t > 0 big enough. This proves P t 2→4 < ∞ for sufficiently big t > 0. That is, P t is hyperbounded.
(ii) Assume q > 2. Then the inequality ( 
for some constant C 9 > 0. By inequality (52) we have P t f ∞ = P t/2 P t/2 f ∞ ≤ C 10 sup 
for some constants C 10 , C 11 > 0. By using Young's inequality, we see 
