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I. INTRODUCTION
In addition to economic analysis, the elaboration of forecasts is an essential aspect that conducts the way of developing the activity al macroeconomic level. But any forecast must be accompanied by macroeconomic explanations of its performance. The purpose of this evaluation is related to different aspects: the improvement of the model on which the forecast was based, adjustment of gouverment policies, the planning of results. Basically, performance evaluation in this context refers directly to the degree of trust confered to the prediction. Although the literature on forecasting methods and techniques used in describing the evolution of an economic phenomenon is particularly rich, surprisingly, few researchers have dealt with the methods used to improve the measurement of forecast uncertainty. The aspect is important, because the macroeconomic predictions must not be easily accepted, taking into account the negative consequences of macroeconomic forecasts failures, consequences that affect the state policies. The decisions of economic policy are based on these forecasts. Hence, there is an evident interest of improving their performance.
In literature there are 3 directions in evaluating the performance of macroeconomic forecasts: accuracy, bias and efficiency.A large number of articles have considered the problem of comparing the accuracy measures, contributions in the field are related of names like: Leith and Tanner-1990 , Makridakis-1993 , Yokum and Armstrong-1995 , Tashman-2000 , Makridakis and Hibon-2000 , Koehler, Martin şi Witt -2002 , Hyndman -2006 . and Witt -2002 , Hyndman-2006 Meese and Rogoff's paper, " Empirical exchange rate models of the seventies", remains the starting point for many researches on the comparing of accuracy and bias. Recently, Dovern J. and J. Weisser (2011) examines in the same article, " Accuracy, unbiasedness and efficiency of professional macroeconomic forecasts: An empirical comparison for the G7" the three criteria using the empirical data from the G7 economies.
II. FORECASTS ACCCURACY IN LITERATURE
Forecast accuracy is a large chapter in the literature related to the evaluation of forecasts uncertainty. There are two methods used in comparing the prediction quality: vertical methods (eg, mean squared error) and horizontal methods (such as distance in time). An exhaustive presentation of the problem taking into account all the achievements in literature is not possible, but will outline some important conclusions.
In order to evaluate the forecast performance, and also to order the predictions, statisticians have developed several measures of accuracy. Fildes R. and Steckler (2000) analyze the problem of accuracy using statistics, indicating landmarks in the literature. For comparison between the MSE indicators of the forecasts, Granger and Newbold propose a statistic. Another statistic is presented by Diebold and Mariano in order to compare other quantitative measures of errors. Diebold and Mariano were proposed in 1995 a comparison test of two forecast's accuracy under the null hypothesis that states the lack of difference. The test proposed by them was later improved by Harvey and Ashley, who developed a new statistic based on a bootstrap inference. Later, Christoffersen and Diebold have developed a new way of measuring the accuracy that keeps the cointegration relationship between variables. Armstrong and Fildes (1995) shows that the purpose of measuring forecast error is the provision of information about the shape of errors distribution and proposed a loss function for measuring the forecast error. Armstrong and Fildes show that it is not sufficient to use a single measure of accuracy. Mariano R.S. (2000) presents the most significant tests of forecasts accuracy, including the changes of his test-Diebold Mariano (DM). Since the normal distribution is a poor approximation of the distribution of low volume data series, Harvey, Leybourne, and Newbold improve the properties of finite data sets, applying some corrections: the change of DM statistics to eliminate the bias and to make comparison not to normal distribution, but to the t-Student. Clark evaluates the power of some tests of equal forecast accuracy, such as modified versions of DM test or those of Newey and West, which are based on the Bartlett kernel and a fixed length of data series. Meese and Rogoff in their study from 1983, " The empirical exchange rate models of the seventies " compared the RMSE and the bias of exchange rate forecasts, that were based on structural models and they made a conclusion that was later used to improve macroeconomic forecasts performance. They have thus demonstrated that random walk process generates better forecasts than structural models.
In the evaluation of a forecast based on a model, Clements and Hendry (2005) identify six important aspects to be studied: ex-ante and ex post, evaluation, forecast horizon length, the quality of a model to be conditional or not, internal and external standards, testing the stability and the significance of the models, testing parameters stability and assurance of their continuous updating.
In literature, there are several traditional ways of measurement, which can be ranked according to the dependence or independence of measurement scale. A complete classification is made by RJ Hyndman and AB Koehler (2005) in their reference study in the field, "Another Look at Measures of Forecast Accuracy ": 
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-> Measures based on percentage errors
The percentage error is given by:
The most common measures based on percentage errors are: For example, the relative RMSE is calculated: is the RMSE of "benchmark model"
Relative measures can be defined for MFA MdAE, MAPE. When the benchmark model is a random walk, it is used rel_RMSE, which is actually Theil's U statistic. Random walk or naive model is used the most, but it may be replaced with naive2 method, in which the forecasts are based on the latest seasonally adjusted values.
• Free-scale error metrics (resulted from dividing each error at average error)
Hyndman and Koehler introduce in this class of errors "Mean Absolute Scaled Error " (MASE) in order to compare the accuracy of forecasts of more time series.
Other authors, like Fildes R. and Steckler H. (2000) use another criterion to classify the accuracy measures. If we consider, the predicted value after k periods from the origin time t, then the error at future time (t+k) is: . Indicators used to evaluate the forecast accuracy can be classified according to their usage. Thus, the forecast accuracy measurement can be done independently or by comparison with another forecast.
A. Independent measures of accuracy
In this case, it is usually used a loss function, but we can also choose the distance criterion proposed by Granger and Jeon for evaluating forecasts based on economic models. The reduction of uncertainty in making decisions by evaluating the macroeconomic forecasts performance in Romania g) Mean absolute error (MAE).
In practice, the most used measures of forecast error are:
The sign of indicator value provides important information: if it has a positive value, then the current value of the variable was underestimated, which means expected average values too small. A negative value of the indicator shows expected values too high on average.
• Mean absolute error (MAE) (3) These measures of accuracy have some disadvantages. For example, RMSE is affected by outliers. Armstrong and Collopy stresses that these measures are not independent of the unit of measurement, unless if they are expressed as percentage. Fair, Jenkins, Diebold and Baillie show that these measures include average errors with different degrees of variability. The purpose of using these indicators is related to the characterization of distribution errors. Clements and Hendry have proposed a generalized version of the RMSE based on errors intercorrelation, when at least two series of macroeconomic data are used. If we have two forecasts with the same mean absolute error, RMSE penalizes the one with the biggest errors.
B. Measures for the evaluation of the relative accuracy of forecasts
Relative accuracy measures are related to the comparison of the forecast with a forecast of reference, found in the literature as the 'benchmark forecast' or 'naive forecast. However, it remains a subjective step to choose the forecast used for comparison Problems may occur in this case are related to these aspects: the existence of outliers or inappropriate choice of models used for predictions and the emergence of shocks. A first measure of relative accuracy is Theil's U statistic, which uses as reference forecast the last observed value recorded in the data series. Collopy and Armstrong have proposed instead of U a new similar indicator (RAE). Thompson improved MSE indicator, suggesting a statistically determined MSE-log mean squared error ratio.
A common practice is to compare the forecast errors with those based on a randomwalk. "Naïve model" method assumes that the variable value in the next period is equal to the one recorded at actual moment. U-Theil proposed the calculation of U, that takes into account both changes in the negative and the positive sense of an indicator: (4) Hyndman and Koehler proposed scale errors based on the mean absolute error of a naive forecasting method. MAE serves therefore, as denominator. Using this method, it is generated the one-step-ahead forecast. Scale error is defined as: (5) and mean absolute scale error as: MASE= mean | |.
Naive forecast values are considered to be the current ones recorded during the previous period. MASE is used both to compare forecast methods applied to a given set of data and also to compare the accuracy of several series. If the scale error is less than 1, the compared forecast is better than the reference one (naïve forecast).
One of the business objectives in forecasting was empirical validation. Famous results have been registered by Makridakis and Hibon, who lead research groups around the world to make comparisons between different methods of forecasting. In literature the results are known as "M-competitionEx-ante forecast errors for 21 methods were compared with predictions based on 1001 economic series. Accuracy criteria used in the M competition were: central tendency error (APE median), MSE, which gives more weight to larger error, MAPE, which is the basic measure. This is the measure recommended in reference books in forecast accuracy domain, written by Hanke and Reitsch or Bowerman, O'Connell and Koehler.
Armstrong and Collopy use MdRAE, MdAPE and GMRAE, the last two measures being also recommended by Fildes, who also uses GRMSE (geometric mean squared relative error). In M3 competition, Makridakis and Hibon recommended MdRAE, sMAPE and sMdAPE.
Clements and Hendry propose a linear transformation of original series and the robustness evaluation of a measure used to quantify the error.
It is made distinguish between errors within the actual data series and errors on forecast horizon, which is enshrined in the literature as in sample errors out sample errors. A part of the forecast errors are generated by the fact that the series is affected by errors and by the forecast itself. One-step-ahead errors must be, normally, uncorrelated and of zero mean, conditions to be respected also by in sample and out sample errors. Some authors recommend the use of Kullback-Leibler divergence in order to compare the forecasts in terms of accuracy.
Kullback-Leibler distance (divergence) (KL) also known as informational divergence or relative entropy is an essential indicator used in statistics and information theory. It is used in hypothesis testing, adaptive estimation, estimation of maximum or minimum function. KL divergence between two probability densities, A and B, defined on a discrete finite set X is:
In the continuous case, if a and b are two probability densities with the mean m, then:
Using the KL divergence to measure forecast accuracy, some indicators are proposed:
• KL-N (quadratic loss function is scaled with the variance estimated):
• KL-N1 using the estimated variance only for the last five periods;
• KL-N2 takes into account only the last 10 periods in calculating the estimated variance;
• KL-DE1 based on a double exponential distribution of the error;
• KL-DE2, unlike the KL-DE1 use another estimator for the scale parameter.
Other measures to used to evaluate the accuracy are correlation between forecasted values and actual values (measured by coefficient of determination of changes in the series of values and the ones in forecasted series), the percentage of turning points forecast, calculated for binary variables by rank (score) Kuiper, conditional efficiency (for comparing two different forecasts based on the same regression model).
Recent studies target accuracy analysis using as comparison criterion different models used in making predictions or the analysis of forecasted values for the same macroeconomic indicators registered in several countries.
Ericsson NR (1992) shows that the parameters stability and mean square error of prediction are two key measures in evaluation of forecast accuracy, but they are not sufficient and it is necessary the introduction of a new statistical test.
Considering the AR (1) process, which is represented as y t = βy t-1 + u t, Hoque A., Magnus JR and Pesaran B. show that for small values of β the prediction mean square error is a decreasing function in comparison with the number of forecast periods.
Granger CWJ şi Jeon Y. CWJ Granger and Y. Jeon (2003) consider four models for U.S. inflation: an univariate model, a model based on an indicator used to measure inflation, an univariate model based on the two previous models and a bivariate model. Applying the mean square error criterion, the best prediction made is the one based on an autoregressive model of order 1 (AR (1)). Applying distance-time method, the best model is the one based on an indicator used to measure the inflation. Ledolter J. (2006) compares the mean square error of ex-post and ex ante forecasts of regression models with transfer function with the mean square error of univariate models that ignore the covariance and show superiority of predictions based on transfer functions.
T. Teräsvirta, van Dijk D., Medeiros MC (2005) examine the accuracy of forecasts based on linear autoregressive models, autoregressive with smooth transition (STAR) and neural networks (neural network-NN) time series for 47 months of the macroeconomic variables of G7 economies. For each model is used a dynamic specification and it is showed that STAR models generate better forecasts than linear autoregressive ones. Neural networks over long horizon forecast generated better predictions than the models using an approach from private to general. U. Heilemann and Stekler H. (2007) explain why macroeconomic forecast accuracy in the last 50 years in G7 has not improved. The first explanation refers to the critic brought to macroeconometrics models and to forecasting models, and the second one is related to the unrealistic expectations of forecast accuracy. Problems related to the forecasts bias, data quality, the forecast process, predicted indicators, the relationship between forecast accuracy and forecast horizon are analyzed.
Ruth K. (2008), using the empirical studies, obtained forecasts with a higher degree of accuracy for European macroeconomic variables by combining specific sub-groups predictions in comparison with forecasts based on a single model for the whole Union.
Gorr WL (2009) showed that the univariate method of prediction is suitable for normal conditions of forecasting while using conventional measures for accuracy, but multivariate models are recommended for predicting exceptional conditions when ROC curve is used to measure accuracy. Dovern J. and J. Weisser (2011) used a broad set of individual forecasts to analyze four macroeconomic variables in G7 countries. Analyzing accuracy, bias and forecasts efficiency, resulted large discrepancies between countries and also in the the same country for different variables. In general, the forecasts are biased and only a fraction of GDP forecasts are closer to the results registered in reality.
In Netherlands, experts make predictions starting from the macroeconomic model used by the Netherlands Bureau for Economic Policy Analysis (CPB). For the period 1997-2008 was reconstructed the model of the experts macroeconomic variables evolution and it was compared with the base model. The conclusions of Franses PH, Kranendonk HC and Lanser D. (2011) were that the CPB model forecasts are in general biased and with a higher degree of accuracy.
Many studies in literature refer to the combining of two methods based on the same model (such as eg bayesian mediation model), but French and Insura point out that a combination between model predictions and expert assessments has not been proposed yet.
III. EVALUATION OF MACROECONOMIC FORECASTS ACCURACY IN ROMANIA
In this study we evaluate the accuracy of forecasts made by principal institutions in Romania for inflation rate and unemployment rate: Institute of Economic Forecastingand NationalCommission ofForecasting
We consider the values of inflation and the unemployment rate projected by NationalCommission ofForecasting for the period 2004-2010. The indicators mentioned above are calculated for the forecast errors. The values of ME show the underestimation tendency of inflation. Moreover, MAE has the same value, showing the persistence of this underestimation.
The result is confirmed by practice, taking into account the shocks recorded in this period. Thus, in 2004, currency appreciation, the restrictiveness of fiscal policy and greater tendency towards savings have contributed to the disinflation process. However, a number of other factors determined the increase of inflationary pressure: the gross average wage growth, the accumulation of arrears and the increase of consumption. Disinflation process was resumed in 2005 due to weaker dynamics of administered prices and currency appreciation against the euro. A further acceleration of the disinflation process registered in 2006 due to volatile price downturn, the reducing of the basic component and the increased competition in the retail market.
But in 2007, the inflation trajectory changed, the annual inflation increase being attributed shocks like: unexpected increase of volatile prices for agricultural products, increase to food prices, the RON exchange rate correction, all of these in the context of an excessive demand. If the first half of 2008 inflationary pressures were generated by supply shocks (food market tensions, the rise in import prices of agricultural raw materials and unprocessed products) and demand shocks (increase in fuel prices and natural gas). Since August 2008 these factors have started to downsize, but influences on the demand generated by easy fiscal policy persisted, the maintenance of laxity in wage policy, expansion of lending. Amid a severe economic contraction in 2009 in Romania, a relatively slow rate of reduction in inflation was caused by persistent structural rigidities in the labor market and product market, but also by a variable number of factors acting during the year. In 2010, the volatile prices of food supply have been affected by the influence of external price increases in food goods, because of global supply reduction. Unlike the forecast inflation rate, the negative ME value indicates an overestimation of the unemployment rate by 0.05 percentage points. Errors variability is very small, because RMSE has a value of only 0.09 percentage points. Labor market immediately reacted to the crisis in 2009 through higher unemployment, but also slower annual growth in wages.
For inflation, which recorded only positive rates of growth in the analyzed period, naive model have to extrapolate the latest trend. If Moore had proposed the comparison to projections based on an extrapolation method, the development of VAR and ARIMA models, impose their use as benchmark models. A value of U less than one indicates lower forecast errors than those from the naïve model. The same conclusion is reached when it is calculated the scale error proposed by Hyndman and Koehler.
The U statistic was calculated, taking as reference the inflation forecasts based on Dobrescu model and those of unemployment rate based on an MA (1) model. Unemployment rates from 1991 to 2010 in Romania follow a MA(1) process:
. We used two forecasting techniques: ex-post (corresponding the dynamic forecast) and ex-ante forecasts used for static forecast.
is the one thatforecasts the value in period only based on data up to time then, for all periods that are already projected using data from period makes forecasts based only on registered data. o Theil's inequality coefficient (takes values in (0,1), a value close to 0 indicating a good adjustment; in this case has a low value, so, the adjustment is very good);
o Bias Proportion has to be small (in this case is quite large);
o Variance Proportion has to be as small; in this case is rather close to 0; o Covariance Proportion is desirable to be as large as possible; in this case is very small.
Inflation forecast errors of Dobrescu model are higher than those of the Commission of Forecasting. This conclusion was also reached by comparing RMSE and the Theil's U coefficient modified by changing the benchmark model. RMSE for forecasted inflation rate of Dobrescu model is 1.03 percentage points compared to 0.29 percentage points, the value calculated for the Commission of Forecasting predictions.
Taking as reference the Dobrescu model forecast inflation rate the U statistics has a value of 0.33, which means that the Commission's forecasts are better. This conclusion is also results from the graphic analysis below. Table 1 To make a comparison of forecasts characteristics, the loss-function values are analyzedroot mean squared error (RMSE), which calculates the forecast deviation from the actual values recorded. It is estimated that a prediction is much closer to the real evolution as much as RMSE value is lower. Static forecast is superior to the dynamic one for unemployment rate which follows a MA (1), because of the lower value of RMSE.
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FIGURE 1
The reduction of uncertainty in making decisions by evaluating the macroeconomic forecasts performance in Romania Commission of Forecasting makes predictions using quarterly model of Romanian economy. On long run and short run, index of prices used to calculate inflation is estimated according to the index of M2 and the exchange rate. (1,27) is lower than the one of MA(1) model, which has the value 2,24 for a dynamic forecast in EViews.
RMSE for unemployment rate forecasts of Commission of Forecasting
EViews static forecast is better than the dynamic one taking into consideration all indicators used in reliability evaluation, but the RMSE is higher for predicted values of Commission of Forecasting. The modified U statistic is calculated in order to compare forecasts of the Commission with those based on the MA (1) model and a value of 0.07 resulted when static forecast is chosen as 'benchmark forecast' and 0.14 for a dynamic forecast used as reference forecast. In conclusion, we obtained smaller forecast errors for the unemployment rate provided by the Commission of Forecasting in comparison with the errors resulting from a moving average model. E. Dobrescu (2003) groups the constraints affecting economic performance in two categories, one of these taking into account demand factors (limited access to foreign markets and the decline in real terms of capacity absorption) and the other one the supply factors (the activity of companies lacking performance). For the period 2003-2007, the academician Dobrescu has developed some scenarios of the evolution of main macroeconomic indicators, the workings being made in PEP program (Pre-Accession Economic Program).
For the period 2004-2010 the unemployment rate projected in the Dobrescu model achieved a RMSE value of 0.46. That means an error greater than the one of the forecast of Commission of forecasting. IPE also used the PEP program (Pre-Accesion Economic Programme) to forecast the unemployment rates from 200 to 2008. RMSE has a value of about 0.58, higher than 0.54, the result when Dobrescu model is used.
An optimal macroeconomic forecast is unbiased and efficient, in the macroeconomic framework taking into account the rational expectations hypothesis. This implies a zero average prediction error.
IV. BIAS AND EFFICIENCY OF FORECASTS
Bias and forecast efficiency have an important role in the literature that examines the problem of forecast performance.
A. Bias forecasts
Corderie (2003) shows that McNees (1978 McNees ( , 1987 and Fair and Schiller (1989) brought among the first contributions in the field of bias and efficiency of the individual forecasts made by consensus. Figlewski and Wachtel noted that early results showed that the projections of private sector are biased and uncorrelated with the rational expectations hypothesis. Batchelor R. (2007) detected the presence of systematic bias in the forecast of real GDP and inflation made by the private sector in the G7 countries during 1990-2005. The measuring and test of bias was based on regression models and nonparametric tests of accuracy of the ranks. Empirical researches have shown a conclusion already presented in the literature, namely, the discrepancy between rational expectations tests and the too pessimistic or too optimistic forecasts.
Bias in this context implies a zero mean forecast error series. In the literature rationality tests are used to check if the forecasts are optimal in relation to a certain criterion, eg, if they are biased or ensure a good informational efficiency. The standard test of forecast bias-test-Mincer-Zarnowitz starts from this model : .
-Current values, -predicted values
We test Test the hypothesis of unbiased forecasts: a = 0, b = 1 using a F test, called Mincer-Zarnowitz test.
Holden and Peel proposed a modified version of the test, which is based on forecast errors by testing whether their mean (m) is zero: .
In the first version of the test for the inflation rate resulted that a and b are not significantly different from 0, so the null hypothesis can not be accepted for the forecast made by the Commission of Forecasting. In the second version of the test was properly calculated a p-value of 0.003 for t test, which is lower than the threshold of 0.05. So, with a probability of 95% hypothesis of unbiasedness is rejected. The result is correct, since all expected values were lower than those actually recorded.
The bias of forecasts can be generated by technological shocks, which might be an important factor of economic growth. Wojciech C. and Svetlana M. (2009) realized an empirical research, breaking down inflation into a linear and a nonlinear component resulting from technological shocks, for which were they demonstrate the positive contribution to economic growth.
Accuracy can be improved if it is known that there is autocorrelation between errors and other data available at the time the forecast is made. The correlation indicates an inefficient use of information from the past. If are the observed variables that influence the forecast, then: .
If are significantly different from zero, the forecasts can be improved if one takes into account the influence of variables. However, Jeong and Maddie have demonstrated that tests of rationality are dependent on assumptions made for regression models. Pain shows that while the data series is nonstationar with unit roots, cointegration tests should be used. In the case of asymmetric loss functions the forecasts are rational, even if the mean error is zero.
Given the shocks in food prices during the chosen period, we check that only a part of the bias was caused precisely by the components of the index of consumer prices of goods used to calculate the inflation. Thus, we calculate a new inflation rate excluding food prices and we use this indicator in the regression model for testing the bias. Using an F test a lower bias than the initial one resulted. So, shocks in the price of food influence inflation forecasts. Fair and Schiller (1989) propose a test in order to compare the efficiency of two forecasts made by two different institutions for the same variable. To this end, they consider a simple linear regression model: -The value recorded for variable X at time t -The value recorded at time t-1 for variable X -The predicted value of the first institution -The predicted value of the second institution If b1> 0 and b2 = 0, the second institution provides a forecast relatively inefficient, and the first institution forecast contains, in addition to the first one information, an essential piece of information about changes that may occur in the analyzed variable.
B. Forecasts efficiency
If b2> 0 and b1 = 0, the first institution provides a relatively inefficient forecast.
If both parameters of the regression model are strictly positive, then, each institution brings different information through the forecast.
We compared in terms of efficiency the inflation rate forecasts of Commission of Forecasting and Institute of Economic Forecasting for [2004] [2005] [2006] [2007] [2008] [2009] [2010] . After the estimation of model parameters, it resulted that b1 = 0.06, value that does not differ statistically to 0, and for b2a value of 1.538 b2> 0. Therefore, the Commission for Forecasting prediction is inefficient compared with that of the Institute of Economic Forecasting.
V. BUILDING FORECASTS INTERVALS
The problem of building forecast intervals and the determination of distributions was approached quite late in the literature, notable works in this area being written by Cogley (2005) , Adolfson (2007 ), Clark (2009 ) and Jore (2009 ), Giordani and Villiani (2009 . The results showed an important conclusion: in order to build a forecast interval with a certain probability, the model has to include variances deviation in time. Kjellberg D. and M. Villani (2010) numbered the advantages and disadvantages of both types of forecasts, the ones based on models and those built by the experts. Forecast methods based on models describe the complex relationships using endogenous variables by its transparence making easy the identification of mistakes that generated wrong predictions. The disadvantages are related to the difficulty of adapting the model to recent changes in the economy, as well as the too simple form of the models. Chatfield shows that forecast intervals are often too narrow not taking into account the uncertainty related to model specification, problem that is encountered also in the experts' assessment. Unlike the forecasts based exclusive on models, expert assessments modify immediately to any change of information related to the predicted phenomenon. Disadvantages in experts assessments are related just to the low degree of transparency, the difficulty of using many explanatory variables outside an explicit model.
A. Building prediction intervals based on historical forecast errors
The build of intervals taking into account the forecasts accuracy is an effective way to highlight the uncertainty that accompanies any forecast made. In following, we used historical forecast errors to determine the forecast interval for inflation. We also used the projected inflation rates at the end of the year published by the National Bank of Romania for each quarter from 2007 to2010. Forecast errors are calculated as the difference between expected value and the registered value. Forecast errors for each quarter are calculated by RMSE.
Forecast intervals are built considering that the forecast error series is normally distributed of zero mean and standard deviation equal to the RMSE corresponding to historical forecast errors. For a probability of (1-α), forecast interval is calculated:
)-punctual forecast for variable at time t -the α / 2 quintile of standardized normal distribution.
The table below displays the RMSE and lower and upper limits of the forecast interval for inflation predicted by the central bank with a quarter before ('one-step-ahead "). The forecast intervals based on RMSE are independent of the state of the economy. Therefore, Blix and Sellin proposed the change of the method, so that the interval takes into account of changes in the economy, multiplying RMSE by a factor of uncertainty subjective chosen by the expert in forecasting. Another approach uses, for the series of observations, a model in which time varies. The series of quarterly inflation rates follows an autoregressive AR process in which the series has a residual variance of stochastic type. It is assumed the hypothesis that errors are identically distributed and follows a standardized normal distribution. Then, the regression model can be written:
, where is the standard deviation of errors , where follows a normal distribution and is a random walk We introduce a new statistical measure called the relative volatility or relative variance (variance of T moment in relation with the geometric mean of variances corresponding to the interval used to calculate RMSE), calculated by the formula:
and are the initial moment and the final one of the period for which RMSE is calculated, the time of the interval bounded of the two moments is: , and is a bayesian estimation.
The new intervals of variation of forecast values will be calculated as follows:
.
The relative volatility is 0,279.
Relative volatility of Q4 of 2010 was 1.279, which means that a 62.1% decrease in the value of RMSE is necessary to take into account the changes in the economy.
B. The proposal of a new way to build forecast interval for Romania
Between 2007-2010 inflation rates calculated at the end of the quarter may be represented by an AR process of order 1 (AR (1)). To determine the interval of variances of BNR predictions taking into account the state of the economy in each of the periods for which data were recorded, the coefficient which multiplies RMSE is calculated in different way than that recommended in the literature. Inflation is modeled in 2007-2010 as:
For an AR process ( ), the variance is: , where AR error variance.
The variance of inflation is:
We introduce as a measure of economic state the indicator d -relative variance of the phenomenon at a specific time in relation with the variance on the entire time horizon, which for T moment is calculated as: In this case, we obtained a relatively large variance, which means that it is necessary a decrease of RMSE value with 66.1% if one takes into the state of the economy in the last quarter of 2010.
VI. CONCLUSIONS
Forecast performance evaluation is an important indicator of the extent to which projections made accomplished their purpose to be closer as much as possible of the registered values. Forecasts accuracy in Romania for inflation and unemployment rate was evaluated for each an institution specialized in the elaboration of forecasts, and comparisons were made showing the superiority of forecasts made by National Commission of Forecasting. However, in terms of efficiency, Institute of Economic Forecasting inflation provides better predictions. Regardless of the institution, all forecasts are biased, an important part of this bias being caused by shocks in the food prices in 2004-2010. Based on data of inflation forecasts provided quarterly by the Central Bank, forecast intervals were built using the method of historical forecast errors. For Romania, when inflation rates follows an AR (1), we have improved the technique of building forecast intervals taking into account the state of the economy in each period for which data were recorded.
In conclusion, macroeconomic forecasts evaluation is necessary to inform the public about the way in which state institutions predicted the economic phenomenon. Further, according a certain degree of reliability by studying the results, in the future the public attention will focus on a particular institution in accord with the criterion followed, accuracy or efficiency, whereas the forecasts are generally biased at national and internationally level because of the difficulty to anticipate the structural shocks. 
