In many biochemical reactions occurring in living cells, number of various molecules might be low which results in significant stochastic fluctuations. In addition, most reactions are not instantaneous, there exist natural time delays in the evolution of cell states. It is a challenge to develop a systematic and rigorous treatment of stochastic dynamics with time delays and to investigate combined effects of stochasticity and delays in concrete models.
Introduction
Gene expression is a complex process involving many biochemical reactions with proteins being final products. In a deterministic approximation, it might be modeled by a system of a few differential kinetic rate equations describing transcription, translation, and degradation. It is usually assumed that all these processes are instantaneous. However, they are rather slow, for example the average transcription speed is about 20 nucleotides/s and the average translation speed is about 2 codons/s (Alberts et al. 2002) . In addition, biochemical processes usually involve several sequential steps. It is a common procedure to replace these steps by one fixed time delay (Bratsun et al. 2005; Timmer et al. 2004; Roussel and Zhu 2006; Krishna et al. 2006; Tiana et al. 2007; Mather et al. 2009 ). Time delays might also be used to account for transport of molecules in spatial models (Marquez-Lago et al. 2010) . Time delays in biological system are usually ascribed to transcription and translation (Lewis 2003; Jensen et al. 2003; Monk 2003; Bernard et al. 2006 ; Barrio et al. 2006) . They may cause oscillations of mRNA and protein concentrations. However, the process of degradation of both mRNA (Clayton and Shapira 2007) and proteins (Clayton and Shapira 2007; Liu et al. 2000; Smolen et al. 2001; Sriram and Gopinathan 2004) can also consist of several steps and therefore can be modeled by explicit time delays. Delayed degradation of JAK2 protein in signaling pathways was discussed in Melzner et al. (2006) .
Delayed protein degradation was recently studied in (Bratsun et al. 2005) . It was assumed there that protein degradation is realized by a sequence of phosphorylation steps at the rate ∼1 h −1 , while non-delayed degradation has the rate ∼0.3 h −1 . This leads to differential equations with time delays (Györi and Ladas 1991; Gopalsamy 1992; Kuang 1993; Hale 1997; Erneux 2009) . It is well known that solutions of time-delay differential equations may exhibit an oscillatory behavior: for small delays the system may approach a stable stationary point in an oscillatory manner and for large delays it undergoes the Hopf bifurcation and there appears a limit cycle. It was argued in Bratsun et al. (2005) that time delays of degradation can cause oscillations in genetic regulatory systems in a way similar to delayed transcription and translation as discussed in Lewis (2003) , Monk (2003) , Bernard et al. (2006) , Barrio et al. (2006) . The main goal of our paper is to show that the delayed protein degradation alone cannot be responsible for oscillations. Therefore we should look for different mechanisms responsible for oscillations observed in biological experiments.
In many cases, biochemical processes take place in small volumes and may involve only few molecules. Deterministic approach dealing with macroscopic concentrations of molecules is then inappropriate. A small number of molecules taking part in gene expression results in significant random fluctuations. To take into account such fluctuations, many stochastic models involving Master, Fokker-Planck, and Langevin equations were proposed (Berg 1978; McAdams and Arkin 1997; Kepler and Elston 2001; Thattai and van Oudenaarden 2001; Swain et al. 2002; Paulsson 2004 Paulsson , 2005 Hornos et al. 2005; Komorowski et al. 2009 ), and appropriate birth and death processes were simulated by the use of the Gillespie algorithm (Gillespie 1977) .
Effects of the interplay between time delay and stochasticity on the behavior of small biochemical systems were analyzed in Bratsun et al. (2005) , Barrio et al. (2006) , Tian et al. (2007) , Galla (2009) , for a recent review of delayed stochastic models of gene expression and regulation see Ribeiro (2010) . Theoretical foundations of stochastic delay equations were discussed in Mao et al. (2005) , Lei and Mackey (2007) and validations of algorithms for delayed stochastic simulations in Roussel and Zhu (2006) and Schlicht and Winkler (2008) (the authors have not taken into account that some reactions might be consuming, see below). However, constructive analytical results are still scarce. Some results were obtained for a delayed random walker in Ohira and Milton (1995) , Ohira and Yamane (2000) , see also Küchler and Mensch (1992) , the limit of a small delay was investigated in Guillouzic et al. (1999) , where an original delay system was approximated by non-delayed stochastic differential equations. In their recent paper, Bratsun et al. (2005) studied combined effects of time delays and stochasticity on the behavior of genetic regulatory networks. They assumed that the time delay is sufficiently big, truncated Master equations and derived analytical expressions for the variance and the autocorrelation function of the number of protein molecules. In many cases they observed an oscillatory behavior.
In the present work, we develop a new methodology to deal with time delays in biological systems. It is based on the division of reactions into consuming and nonconsuming ones (Barrio et al. 2006; Cai 2007) . We apply it to simple gene expression models with a delayed degradation which we assume to be a consuming reaction. That is, contrary to Bratsun et al. (2005) , we do not allow any protein molecule which has already started a process of a delayed degradation to take part in another degradation process. As a consequence, models with a delayed degradation do not exhibit an oscillatory behavior. We obtain analytical expressions for the variance and the autocorrelation function for any time delay. For all stochastic simulations presented in this paper we use the exact algorithm developed in Cai (2007) .
Methodology
In the simplest production-degradation system, specific bio-molecules are produced and degrade with constant intensities. Let us denote by x(t) the concentration of molecules at time t. The classical equation of chemical kinetics, i.e. the time evolution of x(t) then reads
where k is the intensity of production and γ the intensity of degradation. Now we take into account that the degradation process takes some time, that is, molecules cease to exist τ units of time after the delayed degradation is triggered. One is tempted to model such a phenomenon by the following time-delay differential equation (see Bratsun et al. 2005) :
However, this means that degrading molecules affect the concentration at the future time (they are not accounted yet) and in the meantime they may again take part in another process of degradation. Therefore they may be subtracted from the system several times and this may make the concentration negative at some time. This is a frequent problem that solutions of time-delay differential equations with positive initial conditions may become negative (Bodnar 2000) . From a biological point of view such models are therefore not acceptable. We propose here a new methodology to deal with time delays in biological systems. When a molecule starts to degrade then we consider it inactive (it cannot take part in another reaction) but it is still in the system and hence it is visible. Such reactions are called consuming (Barrio et al. 2006; Cai 2007) . This is a general situation but in certain cases degrading molecules may still perform some functions, for example receptors may still convey signals. Problems connected with consuming reactions were already discussed in Barrio et al. (2006) . However, no algorithm was implemented there because all considered reactions were non-consuming. In Cai (2007) , a general Gillespie-type algorithm appropriate for consuming reactions was designed and applied to a simple second-order reaction.
We denote by x the concentration of active molecules and by y the concentration of all molecules present in the system. We arrive at the following equations for x and y:
A similar approach was introduced in Marquez-Lago et al. (2010) to model spatial stochastic processes by deterministic systems with time delays. Buffer variables were introduced to keep track of molecules not available for other reactions. However, in order to fit the data obtained from stochastic simulations, different rates were used to increase and decrease the state of the buffer variables. Now we may solve (3a), substitute the solution into (3b) and solve it with the known delayed function x(t − τ ), see later (9) and (27). Equation (3b) is not really a timedelay differential equation-the delay in (3b) is in x not in y. Therefore, the Hopf bifurcation is absent and we may not expect an oscillatory behavior while approaching an asymptotically stable stationary point. We see that the effect of time delay on the behavior of biological dynamical systems may depend on specific mechanisms of delays and we should take this into account in modeling time delays. The effect of time delays on the long-run behavior of population replicator dynamics of social and biological type was recently investigated in Alboszta and Miȩkisz (2004) , Miȩkisz (2008) . Certain biological constraints caused there the stability of stationary points and the absence of oscillations as opposed to the social model with oscillations. Below we will discuss in detail time-delay equations which appear in simple models of gene expression.
Microscopic analogs of (3), describing systems with a small number of molecules and taking into account stochastic fluctuations inherent in such systems are based on birth and death processes with appropriate probabilities corresponding to deterministic intensities k and γ . Our main assumption, which is that degradation is a consuming reaction, implies that a molecule which starts to degrade is no longer active and as a consequence the stochastic process describing the evolution of the number of active molecules is the standard birth and death process (no delays are present) with the Poisson stationary distribution. The process describing the evolution of the total number of molecules is more complex. Exploiting properties of the underlying evolution of the number of active molecules, we are able to obtain various characteristics of the second process such as the variance and the autocorrelation function.
Models and Results

Delayed Protein Degradation-a Reduced Model
Deterministic Description
In a classical model of gene expression (Thattai and van Oudenaarden 2001) , molecules of mRNA are produced from DNA in the process of transcription and then give rise to production of protein molecules in the process of translation. Both types of molecules may degrade. We denote intensities of above biochemical reactions by k r , k p , γ r , and γ p , respectively,
mRNA
We denote concentrations of mRNA and proteins by x and z, respectively, and then the standard equations of chemical kinetics read
To simplify even further our model, we assume that the transcription is much faster than translation and therefore we may consider mRNA to be in a stationary state, x st = k r /γ r . We arrive at the so-called Kepler-Elston approximation (Kepler and Elston 2001) , where transcription and translation are lumped into one process and Fig. 1 Comparison of numerical solution of (7) (solid line) and a mean trajectory obtained by Gillespie stochastic simulations of (6) (dots) without taking into account that degradation is consuming. Parameters are fixed at k = 100,
it seems that proteins are produced directly from DNA with the rescaled intensity
We rename now z as x, set γ r ≡ γ and hence the evolution of the concentration of protein molecules follows (1). Following Bratsun et al. (2005) , we take into account that the process of protein degradation consists of several steps which take certain time and we model it by a single process with time delay τ and intensity γ d (we keep the instantaneous degradation with intensity γ ): Bratsun et al. (2005) proposed the following time-delay differential equation to describe the time evolution of such system:
All the problems discussed in the Methodology section apply to this equation. To solve it, we have to specify an initial condition on the whole interval of the length τ . In the case of reactions starting at t = 0, the initial data may have the following form:
Equation (7) has one stationary point
and it is well known that for γ d > γ there exists a critical value of the delay τ cr = arccos(−γ /γ d )/( γ 2 d − γ 2 ) > 0 at which the Hopf bifurcation occurs, that is, the stationary point loses its stability and there appears a limit cycle, which is locally asymptotically stable (compare e.g. Györi and Ladas 1991; Hale 1997; Foryś 2004) . Below τ cr , the stationary point is asymptotically stable but it is approached in an oscillatory manner, see Fig. 1 . However, as we have mentioned earlier, solutions of time-delay equations can become negative even for non-negative initial data (Bodnar 2000) . In fact, it can be shown that for γ d > γ and τ > τ cr , that is, for parameters for which stable oscillations occur, solutions of (7) become negative. Therefore (7) cannot really describe any biochemical process and hence delay-induced oscillations present in its solutions are not biologically relevant. Now, following our methodology, we assume that a protein that has started the process of a delayed degradation cannot participate in any other degradation process. We generalize (3) and propose the following system of equations:
with the initial data x 0 (t) = y 0 (t) = 0 for t < 0 and x 0 (0) = y 0 (0) = x 0 , where x(t) denotes the concentration of active proteins in the system and y(t) denotes the concentration of all proteins, that is, active proteins and proteins that have entered a path of a delayed degradation. Equation (9a) is a simple linear ordinary differential equation that can be easily solved,
It follows that for any initial value x 0 , x(t) tends to the steady state,
Plugging (10) into (9b) and integrating with respect to t, one obtains Fig. 2 . It follows from (12) that for any initial x 0 , the solution of (9b) tends to its steady state,
This shows that for reactions (6), no oscillations are possible. In particular, time delay cannot lead to the occurrence of any, even dumped, oscillations.
Stochastic Description
In many living cells, especially prokaryotic, the number of protein molecules is rather small. To take into account random fluctuations, one has to use stochastic modeling. Biochemical reactions take place in random times and are described by birth and death processes. In such processes, probabilities of production and degradation of a single molecule are proportional to intensities of corresponding kinetic equations. Fig. 2 Comparison of numerical solution of (9b) (solid line) and a mean trajectory obtained by stochastic simulations of reactions given by (6) (dots) taking into account a consuming character of degradation. Parameters are fixed at k = 100, γ = 1.3,
Bratsun et al. (2005) proposed the Gillespie-type algorithm (Gillespie 1977) to perform numerical simulations of birth and death processes corresponding to deterministic delay equations. To obtain analytical results they assumed that the delay τ is sufficiently big such that events at time t − τ and t are decoupled. Then using the appropriately truncated Master equations and the generating function approach they were able to get an analytical expression for the autocorrelation function of the number of protein molecules. We do not assume the factorization of the joint probability distribution of the number of molecules at times t − τ and t. Our results are therefore valid for any time delay τ .
Let p(t) denote the number of active proteins, that is, proteins that are able to take part in any reaction (a delayed or an instantaneous degradation in our case) and let d(t) denote the number of delayed degradations which were initiated in [0, t). The total number of observed proteins y(t) in the system is related to p and d in the following way:
Now, we can write the Master equation for the probability mass function P (p, d, t) , that is, the probability that our system is at the state (p, d) at the time t (Van Kampen 1997):
Our goal is to obtain the expected value y and the variance Var(y) of the total number of protein molecules y and the autocorrelation function K(T ) = ( y(t + T )y(t) − y(t) 2 )/ Var(y) in the stationary state, that is, in the limit t → ∞, when the left-hand side of (15) is equal to zero.
Let us notice that the number of active molecules follows the standard birth and death process without time delay, so in the stationary state the number of active mole-cules has the Poisson distribution. In the stationary state, the average number of produced protein molecules in the time interval of the length τ , that is, kτ , is equal to the average number of combined instantaneous degradations that were realized during that time interval and delayed degradations which were initiated during that time. The average number of delayed degradations,
and hence we get
which is fully consistent with the stationary point (13) which we obtained in the deterministic description. For the variance of the total number of protein molecules we write
Using the generating function approach to the Master equation (15) we are able to show (see the Supporting Information) that in the stationary state Cov(p(t), (16) and (18) it follows that
We see that the variance of the total number of protein molecules is equal to its mean. This may be compared to the variance obtained in Bratsun et al. (2005) which is of course independent of the time delay and is equal to k/γ . We are also able to obtain the analytical expression for the autocorrelation function (for the derivation see the Supporting Information),
In Fig. 3 we compare our autocorrelation function in our model with one obtained in Bratsun et al. (2005) . In our model, the autocorrelation function monotonically decreases which indicates the lack of oscillations in the system. In Bratsun et al. (2005) , we observe two peaks, a sign of oscillations. However, the authors have not taken into account the consuming character of the degradation process. Moreover, they assume that events at time t − τ and t are decoupled and factor the joint probability distribution of the number of molecules at time t − τ and t. Then one may ask why their autocorrelation function is not equal to zero for time separations greater than or equal to τ .
Stochastic Delay
Although in some cases, the time delay is very precise and fixed (like in transcription and translation), typically it is distributed around its average and may take different values with certain probabilities. Distributed random time delays were studied in Roussel and Zhu (2006) , Marquez-Lago et al. (2010) . One might think that distributed time delays will cause time homogenization and we will not see any effects of time delays. Below we will show that this is not the case.
We will assume now that τ is not constant but it is a random variable. To illustrate the main idea we present here the simplest case when τ may have only two values. This can be easily extended to any finite discrete distribution and then generalized to any continuous distribution with a compact support. Assume now that τ is a random variable which may have two values: τ 1 and τ 2 with probabilities q 1 and q 2 = 1 − q 1 , respectively, without the loss of generality we assume that τ 1 < τ 2 . We have the following reaction network:
where γ d q i and τ i over the arrow denote the rate and the duration of the reaction. It can be easily seen that if the next reaction will be a delayed degradation, then the probability that the duration of the delayed degradation is equal to τ i is q i for i = 1, 2. The stochastic process that describes the reactions (21) is defined by the following Master equation,
where p is number of active proteins, that is, proteins that are able to take part in any reaction and d 1 , d 2 are numbers of delayed reactions with duration τ 1 , τ 2 , respectively, that occurred since t = 0. The total number of protein molecules y(t) in the system is described by the following process (for t ∈ (τ 2 , ∞)):
We may now apply our methodology to derive expressions for moments of the total number of protein molecules (see the Supporting Information). We get
where τ = q 1 τ 1 + q 2 τ 2 . We see that the expected value and the variance of the total number of protein molecules are equal as before and depend on the expected value of the delay. We are also able to obtain the analytical expression for the autocorrelation function (for the derivation see the Supporting Information), Fig. 4 we compare it with the autocorrelation function obtained by stochastic simulations.
Here again, the autocorrelation function is monotonic which indicates the lack of oscillations. 
Deterministic Description
We now consider the classical model of gene expression presented in network (4) involving four biochemical processes: transcription, translation, mRNA, and protein degradation (Thattai and van Oudenaarden 2001) . As in the previous section, we take into account that the process of protein degradation consists of several steps which take certain time and we model it by a single process with the time delay τ and the intensity γ d (we keep as before the possibility of an instantaneous degradation):
We extend (9a) and (9b) into the following system of differential equations:
where x, z and y denote concentrations of mRNA, active proteins and all proteins, respectively. We take the initial condition of the type (8), that is x 0 = z 0 (t) = y 0 (t) = 0 for t < 0, x(0) = x 0 , and z 0 (0) = y 0 (0) = z 0 . The system (27) can be easily solved. It turns out that solutions of system (27) are monotonic for t large enough and tend to a steady statex
is monotonic for all t > 0, z can exhibit at most one switch of monotonicity, and y can exhibit at most three switches of monotonicity, see Fig. 5 and also the Supporting Information. Thus, also in this case no oscillations are possible. 
Stochastic Description
In the stochastic approach we again pass from concentrations of substances to numbers of corresponding molecules. Let r(t) be the number of mRNA molecules, p(t) the number of active protein molecules at time t, d(t) the number of delayed protein degradations initiated since the time t = 0, and y(t) the total number of protein molecules related to p(t), d(t) and d(t − τ ) as before in (14). The Master equation for the probability mass function P (r, p, d, t) can be written it the following form: (r, p, d, t) . (28) Proceeding as before (see the Supporting Information) we get the expected value and the variance of y in the stationary state. For the expected value we again get
The formula for the variance is rather complicated (see (2.26) in the Supporting Information). Here we present two asymptotic expressions:
for small τ and
for large τ ; see also Fig. 7 . They indicate the lack of oscillations in the system.
Discussion
Cyclic behavior is ubiquitous in nature. It may have the form of circadian clocks or oscillations of smaller time periods. It is important to understand molecular causes of such behavior. It is known that negative feedbacks and time delays may cause oscillations in time evolution of microscopic (genetic) and macroscopic (ecological) systems of living organisms. It was argued recently by Bratsun et al. (2005) that combined effects of time delay of protein degradation and stochasticity may cause an oscillatory behavior in simple models of gene expression. We show that this is not the case. We develop a general methodology to deal with time delays in biological systems and apply it to simple gene expression models. We prove that if we assume that a process of degradation is consuming that is molecules which started to degrade cannot take part in other processes, then oscillatory behavior is no longer present in such systems. It follows that the delayed protein degradation alone cannot cause oscillations. Therefore we should look for different mechanisms responsible for oscillations observed in biological experiments. To indicate the presence of oscillations in the reduced model of gene expression, the autocorrelation function and its power spectrum was computed in Bratsun et al. (2005) and Galla (2009) . In both papers, the authors have not taken into account the consuming character of the degradation processes. We were able to compute analytically the autocorrelation function. Its monotonicity indicates the lack of oscillations in the system.
It would be very important to extend the methodology introduced in this paper to other systems with time delays such as delayed transcription and translation. In the case of translation, after protein molecules are produced, mRNA molecules are back into the system (as opposed to degradation processes). This makes such systems more complicated. Careful analytical analysis is needed here. It is especially important to study the effect of combined time delays and stochasticity on the behavior of such systems, and in particular on the possibility of stable oscillations.
