Stability in the sense of Lyapunov for the adaptive robot controller proposed by Slotine and Li is proved in this note. The result is a generalization of previous work, where the feedback gain matrix was assumed to be constant and diagonal, while in this paper the feedback gain matrix is only assumed to be uniformly positive de nite.
Introduction
In 1] an adaptive robot controller was proposed, and boundedness of signals and convergence of position and velocity errors to zero were shown. Lyapunov stability, however, was not established. In 2] the adaptive robot controller of 1] was proved to be stable in the sense of Lyapunov, but in the proof the feedback gain matrix was assumed to be constant and diagonal, whereas in 1] the feedback gain matrix was only assumed to be uniformly positive de nite.
In this paper we generalize the results of 2] by proving Lyapunov stability for the controller in 1] under the assumption that the feedback gain matrix is uniformly positive de nite and possibly time varying. To this end the passivity properties of the system 3] are used to construct a Lyapunov function from the dissipation inequalities of the appropriate passive mappings.
In the following, the de nitions of passivity and strict passivity and the notation concerning inner products and norms on the function space L 2 ne are taken from 4]. (4) It is assumed that the matrix _ H?2C is skew symmetric. g = g(q) is the vector of gravity terms, and is the vector of input generalized forces. In 2] the matrices ?, and K D were assumed to be constant, diagonal and positive de nite. In this note we assume that ?, are constant, symmetric and positive de nite, while the feedback gain matrix K D is assumed to be possibly time varying, symmetric and uniformly positive de nite. Hence there exists a positive constant
where min (K D ) denotes the smallest eigenvalue of K D .
The state vector is de ned by
Next, we will describe the system by four passive mappings and derive a Lyapunov function candidate from the associated dissipation inequalities. To this end the vector
is introduced so that (3) can be written 
and h _ qj qi T ? 1
In 
(t) K D (t) ? k I]s(t)dt: (19)
The following Lyapunov function candidate is then proposed:
V (t; x) = V 1 (t; x) + V 2 (t; x) + 2 k V 3 (t; 3 Main result Proposition 1: Consider the system given by (1{3) where ?, are assumed to be constant, symmetric and positive de nite matrices, and K D is assumed to be possibly time varying, symmetric and uniformly positive de nite.
Then the equilibrium x = 0 is stable in the sense of Lyapunov.
Proof: The Lyapunov function candidate V as given by (20) 
Hence _ V is negative semide nite, and the result follows from Lyapunov's direct method 5, p. 158].
Remark 1: Note that in the proof of 2] it was required that T K D is constant, while here K D may be time varying. 4 Case study 
Boundedness of signals and convergence of the position and velocity errors to zero were shown in 1] for this system, but Lyapunov stability has not been established in previous work. In this case K D = Ĥ is not necessarily positive de nite. Nevertheless, Proposition 1 can be used to establish stability in the sense of Lyapunov because of the modi cation of the regressor.
Corollary 1: Consider the system given by (2), (4), (26) and (27) where Y m is de ned by (25), = I where > 0 is a constant, and ? is assumed to be constant, symmetric and positive de nite.
Proof: By combining (4), (25) (28) is obtained. The system given by (26), (2) and (28) is identical to the system (1{3) with Y m replacing Y and H replacing K D . Then since the inertia matrix H is uniformly positive de nite and > 0 is a constant, Proposition 1 applies, and the result follows.
Remark 2: Lyapunov stability for the system in Corollary 1 cannot be shown with the proof in 2] since 2 H is not constant in general (see Remark 1) . In Proposition 1 less restrictive assumptions are made, and Lyapunov stability can be established.
