Abstract Nowadays, many ontologies are used in industry, public adminstration and academia. Although these ontologies are developed for various purposes and domains, they often contain overlapping information. To build a collaborative semantic web, which allows data to be shared and reused across applications, enterprises, and community boundaries, it is necessary to find ways to compare, match and integrate various ontologies. Different strategies (e.g., string similarity, synonyms, structure similarity and based on instances) for determining similarity between entities are used in current ontology matching systems. Synonyms can help to solve the problem of using different terms in the ontologies for the same concept. The WordNet thesauri can support improving similarity measures. This paper provides an overview of how to apply WordNet in the ontology matching research area.
Introduction
The Semantic Web provides shared understanding, well structured content and reasoning for extending the current web. Ontologies are essential elements of the semantic web. Nowadays, many ontologies are used in industry, public adminstration and academia. Although these ontologies are developed for various purposes and domains, they often contain overlapping information. To build a collaborative semantic web, which allows data to be shared and reused across applications, enterprises, and community boundaries [22] , it is necessary to find ways to compare, match and integrate various ontologies.
Ontology matching in general is based on finding similar entities in the source ontologies or finding translation rules between ontologies. Different strategies (e.g., string similarity, synonyms, structure similarity and based on instances) for determining similarity between entities are used in current ontology matching systems. When comparing ontology entities based on their labels, synonyms can help to solve the problem of using different terms in the ontologies for the same concept. For example, an ontology might use "diagram", another ontology could use
The WordNet [25] can support improving similarity measures. This paper provides an overview of how to apply WordNet in the ontology matching research area.
WordNet
WordNet is based on psycholinguistic theories to define word meaning and models not only word meaning associations but also meaning-meaning associations [7] . WordNet tries to focus on the word meanings instead of word forms, though inflection morphology is also considered. WordNet consists of three databases, one for nouns, one for verbs and a third for adjectives and adverbs. WordNet consists of a set of synonyms "synsets". A synset denotes a concept or a sense of a group of terms. Synsets provide different semantic relationships such as synonymy (similar) and antonymy (opposite), hypernymy (superconcept)/hyponymy (subconcept)(also called Is-A hierarchy / taxonomy), meronymy (part-of) and holonymy (has-a). The semantic relations among the synsets differ depending on the grammatical category, as can be seen in Figure 1 [11] . WordNet also provides textual descriptions of the concepts (gloss) containing definitions and examples. WordNet can be treated as a partially ordered synonym resources. EuroWordNet [5] is a multilingual database with wordnets for several European languages (Dutch, Italian, Spanish, German, French, Czech and Estonian). It uses the same structure as the English WordNet. EuroWordNet can solve cross-language problems, for example, words for different languages, such as English, French, Italian, German, are used to name the same entities.
Exploiting WordNet in Ontology Matching
Semantic similarity based on WordNet has been widely explored in Natural Language Processing and Information Retrieval. But most of these methods are applied in an ontology (e.g., WordNet). We will first show these methods, then we will discuss how to apply them in ontology matching.
Several methods for calculating semantic similarity between words in WordNets exist and can be classified into three categories:
• Edge-based methods: to measure the semantic similarity between two words is to measure the distance (the path linking) of the words and the position of the word in the taxonomy. That means the shorter the path from one node to another,
• Information-based statistics methods: to solve the difficult problem to find a uniform link distance in edge-based methods, Resnik proposes an information-based statistic method [19] .The basic idea is that the more information two concepts have in common, the more similar they are. This approach is independent of the corpus. For examples see [19] , [13] .
• Hybrid methods: combine the above methods, e.g., [21] , [9] , [4] .
Edge-based Methods
Wu and Palmer [27] propose defining the similarity of two concepts based on the common concepts by using the path.
where C 3 is the least common superconcept of C 1 and C 2 . N 1 is the number of nodes on the path from C 1 to C 3 . N 2 is the number of nodes on the path from C 2 to C 3 . N 3 is the number of nodes on the path from C 3 to root.
Resnik [18] introduces a variant of the edge-based method, converting it from a distance to a similarity metric by subtracting the path length from the maximum possible path length.
where s(w 1 ) and s(w 2 ) represent the set of concepts in the taxonomy that are senses of word w 1 , w 2 respectively, c 1 overs s(w 1 ), c 2 overs s(w 2 ), MAX is the maximum depth of the taxonomy, and len(c 1 , c 2 ) is the length of the shortest path from c 1 to c 2 .
Su defines the similarity of two concepts based on the distance of the two concepts in WordNet [24] . This can be done by finding the paths from one concept to the other concept and then selecting the shortest such path. Threshold like 11 is set 343 the more similar they are (e.g., [27] , [18] , [24] ).
for the top nodes of the noun taxonomy. That means not always a path can be found between two nouns. The WordNet similarity is used to adjust similarity value in his ontology matching system.
Information-based Statistics Methods
Resnik proposes an information-based statistic method [19] . First, it calculates the probability with concepts in the taxonomy, then follows information theory, the information content of a concept can be quantified as negative the log likelihood. Let C be set of concepts in the taxonomy. The similarity of two concepts is extent to the specific concept that subsumes them both in the taxonomy. Let the taxonomy be augmented with a function p : C → [0, 1], such that for any c ∈ C , p(c) is the probability of encountering concept c. If the taxonomy has a unique top node then its probability is 1. The information content of c can be quantified as − log p(c).
where S(c 1 , c 2 ) is the set of concepts that subsume both c 1 and c 2 . The word similarity (sim) is defined as
where s(w 1 ) and s(w 2 ) represent the set of concepts in the taxonomy that are senses of word w 1 , w 2 respectively, c 1 overs s(w 1 ), c 2 overs s(w 2 ). Lin adapts Resnik's method and defines the similarity of two concepts as the ratio between the amount of information needed to state the commonality between them and the information needed to fully describe them [13] .
where x 1 ∈ c 1 and x 2 ∈ c 2 , c 0 is the most specific class that subsumes both c 1 and c 2 .
The ontology alignment tool RiMOM [28] includes Lin's approach in the system.
Hybrid Methods
Jiang and Conrath propose a combined model that is derived from the edge-based notion by adding the information content as a decision factor [9] . The information content IC(c) of a concept c can be quantified as − log P(c). The link strength (LS) of an edge is the difference of the information content values between a child concept and its parent concept.
LS(c i
where child concept c i is a subset of its parent concept p, . After considering other factors, e.g., local density, node depth, and link type, the distance function is:
where LSuper(c 1 , c 2 ) is the lowest super concept of c 1 and c 2 .
Rodriguez presents another approach to determine similar entities based on WordNet. For example, it considers hypernym/hyponym, holonym/meronyms relations [21] . The similarity measure based on the normaliztion of Tversky's model and set theory functions (S) of intersection |A ∩ B| and difference |A/B| is as follows:
where a and b are entity classes, A and B are the description sets of a and b (i.e., synonym sets, is-a or part-whole relations), α is a function that defines the relative importance of the non-common characteristics. For is − a hierarchy, α is expressed in term of the depth of the entity classes.
depth(a) depth(a) + depth(b) i f depth(a) ≤ depth(b)

− depth(a) depth(a) + depth(b) i f depth(a) > depth(b)
Petrakis et al. adapt Rodrigues approach and develop X-Similarity which relies on synsets and term description sets [4] . Equation 8 is replaced as plain set similarity (S) where A and B mean synsets or term description sets.
S(a, b)
The similarity between term neighborhoods S neighborhoods is computed per relationship type (e.g., Is-A and Part-Of) as
where i denote relation type. Finally,
where S descriptions means the matching of term description sets. S descriptions and S synsets are calculated according equation 11 . Bath et al. adapt Jaro-Winkler (JW) metric to integrate WordNet or EuroWordNet in processing ontology matching [1] . Name similarity (NS) of two names N 1 and N 2 of two classes A and B (each name is a set of tokens, N = {n i }) is defined as
where
is the set of synonyms of term n j , NS (A, B) = NS (N 1 , N 2 ) .
Applying WordNet Based Semantic Similarity Methods in Ontology Matching
Before applying the semantic similarity method in ontology matching, linguistic normalization is processed. Linguistic technologies transform each term to a standard form that can be easily recognized.
• Tokenisation consists of segmenting strings into sequences of tokens by a tokeniser which recognizes punctuation, cases, blank characters, digits, etc [6] . For example, travel − agent becomes < travel agent >.
• Stemming is trying to remove certain surface marking words to root form. For example, words like fishes original form is fish.
• Stop-word [2] means that some words frequently appear in the text with lack of indexing consequence. Indexing is the process of associating one or more keywords with each document in information retrieval. For example, words like the, this and of in English, they appear often in sentences but have no value in indexing.
• Multiple part-of-speech. Each part-of-speech explains not what the word is, but how the word is used. In fact, the same word can be more than one part-ofspeech (for instance, backpacking is both a noun and a verb in WordNet). When we compare the concept names which are made of single noun or noun phrase in the ontology, for these words it will be checked if they are nouns and if the answer is yes, we treat them as noun and disregard as verb [24] .
WordNet based semantic similarity methods (see section 3.1, 3.2 and 3.3) can be used in two ways. • WordNet based semantic similarity methods can be applied to calculate entities similarities in two ontologies. For example, Figure 2 shows two simple ontolo- Figure 3 presents the fragment of nouns with author and illustrator in WordNet taxonomy. If authoris used in Onto1 and illustrator is used in Onto2 (see Figure  2) , they have the common superconcept (hypernym) person in WordNet (see Figure 3 ), and we can apply WordNet based semantic similarity methods (see section 3.1, 3.2 and 3.3) to get similarity between illustrator and author. • Rodriguez method [21] and X-Similarity [4] are independent from WordNet.
They can be applied in ontology matching directly as structure similarity method if two independent ontologies have a common superconcept. For example, Figure  4 (see source [21] ) shows two independent ontologies, anything is their common superconcept. Based on string similarity results, the structure similarity (e.g., similarity between building w in WordNet and building s in SDTS) can be calculated through Rodriguez method [21] and X-Similarity [4] . [20] , Resnik [19] , Lin [13] , Lord [16] , Jiang-Conrath [9] , X-Similarity [4] , Rodriguez [21] . Their evaluation in the same ontology is based on Miller and Charles [14] with the human relevance results. The higher the correlation of a method, the better the method is (i.e., the closer it is to the results of human
Evaluation of Semantic Similarity Methods
Conclusions
In this paper, we present different WordNet-based semantic similarity measures from edge-based methods to information-based statistic methods and their hybrid methods. We also discuss how to apply them in the ontology matching. Finally, we show several tools that implemented the semantic similarity measures and their evaluation.
