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Abstract
We investigate the K-theory of crossed product C∗-algebras by Zn-actions with
emphasis on the case n = 2. Given a C∗-dynamical system (A,α,Z2), we de-
fine a homomorphism d∗(α) between certain subquotients of K∗(A), which we
call the obstruction homomorphism associated with (A,α,Z2), and which has the
property that the K-theory of the crossed product A oα Z2 is determined by
(K∗(A), K∗(α), d∗(α)) up to group extension problems. A concrete description
of this obstruction homomorphism is given as well. Furthermore, we show the
existence of C∗-dynamical systems (A,α,Z2) whose associated obstruction homo-
morphisms are non-trivial. Certain C∗-dynamical systems involving Kirchberg
algebras turn out to have that property, which we show by using a result of Izumi
and Matui [17]. On the other hand, we find C∗-dynamical systems arising from
pointwise inner actions whose associated obstruction homomorphisms do not van-
ish. As an illustrative example, we consider a natural pointwise inner Z2-action
on the group C∗-algebra of the discrete Heisenberg group. Moreover, we show the
existence of C∗-dynamical systems (A,α,Z2) which are universal for K-theoretical
obstructions associated with pointwise inner Z2-actions.
In the second part of this thesis, we investigate a certain spectral sequence
converging to the K-theory of A oα Zn. This spectral sequence is an instance of
Kasparov’s construction in [20] and was already used in [2] and [43]. We identify
the E1-term with a certain Koszul complex over the integral group ring over Zn,
and use this to recover Kasparov’s result that the E2-term coincides with the
group cohomology of Zn with coefficients in K∗(A). Moreover, we give a partial
description of the higher boundary maps of this spectral sequence in terms of the
natural subactions of α. If n = 2, we identify the second level differential d2
with the obstruction homomorphism d∗(α). Using this, and provided that the
Zn-action α induces the trivial action on K-theory, we describe the second level
differential in terms of the obstruction homomorphisms associated with the natural
Z2-subactions.
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Introduction
The study of group actions on C∗-algebras and their associated crossed products
plays an important roˆle in operator algebra theory. Beside the fact that many
prominent C∗-algebras arise as crossed products, their relevance is due to various
connections to other mathematical fields, such as representation theory for locally
compact groups or topological dynamical systems.
One of the most important invariants for crossed product C∗-algebras is topo-
logical K-theory. However, given a C∗-dynamical system, it is in general very
difficult to determine the K-theoretical properties of its associated crossed prod-
uct C∗-algebra. One approach to the computation of the K-theory for reduced
crossed product C∗-algebras, which is accessible via topological methods, is pro-
posed by the famous Baum-Connes Conjecture. This conjecture is known to hold
for a strikingly large class of groups, of which amenable groups form a prominent
subclass [16].
In this thesis we are concerned with the special case of crossed products by
Zn-actions. We investigate their K-theory with emphasis on the case n = 2. Since
Zn-actions are given by n commuting automorphisms, crossed product C∗-algebras
by Zn-actions arise in various situations. A rich source of examples is provided by
number theory, see for instance the work of Cuntz and Li on C∗-algebras associ-
ated with rings of integers in number fields [11], which served as a motivational
background for this thesis.
For Z-actions, the celebrated Pimsner-Voiculescu sequence [36] is a very pow-
erful tool to compute the K-theory of the corresponding crossed products. Given a
C∗-dynamical system (A,α,Z), this six-term exact sequence relates the K-theory
of the crossed product A oα Z with the K-theory of A and the induced action of
α on K-theory. One important consequence of the Pimsner-Voiculescu sequence is
that K∗(Aoα Z) fits into a short exact sequence
0 // coker(K∗(α)− id) // K∗(Aoα Z) // ker(K∗+1(α)− id) // 0.
In particular, K∗(Aoα Z) is determined by the pair (K∗(A), K∗(α)) up to a group
extension problem.
In order to compute the K-theory of a crossed product A oα Zn, the na¨ıve
approach would certainly be to write it as an n-fold crossed product by Z. The
hope would be that, as in the case of a single automorphism, the information
stored in K∗(A) and K∗(α) is sufficient in order to successfully apply the Pimsner-
Voiculescu sequence n times. Closely related to this, we can ask the following
question.
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Main question. Let (A,α,Zn) be a C∗-dynamical system. Is K∗(AoαZn) deter-
mined by (K∗(A), K∗(α)) up to group extension problems?
Although this question has an affirmative answer in the case of a single auto-
morphism, we show that the answer can be negative for n ≥ 2. In fact, it turns out
that there are various counterexamples involving Z2-actions. This especially shows
that Z2-actions already exhibit a great amount of the difficulties and subtleties
that one faces when passing from the known case of a single automorphism to the
case of Zn-actions. Opposed to the general case of Zn-action, the special case of
Z2-actions is still quite accessible via elementary methods.
The first part of this thesis is devoted to an extensive study of the K-theory for
crossed products by Z2-actions. Given a C∗-dynamical system (A,α,Z2), we define
a group homomorphism d∗(α) between certain subquotients of K∗(A) which has
the property that K∗(AoαZ2) is determined by (K∗(A), K∗(α), d∗(α)) up to group
extension problems. We call d∗(α) the obstruction homomorphism associated with
(A,α,Z2) since it obstructs K∗(AoαZ2) to be solely determined by (K∗(A), K∗(α))
up to group extension problems. Hence, in order to find examples of C∗-dynamical
systems (A,α,Z2) giving a negative answer to the main question, we have to look
for actions with non-trivial obstruction homomorphisms.
Roughly speaking, the examples of Z2-actions that we present in this thesis
can be divided into two classes. The first class is derived from Izumi and Matui’s
result in [17]. In the spirit of Kirchberg-Phillips classification [21], [35], they use
KK-theoretical invariants to classify certain outer Z2-actions on Kirchberg alge-
bras. We use their result to show the existence of a vast class of Z2-actions on
UCT Kirchberg algebras which induce trivial actions on K-theory and give rise to
non-trivial obstruction homomorphisms.
As a second class, we consider pointwise inner Z2-action. Contrary to the na¨ıve
expectation, we find counterexamples to the main question even within this class of
actions. This is even more remarkable since unitarily implemented Z2-actions on A,
i.e. actions arising from group representations into the unitary group of A, all give
rise to isomorphic crossed products. An instructive example is given by a natural
pointwise inner Z2-action on the group C∗-algebra of the discrete Heisenberg group;
this C∗-algebra was extensively studied in [1]. The induced C∗-dynamical system
is of its own interest since it is universal in the sense that it admits an equivariant
∗-homomorphism into every other C∗-dynamical system arising from a pointwise
inner Z2-action. Furthermore, we construct counterexamples to the main question
which come from certain pointwise inner Z2-actions on amalgamated free product
C∗-algebras. Among these, we find C∗-dynamical systems involving pointwise inner
Z2-actions whose associated obstruction homomorphisms are universal in a suitable
sense.
In the second part of this thesis, we are dealing with crossed products by
Zn-actions for arbitrary n. We show that the K-theory of a crossed product AoαZn
only depends on the homotopy class of the Nn-action induced by α. This extends
the known result that K∗(Aoα Zn) is determined by the (automorphic) homotopy
class of α. Consequently, if a C∗-dynamical systems (A,α,Zn) gives rise to a
negative answer to the main question, then α, when considered as an Nn-action,
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can not be homotopic to the trivial Nn-action on A. In order to investigate the
K-theory of a crossed product A oα Zn, we consider a certain spectral sequence
going back to a very general result by Kasparov [20, 6.10]. In loc. cit., Kasparov
proves the existence of a spectral sequence converging to K∗(Aoα G) whenever A
is σ-unital and G is a countable, discrete, torsion-free subgroup of an amenable,
connected, locally compact group. Moreover, he shows that the E2-term of this
spectral sequence equals the group homology of G with coefficients in K∗(A). For
G = Z, his result recovers the Pimsner-Voiculescu sequence.
In the case of a C∗-dynamical system (A,α,Zn), there is a more direct approach
to Kasparov’s spectral sequence, which is presented in [2]. It uses a natural finite
cofiltration of the mapping torusMα(A). This C∗-algebra has the same K-theory
as the crossed product AoαZn, which follows from the fact that the Baum-Connes
Conjecture with coefficients holds for Zn. One can then apply a standard technique
which associates a spectral sequence converging to the K-theory of the cofiltered
C∗-algebra. This construction is closely connected to Schochet’s spectral sequence
[44] associated with a filtration by closed ideals. In [43], Savignen and Bellissard
elaborate on an idea of Pimsner to give a useful description of the E1-term and
its associated differential d1 in terms of what they call the Pimsner-Voiculescu
complex. This alternative description reveals a striking similarity with the Pimsner-
Voiculescu sequence. We remark that this spectral sequence was also used by
Forrest and Hunton in [15], where they determine theK-theory for crossed products
C(X)oα Zn with X denoting the Cantor set.
When working with spectral sequences, it is crucial to understand the occur-
ring differentials. However, this is often very complicated, and it seems that the
spectral sequence for the K-theory of crossed products by Zn does not constitute
an exception. This work is therefore also supposed to provide a starting point for a
more systematic investigation of these differentials. The main result of the second
part of this thesis is a partial description of the k-th level differential dk in terms
of the natural Zk-subactions of α. As a corollary, we obtain an elementary proof of
Savignen and Bellissard’s description of (E1, d1). Furthermore, we identify (E1, d1)
with a certain Koszul complex over the integral group ring of Zn. If the acting
group is Z2, we compare the methods used in the first part of this thesis with
the spectral sequence approach. The crucial observation is that the second level
differential d2 coincides with the associated obstruction homomorphism d∗(α). In
combination with the result on the higher boundary maps, this yields some addi-
tional information on the second level differentials associated with Zn-actions.
This thesis is organized as follows. The first chapter serves as a reminder of
crossed product C∗-algebras. Moreover, we give a proof (not using the Baum-
Connes Conjecture) for the well-known fact that the crossed product Aoα Zn and
the mapping torus Mα(A) are naturally isomorphic in K-theory.
In Chapter 2, we give Loring’s [26] and Exel’s [14] definition of a Bott element
associated with two almost commuting unitaries, which lies in the K0-group of the
underlying C∗-algebra. These elements play a crucial roˆle when it comes to investi-
gating the boundary map of the Pimsner-Voiculescu sequence and the obstruction
homomorphism associated with a Z2-action. We also show some basic properties
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of these Bott elements.
In Chapter 3, we recall the Pimsner-Voiculescu exact sequence. Given a
C∗-dynamical system (A,α,Z), we describe preimages under the boundary map
ρ∗ : K∗(A oα Z) → K∗+1(A). The lifts for ρ1 are well-known and easily obtained
by using the partial isometry picture for ρ1. They are given by what we call Bott
elements associated with a commuting pair consisting of a projection and a uni-
tary. Both the projection and the unitary lie in a matrix amplification of Aoα Z.
Finding lifts for ρ0 is more difficult. In fact, we have to use an alternative descrip-
tion for the K1-group of a unital C
∗-algebra, which comes as a special case of a
deep result by Dadarlat [12]. In this way, we get lifts in terms of Bott elements
associated with almost commuting unitaries in matrix amplifications of Aoα Z.
In Chapter 4, we study the K-theory of crossed products by Z2-actions. Given
a C∗-dynamical system (A,α,Z2) with generating automorphisms α1 and α2, we
use the naturality of the Pimsner-Voiculescu sequence for (A,α1,Z) applied to α2.
By this, we obtain a morphism of short exact sequences, and the Snake Lemma
then yields the associated obstruction homomorphism d∗(α). We show that the
K-theory of AoαZ2 is determined by (K∗(A), K∗(α), d∗(α)) up to group extension
problems. In the case that A is unital, we give a concrete description of d∗(α) in
terms of Bott elements in K∗(A). We also describe d∗(α) by using the mapping
torus Mα(A).
In Chapter 5, we obtain the main results of the first part of this thesis. We
give examples of C∗-dynamical systems (A,α,Z2) whose associated obstruction
homomorphisms do not vanish. First, we recall Izumi and Matui’s classification
result of locally KK-trivial outer Z2-actions [17]. We then use their result and
show the existence of a large class of outer Z2-actions on Kirchberg algebras with
the property that the associated obstruction homomorphisms are non-zero. The
second section is concerned with the group C∗-algebra of the discrete Heisenberg
group C∗(H3). We consider a natural pointwise inner Z2-action α on C∗(H3), and
show that it gives rise to a non-trivial obstruction homomorphism. We also com-
pute the K-theory of the resulting crossed product. The C∗-dynamical system
(C∗(H3), α,Z2) turns out to be universal for systems (B, β,Z2) with β acting by
inner automorphisms. Using this, we show that d∗(β) is non-trivial if the equivari-
ant map C∗(H3)→ B induces an injective homomorphism between the respective
K0-groups. In the third section, we present a general procedure to get point-
wise inner Z2-actions with non-trivial obstruction homomorphisms. All occurring
C∗-algebras are amalgamated free products of two C∗-algebras over C(T). One of
the algebras already carries a pointwise inner Z2-action, and the other one con-
tributes a non-trivial element in the image of the obstruction homomorphism. As
important special cases, we construct C∗-dynamical systems with pointwise in-
ner Z2-actions which are universal for obstructions coming from pointwise inner
Z2-actions. Moreover, we compute the K-theory for the crossed products associ-
ated with these universal systems.
The second part of this thesis is concerned with the general case of crossed
products by Zn-actions. In Chapter 6, we show that two Zn-actions give rise to
crossed products with isomorphic K-theory whenever the actions are homotopic as
Nn-actions. This extends the known result that the K-theory of a crossed product
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by Zn only depends on the automorphic homotopy class of the action. The proof
uses dilation results for semigroup crossed product C∗-algebras by Laca [23] and
by Pask, Raeburn, and Yeend [33].
The last chapter is devoted to a spectral sequence (Ek, dk)k≥1 converging to
the K-theory of A oα Zn. We first recall the general construction of a spectral
sequence associated with a finite cofiltration of C∗-algebras. Afterwards, we obtain
the desired spectral sequence by applying this machinery to a natural cofiltration of
the corresponding mapping torusMα(A). This section’s main result is a technical
lemma giving a partial description of the k-th level differential dk in terms of
the natural Zk-subactions of α. In the special case that k = 1, this yields an
elementary proof for the fact that (E1, d1) and the Pimsner-Voiculescu complex
are isomorphic. We identify the Pimsner-Voiculescu complex with a certain Koszul
complex over the integral group ring of Zn with coefficients in K∗(A). This in turn
recovers Kasparov’s result that the E2-term coincides with the group cohomology
of Zn with coefficients in K∗(A). Moreover, if the acting group is Z2, then we
show that the second level differential d2 coincides with the associated obstruction
homomorphism d∗(α). If a Zn-action α acts trivially on K-theory, this result
together with the main technical lemma admits a complete description of d2 in
terms of the obstruction homomorphisms of the natural Z2-subactions.
I should like to thank Chris Phillips for pointing out the existence of certain
C∗-dynamical systems (A,α,Z2) with α acting trivially on K-theory and
K∗(Aoα Z2)  K∗(A⊗ C(T2)) to me.
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Chapter 1
Preliminaries
The reader of this thesis is supposed to be familiar with the general theory of
C∗-algebras including the definition and basic properties of K-theory. It is also use-
ful to have some background in KK-theory and its connection to K-theory, which
particularly includes the Universal Coefficient Theorem (UCT) and the Ku¨nneth
Theorem [41]. As possible references for K-theory of C∗-algebras, we suggest [4]
and [39]. We remark that the sign convention for the boundary maps in K-theory
used in loc. cit. differs from the one we are using in this work. We shall often regard
K-theory as Z/2Z-graded abelian groups. Unless specified otherwise, all graded
group homomorphism are supposed to be grading-preserving. For a C∗-algebra A
and n ≥ 1, we write Un(A) for the set of unitary elements in Mn(A) and Pn(A) for
the set of projections in Mn(A). Moreover, T always denotes the Toeplitz algebra,
and we write z := idC(T) ∈ C(T), and z1, z2 ∈ C(T2) for the canonical unitaries
z ⊗ 1 and 1⊗ z ∈ C(T2), respectively.
The first section serves as a reminder of crossed product C∗-algebras. We recall
some important results, like Takai duality [46] and Connes’ Thom isomorphism [8],
which are relevant for what follows. Most of what we present can be found in [50],
which we recommend for further information on crossed products.
The second section is concerned with the K-theoretical isomorphism between
the mapping torus Mα(A) and the crossed product A oα Zn. For a single acting
automorphism, this was already shown by Connes in [8], where he gives an alterna-
tive proof for the Pimsner-Voiculescu sequence. There are also works by Blackadar
[5] and Paschke [32] which cover the special case of Z-actions.
Although the aforementioned isomorphism follows from the Baum-Connes Con-
jecture with coefficients for Zn, we give an alternative, well-known proof here. In
a first step, we use a general result by Olesen and Pedersen [31] and Takai duality
in order to establish an isomorphism
Aoα Zn o ¯ˆα Rn
∼=−→Mα(A)⊗K(L(Zn)), (1.1)
where the action of Rn is naturally induced by the dual Tn-action. The desired
isomorphism
Ψα : K∗(Aoα Zn)
∼=−→ K∗+n(Mα(A)) (1.2)
then follows by applying Connes’ Thom isomorphism n times.
7
1.1 A reminder of crossed product C∗-algebras
Let G be a locally compact Hausdorff group and let A be a C∗-algebra. A group
homomorphism α : G → Aut(A), g 7→ αg, which is continuous with respect to
the point-norm topology on Aut(A) is called a G-action on A. A C∗-algebra A
equipped with a G-action is called a G-algebra, and the induced triple (A,α,G) is
called a C∗-dynamical system. The trivial G-action on a C∗-algebra A is denoted
by tr. We always write {e1, . . . , en} for the canonical Z-basis of Zn, and define
αi := αei for i = 1, . . . , n.
Given a C∗-dynamical system (A,α,G), the crossed product A oα G is con-
structed as a certain completion of the C-vectorspace
Cc(G,A) := {f : G→ A continuous : supp(f) ⊆ G compact} .
We write
∫
: Cc(G) → C for the normalized Haar integral. It is characterized as
the unique normalized positive linear functional which is left-invariant, i.e.∫
G
f(gx)dx =
∫
G
f(x)dx for all g ∈ G, f ∈ Cc(G).
Uniqueness of the Haar integral implies that for every g ∈ G, there is a number
∆(g) ∈ R satisfying∫
G
f(x)dx = ∆(g)
∫
G
f(xg)dx for all f ∈ Cc(R, A).
In fact, ∆ : G→ (0,∞) is a continuous group homomorphism, called the modular
homomorphism of G. If ∆ = 1, then G is called unimodular. In other words, a
group is unimodular if the Haar-integral is left- and right-invariant. Both discrete
and abelian groups, which are subject of our considerations, are unimodular.
We equip Cc(G,A) with a ∗-algebra structure by defining the convolution prod-
uct and the involution as follows
(f ∗ g)(s) :=
∫
G
f(t)αt(g(t
−1s)) dt and f ∗(s) := ∆(s−1)αs(f(s−1)∗).
For the definition of the convolution product we have used vector-valued integration,
which we shortly recall for the reader’s convenience. Given a Hilbert space H and
a weakly continuous function f : G → B(H) with compact support, there is a
unique operator
∫
G
f(x)dx ∈ B(H) satisfying
〈∫
G
f(x) dx
 ξ, η〉 = ∫
G
〈f(x)ξ, η〉 dx for all ξ, η ∈ H.
For our purposes, we think of A being represented faithfully on a Hilbert space
H, and so we are dealing with norm-continuous functions f : G → B(H) with
compact support. It can be shown that
∫
G
f(x)dx ∈ A, and that
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a∫
G
f(x) dx
 b = ∫
G
af(x)b dx for a, b ∈M(A), (1.3)
where M(A) denotes the multiplier algebra of A.
When dealing with crossed products, it is often necessary to consider strictly
continuous ∗-homomorphisms between multiplier algebras. The following result
characterizes ∗-homomorphisms between C∗-algebras admitting a strictly continu-
ous extension between the respective multiplier algebras, see also [18, 1.1.15].
Proposition 1.1.1. Let A and B be C∗-algebras, and let ϕ : A → M(B) be a
∗-homomorphism. Then the following conditions are equivalent:
i) There is a projection p ∈M(B) with ϕ(A)B = pB.
ii) There is a strictly continuous ∗-homomorphism ϕ :M(A)→M(B) extend-
ing ϕ.
If ϕ : A →M(B) admits a strictly continuous extension ϕ :M(A) →M(B),
then this extension is unique and satisfies
ϕ(m)b = lim
λ
ϕ(uλm)b for m ∈M(B), b ∈ B,
and for any approximate unit (uλ) for A. If ϕ(A)B = B, then we call ϕ a non-
degenerate ∗-homomorphisms.
A covariant homomorphism or covariant pair of (A,α,G) is a pair (φ, U) con-
sisting of a ∗-homomorphism φ : A → M(D) and a strictly continuous homor-
mophism U : G → U(M(D)) into the unitary group of the multiplier algebra
M(D) of some C∗-algebra D satisfying the covariance condition
φ(αg(a)) = Ugφ(a)U
∗
g for all a ∈ A, g ∈ G.
A covariant homomorphism (φ, U) is called non-degenerate, if φ is non-degenerate.
Every covariant pair gives rise to a ∗-homomorphism
φ× U : Cc(G,A) −→M(D), φ× U(f) :=
∫
G
φ(f(s))Us ds,
called the integrated form of (φ, U). To see that this expression is well-defined, note
that the integrand s 7→ φ(f(s))Us ∈ M(D) is compactly supported and continu-
ous with respect to the strict topology. This yields that the integrand is weakly
continuous if M(A) is represented faithfully on a Hilbert space. We can there-
fore use vector-valued integration, and by (1.3), we obtain a well-defined operator
φ× U(f) ∈ M(A) ⊆ B(H). If (φ, U) is non-degenerate, then the integrated form
φ× U is non-degenerate as well.
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Definition 1.1.2. Let (A,α,G) be a C∗-dynamical system. The (full) crossed
product Aoα G is the completion of Cc(G,A) with respect to the maximal norm
‖f‖ := sup {‖φ× U(f)‖ : (pi, U) covariant homomorphism} .
It can be shown that the maximal norm is also obtained by restricting to non-
degenerate covariant homomorphisms.
There is a canonical non-degenerate covariant homomorphism (iA, iG) into
M(Aoα G) given by
(iA(a)f)(s) = af(s) (fiA(a))(s) = f(s)αs(a),
(iG(t)f)(s) = αt(f(t
−1s)) (fiG(t))(s) = ∆(t−1)αs−1(f(st−1)).
Both iA and iG are injective, and given a covariant pair (φ, U), it holds that
pi × U ◦ iA = φ and pi × U ◦ iG = U.
This can be used to show the following universal property of crossed products due
to Raeburn [37], see also [50, 2.61].
Theorem 1.1.3. Let (A,α,G) be a C∗-dynamical system and let (jA, jG) be a
covariant pair into M(B) such that the following holds:
i) Given a non-degenerate covariant homomorphism (φ, U) into M(D), there
is a non-degenerate ∗-homomorphism ψ : B →M(D) such that ψ ◦ jA = φ
and ψ ◦ jG = U .
ii) B = span {jA(a)jG(g) : a ∈ A and g ∈ G}.
Then there is an isomorphism ϕ : B → Aoα G with ϕ ◦ jA = iA and ϕ ◦ jG = iG.
If G is discrete, then A embeds into Cc(G,A) ⊆ AoαG via a 7→ δe ·a. Moreover,
if A is unital, then AoαG can be characterized as the universal unital C∗-algebra
containing a copy of A and unitaries ug, g ∈ G, subject to the relations
αg(a) = ugau
∗
g for all g ∈ G, a ∈ A.
Every equivariant ∗-homomorphism ϕ : (A,α,G) → (B, β,G) gives rise to a
∗-homomorphism between the crossed products ϕoG : AoαG→ BoβG satisfying
ϕoG(f)(s) = ϕ(f(s)) for f ∈ Cc(G,A) and s ∈ G.
If the acting groups is given by Z, we usually stick to the notation ϕˇ := ϕo Z.
It is easy to see that oG defines a functor from the category of G-algebras with
morphisms being equivariant ∗-homomorphisms into the category of C∗-algebras.
This functor is exact in the following sense. Given an α-invariant ideal I ⊆ A, let
(A/I, αI , G) denote the induced C∗-dynamical system. Then there is a short exact
sequence
0 // I oα G // Aoα G // A/I oαI G // 0,
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where both maps are naturally induced. By passing from a C∗-dynamical system
(A,α,G) to the induced system of the unitization (A∼, α∼, G), we therefore get an
extension
0 // Aoα G // A∼ oα∼ G // Coid G // 0.
Two G-actions α and β on a C∗-algebra A are called homotopic if there is a
G-action γ on C([0, 1], A) with ev0 ◦γg = αg and ev1 ◦γg = βg for g ∈ G.
Two C∗-dynamical systems (A,α,G) and (B, β,G) are called conjugate if there
is an equivariant isomorphism ϕ : (A,α,G) → (B,α,G), i.e. if the associated
G-algebras are isomorphic. In this situation, ϕ o G is an isomorphism between
the corresponding crossed products. A strictly continuous map u : G→ U(M(A))
satisfying ugh = ugαg(uh) for all g, h ∈ G is called an α-cocycle. Every α-cocycle u
gives rise to a G-action αu given by αug := Ad(ug)◦αg. Two C∗-dynamical systems
(A,α,G) and (B, β,G) are called cocycle conjugate if there is an α-cocycle u such
that the perturbed system (A,αu, G) is conjugate to (B, β,G). Cocycle conjugate
systems give rise to isomorphic crossed products, see [50, 2.68]. A cocycle for the
trivial G-action is just a continuous group homomorphism G→ U(M(A)), which
in turn induces a C∗-dynamical system (A,Ad(u), G). Such a system is called
unitarily implemented.
For every locally compact abelian group G, the Pontryagin dual Ĝ is given by
Ĝ := {χ : χ : G→ T continuous group homomomorphism} ,
which again is an abelian group. Furthermore, we can equip Ĝ with the topology
induced by the open-compact topology on C(G,T). In this way, Ĝ is a locally
compact abelian group.
Examples 1.1.4. 1. Ẑn ∼= Tn via χ 7→ (χ(e1), . . . , χ(en)).
2. Rn ∼= R̂n via s 7→
[
t 7→
n∏
j=1
exp(2piisjtj)
]
.
3. Finite cyclic groups are self-dual, i.e. Ẑn ∼= Zn.
4. If G is compact, then Ĝ is discrete.
5. If G is discrete, then Ĝ is compact.
Let us recall the famous Pontryagin duality, see also [42, Section 1.7].
Theorem 1.1.5 (Pontryagin duality). For any locally compact abelian group G,
the canonical homomorphism
G −→ ̂̂G, g 7→ [χ 7→ χ(g)],
is an isomorphism of topological groups.
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Definition + Proposition 1.1.6. Let (A,α,G) be a C∗-dynamical system. There
is a canonical Ĝ-action αˆ on Aoα G, called the dual action, which is given by
αˆχ(f)(s) = χ(s)f(s) for χ ∈ Ĝ, f ∈ Cc(G,A), and s ∈ G.
Next we state the deep Takai duality theorem, which can be considered as an
analogue of the Pontryagin duality for crossed product C∗-algebras.
Theorem 1.1.7 (Takai duality, [46]). Let G be a locally compact abelian group.
For every C∗-dynamical system (A,α,G), there is an equivariant ∗-isomorphism
φα : (Aoα Goαˆ Ĝ, ˆˆα,
̂̂
G)
∼=−→ (A⊗K(L2(G)), α⊗ ρ,G),
where ρ is induced by the right regular representation and G is identified witĥ̂
G using Pontryagin duality. The isomorphism φα is natural in the sense that if
ϕ : (A,α,G) → (B, β,G) is an equivariant ∗-homomorphism, then the following
diagram commutes
Aoα Goαˆ Ĝ
ϕoGoĜ //
φα

B oβ Goβˆ Ĝ
φβ

A⊗K(L2(G)) ϕ⊗id // B ⊗K(L2(G))
Proof. We only give the construction of φα without proving that it is an isomor-
phism. Using the definition of φα, it is then not hard to verify its equivariance and
naturality property. For a complete proof we refer to [34] and [50].
If (C0(G), lt, G) denotes the C
∗-dynamical system given by left translation of
G, then the Stone-von Neumann theorem [50, 4.24] induces an isomorphism
C0(G)olt G⊗ A ∼= K(L2(G))⊗ A.
There is another isomorphism
φ˜α : Aoα Goαˆ Ĝ
∼=−→ C0(G,A)olt⊗α G ∼= C0(G)olt G⊗ A,
given as follows. For F ∈ Cc(Ĝ × G,A), the function φ˜α(F ) ∈ Cc(G,C0(G,A)) is
defined as
φ˜α(F )(s, r) =
∫
Ĝ
α−1r (F (γ, s))γ(s
−1r) dµ(γ),
where µ denotes the Haar measure on Ĝ. Now, φα is given as the composition of
φ˜α with the above isomorphism.
Another milestone in the theory of crossed products is Connes’ Thom isomor-
phism for the K-theory of crossed products by R.
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Theorem 1.1.8 (Connes’ Thom isomorphism, [8]). For every C∗-dynamical sys-
tem (A,α,R), there is an isomorphism K∗(A oα R) ∼= K∗+1(A) which is natural
with respect to equivariant ∗-homomorphisms.
Proof. We only sketch a proof due to Rieffel [38]. Let τ denote the R-action on
C := C0(R ∪ {∞}) given by
τs(f)(t) :=
{
f(t− s) , t 6=∞,
f(∞) , t =∞,
and consider the exact sequence
0 // SAoτ⊗α R // C ⊗ Aoτ⊗α R // Aoα R // 0 (1.4)
induced by evaluation at ∞. Let e ∈ K(L2(R)) denote a minimal projection, and
let e¯ ∈ C0(R) oτ R be its image under the isomorphism given by the Stone-von
Neumann Theorem. One can show that
ψ : A⊗K(L2(R)) ∼=−→ SAoτ⊗α R, ψ(a⊗ e)(s, t) = αt(a)e¯(s, t),
is a ∗-isomorphism, and that C ⊗ A oτ⊗α R has trivial K-theory. Connes’ Thom
isomorphism is now given as the composition of the index map
ρ∗ : K∗(Aoα R)
∼=−→ K∗+1(SAoτ⊗α R)
associated with the six-term exact sequence corresponding to (1.4) and the isomor-
phism K∗+1(SAoτ⊗α R) ∼= K∗+1(A) induced by
ηα : A // A⊗K(L2(R)) ψ // SAoτ⊗α R.
Let ϕ : (A,α,R) → (B, β,R) be an equivariant ∗-homomorphism. Naturality
of Connes’ Thom isomorphism follows from the commutative diagram
A
ηα //
ϕoR

SAoτ⊗α R
SϕoR

B
ηβ // SB oτ⊗β R
together with naturality of K-theory.
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1.2 Crossed products and mapping tori
We begin with the definition of the mapping torus associated with a C∗-dynamical
system (A,α,Zn).
Definition 1.2.1. Let (A,α,Zn) be a C∗-dynamical system. The mapping torus
is the C∗-algebra given by
Mα(A) := {f ∈ C(Rn, A) : f(x+ z) = αz(f(x)), x ∈ Rn, z ∈ Zn} .
It is obvious from the definition that the restriction to [0, 1]n ⊆ Rn gives rise
to an isomorphism between the mapping torus Mα(A) and the C∗-algebra{
f ∈ C([0, 1]n, A) : f(t1, . . . , ti−1, 1, ti+1, . . . , tn) =
αi(f(t1, . . . , ti−1, 0, ti+1, . . . , tn))
, t1, . . . , tn ∈ [0, 1]
}
.
In the following, we use this identification without further mentioning.
An equivariant ∗-homomorphism ϕ : (A,α,Zn) → (B, β,Zn) gives rise to a
∗-homomorphism
ϕ˜ :Mα(A) −→Mα(B), ϕ˜(f)(t) := ϕ(f(t)).
The map ϕ˜ is surjective (injective) if ϕ is surjective (injective). Moreover, the
assignment ϕ 7→ ϕ˜ is functorial in the obvious sense.
Proposition 1.2.2. Let (A,α,Zn) be a C∗-dynamical system, H a Hilbert space,
and let ρ be a unitarily implemented Zn-action on the C∗-algebra of compact oper-
ators K(H).
Then there is a ∗-isomorphism Mα⊗ρ(A⊗K(H)) ∼=Mα(A)⊗K(H), which is
natural in the sense that given an equivariant ∗-homomorphism ϕ : (A,α,Zn) →
(B, β,Zn), there is a commutative diagram
Mα⊗ρ(A⊗K(H)) ∼= //
ϕ˜⊗idK

Mα(A)⊗K(H)
ϕ˜⊗idK

Mβ⊗ρ(B ⊗K(H)) ∼= //Mβ(B)⊗K(H)
Proof. Let u1, . . . , un ∈ U(H) be commuting unitaries implementing ρ1, . . . , ρn,
respectively. Using Borel functional calculus, we get norm-continuous homotopies
ut,k ∈ U(H) connecting uk with 1 and satisfying ut,kuj = ujut,k for all j 6= k,
t ∈ [0, 1]. By setting ηt,k := Ad(ut,k), we obtain a well-defined ∗-isomorphism
ψ :Mα⊗ρ(A⊗K(H))
∼=−→Mα⊗tr(A⊗K(H)),
ψ(f)(t) = (id⊗(ηt1,1 ◦ ρ−11 . . . ηtn,n ◦ ρ−1n ))(f(t)).
Consider the natural isomorphism
Mα⊗tr(A⊗K(H)) ∼=Mα(A)⊗K(H),
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whose composition with ψ now yields the desired ∗-isomorphism
Mα⊗ρ(A⊗K(H)) ∼=Mα(A)⊗K(H).
Checking the naturality condition is straightforward.
Consider the following extension of topological groups
0 // Zn // Rn p // Tn // 0.
Given a C∗-dynamical system (B, β,Tn), we get an induced Rn-action β¯ on B by
setting β¯t := βp(t) for every t ∈ Rn. Since β¯z = idB for all z ∈ Zn, there is a
canonical C(Tn)-algebra structure on B oβ¯ Rn induced by the natural inclusion
C(Tn) ∼= C∗(Zn) −→ Z(M(B oβ¯ Rn)).
The reader unfamiliar with C0(X)-algebras is referred to [6] and [50]. The following
result reveals the connection between the two crossed product C∗-algebras Boβ¯Rn
and B oβ Tn.
Lemma 1.2.3. Let φ : Cc(Rn, B)→ C(Tn, B) be the ∗-homomorphism given by
φ(f)(p(x)) =
∑
z∈Zn
f(x+ z).
Then there is a unique extension of φ to a surjective ∗-homomorphism
φ : B oβ¯ Rn −→ B oβ Tn.
Proof. Straightforward calculations show that φ respects the involutions and the
convolution products. Hence, φ is in fact a ∗-homomorphism. If (pi, U) is a co-
variant pair for (B, β,Tn), then (pi, U ◦ p) is a covariant pair for (B, β¯,Rn), which
moreover satisfies
pi o (U ◦ p)(f) = pi o U(φ(f)) for f ∈ Cc(Rn, B).
By the definition of the maximal norm, ‖φ(f)‖ ≤ ‖f‖ for any f ∈ Cc(Rn, B),
and hence, φ extends uniquely to a ∗-homomorphism φ : B oβ¯ Rn → B oβ Tn.
Elementary considerations reveal that for every g ∈ C(Tn) there is a function
f ∈ Cc(Rn) with compact support satisfying
g(p(x)) =
∑
n∈Zn
f(x+ n) for x ∈ Rn.
We conclude that the image of φ : B oβ¯ Rn → B oβ Tn contains the algebraic
tensor product C(Tn)B, and thus φ is surjective.
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The natural surjection [0, 1]n → Tn induces a C(Tn)-algebra structure on
Mα(A) with all fibres being isomorphic to A. The canonical surjection onto
the fibre at λ = (λ1, . . . , λn) ∈ Tn corresponds to evt : Mα(A) → A, where
t = (t1, . . . , tn) ∈ [0, 1]n satisfies λj = exp(2piitj) for j = 1, . . . , n. It is evident that
Mα(A) is even a continuous C∗-bundle over Tn in this way.
Let us recall the following fact about C(X)-linear ∗-homomorphisms.
Proposition 1.2.4. Let A and B be C(X)-algebras with X being a compact Haus-
dorff space. Assume that ϕ : A → B is a C(X)-linear ∗-homomorphism, and let
ϕx : A(x) → B(x) denote the associated ∗-homomorphism between the fibres at
x ∈ X. Then the following statements hold true:
i) If all ϕx : A(x)→ B(x) are injective, then ϕ is injective.
ii) If B is a continuous bundle over X and if all ϕx are surjective, then ϕ is
surjective as well.
Proof. Given a ∈ A and x ∈ X, we write a(x) ∈ A(x) for the image under the
respective quotient map, and similarly for b ∈ B. If all fibre homomorphisms are
injective, then
‖ϕ(a)‖ = max
x∈X
‖ϕ(a(x))‖ = max
x∈X
‖a(x)‖ = ‖a‖
by [6, 2.8], and thus ϕ is injective.
Concerning ii), let ε > 0 and take an arbitrary element b ∈ B. For every
x ∈ X, there is an a ∈ A satisfying ϕ(a)(x) = b(x). Since X is compact and since
B is a continuous bundle over X, we find elements a1, . . . , ak ∈ A and a finite open
covering U1, . . . , Uk of X satisfying
‖ϕ(aj)(x)− b(x)‖ < ε for all x ∈ Uj and j = 1, . . . , n.
Choose a partition of unity f1, . . . , fk subordinate to the open covering U1, . . . , Uk
and define a :=
k∑
j=0
fkak ∈ A. Using that ϕ is C(X)-linear, we get
‖ϕ(a)(x)− b(x)‖ = ‖
k∑
j=0
fj(x)(ϕ(aj)(x)− b(x))‖
≤
k∑
j=0
fj(x)‖ϕ(aj)(x)− b(x)‖
< ε
for all x ∈ X, since fj(x) = 0 whenever x /∈ Uj. Another application of [6, 2.8]
yields ‖ϕ(a) − b‖ < ε, and hence the proof is complete by noting that the image
of ϕ is closed.
The next result is an application of [31, 2.4], and remedies the lack of injectivity
of φ : B oβ¯ Rn → B oβ Tn.
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Theorem 1.2.5. Let (B, β,Tn) be a C∗-dynamical system and denote by β¯ the
induced Rn-action on B. There exists a ∗-isomorphism
ψβ : B oβ¯ Rn
∼=−→Mβˆ(B oβ Tn)
which is natural in the sense that if ϕ : (B, β,Tn) → (C, γ,Tn) is an equivariant
∗-homomorphism, then the following diagram commutes
B oβ¯ Rn
ψβ //
ϕoRn

Mβˆ(B oβ Tn)
ϕ˜oTn

C oγ¯ Rn
ψγ //Mγˆ(C oγ Tn)
Proof. Using the identification R̂n ∼= Rn mentioned in the first section, the dual
action ˆ¯β on B oβ¯ Rn is given by
ˆ¯βt(f)(s) =
(
n∏
j=1
exp(2piisjtj)
)
f(s) for f ∈ Cc(Rn, B) and s, t ∈ Rn.
Let φ : Boβ¯ Rn → Boβ Tn be the surjective ∗-homomorphism from Lemma 1.2.3.
For every element x ∈ B oβ Tn, we define a continuous map
ψβ(x) : Rn −→ B oβ Tn, ψβ(x)(t) := φ( ˆ¯βt(x)).
Moreover, if {e1, . . . , en} denotes the canonical basis of Zn, then
φ( ˆ¯βy+ej(f))(p(x)) =
∑
z∈Zn
ˆ¯βy+ej(f)(x+ z)
= exp(2piixj)
∑
z∈Zn
(
∏n
k=1 exp(2piiyk(xk + zk))) f(x+ z)
= exp(2piixj)φ(
ˆ¯βy(f))(p(x))
= βˆj(φ(
ˆ¯βy)(f))(p(x))
for every f ∈ Cc(Rn, B). Altogether, we have defined a ∗-homomorphism
ψβ : B oβ¯ Rn −→Mβˆ(B oβ Tn)
in this way. Considering Boβ¯ Tn andMβˆ(Boβ Tn) as C(Tn)-algebras, a straight-
forward computation reveals that ψβ is even C(Tn)-linear.
Let x ∈ Boβ Tn be an arbitrary element, and find x¯ ∈ Boβ¯ Rn with φ(x¯) = x.
Then
ψβ(
ˆ¯β−t(x¯))(t) = φ( ˆ¯βt( ˆ¯β−t(x¯))) = φ(x¯) = x,
showing that evt ◦ψβ is surjective for each t ∈ Rn. Hence, all fibre homomorphisms
(ψβ)λ are surjective. SinceMβˆ(Boβ Tn) is a continuous bundle over Tn, we are in
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the situation of Proposition 1.2.4 ii) and deduce that ψβ is a surjective C(Tn)-linear
∗-homomorphism.
Now suppose that ψβ is not injective. For x ∈ ker(ψβ) and r, s ∈ Rn, we have
that
ψβ(
ˆ¯βr(x))(s) = φ(
ˆ¯βs(
ˆ¯βr(x))) = φ(
ˆ¯βr+s(x)) = ψβ(x)(r + s) = 0,
showing that ker(ψβ) ⊆ B oβ¯ Rn is a non-trivial ˆ¯β-invariant ideal. Consider the
unique strictly continuous extension
ψβ :M(B oβ¯ Rn) −→M(Mβˆ(B oβ Tn)),
which exists since ψβ is surjective. The proof of [34, 7.9.6] reveals that the ∗-homo-
morphism
B
ιB //M(B oβ¯ Rn)
ψβ
//M(Mβˆ(B oβ Tn))
is not injective as well. If b ∈ ker(ψβ ◦ ιB), then for every f ∈ Cc(Rn) it holds that
0 = ψβ(f)ψβ(ιB(b)) = ψβ(fιB(b)).
However, a function f ∈ Cc(Rn) with f(0) = 1 and supp(f) ⊆ [0, 1]n yields the
contradiction
0 = ψβ(fιB(b))(1)(0) = b
∑
z∈Zn
ˆ¯β0(f)(z) = b.
We conclude that ψβ is injective.
We now have all ingredients to establish the K-theoretical isomorphism between
the crossed product and the mapping torus associated with a given C∗-dynamical
system (A,α,Zn).
Theorem 1.2.6. For every C∗-dynamical system (A,α,Zn), there is an isomor-
phism
Aoα Zn o ¯ˆα Rn ∼=Mα(A)⊗K(L2(Zn)).
In particular, we get an isomorphism
Ψα : K∗(Aoα Zn)
∼=−→ K∗+n(Mα(A))
by applying Connes’ Thom isomorphism n times. The isomorphism Ψα is natural
in the following sense. If ϕ : (A,α,Zn) → (B, β,Zn) is an equivariant ∗-homo-
morphism, then the following diagram commutes
K∗(Aoα Zn)
Ψα //
K∗(ϕoZn)

K∗+n(Mα(A))
K∗+n(ϕ˜)

K∗(B oβ Zn)
Ψβ // K∗+n(Mβ(B))
18
Proof. By applying Theorem 1.2.5 to the equivariant ∗-homomorphism
ϕo Zn : (Aoα Zn, αˆ,Tn) −→ (B oβ Zn, βˆ,Tn),
we obtain a commutative diagram
Aoα Zn o ¯ˆα Rn
ψαˆ //
ϕoZnoRn

M ˆˆα(Aoα Zn oαˆ Tn)
˜ϕoZnoTn

B oβ Zn o ¯ˆβ R
n
ψβˆ //M ˆˆ
β
(B oβ Zn oβˆ Tn)
Since Takai duality respects equivariant ∗-homomorphisms, we also get the follow-
ing commutative diagram
Aoα Zn o ¯ˆα Rn
∼= //
ϕoZnoRn

Mα⊗ρ(A⊗K(Ln(Zn)))
ϕ˜⊗id

∼= //Mα(A)⊗K(Ln(Zn))
ϕ˜⊗id

B oβ Zn o ¯ˆβ R
n
∼= //Mβ⊗ρ(B ⊗K(Ln(Zn))) ∼= //Mβ(B)⊗K(Ln(Zn))
Here, ρ denotes the right regular representation, and the right hand diagram is
induced by the isomorphism from Proposition 1.2.2. Naturality of Connes’ Thom
isomorphism completes the proof.
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Chapter 2
Bott elements associated with
almost commuting unitaries
Generalizing the classical Bott element in K0(C0(R2)), Loring [26] has presented a
concrete method of associating a K0-element to a pair of unitaries u, v ∈ A with
sufficiently small commutator [u, v]. Indeed, if A = C(T2), then Loring’s element
associated with the first and second coordinate function coincides with the Bott
element b ∈ K0(C0((0, 1)2)) ⊆ K0(C(T2)). In [14], Exel generalized this definition
to pairs of unitaries whose commutator has norm less than 2. We recall both
definitions and show some useful properties of these so-called Bott elements.
Consider the following extension of C∗-algebras
0 // K ⊗ C(T) // T ⊗ C(T) // C(T)⊗ C(T) // 0.
Up to a sign, the Bott element b ∈ K0(C(T2)) is characterized by the property
that its image under the index map ρ0 : K0(C(T2))→ K1(C(T)) is a generator for
K1(C(T)). We fix the convention that ρ0(b) = [z].
For ε > 0, define the soft torus Aε [14] as
Aε := C
∗(uε, vε unitaries : ‖[uε, vε]‖ ≤ ε).
It is obvious from the definition that A0 = C(T2), and that for ε ≥ 2 the soft torus
Aε coincides with the full group C
∗-algebra of the free group in two generators.
There is a canonical surjective ∗-homomorphism
ϕε : Aε −→ C(T2) with ϕ(uε) := z1, ϕ(vε) := z2.
By [14, 2.4], K∗(ϕε) is an isomorphism whenever ε < 2, and in this case we define
bε := K0(ϕε)
−1(b) ∈ K0(Aε).
Let B be a unital C∗-algebra, and let u, v ∈ B be unitaries satisfying
‖[u, v]‖ ≤ ε < 2. The universal property of the soft torus Aε yields a unique
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∗-homomorphism ϕ : Aε → B with ϕ(uε) = u and ϕ(vε) = v. Define the Bott
element associated with u and v as
κ(u, v) := K0(ϕ)(bε) ∈ K0(B).
Note that κ(u, v) is independent of ε as long as ‖[u, v]‖ ≤ ε. By definition,
κ(z1, z2) = b ∈ K0(C(T2)).
For small tolerance ε > 0, the Bott element κ(u, v) is given (up to a sign) by
the following description due to Loring [26]. Consider the real-valued functions
f, g, h ∈ C(T) defined as
f(e2piit) =
{
1− 2t , if 0 ≤ t ≤ 1/2,
−1 + 2t , if 1/2 ≤ t ≤ 1,
g(e2piit) =
{
(f(exp(2piit))− f(exp(2piit))2)1/2 , if 0 ≤ t ≤ 1/2,
0 , if 1/2 ≤ t ≤ 1,
h(e2piit) =
{
0 , if 0 ≤ t ≤ 1/2,
(f(exp(2piit))− f(exp(2piit))2)1/2 , if 1/2 ≤ t ≤ 1,
and set
e(u, v) :=
(
f(v) g(v) + h(v)u
g(v) + u∗h(v) 1− f(v)
)
∈M2(B).
Observe that e(u, v) is self-adjoint for any choice of unitaries u, v. Moreover, direct
calculations show that e(u, v) is a projection whenever u and v commute. Loring
observed in [26, 3.5] that there is a universal constant δ > 0 such that when-
ever ‖[u, v]‖ < δ, then the spectrum of e(u, v) does not contain 1
2
. In this case,
χ[1/2,∞)(e(u, v)) ∈M2(B) is a projection, and Loring’s Bott element is given as
[χ[1/2,∞)(e(u, v))]− [1] ∈ K0(B).
It follows directly from the definition of the Bott elements that for any unital
∗-homomorphism ϕ : A → B and for any unitaries u, v ∈ A with ‖[u, v]‖ < 2, we
have that
K0(ϕ)(κ(u, v)) = κ(ϕ(u), ϕ(v)).
The Bott elements also have the following properties.
Proposition 2.1. Let u, v, u1, v1, . . . , un, vn ∈ B be unitary elements in a unital
C∗-algebra B. Then the following statements hold true:
i) If ut ∈ B is a homotopy of unitaries with ‖[ut, v]‖ < 2 for all t ∈ [0, 1], then
κ(u0, v) = κ(u1, v).
ii) If ‖ui − vi‖ < 2 for i = 1, . . . , n, then
κ(diag(u1, . . . , un), diag(v1, . . . , vn)) =
n∑
i=1
κ(ui, vi).
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iii) If
n∑
i=1
‖[u, vi]‖ < 2, then κ(u, v1v2 . . . vn) =
n∑
i=1
κ(u, vi).
iv) If ‖[u, v]‖ < 2, then κ(u, v) = −κ(u, v∗) = −κ(v, u).
Proof. For the proof of i), first note that by compactness of [0, 1], there is an
ε < 2 with ‖[ut, v]‖ ≤ ε for all t ∈ [0, 1]. For i = 0, 1, define a ∗-homomorphism
ϕi : Aε → B via ϕ(uε) = ui and ϕ(vε) = v. Moreover, let ψ : Aε → C([0, 1], B)
be given by ψ(uε)(t) = ut and ψ(vε)(t) = v for all t ∈ [0, 1]. Then there is a
commutative diagram
Aε
ψ //
ϕi
%%
C([0, 1], B)
evi

B
for i = 0, 1. The claim of i) now follows from the naturality property of the Bott
elements and the fact that K∗(ev0) = K∗(ev1).
Concerning ii), find an ε < 2 such that ‖ui − vi‖ ≤ ε for i = 1, . . . , n. By
the universal property of the soft torus Aε, we find ∗-homomorphisms ϕi : Aε →
B with ϕi(uε) = ui and ϕi(vε) = vi. Let ϕ : Aε → Mn(B) denote the unital
∗-homomorphism ϕ := diag(ϕ1, . . . , ϕn). Additivity of K-theory implies
κ(diag(u1, . . . , un), diag(v1, . . . , vn)) = K0(ϕ)(bε) =
n∑
i=1
K0(ϕi)(bε)
=
∑n
i=1 κ(ui, vi).
We only show iii) in the case that n = 2. One computes that
‖[u, v1v2]‖ ≤ ‖uv1v2 − v1uv2‖ + ‖v1uv2 − v1v2u‖
= ‖uv1 − v1u‖ + ‖uv2 − v2u‖
< 2.
Hence, the Bott element κ(u, v1v2) ∈ K0(B) is well-defined. Also observe that
e(u, 1) = diag(1, 0), which leads to κ(u, 1) = 0 ∈ K0(B). Using ii), this implies
κ(u, v1v2) = κ(diag(u, u), diag(v1v2, 1)).
Let wt ∈ U2(C) be a homotopy with
w0 = 12 and w1 =
(
0 1
1 0
)
.
Then diag(v1, 1)wt diag(v2, 1)w
∗
t defines a homotopy between diag(v1v2, 1) and
diag(v1, v2). Since wt and diag(u, u) commute, a similar computation as above
shows that
‖[diag(v1, 1)wt diag(v2, 1)w∗t , diag(u, u)]‖
≤ ‖[diag(v1, 1)wt, diag(u, u)]‖+ ‖[diag(v2, 1)w∗t , diag(u, u)]‖
< 2.
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Now iii) follows from i). Since κ(1, u) = 0, one can use basically the same argu-
ments to show the analogous statement of iii) with the roˆles of the two coordinates
reversed.
Applying iii) to the coordinate functions z1, z2 ∈ C(T2), one gets that
κ(z1, z2) + κ(z1, z
∗
2) = κ(z1, z2z
∗
2) = κ(z1, 1) = 0.
This shows that κ(uε, vε) = −κ(uε, v∗ε) ∈ K0(Aε) for all ε < 2, and hence that
κ(u, v) = −κ(u, v∗) for all unitaries u, v with ‖[u, v]‖ < 2. Similarly, we see that
κ(u, u) = 0 for every unitary u. An application of ii) therefore yields
κ(u, v) + κ(v, u) = κ(u, v) + κ(v, v) + κ(v, u) + κ(u, u)
= κ(uv, v) + κ(uv, u)
= κ(uv, uv)
= 0.
As a consequence of Proposition 2.1, we get that κ(u, v) = 0 whenever u and v
commute and v does not have full spectrum. In fact, there is a homotopy between v
and 1 consisting of unitaries commuting with u. Moreover, we recover the following
well-known fact.
Corollary 2.2. Let n ≥ 2 and σ ∈ Σn be a permutation. Consider the automor-
phism ϕσ ∈ C0(Rn) given by
ϕσ(f)(t1, . . . , tn) = f(tσ(1), . . . , tσ(n)).
Then K∗(ϕσ) = sgn(σ) · id.
Proof. For n = 2, the claim follows from part iv) of Proposition 2.1. Given an
arbitrary permutation σ ∈ Σn, we write it as a product of elementary transpositions
σ = τ1 ◦ . . . ◦ τk. Naturality of the Ku¨nneth formula yields K∗(ϕτj) = sgn(τj) · id
for j = 1, . . . , k. The proof is complete since
K∗(ϕσ) = K∗(ϕτ1) ◦ . . . ◦K∗(ϕτk) = sgn(τ1) · . . . · sgn(τk) · id = sgn(σ) · id .
In the case that A is a unital, purely infinite and simple C∗-algebra, Elliott
and Rørdam showed in [13, 2.2.1] that every element x ∈ K0(A) is a Bott element
x = κ(u, v) for some pair of commuting unitaries u, v ∈ A (with full spectrum).
On the other hand, if the unital C∗-algebra A has a tracial state τ , then there
are certain restrictions to the existence of Bott elements in K0(A). Indeed, if τn
denotes the induced (unnormalized) trace on Mn(A), then all unitaries u, v ∈ A
satisfy
τ2(e(u, v)) = τ(f(u)) + 1− τ(f(u)) = 1,
Hence, by Loring’s definition of the Bott elements, we see that κ(u, v) vanishes
under the induced state K0(τ) : K0(A) → R whenever u and v commute. In
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particular, in the presence of a trace, [1] ∈ K0(A) is never a Bott element associated
with two exactly commuting unitaries.
For non-commuting unitaries, the situation is different, as the following example
illustrates. For n ∈ N, let un, vn ∈ Mn(C) denote the Voiculescu matrices [48]
which are given by un(ek) = ek+1 (we count modulu n) and vn = diag(ζ, ζ
2, . . . , ζn)
with ζ = exp(2pii
n
) ∈ C. It is clear that ‖[un, vn]‖ converges to 0. On the other
hand, it was shown in [26] that for large n,
τ2n(χ[1/2,∞)(e(un, vn))) = n− 1.
In other words, if n is big enough, then χ[1/2,∞)(e(un, vn)) ∈M2n(C) is a projection
of dimension n − 1. In particular, for such a number n ∈ N, the associated
Bott element κ(un, vn) ∈ K0(C) ∼= Z is a generator. Loring used this to recover
Voiculescu’s result [48] that the commuting unitaries
(un), (vn) ∈
∏
Mn(C)∑
Mn(C)
do not lift to commuting unitaries in
∏
Mn(C), which shows that C(T2) is not
weakly semiprojective.
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Chapter 3
The Pimsner-Voiculescu sequence
This chapter is devoted to the Pimsner-Voiculescu exact sequence. In the first
section we recall the main ideas of the original proof of Pimsner and Voiculescu in
[36], where the Pimsner-Voiculescu sequence is derived from the six-term sequence
of an extension of the crossed product A oα Z by A ⊗ K, the so-called Toeplitz
extension.
In the second section we give a concrete description for preimages under the
boundary map ρ∗ : K∗(A oα Z) → K∗+1(A) of the Pimsner-Voiculescu sequence.
The lifts for ρ1 are well-known, and we obtain them by using the partial isometry
picture of the index map. However, more work is required in order to get lifts for
ρ0. The standard picture of the K1-group in terms of stable homotopy classes of
unitaries seems to be inappropriate for this purpose. Instead, we use a deep result
by Dadarlat [12], which implies that two unitaries describe the same K1-class if
and only if they are stably approximately unitarily equivalent. This enables us
to find lifts for ρ0 in terms of Bott elements associated with almost commuting
unitaries.
3.1 Recalling the Pimsner-Voiculescu sequence
Let A be a unital C∗-algebra and α ∈ Aut(A) a ∗-automorphism on A. Consider
its crossed Toeplitz-algebra [10]
T (A,α) := C∗(1⊗ a, v ⊗ u : a ∈ A) ⊆ T ⊗ (Aoα Z),
where u ∈ AoαZ is the canonical unitary implementing α. The natural surjection
T → C gives rise to the Toeplitz extension
0 // K ⊗ A // T (A,α) // Aoα Z // 0. (3.1)
Here, K⊗A is identified with the ideal in T (A,α) generated by all elements of the
form (1 − vv∗) ⊗ a with a ∈ A. Let e ∈ K denote the minimal projection which
has the property that e⊗ 1 corresponds to (1− vv∗)⊗ 1 under this identification.
One crucial step in the proof is to recognize that the canonical embedding
ια : A −→ T (A,α), ια(a) = 1⊗ a,
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induces an isomorphism in K-theory. In fact, for separable C∗-algebras, this map is
even a KK-equivalence [10]. Using this isomorphism, we can replace K∗(T (A,α))
by K∗(A) in the six-term exact sequence associated with (3.1). This yields the
Pimsner-Voiculescu exact sequence
K0(A)
K0(α)−id // K0(A)
K0(j) // K0(Aoα Z)
ρ0

K1(Aoα Z)
ρ1
OO
K1(A)
K1(j)
oo K1(A)
K1(α)−id
oo
in the unital case. Here, j : A→ Aoα Z denotes the canonical embedding.
The Pimsner-Voiculescu sequence has the following naturality property.
Proposition 3.1.1. Let ϕ : (A,α,Z)→ (B, β,Z) be a unital equivariant ∗-homo-
morphism between unital C∗-algebras. Then the following diagram commutes:
K∗(A)
K∗(α)−id //
K∗(ϕ)

K∗(A) //
K∗(ϕ)

K∗(Aoα Z)
K∗(ϕˇ)

ρ∗ // K∗+1(A)
K∗+1(ϕ)

K∗(B)
K∗(β)−id // K∗(B) // K∗(B oβ Z)
ρ∗ // K∗+1(B)
Proof. The ∗-homomorphism ψ : T (A,α)→ T (B, β) given by
ψ(1⊗ a) = 1⊗ ϕ(a) and ψ(v ⊗ u) = v ⊗ u
induces a commutative diagram
0 // K ⊗ A //
ψ′

T (A,α) //
ψ

Aoα Z //
ϕˇ

0
0 // K ⊗B // T (B, β) // B oβ Z // 0
For all a ∈ A, we have that ψ′(e ⊗ a) = e ⊗ ϕ(a), and hence the stabilization
isomorphism intertwines K∗(ψ′) and K∗(ϕ). Furthermore, the diagram
A
ϕ

ια // T (A,α)
ψ

B
ιβ // T (B, β)
commutes, so that the claim now follows by the naturality of K-theory and the
fact that K∗(ια) and K∗(ιβ) are isomorphisms.
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Using the naturality property, one can now deduce the Pimsner-Voiculescu se-
quence for arbitrary C∗-dynamical systems (A,α,Z). By passing to the unitization
(A∼, α∼,Z), we get the following commutative diagram
0 // A //
α

A∼ //
α∼

C //
id

ss
0
0 // A // A∼ // C //ss 0
This leads to a split-exact sequence
0 // Aoα Z // A∼ oα∼ Z // Coid Z //
pp
0.
Since K-theory is split-exact, we end up with the following commutative diagram
with exact rows
0 // K∗(A) //
K∗(α)−id

K∗(A∼) //
K∗(α∼)−id

K∗(C) //
0

qq
0
0 // K∗(A) //

K∗(A∼) //

K∗(C) //
qq

0
0 // K∗(Aoα Z) //
ρ∗

K∗(A∼ oα∼ Z) //
ρ∗

K∗(Coid Z) //
ρ∗

pp
0
0 // K∗+1(A) // K∗+1(A∼) // K∗+1(C) //
qq
0
Hence, the Pimsner-Voiculescu sequence exists for every C∗-dynamical system
(A,α,Z). Proposition 3.1.1 also implies that the Pimsner-Voiculescu sequence
is natural with respect to arbitrary equivariant ∗-homomorphisms.
In general, the K-theory of a crossed product A oα Z does not only depend
on K∗(α), see [40, 10.6]. However, it is true that K∗(A oα Z) is determined by
the homotopy class of α. Paschke [32] showed this by using that homotopic au-
tomorphisms give rise to isomorphic mapping tori. The following is a well-known
generalization of this result to Zn-actions.
Proposition 3.1.2. Let α and β be homotopic Zn-actions on a C∗-algebra A.
Then K∗(Aoα Zn) ∼= K∗(Aoβ Zn).
Proof. Let γ be a homotopy between α and β, and consider the induced extension
of C∗-algebras
0 // C0((0, 1], A)oγ Zn // C([0, 1], A)oγ Zn
ev0 oZn // Aoα Zn // 0.
As C0((0, 1], A) is contractive, and hence has trivial K-theory, an iterative use of
the Pimsner-Voiculescu sequence shows that
K∗(C0((0, 1], A)oγ Zn) = 0.
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The six-term exact sequence associated with the above extension therefore reveals
that K∗(ev0oZn) is an isomorphism. The analogous statement also holds for
K∗(ev1oZn), so that the composition
K∗(ev1oZn) ◦K∗(ev0oZn)−1 : K∗(Aoα Zn)
∼=−→ K∗(Aoβ Zn)
yields the desired isomorphism.
It is worth noticing that the above proof works in more generality. In fact,
Proposition 3.1.2 is still true when we substitute Zn by a locally compact group G
with the property that for any C∗-dynamical system (C, γ,G) with a contractive
C∗-algebra C we have that K∗(C oγ G) = 0.
3.2 Lifts for the boundary maps of the Pimsner-
Voiculescu sequence
Let us fix some notation, first. For an automorphism α on a C∗-algebra A, we write
α(n) := α⊗ id ∈ Aut(Mn(A)). In a similar fashion, we define a(n) := a⊗1 ∈Mn(A)
for a given element a ∈ A.
For any nuclear C∗-algebra B, consider the commutative diagram
0 // K ⊗ (A⊗B) //
ψ′

T (A⊗B,α⊗ id) //
ψ

(A⊗B)oα⊗id Z //
η

0
0 // (K ⊗ A)⊗B // T (A,α)⊗B // Aoα Z⊗B // 0
(3.2)
where ψ : T (A⊗B,α⊗ id)→ T (A,α)⊗B is given by
ψ(1⊗ (a⊗ b)) = (1⊗ a)⊗ b and ψ(v ⊗ u) = (v ⊗ u)⊗ 1.
It can be shown that η is always an isomorphism, see [50, 2.75]. For B = Mk(C),
this induces a commutative diagram
K∗(Mk(A)oα(k) Z)
ρ
(k)
∗ //
K∗(η)

K∗+1(A)
id

K∗(Aoα Z) ρ∗ // K∗+1(A)
(3.3)
relating the respective boundary maps. This allows one to transfer results holding
for (A,α,Z) to (Mn(A), α(n),Z), and vice versa.
Let p ∈ A be a projection and let u ∈ A be a unitary commuting with p. Then
pup+ 1− p ∈ A is a unitary, and we define the Bott element associated with p and
u as
κ(p, u) := [pup+ 1− p] ∈ K1(A).
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This notation is justified since the Bott isomorphism K0(A)
∼=−→ K1(SA) sends [p]
to κ(p, z).
Given a unital C∗-algebra A, every element g ∈ K0(A) can be expressed as
g = [p] − [1n] for some projection p ∈ Mm(A) and n ≥ 0. It is obvious that
g ∈ ker(K0(α) − id) if and only if [p] ∈ ker(K0(α) − id). Hence, it suffices to
describe lifts for elements of the form [p] ∈ im(ρ1) = ker(K0(α)−id). The following
result is well-known.
Proposition 3.2.1. Let A be a unital C∗-algebra, α ∈ Aut(A), and let p ∈ Pk(A)
be a projection satisfying [p] ∈ ker(K0(α)− id). By the standard picture of K0(A),
we find l,m ≥ 0 and a unitary w ∈ Un(A) such that
α(n)(p⊕ 1l ⊕ 0m) = w(p⊕ 1l ⊕ 0m)w∗,
where n := k + l +m. If q := p⊕ 1l ⊕ 0m ∈ Pn(A), then
ρ1(κ(q, w
∗u(n))− [u(l)]) = [p].
Proof. Assume first that k = 1 and l = m = 0. It is easy to verify that
y := v ⊗ (pw∗up) + 1⊗ (1− p) ∈ T (A,α)
is an isometry and a lift for pwu∗p + 1 − p ∈ A oα Z. Using the partial isometry
picture of the index map, one computes
ρ1(κ(p, w
∗u)) = [1− yy∗]− [1− y∗y] = [1− yy∗]
= [(1− vv∗)⊗ p] ∈ K0(K ⊗ A).
By the stabilization isomorphism K0(A) ∼= K0(K ⊗ A), we deduce that
ρ1(κ(p, w
∗u)) = [p] ∈ K0(A).
Now, let q ∈ Pn(A) be as in the statement, and recall the homomorphisms
η : Mn(A)oα(k) Z→Mn(Aoα Z) and ρ(n)1 : K1(Mn(A)oα(n) Z)→ K0(A)
from (3.2) and (3.3), respectively. Then
ρ1(κ(q, w
∗u(k))) = (ρ1 ◦K1(η))(κ(q, w∗u)) = ρ(k)1 (κ(q, w∗u)) = [q].
It follows that
ρ1(κ(q, w
∗u(k))− [ul]) = [q]− [1l] = [p⊕ 1l]− [1l] = [p],
and the proof is complete.
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The lifts for the boundary map ρ0 : K0(AoαZ)→ K1(A) require an alternative
picture for the K1-group of a unital C
∗-algebra. For this, we use the natural
identification K∗(A) ∼= KK(C(T), A) and Dadarlat’s result [12, Theorem A] in
the special case that X = T. We then obtain the following characterization.
Theorem 3.2.2 ([12]). Two unitaries u, v ∈ A represent the same K1-class if and
only if they are stably approximately unitarily equivalent, i.e. for any ε > 0, there
exist k ≥ 1, λ1, . . . , λk ∈ T, and a unitary w ∈Mk+1(A) such that
‖w(diag(u, λ1, . . . , λk))w∗ − diag(v, λ1, . . . , λk)‖ ≤ ε.
For ε > 0 define the universal C∗-algebra
Tε := C
∗(s isometry, u unitary : ‖[s, u]‖ ≤ ε and u(1− ss∗) = (1− ss∗)u),
and recall the definition of the soft torus Aε from Chapter 2. Consider the canonical
surjection piε : Tε → Aε given by piε(s) = uε and piε(u) = vε, and observe that the
surjective ∗-homomorphism ψε : Tε → T ⊗C(T) given by ψε(s) = v and ψε(u) = z
fits into the following commutative diagram
0 // K ⊗ C(T) //
id

Tε
piε //
ψε

Aε //
ϕε

0
0 // K ⊗ C(T) // T ⊗ C(T) // C(T)⊗ C(T) // 0
Naturality of K-theory allows us to compare the occurring boundary maps
K0(Aε)
ρε
((
K0(ϕε)

K1(C(T))
K0(C(T)⊗ C(T))
ρ
66
For ε < 2, we therefore get that ρε(bε) = ρ(b) = [z] ∈ K1(C(T)).
Proposition 3.2.3. Let A be a unital C∗-algebra, α ∈ Aut(A), and let x ∈ Uk(A)
be a unitary satisfying [x] ∈ ker(K1(α) − id). An application of Theorem 3.2.2
yields l ≥ 0, λ1, . . . , λl ∈ T, and w ∈ Um(A) satisfying∥∥α(m)(diag(x, λ1, . . . , λl))− w(diag(x, λ1, . . . , λl))w∗∥∥ < 2,
where m := k + l. If y := x⊕ diag(λ1, · · · , λl) ∈ Um(A), then
ρ0(κ(w
∗u(k), y)) = [x].
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Proof. First assume that k = 1 and that l = 0. For suitably chosen ε < 2, there is
a ∗-homomorphism
ψ : Tε −→ T (A,α) with ψ(s) = v ⊗ w∗u and ψ(u) = 1⊗ x.
This homomorphism fits into the commutative diagram
0 // K ⊗ C(T) //
idK⊗ν

Tε //
ψ

Aε //
ϕ

0
0 // K ⊗ A // T (A,α) // Aoα Z // 0
with ϕ and ν given by ϕ(uε) = w
∗u, ϕ(vε) = x, and ν(z) = x, respectively. By
stability of K-theory, one gets that
ρ0(κ(w
∗u, x)) = (ρ0 ◦K0(ϕ))(bε) = (K1(idK⊗ν) ◦ ρε)(bε)
= K1(ν)([z]) = [x] ∈ K1(A).
If y ∈ Pm(A) is as in the statement, then we use (3.2) and (3.3) to conclude that
ρ0(κ(w
∗u(k), y)) = (ρ0 ◦K0(η))(κ(w∗u, y)) = ρ(k)0 (κ(w∗u, y)) = [y] = [x].
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Chapter 4
The K-theory of crossed products
by Z2-actions
In this chapter, we define the obstruction homomorphism d∗(α) associated with a
C∗-dynamical system (A,α,Z2), which is essential for the study of the K-theory
for the corresponding crossed product. Due to the naturality of the Pimsner-
Voiculescu sequence, K∗(αˇ2)− id : K∗(Aoα1 Z)→ K∗(Aoα1 Z) induces an endo-
morphism of the Pimsner-Voiculescu for (A,α1,Z), which we consider as an exten-
sion of ker(K∗+1(α1)−id) by coker(K∗(α1)−id). We then obtain d∗(α) as the Snake
Lemma homomorphism of the resulting diagram. Using the Snake Lemma exact
sequence, we conclude that K∗(AoαZ2) is determined by (K∗(α), K∗(α), d∗(α)) up
to group extension problems. If A is unital, then we also give a concrete description
for d∗(α) in terms of Bott elements.
The second section is concerned with the special case of a pointwise inner
Z2-action α on a unital C∗-algebra A. The very nature of inner automorphisms
allows us to simplify the concrete description of d∗(α) given in the first section.
It turns out that d∗(α) highly depends on the central unitary u(α) := v∗w∗vw,
where v and w are unitaries implementing α1 and α2, respectively. In particular,
d∗(α) = 0 whenever u(α) does not have full spectrum. As another special property
of pointwise inner Z2-actions, we show that d∗+1(α) ◦ d∗(α) = 0.
In the third section, we use the K-theoretical isomorphism between the map-
ping torusMα(A) and the crossed product Aoα Z2 to derive an alternative char-
acterization of the obstruction homomorphism d∗(α). For the special case that α1
is homotopic to the identity on A, we present a third description for d∗(α) which
is based on the fact that in this case the C∗-algebras Mα1(A) and A ⊗ C(T) are
isomorphic.
4.1 The obstruction homomorphism associated
with a Z2-action
For the sake of better readability, we write d∗(β) := K∗(β)−id for an automorphism
β ∈ Aut(B). Given a C∗-dynamical system (A,α,Z2), we denote by
k(d∗(α2)) ∈ End(ker(d∗(α1))) and co(d∗(α2)) ∈ End(coker(d∗(α1)))
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the respective natural homomorphisms induced by d∗(α2)
By the naturality of the Pimsner-Voiculescu sequence, the equivariant automor-
phism α2 : (A,α1,Z) → (A,α1,Z) gives rise to the following commuting diagram
with exact rows
0 // coker(d∗(α1)) //
co(d∗(α2))

K∗(Aoα1 Z)
ρ∗ //
d∗(αˇ2)

ker(d∗+1(α1))
k(d∗+1(α2))

// 0
0 // coker(d∗(α1)) // K∗(Aoα1 Z)
ρ∗ // ker(d∗+1(α1)) // 0
(4.1)
Recall that we would like to compute K∗(A oα Z2) via the Pimsner-Voiculescu
sequence for (Aoα1 Z, αˇ2,Z). We are therefore particularly interested in the kernel
and the cokernel of K∗(αˇ2). The Snake Lemma provides the right tool for this
purpose, see also [49, 1.3.2].
Lemma 4.1.1 (Snake Lemma). Consider the following commutative diagram of
abelian groups with exact rows
H
i //
h

G
p //
g

Q
q

// 0
0 // H ′ i
′
// G′
p′ // Q′
There is a homomorphism d : coker(q)→ ker(h) such that the sequence
ker(h) // ker(g) // ker(q) d // coker(h) // coker(g) // coker(q)
is exact. Moreover, if i is injective, then ker(h) → ker(g) is injective, and if p is
surjective, then coker(g) → coker(q) is surjective. The Snake Lemma homomor-
phism is natural in the following sense. If
H2 //
h2

G2 //
g2

Q2
q2

// 0
H1 //
h1

>>
G1 //
g1

>>
Q1
q1

//
>>
0
0 // H ′2 // G
′
2
// Q′2
0 // H ′1 //
>>
G′1
>>
// Q′1
>>
is a commutative diagram with exact rows, then the induced diagram
ker(q1)
d1 //

coker(h1)

ker(q2)
d2 // coker(h2)
commutes as well.
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The Snake Lemma homomorphism d : ker(q) → coker(h) admits the following
explicit description. Given x ∈ ker(q), we can find y ∈ G such that p(y) = x.
Moreover, p′(g(y)) = 0, and so there is a unique z ∈ H ′ satisfying i′(z) = g(y).
Then, d(x) = [z] ∈ coker(h).
By applying the Snake Lemma to (4.1), we get a group homomorphism
d∗+1(α) : S∗+1(α) −→ T∗(α),
where S∗(α) and T∗(α) are defined as
S∗(α) := ker(d∗(α1)) ∩ ker(d∗(α2)),
T∗(α) := K∗(A)
/
〈im(d∗(α1)), im(d∗(α2))〉 .
We call d∗(α) the obstruction homomorphism associated with (A,α,Z2). The Snake
Lemma exact sequence associated with (4.1) splits into two extensions, namely
0 // ker(co(d∗(α2))) // ker(d∗(αˇ2)) // ker(d∗+1(α)) // 0,
and
0 // coker(d∗+1(α)) // coker(d∗(αˇ2)) // coker(k(d∗+1(α2))) // 0.
Moreover, the Pimsner-Voiculecsu sequence for (Aoα1Z, αˇ2,Z) gives rise to a short
exact sequence
0 // coker(d∗(αˇ2)) // K∗(Aoα Z2)
ρ∗ // ker(d∗+1(αˇ2)) // 0.
This shows that K∗(Aoα Z2) is determined by (K∗(A), K∗(α), d∗(α)) up to group
extension problems. So, d∗(α) really is an obstruction for that K∗(A oα Z) only
depends on K∗(A) and K∗(α) up to group extension problems.
The obstruction homomorphism has the following naturality property, which
easily follows from the naturality of the Pimsner-Voiculescu sequence and of the
Snake Lemma.
Proposition 4.1.2. If ϕ : (A,α,Z2)→ (B, β,Z2) denotes an equivariant ∗-homo-
morphism, then the following diagram commutes
S∗(α)
K∗(ϕ) //
d∗(α)

S∗(β)
d∗(β)

T∗+1(β)
K∗+1(ϕ) // T∗+1(β)
We proceed with a concrete description of d∗(α), given that the underlying
C∗-algebra A is unital. Here, we make use of the lifts for the boundary map
ρ∗ : K∗(A oα1 Z) → K∗+1(A) from Section 3. Unitality is not really a restriction
since Proposition 4.1.2 allows one to derive a concrete description of d∗(α) in the
non-unital case, accordingly.
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Proposition 4.1.3. Let (A,α,Z2) be a C∗-dynamical system on a unital C∗-alge-
bra A, and let p ∈ Pk(A) be projection satisfying [p] ∈ S0(α). Find l,m ≥ 0 and
v, w ∈ Un(A) with
α
(n)
1 (diag(p, 1l, 0m)) = v(diag(p, 1l, 0m))v
∗,
α
(n)
2 (diag(p, 1l, 0m)) = w(diag(p, 1l, 0m))w
∗,
where n := k + l +m, and set q := diag(p, 1l, 0m). Then
d0(α)([p]) =
[
κ(q, w∗α(n)2 (v)
∗α(n)1 (w)v)
]
∈ T1(α).
Proof. If ρ1 : K1(A oα1 Z) → K0(A) denotes the index map of the corresponding
Pimsner-Voiculescu sequence, then Proposition 3.2.1 yields
ρ0(κ(q, v
∗u(n))− [u(m)]) = [p].
One computes that
(K0(αˇ2)− id)(κ(q, v∗u(n))− [u(m)]) = (K0(αˇ2)− id)(κ(q, v∗u(n)))
= κ(α
(n)
2 (q), α
(n)
2 (v)
∗u(n))− κ(q, v∗u(n))
= κ(wqw∗, α(n)2 (v)
∗u(n)) + κ(q, u(n)
∗
v)
= κ(q, w∗α(n)2 (v)
∗u(n)w) + κ(q, u(n)
∗
v)
= κ(q, w∗α(n)2 (v)
∗u(n)wu(n)
∗
v)
= κ(q, w∗α(n)2 (v)
∗α(n)1 (w)v) ∈ K1(A).
We therefore get that d0(α)([p]) =
[
κ(q, w∗α(n)2 (v)
∗α(n)1 (w)v)
]
∈ T1(α).
Observe that d0(α) is completely determined by Proposition 4.1.3. In fact,
given g ∈ S0(α), there is a projection p ∈ Mm(A) and some n ≥ 0 such that
g = [p] − [1n] ∈ K0(A). In this situation, [p] ∈ S0(α) as well, and it holds that
d0(α)(g) = d0(α)([p]) ∈ T1(α).
For the description of d1 : S1(α) → T0(α), we need the following perturbation
result.
Lemma 4.1.4. Let 0 < ε < 2
3
and let u, u¯, v ∈ A be unitaries satisfying
‖u− u¯‖, ‖[u, v]‖ ≤ ε.
Then there is a homotopy ut ∈ U(A) between u and u¯ which satisfies ‖[ut, v]‖ ≤ 3ε
for all t ∈ [0, 1].
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Proof. Since ‖u − u¯‖ < 2
3
, the spectrum of u∗u¯ does not contain −1. Therefore,
we can define h := −i log(u∗u¯) ∈ A, where log denotes the principal branch of
the logarithm. This yields a continuous path of unitaries ut := u exp(ith) ∈ A,
t ∈ [0, 1], with u0 = u and u1 = u exp(log(u∗u¯)) = u¯. Given s, t ∈ [0, 1], it holds
that
‖us − ut‖ = ‖1− exp(i(s− t)h)‖ ≤ ‖1− exp(ih)‖ = ‖u− u¯‖ ≤ ε.
One now computes
‖[ut, v]‖ ≤ ‖utv − uv‖+ ‖vut − vu‖+ ‖[u, v]‖ ≤ 3ε.
Proposition 4.1.5. Let (A,α,Z2) be a C∗-dynamical system with a unital C∗-al-
gebra A. Let v ∈ Uk(A) be a unitary satisfying [v] ∈ S1(α). By Theorem 3.2.2,
there are l ≥ 0, λ1, . . . , λl ∈ T, and unitaries x, y ∈ Um(A) such that
‖α(m)1 (w)− xwx∗‖, ‖α(m)2 (w)− ywy∗‖ <
1
2
,
where m := k + l and w := diag(v, λ1, . . . , λl) ∈ Um(A). Then
d1(α)([v]) =
[
κ(y∗α(m)2 (x)
∗α(m)1 (y)x,w)
]
∈ T0(α).
Proof. Using the isomorphism Mm(Aoα1 Z) ∼= Mm(A)oα(m)1 Z, we compute that
‖[x∗u(m), w]‖ = ‖u(m)wu(m)∗ − xwx∗‖ = ‖α(m)1 (w)− xwx∗‖ <
1
2
.
If ρ1 : K1(Aoα1Z)→ K0(A) denotes the boundary map of the respective Pimsner-
Voiculescu sequence, Proposition 3.2.3 implies that
ρ1(κ(x
∗u(m), w)) = [v].
Naturality of the Bott elements and part iv) of Proposition 2.1 yield
(K0(αˇ2)− id)(κ(x∗u(m), w)) = κ(α(m)2 (x)∗u(m), α(m)2 (w))− κ(x∗u(m), w)
= κ(α
(m)
2 (x)
∗u(m), α(m)2 (w)) + κ(u
(m)∗x,w).
Since
‖α(m)2 (w)− ywy∗‖, ‖[α(m)2 (x)∗u(m), α(m)2 (w)]‖ <
1
2
,
we can apply Lemma 4.1.4 and find a homotopy wt ∈ Um(A) between α(m)2 (w) and
ywy∗ such that
‖[wt, α(m)2 (x)∗u(m)]‖ <
3
2
for all t ∈ [0, 1].
By part i) of Proposition 2.1 and the naturality of the Bott elements, we obtain
that
κ(α
(m)
2 (x)
∗u(m), α(m)2 (w)) = κ(α
(m)
2 (x)
∗u(m), ywy∗) = κ(y∗α(m)2 (x)
∗u(m)y, w).
39
Moreover,
‖[u(m)∗x,w]‖+ ‖[y∗α(m)2 (x)∗u(m)y, w]‖ <
1
2
+
3
2
= 2,
and therefore part iii) of Proposition 2.1 yields
(K0(αˇ2)− id)(κ(x∗u(m), w)) = κ(y∗α(m)2 (x)∗u(m)y, w) + κ(u(m)∗x,w)
= κ(y∗α(m)2 (x)
∗u(m)yu(m)
∗
x,w)
= κ(y∗α(m)2 (x)
∗α(m)1 (y)x,w) ∈ K0(A).
By the definition of the obstruction homomorphism, it follows that
d1(α)([v]) =
[
κ(y∗α(m)2 (x)
∗α(m)1 (y)x,w)
]
∈ T0(α).
For a given Z2-action α, we denote by α the action satisfying α(1,0) = α2 and
α(0,1) = α1. As one may expect, d∗(α) and d∗(α) coincide up to a minus sign.
Proposition 4.1.6. For any C∗-dynamical system (A,α,Z2), we have that
d∗(α) = −d∗(α).
Proof. Naturality of the obstruction homomorphism allows us to reduce to the
unital case. Moreover, we only show that d0(α) = −d0(α) since the other case is
similar.
Let p ∈ A be a projection satisfying α1(p) = vpv∗ and α2(p) = wpw∗ for some
unitaries v, w ∈ A. Then
d0(α)([p]) = κ(p, v
∗α1(w)∗α2(v)w) = κ(p, (w∗α2(v)∗α1(w)v)∗)
= −κ(p, w∗α2(v)∗α1(w)v) = −d0(α)([p]).
Standard arguments show that this already yields d0(α) = −d0(α).
4.2 The special case of pointwise inner Z2-actions
We call a Z2-action α on a unital C∗-algebra A pointwise inner if the two generators
α1 and α2 are both inner automorphisms. In this case, there are unitaries v, w ∈ A
satisfying α1 = Ad(v), α2 = Ad(w), and
vwaw∗v∗ = wvav∗w∗ for all a ∈ A.
Hence, two inner automorphisms α1 = Ad(v) and α2 = Ad(w) define a pointwise
inner Z2-action α if and only if v∗w∗vw ∈ A is a central unitary. Observe that the
commutator v∗w∗vw does not depend on the specific choice of the implementing
unitaries v and w. In fact, if we have another presentation α1 = Ad(v˜) and
α2 = Ad(w˜), then the unitaries v˜v
∗ and w˜w∗ are central, and
(v˜∗w˜∗v˜w˜)∗v∗w∗vw = w˜∗v˜∗w˜w∗v˜w = w˜∗v˜∗v˜w˜ = 1.
We therefore call u(α) := v∗w∗vw the commutator associated with α.
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Proposition 4.2.1. Let α denote a pointwise inner Z2-action on a unital C∗-al-
gebra A. Let n ≥ 1, x ∈ Un(A), and p ∈ Pn(A). Then the associated obstruction
homomorphism d∗(α) : K∗(A)→ K∗+1(A) is given by
d0(α)([p]) = κ(p, u(α)
(n)) and d1(α)([x]) = κ(u(α)
(n), x).
Proof. The generating automorphisms α1 = Ad(v) and α2 = Ad(w) certainly
satisfy
α
(n)
1 (p) = v
(n)pv(n)
∗
and α
(n)
2 (p) = w
(n)pw(n)
∗
.
One computes that
w∗α2(v)∗α1(w)v = w∗wv∗w∗vwv∗v = v∗w∗vw = u(α),
and thus by Proposition 4.1.3, the obstruction homomorphism d0(α) satisfies
d0(α)([p]) = κ(p, u(α)
(n)).
The proof for d1(α)([x]) is similar.
This description also reveals that d∗(α) can only be non-trivial if the uni-
tary u(α) has full spectrum. Otherwise, u(α) is connected to 1 by unitaries in
C∗(u(α)) ⊆ Z(A). Thus, if C(T) does not embed into the center of A, then
d∗(α) = 0. In fact, we have the following result.
Proposition 4.2.2. Let α be a Zn-action by inner automorphism on a unital
C∗-algebra A. For i, j = 1, . . . , n, let v(i, j) denote the commutator associated with
the Z2-action generated by αi and αj. Assume that all v(i, j) are homotopic to 1
in U(Z(A)). Then K∗(Aoα Zn) ∼= K∗(A⊗ C(Tn)).
Proof. The proof goes by induction over n ∈ N. For a single automorphism, this
is trivial since A oAd(v) Z ∼= A ⊗ C(T). Assume now that the statement is true
for n − 1. Find unitaries v1, . . . , vn ∈ A implementing the inner automorphisms
α1, . . . , αn, and denote by αˇ the Zn−1-action on Aoα1 Z induced by αˇ2, . . . , αˇn. As
inner automorphisms fix the center pointwise, we get that
v(i, j) ∈ Z(A) ⊆ Z(Aoα1 Z) for all i, j = 1, . . . , n.
Equivalently, the inner automorphisms Ad(v2), . . . ,Ad(vn) ∈ Aut(Aoα1 Z) define
a Zn−1-action α′ on A oα1 Z. Observe that the action α′ is as in the statement,
so that we can apply the induction hypothesis to it. By assumption, there are
homotopies wt,i ∈ U(Z(A)), i = 2, . . . , n, connecting w0,i = v(i, 1) and w1,i = 1.
Since these homotopies lie in the center of Aoα1 Z, we can define automorphisms
φt,i : Aoα1 Z −→ Aoα1 Z, φt,i(a) = viav∗i , φt,i(u) = wt,iu.
For fixed i, the family {φt,i}t∈[0,1] defines a homotopy between φ0,i = Ad(vi) and
φ1,i = αˇi. Moreover,
φs,i ◦ φt,j(u) = wt,jws,iu = ws,iwt,ju = φs,i ◦ φt,j(u),
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showing that φs,i ◦ φt,j = φs,i ◦ φt,j for all s, t ∈ [0, 1] and i, j = 2, . . . , n. In
particular, the actions αˇ and α′ are homotopic, and Proposition 3.1.2 together
with the induction hypothesis yields
K∗(Aoα Zn) ∼= K∗((Aoα1 Z)oαˇ Zn−1) ∼= K∗((Aoα1 Z)oα′ Zn−1)
∼= K∗((Aoα1 Z)⊗ C(Tn−1)) ∼= K∗(A⊗ C(Tn)).
As announced before, we will see in Chapter 5 that there are pointwise inner
Z2-actions whose corresponding obstruction homomorphisms are non-trivial. Many
of the crossed products arising from such C∗-dynamical systems have K-groups
different from the ones of the respective crossed products by the trivial Z2-action.
However, there are certain restrictions on the obstruction homomorphisms associ-
ated with pointwise inner Z2-actions.
Proposition 4.2.3. Let α denote a pointwise inner Z2-action on a unital C∗-al-
gebra A. Then the associated obstruction homomorphism d∗(α) always satisfies
d∗+1(α) ◦ d∗(α) = 0.
Proof. Using the canonical isomorphism
K∗(C(T)⊕ C(T)) ∼= K∗(C(T))⊕K∗(C(T)),
we compute
κ(z ⊕ z, z ⊕ 1) = κ(z, z)⊕ κ(z, 1) = 0 ∈ K0(C(T))⊕K0(C(T)).
Given a projection p ∈ Pn(A), the central unitary u(α)(n) ∈ Mn(A) induces a
∗-homomorphism ϕ : C(T) ⊕ C(T) → Mn(A) satisfying ϕ(z ⊕ z) = u(α)(n) and
ϕ(1⊕ 0) = p. By Proposition 4.2.1, we get that
d1(α)(κ(p, u(α)
(n))) = κ(u(α)(n), pu(α)(n)p+ 1n − p)
= K0(ϕ)(κ(z ⊕ z, z ⊕ 1))
= 0,
showing that d1(α)◦d0(α) = 0. If we consider the suspended system (SA, Sα,Z2),
then we also get that d0(Sα) ◦ d1(Sα) = 0. Hence, d0(α) ◦ d1(α) = 0 by Bott
periodicity.
Given a Z2-action α on a C∗-algebra A and numbers m,n ∈ N, we denote by
α(m,n) the Z2-action induced by the commuting automorphisms αm1 and αn2 . In
the case that α acts by pointwise inner actions, the following relationship between
the associated obstruction homomorphisms holds.
Proposition 4.2.4. Let α denote a pointwise inner Z2-action on a unital C∗-al-
gebra A. For m,n ∈ N, we then have that
d∗(α(m,n)) = mn · d∗(α).
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Proof. If α1 = Ad(v) and α2 = Ad(w), then α
m
1 = Ad(v
m) and αn2 = Ad(w
n).
Since wvw∗v∗ is a central unitary, we have that
u(α(1, n)) = v∗w∗n−1vw∗(wv∗w∗v)wn = (v∗w∗n−1vwn−1)(wv∗w∗v)
= (wv∗w∗v)n = Ad(w)(u(α))n
= u(α)n.
By symmetry, we obtain that u(α(m,n)) = u(α)mn. For y ∈ Uk(A),
d1(α(m,n))([y]) = κ(u(α(m,n))
(k), y) = mn · d1(α)([y]).
Analogous considerations show that d0(α(m,n)) = mn · d0(α).
4.3 Alternative descriptions of the obstruction
homomorphism
Given a C∗-dynamical system (A,α,Z), we consider the associated mapping torus
extension
0 // SA //Mα(A) ev0 // A // 0.
Using Bott periodicity, it can be verified that the corresponding six-term exact
sequence is of the form
K1(A) // K0(Mα(A)) K0(ev0) // K0(A)
K0(α)−id

K1(A)
K1(α)−id
OO
K1(Mα(A))
K1(ev0)
oo K0(A)oo
By an application of the isomorphism K∗+1(Mα(A)) ∼= K∗(Aoα Z), this sequence
gets transformed into the Pimsner-Voiculescu sequence associated with (A,α,Z),
see for example [32] and [4].
The obstruction homomorphism d∗(α) : S∗(α) → T∗+1(α) is now given as the
Snake Lemma homomorphism of the following commutative diagram with exact
rows
0 // coker(d∗+1(α1)) //
co(d∗+1(α2))

K∗(Mα1(A))
K∗(ev0) //
d∗(α˜2)

ker(d∗(α1))
k(d∗(α2))

// 0
0 // coker(d∗+1(α1)) // K∗(Mα1(A))
K∗(ev0) // ker(d∗(α1)) // 0
Let us give an explicit description of d1(α) in the case that A is unital. The
description of d0(α) is similar, and for actions on non-unital C
∗-algebras, one can
pass to the unitized system.
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Let x ∈ S1(α) be represented by a unitary v0 ∈ Uk(A). Find l ≥ 0 such that
v0 ⊕ 1l is homotopic to α(k+l)1 (v0 ⊕ 1l) in Uk+l(A). Fix such a homotopy and note
that it defines a unitary lift
v ∈Mk+l(Mα1(A)) ∼=Mα(k+l)1 (Mk+l(A))
for v0 ⊕ 1l. By exactness of the lower row extension,
K0(α˜2)([v])− [v] = [α˜(k+l)2 (v)v∗] ∈ K1(Mα1(A))
can be regarded as an element in K1(SA) ∼= K0(A). To do this more con-
cretely, find some m ≥ 0 and a homotopy ut ∈ U(Mn(A)) satisfying u0 = 1n and
u1 = α
(n)
2 (v0⊕1m)(v∗0⊕1m), where n := k+l+m. Define a unitary w ∈Mn((SA)∼)
via
w(t) :=

u(3t) , if t ∈ [0, 1
3
],
α
(n)
2 (v(3t− 1)⊕ 1m)(v(3t− 1)∗ ⊕ 1m) , if t ∈ [13 , 23 ],
α
(n)
1 (u(3− 3t)) , if t ∈ [23 , 1].
The natural inclusion Mn((SA)
∼)→Mn(Mα1(A)) now yields that
K0(α˜2)([v])− [v] = [w] ∈ K1(Mα1(A)).
Finally, by the definition of the Snake Lemma homomorphism, d1(α) satisfies
d1(α)(x) = [g] ∈ T0(α),
where g ∈ K0(A) is the image of [w] ∈ K0(SA) under the Bott isomorphism.
Assume now that (A,α,Z2) is a C∗-dynamical system with the property that
α1 is homotopic to idA in Aut(A). Fix a homotopy βt ∈ Aut(A) between β0 = α1
and β1 = idA, and consider the induced ∗-automorphism φ ∈ Aut(A⊗C(T)) given
by
φ(f)(exp(2piit)) =
(
βt ◦ α2 ◦ β−1t
)
(f(exp(2piit))), f ∈ A⊗ C(T), t ∈ [0, 1].
Note that φ is well-defined since α1 and α2 commute. Obviously, φ fits into the
following commutative diagram with split-exact rows
0 // SA //
φ′

A⊗ C(T) ev1 //
φ

A
α2

//
j
ww
0
0 // SA // A⊗ C(T) ev1 // A //
j
gg
0
(4.2)
where j : A → A ⊗ C(T) denotes the canonical embedding. There is a ∗-isomor-
phism ψ :Mα1(A)
∼=−→ A⊗ C(T) satisfying
ψ(f)(exp(2piit)) = (βt ◦ α−11 )(f(t)), f ∈Mα1(a), t ∈ [0, 1].
Its restriction ψ′ ∈ Aut(SA) is homotopic to idSA via ψ′s ∈ Aut(SA) given by
ψ′s(f)(t) = (βst ◦ α−11 )(f(t)), f ∈ SA, s, t ∈ [0, 1].
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Proposition 4.3.1. Let (A,α,Z2) be a C∗-dynamical system such that α1 is ho-
motopic to idA in Aut(A). Consider the commutative diagram with split-exact
rows
0 // K∗+1(A) //

K∗(A⊗ C(T)) //
K∗(φ)−id

K∗(A)
K∗(α2)−id

//
uu
0
0 // K∗+1(A) // K∗(A⊗ C(T)) // K∗(A) //ii 0
(4.3)
obtained from (4.2). If h∗ : S∗(α)→ T∗+1(α) denotes its associated Snake Lemma
homomorphism, then h∗ = d∗(α).
Proof. The natural isomorphism ψ :Mα1(A)
∼=−→ A ⊗ C(T) and (4.2) induce the
following commutative diagram
0 // SA //
φ′

A⊗ C(T) //
φ

A
α2

// 0
0 // SA //
Sα2

ψ′
@@
Mα1(A) //
α˜2

ψ
::
A
α2

//
idA
CC
0
0 // SA // A⊗ C(T) // A // 0
0 // SA //
ψ′
@@
Mα1(A)
ψ
::
// A
idA
CC
// 0
Observe that all occurring rows are split-exact. Apply K-theory to the whole
diagram and use Bott periodicity for the left hand square involving the suspensions
of A. The Snake Lemma homomorphism of the resulting front diagram is the
obstruction homomorphism d∗(α) : S∗(α)→ T∗+1(α), and the one of the back side
diagram is h∗ : S∗(α)→ T∗+1(α). The naturality of the Snake Lemma and the fact
that ψ′ acts trivially on K-theory yield that the two Snake Lemma homomorphisms
h∗ and d∗(α) coincide.
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Chapter 5
Examples of non-trivial
obstruction homomorphisms
In this chapter, we give examples of C∗-dynamical systems (A,α,Z2) whose associ-
ated obstruction homomorphisms d∗(α) are non-trivial. Furthermore, all actions we
investigate act trivially on K-theory. First, we consider a certain class of Z2-actions
on UCT Kirchberg algebras. In order to show that their associated obstruction
homomorphisms do not vanish, we make use of Izumi and Matui’s classification of
locally KK-trivial outer Z2-actions on Kirchberg algebras [17]. Given a Kirchberg
algebra A, Izumi and Matui show the existence of a bijection between KK(A, SA)
(or rather a certain large subgroup in the unital case) and equivalence classes of
locally KK-trivial outer Z2-actions under a certain strong conjugacy relation. Our
key observation then is that the descend homomorphism
γ∗ : KK(A, SA) −→ Hom(K∗(A), K∗+1(A))
maps the invariant corresponding to the class of α to the obstruction homomor-
phism d∗(α). As a consequence, we get that in the presence of the UCT every
graded homomorphism η∗ : K∗(A) → K∗+1(A) (with η0([1]) = 0) is the obstruc-
tion homomorphism of some locally KK-trivial Z2-action on A.
Other examples of actions with non-trivial obstruction homomorphisms are
found within the class of pointwise inner Z2-actions. In the second section, we
investigate a concrete action α on the group C∗-algebra of the discrete Heisenberg
group C∗(H3). To be more precise, α is the natural pointwise inner action induced
by the generating unitaries of C∗(H3). The corresponding C∗-dynamical system
(C∗(H3), α,Z2) is interesting for its universality, which expresses in the fact that it
admits an equivariant ∗-homomorphism into any C∗-dynamical system (B, β,Z2)
with pointwise inner action β. We investigate the associated obstruction homo-
morphism, and show that it is non-trivial. Then we compute the K-groups of the
corresponding crossed product C∗(H3)oαZ2, which turn out to be non-isomorphic
to the ones of C∗(H3)⊗ C(T2).
In the last section, we present a general method of constructing pointwise inner
actions which induce non-trivial obstruction homomorphisms. The C∗-algebras are
all given as amalgamated free products of the form A∗C(T)B. The first C∗-algebra
A is equipped with a pointwise inner action α whose associated commutator u(α)
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has full spectrum. The second C∗-algebra B also contains a central unitary with
full spectrum, which gets identified with u(α) under the amalgamation process.
The amalgamated free product henceforth admits a pointwise inner action extend-
ing α. Moreover, B is supposed to satisfy a certain K-theoretical condition which
ensures the existence of an obstruction, i.e. a non-trivial element in the image of
the obstruction homomorphism. To deal with the K-theory of amalgamated free
products, we use Thomsen’s six-term exact sequence [47] relating the K-theory
of the amalgamated free product with the ones of A, B, and C(T). Among the
constructed examples, we find C∗-dynamical systems which are universal for ob-
structions coming from pointwise inner actions. We compute the K-theory of the
crossed products associated with these universal systems.
5.1 Locally KK-trivial Z2-actions on Kirchberg
algebras
We begin with the following definitions used in [17].
Definition 5.1.1. A Z2-action α on a C∗-algebra A is called locally KK-trivial
if KK(α1) = KK(α2) = 1A. Moreover, we call two Z2-actions α and β on A
KK-trivially cocycle conjugate if there exists an α-cocyle u : Z2 → U(M(A)) and
an automorphism µ ∈ Aut(A) with KK(µ) = 1A such that αui = µ ◦ βi ◦ µ−1 for
i = 1, 2.
It is obvious from the definition that KK-trivially cocycle conjugate actions
give rise to isomorphic crossed products. Also recall that if A is a Kirchberg algebra
and α is an outer Z2-action on A, i.e. αm1 ◦ αn2 is not inner for all (m,n) 6= (0, 0),
then the crossed product Aoα Z2 is again a Kirchberg algebra.
For the convenience of the reader, we recall Izumi and Matui’s result. Given
a locally KK-trivial action α on a Kirchberg algebra A, we associate an element
φ(α) ∈ KK(A, SA) as follows. Since α1 represents the element 1A ∈ KK(A,A),
[35, 4.1.1] yields a homotopy βt ∈ Aut(A ⊗ K) between β0 = α1 ⊗ idK and β1 =
idA⊗K. As in Section 4.3, we define the automorphism φ ∈ Aut(A⊗K⊗C(T)) by
φ(f)(exp(2piit)) =
(
βt ◦ (α2 ⊗ idK) ◦ β−1t
)
(f(exp(2piit)))
for f ∈ A ⊗ K ⊗ C(T) and t ∈ [0, 1]. Denote by j : A ⊗ K → A ⊗ K ⊗ C(T)
the canonical embedding. Using stability of the KK-bifunctor and the fact that
KK(α2) = 1A, we obtain that
Φ(α) := KK(φ ◦ j)−KK(j) ∈ KK(A, SA) ⊆ KK(A,A⊗ C(T)).
Recall the definition of the descend homomorphism
γ∗ : KK(A, SA) −→ Hom(K∗(A), K∗+1(A)),
where γ∗(x) ∈ Hom(K∗(A), K∗+1(A)) is given by taking the Kasparov products
with x, that is γ0(x)(z0) = z0 ⊗ x and γ1(x)(z1) = z1 ⊗ x for every z0 ∈ K0(A) ∼=
KK(C, A) and z1 ∈ K1(A) ∼= KK(S,A).
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Theorem 5.1.2 ([17]). Let A be a unital Kirchberg algebra. The aforementioned
assignment α 7→ Φ(α) induces a well-defined bijection between the following two
sets:
i) KK-trivially cocycle conjugacy classes of locally KK-trivial outer Z2-actions
on A.
ii) {x ∈ KK(A, SA) : γ0(x)([1]) = 0 ∈ K1(A)}.
If A is a stable Kirchberg algebra, then the statement remains true when we take
KK(A, SA) as a classifying invariant.
By the definition of γ∗,
γ∗(Φ(α)) = K∗(φ ◦ j)−K∗(j) = (K∗(φ)− id) ◦K∗(j) ∈ Hom(K∗(A), K∗+1(A))
for any locally KK-trivial Z2-action α. Hence, γ∗(Φ(α)) is the Snake Lemma
homomorphism of diagram (4.3) applied to A⊗K and α⊗ idK. Proposition 4.3.1
therefore yields that γ∗(Φ(α)) = d∗(α). Combining this observation with Theorem
5.1.2, we draw the following consequence.
Corollary 5.1.3. Let A be a unital Kirchberg algebra satisfying the UCT. Let
η∗ : K∗(A) → K∗+1(A) be a homomorphisms with η0([1]) = 0. Then there is a
locally KK-trivial Z2-action α on A such that K∗(A oα Z2) fits into a six-term
exact sequence
K1(A)⊕K0(A) η1⊕0 // K0(A)⊕K1(A) // K0(Aoα Z2)

K1(Aoα Z2)
OO
K1(A)⊕K0(A)oo K0(A)⊕K1(A)η0⊕0oo
If A is a stable Kirchberg algebra in the UCT-class, then the statement remains
true if the condition on the class of the unit is removed.
Proof. Since A satisfies the UCT, we find some element x ∈ KK(A, SA) satisfying
γ∗(x) = η∗. Observe that if A is unital, then the condition γ∗(x)([1]) = 0 is satisfied
by assumption. Theorem 5.1.2 yields a locally KK-trivial action α with Φ(α) = x,
and hence
η∗ = γ∗(x) = γ∗(Φ(α)) = d∗(α).
We have already seen that α1 ⊗ idK is homotopic to idA⊗id, and consequently
Ki(A oα1 Z) ∼= K0(A) ⊕ K1(A) for i = 0, 1. The claim now follows from the
Pimsner-Voiculescu sequence for (Aoα1 Z, αˇ2,Z).
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5.2 A natural action on the group C∗-algebra of
the discrete Heisenberg group
Recall the discrete Heisenberg group H3 := 〈r, s : rsr−1s−1 is central〉 and its
associated group C∗-algebra
C∗(H3) := C∗(u, v unitaries : uvu∗v∗ is central).
Consider the pointwise inner Z2-action α on C∗(H3) given by α1 = Ad(u) and
α2 = Ad(v). The associated C
∗-dynamical system (C∗(H3), α,Z2) is universal in
the following sense. Let (B, β,Z2) be some C∗-dynamical system with β acting by
inner automorphisms on the unital C∗-algebra B. If β1 = Ad(x) and β2 = Ad(y),
then there is an equivariant unital ∗-homomorphism ϕ : C∗(H3) → B satisfying
ϕ(u) = x and ϕ(v) = y.
The Heisenberg group also admits the following description as a semidirect
product
H3 = Z2 oσ˜ Z with σ˜(e1) = e1, σ˜(e2) = e1 + e2.
Hence, the ∗-automorphism σ ∈ Aut(C(T2)) satisfying σ(z1) = z1 and σ(z2) = z1z2
gives rise to an isomorphism
C∗(H3)
∼=−→ C(T2)oσ Z, u 7→ u, v 7→ z2,
where u ∈ C(T2) oσ Z denotes the canonical unitary implementing β. Using this
identification, the action α is given by α1 = Ad(u) and α2 = Ad(z2), and the
commutator associated with α satisfies
u(α) = u∗z∗2uz2 = z1z
∗
2z2 = z1 ∈ C(T2)oσ Z.
The Bott projection e := e(z1, z2) ∈ M2(C(T2)) is unitarily equivalent to
σ(2)(e), see [1]. So, we find a unitary x ∈ U2(C(T2)) with σ(2)(e) = xex∗, and
define the Bott element κ(e, x∗u(2)) ∈ K1(C∗(H3)).
Let us recall the K-theory of C∗(H3), which was determined in [1, 1.4(a)].
Proposition 5.2.1. The K-theory of the group C∗-algebra of the discrete Heisen-
berg group C∗(H3) is given by
K0(C
∗(H3)) = Z3 [κ(z1, z2), κ(u, z1), [1]] ,
K1(C
∗(H3)) = Z3
[
[z2], [u], κ(e, x
∗u(2))
]
.
Proof. We have that K0(σ) = id, and thus the Pimsner-Voiculescu sequence asso-
ciated with (C(T2), σ,Z) is of the form
K0(C(T2)) 0 // K0(C(T2)) // K0(C(T2)oσ Z)
ρ0

K1(C(T2)oσ Z)
ρ1
OO
K1(C(T2))oo K1(C(T2))
K1(σ)−id
oo
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The kernel of K1(σ) is given by ker(K1(σ) − id) = Z[z1], showing that the cyclic
subgroup [z2] ∈ K1(C(T2)oσZ) is a non-trivial direct summand. Proposition 3.2.1
implies that ρ1([u]) = [1] and ρ1(κ(e, x
∗u(2))) = [e]. This shows the assertion for
K1(C
∗(H3)).
Recall that K0(C(T)) ∼= Z2 is generated by [1] and κ(z1, z2). Moreover, the
Pimsner-Voiculescu sequence shows that K0(C(T2)) → K0(C(T2) oσ Z) is split-
injective. By Proposition 3.2.3, we have that ρ0(κ(u, z1)) = [z1], and hence κ(u, z1)
may be taken as a third generator.
Theorem 5.2.2. The K-theory of the crossed product C∗(H3)oα Z2 is given as
K0(C
∗(H3))oα Z2) ∼= K1(C∗(H3))oα Z2) ∼= Z10.
In particular, C∗(H3)oα Z2 and C∗(H3)⊗C(T2) are not isomorphic in K-theory.
Proof. By applying Proposition 4.2.1 to d∗(α) : K∗(C∗(H3) → K∗+1(C∗(H3), we
obtain
d1([z2]) = κ(u(α), z2) = κ(z1, z2) and d1([u])) = κ(z1, u).
The discussion in Chapter 2 shows that the existence of a trace on C∗(H3) prevents
[1] ∈ K0(C∗(H3)) from being a Bott element associated with two exactly commut-
ing unitaries. Since α is pointwise inner, every element in the image of d1(α)) is
representable as such a Bott element, and hence
im(d1(α)) = Z2 [κ(z1, z2), κ(z1, u)] ⊆ K0(C∗(H3)),
which sits inside K0(C
∗(H3)) as a direct summand.
It holds that d0([1]) = 0, and moreover, by Proposition 4.2.3, we have that
d0(α) ◦ d1(α) = 0. Since K0(C∗(H3)) is generated by [1], κ(z1, z2), and κ(z1, u),
we conclude that d0(α) vanishes.
If G0 := K0(C
∗(H3)) and G1 := K1(C∗(H3)), then the Pimsner-Voiculescu
sequence for (C∗(H3)oα1 Z, αˇ2,Z) is of the form
G1 ⊕G0 d1(α)⊕0 // G0 ⊕G1 // K0(C∗(H3)oα Z2)

K1(C
∗(H3)oα Z2)
OO
G1 ⊕G0oo G0 ⊕G00oo
(5.1)
The result now follows by splitting up this six-term exact sequence into two exten-
sion, and then comparing the ranks of the occurring abelian groups.
We also find pointwise inner Z2-actions on C∗(H3) whose associated crossed
products have torsion in K-theory.
Corollary 5.2.3. For m,n ∈ N, let α(m,n) denote the pointwise inner Z2-action
on C∗(H3) generated by αm1 and α
n
2 . Then
K0(C
∗(H3)oα(m,n) Z2) ∼= Z10 ⊕ Z
/
mnZ⊕ Z/mnZ,
K1(C
∗(H3)oα(m,n) Z2) ∼= Z10.
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Proof. Proposition 4.2.4 yields that d∗(α(m,n)) = mn · d∗(α). The proof now
follows from the exact sequence (5.1) with d1(α) replaced by d1(α(m,n)).
As another consequence of Theorem 5.2.2, we get the following sufficient crite-
rion for pointwise inner Z2-actions to have non-trivial obstruction homomorphisms.
Corollary 5.2.4. Let ϕ : (C∗(H3), α,Z2) → (B, β,Z2) be a unital equivariant
∗-homomorphism. If K0(ϕ) : K0(C∗(H3))→ K0(B) is injective, then d1(β) 6= 0.
Proof. By the proof of Theorem 5.2.2 and the naturality of the obstruction homo-
morphism, it follows that d1(β)([ϕ(z2)])) and d1(α
′)([ϕ(u)])) are non-trivial.
At this point we remark that in the situation of Corollary 5.2.4, we also get
injectivity of K1(ϕ). To see this, it suffices to show that K1(ϕ)(κ(e, x
∗u(2))) 6= 0.
In fact, one can use the mapping torus picture of the obstruction homomorphism
to show that d1(α)(κ(e, x
∗u(2))) ∈ K1(B) generates a direct summand isomorphic
to Z. The claim then follows by injectivity of K0(ϕ).
5.3 Certain pointwise inner actions on amalga-
mated free product C∗-algebras
Throughout this section, A denotes a unital separable C∗-algebra, and α a point-
wise inner Z2-action on A whose associated commutator u(α) has full spectrum.
Let u, v ∈ A be unitaries satisfying α1 = Ad(u) and α2 = Ad(v).
We first give the construction of C∗-dynamical systems (C, α,Z2) with non-
trivial obstruction homomorphisms d0(α). Let B be a unital separable C
∗-algebra
whose K-groups both do not vanish. Also assume that B contains a central unitary
w with full spectrum and a projection p ∈Mn(B) such that
κ(p, w(n)) 6= k[w] ∈ K1(B) for all k ∈ Z. (5.2)
Consider the two injective ∗-homomorphisms
i1 : C(T) −→ A, i1(z) := u(α), and i2 : C(T) −→ B, i2(z) := w,
and form the amalgamated free product C := A ∗C(T) B (see [4, 10.11.11] for a
definition). There are natural unital ∗-homomorphisms j1 : A → C and j2 : B →
C, which are also injective by [3, 3.1]. Since u(α) = w is central in C, the action
on A extends to a pointwise inner Z2-action on C, which we also denote by α. The
obstruction homomorphism d0(α) : K0(C)→ K1(C) satisfies
d0(α)([p]) = κ(p, u(α)
(n)) = κ(p, w(n)).
Next, we prove that this element does not vanish.
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Lemma 5.3.1. We have that d0(α)([p]) = κ(p, w
(n)) 6= 0 ∈ K1(C).
Proof. By [47, 6.1], there exists a six-term exact sequence
K0(C(T))
K0(i1)⊕K0(i2) // K0(A)⊕K0(B) K0(j1)−K0(j2) // K0(C)

K1(C)
OO
K1(A)⊕K1(B)K1(j1)−K1(j2)oo K1(C(T))K1(i1)⊕K1(i2)oo
(5.3)
Since
(K1(j1)−K1(j2))(0⊕−κ(p, w(n))) = κ(p, w(n)),
it suffices to check that 0 ⊕ −κ(p, w(n)) is not contained in the image of the map
K1(i1)⊕K1(i2). We have that [u(α)] = 0 ∈ K1(A), and therefore
im(K1(i1)⊕K1(i2)) = 0⊕ Z[w].
By assumption, it holds that κ(p, w(n)) 6= k[w] for all k ∈ Z, and the proof is
complete.
As the conditions on A and B are very mild, Lemma 5.3.1 can be applied
in many situation. We would like to discuss one example which is of particular
interest. Take A := C∗(H3) and equip it with the action α from Section 5.2. Let
B := C(T)⊕C(T) and set w := z⊕ z and p := 1⊕ 0. Observe that these elements
satisfy condition (5.2). Hence, by Lemma 5.3.1 the amalgamated free product
C1 := A ∗C(T) B satisfies κ(p, w) 6= 0 ∈ K1(C1). The pointwise inner action α on
C1 is inherited by the natural action on A.
The C∗-dynamical system (C1, α,Z2) is universal for K1-obstructions coming
from pointwise inner Z2-actions in the following sense. For every pointwise inner
Z2-action γ on a unital C∗-algebra D with γ1 = Ad(u¯) and γ2 = Ad(v¯), and every
projection p¯ ∈ D, there is a unital equivariant ∗-homomorphism
ϕ : C1 −→ D, u 7→ u¯, v 7→ v¯, p 7→ p¯.
By the naturality of the obstruction homomorphism,
K1(ϕ)(d0(α)([p])) = d0(γ)([p¯]).
Therefore, we can think of d0(α)([p]) = κ(p, u(α)) ∈ K1(C1) as the universal
K1-obstruction for pointwise inner Z2-actions.
The universal property of (C1, α,Z2) also yields that κ(p, u(α)) ∈ K1(C1) has
infinite order and induces a split-injection Z [κ(p, u(α))] → K1(C1). To see this,
consider the C∗-dynamical system (C∗(H3)⊗O∞, α⊗tr,Z2), where O∞ is the UCT
Kirchberg algebra withK0(O∞) = 0 andK1(O∞) ∼= Z. The proof of Theorem 5.2.2
shows that there is a projection q ∈ C∗(H3) ⊗ O∞ such that the cyclic subgroup
induced by
d0(α⊗ tr)([q]) 6= 0 ∈ K1(C∗(H3)⊗O∞)
sits inside K1(C
∗(H3)⊗O∞) ∼= Z3 as a non-trivial direct summand. The claim now
follows by considering the equivariant ∗-homomorphism ϕ : C1 → C∗(H3) ⊗ O∞
satisfying ϕ(u) = u⊗ 1, ϕ(v) = v ⊗ 1, and ϕ(p) = q.
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Proposition 5.3.2. The K-theory of C1 satisfies K0(C1) ∼= K1(C1) ∼= Z4. More
precisely, K∗(j1) : K∗(A) → K∗(C1) is split-injective and induces the following
decompositions
K0(C1) ∼= K0(A)⊕ Z[p] and K1(C1) ∼= K1(A)⊕ Z[κ(p, u(α))].
Proof. A short computation shows that
K∗(i1)⊕K∗(i2) : K∗(C(T)) −→ K∗(A)⊕K∗(B)
is split-injective, and hence the six-term exact sequence (5.3) associated with the
amalgamated free product C1 = A ∗C(T) B reduces to a split-extension
0 // K∗(C(T))
K∗(i1)⊕K∗(i2) // K∗(A)⊕K∗(B) K∗(j1)−K∗(j2) // K∗(C1) // 0. (5.4)
Consequently, K∗(C1) is torsion-free, and by recalling that the K-theory of the
Heisenberg group C∗-algebra A satisfies K0(A) ∼= K1(A) ∼= Z3, we conclude that
K0(C1) ∼= K1(C1) ∼= Z4.
The universal property of the amalgamated free product yields a homomor-
phism ϕ : C1 → A satisfying ϕ ◦ j1 = idA, (ϕ ◦ j2)(p) = 1, and (ϕ ◦ j2)(w) = u(α).
Obviously, ϕ is surjective with splitting j1 : A → C1. This shows that K∗(j1) is
split-injective, and thus K∗(A) sits in K∗(C1) as a direct summand. Moreover, we
get that [p] ∈ K0(C1) has infinite order and induces a split-injection Z[p]→ K0(C1).
Since we already know that the analogous statement for κ(p, u(α)) ∈ K1(C1)
is true as well, it remains to show that [p] and κ(p, u(α)) both do not lie in
K∗(j1)(K∗(A)) ⊆ K∗(C1).
Suppose that there is some g ∈ K0(A) with K0(j1)(g) = [p]. Another lift for
[p] ∈ K0(C1) is given by
(K0(j1)−K0(j2))(0⊕−[1⊕ 0]) = [p].
Hence, exactness of (5.4) yields the existence of some k ∈ Z satisfying
k([1]⊕ [1⊕ 1]) + g ⊕ 0 = 0⊕−[1⊕ 0].
This is a contradiction, and thus [p] /∈ K0(j1)(K0(A)). Basically the same proof
works for κ(p, u(α)) /∈ K1(j1)(K1(A)) if one uses that
(K1(j1)−K1(j2))(0⊕−[z ⊕ 0]) = κ(p, u(α)) ∈ K1(C1).
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Theorem 5.3.3. The K-theory of the crossed product C1 oα Z2 satisfies
K0(C1 oα Z2) ∼= K0(C1 oα Z2) ∼= Z13.
In particular, K∗(C1 oα Z2)  K∗(C1 ⊗ C(T2)).
Proof. By the naturality of the obstruction homomorphisms, there is a commuta-
tive diagram
K∗(A)
K∗(j1) //
d∗(α)

K∗(C1)
d∗(α)

K∗+1(A)
K∗+1(j1) // K∗+1(C1)
Since K∗(j1) is split-exact, d∗(α) : K∗(C1) → K∗+1(C1) is completely determined
by the obstruction homomorphism associated with (A,α,Z2) and its values on
[p] ∈ K0(C1) and κ(p, u(α)) ∈ K1(C1). We have that
d0(α)([p]) = κ(p, u(α)),
and moreover, by Proposition 4.2.3,
d1(α)(κ(p, u(α))) = 0.
This together with the proof of Theorem 5.2.2 yields that the obstruction homo-
morphism d∗(α) : K∗(C1)→ K∗+1(C1) satisfies
coker(d0(α)) ∼= ker(d0(α)) ∼= Z3 and coker(d1(α)) ∼= ker(d1(α)) ∼= Z2.
As in the proof of Theorem 5.2.2, the statement now follows from the Pimsner-
Voiculescu sequence associated with (C1 oα1 Z, αˇ2,Z).
Let us present another instance of a C∗-dynamical with non-trivial obstruction
homomorphism arising from the above construction. Whereas the C∗-dynamical
system (C1, α,Z2) is interesting for its universal property, the next one is minimal
concerning the K-groups of the underlying C∗-algebra.
Proposition 5.3.4. There exists a unital separable C∗-algebra C with K0(C) ∼=
K1(C) ∼= Z admitting a pointwise inner Z2-action α which is pointwise homotopic
to the trivial action inside Inn(A) and satisfies
K0(C oα Z2) ∼= K1(C oα Z2) ∼= Z3.
In particular, K∗(C oα Z2)  K∗(C ⊗ C(T2))
Proof. Define A := C∗(H3)⊗O2 and note that this C∗-algebra has trivial K-theory,
see [9, 2.3]. By Kirchberg’s absorbtion theorem [22], A ∼= A ⊗ O∞, and hence A
is K1-injective, see [19, 2.10]. The unitaries u ⊗ 1 and v ⊗ 1 ∈ A are therefore
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homotopic to 1 ∈ U(A). By identifying u(α) ⊗ 1 ∈ A with z ⊕ z ∈ C(T) ⊕ C(T),
we can form the amalgamated free product
C := A ∗C(T) (C(T)⊕ C(T)).
Consider the pointwise inner Z2-action α on C induced by Ad(u⊗1) and Ad(v⊗1),
which is obviously pointwise homotopic to the trivial action inside Inn(A). A
similar calculation as in the proof of Proposition 5.3.2 shows that K0(C) = Z[p]
and K1(C) = Z [κ(p, u(α))]. Moreover, the associated obstruction homomorphism
d∗(α) : K∗(C) → K∗+1(C) satisfies d0(α)([p]) = κ(p, u(α)) and d1(α) = 0. The
result now follows from the Pimsner-Voiculescu sequence for (C oα1 Z, αˇ2,Z).
Next, we present the analogous construction of C∗-dynamical systems (C, α,Z2)
with non-trivial obstruction homomorphisms d1(α). Let B be a unital separable
C∗-algebra whose K-groups both do not vanish. Assume further that there is a
central unitary w ∈ B with full spectrum and a unitary x ∈ Un(B) such that
κ(w(n), x) 6= k[1] ∈ K0(B) for all k ∈ Z. (5.5)
The two injective ∗-homomorphisms
i1 : C(T) −→ A, i1(z) := u(α), and i2 : C(T) −→ B, i2(z) := w,
give rise to an amalgamated free product C := A ∗C(T) B. Here, u(α) = w is
a central unitary in C, and hence α extends to a pointwise inner action on C,
which we also denote by α. Note that the associated obstruction homomorphism
d1(α) : K1(C)→ K0(C) satisfies
d1(α)([x]) = κ(u(α)
(n), x) = κ(w(n), x).
The main observation is that this element does not vanish.
Lemma 5.3.5. It holds that κ(w(n), x) 6= 0 ∈ K0(C).
Proof. The proof is very similar to the one of Lemma 5.3.1.
It is worth mentioning that if [1] ∈ K0(A) has infinite order, then Lemma 5.3.5
remains true if we replace (5.5) by the condition that κ(w(n), x) 6= 0 ∈ K1(B).
There is a C∗-dynamical system (C0, α,Z2) which is universal for K0-obstruc-
tions coming from pointwise inner Z2-actions. To define it, let again A := C∗(H3)
and equip it with the Z2-action α from Section 5.2. Moreover, let B := C(T2)
and set w := z1 and x := z2. Observe that κ(w, x) = b ∈ K0(B) is the (classical)
Bott element, and hence (5.2) is satisfied. Form the amalgamated free product
C0 := A ∗C(T) C(T2), which carries the induced pointwise inner Z2-action α.
Universality of this system expresses in the following property. For every point-
wise inner Z2-action γ on a unital C∗-algebra D with γ1 = Ad(u¯) and γ2 = Ad(v¯),
and every unitary x¯ ∈ D, there is a unital equivariant ∗-homomorphism
ϕ : C0 −→ D, u 7→ u¯, v 7→ v¯, x 7→ x¯.
56
By the naturality of the obstruction homomorphism,
K0(ϕ)(d1(α)([x])) = d1(γ)([x¯]).
In this way, d1(α)([x]) = κ(u(α), x) can be considered as the universal K1-obstruc-
tion for pointwise inner Z2-actions. Furthermore, the proof of Theorem 5.2.2 shows
that κ(u(α), x) ∈ K0(C0) has infinite order and that Z[κ(u(α), x)] → K0(C0) is
split-injective.
Proposition 5.3.6. The K-theory of C0 satisfies K0(C0) ∼= K1(C0) ∼= Z4. More
precisely, K∗(j1) : K∗(A) → K∗(C0) is split-injective and induces the following
decompositions
K0(C0) ∼= K0(A)⊕ Z[κ(u(α), x)] and K1(C0) ∼= K1(A)⊕ Z[x].
Proof. The proof is similar to the one of Proposition 5.3.2.
Theorem 5.3.7. The K-theory of the crossed product C0 oα Z2 satisfies
K0(C0 oα Z2) ∼= K1(C0 oα Z2) ∼= Z13.
In particular, K∗(C0 oα Z2)  K∗(C0 ⊗ C(T2)).
Proof. Considering Proposition 5.3.6 and the commutative diagram
K∗(A)
K∗(j1) //
d∗(α)

K∗(C0)
d∗(α)

K∗+1(A)
K∗+1(j1) // K∗+1(C0)
we see that the restriction of d∗(α) : K∗(C0) → K∗+1(C0) to the direct summand
K∗(A) coincides with the obstruction homomorphism associated with (A,α,Z2).
Furthermore,
d1(α)([x]) = κ(u(α), x) and d0(α)(κ(u(α), x)) = 0,
where the second equality follows from Proposition 4.2.3. Altogether,
d0(α) = 0 and ker(d1(α)) ∼= coker(d1(α)) ∼= Z.
Finally, we proceed as in the proof of Theorem 5.2.2, and consider the Pimsner-
Voiculescu sequence for (C0 oα1 Z, αˇ2,Z).
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Chapter 6
Endomorphic homotopies
between Zn-actions
After an extensive study of the K-theory for crossed products by Z2-actions, we
now turn to C∗-dynamical systems (A,α,Zn) for arbitrary n ∈ N. In the course of
this chapter, we conclude that two Zn-actions on a C∗-algebra A give rise to crossed
products with isomorphic K-theory if the actions are homotopic as Nn-actions, i.e.
if there is an Nn-action on C([0, 1], A) such that the actions on A are obtained by
evaluation at the endpoints. This generalizes the well-known result that a crossed
product by Zn only depends on the automorphic homotopy class of the action, see
Corollary 3.1.2. For the proof, we use dilation results by Laca [23] and by Pask,
Raeburn, and Yeend [33].
All our semigroups are supposed to be discrete and have a unit. Moreover, we
want semigroup homomorphisms to respect units.
A semigroup dynamical system (A,α, S) consists of a C∗-algebra A, a semigroup
S, and a semigroup homomorphism α : S → End(A). A covariant homomorphism
into the multiplier algebraM(D) of some C∗-algebra D is a pair (φ, V ) consisting
of a non-degenerate ∗-homomorphism φ : A→M(D) and a semigroup homomor-
phism V : S → Isom(M(D)) into the isometries ofM(D) satisfying the covariance
condition
φ(αs(a)) = Vsφ(a)V
∗
s for all a ∈ A, s ∈ S.
Given a Zn-action α on a C∗-algebra A, we can consider its restriction to an
Nn-semigroup action, which we also denote by α. In this way, a C∗-dynamical
system (A,α,Zn) gives rise to a semigroup dynamical system (A,α,Nn).
There are several notions of semigroup crossed product C∗-algebras. The non-
invertibility of endomorphisms and the corresponding isometries provides a source
of freedom which does not exist in the case of group crossed products. We follow
[23] and [25], and define semigroup crossed products as C∗-algebras which are
universal with respect to covariant homomorphisms.
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Definition 6.1. A crossed product for a semigroup dynamical system (A,α, S) is a
triple (B, ιA, ιS) consisting of a C
∗-algebra B, a non-degenerate ∗-homomorphism
ιA : A → B, and a semigroup homomorphism ιS : S → Isom(M(B)) into the
isometries of M(B) such that the following conditions are satisfied:
i) We have that ιA(αs(a)) = ιS(s)ιA(a)ιS(s)
∗ for all a ∈ A and s ∈ S.
ii) For any covariant homomorphism (φ, V ) of (A,α, S) into M(D), there is a
non-degenerate ∗-homomorphism φ × V : B →M(D) with φ × V ◦ ιA = φ
and φ× V ◦ ιS = V .
iii) B is generated by {ιA(a)ιS(s) : a ∈ A, s ∈ S} as a C∗-algebra.
As in the group case, the properties i)− iii) uniquely determine the semigroup
crossed product up to canonical isomorphism. We usually write AoαS for the semi-
group crossed product associated with (A,α, S). It may happen that a semigroup
dynamical system (A,α, S) does not admit a non-trivial covariant homomorphism
[45, 2.1], so that AoαS = 0 is possible even if A 6= 0. Let ϕ : (A,α, S)→ (B, β, S)
denote a non-degenerate equivariant ∗-homomorphism and assume that the re-
spective crossed products (A,oαS, ιA, ιS) and (B oβ S, jB, jS) both exist. Then
(jB ◦ϕ, jS) defines a covariant homomorphism for (A,α, S), and we obtain a ∗-ho-
momorphism ϕo S : Aoα S → B oβ S satisfying the conditions in ii).
Let S be a semigroup which admits an embedding into a group, and let α be
an action of S by automorphisms on a C∗-algebra A. If G is an enveloping group
for S, then the semigroup action of S extends naturally to a group action of G
on A, which we may also call α. Since automorphisms are non-degenerate, every
covariant homomorphism (φ, V ) for (A,α, S) has the property that Vs is a unitary
for every s ∈ S. Since V ∗s implements the automorphism αs−1 , (φ, V ) gives rise to a
non-degenerate covariant homomorphism for (A,α,G). On the other hand, every
non-degenerate covariant homomorphism (ψ,U) for (A,α,G) induces a covariant
homomorphism for (A,α, S) by restricting U to S. The universal properties of
A oα S and A oα G now yield that these two crossed product C∗-algebras are
canonically isomorphic.
A semigroup S is called (left) Ore if it admits an embedding into a group G
such that G = S−1S. Obviously, Nn ⊆ Zn is left Ore. Semigroup dynamical
systems with actions of Ore semigroups admit dilations to C∗-dynamical systems
coming from actions of their enveloping groups. This result is due to Laca, see [23,
2.1.1 and 2.2.2].
Theorem 6.2 (Minimal automorphic dilation). Let S be an Ore semigroup with
enveloping group G = S−1S. If (A,α, S) is a semigroup dynamical system, then
there is a C∗-dynamical system (B, β,G) and a ∗-homomorphism ι : A → B
satisfying the following conditions:
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i) The action β dilates α, that is, βs ◦ ι = ι ◦ αs for all s ∈ S.
ii) The C∗-dynamical system (B, β,G) is minimal in the sense that
⋃
s∈S
β−1s (ι(A))
is dense in B.
These conditions determine (B, β,G) up to canonical isomorphism, and we call
((B, β,G), ι) the minimal automorphic dilation for the semigroup dynamical system
(A,α, S). If α acts by injective endomorphisms, then ι : A→ B is injective.
Note that in Laca’s result [23], the C∗-algebra A is supposed to have a unit.
However, the proof reveals that this assumption is not needed. He also gives an
explicit model ((A∞, α∞, G), ι∞) of the minimal automorphic dilation for (A,α, S).
For S = Nn, which is the case we are interested in, the C∗-algebra A∞ is given as
the inductive limit
A
ψ // A
ψ // A
ψ // . . . // A∞ (6.1)
induced by the ∗-endomorphism ψ := α(1,...,1) = α1 ◦ . . . ◦ αn, and ι∞ : A → A∞
is the canonical map corresponding to the first copy of A. Given an equivariant
∗-homomorphism ϕ : (A,α,Nn)→ (B, β,Nn), the naturality of the inductive limit
gives rise to an equivariant ∗-homomorphism ϕ∞ : (A∞, α∞,Zn) → (B∞, β∞,Zn)
which fits into the following commutative
A
ι∞

ϕ // B
ι∞

A∞
ϕ∞ // B∞
Assume that (A,α, S) is a semigroup dynamical system with an Ore semigroup
S acting by extendible endomorphisms, i.e. by endomorphisms αs : A→ A admit-
ting a strictly continuous extension αs : M(A) → M(A). It was shown in [25,
1.3] that the corresponding crossed product (Aoα S, ιA, ιS) exists whenever there
is a non-trivial covariant representation. Moreover, A oα S is a full corner of the
crossed product by the dilated group action. This was first shown in [23, 2.2.1 and
2.2.2] for the case that A is unital (where the acting endomorphisms are automati-
cally extendible). After this, Pask, Raeburn, and Yeend pointed out that virtually
the same proof as in loc. cit. works in the non-unital setting as well, provided the
acting endomorphisms are extendible, see [33, 4.5].
Theorem 6.3. Let S be an Ore semigroup with enveloping group G = S−1S. Let
(A,α, S) be a semigroup dynamical system with α acting by extendible endomor-
phisms. Denote the corresponding minimal automorphic dilation by ((B, β,G), ι)
and write jB : B → B oβ G for the canonical embedding. Then ι : A → B is an
extendible ∗-homomorphism and induces a canonical isomorphism between Aoα S
and jB ◦ ι(1)(B oβ G)jB ◦ ι(1), which is a full corner in B oβ G.
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Brown’s stabilization theorem [7] yields that the C∗-algebras AoαS and BoβG
are stably isomorphic and that the ∗-homomorphism
κα : Aoα S
∼=−→ jB ◦ ι(1)(B oβ G)jB ◦ ι(1) −→ B oβ G
induces an isomorphism in K-theory. Moreover, the construction of the isomor-
phism Aoα S ∼= jB ◦ ι(1)(B oβ G)jB ◦ ι(1) given in [23] reveals that κα is natural
with respect to non-degenerate equivariant ∗-homomorphisms in the obvious sense.
Theorem 6.4. Let α and β be two Nn-actions by extendible endomorphisms on a
C∗-algebra A, and assume that the corresponding crossed products both exist. If α
and β are homotopic, then K∗(Aoα Nn) ∼= K∗(Aoβ Nn).
Proof. Let γ be an Nn-action on C([0, 1], A) with ev0 ◦γi = αi and ev1 ◦γi = βi for
i = 1, . . . , n. The equivariant surjective ∗-homomorphism
ev0 : (C([0, 1], A), γ,Nn) −→ (A,α,Nn)
gives rise to a commutative diagram
C([0, 1], A)oγ Nn
ev0 oNn //
κγ

Aoα Nn
κα

C([0, 1], A)∞ oγ∞ Zn (ev0)∞oZn
// A∞ oα∞ Zn
An application of K-theory yields the following commutative diagram
K∗(C([0, 1], A)oγ Nn)
K∗(ev0 oNn) //
K∗(κγ) ∼=

K∗(Aoα Nn)
K∗(κα)∼=

K∗(C([0, 1], A)∞ oγ∞ Zn) K∗((ev0)∞oZn)
∼= // K∗(A∞ oα∞ Zn)
Observe that the homotopy invariance of K-theory and the concrete description of
C([0, 1], A)∞ as an inductive limit (6.1) show that K∗((ev0)∞) is an isomorphism.
Hence, the naturality property of the Pimsner-Voiculescu sequence and the Five
Lemma yield that K∗((ev0)∞oZn) : K∗(C([0, 1], A)∞oγ∞Zn)
∼=−→ K∗(A∞oα∞Zn)
is in fact an isomorphism. Analogous considerations for β show that
K∗(ev1oNn) ◦K∗(ev0oNn)−1 : K∗(Aoα Nn)
∼=−→ K∗(Aoβ Nn)
yields the desired isomorphism.
As a consequence, we obtain that the K-theory of a crossed product by Zn is
determined by the action’s Nn-homotopy class.
Corollary 6.5. Let α and β be Zn-actions on a C∗-algebra A. If α and β are
homotopic as Nn-actions, then K∗(Aoα Zn) ∼= K∗(Aoβ Zn).
Proof. Since AoαZn ∼= AoαNn and AoβZn ∼= AoβNn, the claim follows by apply-
ing Theorem 6.4 to the semigroup dynamical systems (A,α,Nn) and (A, β,Nn).
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Chapter 7
Spectral sequences associated
with Zn-actions
In this chapter, we investigate a spectral sequence converging to K∗(A oα Zn),
which is a special case of Kasparov’s construction [20, 6.10] and which already
appeared in [2] and [43]. It also recovers the Pimsner-Voiculescu exact sequence.
In the first section, we recall the general procedure of constructing a spectral
sequence associated with a given finite cofiltration of C∗-algebras. We also com-
ment on its convergence and naturality property. However, it is not intended to
formally define spectral sequences and we omit proofs. Further information on
spectral sequences can be found in [49].
The second section is concerned with a spectral sequence (Ek, dk)k≥1 associ-
ated with a C∗-dynamical system (A,α,Zn). Using that the corresponding crossed
product and mapping torus have isomorphic K-theory, we obtain this spectral
sequence by a natural finite cofiltration of Mα(A). In [43], Savignen and Bellis-
sard describe (E1, d1) in terms of what they call the Pimsner-Voiculescu complex
(CPV , dPV ), which we identify as a certain Koszul complex over the integral group
ring of Zn with coefficients in K∗(A). This is used to prove that the E2-term co-
incides with the group cohomology of Zn with coefficients in K∗(A) (recovering
Kasparov’s result [20, 6.10] in the special case that the acting group is Zn). We
show that the isomorphism between (E1, d1) and (CPV , dPV ) is also obtained as a
consequence of a result yielding a partial description of the differentials dk. For
n = 2, the second level differential d2 is shown to coincide with the associated
obstruction homomorphism d∗(α) defined in Chapter 4. If α is a Zn-action whose
induced action on K-theory is trivial, then a combination of these results yields a
complete description of the second level boundary map in terms of the obstruction
homomorphisms of the natural Z2-subactions.
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7.1 Spectral sequences arising from finite cofil-
trations of C∗-algebras
Consider the following finite cofiltration of C∗-algebras
A = Fn
pin // // Fn−1 // // · · · // // F1 pi1 // // F0 pi0 // // F−1 = 0. (7.1)
For convenience, we artificially extend it by defining Fk := Fn for k > n, Fk := 0
for k < −1, and pik := idFk in either case.
The ideal Ik := ker(pik) induces a short exact sequence
0 // Ik
ιk // Fk
pik // Fk−1 // 0, (7.2)
whose associated boundary map is denoted by ρ
(k)
∗ : K∗(Fk−1)→ K∗+1(Ik).
The spectral sequence we construct allows, in principle, to determine the
K-theory of A by means of K∗(Ik) and K∗(Fk). To this end, it combines all
necessary information of the six-term exact sequences associated with (7.2) in an
appropriate way. We use the following standard technique due to Massey [28], [29].
Definition + Proposition 7.1.1 (Exact couple). An exact couple is a pair of
abelian groups A,B together with group homomorphisms f : A→ A, g : A→ B,
and h : B → A such that the diagram
A
f // A
g

B
h
__
commutes and is exact in the sense that at each place the image of the in-going
arrow coincides with the kernel of the out-going one. We shall denote such an
exact couple by (A,B, f, g, h).
For a given exact couple (A,B, f, g, h), the derived couple is the induced exact
couple (im(f), ker(g ◦ h)/ im(g ◦ h), f, g′, h′), where
g′(a) = [g(a¯)] for a = f(a¯) ∈ im(f),
h′([b]) = h(b) for b ∈ ker(g ◦ h).
A morphism of exact couples (ϕ, ψ) : (A,B, f, g, h)→ (A′, B′, f ′, g′, h′) is a pair
of group homomorphisms ϕ : A → A′ and ψ : B → B′ such that the following
three commutation relations hold:
ϕ ◦ f = f ′ ◦ ϕ, ϕ ◦ h = h′ ◦ ψ, ψ ◦ g = g′ ◦ ϕ.
A morphism of exact couples naturally induces a morphism between the derived
couples.
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For p, q ∈ Z, let
Ep,q1 := Kp+q(Ip) and D
p,q
1 := Kp+q(Fp),
and set
E∗,∗1 :=
⊕
p,q∈Z
Ep,q1 and D
∗,∗
1 :=
⊕
p,q∈Z
Dp,q1 .
The long exact sequences associated with (7.2) admit the exact couple
D∗,∗1
K∗(pi∗)
(−1,1)
// D∗,∗1
ρ
(∗)
∗
(1,0)
}}
E∗,∗1
K∗(ι∗)
(0,0)
aa
(7.3)
We have attached each arrow with a pair of numbers denoting the bidegree of the
respective map. Often, the bigrading is suppressed and we just write E1 and D1.
To obtain the derived exact couple, define d1 : E1 → E1 by
dp,q1 := ρ
(p+1)
p+q ◦Kp+q(ιp) : Ep,q1 −→ Ep+1,q1 .
Then, d1 obviously has bidegree (1, 0) and satisfies d1 ◦ d1 = 0 by exactness of
(7.3). Set
Ep,q2 := ker(d
p,q
1 )/ im(d
p−1,q
1 ) and D
p,q
2 := im(Kp+q(pip+1)),
and define
ιp,q : E
p,q
2 −→ Dp,q2 , [y] 7→ Kp+q(ιp)(y),
ρp,q : D
p,q
2 −→ Ep+2,q−12 , x 7→ [ρ(p+2)p+q (x¯)],
where Kp+q(pip+1)(x¯) = x. The derived couple of (7.3) is now given by
D∗,∗2
K∗(pi∗)
(−1,1)
// D∗,∗2
ρ∗,∗
(2,−1)
}}
E∗,∗2
ι∗,∗
(0,0)
aa
We can use the endomorphism d2 : E2 → E2 given by dp,q2 = ρp,q ◦ ιp,q to derive
another exact couple. Observe that d2 has bidegree (2,−1).
By repeating this procedure, we obtain a family of pairs (Ek, dk)k≥1, the spectral
sequence associated with the cofiltration (7.1). The abelian group Ek is called the
Ek-term, and dk is called the k-th boundary map or the k-th level differential, which
has bidegree (k,−k + 1).
Bott periodicity gives rise to isomorphisms (Ep,2qk , d
p,2q
k )
∼= (Ep,0k , dp,0k ), i.e. group
isomorphisms respecting the respective differentials. However, we will not always
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use these identifications, since the bookkeeping of the occurring indices is easier
using the original notation.
The inductive definition of (Ek, dk) using exact couples admits the following
description of the differential dp,qk : E
p,q
k → Ep+k,q−k+1k . Let [x] ∈ Ep,qk be repre-
sented by x ∈ Kp+q(Ip), and consider its image Kp+q(ιp)(x) ∈ Kp+q(Fp) under the
map induced by the natural inclusion ιp : Ip → Fp. Since we have started in Ek,
there is a lift y ∈ Kp+q(Fp+k−1) for Kp+q(ιp)(x) under Kp+q(Fp+k−1) → Kp+q(Fp).
Then,
dp,qk ([x]) = [ρ
(p+k)
p+q (y)] ∈ Ep+k,q−k+1k .
For m ≥ n+ 1 and for all p, q ∈ Z, the differential
dp,qm : E
p,q
m −→ Ep+m,q−m+1m
vanishes since either Ep,qm = 0 or E
p+m,q−m+1
m = 0. Therefore, Em = En+1, and we
say that the spectral sequence collapses. We define the E∞-term as Ep,q∞ := E
p,q
n+1.
It is connected to K∗(A) in the following way. For q = 0, 1, consider the diagram
Kq(A) = Kq(Fn) // Kq(Fn−1) // · · · // Kq(F0) // Kq(F−1) = 0.
Define FpKq(A) := ker(Kq(A)→ Kq(Fp)) for p = −1, . . . , n, and observe that this
gives rise to a filtration of abelian groups
0 = FnKq(A)   / Fn−1Kq(A)   / · · ·   / F−1Kq(A) = Kq(A)
One can now show the existence of exact sequences
0 // FpKp+q(A) // Fp−1Kp+q(A) // Ep,q∞ // 0,
or in other words, there are isomorphisms
Ep,q∞ ∼= Fp−1Kp+q(A)/FpKp+q(A).
Hence, the E∞-term determines the K-theory of A up to group extension problems.
We say that the spectral sequence (Ek, dk)k≥1 converges to K∗(A).
The spectral sequence associated with a finite cofiltration is natural in the
following sense. Assume that we have a commutative diagram of the form
A // //
ϕ

Fn−1 // //
ϕn−1

· · · // // F0 //
ϕ0

0
B // // Gn−1 // // · · · // // G0 // 0.
(7.4)
We write (EA,k, dA,k)k≥1 and (EB,k, dB,k)k≥1 for the spectral sequence associated
with the upper and lower cofiltration, respectively. Note that in the situation
of (7.4), the ϕk are uniquely determined by ϕ, so that this diagram really only
depends on ϕ. By the naturality of K-theory, ϕ induces a morphism between
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the exact couples (7.3) belonging to the upper and lower cofiltration, respectively.
In this way, diagram (7.4) gives rise to a morphism of spectral sequences, i.e. a
collection of homomorphisms with bidegree (0, 0)
Ek(ϕ) : EA,k −→ EB,k, k ≥ 1,
which are compatible with the differentials dA,k and dB,k. This in turn yields a
bigraded group homomorphism E∞(ϕ) : EA,∞ → EB,∞.
By the naturality of K-theory, we get a commutative diagram
0 
 / Fn−1Kq(A)   /
Fn−1Kq(ϕ)

· · ·   / Kq(A)
Kq(ϕ)

0 
 / Fn−1Kq(B)   / · · ·   / Kq(B)
One can show that E∞(ϕ) is induced by F∗K∗(ϕ) in the sense that for every
p = −1, . . . , n and q = 0, 1, there is a commutative diagram with exact rows
0 // FpKq(A) //
FpKq(ϕ)

Fp−1Kq(A) //
Fp−1Kq(ϕ)

Ep,q∞ //
Ep,q∞ (ϕ)

0
0 // FpKq(B) // Fp−1Kq(B) // Ep,q∞ // 0
(7.5)
This yields a method to determining K∗(ϕ) by means of the spectral sequences
whenever ϕ : A→ B is a cofiltration-respecting ∗-homomorphism.
A spectral sequence homomorphism (Ek(ϕ))k≥1 is called an isomorphism of
spectral sequences if there is some k ≥ 1 such that Ek(ϕ) is an isomorphism. Note
that in this case, El(ϕ) is an isomorphism for all l ≥ k. In particular, the E∞-terms
are isomorphic via E∞(ϕ).
Corollary 7.1.2. Assume that we are in the situation of (7.4), and assume further
that ϕ : A→ B induces an isomorphism between the associated spectral sequences.
Then K∗(ϕ) : K∗(A)→ K∗(B) is an isomorphism.
Proof. For fixed q = 0, 1, one can show inductively that FpKq(ϕ) is an isomor-
phism. This is done by an iterative application of the Five Lemma to the respective
diagram (7.5).
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7.2 A spectral sequence for the K-theory of
crossed products by Zn
Given a C∗-dynamical system (A,α,Zn), we construct a spectral sequence associ-
ated with a finite cofiltration converging to K∗(Aoα Zn). For this purpose, let us
fix some notation first.
For a finite sequence of natural numbers 1 ≤ µ1 < . . . < µk ≤ n, we write
µ = (µ1, . . . , µk) for the induced k-tuple, and define T (k, n) to be the set of all such
ordered k-tuples. By convention, T (0, n) is the set which contains only the empty
tuple. We do not distinguish between a 1-tuple λ ∈ T (1, n) and the corresponding
number λ1. If k ≤ l ≤ n and if the underlying set of µ ∈ T (k, n) is contained in
ν ∈ T (l, n), then we write µ ⊆ ν. In this situation, we define ν \ µ ∈ T (l − k, n)
as the unique element whose underlying set is equal to the set difference of the
underlying sets of ν and µ. For µ ∈ T (k, n), let µ⊥ ∈ T (n − k, n) be the unique
element which is disjoint to µ.
For k = 1, . . . , n, let Λk(Zn) be the k-th component of the exterior algebra over
Zn. We use the convention that Λ0(Zn) = Z and Λk(Zn) = 0 whenever k < 0 or
k > n. As always, {e1, . . . , en} denotes the canonical basis of Zn, and we write
eµ := eµ1 ∧ · · · ∧ eµk ∈ Λk(Zn) for µ ∈ T (k, n). If µ ∈ T (0, n) is the empty tuple,
then we define eµ := 1. We also agree on the convention that eµ ∧ 1 = 1∧ eµ = eµ.
The set {eµ : µ ∈ T (k, n)} defines a Z-basis for Λk(Zn). Hence, if we equip
T (k, n) with the lexicographical ordering, then the natural order-preserving bijec-
tion T (k, n) ∼= {1, . . . , (nk)} yields a group isomorphism Λk(Zn) ∼= Z(nk). Observe
that this isomorphism exists for all k ∈ Z since (n
k
)
= 0 whenever k < 0 or k > n.
We will use these identifications throughout this section.
Consider the following filtration of the n-cube
∅ = X−1 ⊆ X0 ⊆ · · · ⊆ Xn = [0, 1]n,
where
Xk :=
{
t ∈ [0, 1]n : tµ1 = . . . = tµn−k = 0 for some µ ∈ T (n− k, n)
}
.
This gives rise to a finite cofiltration of the mapping torus
Mα(A) = Fn pin // Fn−1 pin−1 // · · · // F0 = A pi0 // F−1 = 0. (7.6)
In the same way as in (and with the notation of) the last section, we extend this
cofiltration trivially. We shall refer to Fp as the p-skeleton ofMα(A). Moreover, we
define Ip := ker(pip) for p ∈ Z. The machinery described in Section 7.1 gives rise to
a spectral sequence (Ek, dk)k≥1 converging toK∗(Mα(A)). By Theorem 1.2.6, there
is an isomorphism K∗(Mα(A)) ∼= K∗+n(A oα Zn), so that the spectral sequence
(Ek, dk)k≥1 indeed converges to the K-theory of the crossed product Aoα Zn.
The spectral sequence associated with the mapping torus cofiltration has the
following naturality property. If ϕ : (A,α,Zn) → (B, β,Zn) is an equivariant
∗-homomorphism, then the induced ∗-homomorphism
ϕ˜ :Mα(A) −→Mβ(B), ϕ˜(f)(t) := ϕ(f(t)),
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is cofiltration-preserving. By the discussion in the last section, we therefore ob-
tain a morphism of spectral sequences (Ek(ϕ))k≥1 between the spectral sequences
associated with (A,α,Zn) and (B, β,Zn), respectively. Since the isomorphism in
Theorem 1.2.6 intertwines K∗(ϕ˜) and K∗+n(ϕ o Zn), we can, in principle, use
E∞(ϕ) to determine K∗(ϕo Zn).
Let us now turn to the E1-term of the spectral sequence associated with (7.6).
For 1 ≤ p ≤ n and µ ∈ T (p, n), let α(µ) denote the Zp-action generated by
αµ1 , . . . , αµp . Consider the associated mapping torus Mα(µ)(A) and let F (µ)k de-
note the k-skeleton of the respective cofiltration (7.6). Furthermore, we write
(E(µ)k, d(µ)k)k≥1 for the spectral sequence associated with (A,α(µ),Zp).
We obtainMα(µ)(A) as the quotient of Fp given by the restriction to the closed
subset
X(µ) :=
{
t ∈ [0, 1]n : tµ⊥1 = . . . = tµ⊥n−p = 0
}
⊆ Xp.
This induces a commutative diagram
0 // Ip //
χ(µ)

Fp //

Fp−1 //
pi(µ)

0
0 // SpA //Mα(µ)(A) // F (µ)p−1 // 0
(7.7)
and we write ρ(µ)∗ : K∗(F (µ)p−1)→ K∗+1(SpA) for the boundary map associated
with the lower row extension. Since
Xp =
⋃
µ∈T (p,n)
X(µ),
we can conclude from diagram (7.7) that Fp is an iterative pullback of the
(
n
p
)
many mapping tori of the natural Zp-subactions glued together over the
(
n
p−1
)
many
mapping tori of the natural Zp−1-subactions. We also see that the ∗-homomorphism
χ = (χ(µ))µ∈T (p,n) : Ip
∼=−→ (SpA)(np) (7.8)
is an isomorphism. With the convention that S0A := A, the E1-term is given by
Ep,q1 := Kp+q(Ip)
∼=
{
Kp+q(S
pA)⊗Z Λp(Zn) , for 0 ≤ p ≤ n,
0 , for p < 0 and p > n.
We proceed with a description of the differentials dk of the associated spectral
sequence.
Lemma 7.2.1. Assume that 0 ≤ p ≤ n and 1 ≤ k ≤ n − p. Let g ∈ Ep,qk be
represented by x ∈ Kp+q(SpA) ⊗Z Λp(Zn). Let y ∈ Kp+q(Fp+k−1) be a lift for
Kp+q(ιp)(x) ∈ Kp+q(Fp) under the map induced by the surjection Fp+k−1 → Fp.
For µ ∈ T (p+ k, n), set
yµ := Kp+q(pi(µ))(y) ∈ Kp+q(F (µ)p+k−1).
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Then the differential dp,qk satisfies
dp,qk (g) =
 ∑
µ∈T (p+k,n)
ρ(µ)p+q(yµ)⊗ eµ
 ∈ Ep+k,q−k+1k .
Proof. The definition of (Ek, dk)k≥1 in terms of exact couples yields that d
p,q
k (g) is
given by the class of ρp+q(y) in E
p+k,q−k+1
k , where
ρp+q : Kp+q(Fp+k−1) −→ Kp+q+1(Ip+k)
is the boundary map associated with the surjection pip+k : Fp+k → Fp+k−1. For
every µ ∈ T (p+k, n), the respective diagram (7.7) together with the identification
(7.8) yields a commutative diagram
K∗(Fp+k−1)
ρ∗ //
K∗(pi(µ))

K∗+1(Sp+kA)⊗Z Λp(Zn)
prµ

K∗(F (µ)p+k−1)
ρ(µ)∗ // K∗+1(Sp+kA)
where prµ is the canonical projection onto the coordinate labelled by µ. Thus,
dp,qk (g) = [ρp+q(y)]
=
[ ∑
µ∈T (p+k,n)
(ρ(µ)p+q ◦Kp+q(pi(µ)))(y)⊗ eµ
]
=
[ ∑
µ∈T (p+k,n)
ρ(µ)p+q(yµ)⊗ eµ
]
∈ Ep+k,q−k+1k .
Given a C∗-dynamical system (A,α,Zn), Savignen and Bellissard [43] define
the Pimsner-Voiculescu complex (CPV , dPV ) as
Cp,qPV := Kq(A)⊗Z Λp(Zn),
dp,qPV : C
p,q
PV −→ Cp+1,qPV , x⊗ e 7→
n∑
k=1
(Kq(αk)− id)(x)⊗ (e ∧ ek)
for p, q ∈ Z. Observe that Bott periodicity allows us to identify E1 ∼= CPV , which
we shall do for the remainder of this section. Savignen and Bellissard point out
that this isomorphism actually intertwines the differentials d1 and dPV , so that the
E2-term is obtained as the cohomology of (CPV , dPV ).
The identification of (E1, d1) with the Pimsner-Voiculescu complex also turns
out to be a consequence of the next result, this section’s main technical lemma.
It yields, roughly speaking, a partial description of dk in terms of the k-th level
differentials of the spectral sequences associated with the natural Zk-subactions.
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Lemma 7.2.2. Let 0 ≤ p ≤ n, 1 ≤ k ≤ n − p, and µ ∈ T (p, n). Assume that
x ∈ Kq(A) represents an element [x] ∈ E(µ⊥)0,qk .
Then x ⊗ eµ ∈ Kq(A) ⊗Z Λp(Zn) represents an element [x ⊗ eµ] ∈ Ep,qk whose
image under the differential dp,qk : E
p,q
k → Ep+k,q−k+1k is given as follows. Let
y ∈ Kq(F (µ⊥)k−1) be a lift for x ∈ Kq(A) under the map induced by the surjection
F (µ⊥)k−1 → F (µ⊥)0 = A. For λ ∈ T (k, n), we set yλ ∈ Kq(F (λ)k−1) to be the
image of y under Kq(F (µ
⊥)k−1)→ Kq(F (λ)k−1) if λ ⊆ µ⊥, and zero otherwise.
Then
dp,qk ([x⊗ eµ]) =
 ∑
λ∈T (k,n)
ρ(λ)q(yλ)⊗ (eµ ∧ eλ)
 ∈ Ep+k,q−k+1k .
Proof. Let σ ∈ Σn be the permutation given by
σ−1(l) :=
{
µl , if 1 ≤ l ≤ p,
µ⊥l−p , if p+ 1 ≤ l ≤ n.
Consider the injective ∗-homomorphism
ι : C0((0, 1)
p × [0, 1]n−p, A) −→ C([0, 1]n, A),
ι(f)(t1, . . . , tn) = f(tσ(1), . . . , tσ(n)),
which gives rise to the following commutative diagram of cofiltrations
SpMα(µ⊥) // // _
ι

SpF (µ⊥)n−p−1 // // _
ιn−p+1

· · · // // SpA // // _
ι0

0 //

· · · // 0

Mα(A) // // Fn−1 // // · · · // // Fp // // Fp−1 // // · · · // // A
(7.9)
Write (E˜k, d˜k)k≥1 for the spectral sequence associated with the upper row cofil-
tration after having applied Bott periodicity. Observe that ι gives rise to a mor-
phism of spectral sequences (Ek(ι) : E˜k → Ek)k≥1. By construction, it holds that
Ek(ι)([x]) = [x⊗ eµ] ∈ Ep,qk .
Let Jk denote the kernel of the surjection S
pF (µ⊥)k → SpF (µ⊥)k−1. For every
ν ∈ T (p + k, n) with µ ⊆ ν, (7.9) gives rise to a commutative diagram with exact
rows
Jk
  //
 _
η

 
SpF (µ⊥)k // // _
ιk

%% %%
SpF (µ⊥)k−1 _
ιk−1

&& &&
Sp(SkA) 
 //
 _
η(ν)

SpMα(ν\µ)(A) // // _
κ

SpF (ν \ µ)k−1 _

Ip+k
  //
 
Fp+k
%% %%
// // Fp+k−1
&& &&
Sp+kA 
 //Mα(ν)(A) // // F (ν)p+k−1
(7.10)
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As observed before, the maps
Jk ∼= (Sp(SkA))(
n−p
k ) −→ Sp(SkA) and Ip+k ∼= (Sp+kA)(
n
p+k) −→ Sp+kA
are the canonical surjections onto the coordinate labelled by ν \ µ and ν, respec-
tively. Let σ(ν) ∈ Σp+k be the permutation given by
σ(ν)−1(l) :=
{
µl , if 1 ≤ l ≤ p,
(ν \ µ)l−p , if p+ 1 ≤ l ≤ p+ k.
As above, κ : SpMα(ν\µ)(A) →Mα(ν)(A) is induced by the injective ∗-homomor-
phism
κ : C0((0, 1)
p × [0, 1]p+k, A) −→ C([0, 1]n, A),
κ(f)(t1, . . . , tn) = f(tσ(ν)(1), . . . , tσ(ν)(n)).
Hence, by using the canonical isomorphism Sp(SkA) ∼= Sp+kA, we see that the
∗-automorphism η(ν) : Sp+kA → Sp+kA is induced by the homeomorphism of
Rp+k which permutes the coordinates via σ(ν). Therefore,
K∗(η(ν)) = sgn(σ(ν)) · id
by Corollary 2.2. Observe that this also shows that
K∗(η) : K∗(Sp+kA)⊗Z Λk(Zn−p) −→ K∗(Sp+kA)⊗Z Λp+k(Zn)
is injective. Using Lemma 7.2.1 and the fact that
eν = sgn(σ(ν)) · eµ ∧ eν\µ ∈ Λp+k(Zn),
we conclude that
dp,qk ([x⊗ eµ]) = dp,qk (Ep,qk (ι)([x]))
= Ep,qk (ι)(d˜
p,q
k ([x]))
= Ep,qk (ι)

 ∑
λ∈T (k,n):
λ⊆µ⊥
ρ(λ)q(yλ)⊗ eλ


=
Kq+1(η)
 ∑
λ∈T (k,n):
λ⊆µ⊥
ρ(λ)q(yλ)⊗ eλ


=
 ∑
ν∈T (p+k,n):
µ⊆ν
Kq+1(η(ν))(ρ(ν \ µ)q(yν\µ))⊗ eν

=
[ ∑
λ∈T (k,n)
ρ(λ)q(yλ)⊗ (eµ ∧ eλ)
]
∈ Ep+k,q−k+1k .
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Note that for p = 0, we just recover a special case of Lemma 7.2.1. Moreover,
if k = 1, then Lemma 7.2.2 yields the desired identification (CPV , dPV ) ∼= (E1, d1).
Corollary 7.2.3. The isomorphism E1 ∼= CPV intertwines the differentials d1 and
dPV .
Proof. If k = 1, then the assumptions in Lemma 7.2.2 are satisfied for every
µ ∈ T (1, n) and x ∈ Kq(A). Moreover, for each λ ∈ T (1, n), ρ(λ)∗ is the boundary
map associated with the six-term exact sequence of the mapping torus extension
0 // SA //Mαλ(A) // A // 0.
Hence, by Bott periodicity, we obtain ρ(λ)∗ = K∗(αλ)− id, and Lemma 7.2.2 then
yields
dp,q1 (x⊗ eµ) =
n∑
λ=1
(Kq(αλ)− id)(x)⊗ (eµ ∧ eλ).
The claim now follows by linearity of d1.
Consider the group ring R := Z[Zn], and let ti ∈ Zn ⊆ R denote the i-th
canonical basis element for i = 1, . . . , n. The Koszul complex (G∗, g∗) associated
with the finite sequence t1− 1, . . . , tn− 1 ∈ R is the Z-graded R-complex given by
Gp := Λ
p(Rn),
gp : Gp −→ Gp−1, gp(eµ) :=
n∑
k=1
(−1)k(tk − 1)eµ\(µk).
For fixed q ∈ {0, 1}, α induces an R-module structure on Kq(A). We pass to
the corresponding cohomological Koszul complex (G∗, g∗) with coefficients in the
R-module Kq(A)
Gp := HomR(Gp, Kq(A)),
gp : Gp −→ Gp+1, gp(f) := f ◦ gp+1.
Using the R-module isomorphism
Gp ∼= HomR(Gp, R)⊗R Kq(A) ∼= Gp ⊗R Kq(A) ∼= Cp,qPV ,
one can check that the two complexes (C∗,qPV , d
∗,q
PV ) and (G
∗, g∗) are isomorphic, and
hence give rise to the same cohomology groups. Using this, we recover Kasparov’s
result [20, 6.10] that the E2-term is given as the group cohomology of Zn with
values in K∗(A).
Corollary 7.2.4. Let (A,α,Zn) be a C∗-dynamical system and let (Ek, dk)k≥1
denote its associated spectral sequence. Then the E2-term satisfies
Ep,q2
∼= Hp(Zn, Kq(A)), p, q ∈ Z.
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Proof. By the definition of group cohomology, we only have to show that the Koszul
complex (G∗, g∗) defines a projective R-resolution of Z (regarded as a trivial module
over R). For this, it is sufficient to know that the finite sequence t1 − 1, . . . , tn − 1
is regular, that is, (t1 − 1, . . . , tn − 1)R 6= R, and for i = 1, . . . , n, the element
ti − 1 defines a non-zero-divisor in R/(t1 − 1, . . . , ti−1 − 1)R, see [24, Chapter
XXI, Theorem 4.6a)]. The first condition holds since (t1 − 1, . . . , tn − 1)R is the
augmentation ideal, which satisfies
R/(t1 − 1, . . . , tn − 1)R ∼= Z.
Concerning the second condition, note that for i = 1, . . . , n, there is an isomor-
phism
R/(t1 − 1, . . . , ti−1 − 1)R ∼= Z[Zn−i+1].
However, for k ∈ N, the group ring Z[Zk] is known to have no zero-divisors, see
[27] and [30].
In the particular case of a Z-action, the E∞-term coincides with the E2-term,
and therefore reduces to
E0,q∞ = ker(Kq(α)− id) and E1,q∞ = coker(Kq(α)− id).
Convergence of the spectral sequence then gives rise to a short exact sequence
0 // E1,q−1∞ // Kq(Mα(A)) // E0,q∞ // 0.
Using the isomorphism K∗(Mα(A)) ∼= K∗−1(A oα Z), we see that the spectral
sequence yields an exact sequence
0 // coker(K∗−1(α)− id) // K∗−1(Aoα Z) // ker(K∗(α)− id) // 0.
Hence, for n = 1 the spectral sequence and the Pimsner-Voiculescu sequence yield
the same group extension problems for the K-theory of Aoα Z.
Although Lemma 7.2.2 is very useful, it does not provide a complete description
of the differentials dk. The first reason for this is that not every element g ∈ Ep,qk
is decomposable in the sense that there are xµ ∈ Kq(A), indexed by µ ∈ T (p, n),
such that [x⊗ eµ] ∈ Ep,qk and
g =
∑
µ∈T (p,n)
[xµ ⊗ eµ] ∈ Ep,qk .
The second reason is that, even if x ∈ Kq(A) satisfies [x ⊗ eµ] ∈ Ep,qk for some
µ ∈ T (p, n), it is not clear whether x defines an element [x] ∈ E(µ⊥)0,qk . In fact, we
do not automatically obtain a lift for the corresponding element y ∈ Kp+q(SpA)
to an element in Kp+q(S
pF (µ⊥)k−1) if we know that y ⊗ eµ ∈ Kp+q(Ip) lifts to an
element in Kp+q(Fp+k−1). However, this second problem does not occur for k = 2.
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Corollary 7.2.5. Let 0 ≤ p ≤ n − 2 and µ ∈ T (p, n). Assume that x ∈ Kq(A)
gives rise to an element [x⊗ eµ] ∈ Ep,q2 .
Then [x] ∈ E(µ⊥)0,q2 , and with the notation from Lemma 7.2.2, it follows that
dp,q2 ([x⊗ eµ]) =
 ∑
λ∈T (2,n)
ρ(λ)q(yλ)⊗ (eµ ∧ eλ)
 ∈ Ep+2,q−12 .
Proof. Using the notation of the proof of Lemma 7.2.2, we consider the commuta-
tive diagram with exact rows
0 // Sp(SA)(
n−p
1 ) //
η

SpF (µ⊥)1 //

SpA //

0
0 // (Sp+1A)(
n
p+1) // Fp+1 // Fp // 0
Naturality of K-theory yields
Kp+q(S
pA)
ρ˜p+q //

Kp+q+1(S
p+1A)⊗Z Λ1(Zn−p)
Kp+q+1(η)

Kp+q(Fp)
ρp+q // Kp+q+1(S
p+1A)⊗Z Λp+1(Zn)
Let w ∈ Kp+q(SpA) be the unique element corresponding to x ∈ Kq(A) under the
Bott isomorphism. By the definition of the E2-term, we have that ρp+q(w⊗eµ) = 0.
The proof of Lemma 7.2.2 shows that K∗(η) is injective, and hence ρ˜p+q(w) = 0
as well. Again by Bott periodicity, this gives rise to a lift y ∈ Kq(F (µ⊥)1) for
x ∈ Kq(A) under the map induced by the surjection F (µ⊥)1 → F (µ⊥)0 = A.
Hence, [x] ∈ E(µ⊥)p,q2 , and the claim follows from Lemma 7.2.2.
Given a C∗-dynamical system (A,α,Z2), the corresponding E1-term is concen-
trated in p = 0, 1, 2. With the notation from Chapter 4, the Pimsner-Voiculescu
complex yields
E0,q2 = Sq(α),
E1,q2 =
ker(−(Kq(α2)−id)⊕(Kq(α1)−id))
im((Kq(α1)−id, Kq(α2)−id)) ,
E2,q2 = Tq(α).
Since d2 : E2 → E2 has bidegree (2,−1), it reduces to
d0,q2 : Sq(α) −→ Tq−1(α), q = 0, 1.
Next, we show that this differential actually coincides with the obstruction homo-
morphism dq(α) that we investigated in the first part of this thesis.
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Proposition 7.2.6. Let (A,α,Z2) be a C∗-dynamical system. Then the second
level differential d2 satisfies d
0,q
2 = dq(α) for q = 0, 1. Moreover, the E∞-term is
given by
E0,q∞ = ker(dq(α)), E
1,q
∞ = E
1,q
2 , and E
2,q
∞ = coker(d1−q(α)).
Proof. We only have to show the equality of the differentials. Recall the mapping
torus cofiltration (7.6)
Mα(A) pi2 // // F1 pi1 // // A // 0.
In this case, F1 is given as the pullback ofMα1(A) andMα2(A) along the respective
evaluations at 0. Consider the commutative diagram with exact rows
0 // S2A // _

Mα(A) pi2 //
id

F1 //
pi

0
0 // SMα1(A) //Mα(A) //Mα1(A) // 0
Naturality of K-theory and Bott periodicity give rise to a commutative diagram
Kq(F1)
ρq //
Kq(pi)

Kq−1(S2A)
∼= //

Kq−1(A) // //

Tq−1(α)
Kq(Mα1(A))
ρq //
Kq(α˜2)−id
33
Kq−1(SMα1(A))
∼= // Kq(Mα1(A))
Denote by d : Kq(F1)→ Tq−1(α) the map that is obtained by following the upper
row of the last diagram. Given x ∈ Sq(α) = im(Kq(pi1)) ⊆ Kq(A), we choose
x¯ ∈ Kq(F1) with Kq(pi1)(x¯) = x. By the definition of the second level differential,
d0,q2 (x) = d(x¯). On the other hand, it is clear that Kq(pi)(x¯) defines a lift for
x ∈ Sq(α) under Kq(ev0) : Kq(Mα1(A)) → Kq(A). Using the mapping torus
picture of the obstruction homomorphism, we get that dq(α)(x) = d(x¯). This
concludes the proof.
This result also shows that the examples discussed in Section 5 all give rise to
spectral sequences with non-trivial second level differentials.
On the other hand, by combining Proposition 7.2.5 with Corollary 7.2.6, one
can express the second level differential d2 of a Zn-action in terms of Bott elements.
Since the precise formulation for this is very lengthy, we only state this result for
the important special case of K-theoretically trivial Zn-actions.
Corollary 7.2.7. Let (A,α,Zn) be a C∗-dynamical system with the property that
K∗(αi) = id for i = 1, . . . , n. Then
dp,q2 (x⊗ e) =
∑
µ∈T (2,n)
dq(α(µ))(x)⊗ (e ∧ eµ)
for every x⊗ e ∈ Ep,q1 = Ep,q2 .
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