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ABSTRACT
This dissertation consists of two distinct parts, the first concerning S1-equivariant coho-
mology of loop spaces and the second concerning stability in partial differential equations.
In the first part of this dissertation, we study the existence of S1-equivariant character-
istic classes on certain natural infinite rank bundles over the loop space LM of a manifold
M . We discuss the different S1-equivariant cohomology theories in the literature and clarify
their relationships. We attempt to use S1-equivariant Chern-Weil techniques to construct
S1-equivariant characteristic classes. The main result is the construction of a sequence of
S1-equivariant characteristic classes on the total space of the bundles, but these classes do
not descend to the base LM . In addition, we identify a class of bundles for which a single
S1-equivariant characteristic class does admit an S1-equivariant Chern-Weil construction.
In the second part of this dissertation, we study the Maslov index as a tool to analyze
stability of steady state solutions to a reaction-diffusion equation in one spatial dimension.
We show that the path of unstable subspaces associated to this equation is governed by a
matrix Riccati equation whose solution S develops singularities when changes in the Maslov
index occur. Our main result proves that at these singularities the change in Maslov index
equals the number of eigenvalues of S that increase to +∞ minus the number of eigenvalues
that decrease to −∞.
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Chapter 1
Introduction
This dissertation consists of two distinct parts. Chapters 2 through 4 study the S1-
equivariant cohomology of loop spaces, determining when S1-equivariant Chern-Weil tech-
niques construct S1-equivariant characteristic classes. Chapters 5 and 6 use the Maslov
index to determine the stability of steady state solutions to reaction-diffusion equations.
The author is unaware of a connection between the two subjects, beyond that the tools used
to approach both problems come from differential topology. Nevertheless, loop groups and
infinite dimensional geometry have lent a useful perspective to certain problems in partial
differential equations (see [20], for example), suggesting there may be a setting that relates
the two problems.
1.1 S1-equivariant characteristic classes on loop spaces
Chapters 2 through 4 study the existence of S1-equivariant characteristic classes on certain
natural infinite rank bundles over the loop space LM of a manifold M . S1-equivariant
characteristic classes on LM have attracted interest for many years, going back to Witten’s
formal proof of the index theorem by formally applying finite dimensional S1-equivariant
techniques to LM [3] and Bismut’s construction of the Bismut-Chern character [7]. These
S1-equivariant characteristic classes belong to different S1-equivariant cohomology theories.
As a first task, we summarize these S1-equivariant cohomology theories and we clarify how
they are related. One particular theory, H∗S1(N), is distinguished by having a topological
model, as discussed in Chapter 2. In Chapter 4 we find that S1-equivariant Chern-Weil
1
2techniques only partially extend to the pushdown bundles we consider. Our main result,
Theorem 4.2.4, proves that these techniques define S1-equivariant characteristic classes on
the total space of an associated principal bundle that do not descend to the base.
Characteristic classes on the loop space of a manifold have been studied in a variety of
contexts. Ordinary characteristic classes have been considered in [38], for example, where
McLaughlin showed thatM admits a string structure precisely when a certain characteristic
class on LM vanishes. Moreover, characteristic classes on LM have informed the study
of 2-dimensional field theories on M , known as sigma models, by regarding them as 1-
dimensional field theories on LM . For example, to study fermions one asks for a spin
structure on LM , which is a certain lift of the structure group of the frame bundle of LM ;
see [46] for a discussion of these ideas.
Because LM admits an S1-action by rotation of loops, it is natural to study the S1-
equivariant cohomology of LM . S1-equivariant characteristic classes were studied in [3]
where, following an idea of Witten [47], Atiyah showed that one can formally compute
the index of the Dirac operator on the spin complex of a spin manifold M as an integral
of certain S1-equivariant characteristic classes over LM . Exploring this idea, Bismut [7]
defined the Bismut-Chern character, BCh, a differential form on LM that extends the
Chern character, Ch. The definition of BCh was refined in [19] using methods from non-
commutative geometry, and has been studied further, for example in [45]. Recently a
twisted Bismut-Chern character was defined in [23] and used to study T-duality in type
IIA and IIB string theory from a loop space perspective.
In the literature there are several S1-equivariant cohomology theories that provide
a setting for S1-equivariant characteristic classes on LM , in particular for the various
constructions of BCh. In chapter 2 we present these theories and clarify their relationships.
In the finite dimensional setting, S1-equivariant characteristic classes on an S1-manifold
N belong to H∗S1(N), the S
1-equivariant cohomology of N , which we recall in Section
2.1. Completed periodic S1-equivariant cohomology, h∗S1(N) is defined in Section 2.2. In
Section 2.3 we introduce an S1-equivariant cohomology theory h¯∗S1(N), which we call super
3S1-equivariant cohomology. h¯∗S1(N) has been used in the literature and was called Witten’s
complex in [4]. In Section 4.3 we see that h∗S1(LM) and h¯
∗
S1(LM) are the natural settings for
BCh. The table and diagram in Section 2.4 summarize these S1-equivariant cohomology
theories and the maps between them. For finite dimensional manifolds, S1-equivariant
characteristic classes may be constructed by S1-equivariant Chern-Weil techniques. There
are two equivalent constructions, one via S1-equivariant vector bundles, outlined in Section
2.5, and another by S1-equivariant principal bundles, outlined in Section 2.6.
Chapter 3 recalls the smooth Fre´chet manifold structure of LM . We begin with a brief
review of Fre´chet spaces in Section 3.1, taking care to extend our definition of smooth maps
and differential forms to this context. Section 3.2 then defines Fre´chet manifolds, a class
of (potentially infinite dimensional) manifolds that includes LM . We point out that ‘nice’
Fre´chet manifolds admit a de Rham complex of differential forms whose cohomology agrees
with singular cohomology. In Section 3.3 we construct the pushdown bundle E → LM , an
infinite rank vector bundle built from a finite rank vector bundle E → M , whose fiber is
modeled on LCn. These bundles arise naturally in the topology and geometry of LM , as
the tangent bundle TLM can be realized as a pushdown bundle.
Chapter 4 studies S1-equivariant characteristic classes on LM . In this setting, one may
ask whether S1-equivariant Chern-Weil techniques can be used to construct S1-equivariant
characteristic classes. Such an approach is hinted at in [7] and explicitly attempted in
[32]. In particular, any pushdown bundle is an S1-equivariant vector bundle, and we ask
whether we can construct S1-equivariant characteristic classes. Section 4.1 summarizes
the attempt to construct an S1-equivariant Chern character via a covariant derivative on
the pushdown bundle, as in [32], and we note why the construction is not well defined.
The reason this construction fails becomes clearer when we attempt to construct the S1-
equivariant Chern character via the principal LU(n)-bundle LFrE, the loop space of the
frame bundle FrE →M , which serves as the frame bundle for E . In Section 4.2 we see that
LFrE is not an S1-equivariant principal LU(n)-bundle. Consequently, our main result,
Theorem 4.2.4, constructs a sequence of S1-equivariant characteristic classes on the total
4space LFrE that do not descend to the base LM . For comparison, Section 4.3 summarizes
the construction of BCh, and we show that this characteristic class descends to LM but
belongs to h¯∗S1(LM) rather than H
∗
S1(LM). This part of the dissertation ends with Section
4.4, where we consider a special class of pushdown bundles for which one characteristic class
does descend to LM , yielding an S1-equivariant first Chern class cS
1
1 (E).
As a result, S1-equivariant Chern-Weil techniques only partially extend to pushdown
bundles over loop space. It is a challenging problem to construct S1-equivariant character-
istic classes on loop space in general. The author is unaware of a topological construction
and it seems difficult to construct other characteristic classes by Bismut’s modified S1-
equivariant Chern-Weil technique. This is an interesting problem for future work.
1.2 Computing the Maslov index
Chapters 5 and 6 study the Maslov index of a path of Lagrangian subspaces as a tool to
analyze the stability of a steady state solution to a reaction-diffusion equation. In particular
we are interested in using a matrix Riccati equation to describe this path. Typically the
solution S to this matrix Riccati equation develops singularities at a finite collection of
times and each singularity indicates a contribution to the Maslov index. Our main results
are Theorem 6.1.7 and Theorem 6.1.10, which state that the change in Maslov index at
a singularity is the number of eigenvalues of S that increase to +∞ minus the number of
eigenvalues that decrease to −∞.
Connections between the Morse index of a self-adjoint operator (the number of its
positive eigenvalues) and the Maslov index have been known for some time. For example,
Smale [43] studied elliptic operators on smooth manifolds with boundary and Bott [8] used
intersection theory to study the Morse index of geodesics. In [1] and [2], Arnol’d related
classical Sturm-Liouville theory to the Maslov index and symplectic geometry, similar to
the method used by Conley in [13]. The Maslov index was first used to study stability of
steady state solutions of evolution equations in [25], where Jones considered a Schro¨dinger-
5type equation in one spatial dimension. Since then it has been used to study stability in a
variety of evolution equations. See [11] for numerous examples and an extensive collection
of references. Most examples consider equations with one spatial dimension, where there
are many tools to study stability, most notably the Evans function. It is not known how
to extend the Evans function to multiple spatial dimensions except in some special cases,
for example [39], but many are optimistic that Maslov index techniques can be used in this
harder setting. See [14] and [15] for recent results along these lines.
In this dissertation we restrict our attention to the case of one spatial dimension, with
the hope that techniques from this easier case will guide research in the harder case of
multiple spatial dimensions, and we consider reaction-diffusion equations of the form
ut = Duxx + f(u, x),
where x ∈ R, t ∈ R+, u(x, t) ∈ Rn, D is an invertible diagonal matrix, and f(u, x) is
an analytic function of u and x such that Duf is a symmetric matrix. Suppose uˆ is a
steady state solution such that, as x → ±∞, uˆ approaches some limit exponentially fast
and Dfu(uˆ, x) approaches some constant coefficient matrix. To analyze stability of uˆ we
linearize this equation about uˆ and we consider the eigenvalue problem
Lu def= Duxx +Dfu(uˆ, x) = λu,
where we consider L an operator on some appropriate function space, like L2(R). Associ-
ated to this linear second order equation is a path of Lagrangian subspaces of R2n, the path
of unstable subspaces, and the Maslov index of this path can be used to detect eigenvalues
of L.
In [5], Beck and Malham study a matrix Riccati equation that governs this path of
Lagrangian subspaces. The solution S typically develops singularities at a finite collection
of times, and Beck and Malham prove that at a singularity the unsigned change in Maslov
6index is the number of singular eigenvalues of S [5, Theorem 4.1]. In this paper we prove
that this change in Maslov index is precisely the number of eigenvalues that increase to
+∞ minus the number of eigenvalues that decrease to −∞.
In Chapter 5 we pose our question about the stability of a steady state solution to our
reaction-diffusion equation, motivating our interest in the Maslov index of the path of un-
stable subspaces. Section 5.1 presents the class of reaction-diffusion equations we consider
and the path of unstable subspaces related to the eigenvalue problem. These subspaces
are Lagrangian, so the unstable subspaces form a path in the Lagrangian Grassmannian
manifold Λ(n). Section 5.2 recalls some pertinent facts about this manifold. Section 5.3
defines the Maslov index, a fixed-endpoint homotopy invariant of paths in Λ(n) that counts
the signed intersections of a path W (x) with a fixed reference plane V . The Maslov index
is computed by summing the signature of the crossing form Γ(W,V, x) over all intersections
x.
Chapter 6 shows that the Maslov index can be computed from a matrix Riccati equa-
tion. In Section 6.1 we show that the path of unstable subspaces W (x) is governed by a
matrix Riccati equation and we investigate how singularities of the solution S(x) contribute
to the Maslov index. Section 6.1.1 presents the matrix Riccati equation and we express
the change in Maslov index in terms of the singular eigenvalues of S, which we denote
µ1, . . . , µk. In the case that there is one singular eigenvalue µ, this expression allows us to
prove
Theorem 6.1.7. If dimW (x0) ∩ V = 1, then the signature of Γ(W,V, x0) is sign µ˙.
Section 6.1.2 considers the case that our path of Lagrangian subspaces intersects our
reference plane in a k-dimensional subspace, k > 1, and we have
Theorem 6.1.10. The signature of Γ(W,V, x0) is #{µj : µ˙j → +∞}−#{µj : µ˙j → −∞}.
7Remark 6.1.1 relates the behavior of µ˙j to the singular behavior of µj . These theorems
allow us to compute the change in Maslov index at singularities of S.
In Section 6.2 we study stability in two reaction-diffusion equations using the Maslov
index. For each equation we outline how Theorem 6.1.7 and Theorem 6.1.10 allow us
to compute the Maslov index from the singularities of the solution to a matrix Riccati
equation, and the Maslov index is computed for some specific values of our parameters.
We end this part of the dissertation with a discussion in Section 6.3 of the class of evolution
equations that can be studied with this method.
Chapter 2
Equivariant cohomology
This chapter gathers some basic definitions and important properties of various S1-equivariant
cohomology theories as a background for Chapter 4, where we discuss S1-equivariant char-
acteristic classes on loop space. In Section 2.1 we define the S1-equivariant cohomology of
an S1-manifold N , written H∗S1(N), and the Cartan model for S
1-equivariant cohomology.
Sections 2.2 and 2.3 introduce completed periodic S1-equivariant cohomology, h∗S1(N), and
super S1-equivariant cohomology, h¯∗S1(N). Section 2.4 states the localization theorem for
these S1-equivariant cohomology theories, which says that these S1-equivariant cohomology
theories are determined on the fixed-point set of the S1-action.
We describe two approaches to S1-equivariant Chern-Weil theory on a finite rank bun-
dle E over a finite dimensional manifold N . These techniques construct S1-equivariant
characteristic classes belonging to H∗S1(N). Section 2.5 constructs S
1-equivariant charac-
teristic classes by S1-equivariant vector bundles and Section 2.6 constructs the same classes
by S1-equivariant principal U(n)-bundles. Along the way we identify the main points of
the theory that differ from the loop space case discussed in Chapter 4.
2.1 The Cartan model of G-equivariant cohomology
Let G be a compact and connected Lie group and suppose G acts on a manifold N .
The G-equivariant cohomology of N is H∗G(N)
def
= H∗(N ×G EG;C). In this dissertation
we work with equivariant cohomology with coefficients in C, although one may define
equivariant cohomology with coefficients in any ring. One advantage of using C-coefficients
8
9is that H∗G(N) admits a Cartan model, a differential graded algebra that serves as an
algebraic model for equivariant cohomology, often proving convenient for computations.
We summarize its construction below.
Let g be the Lie algebra of G and consider S(g∗)⊗Λ∗(N). By identifying the symmetric
algebra S(g∗) with the ring of polynomials on g, we may identify S(g∗)⊗ Λ∗(N) with the
ring of polynomial functions on g valued in Λ∗(N). G acts on this ring by
g · (p⊗ ω)(X) = p(Adg−1X)⊗ g∗ω.
This space is graded by declaring deg(p⊗ ω) = 2 deg(p) + deg(ω). Let CG(N) = (S(g∗)⊗
Λ∗(N))G denote the subspace invariant under this action. We call an element of CG(N)
an equivariant differential form. Take a basis {Xj} for g and let {uj} be the corresponding
generators of S(g∗) induced by the dual basis of g∗. The equivariant differential is dG =
d−∑j uj ⊗ iXj , which acts on this complex by
dG(p⊗ ω) = p⊗ dω −
∑
j
ujp⊗ iXjω.
Note that this definition does not depend on the choice of basis {Xj}. This operator is a
differential because d2G = −
∑
j uj ⊗LXj , which is the zero operator on invariant elements.
Notice that if X = ckXk ∈ g,
dG(p⊗ w)(X) = (p⊗ dω)(X)−
∑
j
(ujp⊗ iXjω)(X)
= p(X)⊗ dω −
∑
j
uj(c
kXk)p(X)⊗ iXjω
= p(X)⊗ dω −
∑
j
cjp(X)⊗ iXjω
= p(X)⊗ dω − p(X)⊗ iXω.
For this reason some authors, such as [6], write the equivariant differential as d − iX .
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The complex (CG(N), dG) is called the Cartan model of equivariant cohomology and its
cohomology is isomorphic to H∗G(N) [21].
Consider the case G = S1. Because S1 is abelian, its adjoint action is trivial and
(S(g∗) ⊗ Λ∗(N))G = S(g∗) ⊗ Λ∗S1(N), where Λ∗S1(N) is the subspace of differential forms
on N invariant under the S1-action. Furthermore S(g∗) = R[u] for some generator u ∈ g∗
dual to the generator X ∈ g, so we may write the Cartan model as (Λ∗S1(N)[u], d − uiX),
omitting the tensor product for convenience.
2.2 Periodic S1-equivariant cohomology
Important theorems in the study of equivariant cohomology, like the localization formula of
[6, §7.2], involve rational maps g → Λ∗(N) rather than polynomial maps. For this reason
we consider a variation of the Cartan model that includes such rational maps. Consider
the case G = S1 and the Cartan model (Λ∗S1(N)[u], d− uiX). The periodic S1-equivariant
cohomology of N is the cohomology of (Λ∗S1(N)[u, u
−1], d − uiX). It is the localization of
equivariant cohomology and it is denoted in [27] by u−1H∗S1(N). This cohomology theory
is called periodic because of
Proposition 2.2.1. For any k, u−1HkS1(N)
∼= u−1Hk+2S1 (N).
Proof. We claim that the map T : u−1HkS1(N) → u−1Hk+2S1 (N) given by T [ω] = [uω] is
an isomorphism. It is straightforward to check that u(d− uiX) = (d− uiX)u as operators
on this complex. It follows that uω is equivariantly closed if and only if ω is equivariantly
closed and uω is equivariantly exact if and only if ω is equivariantly exact. Therefore T is
a well defined linear map whose inverse is given by T−1[ω] = [u−1ω].
Another variant on the Cartan model is completed periodic S1-equivariant cohomology,
written h∗S1(N), which is the cohomology of (Λ
∗
S1(N)[u, u
−1]], d− uiX). Notice that com-
pleted periodic S1-equivariant cohomology enjoys the same periodicity property hkS1(N)
∼=
hk+2
S1
(N), where the isomorphism is again given by [ω] 7→ [uω]. If N is finite dimensional,
11
u−1H∗S1(N) and h
∗
S1(N) are isomorphic, though the two cohomology theories may differ for
infinite dimensional manifolds. Moreover, u−1H∗S1(N) is trivial when N is infinite dimen-
sional, while h∗S1(N) need not be. See [27, §1] for a more detailed discussion of u−1H∗S1(N)
and h∗S1(N).
Let N0 be the fixed point set of the S
1-action. Assume that N0 has an S
1-invariant
neighborhood U such that the inclusion i : N0 → U is an S1-equivariant homotopy equiv-
alence. An S1-manifold that admits such a neighborhood is called regular. In [27], Jones
and Petrack prove
Theorem 2.2.2. If N is a regular S1-manifold, then the inclusion of the fixed point set
i : N0 → N induces an isomorphism
i∗ : h∗S1(N) ∼= h∗S1(N0).
Finite dimensional manifolds are regular, as is the loop space LM of a finite dimensional
manifold M . However, not all infinite dimensional S1-manifolds are regular [27].
For our purposes we only consider periodic S1-equivariant cohomology and completed
periodic S1-equivariant cohomology, though these cohomology theories can be defined for
any torus. A presentation of the general case can be found in [21, Ch. 10].
2.3 Super S1-equivariant cohomology
Although we cannot directly compare cohomology classes in H∗S1(N) and h
∗
S1(N), we may
compare them in a third S1-equivariant cohomology theory h¯∗S1(N), defined below.
Given a real parameter s, we may take the quotients Λ∗S1(N)[u, u
−1]]/(u − s) and
Λ∗S1(N)[u]/(u− s). This has the effect of setting u = s. In [4, §5], Atiyah and Bott prove
H∗(Λ∗S1(N)[u]/(u− s), d− siX) ∼= H∗(Λ∗S1(N)[u], d− uiX)/(u− s), (2.1)
H∗(Λ∗S1(N)[u, u
−1]]/(u− s), d− siX) ∼= H∗(Λ∗S1(N)[u, u−1]], d− uiX)/(u− s),
12
so that we may interchange setting u = s and taking the cohomology of our complex. We
may represent elements of these cohomology groups with differential forms because of
Proposition 2.3.1. Every element of Λ∗S1(N)[u]/(u+ 1) has a unique representative that
is purely a differential form (an element in Λ∗S1(N)[u] that depends on u as a degree zero
polynomial). The same holds for every element of Λ∗S1(N)[u, u
−1]]/(u+ 1).
Proof. Let
∑
k u
kαk + (u + 1) ∈ Λ∗S1(N)[u]/(u + 1), and consider
∑
k(−1)kαk + (u + 1).
Then
∑
k
ukαk −
∑
k
(−1)kαk =
∑
k
(uk − (−1)k)αk
=
∑
k
(u+ 1)(uk−1 − uk−2 + . . .+±1)αk
= (u+ 1)
∑
k
(uk−1 − uk−2 + . . .+±1)αk,
which implies that
∑
k u
kαk + (u + 1) =
∑
k(−1)kαk + (u + 1) in Λ∗S1(N)[u]/(u + 1). By
associating the representative
∑
k(−1)kαk with the differential form
∑
k(−1)kαk, we see
that we can represent every element of Λ∗S1(N)[u]/(u+ 1) by a pure differential form.
Moreover, this representation is unique. For if a and b are two such representatives, then
a− b ∈ (u+ 1). On the other hand, a− b ∈ Λ∗S1(N). Thus a− b ∈ (u+ 1)∩Λ∗S1(N) = {0},
proving that a = b.
The proof goes through without change in the case of Λ∗S1(N)[u, u
−1]].
There is another S1-equivariant cohomology theory described in [7], [27], and [47] which
we call super S1-equivariant cohomology.
Definition 2.3.1. Super S1-equivariant cohomology, written h¯∗S1(N), is the cohomology
of the complex (Λ∗S1(N), d+ iX). It has a Z/2Z grading given by the parity of forms.
Both H∗S1(N) and h
∗
S1(N) can be mapped into h¯
∗
S1 by setting u = −1. Let {Λ∗S1(N)[u]}k
and {Λ∗S1(N)[u, u−1]]}k denote the degree k subspaces of Λ∗S1(N)[u] and Λ∗S1(N)[u, u−1]]
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respectively and let
pk : {Λ∗S1(N)[u]}k → Λ∗S1(N)[u]/(u+ 1)
qk : {Λ∗S1(N)[u, u−1]]}k → Λ∗S1(N)[u, u−1]]/(u+ 1)
denote the two quotient maps. Interestingly, qk does not discard information, in the fol-
lowing sense.
Proposition 2.3.2. For any k, the maps
q2k : h
2k
S1(N)→ h¯evS1(N)
q2k+1 : h
2k+1
S1
(N)→ h¯oddS1 (N)
are isomorphisms.
Proof. We define a map r2k inverse to q2k : {Λ∗S1 [u, u−1]]}2k → ΛevenS1 (N). Recall that
ΛevenS1 (N) =
∏∞
n=0 Λ
2n
S1(N), so that an arbitrary ω ∈ ΛevenS1 (N) can be written ω =∑∞
n=0 ω2n. Set r2k(ω) =
∑∞
n=0 u
k−nω2n. In particular, deg r2k(ω) = 2k, so r2k : ΛevenS1 (N)→
{Λ∗S1(N)[u, u−1]]}2k. Similarly, any θ ∈ ΛoddS1 (N) can be written θ =
∑∞
n=0 θ2n+1. Define
r2k+1 : Λ
odd
S1 (N)→ {Λ∗S1(N)[u, u−1]]}2k+1 by r2k+1(θ) =
∑∞
n=0 u
k−nθ2n+1.
Given
∑∞
n=0 u
k−nω2n ∈ {Λ∗S1(N)[u, u−1]]}2k, we compute
r2kq2k(
∞∑
n=0
uk−nω2n) = r2k(
∞∑
n=0
ω2n) =
∞∑
n=0
uk−nω2n
Similarly, given
∑∞
n=0 ω2n ∈ ΛevenS1 (N), we compute
q2kr2k(
∞∑
n=0
ω2n) = q2k(
∞∑
n=0
uk−nω2n) =
∞∑
n=0
ω2n
Therefore r2k and q2k are inverses. A similar computation shows r2k+1 and q2k+1 are
inverses.
It is straightforward to check that (d − uiX)r2k = r2k+1(d + iX) and (d + iX)q2k =
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q2k+1(d − uiX), so r2k and q2k descend to isomorphisms on cohomology, and similarly for
r2k+1 and q2k+1.
2.4 Localization on the fixed-point set
This section is adapted from [27, §2]. Combining Theorem 2.2.2 and Proposition 2.3.2 we
have
Theorem 2.4.1. If N is a regular S1-manifold, then the inclusion of the fixed point set
i : N0 → N induces an isomorphism
i∗ : h¯∗S1(N) ∼= h¯∗S1(N0)
Remark 2.4.1. Note that on N0, d + iX = d, the de Rham differential, because X
vanishes on N0. Moreover, Λ
∗
S1(N0) = Λ
∗(N0), as the circle action is trivial. Therefore
h¯∗S1(N0) = H
even/odd(N0), the de Rham cohomology of N0, Z/2Z-graded by parity of forms.
In particular, suppose N = LM with the S1-action given by rotation of loops. Then
N0 = M , embedded as the subspace of constant loops.
Corollary 2.4.2. i∗ : h¯∗S1(LM)
∼= h¯∗S1(M) ∼= Heven/odd(M).
Thus a cohomology class in h¯∗S1(N) is determined by its restriction to the embedding
M ↪→ LM . We summarize these cohomology theories and the maps between them in the
following table and diagram.
H∗S1(N) h
∗
S1(N) h¯
∗
S1(N)
Equivariant Forms Λ∗S1(N)[u] Λ
∗
S1(N)[u, u
−1]] Λ∗S1(N)
Differential d− uiX d− uiX d+ iX
Localization - h∗S1(N)
∼= h∗S1(N0) h¯∗S1(N) ∼= h¯∗S1(N0)
References [6, 21] [19, 27] [3, 4, 7]
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HkS1(N) h
k
S1(N)
h¯
ev/odd
S1
(N)
pk
∼=
qk
2.5 S1-equivariant vector bundles
Let pi : E → N be a rank n complex vector bundle and suppose that S1 acts on E and N by
kˆθ and kθ respectively such that pi◦kˆθ = kθ◦pi and kˆθ acts by vector bundle automorphisms.
E
kˆθ−−−−→ Eypi ypi
N
kθ−−−−→ N
We call E → N an S1-equivariant vector bundle. S1 acts on Γ(E →M) by
(kΓθ s)(x)
def
= kˆθs(k−θx),
where s ∈ Γ(E → N) and x ∈ N . We say a connection ∇ on E is S1-invariant if
kˆΓθ∇ = ∇kˆΓθ . Following [6, Ch. 1], we may average a given connection ∇ by the S1-action,
∇ave =
∫ 1
S
(k−θ)Γ⊗T
∗M ∇ kΓθ dθ.
That is, if Y ∈ TxN ,
∇aveY s =
∫
S1
(k−θ)Γ∇kθ∗Y kΓθ s dθ.
It is straightforward to check that kΓθ∇ave = ∇avekΓθ , so ∇ave is S1-invariant. Thus we may
assume without loss of generality that our connection is S1-invariant.
With our S1-invariant connection ∇ave we can define the S1-equivariant curvature 2-
form, an extension of the ordinary curvature 2-form to the Cartan model. Let X be the
vector field on N induced by the circle action. We have the interior multiplication operator
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iX and the Lie derivative LX , related by Cartan’s formula LX = diX + iXd. We first define
the S1-equivariant connection, ∇S1 def= ∇ave − uiX . The S1-equivariant curvature 2-form
is
ΩS
1 def
= (∇S1)2 + uLX .
It is shown in [6, Ch. 7] that ΩS
1
belongs to Λ∗S1(N,End(E))[u], the Cartan model of
forms on N valued in End(E), and it has equivariant degree 2. With the S1-equivariant
curvature 2-form, the techniques of Chern-Weil theory extend to the equivariant set-up
and can be used to define S1-equivariant characteristic classes. In Chapter 4 we will be
primarily interested in the S1-equivariant Chern character,
chS
1
(E)
def
= Tr exp ΩS
1
,
an equivariantly closed form of mixed even degree.
2.6 S1-equivariant principal bundles
An alternative construction of S1-equivariant characteristic classes uses S1-equivariant
principal bundles. Throughout this section we follow [10]. A principal U(n)-bundle P
is S1-equivariant if S1 acts on P and N on the left such that the projection pi : P → N
is S1-equivariant and the left S1-action commutes with the right U(n)-action. Suppose we
have the same set-up of a S1-equivariant vector bundle E → N as in Section 2.5. Without
loss of generality we may assume that kˆθ : E → E is a unitary transformation (for an
arbitary metric on E can be averaged by the S1-action to produce a S1-invariant metric).
Then kˆθ defines an action on the unitary frame bundle FrE,
k˜θ(x, e1, . . . , en) = (kθx, kˆθe1, . . . , kˆθen).
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Moreover, the left S1-action and the right U(n)-action commute. A crucial point in Chapter
4 is that the structure group action and the S1-action do not commute for the infinite rank
bundles we consider, in contrast to this finite rank case. For that reason we now prove that
the actions commute. If θ ∈ S1 and a ∈ U(n),
Ra[k˜θ(x, e1, . . . , en)] = Ra(kθx, kˆθe1, . . . , kˆθen) = (kθx, (kˆθe1)a, . . . , (kˆθen)a)
= (kθx, (kˆθej)a
j
1, . . . , (kˆθej)a
j
n) = (kθx, kˆθ(eja
j
1), . . . , kˆθ(eja
j
n))
= k˜θ(x, eja
j
1, . . . , eja
j
n) = k˜θ[Ra(x, e1, . . . , en)],
proving Ra ◦ k˜θ = k˜θ ◦Ra. Thus FrE → N is an S1-equivariant principal U(n)-bundle.
FrE
k˜θ−−−−→ FrEy y
N
kθ−−−−→ N
Let ω ∈ Λ1(FrE, u(n)) be a connection 1-form. We will show that ωave def= ∫S1(k˜∗θω) dθ
is an S1-invariant connection 1-form, following Lemmas 2.6.1 and 2.6.2.
Lemma 2.6.1. Let A ∈ u(n) and let A∗ be its fundamental vector field. Then k˜θ∗(A∗|p) =
A∗|k˜θp, for p ∈ FrE.
Proof.
k˜θ∗(A∗|p) = d
dt
∣∣∣∣
t=0
k˜θ(p exp(tA)) =
d
dt
∣∣∣∣
t=0
(k˜θp) exp(tA) = A
∗|k˜θp.
Lemma 2.6.2. k˜∗θω is a connection 1-form.
Proof. We must show 1.) k˜∗θω(A
∗) = A for A ∈ u(n), and 2.) R∗a(k˜∗θω) = Ada−1(k˜∗θω) for
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a ∈ U(n). To verify 1.), we compute
(k˜∗θω)p(A
∗) = ωk˜θp(k˜θ∗(A
∗|p)) = ωk˜θp(A
∗|k˜θp) = A.
To verify 2.), note that commutativity of the group actions implies Ra∗k˜θ∗ = k˜θ∗Ra∗. We
compute
R∗a(k˜
∗
θω)(X) = ω(k˜θ∗Ra∗X) = ω(Ra∗k˜θ∗X)
= R∗aω(k˜θ∗X) = Ada−1ω(k˜θ∗X) = Ada−1(k˜
∗
θω)(X),
proving 2. Therefore k˜∗θω is a connection 1-form.
With these lemmas, the following proposition shows that we may average a connection
to produce an S1-invariant connection. In contrast to this finite dimensional case, we see
in Chapter 4 that the same construction fails for the S1-action on loop space.
Proposition 2.6.3. ωave =
∫
S1 k˜
∗
θω dθ is a S
1-invariant connection 1-form.
Proof. First we must show that ωave is a connection 1-form. We must check 1.) ωave(A∗) =
A for A ∈ u(n), and 2.) R∗aωave = Ada−1ωave. To verify 1.), we compute
ωave(A∗) =
∫
S1
(k˜∗θω)(A
∗) dθ =
∫
S1
Adθ = A.
To verify 2.), we compute
R∗aω
ave(Y ) = R∗a
∫
S1
k˜∗θω(Y )dθ =
∫
S1
R∗a(k˜
∗
θω)(Y )dθ
=
∫
S1
Ada−1(k˜
∗
θω)(Y )dθ = Ada−1
∫
S1
k˜∗θω(Y )dθ = Ada−1ω
ave(Y ).
Therefore ωave is a connection 1-form. Moreover, for a fixed θ0 ∈ S1,
k˜∗θ0ω
ave(X) =
∫
S1
k˜∗θ0 k˜
∗
θω(X)dθ =
∫
G
k˜∗θ′ω(X)dθ
′ = ωave(X),
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where θ′ = θ + θ0, proving that ωave is S1-invariant.
The moral of the story is that given an S1-equivariant vector bundle E → N , one can
produce an S1-invariant connection 1-form on FrE → N , so we may assume without loss
of generality that ω is S1-invariant.
The S1-equivariant curvature 2-form is
ΩS
1 def
= Ω− uω(X)
where Ω is the (ordinary) curvature 2-form of the connection ω and X is the vector field
on FrE induced by the S1-action. It is an equivariant extension of the ordinary curvature
2-form, belonging to Λ∗S1(FrE, u(n))[u] with equivariant degree 2. Letting D denote the
covariant exterior derivative associated to the connection ω, we have the equivariant Bianchi
identity
(D − uiX)ΩS1 = 0,
proven in [10]. With the equivariant Bianchi identity it is straightforward to check that
f(ΩS
1
) is equivariantly closed for any U(n)-invariant polynomial f . Recall that a form on
FrE is basic if it is U(n)-invariant and horizontal. Basic forms are precisely those forms
that descend to the base, i.e. those forms α ∈ Λ∗(FrE) such that α = pi∗β for some
β ∈ Λ∗(N). In Chapter 4 we see that the equivariant differential forms we define fail to be
basic, so for comparison’s sake we now recall the standard proof that f(ΩS
1
) is basic.
Proposition 2.6.4. If f is a U(n)-invariant polynomial, f(ΩS
1
) is basic.
Proof. We must show that f(ΩS
1
) is horitzontal and U(n)-invariant. Suppose v is a vertical
vector. Then ivΩ = ivω(X) = 0, and
ivf(Ω
S1) = f(ivΩ
S1) = 0,
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proving that f(ΩS
1
) is horizontal. In [10, §6], Bott and Tu show that for a ∈ U(n),
R∗aω(X) = Ada−1ω(X), (2.2)
from which it follows that R∗aΩS
1
= Ada−1Ω
S1 . Thus
R∗af(Ω
S1) = f(R∗aΩ
S1) = f(Ada−1Ω
S1) = f(ΩS
1
), (2.3)
proving that f(ΩS
1
) is U(n)-invariant.
In particular we see that Tr(ΩS
1
)k ∈ Λ∗S1(FrE)[u] is equivariantly closed and basic,
implying that Tr exp ΩS
1
= pi∗β for some β ∈ Λ∗S1(N)[u]. In fact, β = chS
1
(E), as
in Section 2.5. In this way one constructs S1-equivariant characteristic classes via S1-
equivariant principal U(n)-bundles.
Chapter 3
Loop space background
This chapter summarizes the basic definitions involved in the geometry and topology of the
loop space LM of a finite dimensional manifold M , emphasizing those aspects that relate
to the algebraic topology of loop spaces. In particular we present the de Rham model of
cohomology and the Cartan model of S1-equivariant cohomology. The reader is assumed
to be familiar with some functional analysis, especially common function space examples
of Hilbert and Banach spaces.
LM is an example of an infinite dimensional Fre´chet manifold, a topological space
locally modeled on an infinite dimensional Fre´chet space. We begin with a quick overview
of Fre´chet spaces and smooth maps of Fre´chet spaces in Section 3.1. Section 3.2 presents
the definition of a Fre´chet manifold. Although much of the familiar points of differential
topology do not hold for Fre´chet manifolds, ‘nice’ Fre´chet manifolds (a class defined later
that includes LM) enjoys a de Rham model of cohomology, discussed in this section as
well. The chapter ends with Section 3.3, where we define pushdown bundles over loop
space, a class of infinite rank bundles studied in Chapter 4.
Throughout this exposition we follow [17], [22], and [35].
3.1 Fre´chet spaces
In this section we present some basic notions about Fre´chet spaces needed to define Fre´chet
manifolds. Section 3.1.1 defines Fre´chet spaces and it provides some important examples.
Section 3.1.2 defines smooth maps of Fre´chet spaces and Section 3.1.3 defines differential
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forms on Fre´chet spaces. These notions provide the local picture of LM .
3.1.1 Basic definitions
Definition 3.1.1. A Fre´chet space is a locally convex topological vector space that is
Hausdorff, metrizable, and complete.
A locally convex topological vector space is a vector space whose topology is induced
by a family of semi-norms. Such a space is metrizable if and only if this collection may
be taken to be countable. Thus the topology of a Fre´chet space may be specified by a
sequence of semi-norms.
In the hierarchy of topological vector spaces considered in functional analysis, Hilbert
spaces are the best (in the sense that much of one’s intuition from Rn remains true),
followed by Banach spaces. Third in line comes Fre´chet spaces, where one is guaranteed
that the topology comes from a metric, though not necessarily a norm.
Example 3.1.1. Any Banach space is a Fre´chet space. The sequence of semi-norms may
be taken to be the single norm on the Banach space. In particular, Hilbert spaces and
finite dimensional vector spaces are examples of Fre´chet spaces.
Example 3.1.2. Let C∞2pi(R) be the topological vector space of smooth functions on R
that are 2pi-periodic, whose topology is induced by the sequence of semi-norms
‖f‖n def=
n∑
j=0
sup
x∈[0,2pi]
|f (j)(x)|.
This space is isomorphic to the Fre´chet space C∞(S1,R). One may analogously define
C∞(S1,Rn).
3.1.2 Smooth maps of Fre´chet spaces
Let E1 and E2 be Fre´chet spaces and let U1 ⊂ E1 and U2 ⊂ E2 be open. Suppose
f : U1 → U2.
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Definition 3.1.2. The Fre´chet derivative of f at x ∈ U in the direction v ∈ E1 is
Dfx(v)
def
= lim
h→0
f(x+ hv)− f(x)
h
.
If this limit exists, we say f is differentiable at x in the direction v. We say f is continuously
differentiable (C1) on U if f is differentiable at all x ∈ U in all directions v ∈ E1 and the
map Df : U × E1 → E2 is continuous.
Definition 3.1.3. The second derivative is
D2fx(v, w)
def
= lim
h→0
Dfx+hw(v)−Dfx(v)
h
.
If this limit exists, we say f is twice differentiable at x in the directions (v, w). We say f
is C2 on U if f is twice differentiable at all x ∈ U and all directions (v, w) ∈ E1 ×E1, and
D2f : U × E1 × E1 → E2 is continuous.
In general we may proceed in this way to define a Cr-map for any r [35]. We say
f : U1 → U2 is smooth (C∞) if it is Cr for all r ≥ 0.
3.1.3 Differential forms on Fre´chet spaces
Recall that for a Hilbert space H, H∗ ∼= H by the Riesz Representation Theorem. This
fact is one of the ways in which Hilbert spaces most closely conform to our intuition from
Rn. For a Banach space B, B∗ need not be isomorphic to B, though B∗ must at least be
a Banach space. The situation is considerably worse for Fre´chet spaces, since F ∗ is not
a Fre´chet space whenever F is a Fre´chet space but not also a Banach space. This fact
presents a subtle difficulty in defining a differential form on a Fre´chet manifold, which we
discuss in Section 3.2.2.
Following [35], we make the following definition.
Definition 3.1.4. Let U be an open subset of a Fre´chet space. A differential k-form on
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U ⊂ E is a smooth map
ω : U × E × . . .× E︸ ︷︷ ︸
k
→ C
which is k-linear and alternating in the last k variables.
The set of all smooth k-forms on U is written Λk(U). Although we have defined a
differential form to be C-valued, the definition can be modified in the obvious way for
R-valued differential forms.
Just as in finite dimensional vector spaces, we have an exterior derivative d : Λk(U)→
Λk+1(U) given by
dω(x, v1, . . . , vk+1)
def
=
k+1∑
i=1
(−1)k−1Dxω(x, v1, . . . , vˆi, . . . , vk+1)(vi).
It is straightforward to check that d2 = 0 (see [35, §II.2.3]). Many of the well-known
operations on differential forms carry over to this Fre´chet space setting, such as pull-backs
and wedge products, and so (Λ∗(U), d) has the structure of a differential graded algebra.
3.2 Fre´chet manifolds
We now define a Fre´chet manifold and present some basic notions that allow us to define
the de Rham cohomology and Cartan model for S1-equivariant cohomology of a Fre´chet
manifold. Section 3.2.1 states the definition of a Fre´chet manifold and presents a few
examples, in particular LM . Section 3.2.2 defines differential forms on a Fre´chet manifold,
leading to a de Rham complex and a de Rham theorem for ‘nice’ Fre´chet manifolds. Section
3.2.3 describes the S1-action on LM and states a theorem that the Cartan model computes
the S1-equivariant cohomology for ‘nice’ Fre´chet manifolds.
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3.2.1 Basic definitions
Definition 3.2.1. A Hausdorff topological space N is a topological Fre´chet manifold if
each x ∈ N has a neighborhood U and a continuous map φ : U → E, where E is a Fre´chet
space, such that φ is a homeomorphism onto its image.
A pair (U, φ) as above is called a chart. If x ∈ U such that φ(x) = 0 ∈ E, we say
(U, φ) is centered at x. Suppose (V, ψ) is another chart with U ∩ V 6= ∅. We call the map
φ ◦ ψ−1 : ψ(U ∩ V )→ φ(U ∩ V ) a transition map.
Definition 3.2.2. A Fre´chet manifold N is a Cr-manifold if it admits an atlas whose
transition maps are Cr. If N is a Cr-manifold for all r ≥ 0, we say N is a smooth (C∞)
manifold.
Example 3.2.1. Any finite dimensional manifold is a Fre´chet manifold, because Rn is a
Fre´chet space.
Example 3.2.2. Let N and M be finite dimensional manifolds with N compact. The
mapping space
Cr(N,M) = {f : N →M : f is a Cr-mapping}
is an infinite dimensional Fre´chet manifold with the topology of uniform convergence for a
map and all of its derivatives. [22, I.4]
Example 3.2.3. The mapping space LM
def
= C∞(S1,M) is an infinite dimensional Fre´chet
manifold we call the loop space of M . Manoharan [35, Ex. 2.2.7] proves that LM admits
the structure of a smooth Fre´chet manifold modeled on open subsets of C∞(S1,Rn). To
provide the reader with the local picture of LM , we now construct a chart centered at
γ0 ∈ LM .
Choose a Riemannian metric g onM . Fix γ0 ∈ LM and let U ⊂ LM be a neighborhood
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of γ0 given by ‘short curves’
U = {γ : γ(θ) = expγ0(θ)X(θ), |X(θ)| < },
where  > 0 is chosen to be less than the injectivity radius of expγ(θ) for all θ ∈ S1. Similarly,
let V ⊂ γ∗TM → S1 be the neighborhood of the zero section of the bundle γ∗TM → S1
consisting of curves α such that |α(θ)| <  for all θ ∈ S1. We define φ : V → U by
ψ(α)(θ) = expγ(θ) α(θ).
Set φ = ψ−1. It is proven in [35, Ex. 2.2.7] that (U, φ) forms a chart centered at γ0.
Thus LM is locally modeled on an open subset of the Fre´chet space Γ(γ∗0TM → S1).
When M is orientable, Γ(γ∗0TM → S1) ∼= C∞(S1,Rn), and so locally LM looks like the
Fre´chet space in Example 3.1.2.
Definition 3.2.3. Let N1 and N2 be smooth Fre´chet manifolds and f : N1 → N2. We
say f is smooth if for all x ∈ N1 there is a chart (U1, φ1) containing x and a chart (U2, φ2)
containing f(x) such that fˆ = φ2 ◦ f ◦ φ−11 : φ1(U1)→ φ2(U2) is smooth.
Example 3.2.4. Let M1 and M2 be two finite dimensional manifolds and let f : M1 →M2
be smooth. f induces a map f˜ : LM1 → LM2 given by
f˜(γ)(t) = (f ◦ γ)(t),
and f˜ is a smooth map of loop spaces [22, Ex. 4.4.5].
3.2.2 Differential forms and de Rham cohomology
Because F ∗ is not a Fre´chet space whenever F is a Fre´chet space that is not also a Banach
space, we must take care in defining a differential form on a Fre´chet manifold. For we
cannot expect T ∗N to be a Fre´chet manifold and consequently we cannot define a 1-form
to be a smooth section of T ∗N → N (since we have no appropriate notion of a smooth
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section in this context). To circumvent this difficulty, we opt for a local definition of
differential forms.
Let N be a smooth manifold with an atlas {(Uα, φα)}. Following [35], we make the
following
Definition 3.2.4. A smooth differential k-form on N is a collection of smooth differential
k-forms {ωα}, where ωα is defined over Uα, such that i∗ωβ = j∗ωα whenever i : Uα ∩Uβ →
Uβ and j : Uα ∩ Uβ → Uα are inclusion maps.
We define i∗αω = ωα for the inclusion i : Uα → N . We denote the set of all smooth
k-forms as Λk(M). Just as with finite dimensional manifolds we define the de Rham
cohomology groups
HkdR(N)
def
= {ker d : Λk(N)→ Λk+1(N)}/{im d : Λk−1(N)→ Λk(N)}.
Suppose {Uα} is an open cover of N . We say {Uα} is a good cover if every finite intersection
Uα1 ∩ . . . ∩ Uαm is diffeomorphic to a star-shaped open subset of a Fre´chet space.
Theorem 3.2.5. If M admits a good cover and a partition of unity subordinate to that
cover, then H∗dR(N) ∼= H∗(N ;C).
This theorem follows from Proposition 8.8 of [9]. In particular, LM admits a good cover
and a partition of unity subordinate to that cover, so we conclude that de Rham cohomology
may be used to compute the cohomology of loop spaces. See [35, §2.5] for details. This
fact motivates our strategy throughout this dissertation of studying characteristic classes
on LM by Chern-Weil techniques.
3.2.3 S1-action and equivariant cohomology
S1 acts on LM by k : S1 × LM → LM given by
(ksγ)(t) = γ(s+ t),
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for s, t ∈ S1 and γ ∈ LM . For this reason we consider H∗S1(LM), the S1-equivariant
cohomology of LM . In Chapter 4, we attempt to construct S1-equivariant characteristic
classes on LM using the Cartan model of equivariant forms, which is justified by
Theorem 3.2.6 (Cartan-Manoharan Theorem). H∗(CS1(LM), d− uiX) ∼= H∗S1(LM ;C).
See [34] for a proof.
The fixed point set of a group action plays an important role in equivariant cohomology,
as evidenced by the localization theorems of Chapter 2. An intriguing feature of this
S1-action on LM is that its fixed point set is M itself, embedded as the subspace of
constant loops. The inclusion j : M → LM induces a map j∗ : H∗S1(LM) → H∗(M),
and for this reason we ask that our S1-equivariant characteristic classes on LM extend the
corresponding ordinary characteristic classes on M .
3.3 Pushdown bundle basics
Let pi : E → M be a rank n complex vector bundle over M , a finite dimensional smooth
manifold. Suppose that E comes equipped with a hermitian metric and a metric connection
∇. The evaluation map ev : LM × S1 → M is given by ev(γ, θ) = γ(θ). We form
the pullback bundle ev∗E → LM × S1, a rank n bundle over LM × S1. Letting pi1 :
LM × S1 → LM denote the projection on the first factor, we form the pushdown bundle
pi1∗ev∗E = E → LM .
ev∗E ev
∗−−−−→ Ey y
LM × S1 ev−−−−→ Mypi
E = pi1∗ev∗E −−−−→ LM
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The pushdown bundle is an infinite rank bundle over LM , with fiber
Eγ = Γ(γ∗E → S1) = {s : S1 → E : s(θ) ∈ Eγ(θ)},
given the Fre´chet topology. In fact, E is isomorphic to the bundle p˜i : LE → LM , where
LE is the loop space of E and whose projection is given by p˜i(γ) = pi ◦ γ.
A trivialization of E near γ0 ∈ LM may be obtained in the following way. Again, let
U ⊂ LM be a neighborhood of γ0 given by ‘short curves’
U = {γ : γ(θ) = expγ0(θ)X(θ), |X(θ)| < },
where  > 0 is chosen to be less than the injectivity radius of expγ(θ) for all θ ∈ S1. Note
Eγ0 def= Γ(γ∗0E → S1) ∼= Γ(S1 × Cn → S1) ∼= LCn
where the first isomorphism follows from the fact that any rank n complex vector bundle
over S1 is trivial. Notice, however, that the isomorphism is not canonical as it depends
on the trivialization of γ∗0E → S1. Suppose γ ∈ U. Then γ(θ) = expγ0(θ)X(θ) for some
vector field X(θ) along γ0, and for each θ ∈ S1 there is a curve cθ(t) : [0, 1] → M given
by cθ(t) = expγ0(θ) tX(θ). This curve begins at cθ(0) = γ0(θ) and ends at cθ(1) = γ(θ).
Thus we have an isomorphism ‖cθ : Eγ(θ) → Eγ0(θ) given by parallel translation ‘backwards’
along cθ.
We define an isomorphism Tγ : Eγ → Eγ0 in the following way. Given s(θ) ∈ Eγ , we set
Tγs(θ) =‖cθ s(θ).
Thus T defines a local trivialization, T : E|U → U × Eγ0 , given by (γ, s) 7→ (γ, Tγs).
Remark 3.3.1. Because Eγ0 ∼= LCn (non-canonically), we may define a trivialization
E|U → U × LCn.
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Next we examine the transition functions between trivializations. Suppose γ1 ∈ LM
and Vδ ⊂ LM is a neighborhood of γ1 given by ‘short curves.’ We may define another
trivialization T̂ : E|Vδ → Vδ × Eγ1 in the same way. That is, given γ ∈ Vδ, for each
θ ∈ S1 there is a curve dθ(t) = expγ1(θ) tY (θ) beginning at dθ(0) = γ1(θ) and ending at
dθ(1) = γ(θ). Then we define T̂γ as above. Suppose further that U ∩ Vδ 6= ∅ and we have
the trivializations
U ∩ Vδ × Eγ1 T̂←− E|U∩Vδ T→ U ∩ Vδ × Eγ0 .
Consider the transition function T ◦ T̂−1. If s(θ) ∈ Eγ1 ,
T ◦ T̂−1s(θ) = T ‖−1dθ s(θ) =‖cθ‖
−1
dθ
s(θ).
Notice that ‖cθ‖−1dθ : Eγ1(θ) → Eγ0(θ) is an isometry of finite dimensional vector spaces.
Suppose we take a frame {ei(θ)} for γ∗0E → S1 and a frame {e˜i(θ)} for γ∗1E → S1. For
each θ ∈ S1, ‖cθ‖−1dθ e˜i(θ) = u
j
i (θ)ej(θ) where u
j
i (θ) ∈ C. Moreover, because ‖cθ‖−1dθ is an
isometry, u(θ) = (uji (θ)) ∈ U(n) for each θ. The parallel translation operators ‖cθ and ‖dθ
depend smoothly on θ, implying that u(θ) ∈ LU(n). Using the isomorphism Eγi ∼= LCn
(i = 0, 1) determined by our local frames, we may write T ◦ T̂−1 : LCn → LCn,
T ◦ T̂−1(f1(θ), . . . , fn(θ)) 7→ (u1j (θ)f j(θ), . . . , unj (θ)f j(θ)).
Written in vector notation f(θ) = (f1(θ), . . . , fn(θ)),
T ◦ T̂−1f(θ) = u(θ)f(θ).
In particular we have shown that E admits the structure group LU(n). Because the natural
representation of LU(n) on LCn is smooth with respect to the Fre´chet topology [22, §2,
Theorem 2.3.3], we see that E is a Fre´chet bundle.
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Remark 3.3.2. These definitions remain essentially unchanged for oriented real bundles
over M . In particular, if M is oriented, TLM ∼= LTM , and
TγLM ∼= Γ(γ∗TM → S1) ∼= LRn.
For this reason we say the tangent bundle to LM is a pushdown bundle.
Chapter 4
Equivariant Chern-Weil theory on pushdown
bundles
In this chapter we attempt to construct S1-equivariant characteristic classes on LM by
S1-equivariant Chern-Weil techniques on pushdown bundles and their associated frame
bundles. In Section 4.1 we try to apply the S1-equivariant Chern-Weil techniques via a
covariant derivative on the pushdown bundle as attempted in [32, §3]. These techniques
fail for subtle reasons not present in the finite dimensional case. In Section 4.2 we attempt
to apply S1-equivariant Chern-Weil techniques via the principal LU(n)-bundle LFrE, and
in this set-up it becomes clearer why these techniques fail.
Bismut [7] circumvented this difficulty with his contruction of BCh, a characteristic class
on LM built by a modification of techniques from Section 2.6 and Section 4.2, and in Section
4.3 we recall its construction. However, BCh does not define a class in H∗S1(LM), but rather
a class in h¯S1(LM). In Section 4.4 we present another partial salvage to this approach,
accomplished by restricting our attention to pushdown bundles that admit a reduction
of their structure group to L0U(n), the connected component of LU(n) containing the
identity. On these bundles, S1-equivariant Chern-Weil techniques define an S1-equivariant
first Chern class cS
1
1 (E). Although non-trivial examples of cS
1
1 (E) are unknown to the
author, we present a criterion that may detect when cS
1
1 (E) 6= 0.
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4.1 Equivariant curvature operators
In this section we construct the S1-equivariant curvature operator via a covariant derivative
on E . However, we see that the S1-equivariant Chern-Weil techniques outlined in Section
2.5 fail to define S1-equivariant characteristic classes on LM .
There is a natural isomorphism ψ : Γ(E → LM) → Γ(ev∗E → LM × S1) given by
ψ(s) = s˜, where s and s˜ are related by
s˜(γ, θ) = s(γ)(θ).
Under this isomorphism, an operator D on Γ(E → LM) is associated to an operator D˜ on
Γ(ev∗E → LM × S1).
Γ(E → LM) D−−−−→ Γ(E → LM)yψ yψ
Γ(ev∗E → LM × S1) D˜−−−−→ Γ(ev∗E → LM × S1)
We call an operator D on Γ(E → LM) a pointwise endomorphism if for all γ ∈ LM
there is a bundle endomorphism Dγ ∈ End(γ∗E → S1) such that (Ds)(γ) = Dγs(γ) for
s ∈ Γ(E → LM).
Proposition 4.1.1. An operator D on Γ(E → LM) is a pointwise endomorphism if and
only if its associated operator D˜ is linear over C∞(LM × S1).
Proof. First suppose D˜ is linear over C∞(LM × S1). Let f ∈ C∞(LM × S1) and s ∈
Γ(E → LM). Then
D(fs)(γ)(θ) = D˜(fs˜)(γ, θ) = fD˜s˜(γ, θ) = fDs(γ)(θ).
Let (γ0, θ0) ∈ LM ×S1 be fixed. We may take a sequence fn of smooth bump functions on
LM×S1 whose support shrinks to (γ0, θ0) to conclude that Ds(γ0)(θ0) = Dγ0(θ0)s(γ0)(θ0),
for some Dγ0(θ0) ∈ EndEγ0(θ0), showing that Dγ0 ∈ End(γ∗E → S1).
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Conversely, suppose that D is a pointwise endomorphism. Then Dγ ∈ End(γ∗E → S1)
for all γ ∈ LM , and if f ∈ C∞(LM × S1) and s ∈ Γ(E → LM),
D(fs)(γ)(θ) = Dγ(θ)f(γ, θ)s(γ)(θ) = f(γ, θ)Dγ(θ)s(γ)(θ)
= f(γ, θ)Ds(γ, θ) = fDs(γ)(θ).
In particular, our calculation shows D˜(fs˜) = fD˜s˜, proving our claim.
If D is a pointwise endomorphism, we may take its leading order trace
TrD(γ)
def
=
∫
S1
trDγ(θ)dθ.
It is straightforward to check that Tr defines a trace on the collection of pointwise endo-
morphisms.
A connection ∇ on E induces a connection ∇E on E → LM , defined as follows. Suppose
s ∈ Γ(E), γ ∈ LM , θ ∈ S1, and Y ∈ TγLM . Then we define ∇E by the equation
(∇EY s)γ(θ) = [(ev∗∇E)(Y,0)s˜](γ,θ).
Thus ∇E is the operator on Γ(E → LM) associated to ev∗∇ on Γ(ev∗E → LM × S1).
S1 acts on LM by rotation of loops, (kθ0γ)(θ) = γ(θ+ θ0), and it acts on E by rotation
of sections, (kˆθ0s)(θ) = s(θ + θ0) ∈ E|kθ0γ . These actions are compatible,
E kˆθ−−−−→ Ey y
LM
kθ−−−−→ LM
which means E → LM is an S1-equivariant bundle. Thus we have an S1-action on Γ(E →
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LM),
(kΓθ0s)γ(θ)
def
= (kˆθ0s)(k−θ0γ)(θ) = s(k−θ0γ)(θ + θ0).
We average ∇E by the S1-action to produce an S1-invariant connection,
∇ave = 1
2pi
∫
S1
kΓ⊗T
∗LM
−θ ∇E kΓθ dθ,
as in Section 2.5. Let X be the vector field on LM induced by the S1-action. We define
the S1-equivariant connection ∇S1 = ∇ave − uiX on E → LM , and the S1-equivariant
curvature (∇S1)2 + uLX = ΩS1 ∈ Λ∗S1(LM,End(E))[u]. If ΩS
1
takes values in pointwise
endomorphisms we may follow the S1-equivariant Chern-Weil techniques of Section 2.5 and
define the S1-equivariant characteristic forms
Tr(ΩS
1
)k =
1
2pi
∫
S1
tr(ΩS
1
γ(θ))
k dθ,
and an S1-equivariant Chern character Tr exp ΩS
1
. For this reason, we must determine
whether ΩS
1
takes values in pointwise endomorphisms of Γ(E → LM). We may write
ΩS
1
= ΩS
1
[2] + uΩ
S1
[0] , where Ω
S1
[k] ∈ ΛkS1(LM,End E) and ΩS
1
[0] = −[iX ,∇] + LX . Here [·, ·]
denotes the superbracket as in [6]. If α ∈ Λ∗(LM) and s ∈ Γ(E → LM),
(−[iX ,∇ave] + LX)(α⊗ s) = −iX∇ave(α⊗ s)−∇aveiX(α⊗ s) + LX(α⊗ s)
= (−iXdα)⊗ s− (−1)|α|(iXα) ∧∇aves− α⊗∇aveX s
− (diXα)⊗ s− (−1)|α|−1(iXα) ∧∇aves
+ (LXα)⊗ s+ α⊗ (LXs)
= α⊗ (LX −∇aveX )s.
Let D = LX−∇aveX . By Proposition 4.1.1, ΩS
1
[0] takes values in pointwise endomorphisms
if and only if the associated operator D˜ is linear over C∞(LM × S1). Suppose s ∈ Γ(E →
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LM) and f ∈ C∞(LM × S1). By definition,
LX(fs) = d
dθ
∣∣∣∣
θ=0
kΓ−θ(fs).
The S1-action on Γ(E → LM) induces an S1-action on Γ(ev∗E → LM × S1) and an
S1-action on C∞(LM × S1) by
k˜Γθ0 s˜(γ, θ) = s˜(k−θ0γ, θ + θ0), kθ0f(γ, θ) = f(k−θ0γ, θ + θ0).
These S1-actions are determined by the requirement that kΓθ0(fs) = (kθ0f)(k˜
Γ
θ0
s˜), as
kΓθ0(fs)(γ)(θ) = f(k−θ0γ, θ + θ0)s(k−θ0γ)(θ + θ0)
= f(k−θ0γ, θ + t)s˜(k−θ0γ, θ + θ0) = (kθ0f)(k˜
Γ
θ0 s˜)(γ, θ).
With these S1-actions we have
LX(fs) = d
dθ
∣∣∣∣
θ=0
kΓ−θ(fs) =
d
dθ
∣∣∣∣
θ=0
(k−θf)(k˜Γ−θs˜)
=
d
dθ
∣∣∣∣
θ=0
f(kθγ, θ0 − θ)s˜(ktγ, θ0 − θ) =
[(
X − ∂
∂θ
)
f
]
s+ fLXs.
Thus we have shown that the associated operator L˜X satisfies
L˜X(fs˜) =
[(
X − ∂
∂θ
)
f
]
s˜+ f L˜X s˜.
On the other hand, we now consider the operator associated to ∇aveY .
∇˜aveY (fs) =
∫
S1
kΓ−θ∇˜EkθY kΓθ (fs) dθ
=
∫
S1
k˜Γ−θev
∗∇E(kθY,0)(kθf)(k˜Γθ s˜) dθ
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=
∫
S1
k˜Γ−θ
([
(kθY )(kθf)
]
(k˜Γθ s˜) + (kθf)ev
∗∇E(kθY,0)(k˜Γθ s˜)
)
dθ (4.1)
=
∫
S1
k˜−θ
[
(kθY )(kθf)
]
k˜Γ−θk˜
Γ
θ s˜+ (k−θkθf)k˜
Γ
−θev
∗∇E(kθY,0)(k˜Γθ s) dθ
=
(∫
S1
k−θ
[
(kθY )(kθf)
]
dθ
)
s+ f∇˜aveY s.
If Y ∈ TγLM , (kθY, 0) ∈ TkθγLM⊕Tθ0S1 = T(kθγ,θ0)LM×S1. Suppose X = dd
∣∣
=0
γ(),
for some curve γ() with γ(0) = γ. Writing (kθY, 0) as kθY , we have
(kθY )
∣∣∣∣
(kθγ,θ0)
(kθf) =
d
d
∣∣∣∣
=0
(kθf)(kθγ(), θ0) =
d
d
∣∣∣∣
=0
f(k−θkθγ(), θ0 + θ)
=
d
d
∣∣∣∣
=0
f(γ(), θ0 + θ) = Y
∣∣∣∣
(γ,θ0+θ)
f.
Therefore
k−θ[(kθY )(kθf)]
∣∣∣∣
(γ,θ0)
= (kθY )
∣∣∣∣
(kθγ,θ0−θ)
(kθf) = Y
∣∣∣∣
(γ,θ0)
f,
and we have
∫
S1
k−θ[(kθY )(kθf)] dθ =
∫
S1
Y f dθ = Y f. (4.2)
Combining equations (4.1) and (4.2), we have shown that
∇˜aveY (fs˜) = (Y f)s˜+ f∇˜aveY s˜.
In particular, we have
D˜(fs˜) = L˜X(fs˜)− ∇˜aveX (fs˜) =
[(
X − ∂
∂θ
)
f
]
s˜+ f L˜X s˜− (Xf)s˜− f∇˜aveX s˜
= −
(
∂
∂θ
f
)
s˜+ f(L˜X − ∇˜aveX )s˜ = −
(
∂
∂θ
f
)
s˜+ fD˜s˜.
This computation shows that D˜ is not linear over C∞(LM × S1), proving that D is not
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valued in pointwise endomorphisms. Thus we cannot take the leading order trace of (ΩS
1
)k.
This approach was done incorrectly in [32, §3].
S1-equivariant Chern-Weil theory requires a trace functional on (ΩS
1
)k, for all k ≥ 0.
Our calculations demonstrate that ΩS
1
is valued in first order operators, implying our set-
up requires a trace defined on some algebra of operators that includes differential operators
of arbitrary order. Our leading order trace is not defined on this algebra and so it does not
define characteristic forms. An alternative approach may be through the Wodzicki residue,
resW , which is essentially the only trace on the full algebra of classical pseudodifferential
operators. However, resW defines characteristic forms that do not extend the ordinary
characteristic forms under the inclusion M ↪→ LM . (See [40] and [33] for a discussion of
resW and Wodzicki-Chern classes.) Such S
1-equivariant Chern-Weil constructions using
resW may prove an interesting direction for future work.
In summary, S1-equivariant Chern-Weil techniques do not construct S1-equivariant
characteristic classes on LM because (ΩS
1
)k takes values in an algebra of operators that
does not admit a suitable trace, an analytic obstacle unique to infinite dimensional opera-
tors.
4.2 Principal LU(n)-bundle approach
Let pi : FrE → M be the unitary frame bundle of E. It is a principal U(n)-bundle over
M . Moreover, it is shown in [44, Theorem 4.6] that p˜i : LFrE → LM admits the structure
of a principal LU(n)-bundle, where p˜i(γ) = pi ◦ γ. Because LU(n) is the structure group of
E , we may consider LFrE to be the frame bundle of E . This idea is made precise in [44,
§4.3] and [38, §2].
The S1-action on LFrE covers the S1-action on LM .
LFrE
kθ−−−−→ LFrEy y
LM
kθ−−−−→ LM
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The S1-action on LFrE induces a vector field on LFrE, which we also write as
X. A connection 1-form ω ∈ Λ1(FrE, u(n)) on FrE induces a connection 1-form ω˜ ∈
Λ1(LFrE,Lu(n)) on LFrE given by
ω˜(Y (θ))
∣∣
θ=θ0
= ω(Y (θ0)),
for Y (θ) ∈ TγLFrE. Notice that if θ0 ∈ S1, a ∈ LU(n), and γ ∈ LFrE, we have
[Ra(kθ0γ)](θ) = γ(θ + θ0)a(θ),
[kθ0(Raγ)](θ) = γ(θ + θ0)a(θ + θ0),
proving Ra ◦ kθ0 6= kθ0Ra.
Thus the S1-action and the LU(n)-action do not commute. This is a significant depar-
ture from the finite dimensional case and we now explore its consequences.
Lemma 4.2.1. Let A(θ) ∈ Lu(n) and let A(θ)∗ be its fundamental vector field on LFrE.
For θ0 ∈ S1, kθ0∗(A(θ)∗|γ) = A(θ + θ0)|kθ0γ.
Proof.
kθ0∗(A(θ)
∗|γ) = d
dt
∣∣∣∣
t=0
kθ0(γ(θ) · exp(tA(θ)))
=
d
dt
∣∣∣∣
t=0
γ(θ + θ0) · exp(tA(θ + θ0)) = A(θ + θ0)∗|kθ0γ
One should compare this lemma to Lemma 2.6.1. The difference arises because S1 acts
on LU(n), a subtlety absent in the finite dimensional case. A consequence of this difference
is
Lemma 4.2.2. k∗θ0ω˜ is not a connection 1-form on LFrE → LM .
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Proof. Suppose, to the contrary, that k∗θ0ω˜ were a connection 1-form. Then for A(θ) ∈
Lu(n), k∗θ0ω˜(A(θ)
∗) = A(θ). However, using Lemma 4.2.1 we compute
(k∗θ0ω˜)γ(A
∗(θ)) = ω˜kθ0γ(kθ0∗A(θ)
∗|γ) = ω˜kθ0γ(A(θ + θ0)
∗|kθ0γ) = A(θ + θ0).
Therefore k∗θ0ω˜ is not a connection 1-form.
The moral is that our standard procedure of averaging a connection 1-form by the
S1-action does not work in the loop space setting. Even stronger, we have
Proposition 4.2.3. LFrE does not admit an S1-invariant connection 1-form.
Proof. Suppose, to the contrary, that µ ∈ Λ1(LFrE,Lu(n)) is an S1-invariant connection
1-form. Then k∗θ0µ = µ for all θ0 ∈ S1. Let A(θ) ∈ Lu(n) and let A(θ)∗ be its fundamental
vector field on LFrE. Because µ is a connection 1-form, µ(A(θ)∗) = A(θ). By S1-
invariance,
(k∗θ0µ)(A(θ)
∗) = µ(A(θ)∗) = A(θ). (4.3)
On the other hand,
(k∗θ0µ)(A(θ)
∗) = µ(kθ0∗A(θ)
∗) = µ(A(θ + θ0)∗) = A(θ + θ0).
contradicting equation (4.3). Therefore LFrE does not admit an S1-invariant connection
1-form.
Nevertheless, in analogy with Section 2.6, we consider Ω˜−uω˜(X), an equivariant 2-form
valued in Lu(n). Theorem 3.5 of [7] states
Dω˜(X) + iXΩ˜ = 0,
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from which we see that
(D − uiX)(Ω˜− uω˜(X)) = DΩ˜− uDω˜(X)− uiXΩ˜ + u2iX ω˜(X) = 0,
proving that the equivariant Bianchi identity holds.
Theorem 4.2.4. Tr(Ω˜− uω˜(X))k is equivariantly closed for all k ≥ 0. Moreover, the S1-
equivariant cohomology class [Tr(Ω˜−uω˜(X))k] ∈ H2kS1(LFrE) is independent of connection
on FrE.
Proof. To prove the first claim, we note that
(d− uiX)Tr(Ω˜− uω˜(X))k = Tr(D − uiX)(Ω˜− uω˜(X))k = 0.
To prove the second claim, suppose ω0 and ω1 are two connections on FrE with induced
connections ω˜0 and ω˜1. Let α = ω˜1 − ω˜0, ω˜t = ω˜0 + tα˜, and let Ω˜t be the curvature of ω˜t.
It is standard that Dtα =
d
dt Ω˜t [30, Ch. XII, Lemma 4]. It follows that
(Dt − uiX)α = d
dt
(Ω˜t − uω˜t(X)).
Therefore
(d− uiX)kTr
(
α ∧ (Ω˜t − uω˜t(X))k−1
)
= kTr(Dt − uiX)
(
α ∧ (Ω˜t − uω˜t(X))k−1
)
= kTr
(
((Dt − uiX)α) ∧ (Ω˜t − uω˜t(X))k−1
)
= kTr
(
d
dt
(Ω˜t − uω˜t(X)) ∧ (Ω˜t − uω˜t(X))k−1
)
=
d
dt
Tr(Ω˜t − uω˜t(X))k,
and so
(d− uiX)
∫ 1
0
kTr(α ∧ (Ω˜t − uω˜t(X))k−1dt =
∫ 1
0
d
dt
Tr(Ω˜t − uω˜t(X))kdt
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= Tr(Ω˜1 − uω˜1(X))k − Tr(Ω˜0 − uω˜0(X))k.
Thus we have a sequence of S1-equivariant cohomology classes [Tr(Ω˜ − uω˜(X))k] ∈
H2kS1(LFrE). We find, however, that these S
1-equivariant cohomology classes do not de-
scend to LM , in contrast to the finite dimensional case presented in Section 2.6. This
follows from Theorem 3.5 of [7], which states that for a ∈ LU(n),
(R∗aω(X))(θ) = Ada(θ)−1ω(X) + a(θ)
−1a˙(θ). (4.4)
This formula differs from equation (2.2), which is the key property used to prove Propo-
sition 2.6.4. This is an important difference between the finite dimensional and infinite
dimensional cases. As a result, we see that
R∗aTr(Ω˜− uω˜(X)) = Tr (R∗aΩ˜− uR∗aω˜(X)
= Tr(Ada−1Ω˜− uAda−1ω˜(X)− ua−1a˙)
= Tr(Ω˜− uω˜(X))− uTr a−1a˙
= Tr(Ω˜− uω˜(X))− u 1
2pi
∫
S1
tr a−1a˙ dθ (4.5)
= Tr(Ω˜− uω˜(X))− uiW (det a)
6= Tr (Ω˜− uω˜(X)),
where W (det a) is the winding number of det a : S1 → S1. The last equality follows because
∫
S1
tr a−1a˙ dθ =
∫
S1
tr
d
dt
log a dθ =
∫
S1
d
dt
log det a dθ = 2piiW (det a).
This calculation proves that Tr(Ω˜− uω˜(X)) is not LU(n)-invariant. Therefore Tr(Ω˜−
uω˜(X)) is not basic, i.e. Tr(Ω˜−uω˜(X)) 6= pi∗β for all β ∈ Λ∗S1(LM)[u], and the equivariant
differential forms Tr(Ω˜− uω˜(X))k do not define characteristic classes on LM . Instead, we
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have an S1-equivariant Chern character on LFrE, chS
1
(E) = Tr exp(Ω˜−uω˜(X))k, defining
an S1-equivariant characteristic class [chS
1
(E)] ∈ H∗S1(LFrE).
The author is not aware of examples in which [Tr(Ω˜− uω˜(X))k] is non-trivial.
In summary, this alternative construction via a principal LU(n)-bundle fails because the
S1-action does not commute with the LU(n)-action. In contrast to the construction via a
covariant derivative, this obstacle is not unique to infinite dimensions, since commutativity
of the group actions is required for equivariant Chern-Weil techniques on finite dimensional
manifolds, outlined in Chapter 2.
It is instructive to compare this construction with [7, Remark 2], where Bismut reformu-
lates this construction on a principal LU(n)oS1-bundle over LM for which the S1-action
commutes with the structure group action. In this set-up, we must find a trace on the Lie
algebra of LU(n)oS1 to define characteristic forms. The Lie algebra of LU(n)oS1 is iso-
morphic to the collection of differential operators given by b ddθ+A(θ) acting on C
∞(S1,Cn),
where b ∈ R and A(θ) ∈ u(n), so we find the same obstacle of requiring a suitable trace on
operators on this infinite dimensional space.
4.3 Bismut’s approach
For comparison we present Bismut’s construction of BCh [7] to provide an example of how
S1-equivariant Chern-Weil techniques have been modified for the loop space setting. Given
γ ∈ LFrE, let H(t) be the solution to the integral equation
H(t) = Id+
∫ t
0
H(v)(Ωγ(v) + ω(X))dv. (4.6)
H(t) is a power series of even-degree S1-invariant differential forms valued in Lu(n). In [7,
Theorem 3.7] Bismut proves
(D + iX)H = 0, (R
∗
aH)(t) = a(0)
−1H(t)a(t), (4.7)
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for a ∈ LU(n). The second equation in (4.7) is the key to showing that BCh defines a
class on LM , in contrast to the equivariant differential forms in Section 3.3 defined by
S1-equivariant Chern-Weil techniques, so we prove it now.
Equation (4.4) says
R∗a(ω(X) + Ω) = Ada−1(ω(X) + Ω) + a
−1a˙.
Combining this equation with (4.6), we see that R∗aH satisfies the integral equation
(RaH)(t) = Id+
∫ t
0
(RaH)(v)Ada−1(ω(X) + Ω) + (RaH)(v)a
−1(v)a˙(v)dv. (4.8)
Thus to prove the second equation in (4.7), we need to check that a−1(0)H(t)a(t) satisfies
equation (4.8). Using (4.6),
d
dt
[
a−1(0)H(t)a(t)
]
= a−1(0)
(
d
dt
H(t)
)
a(t) + a−1(0)H(t)a˙(t)
= a−1(0)H(t)(ω(X) + Ω)a(t) + a−1(0)H(t)a(t)a−1(t)a˙(t)
=
[
a−1(0)H(t)a(t)
]
a−1(t)(ω(X) + Ω)a(t) +
[
a−1(0)H(t)a(t)
]
a−1(t)a˙(t).
Moreover,
a−1(0)H(0)a(0) = a−1(0)(Id)a(0) = Id,
proving that a−1(0)H(t)a(t) satisfies (4.8). Therefore (R∗aH)(t) = a−1(0)H(t)a(t).
In particular, because a(0) = a(1) for a ∈ LU(n), we see that
R∗a trH(1) = trR
∗
aH(1) = tr[a(0)
−1H(1)a(1)] = trH(1),
proving TrH(1) is LU(n)-invariant. Moreover it is clear that trH(1) is a horizontal form,
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because Ω and ω(X) are horizontal. Therefore TrH(1) = p˜i∗β for some β ∈ Λ∗S1(LM) and
we define β to be BCh. It follows from the first equation in (4.7) that BCh is closed with
respect to the differential d+ iX , so BCh defines a cohomology class in h¯
∗
S1(LM).
In this way Bismut modifies the S1-equivariant Chern-Weil construction of the Chern
character to produce an LU(n)-invariant differential form, salvaging the techniques of S1-
equivariant Chern-Weil theory that fail because the S1 and LU(n) actions on LFrE do
not commute. On the other hand, Bismut’s construction does not define an element of the
Cartan model and so it does not define a class in H∗S1(LM). For if we introduce u by the
integral equation
H˜(t) = Id+
∫ t
0
H˜(v)(Ωγ(v) − uω(X))dv,
whose solution H˜(t) is a power series of even-degree S1-equivariant differential forms valued
in Lu(n), we find that tr H˜(1) defines an equivariantly closed differential form on LFrE
that is not basic because
Proposition 4.3.1. tr H˜(1) is not LU(n)-invariant.
Proof. Let A(t) = Ωγ(t) − uω(X). Then H˜(t) can be written
H˜(t) = Id+
∑
m≥1
∫ t
0
∫ tm
0
· · ·
∫ t2
0
A(tm) · · ·A(t1)dt1 . . . dtm.
Therefore the degree 2 component of tr H˜(1) is given by
tr H˜(1)[2] =
∫ 1
0
tr(Ωγ(t) − uω(X))dt = Tr(Ω˜− uω˜(X)).
Equation (4.5) then shows that tr H˜(1)[2] is not LU(n)-invariant.
In light of this proposition, we see that Bismut constructs a cohomology class that
descends to LM , though at the cost of producing a class in h∗S1(LM) rather than H
∗
S1(LM).
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Remark 4.3.1. In [19], another version of the Bismut-Chern character is constructed by
the integral equation
H(t) = Id+
∫ t
0
H(v)(−u−1Ωγ(v) + ω(X))dv,
producing a class in h∗S1(LM). This version of the Bismut-Chern character is the image
of BCh under q−10 : h¯
ev
S1(LM)→ h0S1(LM). In [45] this Bismut-Chern character is used to
define a refinement of differential K-theory.
4.4 S1-equivariant first Chern class
Equation (4.5) suggests that Tr(Ω˜−uω˜(X)) descends to LM when LFrE admits a reduc-
tion of its structure group to L0U(n), the connected component of LU(n) containing the
identity, as W (det a) = 0 for a ∈ L0U(n). This section explores this special case and de-
fines an S1-equivariant first Chern class on these bundles with S1-equivariant Chern-Weil
techniques.
Section 4.4.1 proves a criterion that determines when a bundle LFrE admits such a
reduction of its structure group and offers some examples. Section 4.4.2 then defines an
S1-action on the reduced bundle L0FrE so that the embedding i : L0FrE → LFrE is S1-
equivariant. Finally, Section 4.4.3 shows that i∗Tr(Ω˜− uω˜(X)) descends to an equivariant
2-form on LM defining the S1-equivariant first Chern class cS
1
1 (E).
4.4.1 Reduction of structure group to L0U(n)
Recall that for a Lie group G, the space EG is defined up to homotopy equivalence by the
requirements that EG is contractible and G acts freely on it. We then define the classifying
space of G to be BG = EG/G. See [21, §1] for a proof that classifying spaces exist for
compact G. In particular, we may choose a realization of EU(n), a contractible space on
which U(n) acts freely.
It follows that we may take ELU(n) = LEU(n), since LEU(n) is contractible and
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LU(n) acts freely on it. Then
BLU(n) = LEU(n)/LU(n) ∼= L(EU(n)/U(n)) = LBU(n).
Let L0U(n) be the connected component of the identity in LU(n). L0U(n) acts freely on
LEU(n) as well, so we may take BL0U(n) = LEU(n)/L0U(n). Moreover, the inclusion
L0U(n)→ LU(n) induces a map p : BL0U(n)→ BLU(n) given by p[γ]L0U(n) = [γ]LU(n).
Let f : M → BU(n) be a classifying map for the rank n complex vector bundle
E → M . Then f˜ : LM → LBU(n) = BLU(n) is a classifying map for the pushdown
bundle E → LM , where f˜(γ) = f ◦ γ. We wish to characterize when LFrE admits a
reduction of its structure group to L0U(n) and we begin with several lemmata.
Lemma 4.4.1. H1(LM ;Z) is torsion-free.
Proof. By the universal coefficient theorem the following sequence is exact
0→ Ext(H0(LM),Z)→ H1(LM ;Z)→ Hom(H1(LM);Z)→ 0.
Ext(H0(LM),Z) = 0, since H0(LM) ∼= ⊕αZ. Moreover, Hom(H1(LM);Z) is torsion-free,
implying H1(LM ;Z) is torsion-free as well.
Lemma 4.4.2. For any x ∈ BLU(n), p−1(x) is diffeomorphic to Z. Moreover, p :
BL0U(n)→ BLU(n) is a covering space in the sense of [24].
Proof. We first prove that p−1(x) is diffeomorphic to Z. Let a ∈ LU(n) such that [a]
generates pi1U(n). Then any b ∈ LU(n) can be written b = b¯ak, for some b¯ ∈ L0U(n) and
k ∈ Z. It follows that if [γ1]LU(n) = [γ2]LU(n), then [γ1]L0U(n) = [γ2]L0U(n) ·ak, proving that
p−1(x) ∼= Z for any x ∈ BLU(n).
To prove that p : BL0U(n) → BLU(n) is a covering space, we first observe that
EU(n)→ BU(n) admits the structure of a principal U(n)-bundle [21, §1.1]. It follows that
ELU(n)→ BLU(n) admits the structure of a principal LU(n)-bundle [44, §4.3].
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We note that [44, Theorem 4.6] does not, strictly speaking, apply in this case, since
Stacey’s results are stated for a finite dimensional principal G-bundle that is “looped” to
yield a principal LG-bundle. However, EU(n) and BU(n) admit realizations as infinite
dimensional Hilbert manifolds [21, §1.1], and his arguments remain valid in this setting
with only minor adjustments.
Let V ⊂ BLU(n) be a neighborhood over which ELU(n) is trivial, i.e. ELU(n)|V ∼=
LU(n)× V . Using the isomorphism LU(n) ∼= L0U(n)oZ [41, §4.7] we have ELU(n)|V ∼=
L0U(n)× Z× V . Therefore BL0U(n)|V ∼= Z× V , and p is given by the projection on the
second factor Z× V → V . Therefore p : BL0U(n)→ BLU(n) is a covering space.
Lemma 4.4.3. pi1BLU(n) ∼= Z and pi1BL0U(n) ∼= {1}.
Proof. To prove the first claim, we consider the principal LU(n)-bundle ELU(n)→ BLU(n).
We may apply the long exact sequence of homotopy groups to this fibration and we have
. . .→ pikELU(n)→ pikBLU(n)→ pik−1LU(n)→ pik−1ELU(n)→ . . .
Since ELU(n) is contractible, this sequence implies pikBLU(n) ∼= pik−1LU(n). In particu-
lar,
pi1BLU(n) ∼= pi0LU(n) = pi0[ΩU(n)× U(n)] = pi1U(n)× pi0U(n) ∼= Z.
If we again apply the long exact sequence of homotopy groups to the principal L0U(n)-
bundle EL0U(n) → BL0U(n) we similarly see pikBL0U(n) ∼= pik−1L0U(n). Therefore
pi1BL
0U(n) ∼= pi0L0U(n) ∼= {1}.
Lemma 4.4.4. Let f˜ : LM → BLU(n). Then f˜∗ : pi1LM → pi1BLU(n) is trivial if and
only if f˜∗ : H1(LM)→ H1(BLU(n)) is the zero map.
Proof. Let f˜pi1∗ be the induced map on fundamental groups and let f˜H1∗ be the induced map
on homology groups. Also let h1 : pi1LM → H1(LM) and h2 : pi1BLU(n)→ H1(BLU(n))
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be the homomorphisms obtained by regarding loops as singular 1-cycles [24, §2.A]. We
have the following diagram
pi1LM
f˜
pi1∗−−−−→ pi1BLU(n)yh1 yh2
H1(LM)
f˜
H1∗−−−−→ H1(BLU(n))
Moreover, this diagram commutes because h2◦f˜pi1∗ [γ] = f˜H1∗ ◦h1[γ] = [f˜ ◦γ] ∈ H1(BLU(n)).
Note that h1 and h2 are surjective, kerh1 is the commutator subgroup of pi1LM , and kerh2
is the commutator subgroup of pi1BLU(n). It follows that h2 is an isomorphism, since
pi1BLU(n) is abelian.
Suppose f˜pi1∗ = 0. Then
0 = h2 ◦ f˜pi1∗ = f˜H1∗ ◦ h1.
Because h1 is surjective, this implies f˜
H1∗ = 0 as well. On the other hand, suppose f˜H1∗ = 0.
Then
0 = f˜H1∗ ◦ h1 = h2 ◦ f˜pi1∗ .
Because h2 is an isomorphism, it must be that f˜
pi1∗ = 0. We have shown f˜pi1∗ = 0 if and
only if f˜H1∗ = 0, proving our claim.
The transgression map τ : Hk(M ;Z)→ Hk−1(LM ;Z) is defined as the composition
Hk(M ;Z) ev
∗→ Hk(LM × S1;Z)→ Hk−1(LM ;Z),
where the second arrow is given by the slant product with the generator of H1(S
1) [29, §2].
The transgression map is also defined for cohomology with C-coefficients, where the second
arrow is given by integration over S1-fibers. The transgression map plays an important
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role in the cohomology of loop spaces. Recall that H∗(BU(n);Z) ∼= Z[c1, . . . , cn], where
f∗cj = cj(E) whenever f : M → BU(n) is a classifying map for E →M . Proposition 3 of
[29] states that H∗(LBU(n);Z) ∼= Z[c1, . . . , cn] ⊗ Λ(τc1, . . . , τcn), where Λ(τc1, . . . τcn) is
the exterior algebra generated by τc1, . . . , τcn. It follows that H
1(BLU(n);Z) is generated
by τc1.
Proposition 4.4.5. E admits a reduction of its structure group to L0U(n) if and only if
τc1(E) = 0.
Proof. E admits a reduction of its structure group if and only if f˜ : LM → BLU(n) admits
a lift fˆ : LM → BL0U(n).
BL0U(n)
LM BLU(n)
p
f˜
fˆ
Since p : BL0U(n)→ BLU(n) is a covering space in the sense of [24], this lift exists if and
only if f˜∗(pi1LM) ⊂ p∗(pi1BL0U(n)) [24, Proposition 1.33]. By Lemma 4.4.3, pi1BL0U(n) =
{1}. Therefore f˜ admits a lift if and only if f˜∗ : pi1LM → pi1BLU(n) is trivial. By Lemma
4.4.4, this is true if and only if f˜∗ : H1(LM)→ H1(BL0U(n)) is the zero map.
We will show that f˜∗ = 0 if and only if τc1(E) = 0. We first remark that τc1(E) =
τf∗c1 = f˜∗τc1 [29, Prop. 2]. Suppose f˜∗ = 0 and let σ ∈ H1(LM). Then
〈f˜∗τc1, σ〉 = 〈τc1, f˜∗σ〉 = 0,
since f˜∗σ = 0. Because H1(LM ;Z) ∼= HomZ(H1(LM),Z), we have proven f˜∗τc1 =
τc1(E) = 0.
On the other hand, suppose f˜∗τc1 = 0 and let σ ∈ H1(LM). Then
0 = 〈f˜∗τc1, σ〉 = 〈τc1, f˜∗σ〉. (4.9)
Since H1(BLU(n)) ∼= Z, it is generated by some element α and we may write f˜∗σ = kα.
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Since τc1 generates H
1(BLU(n);Z), we may pick α so that 〈τc1, α〉 = 1. Therefore
〈τc1, f˜∗σ〉 = 〈τc1, kα〉 = k.
Combining this with equation (4.9), we see k = 0 and consequently f˜∗ = 0. Therefore
LFrE admits a reduction of its structure group to L0U(n) if and only if τc1(E) = 0.
Suppose LFrE admits this reduction of structure group and suppose pˆi : P → LM is
our reduced bundle. Let i : P → LFrE be the map including P as a sub-bundle of LFrE.
P LFrE
LM
i
pˆi
p˜i
Lemma 4.4.6. Let b ∈ L0U(n) and a ∈ LU(n) such that [a] generates pi1U(n). Then there
is some b˜ ∈ L0U(n) such that ab = b˜a.
Proof. This claim is equivalent to the statement that aba−1 ∈ L0U(n). To prove this claim,
it suffices to show that [aba−1] is the identity element in pi1U(n). Since det : U(n) → S1
induces an isomorphism on fundamental groups, we must show that [det(aba−1)] is trivial
in pi1S
1. Its winding number is
W (det(aba−1)) = W (det b) = 0.
The second equality holds because b ∈ L0U(n). Therefore aba−1 ∈ L0U(n).
Proposition 4.4.7. Ra(i(P )) admits the structure of a principal L
0U(n)-bundle over LM
that is also a sub-bundle of LFrE.
Proof. We define the projection pia : Ra(i(P ))→ LM by pia def= p˜i|Ra(i(P )). We must verify
that 1.) L0U(n) acts freely on Ra(i(P )), 2.) Ra(i(P ))/L
0U(n) is diffeomorphic to LM and
pia is smooth, and 3.) Ra(i(P )) is locally trivial.
52
We first show that L0U(n) acts on Ra(i(P )). Let b ∈ L0U(n) and x ∈ Ra(i(P )). Then
x = x˜ · a−1, for some x˜ ∈ i(P ), and
Rb(x) = x˜ · a−1b−1 = x˜ · b˜−1a−1 = Ra(Rb˜(x˜)).
Since Rb˜(x˜) ∈ i(P ), it follows that Rb(x) ∈ Ra(i(P )). Therefore L0U(n) acts on Ra(i(P )).
Moreover, because LU(n) acts freely on LFrE, the L0U(n)-action on Ra(i(P )) is free as
well, verifying 1.).
To verify 2.), let γ0 ∈ LM and suppose x, y ∈ pi−1a (γ0). Then x = x˜ ·a−1 and y = y˜ ·a−1
for some x˜, y˜ ∈ i(P ). Moreover,
pˆi(x˜) = p˜i(x˜) = p˜i(x˜ · a−1) = p˜i(x) = γ0,
and similarly pˆi(y˜) = γ0. Therefore x˜ = y˜b for some b ∈ L0U(n), as P is a principal
L0U(n)-bundle. Therefore
x = x˜ · a−1 = y˜ · ba−1 = y˜ · a−1b˜ = y · b˜,
since ba−1 = a−1b˜ for some b˜ ∈ L0U(n). In particular, we have shown x = y · b˜, proving that
any two elements in pi−1a (γ0) differ by an element of L0U(n). Therefore Ra(i(P ))/L0U(n) ∼=
LM . Moreover, pia is smooth because it is the restriction of the smooth map p˜i.
To verify 3.) let γ0 ∈ LM . There exists some neighborhood U ⊂ LM such that
LFrE|U ∼= U × LU(n). Using the isomorphism LU(n) ∼= L0U(n) o Z [41, §4.7], we may
take this trivialization LFrE|U ∼= U × L0U(n) × Z. Similarly, P |U ∼= U × L0FrE and
we may arrange these trivializations so that the inclusion i : P |U → LFrE|U is the map
U×L0U(n)→ U×L0U(n)×Z is given by (γ, b) 7→ (γ, b, 0). Thus i(P )|U ∼= U×L0U(n)×{0},
and Ra(i(P ))|U ∼= U × Z× {1}, proving that Ra(i(P )) is locally trivial.
Corollary 4.4.8. When LFrE admits a reduction of its structure group to L0U(n), LFrE
is the disjoint union of a countable collection of principal L0U(n)-bundles over LM .
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It follows that we have countably many L0U(n)-bundles to choose for our reduced
bundle, indexed by pi1U(n) ∼= Z. However, under the inclusion j : FrE → LFrE, taking
a point to the constant loop based there, only one such L0U(n)-bundle contains FrE.
Hence only one L0U(n)-bundle contains the fixed point set of the S1-action on LFrE.
This distinguishes a canonical choice of reduced bundle, which we denote L0FrE.
In the next sections we study S1-equivariant Chern-Weil techniques on pushdown bun-
dles admitting this structure group reduction. We end this section with two examples of
such pushdown bundles.
Example 4.4.9. Suppose E →M is a complex bundle with c1(E) = 0. Then τc1(E) = 0
and LFrE admits a reduction of its structure group to L0U(n).
In this case, one may prove directly that LFrE admits this reduction of its structure
group. For if c1(E) = 0, FrE admits a reduction of its structure group to SU(n). Call
the reduced bundle SFrE →M , a principal SU(n)-bundle over M . Then LSFrE → LM
is a sub-bundle of LFrE whose structure group is LSU(n). Because LSU(n) ⊂ L0U(n),
LSFrE is our desired reduced bundle.
Example 4.4.10. We present a sequence of a non-trivial bundles Ek → Mk such that
LFrEk → LMk admits a reduction of its structure group to L0U(n). We first note that
H2(RPk;Z) = Z/2Z for k ≥ 2. Since the second cohomology group with Z coefficients
parameterizes complex line bundles over a manifold, there exists a complex line bundle
Ek → RPk such that c1(Ek) 6= 0 but 2c1(Ek) = 0.
It follows that 2τc1(Ek) = τ(2c1(Ek)) = 0 in H
1(LRPk;Z). Because of Lemma
4.4.1, H1(LRPk;Z) is torsion-free, implying τc1(Ek) = 0. Therefore by Proposition 4.4.5,
LFrEk → LRPk admits a reduction of its structure group to L0U(n).
We remark that when k is odd, RPk is closed and orientable, so we have a non-trivial
class of bundles that admit this reduction of structure group even if we only consider closed
and orientable manifolds.
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4.4.2 S1-action on L0FrE
Suppose LFrE admits a reduction of its structure group to L0U(n) and let L0FrE be the
reduced bundle. That is, pˆi : L0FrE → LM is a principal L0U(n)-bundle over LM such
that there is an embedding i : L0FrE → LFrE which satisfies pˆi = p˜i ◦ i and i◦Ra = Ra ◦ i
for a ∈ L0U(n).
L0FrE LFrE
LM
i
pˆi
p˜i
Lemma 4.4.11. For all θ ∈ S1, kθ(i(L0FrE)) = i(L0FrE).
Proof. Suppose U ⊂ LFrE is a connected component and let θ ∈ S1. We claim that
kθ(U) = U . Let x ∈ U . Then the path t 7→ ktθ(x), 0 ≤ t ≤ 1, joins x to kθ(x). Because
kθ is a diffeomorphism kθ(U) is a connected component, implying x ∈ kθ(U). Therefore
kθ(U) = U .
Because i : L0FrE → LFrE is a local diffeomorphism, i(L0FrE) is an open subman-
ifold and we can write i(L0FrE) = qUα for connected components Uα ⊂ LFrE. Since
kθ(Uα) = Uα for all α, it follows that kθ(L
0FrE) = L0FrE.
In light of Lemma 4.4.11, we define the following S1-action on L0FrE. Given θ ∈ S1
and x ∈ L0FrE,
kˆθ(x)
def
= i−1kθi(x).
kˆ is indeed a group action, for if θ1, θ2 ∈ S1,
kˆθ1 ◦ kˆθ2(x) = i−1kθ1i(i−1kθ2i(x)) = i−1kθ1+θ2i(x) = kˆθ1+θ2(x).
Proposition 4.4.12. L0FrE admits an S1-action such that i : L0FrE → LFrE is an
S1-equivariant map.
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Proof. To prove this proposition, we need only show that i is an S1-equivariant map with
respect to these S1-actions. A straightforward calculation shows
i(kˆθ(x)) = i(i
−1kθi(x)) = kθi(x),
proving i is S1-equivariant.
Corollary 4.4.13. i : L0FrE → LFrE induces a map i∗ : H∗S1(LFrE)→ H∗S1(L0FrE).
4.4.3 S1-equivariant first Chern class
Consider i∗Tr(Ω˜− uω˜(X)), an equivariant 2-form on L0FrE.
Proposition 4.4.14. i∗Tr(Ω˜− uω˜(X)) is basic.
Proof. We must show that i∗Tr(Ω˜− uω˜(X)) is horizontal and L0U(n)-invariant. We first
show it is horizontal. Let v ∈ TxL0FrE be a vertical vector. Then i∗v is a vertical vector
as well, since L0FrE is a sub-bundle, and we have
ιvi
∗Tr Ω˜(w) = i∗Tr Ω˜(v, w) = Tr Ω˜(i∗v, i∗w) = 0,
since Tr Ω˜ is horizontal. Moreover, ιvi
∗Tr ω˜(X) = 0 by definition. Therefore ιvi∗Tr(Ω˜ −
uω˜(X)) = 0, proving i∗Tr(Ω˜− uω˜(X)) is horizontal.
Next we show it is L0U(n)-invariant. Let a ∈ L0U(n). Then W (det a) = 0 because the
winding number of a loop is homotopy-invariant. Since i ◦Ra = Ra ◦ i we have
R∗ai
∗Tr(Ω˜− uω˜(X)) = i∗R∗aTr(Ω˜− uω˜(X)) = i∗Tr(Ω˜− uω˜(X)),
by equation (4.5). Therefore i∗Tr(Ω˜− uω˜(X)) is L0U(n)-invariant.
It follows that i∗Tr(Ω˜ − uω˜(X)) = pˆi∗β, for some equivariant 2-form β on LM . We
define the S1-equivariant first Chern class of E to be cS11 (E) def= [β] ∈ H2S1(LM). This S1-
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equivariant characteristic class is notable because it admits an S1-equivariant Chern-Weil
construction.
Let j : M → LM be the embedding sending x to the constant loop based at x. Standard
Chern-Weil constructions show that tr Ω is a basic form on FrE, implying tr Ω = βˆ for
some closed 2-form βˆ on M and [βˆ] = c1(E).
Proposition 4.4.15. j∗β = βˆ.
Proof. Recall that we may write β = β[2] + uβ[0] for differential forms β[k] of degree k.
Suppose v, w ∈ TxM . We may take lifts v¯, w¯ ∈ TyFrE for some y ∈ FrE such that
pi(y) = x. The vectors j∗v, j∗w are “constant” in the sense that they are represented by
the constant loops t 7→ v and t 7→ w in TLM = LTM . Similarly, we may lift j∗v and j∗w
to the constant loops t 7→ v¯ and t 7→ w¯, which we write j∗v and j∗w. Then
j∗β[2](v, w) = β[2](j∗v, j∗w) = i∗Tr Ω˜(j∗v, j∗w)
The vectors i∗j∗v and i∗j∗w are also “constant” in the sense that they are represented by
the same constant loops t 7→ v¯ and t 7→ w¯, following from the fact that i∗ : TxL0FrE →
Ti(x)LFrE is an isomorphism. Moreover,
i∗Tr Ω˜(j∗v, j∗w) = Tr Ω˜(i∗j∗v, i∗j∗w) =
1
2pi
∫
S1
tr Ω(v¯, w¯)dt
= tr Ω(v¯, w¯) = βˆ(v, w).
Therefore j∗β[2] = βˆ.
Next, let x ∈M . Then j(x) is a constant loop, which for notational ease we call x. We
may lift x to x¯ ∈ L0FrE. Notice that i(x¯) ∈ pi−1(x) ⊂ LFrE, since pi(i(x¯)) = p˜i(x¯) = x.
Thus i(x¯) is a constant loop in the fiber over the constant loop x, so that its velocity vector
field ddt i(x¯) vanishes. Therefore
j∗β[0](x) = β[0](x) = −i∗Tr ω˜
(
d
dt
x¯
)
= −Tr ω˜
(
d
dt
i(x¯)
)
= 0.
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Therefore
j∗β = j∗β[2] + uj∗β[0] = βˆ.
Corollary 4.4.16. j∗cS11 (E) = c1(E).
In summary, when τc1(E) = 0 in H
1(LM ;Z), S1-equivariant Chern-Weil techniques
define cS
1
1 (E), an S1-equivariant first Chern class extending c1(E) ∈ H2(M) to H2S1(LM).
Although the author is unaware of examples where this equivariant characteristic class is
non-trivial, the following criterion may detect bundles for which this class does not vanish.
Proposition 4.4.17. Suppose E → M is a complex bundle such that τc1(E) = 0 and
c1(E) 6= 0 in H2(M ;C). Then cS11 (E) 6= 0.
Proof. By Corollary 4.4.16, j∗cS11 (E) = c1(E) 6= 0, implying cS
1
1 (E) 6= 0.
Chapter 5
The Maslov index and stability
With this chapter we begin the second part of this dissertation, where we relate the stability
of a steady state solution uˆ of a reaction-diffusion equation to the Maslov index of a path
of Lagrangian subspaces. In particular we wish to compute the Maslov index using a
matrix Riccati equation arising from our reaction-diffusion equation and uˆ. In [5], Beck
and Malham show that this matrix Riccati equation detects intersections of the path of
unstable subspaces with the vertical subspace using the singularities of the solution to this
equation. Our main results are Theorem 6.1.7 and Theorem 6.1.10, which compute the
contribution to the Maslov index at these intersections. Together, these results suggest a
method for computing the Maslov index from this matrix Riccati equation.
Section 5.1 poses the eigenvalue problem associated with the linearization of our reaction-
diffusion equation about uˆ. The remainder of the section presents the Maslov index, a
topological invariant that detects solutions to this eigenvalue problem. The Maslov index
assigns an integer to a path in Λ(n), the Lagrangian Grassmannian manifold, and Section
5.2 recalls some basic facts about this manifold. Section 5.3 then defines the Maslov in-
dex, an fixed-endpoint-homotopy invariant that counts the signed intersections of a path
of Lagrangian subspaces with a fixed reference plane.
5.1 Dynamics of a steady state solution
Consider the reaction-diffusion equation
ut = Duxx + f(u, x), (5.1)
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where x ∈ R, t ∈ R+, u(x, t) ∈ Rn, D is an invertible diagonal matrix, and f(u, x) is
analytic in u and x. Suppose further that Dfu(uˆ, x) is symmetric. We are interested in
studying the stability of stationary solutions to (5.1). Suppose uˆ is a stationary solution,
i.e. a solution satisfying uˆt ≡ 0. Notice that uˆ solves the ordinary differential equation
0 = Duxx + f(u, x).
We consider the linearization of (5.1) about uˆ and the corresponding eigenvalue problem,
Lu def= Duxx +Dfu(uˆ, x)u = λu. (5.2)
Assume that as x → ±∞, uˆ approaches some limit exponentially fast and Dfu(uˆ, x) ap-
proaches some constant matrix. L is self-adjoint, considered as an operator on an ap-
propriate function space, e.g. L2(R), so σ(L) ⊂ R. A necessary condition for uˆ to be
stable is that σ(L) ∩ R>0 = ∅ [31, Ch. 4]. Recall that σ(L) = σess(L) ∪ σpt(L), where
σpt(L) consists of the eigenvalues of L. We assume the essential spectrum of L satisfies
σess(L) ⊂ {λ : λ < −δ < 0} for some fixed δ > 0, so if λ ∈ σ(L) is positive it must be
an eigenvalue. To find the eigenvalues of L we look for solutions to (5.2) that lie in our
appropriate function space.
Let p = u and q = ux. Then px
qx
 =
 0 √D−1√
D−1(λ−Dfu(uˆ, x)) 0

 p
q
 , (5.3)
so we study this first order system. A solution v = (pT , qT )T to (5.3) that decays quickly
as x→ ±∞ will lie in our function space, and thus solve our eigenvalue problem.
Remark 5.1.1. Because uˆ solves a differential equation with analytic coefficients, uˆ is
an analytic function. It follows that if (pT , qT )T solves equation (5.3) then (pT , qT )T is
analytic as well.
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Let Φ(x, s, λ) be the fundamental solution matrix of (5.3). Following [11], for λ /∈
σess(L) we say the stable subspace at (x0, λ) is
Es(x0, λ)
def
= {u ∈ R2n : lim
x→∞Φ(x, x0, λ)u = 0}
and the unstable subspace at (x0, λ) is
Eu(x0, λ)
def
= {u ∈ R2n : lim
x→−∞Φ(x, x0, λ)u = 0}.
λ0 is an eigenvalue of L if and only if, for some x0 ∈ R, Es(x0, λ0) and Eu(x0, λ0) have
a non-trivial intersection. To find such λ0, we compute the Maslov index of the path
x 7→ Eu(x, λ), for it is conjectured that the Maslov index of Eu(x, λ) is (minus) the
number of eigenvalues λ0 such that λ0 > λ. See [26, Section 1] for an example of such a
result for matrix Hill’s equations. Focusing on intersections of Eu(x, λ) and Es(∞, λ) offers
computational advantages, as the path Eu(x, λ) is governed by the differential equation
(5.3). For this reason, our goal is to find such intersections.
A symplectic form on Rm is a non-degenerate, anti-symmetric, bilinear form. Rm
admits a symplectic form if and only if m is even. The standard symplectic form on R2n
is given by ω(v, w) = 〈v, Jw〉 where
J =
 0 −I
I 0
 .
We say V ⊂ R2n is Lagrangian with respect to the symplectic form ω if ω(v, w) = 0 for all
v, w ∈ V and dimV = n.
Example 5.1.1. The horizontal subspace H = span{e1, . . . , en} ⊂ R2n is a Lagrangian
subspace with respect to the standard symplectic form. H earns this name because H is
the x-axis when n = 1.
Similarly, the vertical subspace V = span{en+1, . . . , e2n} ⊂ R2n is a Lagrangian sub-
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space with respect to the standard symplectic form. V earns this name because V is the
y-axis when n = 1.
Notice that 0 √D−1√
D−1(λ−Dfu(uˆ, x)) 0

=
 √D−1 0
0
√
D−1

 0 −I
I 0

 λ−Dfu(uˆ, x) 0
0 −I
 .
Letting
M =
 √D−1 0
0
√
D−1
 , B =
 λ−Dfu(uˆ, x) 0
0 −I

we may re-write equation (5.3) as ux = MJBu. Let ωM be the symplectic form given by
ωM (u, v) = 〈u, JM−1v〉. It is straightforward to see that ωM is symplectic, since JM−1 is
invertible (hence ωM is non-degenerate) and
ωM (u, v) = 〈u, JM−1v〉 = 〈JM−1v, u〉 = −〈M−1v, Ju〉
= −〈v,M−1Ju〉 = −〈v, JM−1u〉 = −ωM (v, u).
The second to last equality follows because J and M−1 commute. Fix λ and suppose
u(x), v(x) ∈ Eu(x, λ). Then
d
dx
ωM (u, v) = 〈ux, JM−1v〉+ 〈u, JM−1vx〉 = 〈MJBu, JM−1v〉+ 〈u, JM−1MJBv〉
= 〈u,BJTMJM−1v〉+ 〈u, JM−1MJBv〉 = 〈u,Bv〉 − 〈u,Bv〉 = 0.
Therefore ωM (u(x), v(x)) is constant. Moreover, limx→−∞ ωM (u, v) = 0 because u(x), v(x) ∈
Eu(x, λ), so ωM (u, v) = 0. Thus, if dimE
u(x, λ) = n, Eu(x, λ) is Lagrangian with respect
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to ωM . The same holds for E
s(x, λ). In this way the map x 7→ Eu(x, λ) represents a path
in Λ(n), the manifold of Lagrangian subspaces of R2n.
When D = I, ωM is the standard symplectic form on R2n, which we henceforth denote
by ω. For simplicity we assume henceforth that D = I, although we suspect that our
results still hold when D 6= I. In the following sections we recall important facts about
Λ(n) and we define the Maslov index.
5.2 The Lagrangian Grassmannian manifold
This section presents a few important facts about the Lagrangian Grassmannian manifold
Λ(n), following [37, Chapter 2]. Given a Lagrangian subspace V ⊂ R2n, we can represent
V by the 2n × n matrix M = (v1, . . . , vn), where the column vectors {v1, . . . , vn} form a
basis of V . It follows that M has rank n and rangeM = V . Moreover, we may choose
{v1, . . . , vn} to be an orthonormal basis. We define the n× n matrices X and Y by
(
v1 v2 . . . vn
)
=
 X
Y
 . (5.4)
Let Z = X+iY . In [37, Section 2.3], McDuff and Salamon show that Z ∈ U(n). Conversely,
given Z = X + iY ∈ U(n), the range of the matrix (XT , Y T )T : Rn → R2n is a Lagrangian
subspace of R2n. In this way, Z represents a Lagrangian subspace. Moreover, for any
O ∈ O(n), the unitary matrix ZO represents the same Lagrangian subspace, and if Z and
Z ′ represent the same subspace then they differ by some O ∈ O(n). It follows that Λ(n) is
diffeomorphic to the homogeneous space U(n)/O(n). With this diffeomorphism, we may
(non-uniquely) represent a Lagrangian subspace V as a unitary matrix Z = X + iY .
Furthermore, [37, Lemma 2.30] proves that the 2n× n matrix
 I
A

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represents a Lagrangian subspace if and only if A is symmetric. It follows that, in equation
(5.4), Y X−1 is symmetric whenever X is invertible.
5.3 The Maslov index
In this section we define the Maslov index for a path in Λ(n), following the exposition in
[37, Chapter 2] and [42]. We are primarily concerned with the Maslov index of the path of
unstable subspaces Eu(x, λ) : (−∞,∞)→ Λ(n). SinceDfu(uˆ, x) approaches some constant
matrix as x→ ±∞, limx→∞Eu(x, λ) and limx→−∞Eu(x, λ) both exist. Therefore we may
extend Eu(x, λ) to be a path whose domain is the extended real line R ∪ {±∞}. Because
R ∪ {±∞} is homeomorphic to a compact interval, we may define the Maslov index for
paths whose domain is [0, 1].
Suppose Z(x) = X(x)+ iY (x) : [0, 1]→ U(n) is a path of unitary matrices representing
a path W (x) of Lagrangian subspaces in R2n. Suppose further W (x) has a nontrivial
intersection with a fixed Lagrangian subspace V at x0. The crossing form at x0 is the
quadratric form given by
Γ(W,V, x0)u = 〈X(x0)u, Y˙ (x0)u〉 − 〈Y (x0)u, X˙(x0)u〉, (5.5)
restricted to the subspace of u ∈ Rn satisfying (X(x0)T , Y (x0)T )Tu ∈W (x0)∩V . Because
(X(x0)
T , Y (x0)
T )T is rank n, there is a unique u for each v ∈ W (x0) ∩ V . Henceforth we
let V be the vertical subspace span{en+1, . . . , e2n}. W (x0) has non-trivial intersection with
V precisely when detX(x0) = 0 and dim kerX(x0) = dimW (x0) ∩ V [37, Section 2.3]. In
this case, (X(x0)
T , Y (x0)
T )Tu ∈W (x0)∩V when u ∈ kerX(x0), so that the crossing form
becomes
Γ(W,V, x0)u = −〈Y (x0)u, X˙(x0)u〉.
We remark that we may also represent W (x) by the path (I, S(x))T , where S = Y X−1,
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whenever X is invertible. For this reason, S(x) develops a singularity when W (x) has
nontrivial intersection with V .
The signature of a non-degenerate quadratic form Q is the number of positive eigen-
values minus the number of negative eigenvalues of the associated symmetric matrix. Note
that we do not distinguish between the quadratic form and its associated symmetric ma-
trix. We say that x0 is a regular crossing if Γ(W,V, x0) is a non-degenerate quadratic form.
Suppose W (x) has only regular crossings, which must occur at a finite collection of times
x1 < x2 < . . . < xN since regular crossings are isolated [42, §2]. Following [42], we define
the Maslov index of the path W (x) to be
Mas(W (x);V ) =
N∑
j=1
sgn Γ(W,V, xj).
Let Σk(V ) ⊂ Λ(n) be the collection of Lagrangian subspaces V ′ such that dimV ∩V ′ =
k. The Maslov cycle is Σ(V ) =
⋃n
k=1 Σk(V ), an algebraic variety in Λ(n). In the literature
Σ(V ) is also called the train of V . The highest stratum, Σ1(V ), has codimension 1 in Λ(n).
Remark 5.3.1. A path in Λ(n) generically intersects Σ(V ) in the highest stratum, Σ1(V )
[37, §2.3]. It follows that a non-trivial intersection of W (x) and V is generically 1-
dimensional.
Suppose we wish to compute the Maslov index of W (x) with respect to a reference
plane V ′ different from the vertical subspace. Typically it suffices to find Mas(W (x);V )
because of
Proposition 5.3.1. Let W (x) : [0, 1] → Λ(n) be a path and let W0 = W (0) and W1 =
W (1). Suppose that W0,W1 ∈ Σ0(V ) ∩ Σ0(V ′). Then Mas(W (x);V ) = Mas(W (x);V ′) +
s(V, V ′;W0,W1), where s(V, V ′;W0,W1) is the Maslov index of the loop consisting of a
curve in Σ0(V ) from W1 to W0 followed by a curve in Σ0(V
′) from W0 to W1.
The integer s(V, V ′;W0,W1) is called the Ho¨rmander index. This Proposition appears
in [16, Equation (2.9)] without proof, so we provide one now. This proof will rely on the
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following two properties of the Maslov index. First, suppose γ : [0, 1] → Λ(n) is a loop.
Then Mas(γ;V ) = Mas(γ;V ′). This follows from the fact that the Maslov index for loops
has an equivalent definition that does not depend on the choice of a reference plane [37,
Section 2.3].
Second, suppose γ1, γ2 : [0, 1]→ Λ(n) are two curves with γ1(1) = γ2(0). The concate-
nated curve γ2 · γ1 satisfies
Mas(γ2 · γ1;V ′) = Mas(γ1;V ′) + Mas(γ2;V ′).
This is proven in [42, Theorem 2.3].
Proof. Let γ1 be the curve in Σ0(V ) from W1 to W0 and let γ2 be the curve in Σ0(V
′) from
W0 to W1. Because γ1 lies in Σ0(V ), Mas(γ1;V ) = 0 and
Mas(W (x);V ) = Mas(W (x);V ) + Mas(γ1;V ) = Mas(γ1 ·W (x);V ).
Furthermore, γ1 ·W (x) is a loop, so Mas(γ1 ·W (x);V ) = Mas(γ1 ·W (x);V ′). Since γ2 lies
in Σ0(V
′), Mas(γ2;V ′) = 0 and we have
Mas(γ1 ·W (x);V ′) = Mas(γ1 ·W (x);V ′) + Mas(γ2;V ′)
= Mas(W (x);V ′) + Mas(γ2 · γ1;V ′).
By definition, s(V, V ′;W0,W1) = Mas(γ2 · γ1;V ′), so we have proven our claim.
Chapter 6
Matrix Riccati equation
This chapter examines how a matrix Riccati equation determines the change in the Maslov
index at intersections of our path of Lagrangian subspaces with the vertical subspace.
Section 6.1 proves our main results, Theorems 6.1.7 and 6.1.10, which relate the behaviour
of the singular eigenvalues to the signature of the crossing form. Section 6.2 demonstrates
how these theorems compute the Maslov index in two examples. We end with Section 6.3,
which discusses the variety of evolution equations where this method may be used.
6.1 Singularities of a matrix Riccati equation and the crossing form
In this section we show that the path W (x) determined by equation (5.3) is governed by
a matrix Riccati equation whose solution S may develop singularities at a finite collection
of times. Theorems 6.1.7 and 6.1.10 state that at singularities the contribution to the
Maslov index is the number of singular eigenvalues that increase to +∞ minus the number
of singular eigenvalues that decrease to −∞. Section 6.1.1 presents this matrix Riccati
equation and relates its solution to the signature of the crossing form. We immediately
have Theorem 6.1.7, which computes the change in Maslov index at 1-dimensional intersec-
tions, which is the generic case. Section 6.1.2 generalizes this result to higher dimensional
intersections in Theorem 6.1.10.
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6.1.1 Matrix Riccati equation
We consider a path of Lagrangian subspaces W (x) determined by a differential equation
 X˙
Y˙
 =
 A B
C D

 X
Y
 . (6.1)
We are primarily concerned with equation (5.3) but we consider this more general equation
with an eye towards applying this method to a larger class of evolution equations discussed
in Section 6.3. Equation (6.1) implies X˙ = AX + BY and Y˙ = CX + DY . Letting
S = Y X−1 we have
S˙ = Y˙ X−1 + Y ˙(X−1) = (CX +DY )X−1 − Y X−1X˙X−1
= C +DYX−1 − Y X−1(AX +BY )X−1 (6.2)
= C +DYX−1 − Y X−1A+ Y X−1BYX−1
= C +DS − SA+ SBS,
showing that S satisfies a matrix Riccati equation.
By equation (5.5), the crossing form is determined by the symmetric matrixX(x0)
T Y˙ (x0)−
Y (x0)
T X˙(x0) restricted to those u such that (X(x0)
T , Y (x0)
T )Tu ∈W (x0) ∩ V , since
〈X(x0)u, Y˙ (x0)u〉 − 〈Y (x0), X˙(x0)u〉 = 〈u,
(
X(x0)
T Y˙ (x0)− Y (x0)T X˙(x0)
)
u〉.
Suppose X(x) is invertible. Then, letting S = Y X−1,
(X−1)T (XT Y˙ − Y T X˙)X−1 = Y˙ X−1 − (X−1)TY T X˙X−1
= Y˙ X−1 − (Y X−1)T X˙X−1 = Y˙ X−1 − Y X−1X˙X−1
= Y˙ X−1 + Y ˙(X−1) = S˙
The following theorem is a classical result about change of coordinates for quadratic
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forms, whose proof can be found in [18, Section 2.5].
Theorem 6.1.1 (Sylvester’s Law of Inertia). Let A be a real n× n symmetric matrix and
let U be a real invertible matrix. Then sgnA = sgnUTAU .
Suppose dimW (x0) ∩ V = k. Then dim kerX(x0) = k and S(x) has k singular
eigenvalues µ1(x), . . . , µk(x) [5, Theorem 4.1]. As discussed in Section 5.2, S(x) is sym-
metric for each x so we may take an orthonormal frame {wj(x)}nj=1 for Rn such that
S(x)wj(x) = µj(x)wj(x). For any k-dimensional subspace Ŵ ⊂ Rn, Theorem 6.1.1 implies
that when X is invertible,
sgn (XT Y˙ − Y T X˙)∣∣
Ŵ
= sgn (X−1)T (XT Y˙ − Y T X˙)X−1∣∣
X(Ŵ )
= sgn S˙
∣∣
X(Ŵ )
. (6.3)
If {wj(x)}kj=1 are eigenvectors corresponding to the singular eigenvalues {µj(x)}kj=1 of
S(x), we let span{w1(x), . . . , wk(x)} = W (x) ⊂ Rn.
Lemma 6.1.2. wj(x) may be chosen to be analytic.
Proof. By Remark 5.1.1, X and Y are analytic. Therefore S = Y X−1 is analytic with a
singularity at x0. Cramer’s rule says that (X
−1)ij = (detX)−1(−1)i+jMji, where Mji is
the determinant of X with the jth row and ith column removed. Thus Mji is analytic,
implying that (detX)X−1 is analytic near x0, having no singularity, as ((detX)X−1)ij =
(−1)i+jMji. Therefore (detX)S is analytic as well.
In particular, (detX)S is analytic and symmetric, so by [28, II §6.2] the eigenvectors of
(detX)S may be chosen to be analytic. Since S and (detX)S have the same eigenvectors,
we have shown that we may choose wj(x) to be analytic.
Corollary 6.1.3. W (x) is continuous.
Lemma 6.1.4. X(x)−1W (x)→ kerX(x0) as x→ x0.
Proof. Since Swj = µjwj and |µj | → ∞ as x→ x0, ‖Swj‖ = ‖Y X−1wj‖ → ∞ as x→ x0.
Note that Y is continuous near x0, so ‖Y ‖ is continuous near x0 as well. Moreover,
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‖Y X−1wj‖ ≤ ‖Y ‖‖X−1wj‖, implying ‖X−1wj‖ → ∞ as x→ x0. Therefore
X
(
X−1wj
‖X−1wj‖
)
=
wj
‖X−1wj‖ → 0
as x → x0, which means that span{X−1wj} → kerX(x0) as x → x0. Since W (x) =
span{w1(x), . . . , wk(x)}, we have shown that X(x)−1W (x)→ kerX(x0) as x→ x0.
Lemma 6.1.5. Let x0 ∈ (a, b), A(x) : (a, b) → Mn×n(R) be a continuous path of sym-
metric matrices, and W (x) : (a, b) → Gr(k, n) be a path of k-dimensional subspaces
in the Grassmannian manifold of k-planes in Rn. Suppose A(x0) is invertible. Then
sgnA(x)|W (x) → sgnA(x0)|W (x0) as x→ x0.
Proof. Near x0 we may pick a basis {vj(x)} of W (x) such that each vj(x) is continuous. We
may represent the quadratic form determined by A(x)|W (x) by the matrix α whose (i, j)-
entry is αij(x)
def
= 〈vi(x), A(x)vj(x)〉. Since A(x) and vi(x), vj(x) are continuous, αij(x) is
continuous as well. It follows that the path of quadratic forms determined by A(x)|W (x)
is represented by a continuous path of symmetric matrices. Therefore sgnA(x)|W (x) →
A(x0)|W (x0) as x→ x0, as the signature of a quadratic form is a locally constant function
on the space of non-degenerate quadratic forms.
Proposition 6.1.6. For x close to x0, sgn Γ(W,V, x0) = sgn S˙|W (x).
Proof. Putting together Lemmas 6.1.4 and 6.1.5 with equation (6.3), we have
sgn S˙
∣∣
W (x)
= sgn (XT Y˙ − Y T X˙)∣∣
X−1W (x) → sgn (XT Y˙ − Y T X˙)
∣∣
kerX
,
which is the signature of Γ(W,V, x0).
Proposition 6.1.6 and Corollary 6.1.3 require that S(x) depends analytically on x, which
is guaranteed if, in equation (5.1), f(u, x) depends on u and x analytically. This condition
is satisfied in all applications we have in mind; see, for example, [11]. If f(u, x) is merely
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smooth in u or x, S(x) may not depend analytically on x, which means W (x) may not be
continuous and Proposition 6.1.6 may not hold. See [28, Chapter II, §5.3] for details.
Differentiating the equation S(x)wj(x) = µj(x)wj(x) we find
S˙(x)wj(x) + S(x)w˙j(x) = µ˙j(x)wj(x) + µj(x)w˙j(x).
Moreover, differentiating the equation 〈wj(x), wk(x)〉 = δjk we find that
〈w˙j(x), wk(x)〉+ 〈wj(x), w˙k(x)〉 = 0.
Therefore
〈wj , S˙wk〉 = 〈wj , µ˙kwk〉+ 〈wj , µkw˙k〉 − 〈wj , Sw˙k〉 = δjkµ˙k + µk〈wj , w˙k〉 − 〈Swj , w˙k〉
= δjkµ˙k + µk〈wj , w˙k〉 − µj〈wj , w˙k〉 = δjkµ˙k + (µk − µj)〈wj , w˙k〉.
Letting gjk = 〈wj , w˙k〉 we have shown
〈wj , S˙wk〉 = δjkµ˙k + (µk − µj)gjk. (6.4)
By equation (6.4), we can represent the quadratic form determined by S˙|W (x) by the
k × k matrix
Q =

µ˙1 (µ2 − µ1)g12 (µ3 − µ1)g13 . . . (µk − µ1)g1k
(µ1 − µ2)g21 µ˙2 (µ3 − µ1)g23 . . . (µk − µ2)g2k
(µ1 − µ3)g31 (µ2 − µ3)g32 µ˙3 . . . (µk − µ3)g2k
...
. . .
...
(µ1 − µk)gk1 (µ2 − µk)gk2 (µ3 − µk)g3k . . . µ˙k

.
Generically W (x) intersects V in a 1-dimensional subspace. In this case, S has one
singular eigenvalue µ and Q = (µ˙).
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Theorem 6.1.7. If dimW (x0) ∩ V = 1, then the signature of Γ(W,V, x0) is sign µ˙.
Proof. When dimW (x0) ∩ V = 1, there is a single singular eigenvalue µ. The quadratic
form determined by S˙|W ′(x) is given by Q = (µ˙). Therefore sgnQ = sign µ˙.
The remainder of this section considers the case thatW (x) intersects V in a k-dimensional
subspace, k > 1.
6.1.2 Higher dimensional intersections
The proof of Theorem 6.1.7 is simple becauseQ has no off-diagonal entries when dimW (x0)∩
V = 1. For higher dimensional intersections, the off-diagonal terms (µj − µk)gkj may play
an important role. Nevertheless, the gkj factor does not introduce an additional singularity,
because of
Lemma 6.1.8. gjk(x) are analytic near x0.
Proof. Since each wj is analytic, w˙j is analytic as well and so gjk = 〈wj , w˙k〉 is analytic.
Since S(x) is symmetric for each x, there is some path Q(x) of orthogonal matrices
such that Q(x)TS(x)Q(x) = S˜(x) is diagonal. Using equation (6.2) we have
˙˜S = Q˙TSQ+QT S˙Q+QTSQ˙
= Q˙TQQTSQ+QT (C +DS − SA+ SBS)Q+QTSQQT Q˙
= Q˙TQQTSQ+QTCQ+QTDQQTSQ−QTSQQTAQ+
+ (QTSQ)QTBQ(QTSQ) +QTSQQT Q˙.
Letting
A˜ = QTAQ, B˜ = QTBQ, C˜ = QTCQ,
D˜ = QTDQ, M = Q˙TQ = −QT Q˙,
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we may rewrite this equation as
˙˜S = MS˜ − S˜M + C˜ + D˜S˜ − S˜A˜+ S˜B˜S˜.
S˜ is a diagonal matrix whose entries are the eigenvalues of S, {µj}. Looking at the
diagonal entries in this matrix equation we see that the eigenvalues satisfy the scalar
Riccati equations
µ˙j = c˜jj + d˜jjµj − a˜jjµj + b˜jjµ2j , (6.5)
for j = 1, . . . , n. Notice that the diagonal entries of the term MS˜− S˜M all vanish because
S˜ is diagonal and M is skew-symmetric. This differential equation governs the order of
singularity that µj admits.
Proposition 6.1.9. Suppose µj has a singularity at x0 and b˜jj 6= 0 near x0. Then the
singularity has order one.
Proof. We first note that A,B,C,D are assumed analytic and therefore they are bounded
near x0. Since Q is an orthogonal matrix, |Qjk| ≤ 1 for each entry Qjk. Therefore
A˜, B˜, C˜, D˜ are bounded near x0.
In the proof of Lemma 6.1.2, we show that (detX)S is analytic and without singularity
at x0. Thus its eigenvalues {(detX)µj} are analytic and without singularity. Therefore
we can write µj = fj/gj with fj and gj analytic near x0, by setting fj = (detX)µj and
gj = detX. In particular, we see that µj has a pole at x0 of finite order.
Suppose µj has a singularity of order k. A straightforward calculation shows that µ˙j
has a singularity of order k+1. Then the right hand side of equation (6.5) has a singularity
of order 2k, because b˜jj 6= 0 near x0. Because both sides of the equation have singularities
of the same order, k + 1 = 2k, implying k = 1.
Recall that we are primarily interested in equation (5.3) in which A = D = 0 and
B = I. In this case B˜ = I and b˜jj = 1 for all j. Therefore the hypotheses of Proposition
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6.1.9 are satisfied and we have
Theorem 6.1.10. The signature of Γ(W,V, x0) is #{µj : µ˙j → +∞}−#{µj : µ˙j → −∞}.
Proof. Because gjk is analytic near x0 and µj − µk blows up with at most order 1, we
see that (x − x0)(µk − µj)gjk approaches a finite number as x → x0. It follows that
(x − x0)2(µk − µj)gjk → 0 as x → x0. Similarly, µ˙j has a singularity of order 2 at x0,
implying (x− x0)2µ˙j → mj as x→ x0, for some non-zero mj ∈ R. We may write
Q(x) =

µ˙1 (µ2 − µ1)g12 . . . (µk − µ1)g1k
(µ1 − µ2)g21 µ˙2 . . . (µk − µ2)g2k
...
. . .
...
(µ1 − µk)gk1 (µ2 − µk)gk2 . . . µ˙k

=
1
(x− x0)2

(x− x0)2µ˙1 (x− x0)2(µ2 − µ1)g12 . . .
(x− x0)2(µ1 − µ2)g21 (x− x0)2µ˙2 . . .
...
. . .
...
(x− x0)2(µ1 − µk)gk1 (x− x0)2(µ2 − µk)gk2 . . . (x− x0)2µ˙k

=
1
(x− x0)2 Q¯(x)
Notice that sgnQ(x) = sgn Q¯(x), since the eigenvalues of Q(x) and Q¯(x) have the same
signs. As x→ x0, the discussion above shows that
Q¯(x) −→

m1 0 0 . . . 0
0 m2 0 0
0 0 m3 0
...
. . .
...
0 0 0 . . . mk

= diag(m1, . . . ,mk)
as x → x0. Since the signature of a nondegenerate symmetric matrix is locally constant,
sgn Q¯(x) = sgn diag(m1, . . . ,mk) for x close to x0. Moreover, because mj and µ˙j have the
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same sign,
sgn diag(m1, . . . ,mk) = #{µj : µ˙j → +∞}−#{µj : µ˙j → −∞}.
Therefore, if x is sufficiently close to x0,
sgnQ(x) = sgnQ¯(x) = #{µj : µ˙j → +∞}−#{µj : µ˙j → −∞}.
Because sgn Γ(W,V, x0) = sgnQ(x) for x close to x0, we have proven our claim.
Remark 6.1.1. Because the eigenvalues µj have singularities of order one at x0, µ˙j →∞
if and only if limx→x−0 µj = ∞ and limx→x+0 µj = −∞, and similarly µ˙j → −∞ if and
only if limx→x−0 µj = −∞ and limx→x+0 µj =∞. In practice it may be easier to determine
the contribution to the Maslov index at x0 from these one-sided limits, as they can be
determined from a plot of µj near x0. We employ this strategy in Section 6.2.
6.2 Examples
In this section we present two examples of reaction-diffusion equations with steady state
solutions whose stability we study by Maslov index techniques and the matrix Riccati
equation. Both examples come from [11].
6.2.1 A 1-dimensional example
This example comes from [11, Section 5]. We consider the reaction-diffusion equation
ut = uxx − u+ u2, (6.6)
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for the scalar valued function u(x, t). The function uˆ(x) = 32 sech
2(x2 ) is a steady state
solution. Thus we may linearize (6.6) about uˆ to obtain the eigenvalue equation
Lu def= uxx − u+ 2uˆ(x)u = λu. (6.7)
Chardard, Dias, and Bridges use the Evan’s function to show the eigenvalues of L are
{−3/4, 0, 5/4}. We now demonstrate how the Maslov index can be used to detect this
positive eigenvalue. Setting p = u and q = ux we may convert equation (6.7) into the first
order system
 px
qx
 =
 0 1
1 + λ− 2uˆ(x) 0

 p
q
 .
Using the notation ddsh = hs, we see the stable and unstable subspaces are given by
Es(x, λ) =
 2h−
h−s − γh−
 , Eu(x, λ) =
 2h+
h+s + γh
+
 ,
where we identify these 2×1 matrices with their images in R2. Here s = x/2, γ = 2√λ+ 1,
and
h±(s) = ±a0 + a1 tanh(s)± a2 tanh2(s) + tanh3(s),
where
a0 =
γ
15
(4− γ2), a1 = 1
5
(2γ2 − 3), a2 = −γ.
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Thus
Eu(x, λ) =
 2h+
h+s + γh
+
 =
 X
Y

and S = Y/X = (h+s + γh
+)/2h+. Since S is a 1 × 1 matrix we can identify it with its
eigenvalue µ, and singularities of µ indicate a change in the Maslov index. The following
figure plots µ when λ = 1.
In this case, µ has a singularity near x = 1.34981, and the plot indicates a change in
Maslov index by−1. Since µ has no other singularities, we conclude that Mas(Eu(x, 1);V ) =
−1.
A straightforward computation shows
Eu(±∞, λ) = lim
x→±∞E
u(x, λ) =
 1√
λ+ 1
 ,
Es(∞, λ) = lim
x→∞E
s(x, λ) =
 1
−√λ+ 1

so that s(Es(∞, λ), V ;Eu(−∞, λ), Eu(∞, λ)) = 0. Therefore
Mas(Eu(x, λ);V ) = Mas(Eu(x, λ);Es(∞, λ)),
77
and we conclude that Mas(Eu(x, 1);Es(∞, 1)) = −1. Consistent with the conjecture dis-
cussed in Section 5.1, the Maslov index detects the single eigenvalue larger than λ = 1 and
we conclude that uˆ is unstable.
6.2.2 A 2-dimensional example
This example comes from [11, Section 11]. We consider the system
ut = uxx − 4u+ 6u2 − c(u− v) (6.8)
vt = vxx − 4v + 6v2 + c(u− v)
where c > −2. The functions u = v = uˆ def= sech2(x) form a steady solution to this system.
Linearizing about uˆ leads us to consider the eigenvalue problem
uxx + 12 sech
2(x)u = (λ+ 4 + c)u− cv (6.9)
vxx + 12 sech
2(x)v = −cu+ (λ+ 4 + c)v
Moreover, we may perform a change of variables u = u˜ − v˜, v = u˜ + v˜ to transform (6.8)
into the decoupled system
u˜xx + 12 sech
2(x)u˜ = (λ+ 4)u˜, (6.10)
v˜xx + 12 sech
2(x)v˜ = (λ+ 4 + 2c)v˜.
In [11, Appendix B], Chardard, Bridges, and Dias state that this system has the solutions
u˜± = e±
√
λ+4x(±a0 + a1 tanh(x)± a2 tanh2(x) + tanh3(x))
v˜± = e±
√
λ+4+2c x(±b0 + b1 tanh(x)± b2 tanh2(x) + tanh3(x))
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where
a0 = −λ
√
λ+ 4
15
, a1 =
1
5
(2λ+ 5), a2 = −
√
λ+ 4,
b0 = −(λ+ 2c)
√
λ+ 4 + 2c
15
, b1 =
1
5
(2λ+ 4c+ 5), b2 = −
√
λ+ 4 + 2c,
provided λ+ 4 > 0 and λ+ 4 + 2c > 0. Thus we have
Eu(x, λ) =

u˜+ 0
0 v˜+
u˜+x 0
0 v˜+x

=
 X
Y
 ,
S = Y X−1 =
 u˜+x /u˜+ 0
0 v˜+x /v˜
+
 .
The eigenvalues of S are µ1 = u˜
+
x /u˜
+ and µ2 = v˜
+
x /v˜
+, plotted below for λ = 1 and c = −1.
These plots show that µ1 has one singularity contributing−1 to the Maslov index and µ2
has two singularities, each contributing−1 to the Maslov index. Therefore Mas(Eu(x, 1);V ) =
−3.
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A straightforward computation shows
Eu(±∞, λ) = lim
x→±∞E
u(x, λ) =

1 0
0 1
√
λ+ 4 0
0
√
λ+ 4 + 2c

,
Es(∞, λ) = lim
x→∞E
s(x, λ) =

1 0
0 1
−√λ+ 4 0
0 −√λ+ 4 + 2c

,
implying
s(Es(∞, λ), V ;Eu(−∞, λ), Eu(∞, λ)) = 0,
and therefore Mas(Eu(x, 1);Es(∞, 1)) = Mas(Eu(x, 1);V ) = −3. The Maslov index de-
tects that when c = −1 there are three eigenvalues greater λ = 1, which agrees with
computations in [11, Section 11] showing the positive eigenvalues are λ = 2, 5, 7. We
conclude that (uˆ, uˆ) is an unstable steady state solution.
6.3 Concluding Remarks
In this dissertation we have focused on reaction-diffusion equations of the form (5.1), while
Maslov index techniques have been applied to a much larger class of evolution equations.
In [11], for example, the Maslov index is used to study stability in the fifth order Korteweg-
de Vries equation and a model PDE for long-wave-short-wave resonance. In these cases,
the process of relating an eigenvalue problem to the Maslov index of the path of unstable
subspaces Eu(x, λ) goes through unchanged; after linearizing about a steady state solution
and considering the associated eigenvalue problem, we transform our second order equation
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into a first order system of the form (6.1).
An important point is that when we begin with a reaction-diffusion equation, our first
order system has B = I, implying that the hypotheses of Proposition 6.1.9 are satisfied.
When considering this larger class of PDEs we may have B 6= I, so Proposition 6.1.9 and
consequently Theorem 6.1.10 may not apply. Nevertheless, in these cases one may check a
fortiori that the hypotheses of Proposition 6.1.9 are true, and in this way Theorem 6.1.10
may be used to calculate the Maslov index.
Furthermore, Proposition 6.1.9 is not used in the proof of Theorem 6.1.7, which de-
scribes the contribution to the Maslov index at 1-dimensional intersections of Eu(x, λ) with
the reference plane and so it applies to the larger class of evolution equations which Maslov
index techniques have been applied to. By Remark 5.3.1, intersections are generically 1-
dimensional so that Theorem 6.1.7 suffices to compute the Maslov index in the majority
of examples, even in this larger class of PDEs.
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