Abstract. In this paper, a new intrafield deinterlacing algorithm with an edge-direction vector ͑EDV͒ in the image block is introduced. The EDV, which is computed by a Sobel mask utilized edge map, was first introduced so that finer resolution of the edge direction could be acquired. The Sobel operator is performed on the "top and bottom" or "left and right" adjacent pixels to detect the most likely edge direction of the missing pixel. The proposed EDV-oriented deinterlacing system operates by identifying small pixel variations at five orientations, 26.5, 45, 90, 135, and 153.5 deg. The EDV values work as inputs of the S-type small membership function, and the weight values were obtained for each edge direction. Based on the fuzzy rule and edge-direction confidence parameter, the missing pixels were computed. These weight values were multiplied by the candidate deinterlaced pixels to successively build approximations of the deinterlaced sequence. The results of computer simulations demonstrated that the proposed method outperforms a number of previously documented intrafield deinterlacing methods. © 2009 Society of Photo-Optical Instrumentation Engineers.
Introduction
Video content is broadcast throughout the world in interlaced scanning formats. Interlaced scanning formats such as NTSC, PAL, and SECAM have been widely used in different television broadcasting standards, as they effectively handle a limited bandwidth. 1 The interlacing process separates a complete frame into two fields, one with the horizontally odd-numbered lines and the other with the evennumbered lines. The interlacing technique lessens the bandwidth and lowers the price of cathode-ray tubes ͑CRTs͒ by integrating a high rate of fields per second to prevent large-area flicker with a comparably high vertical resolution of the image. This technique appeared to be acceptable to consumers in the early days of television. However, as the screen size increased, for example, with highdefinition television ͑HDTV͒, interlacing artifacts such as serration, line crawl, and interline flicker were revealed. 2 Therefore, current HDTV systems support a progressive scan to supply an enhanced picture quality. In this sense, deinterlacing is a crucial process that converts interlaced signals of TV sequences into progressive signals to be displayed in progressive devices such as plasma display panels and liquid crystal displays.
In general, deinterlacing methods can be differentiated into two major method groups, one with motion compensation ͑MC͒ and one without motion compensation ͑non-MC͒. The MC deinterlacing methods provide better performance in terms of peak signal-to-noise ratio ͑PSNR͒. [3] [4] [5] [6] However, the latter are selected more often due to the lower computational complexity and prevention of error propagation in real-time applications.
The non-MC methods can be simplified into methods using spatial information, temporal information, and spatiotemporal information. Various algorithms have been presented with different degrees of complexity and reconstruction quality. In particular, many spatial interpolation techniques have been proposed to improve the quality of interpolated images by enhancing the edges and the overall image sharpness. For example, the Bob method is the primary intralinear filter used in the TV industry for deinterlacing. 7 Doyle proposed an edge-based lineaveraging ͑ELA͒ algorithm, which is a well-known intranonlinear filter that uses edge directional correlations to linearly interpolate an empty pixel between two adjoining lines of the even or odd field. 8 Chen improved the ELA method and proposed efficient ELA. 9 Kim and Jeong proposed the modified ELA methods. 10 Yoo proposed an algorithm which uses two spatial direction vectors to acquire a more appropriate edge direction. 11 Park introduced a combination of horizontal and vertical edge patterns for an edge-dependent interpolation algorithm.
12, 13 Chen proposed a low-complexity intra-nonlinear filter in which edge directions were determined in diagonal, horizontal, and vertical directions. 14 Lee introduced an intra-nonlinear filter that detects edge information and direction based on locally adaptive thresholded binary images, where the adaptive window size was used to efficiently detect the edge slope. 15 Alternatives employ a nonlinear and soft computing-based approach, which includes fuzzy logic for image interpolation, specifically fuzzy detection of edge-direction based interpolation ͑FDED͒ 16 and fuzzy direction-oriented interpolation ͑FDOI͒.
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In this paper, methods without MC, in particular intrafield deinterlacing techniques, are investigated. Currently, motion-adaptive or MC interfield deinterlacing methods are used for recent deinterlacing, and intrafield deinterlacing seems to be very limited. However, the proposed filter has advantages with respect to regions with high motion or scene changes. The contributions are as follows. The edge-direction-based deinterlacing methods are not effective when a false edge direction is determined. Additionally, the horizontal resolution of the edge direction is insufficient, producing deteriorated image quality. To alleviate the above problems, an edge-direction vector ͑EDV͒ was introduced and the exact edge direction on the center pixel that expresses the degree was derived. The maximum edge-direction information was combined by an edge-based weighted average ͑EWA͒ deinterlacing that works in intrafield and interpolates the missing pixels. Using the EDV introduced in the interpolation, the vertical resolution in the deinterlaced image was subjectively concealed.
The remainder of this paper is structured as follows. In section 2, the details of the EDV and proposed deinterlacing scheme are described. In sections 3 and 4, the experimental results and conclusions are presented. 
Candidate Deinterlaced Pixels
In this work, x͑i , j͒ denotes the intensity of an interpolated pixel. The variables i and j refer to the column and line numbers, respectively.
The edge-direction detector, the derivative value with an edge degree of ⌰, ␦ ⌰ , utilized directional correlations between pixels to linearly interpolate a missing line. A 2D localized window was used to calculate directional correlations and interpolate the current pixel, as shown in Fig. 1 . Here, u, d, m, l, and r represent up, down, medium, left, and right, respectively. The directions work as the displacement parameter so that the filter is shifted −1 and +1 vertically and −1 and +1 horizontally. For the measurement of the spatial correlation of the samples in the window, several directional changes were determined as follows:
͑1͒
The parameter ␦ ⌰ denotes a directional correlation measurement, which is an intensity change in the direction ⌰, ͑ ͕26.5, 45, 90, 135, 153.5 deg͖͒. The candidate deinterlaced pixel ͑CDP͒, x ⌰ ͑i , j͒, is the average value between any two pixels in the edge direction, which is calculated as follows: 
EDV
In this section, the EDV, which was computed by an edge map, is introduced to produce a finer resolution of the edge direction. Based on the edge map, the exact edge direction was calculated for every region having a horizontal, vertical, or diagonal edge. The edge characteristics of the missing pixel can be roughly calculated according to the edges in the adjacent existing pixels. To fulfill the above procedure, a gradient derivative filter was used for robust edge detection. Figure 2 shows a neighboring block with adjacent pixels. To investigate the edge information in the adjacent pixels, the EDV in the image block was generated using the Sobel edge operators. 18 Each pixel in the video picture was then associated with an element in the edge map, with the EDV containing its edge direction and amplitude. The Sobel operator had two convolution kernels that respond to the degree of difference in the horizontal ͑i͒ and vertical ͑j͒ directions. For a pixel x͑i , j͒, the corresponding EDV, V i,j = ͕⌬p i,j , ⌬q i,j ͖ is defined as
where ⌬p i,j and ⌬q i,j represent the degree of difference in the vertical and horizontal directions, respectively. The edge direction, degree, angle͑V i,j ͒, and the amplitude of the EDV, amplitude͑V i,j ͒, can be estimated by Eqs. ͑4͒ and ͑5͒,
We assume the parameter angle͑V i,j ͒ to be the direction of the edge of the missing pixel and denote this as . We assume the parameter amplitude͑V i,j ͒ to be the edgedirection confidence and denote this as .
In order to construct the desired weight evaluating system, first we aimed at distinguishing for each edge direction whether it was close to the Sobel mask calculated edge or not. To achieve this objective, we calculated the maximum observed distance between the EDV and each predefined vector, i.e., 26. 
where =1/ tan . Figure 3 illustrates the concept and an example of the proposed EWA algorithm. For example, let us assume that the computed ⌬p i,j and ⌬q i,j are 6.5 and 4, respectively. Then, the degree of EDV is calculated by Eq. ͑7͒ and produces a value of 31.6 deg. Additionally, the parameters and are 10.5 and 1.626, respectively, and they are calculated by Eqs. ͑8͒ and ͑9͒.
Fuzzy Rule-Based Implementation
Using fuzzy logic, the five distance values, d ⌰ , are combined for each direction, and the weights, ⌰ , are calculated. The fuzzy rule employed is as follows:
To compute the weight in each edge direction, a modified S-type SMALL membership function ͑MF͒ was used that has been previously introduced. 19 The S-type SMALL MF decreases, as shown in Fig. 4 , and can be described by the following formula: 
On the basis of this idea, the membership degree SMALL ͑d ⌰ ͒ of S-type SMALL membership was assumed to function as weight ⌰ . The filter output can be illustrated, where the operated image is denoted as x EWA ͑i , j͒, which results in mean weights multiplied.
otherwise.
· ͑11͒
The edge-direction-based interpolation method was inefficient for images with horizontal edges ͉͉͑ Ͼ 2͒, and therefore the missing pixel was interpolated with x 90 ͑i , j͒. The reason behind this idea was that an edge direction of Ͻ26.5 deg ͑or Ͼ153.5 deg͒ was not reliable and was discarded for the stability of the interpolation. Additionally, the missing pixel was interpolated with x 90 ͑i , j͒ when the edge-direction confidence, , was smaller than the threshold value v T . If the calculated value of was bigger than v T , it indicated a reliability of edge direction for sure, while if it was smaller than v T , it indicated that the edge direction was not reliable. In other words, if was too small, the influence of EDV became insufficient. The smaller the edge-direction confidence, , the closer the missing pixel x EWA ͑i , j͒ was to the x 90 ͑i , j͒, i.e., less edge-direction information was used. On the other hand, in cases when the determined edge-direction confidence, , was larger than v T , the edge-direction information was used for computing the missing pixel. The suitable values for B U , B L , and v T are traced in Section 3.
Simulation Results
The simulation results and associated analyses of the proposed EWA method are presented in this section. Quantitatively, the PSNR in decibels ͑dB͒ and time-consuming results of the deinterlacing scheme 20, 21 The PSNR dissimilarity function is described as where x org and x rec are the original and reconstructed images of size widthϫ height, respectively. All of the video sequences were converted from progressive into interlaced formats according to the algorithm shown in Fig. 5 . 
Tuning the MF
The MFs were trained using four CIF video sequences. Table 1 shows the characteristics of the training video sequences. The initial 200 frames were used as training data. The upper and lower bound values, B L and B U , and the threshold value for edge-direction confidence, , were difficult to determine theoretically and were therefore obtained empirically. For this reason, numerous attempts following an iterative methodology were made to understand In order to maintain good quality, the B U parameter could not be too close to the B L parameter. Figure 7 shows the average PSNR of the deinterlaced images for different B U parameters ranging from 0.9 to 3.9 at intervals of 0.1. The result of tuning of the MF ͑determining B U ͒ showed that parameter B U of SMALL ͑d ⌰ ͒ was close to 2.1.
In order to determine the parameter , the ideal value of was investigated under the fixed conditions B L = 0.8 and B U = 2.1. Figure 8 shows the PSNR results for various values of , which yielded the ideal value of as 51.
Performance Analysis
The original progressive sequences and the output deinterlaced sequences were compared. The EWA method was compared with the recently published well-known singlefield deinterlacing algorithms: ELA, 8 16 and FDOI. 17 Interfield deinterlacing methods, such as FWF 19 or MADLSCD, 23 were not considered for comparison, because this study focused on intrafield deinterlacing methods. Table 2 includes the average PSNR and computational CPU time results for various CIF test sequences. Table 3 and Fig. 9 show the average PSNR results for nine HDTV video sequences. So, we can view the ranking for the average PSNR and the average computational CPU time. For PSNR comparison, we gave rank number one to the method with the highest PSNR value, i.e., the best method in terms of PSNR result was assigned a 1, the second best a 2, the third best a 3, and the worst a 10. For CPU time analysis, we gave rank number 1 to the method with the smallest computational time. On the basis of these results, the proposed EWA algorithm showed a slightly better ͑0.0064 dB͒ objective performance than the FDED method in terms of PSNR, with only ϳ29.51% of the computational CPU time required. Moreover, EWA showed an average decrease in computational CPU time of 92.88 and 71.70% for test sequences relative to the DOI and FDOI with 0.3772 and 0.3613 dB improvements, respectively. The EWA method has ϳ36.39% more computational CPU time than the LCID method while achieving an average PSNR improvement up to 0.0293 dB. From Table 3 , we observe that our proposed EWA method performed well for the nine HDTV sequences.
However, it was noticed that objective performance For the subjective image-quality evaluation, the 65th ͑352ϫ 288͒ Foreman and Table Tennis original images were chosen, as shown in Fig. 10 . Figures 11 and 12 show the simulation results for the 65th Foreman and Table Ten nis sequences. The proposed EWA method operated images are shown in Figs. 11͑j͒ and 12͑j͒ . Given that the interlaced images were a fairly loose feature, the EWA results demonstrated acceptable detail construction. Moreover, the EWA method presented good visual quality on different edge directions and the boundaries of the table; the slant diagonal lines on the wall were faithfully restored. Regarding the subjective visual quality, different image details were well-maintained, and few artifacts were observed. The EWA method gives the best subjective quality among all of the conventional methods compared. It improves natural images with less staircase artifacts for all of the edge areas, including gentle slope edge, compared to conventional algorithms. Fig. 9 Comparison of PSNR results for nine HDTV sequences with different intrafield deinterlacing methods.
The Limitations and Discussion
In the preceding section, we have shown that the performance of the proposed method is the best out of all competitors. However, there are some limitations to be discussed. First, from the point of view of performance, we still find that the proposed EWA method does not always show the best PSNR results. Tables 2 and 3 indicate that the FDED method provides better PSNR results than EWA in the Akiyo, New, Stefan, Pedestrian, and Station2 sequences. Additionally, the ELA method provides the best results in the Foreman and Stockholm sequences. From these results, it appears that the proposed method might have some weaknesses with some moving sequences. The PSNR result curves for the Foreman and Stefan sequences with the five best methods are shown in Fig. 13 . The compared methods are ELA, LCID, FDED, FDOI, and EWA for the Foreman and NEDD, LCID, FDED, FDOI, and EWA for the Stefan sequences. As can be seen in Fig. 13͑a͒ , the proposed method shows relatively good and competitive PSNR results when the frame number is less than 200. However, we observe that the proposed method is degraded when the sequence has many moving scenes, i.e., when the frame number is between 200 and 230.
Second, the improvement when compared with the existing methods is not significant. One of the reasons which causes this result is that we have tuned the MF parameters using a limited number of training sequences ͑i.e., Coastguard, Container, Football, and Hall monitor͒. Therefore, there is performance degradation when the approach is applied to a video with substantially different characteristics from the set of videos used for MF parameter determination. To overcome this limitation, we should provide technical rules on how the MF parameters could be adaptively updated. Specifically, we need to define a set of numerical attributes that characterize the properties of a video and use these attributes to determine the MF parameters. Our future research will concentrate on designing the optical deinterlacing system using more suitable MF parameters which are calculated from an expanded number of training sequences.
Conclusions
A new single-field edge-direction-based deinterlacing algorithm that was derived from an image upscaling technique has been proposed. An EDV, which is computed by an edge 
Fig. 11
Experimental results for visual comparison using the detail of the 65th Foreman sequence after the deinterlacing process of the ͑a͒ ELA, ͑b͒ EELA, ͑c͒ MELA, ͑d͒ DOI, ͑e͒ NEDD, ͑f͒ LCID, ͑g͒ LABI, ͑h͒ FDED, ͑i͒ FDOI, and ͑j͒ proposed EWA methods.
Fig. 12
Experimental results for visual comparison using the detail of the 65th Table Tennis sequence after the deinterlacing process of the ͑a͒ ELA, ͑b͒ EELA, ͑c͒ MELA, ͑d͒ DOI, ͑e͒ NEDD, ͑f͒ LCID, ͑g͒ LABI, ͑h͒ FDED, ͑i͒ FDOI, and ͑j͒ proposed EWA methods.
map, was introduced to acquire a finer resolution of the edge direction. The weights on each edge direction were calculated by means of the EDV. These weight values were multiplied by the candidate deinterlaced pixels to successively build approximations of the deinterlaced sequence. The effectiveness of the proposed method has been evaluated using a set of test sequences.
