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1. Inledning 
A l l a matematiker har många gånger möt t frågan: V a d gör du 
egentligen? Den kommer från familjemedlemmar som ser hus-
fadern dagligen sitta v id sitt skrivbord i t immar med papper, 
penna och kanske ett par böcker. Speciellt t ränger frågan på 
n ä r de efter ett år ser resultatet: kanske 20 tryckta sidor med 
helt obegripligt utseende. Och det naturliga svaret förefaller att 
vara: Praktiskt taget ingenting. 
Men frågan kan också komma med större tyngd från ad-
minis t ra törer och r iksdagsmän och då gärna med tillägget " för 
nytta". V i anslår i Sverige kanske sju miljoner kronor t i l l högre 
utbildning och forskning i matematik. Är detta väl använda 
pengar? Behövs det verkligen så lång utbildning för att lära 
barn att addera och räkna reguladetri, och vad tjänar mate-
matisk forskning till? V i matematiker hänvisar t i l l att lärare 
mås te ha en djupare förståelse för vad de lär ut och att man 
i vå r vetenskap som i alla andra vetenskaper söker sanningen, 
och att detta är skäl nog. Men en skeptiker blir inte övertygad. 
K a n man ha någon djupare förståelse för att 2 x 2 = 4 — det 
verkar rena dumheterna. Och vilken sanning ä r det ni söker? 
Inte ens en skeptiker som tagit studenten på reallinjen och 
kanske läst en t id vid universitet eller är ingenjör har fått någon 
egentlig hjälp: det han lärt sig är vetenskapens resultat p å 1600-
och 1700-talen och liknar inte alls dagens. H ä r brukar diskus-
sionen sluta med att matematikerna säger: V i kan tyvärr inte 
förklara oss nä rmare . N i mås te tro oss på vårt ord — v i ä r j u 
experterna. 
Mest alarmerande är kanske att frågan med ökande skepsis 
kommer från våra nä rmas te kollegor, fysiker och övriga natur-
vetare. A t t inte ens de förstår oss är något nytt för vår t id och 
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beror på matematikens snabba utveckling och starka speciali-
sering. Med brist på förståelse följer ofta en a l lmänt negativ 
inställning, och man ser nu på många håll i vär lden en tendens 
att överflytta matematikundervisningen t i l l t i l lämpade ä m n e n . 
H ä r m e d v i l l man få garanti för att undervisningen blir "nyt t ig" . 
Det ligger i öppen dag att detta är olyckligt och innehåller 
början t i l l stagnation. 
Grundorsaken t i l l f rågorna ä r överall t densamma: matema-
tikernas oförmåga att tala om vad de gör och att föra ut sina 
resultat t i l l icke-matematiker. Det brukar tas som ett axiom 
att matematik inte kan populariseras, men just denna tes bör 
man ifrågasätta. Vad som kan förklaras och vad som inte kan 
förklaras beror på vad som kan tas t i l l u tgångspunkt . A t t för-
k lara- för en s tenåldersman vad en radio ä r skulle förmodligen 
vara mycket t idsödande, liksom att förklara för en romare för 
2 000 år sedan vad formeln 1/3=0,33 . . . betyder. Enligt detta 
sätt att se skulle alltså svårigheten ha sin rot i undervisningen 
och speciellt i skolundervisningen. Men lä roplanerna i gym-
nasiet har j u nyligen reviderats, grundskolans står inför en 
reform och universitetens ändras kontinuerligt. Och "the new 
math" — slagordet för matematikundervisningens reformering 
i USA — är j u numera ett begrepp som också ligger bakom 
förändr ingarna i Sverige. Har man inte dä rmed gjort all t som 
kan göras? I själva verket tror jag att "the new math" gjort 
problemet s törre . M a n har lagt tyngdpunkten på den moderna 
matematikens formalism och noggranna definitioner och inte 
p å dess idéer och resultat. Det ä r oundvikligt att detta ä r trå-
kigt och ointressant och ger en vrångbild av dagens matematik. 
I Sverige har man speciellt tagit upp " m ä n g d l ä r a " i kurserna 
och detta har på många håll missförståtts. Det rö r sig inte om 
någon teori utan om vanligt sunt förnuft , l ika enkelt eller 
kanske enklare än 1 + 1 = 2 . Mängd lä ran kan emellertid göras 
svår genom invecklad terminologi och många symboler, och 
detta förefaller i många framstäl lningar vara huvudsaken. 
I Sovjetunionen har "the new math" aldrig slagit igenom — 
i själva verket har man där en ganska reakt ionär syn på mate-
matiken — och i USA förefaller man nu att önska modifiera 
kurserna i mera traditionell r iktning. Men om d ä r m e d över-
drifterna elimineras, har man inte löst grundproblemet att 
sprida kunskap om den matematiska forskningen på det sätt 
som gjorts med atomfysiken. Den kr i t ik som här framförs mot 
många punkter i den reformerade skolmatematiken får därför 
inte tolkas som en uppmaning att återgå t i l l det gamla "och 
beprövade" . Forna tiders problemexercis inom snäva o m r å d e n 
är sannerligen inget att önska tillbaka. Man bö r i stället syfta 
t i l l nya konstruktiva lösningar och inte okritiskt acceptera vare 
sig bakåts t rävarnas eller revolut ionärernas åsikter. 
Denna bok har därför två syften. F räms t önskar jag så kort-
fattat och enkelt som möjligt ge en föreställning om vad mate-
matik av idag är och peka på några av de problem som den 
fortfarande arbetar med. Speciellt har jag önskat belysa mate-
matikens relation t i l l t i l lämpningarna, inte genom att betona 
områden där matematik används nu utan tvä r tom betona den 
matematik som är okänd men som kan ha potentiella använd-
ningsområden. Givetvis kan man inte göra detta med veten-
skaplig exakthet, lika litet som man kan förklara radioaktivt 
sönderfall eller relativitetsteori på detta sätt. Jag har i stället 
försökt att exemplifiera, antyda och överförenkla. Mycket av 
vad som följer står sig därför inte inför alltför noggrann läs-
ning — den som verkligen önskar sät ta sig i n i ett o m r å d e 
hänvisas t i l l de böcker som omnämns i kommentarerna efter 
varje kapitel — men det ä r min förhoppning att boken trots 
allt ger en riktig b i ld av matematiken. Troligen kommer m å n g a 
ä n d å att tycka att mycket är svårt. Det kan bero på att jag 
uttryckt mig dåligt, men det kan också bero p å ovana v id 
matematiskt symbolspråk och v id de idéer som beskrivs. Det 
lämpligaste är säkert att bara läsa vidare och sedan gå tillbaka 
t i l l den dunkla punkten; kanske verkar det hela då lät tare . 
F ö r att under lä t ta läsning på detta sätt har partier som 
kanske ä r besvärliga eller mera detaljrika markerats med < i 
bör jan och > i slutet. Den som önskar hoppa över en sådan bit 
behöver då bara söka upp närmas te > och börja läsa där . 
A l lmän t har jag försökt att inte förutsät ta kunskaper u töver 
studentexamen, men möjligen kan det finnas undantag. Stu-
dentexamenskunskaperna har j u också varierat. 
Det andra syftet ä r att söka ge en bi ld av var skolmatemati-
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ken av idag står i relation t i l l matematiken som helhet och se 
vilka förändringar man kan tänka sig för att minska den mate-
matiska forskningens isolering. Detta sista måste ses på mycket 
lång sikt, men om man tror att det är möjligt att änd ra något 
härvidlag, ä r det angeläget att detta sker snart. I första hand 
skall då universitetskurserna förändras och man skall därefter 
gå nedåt i skolan. Genom en ny universitetsorganisation har 
man gjort det mycket svårt att förändra den a l lmänna synen på 
ett ämne . Skolöverstyrelsen har numera ett avgörande infly-
tande över kursernas uppläggning och innehåll , vilket mycket 
i l la r immar med att kanske 10 % av de universitetsstuderande 
kommer att bli lärare . Systemet medför att ett litet antal peda-
gogiska experter styr inriktningen av våra universi tetsämnen 
och här igenom har man byggt in en t röghet , som kan få 
mycket allvarliga konsekvenser för hela den akademiska ut-
bildningen. 
Dessa frågor faller emellertid utanför ramen för denna bok. 
Det bör påpekas att jag här inte avsett att lägga fram några 
förslag t i l l innehåll eller disposition utan velat intressera en 
s törre grupp för problemet och för matematiken av idag. 
Kommentarer 
Al lmänna populäröversikter över matematiken ä r ganska få-
taliga. Den i särklass bästa och fullständigaste ä r 
A . D . Alexandrov, A . N . Kolmogorov, M . A . Lavrentev, Mathe-
matics. Ils Cuntent, Methods and Meaning. Amer. övers. 
American Mathematical Society, Providence, R. I . , 1962. 
Den är skriven av de främsta aktiva ryska matematikerna. 
Överhuvudtaget har man i Sovjetunionen lagt ned mycket 
s törre intresse på att sprida riktig kunskap om matematik än i 
väster . En ambit iös men ganska svår amerikansk framställning 
ä r 
E . T . Bell, The Development of Mathematics. 2nd ed. 1945. 
Det bö r påpekas att pocketböckerna i ämne t i regel ej ä r 
skrivna av aktiva forskare och de ger ofta en ganska skev b i ld 
av matematiken genom sin inriktning på kuriosa. 
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Matematikens arbetsmetoder har inte alls berörts på före-
gående sidor. I boken 
R. Courant, H . Robbins, What is Mathematics? 1946, 
ges en behandling av specifika problem som ä r mycket intres-
sant och upplysande. Problemlösningen har behandlats av G . 
Polya i olika böcker, t.ex. i 
G. Polya, Of Mathematics and Plausible Rcasoning. V o l . I — I I . 
Princeton 1954. 
Slutligen bör n ä m n a s det mycket innehållsrika och underhål -
lande verket 
Sigma. En matematikens kulturhistoria. Bd 1—6. U tg . J. R. 
Newman. Stockholm 1959. 
De böcker som citeras i det följande är fackböcker men i regel 
inte så svåra att förstå. Populariserande arbeten har i regel 
inte medtagits. 
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2. Vad är matematik? 
Matematikens historia är, kan man föreställa sig, l ika lång som 
mänsklighetens. De mest primitiva levnadsförhål landen i social 
miljö förutsät ter tal , och satsen att kortaste förbindelselinjen 
mellan två punkter är en rä t linje mås te ha upptäckts för 
mycket länge sedan. I de kul tursamhäl len v i känne r i antiken 
har funnits en matematisk vetenskap. Själva begreppet kultur-
samhäl le förutsät ter en positiv inställning t i l l spekulation och 
t änkande , fristående från nytta och primitiva drifter. De m ä n 
som sysslade med detta känner v i som filosofer. Deras spekula-
tioner innefattade från början moral och livets mening lika väl 
som vår t l änkandes natur och matematik. Denna var alltså 
närmas t en del av filosofin. Höjdpunkten nåddes i den gre-
kiska antika kulturen, och det är en nä rmas t otrolig prestation 
att Euklides då skapade en geometri som inte kunde överträf-
fas för rän på 1800-talet och som för bara några få år sedan 
lärdes ut t i l l alla barn i hela vär lden som hade fö rmånen 
att alls få gå i skolan. Det som då förde matematiken f ramåt 
var kraften hos det mänskliga intellektet utan sidosynpunkter 
p å nytta och användbarhe t . Detta var emellertid också svag-
heten. Begreppsbildningen var för torft ig för verkligt intres-
santa teorier, och man får inte underskatta de svårigheter 
som följde av något så trivialt som att man länge saknade 
ett lämpligt sätt att skriva hela tal . Faktum är att mycket 
obetydliga framsteg gjordes fram t i l l 1600-talet. 
V i d denna t id inträffade det naturvetenskapliga genombrot-
tet. Man gjorde stora upptäckter inom astronomin, men fram-
för all t lade Newton fram en beskrivning av dessa upptäckter . 
Dessa formulerades sedan i ett enkelt språk som Leibniz ska-
pade. Detta språk var matematiken, och dä rmed hade ur f i lo-
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sofin brutits ut en naturvetenskaplig gren, matematiken, medan 
ordet filosofi reserverades för den mer spekulativa humanis-
tiska grenen. E n vikt ig del av filosofin var länge logiken, reg-
lerna för slutledningar och korrekta resonemang. Kraven på 
logiken steg så småningom och det blev nödvändigt att skapa 
ett särskilt symbolspråk även för den. D ä r m e d hade även 
logiken fått samma karak tä r som matematiken och kan nu an-
ses som en gren av denna. 
K a n man d å uppfatta matematik som naturvetenskap? V i 
har alla en känsla av att påståenden som 1 + 1 = 2 ä r mycket 
säkrare , i någon mening sannare, än sådana påståenden som att 
två kroppar graviterar mot varandra eller att vatten består av 
vä te och syre. Men om man försöker göra en detaljanalys visar 
det sig mycket svårt att precisera denna föreställning. V i kan 
sätta upp invecklade system som ger en innebörd å t talet 1, 
tecknet + osv., helt oberoende av vår vanliga tolkning. (Denna 
tolkning är för övrigt nog så invecklad, som v i skall se.) Men 
v i kan inte tala om systemet eller ge det ett sanningsinnehåll 
utan att falla tillbaka på vår erfarenhet om vardagligt räk-
nande. Sedan slutet av 1800-talet har matematiker och logiker 
gjort stora ans t rängningar att komma ur detta dilemma och ge 
matematiken ett absolut sanningsinnehåll . Jag tror att man kort 
kan säga att försöken misslyckats och också att programmet 
med all sannolikhet ä r dömt att misslyckas. 
V i skall först se litet nä rmare p å vad som gjort det möjligt 
att behandla logiska problem på samma sätt som matematiska. 
Logiska resonemang innehåller en del som på ett slående sätt 
liknar vanlig algebra. Sammanstä l ln ingarna "både — och" samt 
"dels — dels" motsvarar då "gånger" och "antingen — eller" 
motsvarar "plus". " In te" är analogt med minustecken. Tag t.ex. 
formeln a • (b + c) = a • b + a • c. V i kan få en motsvarighet inom 
logiken på följande sätt. Lå t a betyda " A är snäll", b " A ä r 
gammal", c " A ä r f u l " . Väns t ra ledet av formeln är d å " A ä r 
dels snäll och dels antingen gammal eller f u l " och högra ledet 
" A ä r antingen snäll och gammal eller också snäll och f u l " . 
Uppenbarligen ä r detta en språklig omstuvning utan innehåll 
på samma sätt som den algebraiska relationen inte utsäger 
något om talen a, b och c. P å samma sätt motsvaras - ( - a) = a 
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av att " A ä r inte inte-snäll" ä r detsamma som att " A är snäl l" . 
M a n kan alltså genom "algebraiska" regler förenkla språkliga 
satser. 
Reglerna för slutsatser kan på liknande sätt formaliseras. 
H ä r tillkommer då att man tillordnar satser ett formellt san-
ningsinnehåll och ger regler för sanningsvärdet hos samman-
ställda satser. Så ä r då a och (dvs. gånger) b sann bara om både 
a och b ä r sanna, medan a eller b bara kräver endera satsen 
sann för att vara sann. Det är på intet sätt nödvändigt att 
förstå eller k ä n n a t i l l alla detaljer och symboler i detta mycket 
invecklade logiska språk för att förstå det väsentliga. Detta 
består i att man här fått logisk kalkyl som fungerar oberoende 
av någon tolkning av de symboler som ingår. 
Näs t a steg i försöket att göra matematikens grunder säkra 
är att införa grundbegreppen med hjälp av det logiska symbol-
språket . V i skall som hastigast syssla med heltalen 0, 1, 2, — 
Dessa skall alltså definieras utan någon hänvisning t i l l intui t ion 
eller t i l l erfarenhet. Man utgår från abstrakt m ä n g d M föremål 
som skall uppföra sig som heltalen. Man döper t.ex. ett föremål 
t i l l "no l l " , talar om att varje föremål har en bes tämd granne 
som man kallar efterföljare. Slutligen ger man vissa regler som 
att om två föremål har samma efterföljare är de l ika. Slut-
ledningsreglerna skall vara abstrakt logiska och får inte vara 
beroende av någon tolkning av föremålen som tal. 
Vad som sker är tydligen att man väljer ut vissa egenskaper 
hos de vä lkända heltalen, u tnämner dessa t i l l grundbegrepp och 
definitioner. Detta kan förefalla formalistiskt och egentligen 
meningslöst och på det hela taget får man nog säga att det ä r 
det också. Man bör nämligen begära av det konstruerade syste-
met två saker. (1) Man måste kunna återf inna alla egenskaper 
hos de hela talen. (2) Man måste kunna bevisa att det system 
som konstruerats inte motsäger sig självt. Just detta ä r det som 
misslyckats. Misslyckandet är också så stort som är t änkbar t : 
man kan bevisa att (1) och (2) ej samtidigt kan uppfyllas. Inför 
man således så många axiom, dvs. spelregler för de abstrakta 
föremålen, att systemet får alla egenskaper hos de hela talen, 
har man fått så många komplikationer att (2) är omöjligt. 
Vad jag här skildrat är utvecklingen under perioden 1880— 
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1935. Hel t naturligt har matematikerna här resignerat, och man 
använder nu grundläggande begrepp utan bevis att man inte 
kan få motsägelser. Givetvis kan man lugnt göra detta. Vå ra 
föreställningar om t.ex. heltalen är så int imt förknippade med 
vår t sätt att tänka och vår erfarenhet om omvär lden att det är 
nä rmas t meningslöst att försöka t änka bort dem. Det ä r över 
huvud taget mycket suggestivt att ett ögonblick reflektera över 
relationen mellan vår t t änkande och vår omvär ld . V i accep-
terar väl alla nu att människan utvecklats ur molekyler och ur-
celler under ständig påverkan av omgivningen, dvs. den fysiska 
vär lden. Det ä r därför naturligt att anse att vår uppfattning av 
logik, av orsakslagen osv. inte alls är något principiellt höjt 
över naturlagarna utan snarare är ett resultat eller en spegling 
av dessa. 1 denna belysning kan man förstå att matematik och 
logisk analys kan användas t i l l att förutsäga händelser i natu-
ren; de lagar v i under stor m ö d a upptäcker finns så att säga 
inbyggda i oss själva. Matematik är på detta sätt syntesen av 
naturvetenskaperna och av organiserat l änkande överhuvud-
taget. I det här n ä m n d a perspektivet är det också förklarligt att 
vissa problem som t.ex. världsalltets oändlighet eller tidens 
början medför oöverstigliga tankesvårigheter för oss. Det finns 
ingen anledning att förvänta att vår hjärna skulle kunna förut-
säga något i dessa frågor eller att de naturlagar v i observerat 
skulle gälla för förlopp under tidsrymder av storleksordningar 
överst igande mänsklighetens egen existensperiod. Det ä r en 
fundamental skillnad mellan 10 och 10 1 0 0 år . 
De cskatologiska frågor som i förbigående berördes ovan ä r 
exempel på nödvändigheten att ha en begränsad ambit ionsnivå 
för problem och lösningsmetoder. Det finns en mycket a l lmän 
princip i logiken, som bevisats för heltalen. Den innebär unge-
fär att man t i l l varje någor lunda komplicerat axiomsystem al l -
t id kan finna ett pås tående som formuleras med systemets ter-
mer och som man aldrig kan bevisa eller motbevisa med syste-
mets axiom. Man har alltså rättighet att anta att det är sant 
eller falskt, vilket man v i l l , och detta kommer inte att medfö ra 
någon motsägelse. I denna mening ä r alltså t i l l och med logiska 
system relativa och godtyckliga. Ingenting hindrar således att 
vissa be römda öppna matematiska problem i denna mening 
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saknar sanningsinnehåll : det är en smakfråga om man väljer 
att anse dem sanna eller falska. Detta skulle kunna gälla för 
ett så enkelt problem som följande. Finns det oändligt många 
9-or i decimalbråksutvecklingen av talet ni Ett problem av 
denna typ är i en vag mening helt onaturligt — det finns inte 
något förnuftigt samband mellan 10 och cirkelns omkrets — 
och man kan inte föreställa sig någon metod att lösa det. A v 
denna anledning skulle antagandet att frågan besvaras med ja 
(som ligger närmas t t i l l hands) eller nej, aldrig komma i någon 
relation t i l l traditionell matematik, och det ä r därför " l i kg i l -
t igt" vad som gäller. 
Det vore nu ett stort misstag att tro att matematikernas 
arbete med grundfrågorna varit bortkastat. Vad man fått resig-
nera inför är en fullständig utredning av de enklaste begreppen 
och orsakerna är uppenbarligen att dessa är så nära förknip-
pade med de metoder v i använder för att analysera dem. M a n 
kan jämföra detta med den be römda osäkerhetsprincipen i 
fysiken. Denna innebär att man inte kan mä ta vissa fysikaliska 
kvantiteter samtidigt med hur stor noggrannhet som helst, 
eftersom de apparater man utnyttjar själva samverkar med och 
stör det som skall mätas . F ö r mera invecklade begrepp ä r 
emellertid den nya logiken ett mycket effektivt vapen för en 
korrekt analys. Det är lätt att illustrera behovet av en sådan 
noggrann behandling inom mängdlä ran . 
V i har en intuitiv föreställning av begreppet mängd, samling 
osv. Det innebär att man studerar objekt av en viss typ sam-
tidigt och tar dessa tillsammans t i l l en enhet. Denna idé är 
troligen den mest fundamentala i det matematiska tänkande t 
och v i kommer i fortsättningen gång på gång tillbaka t i l l den. 
Vad vi här bör observera är att begreppet ä r mycket kompli-
cerat och att man måste iaktta försiktighet då man använder 
det. Russelis be römda paradox illustrerar detta. Om vi nu anser 
oss veta vad som menas med mängd, så kan v i j u också tala 
om något sådant som mängden bestående av alla mängder . En 
mängd kan tänkas ha sig själv som element, även om detta är 
svårt att föreställa sig. Men låt oss nu tvär tom undersöka 
mängden av alla mängder som inte har sig själva t i l l element. 
Om man nu tänker efter, inser man att denna m ä n g d inte kan 
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ha sig själv t i l l element (definitionen förutsätter ju just detta) 
och också måste ha det (ty motsatsen är orimlig). Någo t ä r 
alltså fel och felet ligger i att vi handskats för vårdslöst med 
definitioner av mängder . Det är emellertid mycket komplicerat 
att ställa allt t i l l rät ta och här spelar det exakta logiska språket 
en stor ro l l . 
Grundsvår igheten i Russeils exempel ligger i vad som menas 
med att en mängd är väldefinierad. V i har sett att det leder t i l l 
orimligheter om man accepterar hur lösliga definitioner som 
helst. Den extremt motsatta s tåndpunkten är att man fordrar 
att varje objekt som studeras skall kunna konstrueras med ett 
ändligt antal steg och med en välpreciserad metod ur det t idi -
gare givna. Denna riktning hade i början av detta sekel många 
anhängare och principen innebar i matematikens dåvarande 
situation inte en så allvarlig inskränkning. Huvuddelen av re-
sultaten kunde bevisas på detta konstruktiva sätt. Läget har nu 
radikalt ändra t s och av dagens matematiker kanske n ä r m a r e 
hälften bryter mot regeln. Den mest be römda motstridande 
principen ä r urvalsaxiomet: om S ä r ett system mängder M, 
kan man bilda en mängd M 0 som innehåller precis ett element 
från varje m ä n g d M i S. Man vet numera att om vi inte redan 
har motsägelser i traditionell matematik (vilket man alltså inte 
vet!) så får v i heller inga genom att godta urvalsaxiomet. Det 
är också känt att axiomet inte är en följd av övriga vanliga 
axiom. Detta axiom innebär alt vidlyftiga icke-konstruktiva 
metoder blir t i l låtna. Det leder t i l l utomordentligt egendomliga 
konsekvenser — t i l l exempel att det finns lineära funktioner 
f(x), dvs. sådana att f(x + y) = f(x) + f(y) för alla reella tal x och 
y, som inte har formen f(x) = a • x — men är trots detta en av 
de viktigaste grundmetoderna i modern matematik. 
En intensiv strid kring dessa grundfrågor fördes i början av 
1900-talet. Den slutade i al lmän utmattning och utan att klar-
het nåt ts . Generellt kan man säga att frågan blivit empiriskt 
löst. Man har inom olika områden olika krav som är avpassade 
t i l l områdenas naturliga metodik. Här igenom har man så att 
säga olika hierarkier av matematik med olika under förs tådda 
eller klart utsagda axiomsystem, och man vet också nu rä t t väl 
hur den logiska relationen mellan systemen ser ut. Även om 
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så inte är bevisat och sannolikt aldrig blir bevisat, kan man 
säga att risken för att någon gren av matematiken skall visa sig 
innehålla någon motsägelse är utomordentligt liten. 
Vad innebär nu vår ofullständiga kunskap om matematikens 
grunder för skolundervisningen? En rä t t självklar konsekvens 
är att man inte bör krångla t i l l införandet av grundläggande 
begrepp, och speciellt då de hela talen, genom några invecklade 
system. En sådan konstruktion leder enbart t i l l alt svårigheten 
flyttas från en punkt t i l l en annan. Detta insåg man beträf-
fande Euklides geometri, som ju helt u tmönstra ts . Givetvis ä r 
det en stor fördel att exercerandet med skenbart logiska resone-
mang försvunnit ur geometriundervisningen, men som vi skall 
se har man här gått för långt, så att kunskapen om geometri 
blivi t dålig. T de nya kurserna har emellertid i stället andra 
grenar formaliserats, varigenom man avser att illustrera mate-
matikens axiomatiska uppbyggnad och öva eleverna i logiskt 
t änkande . Som det kanske värsta exemplet kan man ta kvasi-
axiomatiseringen av exponentialfunktionen och räknelagarna 
för hela tal. Denna syn på matematikens grunder gör gärna 
ämnet tråkigt och formellt och förmedlar heller inte en riktig 
uppfattning om hur matematiken arbetar eller vad axiomatik 
är . T i l l sist är det j u också så, som vi här sett, alt den intelli-
gente eleven i princip kan göra vilken professor som helst svars-
lös genom att ifrågasätta sådana saker som resonemangs giltig-
het och ords betydelse. Man bö r således inskränka bevis och 
definitioner t i l l sådana fall där inte allt är intuit ivt klart från 
början. Det bör dock noteras att t i l l det intuitivt klara hör 
betydligt mindre än vad forna tiders matematiker och majori-
teten av elever anser, men dit hör avgjort hela tal och den del 
av mängdlära och logik som är aktuell i skolsammanhang. 
Under senare år har en ny motsät tning uppståt t inom mate-
matiken mellan vad som kallas ren och t i l lämpad matematik. 
Denna distinktion ä r något nytt för vårt å rhundrade . Al la 
f ramstående matematiker var tidigare samtidigt astronomer 
eller fysiker och d römde inte om att det skulle ligga någon 
motsät tn ing i detta. T v ä r t o m använde de matematik t i l l alt lösa 
fysikaliska problem och fick inspiration t i l l matematiska fråge-
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ställningar och begrepp ur fysikaliska förhål landen. Genom 
att vår kunskap nu är så omfattande är en specialisering nöd-
vändig, och matematiker saknar numera i regel direkt kunskap 
om t.ex. fysik. De skapar i stället sina problem själva i relation 
t i l l det tidigare kända . Detta är på många sätt en försämring 
och har gjort matematikernas arbete svårare . De problemställ-
ningar som problem i naturen ger upphov t i l l har stora utsikter 
att vara matematiskt givande. N ä r man själv ställer sina pro-
blem, vägleds man enbart av sin intuition om sammanhangen, 
och riskerna att komma in i en å tervändsgränd kan då vara 
stora. 
Matematikens problemval är en mycket intressant fråga ge-
nom att ämnet i princip är oberoende av yttre förhål landen. 
Vilka problem är intressanta? Vad menas med att en sats ä r 
svår? I stort sett vet man mycket litet faktiskt i frågor som 
dessa, men man kan finna en närmast förbluffande samstäm-
mighet i uppfattningen hos olika matematiker. Detta är så 
mycket märkl igare som det finns rent emotionella reaktioner 
med i värder ingarna som närmast kan jämföras med estetiska. 
Man talar om vackra satser och eleganta bevis. Denna enighet 
tyder på att det skulle finnas en mer objektiv griind. En sats 
svårighetsgrad med avseende på ett givet kunskapsomfång och 
med ett givet axiomsystem skulle kunna tänkas definieras som 
det minsta antal logiska symboler ur axiomsystemet som krävs 
för beviset. Ett resultats totala svårighet blir då antalet sym-
boler i ett totalt bevis ur axiomen. Givetvis kan detta antal 
knappast beräknas för konkreta resultat, men uppskattningar 
av storleksordningen skulle kanske kunna erhållas. Et t resultats 
"intresse" kanske sammanhänger med detta antal dividerat med 
antalet symboler som krävs för att formulera resultatet. — l 
avvaktan på objektiva kriterier kan helt a l lmänt sägas att en 
matematikers (och kanske varje vetenskapsmans) storhet be-
döms minst lika mycket utifrån de frågor han ställer som från 
dem han besvarar. 
U r den uppfattning om matematikens natur som v i redovisat 
följer att skillnaden mellan ren och t i l lämpad matematik egent-
ligen inte ä r så stor. De utredningar om logiska sammanhang 
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som matematiker gör är ett djupare in t rängande i naturens 
ordning och kan göra anspråk på att vara naturvetenskap med 
samma rä t t som t.ex. teoretisk fysik. Det har också gång på 
gång inträffat att matematiska teorier, skapade för sin egen 
skull, visat sig vara lämpliga modeller för fysikaliska problem. 
Detta gällde t.ex. differentialgeometrin för Einsteins relativi-
tetsteori, matr is läran för Heisenbergs beskrivning av vågmeka-
niken, och många tror nu att gruppteorin skall spela en stor 
ro l l då fysikerna en dag får ordning på alla de elementarpar-
tiklar som föds i de stora acceleratorerna. 
Om splittringen i ren och t i l lämpad matematik varit skadlig 
för matematiken har skadan förmodligen varit än s törre för 
naturvetenskapen i övrigt. Den moderna matematiken har givit 
en fördjupad förståelse för de logiska sammanhangen och ska-
pat ändamålsenl iga språk. Det är mycket sannolikt att denna 
kunskap kan utnyttjas för en fördjupad beskrivning av fysika-
liska fenomen, men det finns allvarliga brister i kommunika-
tionerna. Man har i regel uppfattat motsät tningen som gällande 
praktiskt r äknande å ena sidan och teoretiska (underförståt t 
ointressanta) spekulationer å den andra. Detta ä r dock ett 
sekundär t problem. Det som gjort saken akut torde vara att 
skolmatematikerna — i planeringen av "den nya matematiken" 
i skolor och på universitetsnivå — överbetonat de formella 
sidorna av matematiken på bekostnad av det egentliga idéinne-
hållet . Det är inte avsikten att kritisera kravet på stringens, som 
var en välbehövlig reaktion mot tidigare generationers lösliga 
framställning, utan det beskäftiga detaljintresset på sådana om-
råden där studiet i alla fall stannar på ytan. Överbetoningen 
av detaljerna och det formella leder där bara t i l l att man gör 
område t ointressant. Det ä r inom undervisningen nödvändigt 
att skilja på orienterande kunskaper och aktiva kunskaper. Den 
orienterande undervisningen kan läggas upp på samma sätt 
som undervisningen i elementarpartikelfysik, medan undervis-
ning i den del av matematiken som behöver användas måste 
innehålla mycken rutinövning. Det ä r givetvis helt illusoriskt 
att man skall kunna ge eleverna en sådan förståelse för ämne t 
genom omsorgsfull behandling av grunderna att de själva där-
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efter skulle kunna utnyttja metoderna i problemlösning. För s t 
genom en systematisk uppdelning av den antydda typen är det 
möjligt att realisera skolans mål att samtidigt öka stoffets om-
fång och behålla ämnets egenart. Genom en sådan uppdelning 
skulle den nuvarande motsät tningen mellan ren och t i l lämpad 
matematik minskas, och bredare förståelse för ämnets natur 
skulle ås tadkommas . V i skall diskutera dessa frågor utförl igare 
i sista kapitlet. 
Vad blir då resultatet? Vad är matematik? I grunden är det 
en naturvetenskap med uppgift att analysera de logiska konse-
kvenserna av vissa grundläggande empiriska sanningar. Den 
skapar ett lämpligt språk för detta ändamål , det matematiska 
symbolspråket . Det ä r ett misstag att tro att matematiken är 
absolut sann, och det förefaller vara en djävulscirkel att med 
logiska metoder analysera alla grundbegrepp i matematiken. 
Detta hindrar inte att man kan och bör genomföra matema-
tiska bevis med logisk stringens och så att begreppens innehåll 
och slutledningen framstår som självklara, men man skall inte 
göra det självklara komplicerat genom beskäftig och missriktad 
formalisering. Sina problem väljer matematikerna själva p å 
jakt efter ökad förståelse för sammanhangen mellan alla de 
begrepp som kommer från talens värld, från geometrin, dvs. 
vår rumsuppfattning, från olika fysikaliska sammanhang, från 
regel bunden heter i form av statistik, från logiken, och som se-
dan omstöpts i matematikens smältdegel. Ofta har resultatet 
blivi t oigenkännligt för företrädare för ursprungsområdena , 
men sammanhanget finns där klart och en betydelsefull upp-
gift ä r att se t i l l att kontakten bibehålls. Bilden av matematiken 
som en spegel av naturen ger en antydan om de möjligheter 
matematiken erbjuder. 
H . Weyl har sammanfattat detta på följande sätt (i f r i över-
sät tning): 
"En verkligt realistisk matematik bör på ungefär samma sätt 
som fysiken uppfattas som en gren av den teoretiska beskriv-
ningen av den värld vi lever i , och den bö r anlägga samma 
lugna och försiktiga att i tyd mot utvidgningar av dess grund-
föreställningar som fysiken traditionellt visar." 
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Kommentarer 
En modern och ganska lättläst översikt av grundfrågorna är 
G . T . Kneebone, Mathematical Logic and the Foundations of 
Mathematics. Van Nostrand L t d , 1963. 
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At t urvalsaxiomet inte strider mot övriga axiom i mängd-
läran bevisades av Gödel 1940 [The Consistency of the Con-
t inuum Hypothesis. Princeton, N.J., 1940]. 
A t t urvalsaxiomet ä r oberoende av övriga axiom — dvs. att 
dess negation inte heller strider mot dem — visades av P. J. 
Cohen 1963—64 [The Independcnce of the Continuum H y -
pothesis. Proc. Nat. Acad. Sciences 1963, 1964]. V i d de mate-
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de främsta yngre forskarna. Detta ä r de s.k. Pieldprisen. De 
motsvarar i fråga om ä ra närmast Nobelpris. P. Cohen fick 
ett sådant pris vid Moskvakongressen 1966 för detta arbete. 
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D . J. Struik, A Concise History of Mathematics. V o l . I — I I . 
New York 1948. Svensk övers. Matematikens historia. Stock-
holm 1966. 
En intressant diskussion om matematiken och verkligheten in-
nehåller 
H . Weyl, Philosophy of Mathematics and Natural Sciences. 
Princeton, N.J., 1949, 
varur citatet ovan är taget. 
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3. Tal, mängder, strukturer, avbildningar 
V i är alla inställda på att det mest grundläggande matematiska 
begreppet är de hela talen. Tag t.ex. följande be römda sentens 
av Kronecker (som var en av de strängaste anhängarna av idén 
att endast konstruktiva bevis är til låtna): "De hela talen ska-
pades av Gud. A l l t annat ä r människoverk ." Men är det verk-
ligen så och vad är egentligen tal? 
Den idé som är självklar för oss och som vi fordrar att våra 
sjuåringar skall förstå är följande. Om vi tänker på 2 äpplen, 
2 bilar, 2 stjärnor osv. har dessa olika mängder något gemen-
samt, som v i kallar antal och i detta fall kallas två. Det verkar 
här som om v i använde "2" i definitionen av "2", men så ä r 
det inte. Om v i studerar en mängd A och en annan mängd B, 
vilkas element kan vara vad som helst, äpplen eller bilar, så 
finns det två (!) möjligheter. Antingen går det att para ihop 
elementen i A och B så att mängde rna precis töms ut, dvs. så 
att varje a motsvarar ett b och varje b ett a, eller också går 
det inte. I det första fallet säger v i att A och B har samma 
antal element, eller har samma mäktighet (h.s.m.). Tydligen ä r 
det så att om A h.s.m. som B, och B h.s.m. som C följer att A 
h.s.m. som C. V i behöver bara para a med ett c på sådant sätt 
att de motsvarar samma b. En schematisk figur: 
A B C 
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Vidare gäller att A h.s.m. som A (para a med sig själv). V i 
för nu ihop alla mängder som har samma mäkt ighet t i l l en 
enda mängd . D å får v i en samling supermängder , vilkas ele-
ment således är mängder . Dessa har egenskapen att varje 
m ä n g d tillhör en bestämd sådan supermängd. Den egenskap 
våra 2 äpplen och 2 stjärnor har gemensamt är , att de tillhör 
samma supermängd och här igenom kan v i säga att de vanliga 
hela talen är de enklaste supermängderna . Låter det här kom-
plicerat? Det är dock precis detta som v i anser självklart och 
det är den här tankeprocessen våra barn måste göra för sig 
själva. Den fundamentala idén ä r att slå samman en grupp före-
m å l t i l l en enhet och studera denna enhet. Enheten tillordnas 
ett abstrakt begrepp, talet, och man kan sedan laborera med 
talen och glömma alla de enheter de representerar. A t t det ä r 
något svårt i denna abstraktion kan varje småskollärare om-
vittna. Det ä r mycket lät tare att r äkna med äpplen och päron , 
dvs. representanter för supermängden, än med abstrakta tal! 
A t t det så småningom går bra i skolan beror mindre på att 
eleverna förstått sammanhanget än på att de lärt sig allt utan-
t i l l . Det är givetvis inget fel i att kunna utantil l , men det kan 
vara intressant att ställa situationen här i relation t i l l vad man 
högre upp i skolan anser om utantillkunskaper. Ambitionen där 
ä r att söka eliminera minneskunskap och basera så mycket som 
möjligt på deduktion. A t t gå långt i den riktningen är med 
säkerhet mycket ineffektivt. Det är troligt att det skulle gå bra 
att göra sjuåringar medvetna om vad de egentligen gör och att 
detta skulle under lä t ta inlärandet av de grundläggande räkne-
sätten. Innan v i går i n på detta, skall v i fortsätta mäktighets-
diskussionen ett steg vidare. 
I framställningen om hopparade element var det ändliga 
mängde r vi hade i tankarna. Men ingenting hindrar att man 
behandlar oändliga mängder på samma sätt. Den supermängd 
t i l l vilken den enklaste oändliga mängden hör , nämligen den 
som består av de vanliga talen 1, 2, . . . betecknar man allt-
sedan G. Cantor skrev sitt banbrytande arbete på området , No 
ä r alef — första bokstaven i det hebreiska alfabetet). Näs ta 
fråga blir då: finns det någon oändlig mängd som ej hör t i l l 
denna klass, dvs. som ej har mäkt igheten Det enklaste 
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exemplet p å en sådan mängd ä r mängden av alla reella tal x 
mellan O och 1. < Antag nämligen att de reella talen kunde 
paras med de naturliga talen. Det betyder att vi skulle kunna 
ge dem ordningsnummer 1, 2, 3, . . . etc. Utveckla nu varje tal 
i decimalbråk. Talet nummer 1 har en viss första decimalsiffra. 
Välj ett heltal ax mellan 1 och 8 ol ikt denna decimalsiffra. a2 
väljs analogt skilt från talet 2:s 2:a decimalsiffra, a3 från 3:s 
3:e siffra osv. Det tal som har decimalutvecklingen 0, a, a2 a3 
. . . kan då inte vara lika med något av talen med ordningsnum-
mer 1 ,2 , . . . , eftersom för varje tal någon decimalsiffra skiljer. 
Alltså har v i hittat ett tal mellan 0 och 1 som inte fanns med 
i uppräkningen och slutsatsen är oundviklig. Det går inte att 
ge de reella talen en numrering. > 
Mäkt igheten hos mängden av reella tal kallas Nj , Det är lätt 
att ge en precis innebörd t i l l att N 0 ä r mindre än K l f nämligen 
att heltalen kan paras med en del av mängden av reella tal , 
t.ex. delen { 1 , 1/2, 1/3, . . . } , men inte tvär tom. [Visa det!] 
Finns det en mängd vars mäkt ighet i denna mening ligger mel-
lan och K 0? Detta har varit ett berömt problem ända fram 
t i l l för några år sedan då P. Cohen slutgiltigt löste problemet 
på ett sätt som är karaktärist iskt för problem av denna typ. 
V i kan valfrit t svara ja eller nej på frågan. Vår t svar kommer 
inte att strida mot övrig matematik. Problemet är i logisk me-
ning oberoende av sedvanliga axiomsystem. 
Det här n ä m n d a belyser hur subtil mängdteor in är . Man får 
heller inte tro att utvecklingen av denna ä r något centralt 
problem i matematiken. Det viktiga är själva begreppet mängd, 
medan de manipulationer som man utför med mängderna bara 
utnyttjar enkelt sunt förnuft. I undervisningen bör därför 
idén föras fram tidigt, redan i de första klasserna, och eleverna 
bör göras vana v id att föra samman saker i klasser och an-
vända termer som mängd, delmängd, tillhöra en mängd, komp-
lement t i l l en mängd osv. Man kan få många uppslag t i l l ar-
betsuppgifter av denna typ i s.k. intelligenstest, vilket visar att 
psykologer funnit begreppsbildningen central i vad man anser 
vara intelligens. Det förefaller mycket troligt att t räning i t idig 
ålder i denna riktning är en god introduktion t i l l matematiskt 
t änkande (och ger bra resultat p å intelligenstest). Å andra sidan 
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kan den formella t räningen med mängdlärans symbolspråk sak-
löst utgå — när man förstått det intuitiva är allt sådant själv-
klart, och innan man gjort det ä r det svårt , tråkigt och menings-
löst. 
V i skall nu se hur begreppet mängd används i matematiken, 
och v i börjar med att se hur man logiskt noggrant bygger upp 
systemet av tal. Tag först de rationella talen 1/2, 2/3, 1/4, 3/4, 
1/5, . . . , för att antyda dem mellan 0 och 1. V i är vana att 
beteckna dem på detta sätt, alltså två heltal efter eller oftare 
ovanför varandra med ett streck emellan, men vad 1/2 betyder 
ä r att heltalen 1 och 2 i denna ordning bes tämmer ett visst 
rationellt tal. En korrekt procedur går då t i l l på följande sätt. 
Man utgår från de traditionellt vä lkända egenskaperna hos de 
rationella talen. De räknelagar som där gäller tas t i l l defini-
tioner för räknelagar för par av heltal (a, b) dä r a motsvarar 
täljaren och b n ä m n a r e n och alltså b*0. N u skall j u t.ex. (1 , 2) 
vara detsamma som (3, 6) och därför identifierar man paret 
(a, b) och paret (c, d) om ad=bc (1 • 6 = 2 • 3). Man definierar 
operationen + +:(a, b)+ +(c, d) = (ad + bc, bd) genom att kopi-
era formeln a/b + c/d = (ad + bc)/hd. På samma sätt gör v i de-
finitionen (a, b) - - (c, d) = (ac, bd). 1 båda fallen är det viktigt 
att för heltal gäller att ur b *0 och d*0 följer b • d*Q. V i åter-
finner alltså de rationella talen i den logiska formen av par av 
naturliga tal med operationer + + och • • . V i v i l l nu att våra 
gamla naturliga tal skall finnas kvar i systemet och gör en ny 
definition: naturliga tal kallas nu alla par där 6 = 1. — Uppen-
barligen tjänar allt detta inte mycket t i l l för att göra matema-
tikens grunder säkrare: man gör bara en formalisering av vad 
mänskligheten gjort under tusentals å r . Själva konstruktions-
idén är emellertid mycket a l lmän och användbar som v i senare 
skall se. 
På samma sätt kan man (sedan man formellt infört 0) införa 
de hela talen (0, ± 1 , ± 2 , . . . ) som par («, a) där a kan ha två 
betydelser (förtecknet; + eller - är v i vana att skriva) och a 
är 0 eller ett naturligt tal. Det kan vara en lärorik sysselsättning 
att göra detta och kontrollera att allt s tämmer. 
De reella talen är av en annan natur än de rationella. M a n 
kan inte åberopa några iakttagelser i naturen som skäl för att 
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införa dem. Tvä r tom, den uppfattning av materien som man 
numera har innebär att allt iakttagbart förekommer i en minsta 
enhet som inte vidare kan uppdelas. Detta gäller t.ex. både 
energi och avstånd. Det skulle alltså gå att göra beskrivningar 
av naturen under användande av enbart decimalbråk med t.ex. 
100 siffror. Man brukar också låta talen motsvara punkter på 
en linje, dvs. införa koordinater som på en tumstock, och inget 
strider mot föreställningen att linjen består av punkter på 
1 0 - 1 0 0 cm avstånd från varandra. En sådan diskontinuerlig 
uppfattning skulle genast förklara den be römda paradoxen om 
Akilles och sköldpaddan: varje gång Akilles sprungit t i l l den 
plats där sköldpaddan nyss var, har denna hunnit ytterligare en 
bit och därför hinner Akilles aldrig enligt en kontinuerlig upp-
fattning ikapp. Finns det emellertid en minsta sträcka och en 
minsta t id måste Akilles ta ett språng t i l l sköldpaddans plats 
innan denna hinner därifrån. Det kan här vara intressant att 
citera skolöverstyrelsens läroplan (s. 261): " M a n utvidgar mäng-
den av rationella tal så att alla punkter på tallinjen tillordnas 
en koordinat." Detta ä r naturligtvis ingen hål lbar motivering, 
eftersom v i inte vet mer faktiskt om punkter på linjer än om 
reella tal , inte ens om v i accepterar de traditionella euklidiska 
axiomen för geometrin. 
Vad man emellertid skulle förlora i en dylik diskret beskriv-
ning är enkelheten. Formlerna skulle bli invecklade, man skulle 
få besvärliga regler för avrundning osv. De reella talen kan 
därför anses vara en matematisk idealisering som införts i 
förenklande syfte. Geometriskt uttrycker de vår föreställning 
om att linjen är homogen och sammanhängande . 
Logiskt inför man talen enklast genom att resonera bak-
länges från de sedvanliga räknereglerna för t.ex. decimalbråk. 
Varje tal x skall kunna skrivas som decimalbråk x = X, xx x2 
.. .xn ..., dä r X ä r ett naturligt tal och varje xn ä r ett heltal 
mellan 0 och 9. Man observerar också att sådana decimalbråk 
som 0,1000 . . . och 0,0999 . . . motsvarar samma tal. V i kan nu 
baklänges definiera ett reellt tal som själva följden av hela tal, 
{X, x2, • • . } , och införa räkneregler som s tämmer om v i 
skriver upp decimalbråket som förut och räknar som vanligt. 
Logiskt är alltså i denna tolkning ett reellt tal en oändlig hel-
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talsföljd precis som ett rationellt tal var ett heltalspar. De ratio-
nella talen återfinns som de följder som är periodiska (t.ex. 
53/165 = 0,3212121 . . . , dä r perioden har längden 2). [Bevisa 
detta, dvs. att rationella tal har periodiska decimalbråk och att 
periodiska decimalbråk motsvarar rationella tal!] 
V i har alltså sett att mängdbegreppet kommer i n på ett av-
görande sätt vid noggranna matematiska definitioner. Kanske 
övertygar detta inte riktigt om att begreppet är viktigt, efter-
som det v i definierat är så konkret och välkänt . V i skall därför 
ta ytterligare ett exempel av denna typ, nämligen begreppet 
funktion eller avbildning. Intui t ivt uttrycker en funktion att 
om en kvantitet (i v id mening) är känd kan en annan beräknas 
ur denna kunskap enligt någon regel. Så är lufttrycket (y) en 
funktion av höjden (x) över havet, en sträcka (y) en funktion 
av de båda ändpunkte rna (x = ett punktpar), en människas egen-
skaper (y) en (komplicerad) funktion av arv och miljö (x). 
Funktionsidén uttrycker således den fundamentala föreställ-
ningen om orsak (x) och verkan (y). Den lämpligaste logiska 
definitionen är att funktionen i fråga är just alla de par (x, y) 
som kommer i fråga. Varje x fö rekommer här endast en gång 
— varje orsak har al l t id samma verkan — medan samma 
verkan kan uppstå ur många orsaker. D å man tänker på funk-
tioner är tolkningen som avbildning från mängden X av orsa-
ker t i l l mängden Y av verkningar oftast den lämpligaste. / 
fungerar som en maskin: 
Fig. 1 
man stoppar in x och får ut y. 
D å v i på s. 23 diskuterade mäktighet hade v i att göra med 
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funktioner / från en mängd t i l l en annan med samma mäktig-
het. / ä r här en 1 -1-avbildning, där alltså pilarna i figuren 
kan gå i båda riktningarna (fig. 2). 
Även funktionsbegreppet med sin terminologi skulle man 
med fördel kunna införa under de första skolåren för att tidigt 
vänja eleverna vid orden och tankegångarna. Det är inte fråga 
om att man skulle göra några invecklade konstruktioner utan 
endast introducera ett matematiskt t änkande . 
Vad gör nu matematikerna med mängderna? Man kan säga 
att de studerar mängder som på olika sätt har en struktur. Vad 
som kan menas med detta skall v i nu närmast syssla med. 
Den enklaste strukturen av en mängd M består i att man har 
givet ett system S av delmängder av M . Detta system bör upp-
fylla diverse vi l lkor , av vilka det viktigaste är att föreningen 
av två mängder i S liksom den gemensamma delen också in-
går i S. Detta medger en intressant och oväntad tolkning. V i 
tänker oss ett experiment av något slag, fysikaliskt eller för 
övrigt vad som helst. Det kan utfalla på olika sätt och v i låter 
M vara mängden av möjliga resultat. En delmängd m av M 
representerar då en viss del av utfallen och kallas händelse . 
Föreningen m1Um2 av m1 och m 2 representerar då "antingen 
händelsen m} eller händelsen m 2 " och den gemensamma delen 
"både m1 och m 2 " . V i får alltså en spegling av logiska opera-
tioner i operationer p å mängder . V i kan nu göra en exakt 
definition av sannolikhet. V i antar att P är en funktion från 5 
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t i l l intervallct (0,1) sådan att P(m 3 Um 2 ) = P(m,) + P(m 2) om mj 
och m2 saknar gemensam punkt. V i kan tänka oss situationen 
så, att man lagt en massa på M av totalvikt 1 och P(m) ä r den 
massa som faller på m. V i kallar nu P(m) "sannolikheten för 
händelsen ni". — Det sagda behöver belysas av ett exempel. 
Lå t experimentet vara att v i kastar två tärningar . Det kan 
utfalla på 36 sätt, så M består av 36 punkter. S ä r här alla 
möjliga delmängder, men så enkel bl ir situationen egentligen 
bara då M är ändlig. P lägger massan 1/36 i varje punkt av Af. 
Den skuggade mängden i fig. 3 representerar händelsen "precis 
en av tärningarna har 3 prickar" vilken alltså har sannolikhet 
10-1/36 = 5/18. 
Denna mängds t ruk tur t jänar alltså t i l l att ge en klar mate-
matisk bakgrund t i l l sannolikhetsteorin. V i skall senare stu-
dera detta nä rmare . 
V i skall nu se hur analysens grunder hänger samman med 
mängdidén . Det centrala begreppet inom analysen är konver-
gens. Om X\, x2, x3, ..., xn, . . . ä r en följd reella tal , säger man 
att x„ konvergerar mot x om xn obegränsat n ä r m a r sig x, nä r 
index n växer obegränsat . Alternativt kan v i säga att om v i 
studerar intervall O som innehåller x i sitt inre faller alla xn 
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Fig. 4 
utom ändligt många i O. Givetvis gäller samma sak om O ä r 
vilken mängd som helst som innehåller ett intervall kring x. 
Med ett suggestivt språkbruk kan v i säga att dessa mängder O 
fungerar som ett filter, som filtrerar ut alla talföljder utom dem 
för vilka xn n ä r m a r sig x obegränsat . Varje annan följd kom-
mer nämligen att ha oändligt många punkter utanför ett lämp-
ligt valt O och blir då bortfiltrerat av denna mängd . 
A t t överföra idén om konvergens t i l l planet är lätt: v i 
byter bara ut intervall mot cirklar — eller kvadrater, det går 
lika bra — och på liknande sätt gör v i i 3 dimensioner. Men 
vi v i l l också tala om konvergens i sådant sammanhang som 
1/81/4 
Fig. 5 
31 
då v i studerar följder av funktioner. Tag t.ex. de funktioner 
fn(x), n= 1, 2, . . . , på (0,1) som är antydda i fig. 5. 
Funktionerna liknar mer och mer funktionen / 0 (x ) = 0, men 
å andra sidan antar varje funktion fn(x) värde t 1. Om v i med 
utsagan /„ konvergerar mot / 0 menar att maximum av /„(*) 
bl ir litet så konvergerar /„ inte mot / 0 , men om vi menar att 
ytan mellan /„ och x-axeln blir liten så har v i konvergens. Båda 
begreppen är fullt rimliga och användes i matematiken. 
Den a l lmänna idén om konvergens kan nu preciseras med 
hjälp av ett system S av delmängder O av en a l lmän mängd Af. 
S skall ha ungefär de egenskaper v i tidigare införde. De mäng-
der som innehåller en punkt x i Af är omgivningar t i l l x och 
tjänar som filter v id definition av konvergens mot x. xn kon-
vergerar alltså i "topologin" bestämd av 5 mot x om utanför 
varje omgivning av x bara finns ändligt många x„. I våra 
exempel är mängderna av funktioner /(?) så att i första fallet 
Max | / (0 | < c för något c, och i andra fallet $l\f(t)\dt <c, om-
givningarna t i l l "punkten" / c representerande funktionen iden-
tiskt noll . V i får alltså inte konvergens i första fallet eftersom 
för t.ex. c= 1/2 alla /„ faller u tanför omgivningen. I den andra 
topologin dä remot har v i konvergens. Detta är alltså inte ett 
absolut begrepp utan beror på systemet S. H ä r m e d har man 
lagt grunden för studiet av funktioner på Af på samma sätt 
som v i är vana att studera funktioner som är definierade på 
t.ex. intervall. Observera att i våra exempel ett uttryck som 
Slf(t)2dt är en funktion på Af och således / ä r variabeln. 
Slutligen kan man också införa struktur p å en mängd inte 
genom ett system delmängder utan genom kompositionsregler. 
På mängden av heltal finns t.ex. de två olika sätten att kombi-
nera heltal t i l l nya heltal + och • . Dessa operationer ä r för-
bundna med varandra genom regler sådana som a • (b + c) = 
= a-b + a-c. F ö r många objekt som har intresse i matematiken 
finns kompositionsregler som i s törre eller mindre utsträckning 
liknar dem som heltalen eller de rationella talen har. V i skall 
här bara n ä m n a några exempel. Om E ä r en mängd och f(x) 
avbildar E in i sig själv finns på mängden Af av dessa avbild-
ningar en kompositionsregel som helt enkelt består av att 
v i u t för avbildningarna efter varandra (fig. 6). 
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 E E 
Fig. 6 
Tydligen gäller för (f * g) •••• h = f-v. (gh) precis som för 
+ och • , men det gäller inte säkert / g=g * / . O m v i antar 
att avbildningarna ä r 1 - 1 kan man tydligen lösa ekvationer 
x * f=g precis som man kan för + för heltalen och • för 
rationella tal (men där inte för heltal). Vad v i då fått kallas 
en grupp och detta begrepp kan analyseras enbart u tgående 
från de regler som operationen * lyder och alldeles oberoende 
av de eventuella tolkningar som man kan ge symbolerna / , g 
osv. 
Ytterligare ett exempel. Polynom P(x) = aQxn + alx"-1 +...+ 
+ an _!*+ an d ä r koefficienterna aQ, a^, .. ., an t.ex. är reella tal , 
bildar en m ä n g d som i hög grad liknar heltalen. H ä r finns både 
en plus- och en gånger-operat ion definierade av vad vi får 
genom att p å vanligt sätt addera koefficienterna respektive 
multiplicera ihop och ordna efter potenser av x. Mängden av 
polynom har alltså en invecklad struktur, och man kan n u 
utgående från enbart kompositionsreglerna göra en hel teori. 
Denna gäller då inte bara polynom som v i tog t i l l möns te r utan 
för många andra system där symbolerna har en annan tolk-
ning. 
Det matematiska o m r å d e v i nu sist diskuterat är algebran. 
Det ä r således teorin för matematiska strukturer bestående av 
kompositionsregler. Analysen är analogt en struktur bes tående 
av omgivningssystcm. Dessa idéer är centrala i den moderna 
utvecklingen av den matematiska forskningen. Vad man efter-
strävar är att föra samman metoder och begrepp som tidigare 
uppstå t t inom olika grenar men som är lika t i l l sin logiska 
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struktur. Man vi l l förutsätta bara så mycket som verkligen 
behövs för att man skall kunna bevisa det resultat man efter-
strävar . Här igenom vinner man en stor allmängiltighet och 
också en ökad förståelse för de logiska mekanismer som funge-
rar i ett visst problem. Det finns naturligtvis många alternativa 
sätt att införa en hierarki av strukturer — från det strukturfria 
a l lmänna mängdbegreppet t i l l det mest specialiserade, som t.ex. 
de rationella talen. Många definitioner och begrepp har förts 
fram och sedan sjunkit i glömska, och det system man nu arbe-
tar med måste anses väl förankrat och bör komma att bli be-
stående. 
Man skulle önska att undervisningen i gymnasiet förmedlade 
något av denna a l lmänna syn på matematiken och därmed gav 
en antydan om den rikedom på möjligheter som den moderna 
matematiken har. Den bild jag här gett har skapats under vårt 
å rhundrade och har ä n n u inte fått någon form som passar 
elementär undervisning. M a n får inte därför tro att det ä r för 
svårt. Vad det gäller är att ge de ord som används intuit ivt 
innehåll , att införa dem tidigt och att låta dem komma t i l l 
användning systematiskt. 
V i skall i följande kapitel försöka göra en översikt av några 
av matematikens största områden och punktvis föra fram dis-
kussionen t i l l problem som matematiker just nu arbetar med. 
Detta kan ge en antydan om vad en kunskapskurs i gymnasiet 
som v i n ä m n d e i förra kapitlet skulle kunna tänkas innehålla. 
Samtidigt skall vi anknyta t i l l nuvarande kurser och försöka 
belysa deras relation t i l l modern matematik. 
Kommentarer 
En utförl igare och modern bok om matematikens struktur är 
A . M . Gleason, Fundamentals of Abstract Analysis, Addison-
Wesley 1966. 
Beträffande kontinuumhypotesen, att X] följer närmas t efter 
»q , visades dess relativa motsägelsefrihet och oberoende av 
Gödel resp. Cohen i de citerade arbetena. 
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4. De hela talen 
Representation och komplexa tal 
V i bekymrar oss nu inte vidare om heltalens logiska bakgrund 
utan skall här först ägna oss åt deras representation. A t t detta 
inte varit något trivialt problem för mänskligheten illustreras 
av det romerska siffersystemet. Detta var uppbyggt på ett så 
opraktiskt sätt alt det förhindrade all utveckling av matemati-
ken. V i är nu så vana vid vårt ursprungligen arabiska siffer-
system, att vi aldrig ägnar en tanke åt alt det var svårt att hitta 
på det. Vad vär re är, v i har en tendens att blanda ihop siff-
rorna, dvs. representationen av talen, med talen själva, och 
här igenom ås t adkommer v i med säkerhet förvirring hos våra 
barn när de skall lära sig r äkna . 
T i l l detta kommer en ny omständighet . I framtiden kommer 
datamaskiner att vara en integrerad del av vår t i l lvaro, och det 
kommer att vara betydelsefullt att kunna umgås naturligt med 
dem och förhindra att de blir vå ra herrar. Det är t änkvär t att 
småskolebarnens undervisning bör anpassas t i l l situationen i 
samhället å r 1985. N u ä r datamaskinens naturliga talsystem 
baserat på tvåsystemet, och för att man skall kunna förstå 
sammanhanget krävs en mindre mekanisk kunskap om talen än 
den som för nä rva rande läres ut. 
Varför använder vi 1 O-systemet, och varför används 2-syste-
met i datamaskiner? Det är ingen tvekan om att våra 10 fingrar 
spökar bakom 1 O-systemet, men 10 är också ungefär en lämplig 
kompromiss mellan två motstridande effekter. I 2-systemet har 
v i en maximalt enkel multiplikationstabell att lära oss: 0 -0 = 0; 
0 - 1 = 0 , 1-0 = 0, 1-1 = 1, och få symboler att lära oss att skriva 
(0 och 1), men å andra sidan skulle ett telefonnummer i Stock-
holm bestå av 20 siffror, och försök att hitta på ett sätt att 
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uttala det! En större bas än 10 leder t i l l kortare siffergrupper 
men svårare multiplikationstabell. — En datamaskins normala 
minnesenhet ä r en anordning med två tillstånd, och det är lätt 
alt elektroniskt ordna sådana övergångar från det ena läget 
t i l l det andra som motsvarar addition och multiplikation. A t t 
det behövs många nollor och ettor att representera även mått-
ligt stora tal ä r här en obetydlig olägenhet. — Det finns stor 
anledning att tidigt i skolan göra barn förtrogna med 2-syste-
met, dels för att klargöra representationsmetoden som ju är 
densamma som för 10-systemet men enklare, dels därför att 
2-systemet spelar stor ro l l både för datatekniken och för mate-
matiken själv. 
Ett intresseväckande sätt att sät ta sig in i 2-systemet är föl-
jande lek. Man tänker på ett tal, t.ex. under 1 000. Hur många 
frågor, med svar bara ja eller nej, behövs för att identifiera 
talet? Man ser snart att 10 gissningar räcker och vad man gör 
ä r att successivt bes tämma a0, a{, . . . , a 9 som 0 eller 1 i fram-
ställningen a 0 2 9 + a{2$ + . . . + as • 2 + aQ av talet. Man frågar först: 
ä r talet >512 = 29? Om svaret blir ja, ä r o 0 = 1, annars ä r a 0 = 0. 
Om t.ex. a0=\, frågar man nästa gång: är talet >768 (=512 + 
+ 256) och får här igenom reda på av Det är klart hur frå-
gandet fortsätter. [Försök bevisa att 9 frågor inte räcker.] — 
Denna lek kan anses vara grunden t i l l en ny snabbt expande-
rande gren av matematiken, informationsteorin, som har stor 
betydelse även för humanistiska ämnen , t.ex. språkforskningen. 
Man inför en enhet för information, kallad bit (b/nary digi/ = 
= siffra i 2-systemet) som har den intuitiva tolkningen av en 
upplysning om vilkendera av två, från början lika troliga hän-
delser som inträffat. Om en händelse inträffar som från början 
hade sannolikhet p, har vi fått in format ionsmängden - 2 l o g p . 
Observera alltså att valet mellan två lika sannolika händelser 
ger informat ionsmängden 1, ty - 2 l o g 1/2=1. M a n kan nu t.ex. 
göra beräkningar över hur stor informat ionsmängd varje bok-
stav i skriven svenska innehåller. Om bokstäverna vore obe-
roende av varandra och lika vanliga skulle informat ionsmäng-
den vara 2 log29 = 4,8 (ung.), eftersom det finns 29 bokstäver . 
Emellertid är det inte så: a ä r absolut vanligare än b, s följs 
inte gärna av d osv. Man finner att informationsinnehållet bara 
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är ca 1,5 bit per bokstav. Detta ta l beror rä t t mycket på vem 
som talar eller skriver. Informationsinnehål le t i Thomas Manns 
prosa överstiger säkert 2 bits per bokstav, medan informations-
innehållet i ett valtal (som bekant) brukar ligga n ä r m a r e nol l . 
Man kan själv empiriskt bes tämma talet för en viss text genom 
att p röva hur stor andel av bokstäverna man kan låta ta bort 
innan det inte längre går att rekonstruera innehållet i texten. A t t 
språket har denna struktur att ge samma information flera 
gånger är av stor betydelse, eftersom det ger garantier mot 
missförstånd. Det medför också att det finns en metod att 
översät ta (koda) det skrivna eller talade språket så att antalet 
bokstäver minskar t i l l ungefär bråkdelen 1,5:4,8 < 1/3 av det 
ursprungliga antalet. Detta kommer att få en stor ekonomisk 
betydelse för telegraf- och telefontrafik genom att linjerna efter 
kodning kan utnyttjas ca 3 gånger effektivare. 
Et t analogt problem gäller att bes tämma antalet binära ope-
rationer som behövs för att lösa ett visst matematiskt problem. 
Tag t.ex. ekvationen x3 + ax+l=0, d ä r a ä r ett tal mellan 0 
och 1 angivet med 20 b inära siffror. Hur många additioner, det 
v i l l säga hur lång t id , behövs i en metod att bes tämma den 
reella roten x med 15 b inära siffror? Dessa problem har stor 
betydelse för ett ekonomiskt utnyttjande av datamaskiner och 
är t i l l stor del olösta. 
V i skall h ä r inledningsvis också behandla de komplexa talen. 
De har givetvis inget att göra med vår t ä m n e , de hela talen, 
men v i behöver dem i den fortsatta framställningen. 
De komplexa talen ä r kanske av större betydelse för mate-
matikerna ä n de reella. De är omgivna av ett visst skimmer av 
mystik, som så småningom försvinner helt enkelt genom att 
man blir van v id dem och inte genom att man i någon djupare 
mening förstår vad som pågår . 
Logiskt innebär införandet av komplexa tal inget problem. 
V i v i l l att det skall finnas ett " t a l " x så att x2 + 1 = 0. N ä r det 
nu inte finns något , låtsas v i att det finns och kallar det i eller 
] / - 1 . V i sysslar nu med tal som kan betecknas a-v ib dä r a och 
b ä r reella. Observera att + och ib inte ä r definierade. Om v i 
r äkna r på formellt utan att bekymra oss om vad det som v i 
skfiver betyder, finner v i t.ex. 
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(a + ib)(c + id) = ac + i-i-bd + ibc + iad = 
= {ac - bd) + i(bc + ad). 
Division blir lite besvärl igare: 
a + ib _ (a + ib)(c-id) ac + bd
 + . bc- ad 
c + id~(c-r id)(c - id) ~c?- + d2 cZ + d* ' 
så att alltså t i l l exempel 
1 1 1. 
1 + / 2 21' 
V i gör nu resonemanget baklänges, som v i gjort flera gånger 
tidigare. V i definierar ett komplext tal som ett par (a, b) av 
reella tal . Det ä r j u inget mystiskt med det! V i definierar + + 
genom 
(a, b) + + (c, d) = (a + c, b + d) 
och • • genom samma formel som förut 
(a, b) • • (c, d) = (ac - bd, bc + ad). 
P å samma sätt gör v i med division. Systemet av tal par (a, 0) 
b ä r sig åt precis som reella tal och kan identifieras med dessa. 
M a n skriver sedan bara ett + och • tecken, och vi har kon-
struerat de komplexa talen. De ä r alltså helt enkelt par av 
reella ta l . 
Men varför är de så viktiga? Tydligen kan v i nu lösa ekva-
tionen x2 +1 = 0, ty (a, b)2 + + (1,0) = (0,0) har lösningen (a, b) = 
= (0,1). Det märkl iga ä r nu att på köpet följer att varje ekva-
t ion P(x) = xn + fljx" - 1 + . . . + an _ ,x + A „ = 0 har en lösning, t .o.m. 
om v i låter a;- vara komplexa tal . V i kan också dela upp poly-
nomet i faktorer, P(x) = (x-a2)(x- a 2) • . . . • (x- an), dä r a- ä r 
komplexa tal (t.ex. x2 +1 =(x + i.)(x-i)). En annan viktig följd 
är konstruktionen av exponentialfunktionen ez för komplexa z. 
V i definierar helt enkelt ez som eö(cos 6 + / s i n b) om z = a + ib. 
U r additionssatserna för cos x och sin x följer d å lätt att 
e z i + Z 2 =
 e
z i .
 E
Z 2 . Var för inte i stället definiera ez som ea(cos 2b + 
+ i sin 2b) t i l l exempel? Samma räkneregel för e zi'~ Z2 skulle 
gälla då också och v i skulle få rä t t resultat för reella z (b = 0). 
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z + z' 
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Fig. 7 
Orsaken t i l l att den tidigare definitionen är den naturliga är 
att även deriveringsregeln 
fortfar att gälla för komplexa z. [Kontrollera detta!] 
Man kan tydligen geometriskt åskådliggöra ett komplext tal 
z = x + iy som en punkt i ett vinkelrätt koordinatsystem eller 
som en p i l från 0 t i l l punkten (x, y). z + z' illustreras i f ig. 7 
av diagonalen i den fullbordade parallellogrammen. Punkten 
e
ib
 ligger tydligen på cirkeln med radien 1 kring origo, och när 
b beskriver (0,2 n) går punkten eib ett varv runt cirkeln (fig. 8). 
Man får konstiga formler som t.ex. eiJt- -1, som dock bara 
betyder att cos n = - 1 och sin n = 0. V i observerar här också att 
för hela tal n och ra. 
V i har alltså infört en addition av talpar. I det ligger ingen-
ting speciellt. Det går lika bra att på samma sätt addera tre tal 
samtidigt och studera taltripler (a, b, c). Det märkliga för de 
komplexa talen ligger i definitionen av multiplikation som allt-
så kunde införas för talpar så att alla vanliga räknelagar bibe-
hålls. Detta går inte för tre eller flera tal . Dä remot går det på 
ett bestämt sätt att införa multiplikation för uppsät tn ingar x av 
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Fig. 8 
fyra tal , x = (a,b,c,d), om man avstår från regeln x-y = y-x. 
Man får då de s.k. kvarternionerna. Fyra ä r här det enda an-
talet — för tre tal är även detta omöjligt. Det är en intressant 
men rätt svår uppgift att försöka å terupptäcka detta. 
Vad v i här sagt ger ingen förklaring t i l l den stora betydelse 
de komplexa talen har. Denna sammanhänger med teorin för 
analytiska funktioner, som v i senare skall beröra . Emellertid 
kommer frågan tillbaka ändå: varför förekommer dessa funk-
tioner så ofta i matematiken? T i l l sist kan nog ingen lämna en 
tillfredsställande förklaring. Man brukar hänvisa t i l l det för-
hål landet att i många ekvationer som beskriver hur naturfeno-
men beror på tiden förekommer tidsvariabeln / på ett sådan t 
sätt att om man formellt byter / mot en ny variabel it kommer 
den nya ekvationen att innehålla T på samma sätt som rums-
koordinaterna. Tiden skulle alltså vara en rumsbes tämning som 
sträcker sig in i det komplexa, men vad detta t i l l slut betyder 
överlåter jag åt spekulativt lagda läsare att fundera över. 
Primtal 
Det låter kanske paradoxalt, men v i vet faktiskt mindre om de 
hela talens egenskaper än om andra matematiska begrepps, 
som ytligt sett ser mycket svårare ut. Som v i skall se kan en 
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lekman här ställa problem som ingen kan besvara. V i skall 
börja med frågor r ö r a n d e primtal. 
Primtal är som bekant medlemmarna i följden 2, 3, 5, 7, 11, 
. . . bestående av tal som inte ytterligare kan faktoriseras. De 
har studerats sedan flera tusen år och är intressanta därför att 
de ä r byggstenarna t i l l de hela talen när man studerar mul t i -
plikation. Särskilt be römt är Euklides bevis att det finns oänd-
ligt många primtal. Antag att Pi = 2, p2 = 3, • • •, PN vore samt-
liga primtal uppräknade i storleksordning. Bilda talet px • p2 • 
•.. pN+ 1. Är detta ett primtal? Nej, ty det är större än det 
största primtalet pN. Alltså måste det vara delbart med något 
primtal . Men vilket tal pt v i än delar med, får v i resten 1. 
Alltså har vi fått en motsägelse. H ä r har v i ett exempel på 
indirekt bevis. [Försök att hitta på ett direkt bevis!] 
Näs ta fråga blir : kan man ange alla primtalen? I princip kan 
man göra det successivt genom att helt enkelt pröva alla heltal 
2, 3, 4, 5, 6, . . . i ordning och se vilka som kan delas med 
mindre tal. Det går att hitta på förenklande regler och låta en 
datamaskin göra arbetet. Här igenom har man skaffat sig 
mycket omfattande tabeller. Men en fråga sådan som: vilket 
primtal har ordningsnumret 1 0 1 0 0 0 kan man inte besvara och 
det är rät t säkert att man aldrig kan besvara den. Det finns 
nämligen ingen "formel" som anger pn som funktion av n. 
Alternativt skulle man vilja ha en formel som anger antalet 
n{x) av pr imtal <x. 
T detta läge har man övergått att studera n(x) mera ungefär-
ligt. Vi lken storleksordning har t.ex. .-*(*)? Gauss gjorde redan 
som gymnasist iakttagelsen ur stora tabeller att om man tar 
ett stort tal x på måfå så är chansen att detta skall vara ett 
primtal 1/logx, där log här och i fortsättningen betecknar den 
naturliga logaritmen, dvs. med basen e = 2,7 . . . Detta innebär 
således att bland de 999 talen 1 0 1 0 0 + 1 , 10 1 0 0 + 2, . . . , 10»oo + 999 
finns troligen ett primtal . På basis av denna iakttagelse är det 
inte så svårt att inse att n(x) bör växa som x/log x eller nog-
grannare 
• w = f 2 ~ - , + m - Kx)+R(X), 
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Fig. 9 
där R(x) ä r en rest som är liten i jämförelse med integralen 
då x växer (fig. 9). Resultatet visades först mot slutet av 1800-
talet och numera finns många bevis. Problemet ä r j u i princip 
e lementär t men alla k ä n d a sätt att lösa det var fram t i l l för 
knappt 20 år sedan mycket avancerade med metoder från 
analysen. D å fann A . Selbcrg ett e lementär t bevis. Detta kan 
förstås utan omfattande förkunskaper men är därför inte lätt. 
H u r Gauss kom fram t i l l sin hypotes vet man inte. Det ä r 
j u knappast möjligt alt ur sådana tabeller som han disponerade 
se att 1/log x ä r en bät t re gissning än l / ( log x + 0,01) t.ex., men 
den är bä t t re . Förmodl igen vägleddes han av principen att en 
enkel formel som s tämmer ungefär, ä r troligen sann. 
< Man kan göra storleksordningen 1/log x trolig genom föl-
jande suggestiva resonemang. Kalla "sannolikheten" att talet n 
ä r ett primtal s„ och sätt t.ex. s2=l. Tag nu ett stort heltal N. 
vSannolikheten att N ä r ett primtal kan v i få på följande sätt . 
Det kan i så fal l inte vara delbart med något primtal mindre 
än N. N u är sannolikheten att JV är delbart med "primtalet 
2" = (sannolikheten att 2 är ett primtal) x (sannolikheten att 
talet är delbart med 2) = (ung.) s2- 1/2. F ö r "primtalet 3" b l i r 
motsvarande resultat . v 1/3 osv. N u skall inget av detta in-
träffa . Motsatserna har sannolikheten 
K ) - 0 - 7 ) (- ^ ) 
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och att dessa alla inträffar har sannolikhet 
K ) H ) - - m 
som alltså är = .yw. V i ser att % + 1 ä r en likadan produkt med 
en faktor t i l l , (l-sN/N), varför 
V a d v i fått fram är en differensekvation ur vilken vi kan 
beräkna sN successivt (,v2= 1, s3= 1/2, s 4 =5/12, osv.). V i kan få 
en uppfattning om sN för stora N genom att skriva formeln 
1 1 1 Jfr 1 / r- , 
. = —(ungefar) 
S N + \ SN N 
eftersom N och N +1 bör ha ungefär l ika chans att vara pr im-
tal. Lägger v i nu ihop dessa formler får v i 
1 1 1 1 1 . 
- - = 2 + 3 + ••• +jj (ungefar) 
= \og(N + 1) (ungefär) 
Ndx 
(eftersom 1/2 + 1/3 + . . . + l/N = f — (ungefär)). V i får 
2 X 
^
 =
 i o i ^ ( U n g e f ä r ) 
dvs. Gauss gissning. > 
Denna sorts resonemang är naturligtvis inget bevis. V i har 
j u laborerat med sannolikheter på ett helt otillåtet sätt. Inte 
desto mindre används ungefärliga och suggestiva resonemang 
mycket ofta för att undersöka vilka resultat man kan vänta 
sig och för att kontrollera om en hypotes har rimliga konse-
kvenser. Det kräver naturligtvis stor erfarenhet och kunskap 
att b e d ö m a vilka typer av resonemang som ä r tillförlitliga 
och vilka approximationer som får göras. 
Om v i fullföljer tankegången om att x ä r ett primtal med 
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sannolikhet 1/logx så följer ur den s.k. centrala gränsvärdes-
satsen (se s. 119) att R(x) bör ha storleksordningen ungefär 
\'x. A t t finna ett bevis att detta verkligen är sant är ett av 
matematikens mest berömda öppna problem. Det kallas Rie-
manns hypotes. Det är också ett ovanligt problem där igenom 
att det saknas säkert stöd för någon uppfattning om vad man 
skall t ro, och det finns ingen bestämd matematikcropinion. 
A t t Riemann uttalade en så bes tämd uppfattning beror med 
största sannolikhet på, att han gjort ett förbiseende i sin under-
sökning. 
Det finns ett stort antal olösta problem beträffande primtal. 
Jag v i l l hä r bara n ä m n a ytterligare ett: Goldbachs problem. 
Det är flera hundra år gammalt och gäller frågan om varje 
jämnt tal är en summa av två primtal: 6 = 3+3 , 8 = 3 + 5, 
10 = 5 + 5, 12 = 5 + 7 etc. Man har provat detta långt upp i tal-
serien och varje matematiker torde vara övertygad om att 
hypotesen inte är falsk (däremot kan den vara omöjlig att 
bevisa (se s. 15)). I vilket fall som helst förefaller ett bevis 
mycket avlägset. A t t man kan vara övertygad beror på föl-
jande tankegång. N ä r v i bildar p + p' för alla par (p, p') av 
primtal < x får v i ungefär x2/\o^x tal , alla <2x. Varje tal 
förekommer ungefär x/2 log x gånger och chansen att ett visst 
tal inte skulle förekomma är mycket liten. Chansen är störst 
för små jämna tal, men där s tämmer det ju , som prövningar 
visar. Man drar då slutsatsen att hypotesen bör vara sann. 
Bakom den ev. giltigheten av detta resonemang ligger tanken 
att primtalen är utspridda utan något system men just därför 
att det inte finns någon användba r regelbundenhet är det svårt 
att bevisa gissningen. Primtalen är ju "naturliga" vid mult ipl i -
kation men har ingen användba r struktur då man adderar dem. 
Man har trots allt lyckats visa det närl iggande resultatet att 
varje tillräckligt stort udda tal ä r en summa av tre primtal . 
Detta resultat ä r väsentligt lät tare genom att det förväntade 
antalet representationer av ett tal x ä r ännu mer överväldigande 
stort och alltså då rimligen å tminstone positivt. Det är intres-
sant att man inte vet om varje tal har denna sista egenskap. 
Den gräns ovanför vilken beviset gäller är nämligen så fantas-
tiskt stor att t.o.m. datamaskiner står makt lösa . 
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< H u r bevisar man nu resultat som detta sista? Man bildar 
då en funktion 
Kz) = Z2 + Z3 + Z5 + . • .+ZpN<=z*l+zPl+, ,.+z*N, 
där z varierar som ett komplext tal. Om v i nu upphöjer /(z) 
t i l l tredje potensen, 
/ (z ) 3 = z6 + 3z 7 + 3z8 + 4z9 + . . . + anzn + . . . + Z3PN, 
så anger an, n<pN, på hur många sätt man kan skriva hel-
heten n som en summa av 3 primtal; a7 = 3 ty 7 = 2 + 2 + 3 = 2 + 
+ 3 + 2 = 3 + 2 + 2 t.ex. Vad man v i l l visa är att heltalet a„*Q. 
N u finns det en enkel formel som uttrycker an med hjälp av 
f(z) ty om v i använde r formeln på sidan 39 får v i 
— We*) 3 eintdt = — \ e6it • e'inldt + 32- \ e7it-e-intdt + ... 
27t-Q 2 . T 0 2 . T 0 
1 2? 
.•. + a„ — \ e"lt • e-"udt + »...-an-
Huvuddelen av bidraget t i l l integralen t i l l vänster i formeln 
kommer från närheten av rationella tal t = r/s. F ö r rationella 
tal kan man göra explicita beräkningar genom att man vet hur 
resterna fördelar sig då man delar primtal pn med heltal s. > 
A l t genomföra ovanstående är mycket komplicerat (ett ful l -
ständigt bevis är 100 sidor långt) och här finns fortfarande 
betydelsefulla insatser att göra. Poängen är att man studerar 
talteori med hjälp av funktioner och man talar därför om 
analytisk talteori. På analogt sätt s ammanhänger Riemanns 
hypotes med hur goda uppskattningar man kan få av summor 
/(O = cos(7 log 2) + cos(/ log 3) + . . . + cos(/ log iV) 
för stora tal N och t. Även här finns många olösta problem. 
Diofantiska ekvationer 
Det andra stora klassiska området inom talteorin gäller existens 
av heltalslösningar t i l l ekvationer. Det enklaste fallet är ekva-
tionen ax + by = c, där a, b, c ä r givna heltal och man söker 
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lösningar x och y som också ä r heltal. Tydligen måste varje tal 
som går jämnt upp i a och b också gå jämnt upp i c för att det 
skall kunna existera lösningar (4x + 12y = 4(x + 3y) = 5 kan inte 
ha lösningar). Det visades av Diofantos för ca 1 500 år sedan 
att i så fall finns det också lösningar och det kan vara ett 
intressant prov på skarpsinne att försöka hitta på ett bevis. 
Om vi går t i l l ekvationer av andra graden (t.ex. x2-5y2 = 3) vet 
man väl hur det ligger t i l l och här finns en mycket gammal, 
intressant och inte så svår teori. G å r man sedan t i l l ekvationer 
av högre grad finns endast spridda kunskaper och ingen som 
helst a l lmän metodik. V i skall här n ä m n a endast ett nytt resul-
tat och ett s a m m a n h ä n g a n d e problem. 
< V i studerar ett polynom P(() = a0tn + axt»-1 +.. . + a„ av grad 
n ^ 3 med koefficienter a-t som är heltal. V i antar att P(t) inte 
kan delas upp i faktorer av samma typ som P (som ett exempel 
kan v i välja P(t) = t4-2). V i byter nu / mot x/y och mult ipl i -
cerar med y": 
ynP (^j = Kx, y) = aox» + alX" - ly + . . . + any». 
Låt g(x, y) vara bildat på analogt sätt ur ett heltalspolynom 
Q(t), vilket som helst av gradtal m < « - 3 (i vår t exempel kan 
v i ta Q(t) = t+l). D å gäller att ekvationen f(x,y) = g(x,y) bara 
har ett ändligt antal heltalslösningar. I exemplet: det finns bara 
ändligt m å n g a hela tal x och y så att 
x
4
-2y4 = x + y. 
Vad är bakgrunden t i l l detta resultat? V i delar ekvationen 
f(x, y) = g(x, y) med yn och får 
där alltså exponenten i nämnaren n—m ä r >3 . Det är lätt att 
förstå, att x/y för heltalsvärden på x och y inte kan bli mycket 
stort i en sådan ekvation, för då blir vänsterledet mycket s törre 
än högerledet, eftersom P har högre grad än Q. V i får alltså 
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Pit) /tv 
Fig. 10 
Om vi nu hade oändligt många lösningar t i l l den diofantiska 
ekvationen skulle y i regel vara stort, dvs. P{x/y) mycket litet. 
Det är då lätt att förstå att x/y måste ligga så nära en rot 0 
t i l l ekvationen P(/) = 0 att | 0 - x / y | < Konstant/y3. P(t) ä r j u 
nämligen = « 0 ( / - 0 ) P i ( / ) , dä r P,(/) är ett polynom av grad n - \ 
sådant att P,(0) inte ä r noll (se fig. 10). 
Vad man nu kan visa är att för rötter 0 t i l l ekvationer med 
hcltalskoefficientcr, kan en sådan olikhet bara vara uppfylld 
för ändligt många par (x, y), t.o.m. om 3 byts mot vilket som 
helst tal > 2 . Det är intressant att observera att talet 2 i v i l l -
koret > 2 ä r det riktiga. Varje reellt tal 6 kan nämligen all t id 
approximeras så att 
med y hur stort som helst. Ett bevis går t i l l så här . F ö r varje 
y, l < y < N , bes tämmer vi x så att O < y 0 - x < l . V i får då N 
stycken tal yO-x. Al la ligger inom intervallet (0,1). T v å av 
dessa måste då ha ett avs tånd < \/N. Om motsvarande (x, y) 
kallas (xj , y j ) och (x 2 , y 2 ) får vi 
0<y26-x2-(yl0-xl)<\/N, 
varav efter division med y 2 ~ y i som j u ä r <N 
x I Konstant 
y\~ y1 
6 * 2 ~ * l 1 1 0 < 
yz~yi ' (yi-y\W ( ^ " " ^ i ) 2 
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Talen x = x2-xx och y = v 2 - V i ger alltså en lösning. V i får 1 
detta bevis konstanten i olikheten = 1. Den bästa konstanten 
kan visas vara l/J/5. Det finns bara ett tal 0 som inte medger 
bät t re konstant, nämligen ( ] / 5 - l ) / 2 . > 
Man v i l l naturligtvis ha reda på precis hur många lösningar 
en ekvation som x4-2y4 = x + y har. H ä r finns j u x = l, y = 0 
men finns det fler? Eftersom v i vet att antalet är ändligt, skulle 
man kunna tänka sig att helt enkelt pröva igenom, eventuellt 
med hjälp av datamaskin, de möjliga paren. Men detta förut-
sätter att man kan ange en gräns, uttryckt i koefficienterna i 
/ och g, ovanför vilken säkert inga lösningar finns. Och detta 
är just vad man inte kan. Al la bevismeloder, som gett resultat 
av den typ det här är fråga om, går ut på att antagandet om 
oändligt många lösningar innebär en motsägelse. Bevisen är 
således icke-konstruktiva och det kan inte uteslutas att det ä r 
logiskt omöjligt att konstruera den gräns man söker som funk-
tion av koefficienterna i P och Q. Man skulle i så fall i detta 
problem ha det första naturliga exemplet, dvs. som inte kon-
struerats speciellt för ändamåle t , som ej är konstruktivt lös-
bart. 
Sammanfattningsvis ä r vår kunskap om diofantiska ekvatio-
ner i två obekanta synnerligen bristfällig, trots ett intensivt 
arbete speciellt under tidigare skeden av matematikens utveck-
ling. Orsaken är att man saknar metoder och a l lmänna teorier'. 
Detta är i än högre grad fallet då antalet obekanta är ^ 3 . 
Det mest berömda exemplet är Formats ekvation xn + y" = zn 
som antages sakna icke-lriviala heltalslösningar x, y, z för alla 
n > 3 . Detta är bevisat med olika metoder för så många spe-
ciella n (t.ex. alla n<2000), att man kan känna sig helt säker 
på att hypotesen är sann, men det finns ingen antydan om i 
vilken riktning ett a l lmänt bevis vore att söka. 
Matematikernas misslyckande med att lösa Diofantos pro-
blem innebär inte alls att m ö d o r n a varit bortkastade. Ur an-
s t rängningarna har vuxit fram al lmänna teorier som belyser de 
problem det gäller och som fått stor betydelse i andra sam-
manhang. 
Man kallar ett sådant tal Q som |/2 eller J / 4 ( - 5 ) algebraiskt, 
därför att det ä r lösning t i l l en vanlig polynomekvation med 
48 
heltalskoefficienter, x2 = 2, resp. x4+5 = 0. Man ser att om man 
i första fallet bildar alla tal av formen a + bV2 och i andra 
a + bV(-5) + cJ/25 + d]/(-125), a, b, c, d heltal, så kan man 
addera och multiplicera ihop sådana tal och få samma slags tal 
tillbaka. På detta sätt fungerar alltså dessa tal på samma sätt 
som heltal. Man kan sedan bilda kvoter och får då något som 
liknar rationella tal. Sådana ta lmängder , talkroppar, har nu 
studerats mycket ingående. Det är lätt att förstå att detta har 
med diofantiska ekvationer att göra. Tag t.ex. ekvationen 
x
2
 - 2y2 = A. Denna kan skrivas (x + V'2y){x - V2y) = A och om 
nu tal av formen x+\/2y bä r sig åt som heltal, måste både 
x + V2y och x~V2y vara faktorer i A. Man inför motsvarig-
heter t i l l primtal och kan visa att " t a l " entydigt kan uppdelas 
i "primfaktorer". Svårigheten ligger i att ställa dessa "pr imta l" 
i relation t i l l vanliga heltal. — Under senare t id har man gjort 
rent abstrakta konstruktioner som har egenskaperna hos dessa 
algebraiska tal och av allt att döma finns där stora arbetsupp-
gifter. 
Det kan här vara av intresse att påpeka att tre klassiska 
problem, som fortfarande har stor lockelse för amatörer , sedan 
länge lösts med besläktade metoder. Det gäller lösningen av 
den a l lmänna femtegrads- (eller högre) ekvationen genom rot-
utdragningar, tredelning av en godtycklig vinkel genom ett 
ändligt antal konstruktioner med passare och linjal samt kon-
struktion på samma sätt av en cirkel vars yta är lika stor som 
en given kvadrats. 
I skolan lär vi oss formeln för röt terna t i l l ekvationen 
x
2
 + ax+l=Q, x= -a/2±Y(a2/4- 1). Alldeles analoga formler, 
fastän mycket mera komplicerade och innehål lande tredje- och 
fjärderötter, finns för ekvationerna x3 + ax+l=Q och x4 + ax + 
+ 1=0 . F ö r 5:tegradsekvationcn finns ingen som helst sådan 
allmän formel innehål lande enbart rotoperationer, och beviset 
av detta beror på att det talsystem som man får då man som 
ovan lägger t i l l exakta rotuttryck t i l l de rationella talen har 
en egenskap som talsystemet a +b6+ c02 + d03 + e64 inte har för 
lösningen 0 t i l l 65 + ad + 1 =0 . Mer om detta på s. 57. 
A t t tredela en vinkel motsvarar att konstruera en rot 0 t i l l 
en ekvation 4x3~3x = c. Man vi l l nämligen bes tämma cos v ur 
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ekvationen cos3v = c och det gäller ju för alla vinklar v att 
cos 3v = 4 cos 3 v - 3 cos v. A t t göra konstruktionen med passare 
och linjal innebär att v i i varje konstruktionssteg löser en 
andragradsekvation. Passaren ger cirklar x2 + yz + Ax + By + C = 
= 0 (C) och linjalen linjer Dx+Ey+F=0 (L) och sammanstä l -
ler vi två ekvationer av typ (C), eller en (C) och en (L) får v i , 
n ä r v i eliminerar y, en andragradsekvation i x. Algebraiskt 
innebär detta att man successivt lägger kvadra t rö t te r t i l l sitt 
system. Vad man visar ä r att roten Q inte kan ingå i ett sådant 
system annat än för speciella c. T.ex. för c = l / 2 , 3v = 60°, går 
konstruktionen inte. 
F rågan om cirkelns kvadratur är det principiellt enklaste 
problemet. A v de skäl v i förklarat skulle speciellt följa att cir-
kelns omkrets 2n vore rot t i l l en ekvation med heltalskoeffi-
cienter om cirkelns radie kunde konstrueras ur kvadratens sida. 
Men man kan bevisa (på ett par sidor) att detta inte är fallet. 
Det förekommer fortfarande mycket ofta att icke fackmate-
matiker tror sig ha funnit en konstruktionsmetod för något av 
dessa problem, trots att man alltså sedan snart 100 år vet att 
detta är omöjligt. Felet består nästan all t id i att konstruktionen 
ä r en så god approximation att man tar för givet att två punk-
ter sammanfaller, den konstruerade och lösningen, därför att 
man inte kan se skillnaden. T i l l exempel är j u x och sin x 
mycket lika för små värden på x. Psykologiskt är detta intres-
sant som exempel på att man inte accepterar expertutsagor i 
skenbart enkla sammanhang och också på bristen på kontakt 
med matematisk forskning. 
Även ur andra synpunkter har den a l lmänna teorin varit av 
stort intresse. Man har för vissa system kunnat lösa problemet 
om primtalsfördelningen och bevisa Riemanns hypotes och på 
detta sätt har teorin gett ökad insyn i de gamla olösta problem-
stäl lningarna. 
Har nu talteorin någon betydelse utanför matematiken? P å 
det hela taget har den inte haft det, utan haft sin lockelse som 
en utmaning t i l l den mänskl iga nyfikenheten. Aktiviteten inom 
det klassiska område t har minskat helt enkelt därför att pro-
blemen varit för svåra och man saknar idéer och metoder. Det 
är emellertid inte uteslutet, att vissa fysikaliska fenomen visar 
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sig följa något mer invecklade heltalslagar än dem man hittills 
stött på , t.ex. i periodiska systemet och att talteoretikernas 
mödor kan komma t i l l användning . 
Kommentarer 
Informationsteorin behandlas ur a l lmänna aspekter i L . Br i l -
louin, Science and Information Theory. New York , Academic 
Press, 1956. 
Beträffande den matematiska teorin, och speciellt kodnings-
problemet, dvs. hur mycket signalerna kan kortas ned, se 
A . J. Khinchin, Uber grundlegende Sätze der Inforinations-
theorie. Arbeiten zur Informationstheorie. Berlin 1957. 
Det e lementära beviset för primlalssatsen upptäcktes av At le 
Selberg 1948. Fö r detta erhöll han ett Fieldpris vid kongressen 
i Cambridge, Mass., 1950. Beviset finns medtaget i 
T. Nagell, Introduction to Number Theory. Uppsala 1951. 
Differensekvationcn % + -(l/N)sN2 studeras enklast ge-
nom att man jämför sN med den ekvation man får genom att 
byta differensen s N + l - s N mot en derivata 
y ' = --y2. 
Härav följer 
dvs. 
och om >(!) = 0 
*N~y(/V) = 1 log N' 
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A . J. Khinchin, Three Pearls of Numbcr Theory, Rochester, 
N . Y . , 1952, behandlar tre fascinerande talteoretiska problem 
på ett elementärt sätt, som ger en god idé om talteorins 
metoder och svårigheter. 
Satsen om representation av tal som summa av tre primtal 
visades 1937 av Vinogradov. E n översikt av dessa problem 
finns i 
L . - K . Hua, Abschätzungen von Exponentialsummen. Teubner 
Verlag 1959. (Enzyklopädie der mathemalischen Wissen-
schaften.) 
Gränsen i satsen är oerhört stor, något sådant som 1 0 l o o o c o . 
Satsen på s. 47 om approximation av algebraiska tal visades 
1955 av K . F . Roth [Rational Approximation to Algebraic 
Numbers. Mathematika 1955]. Han erhöll för detta Fieldpriset 
vid kongressen i Edinburgh 1958. 
Beträffande konstanten 1/1/5 p å s. 48 kan nämnas att alla 
tal utom tal ekvivalenta i viss mening med ( ] / 5 - l ) / 2 medger 
konstanten l / (2 j /2) där det åter bara finns ett undanlag J/2 + 1. 
H ä r finns en serie dylika konstanter och denna serie är ä n n u 
inte helt konstruerad. 
De tre klassiska konstruktionsproblemen, som alltså alla är 
omöjliga, finns behandlade i följande böcker: 
Vinkelns tredelning: I T . Nagcll, Lärobok i algebra. Uppsala 
1949, s. 200; detta problem löstes 1837. 
5-tegradsekvationen: I G. Birkhoff, S. MacLane, A Survey of 
Modem Algebra. Macmillan 1947, s. 436; lösningen gavs 
av Abel 1823. Galois utvecklade som 20-åring 1830 den 
teori som förklarar sammanhangen. 
Cirkelns kvadratur: l G . H . Hardy, E. M . Wright, Iniroduction 
lo Number Theory. Oxford 1938, s. 172; lösningen kom 
1882. 
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5. Algebra 
Algebra torde för de flesta vara liktydigt med bokstavsräkning, 
dvs. identiteter av typen a1-b2 = (a + b)(a-b). V i har tidigare 
fört fram som al lmän beskrivning att algebran är läran om 
mängder med kompositionsstruktur. Man har alltså definierat 
en eller flera operationer som binder samman elementen i en 
mängd t i l l nya element samt vissa regler hur dessa operationer 
samverkar. De vanligaste beteckningarna för operationerna ä r 
+ och • men man måste frigöra sig från de traditionella tolk-
ningarna av dessa tecken. Det betydelsefulla i den axiomatiska 
metodik man använder är att många olika begrepp, tagna ur 
skilda delar av matematiken lyder samma lagar om man på 
lämpligt sätt tolkar de aktuella operationerna. Här igenom kan 
man således i olika sammanhang använda resultat som härletts 
en gång för alla. Ju mera invecklad en struktur är, desto mer 
kan givetvis härledas, men å andra sidan passar där igenom 
färre matematiska system in i beskrivningen. — Detta ä r den 
bild av algebran som bör förmedlas och inte uppfattningen att 
det handlar om formella omformningar av rationella funktio-
ner. Det sista ä r naturligtvis relativt betydelselöst och tråkigt . 
V i skall nu se nä rmare på några av de strukturer som man 
på detta sätt infört . 
Grupptcori 
< Talen (1, 2, 3, 4, 5) kan ordnas på 120 = 1 • 2 • 3 • 4 • 5 olika 
sätt. [Bevisa det!] F ö r en omordning o kan man lämpligen an-
vända följande beteckning 
2 3 4 
5 4 1 
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som alltså betyder att 1 övertar 2:s plats, 2 ^ 5 osv. Egentligen 
har vi att göra med en 1 -1-avbildning o av en mängd be-
stående av 5 element på sig själv, där o( l ) = 2, o(2) = 5 osv. Tag 
nu en annan omordning r bland de 120, t.ex. 
/ I 2 3 4 5\ 
T :
 \ 1 3 5 2 4 / ' 
V i kan definiera en produkt T • o som den avbildning som be-
står i att först u t föra a och sedan T (Ö(1) = 2 och r(2) = 3 ger 
alltså (ro)( l ) = 3): 
/ l 2 3 4 5\ 
T
- °
:
 (3 4 2 1 SJ' 
V i observerar att a • r ä r något helt annat: 
/ l 2 3 4 5\ 
° -
r :
 \2 4 3 5 i ) " 
Den avbildning e som inte ä n d r a r något , fungerar som en etta 
— enhet— så att oe = er = o för alla o. Avbildningen baklänges 
o - 1 kallas invers t i l l a. Den motsvarar division så att a-a~l = 
= o~
l
a = e. I vår t exempel är 
ö _ 1 =
 \4 1 5 3 2J> 
De konstruktioner vi här gjort kan lika väl utföras på vilken 
g rundmängd M som helst i stället för de fem elementen och 
resultatet är ett exempel på en grupp. En grupp har alltså den 
logiska formen av omvändbar t entydiga avbildningar av en 
mängd M på sig själv. Operationen är att v i utför avbildning-
arna efter varandra. Om vi betecknar elementen med a, b, c, 
. . . och operationen med • innebär detta väsentligen att 
(ab)-c = a(bc) och att ekvationerna a-x = b och x-a = b al l t id 
ä r entydigt lösbara. Omvän t kan man genast uppfatta elemen-
ten i en sådan axiomatisk definition av en grupp som avbild-
ningar. Avbildningarna är då definierade genom operationen 
• , och de är alltså x-*a • x. Avbildningen kan sedan identifieras 
med elementet a. 
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Man kan genast peka på resultat som lätt följer ur defini-
tionen. Som exempel kan vi nämna att lösningen x t i l l a-x = a 
a r densamma för alla a. Denna kallas enhet och betecknas e. 
por e gäller också e-a = a för alla a, men detta ä r ett undan-
tag- T v ä r t o m ä r det mycket viktigt att man inte antar a • b = 
= b-a, som ju t.ex. inte gällde i vårt exempel. [Försök bevisa 
de resultat vi nämnde.] 
Den enklaste gruppen är den cykliska där man får alla ele-
ment genom att bilda e, a, a2, a3, ... för ett lämpligt element a. 
Då gäller automatiskt b • c = c- b. Det finns nu två möjligheter: 
antingen är alla a" olika eller också gäller a n + m = an för vissa 
n och m. I det sista fallet följer a"' = e och sedan am + 1=a, 
am+2 = a2f . , a 2 m = am = e etc. Al la element erhålls således i 
uppräkningen e, a, a2, ..., a m _ 1 . Det vi gör är alltså att lägga 
ihop heltal i exponenter när v i multiplicerar, och varje gång 
vi passerar m börjar v i om från 0. Detta är i sin tur samma 
sak som att säga att två tal är lika om de ger samma rest v id 
division med m. Geometriskt betyder gruppen en vridning av 
systemet av m punkter på lika avstånd runt en cirkel så att 
varje punkt övergår i den närmast följande. V i kan alltså upp-
fatta det axiomatiska systemet antingen som rester i talteori 
eller vridning i geometrin. I denna frihet att tolka ligger bety-
delsen av axiomatisk framställning. Denna grupp brukar be-
tecknas Zm. — Finns inget tal m och n som ovan ser man lätt 
att vi kan uppfatta vår grupp helt enkelt som mängden Z av 
hela tal ( = exponenterna). 
< Ett begrepp t i l l behöver v i införa. Om G' ä r en de lmängd 
av gruppen G och G' också är en grupp, talar v i om en del-
grupp. I t.ex. den cykliska gruppen Z 4 av ordning 4 är elemen-
ten 0 och 2 (e och a2) en delgrupp Z 2 av ordning 2 (observera 
att 2 går jämnt upp i 4). V i tar nu två element x och y i G och 
bildar mängde rna X av element x-a', där a' genomlöper G', 
och mängden Y av element ya'. Om x tillhör G', bl ir X tyd-
ligen precis G' eftersom t i l l varje z' i G' finns ett a' med 
xa' = z'. O m alltså både x och y tillhör G' blir X=Y = G'. V i 
skall nu se att helt a l lmänt gäller att antingen är X=Y eller 
också har X och Y inga gemensamma element. Den matema-
tiska termen för detta är att v i infört ekvivalensklasser X, Y, 
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Fig. 11 
. . . Antag således att det finns ett gemensamt element så att 
x a 0 ' = y bQ'. D å följer x = y b0' a0' - 1 = y c' för ett visst c' i G'. 
Mängden X ä r alltså lika med mängden y c' a'. N ä r a' genom-
löper G' gör c'a' det också och alltså är X=Y. G bl ir här-
igenom uppdelad i delar X, Y osv. så att varje element tillhör 
exakt en sådan del (fig. 11). 
I vår t exempel är delarna X=G' = {0, 2} och F = { 1 , 3 } . 
Man kan nu försöka införa en multiplikation mellan delarna 
X genom att säga att X- Y = den del som x-y t illhör. F ö r att 
detta skall vara en r ikt ig definition får resultatet inte bero på 
hur vi väljer x i X och y i Y. Det är lätt att se att vad som 
fordras av G' för detta är att elementet z a' z~l tillhör G', om 
a' gör det, för varje z i G. G' säges då vara en normal del-
grupp och vi använder beteckningen N för sådana G'. Mäng-
derna X kan nu visas uppfylla axiomen för en grupp [kontrol-
lera detta!] under denna • -operation och den nya gruppen 
betecknas G/N. Observera att om a-b = b-a för alla a och b 
i G, så är alla G' normala eftersom z a' z~l = z z~l a' = ea' = a'. 
Den självklara frågan blir nu: finns det (icke-triviala) nor-
mala delgrupper? Det gör det tydligen inte al l t id. Ur vår ut-
redning följer nämligen lätt att om G har ändligt många 
element, n stycken, så har varje X lika många , h stycken var-
dera, och h måste alltså gå jämnt upp i n. [Visa detta!] Om då 
n ä r ett primtal p, t.ex. om G=Zp, finns inga icke-triviala del-
grupper G ' överhuvudtaget . A t t utreda under vilka omständig-
heter normala delgrupper existerar är ett omfattande och vik-
tigt problem, där nyligen stora framsteg gjorts. > 
Den snedstrecksoperation, G/N, v i just definierat ä r den allra 
viktigaste i modern algebra och förmodligen i modern mate-
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matik också, och v i skall göra oss förtrogna med den genom 
e n serie exempel. 
1. De hela talen Z bildar ju på naturligt sätt en grupp under 
addition. En undergrupp G' ä r de j ämna talen 7. Gruppen ä r 
kommutativ (dvs. b + a = a + b för alla element a och b i grup-
pen). Vad ä r Z/7? T v å ta l x och y i Z hör t i l l samma klass om 
x + (jämnt tal) = y + ( jämnt tal), dvs. om x-y ä r jämnt . Det 
finns alltså bara två klasser: klassen av jämna tal (j) och klas-
sen av udda (u). V i har symboliskt 7 + 7 = 7, j + u = u samt u + u = 
= /. Om / motsvarar 0 och u 1 är detta additionsregeln i Z 2 . 
Man ser att Z / / = Z 2 . 
2. De komplexa talen C består av par (a, b) av reella tal R 
vilket vi kan skriva R x R. Under addition är de reella talen R 
en delgrupp. Man visar lätt att C/R = R, dvs. / ä r en slags om-
vänd operation t i l l x i C = RxR. 
3. Lå t G vara alla polynom under addition och N alla poly-
nom som ä r = 0 i punkterna aj, a2, a3. Två polynom P och Q 
hör alltså t i l l samma klass om P-Q ä r = 0 i punkterna ax,a2,a3. 
Välj ett polynom Ax s o m = l i ol och 0 i de andra två punk-
terna. Välj A2 så att A2 = \ i a2 och = 0 i de andra två samt A3 
analogt. Varje P ä r då = P{al)Al + P(a2)A2 + P(a3)A3 + (ett poly-
nom som är = 0 i av a2, a3). Talen P(a{), P(a2), P(a3) bestäm-
mer alltså den delmängd som P tillhör varför G/iV = alla tal-
tripler under komponentvis addition. 
Allmänt innebär /-operationerna att man tar fram det vä-
sentliga i ett problem och de resulterande grupperna blir ofta 
väsentligt enklare än de ursprungliga. Man kan uttrycka sig 
allmänt så: bortsett från TV är G detsamma som G/N — den 
matematiska termen är "modulo" i stället för bortsett från. 
Bortsett från de jämna talen är de hela talen bara 0 eller 1. 
Modulo alla polynom som är = 0 i tre punkter, är polynomen 
tre talkomponenter. 
< V i kan nu mer exakt förklara hur beviset av olösbarhet av 
femtegradsekvationen med enbart rotoperationer går t i l l . T i l l 
det talsystem T man får genom att t i l l de rationella talen lägga 
lösningen 0 , hör ett antal avbildningar T -> T som bibehåller 
+ och • . Dessa avbildningar bildar en grupp G. Om vi lägger 
t i l l en m:te rot mVa, bl ir gruppen cyklisk med m element. Om 
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man kunde få 6 genom successiva rotutdragningen skulle det 
finnas en växande serie undergrupper G, så att GrfG^^ vore 
cyklisk, eftersom steget från G,_] t i l l G{ motsvarar tillägget av 
en viss m:te rot. N u är det lätt att se att i a l lmänhet ä r G helt 
enkelt gruppen av alla avbildningar av 5 element på sig själv. 
Man visar att denna explicita grupp inte kan lösas upp i en 
sådan växande serie av grupper Gx så att Gi/Gi_l ä r cykliska 
— detta kallas att vara lösbar. D ä r a v följer beviset. Eftersom 
3:e- och 4:egradsekvationen kan lösas, mås te således gruppen 
av avbildningar av 3 och 4 element på sig själva vara lösbar. 
H ä r är en konstruktion för 3. De tre avbildningarna 
^ ( 3 , l , 2 ) = a 
(1 ,2,3) - > ( 2 , 3 , \) = b 
( 1 , 2 , 3 ) - c 
bildar en grupp N: ab = e = ba och man ser att den är identisk 
med Z 3 . Den kan kontrolleras vara en normal delgrupp, t.ex. 
om y = (2, 1, 3) gäller 
y a y - i = ( 2 , l , 3 ) . ( 3 , l , 2 ) - ( 2 , l , 3 ) = 
= (2, 1,3) -(1 ,3, 2) = 
= (2,3, l) = b. 
V i kan nu bilda G/N och man ser att G/N = Z2 ä r den enklaste 
cykliska gruppen. [Problemet är svårare för 4 element, men gör 
ett försök!] > 
Gruppteorins största betydelse ligger inom topologin, som v i 
skall syssla med i nästa kapitel. Den har utvecklats för sin 
egen skull under lång t id . Det är märkligt , att trots mycket 
arbete och trots att reglerna för grupper ä r så enkla, har på de 
allra sista åren stora framsteg gjorts och många betydelsefulla 
problem är fortfarande olösta. Ett exempel på ett nyligen löst 
problem är följande: Varje grupp som innehåller ett udda 
antal, n, element ä r lösbar. Det är mycket lätt att se att om 
n ä r ett primtal är gruppen själv cyklisk. Det ä r en trevlig 
sysselsättning att försöka visa satsen då n = pl p2 för två udda 
primtal Pj, Beviset för det a l lmänna fallet är oerhör t kompli-
cerat — det fyller omkring 200 trycksidor — och är ett exem-
pel på vilka djupa resultat som kan erhållas, inte genom en 
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elegant idé, utan genom ett systematiskt in t rängande i de lo-
giska förhål landena. Det finns en al lmän princip i matematiken 
som säger ungefär följande. Ju större allmängiltighet ett resul-
tat har, desto enklare är ett bevis. I algebran innebär detta att 
mera invecklade strukturer skulle ha intressantare och svårare 
satser, beroende på att flera axiom har möjlighet att samverka. 
I stort sett är principen säkert sann, men den n ä m n d a satsen 
ur gruppteorin visar att den måste användas med försiktighet. 
Det är troligt att gruppteorin kommer att spela en betydelse-
full rol l , då fysikerna någon gång i framtiden får ordning på 
a tomkärnornas möjliga tillstånd. Man vet tidigare att en elek-
tron kan ha två så att säga egentillstånd, som man brukar kalla 
spin, som kan illustreras genom rotation i en viss riktning eller 
motsatta, öve rgången från det ena tillståndet t i l l det andra 
kan beskrivas med gruppen Z 2 . På liknande sätt kan man 
tänka sig att a t omkärnans mycket mera komplicerade tillstånd 
kan beskrivas ske genom mera komplicerade grupper av över-
gångar. Det finns av denna anledning allt skäl för matematiker 
att fortsätta studera grupperna och för fysikerna att följa med 
den kunskap som kommer fram. 
Vektorram 
V i har tidigare stött på begreppet vektor när v i sysslade med 
komplexa tal. Den bild man bör hålla i minnet är den pi l som 
illustrerade det komplexa talet. Kla r t var att om v i betecknar 
n reella eller komplexa tal tillsammans med en symbol x = 
= (A:J, x2, ..., xn) kan v i definiera analogt x + y = ( * j + y j , . . . , 
x„ + yn). Man utför helt enkelt många vanliga additioner sam-
tidigt. V i kan också multiplicera med ett reellt tal t enligt regeln 
tx = (txl, tx2, ..., tx„) och då gäller t(x + y) = tx + ty. Man kan 
också tänka sig alla xf och / som komplexa tal. Sådana system 
som har en + -operation på detta sätt - bildar en grupp under 
+ - och dessutom har en sådan multiplikationsoperation med 
t reellt eller komplext tal , bildat vektorrum V. Ett exempel 
utgör alla / , reella funktioner f(u) definierade på vilken m ä n g d 
som helst, om man definierar (/ + #)(") = f(u) + g(u). (Observera 
att + h ä r har olika betydelser i vänstra ledet och högra ledet.) 
59 
Om V och V" ä r vektorrum kan vi bilda V bestående av 
alla par x = (x', x"), precis som de komplexa talen bildades ur 
de reella (fast här finns ingen multiplikation x-y förstås). V i 
betecknar detta V = V'x-V" och man ser att den omvända 
operationen ä r V" = V/V, varmed man alltså uppdelar en 
vektor x i två komponenter. 
Med vektorrummen har man alltså u tökat strukturen hos 
grupper genom att antaga att x + y = y + x och genom att införa 
en ny operation: multiplikation med t. H ä r i g e n o m har man 
fått ett mindre a l lmänt begrepp, som visar sig rät t ointressant 
ur algebraisk synpunkt, men som spelar en avgörande ro l l i 
modern analys. 
Ring 
V i fortsätter vår t program att införa i vårt algebraiska system 
fler och fler axiom som approximerar de egenskaper som de 
rationella talen har. V i antar nu att vi har både en + och en 
• -operation. V i antar inte att man all t id kan lösa ekvationer 
x-a = b, och inte heller att det finns något som motsvarar 1, 
dvs. så att x • 1 = x. V i får då begreppet ring. Man observerar 
att hä r kan mycket väl hända , att x-y = 0 utan att varken x 
eller y = 0. Tag t.ex. systemet av alla talpar x = (xl,x2) med 
x-y~(xiyi, x2y2); då gäller (1,0)- (0,1) = (0, 0) = 0. 
En typisk illustration t i l l begreppet är alla polynom eller alla 
polynom med heltalskoefficienter. Axiomen fungerar tydligen 
lika bra om polynomen beror av fler variabler än en, dvs. 
polynom som x2 + y3 eller xx • x2 • x3, dä r v i har två respektive 
tre variabler. < F ö r att belysa att en ring är något mycket all-
m ä n n a r e än polynom, utgår vi från vilken kommutativ (a-b = 
= b-al) grupp som helst. Bilda nu mängden av alla ändliga 
formella "summor" av element ur G med heltalskoefficienter 
h, hial + h2a2 + .. . + hnan. Logiskt innebär detta att v i ger en 
funktion G -> Z (heltalen) som avbildar alla element utom 
ändligt många på noll . Bilden av a anger då vilken koefficient 
h v i skall sät ta f ramför a. Vad v i fått betecknar v i med x, y etc. 
x + y definierar v i genom att lägga ihop koefficienterna framför 
varje a och x • y genom att multiplicera ihop som vanligt och 
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använda reglerna för multiplikation i G. T.ex. (2a1 + 3a 2 ) (3a 1 -
-2a3) = öflj 2 - 4a 1 a 3 + 9ala2 - 6a2a3 = 6&j - 4b2 + 9b3 + 6b4, dä r 
b[=ai2 osv. Vad v i nu fått är en ring. Om t.ex. G = Z ä r syste-
met detsamma som heltalspolynomen [tänk igenom detta!]. 
Väljer vi G = Z2 får v i en multiplikation av linjära heltalsfunk-
tioner i t enligt regeln 
(ko + M)(Ä0' + V ) = + "M + (7z0V + hQ'hx)t 
som kan jämföras med multiplikation av komplexa tal. > 
< V i har tidigare sett att man ä r intresserad av att lösa ekvatio-
ner t2, ..., /„) = 0 för polynom P och av deras lösningar, 
eventuellt bara i heltal jfj, . . . , tn. Kal la mängden av lösningar 
M : det är alltså denna mängd som är av intresse. T i l l M t i l l -
ordnar v i mängden av alla polynom som är = 0 på M. Kal la 
denna m ä n g d / . Om vi använder beteckningarna x och y för 
polynom har I egenskaperna: om x och y är i / ä r även x-y 
i / och z • x tillhör / för varje z i ringen. Dessa egenskaper kan 
v i använda som definition i en godtycklig ring av ett system 
/ som vi kallar ideal. Detta begrepp är det centrala därför att 
det ger anknytningen mellan de abstrakta begreppen och de 
klassiska problemen. 
F ö r att illustrera, tag den enklaste ringen, nämligen heltalen 
Z. Om / ä r ett ideal, låt a vara det minsta positiva tal som 
ingår i I . D å ingår tydligen alla tal n • a. Om ett ta l b i 1 inte 
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hade formen n • a skulle man kunna hitta m så att 0 < b - ma < a 
men b-ma hör t i l l / och vi har fått en motsägelse. T i l l varje 7 
hör alltså a så att / = mängden av n • a, dvs. v i kan identifiera 7 
med heltalet a. 
N u kan man addera och multiplicera ideal. / i + / 2 ä r alla 
element av formen x} + x2 med xY från I x och x2 från 12 och 
7, • l2 alla summor av element X\ • x2. Det är lätt att kontrollera 
att dessa mängder är ideal. Om v i tar exemplet Z, är det a som 
är til lordnat I\+l2, inte a{+a2 utan största gemensamma fak-
torn t i l l a1 och a2, medan ax • a2 hör samman med 7] • 7 2 . V i 
kan nu införa primideal som sådana 7 som inte kan faktorise-
ras l = lxI2. De motsvarar precis primtalen för Z. Detta ä r 
grunden t i l l de generaliseringar av primtal som v i talade om i 
förra kapitlet. > 
Ringteorin har haft sin största betydelse för studiet av kur-
vor och ytor bestämda av polynomrelationer, dvs. mängderna 
M. Speciellt har man varit intresserad av hur dessa mängder 
förgrenar sig. Situationen kan illustreras av ekvationen x2 = y2 
som geometriskt kan åskådliggöras genom två r ä t a linjer (fig. 
13). 
I origo sker här en förgrening. I flera variabler än två kan 
situationen vara mycket komplicerad och här pågår en stor 
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forskningsverksamhet, där man alltså studerar den geometriska 
bilden med metoder ur algebran. Studiet av mångfa lderna M 
bar också stor betydelse i analysen. Slutligen finns anknyt-
ningar t i l l talteorin som v i nyss n ä m n d e . 
Homomorfismer 
Det finns många andra system som man sysslar med i alge-
bran: som ett tillägg kan nämnas att själva ordet algebra an-
vänds för den struktur man får om man har en multiplikation 
definierad i ett vektorrum, och att en kropp är ett system som 
fungerar som de rationella talen. Om vi går tillbaka t i l l kon-
struktionen av rationella tal (s. 26), ser vi att v i kan bilda en 
kropp ur vilken ring som helst så snart regeln, att b*0 och 
d^Q medför bd*Q, gäller. V i vet att den inte gäller automa-
tiskt, men på detta sätt uppstår ju t.ex. rationella funktioner ur 
polynom, och de rotsystem v i diskuterade p å s. 49 uppfyller 
också villkoret. 
V i skall emellertid avslutningsvis diskutera en av de vikt i -
gaste idéerna i algebran. V i utgår från två algebraiska system 
av samma typ, kalla dem A och B. V i studerar nu avbildningar 
från A t i l l B som har den egenskapen att de bibehåller de 
operationer som finns definierade på A resp. B. Om således 
och a' -> b' så skall gälla a +
 Aa' -> b + Bb' osv., dä r + A 
betyder +-operationen på A och analogt för B. Avbildningar 
av detta slag kallas homomorfismer. 
Som enklaste exempel tag som A gruppen av heltal under 
vanlig addition och som B gruppen T av komplexa tal på en-
hetscirkeln med gruppoperation vanlig multiplikation av kom-
plexa tal . 0—>zc varför 0 = 0 + 0 - > Z Q ' Z C = Z 0 . Det följer ZQ2 = ZQ 
varför z 0 = 0 eller z c = l . Z Q ^ O ligger inte på enhetscirkeln. A l l t -
så gäller 0 - » l . Enheten i A avbildas alltså på enheten i B, 
och detta gäller a l lmänt för grupphomomorfismer, liksom att 
inverser övergår i inverser. Antag nu att l-x?=e'*. 2->c 2, . . . , 
n —> c" följer då. A l l a avbildningar har alltså formen n-^einx. 
På liknande sätt ser man att gruppen R av reella tal avbildas 
på T genom x-*e'tx, t godtyckligt reellt. H ä r finns även andra 
homomorfismer med mycket säreget beteende (se s. 17), som 
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kan uteslutas genom vissa t i l läggsantaganden om kontinuitet. 
Avbildningarna x^*ei,x kan anses vara grunden t i l l en viktig 
gren i analysen, Fourierteorin. 
< Som ett tredje exempel, tag ringen av polynom P(x) i en 
variabel x med heltalskoefficicntcr och dess avbildningar på 
heltalen. Polynomet x —> heltalet m, och det följer att P(x) —> 
—> P(m). Dessa homomorfismer motsvarar alltså det konkreta: 
sätt in ett fixt värde på variabeln och detta har uppnåt ts genom 
helt abstrakta definitioner. Ett litet mer komplicerat exempel 
får man genom att avbilda ett vanligt heltalspolynom P(i) = 
•=h0 + hlt +... + h„tn på (hQ + h2 + hA + ...) + (hx + h3 + . . .)t i vår t 
exempel på sidan 61. > 
< Tag t i l l sist en homomorfism mellan två grupper G och Gj 
och låt TY vara den del som avbildas på enheten e1 i G{. Man 
ser lätt att TV är en delgrupp av G som dessutom ä r normal 
ty om a—><?j gäller zaz~l = zIZ\~1 *=ex. Alltså t i l l -
hör även zaz~l N. Det är lätt att se att GY kan uppfattas som 
G/N. Tar vi t.ex. G=R och G , = T med homomorfismen 
x->e ' r *, t fixt, så är N alla x med <?'» = 1, dvs. x = 2n/t (heltal). 
Således gäller R/T = Z. [Visa att också R/Z = T\]} 
< Om vi har en följd grupper G j , G 2 , G 3 , . . . med t i l lhörande 
homomorfismer av a2, . . . av Gx på G2, G2 på G 3 osv. 
G^G2-G3^... 
al A 2 a3 
och man antar att avbildar G ] på den del av G2 som av a 2 
avbildas på enheten i G 3 och analogt för alla tre på varandra 
följande grupper, har v i fått vad som kallas en exakt följd. V i 
kan göra analoga definitioner för homomorfismer mellan 
ringar. Detta begrepp spelar en central rol l i de senaste årens 
utveckling av algebran, speciellt för dess användning i topo-
login som vi skall behandla i nästa kapitel. I förgrunden står 
alltså mängden av avbildningar mellan olika system och den 
struktur denna mängd har. A v allt att döma kommer betydel-
sen av denna del av algebran att växa ytterligare. > 
Sammanfattningsvis kan man säga att algebrans betydelse i 
modern matematik ä r i starkt växande . Vad man lyckats med 
är att i axiomatisk form och med enbart kompositionsregler 
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bygga upp stora delar av hela matematiken, även sådana som 
har helt annat ursprung. Den traditionella t i l lämpningen är tal-
teori och geometri, men man har även kunnat konstruera 
system, som beskriver vissa delar av analysen. Denna algebrai-
sering av matematiken kommer av allt att döma att fortsätta. 
Den kommer att ge betydelsefulla resultat, helt säkert , men i 
dagens läge har den haft den negativa effekten att minska för-
ståelsen för den matematiska forskningen hos fysiker och har 
frestat undervisningsreformatorerna att överdriva formalise-
ringen. 
Som vanligt v id motsä t tn ingar är problemet väsentligen ett 
kommunikationsproblem. En matematiker talar om "modulo" 
när han ungefär menar "bortsett från", han säger att två 
system A och B ä r isomorfa när han menar att de är samma 
sak bara med olika beteckningar. Han säger att A ä r homo-
morf med B om han menar att A ä r mera omfattande än B 
men att systemen annars bär sig åt på samma sätt. En grupp 
är en samling omordningar av elementen i en viss mängd osv. 
Matematikern har på så sätt rät t i att hans språk är mycket 
exakt — han vet precis vad han menar med sina ord — men 
det vore fel att förneka att formalismen ibland kan bli ett 
s jälvändamål med mycket invecklad terminologi som används 
mera för att imponera än för att skapa klarhet. De grund-
läggande begreppen är inte så många , något eller några tiotal 
kanske, och de sammanhänger med och beskriver fenomen som 
man möter i alla möjliga sammanhang. 
Algebrans betydelse har helt försummats i de traditionella 
nya skolkurscrna. Precis som i diskussionen om matematikens 
grundbegrepp ä r huvudproblemet att göra eleverna för t rogna 
med vissa enhetliga grundbegrepp och några beteckningar och 
inte att öva handhavande och problemlösning. Det väsentliga 
är att orden används regelbundet och att analogier mellan 
system som ser olika ut betonas. Kan man få eleverna att 
förstå att operationen att vrida kvadrater 90° egentligen ä r 
samma sak som att dela heltal med 4, att multiplikation av 
positiva tal ä r likvärdigt med addition av alla reella tal (via 
exponentialfunktionen), att addition av funktioner lyder samma 
lagar som addition av tal osv., så förmedlar man en r ikt ig 
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bild av algebra. Det som bör bortarbetas är bilden av algebran 
som polynomreduktion och uppsökande t av gemensamma fak-
torer via diverse trick. Man strävar också i skolan att lära 
eleverna axiomatik. Det naturliga området är då algebran, där 
man i samma form behandlar många problem. Detta borde 
vara innebörden i ordet axiomatik, inte det logiska problemet 
att formalisera det vä lkända . 
Kommentarer 
Som al lmän elementär översikt av algebran kan rekommen-
deras den ovannämnda boken av Birkhoff-MacLane. F ö r ett 
djupare studium av gruppteorin kan man läsa 
M . Ha l l , The Theory of Groups. Macmillan 1959. 
Resultatet om lösbarhet av grupper med udda antal element 
bevisades av W. Feit och J. G. Thomson 1963 ["Solvability of 
Groups of Odd Order". Pacific Journal of Mathematics, 1963]. 
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6. Geometri 
För 50 å r sedan spelade geometrin en mycket f r amt rädande 
ro l l i skolan. Det ä r intressant att se hur djupt rö t terna t i l l 
denna undervisning går i den matematiska tankebyggnaden. 
Geometriundervisningen innehöll två helt olika komponenter. 
Å ena sidan betonades starkt Euklides axiomatiska system. 
Avsikten var sannolikt att öva eleverna i logiskt t änkande och 
Euklides var här mönst re t . V i d kursomläggningarna för några 
år sedan u tmöns t rades Euklides helt, förmodligen därför att 
hela konstruktionen gick långt utöver vad man på ett givande 
sätt kan lära 10-åringar, men också därför att det hela egent-
ligen var kvasilogik. Det finns nog mycket litet att invända 
mot den förändring som här skett; den har medför t en stor 
lä t tnad både för elever och lärare . Sekelskiftesgeometrin inne-
höll å andra sidan en svår kurs i konstruktionsgeometri, med 
invecklade system av cirklar och r ä t a linjer. Även detta ä r 
månghundraå r ig matematik. Den utbyttes sedan mot en detal-
jerad och mycket åldersdiger kurs i kägelsnittsteori, som varit 
ett tacksamt må l för kritiker såsom meningslös problemexer-
cis. I den senaste kursomläggningen har även denna geometri-
del näs tan helt möns t ra t s ut. Resultatet har blivi t en mycket 
dålig utbildning i geometri i v id mening, som står i stark mot-
sättning t i l l områdets stora betydelse för den moderna mate-
matiska forskningen. H u r många av dagens studenter kan be-
visa att vinkelsumman i en triangel är 180° och hur många 
av lä ra rna vet att detta resultat bara är sant, om man inklu-
derar parallellaxiomet? 
Innan v i går in på den nuvarande situationen skall v i se litet 
n ä r m a r e på axiomatiken. Det enklaste sättet att eliminera be-
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hovet av axiomatik för euklidisk geometri är följande kring-
gående manöver . 
V i inför i planet på vanligt sätt ett koordinatsystem x, y, 
varigenom v i får 1 -1-motsvarighet mellan punkter i ett plan 
och par av tal (x, y). En rät linje L motsvarar en ekvation 
ax + by + c = 0 och omvänt (se fig. 14). På vanligt sätt vänder 
vi nu på resonemanget. En punkt är ett talpar (x,y), en linje 
en taltrippel (a, b, c) där naturligtvis (a, b, c) och (Ka, Kb, Kc), 
K^O, anses vara samma sak. En punkt (x, y) ligger på en linje 
(a, b, c) om ax + by + c = 0 etc. På detta sätt blir geometrin 
bestämd av teorin för de reella talen och är lika sann som den. 
1 denna modell absorberas automatiskt det mest be römda av 
Euklides axiom: parallellaxiomet att man genom en punkt 
utanför en linje kan dra en entydig linje parallell med den 
givna. Om linjen är (a, b, c) och punkten (x0, y 0 ) bes tämmer v i 
cQ så att axQ + by0 + cQ = 0 och (a,b,c0) ä r den sökta linjen L 0 . 
— Man kan också göra formella axiomsystem å la Euklides 
och i sådana är parallellaxiomet nödvändigt , men man kan 
även konstruera system som på andra sätt helt liknar den 
vanliga geometrin, men där parallcllaxiomet inte gäller. Lå t oss 
se litet på ett sådant exempel, som alltså är en modell för icke-
euklidisk geometri. 
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Fig. 15 
Tag som värld en cirkelskiva med radie R ( = 10 1 0 0 m i l t.ex.). 
V i lever nä ra dess medelpunkt. En "punkt" i vå r modell ä r en 
vanlig punkt i cirkeln, men en "l inje" L ä r en cirkel som ä r 
vinkelrät mot den stora cirkeln — hit räknas också alla dia-
metrar D (se f ig . 15). Det är inte svårt att kontrollera att alla 
axiom i Euklides geometri ä r uppfyllda för detta system av 
"punkter" och "linjer" med undantag för parallellaxiomet. 
V i ser i figuren att diametrarna D och D' inte skär "l injen" 
L 0 men går genom samma "punkt" M (origo). Om v i inskrän-
ker oss t i l l en omgivning av medelpunkten, så att L 0 :s när-
maste punkt ligger, säg högst 10 5 0 m i l från M så ser man att 
variationen på vinkeln v mellan D och D' ä r av storleksord-
ningen 1 0 - 5 0 grader. Det går alltså inte att genom mätn ingar 
skilja på D och D' och det följer att det inte finns någon logisk 
anledning att föredra euklidisk geometri f ramför icke-euklidisk. 
Dess fördel är dess enkelhet och att den s tämmer tillfredsstäl-
lande i praktiken. 
Logiskt är detta exempel mycket intressant. V i utnyttjar 
alltså den euklidiska geometrin för att konstruera en modell av 
en geometri dä r de euklidiska axiomen inte gäller. Detta visar 
att om den euklidiska geometrins axiom inte medför motsägel-
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ser, gör de icke-euklidiska axiomen det ej heller. Alldeles sam-
ma logiska struktur har beviset bet räf fande urvalsaxiomets 
relation t i l l övriga axiom i mängdlä ran (se s. 17). Man kon-
struerar alltså modeller inom traditionell mängdlära och får 
därför som resultat att om det inte tidigare fanns motsägelser 
innebär det nya axiomet heller inte motsägelser. 
Topologi 
V i har diskuterat två möjligheter att bygga upp geometrin. Den 
första var att basera den på elementär algebra av reella tal , 
den andra att skapa ett fristående axiomsystem. Man kan också 
grunda geometrin på gruppteorin. Euklidisk geometri ä r då 
studiet av de egenskaper som inte ändra r sig under gruppen av 
sådana avbildningar som bibehåller längder (ortogonala grup-
pen). Man kan också studera egenskaper som inte beror på 
gruppen av avbildningar som överför rä ta linjer i rä ta men som 
får änd ra längder (affin geometri). I första fallet ä r alltså 
Fig. 17 
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figurerna I och I I "kongruenta", i det andra I , I I och I I I "kon-
gruenta" (se fig. 16). Slutligen kan man studera gruppen av 
kontinuerliga deformationer överhuvudtaget . D å är alla figu-
rerna I — I V "kongruenta". Detta sista o m r å d e ä r topologin 
och den matematiska forskningen i vad som förr kallades geo-
metri är nu centrerad t i l l detta område . Det är således läran 
om de geometriska förhållanden som inte beror på begrepp 
som längd och area, utan som bara kan bero på den geomet-
riska situationen. I exemplet fig. 17 finns då bara följande 
element: 2 kurvor som ej skär sig själva eller varandra, varav 
den ena omsluter den andra. (Det visar sig ingalunda självklart 
vad som menas med "kurvor" och "omsluter".) Precist innebär 
uttrycket "bara beror på den geometriska situationen" att ut-
sagorna skall vara desamma för alla andra uppsät tningar (av 
kurvor osv.) som kan avbildas omvändbar t entydigt och konti-
nuerligt på den ursprungliga; i vår bi ld t.ex. 
Fig. 18 
Det första man nu måste göra är att definiera kontinuitet, 
och detta skall göras så al lmänt som möjligt så att vår fram-
ställning täcker så stora områden som möjligt. V i påminner om 
diskussionen om öppna mängder och konvergens på s. 30. 
Avbildningen / : A ->2? är då kontinuerlig om det al l t id följer 
att j(x) n ä r m a r sig j(ä) när x nä rmar sig a (x->a) med iakt-
tagande av de regler om vad ordet " n ä r m a r " betyder på mäng-
derna A resp. B — med andra ord, vilken topologi man har, 
enligt matematisk terminologi. Fö r att man på ett meningsfullt 
sätt skall kunna arbeta med topologierna i A och B behövs fler 
antaganden om de öppna mängderna , väsentligen av typen att 
om a*a' kan man hitta en omgivning t i l l a som ej innehåller 
a'. Detta kan göras på många sätt och leder t i l l en hierarki av 
topologiska rum med olika axiomsystem av samma typ v i 
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Fig. 19 
möt te i algebran. En systematisk undersökning av dessa axiom-
system var en livl ig forskningsinriktning under första delen av 
1900-talet och kan nu anses väsentligen avslutad. 
För att dessa definitioner skall ha mening, måste man före-
ställa sig mycket mera a l lmänna situationer än vanliga funk-
tioner f(x) definierade på intervall. <Tag som ett första exem-
pel A som mängden av kontinuerliga funktioner x(t) på 0 <, t <. 1 
och som B mängden av reella tal med vanlig topologi. Avbi ld -
ningen / : x -> pQx(t)2dt ä r då kontinuerlig i den första topo-
login p å s. 32 men inte i den andra. Som ett exempel, för att 
visa det sista påståendet , tar v i funktionerna xn(t) = Vn 
Eftersom pQxn(t)dt = n-1/2 går x„ mot noll-funktionen i topolo-
gin, när n växer, men pQxn(i)2dt n ä r m a r sig 1/2 som j u 
f J J O Z t f r - a ) 
< Låt oss som ett annat konkret exempel se n ä r m a r e på alge-
brans fundamentalsats: ett polynom P(z) = z" + axz" ~1 +.. - + 
+ a„_lz + an, fl„?*0, antar värdet 0 för minst ett värde på z. 
V i studerar avbildningen: t i l l varje värde p å r > 0 tillordnar v i 
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den kurva yr som beskrivs av z da z går runt cirkeln med radie 
r kring z = 0. Mängden A är alltså de positiva talen, B en 
mängd av kontinuerliga kurvor. Kurvorna i B varierar konti-
nuerligt med r — detta pås tående bör göras precist men är 
intuitivt klart. F ö r stora /• beskriver z" cirkeln med radie rn n 
gånger. Resten av polynomet alzn~l + .. - + an ä r mycket mindre 
än r» och alltså beskriver P(z) också en kurva som går n gånger 
runt. Tydligen kommer yr att fortsätta att gå n gånger runt tills 
vi passerat ett värde på r då kurvan går genom origo. Mås te 
ett sådant värde finnas? Ja, ty då r ä r mycket litet ligger yr 
mycket nä ra punkten an, som j u inte är nol l , och kan då inte 
gå runt nol l . D ä r m e d skulle beviset vara färdigt. yr måste pas-
sera genom origo för något värde på r, dvs. P(z) måste anta 
värdet noll . — Svårigheten i att göra beviset fullständigt ligger 
i att tala om vad som menas med att gå n gånger runt en 
punkt, vilket är en typisk uppgift för topologin.) 
Genom att låta rymderna A och B bestå av funktioner 
respektive kurvor finns det alltså möjlighet att utnyttja topo-
logins resultat för studier i analysen. Mest markant bl ir detta 
om man kombinerar idén om ett vektorrum med idén om en 
topologi. V i skall i näs ta kapitel behandla detta nä rmare . 
1 matematiken talar man ofta om plan och sfärer i 4, 5 eller 
n dimensioner och detta kan låta både invecklat och mystiskt. 
Det är emellertid mycket enkelt. I ett plan R2 inför v i ett orto-
gonalsystem (x, y) . Ett plan är då en ekvation x$ + yn = c d ä r 
£ och T] ä r fixa tal. Om vi kallar z = (x, y) och C • (f, v) ^ a n v* 
införa beteckningen {z, O för xS+ytj, och (z,0 = c ä r då en 
linje. En cirkel med centrum i origo är alla z med x2 + y2<R2 
och x2 + y2 = R2 ä r periferin. V i generaliserar nu: x=(x±, x2, 
x3, x4) ä r en punkt i ett 4-dimcnsionellt rum R4. Mängden av 
sådana uppsät tn ingar x av fyra tal så att (x, f> = x 1 £ 1 + x2$2 + 
+ x3$3 + xA£4 = c ger för fixt £ ett "plan"; x^2 + x22 + x32 + x42 < R2 
ett klot K4; = R2 ger dess rand, en "sfär", som v i för R = 1 
betecknar S4. Två punkter "ligger nä ra varandra" om alla 
koordinater ä r nära i vanlig mening. Utvidgningen t i l l 5 och 
fler koordinater är klar. 
< V i kan illustrera hur dessa definitioner fungerar med ett 
konkret exempel. Tag två hoplänkade ringar som i fig. 20. 
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Fig. 20 
Det är j u klart att man inte kan ta isär dem utan att klippa 
upp den ena ringen. Om man emellertid lägger t i l l ytterligare 
en dimension går det. Det kan man inse på följande sätt. 
V i tänker oss (2) vinkelrät mot (1). V i kan representera (2) 
med ekvationer 
xl = x1(t), x2 = 0, x3 = x3(t), 0 £ f £ l . 
V i håller nu (1) stilla och drar (2) åt höger . V i kan representera 
den förflyttade kurvan (xL(t) + s, 0, x3(t)) dä r s anger förflytt-
ningen. V i kan anta att för s = 1 är kurvorna isär. Fö r ett visst 
vä rde p å s, s = s0, sammanfaller A med B vilket ä r otillåtet. V i 
kan nu undvika detta genom att flytta ut ringen i 4 dimensio-
ner och bildar (x^ + s, 0, x3(t), s). Denna kurva kan j u aldrig 
skära (1) eftersom för (1) ä r fjärde koordinaten 0. N ä r v i fått 
(*i(r) + 1 , 0, x3(t), 1) flyttar v i bara fjärde koordinaten 1 tillbaka 
t i l l 0 och har fått tillbaka vår ring (2) i tre dimensioner utan 
att den någonsin skurit (1). > 
Låt oss nu å tergå t i l l frågan om vad som bör menas med en 
"sluten kurva som ej skär sig själv". Det enklaste exemplet på 
en sådan är en cirkel och i någon mening uppfattar v i en dylik 
kurva y som en deformerad cirkel. Man kan då definiera be-
greppet som en omvändba r kontinuerlig bi ld av en cirkel: 
f:S2<-^y. Det är nu en uppgift för topologin att förklara så-
dana termer som "omsluter" och "det inre av y" och bevisa 
att y uppför sig på rä t t sätt i förhål lande t i l l definitionerna. 
Dessa definitioner gjordes i topologins tidigare skede i slutet 
av 1800-talet. A t t y sönderdelar planet i exakt två samman-
hängande delar är t.ex. sedan en klassisk sats. 
Som en illustration av topologiska problem skall v i syssla 
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(b) 
med följande naturliga utvidgningsproblem vid definitionen av 
kurva. M a n v i l l naturligtvis att hela den geometriska situa-
tionen för y skall vara analog med den för cirkeln. T.ex. kan 
man önska att avbildningen / kan utvidgas t i l l en avbildning 
R2«-» R2 med S2 i ena planet och y i det andra. Det är en 
be römd sats i tidig topologi att detta mycket riktigt går . 
Generaliseringar är nu självklara. En enkel sluten yta y 3 ä r 
en kontinuerlig bi ld av en sfär: /:5 3<->y 3 och på samma sätt 
i n dimensioner. H ä r inträffar nu något märkligt . Det är inte 
säkert att / kan utvidgas t i l l en avbildning R3 <->R3. Ett exem-
pel kan se ut på följande sätt: 
< U tgå från en böjd yta som i fig. 21a. Delen I i f ig. 21a 
avbildas på delen I på sfären i f ig. 23a så att alltså de två 
streckade områdena motsvarar att man skurit av den böjda 
ytan v id B och A. Sätt nu på handtag som i fig. 22, så att 
Fig. 22 
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Fig. 23 
(a) (b) 
ytorna B motsvarar varandra och ytorna A motsvarar var-
andra. V i får då något som ser ut som i fig. 23b. De två på-
satta handtagen kan avbildas på delar av de streckade områ-
dena så att I I motsvarar I I . Det blir nu fyra streckade områden 
p å sfären. V i sätter nu på 4 parvis hopflätade handtag och 
fortsätter på detta sätt i a l l oändlighet . Den resulterande ytan 
kan då avbildas omvändba r t entydigt och kontinuerligt på sfä-
rens yta. Den uppkomna ytan brukar kallas sfär med horn. 
En avbildning mellan denna yta och sfären kan nu inte ut-
vidgas t i l l en avbildning R3 <-» R3. D å skulle nämligen kurvan 
y i fig. 21b motsvara y' i f ig. 23b. y' kan deformeras t i l l en 
punkt utan att träffa sfären. D å skulle v i alltså kunna göra 
samma sak med y utan att träffa den behornadc sfären och 
det är tydligen omöjligt. > 
Ett viktigt problem i topologin är följande: Antag att v i har 
två mängder A och B med sina topologicr och två avbildningar 
/ ] och / 2 av A på B. Kan vi uppfatta /? som en deformation av 
/,? V i skall se litet n ä r m a r e på detta problem då A och B ä r 
n-sfärer och en av avbildningarna är identiteten. V i kan då 
uttrycka problemet på följande sätt . / avbildar S" <-> S". De 
deformerade avbildningarna uppfattar vi som avbildningar av 
sfärer med radie r, \/2<,r<,\, på sfärer med radie r och för 
r<\/2 skall vi ha identiteten. F rågan är nu om denna utvidg-
ning är möjlig. I planet är det lätt att skriva upp en sådan 
avbildning / explicit. V i låter sfären med radie r motsvara 
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sfärer med samma radie. Det går då att beskriva avbildningen 
med en monoton funktion <pr(y) av centrumvinkeln för varje 
r, sådan att <pr(27i)-<pr(0) = 2x. <pv(v) ä r då given och v i defi-
nierar 
[ v, 0 < r < l / 2 , (identiteten!) 
<Pr(v) = (2r - l )9? 1 (v) + ( 2 - 2 r ) v > l / 2 < r < l , 
| 'P\(v), r>\. 
Motsvarande problem i högre dimensioner är betydligt mycket 
mer komplicerat och här finns en omfattande teori. Det vore 
alldeles fel att t ro att detta är matematiska spetsfundigheter 
utan egentlig betydelse. Man kan rät t generellt säga att alla 
problem som innehåller n parametrar, där alltså n storheter 
samverkar, är beroende av geometriska förhål landen i mot-
svarande antal dimensioner. Det brukar här invändas att man 
i fysikaliska problem på grund av problemets natur vet, att 
lösningen måste uppföra sig så väl, att egendomlighetcr av det 
slag v i här diskuterat inte kan inträffa för dessa lösningar. 
Enligt detta sätt att resonera skulle bara den del av matema-
tiken som sysslar med "vanliga" funktioner vara av intresse för 
t i l lämpningar. Bortsett från att ett problems logiska struktur 
är av eget intresse, är detta en allvarlig felsyn. F ö r en fysiker 
är den numeriska konstruktionen av lösningen det väsentliga. 
Detta sker genom någon form av successiva beräkningar ur det 
givna. V i d dessa beräkningar finns det i regel ingen möjlighet 
att skilja mellan "vanliga" funktioner och sådana med pato-
logiskt upp t r ädande . Existerar således denna senare sorts lös-
ningar, kan de upp t räda i beräkningarna och dessa leder då 
inte t i l l målet . Man v i l l därför ha garantier att lösningar av 
den sorten inte existerar, dvs. man måste ta hänsyn t i l l dem 
vid förhandsberäkningarna och det är just det matematikerna 
gör. 
Algcbraisk topologi 
Avsikten med denna matematiska gren är att beskriva hur ytor 
av olika slag och av olika dimensioner kan sättas samman och 
att göra detta med algebraiska termer. För att man skall kunna 
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förstå något av vad det rör sig om måste man först ha en före-
ställning om några litet komplicerade ytor. V i nöjer oss av för-
klarliga skäl med 3 dimensioner men teorin skall sedan vara 
a l lmän. 
Tag först en rektangel ABCD (fig. 24) som vi tänker oss i 
papper. V i kan nu klistra ihop den så att B sammanfaller med 
C och A med D. V i får då en cylinder. Man kan uttrycka 
samma sak med att säga att v i identifierar AB och DC: de 
markerade punkterna P och Q ä r alltså lika. 
V r i d nu rektangeln 180° innan den klistras ihop, dvs. identi-
fiera AB med CD (i den ordningen). V i får då en yta som 
kallas Möbius band (fig. 25) som uppenbarligen inte ä r en 
cylinder. H u r skall vi beskriva skillnaden? Detta är en uppgift 
för den algebraiska topologin. 
Tag nu cylindern och böj ihop den t i l l ett runt slutet rör , dvs. 
identifiera också BC med AD (i den ordningen). N u är alltså 
A, B, C, D alla samma punkt. V i har fått en torus, en ringyta 
(fig. 26). 
Tag t i l l sist cylindern och försök (men det går inte!) böja 
ihop den t i l l ett rö r så att BC sammanfaller med DA. Man ser 
Fig. 26 
att denna yta inte kan realiseras men det går att beskriva den 
just med de identifikationer v i gjort: detta är Kleins flaska. 
Vad v i nu v i l l beskriva ä r hur ytorna hänger samman. Det 
är tydligen en skillnad mellan en sfär och en torus. Et t sätt 
att ange detta upptäckte redan Euler. V i delar in de tre ytorna 
i triangelformade områden . F ö r sfären kan v i t.ex. ta två v in-
kelräta storcirklar genom en nord- och sydpol samt ekvator-
cirkeln. V i betecknar med a0 antalet hörn , med a 2 antalet 
sträckor, begränsade av två hörn , och med a 2 antalet trianglar. 
F ö r delningen av sfären får man a 0 = 6, aj = 12, a 2 = 8. V i bildar 
talet 
gs = a 0 - a 1 + a2 = -2. 
Fig. 27 
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Fig. 28 
F ö r torusen T gör v i den uppdelning i trianglar som visas i 
f ig . 27. V i ser att « 0 = 9, a! = 27, a 2 =18 , varför 
g r = 9 - 2 7 + 1 8 = 0. 
O m vi nu prövar andra indelningar i trianglar så skall v i se 
att talen inte änd ra r sig. De beror bara på den yta v i studerar. 
P å något sätt beskriver g hur sammanhangsgraden av ytan 
växer. En brist är nu att g i våra exempel hoppar från - 2 t i l l 
0. Finns ingen yta (utan rand som sfären och torusen) som ger 
— 1? En sådan kan inte realiseras men vi kan konstruera den 
som v i gjorde med Kleins flaska. Tag en rektangel och identi-
fiera båda motsatta sidorna med omkastad riktning (se fig. 28). 
V i får ct0 = 9, a1 = 27, a 2 = 17 [P0P1P4 finns två gånger i figuren], 
varför £ = 9 - 2 7 + 1 7 = - 1 . 
Dessa exempel innehåller nyckeln både t i l l vad det är geo-
metriskt som skiljer ytorna och t i l l en metod att behandla pro-
blemen. Det som skiljer är antalet "ol ika" sätt det finns att 
skära upp ytan, dvs. rita slutna kurvor, utan att ytan efter upp-
klippningen faller sönder. F ö r sfärens del ä r det omöjligt: så 
fort v i klipper runt, lossnar en bit. På torusen kan v i göra det 
på två sätt; dels kan vi klippa av röret och dels kan vi klippa 
runt så att vi får något som liknar en cirkelring. g skiljer sig 
också med 2 enheter och antal olika sätt är helt a l lmänt g+ 2. 
— Den metod att studera ytors sammanhang som suggereras är 
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att dela upp i triangelformade områden och sedan manipulera 
med trianglarna så att resultatet inte beror på hur v i delade. 
Detta leder t i l l rent algebraiska begrepp och metoden har nu 
vuxit t i l l en av de mest aktiva grenarna av modern matematik, 
som nu lever sitt eget l iv och där de ursprungliga geometriska 
förhål landena spelar mycket liten ro l l . V i skall hä r antyda 
metoden i 2 dimensioner, högre dimensioner ä r analogt men 
möjligheten t i l l komplikationer växer starkt. 
<Tag alltså en triangel T = ( P Q P ^ ) . Genom att skriva upp 
hörnen P i denna ordning har vi även angivit en omloppsrikt-
ning; triangeln (PQP2P]) betecknar v i formellt med -T. P å 
samma sätt ä r s träckan 5 = (PQ)= - (QP)- V i tillordnar även 
formellt en punkt ett tecken; detta saknar geometrisk tolkning. 
V i inför nu en randoperation 8 som tillordnar t i l l trianglar 
och s träckor deras rand (med ett formellt tecken ur omlopps-
riktningen): 
Om v i nu tar randen av varje sträcka i (1) får v i (P 0), - ( P t ) ; 
(Pj), - (P 2); (P 2), - (P c ). Om vi nu slår ihop resultatet ser v i att 
varje punkt förekommer en gång med + och cn gång med - . 
I den meningen gäller alltså att d två gånger, B2, ger nol l . 
V i tar nu de trianglar TLT T2, • • •, TT, som hör t i l l vår upp-
delning av den givna ytan. Varje triangel T, kopplar v i sam-
man med ett heltal tt, en slags multiplicitet, som får variera 
frit t . V i får då ett system k av par av trianglar och heltal 
På samma sätt kan v i göra med s t räckorna S{ och punkterna 
Pj i vår uppdelning. V i får "randen" t i l l k, B k, genom att ta 
randen t i l l varje T ; , "multiplicera" med motsvarande t{ och slå 
ihop s t räckor från olika trianglar under hänsynstagande t i l l 
tecken. V i får då ett analogt system sträckor 
(1) 
(2) 
8(P0P,P2)={(P0Pl), ( P ^ ) och (P 2 P 0 )}; 
HPQ)=i(P), ~(Q)}. 
Om v i slår samman två k, k1 + k2, genom att addera motsva-
rande ztl med T , - 2 , gäller tydligen d(k1 + k2) = l1+P. Systemet k 
är en grupp under denna +-operation, liksom systemen /, och 
8; k-^l ä r en grupphomomorfism. Eftersom 82 ger noll gäller 
dl= d2k={0}, dvs. gruppen som bara består av nol l . 
V i kan se vad operationen betyder i följande enkla exempel 
(fig. 29). 
I = a (T 2 + T2 + T3 + T4) = (C\Ä) + (B,C,) + (ABX) + 
+ (BCJ + (A
 {B) + (CXA i) + (CA{) + (BXC) + (AXBY) -
-(BiC1)-(C,A1)-(A,Bx)-
= (dA) + (BCX) + (A XB) + (CA j) + (BXC) + (ABX) 
och 
dl=(C1)-(A) + (B)-(C1) + (A1)-(B) + . . . = 0. 
Det kan nu finnas andra uppsät tn ingar sträckor / sådana att 
dl = 0 än de som uppstår genom dk. d/ = 0 anger att motsva-
rande sträckor bildar en sluten kontur, men denna behöver inte 
vara rand t i l l något " o m r å d e " k. I vår t exempel torusen är 
t.ex. s träckan P1P4P7Pl ett sådant /. De bildar en grupp L och 
v i kan bilda L/8K = H1. Denna kallas nu homologigruppen av 
ordning 1. Vad som gör II\ intressant ä r att den kan visas 
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vara oberoende av hur v i delade in den givna ytan i trianglar. 
Som ett exempel kan n ä m n a s att I I
 x (torus) = Z x Z = m ä n g d e n 
av heltal (n, m) under vektoraddition. Just detta att det ingår 
två grupper Z på detta sätt i HtfS struktur, ger oss ett tal: 2, 
som hör t i l l torusen. Detta betecknas pv Gruppen H2 ä r helt 
enkelt den undergrupp av K för vilka 8k = 0 och H0 definieras 
analogt med U1 u tgående från sträckor. V i får tre tal p0, p l s p 2 
(för torusen pc=l, Pi = 2, p 2 = * ) o c n Po~Pi + P2!=S- Detta ä r 
en relation som gäller för varje yta när v i genomför motsva-
rande konstruktion. > 
Vad som här gjorts kan generaliseras på många sätt: t i l l m 
dimensioner, t i l l andra grupper än heltalen (som x, a, n), t i l l 
a l lmänna topologiska rum. Man har även infört en axiomatik 
för hela teorin, varigenom det bl ivi t en gren av algebran. Det 
är denna riktning som är den nu dominerande och som san-
nolikt p å längre sikt kommer att starkt påverka hela det mate-
matiska t änkande t . 
Operatorn d liknar på många sätt derivering. Den tar fram 
den marginella ändringen i triangeln, som j u är randen, p å 
samma sätt som derivatan mäter funktionens ändr ing. M a n 
kan då fråga sig om det inte h ä r finns en omvänd operation 
som skulle motsvara integration. Denna kan mycket r ikt igt 
definieras: t i l l en sträcka i vår uppdelning tillordnas de triang-
lar t i l l vilka den är sida, naturligtvis kompletterat med regler 
om tecken. V i får då en motsvarande teori, cohomologi, som 
befinner sig i snabb utveckling. Det är i denna teori som be-
greppet exakt följd spelar sin största ro l l . 
Ett enda slående resultat i den algebraiska topologin skall 
nämnas : om f(x) ä r en kontinuerlig avbildning av ett n-dimen-
sionellt klot in i sig själv, finns det minst en punkt a så att 
f(a) = a. Om man således rör om i en burk med färg, så finns 
det alltså efter omrör ingen en punkt som ligger i samma läge 
som från början. — Detta kan nu generaliseras t i l l funktions-
rum och är då ett mycket användbar t sätt att visa att inveck-
lade relationer mellan funktioner har en lösning. Tag som ett 
exempel en avbildning som j(t) -4 c • $lK(t, x) • f(x)2dx +1/2, 
där K ä r en kontinuerlig funktion. V i studerar avbildningcn för 
sådana f(x) att ^f(x)2dx< 1. O m då c ä r tillräckligt liten, gäller 
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samma olikhet för bilden av / , vilket motsvarar att "klotet" be-
stående av alla / med §lf(x)2dx<,l avbildas på sig själv. Det 
följer då att det finns en lösning t i l l / ( f )*C S Q K ( I , x)f(x)2dx + 
+ 1/2. Detta ger tydligen ett rent existensbevis; vi har inte an-
givit någon metod att verkligen konstruera lösningen, inte hel-
ler vet vi om det finns många lösningar. F ö r t i l lämpningarna 
är därför resultatet otillfredsställande, men dess betydelse lig-
ger i att säkerställa existens av lösningar med en enhetlig me-
tod. N ä r man så vet att de finns, kan man med säker bakgrund 
söka speciella konstruktionsmetoder. 
Diffcrentialgeometri 
De avbildningar vi hittills studerat har varit a l lmänna konti-
nuerliga och kongruensbegreppet blir då det sedvanliga topo-
logiska. V i kan naturligtvis pålägga våra avbildningar starkare 
vi l lkor , t.ex. att de skall vara kontinuerligt dcriverbara. Man 
trodde länge att man då skulle få samma kongruensbegrepp. 
Om t.ex. två enkla kurvor i planet har kontinuerlig tangent 
kan man avbilda, dvs. deformera planet kontinuerligt deriver-
bart så att den ena kurvan överföres i den andra. Det var en 
sensation då Milnor 1956 visade att motsvarande resultat inte 
gäller på den 6-dimcnsionella sfären. Man fick här igenom en 
ny topologi, differential-topologi, som ä r i snabb utveckling. 
Den ä r speciellt betydelsefull på grund av det nära samman-
hanget med differentialekvationer. 
V i har hittills sysslat med att beskriva en a l lmän geometrisk 
situation. Resultatet skall alltså vara detsamma efter det att vi 
utför t en avbildning eller med andra ord en deformation av 
situationen. V i skall nu i stället försöka beskriva deformatio-
nen. T i l l denna klass av problem hör då t.ex. att beskriva kur-
vor och ytor, eftersom v i kan uppfatta dem som deformerade 
sträckor respektive plan. 
Den enklaste avbildningen i planet är den l ineära — affina 
— definierad av lineära koordinatsamband. 
x' = ax + by 
y' = cx + dy. 
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Denna kan skrivas symboliskt z' = Az, om z = vektorn (x, y) och 
z' vektorn (xf, y') och A står som förkortning av de fyra talen 
(a, b, c, d). O m v i har två avbildningar Ax och A2 hö rande t i l l 
..., d{) resp. (a2,..., d2) kan v i på naturligt sätt bilda 
Ai + A2 som hörande t i l l (ax + a2,..., d: + d2). k-A betyder att 
alla tal a,...,d multipliceras med k. A2 slutligen betyder 
att v i först utför A2 och sedan Ax; fl-talet bl ir t.ex. a^ + bfä. 
Symbolerna A bildar nu en algebra (se s. 63), där tydligen i 
regel A1A2 inte är detsamma som A2AX, och studiet av dessa 
wflrräalgebror är utomordentligt betydelsefullt, speciellt v id 
numeriska t i l lämpningar som v i nu nä rmare skall förklara. 
Om v i nu studerar en a l lmän avbildning (x, y) -> (x', y') nä ra 
en viss punkt, som väljes t i l l origo, kan v i som en första ap-
proximation finna en affin avbildning, som approximerar den 
givna på samma sätt som tangenten t i l l en kurva approximerar 
kurvan. V i vet att en av de viktigaste operationerna i analysen 
är att ur tangentens lutning (i fysikalisk tolkning t.ex. hastig-
heten) återvinna funktionen (läget). Detta är nämligen integra-
tionen, som v i skall behandla i nästa kapitel. Det motsvarande 
problemet för avbildningar, dvs. att ur de lokala matriserna A 
återvinna avbildningen, ä r utomordentligt svårt och inte alls 
fullständigt utrett. Speciellt gäller detta för tre och flera variab-
ler, där j u ett precis analogt problem finns. 
V i d numeriska beräkningar i flera variabler gör man så att 
man följer den regel z' = Az som konstruerats nä ra origo. Man 
finner att punkten Z \ (nära origo) då motsvarar z{. Man tar 
den regel Ax som gäller i § i t följer denna t i l l z2 osv. och hoppas 
att det vi på detta sätt konstruerar ligger nära den lösning v i 
söker. Om vi tänker oss att punkterna Z \ , z2, . . . ligger 10~ 6 
från varandra ser v i att vi behöver 10 s punkter för att nå fram 
t i l l (1,0). Det behövs då bara att felet i varje beräkning i 
medeltal ä r s törre än 10~ 6 för att totalfelet skall kunna b l i 
större än 1. Det krävs alltså bät t re teoretiska uppskattningar 
och att finna dessa i detta och liknande sammanhang är en 
huvuduppgift för den numeriska matematiken, där många vik-
tiga problem återstår att lösa. 
Den klassiska matematiken beskrev kurvors och ytors krök-
ningsförhållanden i tre dimensioner och skapade här en mycket 
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fullständig och tilltalande teori. M a n övergick därefter — efter 
traditionellt matematiskt möns te r — att undersöka analoga 
problem i flera dimensioner än 3. Detta gjordes enbart efter 
rent matematiska linjer men den teori man skapade bildade 
grunden för den beskrivning av tid-rum-relationerna, som kal-
las relativitetsteorin. Man mä te r här avstånd med en formel 
xz + y2+z2-t2 (som j u övergår i den vanliga x2 + y 2 + z2 + x2 om 
vi sätter / = /'r! Se s. 40). Denna sorts "avs tånd" , som inte ens 
all t id är positivt, kan j u synas rät t osannolikt, men den bety-
delse det nu fått är ett exempel på värdet av den rena mate-
matiska spekulationen. — Längs denna linje har matematisk 
forskning arbetat vidare med mycket a l lmänna rum och med 
mycket a l lmänna avståndsbegrepp. Även här har man kunnat 
axiomatisera stora delar av teorin. 
V i går tillbaka t i l l formeln för affin avbildning på s. 84 
Den är j u speciellt enkel att tolka om A kan tolkas som ett 
komplext tal och Az betyder A • z. D å är a = d och b= -c. 
Detta ä r de be römda Cauchy-Riemannska ekvationerna och 
avbildningen z' = f{z) kallas analytisk. Det enklaste exemplet 
är polynom, men alla "vanliga" funktioner som ez, sin z, Vz, ä r 
analytiska. Denna klass av avbildningar dyker upp överallt i 
matematiken. 1 talteorin studerar man t.ex. primtalsfördel-
ningen med hjälp av den analytiska funktionen C(z)=l~z + 
+ 2~z +.. .+n~z+..., som har mening om för z = x + iy gäller 
x>l. Algebrans fundamentalsats, att varje polynomekvation 
har minst en rot, förstår man bäst i detta sammanhang; inom 
analysen är klassen allestädes nä rvarande . Orsaken ä r att 
funktioner, definierade för reella värden, ofta har naturlig ut-
vidgning t i l l det komplexa planet som i exemplen ovan. 
Matematiker har försökt att generalisera begreppet analytisk 
funktion t i l l flera variabler för att dä rmed få ett lika bra hjälp-
medel att studera vanliga funktioner i flera reella variabler. 
Den definition v i valde kan naturligtvis inte generaliseras — 
det finns j u ingen motsvarighet t i l l multiplikation av komplexa 
tal i flera variabler. Men v i skulle också ha kunnat få samma 
klass av funktioner genom att kräva att Az skall avbilda cirklar 
på cirklar; i flera dimensioner skulle AX, X = ( x x n ) av-
bilda sfärer på sfärer. Men denna generalisering går heller inte; 
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man kan visa att då måste avbildningen vara en stel vridning. 
Det ä r emellertid trots allt sannolikt att det finns ett annat 
sätt att se på denna fråga så att man kan få en intressant och 
givande generalisering av begreppet analytisk funktion t i l l av-
bildningar mellan rymder av flera variabler, men denna åter-
står att upp täcka . 
Stort intresse har man under senare år lagt ned på avbild-
ningar (zit z2, • •., z„) -> z från n komplexa variabler t i l l en 
komplex variabel så att varje fix avbildning där bara en 
variabel Zj varierar ((zj, a2, ..., an) —> z t i l l exempel) ä r analy-
tisk. H i t hör t.ex. polynom i flera variabler, eftersom v i får 
vanliga polynom om v i håller alla variabler utom en konstanta. 
Teorin kräver en mycket utvecklad topologisk teori och det har 
här spelat stor ro l l att man algebraiserat topologin eftersom 
det är omöjligt att intui t ivt föreställa sig hur "ytor" i det 
komplexa begränsar och skär varandra, när antalet variabler 
är s törre än 1, så att antalet dimensioner blir minst 4. Det finns 
anledning vän ta en fortsatt utbyggnad och än större a l lmän-
giltighet i denna teori. 
Vad som här framställts avviker på ett drastiskt sätt mot 
traditionell geometri. Topologin har en växande betydelse inom 
matematiken och kommer med stor säkerhet att starkt påverka 
andra grenar. På vilket sätt bör nu skolundervisningen influe-
ras av detta? 
Det är klart att i grundskoleundcrvisningen skall fortfarande 
triangelgeometri, y tberäkningar o.d. vara viktiga moment, som 
bör bedrivas med ett minimum av bevis. I de högre klasserna 
bör även trigonometri övas. A l l t detta syftar t i l l direkt använd-
ning av matematiken i andra sammanhang och bör undervisas 
med detta som mål och inte, såsom förr Euklides geometri 
som exempel på matematiska teorier. Utöver detta borde en 
undervisning inriktad mot topologin förekomma. Det är t.ex. 
lätt att experimentellt verifiera och också bevisa Eulers poly-
ederformel (s. 79); man kan diskutera kontinuerliga avbild-
ningar •— som exempel på funktioner i något vidare mening 
än de traditionella reella funktionerna — man kan göra alge-
brans fundamentalsats trolig som v i gjorde på s. 72 osv. Detta 
skulle leda t i l l en bä t t re förståelse av geometriska problem och 
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skulle vara en värdefull information om vad matematiker kan 
göra . 
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7. Analys 
Praktiskt taget hela gymnasickursen i matematik faller inom 
område t analys och där inom vad som brukar kallas det klas-
siska område t . Det som man lär ut är forskningsresultat som 
initierades på 1600-talet. Givetvis har dessa klassiska områden 
utvecklats under de gångna 300 åren och den tankeräfst som 
genomfördes av 1800-talets matematiker har inneburit att be-
grepp och bevis blivit klara och precisa. I dagens matematiska 
forskning spelar området emellertid en allt mindre ro l l , vilket 
står i stark motsät tning t i l l dess betydelse i t i l lämpningar. Även 
här finns ett viktigt problem som v i senare skall diskutera. 
På grund av analysens betydelse för undervisningen skall v i 
här rät t utförligt diskutera de centrala momenten i skolkur-
serna och se hur den senare forskningen belyser dessa. 
Det viktigaste grundbegreppet är funktionen, dvs. den mate-
matiska termen för orsaksidén, att kännedom om vissa förhål-
landen bes tämmer vissa andra. I skolan står termen näs tan 
uteslutande för reella funktioner av reella variabler och i fråga 
om generalitet brukar man inskränka sig t i l l att låta dessa 
funktioner vara definierade endast på delmängder av reella 
axeln, såsom t.ex. x->l/x, x*0. Detta ger emellertid en helt 
missvisande bi ld av vad som täcks av begreppet. V i har t id i -
gare här sett exempel som dessa: 
A(x)~ antalet sätt att skriva x som en summa av två primtal; 
här är heltalen det naturliga definit ionsområdet; 
gruppmultiplikation, som alltså är en funktion definierad på 
gruppen med värden i gruppen; 
a l lmänna homomorfier: funktioner från en algebraisk struk-
tur t i l l annan; 
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i analytisk geometri, där t.ex. tre tal (a, b, c) bes tämmer en 
linje, alltså en funktion från R3 t i l l alla linjer i ett plan; 
i topologin, t.ex. avbildningar från reella ta l t i l l kurvor (s. 
73). 
Det är utan tvekan mycket lät tare att förstå betydelsen av 
termer som defini t ionsområde och värdeför råd om begreppen 
presenteras i a l lmänna sammanhang som i de n ä m n d a exemp-
len, givetvis tagna ur områden som eleverna tidigare ä r för-
trogna med, än om man gör konstlade skarvningar eller in -
skränkningar av funktioner med "naturliga" definitionsom-
råden. En presentation av detta slag har också fördelen att för-
medla en modern uppfattning. U r t i l lämpningarnas synpunkt 
kan man även ifrågasätta den exklusiva inskränkningen t i l l 
funktioner av en variabel. Det är dock relativt få fenomen i 
den fysiska världen där man på ett ändamålsenligt sätt kan 
uttrycka beroendet genom en enda variabel. F ö r att ange ett 
läge fordras j u t.ex. tre tal och med en samtidig tidsangivelse 
blir det fyra. 
Nästa steg är nu att successivt inskränka klassen av reella 
funktioner av en reell variabel genom begrepp som kontinuitet 
och deriverbarhet. Detta görs numera med ganska stor ambi-
tion på stringens och med precisa definitioner av typen: j(x) ä r 
kontinuerlig i x = a om t i l l varje c>0 det existerar ett ta l 
8(e)>0 så att så snart \x-a\<8(s) det följer att \f(x)-f(a)\ <s. 
[Denna definition är för övrigt inte bra eftersom den förut-
sätter att f(x) ä r definierad i en hel omgivning av a.] F ö r den 
som inte är väl förtrogen med dessa ting tidigare måste denna 
definition låta som kinesiska och det är en sorts kinesiska. Det 
är de matematiska symbolernas sätt att uttrycka att funktions-
kurvan asymptotiskt hänger ihop i punkten a. Kontinuitet p å 
ett intervall ä r intuit ivt ännu enklare men logiskt betydligt 
svårare. Det som gör detta t i l l ett dilemma i undervisningen är 
att det inte går att visa eleverna några exempel där inte kvasi-
definitionen "kurvan är s a m m a n h ä n g a n d e " är klart överlägsen. 
Man erkänner behovet av en precis definition först då man 
mot bakgrunden av sitt erfarenhetsmaterial inser att saken är 
så komplicerad att missförstånd eller fel kan uppstå utan pre-
cisa begrepp. Historiskt tog det matematiken hela skedet fram 
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t i l l 1800-talet innan man nådde detta stadium. Det förefaller 
j u oss numera som ett mysterium att Newton kunde beräkna 
planetrörelser utan att veta att en derivata ä r ett gränsvärde 
och Eulers manipulerande under 1700-talet med relationer som 
1 - 1 + 1 - . . . = 1/2 eller ä n n u vä r re 1 - 1 + 1 - 2 - 1 - 2 - 3 + 
+ 1- 2- 3- 4 - + . . . = 0,5963 . . . visar att om idéer ä r riktiga, så 
kan ett geni arbeta långt utan precisa begrepp. I fråga om kon-
tinuitetsbegreppet torde inte m å n g a matematiker ha någon an-
vändning för definitionen särskilt ofta. Under sina studier och 
i sitt arbete har matematikern fått en sådan vana att begreppets 
funktion blivi t självklar. Det väsentliga ä r alltså erfarenheten: 
att ha studerat och använ t kontinuerliga och diskontinuerliga 
funktioner. Det är dessa exempel som ger begreppet innehåll , 
inte abstrakta definitioner. Teori utan verklighetsinnehåll är 
meningslös. Det finns också en klar tendens i dagens undervis-
ning att underskatta svårigheterna att förstå det matematiska 
symbolspråket . Även här är erfarenhet och övning enda lös-
ningen, men den är så t idskrävande att det är omöjligt att ge 
tillräckligt utrymme i skolundervisningen. Det ä r därför nöd-
vändigt att lägga huvudvikten p å idéerna och inte på formen. 
Det ä r klart att matematiken kräver så exakta definitioner 
som möjligt och så få som möjligt. Man v i l l sedan här leda 
satser: i det aktuella fallet t.ex. att kontinuitet i varje punkt på 
ett slutet intervall medför att funktionen är begränsad. F ö r 
nybörjaren (och han har m å n g a sympatisörer , t.o.m. bland 
nobelpristagare i fysik) verkar detta sofism. Man skulle lika 
gärna kunna anta att funktionerna hade alla de egenskaper 
man behöver, eftersom när det kommer t i l l en konkret t i l lämp-
ning är allt klart och tydligt. Dessutom vet man j u inte att 
man har minimala antaganden i alla fal l , så varför inte lägga 
t i l l några extra. Och t i l l slut: hur m å n g a lärare kan ärligt säga 
att de själva behärskar begreppsbildningar och bevis av den 
typ v i här diskuterar? 
Enligt detta sätt att se skulle man alltså inskränka på defini-
tionskineseriet och öka erfarenhetsbakgrunden i undervisningen 
i funktionslära därför att detta ä r det naturliga inlärningssättet 
och enda möjligheten att förstå sammanhangen. Detta betyder 
inte att man skall återgå t i l l den lösliga framställning som var 
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Fig. 30 
den vanliga i skolan förr i världen, utan innebär att man p å 
ett realistiskt sätt skall bedöma vilken undervisningsmetod som 
ger den bästa förståelsen för ämnet . Det vore också ett stort 
misstag att tro att matematikerna bara behöver syssla med så-
dana funktioner att man kan hänvisa t i l l intuitionen i alla lägen 
eller att man inte skulle behöva (s, <5)-definitioner. V i skall se-
nare få många exempel på det första förhållandet; här skall v i 
ta upp ytterligare ett med direkt kontakt med t i l lämpningarna. 
< Låt P vara en partikel som rör sig i ett plan, där v i infört 
ett koordinatsystem (fig. 30). I x-riktningen låter vi P ha kon-
stant hastighet, medan rörelsen i y-led regleras av slumpen. 
Lagen för denna y-rörelse är sådan att y under ett tidsintervall 
av längd / rör sig en sträcka < / • Vt med en sannolikhet som 
bara beror på A. Väsentligen av denna typ är den s.k. Brownska 
rörelsen som beskriver vissa fenomen i atomfysiken. V i får 
alltså funktioner y = f(x) som beskriver rörelsen. Vad blir det 
för sorts funktioner? Man kan nu bevisa att i normalfallet ä r 
detta en kontinuerlig funktion, men funktionen f(x) ä r inte 
deriverbar någonstans . Den väg partikeln P rör sig på hur litet 
tidsintervall som helst har oändlig längd. > V i har alltså det 
paradoxala förhål landet att fysiker arbetar med modeller där 
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partiklar anses rö ra sig längs oändligt långa bankurvor utan 
bes tämd riktning v id någon tidpunkt. Inte desto mindre visar 
exemplet att naturvetenskapen verkligen använder konstiga 
funktioner och därför behöver precisa begrepp. Det för t i l l -
l ämpningarna viktigaste skälet att i sina kalkyler även ta hän-
syn t i l l funktioner med mycket oregelbundet upp t r ädande är 
emellertid, precis som v i förut framhålli t , att dessa kommer i n 
i den matematiska teorin helt naturligt och d ä r m e d även i 
numeriska beräkningar . 
I matematiken ä r numera kontinuitetsbegreppet helt centralt 
och kommer i n i alla möjliga sammanhang. Det ä r därför en 
självklarhet att man v i l l analysera det, se efter vilken relation 
det har t i l l andra närbesläktade begrepp, och att man v i l l göra 
detta med så stor allmängiltighet som möjligt. Dessa frågor be-
handlade v i på s. 71 och har flera gånger å te rkommit t i l l 
dem. På det hela taget kan man emellertid säga att någon 
egentlig forskning rö rande reella funktioner av en reell variabel 
och existens och egenskaper av deras derivator, numera inte 
bedrives. Under början av 1900-talet var dessa frågeställningar 
aktuella och fick då lösningar som på det hela taget varit slut-
giltiga (se nedan s. 97). 
Den naturliga generaliseringen av deriveringsidén t i l l flera 
variabler ä r införandet av den partiella derivatan, där man 
deriverar med avseende på en variabel i taget och låter övriga 
variabler vara konstanta. Beteckningen är ett krokigt 8, 8f/8x, 
8f/8y; så bl ir t.ex. (8/dx)(xz + xy) = 2x + y och (8/8y)(xz + xy) = 
= x. V i kan givetvis utföra sådana här derivationer efter var-
andra och man kan visa att det inte spelar någon ro l l i vilken 
ordning man utför deriveringen. V i får då beteckningar som 
82f/8yz, 8^f/8xz8y för två y-derivationer resp. två x- och en 
y-derivation. — Dessa begrepp spelar samma ro l l v i d studiet 
av funktioner av flera variabler som vanliga derivator v id en 
variabel och det torde vara ett starkt önskemål ur olika t i l l -
l ämpade aspekter att skolan sysslade mer med detta, kanske på 
bekostnad av övningar i konstiga maxima och minima. 
Integrationsteori ingår numera i gymnasiekursen, vilket är 
ett viktigt framsteg. Även här förefaller målsät tningen emeller-
t id på tok för ambit iös när det gäller stringensen i definitio-
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nerna. Det är stor risk att denna går ut över förståelsen av 
sammanhangen, fastän givetvis avsikten är den motsatta. 
I integrationsteorin finns ett av de få tillfällen där det mate-
matiska beteckningssystemet är opedagogiskt och vilseledande. 
Integration i klassisk mening täcker två helt olika problem: 
(1) finn en funktion F(x) som har en given funktion J(x) t i l l 
derivata; en sådan betecknas \'f(x)dx; 
(2) bes täm arean A(b, a) som begränsas av y = 0, y = / (*) , 
x = a och x = b. (V i antar b>a och att f(x) ä r positiv.) Man 
betecknar A(b, a) = §hJ{x)dx. 
Sambandet mellan (1) och (2) är nu följande. Man frågar sig 
naturligtvis om det finns någon sådan funktion F(x) som 
önskas i (1). Svaret är ja — om j(x) ä r en " r iml ig" funktion — 
ty man visar att A(x, a) ä r en sådan funktion. Näs ta steg ä r att 
visa att varje F(x) erhålles ur A(x, a) genom addition av kon-
stant. Det betyder att A(x, a) är den enda F(x) som har egen-
skapen att vara noll då x = a. Detta slutligen leder t i l l följande 
praktiska metod att bes tämma areor. Gissa eller konstruera med 
vilken metod som helst en funktion F(x) som i (1). Lägg t i l l en 
sådan konstant C att F(a) + C = 0, dvs. C = -F(a). D å är F(x)-
-F(a) = A(x,a)=\'*f(x)dx. Förs t efter denna formel har v i 
knutit samman de två symbolerna f och f j \ Speciellt olyckligt 
ä r att symbolen f inte s tår för en bestämd funktion utan för 
vilken funktion F(x) som helst. Det ä r alltså inte ett väldefinie-
rat begrepp. Detta är troligen ett unikt fal l av begreppsförvil-
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lelse i matematiken och den enklaste lösningen är att man helt 
u tmöns t r a r symbolen j . 
Om vi nu i undervisningen godtar den intuitiva tolkningen 
av integralen som en area får v i vissa problem med t.ex. räkne-
lagen \'*(f+ g)dx = $*f dx +$*g dx. Denna visas enklast genom 
att man konstaterar att båda leden har samma derivata, och 
restriktionen t i l l positiva funktioner elimineras genom förskjut-
ning med konstant. Den fundamentala idén, nämligen samban-
det mellan (1) och (2) kvars tår givetvis oförändrad . Det som 
tonas bort är trasslet kring summapolygonerna, som kunde om-
nämnas som ett sätt att approximera arean och att definiera 
den exakt ur rektangelytor (fig. 32). Här igenom får man t i l l -
baka summornas fördel t.ex. vid volymsberäkningar . 
U t matematikens synpunkt ä r emellertid inskränkningen t i l l 
" intui t iva" funktioner ytterligt otillfredsställande. Dessa visar 
samma brist vid behandling av problem rö rande funktioner 
som de rationella talen visar för ekvationer. N ä r v i sysslar med 
integration och v i l l uttrycka att en följd funktioner konverge-
rar är det inte funktionernas upp t rädande i enstaka punkter v i 
ä r intresserade av utan deras a l lmänna upp t rädande . I bilden 
p å s. 31 var det rimligt att anse att följden /„ konvergerar mot 
noll fastän det alltid finns punkter där funktionerna är 1. I 
detta exempel var det en punkt som avvek. Tydligen kan v i 
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göra ett likadant exempel med två punkter eller med 10 1 0 
punkter. Man frågar då: på vilka mängder får v i ändra funk-
tionen utan att det bör påverka integralen? Detta var start-
punkten för den lösning integrationsproblemct fick i början av 
1900-talet och som på det hela taget varit slutgiltig. Eftersom 
arean = längd x höjd, och v i inget vet om höjden, är villkoret för 
att arean inte skall änd ra sig rimligen att " längden av mäng-
den" är nol l . V a d menas då med det? En lämplig definition ä r 
att man skall kunna täcka mängden med intervall, kanske 
oändligt m å n g a , vilkas total längd kan göras hur liten som helst. 
Som ett exempel kan v i ta mängden av rationella tal på (0, 1). 
1 T T T — T — T — I > 
V i kan ordna dem efter nämnarens storlek och räkna upp dem 
rh r2 r„, . . . V i v i l l nu täcka dem med intervall vilkas 
to ta l längd ä r liten, kanske högst 10~ 1 0 . Lägg då kring rx ett 
intervall av längd 1/2-10-M, kring rz ett av längd 1/4• 1 0 - 1 0 
osv. D å får alltså intervallen totalt längden 
\ 1 0 - i o +1 i o - i o + 1 1 0 - 1 0 + . . . = (1 + 1 + ! + . . . ) . 1 0 _ 1 0 = 1 0 " 1 0 ' 
vilket var vad v i önskade. 
Om nu en följd " intui t iva" funktioner fn(x) ä r begränsade 
och konvergerar mot en begränsad funktion f(x) u tanför en 
m ä n g d vars längd är noll , kan man bevisa att integralerna 
§bJn{x)dx också konvergerar mot ett bestämt tal . Detta ta l 
kallar vi nu integralen för j(x) över intervallct (a, b). Som ett 
exempel kan vi ta den funktion f(x) som = 1 för rationella x 
och = 0 annars. V i kan välja alla fn(x) = 0 överallt och f(x) har 
alltså samma integral som den funktion som är identiskt = 0 , 
dvs. 0. 
Man kan mycket slående illustrera hur denna utvidgning av 
de " in tui t iva" funktionerna med starkt oregelbundna funktio-
ner liknar utvidgningen från de "intui t iva" talen — de ratio-
nella — t i l l de reella. V i väljer emellertid hellre jämförelsen 
mellan vektorer x i planet, x = (x1,x2) och funktioner j(t) på 
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0 < r < l . V i ser först hur v i kan flytta över termer och begrepp 
från planet t i l l funktioner: 
Längd 
Avstånd Vtt(m-gm?ät 
R ä t linje Al la x med (a, x) = Alla / med (a,f) = 
eller plan 
Normalform a\+a22 = \ 
= a1xl + a2x2 = c = p0a(t)f(t)dt = C 
fl«(t)2dt=l 
< V i ser här att v i kan i två dimensioner koppla ihop varje 
plan ( = linje) genom origo med punkter (ax,a2) som är be-
s tämda sånär som på en faktor k, {kax, ka2). Samma ä r förhål-
landet i tre dimensioner där planen har formen aixl + a2x2 + 
+ a3x3 = 0. V i kan också tolka uttrycken (a, x) som homomor-
fier från vcktorrummen i två och tre dimensioner t i l l de reella 
talen så att alltså summor avbildas i summor. V i har exakt 
samma situation för funktioner, (a, f)=$la(t)f(t)dt ä r en konti-
nuerlig homomorfi från vektorrummet av funktioner t i l l de 
reella talen och man kan visa att varje sådan homomorfi har 
denna form. Helt a l lmänt kan man studera kontinuerliga 
homomorfier från ett vektorrum V, dä r det finns en topologi 
t i l l de reella eller komplexa talen; h: V —> R. Dessa homomor-
fier bildar själva på naturligt sätt ett vektorrum V* och de är 
av central betydelse i analysen. 1 samtliga våra tre exempel ser 
vi att V* kan identifieras med V själv: i två dimensioner fick 
v i paret (a,, a2), i tre (a l 5 a2, a3) och i funktionsfallet en funk-
t ion a(t) med vil lkor på integralen av a(t)2. > 
En ytterligare analogi kan vi se i vå r tabell. Det avstånd som 
vi infört uppfyller triangelolikheten 
Avst. ( / , g )<Avs t . ( / , /0 + Avst. (h,g), 
vilket kan illustreras av en symbolisk figur (fig. 33). 
Tag nu en följd vektorer x1, x2, x3, ..., xn, . . . som n ä r m a r 
sig varandra obegränsat när index n (ej exponent, naturligtvis) 
växer. Uttryckt med matematiska symboler innebär detta att 
Avst. (xn, xm) n ä r m a r sig noll nä r de två indexen n och m växer 
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Fig. 33 
obegränsat (fig. 34). D å finns det en vektor x som de n ä r m a r 
sig. Detta skulle inte gälla om vi bara sysslade med vektorer 
med rationella koordinater. Tag t.ex. vektorer längs en koordi-
nataxel och välj koordinaterna som avsnitt i decimalbråksut-
vecklingen av J/2: 
xl=l, * 2 = 1,4, *3=1 ,41 ,
 X 4 = 1,414, . . . 
Denna följd har den egenskap v i fordrade, nämligen att punk-
terna n ä r m a r sig varandra obegränsat , men de n ä r m a r sig inte 
något rationellt tal, utan ett irrationellt, nämligen ] /2 . Precis 
det analoga gäller nu för våra funktioner f(x): för att v i i mot-
svarande situation skall veta att funktionerna n ä r m a r sig nå-
gonting, måste v i tillåta de oregelbundna funktionerna. V i skall 
senare illustrera betydelsen av detta på sidan 105. 
I fysiken har man sedan länge arbetat med ett vagt funk-
tionsbegrepp, som är mycket a l lmännare än det matematiska. 
Det mest k ä n d a exemplet har namn av Dirac och betecknas 
å(x). Denna "funkt ion" har egenskapen att 
x3 
Fig. 34 
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J+J d(x)<p(x)dx=tp(G) 
för alla " intui t iva" funktioner cp. M a n skall t änka sig detta så 
att <3(X) = 0 utom i x = 0 dä r den ä r så "stor" att "ytan" mellan 
8(x) och x-axeln ä r = l . Detta ä r naturligtvis orimligt men inte 
desto mindre har fysiken framgångsrikt r äkna t p å med ö(x) och 
t.o.m. deriverat den! H u r hänger detta ihop? 
< Om v i vi l l fysikaliskt bes tämma en funktion f(x) p å ( - 1 , 1 ) 
gör v i experiment som mäter f(x):s upp t r ädande med avseende 
på experimentet. V i får ett ta l som ofta har formen 
T(v) = $±\Kx)<p(x)dx, 
där alltså cp(x) ä r en " in tu i t iv" funktion, bes tämd av experi-
mentets uppläggning. Som ett exempel betyder J+\f(x)xdx att 
man beräknar en tyngdpunkt och här ä r cp(x) = x; för cp(x) = x2 
mäte r man ett moment. Om v i utför "alla" experiment beräk-
nar v i "alla" tal T(cp) och det är lätt att se att inte två olika 
funktioner / kan ge samma T(<p) för alla sådana testfunktioner 
cp. V i kan alltså identifiera / med integraloperationen T. 
N u vänder vi på synsättet. En operation T, t.ex. definierad 
för alla funktioner cp som kan deriveras hur m å n g a gånger 
som helst och ä r = 0 nära randen, och med vissa egenskaper som 
liknar integralens (T{f + g) = T(f) + T(g) och T(fn) -> 0 om /., -> 0 
med alla derivator) kallar v i en generaliserad funktion. V i ser 
att villkoren är just att T skall vara en homomorfi i den topo-
logi som hör ihop med klassen D av obegränsat deriverbara 
funktioner; T: D —> R. A v denna typ finns många andra opera-
tioner än vanliga integraler. Så ä r t.ex. Diracs "funkt ion" <5 
operationen cp —> <p(0). T och med denna teori har det fysika-
liska betraktelsesättet fått en bes tämd innebörd och logisk för-
ankring. Betydelsen av dessa generaliserade funktioner sträcker 
sig emellertid vida längre, genom att de ger innebörd åt räk-
ningar som tidigare var enbart formella. T i l l exempel har varje 
funktion en derivata i denna mening. Derivatan t i l l 
T(rp)= St\f(xyp(x)dx, 
som v i j u identifierat med funktionen j(x), ä r då 
T/(V)=- $+\j(x)<p\x)dx. 
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F ö r funktioner f(x) som har en riktig derivata f'(x) ger detta 
rä t t resultat, ty 
SL 1 nxMx)dx - T{<p) = J + j (f(x)<p'(x) + f{x)cp(x))dx = 
=J' i j x ( / 9 > ) < f c = / ( l M i ) - / ( - l M - i ) = P , 
'ax 
eftersom q>(\ ) = <??(-1) = 0. 
Svåra , eller som i exemplet beträffande derivatan eljest 
omöjliga problem har ofta lösningar i form av generaliserade 
funktioner. Då man använder de generaliserade funktionerna 
blir emellertid huvudproblemet i regel inte löst; det blir i stället 
överfört t i l l att visa att den generaliserade funktion man kon-
struerat i själva verket är en vanlig funktion. > 
Den teknik v i använt för att definiera integral av en reell 
variabel går mycket bra att använda i två variabler (då tolkas 
integralen som volym i stället för area) och även i tre och flera 
variabler. Hela proceduren är emellertid oerhört mycket mera 
al lmän och det går egentligen att integrera vi lka funktioner 
som helst (med viss måt ta ) på vilka rum som helst. N ä r vi i 
nästa kapitel sysslar med statistik skall v i se exempel på detta. 
Derivation är en mycket mera komplicerad operation än 
integration. M a n inser det genast ur sådana exempel som det 
v i n ä m n d e på s. 93. Det kan vara av intresse att explicit ha 
sett en funktion som ä r kontinuerlig utan att vara deriverbar 
någonstans . H ä r är en: 
sin 3x sin 9x sin 27x 
där lagen är att i sinus förekommer potenser av 3 och i näm-
naren potenser av 2. (Serien konvergerar tydligen eftersom 
termerna är mindre än den geometriska seriens termer 1/2, 1/4, 
1/8, . . . ) Orsaken t i l l de s törre svårigheterna beträffande deri-
vatan är att man vi l l uttala sig om funktionens upp t r ädande i 
enstaka punkter medan integrationen tar hänsyn t i l l funktio-
nens upp t r ädande i stort. Det ä r just detta man kommer förbi 
med generaliserade funktioner: om / motsvarar T(y>) = 
^ Sf(xyp(x)dx så motsvaras den eventuella derivatan, vare sig 
den existerar eller ej, av - §}(x)<p'(x)dx. Men naturligtvis är 
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detta en kringgående manöver som hjälper oss mycket litet om 
v i v i l l undersöka f(x):s maxima och minima t i l l exempel. 
F rågan om existens av vanliga derivator för en funktion av 
en variabel är mycket ingående studerad. V i kan här n ä m n a att 
man tidigt bevisade att en växande funktion har en derivata i 
alla punkter u tanför en mängd vars längd ä r noll . Exempel 
visar att just denna sorts mängd nödvändigtvis måste uteslutas. 
D ä r e m o t är vår kunskap fortfarande inte särskilt omfattande 
för funktioner av två och flera variabler och när det gäller den 
derivation som sammanhänger med de mycket a l lmänna inte-
graler v i nyss nämnde , vet man mycket litet. 
Varför är nu analysen så betydelsefull för t i l lämpningar? 
Orsaken kan rä t t generellt sägas vara att våra modeller för 
naturfenomen beskrives av differentialekvationer. V i skall ta 
ett antal exempel som belyser detta. 
Om en partikel rö r sig längs en rä t linje, x-axeln, kan vi ange 
läget som en funktion x(t) av tiden / . Lägesändr ingen per tids-
enhet, dvs. hastigheten, motsvarar derivatan x'{t) (om den 
existerar!) och hast ighetsändringen, accelerationen x"(t). Om v i 
utsät ter partikeln för en kraft k, så gäller (massan) • x" = k. 
O m nu k bara beror på t kan v i integrera och får (vi sätter 
massan = 1) 
x(t) = fö k(u)du ds + x'(0)t + x(0), 
dvs. om v i vet kraften i varje ögonblick är det lätt att r äkna ut 
läget. (Detta är principen för tröghetsnavigering som används 
vid raketskjutningar. Man beräknar hela tiden accelerationen 
och raketen kan då själv hålla reda på var den är och själv 
korrigera kursen. Den blir dä rmed även helt okänslig för stör-
ningar i kommunikationerna med basen. De tekniska svårig-
heterna är att hålla något koordinatsystem fixt; för detta be-
höver man mycket goda gyrokonstruktioner.) Om emellertid k 
också beror p å läget, om t.ex. partikeln ä r fäst med ett elastiskt 
band, får v i en ekvation x" = k(x, t), dä r alltså det sökta x ingår 
på båda sidor. Detta är ett exempel på en differentialekvation 
och det ä r mycket komplicerat att ange om det finns lösningar 
eller ej — det beror i hög grad på k:s egenskaper — och 
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problem av denna typ sysselsätter fortfarande många mate-
matiker. 
Fenomen som beror på flera variabler beskrivs i regel av 
ekvationer innehål lande partiella derivator, partiella differen-
tialekvationer. Situationen ä r där oerhört mycket mera kompli-
cerad. < Tar man som ett exempel en vätska som befinner sig 
i s t römning och där situationen inte ändra r sig med tiden, kan 
man beskriva vätskans tillstånd med en funktion u som beror 
av tre rumskoordinater (x, y, z). Vätskans hastighet i de tre 
axlarnas riktning anges av derivatorna du/dx, du/By, du/dz. 
Funktionen u uppfyller följande ekvation som anger att lika 
mycket vätska s t römmar i n i en viss del av rummet som det 
s t römmar ut: 
82u 82u ,82u_ 
Fastän denna ekvation studerats under mer än 100 år skrivs 
det fortfarande årligen många avhandlingar och nya fakta 
kommer i dagen. Som ett något kuriosabetonat exempel kan 
nämnas att man inte vet om det finns någon strömning så att 
vätskan är stilla i alla punkter i en mängd av positiv yta på 
kärlets rand. Motsvarande problem för en plan s t römning — 
eller i en oändligt hög rak tank utan strömning i höjdled — 
kan man lösa med hjälp av analytiska funktioner (det finns 
ingen sådan vätskerörelse!) och detta är ett exempel på hur 
dessa funktioner är hjälpmedel i analysen. > 
Om vi byter ett tecken i ekvationen (E), t.ex. f ramför 
82u/dz2, får v i ekvationen 
82u 82u c2u _ 
8x2 cy2 dz2 
vilken beskriver vågutbredning. Man kan lägga märke t i l l att 
för en godtycklig funktion F{t) ä r F(x + y±\/2z) en lösning. 
Det finns alltså lösningar, som inte kan deriveras hur som helst 
(eftersom F(t) inte behöver ha dessa egenskaper), men för ek-
vationen (E) kan man visa att alla lösningar är obegränsat 
många gånger deriverbara. V i ser alltså att skenbart obetydliga 
ändr ingar i ekvationens utseende radikalt änd ra r ekvationens 
karaktär . I ä n n u högre grad gäller detta om v i tar med deri-
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vätor av högre ordning än två, sysslar med system av ekva-
tioner eller låter den obekanta funktionen u ingå på ett mera 
komplicerat sätt . Dessa komplicerade typer av ekvationer är 
långt ifrån slutstuderade. Det finns många viktiga ekvationer i 
fysiken där en matematisk behandling fortfarande saknas och, 
vad värre är, d ä r våra nuvarande metoder verkar klart o t i l l -
räckliga. Som ett aktuellt exempel kan man n ä m n a de ekvatio-
ner som beskriver — eller rä t ta re sagt, anses beskriva — vad 
som händer när man med magnetfäl t försöker kontrollera en 
miljontals grader varm laddad gas. Bakom studiet av detta 
ligger önskan att tillgodose mänsklighetens energibehov med 
vätekraft . En riktig matematisk behandling skulle här spela en 
stor ro l l , men man måste också vara klar över att det kan 
finnas två andra skäl varför denna behandling ä n n u saknas. 
Det finns nämligen en tumregel i en situation som denna. En 
komplicerad ekvation tagen på måfå kan inte ha en intressant 
matematisk teori; en ekvation som beskriver ett intressant fysi-
kaliskt fenomen, är alltid matematiskt intressant. Den första 
möjligheten är nu att de uppstä l lda ekvationerna kanske inte 
p å ett riktigt sätt beskriver den mycket komplicerade och icke-
traditionella fysikaliska situationen. Den andra, full t t änkbara 
och dystrare möjligheten är att problemet inte är fysikaliskt 
intressant, dvs. att det principiellt inte går att kontrollera väte-
bombreaktionen. 
Med en viss överdrift kan man säga att hela den matema-
tiska analysen vuxit fram under s t rävandena att behandla 
fysikens differentialekvationer. Detta har skett under ständig 
växelverkan mellan matematiken och naturvetenskapen, så att 
alltså na turve tenskapsmännen utnyttjat de framsteg som gjorts 
i matematiken att beskriva nya fenomen. Det är utomordentligt 
betydelsefullt att möjligheterna t i l l denna växelverkan bevaras 
och att förbindelsen mellan ren och t i l lämpad matematik hålls 
öppen . 
< V i skall konkretisera vad v i hittills sagt med ett speciellt 
exempel som innehåller många av de viktigare idéerna i hela 
tankebyggnaden. Det är inte nödvändigt för fortsättningen men 
utan handfasta illustrationer bl ir a l lmänna resonemang gärna 
innehållslösa. 
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Alltså: v i har givet en funktion p(t) på 0 < / < 1. V i antar att 
/>(/) är mycket regulär — t.ex. ett polynom — och positiv. V i 
studerar funktioner /(/) så att /(0) = 0 och /(1) = 1 och v i l l hitta 
den eller de funktioner som gör uttrycket / ( / ) 
/(/) = J'i[/'(02 + P(0/(/)2]^ 
så litet som möjligt. [Försök visa att om p = 0 ä r / ( / ) = / enda 
lösningen.] / ( / ) har fysikalisk tolkning som energi och proble-
met gäller alltså att hitta en väg som är så litet energikrävande 
som möjligt. 
Matematiskt är detta ett variationsproblem och behandlingen 
sönderfaller i följande delar. 
1. Finns det någon funktion som ger minimum? 
1 vilket fall som helst finns det en följd fn(t) så att /( /„) när-
mar sig minimivärdet M. V i bildar nu för två olika index n 
och m / ( /„ ) + /(/„,) och skriver om detta: 
/ ( /„ ) + /(/„,) = 2 Jj Wj!^y+P(t) Us^S^k* 
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fä 
Fig. 36 
A t t denna relation gäller beror p å att de dubbla produkterna 
tar ut varandra i högerledet. Den första integralen är /((/„ + 
+ /,„)/2) och den andra /((/„ - / m ) / 2 ) så relationen kan skrivas 
Om v i tolkar / ( / ) som en kvadrcrad längd (jfr tabellen p å s. 98) 
utsäger relationen att summan av kvadraterna av en parallello-
grams sidor är l ika med summan av diagonalernas kvadrater: 
V i ser i figuren att n ä r sidorna fn och fm blir nästan lika långa 
som halva diagonalen (l/2)(/, , + /,,,) blir längden av andra diago-
nalen liten. I vår situation fungerar detta på följande sätt. 
( l /2)(/ , . + / O T ) antar också de rät ta vä rdena i / = 0 och / = 1.Efter-
som M var minimivärdet gäller 2 /((/ , , + /„,)/2) > 2 M. Vänster-
ledet n ä r m a r sig 2 Af när n och m växer. Alltså n ä r m a r sig 
/ ( ( 1 / 2 X / . . - / J ) nol l , dvs. 
PO(fn-f,n)2dt->0 Och r J p ( r ) ( / H - / m ) 2 ^ ^ 0 . 
Om v i tolkar dessa integraler som (avstånd) 2 innebär detta att 
avstånden mellan funktionerna n ä r m a r sig noll då index växer. 
Det a l lmänna integralbegreppet (se s. 99) garanterar nu att det 
finns en funktion g(t) som funktionerna n ä r m a r sig. F ö r g(t) 
gäller verkligen 7(g) = M , som man ganska lätt inser. V i obser-
verar att det ä r helt omöjligt på detta stadium att veta något 
om g (t) ä r en " in tu i t iv" eller oregelbunden funktion. Speciellt 
vet v i ingenting om existens av g:s andra-derivata. 
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2. Finns det många funktioner som ger minimum? 
Det är lätt att se att svaret är nej. Om nämligen g och h 
båda ger minimum så gäller av samma skäl som förut: 
2 M- 70ri 1 1 » - 2 / ( ^ ± * )
 + 2 7 > 2 M + 2 / (9*). 
Det sista uttrycket mås te alltså vara < 0 men består j u av kva-
drater och är därför >0 . Alltså följer 
Jj (§' - h')2dt = 0, JJ p(t)(h(t) - g(t)f = 0, 
som ger g(t) = h(t). 
3. Vi lka egenskaper har g(t)7 
V i skall utföra en operation på / ( / ) som precis motsvarar 
vanlig derivering för vanliga funktioner. Om cp(x) ä r en av våra 
testfunktioner på sidan 100, så uppfyller g(t) + u-<p(t) randvill-
koren (eftersom cp(Q) = (p(l) = 0) för alla tal u. Bilda nu I(g + 
+ u-(p), som är >M, och utveckla kvadraterna. Ordna slut-
ligen resultatet efter potenser av u. D å finner v i 
l(g + u • <p) = I(g) + 2upQ (gY + P(t)g<p)dt + «2/(<p). 
Andragradspolynomet i u mås te ha minimum = M för M = 0. 
Alltså mås te derivatan med avseende på u vara noll för « = 0, 
dvs. 
T(cp) = p0(gV + Pg<F)dt = 0. 
T(<p) ä r "derivatan av / med avseende på <p i punkten g". V i 
finner att i minimipunkten g måste alla derivator vara nol l . 
Om nu g kan deriveras gäller 
$l0(gV+g"<P)dt=p0(g'<pydt=o 
och T(cp) = 0 ger för alla cp 
SlQ(-g" + pg)ydt = Q. 
Parentesen måste då vara noll och g skulle då vara en lösning 
t i l l differentialekvationen g"-pg = Q. Om p = 0 gäller alltså 
(£ ' ) ' = 0, g' = konstant = A och g = At + B. g(0) = 0, g ( l ) = l ger 
g(t) = t, precis som vi tidigare nämnde . 
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N ä r v i nu inte vet om g" har mening, måste v i tolka ekva-
tionen i de generaliserade funktionernas betydelse och v i ser 
här i ett konkret fall hur huvudproblemet blir att visa att en 
viss generaliserad funktion är en vanlig funktion. Detta kan 
lösas men v i l ämnar här problemet. Vad vi skall lägga märke 
t i l l i ovanstående ä r hur naturligt det a l lmänna integralbegrep-
pet kommer in i kalkylen. Vidare ser vi hur fullständig ana-
login med vanliga funktioner kan göras. Punkter byts mot 
funktioner, riktningar mot vektorrummen u-q>(x),- 00 <u< 0 0 . 
Samma teknik utnyttjas också för partiella differentialekvatio-
ner och är överhuvudtaget fundamental för både matematiken 
själv och för t i l l ämpn inga r . ) 
V i har i exemplet sett att man kan tänka sig något som l ik-
nar koordinater även för funktioner. Men hur skall v i införa 
koordinatsystem? Al la vet att dessa bör anpassas t i l l proble-
met för att detta skall kunna behandlas framgångsrikt och bl i 
enkelt. Ekvationerna xy=T och \2x2 + lxy- 12y2 + 2x + l l y -
- 2 7 = 0 representerar samma kurva (hyperbel) i olika koordi-
natsystem, men ingen kan väl tveka om att den första fram-
ställningen är enklare och säger mer. 
Nyckeln t i l l problemet om koordinatsystem för funktionsrum 
finns i tabellen på s. 98. V i fortsätter den: 
T v å vektorer (funktioner) är vinkelräta eller med andra ord 
ortogonala om 
Ortogonala | (x, y) = x1y1 + x2y2 = 0 | (/, g) = pQf(t)g(t)dt = 0. 
Om nu a1 och a2 ä r två vinkelräta vektorer av längd 1 i planet 
kan vi dela upp varje vektor x p å följande sätt: 
Komposanter 
Pythagoras sats 
x = (a1, x)al+(a2, x)a2 
(längden x)2 = (a1, x)2 + (a2, x)2 
I rymden behövs, som man lätt inser, 3 basvektorer a för att 
man skall kunna dela upp alla vektorer på analogt sätt: 
x = (a 1, x)al + (a 2, x)a2 + ( A 3 , x)a2 
(Längden x)2 = {a\ x)2 + (a2, x)2 + ( f l 3 , x)2. 
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Det hela är bara ett sätt att skriva koordinatsystem. Vad skall 
v i sätta på ?:s plats? 
< Det behövs nu oändligt många koordinataxlar = basvektorer 
a = funktioner o(t).De skall vara ortogonala,dvs. pQa>{t)ai(t)dt = 
= 0 om Dessutom skall de vara "tillräckligt m å n g a " så att 
ingen riktning fattas. (Jfr att två vektorer a inte räcker i rym-
den.) V i får då bestämt "koordinater t i l l en funktion", näm-
ligen talen 
ar(a>, f) = \-]0aHt)Kt)dt. 
Dessa tal bes tämmer entydigt funktionen och Pythagoras sats 
gäller. Pythagoras sats: 
PQf(t)2dl = al2-\a22+... + a2 + . . . . 
Det enklaste exemplet på koordinatsystem a"(t) ä r valet 
a°(t) = l, a"(0 = J/2cos(n n t), n = l , 2, 
Faktorn ]/2 skall vara med så att $]Qan(t)2dt = \. [Kontrollera 
att (a\ af)=0, 
Komposantuppdelningen övergår nu i en oändlig serie 
ctjaKO + a2a2{l) + . . . + ana"(() + . . . 
och frågan är nu i vilken mening denna serie representerar 
funktionen / . Man kan bevisa att 
Si (/(O - C M ® + « 2 « 2 ( 0 + - . . + a„a»(/)) 2d7 
n ä r m a r sig noll då n växer. Detta sätt att uttrycka konvergens 
är här helt naturlig — avståndet mellan / och summan går mot 
noll — men ur praktisk synpunkt ä r man mer intresserad av 
vanlig konvergens. Denna fråga är mycket komplicerad och 
långt ifrån utredd. Förs t nyligen har det t.ex. bevisats att om 
/( / ) ä r en kontinuerlig funktion och a"(t) ä r ]/2 cos(n ti t) så 
konvergerar serien utom på en mängd vars längd är noll . > 
< Det trigonometriska systemet är mycket användbar t för 
studiet av differentialekvationer beroende p å att när man dcri-
verar, så ä n d r a r sig koordinaterna på ett enkelt sätt. Speciellt 
lämpligt är att använda de komplexa funktionerna a(t) = e'mt = 
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= cos nt + i sin nt, eftersom a'{t) = - n sin nt + in cos nt = in eint = 
=in a(t). Derivering av en funktion motsvarar alltså multiplika-
tion med (iri) av n:te koordinaten. V i skall se litet n ä r m a r e på 
motsvarande problem i flera variabler och inskränker oss här 
t i l l två variabler. 
V i bygger här upp a l lmänna funktioner med hjälp av de 
speciella funktionerna a(0 = e ' ( a i t i + a 2 t 2 ) = e1'(«.t) d ä r a = (al,a2) ä r 
en konstant vektor. H ä r gäller 
^=-^2.0(0, —2=-a22a(l). 
V i l l man nu lösa en sådan ekvation som exempelvis 
ö^2 + ä-2=M.<2)> 
där / ( / ] , t2) ä r en given funktion, så börjar man med att studera 
fallet / ( f j , t2) = a{i). Det a l lmänna fallet behandlas sedan genom 
att / ( / j , t2) sätts samman av funktioner a(i) på ett sätt som ä r 
analogt med det vi använde för att bygga upp funktioner på 
(0,1) med hjälp av 1/2 cos(rc n t). F ö r det speciella valet ligger 
det nä ra t i l l hands att prova u = C-e'0.0. Ekvationen s t ämmer 
då om 
1 
C =—5 5 
Oj2 + a 2 2 
och komplikationer uppstår bara om ax = a2 = Q. Tar v i i stället 
på motsvarande sätt ekvationen 
£:2w (92H 
måste v i välja 
1 
a l 2 " a 2 2 
och komplikationer uppstår för alla a med aj = « 2 . Denna skill-
nad är den grundläggande förklaringen t i l l att den matematiska 
teorin för de två ekvationerna (E) och (H) som v i införde ovan 
är så helt olika. V i ser att andragradspolynomet i n ä m n a r e n är 
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bildat mycket analogt t i l l ekvationens utseende. P å samma sätt 
kan man t i l l alla l ineära bildningar av derivator t i l lordna ett 
polynom och om detta polynom antar värde t nol l för a^O 
eller hur det n ä r m a r sig nol l för stora a ä r helt avgörande för 
ekvationens lösningar. Denna teori har utvecklats starkt under 
det sista decenniet och här har de generaliserade funktionerna 
spelat en stor ro l l , eftersom man för dessa kan tolka vad divi-
sion med sådan t som (al2-a22) betyder. Arbetet i denna r ikt-
ning fortsätter, i syftet att klargöra fallet då ekvationerna inte 
har konstanta koefficienter och att finna numeriska behand-
lingsmetoder, y 
En abstrakt teori, av en utomordentlig betydelse för den 
matematiska utvecklingen, har också grenat ut sig från diffe-
rentialekvationerna. V i kan j u uppfatta differential uttrycket 
som en operation — eller en funktion — som avbildar en funk-
tion u på funktionen 82u/dx2+ d2u/dy2 eller vilken annan ek-
vation v i studerar. O m v i inför koordinatsystem blir detta 
operationer som liknar matriser i fallet av n dimensioner och 
man kan här utveckla teorier som mycket liknar den man har 
för matriser. Näs t a steg är att axiomatisera teorin — funk-
tionerna ersätts av abstrakta vektorrum, v i avbildar inte t i l l 
samma vektorrum utan mellan vektorrum, avståndet som var 
definierat genom J'J (f-g)2dt ersätts av en a l lmän topologi 
osv. H ä r i g e n o m har en stark algebraisering skett av analysen 
och den utveckling som här antytts på några rader har i själva 
verket varit en dominerande forskningsinriktning under många 
decennier och ä r fortfarande mycket betydelsefull. 
< Särskilt viktiga för t i l lämpningar ä r så kallade egenvärde-
problem. M a n har då en homomorfi h från ett vektorrum V t i l l 
sig själv h: V—>V, och man söker element u så att u—>Ä • u, 
X komplext tal . O m t.ex. h ä r d2u/dx2 + k(x) • u, beskriver lös-
ningarna u t i l l h(u) = Xu svängningstillstånd hos en sträng och 
motsvarande tal l beskriver möjliga toner. I flera variabler 
uppstår motsvarande problem t i l l exempel v id beskrivning av 
en atoms möjliga tillstånd, och kvantmekanik kan i stor ut-
sträckning anses vara teorin för dessa speciella problem. > 
< L å t oss avsluta även detta avsnitt med att antyda något 
man inte vet. Man kan beskriva ett egenvärdeproblem genom 
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att säga att man har givet en homomorfi h: V —> V, och att 
man söker en endimensionell rymd L (nämligen tu dä r t antar 
alla komplexa talvärden) som avbildas på sig själv av h: L^>L. 
Det ä r lätt att hitta homomorfier h för vilka någon sådan 
endimensionell rymd inte existerar. Men om v i har en godtyck-
lig kontinuerlig homomorfi h, existerar det al l t id något mindre 
r u m L i V så att h: L->L? Detta ä r ett berömt öppe t problem 
i detta område . > 
Kommentarer 
En välbalanserad framställning av den traditionella första års-
kursen i matematik vid våra universitet finns i följande två 
böcker 
M . H . Protter, C. B. Morrey Jr, Calculus with Analytic Geo-
metry. 1963, och Modern Mathematical Analysis. 1964 (båda 
på Addison-Wesleys förlag). 
Man kan jämföra dessa med de nyare svenska, mycket abstrak-
tare och mera formalistiska böckerna . De ryska läroböckerna 
ä r i regel ä n n u mer konkreta än dessa båda . 
En intressant diskussion om den tidigare synen på divergenta 
serier finns i de första kapitlen av 
G . H . Hardy, Divergeni Series. Oxford 1949. 
Den Brownska rörelsen och dess fysikaliska betydelse diskute-
ras i 
Albert Einstcin, Investigations on the Theory of the Brownian 
Movement. Dover 1956. 
Den matematiska teorin är svår. Se t.ex. Fellers nedan citerade 
bok, del IJ, kap. 8. 
En kort framställning av Lebesgueintegralen finns i 
J. C. Burkhi l l , The Lebesgue Integral. (Cambridge Träets in 
Mathematics and Mathematical Physics, no. 40.) Cambridge 
1959. 
Det a l lmänna integralbegreppet behandlas t.ex. i 
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H . L . Royclen, Real Analysis. Macmillan. 1963. 
Om Hilber t rum kan man läsa i två böcker av 
P. R. Halmos, Finite-dimensional Vector Spaces. Van Nostrand 
1958, och Introduction to Hilbert Space. Chelsea 1951. 
Generaliserade funktioner — eller distributioner som de i regel 
kallas — infördes systematiskt av L . Schwartz under senare 
delen av 1940-talet. Han fick för sin insats ett Fieldpris 1950. 
På kort t id har dessa blivi t matematiskt a l lmängods. En utför-
lig presentation finns i 
I . M . Gelfand, G. E. Shilov, Verallgemeinerte Funktionen. I . 
Akademieverlag. Berlin 1960. 
Ord inära differentialekvationer kan man lämpligen studera i 
L . S. Pontryagin, Ordinary Differential Equations. Addison-
Wesley 1962, 
och partiella differentialekvationer i 
I . G . Petrovsky, Lectures on Partial Differential Equations. 
Interscience 1954. 
Fourieranalysen finns enkelt presenterad i 
R. R. Goldberg, Fourier Transforms. (Cambridge Träets in 
Mathematics and Mathematical Physics, no. 52.) Cambridge 
1961. 
A t t en kontinuerlig funktions Fourierserie i regel konvergerar 
bevisade förf. 1966 [Acta Mathematica, 1966]. 
Den första systematiska undersökningen av a l lmänna par-
tiella differentialekvationer gjordes 1955 av L . H ö r m a n d e r . 
Han påvisade betydelsen av uppförandet av det polynom v i 
nämnde . Han fick för detta arbete ett Fieldpris vid Stock-
holmskongressen 1962. Teorin är mycket teknisk och finns 
framställd i 
L . H ö r m a n d e r , Linear Partial Differential Equations. Springer 
Ver lag 1963. 
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8. Sannolikhet och statistik 
Sannolikhet 
Enligt de nya kursplanerna skall undervisning i statistik bedri-
vas både i grundskolan och på gymnasiet. Avsikten med detta 
ä r i första hand att göra eleverna så förtrogna med statistikens 
termer och metoder att de sedan som vuxna kan förstå den 
statistik som möter oss överall t i samhället . Helst skall under-
visningen också ge så mycket förståelse för ämnet att eleverna 
får förmåga att kritiskt bedöma vad de läser. 
P å gymnasiet har man emellertid drivit ambitionen vida 
längre. Man vi l l dä r ge en matematisk behandling av sannolik-
hetsbegreppet och behandla så komplicerade begrepp som tids-
serier. Man har dä rmed gett sannolikhetsteorin en särställning 
bland tänkbara orienter ingsområden utanför analysen. Givetvis 
ä r detta ett viktigt område med hänsyn t i l l t i l lämpningarna 
men det a l lmänna behovet ligger utan tvekan inom den beskri-
vande och sociala statistiken. T i l l detta kommer att sannolik-
hetsbegreppet är ett av de mest komplicerade i matematiken så 
snart man kommit förbi så enkla problem som tärningskast-
ning och kortspel. 
V i anknyter t i l l framställningen på s. 29. V i har alltså bildat 
en mängd M vars punkter skall motsvara elementära händelser, 
dvs. ett enstaka möjligt resultat av det experiment v i utför. En 
a l lmän händelse är nu en delmängd E av M som v i anser ha 
inträffat om vilken som helst e lementär händelse i E inträffar . 
( A l l t v i nu sysslar med ä r att anpassa vå r t ordval t i l l de 
abstrakta begreppen, "resultat" = "punkt", "hände l se" = "del-
m ä n g d " etc.) V i skall nu godta så många händelser E att syste-
met får de egenskaper v i beskrev på s. 29. Vidare skall det 
finnas givet en massfördelning på M , så att totalmassan är 1, 
och den massa som faller på E, kallar v i E:s sannolikhet. 
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A l l t detta är nu gott och väl men avviker ju totalt från vår 
intuitiva idé om sannolikhet. V i tänker oss där troligen ett för-
sök som kan upprepas obegränsat många gånger. V i intresse-
rar oss för en viss händelse, dvs. en viss mängd E av resultat 
av försöket. N ä r v i upprepat försöket n gånger har kanske 
resultat i £ inträffat An gånger. V i anser oss nu böra tillordna 
E sannolikheten p om AJn nä rmar sig p då n växer, dvs. om 
alltid i en lång försöksserie E inträffar ungefär bråkdelen p 
av gångerna. Denna intuitiva idé innehåller ju många fråge-
tecken. H u r kan v i veta att det finns ett sådant tal pl Hur kan 
vi i så fall bes tämma det? Skall verkligen "a l l t i d " gälla att 
AJn n ä r m a r sig />? Tar man mycket enkla försök, som att 
kasta en tärning, säger man att resultaten 1, 2, 6 prickar 
j u alla är likvärdiga så det är "klar t" att 1 prick kommer upp 
ungefär 1/6 av gångerna. Denna metod att bes tämma sanno-
likheter: "det är ju ingen skillnad på det här och det där och 
därför är de lika sannolika" är egentligen den enda enkla man 
kan använda . Denna gör sannolikhetsteorin t i l l en t i l lämpning 
av kombinatoriken. I det a l lmänna fallet är problemet emel-
lertid långt ifrån klart och i själva verket har under hela vår t 
å rhund rade pågått en debatt om det logiska sambandet mellan 
vår intuitiva sannolikhetsuppfattning och den strikt abstrakta 
v i först n ä m n d e . Formellt är det klart: för att passa in vår t 
experiment i den abstrakta ramen skall vi lägga massan p på 
E. Men går det och är p välbestämt? Det ser ut som om detta 
problem nu skulle få en lösning genom att man fått en hål lbar 
men ändå tillräckligt al lmän logisk tolkning av ordet 'försök', 
som läsaren kanske noterat att vi smusslat in utan definition. 
Även ur en annan synpunkt är grundfrågorna i sannolikhets-
kalkylen besvärliga. Det gäller det intuitiva begreppet "obe-
roende försök" och "betingad sannolikhet". Med det sista 
begreppet menas att man studerar sannolikheten för en viss 
händelse då man vet att en annan händelse inträffat. Den 
sis tnämnda händelsen betingar då den första. Som ett exempel 
kan vi kasta två tärningar oberoende av varandra. Sannolik-
heten att få nio prickar finner vi genom att se på antalet kom-
binationer som ger nio (3 + 6, 4 + 5, 5 + 4, 6 + 3, dvs. 4 st.) jäm-
fört med totala antalet kombinationer 36. Sannolikheten blir 
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alltså 4/36 = 1/9. Om v i emellertid vet att första tärningen visar 
2 prickar blir sannolikheten efter denna upplysning 0 — det 
går nu inte att få nio — medan om den första visar 4 blir den 
betingade sannolikheten 1/6 — enbart resultatet 5 på den andra 
ger nio. I del a l lmänna fallet betyder betingelsen E att vi en-
bart studerar delmängder av E och sannolikheten för en hän-
delse h bl ir förhållandet mellan massan på den del av F som 
ligger på E och massan på E . Speciellt får man se upp med 
möjligheten att E har sannolikhet noll — vilket inte får sam-
manblandas med att händelsen är omöjlig! "Oberoende försök" 
innebär nu att man har två olika sannolikhetsfördelningar 
och om man betingar med den ena skall detta inte påverka den 
andra. Om detta låter svårt kan man bara konstatera att denna 
begreppsbildning är en av de besvärligaste i matematiken. Det 
förekommer ideligen både i vetenskaplig litteratur och i läro-
böcker att man gör allvarliga fel vid handhavandet av detta 
begrepp. Som ett exempel kan nämnas att begreppet "många 
oberoende försök" är svårare att definiera än då man bara 
studerar två. At t försöken parvis är oberoende är inte tillräck-
ligt, vilket vore lätt att tro. Å andra sidan ä r det denna idé 
om oberoende och beroende som ger sannolikhetskalkylen dess 
särdrag — bortser man härifrån är allt bara vanlig integra-
tionsteori. 
< F ö r att illustrera svårigheterna går v i tillbaka t i l l vår 
slumpvisa kurva på s. 93. Vad man där gjorde var att i varje 
punkt på ett intervall göra oberoende försök, sät ta ihop alla 
dessa kontinuerligt många försök t i l l en enda kurva. Denna 
kurva är alltså totalresultatet av alla försöken och utgör alltså 
en "punkt" i mängden M. Denna består då i princip av varenda 
funktion y = f(x), hur oregelbunden och diskontinuerlig som 
helst. A t t nu precisera til låtna mängder av funktioner, för vilka 
vi alltså skall tala om sannolikhet, är givetvis mycket delikat. 
V i kanske vi l l inskränka oss t i l l att studera kurvor genom 
någon fix punkt. Sannolikheten för en kurva att gå genom en 
fix punkt (x0, y c ) är rimligen 0 eftersom från början alla värden 
på y för x = x0 bör vara i stort sett l ikvärdiga. V i har då just 
en sådan betingelse som ger speciella svårigheter. > 
En prel iminär slutsats av vad som här kommit fram är att 
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sannolikhetskalkylen som matematisk disciplin och matematisk 
beskrivning av intuitiva idéer ger ovanligt stora svårigheter. 
Detta gäller både sambandet mellan verkligheten och beskriv-
ningen och även teorin själv, när man kommit förbi den rent 
kombinatoriska aspekten. 
V i går emellertid vidare och skall se vad som kan komma 
fram vid studiet av sannolikhetskalkylen. M a n v i l l först få ut 
kvantitativa resultat ur beskrivningarna. Om en tärning visar 
2 prickar, tillordnar man därför denna elementära händelse 
talet 2. Om en rekryt ä r 180 cm lång, ä r det naturligt att hä r 
tillordna talet 180. Matematiskt innebär detta att man studerar 
funktioner rp definierade på mängden M ; <p: M —> reella talen 
t.ex. men även komplexa funktioner är viktiga. En sådan funk-
tion ä r vad man kallar statistisk variabel och skall här beteck-
nas symboliskt med Z . Egentligen har man här inte gjort någon 
ny definition: varenda funktion på M ä r j u en statistisk varia-
bel. Slutligen ett begrepp t i l l : sannolikheten för att <p(m) ä r 
<x kallas fördelningsfunktionen t i l l (p och betecknas F(x). F(x) 
växer alltså från 0 upp mot 1. F:s derivata kallas frekvensfunk-
tion och betecknas f(x). Medelvärdet av den statistiska varia-
beln definieras så genom integralen 
för sådana fördelningsfunktioner F(x) som har kontinuerlig 
derivata. Om v i symboliskt betecknar sannolikhetsmassan på M 
med P så skulle vi kunna skriva samma integral på följande 
sätt 
och v i har h ä r ett exempel på integration över en abstrakt 
mängd . V i skall uppfatta integralen som en slags summa där 
v i lägger ihop de olika värdena som q> kan anta var och en 
med den vikt som massan = sannolikheten anger. I tärnings-
fallet s tämmer denna tolkning precis- Funktionen är cp; (n 
prickar) -> talet n (n=\, 2, ..., 6). Massan är 1/6 i var och en 
av de sex punkterna i M och medelvärdet blir 
(pim^PimJ +... <p(m£P(m6) - 1 • 1+2 .i+... + 6 ~U 3,5. 
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F(x) 
Fig. 37 
Motsvarande fördelningsfunktion F(x) ser ut som f ig . 37 visar. 
Om man ritar upp fördelnings- och frekvens funktioner för 
olika iakttagelser i naturen och i samhället får man ofta (men 
absolut inte alltid!) en frekvensfunktion och fördelningsfunk-
tion som återges i fig. 38. Ekvationen för / ä r f(x) = Ce-cfr-^2, 
som efter lämpliga variabeltransformationer blir 
v* 
Faktorn l/J/.-r motiveras av att fQ(x)dx skall vara = 1. Denna 
sorts kurva möter man om man studerar längden hos rekryter, 
stjärnors ljusstyrka eller de fel som uppstår vid en mätning och 
det gäller precis vilken mätn ing som helst där antalet felkällor 
är stort. A v detta sista skäl kallas kurvan ibland för felkurvan. 
Fig. 38 
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Vad är orsaken t i l l att denna fördelning beskriver så m å n g a 
olika fenomen? 
Föl jande matematiska sats innehåller förklaringen. Om Zx, 
Z 2 , . . . , Zn, . . . alla är oberoende var och en med medelvärde 0 
och rimligt regelbundna, så är alltid för stora värden på n 
Z1 + Z2 +.. , + Z„, efter multiplikation med en lämplig faktor, 
fördelad nästan som en felkurva. Om alla Z„ är lika, alltså 
representerar samma försök, bl ir faktorn ungefär \/Vn. 
< F ö r att belysa detta, tag som varje Z„ att vi kastar krona 
och klave och räknar krona som + 1 och kla ve som - 1 . Sn = 
= ( l /V / n) (Z ] + Z 2 + . . - + Zn) representerar då hur mycket man 
vunnit (eller förlorat) , delat med Vn. Om v i nu bildar medel-
värdet av funktionen eitSn, för ett f ixt värde på t med avseende 
p å den fördelning som hör t i l l (l/\/n)(Zl + Z2 +.. . + Z„) så får 
v i 
V i gör detta troligt genom att be räkna fördelningen för S„ för 
några värden på n. 
n = 2. S, n -}'2 0 + | /2 
Sannolikhet 
4 2 4 
Le-ipt
 + leio + i e i p t 
4 2 4 ) 2 
Sannolikhet 1 
8 
3 
8 
3 
8 8 
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Fig. 39 
n = 4. 
1 4 6 4 1 
Sannolikhet J£ 16 16 16 
16 16 16 16 16 \ 2 / 
N u antar cos K i « = 0 samma vä rde som (1 -u2/2). Detsamma 
gäller funktionernas derivator och andra-derivator och funktio-
nen 1 - u2/2 liknar alltså i hög grad cos u för små u (se fig. 39). 
V i får då 
( c o s ^ ) " = ( u n g e f ä r ) ( l - ^ ) K = 
= (ungefär) e - ' 2 / 2 . 
Den sista relationen gäller eftersom [1 - (1/x)]* n ä r m a r sig 1/e 
då x växer. Medelvärdet för eitSn ä r alltså ungefär e-' 2/' 2 n ä r 
n växer. N u finns det en formel, nämligen 
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Fig. 40 
som visar att fel fördelningar ger precis samma medelvärde för 
e'tx för alla / . Detta är ett indicium p å vår t påstående och pre-
cis den bevisidé vi h ä r använ t kan användas för ett riktigt 
bevis, även i det a l lmänna fallet. > 
P å vilket sätt förklarar nu denna rent matematiska sats att 
felkurvan uppt räder vid alla de olika fenomen v i nämnde . N ä r 
v i utför en viss mätning, uppstår ett fel, Z j , beroende på slar-
vig inställning, ett annat Z 2 på grund av felaktig avläsning, ett 
tredje Z 3 på grund av oförutsedda yttre variationer osv. Var 
och en av dessa kan också delas upp i komponenter, som här-
rör från olika och oberoende orsaker. Det totala felet Z blir 
nu = Z , + Z 2 + . . . dä r varje Z, är mycket liten, och enligt vår 
sats skall detta vara approximativt fördelat enligt felkurvan. P å 
samma sätt bestäms en persons längd av en m ä n g d samver-
kande och oberoende omständigheter , var och en av liten bety-
delse, och resultatet fördelar sig då också efter felkurvan. Det 
bör åter betonas att fastän denna kurva är mycket vanlig be-
skriver den ingalunda fördelningen för alla fenomen. Det kan 
j u tänkas att en bes tämd orsak dominerar över de andra och 
effekten av denna orsak kommer då att slå igenom i resultatet. 
Tar man som exempel sannolikheten för att man får vän ta en 
t id <, x i en kö har den ofta en fördelning av typen (fig. 40) 
F(*) = 0 , x<0 
l-e-*, x>0. 
Det resultat som v i här diskuterat ä r ett exempel på den 
viktigaste typen av forskningsresultat i den traditionella san-
nolikhetsteorin. M a n studerar alltså under olika antaganden 
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Fig. 41 
hur ett stort antal försök samverkar och vilka gränsfördel-
ningar som kan finnas. Denna forskningsriktning ger både 
betydelsefulla resultat för t i l lämpningar i statistik och eleganta 
matematiska resultat. 
V i var nyss intresserade av vilka värden 5„ kunde anta och 
med vilka sannolikheter. Näs ta steg är att samtidigt studera 
hela följden S{, S2, • • •, Sn. Om v i tar bort faktorn 1/j/n igen 
kan vi åskådliggöra förloppet i ett diagram (fig. 41). 
V i får alltså en slags slumpvis kurva med hörn för heltals-
värden. Et t sådant här för lopp är en stokastisk ( = statistisk) 
process och studiet av dessa ä r numera den viktigaste grenen av 
sannolikhetsteorin. De slumpvisa kurvor v i tidigare studerat ä r 
tydligen en kontinuerlig motsvarighet t i l l den enkla process v i 
n ä m n d e . Ofta är det lämpligt att uppfatta n som t id och pro-
cesser av detta slag beskriver då t.ex. förlopp av följande slag. 
N ä r v i nu vet att vid tiden t = n ett fysikaliskt system (kanske 
ett antal atomer eller en kö framför en biljettlucka) befinner 
sig i ett visst tillstånd T (hastigheter och lägen, eller antal vän-
tande personer) ä r sannolikheterna kända för att systemet v id 
nästa avläsningstid, n +1, skall vara i ett t i l lstånd 1,2, . . . V i 
v i l l nu veta t.ex. systemets livslängd i medeltal i atomfallet eller 
i köfallet medelväntet id för att kunna avgöra om v i skall 
öppna en biljettlucka t i l l . 
< De stokastiska processerna har alltså en stor betydelse i 
teknik av olika slag. De sammanhänge r också på ett mycket 
intressant sätt med andra matematiska områden . V i skall i l l u -
strera detta med ett exempel. V i studerar ett o m r å d e i planet 
och väljer ut en del av områdets rand (se fig. 42). Tag nu 
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Fig. 42 
slumpvisa kurvor som går ut från en viss punkt (x, y) i om-
rådet n ä r v i låter alla riktningar vara lika sannolika och fel-
kurvan bes tämmer fördelningen av avståndet mellan två punk-
ter. 
Sannolikheten att vår kurva träffar den utvalda delen av 
randen före resten av randen blir då en funktion u av (x, y). 
Denna funktion kan nu visas vara en lösning t i l l ekvationen 
82u/8x2 + d2u/dy2 = 0. Detta resultat kan nu användas t i l l en 
rä t t förbluffande metod att lösa denna differentialekvation 
numeriskt. M a n lottar då en lång svit tal och matar in dem i en 
datamaskin. Dessa lottade tal får nu styra den process v i be-
skrev, n ä r v i inskränker (x, y) t i l l att variera i ett finmaskigt 
kvadratiskt nä t . V i undersöker nu hur ofta v i t räffar den 
aktuella randbiten först och får då en ungefärlig uppfattning 
om sannolikheten u. Denna numeriska metod kallas Monte 
Carlo-metoden. Den ä r inte särskilt effektiv i detta fal l (dvs. 
det fordras för många kalkyler för att få fram ett bra resultat 
= det tar för lång tid) men i andra sammanhang ä r metoden 
av praktisk betydelse. > 
Statistik 
Statistiken ä r en vetenskap med många olika aspekter, där 
matematiken ingalunda ä r den viktigaste. V i särskiljer några 
olika moment. 
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Det första stadiet brukar bestå i insamlande av det material 
man önskar studera och i redovisning av detta material. 
Poängen med statistiska studier är då att man i regel inte redo-
visar totalbeståndet. Är vi intresserade av längden hos svenska 
män mäter v i inte alla manliga innevånare , och v i l l vi studera 
kvalitén hos en viss produkt innan den lämnar fabriken gör vi 
ett urval. Ett annat förfaringssätt skulle b l i alldeles för dyrbart 
och för övrigt behövdes i så fall ingen vetenskap. Ett sådant 
urval kallas stickprov. Det är nu helt avgörande att stickprovet 
avspeglar hela beståndet. Om vi mäter längder, måste alla åld-
rar, socialgrupper osv. vara representerade i urvalet. Ett annat 
exempel: om vi skickar ut ett frågeformulär och får 80 % 
tillbaka besvarade är det inte bara möjligt utan t i l l och med 
troligt att de återstående 20 c1o representerar vissa bes tämda 
grupper och att därför de 80 °1o inte ä r ett representativt urval. 
T fysikaliska experiment är det avgörande att man kan kontrol-
lera de yttre betingelserna. Av de många fel som görs vid an-
vändningen av statistiken är detta med icke-representativa ur-
val ett av de vanligaste. A t t komma förbi denna svårighet är 
en icke-matematisk bedömningsfråga, som alltså ä r central vid 
användning av statistik. 
Näs ta steg är att redovisa materialet och på ett schematiskt 
sätt beskriva det. Detta sker med tabeller, kurvor och i popu-
lära sammanhang numera ofta med gubbar och figurer av 
olika slag. Även detta är en praktisk fråga utan egentligt mate-
matiskt intresse. Det finns också här stora möjligheter t i l l 
tendentiös framställning. Ett matematiskt begrepp beskriver 
inte säkert på ett r ikt igt sätt en fördelning. Om v i t.ex. anger 
den mycket höga medelinkomsten i Fören ta staterna har v i 
inte gett en antydan om den mycket utbredda fattigdom som 
finns där . V i kunde j u få en medelinkomst på 4 000 dollar om 
hälften av innevånarna tjänade 8 000 dollar och hälften nol l , 
likaväl som om alla hade 4 000 dollar i inkomst, men de två 
samhällena vore onekligen rät t olika. Särskilt med grafisk 
framställning kan man skapa illusion av större eller mindre 
skillnader, alltefter framställningens syfte, som alla läsare av 
politiska skrifter kan konstatera. 
Matematiken kommer in i sammanhanget först då man v i l l 
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analysera materialet. I regel är situationen någon av ett fåtal 
standardtyper. F ö r dessa ä r den matematiska analysen genom-
förd en gång för alla, och ett problem får då karaktären av att 
man stoppar in sitt material i en formclapparat och trycker på 
knappen. Det är sedan av underordnad betydelse hur maskinen 
är hopsatt, och i själva verket är konstruktionen så pass kom-
plicerad att även majoriteten av våra u tövande statistiker inte 
känner t i l l den. Det betydelsefulla ligger i verifikationen att 
förutsät tningarna för formeln är uppfyllda och här görs de 
flesta felen. Någ ra exempel. Är det någon skillnad i längd 
mellan svenskar och no r rmän? Man gör ett urval av vardera 
och provar med någon standardmetod sannolikheten att båda 
urvalen har samma fördelningsfunktion. Ett test på att två 
fördelningsfunktioner är l ika har en ganska komplicerad mate-
matisk teori, men alla statistiker klarar lätt problemet (kan 
man hoppas!). Är det något samband mellan cigarret t rökning 
och lungcancer? Man gör ett urval av cigarret t rökande personer 
och observerar lungcancerfrekvens och gör motsvarande med 
cn kontrollgrupp. Man kan sedan med matematiska metoder 
analysera om den iakttagna skillnaden i frekvens kan bero på 
slumpen. Det är mycket viktigt att observera att man hä rmed 
inte kommer åt den viktigaste frågan, nämligen om cigarretterna 
orsakar cancer. Det kanske finns fler c igarret t rökare i s täder 
och kanske det är stadens rök eller stress som orsakar ökningen 
i cancer. Statistiska orsaksanalyser är mycket komplicerade och 
icke-matematiska moment spelar en avgörande ro l l . 
Sammanfattningsvis är alltså de betydelsefullaste aspekterna 
på statistiken icke-matematiska. F ö r de flesta av oss är de 
sociala t i l lämpningarna de viktigaste och också de svåraste . 
Givetvis är statistikens språk på ett naturligt sätt matematiken, 
men de matematiska teorierna har en relativt underordnad be-
tydelse. V i behöver alla vana att läsa och bedöma tabeller och 
vi behöver ett kritiskt sinne gentemot slutsatser dragna ur sta-
tistiska resonemang. Det är en angelägen uppgift för skolan 
att ge detta. D ä r e m o t är det orimligt att skolan skulle kunna 
ge en effektiv undervisning i självständigt utnyttjande av sta-
tistik. De matematiska grundproblemen ä r svåra, insamlandet 
av materialet ä r fullt av fallgropar och det fordrar stor er-
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farenhet att veta vilken matematisk-statistisk apparat man skall 
utnyttja, 
Den naturliga förankringen av statistikundervisningen borde 
därför vara inom ämnet samhäl lskunskap, kanske under med-
verkan av matemat ik lä rare , men det bör klart sägas ut att 
detta ä m n e t i l l sin natur är något annat än matematik. Statisti-
kens starka ställning i matematikkurserna — som alltså beror 
på bedömningar av några "experter" i Skolöverstyrelsen — 
har medför t en stor förändring av universitetskurserna som 
ur matemat ikämnets egen synpunkt är helt felaktig. V i har här 
ett drastiskt exempel på hur en diskutabel skolreform sned-
vrider universitetsutbildningen. Sannol ikhets läran hör dä remot 
givetvis hemma i matematiken, men dess betydelse bör bedö-
mas gentemot alla andra områden av ämnet , som det kan vara 
önskvär t att ge undervisning i . 
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9. Matematiken i samhället 
V i har på de föregående sidorna upprepade gånger talat om 
matematikens två roller. Den ena rollen spelas av den "rena" 
matematiken. Denna ställer själv sina problem, formulerar själv 
sina definitioner och mål . Dess värder ingar är dess egna och 
de kan närmas t jämföras med estetiska. Matematikern talar 
gärna om vackra satser och bevis; med detta menar han att 
resultatet ger ny belysning och förklaring t i l l något område och 
att det är enkelt, överraskande, klart och slutgiltigt. Bevis och 
slutledningar skall vara logiskt fullständiga ("modulo" mate-
matikens grunder, varom mera strax) och byggda på klara 
definitioner. 
Den t i l lämpade matematiken å andra sidan utnyttjar mate-
matikernas språk för att beskriva fenomen i naturen. Man ä r 
här mindre intresserad av logiska bevis än av resultat. Prak-
tiska metoder att effektivt beräkna de intressanta kvantiteterna 
är huvudsaken, medan förklaringen t i l l att metoden fungerar 
(liksom då också dess eventuella begränsningar) får komma i 
andra hand. 
Mellan höger- respektive vänsterflyglarna inom dessa båda 
grupper riktas ofta skarpa skott. Den renaste rena matemati-
kern betraktar den t i l lämpade matematikern som en lösaktig 
släkting som han helt förskjuter. Han föraktar bristen på 
stringens och anser sig själv representera höjden av intellektuell 
aktivitet. Han talar gärna om, som något berömvär t , att hans 
matematiska teorier aldrig kommer att profaneras av någon 
ti l lämpning. — Vad han då bortser från (bland annat) ä r att 
de matematiska begrepp och föreställningar som han arbetar 
med i grunden genomgående kommer från verkligheten och 
direkt från t i l lämpningar. Även när det gäller detaljer kommer 
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frågeställningarna ofta från fysiken och en av de starkaste 
indikationerna på ett matematiskt intressant problem är en 
intressant t i l lämpning. A t t sedan matematiska områden utveck-
lar sig själva enligt sina egna logiska lagar strider inte mot 
detta grundförhål lande. Förmodl igen var denna grupp starkare 
och mera krigisk tidigare under 1900-talet då man i Russelis 
anda fortfarande trodde på ett slutet logiskt system innefat-
tande hela matematiken. Som v i sett har senare undersökningar 
visat att de logiska sammanhangen ä r så komplicerade att 
någon totallösning troligen inte kan konstrueras. Detta har 
varit grunden t i l l en viss ödmjukhet och självbesinning. 
Aktiviteten på den t i l lämpade vänsterflygeln har i stället 
vuxit under senare år. Man anser där den rena matematiken 
vara en lek med symboler i ett slutet system utan egentligt 
intresse för vär lden utanför systemet. Den ä r alldeles för 
abstrakt och utnyttjar en så invecklad och t i l l stor del om-
konstruerad terminologi, att den är helt obegriplig för icke 
invigda. Det kritiseras, med ett visst berät t igande, att matema-
tiker behärskar invecklade logiska strukturer, men ber man 
dem numeriskt beräkna en lösning t i l l en viktig differential-
ekvation, så kan de inte det. 
Den viktigaste bakgrunden t i l l aktiviteten har emellertid 
varit "den nya matematiken" i skolan. Denna sysslar enligt 
kritikerna alltför mycket med onyttiga begrepp (såsom mäng-
der), stringenta och invecklade definitioner av intuitiva idéer 
(t.ex. funktioner och reella tal) och subtila diskussioner av 
självklara resultat (t.ex. att en kontinuerlig funktion på ett 
slutet intervall är begränsad) . H ä r i g e n o m ger den för litet av 
aktiv kunskap att verkligen beräkna något konkret, att få fram 
lösningar t i l l faktiska problem. 
Denna aktivitet har på vissa håll i världen lett t i l l en mycket 
skarp motsät tning mellan ren och t i l lämpad matematik. Detta 
gäller speciellt i Frankrike och vid vissa universitet i Fören ta 
staterna. På längre sikt kan detta få mycket negativa följder 
och ansträngningar borde göras av alla berörda parter att ana-
lysera orsaken t i l l situationen och framför allt att sät ta sig in 
i mots tåndarnas argumentering, så att motsä t tn ingarna över-
bryggas. 
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På det hela taget är den skisserade föreställningen om den 
rena matematiken knappast rättvis. Det är klart otillfredsstäl-
lande att acceptera matematiska beskrivningar bara därför att 
de i praktiken hittills visat sig fungera genom att de ger resul-
tat som överenss tämmer med iakttagelser. Inte förrän en be-
skrivning är matematiskt genomarbetad känner man dess gil-
t ighetsområde och förstår sammanhangen. Detta hindrar natur-
ligtvis inte att man kan pröva hål lbarheten i en beskrivning 
utan full matematisk stringens. Detta arbetssätt används all t id 
även i den rena matematiken för att se vart den inslagna vägen 
leder. Men målsät tningen bör i båda fallen vara en logiskt 
s a m m a n h ä n g a n d e teori. "Vad du ej klart kan säga, vet du ej." 
Samspelet mellan t i l lämpningarna och logik är emellertid, som 
vi tidigare sett, mycket mera komplicerat och dubbelriktat. V i 
skall åter ta upp Newtons insats, som är helt mirakulös i sin 
geniala intuit ion. N ä r han formulerade sin gravitationslag — 
att det finns en kraft mellan två kroppar omvänt proportionell 
mot avståndets kvadrat — innehöll de mätvärden som skulle 
förklaras med lagen fel på kanske 5 % . Tnte desto mindre ä r 
lagen sann med 1 000-tals gånger noggrannare mätvärden . P å 
ett underbart sätt innehåller alltså lagen mer sanning än vad 
den konstruerades för att förklara. Hur ä r detta möjligt? Enda 
t änkba ra " förk lar ingen" är att en enkel lag som denna avspeg-
lar fundamentala, närmas t logiska lagar (av typen Newtons lag 
att en kropp har en massa som ä r oberoende av dess til lstånd 
för övrigt eller Einsteins lag att det inte är så men att det inte 
finns någon större hastighet än ljusets). I sökandet efter dessa 
lagar spelar den logiska analysen av de matematiska begrep-
pens samspel en avgörande ro l l , och denna analys har i hög 
grad utvecklats under de senaste decennierna. Det är mycket 
sannolikt att i denna utveckling idéer och resultat kommit 
fram, som skulle kunna medföra stora framsteg i t i l lämp-
ningar om fysikerna kände t i l l dem. Detsamma gäller de nya 
stora framstegen på de traditionella områdena , speciellt inom 
teorin för differentialekvationerna. 
Matematikens relation t i l l t i l lämpningarna kompliceras emel-
lertid av just de förhållanden v i nu berör t . V i har konstaterat 
att fysikens naturbeskrivningar i regel har formen av differen-
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tialekvationcr och att den matematiska analysen i stort sett kan 
anses vara en teori utvecklad kring dessa differentialekvationer. 
Den matematiska forskningen har under senare år avlägsnat 
sig från dessa områden mot speciellt topologi och algebra. Det 
är inom dessa områden de viktigaste resultaten nu uppnås och 
det är härifrån de starkaste impulserna t i l l förändringar kom-
mer. Dessa förändringar har skett under ett par decennier och 
har medför t att fysiker och andra naturvetenskapsmän står 
f r ämmande för dagens matematik. I andra riktningar ser 
många matematiker ingen användning eller tolkning av sin 
forskning och förlorar intresset för t i l lämpningar. Situationen 
har alltså karak tä ren av en o d ä m p a d svängning som tenderar 
att öka avstånden mellan s tåndpunkterna . 
D å det gäller att bedöma om situationen ä r ohjälplig eller 
ej är naturligtvis den avgörande frågan om den nya inrikt-
ningen av matematiken i objektiv mening saknar betydelse 
u tanför ämnet eller ej. Svaret känner ingen, men man måste 
bestämt varna för den förutfat tade meningen att svaret med 
säkerhet är att modern topologi och algebra ä r enbart intel-
lektuella spekulationer. V i d valet av modeller är fysikern och 
den experimentelle naturvetaren hänvisade t i l l att utnyttja de 
kunskaper i matematik som de har. Om analysens särställning 
beror på fysikernas matematiska kunskaper eller på objektiva 
förhållanden kan v i inte veta. Man får inte tro att våra beskriv-
ningar är objektivt sanna och entydigt bestämda av fenomenen. 
M a n kan erinra om Heisenbergs och Schrödingers formellt 
mycket olika teorier i kvantmekaniken. Sannolikt ä r ä n n u 
mycket s törre olikheter i modellerna möjliga. I det osäkra läge 
v i således befinner oss i ä r det oförsvarligt att skära av förbin-
delserna mellan matematiken och t i l lämpningarna och dä rmed 
försvåra ett möjligt utnyttjande av de matematiska forsknings-
resultaten. 
Informationsöverför ingen är emellertid en stor och svår 
fråga. Delvis är problemet här detsamma som på så många 
andra håll. Den ökade specialiseringen har överallt lett t i l l en 
isolering av de olika vetenskaperna från varandra helt enkelt 
därför att ingen människa längre kan behärska mer än t i l l och 
med en ganska liten sektor av sin egen vetenskap. I många fa l l 
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har man med framgång löst detta problem genom team-work. 
Man försöker också lösa det med datateknik, genom att införa 
kodbeteckningar på innehållet i vetenskapliga uppsatser och 
därefter lagra informationen i datamaskiner. (Inom parentes 
sagt förefaller det mycket optimistiskt att tro att man på denna 
väg skall kunna göra några större framsteg.) N ä r det gäller 
relationerna mellan matematiken och t i l lämpningarna ä r sam-
arbetet särskilt svårt genom matematikens speciella formelspråk 
och abstrakta terminologi. Det är en mycket t idsödande process 
att översät ta tekniska data t i l l funktioner och operationer och 
få klarhet i vilka inskränkningar som kan påläggas som följd 
av den fysiska situationen. Matematiken är här det universella 
språket och det är självklart att anpassning skall göras t i l l detta 
språk. Än svårare är det givetvis att utnyttja nya matematiska 
forskningsområden och någon patentlösning av dessa problem 
lär knappast finnas. 
I Sverige har den t i l lämpade matematiken en betydligt sämre 
situation än i både USA och i ännu högre grad än i Sovjet-
unionen. Endast en handfull matematiker är verksamma i 
industrin och våra forskningsinstitutioner i fysik, kemi osv. har 
inga matematiker knutna t i l l sin verksamhet. Det förefaller 
mycket sannolikt att en aktivare matematisk insats skulle kun-
na betyda mycket både för industri och forskning. En förut-
sättning är att matematikerna knyts direkt t i l l det dagliga ar-
betet så att översättningen från teknik t i l l matematik förenklas. 
Man bör gå fram på två samtidiga vägar. Ett serviceinstitut 
bör inrät tas , som kan användas som konsultorgan och där 
samtidigt en efterskolning av matematiker och utveckling av 
metoder kan ske. Det ä r knappast lämpligt att inrät ta akade-
miska forskningsbefattningar då ämnet t i l lämpad matematik 
ä r helt obes tämt — det rö r sig snarare om en inställning t i l l 
ämnet matematik och om ett syfte än om ett nytt ämne . Vidare 
bör matematiker aktivt och direkt knytas t i l l s törre tekniskt 
komplicerade industrier och t i l l forskningsinstitutioner. 
Om då kritiken av matematiken som vetenskap kan avvisas, 
vad kan man säga om synpunkterna på skolundervisningen? 
I denna ligger tydligen också grundproblemet då det gäller 
kommunikationerna. I skolan får man den första kunskapen 
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om vad matematik är och kan användas t i l l , och där skapas 
också de attityder som bestämmer den framtida uppfattningen 
om ämnet . P å många sätt är den nuvarande situationen ot i l l -
fredsställande och p å många sätt kan man sympatisera med 
den kr i t ik som framförs. 
Matematikundervisningen i skolan har två ändamål . F ö r det 
första skall den ge en introduktion t i l l matematiken som sådan. 
Det gäller här ett a l lmänkulturel l t syfte och ämne t bör i detta 
avseende jämställas med alla andra skolämnen, t.ex. fysik eller 
historia. F ö r det andra skall den ge sådana färdigheter som 
behövs för förståelse av andra skolämnen, speciellt fysik, och 
som eleverna senare har nytta av helt a l lmänt . Vad som sagts 
här tidigare antyder dock att det mellan dessa syften inte råder 
så stark motsatsställning som många tror, men låt oss skär-
skåda hur syftet realiseras under nuvarande förhål landen. 
V i har konstaterat att orienteringen i skolan om vetenskapen 
matematik går fram ungefär t i l l de idéer som lanserades kring 
sekelskiftet 1700. D å hade Newton och Leibniz utvecklat grun-
derna av differential- och integralkalkylen, Fermat hade infört 
koordinatsystemet — som numera presenteras i vektorform. 
Grunderna hade lagts t i l l sannolikhetskalkylen, logari tmräk-
ningen var känd och talet e skulle snart introduceras. Dessa 
föreställningar har sedan kompletterats med 1800-talets strikta 
krav på konvergensbevis och grundläggande idéer om funk-
tioner och mängder . Det är lärorikt att ställa frågan hur mate-
matiken under nästan två hundra år kunde arbeta med begrepp 
som inte hade egentlig mening. Svaret är att begreppen mot-
svarar primitiva intuitiva föreställningar, och ingen tänkte på 
att inom samma a l lmänna ram kunde finnas mycket mer 
komplicerade objekt ä n de man då kände . För s t sedan er-
farenheten och kunskapen vidgats, insåg man att det förelåg 
ett behov av mera precisa definitioner och bevis. Detta histo-
riska resonemang motsvaras i dagens situation av ett pedago-
giskt problem, som vi tidigare berör t . 
Det är j u helt unikt att skolans orientering inom en central 
vetenskap nöjer sig med att sluta med idéer från 1700-talet. 
Inom ä m n e n a fysik och kemi hade utvecklingen inte ens börjat 
och tyngdpunkten i de nuvarande kurserna i dessa ä m n e n 
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ligger i vå r t å rhundrades vetenskapliga resultat. Som försvar 
kan nu anföras : (1) V i har j u moderniserat kurserna med strik-
tare definitioner, axiomatik och mängdlä ra . (2) Det går inte att 
ge en orientering om modern matematik. [Det kan noteras att 
(2) motsäger (1).] (3) De moment som lärs ut är de viktigaste 
för t i l lämpningarna. De tar så många schematimmar även på 
den naturvetenskapliga linjen, att någon utökning inte är möj-
l ig. Det ä r därför omöjligt att ge en vidgad orientering. 
(1) A t t mängd lä ran — eller rä t ta re sagt föreställningen om 
mängder , ty någon lära om mängde r existerar inte u tanför 
logiken — spelar en central rol l i modern matematik beror på 
att idén ä r en av de mest primitiva i vår föreställningsvärld. 
Det är med dess hjälp möjligt att på ett enhetligt sätt lägga 
grunden t i l l skilda områden och att sammanföra likartade 
tankegångar . Det naturliga är därför att föra in mängder i 
undervisningen så tidigt som möjligt, dvs. under de allra första 
skolåren. G ö r s det senare krävs en motivering varför begreppet 
ä r intressant, som är omöjlig att ge med ett så litet bakgrunds-
material som eleverna nu får. Undervisningen rö rande mäng-
der b l i r därför gärna en ointressant katalog av termer och 
tecken och en serie övningar med dessa symboler som alla 
egentligen bara uttrycker logiska trivialiteter. 
Utöver mängdlä ran har man i skolkurserna infört moment 
av den moderna matematikens symbolspråk. Vidare v i l l man 
införa idén om stringens och axiomatik. Som v i tidigare flera 
gånger framhålli t , ä r det en stor risk att man motverkar sitt 
syfte genom att göra det självklara och vä lkända komplicerat. 
Det ä r totalt ointressant att betona att additionen av hela tal 
är kommutativ (x + y = y + x) nä r eleverna aldrig d römt om att 
en sådan regel inte skulle gälla. Liknande synpunkter gäller 
bet räf fande all tför formell behandling av andra klassiska om-
råden (t.ex. logaritmer). Det är troligen denna formalistiska 
sida hos "den nya matematiken" som mest irriterat de tilläm-
pade ämnena . Den ger heller ingen r ikt ig bi ld av modern mate-
matik. Tvä r tom, i ljuset av modern logik har matematiker 
numera en mycket moderat uppfattning om stringens in ab-
surdum. 
(2) A t t högre matematik inte kan populariseras eller på ett 
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meningsfullt sätt läras ut i orienterande form är en mycket 
a l lmän uppfattning. Denna åsikt bö r emellertid inte accepteras 
utan att man pröva t den omsorgsfullt. Är det så, är ämne t 
hänvisat t i l l en kulturell isolering i ett elfenbenstorn, och som 
v i sett innebär detta kanske en ohjälplig splittring mellan ren 
och t i l lämpad matematik. Det är här intressant att jämföra 
matematikens svårigheter med kärnfysikens. 
Atomfysik är t i l l sin natur abstrakt i praktiskt taget samma 
mening som matematik. V i sammanfattar vår erfarenhet av 
atomernas upp t rädande i suggestiva bilder som små kulor eller 
något slags vågrörelse och på ett högre stadium i form av 
ekvationer och relationer. Psykologiskt fungerar de matema-
tiska begreppen på ungefär samma sätt. En kontinuerlig funk-
tion för en matematiker är en funktion som fungerar på ett 
visst sätt. Var och en har nog en personlig föreställning som 
han faller tillbaka på när han arbetar med begreppet. Givetvis 
kan han de abstrakta definitionerna, men de finns långt t i l l -
baka i medvetandet. Det är således idén och "funktionen" av 
funktionen som i första hand används , inte den matematiska 
konstruktionen eller den formella definitionen. 
Atomfysiken är numera grunden t i l l hela fysikundervis-
ningen i skolan. Givetvis utreder man ingenting i detalj, utan 
förklarar och gör sannolikt. Frågan är då: skulle ett sådan t 
förfarande i matematik ge en r ikt ig och lämplig bild av ämnet? 
Och skulle det gå att genomföra? 
Det ä r inte möjligt att idag svara oreserverat ja på någon av 
dessa frågor. P å samma sätt som dagens skolundervisning inte 
ger en student sådana kunskaper i atomfysik att han självstän-
digt kan konstruera ett fysikaliskt experiment och värdera re-
sultatet, lika litet skulle en undervisning av den typ vi diskute-
rar ge eleverna förmåga att lösa annat än mycket enkla pro-
blem. Ser man matematiken som en helhet, där alltså bevisens 
konstruktion oskiljaktigt sammanhänger med resultatet, anser 
man nog att ämnet inte bör läras ut på detta sätt. Detta ä r 
emellertid en extremt estetisk inställning, som de flesta mate-
matiker troligen inte accepterar. Huvuddelen av alla matema-
tiska bevis är nämligen tekniska anpassningar av ett ganska 
litet antal idéer och utnyttjande av tidigare resultat. Den enda 
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rimliga värderingen i v å r vetenskap som i andra bör då baseras 
på de idéer som förs fram och de resultat som uppnås . Den 
tekniska sidan är viktig och svår men av underordnad bety-
delse. Med den utgångspunkten är det tydligen tänkbar t att i 
översiktlig form förmedla det väsentliga. Sedan är det en an-
nan sak att matematikundervisningen också skall ge själv-
ständig förmåga att lösa vissa typer av problem (använda 
logaritmer, rita kurvor, solvera trianglar, be räkna integraler 
etc.) och här är det tekniska en huvudsak, som förefaller att 
starkt undervärderas av före t rädarna för "den nya matema-
tiken". 
Är det möjligt? — Givetvis krävs en omsorgsfull planering 
och en anpassning av det matematiska språket t i l l elevernas 
förkunskaper . Men det finns inga bevis för att det inte vore 
möjligt, och enda sättet att få reda på svaret är att pröva . 
Föregående kapitel är ett försök att genomföra en dylik fram-
ställning, givetvis i betydligt större omfattning och mera skiss-
artat än vad som vore lämpligt i skolan. 
(3) En väsentlig nedskärning av nuvarande kursomfång är 
knappast lämplig. Den är uppbyggd för att motsvara t i l lämp-
ningarnas behov och de matematiska momenten har byggts på 
som ett försök att tillgodose ämnets särskilda synpunkter. Med 
en mera schematisk behandling skulle en väsentlig tidsbespa-
ring kunna göras, och denna t id skulle kunna användas för 
en översikt av den typ v i här diskuterat. 
Hur skulle då en sådan reformerad matematikundervisning 
kunna se ut? H ä r skall presenteras ett idealiserat program som 
bortser från många problem speciellt lärarutbi ldningen. Det 
kan kanske i alla fal l ge en al lmän uppfattning om vad man 
kan t ä n k a sig. Det har säkert många drag gemensamma med 
försök som gjorts och görs på många håll i vär lden. Speciellt 
har man i USA lagt ned ett stort arbete och även utsatts för 
mycken kr i t ik . Jag ä r emellertid inte tillräckligt orienterad om 
försöksverksamheten och skall inte försöka göra någon redo-
visning. 
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Grundskolan 
Det man här främst skall ha i minnet är att de skolbarn som 
börjar undervisas 1970 skall få kunskaper som passar in i 
samhället 1985. V i har säkert alla märk t hur betydelsen av en 
exakt räkneförmåga (långa additioner och stora multiplika-
tioner) blir mindre och att denna förmåga utnyttjas alltmera 
sällan. Varje snabbköp har en automatisk additionsmaskin 
och automatiken övertar en allt s törre sektor av vår t i l lvaro. 
Undervisningen bör därför syfta t i l l att göra människan t i l l 
automatikens herre, inte t i l l att lära oss att överträffa den på 
dess eget område , vilket för övrigt vore d ö m t att misslyckas. 
Dessa synpunkter bör alltså vara vägledande då det gäller den 
praktiskt syftande matematikundervisningen, som givetvis är 
totalt dominerande i hela den obligatoriska skolan. T i l l denna 
bö r dock fogas en förberedande ren matematikundervisning. 
Undervisningen bör därför syfta t i l l att ge förståelse för hur 
räknande t fungerar och bur automatiken arbetar. Det första 
momentet är då talsystemet och där speciellt de två olika tal-
systemen med baserna 2 resp. 10. Det första är datamaskinens 
språk, det andra vårt eget men också snabbköpsmaskinens . Det 
ä r troligen inte särskilt många , varken bland skolelever eller 
vuxna, som har klart för sig varför de automatiska regler v i 
använder när v i adderar och multiplicerar — för att inte tala 
om divisionen — ger rä t t resultat. Orsaken är enkel: ingen har 
någonsin förklarat det. Om man från början gav en ordentlig 
grund kanske först för 2-systemet, där det fordras mindre 
fingerfärdighet för att skriva talen, så skulle förklar ingarna 
ta mycket liten t id och ge en helt annan stabilitet i undervis-
ningen. Var för inte använda symboler i förklar ingarna, 100* + 
+ lOy +z eller a + b- 2 + c-22 + d-23 och logiska symboler som 
=> och e t.ex.? Är det säkert att barn är f r ämmande för 
abstraktioner av detta slag? Ju tidigare de införs framgångs-
r ik t , ju enklare blir det när de behövs på allvar senare. 
Den värdefullaste kunskapen i räkning är förmågan alt upp-
skatta och bedöma ett svar. Blir det större eller mindre än det 
givna? Blir det ungefär 10, 100 eller 1 000? Handlar det om 
k m eller mm? K a n en bil gå 100 m/sek? Det är v id förbere-
dande diskussion av denna typ som man t ränar matematisk 
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förmåga, inte vid det mekaniska arbetet. Och det är denna 
slags kunskap och detta sätt att tänka man har störst nytta av 
både i vardagslivet och i mera vetenskapliga sammanhang. 
Inom geometri ges numera i skolan väsentligen en enbart 
empirisk kurs. T v å trianglar är kongruenta om de, när man 
ritat upp dem på papper och klippt ur dem, kan placeras så 
att de precis täcker varandra. I stort sett är detta en väl-
görande reaktion mot Euklides stränga regemente. Risken nu 
ä r uppenbarligen att man går för långt. Om man förklarar 
sammanhangen för litet, bl ir allt mekanisk minneskunskap 
som glöms fort . Dessutom blir sådan undervisning tråkig, och 
intrycket från universitetsundervisningen är att geometrikun-
skaperna nu är mycket dåliga. Det gäller för övrigt även t r i -
angelsolveringsgeometrin på gymnasiet. — Vad man gärna 
skulle vilja få in i lågstadiekurserna är elementär topologi. Man 
skulle förklara och diskutera sådant som slutna kurvor, enkla 
kurvor, rand, sammanhangstal, slutna ytor, genus (samman-
hänger nära med g, se s. 80) osv. A l l t detta är ytterligt pr imi-
tiva föreställningar, mycket enklare än t.ex. begreppet rä t 
vinkel (som j u är mycket subtilt, genom sitt samband med 
parallellaxiomet). Man mås te här liksom när det gäller mängd-
lä ran se upp för vanföreställningen att det v i tycker verkar 
f r ämmande , i någon objektiv mening skulle vara svårt. Bety-
delsen av topologin för modern matematik har h ä r många 
gånger f ramhävts och sannolikt har dess begrepp och metoder 
t rängt mycket längre 1980. Det är i detta sammanhang intres-
sant att studera intelligenstest på s.k. visuo-spatial förmåga. De 
kan ha följande typ: Vilken figur av följande fem passar inte 
Fig. 43 
ihop med de övriga? Detta är ett typiskt problem i elementär 
topologi. A t t det förekommer i detta sammanhang antyder det 
grundläggande i frågor av denna art. 
V i har tidigare berör t mängdlä ran och därmed samman-
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hängande begrepp som funktioner. I Fören ta staterna är det 
numera vanligt att man undervisar i mängdlä ra i ungefär femte 
klassen, medan man i Sverige tills vidare har lagt undervis-
ningen i gymnasiet. Det ä r viktigt att åter betona att mängd-
lä ran inte är en teori utan ett sätt att systematisera en del av 
vår t t änkande . Undervisningen får därför inte bestå i forma-
listiska övningar och kataloger av nya ord utan bör vara 
exemplifierande. Begreppen mås te användas for t löpande och 
införas så tidigt att de blir en del av det naturliga ordförrådet . 
I stort sett kan naturligtvis lågstadieundervisningen bara 
utformas på ett sätt. Det viktiga är dock att lära barnen skriva 
siffror, addera och minnas multiplikationstabeller och lära sig 
vå ra konventioner om måt t . De variationer som kan göras 
inom denna ram är emellertid inte betydelselösa. Fö r den 
framtida inställningen t i l l ämnet är det viktigaste att man från 
början ger fullständiga förklaringar. V i är som vuxna så in-
lärda och vana vid lågstadiematematiken att v i anser den 
självklar och oerhört enkel. V i glömmer då att det tagit mänsk-
ligheten lång t id att konstruera systemet och att det kunde ha 
utformats på många andra sätt. Man får därför inte under-
skatta svårigheterna eller under lå ta att förklara; det "själv-
klara" kanske inte är så självklart och de "dumma" frågorna 
kanske bara avspeglar bristfälliga förklaringar. 
Gymnasiet 
V i skall hä r bara syssla med den naturvetenskapliga grenen av 
gymnasiet. Vi lka avvägningar som kan tänkas för andra stu-
diemål får lämnas därhän . 
Precis som på lågstadiet ger kravet från t i l lämpningarna och 
tillgängliga timmar i stort sett ett automatiskt svar bet räf fande 
kursinnehåll : differential- och integralkalkyl, logaritmer, expo-
nentialfunktion, triangelsolvering, approximation. Vad som kan 
diskuteras ä r sättet för undervisning och relativt obetydliga 
tillägg. 
Den diskussion vi fört på föregående sidor kan nu samman-
fattas t i l l följande resultat: 
(1) Den traditionella matematikkursen bör ges med mindre 
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formell stringens men med u tökad exemplifiering. Exemplen 
bör belysa både de fall då satser och resultat gäller och då de 
inte gäller. A t t detta motsvarar önskemål från t i l lämpat håll 
är klart. Det är emellertid troligt att denna typ av undervisning 
bildar en bä t t re grund för undervisningen i ren matematik. 
Precis som v i lätt underskattar svårigheterna på lågstadiet med 
1 O-systemet, underskattar man lätt svårigheten att översät ta 
intuit ion t i l l matematisk formalism och tvär tom. Denna över-
sättning är en ofrånkomlig del av matematiken men är varken 
den viktigaste eller intressantaste. Det verkar därför naturligt 
att övning i detta läggs senare, då erfarenheten om vad som 
täcks av symboler är större. Matematiskt symbolspråk bör 
systematiskt införas och övas i universitetens lågstadieunder-
visning. Efter några års övning blir språket naturligt på samnia 
sätt som det talade, men så lång tid tar det (som var och en 
kan se som rä t ta t t.ex. trebetygsskrivningar vid ett universitet). 
Vad man också måste acceptera är att aktiv, användba r kun-
skap kräver mycket övning av ru t inkaraktär . Det är helt or im-
ligt att man genom att ge eleverna förståelse för logiska sam-
manhang skall kunna kompensera träning, och man skall 
komma ihåg att denna del av kursen just är motiverad av sin 
betydelse för t i l lämpningar. M i n tro är att man nu fört in för 
mycket i kurserna och att resultatet kan bli att eleverna egent-
ligen inte lär sig något alls. Det går heller inte att bortse från 
att kursernas innehåll måste anpassas t i l l elevunderlagets förut-
sät tningar att t i l lgodogöra sig innehållet . 
(2) Under punkt (1) finns säkert 80 c7b av undervisningen 
och denna del syftar praktiskt taget helt t i l l t i l lämpningar. F ö r 
att tillgodose de rent matematiska kraven kan nu ges en all-
män kurs av den typ som ges i kärnfysik. Denna bör innehål la : 
(a) en orientering om matematisk logik i lämplig anslutning 
t i l l filosofiundervisningen; 
(b) en översikt av algebraiska strukturer, speciellt gruppteori; 
(c) en relativt omfattande orientering i topologi och särskilt 
den kombinatoriska topologin; 
(d) analys med speciell betoning av de partiella differential-
ekvationerna i fysiken och numeriska metoder; 
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(e) sannolikhetsteori; 
(f) be römda matematiska problem. H ä r kommer naturligt en 
orientering i talteori in . 
Under 3 års gymnasiestudier kan kanske knappt en timme per 
vecka ägnas åt undervisning av denna typ, dvs. cirka 15 under-
visningstimmar per område . Det förefaller mycket troligt att 
man inom denna ram kan ge en bild av modern matematik och 
på ett riktigt sätt introducera matematiskt t änkande . Inom 
detta kursavsnitt bör man även ge problem som då på ett rik-
tigare sätt mäter matematisk förmåga än prov av traditionell 
typ. Man kan här jämföra sedvanliga prov med den typ av 
prov som ges v id nationella och internationella tävlingar. 
(3) Statistikundervisningen görs mera deskriptiv, inriktas på 
social statistik och lägges inom ramen för samhäl lskunskap. 
Man måste naturligtvis vara medveten om att en reform i 
den riktning som här antytts är en stor och komplicerad för-
ändr ing. Men målet är också betydelsefullt. F ö r s u m m a r mate-
matikerna att sprida sina resultat u tanför sin egen krets har 
de svikit ett för troende. Avsikten med vår forskning kan inte 
vara att bygga elfenbenstorn åt oss själva utan måste vara att 
ge bidrag t i l l det totala vetandet i förhoppningen att detta i 
någon mening skall gagna alla. Det talas idag ofta om att av-
ståndet i t id från forskningsresultat t i l l a l lmän kunskap och 
praktisk användning blivi t kortare. V i bör inte acceptera att 
denna överföringstid för matematikens del skall vara 200 år . 
Kommentar 
Den tidigare citerade boken av H . Weyl är av intresse även 
här. Beträffande matematikens f ramgång i fysiken, se 
E. P. Wigner, The Unreasonable Effectiveness of Mathematics 
in Natur al Sciences. Communications on Pure and Applied 
Mathematics, V o l . 13 (1960). 
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