Multiple-disk I/O systems (Disk Arrays) have been an attractive approach to meet high performance I/O demands in data intensive applications such as information retrieval systems. When we partition and distribute les across multiple disks to exploit the potential for I/O parallelism, a balanced I/O workload distribution becomes important for good performance. Naturally, the performance of a parallel information retrieval system using an inverted le structure is a ected by the partitioning scheme of the inverted le. In this paper, we propose two di erent partitioning schemes for an inverted le system for a shared-everything multiprocessor machine with multiple disks. We study the performance of these schemes by simulation under a number of workloads where the term frequencies in the documents are varied, the term frequencies in the queries are varied, the number of disks are varied and the multiprogramming level is varied.
Introduction
Applying multiprocessor machines to the information retrieval area has become an active topic of research CEMW90, PW87, PRW88, Ras91, SB88] . The use of multiprocessor machines in the database research area has produced considerable results within the last ten years BF87, DGGHKM86, KTM83, Omi91, OL89] . Besides having parallel CPUs it is also paramount to provide a parallel I/O capability. The two basic parallel architectures that have emerged from the parallel database area work are the shared-nothing model and the shared-everything model Bhi88] . Both models capitalize on parallel I/O features. With the shared-nothing model, each processor has its own memory and its own secondary storage. Processors communicate via message passing. The main advantage of such a system is its scalability. With the shared-everything model, every processor can access a common memory and any disk with the same access times. Processors may also have some private memory. The shared-everything system is advocated because of its It is typical for an information retrieval system on a serial machine to use an inverted le system SM83]. It is also recognized that inverted les will be necessary for multiprocessor implementations of information retrieval systems Sto87]. The typical inverted le system consists of three les: the Index File, the Posting File and the Document File Fed87]. The Index File is an ordered list of all the terms (or keywords) that have been used to index a collection of documents. In other words these terms provide access to the Document File records. An entry in the Index File consists of one access term and two elds. These two elds give the location of the entries for the access term in the Posting File and the number of postings. The Posting File is comprised of groups of records. Each record is associated with a term in the Index File and a corresponding Document File record which contains that term. In addition a weight is associated with each term for each document. The Document File contains the actual document records that are needed by the users. Figure 1 shows the inverted le system for information retrieval.
With a shared-everything multiprocessor system, the load on the processors can be easily balanced dynamically. However, the load on the disks must also be balanced to provide the best overall system performance, e.g., response time or throughput. In this paper, we examine the problem of partitioning the inverted le structures so as to provide the best performance. We propose two di erent secondary storage partitioning schemes. Both schemes partition the Index File and the Document File to secondary storage in the same manner. The di erence is how the two schemes partition the Posting File to secondary storage, one based on term id and the other on document id.
In the next section we discuss the previous work that has been done with respect to multi-processor information retrieval systems. In section 3, we present our partitioning schemes and in section 4, we present a general model of our multiprocessor inverted le system based on a simulation model. In section 5, we discuss the performance results from our simulation under a variety of parameter values and make some concluding remarks in section 6.
Previous work
There have been a number of papers dealing with multiprocessor systems for information retrieval CEMW90, SB88, PW87, PRW88], which have typically followed the shared-nothing architecture approach. Some have included work on the Connection Machine Sta90, STW89], on the Distributed Array Processor PW87, PRW88] and on hypercube systems Sha89]. The organization of the data and in some cases its placement on disk were the prime concern in order to reduce retrieval time.
With regard to the Connection Machine, we will look at two previous e orts Sta90, STW89]. The Connection Machine is an example of a distributed memory architecture. It is not quite a shared-nothing system since a disk is not assigned to a single processor. It also falls within the SIMD category, i.e., single instruction stream and multiple data stream. So, all processors (unless they are inhibited) will execute the same instruction at the same time but on di erent data. In STW89], the authors propose a parallel document ranking algorithm based on inverted indexes. The algorithm is evaluated via analytical and simulation techniques. In STW89], the authors are mainly concerned with a main memory resident database but do present brief results about a disk resident database. The conclusion is that within the Posting File, the entries for a word should be stored on disk blocks of consecutive disk drives. The problem encountered is an I/O load imbalance that can decrease the disk utilization dramatically. The use of shared disk queues is suggested but only a brief comment is made as to the e ectiveness of such an approach.
In Sta90], the authors improve on their previous approach by partitioning the Posting File in order to reduce the amount of interprocessor communication at query execution time. With the partitioned Posting File, the interprocessor communication is performed when the database is constructed, so that no data movement is needed at query execution time. In their previous scheme STW89], adjacent entries in the Posting File are stored in the memory of adjacent processors. In addition, a mailbox is assigned to each document, which accumulates the score of a document in order to rank selected documents. The score of documents is determined by the weight assigned to the terms in their documents. Since this mailbox is stored in the memory of only one processor, incrementing the mailbox most typically incurs interprocessor communication, which is costly for their algorithm Sta90]. One way to eliminate the interprocessor communication is to store the posting le by document id. With this approach, the mailbox for a document and its posting entries will be on the same processor. However, since the Posting File is stored as a vector and data is read vector by vector, a misalingment may occur, i.e., postings for a given term will probably not be in the same row of data. So to read in the postings for a particular term, all rows from the one that contains the rst occurrence of the term to the one that contains the last occurrence of the term must be read. Thus, additional I/O may be performed. To control this problem, they present the idea of Segmented Posting Files Sta90]. In a Segmented Posting File the entries are partitioned by term id across the processors. This helps remedy the misalignment problem. E ciently updating such a structure does pose some problems since sorting and merging is used. They advocate the use of two Segmented Posting Files, one that is held in main memory, which accumulates the posting information about new documents. When this main memory resident structure becomes excessively large, then it is merged with the disk resident Segmented Posting File. The performance results of their approach, i.e., building the le and data retrieval, are quite good but they only consider a main memory resident le system. Hence no I/O cost is included.
In Sha89], a shared-nothing architecture is proposed, based on a hypercube network interconnection scheme, for information retrieval. It is assumed that the data is clustered by some method and the clusters are partitioned across the nodes, i.e., processors. They present two schemes for allocating clusters to nodes of the hypercube, one for increased e ciency and one for increased e ectiveness. They also present companion search and retrieval algorithms for their partitioning schemes. They provide timing equations to evaluate their schemes. The use of inverted les is not discussed in this work.
In FS91], the authors consider a shared-nothing architecture as well and are concerned with data placement in the context of reducing the total processing time. They discuss the problem of document allocation for a multiprocessor information retrieval system. Poor data allocation results in minimal performance gains on a parallel machine when compared to a single processor machine. They show that the problem of multiprocessor document allocation is NP complete and propose a heuristic solution based on genetic algorithms. Within their work, they assume, as in the previous approach, that documents are clustered by some method. They try to distribute the data as evenly as possible among the processors and at the same time they try to minimize the interprocessor communication time. They analyze the performance of their algorithms via simulation.
In TG93], the performance impact on parallel query processing of various distributed index organizations is studied while varying the physical hardware con guration and several parameter values, such as disk bandwidth, I/O bus bandwidth, and network bandwidth. They discuss parallel query processing strategies and propose some optimization heuristics in query processing. For the simulation, they present a new probablistic model of the database and queries. Their simulation results give some guidelines to the physical design of inverted lists on a distributed system. However, they do not consider the di erent degrees of data skew in a document database as discussed in this paper.
3 Parallel Inverted Files
Two Partitioning Schemes
This section describes our two inverted le partitioning schemes for a shared-everything multiprocessor with a multiple-disk I/O system.
Multiple-disk I/O systems (also called Disk Arrays) can be distinguished by arm movement and rotation synchronization and degree of interleaving KGP89]. There are three possible ways to structure a mutiple-disk I/O system, i.e., a synchronous disk array, an asynchronous disk array, and an independent disk array. In a synchronous disk array, all disks are synchronized with respect to spindle rotation and arm movement. Thus, the multiple disks appear to be a single logical disk with increased data transfer rate, since all disks can service a single I/O request in a synchronous manner. An asynchronous disk array is very similiar to a synchronized one, except that there is no hardware support for spindle synchronization. Here again the disk array is used as a single logical disk, and all disks are involved in servicing a single I/O request. In an independent disk array, all disks can service multiple I/O request independently. Thus, I/O parallelism of the independent disk array is obtained from application level software. It is also known to be appropriate for application domains with large numbers of small independent I/O requests, such as on-line transaction processing RB89]. In our work, we consider the independent multiple-disk I/O system since it might be well suited for an information retrieval system.
As previously mentioned, multiprocessor systems are utilizing multiple disks that can be accessed in parallel for a high performance I/O capability. In data-intensive applications like information retrieval, e ective data partitioning across the multiple disks is an important factor in good performance, since the partitioning critically a ects the load balancing of the I/O system. The problem of partitioning the data to each disk so that the I/O load is equal across the disks is impossible due to the fact that the data usage pattern can not always be predicted, and furthermore because it varies dynamically. The goal of our work is to reduce the average response time of a query by appropriately partitioning our inverted le structures to multiple disks, since the I/O time will be the major cost factor in our environment.
For data partitioning, we consider two di erent posting le partitioning schemes. The index le Table  d3  d2  d1   D5-D6   T5-T6  D3-D4   T3-T4  D1-D2   T1- More importantly, the two di erent posting le partitioning schemes give di erent I/O parallelism during posting le processing. We discuss the characteristics of parallel query processing on these two partitioning schemes in the next section.
Parallel Query Processing
A query retrieves documents which satisfy a given condition. The condition is represented by a sequence of terms (keywords) and associated boolean operators, e.g. In a parallel computing environment, e.g., a shared-everything multiprocesor (Figure 3) , step 1 and step 2 can be performed in parallel for all terms in the query. Each processor and disk can execute the search operation for each query term independently. To explain in more detail, once a user query comes in, a master process parses the user query and generates subprocesses for every term in the query. Each subprocess nds a set of document ids by reading the index le and the posting le. It then sends the list of document ids to the master process. After collecting all the document ids, the master process constructs the answer set by applying the boolean operations given in the query.
Query processing under our two partitioning schemes is slightly di erent in terms of Posting File I/O. As an example, consider a query like T 1 AND T 6 with respect to the partitioning schemes in 
Load Balancing Partition
In the partition by term scheme, we partition the posting le with an equal number of terms according to the index partition table (initially terms are sorted in alphanumeric order). So if some terms are more frequently requested in a query, the disk site where the terms' posting entries are stored would be heavily utilized. Also, due to the di erent term frequency in the database, there is a possibility that each disk has a di erent partition size of its posting le. This may also give a di erent disk utilization due to the di erent data transfer load. As mentioned above, partition by term can induce an I/O load imbalance among disks due to the di erent posting I/O loads, especially in a high skew environment. This imbalance results in a poor query response time and throughput. Under the assumption that we know the term frequency in the database and the user query, we can enhance the partition scheme to reduce such an imbalance.
Here, we describe two heuristic load balancing schemes of partition by term, called \Partition The e ect of these heuristic load balancing schemes will be observed in our simulation.
4 Simulation Model
Database Model
When the contents of the indexed le consists of natural-language text or terms (keywords), the distribution of postings per access term has been shown to approximately follow Zipf's law SM83]. That is, there are a few access terms (with low ranks) that are used more frequently in a document record, and many terms (with high ranks) that are assigned to only a few document records. Our synthetic document database consists of the Document File which holds D document records and the Posting File which is generated from a speci c probability distribution of terms, and the corresponding Index File. To model the data skew of posting entries based on Zipf's law, we use a Zipf-like probability distribution function, Z(t i ) Knu73] as follows: Each document has W distinct terms (keywords) which are generated by W independent and indentically dsitributed trials with probability distribution function, Z(t i ).
Z(t i ) = c=i Figure 4 . The real data of each synthetic database is summarized in Appendix A. These di erent levels of data skew will show the e ect that the skew has on the I/O load of each disk which holds the partitioned inverted le.
Query Model
To the best of our knowledge, there is no agreement about the term distribution in user queries. In TG93], the authors assume the uniform term distribution with the fraction parameter for the query model, but STW89] models it by assuming that the probability of a term occuring in a query is proportional to that term's frequency in the database as a whole.
In our simulation, we use these two di erent query models, i.e., a uniform query model and a skew query model. In the skew query model, some terms with low ranks are more frequently In the uniform query model, each term has the same access probability. The two di erent query models will also show the di erent e ect on the I/O load of each disk in our two posting le partitioning schemes.
A query is a collection of terms (t 1 ; :::; t K ) generated from K independent and identically distributed trials with the probability distribution function Q(t). Actually we select the number of terms between K ? 2 and K + 2. The average number of terms in a query, K is related with the degree of I/O parallelism along with the number of disks in the partition by term scheme. We vary the K value in our simulation to observe its e ect on performance.
The term generating probability distribution function, Q(t) of the two query models looks like In the above formulas, the parameter value, u a ects the probability that a term appears in a query. As u decreases, the probability of choosing a low rank term in a query increases. Low rank terms have a large number of posting entries since they occur often in the document database. Thus, a small u value indicates a large posting I/O load for query processing. We examine the e ect that di erent u values (0.2% -2%) have on our two partitioning schemes under both query models.
Simulation Queueing Model
Our queueing model for the simulation of a shared-everything multiprocessor architecture is similar to the one in Bhi88]. 
Workload Model
In our simulation, we observe the performance e ect associated with di erent values for the workload parameters. We see the decrease of query processing time with the increase of disks under our two partitioning schemes with di erent term frequencies in the database and user queries.
We examine the throughput increase while varying the multiprogramming level. We also vary the average number of terms in a query and observe the e ect of I/O parallelism and query response time. Finally, we vary the fraction parameter (u) values and observe the e ect. In other cases, we use default parameter values shown in Table 1 . For completeness, we experiment with three di erent query sets generated by di erent random number sequences, where each query set consists of 1000 queries.
Performance Results
In this section, we discuss the performance trade-o issues from the simulation results which were obtained. Figure 6 shows that in a less skewed environment, partition by term has a better performance than partition by document. For example, in a low skew (60/40) environment, our simulation results show the ratio of average query response time between two schemes, e.g., 1.6/1 (d = 10) and 1.25/1 (d = 20). In partition by term, all posting entries of a term are clustered on the same disk. Therefore, less I/O is requested during posting le I/O than with partition by document. Furthermore, in a less skewed environment, partition by term can maintain almost equal utilization among disks, even though the term distribution in a query is skewed. On the other hand, due to increased posting le I/O in partition by document (more I/O requests yield more seek time overhead), the average response time is worse than partition by term, even though there is an equal load on each disk.
E ect of Term Distribution
On the other hand, as the term distribution in documents becomes more skewed, partition by document shows a better performance, even though it still needs more posting le I/O than does partition by term. Figure 6 shows that each scheme reveals a performance degradation when the term distribution in the documents becomes more highly skewed. This performance degradation is mainly caused by the increase in the average posting entry size which is requested in a query under the skew query model. As can be seen in Figure 6 , the performance degradation of partition by document is not too much compared to partition by term. When the number of disks is 10, the degradation ratios of partition by document are 1 (50/50), 1.8 (60/40), 2.4 (70/30), and 2.8 (80/20) (if we take a uniform skew (50/50) as a basis). The reason why partition by document has less performance degradation than partition by term is that it can balance the posting le I/O loads equally among the disk by distributing the posting entry across the disks. We also see that there is a threshold point, after which, increasing the number of disks does not improve the performance much. For example, when the number of disks is more than 20, there is very little speedup over the situation where there are fewer than 20 disks. In the partition by document case, the particular threshhold point is related to the seek time overhead since more posting I/O is requested for more disks.
In the case of partition by term, a high data skew gives a more severe performance degradation under similar conditions. The degradation ratios are 1 (50/50), 1.2 (60/40), 3.8 (70/30), and 6.2 The reason for such severe performance degradation is the highly unbalanced disk utilization. We see that a bottleneck situation occurs as the term distribution in documents becomes highly skewed in this scheme. This bottleneck is caused by a high imbalance in posting I/O loads from di erent disks and also in index I/O loads, to some degree. As can be seen in Figure 7 , for the uniform term distribution in user queries, the two partitioning schemes show little performance degradation when the term distribution in documents is varied. Partition by term yields a slightly better performance (i.e., performance ratios are 1.4 (d = 10) and 1.1 (d = 20) in the case of high skew, and 1.2 (d = 10) and 1.05 (d = 20) in the uniform case, if we take a partition by term as a basis) than partition by document in every case of the term distribution in documents when the terms in the user queries are uniformly distributed. In this case, there may be equal I/O load over all the disk sites in the two schemes. The reason why partition by term gives better performance is mainly due to the clustering advantage of its posting le, i.e., less posting I/O requests. On the whole, in partition by document there is little variation in each query's response time for almost all cases, but partition by term shows a large uctuation, i.e., some queries are nished very fast, some very slow, depending on the terms in a query. The reason is that the query response time of partition by term is dependent on the term which has the largest posting entries in a query, while in partition by document, it depends on just the total size of posting entries in a query. 
E ect of the Multiprogramming Level
In this section, we examine the e ect of the multiprogramming level on the throughput. As we see from Figure 8 (b), in the case of high skew partition by term does not show a throughput increase noticably as the multiprogramming level increases. Our simulation results show that for high skew an increase of approximately 15% is realized and for medium skew an increase of about 23% is achieved until the multiprogramming level reaches 10. On the other hand, partition by document maintains a relatively noticable throughput increase with the increase in the multiprogramming level, even though the term distribution in the user query and documents is highly skewed. For example, there is a 59% throughput increase (high skew) and a 63% throughput increase (medium skew) until the multiprogramming level reaches 6. This is due to the fact that the posting I/O can be equally distributed across all of the disks in spite of a skewed term distribution.
Figure 8 also shows that in every skew case, partition by document's throughput does not increase very much after the multiprogramming level becomes 6, even though partition by term's throughput (in the case of low skew) is still increasing as the multiprogramming level increases. This fact shows that partition by document becomes saturated earlier than partition by term in this case. As previously discussed, partition by document needs more posting le I/O. Thus, it causes a high disk utilization among all of the disks. It reaches the disk saturation point early even though it maintains an equal load among all the disks. As we can see from Figure 11 , the disk drives of partition by document are more highly utilized than partition by term under the same multiprogramming level (e.g., a level of 5) even though partition by document has a balanced utilization under the di erent term distribution in documents. As previously mentioned, Figure  11 (a) shows that partition by term yields a highly unbalanced disk utilization in a high skew environment. Figure 9 shows that under the uniform query model, partition by term has better throughput increase (i.e., partition by term yields a 43% (uniform) and a 52% (high skew) throughput increase, and partition by document yields a 37% (uniform) and a 40% (high skew) throughput increase). Furthermore its throughput is still increasing even though partition by document becomes saturated after M = 6. We see that in the uniform query model, partition by term performs better than partition by document since it can maintain a balanced disk utilization in spite of a skewed term distribution in the database and can take advantage of the clustering of the posting le.
E ect of the Load Balancing
As discussed in section 5.1 and 5.2, in a highly skewed environment partition by term reveals worse performance due to the high imbalance in posting I/O loads. We examine the e ect of load balancing in partition by term according to the enhanced partitioning schemes mentioned in section 3.4.
Here, we consider four partitioning schemes, i.e., partition by document (without load balanc- Figure 11 shows the disk utilization of each disk in the four partition schemes.
As we can see in Figure 10 , partition by term I shows almost the same performance with partition by term (without load balancing) and partition by term II gives some performance improvement (e.g., 30% (d = 4), 12% (d = 10), and 7% (d = 20) for high skew, and 5% (d = 4), 17% (d = 10), and 16% (d = 20) for low skew). Partition by term I does not consider the access frequency of terms in the user queries, so it can not reduce the I/O load imbalance among the disks. However, partition by term II considers the access frequency of terms in the user queries including each term's posting size, so it can reduce the I/O load imbalance to some degree. Note that partition by document still performs better than partition by term II (load balancing with equal posting I/O load) in the high skew case.
As can be seen in Figure 11 , the disk utilization of the saturated disk site (i.e., site 3) in the high skew case is not reduced much with load balancing compared with the low skew case. Also note This is because the increase of terms does not a ect the balance of disk utilization among all the disks. It just yields a higher disk utilization depending on the average posting size in a query. However, in partition by term there is a large di erence between the skew query model and the uniform query model. The skew query model shows a 115% increase rate while the uniform query model shows only a 23% increase rate as the number of terms in a query increases. In other words, under the uniform query model partition by term can obtain more well balanced I/O loads as the number of terms in a query increases. Conversely, the skew query model displays the reverse e ects.
In Figure 13 (b), we see that partition by term is more sensitive with parameter u value under the skew query model.
Conclusion
Within the past few years there has been a growing interest in applying general multiprocessor systems to information retrieval. The shared-everything architecture seems to be appropriate for medium size information retrieval systems or for individual nodes within a shared-nothing architecture. To provide a suitable level of performance in traditional as well as parallel information retrieval systems, the inverted le structure has been used. In this paper we have proposed two di erent partitioning schemes for an inverted le system on a shared-everything multiprocessor machine. One scheme partitions the Posting File by term id while the other scheme partitions the Posting File by document id. We studied the performance of these schemes by simulation under a number of workloads where the term frequencies in the documents are varied, the term frequencies in the queries are varied, the number of disks are varied and the multiprogramming level is varied. In general, we found by increasing the number of disks up to some threshold that the response time decreases. We also found that when we examine situations where there was less skew in the term distribution or when the term distribution in the user query is uniformly distributed that the partitioning scheme, based on term ids, performed the best. However, when we examined a highly skewed term distribution environment, the partitioning scheme, based on document ids, performed the best.
For future study, we are considering the mixed partitioning approach, i.e., high frequency terms (which have large posting entries) are partitioned among the disks and low frequency terms are clustered in a single disk. 
