JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms of scholarship. For more information about JSTOR, please contact support@jstor.org. The transactional data of a queueing system are the recorded times of service commencement and service completion for each customer served. With increasing use of computers to aid or even perform service one often has machine readable transactional data, but virtually no information about the queue itself. In this paper we propose a way to deduce the queueing behavior of Poisson arrival queueing systems from only the transactional data and the Poisson assumption. 
Introduction
Consider a Poisson arrival queueing system for which we have transactional data. That is, we know the time of service commencement and time of service completion for each customer who has been served by the system. Whenever there is a queue of customers waiting for service, we assume that following a customer's departure from service the next customer to enter service from the queue does so virtually immediately following said departure. Thus, the "signature" of a queue existing is a service completion time followed virtually immediately by a service initiation time. The transactional data, when rank ordered, provide such signatures and allow us to identify "congestion periods" during which arriving customers must wait in queue prior to service.
Our objective is to derive the queue statistics, including mean time spent waiting in queue, and the time-dependent mean number in queue from the transactional data. In other words, we wish to deduce queue behavior without observing the queue but by drawing inferences from the transactional data and from the Poisson arrival assumption. There are many potential applications, including analysis of customers queueing at automatic teller machines (ATM's), automobile traffic delayed at signalized intersections, and individuals queued awaiting access to a limited number of communications channels.
Our approach focuses on a single congestion period. Since the completion (or commencement) of a congestion period constitutes a renewal point in any Poisson arrival queue, once we have obtained the results for one congestion period we have in essence solved the entire problem. As will become clear, our approach exploits arguments drawn from the field of "order statistics" (cf. Barlow et al. 1972 and David 1981) . We will find that we do not need to know the arrival rate parameter of the Poisson process. In all of arrive in the vicinity of the intersection according to a Poisson process. As the vehicles stop at the intersection, perhaps due to a stop sign or a traffic light, a queue may form. This queue is depleted as vehicles pass over the cable and enter the intersection.
Within the context of this paper, the service initiation time for each vehicle is the time that the vehicle's front axle passes over the cable. The service completion time is the time the rear axle passes over the cable plus some reasonable constant perhaps dependent on vehicular speed (the calibration details requiring additional research) to allow for space between vehicles. A congestion period exists whenever the cable is registering vehicular movement and, if the intersection is signalized, whenever the light is "red" for vehicles attempting to pass over the cable and enter the intersection. Note that with a signalized intersection ( 1) successive moveups in vehicular queue position are not i.i.d., and (2) congestion periods can be caused by exogenous events (a "red light") as well as by simple queueing congestion.
QIE allows a traffic engineer to deduce the queueing behavior of vehicles at the intersection simply from the cable-recorded information, without ever observing the queue. EXAMPLE 4. Queueing Networks. A not so obvious application is in communication networks. At any given node of a communications network one has in general a complex queueing system in which arrivals are not Poisson (and not even regenerative) and the service process is complicated, typically not following i.i.d. or other "nice" assumptions. However, the cause of analytical tractability would be served if the (complex) arrival process could be approximated to be Poisson. Using transactional data (from the real system), one could estimate queue behavior at the node using the methods herein and compare to observed queue behavior; if the two are "similar," then the Poisson arrival assumption is probably a reasonable approximation for modeling purposes. 
Preliminaries
In a queueing environment, N(t) could represent the number of customers in queue at time t, assuming bulk service of all N waiting customers at time T, such as occurs at signalized pedestrian crosswalks. In more general queueing environments, customers usually leave one-at-a-time. Their service completion times within a congestion period impose a set of ineq1jP es Q the arrival times of other customers who waited in queue. It is this set of inequalities that produces precise conditioning information within the general context of order statistics, conditioning information that we use to deduce queue behavior. To illustrate key ideas and introduce notation, consider the sample function for a three-server queue shown in Figure 1 . In the example the congestion period commences at t = 0 upon arrival of a customer who changes the remaining idle server's status from idle to busy. From transactional data the queue exhibits both service departures and service commencements at times tl, t2, t3 and t4, indicating that ( 1 ) all three servers were continuously busy during this time; (2) a queue existed at least at times tl-, t2-, t3-, and t4-; and (3) that the total number of customers delayed in queue during the congestion period was N-4. At time t5 the transactional data indicate a service completion but no service commencement, thus ending the congestion period and thereby creating an idle server. From the transactional data, the cumulative number of departures through time t, d(t), is an observed function whereas the cumulative number of arrivals a(t) is not. From the conditioning information we know that the first arrival during the congestion period occurred prior to the first departure, i.e., X1 t1, and that subsequent arrivals obey the departure time inequalities X2 _ t2, X3 _ t3, X4 _ t4 = T. (Note that the end point of the conditional arrival interval for queued customers is T = t4, not tO.) During the congestion period the number of customers in queue is nQ(t) = a(t) -d(t) -1.
(For values of t equal to service completion times, i.e., t = tj, one must be careful whether one is considering tj+ or tj-, as the former subtracts from the queue the customer who enters service at time t, whereas the latter does not.) The total number of customers in the system (in service and in queue) at time t is n(t) -nQ(t) + 3.
The same concepts apply in more general queueing systems, including those with statedependent service rates, shortest-job-first queue discipline, etc. The key idea is to locate those service completion times which are accompanied by (nearly) simultaneous service commencement times.
Main Results
In this section we show how to deduce from transactional data (1) mean number of customers in queue t time units after commencement of a congestion period; (2) time average queue length; (3) mean delay in queue; and (4) incidence probabilities. All of the results follow simply once we can determine, using order statistics, the a priori probability that the arrivals during a congestion period obey the time orderings imposed by the observed departure times.
Computing the Fundamental A Priori Conditional Probability
For a given congestion period commencing at time t = 0 and terminating at time t = tN+ > tN, we wish to find the a priori probability of the event that our transactional data indicate has occurred. Define 
PROOF. (Induction) Equation (3) demonstrates that (4) holds for k = 1. Suppose (4) holds for k; we prove it holds for k + 1. 
The fundamental recursion is given by LEMMA 2.
PROOF.
(Induction) Equation (5) demonstrates that (6) holds for i = 1. Suppose (6) holds for i; we prove it holds for i + 1 (i-< k). To compute equation (6) and invoke uniformity of the probability measure over the joint sample space of the N -k unordered arrival times, we find an event having identical probability to that indicated in equation ( 11) 
Thus, ( 11 ) can be computed using the algorithm already developed for computing aki( ), tlki(t) = a(N-k)(N-k)(t').
(12)
Computation of 1ki(t) using ( 12) requires 0((N -k)3) new computations (i.e., using the algorithm of Lemma 2). Summing all the 0( [N -k] 3) terms below the diagonal of ,B(t), one finds that the number of separate terms required to evaluate the entire matrix j3(t) is O(N 5).
In practice, for large problems terms far from the diagonal are often small enough to be approximated as zero, so the computational work tends to grow more slowly than O(N5).
The Mean Cumulative Number of Arrivals at Time t
We now wish to compute Na(t) the expected cumulative number of arrivals to the system up to and including time t, given 0(t) and N(tN) = N. This is the quantity analogous to E[N(t)] displayed in equation (1) (a) for unconditioned order statistics. To avoid counting ambiguities we assume in Lemma 3 a strict ordering of the ti's: 0 < t1 < t2 < ... < tN. The generalization to nonstrict inequalities is straightforward and will not be stated here. As a final interesting property regarding Na(t), we have LEMMA 4. For t > 0, Na(t) is a concave function of t.
PROOF. See Appendix I.
REMARK. Lemma 4 is useful in developing bounds and approximations for large N.
Note that none of the results of this section depend on the value of the Poisson rate parameter X, nor do they depend on the number or type of servers. They only require the assumptions of ( 1 ) simple homogeneous Poisson arrivals and (2) queue "signatures" from the transactional data, i.e., a service initiation following virtually immediately after a service completion whenever there is a queue.
Numerical Example
To illustrate the mechanics, we solve using both Lemmas 1 and 2 a simple N = 3 example with ti = 4, t2 = 2 and t3 = T = 1. These data correspond to a queueing system for which ( 1 ) a congestion period commences at time t = 0; (2) departures followed immediately by service initiations occur at t1, t2, and t3; and ( 3 ) the departure occurring sometime later at time t4 is not followed immediately by a service initiation, thereby signaling the end of the congestion period. Hence, a queue existed at least at times tl-, Combining results, we obtain '3(t, 1) = 26. This is the a priori probability that the arrival times, given 3 arrivals over [0, 1], obey the departure time inequalities.
Using Lemma 2, we find the matrix Table 1 .
In Figure 4 we display NQ(t) for an N = 19 congestion period of a simulated MIMI 1 queue, together with the underlying sample function of the simulation. The close "tracking" of the sample function demonstrated in Figure 4 is typical of other empirical results we have obtained.
Summary and Conclusions
In this paper we have shown how to apply ideas of order statistics to deduce the behavior of Poisson-arrival queues without observing them. We simply use transactional data (i.e., times of service commencement and service completion) for each customer served together with the Poisson assumption to derive time-dependent mean number in queue, mean wait in queue and the probability distribution of the number of customers in queue upon arrival of a random customer. Using the same ideas, additional performance measures could be devised if desired.
None of our formulas contains the rate parameter X of the Poisson process. This is because the total number of (Poisson) arrivals over a congestion period is given as part of the conditioning information. Thus our results could be averaged over congestion periods occurring during times of different Poisson rate intensities. In fact, X could be a slowly varying function of time, X(t), and our results would be approximately correct, as long as X(t) does not "change very much" over any congestion period.
A limitation in implementing the methods proposed herein is that evaluation of the matrix fl(t) requires up to 0(N5) computations for a congestion period having N arrivals. Clearly this is not practical for very large N. However, with today's computers, such calculations are feasible certainly for N ? 50 and probably for N -< 100. As a benchmark, the average number of customers who queue in an MI G/ 1 system during a period of congestion is p/( -p) (where p = XE [service time]), which is less than 10 for p < 0.9 (Kleinrock 1975, p. 217). So for many important applications the fifth order growth in computational work with N should not be an impediment to implementation. For more saturated systems, we require additional research aimed at developing faster exact algorithms or bounds and approximations.' ' This research was supported by the National Science Foundation under Grant #SES 8709811. I thank Christopher Athaide for excellent research assistance, both in computer programming and in suggesting Lemma 2. I also thank for comments on an earlier draft A. Barnett, S. Graves, D. Gross, A. Odoni, and two anonymous referees.
