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Abstract
This thesis moves towards the investigation of Micro Electro-Mechanical Systems
(MEMS) intertial sensors from different perspectives and points of view: readout,
test and application.
Chapter 1 deals with the state-of-the-art for the interfaces usually employed for 3-
axes micromachined gyroscopes. Several architecture based on multiplexing schemes
in order to extremely simplify the analog front-end which can be based on a single
charge amplifier are analysed and compared. A novel solution that experiments an
innovative readout technique based on a special analog-Code Division Multiplexing
Access (CDMA) is presented; this architecture can reach a considerable reduction of
the Analog Front-End (AFE) with reference to other multiplexing schemes. Many
family codes have been considered in order to find the best trade-off between
performance and complexity. System-level simulations prove the effectiveness of
this technique in processing all the required signals. A case study is also analysed: a
comparison with the SD740 micro-machined integrated inertial module with tri-axial
gyroscope by SensorDynamics AG is provided.
MEMS accelerometers are widely used in the automotive and aeronautics fields
and are becoming extremely popular in a wide range of consumer electronics
products. The cost of testing is a major one within the manufacturing process,
because MEMS accelerometer characterization requires a series of tests that include
physical stimuli. The calibration and the functional testing are the most challenging
and a wide selection of Automatic Test Equipments (ATEs) is available on the
market for this purpose; those equipments provide a full characterization of the
Device Under Test (DUT), from low-g to high-g levels, even over temperature.
Chapter 2 presents a novel solution that experiments an innovative procedure to
perform a characterization at medium-g levels. The presented approach can be
applied to low-cost ATEs obtaining challenging results. The procedure is deeply
xiii
Abstract
investigated and an experimental setup is described. A case study is also analysed:
some already trimmed Three Degrees of Freedom (3DoF)-Inertial Measurement
Unit (IMU) modules (three-axes accelerometer integrated with a mixed signal ASIC),
from SensorDynamics AG are tested with the experimental setup and analysed, for
the first time, at medium-g levels.
Standard preprocessing techniques for removing the ground response from vehicle-
mounted Ground Penetrating Radar (GPR) data may fail when used on rough
terrain. In Chapter 3, a Laser Imaging Detection and Ranging (LIDAR) system
and a Global Positioning System (GPS)/IMU is integrated into a prototype system
with the GPR and provided high-resolution measurements of the ground surface.
Two modifications to preprocessing were proposed for mitigating the ground bounce
based on the available LIDAR data. An experiment is carried out on a set of
GPR/LIDAR data collected with the integrated prototype vehicle over lanes with
artificially rough terrain, consisting of targets buried under or near mounds, ruts
and potholes. A stabilization technique for multi-element vehicle-mounted GPR is
also presented.
The Appendix introduces an high-level modelling of a control system, providing
an useful tool to investigate a possible migration from a centralized control system to
a distributed one, moving towards an optimal partitioning. An evaluation algorithm
is proposed together with possible cost metrics. A case study is also provided: the
presented paradigm is applied to a control system for a gas turbine manufactured by
General Electric (GE) Nuovo Pignone. Finally a new paradigm, to be investigated
in the future, is introduced.
xiv
Chapter 1
Analog-CDMA Interfaces
for MEMS Gyroscopes
This work move towards the state-of-the-art for the interfaces usually employed
for 3-axes micromachined gyroscopes. Several architecture based on multiplexing
schemes in order to extremely simplify the analog front-end which can be based
on a single charge amplifier are analyzed and compared. This work presents a
novel solution that experiments an innovative readout technique based on a special
analog-CDMA; this architecture can reach a considerable reduction of the AFE with
reference to other multiplexing schemes. Many family codes have been considered in
order to find the best trade-off between performance and complexity. System-level
simulations prove the effectiveness of this technique in processing all the required
signals. Finally, a case study is analyzed: a comparison with the SD740 micro-
machined integrated inertial module with tri-axial gyroscope by SensorDynamics
AG is provided.
1.1 Introduction
A gyroscope usually consists of a mechanical structure, typically a poly-silicon
proof mass mounted on elastic suspensions, which can vibrate along two (ideally)
orthogonal directions (two degrees of freedom); for each degree of freedom, the
system can be considered as a Mass-Spring-Damper oscillator. In a non-inertial
reference system fixed with the sensor frame, the two modes of vibration experience
a dynamic coupling whenever the sensor undergoes a rotation, because of the onset
1
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of the Coriolis acceleration [1].
y
xz
Gyro frame
Ω(t)
Proof 
Mass
(m)
dyykyy
dxx
kxx
Figure 1.1: Mechanical model of a one-dimensional gyroscope
Figure 1.1 represents a non-inertial reference system fixed with the sensor frame,
whose x and y axes are aligned with the two orthogonal directions of vibration of the
proof mass. The in-plane equations of motion of the proof mass in the sensor-fixed
frame can be written as:
Mq¨ (t) +Dq˙ (t) +Kq (t) = F (t) + 2Ω (t)MSq˙ (t) (1.1)
where q (t) = [x (t) , y (t)]
T
is the in-plane displacement vector, F (t) = [Fx (t) , Fy (t)]
T
is the vector of external actuating forces and Ω (t) represents the sensor angular
velocity along the z -axis (orthogonal to the x -y plane). The 2 x 2 real, positive
definite matrices:
M =
[
mx 0
0 my
]
D =
[
dxx dxy
dyx dyy
]
K =
[
kxx kxy
kyx kyy
]
denote the mass, damping and stiffness matrices. The off-diagonal terms dxy and
dyx in the damping matrix D and kxy and kyx in the stiffness matrix K represent
non-proportional viscous damping and anisoelasticity effects. S is the antisymmetric
2
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matrix
S =
[
0 1
−1 0
]
that explains how the Coriolis acceleration couples the dynamics of the two modes
of vibration. In the following, for a sake of simplicity, only anisoelasticity effects are
considered while non-propotional damping is neglected. The conventional principle
of working consists into driving the mass with a simple harmonic motion along the
direction of the primary mode (drive-mode or driving) and into detecting the motion
generated along the direction of the secondary mode (sense-mode or sensing) while
the sensor is rotating. If x and y axes denote the directions of the drive-mode and
the sense-mode respectively, the equations of the motion can be written as follows:
x (t) = −X0 sin (ωxt) (1.2)
y¨ (t) +
ωy
Qy
y˙ (t) + ω2yy (t) = −2Ω (t) x˙ (t)− ωyxx (t) (1.3)
where ωx =
√
kxx/mx and ωy =
√
kyy/my are the natural frequencies of the
drive-mode and the sense-mode respectively, ωyx = kyx/my is the coupling factor
between the two modes and Qy = myωy/dyy is the quality factor of the sense-mode.
In (1.2) it has been assumed that the amplitude of the harmonic motion along
the driving is regulated and kept constant to a specific value X0 by an external
circuitry; in (1.3) it has been assumed that the sensing is not forced by the outside.
Still in (1.3), the first forcing term aΩ (t)
def
= −2Ω (t) x˙ (t) represents the Coriolis’
acceleration that depends directly from the angular rotation Ω (t) of the sensor.
When x (t) is an harmonic oscillation, aΩ (t) is a double-sideband signal with carrier
x˙ (t) and Ω (t) as modulating wave.
The second forcing term in the quadrature acceleration aq (t)
def
= −ωyxx (t)
is due to a partial coupling of the drive-mode along the sensing axis (caused by
imperfections of the manufacturing process). The motion y (t) along the sensing
axes is hence characterized by two different contributions: yΩ (t) due to the Coriolis’
acceleration and yq (t) due to the quadrature acceleration. The last contribution
is usually called quadrature error or Qbias. For constant angular rates, the two
contributions are proportional to x˙ (t) and x (t) respectively; under this condition,
those terms are in quadrature and a synchronous demodulation is required.
In the industrial field, the driving signal is called motor and is represented by
(1.4) with ωd = ωx; the sensing signal instead is called sense and is represented by
(1.5), again with ωd = ωx, where IB, Ω and QB represent the in-phase bias, the
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applied rate and the in-quadrature bias respectively.
m (t) =M0 sin (ωdt) (1.4)
s (t) = (IB +Ω) cos (ωdt+ φ) +QB sin (ωdt+ φ) (1.5)
For sake of clarity, the dynamics of a tri-axial gyroscope is reported below (according
to [2]) assuming that the gyroscope is moving with a constant linear speed, the
gyroscope is rotating at a constant angular velocity, the centrifugal forces are
negligible, the gyroscope undergoes rotations along x, y and z axes, mx = my =
mz = m.
mx¨+ dxxx˙+ kxxx+ kxyy + kxzz = Fx + 2mΩz y˙ − 2mΩy z˙
my¨ + dyy y˙ + kxyx+ kyyy + kyzz = Fy − 2mΩzx˙+ 2mΩxz˙
mz¨ + dzz z˙ + kxzx+ kyzy + kzzz = Fz + 2mΩyx˙− 2mΩxy˙
where m is the proof mass; Ωx, Ωy, and Ωz are angular velocities in the x, y, and
z direction respectively; kxy, kxz, and kyz are asymmetric spring terms; kxx, kyy,
and kzz are spring terms in the x, y, and z direction respectively; dxx, dyy, and dzz
are damping terms in the x, y, and z direction respectively; Fx, Fy, and Fz are the
control forces in the x, y, and z direction respectively. As previously underlined the
asymmetric damping terms have been neglected for a sake of simplicity. From the
previous considerations, the modern mixed-signal architectures for 3-axes capacitive
gyroscopes have to manage principally four signals: one primary signal for keeping
the sensor in resonance (motor) and three sensing signals (x/y/z-sense) [3] [4]. The
motor signal is used to reach and maintain sensor lock by the primary chain feedback
loop; instead x, y and z senses are used to extract the angular motion information
from the sensor [5] [6] [7] [8].
A fully decoupled 3D gyroscope [9] is shown schematically in Figure 1.2 and
implementation details are presented in Figure 1.3.
The gyroscope consists of eight radially driven segments angularly spaced by 45 °.
Four segments that are angularly separated by 90 ° are not paired by the central
suspension but suspended directly from the substrate. The high z-stiffness of the
suspension neutralizes out-of-plane Coriolis forces. Two opposite segments of the
other four plates are linked by the Cardan suspension (or equivalent) in two pairs,
either of which may tilt about the y- or x-axis in response to the corresponding
components Ωx and Ωy. Electrodes placed underneath allow independent differential
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Figure 1.2: A fully decoupled 3D gyroscope
Figure 1.3: Implementation detail of a fully decoupled 3D gyroscope
capacitive measurement for any of the in-plane rate signals. The four Ωz-sensitive
frames nest sub-frames that can be deflected orthogonally to the radial movement.
The sensing boxes within the sub-frames capture the Coriolis deflections stemming
from the Ωz component. All segments perform a common drive motion that is
enforced by the eight radially arranged synchronization springs.
Figure 1.4 shows the equivalent electrical model of a 3-axes capacitive gyroscope,
made by multiple capacitance couples connected to the moving structure.
5
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3D – Capacitive Gyro sensor model
driving
x-sense y-sense z-sensemotor
moving 
structure
Figure 1.4: 3D capacitive gyroscope sensor model
From Figure 1.4 we gather that the simplest strategy to process signals consists
in injecting a common excitation fs along the central moving structure and to get
the information through multiple charge amplifiers, one for each capacitance couple
(Figure 1.5).
3D – Capacitive Gyro sensor model
driving
Charge 
Amplifier
Charge 
Amplifier
Charge 
Amplifier
Charge 
Amplifier
fs
Figure 1.5: Analog front-end for 3D capacitive gyroscopes adopting multiple charge amplifiers
Figure 1.6 shows a readout interface based on multiple charge amplifiers. We
can identify two demodulations: the primary demodulation (that consists on mul-
tiplication and low pass filtering) that is strictly connected to the injected signal
fs and the secondary demodulation that is necessary for gyro information. Indeed
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native gyro signals are all amplitude modulated (AM) with the sine wave (Fpll)
that brings in oscillation the moving structure of the gyroscope as carrier [10].
Furthermore, a primary closed loop to sustain the gyroscope resonance can
be identified: the motor signal is demodulated and both the in-phase (I) and in-
quadrature (Q) components are extracted; those components, through an Automatic
Gain Control (AGC) and a Phase Locked Loop (PLL) [11], set the phase and the
amplitude of the driving signal provided by the Voltage Controlled Oscillator (VCO)
[12]. Finally the secondary chains (open loop) can be identified: those chains provide
the sensing signals processing, including temperature compensation (block Tcomp
in Figure 1.6) [13] [14] [15].
LPF
3D – Capacitive Gyro sensor model
Charge 
Amplifier
Charge 
Amplifier
Charge 
Amplifier
Charge 
Amplifier
Fpll (driving)
I
Q
Fpll
LPF AGC PI
controller
PLL PI
controller
AGC reference
VCO
Fpll (sine wave)
LPF
T comp Rate_x
Qbias_x
I
Q
LPF
LPF
Fpll
LPF
T comp Rate_y
Qbias_y
I
Q
LPF
LPF
Fpll
LPF
T comp Rate_z
Qbias_z
I
Q
LPF
LPF
Fpll
LPF
fs
fs
fs
fs
fs
Figure 1.6: Readout interface - principle of working
Obviously a solution based on multiple charge amplifiers requires lots of resources
(especially four charge amplifiers) and this aspect is directly connected to the
manufacturing costs of the ASIC. A more efficient solution, that it is widely used
in literature, consists in injecting the excitation (fs) along the capacitance couples
and to perform the readout from the moving structure (see Figure 1.7).
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3D – Capacitive Gyro sensor model
driving
x-sense y-sense z-sensemotor
Charge 
Amplifier
Figure 1.7: Analog front-end for 3D capacitive gyroscopes adopting a single charge amplifier
This way a simple AFE based on a single charge amplifier connected to the
moving structure of the sensor (Figure 1.7) can be used provided that a proper
access technique is applied in order to suitably process the signals within the same
transmission medium (i.e. the moving structure) [16]; state-of-the-art solutions
are based on Time Division Multiplexing Access (TDMA) and Frequency Division
Multiplexing Access (FDMA) multiplexing techniques.
1.1.1 TDMA-based readout interfaces
Figure 1.8 shows a block diagram of a mixed-signal readout interface adopting
the time-division multiplexing [17]. A high frequency signal fs is applied to each
channel (represented by a capacitance couple) at a time to modulate the capacitance
variations; usually, to avoid lock loss, the readout sequence ”motor, x-sense, motor,
y-sense, motor, z-sense” is adopted. The primary demodulation (fs) occurs in the
analog domain while the secondary demodulation (fpll) is done in the digital section
together with the signal post-processing.
From a system level analysis, the main assets for this solution are:
• no swing issues at the beginning of the charge amplifier because only one
signal is present at a time;
• need of a single analog-to-digital converter.
From a system level analysis, the main limitations for this solution are:
• undesired transients appearance in the readout chain due to time-sharing;
• needs of high clock frequencies to provide a good recovery of sine waves in the
digital part (as a general rule, four or more samples for period are required);
8
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Figure 1.8: Mixed-signal readout interface with time-division multiplexing
• poor system observability (this aspect is critical during tests, system level
verification and characterization);
• high likelihood of sensor lock loss, especially if the primary mode (motor) is
not excited continuously.
For the A/D conversion, two different solutions are adopted:
• converters without memory (Nyquist ADC);
• converters with memory (Σ∆ ADC) and introduction of empty temporary
slots (dummy slots) between two subsequent readout to expire and effectively
reject undesired transients.
1.1.2 FDMA-based readout interfaces
Figure 1.9 shows a block diagram of a mixed-signal readout interface adopting
the frequency-division multiplexing [18]. The high frequency modulation signals
(fs motor, fs sensing x, fs sensing y, fs sensing z) are applied simultaneously to the
four capacitance couples. The primary demodulation occurs in the analog domain
while the secondary demodulation is done in the digital section together with signal
post-processing; four A/D converter are required, usually of Σ∆ type for resolution
issues (values ranging from 14 to 16 bit are typically adopted). From a system level
analysis, the main advantages of this architecture are:
• simultaneous channels readout due to different high frequency sensing signals;
• high observability of the entire system.
On the other hand, the frequency-division multiplexing requires a careful sensing
excitation choice: after the high frequency primary demodulation, each channel is
9
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Figure 1.9: Mixed-signal readout interface with frequency-division multiplexing
characterized by interferences due to the other three excitations, even if anti-aliasing
filters are adopted; this problem is known as cross-modulation products issue and is
a form of intermodulation [19].
The main disadvantages of this architecture can be synthetized as follows:
• need of four different A/D converters;
• need generation of four different high-frequency sensing signals;
• signals spectrum quite populated after the high frequency demodulation;
• swing issues at the beginning of the charge amplifier, because of four signals
are present simultaneously.
1.2 Basic idea: CDMA-based readout interfaces
As analyzed before, the time- and frequency-division multiplexing accesses have
multiple pros and cons (summarized in Table 1.1); however FDMA is the most
spread technology for MEMS readout because it provides better performances in
terms of observability and spectral efficiency. This work is presenting for the first
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Parameter TDMA FDMA
Undesired transients yes × no √
Multiple ADC needed no
√
yes ×
Observability poor × good √
Analog section simple
√
complex ×
HF sensing signals one
√
four ×
Swing issues @ CHA no
√
yes ×
Spectral efficiency low × high √
Table 1.1: Comparison between TDMA- and FDMA-based architectures
time, according to the author knowledge, the use of an analog-CDMA technique for
MEMS readout electronics.
CDMA was firstly used in the military communication field for its characteristics
of spreading the signal spectrum since the 1950s [20]. It is now widely employed
in the broadband communication such as the UMTS standard for voice and data
digital transmission. The CDMA can achieve high performances with respect to
the frequency and time accesses, allowing multiple user transmission with very
low cross-talk and noise levels; furthermore CDMA can provide a better spectral
efficiency and is suitable in terms of electromagnetic compatibility.
1.3 Analog-CDMA based readout architecture
Using a readout interface with the code-division multiplexing access could allow
to drastically reduce the AFE with reference to FDMA and TDMA solutions [21];
the required components are a single charge amplifier connected to the moving
structure and four switches (one for each channel), together with an ADC and
a DAC (in common with the digital section). This can solve the general issues
regarding commonly analog design such as the complexity of the cells and can
decrease the current consumption reducing the number of cells.
The entire signal processing, including the primary and secondary demodulations,
could be performed in the digital domain; this increase the complexity of the entire
digital section but this part could better exploits Moore’s law with reference to the
analog part in terms of complexity and low power issues. As a drawback, there
could be swing issues at the charge amplifier due to the simultaneous presence of
four signals and bandwidth issues at the A/D converter due to the CDMA usage
that enlarge the frequency spectrum of the signals.
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Figure 1.10: Mixed-signal readout interface with code-division multiplexing
Figure 1.10 shows the block diagram of the proposed mixed-signal interface
exploiting code-division multiplexing access. The fpll sine wave brings in oscillation
the moving structure of the gyroscope; motor, x-sense, y-sense and z-sense channels
are simultaneously high frequency modulated adopting a special analog-CDMA
technique using a simplified AFE made by a single charge amplifier and working in
a frequency range where the flicker noise can be neglected (hundreds of kHz). After
the charge amplifier, the entire signal is converted in the digital domain through only
one ADC, that has to work at frequencies on the order of a couple of MHz. After
the high-frequency demodulation, made by multiplication with the corresponding
code, the motor signal is demodulated again and both amplitude and phase are
extracted.
The first information, through the AGC, is used to adjust the fpll (driving
signal) amplitude; the second information instead, through the PLL controller, is
used to set the fpll sine wave phase and then provide a synchronous demodulation
of sensing and motor signals. Also the sensing signals are high frequency (HF)
demodulated and the in-phase (I) and in-quadrature (Q) components are extracted:
the in-phase components give information about the external rotation measured by
the sensor; the in-quadrature components instead represent the parasitic movement
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of the sensing masses, in phase with the motor signal and in quadrature with the
effect of the rotational rate (also known as Qbias) [22] [23] [24].
The Qbias compensation loop is not showed in Figure 1.10 even if in literature lots
of solutions are reported [25] [26] [27] [28] [29] [30] [31]; Qbias has to be conveniently
compensated because it limits the demodulation AC gain and increments the system
sensitivity to phase variations that lead up to bias stability worsening. Indeed if the
demodulator has a phase error, a part of the Qbias comes to the output; the most
common techniques for the Qbias reduction are the insertion of extra capacitors
at the input of the ASIC (off-line open loop compensation) or the usage of closed
loop solutions acting on dedicated electrodes of the MEMS [32]. The Qbias issue is
independent of the specific multiplexing technique adopted.
1.3.1 Analog-CDMA principles of working
In the proposed interface, the control system generates four zero mean binary
codes (made by sequences of +1 and −1) that have to be applied to each channel.
Those ad-hoc codes drive analog switches that connect each capacitance couple
with two opposite voltage references; each capacitance couple is charged to +VREF
or −VREF due to code chip value (+1 or −1). The primary demodulation entirely
occurs in the digital domain (by simple multiplication for sequences of +1 and −1);
the proper signals recovery is provided by choosing orthogonal codes.
1.3.2 Code selection
During system development, several code types have been evaluated derived
from spread spectrum digital communications state-of-the-art, such as Barker
codes, Chu codes, Legendre sequences, Walsh sequences, Gold codes, Kasami codes,
Kamaletdinov field and Minimax sequences have been analyzed [20] [33] [34] [35].
A binary sequence can be represented as a sum of rectangular pulses of amplitude
one, only characterized by the sign, translated in the time domain accordingly to
their duration T . The Fourier transform of each pulse can be represented as:
± rect
(
t− nT
T
)
⇋ ±Tsinc (fT ) e−j2pifnT (1.6)
Because of Fourier transform properties the whole spectrum of the binary
sequence is the sum of some sinc functions, each multiplied to a complex exponential
that takes into account the phase in addition to the sign of the pulse (1.6). The
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amplitude spectrum depends by phase relationships between the different sinc
function but however his value cannot be higher than the one obtained supposing
the phase matching of all the contributions. Since |sinc (αf)| ≤ 1
piαf
∀f , the
amplitude spectrum of a sequence characterized by a length L is always increased
by (1.7).
A (f) =
L∑
i=1
T |sinc (Tf)| ≤ L
pif
(1.7)
For a generic sequence with period P we can obtain the coefficients of the Fourier
transform sampling in the frequency domain the transform S˜ (f) of the fundamental
interval, with duration T0 = PT , at intervals of
1
T0
. The k-th coefficient of the series
becomes S˜k =
1
T0
S˜
(
k
T0
)
and from (1.7) descends:
S˜k ≤ P
pi
1
fT0
=
1
pifT
(1.8)
With reference to the unilateral Fourier transform the limit expressed by (1.8)
doubles and becomes:
S˜k ≤ 2
pifT
(1.9)
From the previous analysis we can derive some considerations concerning the
spectrum of a periodic binary sequence that have been at the basis for our final
choice. The frequency split 1
T0
= 1
TP
between two subsequent harmonics is in inverse
proportion to the chip time T ; in case of zero-mean codes, the lower bandwidth
limit shows the same trend together with the maximum amplitude of harmonics.
The parameter P has the same effect as T over the lower bandwidth limit and the
frequency split; however the amplitude of harmonics is increased by (1.9) that is
independent on P .
The Walsh sequences were finally selected for this architecture because they
are zero mean codes, with the cross-correlation close to zero; the auto-correlation
presents non-zero side-lobes and for this reason an accurate synchronization is
required. Due to the non idealities of the charge amplifier, it is recommended to
prefer sequences that in the frequency domain have well separated harmonics and
this brings to reject sequences characterized by a long period.
Final choice was 8-th order Walsh codes; those codes are generated by 8-th
order Hadamard matrix using Sylvester’s construction. Each row of Hadamard
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matrix represents a different Walsh code and the codes are mutually orthogonal [36].
Theoretically speaking a 4-th order matrix could be enough, but the first code of
each matrix is not useful for our application because one capacitance couple will be
always charged to +VREF : without modulating the capacitance variation with a
high-frequency signal, the flicker noise will be dominant. Therefore an 8-th order
Hadamard matrix is necessary and the row number 2, 3, 7 and 8 have been preferred
(Figure 1.11) according to the previous considerations.
code 1
code 2
code 3
code 4
chip 1 chip 2 chip 3 chip 4 chip 5 chip 6 chip 7 chip 8
Figure 1.11: 8-th order Walsh codes set used during simulations
As in digital communications, each digit composing codes is usually called chip.
1.3.3 MATLAB model description
The driving chain resonant frequency f0 is taken as reference to define the model.
To provide the properly modulation of the channel variations, the code frequency
has been chosen of 16f0 (trade-off between speed and quantization error, evaluated
during simulations); because of each code is made by 8 digits, the chip frequency
results 128f0. Considering an oversampling factor of 4, the sampling frequency is
512f0 to achieve a properly analog to digital conversion; 512f0 is also the overall
clock frequency (fclock) of the digital section, even if some sub-sections can operate
at lower speeds.
A 14 bit Σ∆ A/D converter has been chosen for resolution issues in order to
reach the same performances of the case study. The optimal delays have to be found
in order to compensate the entire chain and to provide synchronous primary and
secondary demodulations and in order to avoid problems coming from the particular
auto-correlation of Walsh codes.
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Parameter Value Unit
motor static capacitance up 295 fF
motor static capacitance down 295 fF
sensing static capacitance x up 1 pF
sensing static capacitance x down 1 pF
sensing static capacitance y up 1 pF
sensing static capacitance y down 1 pF
sensing static capacitance z up 800 fF
sensing static capacitance z down 800 fF
electrical sensitivity x 13.5 aF/o/s
electrical sensitivity y 13.5 aF/o/s
electrical sensitivity z 15.5 aF/o/s
motor capacitance var up 108 fF
motor capacitance var down 108 fF
driving static capacitance up 945 fF
driving static capacitance down 945 fF
pad capacitance 2 pF
Table 1.2: Sensor model details
Model details
With reference to Figure 1.10, the model is introduced in detail. Table 1.2 lists
the main parameter used for the electro-mechanical model of the 3D gyroscope (see
Figure 1.4); the first section of the table contains the static values of the capacitive
model, the second section contains parameters related to the dynamic behaviour of
the gyroscope and the third section contains secondary parameters. In particular,
in the second section, the dynamic behaviour of motor capacitance is taken into
account at 80% of the maximum amplitude of the driving signal.
Table 1.3 lists the main parameter used for the charge amplifier modelling; the
bandwidth is roughly 6.48MHz.
Table 1.4 lists the main parameter used for the 2nd order sigma delta modulator
(all values are non-dimensional) part of the A/D conversion; the related Simulink®
model is shown in Figure 1.12.
Furthermore the analog voltage power supply is fixed at 3.3V and the Vref, that
is involved in the readout technique, at 1.8V. The driving chain resonant frequency
f0 is 15 kHz. The low pass filters are 5-th order sinc type.
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Parameter Value Unit
noise density 10 nV/sqrt(Hz)
feedback capacitance 1 pF
low cut-off frequency 14 kHz
high cut-off frequency 6.5 MHz
Table 1.3: Charge amplifier model details
Parameter Value
G 0.3639
B 1.3741
R 1
g 0.5
b 1
Table 1.4: 2nd order delta-sigma modulator details
Figure 1.12: 2nd order delta-sigma modulator (model)
1.4 Simulation results
All the simulation were performed with Matlab®, taking into account the
system model presented in Figure 1.10 and described in Section 1.3. The aim of
this section is to provide the effectiveness of the analog-CDMA principle and to
explore the main important parameters of the presented system. The first goal
of the simulation is to tune the system with the proper optimal delay in order to
compensate the entire chain and to provide synchronous primary and secondary
demodulation (as previously exposed in Section 1.3) and to investigate, at the same
time, if analog-CDMA is able to process and properly recover the signals of interest.
Figure 1.13 and Figure 1.14 show the system outputs (Ratex, Ratey and Ratez)
in the time domain and in the frequency domain respectively (the motor sense is
not plotted for a sake of clarity) when the following excitations are applied to the
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MEMS gyroscope:
• 10 o/s sine rate @ 30Hz on x-axis;
• 20 o/s sine rate @ 50Hz on y-axis;
• 30 o/s sine rate @ 70Hz on z-axis.
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Figure 1.13: Analog-CDMA based system outputs in the time domain
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Figure 1.14: Analog-CDMA based system outputs in the frequency domain
From those figures we gather that the analog-CDMA is able to process and
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properly recover the signals of interest. Higher frequency sine wave excitations
could be taken into account in principle, but for commercial rate-grade gyroscope
(including the ones suitable for automotive) the bandwidth is normally set by the
electronics and on the order of 100Hz [3].
The second goal is to evaluate the cross-axis sensitivity taking into account both
the electro-mechanical sensor and the codes used in the analog-CDMA multiplexing
architecture. Figure 1.15 and Figure 1.16 show the cross-axis simulation (in the time
and in the frequency domain respectively) when only a 10 o/s sine rate @ 30Hz on
x-axis is applied to the sensor. As in typical commercial rate-grade gyroscopes, the
cross-axis is below 5% (corresponding to at least 26 dB as showed in Figure 1.16).
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Figure 1.15: Cross-axis sensitivity in the time domain
Furthermore simulation shows a negligible worsening of the performance of the
entire system when the ±10% drift of the pole of the charge amplifier is simulated,
i.e. due to temperature issues.
1.4.1 Case study
In this section, as a proof of concept, we focus on the comparison between the
proposed (simulation-level) readout architecture and the SD740 micro-machined
integrated inertial module with tri-axial gyroscope (available on the market) de-
veloped in 2009 by SensorDynamics AG using TSMC 0.18µm CMOS technology.
The SD740 presents a FDMA-based architecture and is suitable for use in several
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Figure 1.16: Cross-axis sensitivity in the frequency domain
Parameter Unit Value
Noise density o/s/
√
Hz 0.1
Linearity (of FS) % ±1
Sensitivity % ±5
Cross-axis sensitivity1 % 5.0
Acceleration cross-sensitivity o/s/g 0.5
Table 1.5: Main performances of SD740
battery-powered applications (due to the low power consumption) and for demand-
ing industrial control and measurement tasks. The sensor element is manufactured
in a surface micromachining process and hermetically encapsulated by means of a
wafer level packaging technique. The SD740 is available in a QFN40 6x6x1.8mm3
package, has a supply voltage of 3.3V and a maximum current consumption of
5mA. Figure 1.17 shows the simplified block diagram of the product manufactured
by SensorDynamics AG and Table 1.5 lists the main physical characteristics.
The comparison between the proposed model and a commercial product is made
possible because the analog-CDMA technique has been investigated starting from
the SD740; fundamental blocks such as the electromechanical sensor, the charge
amplifier, the A/D converter, etc., have been reused without changes. Furthermore
1including cross-talk issues
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Figure 1.17: SD740 simplified block diagram
the native detailed simulation model of SD740 has been revised after the chip
manufacturing, based on real experimental measurements, being de facto silicon
proven.
Simulations on the proposed architecture show that the analog-CDMA solution
can achieve the same performances of SD740 in terms of noise density, cross-axis
sensitivity, acceleration cross-sensitivity, linearity and sensitivity. Even if the analog-
CDMA solution seems not to improve the main physical performances of the system,
the proposed readout technique opens interesting perspectives in term of reduction
of the silicon area; those topics are discussed in Section 1.5.
1.5 CDMA architectural analysis
A preliminary analysis in terms of silicon area has been performed during the
development of the proposed solution; Figure 1.18 underlines the main topological
changes between a FDMA-based (on the left side) and CDMA-based (on the right
side) architectures (see also Figure 1.9 and Figure 1.10 for further details).
The four analog mixers and the four LPF filters in the analog section together
with the four A/D converters (in common between analog and digital section) of
the FDMA-based architecture are now substituted by four couples of mixers and
LPF filters located in the digital section and only one A/D converter (in common
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Figure 1.18: Main topological changes between FDMA- and CDMA-based architectures
Parameter Unit Value
Analog MUX µm2 3.4k
Analog LPF µm2 62.5k
ADC µm2 79.0k
Analog section mm2 1.86
Digital section2 mm2 1.82
Pad ring mm2 1.40
Table 1.6: Main silicon area values of SD740
between analog and digital section) in the CDMA-based architecture.
Table 1.6 identifies the most important silicon area values for SD740 that, as
previously mentioned, was realized using TSMC 0.18µm technology in 2009.
Supposing the same building technology, it is possible to identify the correspond-
ing estimated values for the proposed architecture; in particular, in Table 1.7 are
listed the values related to the building blocks that changes switching from the
FDMA- to the analog-CDMA-based architecture.
With reference to the architectures showed in Figure 1.9 and Figure 1.10 and
the related changes underlined in Figure 1.18, the proposed solution can achieve a
reduction up to 24% of silicon area in the analog section; however an increase of
27.5% of silicon area in the digital section occurs. Nevertheless the digital section
2including one-time programmable memory
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Parameter Unit Value
Digital MUX µm2 200
Digital LPF (CIC) µm2 125k
ADC µm2 150k
Table 1.7: Estimated silicon area values of the proposed solution
could better exploit Moore’s law; for instance, by switching to a 130 nm process
could entirely balance the previous estimated increase.
However a limitation to this novel proposal is the poor observability of the entire
system that is useful during characterization and tests.
Moreover, the feasibility of the proposed solution strictly depends by the value
of f0 that is related to the type of the sensor; indeed the system clock frequency
is 512f0: if f0 is relatively high, fclock is high. From the f0 value also descend
considerations about the current consumption: consumption of analog switches is
related to chip frequency (128f0) and the consumption in the digital section depends
directly by fclock (512f0).
Those aspects may reduce the effective realization to the capacitive gyroscopes
having a resonant frequency lower than 15 kHz, mainly due to Σ∆ ADC issues.
Anyway the limitation on the resonant frequency does not represent a particular
problem because most of the micromachined gyroscopes actually available (both for
consumer and automotive) have a resonant frequency lower than 15 kHz.
1.6 Conclusion
In this work a novel mixed-signal architecture for micromachined gyroscopes
based an analog code division multiple access (CDMA) technique has been presented
and investigated; this solution allows to drastically reduce the analog front-end.
ASIC performances are comparable with the SD740 proprietary architecture (FDMA-
based) taken as reference; a reduction up to 24% on the silicon area of the analog
section has been estimated. Table 1.8 summarizes pros and cons of the proposed
CDMA-based architecture with respect to others multiplexing techniques.
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Parameter TDMA FDMA CDMA
Undesired transients yes × no √ no √
Multiple ADC needed no
√
yes × no √
Observability poor × good √ poor ×
Analog section simple
√
complex × simple √
HF sensing signals one
√
four × four ×
Swing issues @ CHA no
√
yes × yes ×
Spectral efficiency low × high √ high √
Table 1.8: Comparison between TDMA-, FDMA- and CDMA-based architectures
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Chapter 2
Characterization of MEMS
accelerometers up to 50 g
MEMS accelerometers are widely used in the automotive and aeronautics fields
and are becoming extremely popular in a wide range of consumer electronics products.
The cost of testing is a major one within the manufacturing process, because MEMS
accelerometer characterization requires a series of tests that include physical stimuli.
The calibration and the functional testing are the most challenging and a wide
selection of ATEs is available on the market for this purpose; those equipments
provide a full characterization of the DUT, from low-g to high-g levels, even over
temperature. This work presents a novel solution that experiments an innovative
procedure to perform a characterization at medium-g levels. The presented approach
can be applied to low-cost ATEs obtaining challenging results. The procedure is
deeply investigated and an experimental setup is described. Finally, a case study
is analysed: some already trimmed 3DoF-IMU modules (three-axes accelerometer
integrated with a mixed signal ASIC), from SensorDynamics AG are tested with
the experimental setup and analysed, for the first time, at medium-g levels.
2.1 Introduction
Micromachined inertial sensors, such as MEMS accelerometers, are one of the
most important types of silicon-based sensors; indeed they reached up to 35% of
the MEMS market in the last years. In fact, MEMS accelerometers are widely used
in the automotive and aeronautics fields and are becoming extremely popular in a
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Figure 2.1: MEMS testing flow
wide range of consumer electronics products, including smart-phones, game consoles,
personal media players, aided navigation systems, and camcorders stabilization
systems. High volume production combined with the huge market demand is a
crucial issue for the industry. Of course, the cost of testing is a major one within the
MEMS manufacturing process; therefore, relevant efforts are currently being spent to
speed up the test process by achieving high parallelization at a low cost and without
losing screening effectiveness [37]. MEMS come from the integration of mechanical
elements and electronics on a common silicon substrate through microfabrication
technology. Their complex nature makes the testing issues even more challenging
than for conventional semiconductor integrated circuits; advanced Computer-Aided
Design (CAD) and mechanical tools are needed to enable testing of a MEMS device
in all stages of its production. Final test flow includes many actions to be performed
at different realization steps, as showed in Figure 2.1. First, silicon parts of MEMS
accelerometers are tested at the wafer level by means of electrical wafer sort using
an ATE, possibly exploiting Design for Testability circuitries included on-chip, such
as scan chains and self-test engines, similarly to common integrated circuits. This
test phase only partially proves MEMS goodness; devices passing this preliminary
stage are packaged and have to undergo a second test step that aims at checking
their overall functional behaviour. Since MEMS accelerometers are designed to
respond to physical stimulation with electrical signals, such a testing phase requires
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the application of physical stimuli beyond the electrical ones. After the parametric
testing, aimed to assure the conformance of the accelerometer to the mechanical
and electrical requirements, two consecutive operations are performed: Calibration
(or Trimming) and Functional Testing [38]. Calibration is compulsorily performed
on every single MEMS sensor before proper usage. It suits to find out some inherent
constants (or trimming values) related to the device working principle [39]; trimming
values change from chip to chip and are stored inside the DUT in a proper manner,
such as using trimmed resistors, fuse transistors, ad-hoc registers or some kind
of non-volatile memory, like a flash memory. Following calibration, functional
testing of a MEMS component consists in applying a known physical stimulation
and reading the device’s output; if the measured value differs from the expected
one the component is rejected, otherwise it is shipped to market. Widely detailed
descriptions of infrastructures (ATEs) and methodologies for MEMS accelerometer
calibration and testing can be found [40]. Such equipment may be capable of
performing the calibration and test process for many devices in parallel. Many
commercial MEMS accelerometers implement self-test techniques [41] [42], often
based on built-in self-test (BIST) modules able to test the mechanical system
through electrical stimuli. BIST-based approaches are widely used for in-field,
oﬄine or online testing but they cannot perform sensor calibration if the BIST itself
is not calibrated firstly. Thus, calibration needs to be performed on each device by
means of an ATE at some point in time before releasing it to the market. Being
MEMS accelerometers multiple energy domains devices, calibration and testing
processes need both electrical and mechanical stimuli. Usually, these two stimuli
are generated by independent equipment parts: the so-called rate table, which
infuses the movement to the DUT using motors, and the electrical tester (normally
including a CPU), which applies the electrical inputs and reads the device outputs,
performs the computation needed for calibration and testing, and controls the rate
table movements. Usually, the rate table and the electrical tester are physically
separated and connected through wires.
2.2 Testing MEMS accelerometers
Whereas traditional semiconductor devices use a single generic tester for mostly
electrical tests, MEMS accelerometers, and in general inertial MEMS devices, require
a series of tests that include physical stimuli, as already mentioned in the previous
section. MEMS accelerometers need to undergo several static and dynamic stress
tests such as mechanical shock, variable frequency-vibration testing, temperature
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cycling and constant acceleration testing at component level. Standard qualification
tests ensure long-term reliability, such as high and low temperature operating life
tests also need to be passed. The most important tests for characterization are as
follows: scale factor test, bias (or acceleration offset), linearity, axis alignment test,
and off-axis vibration sensitivity.
The scale factor test which provides a constant defining the relationship between
the raw acceleration measurements and preferred engineering units. The scale factor
can be measured in many ways:
• local gravity can be used to perform a ±1 g calibration (1 g = 9.80665m/s2);
• for higher-g levels, an accelerometer can be mounted on the edge of a rotating
table producing a radial acceleration proportional to the radius times the
angular rate squared;
• a linear shaker or an off-axis angular vibration table can be used to measure
the scale factor as a function of frequency.
Bias (or acceleration offset) which is the measured acceleration when the device
is not moving and not subject to a component of gravity. Bias is characterized by
initial offset after warm-up, short and long term drifting and thermal sensitivity.
Bias is usually measured by nulling the device in the g-field then rotating the
sensitive axis precisely 180 degrees through the g-field; the measured value at this
position is twice the value of the bias.
Linearity is a measure of the scale factor error gradient over the operating range of
the device. Linearity errors come in many forms which include asymmetry, saturation
and rectification phenomenon. Linearity errors are measured by performing a multi-
point tumble test in the gravity field or on a precision rate table using simulated
radial acceleration.
Axis alignment tests measure the error between the sensitive axis and physical
reference features of the package. Procedures for measuring alignment errors are
generally difficult because they involve the alignment of the rate table and knowledge
of the fixture errors.
Off-axis vibration sensitivity results in measurement errors that degrade the
dynamic performance of an accelerometer. These errors are often subtle but can
significantly degrade the accuracy of a system that integrates acceleration over time
to estimate rate and/or position motion states. The off-axis sensitivity is measured
by stimulating the device with linear or rotary vibration along or about the non-
sensitive axes of the accelerometer and monitoring the magnitude of the correlated
signal in the sensitive axis. Since this is a dynamic phenomenon, vibration testing
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Figure 2.2: Four-point tumble schema for accelerometer calibration
allows characterization as a function of frequency. Because of the architecture
of MEMS devices and the utilization of suspension structures, cross-coupling is
significant; often this error source is not tested and rarely compensated. For multi-
axis inertial sensors, cross-axis sensitivity needs to be deeply characterized. This is
typically calculated with the data measured on all axes simultaneously during the
scale factor measurement.
2.2.1 MEMS accelerometer calibration - principles
As already written in the introduction, the MEMS functional testing process
is preceded by a calibration, or trimming procedure. Calibration is the process of
comparing device outputs with known reference information and determining the
coefficients that force the output to match the reference information over a range
of output values. During this phase, the tester feeds the MEMS component with
some trimming values to set-up some internal parameters. Trimming values are
not fixed, but have to be determined for each device according to the electrical
responses to well defined physical stimulations. First-order bias and scale factor
errors are the dominant deterministic elements for accelerometers. Let us consider
a linear model for their output. In (2.1) the linear model is expressed for axis x of
an accelerometer:
Ax = mxGx + ox (2.1)
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where Ax is the output of the device, mx is the Sensitivity, ox the Offset error
and Gx the acceleration applied to the device on the x -axis. For accelerometers,
trimming values can be determined using the earth gravity as reference through the
four-point tumble method defined in the ”IEEE Standard Specification Format Guide
and Test Procedure for Linear Single-Axis, Nongyroscopic Accelerometers” [43].
Following this approach (see Figure 2.2), for axis x, the Sensitivity and Offset error
can be calculated using (2.2) and (2.3).
mx = 0.5 [Ax(90)−Ax(270)] (2.2)
ox = 0.5 [Ax(0) +Ax(180)] (2.3)
where Ax(90) is the output obtained with sensor axis x in the 90° position (up),
Ax(270) in the 270° position (down), Ax(0) in 0° position (horizontal) and Ax(180)
is the output obtained with the sensor x axis in the 180° position (horizontal). We
have to underline, for sake of clarity, that in (2.3) the numerical coefficient has [g]
units while in (2.2) is non-dimensional. Obviously, for a 3D sensors this procedure
should be done for every axis, resulting in a total of six positions.
2.3 MEMS accelerometers ATEs
The calibration and the functional testing are the most challenging in MEMS
accelerometers testing; a wide selection of ATEs is available on the market for this
purpose. Acutronic and SPEA, but also MultiTest, FocusTest, Alliance Calibration,
Inspec, Micro Quality Calibration, Meggitt Sensing Systems are actually the most
important manufacturer of ATEs for MEMS accelerometer. Those equipments
provide a full characterization of the DUT, from low-g to high-g levels, even
over temperature. However those machines, that have a relatively high-cost, are
suitable for production tests; instead for characterization tests (i.e. bring-up)
low-cost equipments are preferred. Low-cost equipments have usually limited
functionalities, such as single axis motion or narrow capability in applying stimuli.
The equipments available for the ”first” characterization test are usually capable to
perform calibration and reduced functional testing (often up to ±5 g, depending on
the final application) over temperature. Other equipments are also available, such as
rate tables capable to apply stimuli on a single axis in a wider g-range, typically up
to ±50 g, again depending on the final application. Those second equipments could
be useful to evaluate shock robustness and the saturation of the mechanical sensor,
investigating the potential enlargement of application range. However correlating
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the resulting data could be extremely arduous because of the DUT is evaluated in
two different equipments (is placed into two physically different setups) that could
be from two different manufacturer. Aim of this work is the development of a new
concept for characterization of MEMS accelerometers at medium-g levels.
2.4 Problem statement
Considering a micro-machined integrated inertial module with digital output
equipped with a tri-axial accelerometer (MEMS sensor + analog front-end + digital
signal processing) suitable for use in basic automotive application, such as vehicle
stabilization, occupant protection and navigation systems; due to the application,
on the module is performed a calibration procedure together with functional testing
up to ±5 g from -40℃ to +125℃ using a dedicated ATE. If a new characterization
at medium-g levels (up to ±50 g) with a low-cost machine capable to apply stimuli
on a single axis, such as a simple turning table, has to be performed, reasonably
an evaluation board with a socket for the storage of the module and a mechanical
adapter to fix the evaluation board to the turning table is required. Two different
problems have to be taken into account:
• misalignments between DUT, evaluation board, mechanical adapter and
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Figure 2.4: Turning table: table, connectors and senses of motion
turning table (see Figure 2.3);
• change the environment to test another axis (i.e. from x to y) or semi-axis
(i.e. from positive to negative).
Aim of this work is the development of a procedure allowing to overcome the
problems listed above, operating de facto a sort of calibration on the second ATE
using a trimmed device.
2.5 Novel characterization procedure
The turning table can be controlled both in position-mode and in angular-rate-
mode acting on a driver (see Figure 2.4). The first goal of the procedure is to correct
offset due to the multiple misalignments and the second is to find the angular rate
that causes +1 g acceleration on the trimmed DUT. This particular angular rate,
called in the following ω∗, will be the basis for applying linear acceleration on the
DUT.
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Figure 2.5: Typical offset trend versus angular position
2.5.1 Offset nulling
The turning table is controlled in position-mode and the DUT is turned at
step of 10° in stationary conditions, without applying any angular rate. The
output of the accelerometer is measured 10 times, and then averaged, for each
position obtaining a sort of offset vector that will be subtracted at each subsequent
measurement. Figure 2.5 shows the typical offset trend (versus angular position)
due to misalignments. The way to reach an effective calibration procedure is to
perform all measurements in correspondence of the points where the offset is known.
2.5.2 Finding ω∗
As already explained, the target of this part of the procedure is to find ω∗.
Starting from a nominal sensitivity value, expressed in lsb/g, where lsb means least
significant bit (the DUT has a digital output), the expected output is computed for
1 g acceleration and this value is stored as ACCtarget (i.e. 4828 lsb). Afterwards,
an appropriate angular rate (ωset) is set on the turning table and than the sensor’s
output is measured (ACCmeasured), in correspondence of the points where the offset
is known, until the error is less than 0.6mg approximatively. The procedure can be
summarized using the C-like code in Listing 2.1.
At the end of the calibration procedure, the ω∗ is computed, using a linear
approximation (2.4):
ω∗ =
√
ω2setACCtarget
ACCmeasured
(2.4)
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Figure 2.6: Mechanical adapters for testing x-and y-axis
whi le (1 ) :
{
i f ( abs (ACC measured−ACC target ) <(0.6mg) ) :
{
5 break ;
}
e l s e :
{
omega set++;
10 }
}
Listing 2.1: ω∗ evaluation procedure
2.5.3 Complete test procedure
In this subsection, an example of the complete test procedure is described.
Initially, positive semi-axis is tested: a calibration procedure is performed and then
the ”real” test starts. This test consists on applying multiples and sub-multiples
of 1 g acceleration (based on the quantity ω∗) acting on the motor driver. Applied
accelerations are at steps of 0.25 g (from 0 g to 2 g), 0.5 g (from 2 g to 5 g) and
1 g (from 5 g on). Subsequently, negative semi-axis is tested: a new calibration
procedure is done (a new ω∗ is found) and then a new ”real” test starts. Finally, a
post-processing procedure on acquired data is performed.
2.6 Experimental setup
Available modules are firstly trimmed using an RTA 320 from SPEA (SPEA
RTA Series is a family of multi-axis positioners for testing inertial MEMS) [44]. An
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Figure 2.7: Mechanical adapters for testing z-axis
experimental setup, based on Centrifuge 120.13 (turning table) together with Acutrol
ACT 1001 PA (driver) both from Acutronic [45], has been developed including
mechanical adapters (see Figure 2.6 and Figure 2.7, all ratings are expressed in
millimiters), test boards (see Figure 2.8) and the related wiring. Also a software
part has been developed from scratch, including drivers (written in Python, based
on serial communication library), test procedure (again written in Python) and
post-processing scripts (Python and Matlab).
Figure 2.9 describes the block diagram of the entire setup.
2.6.1 Case study
A 3DoF-IMU from SensorDynamics AG has been chosen for testing the new
concept and the entire environment. This 3DoF-IMU includes a three-axes accelero-
meter integrated with a mixed signal Application Specific Integrated Circuit (ASIC)
in a 24-pin Open Cavity (OC) plastic package and is suitable for automotive ap-
plication (see Figure 2.10). Modules have been initially trimmed under RTA 320
from SPEA. First of all the procedure has been tested, applying acceleration on
the DUT between ±5 g (same as RTA 320), obtaining the same results listed in
the previous trimming report. Once the goodness of the procedure was proved, the
DUT was stressed up to ±50 g (even acting on gains both in analog and digital
section) to investigate sensor’s saturation. Figure 2.11 shows the 3DoF-IMU fixed
on the turning table, before testing x- and y-axis. A very important parameter for
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Figure 2.8: Shock&Vibra test board
Figure 2.9: Setup block diagram
Figure 2.10: The 3DoF-IMU from SensorDynamics AG
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Figure 2.11: 3DoF-IMU fixed on the turning table
characterizing MEMS accelerometers is the linearity error (LinErr) defined as the
maximum error of the measured acceleration a versus the best-fit calculated in a
given range of the applied acceleration A, divided by the max g-level applied in
that range and expressed in percentage as reported in (2.5):
LinErr = 100
max {abs [ax − bestfit (ax)]}
γ0max (A)
(2.5)
where
• ax is the acceleration measured on the module under test, expressed in lsb;
• γ0 is the scale factor, calibrated during production (standard value is 4828 lsb/g);
• A is the applied acceleration along radial axis of the centrifuge system, ex-
pressed in g.
Specifications from SensorDynamics AG report that the maximum LinErr is 0.2%
in range ±2 g and 0.5% in range ±5 g. Taking into account those values, some
modules have been tested, even in the range ±8 g where a value for LinErr is not
specified; however a target value of 1.0% has been unofficially disclosed.
Results are listed in Table 2.1; the LinErr computed in range ±8 g at a sensitivity
of 4828 lsb/g is not to be considered because, in this case, accelerometer saturates at
roughly ±6.5 g. Furthermore in Figure 2.12 the complete characterization for axis
x on module 0044 is showed, when the sensitivity is set at 2414 lsb/g; the sensor
saturates roughly at +12 g and -14 g; the red line is the best fit in range ±8 g. All
results are according to the specifications or according to target values. Furthermore
all measurements have been performed following an MSA-like procedure, where MSA
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Module Sensitivity Axis LinErr LinErr LinErr
ID (lsb/g) ±2 g (%) ±5 g (%) ±8 g (%)
0044 2414 x 0,050 0,136 0,401
0044 2414 y 0,035 0,213 0,580
0044 2414 z 0,066 0,040 0,187
0044 4828 x 0,021 0,127 9,987
0044 4828 y 0,028 0,201 10,458
0044 4828 z 0,027 0,081 9,595
0059 2414 x 0,032 0,091 0,321
0059 2414 y 0,040 0,180 0,475
0059 2414 z 0,026 0,044 0,350
0059 4828 x 0,019 0,094 10,062
0059 4828 y 0,033 0,152 9,984
0059 4828 z 0,016 0,086 9,670
0073 2414 x 0,025 0,101 0,298
0073 2414 y 0,055 0,179 0,488
0073 2414 z 0,038 0,039 0,205
0073 4828 x 0,023 0,095 10,130
0073 4828 y 0,016 0,150 10,332
0073 4828 z 0,011 0,072 9,642
0076 2414 x 0,059 0,163 0,418
0076 2414 y 0,040 0,281 0,681
0076 2414 z 0,031 0,063 0,213
0076 4828 x 0,039 0,135 10,187
0076 4828 y 0,053 0,241 10,577
0076 4828 z 0,027 0,099 9,617
Table 2.1: LinErr evaluation on multiple ranges
means Measurement Systems Analysis, according to the operation flow summarized
in Figure 2.13.
2.7 Conclusion
In this work a low-cost novel concept for characterization of MEMS accelerome-
ters at medium-g levels for automotive has been developed. The concept has been
also successfully tested on some modules of already trimmed 3DoF-IMU from Sen-
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Figure 2.12: Characterization for axis x on module 0044 (sensitivity is set at 2414 lsb/g)
sorDynamics AG; modules has been firstly re-tested using a different environment,
confirming the goodness of the developed setup, and then tested for the first time at
medium-g levels (potentially up to 50 g). The developed setup has been successfully
used from SensorDynamics AG also for the evaluation of other parameters such
as the cross-axis sensitivity. Since similar products from SensorDynamics AG are
also equipped with a single axis MEMS gyroscope, the setup, even if conveniently
revised, has been suitable for advanced characterization including quadrature bias
evaluation.
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Figure 2.13: MSA-like operation flow
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Chapter 3
Active stabilization of
Vehicle-Mounted GPR
Standard preprocessing techniques for removing the ground response from vehicle-
mounted GPR data may fail when used on rough terrain. In this work, a LIDAR
system and a GPS/IMU is integrated into a prototype system with the GPR and
provided high-resolution measurements of the ground surface. Two modifications
to preprocessing were proposed for mitigating the ground bounce based on the
available LIDAR data. An experiment is carried out on a set of GPR/LIDAR data
collected with the integrated prototype vehicle over lanes with artificially rough
terrain, consisting of targets buried under or near mounds, ruts and potholes. A
stabilization technique for multi-element vehicle-mounted GPR is also presented.
3.1 Introduction
The possibility of detecting buried objects remotely has fascinated mankind over
centuries. A single technique which could render the ground and its contents clearly
visible is potentially so attractive that considerable scientific and engineering effort
has gone into devising suitable methods of exploration [46].
GPR is a rapidly growing field that has seen tremendous progress in the develop-
ment of theory, technique, technology, and range of applications over the past 15-20
years. GPR has also become a valuable method utilized by a variety of scientists,
researchers, engineers, consultants, and university students from many disciplines.
The diversity of GPR applications includes a variety of areas such as the study of
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groundwater contamination, geotechnical engineering, sedimentology, glaciology,
and archaeology. This breath of usage has lead to GPR’s rapid development and
pre-eminence in geophysical consulting and geotechnical engineering, as well as
inspiring new areas of interdisciplinary research in academia and industry.
The technology of GPR is largely applications-oriented and the overall design
philosophy, as well as the hardware, is usually dependent on the target type and
the material of the target and its surroundings. The range of applications for GPR
methods is wide and the sophistication of signal recovery techniques, hardware
designs and operating practices is increasing as the technology matures.
The foundations of GPR lie in electromagnetic (EM) theory; Maxwell’s equations
mathematically describe the physics of EM fields, while constitutive relationships
quantify material properties. Combining the two provides the foundations for
quantitatively describing GPR signals.
In mathematical terms, EM fields and relationships are expressed as follows:
∇× E = −∂B
∂t
(3.1)
∇×H = J + ∂D
∂t
(3.2)
∇ ·D = q (3.3)
∇ ·B = 0 (3.4)
where E is the electric field strength vector (V/m); q is the electric charge density
(C/m3); B is the magnetic flux density vector (T); J is the electric current density
vector (A/m2); D is the electric displacement vector (C/m2); t is time (s); and H
is the magnetic field intensity (A/m).
Constitutive relationships are the means of describing a material’s response
to EM fields. For GPR, the electrical and magnetic properties are of importance.
Constitutive equations provide a macroscopic (or average behaviour) description of
how electrons, atoms, and molecules respond en masse to the application of an EM
field.
J = σE (3.5)
D = εE (3.6)
B = µH (3.7)
Electrical conductivity σ characterizes free charge movement (creating electric
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current) when an electric field is present. Resistance to charge flow leads to
energy dissipation. Dielectric permittivity ε characterizes displacement of charge
constrained in a material structure to the presence of an electric field. Charge
displacement results describes how intrinsic in energy storage in the material.
Magnetic permeability µ describes how intrinsic atomic and molecular magnetic
moments respond to a magnetic field. For simple materials, distorting intrinsic
magnetic moments store energy in the material. For GPR, the dielectric permittivity
is an important quantity. Most often, the terms relative permittivity or dielectric
constant are used and defined as follows:
εr =
ε
ε0
(3.8)
where ε0 is the permittivity of vacuum (8.89 pF/m).
In most GPR applications, variations in σ and ε are most important while
variations in µ are seldom of concern; GPR is most useful in low-electrical-loss
materials. If σ = 0, GPR would see very broad use since signals would penetrate to
great depth. In practice, low-electrical-loss conditions are not prevalent. Clay-rich
environments or areas of saline groundwater can create conditions where GPR signal
penetration is very limited.
In Table 3.1 the electrical properties of common geological media are reported
in detail.
Earth materials are invariably composites of many other materials or components.
Water and ice represent the few cases where a single component is primarily present.
A simple beach sand is a mixture of soil grains, air, water, and ions dissolved in water.
Soil grains will typically occupy 60-80% of the available volume. Understanding
the physical properties of mixtures is thus a key factor in the interpretation of
a GPR response. Mixtures of materials seldom exhibit properties directly in
proportion to the volume fraction of the constituent components. In many respects,
this complexity can make quantitative analysis of GPR data impossible without
ancillary information.
3.2 GPR fundamentals
Figure 3.1 illustrates the block diagram of a GPR and Figure 3.2 the principle
of operation.
The electromagnetic wave is radiated from a transmitting antenna, travels
through the material at a velocity which is determined primarily by the permittivity
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Material εr σ v α
mS/m m/ns dB/m
Air 1 0 0.3 0
Distilled water 80 0.01 33 2
Fresh water 80 0.5 33 0.1
Sea water 80 30 0.01 1
Dry sand 3-5 0.01 0.15 0.01
Saturated sand 20-30 0.1-1.0 0.06 0.03-0.3
Limestone 4-8 0.5-2 0.12 0.4-1
Shale 5-15 1-100 0.09 1-100
Silt 5-30 1-100 0.07 1-100
Clay 4-40 2-1,000 0.06 1-300
Granite 4-6 0.01-1 0.13 0.01-1
Salt (dry) 5-6 0.01-1 0.13 0.01-1
Ice 3-4 0.01 0.16 0.01
Table 3.1: Electrical properties of geological media
Figure 3.1: Block diagram of a GPR
of the material. The wave spreads out and travels downward until it hits an object
that has different electrical properties from the surrounding medium, is scattered
from the object, and is detected by a receiving antenna. The surface surrounding the
advancing wave is called a wave-front. A straight line drawn from the transmitter
to the edge of the wavefront is called a ray.
Rays are used to show the direction of travel of the wavefront in any direction
away from the transmitting antenna. If the wave hits a buried object, then part of
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Figure 3.2: Principle of operation of a GPR
the waves energy is reflected back to the surface, while part of its energy continues
to travel down-ward. The wave that is reflected back to the surface is captured by
a receive antenna, and recorded on a digital storage device for later interpretation.
Antennas can be considered to be transducers that convert electric currents on
the metallic antenna elements to transmit electromagnetic waves that propagate
into a material. Antennas radiate electromagnetic energy when there is a change
in the acceleration of the current on the antenna. The acceleration that causes
radiation may be either linear,(e.g., a time-varying electromagnetic wave travelling
on the antenna), or angular acceleration.
Radiation occurs along a curved path, and radiation occurs any-time that the
current changes direction (e.g. at the end of the antenna element). Controlling and
directing the radiation from an antenna is the purpose of antenna design. Antennas
also convert electromagnetic waves to currents on an antenna element, acting as a
receiver of the electromagnetic radiation by capturing part of the electromagnetic
wave.
The principle of reciprocity says that the transmit and receive antennas are
interchangeable, and this theory is valid for antennas that are transmitting and
receiving signals in the air, well above the surface of the ground. In practice,
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transmit and receive antennas are not strictly interchangeable when placed on the
ground, or a lossy material surface, because of attenuation effects of the ground in
the vicinity of the transmit antenna.
Electromagnetic waves travel at a specific velocity that is determined primarily
by the permittivity of the material. The relationship between the velocity of the
wave and material properties is the fundamental basis for using GPR to investigate
the subsurface. To state this fundamental physical principle in a different way: the
velocity is different between materials with different electrical properties, and a
signal passed through two materials with different electrical properties over the
same distance will arrive at different times.
The interval of time that it takes for the wave to travel from the transmit
antenna to the receive antenna is simply called the travel time. The basic unit of
electromagnetic wave travel time is the nanosecond (ns), where 1 ns=10-9 s. Since
the velocity of an electromagnetic wave in air is 0.3m/ns, then the travel time for
an electromagnetic wave in air is approximately 3.3333 ns per m travelled. The
velocity is proportional to the inverse square root of the permittivity of the material,
and since the permittivity of earth materials is always greater than the permittivity
of the air, the travel time of a wave in a material other than air is always greater
than 3.3333 ns/m.
The travel time of an electromagnetic wave through two different materials is
shown in Figure 3.3.
Figure 3.3: Effect of permittivity on travel time
The GPR transmits a very short pulse of EM energy into the material by a
transmitting antenna; energy reflected by discontinuities is captured by a receiving
antenna. Depth range & resolution are related to the radar frequency, transmitted
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power, host material EM properties and to the shape and characteristics of the
targets.
The round-trip transit time of the pulse emitted by the GPR and its reflection
provide range information on the target (see Figure 3.4).
Figure 3.4: How an image is produced by a GPR
If a receive antenna is switched on at precisely the instant that the pulse is
transmitted, then two pulses will be recorded by the receive antenna. The first
pulse will be the wave that travels directly through the air (since the velocity of
air is greater than any other material), and the second pulse that is recorded will
be the pulse that travels through the material and is scattered back to the surface,
travelling at a velocity that is determined by the permittivity ε of the material.
The resulting record that is measured at the receive antenna is similar to one
of the time-amplitude plots in Figure 3.3, with the input wave consisting of the
direct wave that travels through air, and the output pulse consisting of the wave
reflected from the buried scattering body. The recording of both pulses over a
period of time with receive antenna system is called a trace, which can be thought
of as a time-history of the travel of a single pulse from the transmit antenna to the
receive antenna, and includes all of its different travel paths. The trace is the basic
measurement for all time-domain GPR surveys. A scan is a trace where a color
scale has been applied to the amplitude values. The round-trip (or two-way) travel
time is greater for deep objects than for shallow objects. Therefore, the time of
arrival for the reflected wave recorded on each trace can be used to determine the
depth of the buried object, if the velocity of the wave in the subsurface is known.
The principle of constructing a scan from a sequence of traces is shown in
Figure 3.5.
The trace is the time-history record (measured in nanoseconds for radar waves)
of a tiny piece (in the spatial sense) of a pulse of electromagnetic energy that travels
from the transmit antenna and ends up at the receive antenna. If a portion of the
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Figure 3.5: Principles of constructing a scan
wavefront encounters an object with a permittivity different from the surrounding
material (host media), then that portion changes direction by a process that is
called scattering.
Scattering at the interface between an object and the host material is of four
main types (see Figure 3.6):
1. specular reflection scattering,
2. diffraction scattering,
3. resonant scattering,
4. refraction scattering.
Specular reflection scattering is the common model for the seismic reflection
technique. If the transmit and receive GPR antennas separate entities, then the
system is called a bistatic antenna arrangement. If bistatic GPR antennas are
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Figure 3.6: Scattering mechanisms
deployed with the transmit and receive antennas located closely together, then the
energy that is recorded is often called back scattered energy. Specular scattering is
based on the Law of Reflection, where the angle of reflection is equal to the angle of
incidence.
When a wave impinges on interface, it scatters the energy according to the shape
and roughness of the interface and the contrast of electrical properties between the
host material and the object. Part of the energy is scattered back into the host
material, while the other portion of the energy may travel into the object. The
portion of the wave that propagates into the object is said to be refracted. The
angle that the wave enters into the object is determined by Snell’s law, which can
be stated as follows:
v1
v2
=
sinφ1
sinφ2
(3.9)
where v1 and v2 are the velocities of the wave through the upper and lower materials,
respectively, and φ1 and φ2 are the angles of the raypath for the incident and refracted
waves, respectively.
If the interface is smooth and continuous (e.g., a layer boundary), and velocity
of the wave in the lower boundary (e.g., the object, or lower layer) is greater than
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velocity in the host material, then the wave within the object we’ll travel along the
interface with a velocity that is equal to velocity of wave in the object. The angle
where this occurs is called critical angle, and can be determined by the following
equation: √
ε1√
ε2
=
v1
v2
= sinφ1 (3.10)
The distance that the receiver must be from the transmitter to receive a refracted
wave is called the critical distance. Refracted waves are uncommon as a propagation
path for GPR, since the electromagnetic wave velocity tends to decrease with depth.
This is a consequence of the fact that seismic and electromagnetic wave velocities
in partially saturated and unconsolidated materials are affected primarily by the
water content.
Diffraction is the bending of electromagnetic waves. Diffraction scattering occurs
when a wave is partially blocked by a sharp boundary. Huygen’s principle of
spherical spreading applies, but since the wave scatters off of a point, the wave
spreads out in different directions, as first noted by Fresnel. The nature of the
diffracted energy depends upon the sharpness of the boundaries and the shape of
object relative to the wavelength of the incident wave. Diffractions commonly can
be seen on GPR data as semi-coherent energy patterns that splay out in several
directions from a point, or a along a line.
Geologically, they often are measured in the vicinity of a vertical fault, or a
discontinuity in a geologic layer (abrupt facies change). Resonant scattering occurs
when a wave impinges on a closed object (e.g., a cylinder), and the wave bounces
back-and-forth between different points of the boundary of the object. Every
time the wave hits a boundary, part of the energy is refracted back into the host
material, and part of the energy is reflected back into the object. This causes the
electromagnetic energy to resonate (sometimes called ringing) within the object.
The resonant energy that is trapped inside of the object quickly dissipates as part
of it is re-radiated to the outside of the object. Closed objects are said to have
a resonant frequency that is based on the size of the object, and the electrical
properties of the object and the surrounding material. However, the ability of an
object to resonate depends on the wavelength (velocity of the object, divided by
the frequency of the wave) with respect to dimensions of the object. The length of
time that an object resonates is determined by the permittivity contrast between
the object and the surrounding material.
In practice, GPR measurements can be made by towing the antennas continu-
ously over the ground, or at discreet points along the surface. These two modes of
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operation are illustrated in Figure 3.7.
Figure 3.7: Fixed and continuous mode GPR operation
The fixed-mode antenna arrangement consists of moving antennas independently
to different points and making discreet measurements, while moving-mode keeps
the transmit and receive antennas at a fixed distance with the antenna pair moved
along the surface by pulling them by hand, or with a vehicle. The fixed-mode
arrangement has the advantage of flexibility, moving-mode has the advantage of
rapid data acquisition. In practice, a combination of fixed-mode and moving-mode
provides an optimum mixture of flexibility and mobility. Measurements made in
the fixed mode can be used to determine the best spacing and antenna orientation
for making moving mode measurements.
The transmit and receive antennas are moved independently in the fixed mode of
operation. This allows more flexibility of field operation than when the transmit and
receive antennas are contained in a single box. For example, different polarization
components can be recorded easily when the transmit and receive antennas are
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separate. In the fixed-mode of operation, a trace is recorded at each discreet position
of the transmit and receive antennas through the following sequence of events in
the GPR system:
1. a wave is transmitted,
2. the receiver is turned on to receive and record the received signals,
3. after a certain period of time the receiver is turned off.
The resulting measurements that are recorded during the period of time that
the receiver is turned on is called a trace, as described earlier. Figure 3.7 shows a
trace in over a single layer. The idealized trace for this simple case consists of a
direct pulse, and a single reflection from the layer.
In the moving mode of operation, a radar wave is transmitted, received and
recorded each time that the antenna has been moved a fixed distance across the
surface of the ground, or material, that is being investigated. Since a single record
of a transmitted pulse is called a trace, the spacing between measurement points is
called the trace spacing. The trace spacing that is chosen should be a function of the
target size and the objectives of the survey. A single trace over two layers is shown
in Figure 3.7. Traces that are displayed side-by-side form a GPR time-distance
record, or GPR cross section, which shows how the reflections vary in the subsurface.
If the contrasts in electrical properties (e.g. changes in permittivity) are relatively
simple, then the GPR time-distance record can be viewed as a two-dimensional
pseudo-image of the earth, with the horizontal axis the distance along the surface,
and the vertical axis being the two-way travel time of the radar wave. The two-way
travel time on the vertical axis can be converted to depth, if the permittivity (which
can be converted to velocity) is known. The GPR time-distance record is the
simplest display of GPR data that can be interpreted in terms of subsurface features.
A GPR time-distance record can also be produced by making a series of fixed-mode
measurements at a constant interval between traces on the surface.
Figure 3.8 and Figure 3.9 illustrate the image produced by a point target and a
linear target, respectively, in the moving mode of operation.
3.3 Data analysis
Transforming GPR data into application-specific information can follow two
paths. The first is common to all geophysical methods, namely the GPR response
measured is presented in a section, plan, or volume form to indicate anomalous
target location. The second is to extract quantifiable wave property variables such
52
3. Active Stabilization of Vehicle-Mounted GPR
Antenna
Antenna position
Tim
e of
 flig
ht
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Figure 3.9: Image produced by a linear target
as velocity, attenuation, or impedance and then translate the wave properties into
application-specific quantities [47].
The received time waveform can be described as the convolution of a number of
time functions each representing the impulse response of some component of the
radar system in addition to noise contributions from various sources - hence the
received time waveform (representing the A-Scan):
fr(t) = fs(t)⊗ fat(t)⊗ fc(t)⊗ fgf (t)⊗ ft(t)⊗ fgr(t)⊗ far(t) + n(t) (3.11)
where fr is the received signal, fs is the signal applied to the transmitting antenna,
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fat is the transmitting antenna impulse response, fc is the antenna cross-coupling
response, fgf ground forward impulse response, ft is impulse response of the target,
fgr ground reverse impulse response, far is the receiving antenna impulse response
and n is the noise.
3.3.1 Dewow
A unique aspect of GPR data arises from the close proximity of receiver to
transmitter. The fields near the transmitter contain low-frequency energy associated
with electrostatic and inductive fields, which decay rapidly with distance. This
low-frequency energy often yields a slowly time-varying component to the measured
field data. This energy causes the base level of the received signal to bow up or
down. This effect has become known as baseline wow in the GPR lexicon. The
wow signal process can be suppressed by applying a high-loss temporal filter to the
detected signal. This process is referred to as dewow.
3.3.2 Time-varying gain
Radar signals are very rapidly attenuated as they propagate into the ground.
Signals from greater depths are very small when compared to signals from shallower
depth. Simultaneous display of these signals requires conditioning before visual
display. Equalizing amplitudes by applying a time-dependent gain function compen-
sates for the rapid fall off in radar signals from deeper depths. Figure 3.10 indicates
the general nature of the amplitude of radar signals versus time. Such time-varying
amplification is referred to time gain and range gain when manipulating GPR data.
Attenuation in the ground can be highly variable. A low-attenuation environment
may permit exploration to depths of tens of meters. In high attenuation conditions,
depth of penetration can be less than 1m. Display of GPR data versus time must
accommodate the low and high attenuation extremes as depicted in Figure 3.10.
The concept of time-varying gain is depicted in Figure 3.11, which applies a spherical
and exponential compensation gain. There are various ways of applying time gain
to radar data. Gain should be selected based on an a priori physical model, not user
whim, with the objective of minimizing artefacts created by the process. Time gain
is a non-linear operation. Filtering operations before and after time gain will not
be equivalent. The example in Figure 3.11 clearly shows a change in pulse shape
after the time gain process.
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Figure 3.11: Concept of time-varying gain
3.3.3 Deconvolution
The purpose of deconvolution is normally to maximize bandwidth and reduce
pulse dispersion to ultimately maximize resolution. Examples of deconvolution and
other types of filtering are given by [48] and [49]. Deconvolution of GPR data has
seldom yielded a great deal of benefit. Part of the reason for this is that the normal
GPR pulse is the shortest and the most compressed that can be achieved for the
given bandwidth and signal-to-noise conditions. Instances where deconvolution has
proven beneficial occur when extraneous reverberation or system reverberation is
present. A closely related topic is inverse Q filtering. The higher GPR frequencies
tend to be more rapidly attenuated resulting in lower resolution with increasing
depth. Inverse Q filtering attempts to compensate for this effect. In [50] an excellent
discussion of this topic is presented.
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3.3.4 Migration
Migration is spatial deconvolution [51], which attempts to remove source and
receiver directionality from reflection data. The goal is to reconstruct the geometri-
cally correct radar reflectivity distribution of the subsurface. Migration requires
knowledge of the velocity structure, which often makes it an interactive process as
background velocity is iteratively adjusted to optimize the image. Figure 3.12 shows
how migration modifies the tunnel images shown in Figure 3.13. Several types of
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Figure 3.12: Example of migration
Figure 3.13: Two road tunnels
migration (Kirchoff, Stolt, reverse time, and finite difference) are possible. Proper
GPR migration attempts to compensate for antenna directivity. Most seismic
discussions of migration are applicable to the GPR, and [52] discusses the subject
extensively. A unique aspect of GPR is the magnitude of topography compared
to depth of exploration. Migration processing that includes topography has been
described in [53].
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3.3.5 Topographic correction
Because of the shallow exploration depth of GPR, compensating for topography
is often important. For minor surface variations, time-shifting data traces can
largely compensate for topographic variations. The reflection-profiling example
in Figure 3.14 shows stratigraphy and a reflection from the water table. The
profile begins in a flat area and climbs up a slope. The data have been time shift
compensated for elevation along the profile line, which renders the water table
reflection essentially flat.
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Figure 3.14: Topographic correction using time-shifting
3.4 Mine detection
Ground penetrating radar is one of a number of technologies that has been
extensively researched as a means of improving mine detection efficiency. It is
useful to provide a background to both the civil and military programmes which
involve the technology of GPR. The military programmes are largely based on
the requirement to maintain the pace of military operations and have different
requirements in terms of speed and detection performance to civil or humanitarian
programmes.
At the International Workshop of Technical Experts on Ordnance Recovery
and Disposal in the Framework of International Demining Operations held in
Stockholm, Sweden, 8-10 June 1994, arranged by the Swedish FOA, in cooperation
with the United Nations Under-Secretary General for Humanitarian Affairs, the
United Nations High Commissioner for Refugees summarised the situation as follows.
Landmines are a humanitarian challenge because they indiscriminately kill and
maim civilians. Landmines are weapons that cannot distinguish between a soldier
and a civilian, and they remain active for decades. As a result, most of the victims
of mines are innocent men, women and children. Landmines are a humanitarian
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challenge to UNHCR because they are used in so many conflicts, in such large
numbers and so indiscriminately that during war they are a cause of displacement,
and after hostilities they endanger the lives of returnees and humanitarian aid
workers, delay return and impede reintegration and reconstruction. Landmines
are also being used in current conflicts to block humanitarian access. Since that
workshop the history of international actions towards a mine-free world has been
driven by many factors, which are described below.
Mines can be either buried or surface laid. They are emplaced by a variety
of techniques, including being scattered on the surface by vehicles or helicopters.
Thus mines may be found in regular patterns, or in irregular distributions. Where
environmental conditions result in soil erosion and movement caused by rain over
several seasons the mines may be lifted and moved to new locations and can be
covered or exposed. Mines are encountered in desert regions (i.e. Somalia, Kuwait),
mountains (i.e. Afghanistan, El Salvador), jungles (i.e. Cambodia, Vietnam) as
well as urban areas (i.e. Beirut, Former Yugoslavia). The variety of environmental
conditions in which mines can be found is enormous. Minefields are not only neat
ordered rows of mines in flat deserts but can also be found among the debris of
burnt-out buildings and post-conflict urban and rural environments. An example
of a cleared minefield situation is shown in Figure 3.15. Clearly, mine detection
equipment has to be designed to work in a wide range of physical environments,
and the statement of operational requirements issued by end- users will reflect this
need. Detection equipment must be able to be operated in climatic conditions,
which range from arid desert, hillside scree to overgrown jungle. Ambient operating
temperatures can range from below −200°C to 600°C. Rain, dust, humidity and
solar insolation must all be considered in the design and operation of equipment.
The transport conditions of equipment can be arduous, and these, as well as man-
machine interface issues, are vitally important to the design of detectors. In general,
most pressure sensitive mines are not designed to operate when buried deeply. The
overburden ground material acts as a mechanical bridge and inhibits triggering of
the detonator mechanism and also reduces the force of the explosion. This fact is
often taken into account in the specification of performance for a mine detector.
For example, a hand-held mine detector should be able to detect antitank (AT)
mines at depths up to 300mm and antipersonnel (AP) (see Figure 3.16) mines at
depths up to 100mm with spacing between the detector head and ground surface of
100mm. Vehicle based close-in mine detectors generally require a greater ground
clearance. However, mines can be encountered at depth well beyond the range of
most detection systems. Mine detection systems can be employed in several different
roles: for close-in hand-held detection, for vehicle mounted stand-off detection or
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as a remote sensor mounted on low flying fixed or rotary wing aircraft. These are
mostly Synthetic Aperture Radar (SAR). The large majority of civilian casualties
Figure 3.15: Cleared minefield in the Republic of Serbska
Figure 3.16: Example of AP mines
are caused by AP mines, which come in a wide variety of types. Many are designed
only to maim. The blast-type AP mine will cause a traumatic amputation to a foot
or leg, often injuring the other leg and genitals as well. Fragmentation mines are
far more deadly. Some models shoot hundreds of metal fragments in an arc that
reaches out 50m. Other types spring into the air when triggered and then explode
at waist level. AP mines can be buried in the ground or placed on the surface and
can be set off by pressure, trip wire, remote control or sensors. They can be laid
by hand, dropped from airplanes or spread by artillery. Many are made of plastic,
which means they cannot be located by metal detectors during clean-up operations.
Anti-vehicle mines are less numerous but more powerful. A mine that can disable
a tank will destroy a civilian vehicle and kill its occupants. These mines usually
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cannot be detonated by a person’s body weight alone, although when they are fitted
with an anti-handling device they become anti-personnel weapons. Anti-vehicle
mines are a particular threat to humanitarian aid workers, who must travel on roads
before they have been systematically cleared.
3.4.1 Performance and test assessment
The key issue with any sensor for mine detection including GPR is the probability
of detection and false alarm rate. The key to this issue is the statistical confidence
with which the claims of a particular hardware design, algorithm or software, sensor
or combination of sensors performs. For this reason it is appropriate to explore
some of the issues related to this topic. Elementary statistical sampling theory can
be used to show that the confidence that can be placed in a test of a limited sample
set is fundamentally related to the size of the sample set. If 10 mines are tested
and even if all are detected (a probability of detection of 100%), the statistical
confidence in the claim is limited by the number in the set. At the 95% limit, the
upper and lower confidence bounds can be derived from the binomial distribution
to show that, with a sample set of 10, the bounds as shown in Figure 3.17 exist.
The x-axis shows the proportion of the sample set detected, and the v-axis shows
the probability of detection. In contrast, the limits for a sample set of 100 are much
closer and are shown in Figure 3.18.
Figure 3.17: Confidence bounds for a sample set of 10
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Figure 3.18: Confidence bounds for a sample set of 100
An alternative way of considering the performance of a GPR system is to
consider the Receiver Operating Characteristic (ROC) curve. The ROC is a method
of plotting the probability of detection against the probability of false alarm. It is
extremely useful in measuring the performance of systems, and an example based
on a hand-held GPR system tested as part of an International Test and Evaluation
Programme (ITEP) is shown in Figure 3.19. Essentially the ROC curve shows
the probability of false alarm (PFA) for a given probability of detection (PD). In
the example the PD = 1 and the PFA = 0.15. Note that the size of the sample
set should also be known in order to establish the confidence bounds. In the case
given, the lower confidence bound is 87% at the 95% confidence limit. The tests
should, of course, be conducted on identical mines in identical soil conditions at
identical depths at identical mine angles, otherwise the comparability of results will
not be valid. The testing of GPR systems should ensure that there is an adequate
statistical distribution of:
• AP and AT mines;
• GPR clutter;
• ground topography;
• soil conditions (water content, etc.);
• operator variance;
• product batches.
In testing mines the following points should be considered in emplacing the mine:
• type of mine, surrogate, inert, etc.;
• size of mine;
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Figure 3.19: ROC curve for GPR mine detector
• internal structure of mine;
• explosive content of mine;
• depth of mine;
• attitude of mine, horizontal, angled, etc.;
• proximity to other targets.
The type of clutter is just as important in that GPR will respond to:
• stones;
• animal burrows;
• cracks in the soil surface;
• pooled water in sub-surface hollows;
• tree roots;
• changes in vertical or lateral soil structure;
• changes in surface topography.
There are significant differences between most of the test sites used for mine testing
and real field conditions, as the photographs in Figure 3.20, Figure 3.21 and
Figure 3.22 show. Comparison of real minefield sites with test sites shows that the
level of surface clutter is far higher in real life than on the test site, and test results
from current mine test sites could easily lead to an over-optimistic assessment of
GPR performance.
3.4.2 Mine detection with GPR
For an electromagnetic sensor such as GPR, the electromagnetic contrast between
a mine and its environment is very important. The electromagnetic contrast depends
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Figure 3.20: measurement platform at TNO Holland
Figure 3.21: Cleared minefield in Southern Lebanon
mainly on the soil in which the mine has been laid. Except for magnetic soils, the
electromagnetic contrast is the difference between the complex relative dielectric
permittivity of a soil and those of a mine. The relative dielectric permittivity of
63
3. Active Stabilization of Vehicle-Mounted GPR
Figure 3.22: Mine test lanes in Sarejevo
a plastic or wooden (when dry) casing varies from 2 to 4. The relative dielectric
permittivity of explosive depends on its type and typically has a value around
3. According to several studies, the largest reflectors in an AP mine are the
detonator (for minimum-metal mines, the reflection from the detonator might be
very small) and the void (filled with air or water, depending on the soil conditions).
Typical examples of Unexploded Ordnance (UXO) are shells, bombs, and projectiles.
Despite enormous variety of sizes and shapes, the majority of UXOs are rotationally
symmetric, strongly elongated objects with a metal casing. Typically its diameter is
between 20 and 40 cm, while the length varies from 20 to 150 cm. UXO can be found
at the depths from a few centimeters below the ground surface to a few meters.
The orientation of UXO objects in the ground can differ (vertical orientation is
relatively rare). Due to their metal casing and relatively large size, UXO objects
are easier to detect than AP mines. However, similarly, as for landmines, the main
task of the GPR sensor lies not in detecting an object but in classifying it as an
UXO-like target.
Despite the vast literature on radar responses of different targets, not many
results are available for landmine and UXO responses. Factors such as presence
of air-ground interface, substantial difference between dielectric permittivity (and
sometimes also magnetic permeability) of ground and air, losses in the ground, and
dispersion of material parameters cause considerable changes in the target response
of a buried object in comparison with the response of the same object but in free
space [54]. Finally, in a typical radar scenario, the target is situated in the far field
of both the transmit and receive antennas. In typical landmine detection scenario
(and often in UXO detection), the target is situated in a near field of the antenna
system.
Polarimetric features of the reflected wave in principle allow for classification of
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all detected objects as rotationally symmetric and asymmetric ones. As the majority
of landmines are rotationally symmetric objects, this can be exploited to classify
detected reflectors as mine-like targets (rotationally symmetric) and friendly targets
(asymmetric ones). For a perfectly rotational symmetric target, the cross-polar
components of this target signature are close to zero.
The impact of the antenna elevation above the ground, the soil dielectric per-
mittivity, and losses on attenuation of reflection from a mine are described in [55].
The latter shows how important the impact of the near field is on the landmine
response. For a fixed antenna elevation, the magnitude of mine reflections depends
mainly on the electromagnetic contrast between the mine and its environment and
on the size of the mine. Generally the burial depth of the mine does not influence
the magnitude of the mine reflection considerably as typical propagation losses in a
few centimetres of ground (even a lossy one) are not very large (below 10 dB).
Clutter is the major factor that limits the detectability of the landmines. Clutter
is caused not only by random inhomogeneities in the soil and its topological variations
but also by various deterministic reflectors, such as small metal fragments, shrapnel,
spent bullet and cartridge cases, puddles of water, tufts of grass, animal burrows,
cracks and fissures in the ground, rocks, and stones. On the basis of the arrival
time of the clutter signal, the clutter can be classified as surface clutter (reflections
from the air-ground interface) or subsurface clutter (reflections from all kinds of
inhomogeneities in the ground). For conventional GPR systems, ground reflection
is well separated in time from reflections from targets of interest. In the case of
landmine detection, however, the target response (particularly for flush-buried or
shallowly buried AP mines) typically overlaps in time with the reflection from the
air-ground interface. This results in masking of the mine response. With the water
content in sand, the spatial inhomogeneity of the dielectric permittivity increases,
which drastically decreases the signal-to-clutter ratio. Other types of soils exhibit
higher inhomogeneities of dielectric permittivity than those of sand at frequencies
above 500MHz. This explains why many GPR sensors for landmine detection
that have been successfully tested in sand pits failed to detect landmines in field
conditions. With frequency, the magnitude of the clutter caused by subsurface
inhomogeneities and soil surface roughness increases faster than the landmine
response, and at frequencies above 3GHz, the clutter starts to dominate the AP
mine responses. Surface clutter depends on the surface roughness and dielectric
permittivity of the soil. The more corrugated the ground surface, both in terms
of larger root-mean-square (RMS) surface height and steeper surface slope, and
the higher the dielectric permittivity of the surface, the stronger the clutter. The
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magnitude of clutter also depends on the polarization of incident and reflected
waves. If an incident electromagnetic wave impinges on the ground at an incident
angle different from normal, then the magnitude of backscattered surface clutter on
vertical polarization is higher than that on horizontal polarization. With the increase
in the incident angle, the discrepancy between clutter values at both polarizations
increases [56]. This angular and polarization dependence of surface clutter was
the reason for the failure of the first forward-looking GPR sensors for landmine
detection.
A key feature of GPR non-contacting ground antennas is their illuminating
footprint. A simple geometric model of an isotropic radiator is useful to illustrate
the issue. If the ground to antenna spacing is increased in 10 cm steps from 10 cm
to 50 cm the diameter of the illuminating footprint on the ground will also increase.
This is shown Figure 3.23. As the resultant radar image is effectively the convolution
of the antenna footprint with the target radar spatial cross-section, the target image
becomes blurred. This effect increases with antenna to ground spacing and eventually
results in targets with small radar cross-section (AP mines) becoming vanishingly
small.
Figure 3.23: Calculated isotropic radiator ground footprints
A simulation of a sequence of radar images as a function of incremental footprint
diameter (each frame shows a doubled footprint diameter) is shown in Figure 3.24.
The area of each frame is 1m by 1m and various targets of different size and
reflection coefficient are shown. An 8-bit greyscale is used. It can be seen that the
effect of the loss of spatial resolution is significant and the smaller targets become
rapidly lost in the image. In addition to this effect, the fundamental probability
of detection of the GPR as a system should be considered. In the absence of any
Figure 3.24: Calculated target images
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clutter whatsoever in the ground and assuming a complete removal of the front
surface reflection, it is possible to calculate the probability of detection as a function
of target range and target size. This is shown in Figure 3.25. The family of curves
represents the PD versus range for dielectric cylinders of diameters 5 cm to 50 cm
working from left to right. It has been assumed that the Signal to Noise Ratio (SNR)
of the radar receiver is 14.6 dB and the mine signal is 6 dB greater than the SNR.
A frequency of 1GHz was used with a target εr = 2.2, soil εr = 6 and ground
attenuation of 3OdB/m. The antenna to ground spacing is 10 cm. The PD for the
smallest diameter target falls below 0.9 at a depth of 10.25 cm below the surface
of the ground. The same model can be used to calculate the PD at frequencies
Figure 3.25: PD versus range @ 1GHz
of 0.5GHz (Figure 3.26), and 2GHz (Figure 3.27), and the effect on the PD is
significant. At 2GHz the PD degrades significantly. In addition to the increased
attenuation losses at frequencies above 1GHz, the situation regarding clutter should
also be considered. Figure 3.28 shows a comparison between images taken at 1GHz
and 2GHz. The 2GHz image contains much more information than the 1GHz
image and on first sight would appear to be a better choice of frequency to use.
However, the increased information also entails an increase in clutter, and a careful
assessment of the impact of this on the overall system performance should be carried
out.
3.4.3 Vehicle mounted systems
There is much interest in high speed array radar systems for mine detection
and work is being carried out on various national (US, UK, Germany, France) as
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Figure 3.26: PD versus range @ 0.5GHz
Figure 3.27: PD versus range @ 2GHz
well as international programmes. Arrays are typically between 1 and 4m in width
and can operate at speeds up to 10 km/h. There are different approaches that are
being taken to vehicle mounted mine detection using GPR. The radar can look
down into the ground or it can look ahead in forward-look mode. The latter is
obviously preferable operationally as it removes the need for the vehicle to have
overpass capability. There is potentially a restriction on system performance for
forward-look radars. If it is supposed that at or greater than the Brewster angle
there is no reflected signal, then a radar looking forward will no longer be able to
detect buried targets in the ground when the angle of the boresight of the radar
exceeds the critical Brewster angle. If this is true, then for a given height, the
performance of the radar will be set by the relative dielectric constant of the ground
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Figure 3.28: Comparison of radar images at different frequencies
and the radar forward velocity. The braking distance in metres of a vehicle on a
concrete road is given by:
D = 0.306
(
0.023v2 + 0.68v
)
(3.12)
where v is the speed expressed in km/h. It can be shown that the effective range
of the vehicle is defined by both speed and the relative dielectric constant of the
ground and is shown in Figure 3.29, which relates to a radar mounted 3m above
the surface of the ground. Note that for low values of relative dielectric constant (εr
= 2 = desert conditions) the vehicle speed would be limited to 15 km/h, whereas in
wet conditions (εr = 20 = winter conditions) the vehicle speed would be limited
to 33 km/h. Effectively, for a given ground condition the vehicle speed is limited
by the effective forward range. This may be of little consequence for a vehicle for
humanitarian use but could pose a severe limitation for military applications. There
is fundamentally no such restriction on a downward-looking radar. Most radar
systems designed for mine detection use an integral array design and exploit the
increased capability offered by combining multiple looks and SAR processing. With
all array systems, it is important that the surface clutter is properly removed. Close
coupling of the antenna to the ground surface is one method. An alternative relies
on coherent subtraction but this often means that the ground topography must be
relatively smooth. Where removal of the surface clutter is not easy then antennas
operating off-normal incidence can be used. However, this in turn brings other
problems and antenna near-field effects must be accounted. The effect of grazing
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Figure 3.29: High forward-look radar system
angle can be a limitation as it limits the potential for full 3D imaging because of the
refractive index of the ground compressing the beam within the soil. Where arrays
are well spaced away from the zone of interest, then the SAR processing approach
is viable, insofar that the vehicle is moving forward and traditional SAR techniques
are sideways-look. Forward-look radar systems require cross-scanning and hence
an array of antennas in order to create a SAR data stream. The downward-look
radar approach has limitations in terms of the cross-range resolution because of the
limited number of antenna elements that can be used in an array (Figure 3.30). The
Figure 3.30: Downward-look and forward-look vehicle mounted radar systems
key issues for the design of multi-element GPR systems lie in the channel-to-channel
performance and tracking over the desired operational environmental range. A
32-channel GPR system, for example, must maintain calibration of both start time
and time linearity for all channels to within demanding limits. In addition, the
relative gain and, if used, time varying gain profile, must also match to within
close tolerances. Where the antenna array is spaced off the ground there may
also be the need to compensate for variations in surface topography. A further
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aspect to be considered is the antenna element spacing. This needs to be adequate
to provide proper resolution of the wanted target and it can be shown that the
probability of detection with respect to small targets is closely related to the density
of the elements of the antenna array. An example section showing 16 elements of
a 4m-wide swathe radar system with a total of 32 antenna elements is shown in
Figure 3.31. The architecture of the system is based around 16 receivers (8 only
Figure 3.31: Block diagram of 16-channel radar system
shown) each of which sequentially samples the signal incident on receive antenna
elements. The transmitters are synchronised by adjacent receivers and a central
master clock. In Figure 3.32 and Figure 3.33 two examples of vehicle-mounted
multi-elements GPR are showed.
Figure 3.32: UK Minder vehicle
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Figure 3.33: Three-metre-wide model 403 EFGPR
3.5 Integration of inertial sensors into GPR
Vehicle-mounted GPR has proved to be a valuable technology for buried threat
detection, especially in the area of military route clearance. However, detection
performance may be degraded in very rough terrain or off-road conditions. This is
because the signal processing approaches for target detection in GPR first identify
the ground reflection in the data, and then align the data in order to remove the
ground reflection. Under extremely rough terrain, antenna bounce and multipath
effects render finding the ground reflection a difficult task, and errors in ground
localization can lead to data alignment that distorts potential target signatures
and/or creates false alarms.
3.5.1 Problem statement
A perennial challenge in GPR signal processing has been the mitigation of
clutter attributed to reflections from the air/ground interface (known as ground
bounce), especially in data collected over rough terrain. For example, scattering from
rough surfaces has been shown in studies to contribute significantly to distortion in
landmine GPR signatures [57]. Furthermore, in vehicular GPR platforms, antenna
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bounce caused by vehicle motion may cause a significant reduction in signal fidelity
due to propagation losses [58]. Mitigation of rough surface effects has generally
been performed in the preprocessing stages of detection algorithms, a process which
is referred to as ground tracking. Because the ground surface is typically the first
dielectric interface reached by a transmitted GPR pulse, its reflection is often found
in the early-time portion of each received signal and is of high magnitude. The
most basic form of ground tracking is therefore to assume the ground bounce is the
global maximum of the received signal (known as an A-scan), then shift the signal
temporally based on its the ground bounce arrival time to an arbitrary index [59].
In an image of several GPR A-scans collected in sequence (known as a B-scan) the
estimated ground bounce is therefore aligned to a common row where it can be
removed via time-gating.
Figure 3.34 illustrates this process, which is known as global-max alignment,
through two examples. The first example, shown in the left panels, corresponds
to an AT landmine buried flush to the surface. The top-left panel illustrates the
raw B-scan, and the center-left panel illustrates the result of global-max alignment.
Note that sections of the landmine response are mistaken for ground bounce,
since the landmine response is of greater magnitude. In this case, removing all
data above and including the aligned ground bounce yields the bottom-left image,
where the landmine’s signature is still mostly present and intact. The right panels
illustrate an example where global-max alignment removes significant portions of
the landmine response. In this case, the landmine is encountered after the GPR
antenna experiences significant vertical motion. The raw B-scan, at top-right, shows
that the global maximum at the landmine’s location is the reflection from the
landmine itself. Aligning with respect to this maximum, shown in the center-right
panel, significantly distorts the landmine signature. Ground bounce removal, shown
at bottom-right, therefore removes most of the landmine signature from the image.
Because global-max alignment is susceptible to ground tracking and alignment
errors such as those illustrated in Figure 3.34, alternative techniques for ground
bounce mitigation are being considered. Many approaches based on statistical
models and curve fitting were compared in past work on a large collection of
vehicle-based GPR data collected over rough terrain [60]. Comparisons of the
ground-tracking algorithms were made both with regard to the opinion of expert
analysts in identifying the location of the ground-bounce, as well as the overall effect
of ground tracking on detection algorithm performance. The results of this study
were inconclusive; although there was a clear ranking of the different ground-tracking
algorithms in matching expert option, the overall impact on detection performance
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Figure 3.34: Global-max alignment of GPR B-scans
was insignificant. Furthermore, the computational requirements of the algorithms
varied substantially.
Quality of the GPR surveying is depended on conformity of sounding traces to
real position on the surface. It is desired to know topographic coordinates of the
sounding points. And knowledge of the GPR antenna system location concerning to
sounding surface provides more data for the GPR profile reconstruction. The GPR
data positioning influences on the GPR profile quality representation. Examples of
the profile representation with different topography data representation are shown
in Figure 3.35. The simplest tracking unit is odometer (a), which provides one
coordinates linear movement of the GPR across survey surface. In this case the GPR
profile displays set of traces with the same zero level. This simplification is acceptable
for roads sounding and similar applications where surface tilts are insignificant.
Otherwise distortion of a target area response is observed (b). At present the
method is widely used owing to use simplicity. The GPS application proposes more
flexibility for the GPR surveying. It provides three Cartesian coordinates that
allow the GPR traces arrangement in according with relief peculiarities. However
some drawbacks limit the GPS applicability such as the inabilities of operation in
radio opaque spaces (basements, tunnels, mines, caves, forests, etc.). And again
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the GPS does not provide information about the GPR antenna system position on
the surface (yaw, pitch and roll angles). An IMU presents complete information
about the antenna system location in the space (c). There are three Cartesian
coordinates and three angular coordinates that present true antenna system location
and orientation concerning the surface.
Figure 3.35: GPR data representation for different positioning methods
In this work, a novel approach to ground-tracking that involves integrating
commercial off-the-shelf (COTS) LIDAR sensor, IMU and GPS with the GPR that is
used in vehicular countermine systems. Unlike GPR, for which proper identification
of the ground bounce is still an open question, LIDAR easily provides high-resolution
range measurements of the ground surface. These measurements were registered
with the GPR data to indicate the correct temporal indices corresponding to the
ground bounce.
3.5.2 System setup and and basic idea
Data was collected for this work with a prototype system described in Figure 3.36
and shown in Figure 3.37 during assembly. The vehicular platform was a Lince by
IVECO (Figure 3.38), from which a multi-channel GPR panel by IDS (Figure 3.39)
was mounted in front, through a mechanical adapter/support (Figure 3.40). A
commercial off-the-shelf LIDAR sensor, the LMS511-20100 PRO by SICK (Fig-
ure 3.41), was attached to the top of the vehicle with a downward pitch angle of
30 °. The LIDAR collected data with an azimuthal sweep of 180 °. In addition, a
combination GPS and IMU, the NAV440CA-400 by MEMSIC (Figure 3.42), were
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GPR 
LIDAR IMU + GPS 
Figure 3.36: Integrated GPR prototype
Figure 3.37: Integrated GPR prototype during assembly
attached to the top of the vehicle to record its position in northing/easting/elevation
coordinates as well as its pitch and roll angle. All offset distances between the GPR
panel, LIDAR, and GPS/IMU were measured in three-dimensional space.
The first step in registering the LIDAR measurements with GPR data, was
to find the three-dimensional coordinates of each LIDAR sample relative to the
IMU [61]. At each downtrack sample, the LIDAR collected roughly 1500 distance
measurements dL (φ) over an azimuthal sweep of -90 ° ≤ φ ≥ 90 °. The LIDAR
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Figure 3.38: Lince by IVECO
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Figure 3.39: Multi-channel GPR by IDS
distance measurements where corrected for positional offsets according to
dˆL (φ) = A (ωd (φ))B (θd (φ))C (φd (φ)) dL (φ) (3.13)
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Figure 3.40: GPR mechanical support
Figure 3.41: LMS511-20100 PRO by SICK Figure 3.42: NAV440CA-400 by MEMSIC
where ωd, θd, and φd are the roll, pitch, and azimuth angles of the LIDAR image
pixel corresponding to sweep sample φ, relative to the GPS/IMU. The LIDAR
ranging vector dL (φ), and its correction dˆL (φ) are given by:
dL (φ) =


0
dL (φ)
0

 (3.14)
dˆL (φ) =


xL (φ)
yL (φ)
zL (φ)

 (3.15)
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where xL (φ), yL (φ), and zL (φ) are the corrected ranging distances (in three
dimensions) to the ground as measured by the LIDAR. The rotation matrices A, B,
and C used in the coordinate transformation are given by:
A (ω) =


cos (ω) 0 − sin (ω)
0 1 0
− sin (ω) 0 cos (ω)

 (3.16)
B (θ) =


1 0 0
0 cos (θ) − sin (θ)
0 sin (θ) cos (θ)

 (3.17)
C (φ) =


cos (φ) − sin (φ) 0
− sin (φ) cos (φ) 0
0 0 1

 (3.18)
The second step was to project the corrected LIDAR data to geographic coordi-
nates. Because the LIDAR scanned the ground at a different downtrack sampling
rate than the IMU’s positional sampling, the vehicular pitch (θL), roll (ωL), and
yaw (φL) angles associated with each LIDAR scan were calculated via interpolation
of the times and angle provided by the GPS/IMU and addition of any positional
offsets. The geographic coordinates of each LIDAR pixel were calculated by:
gL = C (φL)B (θL)A (ωL) dˆL (φ) (3.19)
The rotation matrices were calculated by (3.16), (3.17), and (3.18), and gL is given
by:
gL (φ) =


N (φ)
E (φ)
Z (φ)

 (3.20)
where N (φ), E (φ), and Z (φ) are the geographic northing, easting, and elevation
coordinates corresponding to the LIDAR measurement made at sweep angle φ.
The third step was to also project the GPR data to geographic coordinates.
Because the GPR collected measurements at a different rate than the GPS/IMU,
the pitch (θG), roll (ωG), and yaw (φG) angles associated with each A-scan were
calculated by interpolating the GPS/IMU data and addition of any positional offsets.
The geographic coordinates for each GPR A-scan were then calculated by:
gG = C (φG)B (θG)A (ωG) dG (3.21)
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where the rotation matrices are calculated by (3.16), (3.17), and (3.18). The GPR
location vector, dG is given by:
dG =


xG
yG
zG

 (3.22)
where xG, yG, and zG are distances in three-dimensions between an individual GPR
channel and the GPS/IMU.
After both the GPR and LIDAR data were registered to northing and easting
coordinates, each GPR A-scan was matched with the closest LIDAR measurement
(dˆ) based on euclidean distance. Using the GPR temporal differential and the
ranging differential, the elevation measured by the LIDAR was converted to a GPR
time sample index.
3.5.3 Ground bounce removal
After cross-registering the GPR and LIDAR data, two techniques were considered
for ground bounce removal. The first technique was based on a flat-earth assumption
and aligned the GPR data with respect to the LIDAR-estimated ground bounce
index. The second technique shifted the GPR data with respect to antenna motion,
and eliminated the ground bounce at the LIDAR-estimated indices without aligning.
LIDAR-based alignment
Consider the examples of global-max alignment that were shown previously in
Figure 3.34. In cases where the earth is relatively flat, and ground bounce truly
corresponds to the A-scan maximum, global-max alignment is acceptable and will
not severely distort target signatures. However, when this assumption does not
hold, global-max alignment can impair performance. An alternative approach to
ground bounce removal is to align the B-scan with respect to the ground bounce
indices estimated from the LIDAR measurements.
Figure 3.43 shows three examples of where the global-max and LIDAR alignment
indices differ. Each row of images corresponds to the same observations. The left
column consists of the raw B-scans, and the following columns show the results of
global-max alignment and ground bounce removal as well as LIDAR-based alignment
and ground bounce removal. The top two rows show cases where the buried landmine
yielded a high-magnitude reflection. Although global-max alignment confused the
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landmine signature for ground bounce, the LIDAR estimate was consistent across
the B-scan. Therefore, after the LIDAR-aligned ground bounce was removed, the
target signature remained intact.
Figure 3.43: Examples of LIDAR versus global-max alignment
The third row of Figure 3.43 is a case where LIDAR-based alignment distorted
the data more than global-max alignment. In this scenario, a landmine was buried at
the bottom of a pothole. The GPR received reflections from the sides of the pothole
before the reflection from the bottom was received. Therefore, the global-max
approach aligned the data with respect to the sides of the pothole, rather than the
bottom. Furthermore, the early-time clutter (antenna self-signature) was mistaken
for ground by global-max alignment. Meanwhile, the LIDAR-based approach aligned
the data with respect to the bottom of the pothole. This caused the landmine
signature to be pulled up to the same row as the surrounding ground bounce,
and the late-time clutter to become warped into a curved shape. Removing the
LIDAR-aligned ground bounce also removed the target signature, but left behind
the curved background artefacts.
GPR motion shifting
An alternative approach to mitigating roughness effects is to correct the GPR
data with respect to vertical antenna motion, and remove the ground bounce directly.
Doing so would prevent target signatures from being affected in the manner shown
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in Figure 3.43. By reducing the direct effect of preprocessing on the subsurface
data, detection performance could potentially be improved.
To correct for vertical motion in the GPR array, which is a mechanical artefact
of driving on rough terrain, the individual A-scans must be shifted in time. The
amount to shift each A-scan was calculated based on the deviation of each scan’s
value of elevation (zG) from the average elevation of all scans collected over the
lane.
When shifting the A-scans, the LIDAR data projected onto the GPR data is
shifted as well. However, realigning at this point would eliminate any corrections
for antenna motion. Therefore, the ground bounce was removed directly from the
GPR data after shifting. This was accomplished by setting to zero all time samples
up to the LIDAR-estimated ground bounce location, plus 40 samples.
An example of GPR shifting and ground bounce removal is shown in Figure 3.44.
The top panel illustrates the raw GPR data with the LIDAR-estimated ground
bounce locations overlaid. Note the antenna bounce effects that can be seen between
downtrack samples 300-400, 500-600, and 600-700, which are characterized by jitter
in the ground bounce. In this example, bounce was caused by the vehicle driving
over several potholes and ruts. The result of shifting the GPR data with respect to
antenna motion is shown in the center panel. Here, it can be seen that the bounce
effects were smoothed out, leaving a gradual slope that corresponds more closely
to true earth elevation and also shows the potholes and mounds more clearly. The
result of ground bounce removal can be seen in the bottom panel. For the most
part, the signatures of most targets remain. However, those of some shallow-buried
targets (such as the one just before downtrack sample 400) were lost when the
ground bounce was removed.
3.5.4 Experimental campaign
An experiment was carried out on data collected at an IDS test site. Four test
lanes, each measuring 50m x 3m were specifically constructed for this experimental
campaign. The construction of one of the test lanes is showed in Figure 3.45 at
different stages.
Metal and plastic AT landmines, AP landmines and other dummy targets were
buried under the surface; sever types of surfaces were used, including sand and
rough terrain. Targets were buried at different depths, from 5 cm to 50 cm, under
flat ground, holes 15 cm deep, and ruts 20 cm deep in both the cross-track and
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Figure 3.44: Example of GPR shifting and ground bounce removal
down-track directions. The mines were also buried next to mounds that were 15 cm
tall to induce antenna bounce effects. Figure 3.46 show a few examples of targets.
The performance of the three detection algorithms (global-max alignment,
LIDAR-aligned data, motion-shifted with the LIDAR-identified ground bounce
removed) were compared under the preprocessing described in [59].
The aggregate performance are summarized by the ROC curves in Figure 3.47.
The ROC curves are plotted as PD versus false alarm rate (FAR), measured in
false alarms per square meter, as a function of decision threshold. As a result, the
greatest improvements over global-max alignment were obtained by motion-shifting
the GPR data and removing the unaligned ground bounce at the LIDAR-estimated
locations.
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Figure 3.45: One of the test lanes at different stages
Figure 3.46: Examples of targets under the test lanes
3.5.5 GPR-platform stabilization
Due to rough terrain, but also during the normal vehicular movement, the
GPR experiments several acceleration in the three dimensional space, sometimes
enhanced by the mechanical support that allows the array to be air-launched [62].
As a results we could observe a performance worsening in detection capability due
to the directivity of the antennas (see Figure 3.48). A possible solution to this
problem should be the implementation of an active stabilization system, considering
the array as a platform.
System description
Figure 3.49 shows the basic idea; Figure 3.49 differs from Figure 3.36 for the
presence of an additional IMU directly mounted on the GPR array. The mechanical
adapter/support had been redesigned to allow the integration of three rotative
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Figure 3.47: Performances of the detection algorithms
Figure 3.48: Horn dipole E-Plane Pattern
motors for the correction of roll, pitch and yaw angles. Different views of this
mechanical component are showed in Figure 3.50, Figure 3.51 and Figure 3.52.
The idea is to implement a closed-loop control based on the IMU (sensors) and
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GPR 
LIDAR IMU + GPS 
IMU 
Figure 3.49: GPR active stabilization idea
Figure 3.50: New mechanical support: general view
on the motors (actuators), and a FPGA (CPU).
The motor should generate the required driving torque, which is a direct function
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Figure 3.51: New mechanical support: roll adjustment
of the required tracking acceleration αt and the total moment of inertia of the
antenna rotary components about the axis I (x-, y- or z-axis). Real-time road tests
reveal that the array experiments angular acceleration up to 85 °/s2 corresponding
to αt = 1.5 rad/s
2. Considering the inertia of the platform, the required torsional
moment on the platform can be calculated from the Euler law (T = Iαt). The
required torque on the motor shaft is then obtained by incorporating the driving gear
or wheel ratio. However, the resistant torque by the Coulomb friction has yet to be
taken into account. To allow for effects of the friction torque as well as uncertainties
in the design process, the calculated required torque on the motor head is multiplied
by a safety factor. The safety factor for the tracking system applications can be
chosen between 3 and 7, depending on the power/torque transmission device that
is being used. A factor of 3 can be considered for a wheeled torque transmission
system, while a factor of 7 is more suitable for geared systems with higher friction
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Figure 3.52: New mechanical support: roll, pitch and yaw
torques. Direct current motors are traditionally utilized in the tracking systems
due to the relative ease of controlling them. This is mainly because of the fact that
they demonstrate linear behaviours. However, there exist some disadvantages in
using such motors for high-speed repetitive applications. Low life span (due to the
brushes’ weariness) and overheating of the armature windings are in that category.
In addition, the direct current motors have a relatively low torque-to-inertia ratio
(since the windings are on the rotor). As an alternative, the stepping motors can
be employed for the tracking applications. More-over, utilizing a stepping motor
with a larger torque-to-inertia ratio compared with a same-size-class direct current
motor helps reduce the height of the antenna systems.
The IMU should provide as output the Euler’s angles; the output data rate
should be close to 100Hz to provide a fast response of the control loop. There is a
wide selection of commercial out-of-the-shelf IMUs available on the market for this
purpose. An interesting example was previously described in Figure 3.42. Other
solutions are the ones integrating solid-state strap-down gyrocompass and motion
sensor, based on fiber optic gyroscope; those units have no spinning elements and
are generally suitable for the military field. However solution based on MEMS
sensors are again the best trade-off between performance and cost, also for the small
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Parameter Value Unit
Current per phase 8 A
Resistance per phase 0.67 Ω
Inductance per phase 12 mH
Holding torque 30 Nm
Weight 11.7 Kg
Max axial force 60 N
Table 3.2: Specifications of M110SH201TO0512L05C by AEC
size combined with high durability and reliability that the recent progress in the
MEMS technology allows.
The CPU should be able to provide a fast enough response of the loop; solutions
based on FPGAs appears to fulfil the requirements.
Components identification
Three M110SH201T by AEC were chosen as motors; the M110SH201T is an
high torque stepper motor. Figure 3.53 shows the mechanical layout, instead in
Table 3.2 the principal specifications are listed.
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Figure 3.53: M110SH201TO0512L05C by AEC
The ADIS16480 by Analog Device was chosen as IMU; the ADIS16480 is a
complete inertial system that includes a triaxial gyroscope, a triaxial accelerometer,
triaxial magnetometer, pressure sensor, and an extended Kalman filter (EKF)
for dynamic orientation sensing. Each inertial sensor combines industry-leading
MEMS technology with signal conditioning that optimizes dynamic performance.
Figure 3.54 and Figure 3.55 show the overall IMU and the functional block diagram
respectively; Table 3.3 lists the principal specifications.
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Figure 3.54: ADIS16480 by Analog Devices
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Figure 3.55: ADIS16480 block diagram
Parameter Value Unit
Static accuracy 0.1 °
Gyroscope dynamic range ±450 °/s
Gyroscope bias stability 6 °/hr
Gyroscope angular random walk 0.3 °/
√
hr
Gyroscope nonlinearity 0.01 %
Accelerometer dynamic range ±10 g
Magnetometer dynamic range ±2.5 G
Supply voltage 3.3 V
Table 3.3: Specifications of ADIS16480 by Analog Devices
The TMS320C2834 by Texas Instruments was chosen as processing units; the
TMS320C2834 is an high-performance floating-point micro-controller equipped with
300MHz processor and 512 kB volatile memory suitable for stand-alone platform
stabilization systems.
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Figure 3.56: ADIS16480 EKF signal path
Functional block diagram
The functional block diagram of the proprietary EKF embedded in the ADIS16480
is shown in Figure 3.56. The overall functional block diagram of the implemented
active stabilization system is shown in Figure 3.57.
Experimental results
An experimental campaign was conducted in the IDS test site described in
§ 3.5.4. During the manoeuvres the maximum angular acceleration (measured with
a dedicated instrument) reaches up to 85 °/s2. Figure 3.58 shows the performance
of the GPR with and without the active stabilization system; in both cases the
post processing based on motion-shifting and ground-bounce removal with LIDAR
(described in § 3.5.3) is applied. The ROC curves are plotted as PD versus FAR,
measured in false alarms per square meter, as a function of decision threshold. As a
result, the active stabilization system provides improvements on the ROC curves.
3.6 Conclusion
Standard preprocessing techniques for removing the ground response from vehicle-
mounted GPR data may fail when used on rough terrain. Although many alternative
ground tracking and removal techniques have been proposed in the recent literature,
their relative benefits are dependent on the figures of merit being considered. A
LIDAR system was integrated into a prototype system with IDS GPR and provided
high-resolution measurements of the ground surface. Using geometric projections
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Figure 3.57: Active stabilization system: block diagram
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Figure 3.58: Performances of the active stabilization system
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and information obtained from the GPS/IMU, the LIDAR and GPR data were
cross-registered to identify the ground bounce in the GPR data.
It was shown for several cases that LIDAR may provide a different indication of
the ground bounce than if the A-scan global maximum was used. Two modifications
to preprocessing were proposed for mitigating the ground bounce based on the
available LIDAR data. The first was a modification of the global-max alignment
technique, in which the GPR data was temporally shifted so that the LIDAR-
measured ground bounce was aligned. Then, all data up to the aligned ground
bounce were discarded. Although this technique showed better performance than
global-max alignment for targets buried under mounds, aligning the data for targets
buried in deep holes resulted in significant distortion of the background. The second
modification did not align the data. Instead, the GPR data was temporally-shifted
to correct for antenna motion. Then, all time samples received up to the ground
bounce were set to zero. Although this technique did smooth over many of the
artefacts of antenna motion, and successfully removed the ground bounce from the
data, the signatures of shallow-buried targets were affected as well.
An experiment was carried out on data collected with the integrated prototype
vehicle over lanes with different rough terrain, consisting of targets buried under
or near mounds, ruts, and potholes. A comparison was made using global-max
alignment and the two proposed modifications to preprocessing. Results illustrated
that correcting for antenna motion and directly removing the ground bounce from the
data without aligning the ground first yielded the most improvements to detection
performance. Furthermore an active stabilization for GPR antenna array has been
developed based in IMU and direct current motors to prevent the performance
worsening in detection capability (due to the directivity of the antennas) during
the manoeuvre on rough terrains. The active stabilization system together with
the data processing with LIDAR and IMU/GPS exhibit considerable improvements
over standard post-processing techniques based on the global-max alignment.
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Appendix A
High-Level Modelling of
DCS for Gas Turbines
The use of Distributed Control Systems (DCSs) is becoming popular and useful
to control complex processes in the industry and involves multiple variables and
control loops. DCSs are actually a strong reality in the automotive field while in
other applications such as gas turbines for Oil & Gas or Avionics, steam turbines
and motor-compressors in general, DCSs are not yet used and a centralized control
system is preferred. This work introduces an high-level modelling of a control system,
providing an useful tool to investigate a possible migration from a centralized control
system to a distributed one, moving towards an optimal partitioning. An evaluation
algorithm is proposed together with possible cost metrics. A case study is also
provided: the presented paradigm is applied to a control system for a gas turbine
manufactured by GE Nuovo Pignone. Finally a new paradigm, to be investigated
in the future, is introduced.
A.1 Introduction
The use of DCSs is becoming popular and useful to control complex processes
in the industry and involves multiple variables and control loops. There are many
vendors providing these DCSs, such as Emerson, Yokogawa, Foxboro and Honeywell.
The continued development of these DCSs by manufacturers result in great advan-
tages for the users of this kind of technology [63]: flexible hardware architecture
and software tools [64] which come with advanced algorithms of optimization, mod-
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elling and control; robust communication systems between hardware components
such as workstations, smart devices, sensors; capabilities which manage alarms
and abnormal events; integrated diagnostic features in hardware, communications
and control; capacity to have redundancy in the design of the systems in both
hardware and software levels; ability to create historical data bases and efficient
manipulation; security by having limits on the access to the parts of the control
system; user-friendly graphic tools that are useful in manipulating the system [65].
The DCS is used world-wide to control the processes in different fields around us.
It is used to control both hydraulic and thermal power plants, factories, airplanes
and radar systems. This control system consists of a certain number of controllers
connected together via a network. These controllers have the ability to talk with
each other by a certain communication protocols to define what’s request from
each one to do. This communication process is used to transmit data from one
controller to other controllers to decide the required action. The software is used
here to design the control algorithm requested to run the hardware part. This
software consists of a Process Control (PC), program and data base program; the
PC program is used to run the data base program to give the required functions.
Man intervention to such kind of networks is usually done by special operator
station which is designed to do this function, and the data can be displayed on a
visual basic graphic included in the main program to define the system performance
(Human-Machine Interface or HMI). The Hardware consists of a sub rack, which
is connected to the controller data bus; these sub racks have a certain addresses
used to receive the communication orders from the software. The description of the
hardware devices can include the following:
• Digital Input (DI) card;
• Digital Output (DO) card;
• Analog Input (AI) card;
• Analog Output (AO) card.
These cards are usually plugged in the controller sub rack with a certain previously
determined addresses. The DCS also includes the Information Management System
(IMS), which works as a data manager control. It contains also a controller, which
has the ability to talk with the whole system controllers to define the operations for
each processor controller. It extracts the hot data from the system’s controllers to
save it in its server hard disk to use this data for managing and execute the system
processing. The information management system is also connected to the network
and the field interfaced to the system through the controllers sub rack [66]. A
typical architecture of a DCS (DCSs may take many architectural forms) is showed
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Figure A.1: A typical architecture of a distributed control system
in Figure A.1 where c denotes a controller node, s a sensor node and a an actuator
node; the bold line represents a communications bus. The DCS concept has been
fuelled by the proliferation of low cost micro-controllers for distributed processing
and developments in real-time network.
DCSs are actually a strong reality in automotive, where, driven by the AU-
Tomotive Open System ARchitecture (AUTOSAR) standard, play a fundamental
role. A modern car may have up to 100 Electronic Control Units (ECUs) and
a commercial vehicle up to 40 (see Figure A.2). Automotive embedded systems
(embedded systems are a particular typology of distributed systems) can be classified
into:
• engine electronics: throttle control, NOx control, fuel injection rate;
• transmission electronics: gears control;
• chassis electronics: Anti-lock Braking System (ABS), Traction Control System
(TCS), Electronic Brake Distribution (EBD), Electronic Stability Program
(ESP);
• active safety (air-bag);
• driver assistance: Adaptive Cruise Control (ACC), park assist;
• passenger comfort: automatic climate control;
• information and entertainment systems: navigation system, music.
While in Automotive DCSs are very popular, in other applications such as
gas turbines for Oil & Gas or Avionics, steam turbines and motor-compressors in
general, DCSs are not yet used and a centralized control system is preferred.
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Figure A.2: DCS for automotive
A.2 Distributed control of complex systems
Typically the migration from a centralized control system to a distributed
one is driven by the following criteria: wiring harnesses reduction, protection of
the Intellectual Property (IP) and migration of the computational power directly
on-board.
A.2.1 Architectural analysis
A possible distributed control architecture for complex systems expects multiple
independent on-board controllers connected together through an high speed digital
bus. A further controller, called gateway, provides the communication with the
other levels of the complex system. The gateway usually also provides a diagnostic
port equipped with a proprietary connector that allows low level operations. The
interaction with an operator is reduced to a simple HMI that allows only high
level operations such as monitoring and tuning of non-critical parameters. In
critical applications, each controller has at least two processing units (to guarantee
redundancy) executing the same operations even if only one is active at a time. The
signal conditioning system is designed to interface sensors with hot-swap capability
and there are no single point of failure.
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A.2.2 Design issues
The design of a new distributed architecture is directly connected to the following
steps:
• define the number of controllers;
• assign tasks to each controller;
• evaluate the configuration through performance indexes.
The first step is the analysis of the optimal partitioning of an assigned space of n
tasks; two solutions are well known: fully centralized system (only one controller)
and fully distributed system (n controller, one for each task).
The main goal is to find and evaluate all the intermediate scenarios. An
exhaustive solution of the problem needs to evaluate n2! scenarios (even if not all
independent) where n is the number of tasks; in general this represents an issue
because a complex system implements more than 500 tasks.
A.3 Optimal partitioning proposal
The principal issue in investigating a partitioning of a complex system is to
define exactly which solution is better than others; to motivate a particular choice,
the definition of cost metrics is needed. An exhaustive solution oriented to explore
the complete space of solutions, as mentioned in the previous section, is reasonably
not practicable for a complex system due to the high number of tasks performed by
the control system.
For this reason the use of an heuristic approach is proposed in this work: a
finite number of configurations provided by the user are analysed by an evaluation
algorithm through different cost metrics.
A.3.1 Modelling the controllers
A first step is modelling the control system in order to provide a complete
description suitable to give quantitative and qualitative evaluations. We can
consider a controller (centralized or distributed, is indifferent at this stage of the
analysis) as a black-box having physical inputs and outputs and in which a certain
number of tasks are implemented.
Figure A.3 shows the introduced concept; IN x represent physical inputs, OUT x
represent physical output and Fx represents a generic task. For the modelling of a
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Figure A.3: Controller as a black-box
controller is not necessary at this stage to identify the functionality of each task,
but is important to deeply investigate which signals and variables are involved in.
If a controller is a part of a network, such as in DCSs, is fundamental taking into
account also data coming in and out the communication bus.
A.3.2 Modelling the tasks
A second step is providing a description of each task implemented in a controller.
Supposing that the entire control system has a global synchronization signal, such
as a clock, not all tasks are executed at the same frequency. For this reason to each
task we can assign a integer number, called frame multiplier, describing the priority
of the task. Following our convention, low values specify critical tasks; otherwise,
high values specify non-critical tasks. Furthermore, to complete the modelling of
the task, the list of input and output variables is taken into account.
Figure A.4 shows an example of the introduced concept; each task is identified
by the name, the frame rate that is the product between the frame multiplier and
the period of the global synchronization signal, the list of input variables and the
list of output variables. The number of input and output variables is also considered
for cross-check purposes during the analysis.
A.3.3 Building the configuration
The last preparatory step is to build a configuration describing in an exhaustive
way a particular partitioning that will be analysed; in our approach, the description
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Figure A.4: Model of a task
of a configuration has been called data space (see Figure A.5 for details).
The data space has a hierarchical structure where the top level is represented by
the list of instanced controllers; each controller is described by a structure composed
by the tasks (sometimes called alternatively functions) that will perform and by a
list of physical inputs and outputs that will be connected de facto to the physical
implementation of the controller, reasonably a board. Finally each task is described
with the structure introduced in the previous subsection.
A.4 Evaluation algorithm
As mentioned in the previous sections, the proposed approach is to describe
exhaustively a finite set of configurations and analyse it with an evaluation algorithm
through different cost metrics obtaining performance indexes.
Figure A.6 describes the principle of working of the proposed approach.
A.4.1 Cost metrics
The cost metrics taken into account until now can be classified according to the
amount of shared data, the computational effort aﬄicting each controller and the
number of physical inputs and outputs connected to each controller.
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Figure A.5: The data space representing a particular configuration
102
EVALUATIONALGORITHM
CONFIG.1 CONFIG.2 CONFIG.3 CONFIG.n
COST METRICS
LIST OF PERFORMANCE
Figure A.6: Evaluation algorithm - principles of working
103
A. High-Level Modelling of DCS for Gas Turbines
For the first category, the following indexes can be underlined:
• connectivity factor : amount of shared data over the bus, due to signals and
variables;
• connection matrix : amount of shared date between a couple of controllers;
• frame-rate distribution: related to the bandwidth of the digital bus.
The connectivity factor is an integer number and represents the total amount of
shared data over the bus due to both signals and variables supposing that all the
shared data pass through a shared transmission medium (bus). This cost metric is
an important index of the used bandwidth over the bus; furthermore, following this
metric, is suitable that tasks sharing a large amount of data should be placed on
the same controller. The computation of the connectivity factor can be summarized
using the following Python-like code.
de f c o n n e c t i v i t y f a c t o r e v a l ( s t r u c t l i s t ) :
conn fac t = 0
f o r each c o n t r o l l e r :
v a r l i s t = [ ]
5 v a r l i s t . append ( i n p u t l i s t )
f o r each func t i on :
f o r each var out :
v a r l i s t . append ( var out )
f o r each func t i on :
10 f o r each va r i n :
i f v a r i n i s not in v a r l i s t :
c onn fac t = conn fac t + 1
v a r l i s t . append ( va r i n )
f o r each output :
15 i f output i s not in var l i s t :
c onn fac t = conn fac t + 1
v a r l i s t . append ( output )
re turn conn fac t
Listing A.1: Connectivity factor evaluation
The connectivity matrix is made of integer numbers and the element (i,j)
represents the connectivity factor between the controller i and the controller j; the
square matrix is symmetric and all the elements on the main diagonal are zero. The
sum of the elements on the upper (or lower) triangular matrix represents the global
connectivity factor.
Another important cost metric is the frame rate distribution connected to the
bandwidth of the shared data. To each variable a frame multiplier has been assigned;
for output variables the frame rate of the producing function is chosen, instead for
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Figure A.7: Control systems for turbo-machineries (roadmap)
input variables the minimum frame rate of the functions in which is used is taken
into account (worst case).
The computational efficiency factor represents the distribution, classified in
terms of frame multiplier considered as an index of criticality, of functions in each
controllers.
Finally the interface efficiency factor that is the number of physical inputs and
outputs expected on the controller; this is an important parameter especially if
particular constraints are fixed for the typology of the controller.
A.5 Case study
A field where DCSs are not in use is the one related to turbo-machineries for
Oil & Gas.
Figure A.7 represents a possible roadmap for control systems for turbo-machineries
that starting from a centralized control system aims to reach a distributed one. The
first control system in use was based on traditional wiring where all sensors and
actuators were individually hard-wired from the field to the control room (where
the centralized controller is physically placed). The second diagram represents
the current solution based on a remote I/O solution (also known as RIO Panel);
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each signal coming from and to the field is digitized near the turbo-machinery
and the resulting information comes to the control room through a bus. The last
diagrams are the challenge for future control systems; in particular the third diagram
represents an intermediate step between centralized and distributed paradigms: the
control system at all is still centralized but macro-functionalities are identified. The
fourth diagram, finally, represents a DCS.
The control system in use by GE for turbo-machineries is the Mark VIe that, for
its flexibility, is suitable for multiple applications. It features high-speed, networked
I/O for simplex, dual, and triple redundant systems. Industry-standard Ethernet
communications are used for I/O, controllers, and supervisory interface to operator
and maintenance stations, and third-party systems. The ToolboxST is used for
Mark VIe and related controls as a common software platform for programming,
configuring I/O, trending, and analysing diagnostics. It provides a single source of
quality, time-coherent data at the controller and plant level for effectively managing
equipment assets. Mark VIe and ToolboxST are both trademarks of GE.
The evaluation algorithm proposed in this work has been applied to the control
system, developed with the ToolboxST, for a PGT25 (PGT means Pignone Gas
Turbine) manufactured by GE Nuovo Pignone (Florence, Italy). An equivalent .xml-
based description for the control system has been provided by GE Nuovo Pignone
together with a finite set of configurations representing possible partitioning schemes.
Starting from the equivalent .xml-based description, according to Figure A.8,
the original control system has been analysed and a textual description of tasks
and I/O has been provided. Subsequently, starting from the supplied configuration
descriptor, a data-space (Figure A.5) has been built and then benchmarked by the
evaluation algorithm. The last operation has been repeated for all the configuration
descriptors provided.
Multiple configurations had been tested both based on a functional partitioning
and based on other criteria, such as a computational partitioning. Those config-
urations can not be shown in detail, but we can affirm that the ones based on a
functional partitioning are successful, confirming indirectly that the third diagram
in Figure A.7 is a fundamental step.
A.6 Conclusion
In this work a novel concept for high level modelling of DCSs has been introduced
starting from Centralized Control Systems. The concept is based on an equivalent
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Figure A.8: Analysis based on ToolboxST by GE
description of tasks implemented in the control system and on necessary physical
inputs and outputs. An evaluation algorithm for different configurations has been
introduced and some basic cost metrics have been proposed; an application of
this concept to GE Nuovo Pignone PGT25 has been analysed. Furthermore this
evaluation algorithm can be easily adapted to diverse proprietary (or not) centralized
control systems, since an equivalent description of the system can be achieved
reasonably without particular efforts. The analysis of control system for other gas
turbine types in use by GE Nuovo Pignone (such as Frame5, Frame7 and Frame10)
or for other turbo-machineries, such as steam turbines and motor-compressors, is
already scheduled.
A.6.1 Future steps
At this stage the algorithm provides performance indexes and allows comparative
analysis; on the contrary is driven from the input configuration that is strongly
related to the user’s know-how and this represents a possible limitation to the design
exploration. Figure A.9 represents the current concept; the evaluation algorithm
has been called CONFiguration Analyser and Performance Provider (CONFAPP).
Instead of Toolbox files, a generic proprietary control system can be considered.
The evaluation algorithm could be re-designed under a new paradigm: the
user provides constraints and target performance metrics and gets a ready-to-use
configuration fitting requirements; see Figure A.10, where the new evaluation
algorithm has been called CONFiguration OPTimizer (CONFOPT).
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 ×Figure A.9: Block diagram of the actual paradigm
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Figure A.10: A possible new paradigm
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This thesis dealt with the investigation of MEMS inertial sensors from different
perspectives and points of view: readout, test and application.
At first, a novel mixed-signal architecture for micro-machined gyroscopes based
on analog code division multiple access technique has been presented and inves-
tigated; this solution allows to drastically reduce the analog front-end. ASIC
performances are comparable with the SD740 proprietary architecture (FDMA-
based) by SensorDynamics AG taken as reference; a reduction up to 24% on the
silicon area of the analog section has been estimated.
Afterword, a low-cost novel concept for characterization of MEMS accelerometers
at medium-g levels for automotive has been developed. The concept has been
also successfully tested on some modules of already trimmed 3DoF-IMU from
SensorDynamics AG; modules has been firstly re-tested using a different environment,
confirming the goodness of the developed setup, and then tested for the first time at
medium-g levels (potentially up to 50 g). The developed setup has been successfully
used from SensorDynamics AG also for the evaluation of other parameters such
as the cross-axis sensitivity. Since similar products from SensorDynamics AG are
also equipped with a single axis MEMS gyroscope, the setup, even if conveniently
revised, has been suitable for advanced characterization including quadrature bias
evaluation.
Finally an application of inertial sensors has been proposed. Standard preprocess-
ing techniques for removing the ground response from vehicle-mounted GPR data
may fail when used on rough terrain. Although many alternative ground tracking
and removal techniques have been proposed in the recent literature, their relative
benefits are dependent on the figures of merit being considered. A LIDAR system
was integrated into a prototype system with IDS GPR and provided high-resolution
measurements of the ground surface. Using geometric projections and information
obtained from the GPS/IMU, the LIDAR and GPR data were cross-registered to
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identify the ground bounce in the GPR data. An experiment was carried out on
data collected with the integrated prototype vehicle over lanes with different rough
terrain, consisting of targets buried under or near mounds, ruts, and potholes.
Results illustrated that correcting for antenna motion and directly removing the
ground bounce from the data without aligning the ground first yielded the most
improvements to detection performance. Furthermore an active stabilization for
GPR antenna array has been developed based in IMU and direct current motors to
prevent the performance worsening in detection capability (due to the directivity
of the antennas) during the manoeuvre on rough terrains. The active stabiliza-
tion system together with the data processing with LIDAR and IMU/GPS exhibit
considerable improvements over standard post-processing techniques based on the
global-max alignment.
As appendix, a novel concept for high level modelling of DCSs has been in-
troduced starting from Centralized Control Systems. The concept is based on an
equivalent description of tasks implemented in the control system and on necessary
physical inputs and outputs. An evaluation algorithm for different configurations
has been introduced and some basic cost metrics have been proposed; an application
of this concept to GE Nuovo Pignone PGT25 has been analysed. Furthermore
this evaluation algorithm can be easily adapted to diverse proprietary (or not)
centralized control systems, since an equivalent description of the system can be
achieved reasonably without particular efforts. The analysis of control system for
other gas turbine types in use by GE Nuovo Pignone (such as Frame5, Frame7
and Frame10) or for other turbo-machineries, such as steam turbines and motor-
compressors, is already scheduled. At this stage the algorithm provides performance
indexes and allows comparative analysis; on the contrary is driven from the input
configuration that is strongly related to the user’s know-how and this represents
a possible limitation to the design exploration. The evaluation algorithm could
be re-designed under a new paradigm: the user provides constraints and target
performance metrics and gets a ready-to-use configuration fitting requirements.
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