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There is a difficulty in finding an estimate of variance of the profile likelihood estimator in
the joint model of longitudinal and survival data. We solve the difficulty by introducing the
“statistical generalized derivative”. The derivative is used to show the asymptotic normality
of the estimator without assuming the second derivative of the density function in the model
exists.
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1. Introduction
This paper proposes a method to show asymptotic normality of a profile likelihood esti-
mator in a mixture of semiparametric models with the EM-algorithm. As an example we
consider a joint model of ordinal responses and the proportional hazards model with the
finite mixture. Through this example, we demonstrate to solve the theoretical challenge in
a joint model of survival and longitudinal data stated by [Hsieh, Tseng & Wang (2006)]:
“ No distributional or asymptotic theory is available to date, and even the standard er-
rors (SE), defined as the standard deviations of the parametric estimators, are difficult to
obtain.” The difficulty of the problem is to deal with an implicit function which is diffi-
cult to differentiate. In the profile likelihood approach we profile out the baseline hazard
function by plugging in an estimate of the hazard function to the likelihood function.
This estimator of the hazard function is an implicit function in our problem.
The core of our method is an introduction of “statistical generalised derivative” (in
Theorem 2.1). Using this generalised derivative, in Theorem 2.2, we show asymptotic
normality of estimator without differentiating the implicit function. In section 3, we
apply our proposed method to the joint model.
Our approach gives an alternative to the methodologies in [Hirose (2011)], [Hirose (2016)]
and [Murphy and van der Vaart (2000)], where an asymptotic normality of the profile
likelihood estimator were studied. Other related work is in [Zeng & Cai(2005)]. In this
paper they showed asymptotic normality of the estimators through the joint maximiza-
tion of the parameter of interest and the baseline hazard function. This approach does
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not require to deal with the implicit function which encounter with the profile likelihood
estimation.
2. Mixture of semiparametric models and generalized
statistical derivative
We consider a mixture of semiparametric models whose density is of the form
p(x; θ, η, π) =
R∑
r=1
πrpr(x; θr, ηr), (1)
where for each r = 1, . . . , R, pr(x; θr , ηr) is a semiparametric model with a finite di-
mensional parameter θr ∈ Θr ⊂ Rmr and an infinite dimensional parameter ηr ∈ Hr
where Hr is a subset of Banach space Br, and π1, . . . , πR are mixture probabilities. We
assume that πr > 0 for each r and
∑R
r=1 πr = 1. We denote θ = (θ1, . . . , θR) ∈ Θ =
Θ1 × · · · × ΘR, η = (η1, . . . , ηR) ∈ H = H1 × · · · ×HR and π = (π1, . . . , πR). The true
values of these parameters are denoted by θ0 = (θ1,0, . . . , θR,0), η0 = (η1,0, . . . , ηR,0) and
π0 = (π1,0, . . . , πR,0) Once we observe iid data X1, . . . , Xn from the mixture model, the
joint probability function of the data X = (X1, . . . , Xn) is given by
p(X; θ, η, π) =
n∏
i=1
R∑
r=1
πrpr(Xi; θr, ηr). (2)
We consider θ is the parameters of interest, and η and π are nuisance parameters. This pa-
per aims to establish large sample properties of the maximum likelihood estimator of θ us-
ing profile likelihood and the EM-algorithm ([Dempster, A., Laird, N., & Rubin, D. (1977)]).
To discuss the EM-algorithm, we further introduce notations (we use notations from
[Bishop (2006)]). Let Zi = (Zi1, . . . , ZiR) be group indicator variable for the subject i: for
each r, Zir = 0 or = 1 with P (Zir = 1) = πr, and
∑R
r=1 Zir = 1. Let Z = (Z1, . . . , Zn).
The joint probability function of the complete data (X,Z) is
p(X,Z; θ, η, π) =
n∏
i=1
R∏
r=1
[πrpr(Xi; θr, ηr)]
Zir . (3)
Then the EM-algorithm utilizes the identity
log p(X; θ, η, π) =
∑
Z
q(Z) log p(X,Z; θ, η, π) −
∑
Z
q(Z) log p(Z|X; θ, η, π), (4)
where q(Z) is any distribution of Z ([McLachlan & Krishnan (2008)], Equation (3.3)).
In the E-step,
q(Z) = p(Z|X; θold, ηold, πold),
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then it is well known that the gradient for the log p(X; θ, η, π) coincides with the one
for
∑
Z
q(Z) log p(X,Z; θ, η, π) at (θold, ηold, πold). In the M-step, maximize the expec-
tation of the complete data log likelihood function
∑
Z
q(Z) log p(X,Z; θ, η, π) to obtain
(θnew , ηnew, πnew). Then repeat E-step and M-step iteratively until we achieve the max-
imum.
Under this procedure, the maximizer of the mixture log likelihood function log p(X; θ, η, π)
with respect to θ, η and π is the same as the ones for the expectation of the complete data
log likelihood function
∑
Z
q(Z) log p(X,Z; θ, η, π) ([McLachlan & Krishnan (2008)], Sec-
tion 3.4.1).
The EM-algorithm gives us the maximum likelihood estimator θˆ of the mixture model.
However it does not give us the variance of the estimator. In the following, we aim to
establish asymptotic normality of the maximum likelihood estimator of θ using the profile
likelihood estimation with the EM-algorithm.
2.1. Generalized statistical derivative and asymptotic normality
of the estimator
From the complete data joint distribution (3), we can derive the conditional distribution
p(Z|X; θ, η, π):
p(Z|X; θ, η, π) = p(X,Z; θ, η, π)∑
Z
p(X,Z; θ, η, π)
=
n∏
i=1
R∏
r=1
[πrpr(Xi; θr, ηr)]
Zir∑R
j=1 πjpj(Xi; θj , ηj)
=
n∏
i=1
R∏
r=1
γr(Xi; θ, η)
Zir . (5)
where
γr(Xi; θ, η) =
πrpr(Xi; θr, ηr)∑R
j=1 πjpj(Xi; θj , ηj)
, r = 1, . . . , R. (6)
Again from (3), the expected complete data log-likelihood under q(Z) = p(Z|X; θ, η, π)
is
∑
Z
q(Z) log p(X,Z|θ, η, π) =
n∑
i=1
R∑
r=1
γr(Xi; θ, η)[log πr + log pr(Xi; θr, ηr)]. (7)
With the expected complete data log-likelihood (7), the method of Lagrange multiplier
can be applied to get the MLE πˆk of πr:
πˆk(θ, η) =
∑n
i=1 γr(Xi; θ, η)
n
, r = 1, . . . , R. (8)
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We require that, as n→∞,
πˆr(θ0, η0)
P→ πr,0
where (θ0, η0) are the true value of (θ, η) and πr,0, r = 1, . . . , R, are the true mixture
probabilities.
The efficient score function and information matrix in the mixture model:
The score function for θ and score operator for η in the mixture model given in (1) are,
respectively,
ℓ˙(x; θ, η) =
∂
∂θ
log
(
R∑
r=1
πrpr(x; θr, ηr)
)
=
R∑
r=1
γr(x; θ, η)
∂
∂θ
log pr(x; θr , ηr), (9)
and
B(x; θ, η) = dη log
(
R∑
r=1
πrpr(x; θr, ηr)
)
=
R∑
r=1
γr(x; θ, η)dη log pr(x; θr, ηr) (10)
where γr(x; θ, η) is given in (6) with Xi replaced with x. The notation dη is the Hadamard
derivative operator with respect to the parameter η.
Let θ0, η0 be the true values of θ, η and denote ℓ˙0(x) = ℓ˙(x; θ0, η0) and B0(x) =
B(x; θ0, η0). Then, it follows from the standard theory ([van der Vaart (1998)], page 374)
that the efficient score function ℓ˜0 and the efficient information matrix I˜0 in the semi-
parametric mixture model are given by
ℓ˜0(x) = (I −B0(B∗0B0)−1B∗0)ℓ˙0(x), (11)
and
I˜0 = E[ℓ˜0ℓ˜
T
0 ]. (12)
Note: Equations (9) and (10) show that the score functions in the semiparametric
mixture model (1) coincide with the ones for the expected complete data likelihood (7).
The score function for the profile likelihood: In the estimation of (θ, η) we use
the profile likelihood approach: we obtain a function (θ, F )→ ηˆθ,F = (ηˆ1,θ,F , . . . , ηˆR,θ,F )
whose values are in the space of the parameter η = (η1, . . . , ηR).
Define the score functions for the profile likelihood in the model
φ(x; θ, F ) =
∂
∂θ
log
(
R∑
r=1
πrpr(x; θr, ηˆr,θ,F )
)
=
R∑
r=1
γr(x; θ, ηˆθ,F )
∂
∂θ
log pr(x; θr, ηˆr,θ,F ) (13)
and
ψ(x; θ, F ) = dF log
(
R∑
r=1
πrpr(x; θr, ηˆr,θ,F )
)
=
R∑
r=1
γr(x; θ, ηˆθ,F )dF log pr(x; θr , ηˆr,θ,F ), (14)
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We require that η0 = ηˆθ0,F0 = (ηˆ1,θ0,F0 , . . . , ηˆR,θ0,F0) and the condition (R2) below as-
sumes φ(x; θ0, F0) is the efficient score function ℓ˜0(x) in the model where θ0, η0 and F0
are the true values of the parameters θ, η and cdf F .
Assumptions: We list assumptions used for Theorem 2.1 and Theorem 2.2 given
below.
On the set of cdf functions F , we use the sup-norm, i.e. for F, F0 ∈ F ,
‖F − F0‖ = sup
x
|F (x) − F0(x)|.
For ρ > 0, let
Cρ = {F ∈ F : ‖F − F0‖ < ρ}.
We assume that:
(R1) For each (θ, F ) ∈ Θ×F , the log-profile-likelihood function for an observation x
log p(x; θ, F ) = log
(
R∑
r=1
πrpr(x; θr, ηˆr,θ,F )
)
(15)
is continuously differentiable with respect to θ = (θ1, . . . , θR) and Hadamard dif-
ferentiable with respect to F for all x. Derivatives are respectively denoted by
φ(x; θ, F ) = ∂∂θ log p(x; θ, F ) and ψ(x; θ, F ) = dF log p(x; θ, F ) and they are given
in (13) and (14).
(R2) We denote ηˆθ,F = (ηˆ1,θ,F , . . . , ηˆR,θ,F ). We assume ηˆθ,F satisfies ηˆθ0,F0 = η0 =
(η1,0, . . . , ηR,0) and the function
ℓ˜0(x) := φ(x; θ0, F0)
is the efficient score function. Further, we assume the cube-root-n consistency: if
θˆn is the MLE of θ0, n
1/3(Fn − F0) = OP (1) and n1/3(ηˆθˆn,Fn − η0) = OP (1).
(R3) The efficient information matrix I˜0 = E[ℓ˜0ℓ˜
T
0 ] = E[φφ
T (X ; θ0, F0)] is invertible.
(R4) The score function φ(x; θ, F ) defined in (13) takes the form
φ(x; θ, F ) = φ˜(x; θ, F, ηˆθ,F ),
where, by assumption (R2), the efficient score function is given by
ℓ˜0(x) = φ(x; θ0, F0) = φ˜(x; θ0, F0, η0).
We assume that there exists a ρ > 0 and neighborhoods Θ and H of θ0 and η0, re-
spectively, such that Cρ and H are Donsker and the class of functions {φ˜(x; θ, F, η) :
(θ, F, η) ∈ Θ×Cρ×H} has a square integrable envelope function and it is Lipschitz
in the parameters (θ, F, η):
‖φ˜(x; θ′, F ′, η′)− φ˜(x; θ, F, η)‖ ≤M ′(x)(‖θ′ − θ‖ + ‖F ′ − F‖+ ‖η′ − η‖) (16)
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whereM ′(x) is a P0-square integrable function. Moreover, for θ, θ′ ∈ Θ and F, F ′ ∈
Cρ, ∣∣∣∣p(x; θ′, F ′)− p(x; θ, F )p(x; θ, F )
∣∣∣∣ ≤ M(x)(‖θ′ − θ‖+ ‖F ′ − F‖) (17)
where M(x) is a P0-square integrable function.
Main result: statistical generalized derivative and asymptotic linearity of
the estimator.To calculate the second derivative of the score function φ(x; θ, F ) given in
(13), we use the idea similar to the derivative of generalized functions ([Kolmogorov et al. (1975)]).
Let ϕ → (f, ϕ) = ∫∞−∞ f(x)ϕ(x)dx be a generalized function, where ϕ vanishes outside
of some interval. Then if f and ϕ are differentiable with derivative f ′ and ϕ′, then by
integration by parts,
(f ′, ϕ) =
∫ ∞
−∞
f ′(x)ϕ(x)dx = −
∫ ∞
−∞
f(x)ϕ′(x)dx = −(f, ϕ′).
We define the derivative (f ′, ϕ) of the generalized function ϕ→ (f, ϕ) by −(f, ϕ′). This
definition is valid even if f is not differentiable, provided ϕ is differentiable.
A similar idea can be applied in our problem. Suppose the density for the profile
likelihood p(x; θ, F ) given in (15) is twice differentiable with respect to θ, then by differ-
entiating ∫ {
∂
∂θ
log p(x; θ, F )
}
p(x; θ, F )dx = 0,
with respect to θ at (θ, F ) = (θ0, F0), we get equivalent expressions for the efficient
information matrix in terms of the score function φ(x; θ0, F0):
I˜0 = E[φφ
T (X ; θ0, F0)] = −E
[
∂
∂θT
φ(X ; θ0, F0)
]
. (18)
From this equation we are motivated to define the expected derivative of the score func-
tion −E [ ∂
∂θT
φ(X ; θ0, F0)
]
by E[φφT (X ; θ0, F0)]. In the following theorem, we show that
the definition is valid even when the derivative of the score function ∂∂θT φ(x; θ, F ) does
not exist.
Theorem 2.1 Suppose (R1) and (R4). Let p(x; θ, F ) =
∑R
r=1 πrpr(x; θr, ηˆr,θ,F ), φ(x; θ, F ) =
∂
∂θ log p(x; θ, F ), and ψ(x; θ, F ) = dF log p(x; θ, F ) as defined in (15), (13) and (14), re-
spectively. Let θt and Ft be a smooth paths through θ0 and F0 at t = 0 such that the limits
of t−1(θt − θ0) and t−1(Ft − F0) exist as t→ 0. Then, as t→ 0, we have that
E
[
t−1{φ(X ; θt, F0)− φ(X ; θ0, F0)}
]
= −E [φ(X ; θ0, F0)φT (X ; θ0, F0)] {t−1(θt − θ0)}+ o(1), (19)
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and
E
[
t−1{φ(X ; θt, Ft)− φ(X ; θt, F0)}
]
= −E[φ(X ; θ0, F0)ψ(X ; θ0, F0)]{t−1(Ft − F0)}
+o(1) +O{(t−1‖θt − θ0‖+ t−1‖Ft − F0‖)(‖Ft − F0‖+ ‖ηˆθt,Ft − ηˆθt,F0‖)}. (20)
Note. Note that even when the derivative ∂∂θφ(x; θ, F ) does not exist the equation
(23) in the proof holds. Together with the derivative ∂∂θp(x; θ, F ) exists implies that the
derivative of the map θ → E [φ(x; θ, F )] exists and it is given by (19). We may call the
derivative the statistical generalized derivative. A similar comment for (20) holds.
Proof. We assumed the limits of t−1(θt− θ0) and t−1(Ft−F0) exist as t→ 0. By the
differentiability of p(x; θ, F ) with respect to θ and F , at each x with p(x; θ0, F0) > 0 we
have, as t→ 0,
t−1{p(x; θt, F0)− p(x; θ0, F0)
p(x; θ0, F0)
= φ(x; θ0, F0){t−1(θt − θ0)}+ o(1), (21)
and
t−1{p(x; θt, Ft)− p(x; θt, F0)
p(x; θ0, F0)
= ψ(x; θ0, F0){t−1(Ft − F0)}+ o(1). (22)
We prove (19). For each t, the equality
0 = t−1
{∫
φ(x; θt, F0)p(x; θt, F0)dx−
∫
φ(x; θ0, F0)p(x; θ0, F0)dx
}
=
∫
t−1{φ(x; θt, F0)− φ(x; θ0, F0)}p(x; θ0, F0)dx
+
∫
φ(x; θt, F0)t
−1{p(x; θt, F0)− p(x; θ0, F0)}dx
holds, where we understood the integral is taken over the set {x : p(x; θ0, F0) > 0}. It
follows that, for each t, we have that∫
t−1{φ(x; θt, F0)− φ(x; θ0, F0)}p(x; θ0, F0)dx
= −
∫
φ(x; θt, F0)t
−1{p(x; θt, F0)− p(x; θ0, F0)}dx. (23)
By Appendix 1 (a), the right hand side of (23) is, as t→ 0,
−
∫
φ(x; θt, F0)t
−1{p(x; θt, F0)− p(x; θ0, F0)}dx
= −
∫
φ(x; θt, F0)
t−1{p(x; θt, F0)− p(x; θ0, F0)}
p(x; θ0, F0)
p(x; θ0, F0)dx
= −
∫
φ(x; θ0, F0)φ
T (x; θ0, F0)p(x; θ0, F0)dx
{
t−1(θt − θ0)
}
+ o(1).
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It follows that, we have (19):∫
t−1{φ(x; θt, F0)− φ(x; θ0, F0)}p(x; θ0, F0)dx
= −
∫
φ(x; θ0, F0)φ
T (x; θ0, F0)p(x; θ0, F0)dx{t−1(θt − θ0)}+ o(1).
Now we prove (20). Similar to the beginning of the proof of (19), for each t, the
following equation holds:∫
t−1{φ(x; θt, Ft)− φ(x; θt, F0)}p(x; θt, Ft)dx
= −
∫
φ(x; θt, F0)t
−1{p(x; θt, Ft)− p(x; θt, F0)}dx. (24)
By Appendix 1 (b), the left hand side of (24) is, as t→ 0,∥∥∥∥∫ t−1{φ(x; θt, Ft)− φ(x; θt, F0)}p(x; θt, Ft)dx − ∫ t−1{φ(x; θt, Ft)− φ(x; θt, F0)}p(x; θ0, F0)dx∥∥∥∥
=
∥∥∥∥∫ {φ(x; θt, Ft)− φ(x; θt, F0)} t−1{p(x; θt, Ft)− p(x; θ0, F0)}p(x; θ0, F0) p(x; θ0, F0)dx
∥∥∥∥
= O{t−1(‖θt − θ0‖+ ‖Ft − F0‖)(‖Ft − F0‖+ ‖ηˆθt,Ft − ηˆθt,F0‖)}. (25)
Using (22), the similar proof of Appendix 1 (a) can show that the integral in the right
hand side of the equation (24) is∫
φ(x; θt, F0)t
−1{p(x; θt, Ft)− p(x; θt, F0)}dx
=
∫
φ(x; θ0, F0)ψ(x; θ0, F0)t
−1(Ft − F0)p(x; θ0, F0)dx+ o(1). (26)
By combining (25) and (26), the equality (24) is equivalent to∫
t−1{φ(x; θt, Ft)− φ(x; θt, F0)}p(x; θ0, F0)dx
= −
∫
φ(x; θ0, F0)ψ(x; θ0, F0)p(x; θ0, F0)dx{t−1(Ft − F0)}
+o(1) +O{t−1(‖θt − θ0‖+ ‖Ft − F0‖)(‖Ft − F0‖+ ‖ηˆθt,Ft − ηˆθt,F0‖)}.
The (20) follows from this.
Using the result in Theorem 2.1, we show the following result:
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Theorem 2.2 Suppose the set of assumptions (R1) − (R4) holds. Then a consistent
solution θˆn to the estimating equation
n∑
i=1
φ(Xi; θˆn, Fn) = 0 (27)
is an asymptotically linear estimator for θ0 :
√
n(θˆn − θ0) = 1√
n
n∑
i=1
I˜−10 ℓ˜0(Xi) + oP (1).
Hence we have that
√
n(θˆn − θ0) d−→ N
(
0, I˜−10
)
as n→∞.
Proof
In (R4) we assumed Cρ and H are Donsker and the function φ˜(x; θ, F, η) is Lipschitz
in the parameters (θ, F, η) with a P0-square integrable function M
′(x) given in (16). By
Corollary 2.10.13 in [van der Vaart & Wellner (1996)], the class {φ˜(x; θ, F, η) : (θ, F, η) ∈
Θ× Cρ ×H} is Donsker.
By Lemma 19.24 in [van der Vaart (1998)] together with the dominated convergence
theorem, it implies
1√
n
n∑
i=1
{φ(Xi; θˆn, Fn)− φ(Xi; θ0, F0)} =
√
nE{φ(X ; θˆn, Fn)− φ(X ; θ0, F0)} + oP (1). (28)
From (19) it follows that
√
nE{φ(X ; θˆn, F0)− φ(X ; θ0, F0)} = −I˜0
√
n(θˆn − θ0) + op(1), (29)
where I˜0 = E[ℓ˜0ℓ˜
T
0 ] = E{φ(X ; θ0, F0)φT (X ; θ0, F0)}.
Using (20),
√
nE{φ(X ; θˆn, Fn)− φ(X ; θˆn, F0)}
= −E[φ(X ; θ0, F0)ψ(X ; θ0, F0)]{
√
n(Fn − F0)}
+O{√n(‖θˆn − θ0‖+ ‖Fn − F0‖)(‖Fn − F0‖+ ‖ηˆθˆn,Fn − η0‖)}
+o(1 + ‖θˆn − θ0‖+ ‖Fn − F0‖+ ‖ηˆθˆn,Fn − η0‖)
= oP (1 +
√
n(θˆn − θ0)), (30)
where we used:
1. Since ψ(x; θ0, F0) is in the nuisance tangent space and φ(x; θ0, F0) is the efficient
score function, we have
E[φ(x; θ0, F0)ψ(x; θ0, F0)] = 0. (31)
imsart-bj ver. 2014/10/16 file: Em_semi_3.tex date: September 27, 2018
10 Yuichi Hirose
2. We assumed (θˆn − θ0) = oP (1), n1/3(Fn − F0) = OP (1) and n1/3(ηˆθˆn,Fn − η0) =
OP (1), it follows that
O{√n(‖θˆn − θ0‖+ ‖Fn − F0‖)(‖Fn − F0‖+ ‖ηˆθˆn,Fn − η0‖)} = oP (1 +
√
n(θˆn − θ0))
and o(1 + ‖Fn − F0‖+ ‖ηˆθˆn,Fn − η0‖) = oP (1).
Using (29) and (30), the right hand side of (28) is
√
nE{φ(X ; θˆn, Fn)− φ(X ; θ0, F0)}
=
√
nE{φ(X ; θˆn, F0)− φ(X ; θ0, F0)}+
√
nE{φ(X ; θˆn, Fn)− φ(X ; θˆn, F0)}
= −I˜0
√
n(θˆn − θ0) + op{1 +
√
n(θˆn − θ0)}. (32)
Finally, (28) together with (32) and 1√
n
∑n
i=1 φ(Xi; θˆn, Fn) = 0 imply that
√
n(θˆn − θ0) = 1√
n
n∑
i=1
I˜−10 φ(Xi; θ0, F0) + oP (1).
3. Joint mixture model of survival and longitudinal
ordered data
In this section, we apply the theorem 2.1 and 2.2 to the example of “the joint model
of ordinal responses and the proportional hazards with the finite mixture” which is
studied in [Preedalikit et al. (2016)]. We demonstrate that how our method can solve
the difficulty in profile likelihood estimation in the joint model.
The maximum likelihood estimation in the joint model has been studied by many au-
thors, among others we name few, [Wulfsohn & Tsiatis (1997)], [Song, Davidian & Tsiatis (2002)]
and [Hsieh, Tseng & Wang (2006)]. For more complete review of the joint models please
see [Tsiatis & Davidian (2004)] and [Rizopoulos (2012)].
Ordinal Response Models: Let Yijm be the ordered categorical response from 1 (poor)
to L (excellent) on item (or question) j for subject i at the mth protocol-specified
time point, where i = 1, 2, . . . , n, j = 1, 2, . . . , J and m = 1, 2, . . . ,M . In total, there
are J items in the questionnaire related to patients quality of life, collected at times
t1, t2, . . . , tM . Given that subject i belongs to group r, an ordered stereotype model can
be written as
log
[
P (Yijm = ℓ | θr)
P (Yijm = 1 | θr)
]
= aℓ + φℓ(bj + θr), r = 1, . . . , R,
where aℓ is a response level intercept parameter with ℓ = 2, . . . , L, bj is an item effect,
and θr is associated with the discrete latent variable, with a1 = 0, b1 = 0, φ1 = 0 and
θ1 = 0. The parameter θr can be referred to as a group effect of the quality of life for
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patients in group r. However, the group memberships are unknown. The {φℓ} parameters
can be regarded as unknown scores for the outcome categories. Because φℓ(bj + θr) =
(Aφℓ((bj+θr)/A)) for any constant A 6= 0, for identifiability, we need to impose monotone
scores on {φℓ} to treat Yijm as ordinal. Therefore, the model has the constraint 0 = φ1 ≤
φ2 ≤ . . . ≤ φL = 1. The ordinal response part of likelihood function for the ith subject is
P (Yi | θr, α) =
Mi∏
m=1
J∏
j=1
L∏
ℓ=1
(
exp(aℓ + φℓ(bj + θr))
1 +
∑L
k=2 exp(ak + φk(bj + θr))
)Yijmℓ
(33)
where α = (a, b, φ). Each follow-up time point may have a different number of observa-
tions because some patient responses are missing.
The Cox Proportional Hazards Model: We consider the Cox proportional hazards
model for the survival part in the joint model. Let X be a time-independent covariate.
The hazard function for the failure time Ti of the i
th subject is of the form
λ(t|Xi, θr, δ) = λ0(t) exp(θrδ0 +Xiδ1) (34)
where λ0(t) is the baseline hazard function. The latent variable θr is linked with the
ordinal response model and δ = (δ0, δ1) are coefficients.
For the estimation of the baseline hazard function λ0(t), we use the method of non-
parametric maximum likelihood described in [Kalbfleisch & Prentice (2002), section 4.3].
Let λi be the hazard at time ti, where t1 < t2 < . . . < tn are the ordered observed times.
Assume that the hazard is zero between adjacent times so that the survival time is dis-
crete. The corresponding cumulative hazard function Λ0(ti) =
∑
p≤i
λp is a step function
with jumps at the failure time ti. Then the survival part likelihood function of subject i
is
P
(
Ti, di |λ, θr, δ
)
=
(
λi exp(θrδ0 +Xiδ1)
)di × exp(−∑
p≤i
λp exp(θrδ0 +Xiδ1)
)
,(35)
where the di is an indicator of censorship for individual i: if we observe failure time, then
di = 1, otherwise di = 0.
The Full Likelihood Function: The joint likelihood function is obtained by combining
the probability function from ordinal response model (33), and the proportional hazards
model (35), by assuming the two models are independent given latent discrete random
variables.
Let πr be the unknown probability (r = 1, . . . , R) that a subject lies in group r, and
(Θ, λ) = ((θ, α, δ), λ) be all the unknown parameters of the joint model. The mixture
model likelihood function is
L(Θ, λ|Y, T,D) =
n∏
i=1
(
R∑
r=1
P
(
Yi | θr, α
)
P
(
Ti, di |λ, θr, δ
)
πr
)
. (36)
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Let Zir be the group indicator, where Zir = 1 if the i
th individual was from the rth
group and 0 otherwise. The complete data likelihood can be written as
L(Θ, λ|Y, T, d, Z) =
n∏
i=1
R∏
r=1
(
P
(
Yi | θr, α
)
P
(
Ti, di |λ, θr, δ
)
πr
)Zir
. (37)
The expected complete data log likelihood under q(Z) = P (Z|Y, T, d) is∑
Z
q(Z) logL(Θ, λ|Y, T, d, Z)
=
n∑
i=1
R∑
r=1
γ(Zir)
{
log πr + logP
(
Yi | θr, α
)
+ logP
(
Ti, di |λ, θr, δ
)}
(38)
where γ(Zir), P
(
Yi | θr, α
)
and P
(
Ti, di |λ, θr, δ
)
are defined in equations (41), (33) and
(35) respectively.
To estimate all parameters and the baseline hazards simultaneously, we combine the
EM algorithm and the method of nonparametric maximum likelihood.
3.1. Estimation procedure: profile likelihood with EM algorithm
Baseline Hazard Estimation: Before starting the EM-step, we profile out the baseline
hazard function λ0(t). The survival part of equation (38) can be separately maximized
with respect to λ:
n∑
i=1
R∑
r=1
γ(Zir) logP
(
Ti, di |λ, θr, δ
)
=
n∑
i=1
R∑
r=1
γ(Zir)
{
di(logλi + θrδ0 +Xiδ1)−
∑
p≤i
λp exp(θrδ0 +Xiδ1)
}
.(39)
By solving ∂∂λl
∑n
i=1
∑R
r=1 γ(Zir) logP
(
Ti, di |λ, θr, δ
)
= 0, l = 1, . . . , n, we find the
maximizer λ̂l of (39) by holding (θ, δ) fixed, and it is given by
λ̂l(θ, δ) =
di∑
p≥i
∑
R
r=1
γ(Zpr) exp(θrδ0+Xpδ1)
. (40)
Denote λ̂(θ, δ) = (λ̂1(θ, δ), . . . , λ̂n(θ, δ)).
The E-step: In the E-step, we use the current parameter estimates Θ = (θ, α, δ) to find
the expected values of Zir:
γ(Zir) = E
(
Zir|Yi, Ti, di
)
=
πr P
(
Yi | θr, α
)
P
(
Ti, di | λ̂(θ, δ), θr , δ
)∑R
g=1 πg P
(
Yi | θg, α
)
P
(
Ti, di | λ̂(θ, δ), θg , δ
) . (41)
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The M-step: In the M-step, we maximize equation (38) with respect to πr and Θ =
(θ, α, δ). Due to the fact that there is no relationship between πr and Θ, they can be
estimated separately.
1. Calculate the estimates of πr
π̂r =
∑n
i=1 γ(Zir)
n
.
2. We maximize the second and third parts of equation (38) (with λ̂(θ, δ) in the place
of λ)
n∑
i=1
R∑
r=1
γ(Zir)
{
logP
(
Yi | θr, α
)
+ logP
(
Ti, di | λ̂(θ, δ), θr, δ
)}
(42)
with respect to Θ = (θ, α, δ) to obtain Θ̂.
The estimated parameters from the M-step are returned into the E-step until the value
of Θ̂ converges.
3.2. Asymptotic normality of the MLE Θ̂ and its asymptotic
variance
From (40), an estimator of the cumulative hazard function in the counting process nota-
tion is
Λ̂(t) =
∫ t
0
∑n
i=1 dNi(u)∑n
i=1 Yi(u)
∑R
r=1 γ(Zir) exp(θrδ0 +Xiδ1)
where Ni(u) = 1{Ti≤u,di=1} and Yi(u) = 1{Ti≥u}.
Let us denote EFnf =
∫
fdFn. Then the above Λ̂(t) can be written as
Λ̂(t; Θ, Fn) =
∫ t
0
EFndN(u)
EFnY (u)
∑R
r=1 γ(Zr) exp(θrδ0 +Xδ1)
(43)
where N(u) = 1{T≤u,d=1}, Y (u) = 1{T≥u} and similarly γ(Zr) is defined.
Equation (42) gives the profile likelihood function for Θ = (θ, α, δ). The log-profile
likelihood function for one observation is
logP (Yi, Ti, di|Θ, Fn) =
R∑
r=1
γ(Zir)
{
logP
(
Yi | θr, α
)
+ logP
(
Ti, di | Λ̂(Θ, Fn), θr, δ
)}
(44)
where
R∑
r=1
γ(Zir) logP (Yi | θr, α) (45)
=
R∑
r=1
Mi∑
m=1
J∑
j=1
L∑
ℓ=1
γ(Zir)Yijmℓ
{
aℓ + φℓ(bj + θr)− log
(
1 +
L∑
k=2
exp(ak + φk(bj + θr))
)}
,
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and
R∑
r=1
γ(Zir) logP
(
Ti, di | Λ̂(Θ, Fn), θr, δ
)
=
R∑
r=1
γ(Zr)
{
di
(
log
EFndN(Ti)
EFnY (Ti)
∑R
r′=1 γ(Zr′) exp(θr′δ0 +Xδ1)
+ θrδ0 +Xiδ1
)
− exp(θrδ0 +Xiδ1)
∫ Ti
0
EFndN(u)
EFnY (u)
∑R
r′=1 γ(Zr′) exp(θr′δ0 +Xδ1)
}
. (46)
In the above log-likelihood we set a1 = b1 = φ1 = θ1 = 0.
Score functions
The score functions for the profile likelihood are
φ(Yi, Ti, di|Θ, Fn) = φO(Yi|Θ) + φS(Ti, di|Θ, Fn)
=
R∑
r=1
γ(Zir)
∂
∂Θ
logP
(
Yi | θr, α
)
+
R∑
r=1
γ(Zir)
∂
∂Θ
logP
(
Ti, di | Λ̂(Θ, Fn), θr, δ
)
,
ψ(Yi, Ti, di|Θ, Fn) =
R∑
r=1
γ(Zir)dF logP
(
Ti, di | Λ̂(Θ, Fn), θr, δ
)
. (47)
Here all derivatives are calculated treating γ(Zir) as constant. We call φO is the score
function for the ordinal response model and φS is the one for the survival model.
Theorem 3.1 (The efficient score function) We drop subscript i in equation (47). We
have the followings: at the true value of (Θ, F ),
1. Λ̂(t; Θ, F ) = Λ(t), the true cumulative hazard function, and;
2. the score function φ(Y, T, d|Θ, F ) defined in (47) is the efficient score function in
the model.
The proof of Theorem 3.1 is given in Appendix 2.
3.2.1. Checking conditions
We check conditions (R1)-(R4) in Section 2.1 so that Theorem 2.1 and 2.2 can be used
to get the large sample distribution of the estimator Θ̂n:
√
n(Θ̂n −Θ) ∼ N(0, I˜−1),
where I˜ = E(φφT ) is the efficient information with φ is defined in (47).
Since the ordinal response data part is a parametric model, we mainly discuss for the
survival part of the model. The survival part of the profile log -likelihood function for a
one observation is given in (46).
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To express the survival part of the score function φS(T, d|Θ, F ) in the form given in
condition (R4), we introduce a few notations.
Let
γ(Zr|Θ,Λ) =
πr P
(
Y | θr, α
)
P
(
T, d |Λ, θr, δ
)∑R
g=1 πg P
(
Y | θg, α
)
P
(
T, d |Λ, θg, δ
) . (48)
The function γ(Zr|Θ,Λ) is differentiable with respect to Θ and Λ. Then the function
γ(Zr) in (46) can be expressed as
γ(Zr) = γ(Zr|Θ, Λ̂(Θ, F )).
Let
M0(t|Θ, F,Λ) = EFY (u)
R∑
r=1
γ(Zr|Θ,Λ) exp(θrδ0 +Xδ1)
M1(t|Θ, F,Λ) = EFY (u)
R∑
r=1
γ(Zr|Θ,Λ)
 δ0θr
X
 exp(θrδ0 +Xδ1).
Then the score function for the survival part φS(T, d|Θ, F ) is
φ˜S(T, d|Θ, F, Λ̂(Θ, F ))
=
R∑
r=1
γ(Zr|Θ, Λ̂(Θ, F )) ∂
∂Θ
logP
(
T, d | Λ̂(Θ, F ), θr, δ
)
=
R∑
r=1
γ(Zr|Θ, Λ̂(Θ, F ))
d
 δ0θr
X
− M1(T |Θ, F, Λ̂(Θ, F ))
M0(T |Θ, F, Λ̂(Θ, F ))
 (49)
+ exp(θrδ0 +Xδ1)
∫ T
0
EFdN(u)
M0(u|Θ, F, Λ̂(Θ, F ))
 δ0θr
X
− M1(u|Θ, F, Λ̂(Θ, F ))
M0(u|Θ, F, Λ̂(Θ, F ))
 .
We will check condition (R4) using the function defined by
φ˜S(T, d|Θ, F,Λ)
=
R∑
r=1
γ(Zr|Θ,Λ)
d
 δ0θr
X
− M1(T |Θ, F,Λ)
M0(T |Θ, F,Λ)
 (50)
+ exp(θrδ0 +Xδ1)
∫ T
0
EF dN(u)
M0(u|Θ, F,Λ)
 δ0θr
X
− M1(u|Θ, F,Λ)
M0(u|Θ, F,Λ)
 .
Condition (R1): We calculated the survival part score function φS(T, d|Θ, F ) =
φ˜S(T, d|Θ, F, Λ̂(Θ, F )) in (49). The ordinal response data part is a parametric model, it
is differentiable with respect to the parameter Θ (we omit the calculation).
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We calculate the score function ψ(T, d|Θ, F ) =∑Rr=1 γ(Zir)dF logP (T, d | Λ̂(Θ, F ), θr, δ).
For an integrable function h with the same domain as the cdfs F ,
ψ(Y, T, d|Θ, F )h =
R∑
r=1
γ(Zr)dF logP
(
T, d | Λ̂(Θ, F ), θr, δ
)
h
=
R∑
r=1
γ(Zr)
{
d
(
EhdN(T )
EF dN(T )
− EhY (T )
∑R
r=1 γ(Zr) exp(θrδ0 +Xδ1)
EFY (T )
∑R
r=1 γ(Zr) exp(θrδ0 +Xδ1)
)
− exp(θrδ0 +Xδ1)
∫ T
0
EhdN(u)
EFY (u)
∑R
r=1 γ(Zr) exp(θrδ0 +Xδ1)
+ exp(θrδ0 +Xδ1)
∫ T
0
EFdN(u)EhY (u)
∑R
r=1 γ(Zr) exp(θrδ0 +Xδ1)
(EFY (u)
∑R
r=1 γ(Zr) exp(θrδ0 +Xδ1))
2
}
.
Condition (R2): We assume cube root n consistency of the empirical cdf and
an estimate of the baseline cumulative hazard function: ‖Fn − F0‖ = Op(n−1/3) and
‖Λ̂(Θ̂n, Fn)− Λ‖ = Op(n−1/3) (where the both norms are the sup norm).
In Theorem 3.1 we verified the rest of conditions in (R2).
Condition (R3): We outline verification of condition (R3)
We treat yijmℓ, Ti, di, Xi as random and the rest as constants. It requires some inspec-
tions to see that there is no linear combination of derivatives listed below is constant:
∂
∂ak
∑R
r=1 γ(Zir) logP (Yi | θr, α) , ∂∂φk
∑R
r=1 γ(Zir) logP (Yi | θr, α),
∂
∂bj
∑R
r=1 γ(Zir) logP (Yi | θr, α), ∂∂θr
∑R
r=1 γ(Zir) logP (Yi | θr, α),
∂
∂δp
∑R
r=1 γ(Zir) logP (Ti, di | λ̂(θ, δ), θr, δ) (k = 2, . . . , L; j = 2, . . . , J ; r = 2, . . . , R; p =
0, 1). To ensure to this happens we put a1 = b1 = φ1 = θ1 = 0. It follows that the
score function (47) has an invertible variance-covariance matrix (cf. Theorem 1.4 in
[Seber & Lee(2003)]).
Condition (R4): The score function φ˜S(T, d|Θ, F,Λ) given in (50) is differentiable
with respect to the parameters (Θ, F,Λ) we assume the derivatives are bounded by square
integrable envelope functions. It follows that the score function is Lipschitz in parameters.
We also assume that the density in the model given in (44) satisfy (17).
4. Discussion
The proposed “statistical generalized derivative” in Theorem 2.1 is applied for the score
function in the model. In this approach we do not require differentiability of the score
function to show the asymptotic normality of the profile likelihood estimator in the model
imsart-bj ver. 2014/10/16 file: Em_semi_3.tex date: September 27, 2018
Statistical generalized derivative applied to a mixture of semiparametric models 17
(in Theorem 2.2). However, it still requires the differentiability of the density function in
the model. In our joint model example in the section 3, the efficient score function was
calculated without differentiating the implicit function (Theorem 3.1, the calculation is
in Appendix 1). In the example, we established asymptotic normality of the estimator
without differentiating the implicit function.
There may be some examples that require to differentiate an implicit function in the
calculation of the efficient score function. If this is the case the approach in [Hirose (2016)]
may be applicable. To demonstrate this approach in the joint model example in the paper,
in Appendix 3, we proved the differentiability of the implicit function Λ̂(t; Θ, F ) given in
(43).
Once we have the efficient score function of the model under consideration, we can
apply the Theorem 2.1 and 2.2 in the paper to show the asymptotic normality of the
profile likelihood estimator in the problem.
Appendix 1: Dominated convergence and bound for
integral in the proof of Theorem 2.1
Let θt and Ft be a smooth paths through θ0 and F0 at t = 0 such that the limits of
t−1(θt − θ0) and t−1(Ft − F0) exist as t → 0. Under the assumptions of Theorem 2.1,
(R1)–(R4), we show the followings:
(a) ∫
φ(x; θt, F0)
t−1{p(x; θt, F0)− p(x; θ0, F0)}
p(x; θ0, F0)
p(x; θ0, F0)dx
=
∫
φ(x; θ0, F0)φ
T (x; θ0, F0){t−1(θt − θ0)}p(x; θ0, F0)dx+ o(1) as t→ 0.
(b) As t→ 0,∥∥∥∥∫ {φ(x; θt, Ft)− φ(x; θt, F0)} t−1{p(x; θt, Ft)− p(x; θ0, F0)}p(x; θ0, F0) p(x; θ0, F0)dx
∥∥∥∥
= O{(t−1‖θt − θ0‖+ t−1‖Ft − F0‖)(‖Ft − F0‖+ ‖ηˆθt,Ft − ηˆθt,F0‖)}.
Proof of (a). Let a ∈ Rp be a fixed nonzero vector. Since p(x; θ, F ) is differentiable
with respect to θ, for each x with p(x; θ0, F0) > 0,
G(x; t, a) := aTφ(x; θt, F0)
t−1{p(x; θt, F0)− p(x; θ0, F0)}
p(x; θ0, F0)
= aTφ(x; θ0, F0)φ
T (x; θ0, F0){t−1(θt − θ0)} + o(1) as t→ 0.
By assumption (R4), there is a P0-square integrable function M(x) such that
‖φ(x; θ, F )‖ ≤ M(x)∣∣∣∣ t−1{p(x; θt, F0)− p(x; θ0, F0)}p(x; θ0, F0)
∣∣∣∣ ≤ M(x)‖t−1(θt − θ0)‖
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Then
|G(x; t, a)| ≤M2(x)‖a‖‖t−1(θt − θ0)‖
and∫
aTφ(x; θt, F0)
t−1{p(x; θt, F0)− p(x; θ0, F0)}
p(x; θ0, F0)
p(x; θ0, F0)dx =
∫
G(x; t, a)p(x; θ0, F0)dx,
where we understood the integral is over the set {x : p(x; θ0, F0) > 0}.
Let tn be a sequence such that tn → 0+. Since M2(x)‖a‖‖t−1(θt − θ0)‖ ± G(x; t, a)
are nonnegative function, by the Fatou’s lemma,(∫
M2(x)p(x; θ0, F0)dx
)
‖a‖ lim inf
n
‖t−1n (θtn − θ0)‖ +
∫
lim inf
n
G(x; tn, a)p(x; θ0, F0)dx
=
∫
lim inf
n
[
M2(x)‖a‖‖t−1n (θtn − θ0)‖+G(x; tn, a)
]
p(x; θ0, F0)dx
≤ lim inf
n
∫ [
M2(x)‖a‖‖t−1n (θtn − θ0)‖+G(x; tn, a)
]
p(x; θ0, F0)dx
=
(∫
M2(x)p(x; θ0, F0)dx
)
‖a‖ lim inf
n
‖t−1n (θtn − θ0)‖ + lim infn
∫
G(x; tn, a)p(x; θ0, F0)dx.
Hence we have∫
lim inf
n
G(x; tn, a)p(x; θ0, F0)dx ≤ lim inf
n
∫
G(x; tn, a)p(x; θ0, F0)dx.
Similarly, by the Fatou’s lemma,(∫
M2(x)p(x; θ0, F0)dx
)
‖a‖ lim inf
n
‖t−1n (θtn − θ0)‖ −
∫
lim sup
n
G(x; tn, a)p(x; θ0, F0)dx
=
∫
lim inf
n
(
M2(x)‖a‖‖t−1n (θtn − θ0)‖ −G(x; tn, a)
)
p(x; θ0, F0)dx
≤ lim inf
n
∫ (
M2(x)‖a‖‖t−1n (θtn − θ0)‖ −G(x; tn, a)
)
p(x; θ0, F0)dx
≤
(∫
M2(x)p(x; θ0, F0)dx
)
‖a‖ lim inf
n
‖t−1n (θtn − θ0)‖ − lim sup
n
∫
G(x; tn, a)p(x; θ0, F0)dx.
From this it follows that
lim sup
n
∫
G(x; tn, a)p(x; θ0, F0)dx ≤
∫
lim sup
n
G(x; tn, a)p(x; θ0, F0)dx.
Combine all then we have∫
lim inf
n
G(x; tn, a)p(x; θ0, F0)dx ≤ lim inf
n
∫
G(x; tn, a)p(x; θ0, F0)dx
≤ lim sup
n
∫
G(x; tn, a)p(x; θ0, F0)dx ≤
∫
lim sup
n
G(x; tn, a)p(x; θ0, F0)dx.
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Since
lim inf
n
G(x; tn, a) = lim sup
n
G(x; tn, a)
we get
lim
n
∫
G(x; tn, a)p(x; θ0, F0)dx =
∫
lim
n
G(x; tn, a)p(x; θ0, F0)dx.
Equivalently, we have∫
aTφ(x; θt, F0)
t−1{p(x; θt, F0)− p(x; θ0, F0)}
p(x; θ0, F0)
p(x; θ0, F0)dx
=
∫
aTφ(x; θ0, F0)φ
T (x; θ0, F0){t−1(θt − θ0)}p(x; θ0, F0)dx+ o(1)
as t→ 0. Since the vector a is arbitrary nonzero vector, we have shown (a).
Proof of (b).
Using (16) in (R4) with a P0-square integrable function M
′(x), we have
‖φ(x; θt, Ft)− φ(x; θt, F0)‖ = ‖φ˜(x; θt, Ft, ηˆθt,Ft)− φ˜(x; θt, F0, ηˆθt,F0)‖
≤ M ′(x)(‖Ft − F0‖+ ‖ηˆθt,Ft − ηˆθt,F0‖). (51)
By (17) in (R4), there is a P0-square integrable function M(x) such that∣∣∣∣ t−1{p(x; θt, Ft)− p(x; θ0, F0)}p(x; θ0, F0)
∣∣∣∣ ≤ M(x)(‖t−1(θt − θ0)‖+ ‖t−1(Ft − F0)‖).
Using these we get the result∥∥∥∥∫ {φ(x; θt, Ft)− φ(x; θt, F0)} t−1{p(x; θt, Ft)− p(x; θ0, F0)}p(x; θ0, F0) p(x; θ0, F0)dx
∥∥∥∥
≤
∥∥∥∥∫ M ′(x)M(x)p(x; θ0, F0)dx∥∥∥∥
×(‖Ft − F0‖+ ‖ηˆθt,Ft − ηˆθt,F0‖)(‖t−1(θt − θ0)‖+ ‖t−1(Ft − F0)‖)
= O{(t−1‖θt − θ0‖+ t−1‖Ft − F0‖)(‖Ft − F0‖+ ‖ηˆθt,Ft − ηˆθt,F0‖)}.
Appendix 2: Proof of Theorem 3.1 (The Efficient
score function)
Proof. From (43), replacing Fn by F , we have
Λ̂(t; Θ, F ) =
∫ t
0
EdN(u)
EY (u)
∑R
r=1 γ(Zr) exp(θrδ0 +Xδ1)
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where E is the expectation with respect to the true distribution F . Since, at the true
value of the parameters (Θ, F,Λ),
EdN(u) = E[Y (u)
R∑
r=1
γ(Zr) exp(θrδ0 +Xδ1)]dΛ(u), (52)
we have that Λ̂(t; Θ, F ) = Λ(t).
The score function φ(Y, T, d|Θ, F ) = φO(Y |Θ) + φS(T, d|Θ, F ) in (47) has two parts:
the score function for the ordinal response model φO(Y |Θ) and the score function for
the survival model φS(T, d|Θ, F ). Since the score function for the ordinal response model
does not involve the parameter Λ, we will only work on the survival part of score function.
We treat the part γ(Zr) as constant in terms of the parameters.
Let
M1(t) = E
R∑
r=1
γ(Zr)
 δ0θr
X
 exp(θrδ0 +Xδ1)I(t ≤ T )
M0(t) = E
R∑
r=1
γ(Zr) exp(θrδ0 +Xδ1)I(t ≤ T ) (53)
Then the score function in the survival part of the model at the true value of param-
eters Θ and F is
φS(T, d|Θ, F ) =
R∑
r=1
γ(Zr)
∂
∂Θ
logP
(
T, d | Λ̂(Θ, F ), θr, δ
)
=
R∑
r=1
γ(Zr)
∂
∂Θ
{
d
(
log
EdN(T )
EY (T )
∑R
r=1 γ(Zr) exp(θrδ0 +Xδ1)
+ θrδ0 +Xδ1
)
− exp(θrδ0 +Xδ1)
∫ T
0
EdN(u)
EY (u)
∑R
r=1 γ(Zr) exp(θrδ0 +Xδ1)
}
=
R∑
r=1
γ(Zr)d
 δ0θr
X
− M1(T )
M0(T )

−
R∑
r=1
γ(Zr)
exp(θrδ0 +Xδ1)∫ T
0
 δ0θr
X
− M1(u)
M0(u)
 dΛ(u)
 (54)
where we used equation (52). The last expression is the efficient score function in the
survival part of the model derived in equation (55), Appendix 2.
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Appendix 3: Derivation of Efficient score function in
the joint Model
In this appendix, we derive the efficient score function in the joint model using (11). We
denote Pr,Θ,Λ(T, d) = P
(
T, d |Λ, θr, δ
)
.
The survival part of log-likelihood function for a one observation is
R∑
r=1
γ(Zr) logPr,Θ,Λ(T, d) =
R∑
r=1
γ(Zr)
{
d
(
logλ(T ) + θrδ0 +Xδ1
)− Λ(T ) exp(θrδ0 +Xδ1)} .
The score function for Θ is
ℓ˙Θ,Λ =
R∑
r=1
γ(Zr)
∂
∂Θ
logPr,Θ,Λ(T, d) =
R∑
r=1
γ(Zr)
 δ0θr
X
 {d− Λ(T ) exp(θrδ0 +Xδ1)} .
Let h : [0, τ ]→ R be a function on [0, τ ]. The path defined by
dΛs = (1 + sh)dΛ
is a submodel passing through Λ at s = 0. The corresponding path for the λ is
λs(t) =
dΛs(t)
dt
= (1 + sh)λ(t).
The derivative of the log-likelihood function
R∑
r=1
γ(Zr) logPr,Θ,Λs(T, d) =
R∑
r=1
γ(Zr)
{
d
(
logλs(T ) + θrδ0 +Xδ1
)− Λs(T ) exp(θrδ0 +Xδ1)} .
with respect to s at s = 0 is the score operator for Λ:
BΘ,Λh =
d
ds
∣∣∣∣
s=0
R∑
r=1
γ(Zr) logPr,Θ,Λs(T, d) =
R∑
r=1
γ(Zr)
(
dh(T )− exp(θrδ0 +Xδ1)
∫ T
0
h(u)dΛ(u)
)
.
Information operator B∗Θ,ΛBΘ,Λ
For functions g, h : [0, τ ]→ R, define a paths dΛs,t = (1 + sg + th+ stgh)dΛ. Then
∂
∂s
∣∣∣∣
(s,t)=(0,0)
R∑
r=1
γ(Zr) logPr,Θ,Λs,t(T, d) = BΘ,Λg
∂
∂t
∣∣∣∣
(s,t)=(0,0)
R∑
r=1
γ(Zr) logPr,Θ,Λs,t(T, d) = BΘ,Λh.
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Using these we have
〈BΘ,Λg,BΘ,Λh〉L2(P ) = E{(BΘ,Λg)(BΘ,Λh)}
= −E
{
∂2
∂t∂s
∣∣∣∣
(s,t)=(0,0)
R∑
r=1
γ(Zr) logPr,Θ,Λs,t(T, d)
}
= −E
{
∂
∂t
∣∣∣∣
t=0
BΘ,Λ0,tg
}
= E
{
R∑
r=1
γ(Zr) exp(θrδ0 +Xδ1)
∫ τ
0
I(u ≤ T )g(u)h(u)dΛ(u)
}
=
∫ τ
0
h(u)E
R∑
r=1
γ(Zr) exp(θrδ0 +Xδ1)I(u ≤ T )g(u)dΛ(u)
=
〈
E
R∑
r=1
γ(Zr) exp(θrδ0 +Xδ1)I(u ≤ T )g(u), h(u)
〉
L2(Λ)
Since
〈BΘ,Λg,BΘ,Λh〉L2(P ) = 〈B∗Θ,ΛBΘ,Λg, h〉L2(Λ),
we have the information operator
B∗Θ,ΛBΘ,Λg = E
R∑
r=1
γ(Zr) exp(θrδ0 +Xδ1)I(t ≤ T )g(t).
Since the operator multiplies a number, the inverse is
(B∗Θ,ΛBΘ,Λ)
−1g =
[
E
R∑
r=1
γ(Zr) exp(θrδ0 +Xδ1)I(t ≤ T )
]−1
g(t).
Calculation of B∗Θ,Λℓ˙Θ,Λ
Consider a paths (s, t)→ (Θ + sa,Λt) with dΛt = (1 + th)dΛ. Then
∂
∂s
∣∣∣∣
(s,t)=(0,0)
R∑
r=1
γ(Zr) logPr,Θ+sa,Λt(T, d) = a
T ℓ˙Θ,Λ
∂
∂t
∣∣∣∣
(s,t)=(0,0)
R∑
r=1
γ(Zr) logPr,Θ+sa,Λt(T, d) = BΘ,Λh.
Using these we compute that
〈aT ℓ˙Θ,Λ, BΘ,Λh〉L2(P ) = E{(aT ℓ˙Θ,Λ)(BΘ,Λh)}
= −E
{
∂2
∂t∂s
∣∣∣∣
(s,t)=(0,0)
R∑
r=1
γ(Zr) logPr,Θ+sa,Λt(T, d)
}
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= −E
{
∂
∂t
∣∣∣∣
t=0
aT ℓ˙Θ,Λt
}
= aTE
R∑
r=1
γ(Zr)
 δ0θr
X
{exp(θrδ0 +Xδ1)∫ τ
0
I(u ≤ T )h(u)dΛ(u)
}
= aT
∫ τ
0
E
R∑
r=1
γ(Zr)
 δ0θr
X
 exp(θrδ0 +Xδ1)I(u ≤ T )h(u)dΛ(u)
=
〈
aTE
R∑
r=1
γ(Zr)
 δ0θr
X
 exp(θrδ0 +Xδ1)I(u ≤ T ), h〉
L2(Λ)
Since
〈aT ℓ˙Θ,Λ, BΘ,Λh〉L2(P ) = 〈aTB∗Θ,Λℓ˙Θ,Λ, h〉L2(Λ),
we have that
B∗Θ,Λℓ˙Θ,Λ = E
R∑
r=1
γ(Zr)
 δ0θr
X
 exp(θrδ0 +Xδ1)I(u ≤ T ).
Efficient score function
Then the efficient score function for the survival part of the model is given by
ℓ˜Θ,Λ = ℓ˙Θ,Λ −BΘ,Λ(B∗Θ,ΛBΘ,Λ)−1B∗Θ,Λℓ˙Θ,Λ
=
R∑
r=1
γ(Zr)
 δ0θr
X
 {d− Λ(T ) exp(θrδ0 +Xδ1)} −BΘ,ΛM1(t)
M0(t)
=
R∑
r=1
γ(Zr)
 δ0θr
X
 {d− Λ(T ) exp(θrδ0 +Xδ1)}
−
R∑
r=1
γ(Zr)
(
d
M1(T )
M0(T )
− exp(θrδ0 +Xδ1)
∫ T
0
M1(u)
M0(u)
dΛ(u)
)
=
R∑
r=1
γ(Zr)d
 δ0θr
X
− M1(T )
M0(T )

−
R∑
r=1
γ(Zr)
exp(θrδ0 +Xδ1)∫ T
0
 δ0θr
X
− M1(u)
M0(u)
 dΛ(u)
 (55)
where M1(t) and M0(t) are defined in (53).
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Appendix 4: Differentiability of the function
Λ̂(t; Θ, F ) given in (43)
Let
ΨΘ,F (Λ)(t) =
∫ t
0
EF dN(u)
EFY (u)
∑R
r=1 γ(Zr|Θ,Λ) exp(θrδ0 +Xδ1)
.
Then the map ΨΘ,F (Λ) is differentiable with respect to the parameters (Θ, F,Λ). The
derivatives are denoted by ∂∂ΘΨΘ,F (Λ), dFΨΘ,F (Λ) and dΛΨΘ,F (Λ).
From (43), the function Λ̂(Θ, F ) is the solution to the operator equation:
Λ̂(Θ, F ) = ΨΘ,F (Λ̂(Θ, F )).
Using this the theorem below show that the function Λ̂(Θ, F ) is differentiable in the
parameter (Θ, F ).
Theorem 4.1 (Differentiability of Λ̂(Θ, F ))
Let tmax be the maximum time the observed value of T can get. Suppose∣∣∣∣∣− exp(θrδ0 +Xδ1) +
∑R
g=1 πg P
(
Y | θg, α
)
P
(
T, d |Λ, θg, δ
)
exp(θgδ0 +Xδ1)∑R
g=1 πg P
(
Y | θg, α
)
P
(
T, d |Λ, θg, δ
) ∣∣∣∣∣ <
(∫ tmax
0
dΛ(u)
)−1
. (56)
Then the map (Θ, F )→ Λ̂(Θ, F ) given in (43) is differentiable: the derivatives are given
by
∂
∂Θ
Λ̂(Θ, F ) = [I − dΛΨΘ,F (Λ)]−1 ∂
∂Θ
ΨΘ,F (Λ),
dF Λ̂(Θ, F ) = [I − dΛΨΘ,F (Λ)]−1dFΨΘ,F (Λ).
Proof. For each fixed t, the maps Θ → ΨΘ,F (Λ)(t) and Λ → ΨΘ,F (Λ)(t) are differ-
entiable real valued maps, by the result in Appendix 4, there are some Θ∗ and Λ∗ with
‖Θ∗ −Θ‖ ≤ ‖Θ′ −Θ‖ and ‖Λ∗ − Λ̂(Θ, F )‖ ≤ ‖Λ̂(Θ′, F )− Λ̂(Θ, F )‖ such that
Λ̂(Θ′, F )− Λ̂(Θ, F )
= ΨΘ′,F (Λ̂(Θ
′, F ))−ΨΘ,F (Λ̂(Θ, F ))
= ΨΘ′,F (Λ̂(Θ
′, F ))−ΨΘ,F (Λ̂(Θ′, F )) + ΨΘ,F (Λ̂(Θ′, F ))−ΨΘ,F (Λ̂(Θ, F ))
=
∂
∂Θ
ΨΘ∗,F (Λ̂(Θ
′, F ))(Θ′ −Θ) + dΛΨΘ,F (Λ∗)(Λ̂(Θ′, F )− Λ̂(Θ, F )).
It follows that
[I − dΛΨΘ,F (Λ∗)](Λ̂(Θ′, F )− Λ̂(Θ, F )) = ∂
∂Θ
ΨΘ∗,F (Λ̂(Θ
′, F ))(Θ′ −Θ).
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If we can show the inverse [I − dΛΨΘ,F (Λ∗)]−1 exists, then
Λ̂(Θ′, F )− Λ̂(Θ, F ) = [I − dΛΨΘ,F (Λ∗)]−1 ∂
∂Θ
ΨΘ∗,F (Λ̂(Θ
′, F ))(Θ′ −Θ)
= [I − dΛΨΘ,F (Λ)]−1 ∂
∂Θ
ΨΘ,F (Λ̂(Θ, F ))(Θ
′ −Θ) + o(Θ′ −Θ),
as Θ′ → Θ. Thus the derivative of Λ̂(Θ, F ) with respect to Θ is
∂
∂Θ
Λ̂(Θ, F ) = [I − dΛΨΘ,F (Λ)]−1 ∂
∂Θ
ΨΘ,F (Λ).
Now we show the inverse [I − dΛΨΘ,F (Λ)]−1 exists. This follows if we show
‖dΛΨΘ,F (Λ)‖ < 1
in the operator norm.
Using (52), at the true value of parameters, the derivative dΛΨΘ,F (Λ)(t) can be ex-
pressed as
dΛΨΘ,F (Λ)(t){Λ′ − Λ} = −
∫ t
0
dΛ(u)
EFY (u)
∑R
r=1 γ(Zr|Θ,Λ) exp(θrδ0 +Xδ1)dΛγ(Zr|Θ,Λ)(Λ
′−Λ)
γ(Zr|Θ,Λ)
EFY (u)
∑R
r=1 γ(Zr|Θ,Λ) exp(θrδ0 +Xδ1)
where
dΛγ(Zr|Θ,Λ)(Λ′ − Λ)
γ(Zr|Θ,Λ)
=
[
− exp(θrδ0 +Xδ1) +
∑R
g=1 πg P
(
Y | θg, α
)
P
(
T, d |Λ, θg, δ
)
exp(θgδ0 +Xδ1)∑R
g=1 πg P
(
Y | θg, α
)
P
(
T, d |Λ, θg, δ
) ] {Λ′(T )− Λ(T )}.
By the assumption (56), we have that
|dΛΨΘ,F (Λ)(t){Λ′ − Λ}| ≤
(∫ tmax
0
dΛ(u)
)(∫ tmax
0
dΛ(u)
)−1
‖Λ′(T )− Λ(T )‖ ≤ ‖Λ′(T )− Λ(T )‖.
This shows ‖dΛΨΘ,F (Λ)‖ < 1 in the operator norm at the true value of the parameters.
We assume this holds in some neighborhood of the true values. It follows that, in the
neighborhood, the function Λ̂(Θ, F ) is differentiable with respect to Θ.
A similar proof can show the differentiability of the function Λ̂(Θ, F ) with respect to
the parameter F .
Appendix 5: Mean value theorem for functional
Suppose f : H → R is a Hadamard differentiable real valued map on a convex subset H
of a Banach space. We denote the derivative by df . Suppose η, η0 ∈ H , then there exist
η∗ ∈ H such that ‖η∗ − η0‖ ≤ ‖η − η0‖ and
f(η) = f(η0) + df(η
∗)(η − η0).
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Moreover if η is partitioned η = (η1, η2) so that η0 = (η01, η02) and df = (df1, df2)
with dfi the derivative with respect to ηi, i = 1, 2.
Then there are η∗1 and η
∗
2 such that ‖η∗1−η01‖ ≤ ‖η1−η01‖ and ‖η∗2−η02‖ ≤ ‖η2−η02‖,
and
f(η1, η2) = f(η01, η02) + df1(η
∗
1 , η
∗
2)(η1 − η01) + df2(η∗1 , η∗2)(η2 − η02).
Proof Since H is a convex set η0 + t(η − η0) ∈ H for each t ∈ [0, 1]. Then the map
t→ f(η0+ t(η− η0)) is a differentiable real valued function. By the mean value theorem
there is a t∗ ∈ (0, 1) such that
f(η) = f(η0) + df(η0 + t
∗(η − η0))(η − η0).
Let η∗ = η0 + t∗(η − η0) and, for the partitioned version this is (η∗1 , η∗2) = (η01, η02) +
t∗[(η1, η2)− (η01, η02)], then the desired result follows.
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