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Abstract
Based on cross-disciplinary approaches to Embodied Conversational Agents, evaluation methods for such
human-computer interfaces are structured and presented. An introductory systematisation of evaluation topics from
a conversational perspective is followed by an explanation of social-psychological phenomena studied in interaction
with Embodied Conversational Agents, and how these can be used for evaluation purposes. Major evaluation
concepts and appropriate assessment instruments – established and new ones – are presented, including
questionnaires, annotations and log-files. An exemplary evaluation and guidelines provide hands-on information on
planning and preparing such endeavours.
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Introduction
Speech is the most common way for humans to com-
municate, and thus it has been tempting to use speech
as a modality to interact with machines for a long time.
However, whereas human speech communication is nor-
mally multimodal, as it makes use of the auditory and the
visual senses, speech as an interaction modality towards
machines was mostly limited to the acoustic channel in
the past. With the advent of Embodied Conversational
Agents (ECAs) as a means to convey machine output, and
with advanced possibilities to recognize speech not only
from the acoustic signal, but also from lip and other facial
information, which is conveyed visually and captured
through cameras, this situation has drastically changed.
Today, interactions between humans and machines can
also take place in the form of a “dialogue” between a
human and an ECA, where both interaction partners
convey linguistic as well as extra-linguistic information
through both the acoustic and the visual channel.
However, despite these abilities, the spoken interaction
between humans and ECAs is still a very unusual way of
interacting with machines. The reasons for the observable
reluctance to using ECAs in multimodal human-machine
interaction are multifold: Humans automatically convey
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extra-linguistic information such as information about
their mental state, emotions, or social relationships, when
communicating audio-visually via speech. Machines are
commonly not able to extract and interpret these types
of information in a reliable way. In turn, the abilities to
generate such information on the machine side are still
limited, and humans cannot always interpret machine-
generated extra-linguistic information in the correct way.
This mismatch is frequently at the origin of communica-
tion problems.
As a matter of fact, it has to be decided for each appli-
cation anew whether the use of an ECA is beneficial in
a multimodal human-machine interface, and whether it
will enhance high quality, usability and finally acceptance
on the part of the human user. Such a decision can only
be based on a thorough evaluation of the ECA in the
respective application scenario.
For evaluations, it is important to distinguish the con-
cept of performance from the concept of quality. Whereas
performance indicates whether a unit is able to carry out
the function which it has been designed for, quality is the
result of a human perception and judgement process, in
which the human compares what s/he perceives against
some type of internal reference, which has been built on
the basis of experiences, expectations, and functional or
social demands (Le Callet et al. 2012). Thus, quality is
much more difficult to measure than performance.
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Depending on the application domain, different perfor-
mance and quality aspects may be important. For exam-
ple, in a tutoring system it may be desirable to engage the
user in a conversation which leads to a better understand-
ing of the concepts to be tutored. Here, it may be desirable
that the ECA is able to convey feedback about the cor-
rectness of user answers in a fine-grained way. In a game,
the interaction between human and ECAmay just need to
be entertaining, thus joy of use may be a decisive factor.
In contrast, in an information retrieval task, it is essen-
tial that the information is correctly exchanged between
user and system, thus the efficiency of the exchange may
be highly relevant. Finally, in a care-taking situation where
the ECA is part of a care-taking robot, social aspects of the
interaction (such as conveying empathy, provoking emo-
tions, etc.) may be important, in addition to the assurance
of correct care-taking functions.
The examples show that there will be no universal
method to evaluate ECAs which are integrated into mul-
timodal interfaces in all circumstances. Thus, appropriate
methods have to be designed for the purpose at hand, and
for each application scenario. It is essential that the used
methods provide valid and reliable results, in that they
address the correct target with minimum uncertainty of
the measurement result. This article aims at providing the
basis for selecting evaluation methods which fulfil these
criteria.
The Review starts with theories which are useful for
describing interactions between humans and ECAs, as
well as phenomena which have been observed in such
interactions. Section “Evaluation and assessment meth-
ods” then reviews common evaluation and assessment
methods. Definitions and specific assessment instruments
of quality aspects are presented in Section “Aspects of
evaluation”. These quality aspects or concepts have been
organized in terms of a taxonomy originally developed
for multimodal human-machine interaction at large, and
tailored to human-ECA interactions. Finally, we provide
guidelines for practically conducting experiments and
studies, along with one exemplary evaluation of an ECA in
order to illustrate some basic principles. More details can
be found in the related literature listed in the Conclusion.
Review
Theoretical foundations of evaluation
According to Scherer (2004), nonverbal information typi-
cally accompanies spoken interaction and can
• substitute (e.g., nodding, shrugging),
• amplify (e.g., simultaneously nod and saying “yes”),
• contradict (e.g. unconsciously, or to signal irony), or
• modify (relativising an utterance with a smile or
gesture)
verbal information on a semantic level.
Consequently, numerous scientists are dedicated to pro-
ducing such nonverbal signals for ECAs in a natural and
situationally adequate way, as well as to recognize and
process such signals originating from the users. Further-
more, usability studies and psychological or linguistic
experiments are conducted which address the effect of
such technological capabilities on the user and the con-
versation. In the following, major evaluation topics are
presented, originating from communication theories and
from psychological effects observed in face-to-face con-
versation.
Communication theories
One example of research on multimodal human-
computer interaction (HCI) is the identification of sys-
tematic variation in users’ interaction style between
systems providing only spoken interaction and those pro-
viding also the visual channel (Oviatt 2008). For exam-
ple, if users are aware of the capability to use nonverbal
information, spoken content is likely to exhibit linguistic
underspecification, which is solved with the support of
nonverbal information and world or context knowledge.
This multidimensionality of information conveyed in
face-to-face conversation is not covered by information
theory (Shannon and Weaver 1949). One of the prob-
lems in applying this theory to face-to-face conversation
is the assumption of a common code, which works for
technical transmission of information, for which this the-
ory was developed, especially for reduction of redun-
dant information, but not in the case of HCI, as users
are usually not aware of all capabilities (i.e. code) of
that particular system. Also, the assumption of a purely
symbolic and intentional communication neglects the
continuous negotiation going on between interlocutors,
also called grounding (Clark 1996), as well as unin-
tentionally produced signals, which are useful to rec-
ognize the meaning and intention of a speaker and
are therefore typically considered by the conversational
partner.
Other communication theories do take into account
multiple aspects of a message: According to Schulz and
Thun (1981) a multimodal message comprises informa-
tion about the sender (e.g. mood, age), the relationship
(e.g. attitude, status), and the demand on something (per-
locutionary act) apart from the factual information. Of
course, the question arises, whether such aspects of ames-
sage are necessary for the interaction with a system, and
whether users are motivated by an ECA to expect proper
processing of them.
According to Krauss and Fussell (1996), communication
theories relevant for social psychology can be separated
into four classes: Encoder/decoder models like informa-
tion theory (Shannon and Weaver 1949), Intentional-
ist models focusing on the task of understanding the
Weiss et al. Computational Cognitive Science  (2015) 1:6 Page 3 of 21
speaker’s intention instead of just the utterance mean-
ing (e.g. speech act theory by Searle (1969)), models
centred on the process of Perspective-Taking as an impor-
tant aspect of conversation (e.g., models of feedback or
the client-centred counselling strategy by Rogers (1951)).
Last,Dialogicmodels treat conversation as socially depen-
dent co-joint work of the interlocutors.
According to dialogic models, the main goal of an inter-
action is to accomplish a shared world view. This empha-
sizes topics of interaction control, meta-communication
and discourse to prevent and solve communication prob-
lems and to establish grounding. For the application
of user–ECA interaction, any usage beyond mere con-
trolling services or devices will exhibit aspects of such
social and co-joint activity. In fact, there is not much
motivation to build ECAs for mere controlling tasks.
However, the degree of human-likeness or naturalness a
user assumes the ECA can provide represents a prob-
lematic issue. Users are heterogeneous in this respect
and not only interact differently, dependent on expert
knowledge and personality, but also evaluate the con-
versational quality differently due to diverging internal
references.
Arguing on the basis of a dialogic approach (Clark 1996),
the grounding problem is defined for ECAs in Brennan
(1998): In addition to obtaining a shared world view in
human conversation, one major goal of collaboratively
working with an ECA is the negotiation about its ver-
bal and nonverbal capabilities. This grounding process
is currently not properly supported in interfaces based
on natural spoken language, especially concerning sig-
nals of positive evidence and coordination of acceptance
of system messages. Therefore, the interaction with spo-
ken dialogue systems, embodied or not, is still inferior
compared to approaches of direct manipulation, which
intrinsically provide grounding mechanisms (e.g., visual-
ization of capabilities due to labelled buttons in Graphical
User Interfaces, GUIs), despite the theoretical advantages
of ECAs and spoken dialogue systems providing “natural
interaction” (cf. Section “Computers as social actors”).
Still, the four approaches presented above do not
necessarily differ concerning the topics studied, but they
do provide unique views and theoretical assumptions. For
example, back-channelling phenomena are investigated
in at least three approaches, but they are not a likely
topic for intentionalist models. Following major research
areas tackled by these communication theories, topics for
evaluation can be identified:
1. Smoothness and success of interaction related to
nonverbal interaction management (“turn-taking”
and “back-channel”): E.g.: Is the ECA capable to
produce and understand (multimodal)
turn-taking/back-channel signals and does this
improve subjective or instrumental measures of
interaction quality? One example for ECAs is the
study of Pardo et al. (2010), which is concerned with
instrumentally and subjectively measured effects of
an ECA providing a nonverbal communication
strategy compared to a spoken dialogue system
without embodiment. From a usability point of view,
smoothness of interaction represents an aspect of the
concept ease-of-use (Section “Ease-of-use”), and
success is related to usability (Section “Usability and
user experience”). For more information on
instrumental measures of smoothness, please refer to
Section “Interaction parameters”.
2. Naturalness of interaction, as expected by the user.
This can concern either the ECA’s production or
understanding capabilities and it can be focused
either on the verbal part (social and contextual
adequacy; user utterance understanding) or the
aspect of multimodality (adequacy of interplay
between verbal and nonverbal information;
correctness of interpretation of relevant multimodal
signals). One HCI example is the reduction of user
frustration due to signalling affective states in
problematic situations (Hone 2006). Affective
responses are covered in Section “Joy-of-use” about
joy-of-use.
3. Functions of nonverbal signals can be tested by
synthesizing these with an ECA, comparable to
studies with human interlocutors. Such functions
can be linguistically defined (e.g., concerning the type
of information or the conversational structure), but
they can also refer to the three non-factual aspects of
a message (Schulz and Thun 1981), e.g. the special
cases of politeness (relationship, demand), status
(relationship), or affective state (self-revelation)
(Op den Akker and Bruijnes 2012). Testing the
usability of such synthesized signals would initially
require function tests with participants. However,
the effect on users can be evaluated for both
concepts, ease-of-use and joy-of-use
(Sections “Ease-of-use”, “Joy-of-use”). Thus, the goal
of evaluation should be clearly defined.
4. Related to smoothness and naturalness, but not
unique to ECAs, are special communicative
processes like negotiations, repairs, grounding
terms, adjacency-pairs, alignment and giveness in the
course of a conversation. Typically, manual or
semi-automatic annotations are used for such
analysis (cf. Section “Interaction parameters”).
One central aspect of the dialogic approach is the
inherent social nature of conversation. As relevant
implication, evaluation based only on usability approaches
is limited and likely to fail, as social processes have
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to be taken into account. In the following, the effects
of persona, social facilitation, and visual/auditory attri-
butions are presented to raise awareness and pro-
vide explanations for potential issues in human-ECA
interaction.
Computers as social actors
According to Duffy (2003) robots need to have anthro-
pomorphic, i.e. human-like qualities, in order to be
capable of meaningful social interactions. If there is
a human-computer interface exhibiting speech or also
visual human features, human social behaviour, espe-
cially nonverbal signals, seem to be often triggered
automatically (Sproull et al. 1996; Vogeley and Bente
2010). This might also be true for non-anthropomorphic
interfaces to some extent (Reeves and Nass 1996),
but a rich amount of empirical results has con-
firmed this effect for anthropomorphic and speech
interfaces.
Persona effect: Concerning usability, ECAs are assumed
to possess an inherent benefit over other interaction
paradigms in HCI, as they provide “natural” and thus
“intuitive” interaction as learned by humans throughout
their whole lifetime, or to phrase it differently: ECAs could
relieve users of the need to learn technical details of new
technological services and interfaces (Takeuchi and Naito
1995).
This benefit of establishing a “natural”, i.e. social sit-
uation, could be empirically observed, as the existence
of anthropomorphic human interfaces, even those just
accompanying traditional interfaces like web-sites, can
result in a higher quality (more positive subjective eval-
uation) of the service or interface and/or in higher
performance (efficiency and effectiveness measured as
scores and time-to-complete). This persona effect, how-
ever, is highly debated, as it seems to be dependent
on task, system, and situation (Dehn and van Mulken
2000; Foster 2007; Yee et al. 2007). Also, there is the
question, whether the persona effect resembles an effect
of mere presence like the social facilitation effect (see
below) or if it is a result of a more natural and intuitive
interaction.
At least, compared to pure spoken dialogue systems,
ECAs can facilitate interaction (Dohen 2009), as human
processing benefits from multimodal signals in decreased
load and higher neural activity (Stein et al. 2009). So, if not
engaged in multiple tasks, an ECA might be less demand-
ing to interact with, if the nonverbal signals are produced
and recognized well.
Despite this assumed and also observed persona effect,
the design decisions and evaluation concepts concern-
ing ECAs are not to be taken easily: As mentioned
already, natural interaction can only have its positive
effect, if it is supported well by the ECA, and visu-
ally human-like ECAs may fuel too high expectations for
the dialogic and nonverbal capabilities. Although a nat-
ural interaction is aimed at and users do show signs of
social phenomena, some users may like to avoid such
social interaction for certain tasks in favour of a paradigm
of direct manipulation; just like some customers prefer
anonymous online shopping or self-service to personal
service.
Therefore, the users’ perspective on what the task is,
what expectations are on the interaction, and how the
ECA is perceived, are important to understand evaluation
results. The social situation created by an ECA can also
increase attention and even arousal on the user’s side (see
below), which led to the idea to provide an ECA as highly
salient and interesting single interface for various services,
e.g. domestic applications or guide for visitors in public
spaces, although attention can of course also result in dis-
traction from the relevant task (Takeuchi and Naito 1995).
Therefore, an additional evaluation topic is:
5. Does the mere presence of a (particular) ECA
improve the quality of the interaction for the given
domain and task? In order to answer this question, a
direct comparison would have been carried out,
conducting either an empirical experiment or a field
test with at least two conditions (cf. Section
“Experiments and field tests”).
In line with the persona effect, the presence of an ECA
can, for example, result in increased entertainment in a
game application (Koda and Maes 1996) and more non-
verbal signals are sent in interaction compared to other
interfaces (e.g., more eye contact interpreted as increased
attention, cf. Takeuchi and Naito (1995)). Also, observa-
tions of social effects like politeness, impression manage-
ment and social facilitation indicate that ECAs can indeed
establish a social situation resulting in the automatic
appearance of typical phenomena of social psychology
(Sproull et al. 1996).
Social facilitation: With social facilitation, performance
of a person is enhanced in the presence of other people
for tasks of low complexity, while performance decreases
for difficult, complex tasks. The latter is known as social
inhibition. This has also been observed for interaction
with ECAs (Sproull et al. 1996) and robots (Riether et
al. 2012; Wechsung et al. 2012a). One explanation of this
effect is an increase in attention and arousal due to the
social situation (Guerin 1993). Social facilitation might be
more likely for ECAs with gender different to the one of
the user (Karacora et al. 2012).
Treating an ECA as a social actor might be used by
designers and developers in order to increase attention
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(humans are aware of other social actors) and engagement
(social interaction as motivation and reward for interact-
ing with the interface), but they have to be aware of the
possibility of social inhibition. A sixth topic of evaluation
is thus:
6. Differences in internal states and interactive
behaviour due to the presence of an ECA. Studying
this research area typically involves empirical
experiments (Section “Experiments and field tests”).
Attributions There is a rich canon on human attrac-
tiveness and on its relevance for attributions. Although
there are positive effects of attractiveness also for non-
anthropomorphic interfaces (e.g., “what is beautiful is
usable” Tractinsky et al. (2000)), attractive virtual humans
might be easier to build than non-human attractive inter-
faces. ECAs can be built to evoke attributions of intel-
ligence and competence, and increase attention. On the
downside, stereotypes might apply, in relation to hair-
cut, facial geometry, age, gender, skin colour; even clothes
and speaking style have to be defined and cannot stay
“neutral”. However, this might result in the attribution
of a personality (Nass et al. 2001; Sproull et al. 1996;
Marakas et al. 2000). Therefore, simple design decisions
may result in incongruence with the user’s expectations
for the service or impression of the brand. Therefore, a last
evaluation topic can be named:
7. Studying attributions and attitude formation due to
characteristics of an ECA. For this topic, the
particular situation, defined by user, domain, task
and application have to be taken into account. As for
Question 6, this question is typically addressed by
conducting empirical experiments (Section
“Experiments and field tests”).
Uncanny valley: One particular risk when aiming at
human-like interfaces is the uncanny valley effect: This
effect describes an increase of the perceived familiar-
ity with increasing resemblance to human appearance
only until a certain level of human-likeness is reached.
However, small divergence from human-likeness results
to an uneasy feeling. At that level, familiarity drops and
increases again if the human-likeness is perfect (Mori
1970). The uncanny valley effect can even be observed
in neural activity (Saygin et al. 2012). The authors con-
clude that the uncanny valley effect may be based on
perceptual mismatch: For very human-like robots equally
human-like movements are expected. However, if those
expectations are not met, the uncanny valley effect may
occur. This dependency of the effect on the expectation of
(and reference as) a real human is the reason to present it
along with attributions in this subsection.
Whereas the evaluation topics 1–4 are related to special
aspects of an ECA or robot, topics 5–7 are about using
an ECA or robot at all. The subsequent difference lies
in the possible evaluation methods, as answering ques-
tions within topics 5–7 requires a comparison with a
non-embodied condition. In the following section, we
briefly describe evaluation methods with and without
real users and present typical assessment methods, before
describing specific instruments to assess concepts of
interest in Section “Aspects of evaluation”.
Evaluation and assessment methods
According to Preece et al. (1994) evaluation methods can
be distinguished using four different criteria.
1. The question addressed with the evaluation; i.e.:
• to see if the system is good enough
• to compare two alternatives and to see if one
system is better than another one
• to get the system closer to the real world
• to see how well the system is working in the real
world or
• to see if the system complies to certain standards
2. The particular stage in the engineering cycle;
formative, process-oriented evaluation can be
distinguished from summative, goal-oriented
evaluation
3. The user involvement; with user-centred, empirical
methods on the one side, and expert-centred,
analytical-formal methods one the other side
4. The type of data collected (qualitative or quantitative
data)
In addition to the last criterion, direct and indirect mea-
surements can be distinguished in the context of usability
and quality evaluation (Wechsung et al. 2012b). Direct
measurements are assessed directly from the user. Indirect
measurements refer to manually annotated or instrumen-
tally obtained data (i.e. automatically logged interaction
data or physiological parameters).
Established usability evaluation methods are already
presented elsewhere (e.g. Noor (2004)). Therefore, we
focus on methods explicitly used with ECAs or adapted
to them. Also, evaluation data obtained from experiments
are covered here in more detail. These include question-
naire and interview data, as well as data obtained indi-
rectly, i.e. by recording log-files, recording or annotating
user behaviour, etc. For the case of indirect mea-
sures, the examples of eye-tracking data and interac-
tion parameters are presented. Particular questionnaires
are referred to in the appropriate paragraphs of Section
“Aspects of evaluation”, where the quality aspect assessed
by each questionnaire is described.
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Cognitive Walkthrough
The Cognitive Walkthrough is a task-based, expert-
centred, analytical method (Holzinger 2005) based
on exploratory learning and problem solving theory
(Wharton et al. 1994). It takes into account that users
often learn the interface by exploring it, instead of reading
the manual.
Experts, usually designers or psychologist, analyse the
functionalities of the interface based on a description of
the system, a description of the tasks the end user will
carry out, a list of actions necessary to perform the tasks,
and a description of user and usage context. Critical infor-
mation is recorded by the experts using a standardized
protocol. The procedure itself involves the following five
steps (Wharton et al. 1994):
1. Definition of inputs for the walkthrough (e.g.
identifying the users, defining the tasks to evaluate,
describing the interface in detail)
2. Calling in the experts
3. Analysing the action sequences for each task
4. Protocolling critical information
5. Revising the interface
The experts analyse the interface based on the following
four questions: (1) Will the user try to achieve the right
effect? (2) Will the user notice that the correct action is
available? (3) Will the user associate the correct action
with the effect to be achieved? (4) If the correct action is
performed, will the user see that progress is being made
toward solution of the task?
In the context of the evaluation of ECAs the proce-
dure of the Cognitive Walkthrough, which was initially
developed for graphical user interfaces, may be used
unchanged. However, regarding the four central evalua-
tion questions Ruttkay and Op den Akker (2004) suggest
adapting and expanding the question (2) and question (4)
as follows: (2) Will the user be aware of what they can do
to achieve a certain task: to talk to several (all) ECAS on
the screen, to use gestures, gaze and head movement as
those are perceived by the ECAS? Will users notice (when)
they need to give an answer? Will they notice whom they
may address (who is listening)? (4) Will there be a feed-
back to acknowledge the (natural, may be multi-modal)
answer given by the user? Does the feedback indicate for
the user if his/her action was correct? (In case of natural
communication, this distinction means if something ‘syn-
tactically correct’ was said and thus properly parsed, or
something was said which is (one of the) expected answers
in such a situation.)
As for almost all formative-analytical methods, the
biggest advantage of the Cognitive Walkthrough is that
end users as well as an implemented system are not
necessary. Disadvantages are the quite low level of
information, as only the ease of learning is investigated
(Wharton et al. 1994). Moreover, a Cognitive Walk-
through might be very time consuming for complex sys-
tems. Note that, the Cognitive Walkthrough is strictly
task-based and will only be able to evaluate the ease-of-
use of an interface rather than its joy-of-use.
Heuristic evaluation
Heuristic Evaluation is a method of the so-called Dis-
count Usability Engineering, a resource conserving, prag-
matic approach (Nielsen and Molich 1990), aiming to
overcome the argument that usability evaluation is too
expensive, too difficult and too time consuming. In
a Heuristic Evaluation, several experts check whether
the interface complies with certain usability principles
(heuristics). To ensure an independent, unbiased judge-
ment of every evaluator, they do not communicate to
find an aggregated judgement until each of them inves-
tigated the interface on his/her own (Nielsen 1994). The
result of a Heuristic Evaluation is a list of usability prob-
lems and the respective explanations. Additionally, prob-
lems might be judged according to their frequency and
pertinence.
According to Nielsen, three to five experts will find 60–
70% of the problems, with no improvements for more
than ten evaluators (Nielsen 1994). However, this state-
ment has repeatedly caused disputes; research provides
support (Virzi 1992) as well as contrary findings (Spool
and Schroeder 2001; Woolrych and Cockton 2001). In a
series of studies, Molich and colleagues come to the con-
clusion that 4–6 experts are sufficient, but only for one
iteration cycle and only with real experts (Molich and
Dumas 2008).
The Heuristic Evaluation is a cheap method and quick
to apply, and it can be conducted throughout the whole
development cycle (Holzinger 2005). The probably most
widespread heuristics are the ten guidelines proposed by
Nielsen (1994). Moraes and Silveira (2006) updated and
adapted this set first to the evaluation of animated agents
in general and later to the evaluation of pedagogical agents
in particular (Moraes and Silveira 2009).
Model-based evaluation
For Model-Based Evaluation on a very general level,
two different approaches can be distinguished. The first
approach has its origin in cognitive psychology and
focuses on the cognitive process while interacting with
an interface. The other approach is rooted in the engi-
neering domains and is focusing on the prediction of user
behaviour patterns. Within both approaches, user models
are employed for the predictions.
Methods of the first approach are usually addressing
low-level parameters like task execution time, memory
processes or cognitive load and are largely bottom-up
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oriented. Starting point to define user models are theo-
ries and findings from cognitive psychology. Examples are
themethods GOMS (Goals, Operator, Methods, Selection
rules) (Card et al. 1983), the Cognitive Complexity The-
ory (CCT) (Kieras and Polson 1985), or ACT-R (Adaptive
Control of Thought–Rational) by Anderson and his group
(e.g. Anderson and Lebiere (1998)).
As all these cognitive models are well-grounded in
theory, they provide useful insights in user behaviour.
Although cognitive modelling is an active research field,
so far it has not been received particularly well by
usability practitioners and only rarely finds its way
into non-academic evaluations (Engelbrecht et al. 2009;
Kieras 2003). Reasons are their often high complex-
ity (Kieras 2003) and possibly the aforementioned low
level of the information possible to gain with cognitive
modelling.
An engineering-based, statistically-driven approach
attempts to provide more high level information, e.g. if the
user is “satisfied” with the system, and therefore rather uti-
lizes top-down strategies. Here, user models are usually
defined based on real user data and are not necessar-
ily linked to cognitive theories (Engelbrecht et al. 2009).
Most of these methods and algorithms were developed
for spoken dialogue systems, with PARADISE (Paradigm
for Dialogue System Evaluation) (Walker et al. 1997) likely
being the most widespread one. PARADISE uses linear
regression to predict user satisfaction based on interaction
parameters such as task success or task duration.
A model-based approach explicitly tailored to multi-
modal system is PROMISE (Beringer et al. 1997), an
extension ofWalker’s PARADISE. However, studies apply-
ing PROMISE are scarce, possibly because some of the
parameters are relatively ill defined (e.g. the way of
interaction), and it is not specified how they should
be assessed. Just recently a well-defined set of interac-
tion parameters for multimodal interaction was proposed
(Kühnel 2012), yielding reasonable prediction perfor-
mance (> 50 % accuracy) for user judgements in general
(see Section “Interaction parameters”). However, most
data analysed with respect to interaction parameters was
not collected with experiments including an ECA. For
those experiments with an ECA, significant correlations
were found for the concepts of helpfulness and cogni-
tive demand (cf. Section “Aspects of evaluation”). Using
this approach, Pardo et al. (2010) compared voice-only
interaction to an ECA, and observed significant differ-
ences suggesting a “rougher” interaction for the voice-only
version.
Experiments and field tests
Experimental evaluation investigates specific aspects of
the interaction behaviour under controlled conditions
(Sturm 2005). In the simplest experimental design, one
hypothesis is formulated and two experimental con-
ditions, differing only regarding the manipulated fac-
tor to be investigated (independent variable), are set-up
(Dix et al. 2003). All differences occurring in the mea-
sured variables (dependent variable) are attributed to the
manipulations of the independent variable (Dix et al.
2003). Experiments allow for collecting high quality data
as interfering variables are controlled and/or eliminated.
Experiments provide, if carried out carefully, causal infer-
ence. Thus, experiments are essential to establish and
verify theories (Gerrig and Zimbardo 2007); accordingly,
experiments are a useful method for evaluation of ECAs.
However, with experiments being strongly controlled,
user behaviour might be rather unnatural (Sturm 2005).
In the worst case, results can be an experimental arte-
fact. Another drawback is the high amount of resources
required to set up and conduct a proper experiment.
When evaluating HCI, field tests aim at ecologically
valid conditions by embedding the actual usage in an
authentic daily situation. This affects not only the envi-
ronment, but all context factors like user motivation and
references. Although field tests can thus prevent the issue
of (laboratory) experiment being unnatural, field tests are
usually much more costly in terms of effort and time. In
contrast to experiments, which reduce or control poten-
tial influence factors, results from field tests are typically
much harder to interpret because of unknown or uncon-
trolled variables, and do not allow for causal inferences
(Bernsen and Dybkjær 2009; Dix et al. 2003).
In HCI, both methods are sometimes difficult to dis-
tinguish, as, e.g., field tests can be carried out in dif-
ferent conditions like experiments. The actual choice
will depend on the evaluation/research question (e.g.
with topics from cognitive psychology most likely stud-
ied with experiments, and topics about acceptability
most likely studied with field tests) and on the domain:
Although in general, all topics in Section “Theoretical
foundations of evaluation” can be studied with experi-
ments, topics 5 and 6 concerning the effect of an ECA
on the system’s quality and on users’ internal states
and behaviour may be more difficult to validly study
for an ECA companion than a learning tutor, as the
companion is expected to be embedded in daily life
routine.
In the following paragraphs, we will go into detail
for two major categories of dependent variables, ques-
tionnaires and indirect measures (eye-tracking data and
interaction parameters).
Interviews and questionnaires
Questionnaires and interviews are indispensable to mea-
sure the users’ judgements of the system (Holzinger 2005),
as interaction data will not necessarily reflect the users’
perceptions (Naumann and Wechsung 2008). Interviews
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and questionnaires are often used to assess user satisfac-
tion, emotions or attitudes towards the system. If reliable
questionnaires or interviews are available, they are rel-
atively cheap and easy to employ. Whereas interviews
typically aim at assessing qualitative data, questionnaires
allow for collecting quantitative data, and for statistical
analysis.
Standardized, well-validated questionnaires tailored to
ECAs are rather rare; consequently, self-made question-
naires or questionnaires developed for unimodal systems
are often employed. Both approaches are problematic:
Self-constructed questionnaires are usually not properly
validated (Larsen 2003) and questionnaires developed for
unimodal GUI-based systems may not provide valid and
reliable results for ECAs. Consequently, the constructs
measured are quite diverse and the results are hardly
comparable. Moreover, without a proper validation, it is
uncertain if a questionnaire actually measures the con-
structs which it was intended to measure (Larsen 2003).
Notable exceptions are the Agent Persona Instrument
(API) (Baylor and Ryu 2003) and the Attitude Towards
Tutoring Agent Scale (ATTAS) (Adcock and Eck 2005).
Both are relatively well-known and psychometrically
tested questionnaires. However, both are limited to
the evaluation of pedagogical agents. A questionnaire
intended to be applicable to a wide range of ECAs has
just recently been proposed with the Conversational
Agents Scale (CAS) (Wechsung et al. 2013). The CAS is
based on the dimensions of the theoretical framework
by Ruttkay and colleagues (Ruttkay et al. 2004). The
original dimensions are: satisfaction, engagement, help-
fulness, naturalness and believability, trust, perceived
task difficulty, likeability and entertainment. According to
(Ruttkay et al. 2004) satisfaction and engagement
are high-level constructs, which comprise several
of the other dimensions. For example, engagement
may include likeability and trust; hence, these meta-
aspects can be said to derive from the sub-aspects.
Consequently, the questionnaire comprises the sub-
aspects only, which are helpfulness, naturalness and
believability, trust, perceived task difficulty, likeabil-
ity and entertainment. Note that, to date only the
German version of the CAS is validated. A preliminary
validation of an English translation is presented in
Section “An experiment testing two different talking
heads”. In Section “Aspects of evaluation” additional
questionnaires are presented to assess specific quality
aspects.
Although interaction data does not necessarily reflect
user perception, such data can be of interest for eval-
uation. For HCI, instrumental and manually annotated
data is usually used to describe the course of interaction,
either because it represents a genuine evaluation ques-
tion (e.g. the relationship between measured and user
perceived interaction duration). In this case, such data
can complement questionnaire data, e.g. for topics con-
cerning smoothness or naturalness of interaction (topics
1 and 2); nonverbal and verbal functions (topics 3 and 4)
or user’s internal states (topic 6 from Section “Theoretical
foundations of evaluation”).
Eye-tracking
One popular physiological method to assess data instru-
mentally is eye-tracking. Recorded data can be used to
monitor and record user behaviour. The exact purpose of
using eye-tracking should be noted: As amethod of usabil-
ity testing, information can be obtained about which items
of a GUI are salient or not. However, often used “heat-
maps” can be very misleading due to the aggregation of
data.
In research, eye-tracking is for example used to study
visual search strategies, to measure aspects of affect, like
interest, fatigue, or to assess arousal using fixation times,
blinking rate or pupil dilation as measures. The book
by Holmqvist et al. (2011) is advised as a good start
for the interested reader. Still, properly assessing phys-
iological measures requires a lot of experience, e.g. to
deal with practical problems with lighting, reflections etc.,
especially in mobile settings and under realistic usage
circumstances.
Interaction parameters
The parametrisation of individual interactions on the
basis of data extracted from manually annotated or
automatically logged (test) user interactions commonly
accompanies experimental evaluation. So-called interac-
tion parameters quantify the flow of the interaction, the
behaviour of the user and the system, and the performance
of the devices involved in the interaction. These parame-
ters provide useful information for system development,
optimization and maintenance. The parametrisation of
interaction is thus complementary to quality judgements
assessed via questionnaires – by addressing the system’s
performance from a system developer’s point-of-view.
For more than two decades of experience with spo-
ken dialogue systems, researchers and developers have
defined, used, and evaluated interaction parameters
for the named purposes, summarized for example in
Möller (2005). With the emergence of multimodal sys-
tems, this approach has been stipulated for this new
domain as well (Dybkjær et al. 2004). Several annotation
schemes for multimodal interaction have been published
(Gibbon et al. 2000; López-Cózar et al. 2005), but
researchers build “their own corpora, codification and
annotation schemes” mostly “ad hoc” (López-Cózar et al.
2005, p. 121). Recently, a dialog acts annotation scheme
was standardized for human face-to-face conversation.
These dialog acts are multimodal per definition, as they
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are considered the conceptual or perceptual origin of
human (humanlike) multimodal signals (ISO 24617-2
2012). This scheme could be directly used for ECAs as
well, as long as the multimodal system does not offer addi-
tional interaction capabilities except for the ECA (e.g. a
touch-screen).
The benefit of a nonverbal communication strategy with
an ECA-based interface have been analysed using interac-
tion parameters and questionnaires together (Pardo et al.
2010). While the results assessed via interaction param-
eters and questionnaires pointed in the same direction
only the interaction parameters yielded significant dif-
ferences. Later, similar results were found comparing a
user-adaptive to a non-adaptive ECA (Weiss et al. 2013),
suggesting to not only rely on questionnaires.
In Kühnel (2012) a first set of interaction parameters
for multimodal interaction has been proposed, focusing
mainly on spoken, gestural and GUI-based input as well
as spoken and graphical output. For the evaluation of the
interaction with ECAs or ECA-based system no such set
of parameters exists. In the following the adaptation of
multimodal interaction parameters to ECAs will be dis-
cussed and some exemplary parameters will be proposed.
One basic concept common to all interaction param-
eters is that they can only be measured based on an
interaction between a system and at least one user – for
example during a laboratory or field test. The interac-
tion is thus influenced by system and user characteris-
tics and behaviour. As these aspects are interrelated they
can usually not be separated. Consequently, interaction
parameters will reflect not only the interaction but also
the characteristics of the interlocutor. The requirements
for recording interaction parameters are therefore simi-
lar to the ones applicable for experimental evaluation (cf.
Section “Best practice and example evaluation” on best
practice).
If the system is available as a glass-box, some system-
side parameters can be extracted from log-data. The
same is true for selected user-side parameters, possibly
with an amount of uncertainty. These parameters can be
used for adaptive systems and to monitor the interaction
online. But for many parameters a manual transcrip-
tion and annotation of recorded video and audio files
is indispensable, thus making a laboratory test setting
necessary.
Most interaction parameters which have been pro-
posed for spoken dialogue systems (Möller 2005) can
be directly transferred to the context of interaction with
ECAs – at least for those systems where speech input
and output plays a major role. For other parameters, the
definition has to be adapted. Some parameters, such as
speech input-related metrics, have to be mirrored for
every input modality. Depending on the accompanying
modalities, other parametersmight have to be added – for
example parameters known from graphical user inter-
faces. And there are new parameters inherent to the
interaction with ECAs which should be considered
(see below).
Most parameters are annotated on a turn-by-turn basis
and later summed up or averaged over the number of
turns for the whole dialogue or sub-dialogues. It is thus
necessary to precisely define the beginning and end of
a turn in a multimodal interaction. For an interaction at
least one pair of user and system turns is necessary; this
has been named “exchange” in Fraser (1997). In Fig. 1
one complete exchange is depicted, including associated
time-related parameters.
Most of the concepts related to the overall dialogue
and the communication (e.g. dialogue duration, system
and user turn duration (Gibbon et al. 2000), system
response delay (Price et al. 1992), can be transferred to
multimodal interaction unmodified – system response
delay, for example, has been used before as a parame-
ter for multimodal systems to measure dialogue efficiency
(Foster et al. 2009). Their measurement is based on the
definition of user and system turns as described above.
Compared to an interaction with a spoken dialogue sys-
tem, the interaction with an ECA, and thus every single
turn, is potentially far more complex. This is mainly due to
two aspects: ECAs mirroring human-human conversation
should include and understand feedback mechanisms.
And even if this is not the case, input and output via
multiple modalities adds complexity.
On the output side, that is the behaviour and output of
the ECA, interaction parameters should be logged auto-
matically. But for a useful evaluation the user’s behaviour
and input has to be taken into consideration. If the ECA
applies feedback or turn taking mechanisms, for example,
does the user perceive those and react accordingly? A pos-
sible measure is the delay between a turn taking action
from the ECA and the taking over by the user.
Whenever the user’s reaction to visual features is anal-
ysed it has to be ensured that the user was actually looking
at the ECA in the crucial moment. This can be achieved
automatically with an eye tracking system or by annota-
tion of video data.
A human-like ECA might induce higher expectations in
the user. Confronted with a talking head or even a fully
bodied ECA, which uses gestures and mimics to convey
meaning, the user might expect the system to understand
the same modalities. Thus it makes sense to annotate how
often the user tried to interact via modalities not offered
by the system, such as pointing to an object while only
spoken input is possible.
Measures such as task success are only meaning-
ful for task-oriented interactions. To compute metrics
for task success the goal of the interaction has to be
known. In a laboratory setting this can be achieved
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Fig. 1 Time-related interaction parameters
by defining explicit tasks to be fulfilled by the partic-
ipants of the study. But even when defining explicit
tasks it is possible that the participant does not under-
stand the task correctly or accidentally skips parts of the
task, resulting in deviations from the original interaction
path.
Performance measures should be taken into account as
they are good indicators for system developers and might
be useful for the interpretation of some dialogue issues.
A low performance of one or more recognizers might
explain an above-average dialogue duration.
For ECAs the synchrony of speech and lip movement
and also the correct alignment of gestures, mimicry and
speech are of high importance. This can be measured by
the lag of time (LT) between corresponding modalities
or by the overall number of times corresponding out-
put modalities have been asynchronous (calculated based
on a pre-defined threshold). For spoken output, different
methods to assess TTS quality have been proposed but
they have not been applied widely (Möller 2005).
Further evaluation methods
In the above sections established evaluation methods
are presented; note that this overview is not exhaus-
tive as primarily methods were considered, which have
been modified for and applied to the evaluation of ECAs.
Additional evaluation methods are for example Review-
Based Evaluation and the Think Aloud approach. For
the Review-Based Evaluation, existing experimental find-
ings and principles are employed to provide a judge-
ment. Relevant literature has to be analysed in order
to approve or disapprove the design of the interface
(Dix et al. 1993). Review-Based Evaluation is faster and
more economical than conducting an experiment oneself.
But wrong conclusions might be drawn if the selection
of the considered studies is not done with the required
prudence. Studies in which the Review-Based Evaluation
is applied in the context of the evaluation of ECAs are
rather rare.
Another prominent usability evaluation method is
Think Aloud. Participants are encouraged to ‘think
aloud’, i.e. to verbalize, and externalize their thoughts
(Holzinger 2005). This might be done during the inter-
action or after the interaction as retrospective Think
Aloud. For the latter, the user is confronted with video
recordings of the test session and is asked to comment
on them. Although retrospective Think Aloud is less
intrusive than online Think Aloud, it might possibly be
affected by memory biases. The Think Aloud method can
be used for free exploration of the interface as well as for
conducting concrete tasks. The main advantages of the
Think Aloud method are the low effort required for the
preparation of the test and the rich amount of informa-
tion which can potentially be gathered. The disadvantages
are the often ‘unnatural’ situation due to the constant
verbalization (Lin et al. 1997); often the experimenter
has to repeatedly advise the participants to actually think
aloud in order to keep the participants talking (Ericsson
and Simon 1980). Additional problems are the systematic
biases due to social desirability. Moreover, for interfaces
offering speech input such as ECAs, the non-retrospective
version of this method is inappropriate, as Think Aloud
and speaking to the system simultaneously is not
possible (Lewis 2012).
Aspects of evaluation
Some requirements and issues to consider when n ECAs
are presented in Ruttkay and Pelachaud (2004). For a start,
decisions on user characteristics and evaluation criteria
should be made explicit (Ruttkay et al. 2004). There-
fore, we concentrate on user characteristics not described
there, first of all mood and needs.
User characteristics
Before evaluation studies are conducted, the targeted user
group and their characteristics need to be defined. In the
following paragraphs relevant individual characteristics
are explained and respective measurement instruments
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are presented either to confirm the target group or to
cluster users.
Abilities
Abilities refer to perceptual-cognitive abilities and
knowledge as well as to motor and physical capabil-
ities. A variety of methods can be found to assess
perceptual-cognitive abilities, including clinical intelli-
gence tests like the Wechsler Adult Intelligence Scale
(WAIS) (Wechsler 2008). Such tests typically include
sub-scales; for instance, the WAIS IV addresses per-
ceptual abilities with the Perceptual Reasoning Index
and memory capabilities with the Working Memory
Index.
There are validated instruments for the assessment of
HCI-related abilities and knowledge (Smith et al. 2007;
Van Vliet et al. 1994). The former instrument measures
computer experience, the latter is a questionnaire for
assessing computer literacy. For motor capabilities the
AMPS (Assessment of Motor and Process Skills) (Fisher
1996) can be employed.
Personality
Personality includes personality variables, like psycholog-
ical personality traits, e.g. the so-called Big Five (Open-
ness, Conscientiousness, Extroversion, Agreeableness,
and Neuroticism), and attitudes. To assess personality
variables, psychometric questionnaires are available: They
can be measured with the NEO-FFI (Costa and McCrae
1992) or with the briefer Big Five Inventory (John et al.
1991). Both questionnaires are also available in a short
version (Rammstedt and John 2007).
In this category belongs also the attitude towards
computers (Richter et al. 2000) or technical affinity in
general (Karrer et al. 2009; Weiss et al. 2012).
Demographics
For age, it is often assumed that not the chronological
age “per se” causes differences, but rather characteristics
like a smaller degree of previous experience (Chalmers
2003), the age-related decrease of cognitive abilities
(Wolters et al. 2010) and motor impairments (Carmichael
1999). Demographics are usually easy to assess with sim-
ple, self-constructed questionnaires presented before, or
after the test.
Mood
Moods are the affective quality of experiences, con-
stantly experienced but often only sporadically reflected
consciously (Morris 2005; Silvia and Warburton 2006).
Compared to emotions, moods are lacking objects, are
psychologically diffuse, relatively long lasting, and are
structured simply; moreover, they are not differentiated by
patterns of appraisal (Silvia and Warburton 2006).
Research suggests that people in a good mood are,
compared to people in a bad mood, more likely to
employ less elaborate information processing strategies
like heuristics (Bless et al. 1996), for an overview see
(Schwarz and Clore 2003). Thus, their information pro-
cessing might lack logical consistency. For evaluative
judgements this means, that evaluation is probably more
context-driven than content-driven (Bless et al. 1996).
More specifically in terms of usability studies, people in
a positive mood might give less exact evaluation ratings,
as positive mood is associated with less attention given to
details and less information being considered. Moreover,
they may be more influenced by the contextual factors
e.g. the setting and scenario. Additionally, memory recall
is mood congruent: good moods make recall of positive
experiences more likely than bad moods and vice versa
(Kahneman 2003a).
A lightweight instrument to measure mood is the so-
called Faces Scale (Andrews and Whitey 1976). This non-
verbal scale shows seven faces ranging from “very sad”
to “very happy” . Participants are asked to indicate the
face, which matches their current mood best. Another
questionnaire is the Brief Mood Introspection Scale
(BMIS) (Mayer and Gaschke 1988). The BMIS con-
sists of 16 items (plus one global item) and measures
mood on four sub-scales (Pleasant-Unpleasant Mood,
Arousal-Calm Mood, Positive-Tired Mood, Negative-
Relaxed Mood).
Needs
According to Hassenzahl and colleagues (Hassenzahl et al.
2010), the main motivation to use interactive technolo-
gies is the fulfilment of psychological needs. The most
salient needs in the context of HCI have been identi-
fied as the needs for stimulation, relatedness, compe-
tence and popularity. For example, a very bored per-
son may ask “stupid” questions to a spoken dialogue
system in order to fulfil the need for stimulation. It
should be noted that psychological needs do not match
biological-physiological needs such as hunger or thirst.
However, like biological needs psychological needs are
assumed to be largely invariant across human beings
(Sheldon et al. 2002). Of course, the level of fulfilment and
deprivation of each need changes constantly. A question-
naire to assess the level of experienced need fulfilment can
be found in Hassenzahl et al. (2010). It is an adapted ver-
sion of a questionnaire, originally developed by Sheldon
and colleagues in the context of personality psychology
(Sheldon et al. 2002).
Usability concepts
In this paragraph, the judgemental processes leading
to the formation of quality, as well as quality aspects
or concepts relevant for the usage of and interaction
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with ECAs are presented. The structure is based on
the third layer of the taxonomy for multimodal systems
(Wechsung et al. 2012b). Where appropriate, evaluation
dimensions from (Ruttkay et al. 2004) are associated
(cf. Fig. 2).
Judgemental process
Research indicates that judgement and decision-making
processes involve two systems, the cognitive-rational and
the emotive-intuitive system (Epstein 1994; Kahneman
2003b).
The cognitive-rational systems is, compared to the
emotive system, more analytic, logical, abstract, active,
controlled, rule-based and slower (Kahneman 2003b; Lee
et al. 2009); it is the deliberate mode of judgements
(Kahneman 2003b). The emotive-intuitive system, on
the other hand, is characterized by automatic, associa-
tive effortless and often emotionally charged operations
(Kahneman 2003b); it is the automatic mode of judge-
ments. These automatic, intuitive judgements of the emo-
tive system are monitored by the cognitive system and
may be corrected or overridden (Kahneman 2003b). How-
ever, the monitoring is rather loose, as the analytical con-
scious processing in the cognitive system requires mental
resources and thus induces cognitive load (Kahneman and
Frederick 2002). Hence, the judgements of the emotive-
intuitive system determine preferences unless the cogni-
tive system intervenes (Kahneman 2003b) and in every
action or thought the emotional system is, at least uncon-
sciously, engaged (Picard 1997).
However, for a long time the only emotion considered
in HCI was frustration, and how to prevent it. Only dur-
ing the last decade have emotions and affect become
a major research topic in HCI. In line with the find-
ings reported above, it is argued that every interaction
with technological systems involves a wide range of emo-
tions (Brave and Nass 2007). In Hassenzahl et al. (2010)
the close relationship between experience, emotions, and
affect – proposed earlier (McCarthy and Wright 2004) –
is emphasized. Their position is, according to (Hassenzahl
et al. 2010), strongly influenced by the work of Dewey,
who describes emotions as the “qualities of experiences” .
Thus, a positive experience is linked to a positive emotion
and vice versa. As evidence for the assumptions above it
could be shown that apparent affective responses towards
a target are used as information and therefore influ-
ence evaluative judgements (Schwarz and Clore 2003),
especially when the judgements refer to preference or
“likeability” judgements (cf. Section “Mood”).
Accordingly, evaluative judgements of a system are not
solely based on the system’s attributes, but on the feel-
ings, the user has towards the system and the mode of
judgement used when forming the judgements. For the
case of ECAs, likeability as one concept (Ruttkay et al.
2004) resembles the attitude towards the ECA on the basis
of joy-of-use and ease-of-use (cf. Section “Usability and
user experience”).
Hedonic and pragmatic qualities
Traditionally HCI focused on enhancing the efficiency
and effectiveness of the system (Preece et al. 1994).
The major concern was to prevent negative emo-
tions (Hassenzahl and Tractinsky 2006). With the
paradigm shift from instrumental to non-functional qual-
ities (cf. Section “Usability and user experience”) con-
cepts of positive or hedonic psychology were adapted
and transferred to HCI. Hedonic Psychology focuses
on concepts like enjoyment, pleasantness, but also
unpleasantness rather than on attention and memory
(Kahneman 2003a) – two key topics that have been
Fig. 2 Quality aspects from (Wechsung et al. 2012b). Addressed concepts from (Ruttkay et al. 2004) are italic and lowercase, with corresponding
original aspects in brackets
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the focus of psychological research. Analogous to this
development, HCI research also moved away from the
“classical” cognitive information processing paradigm
(Kaptelinin et al. 2003) towards concepts like Affec-
tive Computing (Picard 1997) and Emotional Design
(Norman 2004). Nowadays the aim is not only to pre-
vent rage attacks as a result of a crashing computer, but
to facilitate positive emotions while interacting with an
interactive system (Hassenzahl and Tractinsky 2006).
It is suggested to differentiate between pragmatic quali-
ties and hedonic qualities (Hassenzahl et al. 2000). While
pragmatic qualities refer to functional aspects of a system
and are closely related to the classical concept of usability,
hedonic qualities cover the interface’s non-instrumental
aspects (Hassenzahl 2003). Pragmatic qualities were
found to be a hygiene factor removing barriers hinder-
ing the fulfilment of the users’ needs (Hassenzahl et al.
2010). Hence, a system’s n qualities enable need fulfilment,
but are themselves not a source of a positive experience.
Hedonic qualities are associated with a system’s ability to
evoke pleasure and the psychological well-being of the
user (Hassenzahl 2003). They are motivators and reflect
the products capability to create a positive experience
(Hassenzahl et al. 2010).
Ease-of-use
Ease-of-use is closely related to pragmatic qualities. Key
aspects are the traditional usability measures described by
the International Organization for Standardization (ISO)
in the ISO 9241-11 standard (ISO 9421-11 1998). Namely,
these are effectiveness, which is the accuracy and com-
pleteness of goal attainment with respect to user and
context of use, and efficiency, i.e. the required effort and
resources related to the accuracy and completeness (cf.
topics 1 and 5 from Section “Communication theories”).
In Ruttkay et al. (2004) helpfulness is proposed as an
aspect relevant for the evaluation, as it covers supportive
behaviour for effective interaction with an ECA. Another
dimension, naturalness and believability, actually corre-
sponds to two different quality aspects, namely natural-
ness of its embodiment (the hedonic aspect of appeal)
and interaction quality. An ECA is considered as believ-
able, if it is naturalness is “meeting the expectations”
(cf. Ruttkay et al. (2004)).
Although efficiency is often measured via perceived
task duration, it may also refer to the mental effort.
This means, the perceived mental effort is considered
as a resource. In the context of the evaluation of ECAs,
perceived task difficulty is suggested as an additional
concept, which is closely related to the perceived men-
tal effort (Ruttkay et al. 2004): Perceived mental effort
is often used as an indicator of task difficulty. In addi-
tion to the aspects presented above, learnability also
determines a system’s ease-of-use (Dix et al. 2003).
Learnability describes how well a new user can effec-
tively interact with a system and maximize performance.
On a lower level, learnability includes predictability, syn-
thesizability, familiarity, generalizability and consistency
(Dix et al. 2003).
Concerning ECAs, intuitivity is often given as a major
reason to provide embodiment (Ruttkay et al. 2004).
Therefore it is a relevant quality aspect for the topic 5
(cf. Section “Computers as social actors”).
The vast majority of standardized usability question-
naires cover these constructs. Examples are the QUIS
(Shannon and Weaver 1987), the SUS (Brooke 1996),
the IsoMetrics (Gediga et al. 1999), the AttrakDiff
(Hassenzahl et al. 2003) and the SASSI (Hone and Graham
2000). It has to be noted that the questionnaires’ sub-
scales are not necessarily named efficiency, effectiveness,
and learnability. The SASSI sub-scale Speed is strongly
related to efficiency, the scale Pragmatic Qualities on the
AttrakDiff refers to both, efficiency and effectiveness.
Besides questionnaires, expert-oriented procedures
such as the Cognitive Walkthrough (Wharton et al.
1994) are regularly used for the evaluation of ease-of-use.
Please note, that the expert-oriented procedures do not
involve users. Therefore, they do not assess the quality
as perceived by the user, although they may provide an
estimation of the user’s perceptions.
Although there is a wide range of methods available
for assessing a system’s ease of use, few of them are
so far particularly tailored to ECAs. Using established
questionnaires like the Software Usability Measurement
Inventory (SUMI) (Kirakowski and Corbett 1993) and the
Questionnaire for User Interaction Satisfaction (QUIS)
(Shannon andWeaver 1987) might be problematic as they
were developed for unimodal graphical user interfaces
like websites. However, the scale measuring Pragmatic
Qualities of the AttrakDiff may providemeaningful results
(cf. Section “Hedonic and pragmatic qualities”). A pos-
sible explanation is that the AttrakDiff measures on a
relatively high level appropriate for a variety of differ-
ent interfaces. The SUS questionnaire also offers rather
generic questions, which might be adaptable to ECAs
(Brooke 1996). However, there are instrumental means
to assess the cognitive load. In experimental condi-
tions, providing a secondary task (dual task paradigm)
can be used to increase the load so that indirect mea-
sures show differences in cognitive load more clearly
(cf. Stevens et al. (2013) for details, especially for a method
suited for ECAs).
Joy-of-use
Joy-of-use is the positive feeling a user has when using
technical or interactive systems (Schleicher and Trösterer
2009) and is associated with hedonic qualities. It is
related to the concept of entertainment and likeability, the
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attitude of a user towards the ECA (Ruttkay et al. 2004)
(cf. topic 2 from Section “Communication theories”).
There is evidence for the assumptions that positive
experiences during interactions are related to the fulfil-
ment of human needs (Hassenzahl et al. 2010). Moreover,
a link between need fulfilment and a system’s hedonic,
non-functional qualities is suggested under the precondi-
tion that the experience is attributed to the system and
not to the context (e.g. the person can attribute a positive
experience with a system to the device or ECA itself or
to the situation or both). Other aspects of joy-of-use are
aesthetics, system personality and stimulation. Aesthet-
ics covers the “pleasure attained from sensory perception”
(Hekkert 2006). The system’s personality includes system
factors like voice (e.g. gender of the voice), the wording of
the voice prompts, or its visual appearance. Personality is
particularly important in the context of the evaluation of
(Ruttkay et al. 2004) concept of trust. The ECA’s appeal
subsumes aesthetics and personality and is related to nat-
uralness and believability (Ruttkay et al. 2004) (cf. topic 7
from Section “Computers as social actors”).
Stimulation describes a system’s ability to enable per-
sonal development respectively the proliferation of knowl-
edge and the development of skills, e.g. by providing
innovative and/or exciting features (Hassenzahl 2003).
A variety of methods is available to measure joy-of use
and related aspects but before deciding on a measure-
ment method it has to be defined which aspect should
be assessed. The questionnaire proposed in Lavie and
Tractinsky (2004) is suitable for measuring the visual aes-
thetics, but not for aesthetics perceived via other modal-
ities. The AttrakDiff (Hassenzahl et al. 2003) measures
hedonic qualities on a higher level and is not limited
to unimodal interfaces. For measuring hedonic qualities
during the interaction the Joy-Of-Use-Button (Schleicher
and Trösterer 2009) and psycho-physiological parameters
are available options, the latter being the most resource-
intensive method (Schleicher 2009).
Another well validated and widely used instrument is
the Self-Assessment Manikin (Bradley and Lang 1994),
which measures the arousal, pleasure and dominance
linked to affective reactions on three non-verbal scales.
If the aim is to measure specific emotions, LemTool
(Huisman and van Hout 2008) or PrEmo (Desmet 2004)
may be used. However, both tools are so far only validated
for specific application areas: Lemtool for websites and
PrEmo for non-interactive products.
Although a wide range of methods assessing hedo-
nic, affective qualities are nowadays available, a recent
review (Bargas-Avila and Hornbæk 2011) indicates that
questionnaires, more specifically the hedonic quali-
ties sub-scales of Hassenzahl’s AttrakDiff and the Self-
Assessment Manikin are by far the most popular
instrument.
Please note that for evaluations of affective qualities
care has to be taken, when deciding whether the mea-
surements will take place during or after the interaction.
Apart from the general memory biases (e.g. consistency
bias, change bias, stereotypical bias (for an overview see
Schacter (2001)) several memory biases are documented
regarding the retrospective assessment of emotional expe-
riences. It was shown that retrospective reports of affec-
tive experiences are mainly based on the moment of the
peak of the affect intensity and on the moment of the
ending of the experience (Kahneman et al. 1993). This
so-called peak-end rule could also applied in the con-
text of interface evaluation (Hassenzahl and Sandweg
2004; Hassenzahl and Ullrich 2007). Accordingly, retro-
spective questionnaires reflect the remembered affective
experience, but might give only little information on
the specific aspects, which lead to the global evaluation
(Wechsung et al. 2012c).
Usability and user experience
The ISO 9241-11 standard (ISO 9421-11 1998) defines
usability as the
“extent to which a product can be used by specified
users to achieve specified goals with effectiveness, effi-
ciency and satisfaction in a specified context of use”.
This definition sets the focus on ergonomics and
hence on the task-oriented, functional aspects of human
machine interaction, which were the major themes in the
early years of HCI. Satisfaction is often regarded as an
affective result of high efficiency and effectiveness.
According to (Hassenzahl and Tractinsky 2006) aspects
like “fun” and “experience” were already presented during
the late 1980s. However, the authors also point out that
it took a number of years until these ideas were adopted
by the HCI community, with the new concept User eXpe-
rience (UX) becoming increasingly popular only during
the last decade. The origins of the term UX probably
lie in the work of Donald Norman at Apple Computers
(Norman et al. 1995).
Although the term UX became omnipresent, the con-
cept itself was neither being well defined nor well under-
stood (Law et al. 2008). The lack of a shared view on
UX (and indeed the subsequent need for one) became
obvious, when many companies just exchanged the label
usability with the label user experience, but kept on
doing the same task-centred usability testing and engi-
neering they did before (Hassenzahl 2008). In academia
on the other hand, lots of research was conducted aim-
ing to define UX and its preconditions. To date, relevant
literature offers numerous models, theories and defini-
tion of user experience, joy-of-use, hedonic qualities or
emotional design (Desmet and Hekkert 2007; Forlizzi
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and Battarbee 2004; Hassenzahl et al. 2000; Jordan 2000;
McCarthy and Wright 2004; Norman 2004). A survey
among researchers and practitioners showed how hetero-
geneous the views on UX are (Law et al. 2009); however,
the surveys’ authors were able to deduce the following
shared understanding: UX can be described,
“as a dynamic, context-dependent and subjective [con-
cept], which stems from a broad range of potential
benefits the users may derive from a product”.
A similarly broad definition is given in ISO 9421-210
(2010). Here, UX is defined as
“a person’s perceptions and responses that result from
the use or anticipated use of a product, system or
service”.
Following the arguments above, appropriate assessing
methods for usability need to measure both, joy-of use
and ease-of-use. This concept of usability is difficult to
distinguish from UX, which we do not consider here any
further. Although several questionnaires measure ease-
of-use, only a few include joy-of-use. An affect scale is
included in the SUMI (Kirakowski and Corbett 1993). The
Post-Study System Usability Questionnaire (PSSUQ) and
the Computer System Usability Questionnaire (CSUQ)
(cf. Lewis (1995)) additionally measure frustration. The
AttrakDiff ’s Attractiveness scale, measuring pragmatic as
well as hedonic qualities, is probably closest to the pre-
sented concept of usability (Hassenzahl et al. 2003). As
usability – as understood in this perspective – comprises
pragmatic and hedonic aspects, it is represented by the
meta-concepts satisfaction and engagement (cf. Ruttkay et
al. (2004)), with the relevance of each of them depending
on the particular domain and application (cf. topic 6 from
Section “Computers as social actors”).
Apart from the questionnaires presented above, other
suitable methods to assess joy-of use and ease-of-use
include qualitative approaches like the Repertory Grid
Technique (Kelly 1955), the Valence Method proposed by
(Burmester et al. 2010) and the UX Curve (Kujala et al.
2011).
Utility and usefulness
Utility has been defined as the functionality or capabil-
ity of the system (Grudin 1992), related to the tasks the
user wants to accomplish with the system. Thus, usabil-
ity and utility are separate concepts. This also means that
an interface may have zero usability but still a high utility.
For example, a software program may offer all the func-
tions a user needs, but the interface is so bad, that the user
is unable to access this function. The other way around,
a highly usable interface may have no utility. Usefulness
comprises both usability and utility. Accordingly, a sys-
tem is useful, if it provides the functionality to support the
tasks, the user wants to accomplish, and if the user can
employ these function in an easy (e.g. efficient, effective)
and pleasurable manner.
It is noteworthy, that the distinction between usability,
usefulness, and utility is often fuzzy (Landauer 1995)
and sometimes those terms are used synonymously. For
example, usefulness can be defined as the
“degree to which a given system matches the tasks it is
intended to support” (Lindgaard 1994).
This definition basically equals the definition of utility
presented above. Thus, it is often not clear what was mea-
sured, when results regarding one of the three concepts
are reported, thus such results are difficult to interpret.
Moreover, methods measuring utility and usefulness, as
understood in the first paragraph of this section, are rather
rare. Particularly utility is difficult to assess in classical lab
tests as typically only tasks are selected that are supported
by the product (Cordes 2001). Domain relevant tasks the
system is not capable of are not presented. If users are told
that the given tasks may not be solvable, the users tended
to terminate the task earlier and terminate more tasks
than users receiving the exactly same instruction, except
for the hint that the tasks may not be solvable (Cordes
2001). Thus, it is likely that the user assumes that the util-
ity to fulfil the tasks is provided by the interface, if not
stated otherwise in the instructions.
Usefulness is partly covered in the PSSUQ as well as
in the CSUQ. Those questionnaires are identical, except
that PSSUQ was developed for use after a usability test,
and is thus addressing specific tasks, whereas the CSUQ
asks about the general system and is suitable for surveys
(Lewis 1995). Pedagogical ECAs, however, belong to a spe-
cific task domain. For these, usefulness is best evaluated
by assessing training success with indirect measures. Note
that utility and usefulness can best be assessed in field
studies with real test users in natural settings, as most
applications for ECAs aim at utilizing social aspects.
Acceptability
Acceptability has been described as how readily a user will
actually use the system (Wechsung et al. 2012b). Quality
aspects alone are not sufficient to explain whether a ser-
vice will be accepted or not (Larsen 2003; Möller 2005)
and thus, it is not included as quality aspect in Fig. 2. In
fact, acceptability is determined by a complex interaction
of multiple aspects (Larsen 2003), with the influencing
factors (e.g. user, context, system) assumed to be highly
relevant (Möller 2005); especially service factors like the
costs of the system and, depending on the system, privacy
and security issues are of major concern.
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Best practice and example evaluation
Hands-on issues
The main goal of a usability evaluation is to identify
possible usage problems beforehand. This section gives
hands-on issues to consider, based on a recommendation
(VDE-ITG-Richtlinie 2011). Information on treating par-
ticipants and their data can typically be found in ethics
regulations of national research councils.
One important prerequisite is that the internal structure
of the system is unknown to the user. Thus, discrepancies
between the assumptions and expectations of the user and
the developer can be identified. This entails that the eval-
uation should – at a certain point – be carried out without
active involvement of the developer since the influence
on test procedure and/or participant can have a strong
impact on results.
A multitude of usability problems arises from intrans-
parent functions and badly designed (e.g. unnatural) visual
or verbal information. A first option to uncover flaws of
this kind is to let the current implementation be reviewed
without bias by a colleague. This “internal evaluation”
quickly reaches its limits as colleagues are often too famil-
iar with the capabilities and logic of the ECA in question
and thus do not evaluate impartially.
User tests are more costly than evaluations done by
experts. At the same time it is astounding which unfore-
seen flaws can be uncovered by a naive user. Therefore,
user tests are expedient especially for new and unusual
products. Test users should correspond to the expected
main user group concerning age, gender, educational
background, experience with technology etc.
The quality of usability tests depends on the selection
of tasks the user has to fulfil. The tasks should be pre-
cisely worded and representative for later usage. The task
description should neither evoke unrealistic scenarios nor
hint implicitly at the favourable approach.
The investigator should be recognizably “neutral”. If this
is not the case, it is possible that by suggestive questions or
hints the test user is guided towards the correct solution.
Also, the participant might rate the product positively
believing that this is socially desired.
Furthermore, user tests (but not expert evaluations) are
only of limited informational value if the function or inter-
face is not fully functional yet. This is due to the fact that
users have often difficulties imagining interaction steps
which are not implemented yet, or else expect those to
function perfectly. In this case the tasks should be cho-
sen such that only already implemented functions are
necessary.
User tests with application- or system-versions which
are functionally not stable are of limited relevance as
a user will either include system crashes in her judge-
ment (even when asked not to do so) or else doubt the
seriousness of the evaluation.
Usability tests of prototypes for which only minor
adjustments are still possible should be avoided. If users
realize that their suggestions for improvements have
not been adopted they often react with an increased
rejection.
Guideline to setting up an evaluation study
When planning an evaluation it is recommendable
to answer the following questions (cf. Sonntag et
al. 2004) one after the other and as thoroughly as
possible:
• purpose: what shall be achieved by the evaluation?
• object: what is the test object (system)?
• time: in which development stage shall the system be
evaluated?
• method: which method is suitable to reach the
relevant goals?
• participants: who will be test users and how will they
be found?
• help: which kind of help shall be offered to the test
user and to what extent does the experimenter offer
support?
• function: which functions are under test and what are
the suitable tasks to evaluate them?
– At which point is a task successfully finished?
– Under which conditions can a task be
abandoned?
• results: which data will be assessed and how? How
will the data be analysed?
• setup: what kind of equipment is necessary for the
evaluation (additional hard- or software, such as
cameras or microphones)?
– Where and when shall the study be carried
out?
– How long shall each run take?
– Who will be conducting the evaluation?
– How many participants are needed and how
shall they be compensated?
Unfortunately, no answers are given in Sonntag et al.
2004. We tried to provide a starting point to answer
some of these questions, i.e. on purpose (cf. the four
evaluation topics in Section “Communication theo-
ries” and the four psychological effects in Section
“Computers as social actors”), on method (cf. Section
“Evaluation and assessment methods” on methods and
Section “Usability concepts” on concepts to assess), and
on participants (cf. Section “User characteristics” on user
characteristics). For the remaining questions, it is advised
to examine the methods applied in studies similar to the
one planned.
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An experiment testing two different talking heads
This experiment is basically a replication of an exist-
ing German one (Weiss et al. 2010) conducted for
Australian English speaking participants (approved by
the UWS Human Research Ethics Committee). The aim
was to validate an English version of a German ques-
tionnaire to assess the perceptual quality of different
talking heads. The main concepts of the questionnaire
are Ease-of-Use and Joy-of-Use. In order to induce vari-
ance in ratings, we tested four different versions con-
sisting of two different visual models and two different
voices. All versions were presented to 18 participants
(4 men, 14 women) as metaphors of a spoken-dialogue
system controlling a smart living room. The age of
the participants ranged between 18 and 48 years (M =
24.61, SD = 6.95). For their attendance they received
either money or course credit. The participants were
seated in front of a table inside a laboratory room
which is designed for audio and video experiments.
There were two screens (19”) placed side by side in
from of the participant. The metaphor was displayed
on one. On the other screen the participants received
visual information simulating feedback from an answer-
ingmachine and an electronic program guide according to
the task.
The participants interacted via headphones with the
metaphor using free speech (instead of a fully functional
system, the speech recognition and part of the interac-
tion control was replaced by a human operator, called
Wizard-of-Oz paradigm). They were asked to complete
a domain-specific scenario consisting of seven different
tasks with each of the four metaphors (head and voice
combinations). These tasks were grouped in an answer-
ing machine scenario consisting of three tasks and an
electronic program guide scenario consisting of four
tasks.
The dialogue flow was controlled: the tasks were writ-
ten on separate cards and offered to the participants in a
predefined order. Every participant had to carry out both
scenarios once with eachmetaphor. To avoid boredom the
tasks were altered slightly in expression and content while
the level of difficulty of each task remained constant. The
order of scenarios was varied between participants.
After each scenario, a brief quality assessment was con-
ducted. After both scenarios, participants had to fill in
an English version of an early version of the CAS ques-
tionnaire (Wechsung et al. 2013) based on the complete
interaction with one metaphor version.
The most interesting result is the evaluation of the
English CAS version. Based on Cronbach’s alpha, the
translation into English can be confirmed in general, but
there are differences to the German version. First, some
of the items are better removed to obtain higher α values.
Second, for some subscales, α is too low:
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Fig. 3 Percentage of time looking at the ECA screen
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• Trust (α=.61; .76 without “candid”):
candid–uncandid (try: “sincere–insincere”
(Wechsung et al. 2013)), honest–dishonest,
non credible–credible, trustworthy–untrustworthy
• Perceived Task Difficulty (α=.75; .76 without
“exhausting”):
exhausting–not exhausting (“taxing” provided as
alternative (Wechsung et al. 2013)),
undemanding–demanding, non laborious–laborious
(“effortful” provided as alternative in Wechsung et al.
(2013)), easy–difficult
• Likeability (α=.73; due to an error we did not include
“I was pleased”, i.e. “likable” in Wechsung et al.
(2013)):
pleasant–unpleasant, friendly–unfriendly,
likeable–not likeable (or agreeable–not agreeable
(Wechsung et al. 2013))
• Entertainment (α=.68; .79 without “conventional”):
diversified – monotonous (not monotonic
(Wechsung et al. 2013)), lame–enthralling,
unconventional–conventional, boring–entertaining
Apart from this first step towards a validated English
version of CAS, this experiment also exemplifies one pos-
sible usage of eye-tracking data. Data from 16 participants
was analysed. As two separate screens were used, it was
of interest to obtain information on the amount of time
a participant looked at the ECA screen, measured as
time the eyes were tracked, which was less than 50%.
The assumption that missing data was most widely orig-
inated by the users looking at the second screen or read-
ing the task instruction could be confirmed during the
experiment.
Results show a significantly lower amount of time look-
ing at the ECA screen for one particular facial model,
but no effect for the two voices used (cf. Fig. 3). As
there was no initial hypothesis, final interviews with the
participants were analysed to find a reason for this differ-
ence in eye-tracking data. The results suggest that those
participants familiar with model A concentrated more
on other visual information, i.e. the second screen or
the task descriptions. For the domain of a smart living
room, the results motivate to study the development of
user experience with ECAs over time more closely. The
question raised is, whether initial evaluations are still
valid after familiarization. However, this will require field
tests instead of laboratory experiments (cf. Ring et al.
(2015) for an example of a one week ECA evaluation for
elderly users).
Conclusion
We presented different motivations and topics of evalu-
ations, as well as methods and assessment instruments
to conduct evaluations. Nevertheless, evaluating multi-
modal interactive systems, especially ECAs, is a broad
field that can hardly be covered by a single article.
Therefore, we concentrated on evaluative concepts and
those methods related to usability. Highly recommended
for further reading are the comprehensive book by
Bernsen and Dybkjær (2009), the edited volume by
Ruttkay and Pelachaud (2004), including not only con-
ceptual, but also exemplary studies (Hone 2006; Poppe
et al. 2014; Stevens et al. 2013) as examples for more
fundamental experiments.
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