Psoralea, as a Chinese medicinal herb, is distributed throughout the world. Psoralen, a heterocyclic aromatic compound, is one of the main active ingredients of psoralea, and is increasingly being utilized in dermatology for the photochemotherapy of diseases.
However, these methods are either troublesome or timeconsuming. It is necessary to explore more simple methods for the determination of PSO in complicated systems.
With the increasing popularity of advanced instrumentation that generates multidimensional data array for each sample, trilinear decomposition models have become an area of much current activity in chemometrics research. [14] [15] [16] [17] [18] The attractive merit derived from three-way data arrays is attributed to that several components of interest can be quantified even in the presence of unknown interferents, usually called a "secondorder advantage". [19] [20] [21] Generally, algorithms for the decomposition of three-way data arrays can be divided into two categories. One approach is based on generalized eigenanalysis to resolve the data arrays, which typically works well when the signal-to-noise ratio is high, with the well-known examples of the generalized rank annihilation method (GRAM) [22] [23] [24] and the direct trilinear decomposition (DTLD) method. [25] [26] [27] Unfortunately, GRAM is constrained to use only one standard and one mixture sample at a time. Although the DTLD method allows for a direct solution through multiple samples, it requires the construction of two pseudosamples, which unavoidably causes a loss of information in multiple samples.
Furthermore, these approaches may occasionally yield imaginary solutions and exhibit inflated variance. An alternative approach is an iterative one, [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] represented by parallel factor analysis (PARAFAC), proposed by Harshman.
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These have successfully solved many practical problems, such as environmental monitoring, 42 the analysis of biological samples, 43, 44 and the quantitation of drugs. 45 Faber et al. 46 compared several algorithms 25, [47] [48] [49] [50] [51] [52] [53] proposed recently. Their results revealed that it is still necessary to explore a new algorithm.
This paper describes a newly developed approach, an alternating normalization-weighted error (ANWE) method, and PARAFAC for the trilinear analysis of excitation-emission matrix fluorescence data. The results demonstrated that the determination of PSO can be conveniently achieved in plasma samples using excitation-emission matrix fluorescence coupled to second-order calibration, and that the performance of the ANWE method is similar or better than that of PARAFAC.
Nomenclature
Throughout this paper, scalars are represented by lower-case italics: bold lower-case characters mean vectors; bold capitals designate two-way matrices; underlined bold capitals symbolize three-way arrays, and the superscript T denotes the transpose of a matrix. Before reading the following parts of this paper, readers are recommended to refer the nomenclature for detailed information. The details are as follows: X, three-way data array; I, J, K, the dimensions of the three modes of X; AI¥N, BJ¥N, the two underlying loading matrices of X with dimensions of I ¥ N, J ¥ N, respectively and CK¥N, the underlying score matrix of X with dimensions of K ¥ N (simply represented by A, B and C, respectively, in this paper); xijk, the ijkth element of X; ain, bjn, ckn, the inth, jnth and knth elements of the three underlying matrices A, B and C, respectively; a(i), b(j), c(k), the element of the ith row, jth row, kth row of profile matrices A, B and C, respectively; diag(a(i)), diag(b(j)), diag(c(k)), diagonal matrices with elements equal to the elements of a(i), b(j) and c(k), respectively; Xi.., X.j., X..k, the ith horizontal, jth lateral and kth frontal slices of X, respectively; Ei.., E.j., E..k, the ith horizontal, jth lateral and kth frontal slices of the three-way array residue E, respectively; eijk, the ijkth element of the three-way residue array E; A + , B + , C + , the Moore-Penrose generalized inverse of matrices A, B and C, respectively; || · ||F, the Frobenius matrix norm.
Theory

Trilinear model for second-order calibration
In second-order calibration, the famous trilinear model proposed by Harshman 38 and Carroll and Chang 48 has been widely accepted, owing to its consistency with the Beer law in chemistry. According to the trilinear model, each element xijk of a data array X can be represented as follows:
The trilinear model can be expressed respectively in three fully equivalent slicewise matrices and three fully equivalent stretched matrix representations 54 owing to the symmetry of the model 47 as follows:
and
where "l" denotes the Khatri-Rao product. 55 Despite scaling and permutation, the decomposition of the trilinear model proposed above will be unique, and no free rotations occur provided that k1 + k2 + k3 > 2N + 1, 30, 31, 38 where k1, k2 and k3 are k-ranks of A, B and C, respectively. In other words, the loading or score matrices (A, B and C) will be resolved in a unique way.
PARAFAC-ALS algorithm
The PARAFAC-ALS algorithm is commonly carried out through an alternating least-squares (ALS) minimization scheme. 33, 38, 48 According to Eqs. (5) - (7), one can obtain three equations in an alternating manner:
A typical iterative procedure for PARAFAC-ALS can be given as follows:
1. Estimate the number of factors, N.
Randomly initialize A and B.
3. Compute C using Eq. (10). 4. Compute A using Eq. (8) and scale A to be columnwise normalized. 5. Compute B using Eq. (9) and scale B to be columnwise normalized. 6. Compute C using Eq. (10). 7. Repeat steps 4 to 6 until a stopping criterion is satisfied. Absolute analyte concentrations are obtained after calibration, since the three-way array decomposition only provides relative values. For calibration, see the literature for details. 47 The number of responsive factors (N) can be estimated by several methods. 49 A useful technique is to consider the PARAFAC model internal parameter, known as the core consistency; typically, the latter one is computed for a number of trial components, and N is set as one less than the number for which the core consistency value drops from 100 to less than 50. 56 
AWNE algorithm
From a trilinear model Xi.. = Bdiag(a(i))C T + Ei.. (i = 1, 2,·, I), one can obtain the following functions:
similarly,
The ANWE algorithm makes use of above functions and combines it with DA, DB and DC, respectively, to construct three objective functions, where:
One then decomposes the model by alternately minimizing the following three objective functions (ANW error):
where WA = DAA + , WB = DBB + and WC = DCC + are normalizationweighted factors.
According to the above-mentioned objective functions, an alternating normalization-weighted error method is used to exploit the solution. That is, one minimizes in an alternating manner the ANW error Eq. (17) over C for fixed A and B, Eq. (18) over A for fixed B and C and Eq. (19) over B for fixed A and C. Since A, B and C can commonly satisfy the full column rank, one can obtain three equations, simplified as follows:
Xi..
The iterative procedure and calibration for ANWE are similar to the above one for PARAFAC.
Figures of Merit
Analytical figures of merit, such as sensitivity, selectivity and limit of detection, are frequently utilized for comparing methods. They are best understood by resorting to the useful concept of the net analyte signal (NAS), first developed by Lorber.
57
The sensitivity is estimated as the NAS at unit concentration, and the selectivity is the ratio between the sensitivity and the total signal. Different approaches have been discussed in the literature for computing the figures of merit. [58] [59] [60] [61] As for the sensitivity, the following equation seems to apply to the presently studied case: [62] [63] [64] 
where nn designates the (n,n) element of a matrix, k is the total signal for component n at unit concentration, and * denotes the Hadamard product. In this paper, k is also a parameter for converting scores to concentrations. Notice that the full sensitivities decrease in the presence of other sample constituents, by a degree that depends on the profile overlapping. The selectivity (SEL), in turn, is the ratio between the sensitivity and the total signal, and can be estimated as [62] [63] [64] 
Note that when the second-order advantage is employed, Eqs. (23) and (24) imply that SEN and SEL are sample-specific, and cannot be defined for the multivariate method as a whole. In such cases, the average values for a set of samples can be estimated and reported.
The limit of detection (LOD) 65, 66 is calculated as LOD = 3.3s(0), where s(0) is the standard deviation in the concentration estimated for three different background blank plasma samples, in the PARAFAC and ANWE methods.
In order that methods can be compared in prediction precision, the root-mean-squared error of prediction (RMSEP) 67 is introduced and defined as
where Kp denotes the number of prediction samples, ci is the predicted concentration for the ith sample, and ci is the known concentration for the ith sample.
Experimental
Apparatus All samples were measured on an F-4500 fluorescence spectrophotometer (HITACHI) fitted with a Xenon lamp and connected to a PC Pentium IV microcomputer running under the Windows XP operating system. In all cases, a 1.00-cm quartz cell was used. All computer programs were in-house written in Matlab, and all calculations were carried out on a personal computer with a Pentium IV processor and 256 MB RAM under the Windows XP operating system.
Reagents and solution
PSO was purchased from the National Institute for Control of Pharmaceutical and Biological Products in Changsha (China). A stock solution with a concentration of 2.4 mg ml -1 was prepared by dissolving the PSO in water and stored in glass at 4˚C, and protected from light for a maximum period of three days. The water was doubly distilled and used in all experimental preparations. A phosphate buffer solution of pH 7.0 was prepared. Human plasma was purchased from the Blood Center in Changsha.
Analytical methodology
The first six samples contained only PSO, and were used as concentration calibration samples. The concentrations are given in Table 1 . Samples No. 7 -14 contained not only PSO, but also human plasma diluted with water (1:40). All samples contained a phosphate buffer solution (pH 7.0). The excitation-emission fluorescence spectra were recorded at excitation wavelengths from 270 to 369 nm at regular steps of 3 nm, and the emission wavelengths were from 400 to 520 nm at 3 nm steps. The slit width was 5.0/5.0 nm. The scan rate was 1200 nm/min. For each sample, a matrix of fluorescence intensities with dimensions of 34 ¥ 41 (excitation wavelengths ¥ emission wavelengths) was obtained.
Results and Discussion
Core consistency diagnostic (CORCONDIA) A data set was utilized for a core consistency evaluation, using one to four factors. While the core consistency values are negative, they are made to equal zeros. This treatment will not affect the results. The results are displayed in Fig. 1 . The analysis using CORCONDIA demonstrates that two factors give a CORCONDIA value of 100%, and the model can be regarded as a perfect trilinear one. The utilization of three or more factors leads to a great decrease of the core consistency, and hence of the trilinearity of the modeled data. Therefore, two factors are chosen for the model. That is, one factor contributes to the model for the plasma. A possible explication for the result is that the chemical species in a plasma is very similar, and PARAFAC and ANWE did not resolve these into separated factors, and are considered as one factor. 
Spike plasma sample results
A data array produced by fourteen mixture samples was analyzed using ANWE and PARAFAC in order to resolve the actual profiles of the component. The first six samples were used as concentration calibration samples, and the remainings were used as concentration predictions samples.
Figures 2A and 2B indicate three-dimensional plots of the excitation-emission matrix fluorescence for sample 3 and sample 8, respectively. Sample 3 contains only PSO and sample 8 contains both PSO and plasma. It can be observed that the fluorescence signals from PSO and the interferents in the plasma overlap, and the plasma fluorescence intensity is very strong. Accordingly, they are difficult to model if the second-order advantage is not used. Figure 3 show the resolved PSO excitation-emission spectral profiles and the actual ones in plasma using ANWE and PARAFAC when the chosen factor number was two. It can be appreciated that the resolved PSO spectral profiles are nearly the same as the actual ones. Figure 4 reveal the resolved concentration profiles of PSO and interferents in plasma using two algorithms. It can be seen that the interference from the plasma background components is very strong. Table 2 display the resolved concentrations of the prediction samples, and the figures of merit in the plasma using ANWE and PARAFAC. These results indicate that both algorithms were able to produce satisfactory resolutions not only for excitation-emission spectral profiles, and predicting the concentrations of spiked plasma samples, but also to the analytical figures of merit. These results fully illustrate the meaning and usefulness of the second-order advantage. Furthermore, the results given in Table 2 still display that ANWE performs slightly better than PARAFAC for the determination of PSO in plasma.
Conclusions
The ANWE algorithm has been developed for the trilinear analysis of three-way data arrays. The work demonstrated that the combination of excitation-emission matrix fluorescence and second-order calibration is a powerful tool for the complex analysis of drugs in plasma. Despite serious interference from the plasma background components, the satisfactory results for the determination of PSO were still obtained. This is thanks to a second-order advantage. The determination of PSO in human plasma has satisfyingly and successful, but it is only a limited example of the enormous potential of these means in biomedical analytical fields. In order to fully understand the properties and to exploit more potentialities of the newly introduced algorithm, further work is undoubtedly required to involve systems of higher complexity and practicability. Fig. 4 Resolved PSO (-) and interferents ( ... ) concentration profiles in plasma using two algorithms when factor number chosen was two: C1, PARAFAC; C2, ANWE. 
