Abstract: Land managers need consistent information about the geographic distribution of wildland fuels and forest structure over large areas to evaluate fire risk and plan fuel treatments. We compared spatial predictions for 12 fuel and forest structure variables across three regions in the western United States using gradient nearest neighbor (GNN) imputation, linear models (LMs), classification and regression trees (CART), and geostatistical methods (kriging and universal kriging (UK)). Local-scale map accuracy varied considerably across sites, variables, and methods. GNN performed best for forest structure variables in Oregon, but LMs and UK were better for canopy variables and for forest structure variables in Washington and California. Kriging performed poorly throughout, and kriging did not improve prediction accuracy when added to LMs as UK. GNN outperformed CART in predicting vegetation classes and fuel models, complex variables defined by multiple attributes. Regional distributions of vegetation classes and fuel models were accurately represented by GNN and very poorly by CART and LMs. Despite their often limited accuracy at the local scale, GNN maps are useful when information on a wide range of forest attributes is needed for analysis and forest management at intermediate, i.e., landscape to ecoregional, scales.
Introduction
Fuels, weather, and topography dictate wildland fire behavior, but of these, only fuels can be directly managed (Rothermel 1972) . Accordingly, forest managers need consistent information about the spatial patterns of wildland fuels over large areas to develop landscape-scale strategies for implementing fuel reduction treatments and reducing the risk of uncharacteristically large and severe wildfires (Keane et al. 2001) . Such information allows managers to identify areas with risk of extreme fire behavior and to prioritize the locations of fuel treatments accordingly. In addition, spatial simulations of fire behavior require spatially explicit data on fuel loadings and forest structure at broad scales to predict the spatial patterns of fire behavior and effects . In this paper, we investigate a new approach to map-ping the regional patterns of wildland fuels, through the imputation of forest inventory plots using the gradient nearest neighbor (GNN) method (Ohmann and Gregory 2002) , and we compare results with three other commonly used methods.
Wildland fuels affect the ignition, behavior, and effects of fire. The task of mapping wildland fuels consists of describing the spatial patterns of vegetation attributes that influence fire dynamics, usually partitioned into surface and canopy fuels. Canopy fuel attributes, such as canopy bulk density and vertical crown continuity, influence the likelihood of crown fire and the resulting levels of tree mortality. Surface fuels and standing dead trees (snags) affect the probability of crown scorch or fire . Forest structure characteristics such as stand height and canopy cover also influence fire behavior and effects by affecting wind speeds and fuel moisture. Surface fuels, such as grass, leaf litter, deadwood, and shrubs, influence fire behavior by providing the substrate that can either carry or suppress fire, depending on fuelbed structure and moisture content (Agee et al. 2002) . Surface fuels are typically grouped into sets of common conditions and referred to as ''fuel models'' (Anderson 1982; Ottmar et al. 2007 ), where each model is a labeled vector of numeric attributes used to parameterize a physics-based predictive model of fire behavior attributes such as intensity and spread rate. The most widely used fuel model classification is the system of 13 ''stylized'' Anderson fuel models (Anderson 1982) , which describe surface fuels and expected fire behavior based on broad vegetation structure, management, and total fuel load. Customized models can be created, and there also is a set based on the National Fire Danger Rating System. Although fuel models were developed to aid communication about fire behavior under different conditions of weather and slope, they have been incorporated into forest management decision processes as an indicator of fire hazard and, when mapped, as a key input to fire-growth models.
Several studies have mapped wildland fuels at the regional scale, typically relying on remotely sensed imagery (Van Wagtendonk and Root 2003; Rollins et al. 2004 ). However, unlike vegetation classes that can be predicted based on spectral properties viewed from above the canopy (Cohen et al. 2001) , surface fuels cannot be directly viewed by aerial and space-based spectral sensors and have remained difficult to map over large areas (Keane et al. 2001) . Canopy fuel variables, such as height of the canopy base and canopy bulk density, also are challenging to assess using spectral remote sensing techniques .
Researchers have attempted to map wildland fuels with classification and regression trees (CART) (Breiman 1984; Rollins et al. 2004 ) and image classification (Van Wagtendonk and Root 2003) . With these approaches, fuel maps can be generated by mapping vegetation and associating a fuel variable to a reference vegetation type through a look-up table or classification rules (Keane et al. 2000 (Keane et al. , 2001 Mbow et al. 2004) , or by relating field-measured fuel variables directly to spatial predictor variables such as spectral, topographic, and climate indices (Rollins et al. 2004) . Because the relationships with these variables differ considerably among fuel variables, map accuracies tend to be low. For example, an extensive study on the Gila National Forest that mapped 10 fuel models achieved 36% accuracy (Keane et al. 2000) . A more recent study of the Kootenai River basin predicted fuel loads with 12% explained variation, and three fuel models with 80% accuracy (Rollins et al. 2004) .
One generally accepted approach to regional vegetation mapping involves using statistical models to fit the relationship between dependent variables measured on field plots and independent variables from GIS data sets of climate, topography, disturbance history, and the satellite-imagerybased spectral signatures of known vegetation conditions (Franklin 1995; Guisan and Zimmerman 2000) . Typically, single attributes are mapped, and common techniques include generalized linear models (Nelder and Wedderburn 1972) , generalized additive models (Yee and Mitchell 1991) , CART (Breiman 1984) , supervised classification, and geostatistical methods (Legendre and Legendre 1998) .
Nearest neighbor imputation is a recently developed approach to mapping multiple forest attributes (Moeur and Stage 1995; Tomppo et al. 1999) . Nearest neighbor methods use a set of spectral and environmental characteristics to determine which field plots are most similar to a target (map) location. Nearest neighbor methods have primarily been used to impute whole stands with tree lists using photointerpreted covariates , or to estimate specific quantities such as forest cover (McRoberts et al. 2002) or timber volume (Franco-Lopez et al. 2001 ) over large areas with satellite imagery. Unlike regression-based predictions, values assigned to each map unit using singleneighbor imputation are the original values from one imputed field plot. Gradient nearest neighbor (GNN) imputation (Ohmann and Gregory 2002) employs direct gradient analysis using canonical correspondence analysis (CCA) (Ter Braak 1987) to assign weights to predictor variables. For delineating and interpreting plant communities, CCA has been shown to provide a better overall view of general ecological gradients and biodiversity than multiple individual generalized linear models (GLM), because CCA explicitly models the cooccurrence of species (Guisan et al. 1999) . Single-neighbor imputation used by GNN maintains the covariance structure of multiple attributes of vegetation at a target map location. This property benefits many applications in forest ecosystem management and landscape planning, which often require information about many variables simultaneously (Keane et al. 2001; Miller and Landres 2004) . For example, planning of fuel treatments for reducing fire risk typically requires considering potential effects on other forest values such as wildlife habitat, which may require information on a broader suite of vegetation attributes. Nearest neighbor maps are especially useful for regional simulation modeling efforts. Nearest neighbor methods are being increasingly used in the United States (McRoberts et al. 2002; Ohmann and Gregory 2002) and globally (e.g., Tomppo et al. 2008) for forest research, mapping, and assessment.
Although GNN has been successfully applied to map forest composition and structure in coastal Oregon (Ohmann and Gregory 2002; Ohmann et al. 2007) , its efficacy in other forest ecosystems is unknown. Moreover, nearest neighbor techniques have not been evaluated specifically for mapping wildland fuels. The objective of this study was to evaluate the accuracy of GNN imputation and three other commonly used methods for mapping forest structure and wildland fuels. This paper presents a comparison of these methods for three forest biomes in the western United States, using a selection of fuel variables available from regional forest inventory plots and measures of forest structure that are commonly used in forest planning and management in the region. Our analyses address those fuel attributes that are currently available from regional forest inventories, rather than providing a complete accounting of all canopy and surface fuels.
Methods

Study areas
We applied GNN imputation and other methods to a wide range of forest ecosystems in three study areas in the western United States: northeastern Washington, coastal Oregon, Pierce et al. 1903 and the central Sierra Nevada in California (Fig. 1 , Table 1 ). Of the three sites, California has the highest mean elevation and spans a wide variety of broadleaf and coniferous forest types that typically are uneven aged. Forests in Oregon tend to be even aged, contain a mixture of broadleaf and coniferous species, and attain the greatest tree size and biomass of the three study areas. Forests in Washington are more conifer dominated and have less variation in mean tree size than forests in the other regions. Climate in Oregon is more strongly maritime than that in the other regions, with much higher annual precipitation, the warmest temperatures, and the most growing degree-days.
Forest plot data
We obtained vegetation data from nearly 5000 regional forest inventory plots installed on systematic grids by several federal agencies (Table 1) . Most plots consisted of fixed-and variable-radius subplots and transects covering about 1 ha each. For use in modeling and mapping, we derived several summary variables from the live trees, standing dead trees (snags), and downed wood (coarse woody debris) tallied on the plots. To compare the performance of the modeling methods, we focussed on 10 continuous and 2 categorical variables (Table 2 ). These live-and dead-tree summary variables were selected to represent a cross-section of measures of vegetation structure and composition that are relevant to forest, wildlife, and fuels management. Because sampling protocols varied somewhat among data sources, particularly for downed wood and fine fuels, we limited our analyses to those attributes that were consistently measured across all plots.
We computed several canopy fuel variables using methods described in the Appendix. The height and live crown ratio of individual trees were used to derive a stand-level height to canopy base (HCB) for each plot, computed as the simple mean height to the lowest branch . Canopy fuel mass (CANMASS) was computed as the total mass of all conifer tree crowns on the plot, including foliage and all live and dead branches. Canopy bulk density (CBD) was calculated using allometric equations for canopy leaf mass and the length of the canopy derived from tree heights and crown ratios . We assigned stylized fuel models to plots (see Appendix) based on relationships derived for each of the study areas from regional variants of the Fire and Fuels Extension to the Forest Vegetation Simulator (FVS-FFE) , from the literature (Anderson 1982; , or from experts in the region. These approaches used various measures of total surface fuel loading, canopy cover, dominant tree species, stand height, and height to canopy base. We used these methods for consistency with one of the main uses of fuel models in simulations, namely FVS-FFE. The lack of an accepted process for translating specific field measurements into fuel models is an important problem that is beyond the scope of this paper.
Spatial data
Spatial data for modeling consisted of climate model predictions, topographic indices, geographic coordinates, and Landsat Thematic Mapper (TM) images (Table 3) . Data on disturbance history were from a partial coverage of recent fires (Washington), maps of forest disturbance since 1972 derived from multitemporal Landsat imagery (Oregon) (2001) Can. J. For. Res. Vol. 39, 2009 ( Healey et al. 2005) , and a map of disturbances since 1950 produced by the California Department of Forestry (California), all of which were converted to years since disturbance. Landsat TM imagery was selected to best match the year of plot sampling at each site (Table 1) , using scenes from mid to late summer. We used two imagery years in Washington and California to accommodate a wide range of plot measurement dates. Individual TM scenes were radiometrically normalized before creating regional mosaics.
Where two imagery years were used, the two mosaics also were normalized. All spatial data were resampled to 30 m resolution. For use in model development, the values for spatial variables at each plot location were sampled as the mean of thirteen 30 m pixels in a diamond-shaped footprint centered on each field plot, designed to match the size and configuration of the plot on the ground. Over 90% of our field plots consisted of four or five subplots covering about 1 ha. The multipixel footprint was designed to capture spatial values across a generalized area, given that plot locations are known to have error, and to describe the same physical area as the ground data. We excluded from modeling those plots that straddled distinct boundaries in land cover or forest condition or that had been disturbed between plot measurement and imagery date. Plots in naturally heterogeneous areas were retained.
Model development with GNN imputation and other methods
We compared GNN with other common modeling approaches for 12 forest structure and fuel variables ( Table 2) . The 10 continuous variables were modeled using univariate linear multiple regression models (LMs) and with simple kriging and universal kriging (UK). The two categorical var- Table 3 . Spatial data obtained from remote sensing, 10 m resolution digital elevation models (DEM), climate models, and other digital GIS coverages. Table 3 for definitions of spatial variables.
Variable Description
Climate
iables were modeled using CART analysis (Breiman 1984) . We assessed accuracy for all methods by comparing modelpredicted values with those observed on the ground for the 20% sample of validation plots (Table 1) . A mask of nonforest areas was applied to all maps using 1992 National Land Cover Data. The models apply to forest land only because the forest inventories do not collect data on nonforest land.
GNN imputation (Ohmann and Gregory 2002) consists of Table 4 . Explanatory variables selected for the linear models in descending order of selection. Table 2 for definitions of vegetation and fuel response variables and Table 3 for definitions of explanatory variables. Pierce et al. 1907 direct gradient analysis (CCA) (Ter Braak 1987) followed by single-neighbor imputation to assign the closest sample plot in gradient space to each unsampled target (map) location. Because our goal was to map forest structure and fuels, for CCA we specified response variables to represent variation in the size, abundance, and composition of live trees, snags, and downed wood (Fig. 2) . All response variables were square-root transformed to dampen the effects of dominant species. We used a stepwise procedure (CANOCO version 4.5) to select a parsimonious subset of spatial predictors (Table 3 ) and reject highly collinear predictors (variance inflation factors > 50) (Ter Braak 1987) , to provide weights for those predictors that best discriminated differences among plots in terms of the response variables. CCA produces a set of orthogonal axes that are linear combinations of all predictor variables. We used the first eight ordination axes, weighted by their eigenvalues, to calculate multivariate distances in gradient space, which were used to rank the sample plots in terms of similarity to each target location (30 m square pixel). For the 10 continuous variables modeled with LMs, we used multiple regressions with forward selection to examine the correlation between predictors and the values from model-building plots. Variables were added to the models until no predictor had a correlation greater than 0.10 with the model residuals and was considered significant after Bonferroni correction (Sokal and Rohlf 1995) . Significance values were derived from the type III ANOVA t value and standard error. The subsequent model was then used to predict the values at the validation locations.
Response variable Model
Washington
In the kriging analysis, we estimated values for the validation plots using the autocorrelation function of the model variable (Haining 1990 ). Variograms were fit on X and Y location for each of the 10 continuous variables for the modelingbuilding plots using the GSTAT package for R with the spherical autocorrelation function. UK was performed for each of the variables by adding the same terms derived from the LMs to the model statement for the variograms. This method effectively adds additional predictive power to the LMs by adding a term for the spatial autocorrelation in the residuals from the LM.
The two discrete variables, vegetation class (VEGCLASS) and stylized fuel models (FUELMOD), were modeled using GNN and CART. For GNN, the predicted map values for VEGCLASS and FUELMOD at validation-plot locations were those of the imputed nearest neighbor plots. CART models were developed using RPART in R version 2.4. CART is a variable selection technique that makes successive splits on the spatial variables that best partition the plots into groups (Venables and Ripley 2002) . Values for the spatial variables assigned to model-building plots were used as predictors, and plot classifications of VEGCLASS and FUELMOD were the response variables. All spatial variables were included in the CART models. We also developed a map of VEGCLASS from the LMs, by combining spatial predictions for individual continuous variables used in the classification (CANCOV, QMD, and BAHP (Table 2) ).
Accuracy assessment and model evaluation
To assess accuracy at the local (plot) scale, we compared predicted values from the univariate methods and from GNN with observed values for the 20% sample of validation plots. For the 10 continuous variables we calculated squared correlations between model-predicted and observed values. For the two discrete variables we compared the class assignments for VEGCLASS and FUELMOD with the actual assignments using confusion (error) matrices and calculated simple prediction percentages, producer's and user's accuracies (Congalton and Green 1999) , and kappa statistics (Wilkie and Finn 1996) . Producer's accuracy is the proportion of plots observed for a certain class that were predicted as that class. User's accuracy is the proportion of plots predicted as a certain class that were observed as that class.
To assess accuracy at the regional scale for discrete variables, we evaluated the GNN, LM, and CART models for VEGCLASS, and GNN and CART for FUELMOD. Because the classification rules used for developing FUELMOD maps used both continuous and discrete variables, no comparable map could be derived with LMs. For each variable, we compared the distribution of forest area among discrete classes from the mapped predictions to design-based estimates from the plot sample. The design-based estimates used plot area expansion factors provided by the inventory programs, which account for differences in inventory design.
Results
Ecological and spectral correlates in the models
Over the 30 linear models (10 variables in each of the three study regions), a Landsat TM variable was selected first by the forward stepwise algorithm in 28 cases (Table 4) . Similarly, a TM variable was selected first in the three CART models for vegetation class for each study region (data not shown). Output from CART models is in the form of complex splitting trees, in which variables enter at different levels in the tree and at different splitting values, and we do not discuss these results further.
In Washington (Fig. 2a) , dominant ecological gradients in forest structure and composition were most strongly associated with environmental factors and less so with disturbance history (Landsat and disturbance variables). Axis 1 was a gradient in elevation and temperature, with larger conifers and snags at lower elevations and warmer temperatures, and smaller trees at cooler mountainous locations. Axis 2 was a longitudinal gradient in moisture, from areas of greater precipitation and steeper slopes in the west to the drier climate to the east. Gradients in conifer, snag, and downed wood size paralleled one another, responding similarly to environmental gradients, except for the largest size class of downed wood, which was associated with stands of smaller trees. Hardwoods were concentrated in warm low-elevation areas with longer growing seasons. In Oregon (Fig. 2b) , dominant gradients in forest vegetation were most strongly associated with disturbance history (years since disturbance and Landsat variables) and much less so with environmental gradients. Axes 1 and 2 captured a gradient from younger forests of smaller trees, which were more likely to contain hardwoods, to older conifer-dominated forests of larger trees. Sizes of conifers, hardwoods, and snags responded similarly to disturbance and environmental gradients. The size classes of downed wood were centrally located in the ordination, indicating a lack of correlation with our spatial variables and with live trees and snags.
The California model (Fig. 2c ) was similar to Washington's model, sharing seven of the same or similar predictors. Axis 1 (not shown) was a gradient in composition, separating hardwood-and conifer-dominated forests. Hardwoods were predominant at lower elevations with more growing degreedays and on steeper slopes of canyons and riparian corridors. Axes 2 and 3, which were more relevant to fuels, are shown in Fig. 2c . These axes captured a gradient in tree size and forest development since disturbance. Smaller trees occurred in areas of recent disturbance, more often in the northern part of the study area, and larger trees were found in undisturbed areas to the south. Sizes of conifers, snags, and downed wood followed similar patterns. Snags were more abundant at northerly locations and in areas of recent fire, while hardwoods, downed wood, and conifers were more associated with southerly locations and less recent fire activity.
Comparisons of local-scale accuracy among modeling methods
Local-scale (plot) prediction accuracy for continuous variables by kriging was consistently poor (Table 5) . Squared correlations obtained with kriging were worse than those obtained for all other methods, variables, and study areas, with the exception of a few variables in Washington and California where GNN accuracy was particularly poor.
The relative performance of the other three methods (GNN, LM, and UK) varied with region, variable, and evaluation method (Tables 5 and 6 ). In Washington, UK and LM performed better than GNN for almost all continuous variables (Table 5 ). In Oregon, GNN and UK were generally better than LM for forest structure variables, whereas LM and UK were better for canopy fuel variables. In California, accuracy among the three methods was more similar than it was in the other regions. Table 2 for definitions of vegetation classes. Fig. 5 . Distribution of forest area among fuel models from plotbased estimates and from spatial predictions from gradient nearest neighbor (GNN) and classification and regression trees (CART). See Table 2 for definitions of fuel models.
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Can. J. For. Res. Vol. 39, 2009 In general, UK only marginally changed the outcomes for LMs with the exception of canopy fuel mass, where UK was better than LM in Washington but worse than LM in California (Table 5 ). For some variables and some regions, none of the methods yielded good results. Correlations for downed wood never exceeded 0.20, and correlations for snag density were similarly low in Washington and California (Table 5) . Correlations for HCB were very low in Washington and California.
Local-scale accuracy from GNN and CART for the discrete variables vegetation class and fuel model are shown in Table 6 . In Washington and Oregon, GNN predictions were more accurate overall than CART predictions, with higher correct proportions and kappa statistics except for the kappa for fuel model in Washington, which was poorly predicted with both methods. In California, accuracy was nearly the same for both methods.
GNN predictions were more accurate than CART predictions for 13 of the 25 combinations of vegetation class and study region that contained plot observations (Fig. 3a) . Producer's accuracies for GNN were better in 13 cases, and user's accuracies were better in 11 cases with one tie. For the 15 of 21 combinations of fuel model and study region that contained observations, GNN was more accurate in 11 cases and CART was better in four cases (Fig. 3b) .
Regional-scale prediction accuracy for discrete variables from GNN, CART, and LMs
Overall, GNN outperformed both CART and LMs in terms of regional distributions of vegetation classes (Fig. 4 ) and fuel models (Fig. 5) . The GNN predictions were closer to the plot-based estimates than were the CART predictions for 23 of 29 combinations of region and vegetation class, and closer than LM predictions for 25 of 29 combinations. The mean difference in area proportions between plot-and GNN-based estimates for vegetation classes across study sites was 0.01, compared with 0.05 for CART and 0.06 for LMs. The CART area distributions had major differences with plot-based estimates for size classes in all three study regions, tending to under-or over-predict the smallest and largest size classes. Furthermore, CART did not accurately predict distributions by cover classes in Washington nor by composition classes in Oregon and California. The LMs represented area distributions among vegetation classes reasonably well in Oregon, but they had major problems in Washington and California.
The GNN predictions more closely approximated the plotbased estimates than did the CART predictions for all but one of 22 combinations of region and fuel model (Fig. 5) . (LMs could not be used to predict categorical fuel models, so are not compared.) Differences in area proportions between plot-and model-based estimates for fuel models averaged 0.01 for GNN and 0.09 for CART. As with vegetation class, differences between CART-and plot-based estimates of fuel models were most notable in Washington.
Discussion
Effects of forest ecological distributions and dynamics on model results
Among the three sites, prediction accuracies for canopy fuel and forest structure variables were best overall in Oregon, lowest in Washington, and intermediate in California (Table 5 ). All response variables except downed wood were best predicted in Oregon; this result is not surprising because the response variables have strong local correlations with overstory canopy characteristics that are directly measured by satellite imagery, and because they often vary regionally along climate gradients. The even-aged nature of forests in Oregon probably explains much of these regional differences. Many forest structural characteristics and associated fuels variables follow predictable changes with stand development, and previous research has demonstrated that Landsat TM imagery is effective at classifying forests along the successional sequence (Cohen et al. 2001; Ohmann and Gregory 2002) . In contrast, more stands in Washington and California are uneven aged and more variable in tree diameter and height, and spatial variability in stand characteristics is difficult to distinguish at the 30 m resolution of the Landsat TM imagery. In addition, Oregon forests are largely dominated by a single conifer species, Pseudotsuga menziesii (Mirb.) Franco, and a single hardwood species, Alnus rubra Bong. Forest plots in Washington and California were more species rich, further complicating relationships of forest structure with environmental gradients and remotely sensed measurements of the canopy. The deadwood variables were most weakly correlated with available spatial data and thus hardest to predict. The amount and characteristics of deadwood at a given site reflect complex interactions among numerous ecological processes, including growth and mortality, competition, disturbance, and fragmentation and decay (Harmon et al. 1986; Spies et al. 1988 ). Snags and downed wood are particularly difficult to predict at the stand level because they are hidden beneath the forest canopy, and because patterns are more influenced by disturbance history than by environmental variability. Downed wood was poorly predicted by all methods in all study areas. Prediction accuracy for snag density was highest in Oregon, where stands are predominantly even aged, and the distribution of deadwood often follows predictable patterns with time since fire or clear-cutting (Spies et al. 1988) . In contrast, forests in Washington and California have experienced a greater amount of patchy low-to moderate-severity disturbances such as surface fires, insect outbreaks, and selective cutting. Spatial patterns of downed wood therefore are decoupled from overstory forest structure, and prediction of deadwood spatial patterns is nearly impossible in the absence of detailed spatial data on historical disturbances.
Imputation versus other methods: trade-offs between local and regional accuracy
For maps of continuous measures of forest structure and canopy fuels assessed at the local (plot) scale, the GNN method performed the best only for forest structure variables in the Oregon study area (Table 5 ). The LM and UK methods achieved better local accuracies for canopy fuels in all regions and for most forest structure variables in Washington and California, although accuracy in California was fairly similar across methods for all continuous variables. In terms of local map accuracy for discrete vegetation classes and fuel models, GNN generally outperformed CART in Or-egon and Washington, but the two methods performed similarly in California (Table 6 ). These results suggest that GNN can be useful when the aim is to map an array of forest attributes, particularly when the local covariance of multiple attributes is important. However, the efficacy of GNN relative to that of other methods for mapping single vegetation or fuel attributes -when assessed at the local scale -will vary with attribute and location. GNN prediction accuracy for total basal area was comparable to results from another study that evaluated single-neighbor imputation (FrancoLopez et al. 2001) , in which the square root of the mean squared model residual (RMSE) was 60% of the mean basal area. Expressed in the same terms, GNN RMSEs for total basal area in Washington, Oregon, and California were 62%, 45%, and 77%, respectively.
At the regional scale, GNN strongly outperformed CART and LMs (Figs. 4 and 5) . One reason for the superior performance of GNN at broad spatial extents is that GNN relies on the plot data values used to generate the design-based estimate against which the maps were evaluated. Differences between GNN and design-based distributions occur only because the weights applied to plots differ. In the area estimates for GNN, plot values for variables were weighted by the number of pixels in the landscape to which they were imputed. Plot weights for the design-based estimates were calculated from the ratio of the sampling stratum area to the number of plots within that stratum under standard inventory design-based estimation.
More importantly, the better performance of GNN over the other methods at the regional level can be explained by fundamental differences in modeling approaches. Single-plot imputation, which assigns a whole plot and its associated observed values to a map unit, differs greatly from using individual regression models to independently predict multiple attributes. Maps based on LMs tend to be more regionally homogenous because they rely on modeling departure from the mean. In the absence of strong relationships, these maps predict a range of values that is narrower than the range of the observed data because of the well-known phenomenon of ''regression to the mean'' (Gelman and Hill 2007) . CART also tends to be regressive and therefore reduce variability in the predictions. In contrast, single-plot imputation maps preserve the range of variability observed in different environmental settings. For instance, if surveyed plots on northeast-facing slopes at 300 m elevation with moderate precipitation have high structural variability, imputed values for similar locations will maintain the same range of variability. Spatial patterns in the resulting imputation maps tend to exhibit much greater fine-scale variability, in contrast to those based on LMs or CART, which predict a more narrow range of mean values. This limited variability in predicted values from LMs may result in greater map accuracy at the local (plot) level but at the cost of limiting the range of variability across the broader region (Moeur and Stage 1995; Ohmann and Gregory 2002) . The failure of LMs to represent regional distributions of vegetation classes and fuel models was striking (Figs. 4 and 5) . Several classes were severely overpredicted or sometimes even entirely missing in the predictions from LMs and CART.
A common criticism of LMs for mapping spatial characteristics is their failure to address spatial autocorrelation.
We included kriging and UK in our suite of analyses to see whether accounting for spatial autocorrelation would improve our estimates. However, kriging performed poorer than both GNN and LMs, and kriging did not substantially improve accuracy when added to LMs as UK. These results indicate relatively weak spatial autocorrelation once relationships in the linear predictions were taken into account, and that spatial autocorrelation at the scale at which regional sample-based inventories are conducted is minimal. Unmeasured local spatial structure is the product of spatial processes such as seed dispersal and disturbance, local phenomena that are not captured by grids of plots spaced >5 km apart. Regional spatial autocorrelation, at the scale of our plot spacing, is driven by climate and topography, which were already included as spatial predictors in the models.
Benefits and limitations of imputation fuel maps for forest management
Single-neighbor imputation offers several benefits for mapping fuels and vegetation. The full range of variation is represented across a region, and the covariance of numerous plot attributes is maintained within each map unit (Moeur and Stage 1995; Ohmann and Gregory 2002) . Because the full suite of plot attributes is retained, including tree-level tallies, new classifications or descriptor variables can be calculated and mapped after-the-fact to support new management or research needs, without developing new models. This feature may prove useful as new stylized fuel models are developed to complement the Anderson models (e.g., Scott and Burgan 2005) or as part of other systems (Ottmar et al. 2007) or as new definitions of key fuel variables are developed. GNN and other nearest neighbors approaches are easily transferred to other parts of the United States or the world where regionally consistent inventory data are available.
However, single-neighbor imputation maps have several limitations. Local-scale map accuracy for individual attributes is often lower than that obtained with alternative methods. Predictions are subject to natural variability within an environmental or spectral envelope, i.e., within gradient space. In addition, imputation methods cannot predict outside of the range of the data set, since map values are constrained to values observed on the plots. Accordingly, the full range of natural variability across a region needs to be sampled for imputation to work effectively.
Despite the often poor accuracy at a local scale, the GNN method of distributing known plot values to ecologically similar locations captures the range of variability in a region. GNN maps provide information for planners and managers on a wide range of forest attributes that are relevant to timber management, wildlife habitat assessment, and fuel management. Feedback from land managers indicates that GNN maps are most useful at intermediate scales (watersheds to ecoregions), where they provide a general picture of landscape composition and heterogeneity. Unfortunately, we lack appropriate ground-truth data (i.e., intensively sampled watersheds or mapped stands with tree-level data) for assessing accuracy at these intermediate scales. In general, we think GNN maps are appropriately used in landscape analysis to support strategic and planning applications, but local-scale accuracy may be insufficient for prescribing treatments for specific sites. Nevertheless, GNN maps may provide guidance about which areas could most benefit from more exhaustive sampling to plan management actions. As better spatial and field data sets become available, they can be incorporated into GNN models to improve map accuracy.
Limitations to regional wildland fuel mapping in general
There are several limitations to mapping wildland fuels and forest structure at regional scales, most of which have been well covered by Keane et al. (2001) . Unfortunately, most of the pitfalls they highlighted in 2001 still remain. Most importantly, many vegetation attributes (e.g., coarse downed wood, height to canopy base, understory structure, snag density) are not directly sensed by remote sensing methods (although this may change with wider availability of lidar data) and are poorly related to climate variables. Patterns may be more closely related to past local disturbance or accidents of history that are challenging to capture in regional spatial data for predictive modeling. This limitation is particularly true for below-canopy disturbances such as fuel treatments and other forest management activities. Regionally consistent maps of past fire, harvest, insect and disease, and other disturbances, as well as within-patch variability in disturbance severity, are lacking in most regions, but their availability is increasing, which offers some promise for regional mapping efforts.
Another key limitation for regional fuel mapping is the quality and consistency of field measurements on regional inventory plots. The lack of field data for nonforested areas is problematic because the interspersion of land cover types can be critical to assessing fire hazard and predicting fire behavior. Our models applied to forest land only, and we relied on ancillary regional and national land cover data to map areas of nonforest. The occurrence of errors in the separation of major land cover classes has been the most common criticism of our maps by users, particularly the separation of recently disturbed forest from areas of shrub and herbaceous cover with no forest potential.
More research is needed on the implications of sampling and scaling issues for regional fuel mapping. Our models and accuracy assessments rest on the assumption that measured quantities of canopy and surface fuels and large deadwood on plots are representative of actual conditions and are measured without error. Yet for attributes such as downed wood, transect length on most plots is inadequate to provide precise estimates. Average transect length on the Oregon and Washington plots was about 75 m, whereas the current Fire Effects Monitoring and Inventory protocol suggests a minimum of three 75 m transects, and Brown (1974) suggested fifteen to twenty 35 to 50 ft (1 ft = 0.3048 m) transects. Fine fuels data were collected inconsistently across our plot data sets, but even if available, they would probably suffer similar limitations for regional fuel modeling. Other fuel variables, such as height to canopy base, suffer from scale and measurement challenges that may need to be addressed to improve their usefulness to other applications.
Some measures of surface and canopy fuels important to fire behavior may vary at a finer spatial resolution than the size of inventory plots such as those used in this study. Ultimately, it has not yet been demonstrated that fuel inputs needed for current models of fire behavior can be measured in the field at the appropriate scale and with acceptable consistency or accuracy. Surface fuel models are a representation of expected fire behavior and their selection requires expert knowledge and interpretation. Studies have shown that fire behavior experts often disagree on fuel model assignments in the field. Regional fuel mapping will not be fully successful until fire modelers can parameterize their models with variables that can be reliably assessed on the landscape. A set of fuel models more tightly coupled to field measurements would improve the state of wildland fuel inventories and management.
tributes are modeled at the individual-tree level using allometric equations as a function of tree species, diameter at breast height (DBH), height, and live crown ratio, which are recorded in the field. The tree-level measures are then expanded to per-unit-area values at the plot level based on subplot size.
Canopy fuel and canopy structure variables
Crown variables calculated at the individual-tree level Forest inventories do not directly measure canopy fuels. Instead, we modeled the masses of crown components (foliage, live branches, and dead branches) at the individualtree level as a function of field-recorded attributes of tree species, DBH, total height, and live crown ratio, and then expanded the tree-level attributes to the plot level. We used published equations (Brown 1978; Snell and Brown 1980; Snell and Anholt 1981; to predict the total live and dead crown masses of individual trees (Table A1) . Crown fraction equations (Hasenauer and Monserud 1996; Temesgen et al. 2005 ) also were used to subdivide the live crown mass into foliage and branch components. Canopy volume per unit area and height to the base of the live canopy also were estimated from heights and live crown ratios recorded for individual trees. Missing tree heights were derived following accepted protocols (Hann 1998; Crookston and Stage 1999) . We used equations developed by Monleon (Monleon et al. 2004 ) to ''uncompact'' the field-recorded, ''compacted'' live crown ratios for use in subsequent calculations. However, canopy variables derived from both compacted and uncompacted crowns did not differ appreciably, so we used the field-recorded, compacted crown ratio in all calculations. Additional sensitivity testing of the effects of compacted versus uncompacted crowns in various fire models is needed.
Calculation of canopy variables at the plot level
Canopy variables calculated for forest inventory plots are summarized in Table A2 .
Canopy cover (CANCOV)
Canopy cover was calculated by estimating the mean crown width using equations based on DBH, height, stem density and species (Crookston and Stage 1999) .
Stand height (STNDHGT)
Stand height was calculated as the mean height of all dominant and codominant trees on a plot, weighted by their densities.
Canopy mass (CANMASS) and canopy fuel mass (CANFWT)
CANMASS (kg/ha) was computed as the total mass of all conifer tree crowns on the plot, including foliage and all live and dead branches. CANFWT was computed as the total mass of available canopy fuels (kg/m 2 ), which included the mass of live conifer foliage plus half the mass of live and dead conifer branches in the 0-0.25 in. size class .
Height to base of live canopy (HCB)
We used a weighted mean of height to crown base for all trees on the plot, with each tree weighted by its expansion factor .
Canopy bulk density (CBD)
CBD characterizes the mass of canopy fuels per unit of canopy volume and is a key input to indices of crown fire risk ) and spatial models of fire behavior .
CBD was computed by vertically partitioning the live canopy into a series of 0.3 m thick layers (Sando and Wick 1972; . The proportion of each tree's crown mass that fell within each vertical layer was computed by assuming a uniform distribution of crown mass between the crown base and the top of each tree and summed over all trees. Canopy bulk density was then computed for each layer as
where CANFWT l was the total canopy fuel mass in layer l expressed in kilograms per square metre, and CL l was the depth of layer l in metres. The vertical canopy bulk density profile was then smoothed using a 4.5 m running mean, and CBD was computed as the maximum value of this running mean.
Assigning field plots to fuel models
Fuel models for plots in Washington and Oregon
We assigned fuel models to plots in the Washington and Oregon study areas using classification rules derived from published documentation for the Fire and Fuels Extension to the Forest Vegetation Simulator (FVS-FFE) Crookston 2003, 2004) . We modified the classification rules to reflect the fuels and forest structure variables available for plots in our database. Classification steps were as follows:
Step 1: Categorize each plot as either ''high fuel'' or ''low fuel'' based on the loadings of small downed fuels ( 3 in. diameter) and large downed fuels (>3 in.). Small downed fuel information was only available on a subset of plots, so a logistic regression equation was developed from those plots to determine when plots were high fuel or low fuel based on overstory forest structure.
Step 2: If the plot is high fuel, assign one of the high-fuel models (10 or 12) based on the loadings of small and large downed fuels. Otherwise, go to step 3 (Washington (WA) or Oregon (OR)).
Step 3 (WA): If the plot is low fuel, determine whether the plot falls within the Northern Idaho or the East Cascades variant of FVS-FFE. Then choose a set of classification rules based on the species group that accounts for the majority of stand basal area. Go to step 4 (WA).
Step 4 (WA): Using the classification rules chosen in step 3 (WA), assign one of the low-fuel models (1, 5, 6, 8, or 9) based on canopy cover, quadratic mean diameter, and whether the canopy is composed of a single stratum or is multistoried.
Step 3 (OR): If the plot is categorized as having low fuels, choose a set of classification rules based on the species group that accounts for the majority of stand basal area. Go to step 4 (OR).
Step 4 (OR): Using the classification rules chosen in step 3 (OR), assign one of the low-fuel models (usually 5, 8, or 9) based on canopy cover and quadratic mean diameter.
Fuel models for plots in California
We adapted methods for assigning fuel models to each plot from the description of the Western Sierra variant of FVS-FFE, modifying them to reflect the fuel and forest structure variables available for our plots and to incorporate recommendations of a local expert from the California Department of Forestry (D. Sapsis, personal communication). Classification steps were as follows:
Step 1: Classify each plot into a forest cover type based on the California Wildlife Habitat Relationships System (Mayer and Laudenslayer 1988) .
Step 2: Classify each plot into canopy cover and size classes based on the California Wildlife Habitat Relationships System (Mayer and Laudenslayer 1988) .
Step 3: Assign a fuel model to each plot based on its dominant species class, canopy cover class, and size class. Proportion of a tree's live crown mass comprised of foliage plus branches <0.25 in.
DCFRAC1
Proportion of a tree's dead crown mass comprised of branches <0.25 in.
Note: 1 in. = 2.54 cm. (Sando and Wick 1972; 
