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Abstract. In this paper, we investigate the stability and uniqueness of generalized traveling
wave solutions of lattice Fisher-KPP equations with general time and space dependence. We
first show the existence, uniqueness, and stability of strictly positive entire solutions of such
equations. Next, we show the stability and uniqueness of generalized traveling waves connecting
the unique strictly positive entire solution and the trivial solution zero. Applying the general sta-
bility and uniqueness theorem, we then prove the existence, stability and uniqueness of periodic
traveling wave solutions of lattice Fisher-KPP equations in time and space periodic media, and
the existence, stability and uniqueness of generalized traveling wave solutions of lattice Fisher-
KPP equations in time heterogeneous media. The general stability result established in this
paper implies that the generalized traveling waves obtained in many cases are asymptotically
stable under well-fitted perturbation.
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1 Introduction
The current paper is to explore the stability and uniqueness of generalized traveling waves for
the following lattice Fisher-KPP equation
u˙j(t) = d(t, j + 1)
(
uj+1(t)− uj(t)
)
+ d(t, j − 1)
(
uj−1(t)− uj(t)
)
+ uj(t)f(t, j, uj(t)), (1.1)
where j ∈ Z, infj∈Z,t∈R d(t, j) > 0, and f(t, j, u) is of monostable or Fisher-KPP type. More
precisely, we assume
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(H0) f(t, j, u) is locally Ho¨lder continuous in t ∈ R, Lipschitz continuous in u ∈ R, and
continuously differentiable in u for u ≥ 0. Moreover, f(t, j, u) = f(t, j, 0) for u ≤ 0, f(t, j, u) < 0
for u ≥M0 and some M0 > 0, fu(t, j, u) < 0 for u ≥ 0, and
lim inf
t−s→∞
1
t− s
∫ t
s
inf
j∈Z
f(τ, j, 0)dτ > 0. (1.2)
Let
l∞ = {u = {ui}i∈Z : sup
i∈Z
|ui| <∞}
with norm ‖u‖ = ‖u‖∞ = supi∈Z |ui|, and
l∞,+ = {u ∈ l∞ |ui ≥ 0, ∀ i ∈ Z}, l
∞,++ = {u ∈ l∞ | inf
i∈Z
ui > 0}.
By (H0), for any given u0 ∈ l∞ and s ∈ R, (1.1) has a unique (local) solution u(t; s, u0) =
{ui(t; s, u
0)}i∈Z with u(s; s, u
0) = u0. Moreover, if u0 ∈ l∞,+, then u(t; s, u0) = {ui(t; s, u
0)}i∈Z
exists for all t ≥ s and u(t; s, u0) ∈ l∞,+ for all t ≥ s (see Lemma 2.1).
Equation (1.1) is used to model the population dynamics of species living in patchy environ-
ments in biology and ecology (see, for example, [38, 39]). It is the discrete counterpart of the
following reaction diffusion equation,
ut = d(t, x)uxx + uf(t, x, u). (1.3)
Equation (1.3) is widely used to model the population dynamics of species when the movement
or internal dispersal of the organisms occurs between adjacent locations randomly in spatially
continuous media. Note that for the biological reason, we are only interested in nonnegative
solutions of (1.1). The assumption f(t, j, u) = f(t, j, 0) for u ≤ 0 has no effect on nonnegative
solutions of (1.1) and is just for convenience.
One of the central dynamical issues about (1.1) and (1.3) is to know how a solution whose
initial datum is strictly positive, or is a front-like function evolves as time increases. For example,
it is important to know how a solution u(t; s, u0) of (1.1) evolves as t increases, where u0 is strictly
positive (that is, inf i∈Z u
0
i > 0), or u
0 is nonnegative and a front-like function (that is,
sup
i≥I
u0i → 0, inf
i≤−I
u0i → u∗ > 0 as I →∞.
The later is about the front propagation dynamics of (1.1) and (1.3), and is strongly related to
the so called traveling wave solutions of (1.1) (resp (1.3)) when d(t, j) ≡ d and f(t, j, u) ≡ f(u)
(resp. d(t, x) ≡ d and f(t, x, u) ≡ f(u)).
The study of traveling wave solutions of (1.3) traces back to Fisher [12] and Kolmogorov,
Petrovsky and Piskunov [20] in the special case d(t, x) = 1 and f(t, x, u) = 1 − u. Thanks to
the pioneering works [12] and [20], (1.1) and (1.3) with f satisfying (H0) are called Fisher or
KPP type equations in literature. Since the works by Fisher ([12]) and Kolmogorov, Petrovsky,
2
Piskunov ([20]), traveling wave solutions of Fisher or KPP type evolution equations in spatially
and temporally homogeneous media or spatially and/or temporally periodic media have been
widely studied. The reader is referred to [1, 2, 5, 6, 7, 8, 13, 17, 19, 21, 22, 23, 25, 29, 30, 31,
32, 34, 35, 40, 42], etc., for the study of Fisher or KPP type reaction diffusion equations in
homogeneous or periodic media. The following is a brief review on traveling wave solutions of
Fisher or KPP type lattice equations in homogeneous or periodic media.
Consider (1.1) in the homogeneous media, that is, d(t, j) ≡ d and f(t, j, u) ≡ f(u). By (H0),
there is a unique u+ > 0 such that for any u0 ∈ l∞ with infj∈Z u
0
j > 0,
lim
t−s→∞
‖u(t; s, u0)− u+‖l∞ = 0.
In this case, a solution {uj(t)} of (1.1) is called a traveling wave solution connecting u = 0 and
u = u+ (traveling wave solution for short) if it is an entire solution (i.e. a solution defined for
t ∈ (−∞,∞)) and there are a constant c and a function Φ(·) such that
0 < uj(t) = Φ(j − ct) < u
+ ∀ t ∈ R, j ∈ Z, lim
z→−∞
Φ(z) = u+, lim
z→∞
Φ(z) = 0,
where c and Φ(·) are called the wave speed and wave profile of the traveling wave solution,
respectively. It is known that there is c∗ > 0 such that (1.1) has a traveling wave solution with
speed c if and only if c ≥ c∗. The reader is referred to [10, 11, 18, 43, 45], etc. for the existence
of traveling wave solutions, and to [10, 11, 24], etc. for the uniqueness and stability of traveling
wave solutions.
If d(t, j) and f(t, j, u) are periodic in t and j with periods T ∈ R+ and J ∈ Z+, respectively,
by (H0), there is a unique positive periodic solution u+(t) = {u+j (t)} with u
+
j (t) = u
+
j (t+ T ) =
u+j+J(t) of (1.1) such that for any u
0 ∈ l∞ with infj∈Z u
0
j > 0,
lim
t−s→∞
‖u(t; s, u0)− u+(t)‖l∞ = 0.
An entire solution {uj(t)} of (1.1) is called a periodic traveling wave solution or a pulsating wave
solution connecting u = 0 and u = u+ if there are a constant c (called wave speed) and a function
Φ(·, ·, ·) (called wave profile) such that
0 < uj(t) = Φ(j − ct, t, j) < u
+
j (t) ∀ t ∈ R, j ∈ Z,
lim
x→−∞
Φ(x, t, j) = u+j (t), limx→∞
Φ(x, t, j) = 0,
and
Φ(·, · + T, ·) = Φ(·, ·, · + J) = Φ(·, ·, ·).
The reader is referred to [14, 18], etc. for the existence of periodic traveling wave solutions
and to [15] for the uniqueness and stability of periodic traveling wave solutions in the case
that d(t, j) and f(t, j, u) are independent of t and periodic in j. We note that the existence of
periodic traveling wave solutions of (1.1) in the case that d(t, j) and f(t, j, u) are independent of
j and periodic in t follows from the works [22, 41], and the uniqueness and stability of periodic
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traveling wave solutions in this case remains open. We also note that the existence of periodic
traveling wave solutions of (1.1) in the case that d(t, j) and f(t, j, u) are periodic in both t and
j follows from the works [23, 42], and the uniqueness and stability of periodic traveling wave
solutions in this case remains open too.
The study of front propagation dynamics of Fisher-KPP type equations with general time
and/or space dependence is more recent, is attracting more and more attention due to the
presence of general time and space variations in real world problems, but is not much. To study
the front propagation dynamics of Fisher-KPP type equations with general time and/or space
dependence, one first needs to properly extend the notion of traveling wave solutions in the
classical sense. Some general extension has been introduced in literature. For example, in [35],
[36], notions of random traveling wave solutions and generalized traveling wave solutions are
introduced for random KPP equations and quite general time dependent KPP equations. In [3],
[4], a notion of generalized traveling waves is introduced for KPP type equations with general
space and time dependence.
Note that, assuming (H0), by the similar arguments as those in [9, Theorem 1.1], (1.1) has
a unique strictly positive entire solution u+(t) = {u+j (t)} (i.e infj∈Z,t∈R u
+
j (t) > 0) such that for
any u0 ∈ l∞ with infj∈Z u
0
j > 0 and s ∈ R,
lim
t−s→∞
‖u(t; s, u0)− u+(t)‖l∞ = 0
(see Proposition 2.1). An entire solution {uj(t)} of (1.1) is called a generalized traveling wave
solution or transition wave solution connecting u = 0 and u = u+ if there is a front location
function X(t) ∈ Z such that
lim
j→−∞
|uj+X(t)(t)− u
+
j+X(t)(t)| = 0, limj→∞
uj+X(t)(t) = 0
uniformly in t ∈ R. It is clear that a traveling wave solution of (1.1) in the time and space
independent case (resp. a periodic traveling wave solution of (1.1) in the time and space periodic
case) is a transition wave solution. Transition wave solutions for (1.3) are defined similarly.
Quite a few works have been carried out toward the front propagation dynamics of Fisher-
KPP type equations in non-periodic heterogeneous media. For example, among others, the
authors of [26, 27, 28] proved the existence of transition waves of (1.3) with general time de-
pendent and space periodic, or time independent and space almost periodic KPP nonlinearity.
Zlatos [44] established the existence of transition waves of spatially inhomogeneous Fisher-KPP
reaction diffusion equations under some specific hypotheses (see (1.2)-(1.5) in [44]). In [37],
the stability of transition waves in quite general time and space dependent Fisher-KPP type
reaction diffusion equations is studied. For spatially discrete KPP equations, the work [33]
studied spatial spreading speeds of (1.1) with time recurrent KPP nonlinearity f(t, u). In the
very recent paper [9], among others, the authors of the current paper established the existence
of transition waves in general time dependent Fisher-KPP lattice equations. However, there is
little study on the stability and uniqueness of transition waves of spatially discrete KPP type
equations with general time and/or space dependence.
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The objective of this paper is to study the stability and uniqueness of transition wave solutions
of Fisher-KPP lattice equations in general heterogeneous media and discuss the applications on
the existence, stability, and uniqueness of periodic traveling wave solutions of (1.1) when the
coefficients are periodic in both t and j, and the applications on the existence, stability, and
uniqueness of transition wave solutions of (1.1) when the coefficients are spatially homogeneous.
We first establish in Section 2 a general theorem on stability and uniqueness of transition wave
solutions of (1.1) (see Theorem 2.1). Applying the general stability and uniqueness theorem, we
then prove the existence, stability, and uniqueness of periodic traveling wave solutions of (1.1)
when d(t, j) and f(t, j, u) are periodic in t and j (see Theorem 3.1), and the existence, stability
and uniqueness of transition wave solutions of (1.1) when d(t, j) ≡ d(t) and f(t, j, u) ≡ f(t, u)
(see Theorem 4.1) in Section 3 and Section 4, respectively. In the later case, if d(t) and f(t, u) are
almost periodic in t, we also show that the transition waves are almost periodic. We will study
the existence of transition waves of (1.1) in more general heterogeneous media somewhere else.
The general stability and uniqueness theorem established in this paper could also be applied to
the study of the stability and uniqueness of transition waves in such more general cases.
2 Stability and uniqueness of transition waves in general het-
erogeneous media
In this section, we investigate the stability and uniqueness of transition fronts of (1.1).
First of all, we have
Proposition 2.1. Assume (H0). Then there is a unique strictly positive entire solution u+(t) =
{u+j (t)} such that for any u
0 ∈ l∞ with infj∈Z u
0
j > 0, u(t; t0, u
0) exists for all t ≥ t0, and
lim
t→∞
‖u(t+ t0; t0, u
0)− u+(t+ t0)‖l∞ = 0
uniformly in t0 ∈ R.
The main results of this section are then stated in the following theorem.
Theorem 2.1. Suppose that u(t) = U(t, ·) is a transition wave of (1.1) with a front location
function X(t) satisfying that
∀ τ > 0, sup
t,s∈R,|t−s|≤τ
|X(t)−X(s)| <∞. (2.1)
Assume that there are positive continuous functions φ(t, j) and φ1(t, j) such that
lim inf
j→−∞
φ(t, j) =∞, lim inf
j→−∞
φ1(t, j) =∞, lim
j→∞
φ(t, j) = 0, lim
j→∞
φ1(t, j) = 0, (2.2)
lim
j→−∞
φ(t, j +X(t))
φ1(t, j +X(t))
= 0, lim
j→∞
φ1(t, j +X(t))
φ(t, j +X(t))
= 0 (2.3)
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exponentially, and the second limit in (2.3) is uniformly in t;
d∗φ(t, j) − d∗1φ1(t, j) ≤ U(t, j) ≤ d
∗φ(t, j) + d∗1φ1(t, j) (2.4)
for some d∗, d∗1 > 0 and all t ∈ R, j ∈ Z; and for any given t0 ∈ R and u
0 ∈ l∞ with u0j ≥ 0 and
u0j ≥ dφ(t0, j)− d1φ1(t0, j)
(
resp., u0j ≤ dφ(t0, j) + d1φ1(t0, j)
)
for some 0 < d < 2d∗, d1 ≫ 1, and all j ∈ Z, there holds
uj(t; t0, u
0) ≥ dφ(t, j) − d1φ1(t, j)
(
resp., uj(t; t0, u
0) ≤ dφ(t, j) + d1φ1(t, j)
)
(2.5)
for all t ≥ t0 and j ∈ Z. Then the following hold.
(1) (Stability) The transition wave u(t) = U(t, ·) is asymptotically stable in the sense that for
any t0 ∈ R and u
0 ∈ l∞ satisfying that u0j > 0 for all j ∈ Z and
inf
j≤j0
u0j > 0 ∀ j0 ∈ Z, lim
j→∞
u0j
U(t0, j)
= 1, (2.6)
there holds
lim
t→∞
‖
u(t+ t0; t0, u
0)
U(t+ t0, ·)
− 1‖l∞ = 0. (2.7)
(2) (Uniqueness) If u(t) = V (t, ·) is also a transition wave solution of (1.1) satisfying that
lim
j→∞
V (t, j +X(t))
U(t, j +X(t))
= 1
uniformly in t ∈ R, then V (t, ·) ≡ U(t, ·).
To prove Proposition 2.1 and Theorem 2.1, we first present some lemmas.
A function v(t, j) on [s, t) × Z is called a super-solution or sub-solution of (1.1) if for any
given j ∈ Z, v(t, j) is absolutely continuous in t ∈ [s, T ), and
vt(t, j) ≥ d(t, j−1)
(
v(t, j−1)−v(t, j+1)
)
+d(t, j+1)
(
v(t, j+1)−v(t, j)
)
+v(t, j)f(t, j, v(t, j))
for a.e. t ∈ [s, T ), or
vt(t, j) ≤ d(t, j − 1)
(
v(t, j − 1)− v(t, j)
)
+ d(t, j + 1)
(
v(t, j + 1)− v(t, j)
)
+ v(t, j)f(t, j, v(t, j))
for a.e. t ∈ [s, T ). For given u, v ∈ l∞, we define
u ≤ (≥)v if uj ≤ (≥)vj ∀ j ∈ Z.
Lemma 2.1 (Comparison principle). (1) If u1(t, j) and u2(t, j) are bounded sub-solution and
super-solution of (1.1) on [s, T ), respectively, and u1(s, ·) ≤ u2(s, ·), then u1(t, ·) ≤ u2(t, ·)
for t ∈ [s, T ).
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(2) Suppose that u1(t, j), u2(t, j) are bounded and satisfy that for any given j ∈ Z, u1(t, j) and
u2(t, j) are absolutely continuous in t ∈ [s,∞), and
∂tu2(t, j)−
(
d(t, j−1)u2(t, j−1)+d(t, j+1)u2(t, j+1)−
(
d(t, j−1)+d(t, j+1)
)
u2(t, j)+
u2(t, j)f(t, j, u2(t, j))
)
> ∂tu1(x, t)−
(
d(t, j−1)u1(t, j−1)+d(t, j+1)u1(t, j+1)−
(
d(t, j−
1) + d(t, j + 1)
)
u1(t, j) + u1(t, j)f(t, j, u1(t, j))
)
for a.e. t > s. Moreover, suppose that u2(s, j) ≥ u1(s, j). Then u2(t, j) > u1(t, j) for j ∈
Z, t > s.
(3) If u0 ∈ l∞,+, then u(t; s, u0) exists and u(t; s, u0) ≥ 0 for all t ≥ s.
Proof. It follows from the similar arguments as those in [9, Proposition 2.1].
Lemma 2.2. Suppose that u0n, u0 ∈ l∞,+ (n = 1, 2, · · · ) with {‖u0n‖} being bounded. If for any
j ∈ Z, u0nj → u
0
j as n→∞, then for each t > 0 and j ∈ Z, uj(s+ t; s, u
0n)−uj(s+ t; s, u
0)→ 0
as n→∞ uniformly in s ∈ R.
Proof. It follows from the similar arguments as those in [9, Proposition 2.2].
For given u, v ∈ l∞,+, if
{α > 1 :
1
α
v ≤ u ≤ αv
}
6= ∅,
we define ρ(u, v) by
ρ(u, v) := inf
{
lnα : α > 1,
1
α
v ≤ u ≤ αv
}
and call ρ(u, v) the part metric between u and v.
Lemma 2.3 (Part metric). (1) For given u0, v0 ∈ l∞,+ with u0 6= v0, if ρ(u0, v0) is well de-
fined, then ρ(u(t; s, u0), u(t; s, v0)) is also well defined for every t > s and ρ(u(t; s, u0), u(t; s, v0))
is non-increasing in t.
(2) For any ǫ > 0, σ > 0, M > 0, and τ > 0 with ǫ < M and σ ≤ ln M
ǫ
, there is δ > 0 such
that for any u0, v0 ∈ l∞,++ with ǫ ≤ u0j ≤ M , ǫ ≤ v
0
j ≤ M for j ∈ Z and ρ(u
0, v0) ≥ σ,
there holds
ρ(u(τ + s; s, u0), u(τ + s; s, v0)) ≤ ρ(u0, v0)− δ ∀ s ∈ R.
(3) Suppose that u1(t) and u2(t) are two distinct positive entire solutions of (1.1) and that
there are c(t) ∈ Z and µ > 0 such that
lim
j→∞
ui
j+c(t)(t)
e−µj
= 1
uniformly in t (i = 1, 2), and for any j0 ∈ Z,
inf
j≤j0,t∈R
uij+c(t)(t) > 0
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for i = 1, 2. Then for any τ > 0 and T ∈ R, there is δ > 0 such that
ρ(u1(s+ τ), u2(s+ τ)) < ρ(u1(s), u2(s))− δ
for s ≤ T .
Proof. It follows from the similar arguments as those in [9, Proposition 2.3].
Proof of Proposition 2.1. It can be proved by the similar arguments as those in [9, Theorem
1.1]. We give an outline of the proof in the following.
Consider the linearization of (1.1) at 0,
v˙j = d(t, j − 1)
(
vj−1(t)− vj(t)
)
+ d(t, j + 1)
(
vj+1(t)− vj(t)
)
+ f(t, j, 0)vj(t). (2.8)
Let v(t; s, v0) be the solution of (2.8) with v(s; s, v0) = v0 ∈ l∞. Then for any v0 ∈ l∞ with
v0j ≥ 0,
vj(t; s, v
0) ≥ e
∫ t
s
infj∈Z f(τ,j,0)dτ inf
j∈Z
v0j .
By (H0) we can find ǫ0 > 0 and T > 0 such that∫ s+T
s
infj∈Z f(τ, j, 0)dτ
T
> ǫ0 ∀ s ∈ R.
Note that for the above ǫ0 > 0, there is δ0 > 0 such that
f(t, j, u) ≥ inf
j∈Z
f(t, j, 0) − ǫ0 for all t ∈ R , |u| ≤ δ0.
It then can be proved that for 0 < δ ≪ 1,
u(t; s, vδ) ≥ e
∫ t
s
infj∈Z f(τ,j,0)dτ−ǫ0(t−s)vδ for s ∈ R, t ∈ [s, s+ T ],
where vδj = δ for all j ∈ Z. In particular,
u(s+ T ; s, vδ) ≥ e
∫ s+T
s
infj∈Z f(τ,j,0)dτ−ǫ0T vδ ≥ vδ.
By induction, we have
u(t; s, vδ) ≥ e
∫ t
s+nT
f(τ,0)dτ−ǫ0(t−s−nT )vδ for s ∈ R, t ∈ [s+ nT, s+ (n+ 1)T ], (2.9)
where n = 0, 1, 2, · · · .
By (H0), f(t, j, u) < 0 for all t ∈ R, j ∈ Z and u ≥M0. Then
u(t; s, uM ) < uM for t > s, (2.10)
where M ≥M0 and u
M
j =M for all j ∈ Z.
Let M ≥M0 and 0 < δ ≪ 1 be fixed. Let
un(t) = u(t;−nT, uM ), t ≥ −nT.
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Then we get
u(t;−(n + 1)T, vδ) < un+1(t) < un(t), t ≥ −nT.
Let
u+(t) = lim
n→∞
un(t).
We have that u+(t) is an entire solution of (1.1). By (2.9),
inf
j∈Z,t∈R
u+j (t) > 0. (2.11)
Hence u+(t) = {u+j (t)}j∈Z is a strictly positive entire solution of (1.1).
By the same arguments as those in [9, Theorem 1.1], for any u0 ∈ l∞ with infj∈Z u
0
j > 0,
lim
t→∞
‖u(t+ s; s, u0)− u+(t+ s)‖l∞ = 0
uniformly in s ∈ R. The proposition then follows.
Proof of Theorem 2.1. (1) It can be proved by the similar arguments as those in [37, Theorem
2.2]. We give an outline of the proof in the following.
First, note that, for given u0 satisfying (2.6) and given t0 ∈ R, the part metric ρ(u
0, U(t0, ·))
is well defined and then ρ(u(t, ·; t0, u0), U(t+ t0, ·)) is well defined for all t ≥ 0. By Lemma 2.3,
to prove (2.7), it suffices to prove that for any ǫ > 0,
ρ(u(t+ t0, ·; t0, u
0), U(t+ t0, ·)) < ǫ for some t > 0. (2.12)
Second, assume that there is ǫ0 > 0 such that
ρ(u(t+ t0, ·; t0, u
0), U(t+ t0, ·)) ≥ ǫ0 (2.13)
for all t ≥ 0. Fix a τ > 0. We claim that if (2.13) holds, then there is δ > 0 such that
ρ(u(τ + s+ t0, ·; t0, u
0), U(τ + s+ t0, ·)) ≤ ρ(u(s+ t0, ·; t0, u
0), U(s + t0, ·))− δ (2.14)
for all s ≥ 0.
In fact, for any 0 < ǫ < ǫ04+2ǫ0 , by (2.2), (2.3), and (2.6), there is d1 ≫ d
∗
1 such that
d∗(1− ǫ)φ(t0, j) − d1φ1(t0, j) ≤ u
0
j ≤ d
∗(1 + ǫ)φ(t0, j) + d1φ1(t0, j).
By (2.5), there holds
d∗(1− ǫ)φ(t, j) − d1φ1(t, j) ≤ uj(t; t0, u
0) ≤ d∗(1 + ǫ)φ(t, j) + d1φ1(t, j) ∀ t ≥ t0.
By the arguments of [37, (4.5) and (4.6)], for any s ≥ 0, there is xs(≥ X(t0 + s)) such that
sup
s≥0,t∈[t0+s,t0+s+τ ]
|xs −X(t)| <∞ (2.15)
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and
1
1 + ǫ0/2
U(t, j) ≤ uj(t; t0, u
0) ≤ (1 + ǫ0/2)U(t, j) ∀ t ∈ [t0 + s, t0 + s+ τ ], j ≥ xs. (2.16)
By the similar arguments of [37, (4.7)], we can prove that
inf
s≥0,t∈[s+t0,τ+s+t0],j≤xs
U(t, j) > 0. (2.17)
For given s ≥ 0, let
ρ(s+ t0) = ρ(u(s+ t0, ·; t0, u
0), U(s + t0, ·)).
By (2.13),
ρ(t0) ≥ ρ(s+ t0) ≥ ǫ0 (2.18)
and
1
eρ(s+t0)
U(s+ t0, ·) ≤ u(s+ t0, ·; t0, u0) ≤ e
ρ(s+t0)U(s+ t0, ·). (2.19)
It follows from (2.19) and Lemma 2.1 that
u(t+ s+ t0, ·; t0, u
0) ≤ u(t+ s+ t0, ·; s + t0, e
ρ(s+t0)U(s+ t0, ·)) for t ≥ 0.
Let
uˆj(t) = uj(t+ s+ t0; s+ t0, e
ρ(s+t0)U(s+ t0, ·)),
u˜j(t) = e
ρ(s+t0)uj(t+ s+ t0; s + t0, U(s+ t0, ·))
(
= eρ(s+t0)U(t+ s+ t0, j)
)
,
and
u¯j(t) = u˜j(t)− uˆj(t).
Then
∂tu¯j(t) =
(
Au¯(t)
)
j
+ u˜j(t)f(t+ s+ t0, j, U(t + s+ t0, j)) − uˆj(t)f(t+ s+ t0, j, uˆj(t))
=
(
Au¯(t)
)
j
+ p(t, j)u¯j(t) + b(t, j), (2.20)
where
(Au¯(t)
)
j
= d(t, j − 1)
(
u¯j−1(t)− u¯j(t)
)
+ d(t, j + 1)
(
u¯j+1(t)− uj(t)
)
,
p(t, j) = f(t+ s+ t0, j, uˆj(t)) + u˜j(t)
∫ 1
0
fu(t+ s+ t0, j, ru˜j(t) + (1− r)uˆj(t))dr,
and
b(t, j) = u˜j(t)
[
f(t+ s+ t0, j, U(t + s+ t0, j)) − f(t+ s+ t0, j, u˜j(t))
]
= u˜j(t)
[
f(t+ s+ t0, j, U(t + s+ t0, j)) − f(t+ s+ t0, j, e
ρ(s+t0)U(t+ s+ t0, j))
]
.
10
By (H0) and (2.17), there is b0 > 0 such that for any s ≥ 0,
inf
t∈[s+t0,τ+s+t0],j≤xs
b(t, x) ≥ b0 > 0. (2.21)
Note that
u¯j−1(t) ≥ 0, u¯j+1(t) ≥ 0.
Hence for j ≤ xs,
∂tu¯j(t) ≥ (−d(t, j − 1)− d(t, j + 1) + p(t, j))u¯j(t) + b0.
This implies that
u¯j(τ) ≥
∫ τ+s+t0
s+t0
e
(
−2dsup+pinf
)
(τ+s+t0−r)b0dr ∀ j ≤ xs.
This together with (2.21) implies that there is δ0 > 0 such that for any s ≥ 0,
u¯j(τ) ≥ δ0 ∀ j ≤ xs
and then
uj(τ + s+ t0; t0, u0) ≤ e
ρ(s+t0)U(t+ s+ t0, j)− δ0 ∀ j ≤ xs. (2.22)
By (2.16) and (2.22), then there is δ1 > 0 such that
u(τ + s+ t0; t0, u
0) ≤ eρ(s+t0)−δ1U(τ + s+ t0, ·) for all s ≥ 0.
Similarly, we can prove that there is δ2 > 0 such that
1
eρ(s+t0)−δ2
U(τ + s+ t0, ·) ≤ u(τ + s+ t0; t0, u
0) for all s ≥ 0.
The claim (2.14) then holds for δ = min{δ1, δ2}.
Now we prove that (2.14) gives rise to a contradiction. In fact, assume (2.14). Then we have
ρ(u(nτ + t0; t0, u
0), U(nτ + t0, ·)) ≤ ρ(u(t0; t0, u
0), U(t0, ·)) − nδ
for all n ≥ 0. Letting n → ∞, we have ρ(u(nτ + t0; t0, u
0), U(nτ + t0, ·)) → −∞, which is a
contradiction. Therefore, (2.13) does not hold and then for any ǫ > 0,
ρ(u(t+ t0; t0, u
0), U(t+ t0, ·)) < ǫ for some t > 0.
This together with Lemma 2.3 implies that
lim
t→∞
ρ(u(t+ t0, ·; t0, u
0), U(t+ t0, ·)) = 0.
(1) then follows.
(2) Assume that uj(t) = V (t, j) is also a transition wave and satisfies that
lim
j→∞
V (t, j +X(t))
U(t, j +X(t))
= 1
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uniformly in t. To prove V (t, j) ≡ U(t, j), it suffices to prove that for any ǫ > 0,
ρ(U(t, ·), V (t, ·)) < ǫ for all t ∈ R.
Assume that there are ǫ0 > 0 and t0 ∈ R such that
ρ(U(t0, ·), V (t0, ·)) ≥ ǫ0. (2.23)
Then by Lemma 2.3,
ρ(U(t, ·), v(t, ·)) ≥ ǫ0 for all t ≤ t0. (2.24)
Let τ = 1 and tn = t0 − n. Note that, for any ǫ > 0, there is J ∈ Z
+ such that
(1− ǫ)U(t, j +X(t)) < V (t, j +X(t)) < (1 + ǫ)U(t, j +X(t)) ∀ j ≥ J, t ∈ R (2.25)
and {
U(t, j +X(t)) ≥ u+(t, j +X(t)) − ǫ ∀ j ≤ −J, t ∈ R
U(t, j +X(t)) ≤ ǫ ∀ j ≥ J, t ∈ R.
(2.26)
It follows that X(t) is also a front location function of V (t, j). By the similar arguments of [37,
(4.7)], we can prove that
inf
t∈R,j≤J
U(t, j +X(t)) > 0 and inf
t∈R,j≤J
V (t, j +X(t)) > 0. (2.27)
This implies that there is ρ0 > 0 such that
ρ(U(t, ·), V (t, ·)) ≤ ρ0 for all t ∈ R. (2.28)
By the arguments of (2.14) and (2.24)-(2.27), there is δ > 0 such that
ρ(U(tn + τ, ·), V (tn + τ, ·)) ≤ ρ(U(tn, ·)− δ.
This implies that
ρ(U(t0, ·), V (t0, ·)) ≤ ρ(U(tn, ·), V (tn, ·))− nδ for all n ∈ N. (2.29)
By (2.28) and (2.29),
ρ(U(t0, ·), V (t0, ·)) < 0,
which is a contradiction. Hence the assumption (2.23) does not hold and ρ(U(t, ·), V (t, ·)) < ǫ
for all ǫ > 0 and all t ∈ R. Therefore, U(t, j) ≡ V (t, j) and (2) follows.
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3 Existence, stability and uniqueness of periodic traveling wave
solutions
In this section, we assume that d(t+T, j) = d(t, j+J) = d(t, j) and f(t+T, j, u) = f(t, j+J, u) =
f(t, j, u), and study the existence, stability, and uniqueness of periodic traveling wave solutions
of (1.1).
To state the main results of this section, we first present two propositions. For any µ ∈ R,
consider the following linear equation,
v˙j(t) = d(t, j − 1)
(
eµvj−1(t)− vj(t)
)
+ d(t, j + 1)
(
e−µvj+1(t)− vj(t)
)
+ f(t, j, 0)vj(t). (3.1)
Note that (3.1) with µ = 0 is the linearized equation of (1.1) at u ≡ 0.
Proposition 3.1. (1) For any µ ∈ R, there are λ(µ) ∈ R and ψµ(t, j) with ψµ(t + T, j) =
ψµ(t, j + J) = ψµ(t, j) > 0, ‖ψµ(0, ·)‖l∞ = 1, such that vj(t) = e
λ(µ)tψµ(t, j) is a solution
of (3.1).
(2) There is µ∗ > 0 such that
λ(µ∗)
µ∗
= inf
µ>0
λ(µ)
µ
,
λ(µ)
µ
>
λ(µ∗)
µ∗
for 0 < µ < µ∗.
Proof. (1) Let
l∞per = {u ∈ l
∞ |uj+J = uj ∀ j ∈ Z}.
For given u, v ∈ l∞per, define
u≪ (≫)v if uj < (>)vj ∀ j ∈ Z.
Let Φ(t, s) be the solution operator of (3.1), that is,
Φ(t, s)v0 = v(t; s, v0),
where v(t; s, v0) is the solution of (3.1) with v(s; s, v0) = v0 ∈ l∞. Then we have
Φ(t, s)l∞per ⊂ l
∞
per ∀ t ≥ s,
and for any v0 ∈
(
l∞,+ ∩ l∞per
)
\ {0},
Φ(t, s)v0 ≫ 0 ∀t > s.
It is clear that any bounded set E ⊂ l∞per, Φ(T, 0)E is relatively compact. Hence by the Krein-
Rutman Theorem (see [16]), the spectral radius r(Φ(T, 0)|l∞per) is an isolated algebraic simple
eigenvalue of Φ(T, 0)|l∞per with a positive eigenfunction ψ
∗ ∈ l∞per, ‖ψ
∗‖l∞ = 1. (1) follows with
λ(µ) =
ln r(Φ(T, 0)|l∞per)
T
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and
ψµ(t, ·) = e−λ(µ)tΦ(t, 0)ψ∗.
(2) Note that
λ(µ) ≥ dmin(e
µ − 1) + dmax(e
−µ − 1) + fmin,
where dmin = infj∈Z, t∈R d(t, j), dmax = supj∈Z, t∈R d(t, j), fmin = infj∈Z, t∈R f(t, j, 0). We then
have
λ(µ)
µ
≥
dmin(e
µ − 1) + dmax(e
−µ − 1) + fmin
µ
→∞ as µ→∞.
By (1.2), we have
λ(µ)
µ
→∞ as µ→ 0+.
The conclusion then follows.
Let
c∗ =
λ(µ∗)
µ∗
.
Then for any c > c∗, there is µ ∈ (0, µ∗) such that
c =
λ(µ)
µ
.
For given c > c∗, let 0 < µ < µ
′
< min{2µ, µ∗} be such that c = λ(µ)
µ
and λ(µ)
µ
> λ(µ
′
)
µ
′ > c∗.
Consider the space shifted equations of (1.1),
u˙j(t) = H(i)uj(t) + uj(t)f(t, j + i, uj(t)), (3.2)
where
H(i)uj(t) = d(t, j + i+ 1)
(
uj+1(t)− uj(t)
)
+ d(t, j + i− 1)
(
uj−1(t)− uj(t)
)
, j ∈ Z
for any i ∈ Z. Let u(t, j;u0, i) be the solution of (3.2) with u(0, j;u0, i) = u0(j) for u0 ∈ l
∞.
For given d, d1 > 0, let
v(t, j; i, d, d1) = de
−µ(j−ct)ψµ(t, j + i)− d1e
−µ
′
(j−ct)ψµ
′
(t, j + i).
Observe that for given 0 < b≪ 1, there are M > N > 0 such that
bψ0(t, j + i) ≤ v(t, j; i, d, d1) ∀N ≤ j − ct ≤M. (3.3)
Let b > 0 and M > 0 be such that (3.3) holds, and let
u(t, j; i, d, d1 , b) =
{
max{bψ0(t, j + i), v(t, j; i, d, d1)}, j ≤M + ct
v(t, j; i, d, d1), j ≥M + ct.
(3.4)
Proposition 3.2. Let 0 < d ≤ 2.
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(1) For any i ∈ Z and d1
d
≫ 1, v(t, j; i, d, d1) is a sub-solution of (3.2).
(2) For any i ∈ Z and 0 < b≪ 1, u(t, j; i) := bψ0(t, j + i) is a sub-solution of (3.2).
(3) For d1
d
≫ 1 and 0 < b≪ 1, u(t, j;u(0, ·; i, d, d1 , b), i) ≥ u(t, j; i, d, d1, b) for t ≥ 0.
Proof. (1) First of all, let ϕ = de−µ(j−ct)ψµ(t, j + i) and ϕ1 = d1e
−µ
′
(j−ct)ψµ
′
(t, j + i). Let
M¯ = d max
t∈R,j∈Z
ψµ(t, j). Let L > 0 be such that −fu(j + i, u) ≤ L for 0 ≤ u ≤ M¯ . Let d0 be
defined by
d0 = max{
max
t∈R,j∈Z
ψµ(t, j)
min
t∈R,j∈Z
ψµ
′
(t, j)
,
L max
t∈R,j∈Z
[ψµ(t, j)]2
(µ′c− λ(µ′)) min
t∈R,j∈Z
ψµ
′
(t, j)
}
Fix i ∈ Z. We prove that v(t, j; i, d, d1) is a sub-solution of (3.2) for
d1
d
≥ d0. First, for
(t, j) ∈ R× Z with v(t, j; i, d, d1) ≤ 0, by (H0), f(t, j + i, v(t, j; i, d, d1)) = f(t, j + i, 0). Hence
vt − [H(i)v(t, j; i, d, d1) + v(t, j; i, d, d1)f(t, j + i, v(t, j; i, d, d1))] = −(µ
′
c− λ(µ
′
))ϕ1 ≤ 0.
Next, consider (t, j) ∈ R × Z with v(t, j; i, d, d1) > 0. By
d1
d
≥ d0, we must have j − ct ≥ 0.
Then v(t, j; i, d, d1) ≤ de
−µ(j−ct)ψµ(t, j + i) ≤ dψµ(t, j + i) ≤ M¯ . Note that for 0 < y < M¯ ,
−(µ
′
c− λ(µ
′
))− fu(t, j + i, y)
(ϕ)2
ϕ1
≤ −(µ
′
c− λ(µ
′
)) + L
(ϕ)2
ϕ1
= −(µ
′
c− λ(µ
′
)) +
Ld[ψµ(t, j + i)]2
d1ψµ
′
(t, j + i)
e(µ
′
−2µ)(j−ct)
≤ −(µ
′
c− λ(µ
′
)) +
Ld max
t∈R,j∈Z
[ψµ(t, j)]2
d1 min
t∈R,j∈Z
ψµ
′
(t, j)
≤ 0.
Therefore, for (t, j) ∈ R× Z with v(t, j; i, d, d1) > 0,
vt − [H(i)v(t, j; i, d, d1) + v(t, j; i, d, d1)f(t, j + i, v(t, j; i, d, d1))]
=(µc− λ(µ))ϕ − (µ
′
c− λ(µ
′
))ϕ1 + v(t, j; i, d, d1)f(t, j + i, 0) − v(t, j; i, d, d1)f(t, j + i, v)
=− (µ
′
c− λ(µ
′
))ϕ1 − fu(t, j + i, y)(ϕ − ϕ1)
2 (for some y ∈ (0, M¯ ))
≤− (µ
′
c− λ(µ
′
))ϕ1 − fu(t, j + i, y)(ϕ)
2
=[−(µ
′
c− λ(µ
′
))− fu(t, j + i, y)
(ϕ)2
ϕ1
]ϕ1
≤0.
(1) then follows.
(2) Fix i ∈ Z. Observe that
H(i)ψ0(t, j + i) + f(t, j + i, 0)ψ0(t, j + i)− ψ0t (t, j + i) = λ(0)ψ
0(t, j + i) ∀ j ∈ Z.
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Observe also that max
t∈R,j∈Z
λ(0)ψ0(t, j + i) > 0 and then
λ(0)bψ0(t, j + i) ≥ (f(t, j + i, 0) − f(t, j + i, bψ0(t, j + i)))bψ0(t, j + i) ∀ 0 < b≪ 1.
It then follows that
H(i)bψ0(t, j + i) + f(t, j + i, bψ0(t, j + i))bψ0(t, j + i)− bψ0t (t, j + i) ≥ 0 ∀ j ∈ Z, 0 < b≪ 1.
Hence u(t, j; i) := bψ0(t, j + i) is a sub-solution of (3.2) for 0 < b≪ 1.
(3) Let w˜(t, j; i) = eCt(u(t, j;u(0, ·; i, d, d1 , b), i) − v(t, j; i, d, d1)), where C is some positive
constant to be determined later. Recall that u(t, j;u(0, ·; i, d, d1 , b), i) is the solution of (3.2)
with u(0, j;u(0, ·; i, d, d1 , b), i) = u(0, j; i, d, d1 , b). Then
w˜t(t, j; i) ≥ H(i)w˜(t, j; i) + (C + a˜(t, j; i))w˜(t, j; i),
where
a˜(t, j; i) =f(t, j + i, u(t, j;u(0, ·; i, d, d1 , b), i))
+v(t, j; i, d, d1)
∫ 1
0
fu(t, j + i, τ(u(t, j;u(0, ·; i, d, d1 , b), i) − v(t, j; i, d, d1)))dτ.
Hence
w˜(t, j; i) ≥ w˜(0, j; i) +
∫ t
0
[H(i)w˜(s, j; i) + (C + a˜(s, j; i))w˜(s, j; i)]ds (3.5)
for all j ∈ Z. Similarly, let w¯(t, j; i) = eCt(u(t, j;u(0, ·; i, d, d1 , b), i) − bψ
0(t, j + i)). Then
w¯(t, j; i) ≥ w¯(0, j; i) +
∫ t
0
[H(i)w¯(s, j; i) + (C + a¯(s, j; i))w¯(s, j; i)]ds (3.6)
for j ∈ Z, where
a¯(t, j; i) =f(t, j + i, u(t, j;u(0, ·; i, d, d1 , b), i))
+bψ0(t, j + i)
∫ 1
0
fu(t, j + i, τ(u(t, j;u(0, ·; i, d, d1 , b), i) − bψ
0(t, j + i)))dτ.
Let w(t, j; i) = eCt(u(t, j;u(0, ·; i, d, d1 , b), i) − u(t, j; i, d, d1 , b)). Choose C > 0 such that C +
a˜(s, j; i) > 0 and C + a¯(s, j; i) > 0. Note that
w(t, j; i) =
{
min{w˜(t, j; i), w¯(t, j; i)}, j ≤M + ct
w˜(t, j; i), j ≥M + ct.
By (3.4), (3.5) and (3.6),
w˜(t, j; i) ≥ w(0, j; i) +
∫ t
0
[H(i)w(s, j; i) + (C + a˜(s, j; i))w(s, j; i)]ds
for j ∈ Z, and
w¯(t, j; i) ≥ w(0, j; i) +
∫ t
0
[H(i)w(s, j; i) + (C + a¯(s, j; i))w(s, j; i)]ds
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for j ≤M + ct. It then follows that
w(t, j; i) ≥ w(0, j; i) +
∫ t
0
[H(i)w(s, j; i) + (C + a˜(s, j; i))w(s, j; i)]ds for j ∈ Z.
By the arguments in Lemma 2.1, we have w(t, j; i) ≥ 0 for t ≥ 0, j, i ∈ Z. Then
u(t, j;u(0, ·; i, d, d1 , b), i) ≥ u(t, j; i, d, d1 , b) for t ≥ 0 and j, i ∈ Z.
Let
v¯(t, j; i, d, d1) = de
−µ(j−ct)ψµ(t, j + i) + d1e
−µ
′
(j−ct)ψµ
′
(t, j + i)
and
u¯(t, j; i, d, d1) = min{v¯(t, j; i, d, d1), u
+
j+i(t)}. (3.7)
Proposition 3.3. (1) For any i ∈ Z, d > 0, and d1 ≥ 0, v¯(t, j; i, d, d1) is a super-solution of
(3.2).
(2) u(t, j; u¯(0, ·; i, d, d1), i) ≤ u¯(t, j; i, d, d1) for t ≥ 0.
Proof. (1) Let ϕ = de−µ(j−ct)ψµ(t, j+i) and ϕ1 = d1e
−µ
′
(j−ct)ψµ
′
(t, j+i). By direct calculation,
we have
v¯t − [H(i)v¯(t, j; i, d, d1) + v¯(t, j; i, d, d1)f(t, j + i, v¯(t, j; i, d, d1))]
≥v¯t − [H(i)v¯(t, j; i, d, d1) + v¯(t, j; i, d, d1)f(t, j + i, 0)]
=(µc− λ(µ))ϕ + (µ
′
c− λ(µ
′
))ϕ1
≥0.
(2) By comparison principle,
u(t, j; u¯(0, ·; i, d, d1), i) ≤ v¯(t, j; i, d, d1)
and
u(t, j; u¯(0, ·; i, d, d1), i) ≤ u
+(t)
for t ≥ 0. (2) then follows.
Let
φ(t, j) = e−µ(j−ct)ψµ(t, j), φ1(t, j) = e
−µ
′
(j−ct)ψµ
′
(t, j).
Proposition 3.4. Let 0 < d ≤ 2. For any u0 ∈ l∞,+, if
u0 ≤ dφ(t0, ·) + d1φ1(t0, ·) (resp., u
0 ≥ dφ(t0, ·)− d1φ1(t0, ·)),
then for d1
d
≫ 1,
u(t; t0, u
0) ≤ dφ(t, ·) + d1φ1(t, ·) (resp., u(t; t0, u
0) ≥ dφ(t, ·) − d1φ1(t, ·))
for t ≥ t0.
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Proof. It follows from Proposition 3.2, Proposition 3.3 and fu(t, j, u) < 0 for u ≥ 0.
We now state the main results of this section.
Theorem 3.1. Consider (1.1) and assume that d(t + T, j) = d(t, j + J) = d(t, j) and f(t +
T, j, u) = f(t, j + J, u) = f(t, j, u),
(1) (Existence) For any c > c∗, there is a periodic traveling wave solution uj(t) = U(t, j) with
speed c satisfying that
φ(t, j) − d∗1φ1(t, j) ≤ U(t, j) ≤ φ(t, j) + d
∗
1φ1(t, j) (3.8)
for some d∗1 > 0.
(2) (Stability) For any c > c∗, t0 ∈ R, and u
0 ∈ l∞,+ satisfying
inf
j≤j0
u0j > 0, lim
j→∞
u0j
U(t0, j)
= 1,
there holds
lim
t→∞
uj(t+ t0; t0, u
0)
U(t+ t0, j)
= 1 uniformly in j ∈ Z.
(3) (Uniqueness) If uj(t) = V (j, t) is also a periodic traveling wave solution of (1.1) with speed
c and satisfying that
lim
j→∞
V (t, j + [ct])
U(t, j + [ct])
= 1 uniformly in t ∈ R,
then
V (t, j) ≡ U(t, j).
In order to prove the existence of the periodic traveling wave solution, we consider the fol-
lowing space continuous version of (3.2),
∂tu(t, x) = H(z)u(t, x) + u(t, x)f(t, x+ z, u(t, x)) x ∈ R, z ∈ R, (3.9)
where
H(z)u(t, x) = d(t, x+ z + 1)
(
u(t, x+ 1)− u(t, x)
)
+ d(t, x+ z − 1)
(
u(t, x− 1)− u(t, x)
)
,
and d(t, x) = d(t, j), f(t, x, u) = f(t, j, u) for j ≤ x < j + 1. Let u(t, x;u0, z) be the solution of
(3.9) with u(0, x;u0, z) = u0(x) for u0 ∈ l
∞(R) = {u = {u(x)}x∈R : sup
x∈R
|u(x)| <∞}.
Let u+x (t) = u
+
j (t), ψ
µ(t, x) = ψµ(t, j), and ψµ
′
(t, x) = ψµ
′
(t, j) for t ∈ R and x ∈ R with
j ≤ x < j + 1, j ∈ Z. Let
v(t, x; z, d, d1) = de
−µ(x−ct)ψµ(t, x+ z)− d1e
−µ
′
(x−ct)ψµ
′
(t, x+ z) for t, x, z ∈ R,
18
u(t, x; z, d, d1, b) =
{
max{bψ0(t, x+ z), v(t, x; z, d, d1)}, x ≤M + ct
v(t, x; z, d, d1), x ≥M + ct,
(3.10)
and
v¯(t, x; z, d, d1) = de
−µ(x−ct)ψµ(t, x+ z) + d1e
−µ
′
(x−ct)ψµ
′
(t, x+ z),
u¯(t, x; z, d, d1) = min{v¯(t, x; z, d, d1), u
+
x+z(t)}. (3.11)
By the similar arguments as those in Propositions 3.2 and 3.3, we can also get that, for
0 < d ≤ 2, d1
d
≫ 1, and 0 < b ≪ 1, u(t, x;u(0, ·; z, d, d1 , b), z) ≥ u(t, x; z, d, d1, b) and
u(t, x; u¯(0, ·; z, d, d1), z) ≤ u¯(t, x; z, d, d1) for t ≥ 0. For fixed 0 < d ≤ 2, d1 > 0 with
d1
d
≫ 1, and
0 < b≪ 1, put
u(t, x; z) = u(t, x; z, d, d1, b), u¯(t, x; z) = u¯(t, x; z, d, d1).
Proposition 3.5. There is a constant C such that for any 0 < b≪ 1 and d1
d
≫ 1,
inf
x≤C,t≥0,z∈R
u(t, x+ ct; u¯(0, ·; z), z) ≥ inf
x≤C,t≥0,z∈R
u(t, x+ ct;u(0, ·; z), z) > 0. (3.12)
Proof. First, by (3.4), Propositions 3.2 and 3.3, for any t ≥ 0,
u(t, x; z) ≤ u(t, x;u(0, ·; z), z) ≤ u(t, x; u¯(0, ·; z), z) ≤ u¯(t, x; z). (3.13)
Observe that
u(t, x+ ct; z) = max{bψ0(t, x+ ct+ z), v(t, x+ ct; z, d, d1)} for x ≤M
≥ bψ0(t, x+ ct+ z) for x ≤M
≥ inf
t∈R,x∈R
bψ0(t, x)
> 0.
This together with (3.13) implies (3.12).
Lemma 3.1. Let
un(t, x, z) = u(t+ nT, x+ cnT ; u¯(0, ·; z − cnT ), z − cnT )
and
un(t, x, z) = u(t+ nT, x+ cnT ;u(0, ·; z − cnT ), z − cnT ).
Then for any given bounded interval I ⊂ R, there is N0 ∈ N such that u
n(t, x, z) is non-increasing
in n and un(t, x, z) is non-dereasing in n for n ≥ N0, t ∈ I, x, z ∈ R.
Proof. First, observe that
u¯(T, x+ cT ; z − cnT ) = u¯(0, x; z − c(n− 1)T ) ∀n ≥ 0.
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Hence for given t ∈ R and n ∈ N with t+ (n− 1)T > 0,
un(t, x, z)
= u(t+ nT, x+ cnT ; u¯(0, ·; z − cnT ), z − cnT )
= u(t+ (n− 1)T, x+ cnT ;u(T, ·; u¯(0, ·; z − cnT ), z − cnT ), z − cnT )
= u(t+ (n− 1)T, x+ c(n − 1)T ;u(T, · + cT ; u¯(0, ·; z − cnT ), z − cnT ), z − c(n− 1)T )
≤ u(t+ (n− 1)T, x+ c(n − 1)T ; u¯(T, ·+ cT ; z − cnT ), z − c(n− 1)T )
= u(t+ (n− 1)T, x+ c(n − 1)T ; u¯(0, ·; z − c(n− 1)T ), z − c(n− 1)T )
= un−1(t, x, z).
Similarly, we can prove that for given t ∈ R and n ∈ N with t+ (n− 1)T > 0,
un(t, x, z) ≥ un−1(t, x, z).
Let
u+(t, x, z) = lim
n→∞
un(t, x, z),
u−(t, x, z) = lim
n→∞
un(t, x, z),
and
Ψ±0 (x, z) = u
±(0, x, z).
Lemma 3.2. For each z ∈ R, u±(t, x, z) = u(t, x; Ψ±0 (·, z), z) for t ∈ R and x ∈ R and hence
u±(t, x, z) are entire solutions of (3.9).
Proof. We prove the case that u(t, x, z) = u+(t, x, z). First, note that
un(t, x, z)
=u(t, x+ cnT ;u(nT, ·; u¯(0, ·; z − cnT ), z − cnT ), z − cnT )
=u(t, x;u(nT, · + cnT ; u¯(0, ·; z − cnT ), z − cnT ), z)
=un(0, x, z)
+
∫ t
0
[
H(z)un(τ, x, z) + un(τ, x, z)f(τ, x + z, un(τ, x, z))
]
dτ.
where
H(z)un(t, x, z) = d(t, x+z+1)
(
un(t, x+1, z)−un(t, x, z)
)
+d(t, x+z−1)
(
un(t, x−1, z)−un(t, x, z)
)
.
Then by Lebesgue dominated convergence theorem,
u(t, x, z) =Ψ+0 (x, z)
+
∫ t
0
[
H(z)u(τ, x, z) + u(τ, x, z)f(τ, x + z, u(τ, x, z))
]
dτ.
This implies that u(t, x, z) = u(t, x; Ψ+0 (·, z), z) for t ∈ R and x ∈ R and u(t, x, z) is an entire
solution of (3.9).
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Proof of Theorem 3.1. (1) Note that, following from [23] and [42], for any c ≥ c∗, (1.1) has a
periodic traveling wave solution with speed c. But the property (3.8) is not established. In the
following, we provide a proof of the existence of periodic traveling wave solutions of (1.1) with
speeds c > c∗ satisfying the property (3.8), which enables us to use Theorem 2.1 to prove (2)
and (3).
Let
Ψ±(x, t, z) = u±(t, x+ ct, z − ct)(= u(t, x+ ct; Ψ±0 (·, z − ct), z − ct)).
First of all, u(t, x; Ψ±(·, 0, z), z) = Ψ±(x− ct, t, z + ct) follows directly from the definition of
Ψ±(x, t, z).
Secondly, we prove that
lim
x−ct→∞
Ψ±(x− ct, t, z + ct)
de−µ(x−ct)ψµ(t, x+ z)
= 1
uniformly in t ∈ R and z ∈ R, which is equivalent to
lim
x→∞
Ψ±(x, t, z)
de−µxψµ(t, x+ z)
= 1 (3.14)
uniformly in t ∈ R and z ∈ R. Note that
v(t, x; z, d, d1) = de
−µ(x−ct)ψµ(t, x+ z)− d1e
−µ
′
(x−ct)ψµ
′
(t, x+ z)
≤ u(t, x; Ψ±(·, 0, z), z)
= Ψ±(x− ct, t, z + ct)
≤ v¯(t, x; z, d, d1)
= de−µ(x−ct)ψµ(t, x+ z) + d1e
−µ
′
(x−ct)ψµ
′
(t, x+ z) (3.15)
for t ∈ R and x, z ∈ R. (3.14) then follows from (3.15).
Thirdly, we prove the periodicity of Ψ±(x, t, z) in t and z. Note that
Ψ+(x, t, z) = lim
n→∞
u
(
t+ nT, x+ cnT + ct; u¯(0, ·; z − cnT − ct), z − cnT − ct
)
.
Then we have
Ψ+(x, T, z) = lim
n→∞
u
(
(n+ 1)T, x+ c(n+ 1)T ; u¯(0, ·; z − c(n + 1)T ), z − c(n + 1)T
)
= lim
n→∞
u
(
nT, x+ cnT ; u¯(0, ·; z − cnT ), z − cnT
)
= Ψ+(x, 0, z) (3.16)
and
Ψ+(x, t, z + J) = lim
n→∞
u
(
t+ nT, x+ cnT + ct; u¯(0, ·; z + J − cnT − ct), z + J − cnT − ct
)
= lim
n→∞
u
(
t+ nT, x+ cnT + ct; u¯(0, ·; z − cnT − ct), z − cnT − ct
)
= Ψ+(x, t, z). (3.17)
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Similarly, we have
Ψ−(x, T, z) = Ψ−(x, 0, z), (3.18)
Ψ−(x, t, z + J) = Ψ−(x, t, z). (3.19)
By Proposition 3.5,
inf
x≤C,t≥0,z∈R
Ψ±(x, t, z) > 0.
Then by Proposition 2.1, Lemma 2.2 and the periodicity of Ψ±(x, t, z) in t, we have
lim
x→−∞
(
Ψ±(x, t, z)− u+x+z(t)
)
= 0 (3.20)
uniformly in t ∈ R and z ∈ R.
Let
Φ±(x, t, z) = Ψ±(x, t, z − x) for x, z ∈ R.
By (3.14), (3.16)-(3.20), Φ±(x, t, z) generate traveling wave solutions with speed c satisfying
(3.8).
(2) It follows from Proposition 3.4, (3.8) and Theorem 2.1(1).
(3) It follows from (3.8) and Theorem 2.1(2).
4 Existence, stability and uniqueness of transition waves in time
heterogeneous media
In this section, we assume that d(t, j) ≡ d(t) and f(t, j, u) ≡ f(t, u), and study the existence,
uniqueness, and stability of transition waves of (1.1).
We first recall some results on transition waves established in the recent paper [9]. Define
f¯inf = lim inf
t≥s,t−s→∞
1
t− s
∫ t
s
f(τ, 0)dτ,
f¯sup = lim sup
t≥s,t−s→∞
1
t− s
∫ t
s
f(τ, 0)dτ,
f¯+inf = lim inft≥s≥0,t−s→∞
1
t− s
∫ t
s
f(τ, 0)dτ,
and
f¯+sup = lim sup
t≥s≥0,t−s→∞
1
t− s
∫ t
s
f(τ, 0)dτ.
For given µ > 0, let
c(t;µ) =
e−µ + eµ − 2 + f(t, 0)
µ
.
Let
c˜−0 := inf
µ>0
e−µ + eµ − 2 + f¯inf
µ
.
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By [9, Lemma 5.1], There is a unique µ∗ > 0 such that
c˜−0 =
e−µ
∗
+ eµ
∗
− 2 + f¯inf
µ∗
and for any γ > c˜−0 , the equation γ =
e−µ+eµ−2+f¯inf
µ
has exactly two positive solutions for µ.
For any γ > c˜−0 , let 0 < µ < µ
∗ be such that e
−µ+eµ−2+f¯inf
µ
= γ and c(t) = c(t;µ). Let
φ(t, j) = e−µ(j−
∫ t
0
c(τ)dτ).
Let B(t) = −(e−µ˜ + eµ˜ − 2) + c(t)µ˜ − f(t, 0). Note that
B¯inf = −(e
−µ˜ + eµ˜ − 2) + γµ˜− f¯inf
= µ˜(γ −
e−µ˜ + eµ˜ − 2 + f¯inf
µ˜
),
thus we can choose µ˜ ∈ (µ, 2µ) such that B¯inf > 0. By [26, Lemma 3.2], there is A ∈ W
1,∞(R)
such that essinft∈R(A
′ +B) > 0. Let
φ1(t, j) = e
A(t)−µ˜(j−
∫ t
0
c(τ)dτ).
Proposition 4.1. For given u0 ∈ l∞,+ and t0 ∈ R, if
u0 ≤ dφ(t0, ·) + d1φ1(t0, ·) (resp., u
0 ≥ dφ(t0, ·)− d1φ1(t0, ·))
for 0 < d ≤ 2 and d1 ≫ 1, then
(t; t0, u
0) ≤ dφ(t, ·) + d1φ1(t, ·) (resp., u(t; t0, u
0) ≥ dφ(t, ·) − d1φ1(t, ·))
for all t ≥ t0.
Proof. It follows from the arguments of [9, Lemma 5.2] and fu(t, u) < 0 for u ≥ 0.
Proposition 4.2. For any γ > c˜−0 , let 0 < µ < µ
∗ and c(t) = e
−µ+eµ−2+f(t,0)
µ
be such that
c¯inf = γ. Then there exists a transition wave solution uj(t) = U(t, j) satisfying that
φ(t, j) − d∗1φ1(t, j) ≤ U(t, j) ≤ φ(t, j) + d
∗
1φ1(t, j)
for some d∗1 > 0.
Proof. It follows from the arguments of [9, Theorem 1.3].
Theorem 4.1. For any γ > c˜−0 , let 0 < µ < µ
∗ and c(t) = e
−µ+eµ−2+f(t,0)
µ
be such that c¯inf = γ.
Let uj(t) = U(t, j) be the transition wave solution in Proposition 4.2.
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(1) (Stability) For any u0 ∈ l∞,+ and t0 ∈ R satisfying that
inf
j≤j0
u0j > 0 ∀ j0 ∈ Z, lim
j→∞
u0j
U(t0, j)
= 1,
there holds
lim
t→∞
uj(t+ t0; t0, u
0)
U(t+ t0, j)
= 1
uniformly in j ∈ Z.
(2) (Uniqueness) If uj(t) = V (t, j) is a transition wave solution of (1.1) satisfying that
lim
j→∞
V (t, j + [
∫ t
0 c(τ)dτ ])
U(t, j + [
∫ t
0 c(τ)dτ ])
= 1
uniformly in t ∈ R, then
V (t, j) ≡ U(t, j).
Proof. (1) It follows from Propositions 4.1 and 4.2, and Theorem 2.1(1).
(2) It follows from Propositions 4.1 and 4.2, and Theorem 2.1(2).
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