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VALIDATED COMPUTATION OF HETEROCLINIC SETS
MACIEJ J. CAPIN´SKI ∗ AND J.D. MIRELES JAMES †
Abstract. In this work we develop a method for computing mathematically rigorous enclo-
sures of some one dimensional manifolds of heteroclinic orbits for nonlinear maps. Our method
exploits a rigorous curve following argument build on high order Taylor approximation of the lo-
cal stable/unstable manifolds. The curve following argument is a uniform interval Newton method
applied on short line segments. The definition of the heteroclinic sets involve compositions of the
map and we use a Lohner-type representation to overcome the accumulation of roundoff errors. Our
argument requires precise control over the local unstable and stable manifolds so that we must first
obtain validated a-posteriori error bounds on the truncation errors associated with the manifold ap-
proximations. We illustrate the utility of our method by proving some computer assisted theorems
about heteroclinic invariant sets for a volume preserving map of R3.
Key words. invariant manifolds, heteroclinic orbits, rigorous enclosure of level sets, computer
assisted proof, validated numerics, parameterization method, Newton’s method
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1. Introduction. The study of a nonlinear dynamical system begins by con-
sidering the fixed/periodic points, their linear stability, and their local stable and
unstable manifolds. In order to patch this local information into a global picture of
the dynamics one then wants to understand the connecting orbits. Questions about
connecting orbits are naturally reformulated as questions about where and how the
stable and unstable manifolds intersect.
A typical situation is that we consider a hyperbolic fixed point, so that the di-
mension of the stable manifold plus the dimension of the unstable manifold add up
to the dimension of the whole space. A transverse intersection of the stable/unstable
manifolds of a hyperbolic fixed point is again a single point. Such intersections give
rise to homoclinic connecting orbits, and they are of special interest. For example
Smale’s tangle theorem says that the existence of a transverse homoclinic intersection
point implies the existence of hyperbolic chaotic motions [1].
More generally, consider a pair of distinct fixed points and assume that the di-
mensions s and u of their stable and unstable manifolds have s + u = d > k, with k
being the dimension of the ambient space. In this case a transverse intersection of the
manifolds results in a set which is (locally) a d−k dimensional manifold of connecting
orbits. For example we are sometimes interested in transport barriers or separatrices
formed by codimension one stable or unstable manifolds [2].
In the present work we develop a computer assisted argument for proving the ex-
istence of one dimensional intersections between stable/unstable manifolds of distinct
fixed points. Our arguments utilize the underlying dynamics of the map in order
to obtain the alpha/omega limit sets of the intersection manifolds. In addition to
abstract existence results our argument yields error bounds on the location of the
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Fig. 1.1. Heteroclinic intersection arcs for the Lomel´ı map (see Equation (2.1)). Unstable
manifolds in blue, stable manifolds in red, intersection curves in green. The intersection of the
manifolds yields six distinct curves. Every point on a curve is a heteroclinic orbit. (All references
to color refer to the online version).
Fig. 1.2. Heteroclinic intersection loops for the Lomel´ı map (see Equation (2.1)). Unstable
manifolds in blue, stable manifolds in red, intersection curves in green. The intersection of the
manifolds yields a countable system of loops. Every point on a loop is a heteroclinic orbit. (All
references to color refer to the online version).
intersection in phase space. Moreover we see that transversality of the intersections
follows as a natural corollary, so that the heteroclinic intersections we obtain are in
fact normally hyperbolic invariant manifolds.
The two main ingredients in our argument are high order numerical computation
of the local stable/unstable manifolds with mathematically rigorous bounds on the
truncation error, and a validated branch following algorithm used to rigorously enclose
the intersections of these manifolds. Our treatment of the stable/unstable manifolds
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is based on the Parameterization method for invariant manifolds [3, 4, 5, 6, 7]. The
Parameterization Method is a general functional analytic framework for studying
invariant manifolds which reduces questions about the manifold to questions about
the solutions of a certain nonlinear operator equation. Reformulating the problem in
terms of an operator equation facilitates the design of efficient numerical algorithms
for computing the manifold, and introduces a notion of a-posteriori error for the
numerical approximations. A-posteriori analysis of the operator leads to computer
assisted bounds on the truncation errors.
Next we use these parametric representations of the local stable/unstable man-
ifolds to recast the desired heteroclinic intersection as the one-dimensional zero set
of a certain finite dimensional map. An approximate zero set is computed numeri-
cally via a Newton/continuation scheme, and a uniform Newton-Krawczyk argument
is applied along the d− k dimensional approximate zero set yields a mathematically
rigorous enclosure of the true solution. This validated branch following is complicated
by the fact that the finite dimensional map contains terms given by multiple compo-
sitions of the underlying nonlinear dynamical system. A carefully chosen coordinate
system is defined along the branch which allows us to mitigate the so called “wrap-
ping effect”. We mention that a number of other authors have developed methods
for validated computation of zero sets, and refer the interested reader to the works of
[8, 9, 10, 11, 12, 13], and the references discussed therein for a more complete overview
of the literature.
We illustrate our method in a concrete example, and study some global hetero-
clinic sets in R3, which are defined as the transverse intersection of the unstable and
stable manifolds for a pair of distinct fixed points of the Lomel´ı map. This map is
defined by Equation (2.1) in Section 2.4, where we discuss the map and its dynamics
in more detail. Figures 1.1 and 1.2 illustrate the unstable and stable manifolds, as
well as their intersections, for two different choices of parameters for the Lomel´ı map.
Figure 1.1 illustrates the map with parameter values a = 0.44, b = 0.21, c = 0.35,
α = −0.25, and τ = −0.3. The map with these parameters was also studied in
[14]. The upper left frame suggests that the intersection of Wu(p1) and W
s(p2) is a
system of arcs beginning and ending at the fixed points. The numerically computed
intersection of the manifolds is shown as a collection of green points in the lower right
frame. In Section 4 (see Section 4.3.2, in particular) we prove the existence of two
distinct intersection arcs whose iterates generate all six curves shown in the lower
right frame.
Figure 1.2 illustrates the map with parameter values a = 0.5, b = −0.5, c = 1,
α = −0.08999, and τ = 0.8. Again, the map with these parameters was also studied
in Section 4 of [15], see especially the bottom left frame of figure 4.5 in that reference.
For these parameter values the heteroclinic intersections of Wu(p1) and W
s(p2) is
a system of loops, as we see islands of red surrounded by blue in the upper left
frame. The lower right frame illustrates the numerically computed intersection of the
manifolds as a collection of green points. In Section 4 (see Section 4.3.1, in particular)
we prove the existence of a single intersection loop whose iterates generate the system
of loops shown in the lower right frame.
The methods of the present work provide computer assisted proof that the hete-
roclinic invariant sets suggested by these pictures actually exist. While we implement
our methods only for intersection arcs for the Lomel´ı family in R3, it is clear that the
theoretical framework developed here applies much more generally. Indeed, employing
the rigorous numerical methods for multiparameter continuation recently developed
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in [11] it should be possible to adapt our methods to the study of higher dimensional
manifold intersections.
The remainder of the paper is organized as follows. In Section 2 we establish
some notation and review some preliminary material including the definitions and
basic properties of the stable and unstable manifolds of fixed points, the definitions
and basic properties of heteroclinic invariant sets. We also discuss the dynamics of
the Lomel´ı map. In Section 3 we review the basic notions of the Parameterization
Methods for stable/unstable manifolds of fixed points, and illustrate the formal com-
putation of the Taylor expansion of the parameterization. We recall an a-posteriori
validation theorem which allows us to obtain rigorous computer assisted bounds on
the truncation errors. Finally in Section 4 we develop and implment the main tools
of the paper, namely the curve following/continuation argument used to enclose the
heteroclinic arcs. All of the codes used to obtain the results in this paper can be
found at the web page [16].
2. Preliminaries.
2.1. Notations. Throughout this paper we shall use Bk(x,R) to denote a ball
of radius R about x ∈ Rk. To simplify notations we will also write Bk(R) for a ball
centered at zero, and Bk for a ball centered at zero with radius 1. Similarly, for
x + iy ∈ C let |z| =
√
x2 + y2 denote the usual absolute value for complex numbers
and for z = (z1, . . . , zk) ∈ Ck define the norm
‖z‖Ck = max
1≤i≤k
|zi|.
For R > 0 and z ∈ Ck let
Dk(z,R) = {w ∈ Ck : ‖w − z‖Ck < R},
denote the poly-disk of radius R > 0 about z ∈ Ck. We write Dk(R) for the ball
centered at zero and Dk for the unit ball centered at zero.
If we consider p = (x, y), then we will use pixp, piyp for the projections onto the
x, y coordinates, respectively.
We now write out the interval arithmetic notations conventions that will be used
in the paper. Let U be a subset of Rk. We shall denote by [U ] an interval enclosure
of the set U , that is, a set
[U ] = Πki=1[ai, bi] ⊂ Rk,
such that U ⊂ [U ]. Similarly, for a family of matrixes A ⊂ Rk×m we denote its
interval enclosure as [A], that is, a set
[A] = ([aij , bij ]) i=1,...,k
j=1,...,m
⊂ Rk×m,
such that A ⊂ [A]. For F : Rk → Rm, by [DF (U)] we shall denote an interval
enclosure
[DF (U)] =
[{
A ∈ Rk×m|Aij ∈
[
inf
x∈U
∂Fi
∂xj
(x), sup
x∈U
∂Fi
∂xj
(x)
]}]
.
For a set U and a family of matrixes A we shall use the notation [A] [U ] to denote an
interval enclosure
[A] [U ] = [{Au : A ∈ [A] , u ∈ [U ]}] .
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We shall say that a family of matrixes A ⊂ Rk×k is invertible, if each matrix A ∈ A
is invertible. We shall also use the notation
[A]
−1
[U ] =
[{
A−1u : A ∈ [A] , u ∈ [U ]}] .
2.2. Stable/unstable manifolds of fixed points. The material in this section
is standard and can be found in any textbook on the qualitative theory of dynamical
systems. We refer for example to [17, 18]. Let f : Ck → Ck be a smooth (in our
case analytic) map and assume that p ∈ Ck is a fixed point of f . Let U ⊂ Ck be a
neighborhood of p, and define the set
W sloc(p, U) = {w ∈ U : fn(w) ∈ U for all n ≥ 0}.
This set is referred to as the local stable set of p relative to U .
If p is a hyperbolic fixed point, i.e. if none of the eigenvalues of Df(p) are on the
unit circle, then the stable manifold theorem gives that there exists a neighbourhood
U ⊂ Ck of p so that W sloc(p, U) is an m-dimensional embedded disk tangent to the
stable eigenspace at p. If f is analytic then the embedding is analytic.
The invariant set
W s(p) =
{
w ∈ Rn : lim
n→∞ f
n(w) = p
}
,
is the stable manifold of p, and consists of all orbits which accumulate under forward
iteration of the map to the fixed point p. If f is invertible then we have that
W s(p) =
∞⋃
n=0
f−n [W sloc(p, U)] ,
i.e. the stable manifold is obtained as the union of all backwards iterates of a local
stable manifold.
We say that the sequence {xj}0j=−∞ is a backward orbit of x0 if
f(xj) = xj+1,
for all j ≤ −1. If U ⊂ Rk and xj ∈ U for all j ≤ 0 we say that x0 has a backward
orbit in U . If
lim
j→−∞
xj = p,
we say that x0 has a backward orbit accumulating at p. Let U ∈ Ck be an open
neighborhood of p and define the set
Wuloc(p, U) = {w ∈ U : w has a backward orbit in U}.
We refer to this as a local unstable manifold of p relative to U . If p is hyperbolic, then
the unstable manifold theorem gives that there exists an open neighborhood U of p so
that Wuloc(p, U) is a k −m dimensional embedded disk, tangent at p to the unstable
eigenspace of Df(p). If f is analytic the embedding is analytic. If f is invertible then
the unstable manifold of p under f can be seen as the stable manifold of p under f−1.
In the case that f is invertible, the unstable manifold of p is
Wu(p) =
{
w ∈ Rn : lim
n→∞ f
−n(w) = p
}
=
∞⋃
n=0
fn [Wuloc(p, U)] .
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2.3. Heteroclinic Arcs. Suppose that p1, p2 are hyperbolic fixed points of an
invertible map f : Rk → Rk, and that the invariant manifolds Wu(p1) and W s(p2)
are of dimension u1 and s2 respectively. Assume that u1 + s2 = k + 1. If q is a point
in the transverse intersection of Wu(p1) and W
s(p2) it then follows that there is an
arc γ : [−a, a]→ Rk having that γ(0) = q and that
γ(s) ⊂Wu(p1) ∩W s(p2), for all s ∈ [−a, a].
Moreover this intersection is transverse, hence γ is as smooth as f . We refer to γ as
a heteroclinic arc.
Since the point γ(s), s ∈ [−a, a] is heteroclinic from p1 to p2, it follows that the
set
S(γ) =
⋃
n∈Z
fn(γ) ⊂Wu(p1) ∩W s(p2),
is invariant. Moreover the entire set is heteroclinic from p1 to p2 so that
S (γ) = S(γ) ∪ {p1} ∪ {p2},
i.e. S(γ) accumulates only at the fixed points. Then S(γ) is a compact invariant set.
We refer to S(γ) as the heteroclinic invariant set generated by γ.
Suppose that γ can be continued to a longer curve γ˜, i.e. suppose that there is
γ˜ : [−b, b]→ Rk with a < b and γ = γ˜|[−a,a]. Then
S (γ) ⊂ S (γ˜).
We are interested in the largest compact invariant set so obtained, and single out two
cases of particular interest.
Definition 2.1 (fundamental heteroclinic loop). Suppose that γ(−a) = γ(a),
i.e. γ is a closed loop. Then the heteroclinic invariant set S (γ) is the union of
countably many closed loops accumulating at p1 and p2. If each point q ∈ γ is a
point of transverse intersection of Wu(p1) and W
s(p2) then the closed loop γ has no
self intersections. Moreover the lack of self intersections propagates under forward
and backward iteration as f is a diffeomorphism. In this case we refer to γ as a
fundamental heteroclinic loop.
An example of a heteroclinic loop connection for the Lomel´ı map is given in
Figure 1.2. This connection is generated by a single loop, propagated under forward
and backward iterations of f .
Definition 2.2 (m-fold fundamental heteroclinic arc). If γ(a) = fm(γ(−a)) for
some m ≥ 1 and f i(γ (−a)) /∈ γ for i < m, then the m-th iterate of the arc γ is a
continuation of γ. (If fm(γ(a)) = γ(−a) then reparameterize.) We refer to γ as an
m-fold fundamental heteroclinic arc. Now
Sm (γ) :=
⋃
i∈Z
f im(γ)
is itself an arc connecting p1 and p2, which we refer to as the heteroclinic path generated
by γ.
For any j ∈ {1, . . . ,m−1} the set f j(Sm (γ)) is another heteroclinic path from p1
to p2. If each point q ∈ γ is a point of transverse intersection of Wu(p1) and W s(p2)
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then for each j ∈ {1, . . . ,m − 1}, the sets f i(Sm (γ)), f i+j(Sm (γ)) are disjoint. We
refer to
S (γ) =
m−1⋃
j=0
f j(Sm (γ)) =
⋃
i∈Z
f i (γ) ∪ {p1} ∪ {p2} ,
as an m-fold heteroclinic branched manifold, as S (γ) is composed of m paths (or
branches).
An example of a heteroclinic branched manifold for the Lomel´ı map is given
in Figure 1.1. It consists of six paths, which are generated by two distinct 3-fold
fundamental heteroclinic arcs.
In both the case of the heteroclinic arcs, and the case of heteroclinic loops, the
compact invariant sets S (γ) are maximal with respect to γ, in the sense that no larger
invariant set can be obtained by continuation of the arc γ. In either case we refer to
γ as a fundamental heteroclinic arc. Note that under the assumption that γ arises
as the one dimensional transverse intersection of smooth manifolds, the classification
theorem for one dimensional manifolds gives that only these two cases occur.
Fig. 2.1. Vortex bubble: in this sketch p1 and p2 are hyperbolic fixed points with two dimen-
sional unstable and two dimensional stable manifolds respectively. The indicated unstable and stable
eigenvalues occur in complex conjugate pairs, giving the system a “twist” or circulation at the fixed
points. The circulation is sympathetic (clockwise or counterclockwise at p1 and p2) and in the region
between the fixed points there is a “vortex”.
2.4. Vortex bubbles and the Lomel´ı map. In the sequel we restrict our at-
tention to a particular dynamical configuration known as a vortex bubble. Heteroclinic
arcs play an important role in the study of vortex bubbles, and vortex bubbles in R3
provide a non-trivial application, which can still be completely visualized. Vortex
bubbles appear in the fluid dynamics and plasma physics literature as a model of tur-
bulent circulation. See for example [19, 20, 21] and the references discussed therein.
At present we provide a brief qualitative sketch sufficient to our needs.
The main features of a vortex bubble are as follows. Consider f : R3 → R3 a
volume preserving diffeomorphism (which could arise as a time one map of a volume
preserving flow) having a pair of distinct hyperbolic fixed points p1, p2 ∈ R3. We sup-
pose that p1 has two dimensional unstable manifold, and that p2 has two dimensional
stable manifold. Moreover we suppose that the unstable eigenvalues at p1 and the
stable eigenvalues at p2 occur in complex conjugate pair, hence the linear dynamics
at each fixed point is rotational.
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We assume that the rotation is in the same direction at the fixed points, and also
that the curvature at p1 and p2 of the local unstable/stable manifolds is such that
the manifolds bend or “cup” toward one another. Should the two dimensional global
stable/unstable manifolds enclose a region we say that a bubble (or resonance bubble)
is formed. Under these conditions it is not unusual that the circulation at the fixed
points drives a circulation throughout the bubble, in which case we say that there is
a vortex bubble. Inside the vortex bubble one may find invariant circles and tori, as
well as complicated chaotic motions.
The situation just described is sketched in Figure 2.4. An important global con-
sideration is the intersection of the two dimensional unstable and stable manifolds
which, if transverse, gives rise to heteroclinic arcs as discussed in Section 2.3.
One elementary mathematical model exhibiting vortex bubble dynamics is the
five parameter family of quadratic volume preserving maps
f(x, y, z) =
 z + α+ τx+ ax2 + bxy + cy2x
y
 , (2.1)
with a+b+c = 1. We refer to this as the Lomel´ı family, or simply as the Lomel´ı map.
The map is a natural generalization of the He´non map from two to three dimensions,
and is the subject of a number of studies [22, 23, 24, 15]. In particular the Lomel´ı
map provides a normal form for volume preserving quadratic diffeomorphisms with
quadratic inverse, and is a toy model for turbulent fluid/plasma flow near a vortex
[23, 15, 14, 25].
For typical parameters the map has two hyperbolic fixed points p1 and p2 with
stability as discussed above. The global embedding of the stable and unstable man-
ifolds for the system is illustrated in two specific instances in Figures 1.1 and 1.2 of
the Introduction. These computations suggest that both case 1 of heteroclinic arcs
(in this case) 3-fold, and case 2 of heteroclinic loops occur for the system as defined in
Section 2.3 occur for the Lomel´ı map. In the sequel we prove, by a computer assisted
argument, that this is indeed the case.
3. Review of the parameterization method for stable/unstable mani-
folds of fixed points. Let f : Ck → Ck be a smooth map and suppose that p ∈ Ck
is a hyperbolic fixed point as in Section 2.2. Then the eigenvalues λ1, . . . , λk ∈ C for
Df(p) have
|λj | 6= 1, for all 1 ≤ j ≤ k,
i.e. none of the eigenvalues are on the unit circle. Let λ1, . . . , λs ∈ C denote the stable
eigenvalues of Df(p), where s ≤ k. We order the stable eigenvalues so that
|λs| ≤ . . . ≤ |λ1| < 1,
and so that λj is unstable when s < j ≤ k.
For the sake of simplicity, suppose thatDf(p) is diagonalizable and let ξ1, . . . , ξk ∈
Ck denote a choice of associated eigenvectors. Then
Df(p) = QΛQ−1,
where
Λ =
 λ1 . . . 0... . . . ...
0 . . . λk
 ,
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is the k × k diagonal matrix of eigenvalues and
Q = [ξ1, . . . , ξk],
is the k×k matrix whose j-th column is the eigenvector associated with λj . We write
Λs =
 λ1 . . . 0... . . . ...
0 . . . λs
 ,
to denote the s× s diagonal matrix of stable eigenvalues.
In the present work we assume that f is analytic in a neighborhood of p. Let
Ds = {z = (z1, . . . , zs) ∈ Cs : |zj | < 1 for each 1 ≤ j ≤ s},
denote the s-dimensional unit poly-disk in Cs. The goal of the Parameterization
Method is to find an analytic map P : Ds → Ck having that
P (0) = p, DP (0) = [ξ1, . . . , ξs], (3.1)
and
f [P (z1, . . . , zs)] = P (λ1z1, . . . , λszs), (3.2)
for all (z1, . . . , zs) ∈ Ds. Such a map P parameterizes a local stable manifold for f at
p, as the following lemma makes precise.
Lemma 3.1. Suppose that P is an analytic map satisfying the first order con-
straints in (3.1) and solving Equation (3.2) in Ds ⊂ Cs. Then P is a chart map for
a local stable manifold at p, i.e.
1. for all z ∈ P [Ds] the orbit of z accumulates at p,
2. P [Ds] is tangent to the stable eigenspace at p,
3. P is one-to-one on Ds, i.e. P is a chart map.
The proof of Lemma 3.1 follows along the same lines as Section 3.1 of [15]. Here
we sketch the argument: Point 1. is seen by iterating the invariance equation (3.2),
considering the continuity of P and the requirment that P (0) = p. Point 2. follows
directly from the first order constraint on DP (0) given in Equation (3.1), and point
3. is seen by applying the implicit function theorem to show that P is one-to-one in a
small neighborhood of the origin in Ds, and then using that f and Λs are invertible
maps to show that P is one-to-one anywhere that Equation (3.2) holds.
Since we seek P analytic on a disk and satisfying first order constraints its natural
to look for a power series representation
P (z1, . . . , zs) =
∞∑
α1=0
. . .
∞∑
αs=0
pα1,...,αsz
α1
1 . . . z
αs
s =
∞∑
|α|=0
pαzα, (3.3)
where α = (α1, . . . , αs) ∈ Ns is an s-dimensional multi-index,
|α| = α1 + . . .+ αs,
pα1,...,αs = pα ∈ Ck for each α ∈ Ns, and zα = zα11 . . . zαss ∈ C for each z ∈ Ds,
α ∈ Ns. Imposing the first order constraints (3.1) gives
p0,...,0 = 0, and pej = ξj ,
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where for each 1 ≤ j ≤ s the multi-index ej is given by ej = (0, . . . , 1, . . . , 0), i.e.
ej has a one in the j-th entry and zeros elsewhere. The Taylor coefficients pα for
|α| ≥ 2 can be determined by a power matching scheme. This procedure is illustrated
by example in the next section.
Remark 3.2 (Unstable manifold parameterization). The considerations above
apply to the unstable manifold of f at p by considering the stable manifold of the
inverse map f−1 at p. In fact the equation becomes
f−1[P (z1, . . . , zu)] = P (σ1z1, . . . , σuzu),
where u is the number of stable eigenvalues of Df−1(p) and σ1, . . . , σu denote these
stable eigenvalues. Of course the stable eigenvalues for Df−1(p) are the reciprocals
of the unstable eigenvalues for Df(p) so that u = k − s. Applying f to both sides of
the equation and pre-composing P with σ−11 , . . . , σ
−1
u we obtain
P (σ−11 z1, . . . , σ
−1
u zu) = f [P (z1, . . . , zu)],
with σ−1i = λi the unstable eigenvalues of Df(p). This shows that chart maps for the
stable and unstable manifolds satisfy the same Equation (3.2). The difference is that
in one case we conjugate to the linear map given by the stable eigenvalues of Df(p)
and in the other case the linear map given by the unstable eigenvalues.
3.1. Example: 2D manifolds associated with complex conjugate eigen-
values for the Lomel´ı family. In this section we write out in full detail how the
parameterization method works on the concrete example of the Lomel´ı map. We
include these formal computations for the sake of completeness.
Suppose that p ∈ R3 is a fixed point of the Lomel´ı map and that Df(p) has a
pair of stable complex conjugate eigenvalues λ, λ¯ ∈ C, i.e. |λ| = |λ¯| < 1. Let ξ, ξ¯ ∈ C3
denote the complex conjugate eigenvectors. Note that since the Lomel´ı map is volume
preserving, it is the case that the remaining eigenvalue is real and unstable.
Take v, w in the unit disk in C and write
P (v, w) =
 P1(v, w)P2(v, w)
P3(v, w)
 = ∞∑
k=0
∞∑
l=0
 p1klp2kl
p3kl
 vkwl.
We see that
P (0, 0) =
 p100p200
p300
 = p, ∂
∂v
P (0, 0) =
 p110p210
p310
 = ξ, ∂
∂w
P (0, 0) =
 p101p201
p301
 = ξ¯,
by imposing the first order constraints of Equation (3.1). Plugging the unknown
power series expansion of P into the invariance Equation (3.2) gives
f [P (v, w)] =
=
 P3(v, w) + α+ τP1(v, w) + aP1(v, w)2 + bP1(v, w)P2(v, w) + cP2(v, w)2P1(v, w)
P2(v, w)

=
∞∑
k=0
∞∑
l=0
 p3kl + δklα+ τp1kl +
∑k
i=0
∑l
j=0
(
ap1k−il−jp
1
ij + bp
1
k−il−jp
2
ij + cp
2
k−il−jp
2
ij
)
p1kl
p2kl
 vkwl,
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on the left (where δkl = 0 if k = 0 and l = 0 and δkl = 1 otherwise), and
P (λv, λ¯w) =
∞∑
k=0
∞∑
l=0
λkλ¯l
 p1klp2kl
p3kl
 vkwl,
on the right. Matching like powers leads to p3kl + δklα+ τp1kl +∑ki=0∑lj=0 ap1k−il−jp1ij + bp1k−il−jp2ij + cp2k−il−jp2ijp1kl
p2kl
 = λkλ¯l
 p1klp2kl
p3kl

for all k + l ≥ 2. Extracting terms of order kl and isolating them on the left hand
side leads to the linear homological equations τ + 2a+ b− λkλ¯l b+ 2c 11 −λkλ¯l 0
0 1 −λkλ¯l
 p1klp2kl
p3kl
 = skl, (3.4)
where
skl =
 −
∑k
i=0
∑l
j=0 δˆij
(
ap1k−il−jp
1
ij + bp
1
k−il−jp
2
ij + cp
2
k−il−jp
2
ij
)
0
0

and the coefficient
δˆij =

0 i = 0 and j = 0,
0 i = k and j = l,
1 otherwise,
accounts for the fact that terms of order kl have been extracted from the sums. In
other words: the skl depend only on terms pij where i+ j < k + l.
The question arises: for what k, l with k + l ≥ 2 does the linear Equation (3.4)
have a unique solution? Direct inspection of the formula for Df(p) when f is the
Lomel´ı map allows us to rewrite the homological equation as(
Df(p)− λkλ¯lId) pkl = skl. (3.5)
Note that the matrix on the left hand side is characteristic for Df(p). In other words,
this matrix is invertible as long as λkλ¯l is not an eigenvalue of Df(p). Since both
λkλ¯l = λ and λkλ¯l = λ¯ are impossible for k+l ≥ 2, and since the remaining eigenvalue
is unstable, we see that this matrix is invertible for all cases of concern. Then the
Taylor coefficients of P are formally well defined to all orders. Moreover we obtain a
numerical algorithm by recursively solving the homological equations to any desired
order. We write
PN (v, w) =
N∑
n=0
∑
k+l=n
pklv
kwl,
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to denote the N -th order polynomial obtained by solving the homological equations to
order N . We remark that by solving these homological equations using interval arith-
metic we obtain validated interval enclosures of the true coefficients. This discussion
goes through unchanged if λ, λ¯ ∈ C are unstable rather than stable eigenvalues.
Remark 3.3. Note that the Lomel´ı map is real analytic, and for real fixed points
p ∈ R3 we are interested in the real image of P . Using the fact that Df(p) is a real
matrix when p is a real fixed point, we see that
Df(p)− λkλ¯lId = Df(p)− λ¯kλlId,
and similarly it is easy to check that skl = slk for all k, l. Since we choose the first
order coefficients so that
p10 = ξ = p01,
it follows that the solutions of all homological equations inherit this property, i.e. that
pkl = plk
for all k + l ≥ 2.
Choosing complex conjugate variables
v = s+ it and w = s− it,
with s, t real we see that the map Pˆ : B → R3 given by
Pˆ (s, t) = P (s+ it, s− it),
is real valued. Moreover the constraint that v, w lie in the unit Poly-disk in C2 imposes
that
B2 =
{
(s, t) ∈ R2 :
√
s2 + t2 < 1
}
,
is the natural domain for Pˆ . These remarks show also that the truncated polynomial
approximation PN has complex conjugate coefficients, and hence a real image when
we make use the complex conjugate variables, as long as we include each coefficients
pα with 2 ≤ |α| ≤ N in our approximation.
Remark 3.4 (Uniqueness and decay rate of the coefficients). The discussion of
the homological equation above shows that the Taylor coefficients pkl are unique up
to the choice of the length of ξ. In fact it can be shown that if pˆkl are the coefficients
associated with the scaling |ξ| = |ξ¯| = 1, and pkl are the coefficients associated with
the scaling |ξ| = |ξ¯| = τ , then we have the relationship
pkl = τ
k+lpˆkl.
A simple proof of this fact is found for example in [26]. Then the length of ξ adjusts
the decay rate of the power series coefficients. This freedom is exploited in order to
stabilize numerical computations.
Remark 3.5 (A-posteriori error). The computations above are purely formal,
and in practice we would like to measure the accuracy of the approximation on a
fixed domain. In order to make such a measurement we exploit that the lengths of
the eigenvectors tune the decay rates of the power series coefficient, so that we can
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always fix the domain of PN to be the unit disk. Equation (3.2) then suggests we
define the a-posteriori error functional
N = sup
|v|,|w|<1
‖f [PN (v, w)]− PN (λv, λ¯w)‖C3 .
This quantity provides a heuristic indicator of the quality of the approximation PN on
the unit disk. Of course small defects do not necessarily imply small truncation errors.
In Section 3.2 we discuss a method which makes this heuristic indicator precise.
Note that if N is fixed then N is a function of the length of ξ only. Then by
varying the length we can make N as small as we wish (up to machine errors). To
see this we simply note that f ◦ PN is exactly equal to PN ◦ Λs to zero and first
order, so that the function f ◦ PN − PN ◦ Λs is zero to second order and has higher
order coeffieicnts decaying as fast as we wish. Once a desired error is achieved fixed
we increase N and repeat the procedure. In this way one can optimize the size of the
image of PN relative to a fixed desired error tolerance. Again we refer the interested
reader to [26], where such algorithms are discussed in more detail.
Remark 3.6 (Generalizations). The computations sketched above succeed in
much greater generality. For example when we study an m dimensional manifold of
an analytic mapping f : Ck → Ck, then looking for a parameterization of the form
P (z) =
∞∑
|α|=0
pαz
α,
leads to a homological equation of the form
[Df(p)− λα11 . . . λαss Id] pα = sα,
for the coefficients with |α| ≥ 2. Here again sα depends only on terms of order lower
than |α|, and the form of sα is determined by the nonlinearity of f . Note that the
general case leads to the non-resonance conditions
λα11 . . . λ
αs
s 6= λj for 1 ≤ j ≤ s.
Inspection of these conditions shows that the non-resonance conditions hold generi-
cally, i.e. they reduce to a finite collection of constraint equations. Moreover, should a
resonance occur it is still possible for the Parameterization Method to succeed. How-
ever when there is a resonance, rather than conjugating to the linear map generated
by the stable eigenvalues, it is necessary to conjugate the dynamics on the manifold
to a certain polynomial which “kills” the resonant terms. The general development
of the Parameterization Method for stable/unstable manifolds of non-resonant fixed
points is in [3, 4, 5]. Validated numerical methods for the resonant case as well as the
non-diagonalizable case are developed in [27].
3.2. A-posteriori validation and computer assisted error bounds. We
say that an analytic function h : Ds → Ck is an analyticN -tail if the Taylor coefficients
of h are zero to N -th order, i.e. if
h(z) =
∞∑
|α|=0
hαz
α,
and
hα = 0, for 0 ≤ |α| ≤ N.
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Such functions are used to represent truncation errors in power series methods. For
p ∈ Ck and R > 0 let
Dk(p,R) = {z ∈ Ck : ‖z − p‖ < R},
We make the following assumptions.
A1: Assume that f : Dk(p,R) ⊂ Ck → Ck is analytic and that p ∈ Ck has f(p) = p.
A2: Assume thatDf(p) is nonsingular, diagonalizable, and hyperbolic. Let {λ1, . . . , λs}
denote the stable eigenvalues, {ξ1, . . . , ξs} denote a choice of corresponding eigenvec-
tors, Λs denote the s× s diagonal matrix of stable eigenvalues, and As = [ξ1, . . . , ξs]
denote the k × s matrix whose columns are the stable eigenvectors.
A3: Assume that PN : Cs → Ck is an N -th order polynomial, with N ≥ 2. Assume
that PN is an exact formal solution of the equation
f ◦ PN = PN ◦ Λs,
to N -th order, that is, we assume that the power series of the right hand side is equal
to the power series of the left hand side exactly up to N -th order.
The following definition collects some constants which are critical in the a-posteriori
validation theorem to follow.
Definition 3.7 (Validation values for the Stable Manifold). Let f : Ck → Ck
and PN : Cs → Ck be as in assumptions A1- A3. A collection of positive constants
tol, R, R
′, µ∗, K1 and K2 are called validations values for PN if
sup
z∈Ds
‖f [PN (z)]− PN (Λsz)‖Ck ≤ tol, (3.6)
sup
z∈Ds
‖PN (z)− p‖Ck ≤ R′ < R, (3.7)
0 < max
1≤j≤s
|λj | ≤ µ∗ < 1, (3.8)
sup
z∈Ds
‖[Df ]−1(PN (z))‖ ≤ K1, (3.9)
max
β∈Nm
|β|=2
max
1≤j≤k
sup
q∈Dk(p,R)
‖∂βfj(q)‖C ≤ K2. (3.10)
Some explanation of the meaning of these constants is appropriate. In Equation
(3.6), we see that tol measures the defect associated with the approximation P
N on
Ds. The requirement that R
′ < R in Equation (3.7) guarantees that the image of
the approximate parameterization PN is contained in the disk Dk(p,R
′), i.e. strictly
interior to the disk Dk(p,R) on which we have control over derivatives. The image
of the true parameterization P = PN +H will live in the larger disk Dk(p,R). Note
that there is no assumption that either R′ or R are small. Equation (3.8) postulates a
uniform bound on the absolute values of the stable eigenvalues, while Equation (3.9)
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requires a uniform bound on the inverse of the Jacobian derivative of f holding over
all of Ds. Finally Equation (3.10) requires a uniform bound on the second derivatives
of f which is valid over all of Dk(p,R). Interval arithmetic computation of validation
values is discussed in [25], and such computations are implemented for the Lomel´ı
map in the same reference.
The following theorem is the main result of [25]. Its proof is found in the same
reference.
Theorem 3.8 (A-posteriori error bounds). Given assumptions A1−A3, suppose
that tol, R, R
′, µ∗, K1, and K2 are validation values for PN . Let
Nf = #{β ∈ Nk : |β| = 2 and ∂βfj(q) 6= 0 for q ∈ Dk(p,R), 1 ≤ j ≤ k},
count the number of not identically zero partial derivatives of f , and suppose that
N ∈ N and δ > 0 satisfy the three inequalities
N + 1 >
− ln(K1)
ln(µ∗)
, (3.11)
δ < e−1 min
(
1−K1(µ∗)N+1
2kpiNfK1K2
, R−R′
)
, (3.12)
2K1tol
1−K1(µ∗)N+1 < δ. (3.13)
Then there is a unique analytic N -tail h : Dm ⊂ Cm → Ck having that
sup
z∈Dm
‖h(z)‖Ck ≤ δ,
and that
P (z) = PN (z) + h(z),
is the exact solution of Equation (3.2).
The theorem provides explicit conditions, all checkable by finite computations
using interval arithmetic, sufficient to insure that there is an analytic N -tail so that
PN + h solve the invariance equation for the Parameterization Method. In this case
h is the truncation error on Ds associated with stopping our Taylor approximation
at N -th order. δ then provides an explicit bound on the truncation error. Note also
that the size of δ is related to the a-posteriori error tol times the quantity K1, which
in a sense measures how far from singular Df is on the image of PN . The theorem
also gives an indication of how large the order of approximation N must be taken.
In practice once validation values for PN are found one then checks thatN satisfies
the condition given by Equation (3.11), computes a bound c1 on the quantity given
in the right hand side of Equation (3.12), computes a bound c2 on the quantity given
in the left hand side of Equation (3.13), and then checks that c1 > c2. Each of these
computations and checks is done using interval arithmetic. If this procedure succeeds
then the theorem holds for any δ ∈ (c2, c1). Of course in practice we then take δ as
small as possible, i.e. very close to c2. Again these matters are discussed in more
detail in [25].
Remark 3.9 (Cauchy bounds on the derivative). Since the truncation error h
is an analytic function bounded by δ on the fixed disk Ds, we can bound derivatives
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of h on any smaller disk using classical estimates of complex analysis. Indeed, let
f : Dm(ν)→ Ck be an analytic function with
sup
z∈Dm(ν)
‖f(z)‖ ≤M.
Then for any 0 < σ ≤ 1 the Cauchy bounds
sup
z∈Dm(νe−σ)
∥∥∥∥ ∂∂zj f(z)
∥∥∥∥ ≤ 2piνσM,
translate bounds on the size of a function into bounds on the size of its derivative
on a strictly smaller disk. An elementary proof of the Cauchy bounds can be found
for example in [25]. Repeated application of the Cauchy bounds leads to estimates of
j-th order derivatives inverse proportional to (νσ)j .
Now suppose that PN and h, P : Ds → Ck are as in Theorem 3.8, so that P (z) =
PN (z) + h(z) parameterizes a local stable manifold for p, and ‖h‖ ≤ δ for z ∈ Ds.
Then for 0 < σ ≤ 1, z ∈ Ds, and 1 ≤ j ≤ s we have that
∂
∂zj
P (z) =
∂
∂zj
PN (z) +
∂
∂zj
h(z).
In practice the first term on the right is computed explicitly as the partial derivative
of the known polynomial PN , while the Cauchy bounds applied to the second term
on the right yield that
sup
z∈Ds(e−σ)
∥∥∥∥ ∂∂zj h(z)
∥∥∥∥ ≤ 2piσ δ.
This decomposition is used in order to control derivatives of the truncation errors of
the Parameterizations in the heteroclinic arc computations to follow. We just have to
make sure that our heteroclinic arcs are contained in the interior of the domain Ds.
3.3. Example stable/unstable manifold computations. Figures 3.1 and
3.2 illustrate the results of several computations for the Lomel´ı map utilizing the
Parameterization Method. Namely we compute polynomial approximations of the
manifolds to order N = 45 for the two dimensional local unstable and stable manifolds
at p1 and p2 respectively. The figures result from computing a triangular mesh in the
domains of the parameterizations, and lifting the mesh to the phase space using the
polynomial chart maps. Moreover, the global stable/unstable manifolds shown in
Figure 1.1 are obtained from the local manifolds shown in Figure 3.1 after 30 iterates.
Similarly, the global stable/unstable manifolds shown in Figure 1.2 are obtained from
the local manifolds shown in Figure 3.2 after 10 iterates.
By verifying the hypotheses of Theorem 3.8 we obtain a-posteriori error bounds on
the truncation error associated with the parameterizations. In all cases the supremum
norm errors are confirmed to be smaller than 10−9. These validated parameterizations
are used in the sequel in order to study the heteroclinic arcs for the bubbles.
Remark 3.10 (Software and performance). The parameterizations of all local
stable and unstable manifolds used in the present work are computed and validated
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Fig. 3.1. Local stable/unstable manifolds for the Lomel´ı map: images of polynomial param-
eterizations for the system with parameter values a = 0.44, b = 0.21, c = 0.35, α = −0.25, and
τ = −0.3, i.e. the same parameters used to generate Figure 1.1. Local unstable manifold shown in
blue and local stable manifold in red.
using the INTLAB library for interval arithmetic running under MatLab [28]. Per-
formance and implementation of the validated computations is discussed in detail in
[25].
Remark 3.11 (Dynamics inside the bubble). For the reader interested in the
vortex bubble dynamics of the Lomel´ı map we have included some additional dynam-
ical information in Figures 3.1 and 3.2. In addition to plotting the parameterized
local stable/unstable manifolds we also considered a 500 × 500 × 500 box of initial
conditions in the “bubble region”. For the parameter values studied in Figure 3.1
we find that a typical orbit escapes the region (and diverges to infinity). The green
trajectory in Figure 3.1 was found by considering only orbits which stay in the bubble
region for more than 500 iterates. We conjecture that there is an unstable invariant
circle near this green orbit.
For the parameter values studied in Figure 3.2 typical orbits in the “bubble region”
are invariant tori, chaotic orbits, or orbits which escape the region all together. For
example we plot as a green set in Figure 3.2 an orbit which appears to lie on an
invariant torus.
4. Intersections of stable/unstable manifolds. In this section we discuss
how to establish intersections of stable/unstable manifolds of hyperbolic fixed points.
Let f : Rk → Rk be an invertible map and p1, p2 its hyperbolic fixed points
with associated stable manifolds W s(pi) and unstable manifolds W
u(pi), for i = 1, 2.
We assume that Wu(p1) is of dimension u1 and that W
s(p2) is of dimension s2,
with m = u1 + s2 > k. Our objective is to investigate the intersection of W
u(p1)
with W s(p2). We shall formulate conditions which ensure that they (locally) intersect
transversally along an m− k manifold in Rk.
Remark 4.1. In the setting of the Lomel´ı map, we will have k = 3, u1 = s2 = 2
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Fig. 3.2. Local stable/unstable manifolds for the Lomel´ı map: images of polynomial param-
eterizations for the system with parameter values a = 0.5, b = −0.5, c = 1, α = −0.08999, and
τ = 0.8, i.e. the same parameters used to generate Figure 1.2. Local unstable manifold shown in
blue and local stable manifold in red.
and so the manifolds will intersect along u1 + u2 − k = 1 dimensional curves. We
write our method in the more general context, to emphasize that it is applicable also
in higher dimensions.
We assume that the manifolds Wu(p1) and W
s(p2) are parameterized by
P1 : Bu1 → Rk, P2 : Bs2 → Rk,
where Bu1 and Bs2 are used to denote balls centered at zero in Ru1 and Rs2 , respec-
tively. We shall write θ for coordinates on Ru1 and φ for coordinates on Rs2 .
Let
F : Bu1 ×Bs2 → Rk,
F (θ, φ) = f l1(P1(θ))− f−l2 (P2(φ)) , (4.1)
for some l1, l2 ∈ N. We shall look for points p∗ ∈ Bu ×Bs for which we will have
F (p∗) = 0. (4.2)
A point p∗ satisfying (4.2) gives a point of intersection of Wu (p1) and W s(p2)
in the phase space as P1 (piθp
∗), or P2 (piφp∗). The two points come from the same
homoclinic orbit, i.e.
f l1+l2 (P1 (piθp
∗)) = P2 (piφp∗) .
We see that finding intersections of Wu (p1) and W
s(p2) reduces to finding zeros
of F . In section 4.1 we address this problem in general context, and then apply the
method to the Lomel´ı map in section 4.3.
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4.1. General setup. Let us consider a function
F : Rm → Rk,
where m > k. In this section we present an interval Newton type method for estab-
lishing estimates on the set
Σ0 := {F = 0} . (4.3)
If F is C1 then we can expect Σ0 to be a C
1 manifold of dimension m − k. Our
method will work in such setting.
Consider x ∈ Rm−k and define a function Fx : Rk → Rk as
Fx (y) := F (x, y) . (4.4)
For X ⊂ Rm−k and Y ⊂ Rk, by DFX (Y ) we denote the family of matrixes
DFX (Y ) = {D (Fx) (y) : x ∈ X, y ∈ Y } .
Bounds on (4.3) can be obtained by using the interval Newton method. Below theorem
is a well known modification (see for instance [29, p. 376]) of the method, that includes
a parameter.
Theorem 4.2. Let X = Πm−ki=1 [ai, bi] ⊂ Rm−k and Y = Πki=1 [ci, di] ⊂ Rk.
Consider y0 ∈ intY and
N (y0, X, Y ) = y0 − [DFX (Y )]−1 [FX (y0)] .
If
N (y0, X, Y ) ⊂ intY, (4.5)
then there exists a function q : X → Y such that F (x, q (x)) = 0.
Remark 4.3. By the implicit function theorem, q (x) is as smooth as F .
Remark 4.4. If we choose X to be a single point X = {x0}, then we can use
Theorem 4.2 to establish an enclosure {x0} × Y of the point (x0, q (x0)), for which
F (x0, q (x0)) = 0.
Remark 4.5. In Theorem 4.2 we have fixed x to be the first k coordinates. We
can also apply the method by fixing any other k of the m coordinates.
For X,Y from Theorem 4.2, the set X × Y is an enclosure of Σ0. The theorem
establishes the smoothness of Σ0 and proves that it is a graph over the X coordinate.
This approach to obtaining an enclosure is simple and direct, but has one major flaw.
The main issue is that the bound on FX (y0) = F (X, y0) might not be tight, and in
such case the application of the method would require a choice of very small X. This
in practice could result in needing a vast number of sets to fully enclose Σ0. A natural
remedy for keeping the enclosure of FX (y0) in check would be a more careful choice
of local coordinates. This is what motivates our next approach.
Assume that p∗ is a point for which we have
F (p∗) = 0. (4.6)
We will consider a neighborhood of p∗, in which we want to locally enclose Σ0. Let
A1 be a m × (m − k) matrix and let A2 be a m × k matrix. We will be looking for
points of the form
p = p(x, y) := p∗ +A1x +A2y
20 M.J. CAPIN´SKI AND J.D. MIRELES JAMES
for which
F (p (x, y)) = 0. (4.7)
We will first formulate an interval Newton-type theorem that will allow us to
establish bounds on x, y solving (4.7). Later we will follow with comments on how A1
and A2 should be chosen and why the proposed approach can provide better estimates
than Theorem 4.2.
Theorem 4.6. Let A1 be an m× (m− k) matrix and let A2 be a m× k matrix.
Let X = Πm−ki=1 [ai, bi] , Y = Π
k
i=1 [ci, di] , x0 ∈ X, y0 ∈ Y and let us introduce the
following notations
Fx0,y0 := F (p
∗ +A1x0 +A2y0) ,
DFX,y0 := DF (p
∗ +A1X +A2y0) ,
DFX,Y := DF (p
∗ +A1X +A2Y ) ,
N (x0, y0, A1, A2, X, Y ) := y0 − [DFX,YA2]−1 (Fx0,y0 + [DFX,y0A1] [X − x0]) . (4.8)
If
N (x0, y0, A1, A2, X, Y ) ⊂ Y,
then there exists a function q : X → Y, such that
F (p∗ +A1x +A2q(x)) = 0. (4.9)
Moreover, q is as smooth as F .
Proof. Let us introduce the following notation. Let gx : Y → Rk and h : X → Rk
be defined as
gx (y) = F (p
∗ +A1x +A2y) ,
h (x) = F (p∗ +A1x +A2y0) .
By the mean value theorem, for any x ∈ X
gx(y0) = h (x)
∈ h (x0) + [Dh (X)] [X − x0]
= Fx0,y0 + [DFX,y0A1] [X − x0] .
Also for any x ∈ X,
[Dgx (Y )] = [DF (p
∗ +A1x +A2Y )A2] ⊂ [DFX,YA2] .
This means that for any x ∈ X
y0 − [Dgx (Y )]−1 [gx (y0)] ⊂ N (x0, y0, A1, A2, X, Y ) ⊂ Y,
hence by the interval Newton theorem for every x ∈ X we have q (x) for which
gx(q (x)) = 0. This means that
F (p∗ +A1x +A2q (x)) = gx(q (x)) = 0.
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To prove that q (x) is smooth, consider g : X × Y → Rm defined as
g(x, y) = F (p∗ +A1x +A2y) .
Since g(x, y) = gx(y) we see that g(x, q (x)) = 0. This means that in order to prove
that q (x) is smooth it is enough to show that for any x ∈ X and y ∈ Y the matrix
∂g
∂y (x, y) is invertible (smoothness then follows from the implicit function theorem).
Since ∂g∂y = Dgx ∈ [DFX,YA2], we see that the matrix must be invertible, since for
N (x0, y0, A1, A2, X, Y ) to be well defined we have implicitly assumed that any matrix
in [DFX,YA2] is invertible.
Now we comment on the choice of A1, A2 and discuss why Theorem 4.6 is better
than Theorem 4.2.
Remark 4.7. When Σ0 is a C
1 manifold of dimension m−k, then since F (Σ0) =
0, we see that for a point p ∈ Σ0 the tangent space TpΣ0 to Σ0 at p is an m − k
dimensional space, which lies in the kernel of DF (p). We can take A1 whose columns
consist of vectors which span TpΣ0. The image of A1 is then TpΣ0, and for any
v ∈ Rm−k, DF (p)A1v = 0. Then, provided that X is a small set, [DFX,y0A1] [X − x0]
should be small. This means that by incorporating A1 in the setup of local coordinates
improves the deficiency of Theorem 4.2.
Remark 4.8. Once A1 is chosen we can choose A2 as any matrix of rank k so
that the image of A2 is orthogonal to A1.
Remark 4.9. In practice, the candidate for a set Y can be found automatically
by iterating the operator N several times.
Remark 4.10. In our computer assisted proof, when applied to the Lomel´ı map,
we have found that Theorem 4.6 works better than the direct approach from Theorem
4.2. To give an indication of the difference between the two: If we were to take the
interval enclosure of p∗ +A1x +A2q(x), i.e.
X˜ × Y˜ := [p∗ +A1X +A2Y ] ,
consider a mid point y0 of Y˜ , and compute N(y0, X˜, Y˜ ), then in our computer assisted
validation the diameter of the set N(y0, X˜, Y˜ ) turns out to be up to thirty times larger
than the diameter of Y˜ . Thus, we would not be able to validate (4.5). The validation
using Theorem 4.6 does go through.
Corollary 4.11. By differentiating (4.9) we see that
DF (p∗ +A1x +A2q(x)) (A1 +A2Dq (x)) = 0,
hence
Dq (x) ∈ − [DFX,YA2]−1 [DFX,Y ]A1.
This means that we can obtain bounds with computer assistance on the derivative of
q (x).
We shall now use Theorem 4.6 to establish intersections of stable/unstable mani-
folds. Recall that F was defined using (4.1). Let us introduce the following notation.
For q(x) from Theorem 4.6 let θ : X → Ru1 and φ : X → Rs2 be defined as
θ (x) = piθ (p
∗ +A1x +A2q(x)) ,
φ (x) = piφ (p
∗ +A1x +A2q(x)) .
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(This means that (θ (x) , φ (x)) = p∗+A1x+A2q(x).) Also, let p : X → Rk be defined
as
p (x) = f l1(P1(θ (x))).
Theorem 4.12. Assume that F is defined by (4.1), and that assumptions of The-
orem 4.6 are fulfilled. Then the manifolds Wu (p1) and W
s(p2) intersect transversally
along p (x) for x ∈ X. Moreover, p (x) is as smooth as f .
Proof. By Theorem 4.6,
0 = F (p∗ +A1x +A2q(x)) = f l1(P1(θ (x)))− f−l2 (P2(φ (x))) ,
meaning that
p (x) := f l1(P1(θ (x))) = f
−l2 (P2(φ (x))) .
Since P1(θ (x)) ∈ Wu(p1) and P2(φ (x)) ∈ W s(p2), we see that Wu (p1) and W s(p2)
intersect at p (x).
We now address the issue of transversality. Consider a k × u1 matrix C1 and a
k × s2 matrix C2 defined as
C1 =
d
dθ
f l1(P1(θ (x))),
C2 =
d
dφ
f−l2(P2(φ (x))),
and observe that
Tp(x)W
u (p1) = {C1v : v ∈ Ru1} ,
Tp(x)W
s (p2) = {C2w : w ∈ Rs2} .
To prove that Wu (p1) and W
s (p2) intersect transversally, we need to show that
{C1v + C2w : v ∈ Ru1 , w ∈ Rs2} = Rk. (4.10)
Since assumptions of Theorem 4.6 hold, the matrix DF (θ (x) , φ (x))A2 is invertible.
Observing that
DF (θ (x) , φ (x))A2 = C1piθA2 − C2piφA2,
invertibility implies that for any p ∈ Rk there exists a y ∈ Rk such that
C1piθA2y − C2piφA2y = p.
Above equation implies (4.10).
The p (x) is smooth, since it is a composition of smooth functions. This concludes
the proof.
4.2. Establishing intersections of manifolds along curves. We now show
how to use the method to establish a bound for a curve along which F is zero. This
example will later be used by us to establish one dimensional curves along intersections
of Wu(p1) and W
s(p2) in the Lomel´ı map.
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Fig. 4.1. The enclosure of a curve from section 4.2.
We will use bold font to denote interval enclosures of sets. This means that all
notations in bold represent interval sets (cubes), and operations performed on them
are in interval arithmetic.
Let B1, B2, ..., BN+1 be a sequence of cubes in Rm−1, and let x1, x2, . . . , xN+1 ∈ R.
We consider a sequence of sets p∗1, . . . ,p
∗
N+1, of the form
p∗n = {xn} ×Bn for n = 1, . . . , N + 1. (4.11)
(See Figure 4.1.) Using Theorem 4.2 (taking X = {xn} and Y = Bn), we can establish
that p∗n contain zeros of F . Our objective will be to obtain a bound on the curve
along which F is zero, which joins the points in p∗1, . . . ,p
∗
N+1.
Let A1,n = p
∗
n+1 − p∗n. Consider X = [0, 1], consider a sequence of closed m− 1
dimensional cubes Y1, ..., YN in Rm−1 and a sequence of matrixes A2,1, . . . , A2,N . We
can choose these so that the range of A2,n is (roughly) orthogonal to the range of
A1,n, for n = 1, ..., N . Such choice can easily be automated. The choice of Yn can
also be automated, by iterating the Newton operator defined in (4.8).
Remark 4.13. Note that p∗n+1,p
∗
n are on the curve which we wish to establish.
This means that A1,n = p
∗
n+1 − p∗n is close to the tangent space of the curve. This
by Remark 4.7 means that such A1,n should be a good choice, meaning that we should
have
[DF (p∗n)]A1,nx ≈ 0, for x ∈ [0, 1] .
Let x0 ∈ X, y0,n ∈ Yn be the mid points of the sets X and Yn, respectively.
Assume that for any A1,n ∈ A1,n and p∗n ∈ p∗n, assumptions of Theorem 4.6 hold for
X,Yn, x0, y
n
0 , A1,n, A2,n, p
∗
n. If this is true for n = 1, . . . , N , then from Theorem 4.6
it follows that there exists a curve joining the points in p∗1, . . . ,p
∗
N+1 on which F is
zero. The curve is contained in the set
N⋃
n=1
{p∗n + A1,nx +A2,ny : x ∈ [0, 1] , y ∈ Yn} .
Above procedure can be summed up as follows:
Algorithm.
Input: A sequence of points p1, . . . , pN+1, for which F (pn) ≈ 0, for n = 1, . . . , N+1.
(These points can be computed non-rigorously.)
Output: A sequence of sets:
{p∗n + A1,nx +A2,ny : x ∈ [0, 1] , y ∈ Yn} ,
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Fig. 4.2. The enclosure of a heteroclinic loop in the parameter space. On the left we have the
projection onto Bs (in red) and on the right the projection onto Bu (in blue). Here we considered
the Lomel´ı map with a = 1
2
, b = − 1
2
, c = 1, α = −0.08999, τ = 8
10
.
which enclose the curve on which F is zero.
Steps:
1. Enclose p1, . . . , pN+1 in sets p
∗
1, . . . ,p
∗
N+1 of the form (4.11) and validate
existence of zeros of F inside of p∗1, . . . ,p
∗
N+1 using Theorem 4.2 and Remark
4.4.
2. For A1,n = p
∗
n+1 − p∗n, choose m ×m − 1 matrixes, for which the range of
A2,i is (roughly) orthogonal to A1,n.
3. Take X = [0, 1] , x0 =
1
2 , y0 = 0 and Y1 = ... = YN = {0} . Iterate the Newton
operator (4.8) several times and enlarge each Yn.
4. For n = 1, ..., N , validate assumptions of Theorem 4.6 for
X,Yn, x0, y
n
0 ,A1,n, A2,n,p
∗
n.
4.3. Application to the Lomel´ı map. In this section we apply the method
from section 4.2 to the Lomel´ı map. Here we establish a computer assisted proof of
two types of intersections. The first type is when the stable and unstable manifolds
intersect along closed curves, which is the setting from Figure 1.2. Such intersections
are established in section 4.3.1. The second type of intersection is along heteroclinic
arcs, as is the case in Figure 1.1. Such arcs are established in section 4.3.2.
4.3.1. Heteroclinic loops. In this section we consider the Lomel´ı map (2.1)
with parameters a = 12 , b = − 12 , c = 1, α = −0.08999, τ = 810 and give a computer
assisted proof of a connection of Wu (p1) with W
s(p2) along a heteroclinic loop. Such
loop generates, by iterates of f , the intersections of Wu(p1) and W
s(p2), which are
shown in Figure 1.2.
We consider
F : Bu ×Bs → R3
defined as
F (θ, φ) = f l1(P1(θ))− f−l2 (P2(φ)) , (4.12)
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Fig. 4.3. The closeup of the enclosure of a heteroclinic loop from Figure 4.2.
with l1 = l2 = 9.
Remark 4.14. We point out that (4.12) involves many compositions of the map
f . Computing such compositions directly in interval arithmetic leads to a blowup. This
is associated with the fact that enclosing each iterate in a rectangular box produced
overestimates; the so called wrapping effect. (For more information on the wrapping
effect see [30].) If we were to naively compose f in interval arithmetic, then the below
obtained results would not go through. For our computation of interval enclosure of F
and DF we use a careful, Lohner-type set representation, that reduces the wrapping
effect when computing bounds on fk and Dfk. This representation is discussed in
detail in section 4.4.
We follow the procedure from section 4.2 to establish the enclosure of the curve
in the parameter space Bu × Bs. Our curve is enclosed using N = 1309 small cubes
in R4. Figure 4.2 consists of these cubes, but this is not visible from the plot. After
magnification the cubes start to take shape. In Figure 4.3 we show a close-up of 50
of such cubes. (The total number of considered cubes results from a non-rigorous
procedure, which we have used to find initial points that are close to the intersection
of the manifolds. They are the input of the Algorithm from page 23. The N = 1309
is arbitrary, and we could have chosen a different number.)
We can propagate the loop in the parameter space using the linear inner dynam-
ics. This way we obtain the plot from Figure 4.4. This figure corresponds to the
intersections visible in Figure 1.2. The difference is that the loops in Figure 4.2 are
in the parameter space and the loops from Figure 1.2 are in the state space. Our
bounds on the inner dynamics are rigorous. They follow from the parameterisation
method (see (3.2) and Remark 3.2). Thus, the resulting plots from Figure 4.4 are
also rigorous enclosures of the curves, as long as we remain within the domains of our
parameterisations. The boundary of the domain is depicted in green. Thus, the part
of the plot which is within the green boundary is rigorous.
The computation needed to establish the hetoerclinic loop took 59 seconds on a
single 3GHz Intel i7 core processor, running on MacBook Pro, with OS X 10.9.5. We
have conducted our proof using c++ and the CAPD1 library. For the computational
environment used to obtain the local stable/unstable parameterizations we refer to
Remark 3.10.
1Computer Assisted Proofs in Dynamics: http://capd.ii.uj.edu.pl/
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Fig. 4.4. The loop from Figure 4.2 propagated using the linear inner dynamics on the parameter
space. In green we have the boundaries of the domains of the parameterisations.
4.3.2. Heteroclinic arcs. In this section we consider the Lomel´ı map with
parameters a = 44100 , b =
21
100 , c =
35
100 , α = − 14 , τ = − 310 and give a computer assisted
proof of a connection of Wu (p1) with W
s(p2) along two 3-fold primary heteroclinic
arcs, which lead to six homoclinic paths from p1 to p2.
We consider F as defined in (4.12). Applying Theorem 4.2 together with Remark
4.4, we establish N = 309 enclosures of points p∗1, . . . ,p
∗
N on which F is zero. (The
number of considered points is arbitrary; as long as the validation would go through
we could take a different N .) The dynamics on the unstable and stable manifolds is
conjugated with a linear map
f ◦ P1 (θ) = P1 (A1θ) ,
f ◦ P2(φ) = P2 (A2φ) ,
where
Ai =
(
reλi −imλi
imλi reλi
)
for i = 1, 2,
and λ1, λ2 are the eigenvalues of Df (p1) and Df (p2), respectively. We have estab-
lished the following bounds for the eigenvalues
reλ1 ∈ reλ1 = [−0.71570025199987,−0.71570025199985] ,
imλ1 ∈ imλ1 = [−0.93025058966104,−0.93025058966103] ,
reλ2 ∈ reλ2 = [−0.47875667823481,−0.47875667823480] ,
imλ2 ∈ imλ2 = [−0.70015090953401,−0.70015090953400] .
We consider interval matrixes
Ai =
(
reλi −imλi
imλi reλi
)
, for i = 1, 2,
B=
(
A1 0
0 A2
)
,
and take
p∗N+1 = B
3p∗1.
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Fig. 4.5. Enclosure of a fundamental heteroclinic arc. On the left we have the projection onto
Bs (in red) and on the right the projection onto Bu (in blue). Here we considered the Lomel´ı map
with a = 44
100
, b = 21
100
, c = 35
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, α = − 1
4
and τ = − 3
10
.
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Fig. 4.6. Enclosures of heteroclinic paths in parameter space. In blue and red we have the
fundamental heteroclinic arc from Figure 4.5. All three gray homoclinic paths are obtained by iterates
of the single fundamental heteroclinic arc. In green we have the boundaries of the domains of the
parameterisations.
Following the method from section 4.2, we establish an enclosure of a curve (in
parameter space) γ = (γu, γs) ⊂ Bu × Bs, which passes through p∗1,p∗2, . . . ,p∗N+1.
The enclosure is shown in Figure 4.5.
The path γ can be iterated by the linear dynamics in the parameter space. A
couple of such iterates result in a picture from Figure 4.6.
Since we took p∗N+1 = B
3p∗1, the P1 (γu) and P2 (γs) are 3-fold fundamental
heteroclinic arcs (as discussed in case 2 from Section 2.3) and we obtain a heteroclinic
path:
S3 = S3 (P1 (γu)) =
⋃
i∈Z
f3i (P1 (γu)) .
Remark 4.15. Since we know that F (γ) = 0, by (4.12),
f9(P1(γu))− f−9 (P2(γs)) = 0,
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Fig. 4.7. Enclosure of the second fundamental heteroclinic arc for the Lomel´ı map with a = 44
100
,
b = 21
100
, c = 35
100
, α = − 1
4
and τ = − 3
10
. On the left we have the projection onto Bs (in red) and
on the right the projection onto Bu (in blue).
and thus
S3 =
⋃
i∈Z
f3i (P1 (γu)) =
⋃
i∈Z
f3i (P2 (γs)) .
Also f(S3) and f
2(S3) are heteroclinic paths. Thus the 3-fold fundamental hete-
roclinic arc γ generates three paths. These three paths lie on the intersection of the
stable and unstable manifolds from Figure 1.1.
For the investigated parameters, one can find a second 3-fold fundamental hete-
roclinic arc that generates a different set of three homoclinic paths. We have obtained
its enclosure using the same procedure, by considering N = 344 cubes. The obtained
enclosure is given in Figure 4.7. We can propagate this arc using the linear inner
dynamics on the parameter space (see (3.2) and Remark 3.2), and obtain the plot in
Figure 4.8. Since we have rigorous bounds on the inner dynamics, the resulting plots
are rigorous, as long as the estimates stay within the domains of the parameterisations.
As a result, we obtain six homoclinic paths in total, which form the intersections
of the stable and unstable manifolds shown in Figure 1.1. The paths from Figure 4.8
are in the parameter space, and the paths in Figure 1.1 are in the state space.
The computation needed to establish the two fundamental heteroclinic arcs took
27 seconds on a single 3GHz Intel i7 core processor, running on MacBook Pro, with OS
X 10.9.5. Our proof has been implemented in c++, using the CAPD2 library. For the
computational environment used to obtain the local stable/unstable parameterizations
we refer to Remark 3.10.
4.4. Controlling the wrapping effect. In the computer assisted proofs from
Sections 4.3.1, 4.3.2 we have established the connections of the manifolds by investi-
gating F = 0, where F was given by (4.12). This F involves many compositions of the
Lomel´ı map f . To apply Theorem 4.6 we need good estimates on interval enclosure
of F and DF computed on sets. If this is computed directly in interval arithmetic
by composing f and Df many times, then the wrapping effect significantly reduces
the accuracy of the computations. In order to overcome the wrapping effect, one can
2Computer Assisted Proofs in Dynamics: http://capd.ii.uj.edu.pl/
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Fig. 4.8. In gray, the enclosures of three homoclinic paths generated by the second fundamental
heteroclinic arc. In black, the previous three paths from Figure 4.6. The second fundamental hete-
roclinic arc from Figure 4.7 is in red and blue. In green we have the boundaries of the domains of
the parameterisations.
use multiple shooting or good set representation. In our approach we have chosen the
second approach.
We use a Lohner type representation for images and derivatives by the map f .
The approach is in the spirit of [31], but simpler since we consider a map instead of
integrating an ODE.
To discuss our set representation we need some auxiliary notations. In this section
we shall use the calligraphic font A to denote sequences of matrixes
A = (A1, . . . , An) .
In our setting, Ai will be n× n Hessians matrixes. (For the Lomel´ı map n = 3.) For
b ∈ Rn we will write bTA to denote an n × n matrix and bTAb to denote a vector,
defined as follows:
bTA =
 b
TA1
...
bTAn
 , bTAb =
 b
TA1b
...
bTAnb
 . (4.13)
(Each bTAi is a 1×n matrix, which constitutes the i-th row of the n×n matrix bTA.)
We will also use a convention in which for a matrix B we shall write BA and AB for
sequences of matrixes defined as follows:
BA = (BA1, . . . , BAn) and AB = (A1B, . . . , AnB) .
For an n×n matrix B = (Bki)nk,i=1 we define a sequence of matrixes B ∗A as follows
B ∗ A =
(
n∑
i=1
B1iAi, . . . ,
n∑
i=1
BniAi
)
.
We now give a technical lemma, which will be useful later on.
Lemma 4.16. For any A, B and b,
B
(
bTA) = bT (B ∗ A) . (4.14)
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Proof. The result follows from direct computation. We write out the proof in the
appendix.
For h : Rn → R, let ∇h stand for the gradient of h and let ∇2h stand for the
Hessian of h.
The Lomel´ı map f is quadratic, which means that
fi(x0 + b) = fi (x0) +Dfi (x0) b+
1
2
bT
(∇2fi) b,
∇fi(x0 + b) = ∇fi (x0) +
(∇2fi) b.
If we choose H = (∇2f1, . . . ,∇2fn) , then using our notations (4.13), we can rewrite
the above as (for the second equality below we use the fact that Dfi (x) = (∇fi(x))T )
f(x0 + b) = f (x0) +Df (x0) b+
1
2
bTHb,
Df (x0 + b) = Df (x0) + b
TH. (4.15)
In our computer assisted consideration, we will represent points as
x0 +Ab+ r,
and derivatives as
X0 + b
TA+R,
meaning that in interval representation
x ∈ x0 +Ab + r, (4.16)
X ∈ X0 + bTA+ R, (4.17)
where b and r are interval vectors and R is an interval matrix. Below we show why
such representation is a good idea. (Its main objective is to reduce the wrapping
effect.)
We take a point of the form
x = x0 + u with u = Ab+ r, (4.18)
and compute
fi (x) =fi (x0) +Dfi (x0)u+
1
2
uT
(∇2fi)u
=fi (x0) +Dfi (x0)Ab+Dfi (x0) r +
1
2
(Ab+ r)
T (∇2fi) (Ab+ r) .
From the above we see that if b ∈ b and r ∈ r, then
f (x) ∈f (x0) + (Df (x0)A) b +Df (x0) r + 1
2
(Ab + r)
T H (Ab + r) ,
meaning that
f (x) ∈ x˜0 + A˜b + r˜, (4.19)
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for
x˜0 = f (x0) ,
A˜ = Df (x0)A,
r˜ = Df (x0) r +
1
2
(Ab + r)
T H (Ab + r) .
Remark 4.17. We note that the second term in r˜ is O(‖Ab + r‖2). This means
that if r is O(‖b‖2), then r˜ will also be O(‖b‖2). The x˜0 can be computed with good
accuracy, since we do not need to evaluate f on a large set, but just at a single point.
Similarly, Df (x0) can be computed accurately, and so in turn will be A˜.
Remark 4.18. If we split up our computation of r˜ into
r˜ = Df (x0) r +
1
2
(
bT
(
ATHA)b + bT (ATH) r + rT (HA) b + rTHr) ,
then the wrapping effect will be reduced even more.
We now show how our representation works when computing derivatives. We
consider x of the form (4.18) and a matrix X of the form
X = X0 + b
TA+R.
Below we will compute Df(x)X. Using (4.15) for the first equality below, and Lemma
4.16 for the third, we see that
Df(x)X =
(
Df (x0) +
(
(Ab+ r)
T H
))
X
= Df (x0)
[
X0 + b
TA+R]+ ((Ab+ r)T H) [X0 + bTA+R]
= Df (x0)X0 + b
T
(
Df (x0) ∗ A+ATHX0
)
+ rTHX0 +Df (x0)R+
(
(Ab+ r)
T H
) (
bTA+R) .
This means that for b ∈ b, R ∈ R and r ∈ r
Df(x)X ∈ X˜0 + bT A˜+ R˜, (4.20)
for
X˜0 = Df (x0)X0,
A˜ = Df (x0) ∗ A+ATHX0,
R˜ = rTHX0+Df (x0) R + (Ab + r)T H
(
bTA+R) .
Remark 4.19. As in Remark 4.17, we see that X˜0 and A˜ can be computed
accurately. Moreover, if r and R are O(‖b‖2) then R˜ will also be O(‖b‖2).
The representation (4.16–4.17) is intended to control the wrapping effect for com-
puting fk(x) and Dfk(x) for larger |k|. To compute a bound for fk(x) and Dfk(x)
in our representation, we start with a set enclosure and with identity matrix:
x = x0 + b, (4.21)
X = Id,
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meaning that we start with A = Id, r = 0, X0 = Id, R = 0 and A = 0 in the
representations of a set (4.16) and derivative (4.17). We then iterate the map using
(4.19) and (4.20). The resulting set enclosure will be of the form
fk(x) ⊂ xk +Akb + rk, (4.22)
for some vector xk, some matrix Ak, and some interval vector rk, that follow from
our iterative procedure.
Remark 4.20. The b in (4.22) is the same as in (4.21), which is the main
objective of our representation. By Remark 4.17, the xk and Ak can be computed
accurately, and we can expect rk to be small.
The enclosure of the derivative at the end of our iterative procedure will be
Dfk(x) ⊂ Xk + bTAk + Rk, (4.23)
for some matrix Xk, some sequence of matrixes Ak, and some interval matrix Rk,
that follow from our iterative procedure.
Remark 4.21. The b in (4.22) is the same as the one in (4.21). By Remark
4.19, we can expect Rk to be small, and the Xk, Ak can be computed accurately.
Above method of representing sets works quite nicely in our case, since the Lomel´ı
map is quadratic. The method though can also be applied in more general setting:
Remark 4.22. To apply our method the map f does not need to be quadratic. It
is enough to have interval enclosures Hi of the second derivatives on a set U ,
Hi =
[{
A ∈ Rn × Rn|Ajk ∈
[
inf
x∈U
∂2fi
∂xj∂xk
(x) , sup
x∈U
∂2fi
∂xj∂xk
(x)
]}]
,
for the set U containing x = x0 + Ab + r. We can then use the Hi instead of ∇2fi
in our computations. This gives a method for the computation of bounds on iterates
of maps and on their derivatives, which reduces the wrapping effect.
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6. Appendix. Proof. (of Lemma 4.16) We use the fact that
bTAm =
( ∑
j bjAmj1
∑
j bjAmj2 . . .
∑
j bjAmjn
)
,
hence the coefficient with index ik in the matrix bTA has the form(
bTA)
mk
=
∑
j
bjAmjk. (6.1)
This allows us to compute the left hand side of (4.14) as (we use (6.1) in the second
equality, in the first we simply multiply matrixes)(
B
(
bTA))
ik
=
∑
m
Bim
(
bTA)
mk
=
∑
m,j
BimbjAmjk.
To compute the right hand side of (4.14), we first observe that the i-th matrix in
B ∗ A is
(B ∗ A)i =
∑
m
BimAm. (6.2)
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We now compute the right hand side of (4.14) as, (we use (6.1) in the first equality,
and (6.2) in the second equality)
(
bT (B ∗ A))
ik
=
∑
j
bj (B ∗ A)ijk =
∑
j
bj
(∑
m
BimAm
)
jk
=
∑
j
bj
∑
m
(BimAm)jk =
∑
j,m
bjBimAmjk.
Both sides of (4.14) are the same, which finishes our proof.
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