Abstract
Introduction expressed as
(for example, the binomial distribution) do not require a dispersion parameter; that is,
153
φ is fixed at 1. Therefore, GLMs include normal linear and logistic regressions, and 154 various others as special cases.
155
The classical analysis of generalized linear models is to obtain maximum 156 likelihood estimates (MLE) for the parameters ( , ) β φ by maximizing the logarithm The overall penalty parameter l controls the overall strength of penalty and the 165 size of the coefficients; for a small l , many coefficients can be large, and for a large 166 l , many coefficients will be shrunk towards zero. The lasso GLMs can be fit by the 167 extremely fast cyclic coordinate descent algorithm, which successively optimizes the 168 penalized log-likelihood over each parameter with others fixed and cycles repeatedly 169 until convergence (FRIEDMAN et al. 2010; HASTIE et al. 2015) .
170
With a single penalty parameter l , however, the lasso can either over-shrink large we have no prior knowledge about the importance of the predictors, however, we 174 cannot appropriately preset penalties. We here propose a new approach, i.e., the 175 spike-and-slab lasso GLMs, which can induce different shrinkage scales for different 176 coefficients and allows us to estimate the shrinkage scales from the data.
178

Spike-and-slab lasso GLMs
179
The spike-and-slab lasso GLMs are more easily interpreted and handled from
180
Bayesian hierarchical modeling framework. It is well known that the lasso can be shrinkage and forces the estimates of j β towards zero.
186
We develop the spike-and-slab lasso GLMs by extending the double-exponential 187 prior to the spike-and-slab mixture double-exponential prior: spike-and-slab lasso includes the lasso as a special case.
199
The indicator variables j γ play an essential role on linking the scale parameters posterior density of the parameters ( , , , β φ γ θ ): can be derived as 
233
It can be seen that the estimates of p j and S j are larger for larger coefficients j β ,
234
leading to different shrinkage for different coefficients.
235
For the M-step, we update ( , , β φ θ ) by maximizing the posterior expectation of Q β φ using the cyclic coordinate decent algorithm. Therefore, the coefficients can 247 be estimated to be zero. The probability parameter θ is updated by maximizing the
We can easily obtain:
251
In summary, the EM coordinate decent algorithm for fitting the spike-and-slab 252 lasso Cox models proceeds as follows: We assess convergence by the criterion: 5%, 25%, 50%, 75% and 95% quantiles, and then fit the model: parameter estimates and the proportions of coefficients included in the model.
331
For each dataset, we generated n (= 500) observations, each with a binary 332 response and a vector of m (= 1000, 3000) continuous predictors 1 ( , , )
vector X i was generated with 50 elements at a time, i.e., the sub-vector are negative, and all others to be zero. Table 1 shows the preset non-zero coefficient 343 values for six simulation scenarios.
344
(Insert Table 1 here) 345 We analyzed each simulated data set using the lasso logistic model implemented in 346 the R package glmnet and the proposed spike-and-slab lasso logistic regression in our R 347 package BhGLM. For the lasso approach, we used 10-fold cross-validation to select an 348 optimal value of λ, which determines an optimal lasso model, and reported the results 
352
To fully investigate the impact of the scales (s 0 , s 1 ) on the results, we also fitted 353 the simulated data sets under scenarios 3 and 6 (see Table 1 Predictive performance. spike-and-slab lasso GLMs generated better discrimination.
395
(Insert Table 2 proportions of the coefficients included in the model over the simulation replicates.
407
Like the lasso model, the proposed spike-and-slab lasso GLMs can estimate 408 coefficients to be zero, and thus can easily return these proportions. Table 3 . In most simulated scenarios, the average numbers of non-zero coefficients in 419 the spike-and-slab lasso GLMs were much lower than those in the lasso model. We 420 also found that the average numbers of non-zero coefficients detected by the proposed 421 models were close to the number of the simulated non-zero coefficients in most scenarios. However, the lasso usually included many zero coefficients in the model.
423
This suggests that the noises can be controlled by the spike-and-slab prior.
424
(Insert Table 3 detected, and the effect sizes for most of these genes were small ( Figure S6 ).
456
(Insert Figure 5 and Table 4 here) 457 We further estimated the pre-validated linear predictor, î Table 5 . As expected, the two models were significant, indicating that the proposed 464 prediction model was very informative.
465
(Insert Table 5 for the model fitting and prediction. We also fitted the optimal lasso model using 488 10-fold cross-validation over 10 replicates. were detected, and the effect sizes for most of these genes were small ( Figure S7 ).
494
We further estimated the cross-validated linear predictor, and performed similar 495 analysis as above Dutch breast cancer dataset. The results are summarized in Table 5 .
496
The univariate and multivariate analyses suggested that the proposed prediction model 497 was very informative for predicting the new tumor event in ovarian tumors. other generalized linear models.
512
The key to our spike-and-slab lasso GLMs is proposing the new prior 
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