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Abstract
Prediction of stock price, base rate, and
interest rate spread with text data
Misuk Kim
Department of Industrial Engineering
The Graduate School
Seoul National University
Methodologies in financial research based on a variety of predictions models
have been actively developed for the analysis of market behaviors. The sig-
nificance of prediction modeling in the financial market cannot be emphasized
better especially given that it leads directly to large transaction profit. In terms
of applicability for the active agents in the market requires, these research re-
sults require both predictability and interpretability. In this study, we propose
methodologies suitable for incorporating distinct characteristics across different
financial data in the analysis for the purpose of effective prediction modeling.
Firstly, we propose a methodology that quantitatively and qualitatively predicts
the stock price movements through sentiment analysis of corporate disclosures
in the stock market. The proposed method predicts stock price movements
by embedding the documents, and the class of documents defined to fit the
purpose of our study, to the same projection space based on the distributed
i
representations learned, and compares the predictive performance against var-
ious existing models. The results provide prime evidence of effectiveness of our
prediction results through visualization of document sentiments. In addition, we
propose a methodology specifically designed for predicting the vote results of
the base interest rate, which is the most important factor in the bond market,
developed within the premise of the Korean bond market. Our methodology
allows computation of sentence sentiments using the monetary policy decision
recorded as text data, which is released before the announcement of the vote
result, which are then aggregated to the document level to express the docu-
ment sentiment of monetary policy decision into values. Using these sentiments,
we predict the vote results of the base rate. Finally, we define the framework
for predicting the spread, the difference between two bond rates with different
maturities. The framework mainly considers the following three aspects as the
standards for the effectiveness of research: interpretability, proper prediction
metrics, and the reporting methods. The framework use wrapper approaches
for the practical interpretation of important variables, while using PARE, in
combination with MAE, as prediction metrics, for taking into account the tol-
erance of the spread. Lately, we suggest various visualizations and hierarchical
illustration of significant variables as more applicable and effective reporting
methods. This dissertation defines a variety of financial problems, proposes an-
alytical methodologies, compares quantitative prediction power, and provide
the qualitative evidence. The proposed methodologies prove to serve as a quick
and accurate data-driven decision making support tool to active agents in the
ii
real-site.
Keywords: Data Mining, Machine Learning, Word Embedding, Distributed
Representation, Bag-of-Words, Sentiment Analysis, Stock Price Prediction, Vote
Result Prediction of Monetary Policy Committee, Bond Spreads Prediction,
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Financial markets include organized markets where funds are traded within the
premise of concrete forms such as stock exchanges, as well as those with abstract
meaning such as systematic or repetitive over-the-counter (OTC) transactions.
The structure of financial market ensures that suppliers and consumers col-
lectively determine the market prices and fulfill fair transactions assumptions
guided by established rules. Institution-wise, financial markets can be broadly
divided into indirect financial markets and direct financial markets. Indirect
financial markets consist of financial institutions, banks and insurance com-
panies in particular, which connect consumers with suppliers of funds. In the
meantime, direct financial market includes stock and bond markets. In this
dissertation, we will study direct financial markets.
The stock market is an aggregation of buyers and sellers who trade equi-
ties, stocks of publicly held companies, bonds and other securities. There exist
two main branches: the stock market and the distribution market. In the issue
market, stocks are issued. Then, in the distribution market, the issued securi-
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ties are circulated. The distribution market can further be subdivided into: (1)
an exchange market, in which transactions occur through the stock exchange,
and; (2) the over-the-counter market, where the dealers act as market makers
by quoting prices at which they will buy and sell securities. In the stock mar-
ket, a myriad of indicators serve as means to approximate the performance of
the stock market at once, such as the Dow Jones Industrial Average (DJIA,
henceforth), the NASDAQ Index, Russell 2000, and Standard and Poor’s 500
(S&P500, henceforth). DJIA, comprised of stocks of the largest 30 companies
in the United States, is the leading indicator of the U.S. stock market. On the
other hand, the S&P500 is the highly reputable measure of the U.S. stock mar-
ket which considers the 500 largest capitalization stocks traded in the U.S. The
stock price that constitutes the index represents the value of the company, and
it is calculated simply by dividing the market capitalization by the number of
shares outstanding. It is not easy to measure or quantify the value of a company
by the products or services it currently produces or offers. On top of the current
values, the value of all future cash flows, such as borrowed or invested capital
costs, business risk, opportunity cost, and risk-free interest rate, should also be
considered in computation. At the same time, stock prices are influenced by
the opinions of various investors, both optimistic and pessimistic traders and
spectators, every trading day. Each investor judges the entire market based on
various indicators of choice such as GDP, unemployment rate, and/or corpo-
rate profit. For example, as economy grows, a company invests in projects while
expanding its business and hiring more staff. If the stock price is expected to
be higher upon the completion (or during the process of) expansion than the
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current stock price, a given investor will try to buy the stock and the stock will
enter the bull market. In contrast, if selected indicators evoke fear or panic in
the market, the investor may act irrationally and keep on selling. A well-known
historical example would be the Great Recession of 2008 in the U.S., where the
market value declined frantically.
On the contrary, the bond market is generally the secondary market where
issued bonds are traded among market participants. A given investor may cash
and secure the necessary funding by selling bonds obtained from the bond mar-
ket while investing the residual funds in the bond market to efficiently manage
the assets. The bond market performs two essential economic functions. Firstly,
it facilitates the procurement of long-term investment funds by offering liquidity
to investors who purchase bonds in the issue market. Secondly, it provides a ba-
sis for determining the capital cost of the corporation by forming the fair price
of bonds issued. Currently, the bond market is divided into the exchange market
and the OTC market. In order to smooth financing for corporate restructuring
after the 1997 financial crisis, new bond-related policies were introduced while
improving the market infrastructure, through which the Korean bond market
has come to develop around the government bond market. Ever since, Korean
bond market has expanded both in terms of variety and size. Nowadays, being
actively traced are a wide range of items including government bonds, monetary
stabilization securities issued by the Bank of Korea, municipal bonds issued by
local governments, corporate bonds, and financial bonds. The size of the mar-
ket increased as well, thanks to the opening of the foreign bond market, the
introduction of a primary dealer, the appearance of a bond brokerage company,
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and the issuance of various maturity bonds.
In 2015, the market capitalization of the Korean bond market reached 1,780
trillion won, which was greater than the gross domestic product (1,559 trillion
won) and the stock market (1,404 trillion won) at that time. The bond market
has high predictive power in terms of bond prices because it has low noise, the
cause of which is the prevention of reckless speculation by individuals. Moreover,
the market is affected by data such as macroeconomic indicators (Cheng 1996).
Despite this, however, there is relatively little pertinent research; thus, it is
meaningful to analyze and forecast the base rate, which is closely related to
bond prices. For example, the coupon rates of bonds are fixed when bonds are
issued; consequently, if the base rate is raised, the demand for bonds decreases
and their prices decline.
Through many different channels via a variety of means, financial markets
play an important role in the well-being of enterprises and the overall economy.
Does the financial market not only transfer real economic resources and offers
dividends or interest to the market participants, but it also creates liquidity,
enabling trades among the investors in the market. Therefore, it is important
to analyze various factors that are linked organically to the financial market,
and to derive new information from massive amounts of data.
1.2 Data-driven Decision Making
The financial market provides a very rich variety and volume of data. A given
company’s performance is reported via financial statements, historical data
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(Ballings et al., 2015; Qian & Rasheed, 2007), and real-time data. A set of
methods have been developed to analyze and predict target values in order to
extract the information that suits research objectives. Research on financial
markets has mainly focused on the study of stock market behavior (Ariyo et
al., 2014; Huang et al., 2014). Above all, fundamental analysis centers around
developing a methodology to evaluate company performance and credibility.
Fundamental analysis is the most rational, objective, and widely used method
because it uses publicly available information such as financial statement analy-
sis. If a company operates well, additional capital will be created and the target
value will rise accordingly. Technical analysis, on the other hand, concentrates
on predicting the future target values through observing trends in the past tar-
get values rather than company fundamentals, based on the assumption that
certain patterns will repeat and deliver consistent results. Technical analysis
involves capturing patterns from time-series data by creating charts and/or fig-
ures with statistics. Well-known examples of the results of such analysis include
candle stick patterns, the head and shoulders reversal patterns, and the cup and
handle continuation patterns. Finally, a branch of target value prediction stud-
ies utilize selected data mining techniques fit for the research objectives, such as
artificial neural network or support vector machines. For example, Preis et al.
(2013) identified online precursors of stock prices based on search volume data
provided by google trends in order to pin down optimal trading strategies. Moat
et al. (2013) studied the relationship between Wikipedia’s views change and to-
tal stock market movements. More recent studies began to incorporate textual
data in the analysis of market behaviors, ranging from the comprehensive re-
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ports on the company’s performance submitted to the Securities and Exchange
Commission (SEC) such as 10-Ks and 10-Qs (Feldman et al., 2010), the opin-
ion columns of the Wall Street Journal (Dougal et al., 2012) and the finance
section of the New York Times (Garcia, 2013), to earning press releases (Huang
et al., 2014). Specific words, phrases, paragraphs, and documents appearing in
textual data convey certain sentiments, and the analysis of these sentiments is
gaining growing attention as a new method for stock price prediction tasks in
the financial field.
An investor may claim ownership on business by purchasing shares, hence
making stocks a very important component of the free market economy. Stock
investors are striving to land on the optimal investment strategies in order to
generate profits as large as possible from the subsequent transactions by inves-
tigating various types of new data continuously provided. Given the breath and
variety of data available, there is a growing need to extract valuable informa-
tion from the oceans of data provided. More recently, efforts have been made
to incorporate different modes of data in the analysis to extract more valuable
information that is more meaningful and applicable in practice. Textual data,
in addition to numeric indicators, has begun to be used in stock price predic-
tion models. It has been shown that textual data can provide a very rich set of
insights in terms of market research in both qualitative and quantitative man-
ners (Mostafa, 2013; Sun et al., 2016). Incorporation of textual data has proven
useful in the sense that it adds intuitive descriptions to the numeric predictions
of machine learning models, hence serving as a data-driven decision-making
support tool for active traders in the field as they make split-second trading
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decisions.
On the other hand, as discussed in Section 1.1, there are only few studies
that focuses on the analysis of the bond market despite the importance of its
role in understanding the market movements (J. Wang & Wu, 2015). Bond
market research on emerging markets is even rarer. In many cases, transactions
decisions are often made based on personal assessments rather than data-driven
analysis. However, the bond market is affected by various domestic and over-
seas economic indicators, monetary policy, and the supply and demand trends
of foreign investors. Recently, efforts have been made to collectively summarize
patterns implied by various indicators and use them in bond prices or interest
rate predictions (Kung, 2015). Studies have shown that bond prices are less
affected by noise generated from the reckless speculation of individuals, while
being more responsive to numeric variables such as macroeconomic indicators
(Cheng et al., 1996). Given so, precise mathematical modeling of bond prices
predictions, based on observations from massive historic data, may provide
greater prediction power as compared to the conventional stock price predic-
tion models. More importantly, past studies focused on countries with large
bond market. Thus, their results may not be applicable for markets of differ-
ent characteristics or history. It calls for analysis specifically designed for the
market of interest so that the empirical findings can reflect the distinct domain
characteristics peculiar to the subjective market.
As traders face the vast amount of data available as they make split-second
decisions in the market, they will benefit from data-driven analysis utilizing
advanced machine learning techniques in the following aspects. Firstly, by ap-
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plying various approaches to understand and derive insights from data, they
can identify the characteristics of the financial markets of a particular country
as well as the characteristics of the global financial market. In addition, based
on data analysis techniques such as prediction models and association analysis,
it will be possible to detect signals that can generate revenue. Finally, results
from data-driven analysis may add objectivity to the intuitive decision-making
process.
1.3 Outlook of this Dissertation
In this dissertation, we develop a financial prediction model using multiple
modes of financial market data from both numeric and textual sources. We
propose methodologies that predict the target value of the stock market and
the bond market and extract intuitions that may prove meaningful to the active
business agents. The diagram of this dissertation is shown in Figure 1.1.
As shown in Figure 1.1, we use sentiment analysis, aggregation of sentence
sentiments, and interpretational data mining framework methods using stock
and bond data to predict various target variables of the financial market. We
support the data-driven decision-making processes in the business by providing
the results from the machine-learning-based predictions, and visualization tools,
from which meaningful interpretations of data can be drawn.
The rest of this dissertation is organized as follows. In Chapter 2, past
studies on the financial markets are briefly reviewed in terms of predictability

























data. Chapter 3 and 4 introduce various ways to exploit financial textual data
in solving the market prediction tasks. In Chapter 3, in particular, we provide
both quantitative and qualitative ways to predict stock price movements using
corporate disclosures. We additionally provide new venues for reporting results
through visualization. In Chapter 4, we try to characterize the Korean bond
market by analyzing and forecasting the vote result of the base rate decision,
the most important factor in the bond market, based on the Korean mone-
tary policy documents. In Chapter 5, we define a data mining framework with
characteristics necessary for financial prediction problems. Finally, we discuss




2.1 Financial Predictability Modeling
Various hypotheses and models have been proposed and applied to explain fi-
nancial markets. Particularly in the stock market, research is actively conducted
to predict the value or direction (upward or downward movement) of stock
prices or stock indexes. According to the efficient market hypothesis of Fama
(1970), it is impossible to predict the market perfectly since publicly available
information is fully reflected in stock price and the market will respond only
to the new information. However, Lo and MacKinlay (1988) insisted that the
market could be predicted to some extent. Apart from the traditional autore-
gressive integrated moving average (ARIMA) models (Ariyo et al., 2014), more
recent work began to look to artificial intelligence algorithms to solve stock
price prediction tasks. For instance, Sitte and Sitte (2002) used a neural net-
work(NN) to detect weak signals in the S&P500 time series, while Ballings et
al. (2015) employed random forest (RF) model to predict the direction of stock
price movements. Support vector machine (SVM) was another technique uti-
lized in various studies to predict stock price indices (Tay & Cao, 2001). In ad-
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dition, in the financial market and industry, researchers have actively employed
both textual and numerical data in order to predict stock price changes.Gálvez
and Gravano (2017) analyzed stock messages on stock bulletin boards to pre-
dict asset returns, and there was research that predicted DJIA’s stock price
movement by analyzing Yahoo!Finance and Google Finance news (Beckmann,
2017).Bollen et al. (2011) studied the relationship between Dow Jones Indus-
trial Average (DJIA) and public mood measured by quantifying twitter data
using OpinionFinder. Google-Profile of Mood States(GPOMS) measured public
mood in terms of six dimensions: calm, alert, sure, vital, kind, and happy. The
correlation between public mood and DJIA was analyzed by Granger causality
analysis, and it was observed that “Calm” mood was the most significant fea-
ture. The self-organizing fuzzy neural network method predicted a daily up and
down change of DJIA closing-values and obtained 86.7% accuracy and a 6%
decrease in mean average percentage error (MAPE). Lee et al. (2014) reported
that the performance of stock price prediction improved when using linguistic
features of financial reports rather than the existing analysis using quantita-
tive indicators such as earning surprise, recent movement, volatility, and event
category for S&P 1500 companies. The unigram features, extracted from docu-
ments, were expressed using non-negative matrix factorization (NMF) and used
as input variables. For three classification problem through RF, the model with
quantitative indicators was used as a baseline with 50.1% accuracy, on the other
hand, when linguistic factors were added, the prediction accuracy was 55.5%
and improved by more than 10% over baseline performance. Sun et al. (2016)
explored the effect of text information from user-generated microblogs on the
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market. On a financial communications platform called StockTwits r1, textual
data were collected for five years. The author created term-document matrix
and dense input variables through sparse matrix factorization model. Using the
latent space model by Ming et al. (2014) improved performance and predicted
accuracy of 51.37% compared to the baseline regression model. It was found
that StockTwitsr contain information useful to asset managers and investors
and contributed to the use of high-volume social media data without using news
and text sentiment.
On the other hand, in the bond market, there are relatively few studies
predicting the target values of bond such as bond prices and the base rate. Kim
and Noh (1997) used a neural network (NN) to predict the interest rates of
both Korea and the United States (US) and to establish whether they have a
significant impact on the countries’ economic network and financial markets. A
total of 36 input variables were used to predict US interest rates, with lag 0
to lag 5 applied to treasury bills with one-year maturity, the money stock, the
consumer price index, the industrial production index, housing starts, and the
Standard & Poor’s 500 respectively. In order to predict Korea’s interest rates,
the author once again used 36 input variables, with lag 0 to lag 5 applied to
corporate bond yields with three-year maturity, the money stock, the consumer
price index, the industrial production index, permits for building construction,
and the Korean stock price index respectively. The results showed that applying
the integrated NN to the Korean interest rate was not significantly different to
applying the random walk model; however, Kim and Noh (1997) found that
1http://www.StockTwits.com
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applying the integrated NN to US interest rates surpassed the random walk
model.
2.2 Financial Interpretability Modeling
Due to the nature of financial markets, models with both predictive and inter-
pretational power are called for. Many researches have exploited textual data,
such as news, online blogs, and financial reports in order to provide intuitive
descriptions beyond the numerical prediction results. Chen and Liu (2009) and
Schumaker and Chen (2010) make use of both news articles and text from so-
cial network services as well as online blogs, where the former represents market
sentiment, while the latter, individual investor’s sentiments. Druz et al. (2015)
collected earning transcripts from 2004 to 2012 for all stocks belonging to the
S&P 500 index and studied the relationship between the managerial tone and
the investor’s variables of interest, including future stock returns. A “nega-
tivity” score, defined as the number of negative words minus the number of
positive words divided by the sum of negative and positive words plus 1, was
used to standardize the “one surprise”, the excessive components of managerial
tone. Druz et al. (2015) reported that tone surprise was a significant factor
in predicting earnings per share adjustments to the sell-side trader. Further-
more, from the adjusted long-short strategy from the regression framework -
taking long stocks with positive tone surprise and short stocks with negative
tone surprise – they obtained 1% return within 60 days after the earning call.
Jegadeesh and Wu (2013) found a meaningful relationship between market re-
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action and the tone quantified from the Form 10-K documents by counting
negative and positive words. The results from multivariate regressions showed
that both negative and positive words were significant features in explaining
market reaction, and the effect of the tone of documents were observed quickly
in the market, mostly within two weeks. The same methodology was applied
to the IPO prospectuses to examine the relationship with IPO underpricing
and found that tone of IPO prospectuses adversely affected IPO underpric-
ing. Heston and Sinha (2017) predicted stock prices exploiting almost 1 million
news stories. The sentiment of news stories was measured by using the Thomson
Reuters sentiment engine, and the sentiment of companies was calculated by
subtracting negative sentiment score from the positive. Results showed that the
duration of stock return predictability depended on the temporal aggregation
of news. Sentiment of news over a day has predictability only a few days, while
the sentiment of news over a week lasts the predictability for up to a quarter.
In addition, positive news causes stock returns to rise quickly, while negative
news affects stock returns with a long-delayed reaction. Liu (2015) inspected the
relationship between investor sentiments and the time-series variation in stock
market liquidity. Market liquidity is defined as the absolute price change per




where Ritd is stock i’s return on day d of month t and $V OL
i
td is the same day
dollar trading volume of this stock. They sentiment index also indicated mar-
ket professional read about 150 newsletters each week and marked the future
market movement as bullish, bearish, and neutral. Two indices were verified to
be significant by the Granger-cause test. In other word, as the sentiment index
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increases, the stock market becomes more liquid. In addition, the time series
regression revealed that investor sentiment, in particular, had an effect on stock
market volatility and price effect, and the investor’s strong sentiment was found
to directly and indirectly affect stock prices.
In addition to these statistical analyses, data mining techniques have been
used to predict interest rates. In particular, text-mining methods have provided
intuitive results in the form of graph, wordcloud, and tree visualizations (Bholat
2015).
Whereas, in the bond market, ddata mining techniques have been used to
predict interest rates.In particular, text-mining methods have provided intuitive
results in the form of graph, wordcloud, and tree visualizations (Bholat et al.,
2015). In addition, Various studies have examined the effect of monetary policy
on stock prices, exchange rates, and interest rates in financial markets (Hughen
& Beyer, 2015; B. Bernanke & Gertler, 2000). Research has also been conducted
to find relevant insights by statistically analyzing the effects of monetary policy
on interest rates (Goodfriend, 1991; Fuhrer & Moore, 1995). Kuttner (2001)
analyzed the monetary policy data published by the federal funds and tried to
classify the anticipated and unanticipated effect elements. As a result, the au-
thor statistically confirmed that the movement of the interest rate of the federal
funds had a small effect on the anticipated element and a significant effect on
the unanticipated element. Moreover, a sudden change in the target rate did
not affect the actions of the Federal Reserve System, but the author confirmed
that such a change provided mainly explanatory power for short-term curves.
Other studies have considered the monetary policies adopted by central banks
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to address the 2008 financial crisis (Gagnon et al., 2011; D’Amico & King, 2013;
Li & Wei, 2013). The central bank of each country implemented quantitative
easing policies, whereby the bank purchased government or corporate bonds
in advance to stimulate the economy, resulting in almost zero interest rates in
developed countries. Indeed, an analysis of asset price movements on the day
of a Federal Open Market Committee (FOMC) announcement confirmed that
monetary policy has a significant impact on long-term Treasury yields (Kiley,
2016).
B. S. Bernanke et al. (2005) used factor-augmented vector autoregression
(FAVAR) to determine the impact of the monetary policy process on the econ-
omy. By applying FAVAR to diverse variables, he identified the impact of mone-
tary policy through two steps: finding the major components of diverse variables
and accelerating the calculation through Bayesian methods based on Gibbs
sampling. This model found variables where monetary policy has a significant
impact on the macroeconomy; for example, when a contractionary monetary
policy shock occurred, responses such as a decrease in the real activity mea-
sure, a decrease in monetary aggregates, and an increase in the dollar price
were confirmed. The study was able to provide a comprehensive picture of
the impact of monetary policy. Moreover, diverse variables that responded to
monetary policy were used in the macroeconomic model; thus, they provided
empirical plausibility. In fact, prior studies have mainly used various economic
indicators to analyze the impact of monetary policy on market interest rates.
Alternatively, they have focused on studies in developed countries such as the
US and the United Kingdom. (Burger et al., 2017) analyzed the impact of US
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monetary policy on the bond markets of emerging countries; however, there
is limited research on such markets. It is necessary, though, to study mone-
tary policy in emerging countries because their financial markets are expanding
(Tiemei, 2010).
2.3 Data-driven Modeling Techniques
Prediction models have been developed exploiting massive amount of historic
data, in order for knowledge discovery. This section introduces representative
prediction models, namely, logistic regression (LR), random forest (RF), multi-
nomial Näıve Bayes (MNB), support vector machine (SVM), support vector
regression (SVR), Näıve Bayes SVM (NBSVM), and neural network (NN).
Logistic regression (LR) is widely used when the output variable is a cate-
gorical variable. The probability of response can be estimated through logistic
function (Cox, 1958; Walker & Duncan, 1967). The logarithm of the odds ratio,
yi, which is the ratio the probability of Y = 0 and Y = 1 at X = x, is predicted




) = β0 + β1x1 + ...+ βnxn + εi, εi
iid∼ N(0, σ2) (2.1)
where pi is the probability that the response variable equals a case i, β0 is the
intercept from the linear regression equation, and β1, . . ., βn are the regression
coefficients. The Equation 2.1 can be expressed as an equation for pi, defined
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Algorithm 1 Random forest
Given a training set S = (x1, y1), . . ., (xn, yn), feature F , and the number of
trees B
1: function Random Forest(S, F)
2: T ← φ
3: for i← ∼1 : B do
4: S(i) ← random sample set from S
5: ti ← DecisionTreeLearn(S(i),F)




10: for At each node do
11: f ← small subset of F
12: Split on best feature in f
13: end for
14: return Learned tree
15: end function
as a logistic function:
p̂ = T̂ (Y = 1|x) = exp(β̂0 + β̂1x1 + β̂2x2 + . . .+ β̂nxn)
1 + exp(β̂0 + β̂1x1 + β̂2x2 + . . .+ β̂nxn)
(2.2)
The resulting probability p̂ ranges between 0 and 1. If p̂ is greater than the
predetermined criteria, x is classified as 1; otherwise, the model classifies the
observation as class 0. LR is easy to implement and provides intuitive interpre-
tation of the relationship between the response variable and predictor variables.
LR, however, is often less accurate due to overfitting.
Random forest (RF), which is an ensemble learning method for classification
and prediction, is a combination of a number of decision or regression trees.
Algorithm 1 presents the pseudocode of this study’s RF.
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After training, unseen samples, xnew, are predicted by accepting a majority
vote among the trees for classification or by averaging the predictions from all








where T̂b is the prediction from tree B. RF is one of the most accurate and
widely known learning algorithms. For many data sets, it not only makes a
highly accurate classifier but also provides estimates of the variables that are
important in the classification. However, random forests have been observed to
overfit some data sets with noisy classifications or regression tasks.
Multinomial näıve Bayes (MNB) is a classification model that uses condi-
tional probability of belonging to a class, assuming that each variable is inde-
pendent (Rennie et al., 2003). Given data xi, i = 1, . . ., n with K classes, the
conditional probability of belonging to class k is as follows:




where, the denominator is a constant value, regardless of the class, which is
calculated only from the observed data. Since each variable is independent, a
probability model can be expressed using only the numerator:





We can now define the class of each variable that maximizes the Equation 2.5
as follow:






Because MNB assumes that all variables are independent of each other, it can
lead to inaccurate results depending on the data set. However, it is possible to
estimate the distribution of a class as a one-dimensional distribution, so the
model has good performance and exhibits fast speed even with large datasets.
Support Vector Machine (SVM) is a supervised learning model which con-
structs a hyperplane in a high dimensional space for classification, regression,
or other tasks. The hyperplane, wTx + b = 0 where x is dataset, w is the
normal vector to the hyperplane, and b is the bias, separates the vector space
(Cortes & Vapnik, 1995). A graphic illustration of SVM model is shown below
in Figure 2.1.
We search for a decision boundary shown in the solid line in Figure 2.1
and the ones closest to the that boundary are called the support vectors. The
distance between these support vectors and the decision boundary is 1/w, and







Txi + b) ≥ 1
(2.7)
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Figure 2.1: Support vector machine
We classify the data using a discriminant function, f(x) = wTx + b, that has
optimized parameter w, b. If a discriminant function f(x) is greater than 1,
classify as class 1; if a discriminant function f(x) is less than -1, as class 0.
SVM is the proposed model based on structural risk minimization, as it has
better prediction and a wide range of application, while optimization requires
a long time for learning with large datasets.
SVR finds the regression equation by using epsilon-band contained lots data.
Given a training set {xi, yi}, i = 1, ..., N , standard SVR can be formulated as
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s.t. yi − (wTϕ(xi) + b) ≤ ε+ ξi,
(wTϕ(xi) + b)− yi ≤ ε+ ξ∗i ,
ξi, ξ
∗
i ≥ 0, i = 1, ..., N
(2.8)
where C determines the tradeoff between the training error and flatness, ε is the
parameter of ε-insensitive loss function of SVR, and ξi, ξ
∗
i are the slack variables,
which are zero when the training pattern is inside the ε-insensitive tube. This
primal problem can commonly be solved by the dual quadratic programming
problem (Wolfe, 1961). We can obtain the non-linear regression function by
employing a kernel function, which maps the original input space into a high-
dimensional feature space (Slavkovic et al., 2013). SVR is the proposed model
based on structure risk minimization, as it has better prediction and a wide
range of application, while quadratic programming optimization requires a long
time for learning.
Näıve Bayes SVM (NBSVM) is very similar to SVM, except that we use
transformed input variables xi, where xi = r ◦ f is the elementwise product. r,





where p = α +
∑
i:yi=1
fi, q = α +
∑
i,yi=−1 fi, and α is smoothing parameter.
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Interpolation w′ is calculated using an interpolation parameter(β) as follows:
w′ = (1− β)w̄ + βw (2.10)
where w̄ = ||w||1/|V | is the average magnitude of w. Finally, a discriminant
function for NBSVM is defined as: f(x) = w̄Tx + b. If a discriminant function
f(x) is greater than 1, then x is assigned to class 1; if a discriminant function
f(x) is less than -1, to class 0. By applying these transformed parameters to
SVM, we can improve the performance.
Among various kinds of Neural Network (NN), we introduce multilayer per-
ceptron architecture for the regression problem. Regression function of the NN
is based on a linear combination of nonlinear basis functions hi(x) in the form




where wi are weights, and hi(x) are generally chosen to be sigmoidal functions.
In order to derive optimal weights in the training phase, a back propagation
algorithm is generally employed. Back propagation algorithms update weights
iteratively to minimize an error function. After training, the output of test data
x can be estimated using weights (Rumelhart et al., 1988). NN is applicable
to a number of problems because it is not affected by variable attributes, and
it can find the nonlinearity between response variables and predictor variables.
However, the training time is considerable on account of model complexity and
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it is difficult to interpret the model.
As compared to numerical data, textual data requires much more intensive
preprocessing, since it is less structured. There exists a number of methods
to represent text as numbers, including a technique as simple as bag-of-words
(BoW) approach. The BoW model is the method of mapping a document to a
feature vector. A simple overview is shown in Figure 2.2 (Harris, 1954).
Figure 2.2: Bag-of-words model
The BoW can be represented by a document-term matrix (DTM). The
DTM, the two-dimensional array that represents documents in rows and terms
in columns, is a method of expressing the frequency of occurrences of words
in documents as a matrix, and each cell value represents a score for the term
frequency. Among the term-weight methods of representing documents, the
current study described the most frequently used: term frequency (TF) and
term frequency-inverse document frequency (TF-IDF). TF identifies a docu-
ment by assigning weights to it, assuming that other documents with related
words are similar. Further, each cell in a row represents the number of terms
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in one document. In other words, if a(t,d) is a cell that corresponds to the term
t in document d, a(t,d) can be defined with various weights. This study used
the number of times that term t occurs in document d(f(t,d)). The equation is
expressed as follows:
TF (t, d) = f(t,d) (2.12)
TF-IDF is a method that includes not only TF information but also the
importance of a term to a document in a corpus. The value that reflects the
commonness of a term in the entire document set is expressed as follows:
IDF (t,D) = log
|D|
1 + |d ∈ D : t ∈ d|
(2.13)
D is the total number of documents and |d ∈ D : t ∈ d| is the number of docu-
ments containing the term t. We add one to the denominator so that it is not
zero; we then combine Equation 2.12 and 2.13 to obtain TF-IDF as follows.
TFIDF (t, d,D) = TF (t, d)× IDF (d,D)
= f(t,d) × log
|D|
1 + |d ∈ D : t ∈ d|
(2.14)
A high weight in Equation 2.14 is obtained through a high-term frequency
in a particular document and a low document frequency of the term in the
entire document set. If a term appears in other documents, the value inside the
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logarithm approaches 1; thus, the logarithmic value becomes 0. As a result, it
is possible to filter out common words in every document.
However, the biggest shortcoming of BoW model is in that as the number of
words increases, the dimension of the representations explodes astronomically.
Distributed representation addresses such a limitation by projecting input data
onto a continuous space of a smaller dimension (Rumelhart et al., 1985). The
similarity between words and documents can easily be calculated, because each
document is projected on to the same, continuous embedding space. The re-
sulting representation then can be used in various ways, from extracting words
that are “closer” to a given word to clustering similar documents. Moreover, it
has been reported that performance, to some extent, is guaranteed even when
working with a small dataset. In this study, we employ word2vec (Mikolov et al.,
2013) to obtain distributed representations of documents. Word2vec is a simple
NN model that embeds words onto a continuous embedding space, and it has
become the most widely used word embedding model by reducing the com-
putational time and enabling learning several times faster than, for instance,
calculating a sparse matrix as required by the conventional BoW method. One
interesting feature of word2vec is that linguistic regularities can be applied to
the representation vectors. For example, one may express Rome as a combina-
tion of Paris, France, and Italy in the following way: v(“Rome”)= v(“Paris”)-
v(“France”)+v(“Italy”). There are two ways through which word2vec learns
distributed representations of words: Skip-gram and Continuous Bag-of-Words
(CBOW). Skip-gram predicts the context words given a target word; CBOW
predicts the probability of observing the target word given its context words.
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Skip-gram model is reportedly suitable for learning distances in discrete data
that is difficult to define similarity. It represents textual data as a continuous
vector, with which words within similar contexts are placed close to each other
on the same embedding space. Figure 2.3 shows the structure of the skip-gram
model.
Figure 2.3: The structure of the skip-gram model
Skip-gram utilizes a NN, which consists of an encoder and a predictor. The
encoder converts the input words, coded discretely, into a continuous vector;
the predictor, then, uses the resulting vector from the encoder to predicts con-
text words. Mathematically, given training words w1, w2, . . ., wT , the objective
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log p(wt+j |wt) (2.15)
where r is the size of the training context. The conditional probability p(wt+j |wt)









where v′wt+j and vwt are the input and output vector representations of w, and
W is the number of words in the vocabulary. Skip-gram treats each context-
target pair as a new observation, and this tends to work better with large
datasets.
Textual data was used based on the above feature engineering methods, thus
many studies have confirmed that the prediction performance was improved by
using textual data rather than numerical data only. Therefore, various algo-
rithms have been developed and applied to better represent textual data to
improve the prediction performance.
Maas et al. (2011) proposed a method to capture sentiment and semantic
term-document information by combining unsupervised and supervised tech-
niques to overcome the problem of not capturing sentiment information when
representing documents. In order to capture semantic similarities, they con-
structed a probability model of a document that uses a continuous mixed dis-
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p(θ)ΠNi=1p(wi|θ)dθ, where N is the
number of words in d and wi is the i
th word in d. For capturing the word
sentiment, used was the logistic function, p(s = 1|w,R, ψ) = σ(ψTφw + bc),
where R is a word representation matrix, ψ is regression weights, φw is w’s
vector representation, and bc is a scalar bias. The objective function was set up
by combining the two probabilities in order to search for optimal parameters.
It was shown that the proposed method extracted semantically and sentimen-
tally similar words using cosine similarity better than the model that use only
the semantic objective function, or latent semantic analysis (LSA)(Turney &
Pantel, 2010). For example, when five words similar to the word “romantic”
were extracted, the proposed method extracted “romance”, “love”, “sweet”,
“beautiful”, and “relationship”, whereas LSA extracted “romance”, “screw-
ball”, “grant”, “comedies”, and “comedy”. The performance of the proposed
algorithm was tested against linear SVM on bag of words features, latent dirich-
let allocation (LDA), and LSA, using the widely used IMDB data of movie re-
views. Document-level sentiment polarity classification was conducted, and the
proposed method outperformed other vector space models (VSMs). It is mean-
ingful that the performance is improved only by simple sentiment information,
so the scope of application is wide.
Näıve Bayes (NB) and SVM, commonly used as the baseline for classifying
text, were in some cases found to perform better than state-of-the-art mod-
els, which showed that complex models do not always perform well (S. Wang
and Manning (2012)). Wang also found that the bigram features have more
consistent gains than the unigram features. The study used various dataset
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widely used for data analysis such as RT-s(Pang & Lee, 2005), CR(Hu & Liu,
2004), MPQA(Wiebe et al., 2005), Subj(Pang & Lee, 2004), RT-2k (Pang &
Lee, 2004), and IMDB(Maas et al., 2011). The performance of the algorithms
proposed in the latest researches were tested using the snippet dataset. Algo-
rithms considered included: Recursive Autoencoder (RAE)(Socher et al., 2011),
namely, RAE-pretrain (Collobert & Weston, 2008) which trains on Wikipedia,
and Voting and RulesNakagawa et al. (2010), which use sentiment lexicon and
hard-coded reversal rules. Experiment results showed that MNB with bigram
feature and NBSVM tend to outperform other models. In addition, the perfor-
mance of full-length reviews was compared with the result of BoW and LDA
from Maas et al. (2011), the result of tf.∆idf(Martineau & Finin, 2009), and
word presentation restricted boltzmann machine(Dahl et al., 2012). The result
showed that NBSVM achieved 91.22% performance in the IMDB classification
problem and showed the best performance in other full-length datasets. Fur-
thermore, it provides robust results for snippets and full-length text.
Socher et al. (2013) proposed Recursive Neural Tensor Network(RNTN) as
a detection algorithm that captures the compositional effects of text more ac-
curately, given that many semantic vector space methods can’t represent the
meaning of a longer phrase. For a recursive neural network (RNN), parent vec-
tors are calculated as all their children vectors. For example, if a is a parent
vector of b and c, a can be calculated as a = f(W [ bc ]), where f = tanh is
a standard element-wise nonlinearity, W ∈ Rd×2d is the main parameter to
learn. In the RNN, the input vectors only interact with the nonlinearity func-
tion, while the RNTN adds more powerful interaction information between the
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input vectors. In other words, RNTN was able to better express compose aggre-
gate meaning by adding a tensor-based composition function when calculating
the parent vector. Applying the above example to RNTN, the parent vector
is equal to a = f([ bc ]
T
V [1:d][ bc ] + W [
b
c ]), where V
[1:d] ∈ R2d×2d×d is the tensor
that defines multiple bilinear forms. In this equation, each slice V [i] of V [1:d]
can be interpreted as the reflection of a specific type of composition. This way,
each word can be represented as a vector. The data used the Movie review
corpus and consisted of two types of output variables. The first was labeling
with five sentiments: negative, somewhat negative, neutral, positive or some-
what positive, and the second labelling with two classes: positive vs. negative.
They compared the performance of the proposed method to various algorithms
such as NB and SVM with bag of words features, NB with bigram features,
averages neural word vectors (VecAvg), RNN, and Matrix-Vector RNN (MV-
RNN) (Socher et al., 2012), which represents every word and longer phrase in
a parse tree as both a vector and a matrix. As a results, RNTN was found to
outperform all other algorithms. In the five-class classification problem, the ac-
curacy rate reached 80.7% for all nodes and 45.7% at the sentence-level. For the
two-class classification task, the accuracy of all nodes was 87.6% and that of the
sentence-level was 85.4%. The sentiment accuracies for the binary classification
for single sentence have not exceeded 80% for several years, but this study is
significant in that RNTN achieved 85.4% accuracy. In particular, the sarcastic
sentiment polarity expressed in the form of contrastive conjunction such as ‘X
but Y’ or in the form of negating positive or negative sentences such as ‘less
negative’ were identified.
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So far, methodologies for achieving high performance using various sources
of data have been proposed, and many studies have also been conducted in-
corporating textual data. However, results have lacked intuitive interpretations
that can be directly applied to the active trading management side of the in-
dustry, provided in a form that can be of practical assistance to the decision-
making process. In this dissertation, we will focus on reporting the results that
is accompanied by prediction performance and effective interpretation.
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Chapter 3
Prediction of Stock Price through
Sentiment Analysis of Corporate
Disclosures
3.1 Background
The study of the prediction of stock prices has been one of the major branches
in the field of financial research. Previous studies relied on mathematical models
to predict stock prices using quantitative variables such as historical time-series
of stock prices(Kumar et al., 2004; Ahn et al., 2009), as well as microeconomic
and macroeconomics indicators (Ghosn & Bengio, 1997). More recent studies
began to incorporate textual data, such as comprehensive reports and financial
columns, in the analysis of market behaviors. However, same words may con-
vey different sentiments in different sectors, and performance can potentially
degrade if the prediction model learns documents from multiple sectors simul-
taneously. For example, words such as war, attack, and terrorism are generally
associated with negative sentiments, while they may positive implications for
firms in military supply or military intelligence industry. Therefore, it is neces-
sary to design a model that can accurately account for different industry effects
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when considering textual information in solving the prediction tasks.
The objective of this paper is to predict stock price movements in both
quantitative and qualitative ways by analyzing the sentiments of 8-K financial
reports based on the means of distributed representation. For example, consider
the excerpts from 8-K reports by Citigroup Inc. and JP Morgan Chase & Co
and their respective stock price movements presented in panels (a) and (b) of
Figure 3.1. Citigroup’s 8-K report, presented in panel (a) was released on July
17, 2002; JP Morgan’s, presented in panel (b), was released on Jan 15, 2010.
Words highlighted in blue are associated with negative sentiments. The values
in parentheses show the percentage decline in stock prices following the 8-K
announcement date. Figure 3.1 shows that the stock price has fallen by 26.9% in
four business days after the announcement for Citigroup, while it drops by 7.2%
within three business days after the announcement for JP Morgan. Observations
from Figure 3.1 indicates that the sentiment of financial report announcements
may be a great tool to explain the subsequent stock price movements. Our goal
is to automate such a process and produce meaningful results by employing
distributed representation method.
In this study, we propose a prediction model that uses the 8-K financial
reports as the input and stock price movements as the output. Distributed
representation expresses documents as vectors, which are then used to embed
documents along with class information on the same space. This enables cal-
culation of distances between documents and sentiment classes, hence allowing
identification of the sentiment class of given documents. Moreover, since docu-
ments are now in the form of vectors, one can easily visualize the sentiment class
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Figure 3.1: (a) 8-K announcement of Citigroup Inc. and subsequent stock price
movement (b) 8-K announcement of JP Morgan Chase & Co and subsequent
stock price movement
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of the document after some dimension reduction process. A data flow diagram
of the methodology is shown in Figure 3.2.
Figure 3.2: Data flow diagram
Distributed representation method incorporated in this study does not only
improve predictability of the model as compared to the conventional one-hot
encoding approach but also provide visualization of the prediction results, hence
adding interpretability. Improvement in predictability of the model, as well as
the visualizations produced as the result of the analysis, can then be used to
help active traders in the field when making time-split trading decisions or
data-driven detection of promising companies. On the other hand, the visual-
ization produced by the model may directly benefit the decision-making agents
of the industry by providing intuitive illustration of the relationship between
the sentiment and the stock price movement. Because our visualization results
place stock price movements side-by-side to the sentiment trend of documents
reporting about the respective company, which help enhance the understand-
ing of the readers and assist with their decision-making by providing intuitive
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insights.
The remainder of this chapter is structured as follows: We introduce pro-
posed method of this study in Section 3.2. Section 3.3 describes experiment
settings and reports results. Finally, we conclude this chapter in Section 3.4.
3.2 Proposed Method
This study predicts stock price movements in two ways: model-based and visu-
alization -based. The framework of our methodology is shown in Figure 3.3.
Model-based analysis calculates the sentiment of 8-K financial reports via
distributed representation method (Park, 2016) to predict stock price changes,
while the visualization-based analysis provide qualitative assessment of the pre-
diction results.
3.2.1 Distributed Representation
In order to form the stock price prediction problem into a classification model
with text as input, it is important to appropriately and clearly represent doc-
uments for the task in hand. Textual data such as financial reports and news
is represented using the word2vec method described in Section 2.3. One of the
extensions from word2vec is the paragraph vector(PV) (Le & Mikolov, 2014).
The PV model adds a paragraph ID when sliding through each word of the
corresponding paragraph, which allows learning word and document vectors si-
multaneously in the same embedding space. Graphical illustration of PV model
is presented in Figure 3.4.






























Figure 3.4: Distributed model using paragraph vectors (Le & Mikolov, 2014)
vector for each paragraph, and W is a unique vector mapping of words. PV is
inserted as an input vector just as a word vector is. PV provides information
about current context of words belonging to the same paragraph; therefore, it
may be thought of as a memory model in some sense. PV allows consideration of
word orders as the bag-of-n-gram models do but with a much smaller dimension.
On top of the PV vector, we enrich the model by adding the class vectors
when learning the document. This is because PV model, without the class
vector, may produce results that may not be suitable for sentiment analysis
of financial documents. Since word2vec slides through the input text word-by-
word, when the set of context words are similar, the target words will end
up being placed very closely to each other on the embedding space even if
they may convey very different sentiments. For example, suppose there are
two documents evaluating the operational performance of two different firms,
Firm A and Firm B, namely. Document 1 evaluates Firm A well by stating:
“. . . showed good performance.” On the other hand, Firm B receives a harsher
40
remark, and Document 2 has reported: “. . . showed bad performance.” In both
cases, the context words surrounding the target words are exactly the same,
“showed” and “performance”; hence, word2vec will place “good” and “bad”
at the same position on the embedding space when the learning is complete.
This is not appropriate, especially for sentiment analysis, since, “good” and
“bad” are clearly the exact opposites of each other in terms of sentiments. In
this study, we address this issue by setting up a supervised learning framework
for PV model by enforcing the model to learn class information simultaneously
with PV as input variables.
Class information is the sentiment labeling of documents using the direction
of the closing price movement the next business day. Each document is assigned
to one of the two labels (“UP” and “DOWN”) as its class depending on the
stock price shift the next business day. “UP” means that the price went up
more than the criterion, while “DOWN” means that the price went down more
than the criterion. Because stock price movements are already known at the
time of learning, hence we design our model as supervised learning. The main
difference of Supervised PV (SPV) models versus PV models is that the class
label information of documents is added on to the input vector at the time of








log p(wt|wt+j) + log p(wt|d) + log p(wt|c)} (3.1)
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where c indicates the class of the document, d is the document and all other
notations are equal to those of the skip-gram model. Above framework can be
considered as a form of SPV model introduced in (Park, 2016) applied in the
financial setting.
3.2.2 Visualization
In this study, we visualize the result of sentiment analysis via distributed repre-
sentation. By expressing a document with a distributed representation, words,
sentences, documents and class information in the text document can be repre-
sented by the vectors of same dimension. It is, however, very difficult to visualize
vectors with large dimensions. There exists a number of dimensionality reduc-
tion techniques for visualization purposes, such as LDA, t-Distributed Stochas-
tic Neighbor Embedding (t-SNE), and Principal component analysis (PCA).
LDA calculates a linear combination of variables to categorize them into two or
more groups, and its performance is reported to be fairly good. However, be-
cause it is a supervised method, and its applications are limited (Fisher, 1936).
t-SNE is one of the newer methods, which reduces dimension by maintaining
the relative distance between observations based on the non-linear relationship
in between. Nonetheless, it is a non-linear method, hence it takes a long time
to compute (Maaten & Hinton, 2008). PCA, which is similar to LDA but unsu-
pervised, is a multivariate technique that analyzes data in which observations
are described by several inter-correlated dependent variables. PCA extracts im-
portant information from the data in the form of orthogonal variables called
principal components (Abdi & Williams, 2010). PCA has a mathematical rela-
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tionship to other popular machine learning methods such as k-means clustering
and factor analysis, while being simple. For such reasons, this study chooses
PCA to reduce dimension and visualize vectors resulting from the supervised
learning PV stage. We linearly map data to a lower-dimensional space using
PCA and find two eigenvectors with the greatest variances. These eigenvec-
tors are then used to visualize class information, words, and documents into
two-dimensional space. Figure 3.5 presents an example of our approach for vi-
sualization.
In the above figure, we represent class information, namely ‘c1.0’, ‘c2.0’,
. . . ,‘c5.0’, in a red box, words in green, and documents in blue. ‘c1.0’ is a
negative class and ‘c5.0’ is a positive class. ‘trn5-73001’ document is located
close to class 5 and appears as a positive document, and words such as ‘love’,
‘wonderful’, ‘great’, and ‘awesome’ are classified as positive words. In this way,
we will visualize the sentiment of documents by embedding the word, document
and class into the same space.
3.2.3 Model-based Prediction
The framework of model-based prediction is outlined in Figure 3.6.
An input document is parsed to extract unigram and bigram features, and
the document term matrix is created using the term frequency (TF) and term
frequency-inverse document frequency (TFIDF). We use six prediction models:
logistic regression (LR), random forest (RF), multinomial Näıve Bayes (MNB),





















Figure 3.6: The framework of model-based prediction
PV (SPV) as introduced in Subsection 3.2.1. LR and RF serve as baseline mod-
els, and they use unigram features only as input variables. A detailed description
of each algorithm is given in Section 2.3.
3.3 Experimental Results
3.3.1 Data Descriptions
We use 8-K financial reports1 as the primary data source. 8-K financial reports
are reports of unscheduled material events or corporate changes at a company
that could be of importance to the shareholders or the SEC (Lee et al., 2014).
Data contains company ID, time of report, and relevant business events such
as bankruptcies, layoffs, the election of a director, a change in credit, etc. and
main contents. For the sentiment analysis, we collected 8-Ks from 2002 to 2012
for the four companies in financial sector, as listed in Table 3.1.
Preprocessing included removing stopwords and changing all numbers in
various meaning to the word ‘num’. We gather company’s daily stock prices
from Yahoo! Finance2 and use them as the target variable. “UP” and “DOWN”




Table 3.1: Company lists
Ticker Symbol Company Name Number of Doc
C Citigroup Inc 513
WFC Wells Fargo & Co 427
GS Goldman Sachs Group Inc 257
JPM JP Morgan Chase & Co 835
Number of Total Document 2,032
the company’s stock price before and after the report is released. It is assumed
that the news announced in the middle of the day affects the stock price of the
next day. We used the closing price of the date of the news announcement as the
stock price before the report is released and the open price of the next day as
the stock price after the report is released (Lee et al., 2014). We normalize this
difference by subtracting the difference of S&P500 index for the same period
to remove the effect of market conditions (bull or bear) from the influence of




− S&P500T+1 − S&P500T
S&P500T
(3.2)
where ∆ is the normalized difference, T is the announcement date of financial
report and SP indicates the individual stock price. We used the closing price at
time T and the opening price at time T+1. For instance, if company’s stock price
rises 2% and S&P500 index goes up 1% after event, the normalized difference
equals 1%. We set the criteria at 1% and assigned to “UP” class if the difference
is greater than the criteria, otherwise assigned to “DOWN” class.
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3.3.2 Experimental Settings
We set the parameters the same as used by (S. Wang & Manning, 2012) for
direct comparison of results to his work. The full list of parameters for each
algorithm are reported in Table 3.2.
Table 3.2: Parameters
Algorithm Parameters Values
Support Vector Machine tradeoff 0.1
tradeoff 1
Näıve Bayes SVM α 1
β 0.25
Tradeoff is the tradeoff between the training errors and the model complex-
ity; α is the smoothing parameter, and β is the interpolation parameter. We
use ten-fold cross-validation for performance evaluation.
3.3.3 Quantitative Prediction
Based on the assumption that the day after the announcement of a financial
report will have the greatest impact on the company’s stock price, we applied
all algorithms mentioned in Subsection 3.2.2. The results are shown in Table 3.3.
We used two types of input variables extracted from unigram and bigram
models and set the output variable as the stock price change after 1 day of the
announcement. ‘Uni’ and ‘Bi’ are abbreviations of the input variable used in
the prediction models with the unigram or bigram features, respectively. Using
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Table 3.3: Prediction accuracy of each algorithm
Method Accuracy Method Accuracy
Unigram(LR, Baseline) 54.65 SVM-Uni 63.41
Unigram(RF) 59.21 SVM-Bi 63.80
MNB-Uni 62.33 NBSVM-Uni 62.87
MNB-Bi 64.91 NBSVM-Bi 65.67
SPV model 68.54
unigram features as input variables, results show that RF performs better than
LR. SVM outperforms MNB, and NBSVM has been found to improve SVM
results. When using bigram features, models tend to perform better in general as
compared to using unigram features. In case of the SPV model, the improvement
over the LR baseline amounts to 25.4%.
In order to compare the performance of prediction models, we conducted an
independent 2-sample t-test assuming unknown standard deviation. The test
was run 28 times for 28 pairs of combinations among 8 different models. A
null hypothesis, H0 : µA = µB, was rejected if the difference in means of the
pair are statistically significant. We calculated the probability of rejecting the
null hypothesis, and the results showed 96.4% probability of rejecting the null
hypothesis on significance level 0.05. That is, except for one, all combinations
rejected the null hypothesis.
3.3.4 Qualitative Prediction
Unlike other areas, documents in financial markets are not independent of each
other and affect stock prices for a certain period of time. Based on this property,
we visualize the sentiment of 8-K report over time and confirmed that the
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relationship between the sentiments and the stock price movements makes sense.
The sentiment of the published documents and the stock prices of Wells Fargo
Company from 2008 to 2009 is shown in Figure 3.7. During this time period,
stock prices of Wells Fargo were volatile due to financial crisis. Documents from
the same time period were split every two months due to the limit number of
documents.
Panel (a) of Figure 3.7 exhibits a graph representing the sentiment of doc-
uments every two months, whereas (b) plots the 10-day moving average of the
stock prices. As the sentiment of documents changes, stock price moves ac-
cordingly to the sentiment trend. For example, in panel (a), the sentiment of
the document in March-April 2008 grew relatively more negative, which is re-
flected in the stock price is affected from the end of April, 2008 where it fell
moderately steeply, as plotted in panel (b). In addition, the sentiment of the
documents from October 2008 to February 2009 is negative, and it can be seen
that stock price has been steadily decreasing since December 2008. Above il-
lustration shows that the sentiment of the documents is closely related to the
stock price and that, since the direction of the stock price appears after the doc-
ument announcement, the sentiment of documents can be used as the leading
indicator. Furthermore, plots like Figure 3.7 can serve as qualitative evaluation
of the model, providing the practitioners with more interpretable insights.
We plot the sentiment trend of documents over time for the four selected
companies as listed in Table 3.1. Furthermore, we compare the sentiment trend
with stock price movements side-by-side for each selected company from 2002
























































































Panel (a) of Figure 3.8 exhibits a graph representing the sentiment of doc-
uments belonging to each company as considered in analysis. The more to the
right the documents are distributed, the more positive the document is. The
center of the documents in space is represented by a red dot. Whereas plots in
the panel (b) represent the volatility in stock prices as compared to the first
business day in 2002. For example, if the y-value is 30%, it means that the
stock price has risen 30% compared to the first business day in 2002. As shown
in the lots on panel (a) of the figure, the sentiment trend is different for each
company. There is a handful of documents with neutral or positive sentiment
for Goldman Sachs, Wells Fargo and Company, and JP Morgan, while lots of
documents of Citigroup Inc. exhibit relatively negative sentiment. In the mean-
time, Goldman Sachs shows the steepest positive volatility of stock price as
presented in panel (b), while and Citigroup displays negative volatility. Obser-
vations from Figure 3.8 indicates that Citigroup had a number of issues that
had greatly reduced stock prices since 2002, and these issues appeared to have
been associated with negative sentiment conveyed by the financial reports. We
represent the negative index of sentiment and volatility of stock price as shown
in Figure 3.9.
In the above graph, x-axis is the negative sentiment index and y-axis is the
negative stock price index. Both indices are calculated as follows:





where N is the set of negative sentiment documents, T is the set of total
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Figure 3.9: Correlation between the negative sentiment index and the negative
stock price index
documents, and d is the distance from 0.




where VN is the set of negative volatility of stock price and v is the volatility
in stock prices as compared to the first business day in 2002. The correlation
between the two indices is 0.9918, which means that the negative sentiment
index and the negative stock price index are positively correlated. Therefore,
the polarity of the report sentiment is consistent with the movements of the
stock price trend.
3.4 Summary
This chapter predicts the direction of stock price changes using 8-K financial
reports for the four selected companies in the financial sector. We propose
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two methods to solve the prediction task: the model-based method and the
visualization-based method. For the model-based stock price prediction, uni-
gram features were extracted from financial reports and applied to the LR and
RF models, and the results were used as baselines. The same unigram and
bigram features were applied to MNB, SVM, and NBSVM models for com-
parison. Finally, we predicted stock price change prediction using distributed
representations. Experiment results show that distributed representation pro-
duced most accurate predictions, and the improvement in prediction accuracy
over the baseline model amounts to an impressive 24.5%. On the other hand,
we visualize the sentiment of the document by projected the class informa-
tion and the document on to the space of the same dimension. The benefits of
this visualization helps one easily understand the sentiment changes in finan-
cial documents of a selected company, while providing rich illustration of the
relationship between sentiment trends and stock price trend movements. Visu-
alization results confirmed that when the sentiment of documents was positive,
the stock price movement showed an upward trend. On the other hand, when
the sentiment of the document was negative, the stock price fell. The mean
values of sentiment were calculated to create a sentiment index for the entire
document. Visualization results showed that different sentiment trends of doc-
uments for selected companies were well reflected in the stock price movements
of the corresponding companies. For GS firms, the sentiment of the entire doc-
uments was positive, of which the trend was consistent with the stock price
moving mostly in the positive direction. On the other hand, in the case of com-
pany C, there were many documents with negative sentiment, and the stock
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price had continuously decreased since 2002.
Our proposed model does not only improve accuracy, but it also provides
interpretability by producing visualizations that can show the sentiment trends
of associated documents. It allows a trader to visualize the sentiment of doc-
uments of the company of interest, to view the trend of the sentiment at a
glance, which help the active traders and decision-making agents in the field to
make more data-informed decisions. In the financial market, traders are often
required to make split-second decisions, and our proposed model can poten-
tially provide them with opportunities to monitor new investment companies
objectively and detect companies at crisis.
In this study, we analyze only a few companies in the finance sector, but
in the future we expect to gain more insights by analyzing a wider range of
companies. In addition, by analyzing public documents and private document
such as SNS and online blogs through distributed representation, it may be
possible to extract sentiment words that are specific to the financial sector
using our method to build the sentiment dictionary specifically designed for
the financial domain. Finally, since visualizing the sentiment of documents is a
powerful tool, research is needed on more effective visualization tools.
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Chapter 4
Predicting the Korean Monetary
Policy Committee’s Vote Results with
Monetary Policy Decision Text
4.1 Background
The Monetary Policy Committee(MPC) of the Bank of Korea(BOK) applies
a look-at-everything approach, and determines interest rates by taking into
consideration inflation trends, domestic and overseas economic and financial
market conditions and so on. It is called the Base Rate. The MPC of BOK
announced the Base Rate on the second Thursday of each month until 2016
unless there were special circumstances, but from 2017 it is reduced to eight
times a year to determine the Base Rate, as with the FOMC, and the date
of the meeting is announced in advance. In this way, the central bank of each
country sets the Base Rate as a benchmark for various rates. In other words,
the Base Rate has a prompt impact on the call rate, and this leads to changes
in short and long term market rates and deposit and loan rates, thus ultimately
influencing economic activities. For example, if the Base Rate is raised, short
term market rate such as call rate rise immediately, and then deposits and loan
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rates rise mostly as well as the long term market rates rise. The rise of various
rates will not only reduce household consumption due to increased interests
in deposits and loans, but also lead to a reduction in investment because of
increased financial costs for companies. The Base Rate is usually set at a value
of 3%, 2.75%, or 2.5% depending on the increase or decrease of 25 basis points
(bp). The MPC consists of seven people: six MPC members and the governor of
BOK. The MPC decides on the base rate through a majority vote. In the event
of a tie, the governor of BOK has the casting vote. The base rate decisions are
categorized as follows: a rate hike (RISE), a frozen rate (FREEZE), and a rate
cut (FALL). Each base rate decision is reached by a unanimous vote, five votes,
four votes, or three votes in accordance with the majority rule. The distribution
of votes for each base rate decision from May 1999 to July 2017 is shown in
Figure 4.1.
Figure 4.1: Distribution of the vote results, May 1999 to July 2017
Figure 4.1 shows that the distribution of the majority results for each in-
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terest rate decision differs. When the base rate decision is RISE or FALL, the
proportion of one or more members opposed to the decision is relatively large.
Moreover, future base rates change direction in accordance with the results
of prior votes. For example, even though the decision about the base rate is
FREEZE, future base rate trends differ between unanimous decisions and one
or more FALL or RISE votes (see Figure 4.2).
Figure 4.2: The vote results and future base rate trends
Figure 4.2 (a) shows that from January to July 2017, the base rate does
not fluctuate after FREEZE receives a unanimous vote. However, Figure 4.2
(b) shows that although the base rate decision is FREEZE from February to
April 2003, one member of the MPC continues to insist on a base rate cut.
Subsequently, a 25 bp rate cut occurs in May 2003. In June, the base rate
decision is FREEZE; however, two members of the MPC insist on a rate cut.
Following this, in the next month, an additional interest rate cut occurs. In
Figure 4.2 (c), two members insist on a rate hike in February 2011; however,
the base rate decision is FREEZE, although thereafter, in March 2011, a 25 bp
rate hike occurs. Then, a four:two vote in favor of FREEZE from April to May
2011 leads to a 25 bp rate hike the following month. Most market participants
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are confident that a strong correlation exists between the MPC’s vote results
and future base rate trends. This confidence leads to real transactions that
directly affect the market, such as bond price fluctuations.
The MPC’s vote result is announced in the middle of a press conference
held by the governor of BOK after the MPC meeting. The schedule of an MPC
meeting for monetary policy decision-making is shown in Figure 4.3.
Figure 4.3: Schedule of the MPC’s meeting for monetary policy decision-making
The meeting usually starts at 9 a.m. The base rate is announced at ap-
proximately 10 a.m. Then, the monetary policy decision (MPD), the statement
for which is written during the meeting, is disclosed at 10:40 a.m. on BOK’s
website.1 From 11:20 a.m., the governor of BOK holds a press conference on
monetary policy. During the conference, the governor explains the detailed back-
ground to the committee’s base rate decision, provides any new comments on
monetary policy, and announces the vote result. The important point to make
here is that market volatility increases, as shown in Figure 4.4, depending on
the vote result and the governor’s stated economic outlook.
Figure 4.4 shows an example of the effect of vote unanimity on 10-year bond
1http://www.bok.or.kr/broadcast.action?menuNaviId=89
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Figure 4.4: Example of the increase in market volatility of 10-year bond futures’
prices (April 19, 2016) following the announcement of a base rate decision
futures’ prices. At the April 19, 2016 meeting, one member of the MPC insisted
on a base rate cut although the decision was FREEZE. Right at the moment
when this was announced through the press conference following the meeting,
10-year bond futures’ prices rose sharply due to the possibility of interest rate
cut.
This study’s main purpose is to analyze the MPD that is announced before
the press conference in order to determine whether the vote result is predictable
before the press conference. Because the MPD text is the only information that
is available to analyze the opinion of each MPC member before the press con-
ference, this study uses the MPD’s wording to estimate the vote distribution,
as shown in Figure 4.5.
Figure 4.5 (a) and (b) are part of the MPD for a base rate FREEZE. In
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Figure 4.5: (a) MPD with a vote of 6:0 in favor of FREEZE in May 2016; (b)
MPD with a vote of 5:1 in favor of FREEZE in April 2016
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Figure 4.5 (a), opinions about the Korean economy are relatively neutral based
on the comments that consumer price inflation is the same as the prior month
and core inflation, excluding agricultural and petroleum product prices, rose
to 1.8% from 1.7% in the prior month. There is no mention of a base rate fall
or rise; hence, the base rate in May 2016 was unanimously frozen. However, in
Figure 4.5 (b), there is a sentence about the decline in consumer price inflation
and core inflation, excluding agricultural and petroleum product prices, and an
overall opinion that consumer price inflation is likely to fall considerably below
the 2% inflation target for the time being; hence, there are generally negative
views about the Korean economy. These views are reflected by one member
of the committee who proposes a rate cut based on the negative economic
outlook. In practice, traders consider the MPD text of the last three to five
months and infer unanimous information by detecting changes in adjectives
and nuances. Then, they strive to generate profits through transactions with
financial instruments such as various bond futures.
In this chapter, we propose a prediction model that uses the MPD text as
the input and the vote result as the output. If the MPC’s vote result can be
predicted before its announcement using the MPD text, traders will be able
not only to generate additional profits through one-day volatility but also cre-
ate competitive, long-term portfolio management based on future base rate
direction. We first use a BoW model, based on a unigram and bigram model,
to represent the documents; then, we use LR and a RF tool based on a deci-
sion tree to predict the sentence sentiment. The value obtained by aggregating
this sentence sentiment can be seen as document sentiment. Accordingly, the
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document sentiment is used to predict the vote result.
The rest of this study is organized as follows. Section 4.2 describes the
data and proposed method, and Section 4.3 presents the experimental results.
Finally, we discuss our conclusion and future related work in Section 4.4.
4.2 Proposed Method
4.2.1 Sentence Representation
This study uses the BoW model to map MPD text and the minutes of MPC
meetings to sentence-level feature vectors. A sentence-term matrix is shown in
Figure 4.6.
Figure 4.6: Sentence-term matrix with weights using TF
The total number of sentences that compose the matrix in Figure 4.6 is
18,606. The number of terms is 656 when only the unigram feature is used;
when the bigram feature is used as well, the number of terms is 1,178. We
used the unigram model and the bigram model because the bigram model may
have a sparsity problem when expressing a sentence-term matrix because of the
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number of documents.
4.2.2 Prediction Models of Sentence Sentiment
The sentence-term matrix constructed in 4.2.1 is used as the input for this
study’s prediction models. The base rate decisions of the MPC meetings, namely
RISE, FREEZE, and FALL, are used as the output in order to predict sentence
sentiment using LR and RF (see Figure 4.7).
Figure 4.7 is a framework for predicting sentence sentiment using each sen-
tence of the MPD text in January 2013 as the input. Monetary policy docu-
ments D = {D1, D2, . . ., DNd}, where Nd is the number of documents. The base
rate decision ci ∈ {1, . . ., C} for ∀i = 1, . . ., Nd, where ci is a class of the ith
document. Thus, the dataset D = {si,j , ci}, for ∀i = 1, . . ., Nd, j = 1, . . ., NSi ,
where si,j is the j
th sentences of the ith document and Nsi is the number of
sentences of the ith document, is composed by labeling the base rate decision
for every sentence in each document collectively. The following sentences are
excerpts from the minutes of the MPC meeting at which the base rate decision
was FREEZE.
- “It is also necessary to refine the monetary policy measures such
as flexible liquidity control in case the liquidity in the market is not
sufficient for a limited time because of the surge in overseas interest
rates and large-scale capital outflows.”
- “Looking at the domestic economy, the domestic economy is ex-
pected to recover weakly as exports continue to decline. However, as












































is showing signals of improvement.”
In these sentences, some passages indicate the need for the base rate to rise
or fall, even though the document overall advocates a base rate freeze. Thus, we
solved the two-class classification problem except in the case of FREEZE, which
has a sentence where it is difficult to assess the interest rate decision. Suppose
that a data set D = DR ∪ DF = {si,j , ci} for ∀i = 1, . . ., Nd, j = 1, . . ., Nsi is
given, where DR is the data set of documents with RISE decisions and DF is
the data set of documents with FALL decisions. Further, the minutes of the
associated MPC meetings contain personal comments; however, if the interest
rate decisions are not unanimous, there may be content that proposes different
interest rate directions in one document. Thus, we used only unanimously deter-
mined documents, DR,U and DF,U , where DR,U and DF,U are documents where
the RISE and FALL decisions respectively were unanimously determined. The
pseudocode of the prediction models for sentence sentiment (PMSS) is shown
in Algorithm 2.
We used the minutes of the MPC meetings as training data to improve
performance. Some of the MPD text and the minutes of the MPC meetings
were employed as a training set and the rest of the MPD text as a test set.
4.2.3 Aggregation of Sentence Sentiment
We can predict sentence sentiment with the sentence feature vector of the MPD
text released on a particular day as the input for the prediction model. We can
then calculate the MPC’s vote result using sentence sentiment. A diagram of




























Algorithm 2 Prediction model for sentence sentiment (PMSS)
Input: dataset D = DR∪DF = {si,j , ci}, for ∀i = 1, . . ., Nd, j = 1, . . ., NSi , ci ∈
{1, . . ., C}, DR = {sRi,j , ci}, DF = {sFi,j , ci}, candidate classification algorithm
A1, . . .,AL
Output: set of sentence classifier C
1: procedure PMSS
2: C ← φ
3: DR,U ← sampling documents of “RISE” with unanimity fromDF
4: DR,U ← sampling documents of “FALL” with unanimity fromDR
5: DU ← DR,U ∪ DF,U
6: csi,j ,Ak ← candidate classifier trained from DU using Ak, for ∀k =
1, . . ., L
7: Abest ← arg minAk
∑
(si,j ,ci)∈DU 1csi,j ,Ak 6=ci
8: C ← C ∪ {csi,j ,Abest}
9: end procedure
MPD text consists of 5–17 sentences. The feature vector of each sentence is
used as the input data of the prediction model and is classified into two classes





, if cDT = RISE,
n(FALL)
n(RISE) + n(FALL)
, if cDT = FALL
(4.1)
where n(RISE) is the number of sentences with a RISE decision, n(FALL) is
the number of sentences with a FALL decision, and cDT is the class of the MPD
text(DT ). The foregoing document sentiment has values from 0 to 1. When all
sentences have the same label, the document sentiment is 1. Thus, it can be
said that the base rate decision is unanimous because all sentences in the MPD
text propose the same direction for the base rate. Conversely, if the document
sentiment is approximately 0.5, there may be members who propose a different
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direction for the base rate because some of the sentences include suggestions
about the rate’s direction that differ from the current base rate decision.
4.3 Experimental Results
4.3.1 Data Descriptions
We collected 217 MPD documents, together with minutes of MPC meetings,
from May 1999 to July 2017 from BOK’s website. Preprocessing included the
removal of specific morphemes and words that directly indicated interest rate
direction, such as upward, downward, maintain, present level, and base rate. An
MPD text is composed of five to seven paragraphs. It includes references to the
global economic growth of the US, China, and emerging countries and to the
Korean economy. These references include exports, employment-to-population,
the number of persons employed, consumer price inflation, the trend of housing
sales and leasehold deposit prices, market interest rates, stock prices, and foreign
exchanges. The minutes of an MPC meeting are released on BOK’s website two
weeks after the meeting. The minutes are usually composed of 10 to 40 pages
with three major components, as shown in Figure 4.9
The “Summary of Discussions” component contains the individual opinions
of each member about monetary policy together with the result of the major-
ity vote. In the past, opinions from government ministers, such as the Deputy
Minister of the Ministry of Strategy and Finance, have been considered. Such
opinions represent the government’s view on the current economic situation,
inflation trends, policy direction, et cetera. However, recently, the individual
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Figure 4.9: Composition of the minutes of an MPC meeting
opinions of each MPC member about issues such as the domestic and interna-
tional economic situations are mainly recorded.
4.3.2 Sentence Sentiment Prediction of a Monetary Policy De-
cision
Before predicting an MPC’s vote result, we can predict its sentence sentiment
using the MPD text and the minutes of the MPC meeting. Thus, the proposed
method was applied to monetary policy documents. The results are shown in
Table 4.1. The general methods used to judge the performance of a classifica-
tion problem are accuracy, precision, recall, and F1 measure (Yang, 1999). The
purpose of this study is to reduce the misclassification rate and clearly separate
the two classes; thus, we use the accuracy measure (see Table 4.1). The values
are the average of test prediction accuracy over 10 repetitions. The values in
70
parentheses are standard deviations. The baseline model denotes the accuracy
when classifying all the test data into one class.













These prediction models are quite robust without being influenced by initial
conditions because the standard deviations of all the experiments are small. No
difference exists between the unigram and bigram features; moreover, the RF
performance outperforms the LR performance. The RF improvement compared
with the baseline amount is 63%. It can be confirmed that prediction perfor-
mance is greatly improved by using the minutes of the MPC meetings as a
training set. Some of the words selected as the critical variables are listed in
Table 4.2.
As shown in Table 4.2, most words illustrate not only the economic situation
but also contain positive or negative meanings. However, when the input vari-
ables extracted from the unigram features are used, it is hard to judge whether
the words have positive or negative meanings because there is no object. With
regard to bigram features, selected critical variables clearly indicate the con-
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Table 4.2: Significant words
Unigram
강화(reinforcement), 건전성(health), 격차(gap), 경색
(stringency), 과잉(surplus), 구조조정(restructuring),
꾸준하다(consistent), 낮아지다(get lower), 둔화(slow-
down), 반도체(semiconductor), 부각(relief), 부동산
(real estate), 부진(slump), 불안(anxiety), 상승(up-
turn), 상승세(be on the upturn), 성장(growth), 심
화(deepen), 악화(deterioration), 억제(control), 원자
재(raw materials), 위축(shrinking), 인플레이션(infla-
tion), 취업(employment), 침체(recession), 호조(being
in good condition), 회복(recovery)
Unigram + Bigram
가격 상승(price rise), 경기 상승(business upturn), 경
기 침체(business recession), 경기 회복(business recov-
ery), 경색 현상(crunch), 기업 구조조정(industrial re-
structuring), 금융 안정(financial stability), 금융 완화
(easy money), 금융시장 불안(unstable financial mar-
ket), 기대 심리(psychology of expectation), 대출 증가
(increase loan),물가상승(inflation),물가오르다(prices
go up), 상승 기조(ascending mood), 상승세 지속(con-
tinue to climb), 신용 경색(credit crunch), 신용 위험
(credit risk), 유가 하락(lower oil prices), 위축 되다(be
daunted), 환율 하락(falling exchange rate)
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text in which economic conditions have changed. In addition, when the input
matrix is created using TF-IDF weights, the words in red in Table 4.2 appear
only in a small number of documents; however, it can be seen that the words
that represent important economic situations are well chosen.
4.3.3 Vote Result Prediction
The document sentiment for each MPD was calculated in Subsection 4.2.3 us-
ing the respective MPD text as input for the prediction model. n(RISE) and
n(FALL) are the average numbers of sentences that are repeated 10 times.
In order to predict the MPC’s unanimity, document sentiment was assigned
to two classes, as shown in Figure 4.10. Table 4.3 presents the confusion matrix
of unanimity classification.
Figure 4.10: Assignment of document sentiment with two classes
Confusion matrix can represent the decision made by the classifier in a struc-
ture. The confusion matrix consists of four categories: True positives (TP ) are
examples correctly predicted as unanimous. False positives (FP ) refer to not
unanimous examples incorrectly labeled as unanimous. True negatives (TN)
correspond to not unanimous correctly labeled as not unanimous. Finally, false
negatives (FN) refer to unanimous examples incorrectly labeled as not unan-
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not unanimous 0.135 0.459
imous. Accuracy is calculated from (TP + TN)/(TP + FP + TN + FN) of
confusion matrix. We suppose that the baseline model is the accuracy obtained
when classifying all the test data into one class. The accuracy of the baseline
model is 0.595. The LR and RF improvements compared with the baseline
amount are 36.8% and 22.8% respectively. These results imply a somewhat
accurate prediction of unanimity when an MPD is announced.
Next, the vote result of an MPC meeting is unanimous or has an opposing
minority opinion of one, two, or three members; consequently, this study as-
signed document sentiment to four classes in order to compare the actual vote
results of MPC meetings, as shown in Figure 4.11.
Figure 4.11: Assignment of document sentiment in terms of four classes
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The correlation between the actual vote results and the class assigned to
the document sentiments was calculated as shown in Table 4.4 According to the





Unigram TF 0.28 0.20
+ Bigram TF-IDF 0.43 0.29
correlation values in many studies, there are weak correlations, moderate corre-
lations, high correlations, and very high correlations (Taylor, 1990; Lee Rodgers
& Nicewander, 1988). Based on the various methods of interpreting correlations
in prior research, when the combination of unigram features and the TF ma-
trix is applied to the LR, the correlation, 0.52, can be interpreted as moderate.
In addition, it can be confirmed that the correlation value is not large but
positively correlated overall.
4.4 Summary
We have proposed a methodology for predicting the MPC’s vote results using
monetary policy documents. The sentence feature vector of MPD text was ap-
plied to a prediction model in order to predict sentence sentiment. The sentence
sentiment was then aggregated to predict the vote result through document sen-
timent. First, we predicted the sentence sentiment using the MPD text and the
minutes of the corresponding MPC meeting. In consequence, we found that the
RF performance compared with the baseline improved by 63%. In addition,
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we confirmed that the extracted words are important variables when using the
bigram model and can clearly judge the economic situation. We also found that
when using the TF-IDF method, words that appear only in a small number
of documents were extracted as important variables. Finally, document senti-
ment was aggregated with sentence sentiment. We used document sentiment to
classify unanimity; as a result, a classification performance of 81.1% was ob-
tained with the LR. Further, we applied the four-class problem because there
are four types of vote results. We confirmed through a correlation analysis that
a positive correlation exists between document sentiment and an actual vote
result.
By extracting meaningful information such as document sentiment from
monetary policy documents through prediction modeling, it is possible to pro-
vide various insights to practitioners who interpret the documents empirically.
In particular, when an MPD is released, the vote result can be quickly estab-
lished based on the prediction model. This insight facilitates the provision of
a data-driven decision-making process for practitioners who use their business
experience to assess minority opinions. Such an approach enables practitioners
to build a competitive position through fast and accurate bond trading. Since
the base rate is the benchmark for various government bonds, traders can fore-
cast the movement of bond rates and gain additional profits if they can predict
the base rate’s long-term direction. Thus, it may be possible not only to gen-
erate additional profits through competitive transactions, but also to provide
portfolio management tools based on future base rate information.
In the future, base rate predictions could be improved by using information
76
such as interviews with the MPC and news about monetary policy in addition
to monthly MPD text and minutes of the MPC meetings. Further, such infor-
mation could be used to construct a domain-specific sentiment dictionary by
extracting important words related to monetary policy. Each document’s sen-
timent score could also be obtained using the dictionary, following which the
score could be compared with the base rate trend and visualized to see whether
it is a leading, coincident, or lagging indicator. Lastly, it is expected that var-
ious studies will be undertaken to interpret the Korean financial market. Such
studies could include assessments of changes in the wording of monetary policy
documents after the appointment of a new governor of BOK.
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Chapter 5
Modeling the 3-10 Year Spreads with
Economic Indicators
5.1 Background
Bonds issued in different countries vary in terms of characteristics and regula-
tions involved, and a variety of market participants use these bonds as a means
of asset management. Bonds are issued not only by the government but also by
the national banks, high-endowed companies, and other institutions. The issue
interest rates are calculated according to the credit rating of the issuing entity.
After the bond issuance, bond yields are affected by a set of economic indica-
tors such as the exchange rate, oil price, the composite price index of stocks,
and employment index. Among many different bonds, those issued by the gov-
ernment mainly have maturities of 3, 5, 10, 20, and 30 years, and an efficient
bond portfolio should be constructed since risks are calculated differently at
maturity. When trading bonds, a market-associated risk is recorded as “delta”.
Generally, each company allocates risk limits for each maturity and total risk
limits to the traders. Risk is, ultimately, directly related to the amount of the
invested asset, which has a direct impact on profitability. For these reasons, it
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is necessary to manage risks effectively in order so as to maximize operating
profits in the financial market. One of the examples of the risk management
strategies include spread trading. Spread trading uses the interest rate differ-
ence between the 3-year and the 10-year government bonds that affect risk
limits by maturity yet do not affect the total risk limits. In fact, the interest
rate difference between 3-year and 10-year government bonds, called the 3-10
year spreads, has functioned as an important market indicator, and traders use
a strategy that generates additional profits by predicting the 3-10 year spreads.
Figure 5.1 plots an example of the 3-10 year spreads trend.
Figure 5.1: The 3-10 year spreads
The graph shows that the spreads are volatile, oscillating between 20 and
120 basis points (bp). Long-term and short-term spreads usually are of positive
values. However, the spreads of negative values reflect the investor’s pessimistic
outlook for the long-term economic growth and inflation latently expected. Ap-
parently, in May 2017, the spreads of 5-year and 10-year Chinese bond were of
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negative values. Since the cap and the floor of the spreads are not fixed, and
since the volatility of the spreads is huge, it is difficult to predict the spreads.
This chapter propose a data mining framework that uses various economic
data and quantitative indicators as the input and the 3-10 year spreads of Ko-
rean government bonds as the output. In spite of that if traders could exploit
different quantitative indicators that can help effectively predict the spreads of
interest rates, then it can be used as an important indicator in the bond mar-
ket. Firstly, wrapper methods such as forward selection, backward elimination,
genetic algorithm should be used among dimensional reduction algorithms for
interpretation and three regression algorithms, specifically random forest (RF),
neural network (NN), and support vector regression(SVR) are used. Finally, we
evaluate the performance with two metrics such as percentage of absolute range
error (PARE) or mean absolute error (MAE).
In this chapter, we discuss the proposed framework, which reflects the char-
acteristics of the spread prediction problem in Section 5.2, and Section 5.3
describes experimental settings and reports results. Finally, we conclude this
chapter in Section 5.4.
5.2 Proposed Method
As for spread prediction, data mining framework for financial problem should
focus on three major aspects: firstly, model selection and dimensionality reduc-
tion should be carried out with caution, because it is important to be able to
determine which variables are the main drivers of the analysis result; hence,
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wrapper methods such as forward selection, backward elimination, genetic al-
gorithm should be used among dimensional reduction algorithms. Second, it is
more appropriate to use metrics such as PARE or the commonly used MAE as
the numeric estimate of financial market performance. In certain cases, it may
be more important to approximate the range of a target measure of interest
rather than computing the exact value for it. For example, as one chooses to
sell a stock at a given time, one bases the decision on a range around the target
price rather than the exact amount, because transaction cost may incur. Thus,
we propose a framework that utilizes both MAE, a measure indicative of how
well the target value is predicted, and PARE, an evaluation metric considering
the tolerances of the target value. Finally, real-time transactions in the finan-
cial market are based on intuitive and rapidly produced analysis results. Hence,
the delivery of the analysis results should include various modes of result de-
scriptions, such as tables, charts, and diagrams, with detailed interpretations,
such as a list of variables that contributed significantly in deriving such results.
There may exists a hierarchical relationship among variables, about which the
investors and active traders must be informed before making selling/buying
decisions. For example, in the financial market, the convention is that macroe-
conomic indicators, microeconomic indicators, exchange rates, and stock prices
are defined as the parent node set, and unemployment rate, consumer price
index, LIBOR, USDKRW, KOSPI, the child node set. Hence, hierarchical pre-
sentation of meaningful variables using various forms of visualization may serve


























In general, the process of collecting and preprocessing data in data analysis is
very important and time-consuming. In case of numerical data, relatively simple
preprocessing is required, such as null value removal and categorical variable
processing. However, for textual data, there are somewhat complicated prepro-
cessing such as parsing, stopword elimination, and tagging. In this section, we
will look into the details of preprocessing when the collected real-word data is
numerical data. Most of the collected real-world data contains null values, if
a certain variable has a large number of null values, the variable itself can be
removed to facilitate analysis, otherwise records with null values are deleted
or replaced with average values. Next, we regarded the variables having the
same values of all records as no information, so we removed these variables.
The categorical variables were converted to dummy variables and all variables
were normalized by scaling between 0 and 1 for all variables.
5.2.2 Prediction Models
The prediction models for domain-specific framework were built using three
regression algorithms, specifically RF, NN, and SVR. The descriptions of pre-
diction models are in Section 2.3.
5.2.3 Feature Selection
For ease of interpretation, the subset selection algorithms were used when per-
forming dimensionality reduction. Among variable selection algorithms, forward
selection, backward elimination, and GA were used. Forward selection starts
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with no variables in the model, tests the addition of each variable by using a
chosen model comparison criterion, adds the variable that improves the model
the most, and repeats this process until none improves the model. Backward
elimination starts with all candidate variables, tests the deletion of each variable
by using a chosen model comparison criterion, deletes the variable that improves
the model the most by being deleted, and repeats this process until no further
improvement is possible. GA is a meta-heuristic optimization algorithm, which
has been applied to various combinatorial optimization problems, such as layout
optimization and reliability/redundancy allocation (Izui et al., 2013; Kanagaraj
et al., 2013). GA is based on the evolutionary process of natural selection and
genetics. GA simulates the survival of the fittest over consecutive generation in
each reproduction. Each individual in the population is encoded into a string
representing a candidate solution to the problem, and good performers having
the better opportunities are generated by genetic operations on the selected
individuals from the current population in order to reproduce the next genera-
tion (Shukla & Tiwari, 2012). Such process is repeated until it meets a stopping
criterion, and then the best performing solution is found. Figure 5.3 shows the
main genetic operators of GA.
In the GA wrapper feature selection procedure, each feature is considered
a gene and the selected features set is considered a chromosome (Yu & Cho,
2006). Candidate feature sets are generated through the evolutionary process,
and when converged, the new feature sets are selected in the population. They
are evaluated by prediction models and the model with the best validation per-
formance is selected. This process repeats until stopping criteria is reached. The
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Figure 5.3: The main genetic operator of GA
procedure of GA wrapper is outlined in Figure 5.4.
We experimented a total of 9 different ways by applying dimension reduction
algorithms to three prediction models, and the list is shown in Table 5.1.
5.2.4 Evaluation
We use two accuracy metrics for financial markets to evaluate the prediction
performance: MAE and PARE which is an appropriate indicator for the target
value with error tolerance. Firstly, the best performance model was selected by
using the MAE criterion, which indicates how close the predicted values are to












where yi, fi, and ei are the actual value, predicted value, and absolute error.

































































































































































































































































































































































































































process, the PARE criterion is calculated for ratio within the error tolerance.






I(|fi − yi| ≤ θ) (5.2)
where yi, fi, θ, and I(x) are the actual value, predicted value, error tolerance,
and indicator function, having values 1 and 0 for true x and false x, respectively.
PARE has a value 1 when all the predicted values are within error tolerance.
In this study, we used error tolerances determined by domain expert, and ten-
fold cross validation was used to calculate MAE and PARE. In addition, we
compare the results of the prediction models and find the best model among the
prediction models using an independent 2-sample t-test with unknown standard
deviation.
5.2.5 Reporting
There exists a myriad of ways to report analysis results based on the objec-
tive of the analysis and the modeling method employed. Visualization allows
intuitive problem identification and assists decision making process in a prac-
tical sense. For example, based on the actual data, the value of each variable
can be expressed as a graph over time. Figure 5.5 shows an example of a spe-
cific variable collected in the real-world. As you can see from the graph above,
the values at some point lie outside the range commonly shared between other
values. The field worker can easily detect this jumping data point from the vi-
sualization provided and suspect that there exists a problem involved with the
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Figure 5.5: The values of a specific variable over time
variable of the data recorded. Another effective reporting method is to provide
a hierarchical listing of the set of input variables observed to be meaningful in
the analysis. In this way, it is possible to provide various information to the
business through the reporting form which analyzes the category among the




We used real-world data collected from January 1, 2011 to December 31, 2015,
and the variables are selected based on the opinions of the domain expert.
Firstly, we used the INFOMAX terminal to collect 20 variables such as ex-
change rates, WTI, interest rates, and composite stock price index. In addition,
we collected seven economic indicators, which are announced monthly, on the
website of the National indicator system1. A total of 27 input variables were
1http://www.index.go.kr/main.do
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used as listed in Table 5.2, and output variables were used from the difference
in interest rates for 3-year and 10-year government bonds, which are called 3-10
year spread.






























sumer price index, index
of mining and manufactur-
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Nonfarm payroll
5.3.2 Experimental Settings
Because there is no data for each country on each national holiday, in the case
of public holidays, the value was replaced by the value of the previous busi-
ness day. Monthly data was also converted to daily data based on the date of
the announcement. The tolerance θ of PARE was used as 3bp. All data values
were preprocessed from -1 to 1 through min-max normalization. First of all, we
conducted experiments to find optimal parameters for four prediction models
mentioned in Subsection 5.2.3. For each algorithm, the optimal parameters were
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found only for the parameters shown in Table 5.3, and for the other parame-
ters, the default values provided by MATLAB were used. The minimum leaf
Table 5.3: Search ranges of parameters of each algorithm
Algorithm Parameters Search Space
Random Forest minimum leaf {1, 2, ..., 5}
Neural Network hidden node {2, 4, ..., 20}
tradeoff(C) {10−1, 100, ..., 102}
Support Vector Regression epsilon(ε) {2−5, 2−7, ..., 2−3}
sigma(σ) {2−2, 2−1, ..., 22}
of random forest is the minimum number of observations per tree leaf for each
decision tree, and the hidden node of neural network is the number of hidden
nodes in the hidden layer. For SVR, tradeoff is the tradeoff between the training
errors and the model complexity, epsilon is the parameter of epsilon-insensitive
loss function, and sigma is the sigma in kernel function. Before applying the
dimension reduction algorithm, the experiments were repeated ten times for
each algorithm, so we decided the best parameters by using the smallest MAE
value. Table 5.4 summarize the values of parameter estimation.
Table 5.4: The values of parameters of each algorithm
Algorithm Parameters Values
Random Forest minimum leaf 1
Neural Network hidden node 18
tradeoff(C) 100




Base on those optimal parameters shown in Table 5.4, we performed experi-
ments with 9 different models. The results of MAE and PARE are shown in
Table 5.5.
Table 5.5: MAE and PARE results of each algorithm for spread prediction
Method MAE PARE
RF-F 1.706 (0.040) 0.832 (0.008)
RF-B 1.671 (0.013) 0.833 (0.004)
RF-GA 1.636 (0.009) 0.840 (0.003)
NN-F 2.222 (0.047) 0.738 (0.009)
NN-B 2.126 (0.094) 0.760 (0.016)
NN-GA 2.017 (0.011) 0.780 (0.011)
SVR-F 2.002 (0.011) 0.778 (0.005)
SVR-B 1.982 (0.011) 0.780 (0.004)
SVR-GA 1.985 (0.000) 0.778 (0.005)
The values shown in Table 5.5 are calculated by averaging across ten repeti-
tions, and the values shown in parentheses are standard deviations of MAEs and
PAREs. The LR model is a poor result compared with other prediction mod-
els, but the performance of RF is best. For both accuracy metrics, the MAE
and PARE of spread are at minimum and maximum value, respectively, when
they chose the RF prediction model and GA variable selection. Moreover, those
prediction models are stable without being influenced by initial conditions, as
standard deviations of all experiments are very small. Next, we conducted an
independent 2-sample t-test when the standard deviation is unknown, as de-
scribed in Subsection 5.2.4, to determine whether there was a performance
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difference between the above prediction models. We calculated the proportion
of rejecting the null hypothesis among all combinations of prediction models.
The results of test are as below on Table 5.6.
Table 5.6: Proportions of significant test for spread data




As in the results listed above, MAE metric showed more that 97.22% of
proportion of rejecting the null hypothesis on significance level 0.05, and PARE
showed p-value that are less than 0.05 on around 80.56% of the tests. The p-
value was small enough in most single test conducted, and one could lead to a
conclusion that the best model is not only outperform the other models, but
ten-repetition is enough to verify whether the performance of prediction models
differed significantly.
So far we understood the performances of prediction models with MAE
and PARE criteria. Although both results are meaningful, we selected relevant
input variables and the best prediction model by using PARE criterion for
target variable since process characteristics required error tolerances. The best
model is RF-GA for spread variable, and we chose the relevant input variables
that were selected more than 50% for the ten repetitions and input variables
divided as interest rate variables, exchange rate & oil price variables, the price
index of stock variables, domestic economic indicator variables, and overseas
country economic indicator variables shown in Table 5.7.
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Table 5.7: The result of variable selection
Interest Exchange Rate The Price Index Economic
Total
Rate & Oil Price of stocks Indicator
Spread
5/8 3/4 3/8 6/7 17/27
(RF-GA)
In the Table 5.7, we can see that most economic indicators have been se-
lected as important variables, which is consistent with paying attention to the
announcement of indicators that are considered to affect bond rates in the
field, and only a part of the price index of stock variables have been selected
as important variables. Unexpectedly, most exchange rates & oil prices are also
important variables. In the field, traders are paying attention to announcement
of economic indicators and monitoring interest rates, but tend to consider that
exchange rate fluctuations have little impact on spreads.
5.4 Summary
In this chapter, we propose a data mining framework suitable for spread predic-
tion in financial markets with the following three characteristics: interpretation,
prediction evaluation metrics, and visualization. First of all, a given prediction
model should provide both predictive power and interpretability. We propose
that such an objective may be achieved by employing the wrapper approaches
when constructing the prediction model, through which the extent of contri-
bution of each variable in the analysis can be observed. Secondly, the spread
prediction model needs to be evaluated using appropriate metrics. For exam-
ple, it may be more important to predict the range of the spread, rather than
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the exact value, so as to reflect tolerance. In this case, PARE will be a more
appropriate measure of evaluation. Finally, provision of the analysis results in
various reporting modes is called for, especially for the sake of offering assistance
to the active traders in the market on making split-second decisions with de-
tailed explanations. Taking these characteristics into account, we have applied
the proposed framework to the task of predicting the 3-10 year spreads. When
traders manage their assets, they can use a strategy that does not affect the total
amount of risk, such as the 3-10 year spread transactions. Various quantitative
financial data and economic indicators such as policy interest rate, exchange
rate, and the price index of stocks were collected, and evaluated through the
prediction models. We used three different prediction models, RF, NN, and
SVR, respectively, for building an interpretable data mining framework. In ad-
dition, we used a dimensionality reduction algorithm to remove less significant
variables in order to shorten training time. Among many existing dimensional-
ity reduction algorithms, we choose the subset selection algorithms – forward
selection, backward elimination, and GA – for convenience of providing inter-
pretation over the results. Our experiments showed that the RF-GA produced
the best record of the MAE and PARE, Particularly, the PARE metric recorded
84% when using the RF-GA model. Finally, statistical tests were performed to
test whether the performance of each prediction model showed significant dif-
ferences, and more than 95% of the prediction model pairs for the MAE and
PARE metrics rejected the null hypothesis. Finally, it can be seen that most of
the economic indicators were shown to be important variables among other cat-
egorical variables, and traders have identified that the new predictor variables
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such as the exchange rate, which had been treated as having little influence,
also have a significant effect on the spread.
Although only 27 input variables were used in this study, we expected to
improve the performance of prediction model using various economic indicators
in the future. Thereby, we were able to pin down new spread indicators, as
well as a set of variables empirically proven to be meaningful in the analysis.
The results may lead to an effective monitoring activity by focusing on these
variables intensively, instead of the conventional overall monitoring. We pose
the results from our pre-defined data mining framework as an assistant tool to





Many researches have exploited data of various sources and forms in order to
predict financial market behaviors, such as stock or bond prices. Previous stud-
ies have shown great performance in predicting the target value by exploiting
prediction modeling. However, practitioners may find the results limiting when
applied to the actual trading. In other words, because it is directly linked to prof-
its, they want to be able to quantitatively predict the performance of prediction
models, while being offered the underlying evidence, or intuitive explanations,
based on which their transaction decisions is to be made. Thus, this disserta-
tion proposed methodologies suitable for distinct characteristics across different
financial data and for the purposes of prediction modeling. We presented the
result of analysis via visualization indifferent formats.
For the stock market, we proposed a methodology that uses distributed
representations of text to improve the power of predictability through senti-
ment analysis of corporate disclosures. In addition, we successfully provide the
underlying evidence for our prediction results through visualization of docu-
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ments considered in our experiment. Methodologically, we employed the SPV
model, a method using distributed representation embedding documents and
class information in the same embedding space for the task of predicting stock
price movements. We sampled four companies in the financial sector and used
respective corporate disclosures in order to predict the associated stock price
movements by forming the task into a two-class classification problem. Predic-
tion performance was compared among a rich selection of prediction models,
such as LR, RF, MNB, SVM and NBSVM. As a result, was the SPV-model not
only the most accurate model in terms of prediction power, but it also recorded
a 25.4%-point improvement in the prediction accuracy as compared to the LR
model. Furthermore, via visualization, we confirmed that stock prices are af-
fected by the polarity of the sentiment derived from the published documents.
For example, if the sentiment of the associated documents is positive, it could
be qualitatively verified that the stock price shows an upward trend. In con-
trast, if the sentiment of the associated documents is negative, our analysis has
shown that the stock price shows a downward trend. The proposed method pro-
vided interpretability over the results with sentiment visualizations, on top of
the improved prediction accuracy, so that the active traders without sufficient
knowledge in data mining can still take full advantage of our study results.
A methodology was proposed for predicting the vote results of the base rate
decision by using monetary policy documents from the Korean bond market.
Monetary policy documents were represented through BoW and were used as
input of LR and RF models to predict the sentence sentiment. As a result, we
achieved better performance compared to the baseline model. In addition, we
98
predicted the vote result using document sentiments, computed by aggregating
sentence sentiments. We achieved 81% classification accuracy for two-class clas-
sification problem that predicts unanimity. For four-class classification problem
predicting the type of vote results, we conducted correlation analysis between
the document sentiment of the MPD and the actual vote result, and the re-
sult showed moderate correlation of 0.52 Finally, we found that the bi-grams
extracted from monetary policy documents were helpful in characterizing the
economic situation, while words extracted via TF-IDF method played an im-
portant role in describing the Korean economy at the corresponding time, such
as semiconductor, employment, and household loans.
We defined a data mining framework for predicting the spread, the difference
between two bond rates with different maturities. The major issues involved in
analyzing the spread are: interpretability, proper prediction metrics, and various
reporting methods. The proposed framework used wrapper approaches which
selects meaningful variables that affect the performance of prediction models
so that the effect of financial variables can be directly interpreted. PARE, in
combination of MAE, was used to quantify model performance, taking into
account the tolerances of the target value. Lastly, we provided visualization and
hierarchical information of significant variables so as to deliver analysis results
in an intuitive and steady-fast manner. As a result of applying this framework
to the spread prediction, the PARE of the RF-GA model recorded 84%, which
may serve as the benchmark prediction accuracy for business decision making
in the field. Furthermore, tests have shown that the difference in performance
across different models employed were statistically significant. Finally, it can
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be seen that domestic and foreign economic indicators are important, among
the various category variables available, and the exchange rate, which had been
treated as having little influence on the spread, in explaining the fluctuations
of the spread.
In this dissertation, we applied a variety of prediction modeling to financial
data and suggested methodologies that serves the domain-specific characteris-
tics of data as well as the purpose of predictions. Agents in the financial mar-
ket faces great competition in terms of generating profits, especially given the
rapidly evolving nature of the market. Therefore, the proposed methodologies
can be delivered to the real-site as a data-driven decision making support tool
that can give various types of insight to the practitioner who handle the data
empirically. Using financial data, the practitioners can monitor critical finan-
cial information such as finding new investment companies, identifying crisis
companies and finding interest rate change signals. By extension, the practi-
tioners can make split-second decisions based on quantitative and qualitative
prediction. This dissertation contributes to the body of applied research by
combining existing methodologies effectively in order to investigate markets
previously under-studied. Methodologies we propose reflects domain-specific




Data we used was limited, since we were constrained to choose companies in
a selected field for the purpose of providing interpretability over our analysis
results. More specifically, in this dissertation, we analyzed only a handful of
companies in the finance sector when predicting stock price movement using
corporate disclosures. In the future, we plan to analyze individual sentiment
using SNS and blogs as well as corporate disclosure documents to gain greater
insights. In addition, we aim to extract sentiment scores for a wide range of
words and compile them together into a sentiment dictionary, designed specifi-
cally for finance and accounting research. The trajectory of the sentiment scores
may be visualized by scoring the sentiment for each document using the men-
tioned sentiment dictionary and plotting them again time. By doing so, we
expect to verify whether the sentiment score is a leading indicator, coincident
indicator, or lagging indicator describing market movements. Finally, it is pos-
sible to develop a powerful, data-driven assistant tool for making transaction
decisions by creating and simulating strategies based on prediction models.
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이 제안되고 있다. 예측 모델링은 직접적으로 크게 거래 수익으로 이어질 수 있어
더욱 다양하게 연구가 이루어지고 있다. 금융 상품을 시장에서 직접 거래하는 실
무자가 예측 모델링을 거래에 활용하기 위해서는 예측력과 해석력 두가지 측면이
모두 중요하다. 본 논문에서는 이 두가지 측면을 함께 제공하기 위해 다양한 금융
데이터의특성과목적에맞는방법론들을제안한다.주식시장의개별주식가격을
예측하기 위해서 기업 공시 문서의 감성을 분석하여 주식 가격 방향을 정량적 및
정성적으로 예측하는 방법론을 제안하고자 한다. 이 방법은 분산 표상 기반으로
문서와 문서의 클래스를 같은 공간으로 전사하여 정량적으로 주식 가격을 예측
하고, 기존 연구에서 제안된 다양한 모델들과 예측 성능을 비교한다. 또한, 문서
감성의 시각화를 통해 예측력의 정성적인 근거를 함께 제공한다. 또한, 채권 시장
에서가장중요한요소인다수결방식의기준금리결정을예측하기위한방법론을
제안하고, 한국의 채권 시장에 적용한다. 다수결 결과가 발표되기 전에 공개되는
통화정책방향문의 문장 별 감성을 예측한다. 문장 감성을 종합하여 통화정책방향
문의 문서 감성을 계산하고, 이 값을 이용하여 기준 금리 결정의 다수결 결과를
예측한다. 마지막으로, 만기가 다른 두 채권의 금리 차이인 스프레드를 예측하는
분석 프레임 워크를 정의한다. 이 프레임 워크는 해석력, 적합한 예측 성능 기준,





분석 방법론을 제안하여 정량적 예측력을 비교 분석 하였고, 정성적인 방법으로
그 근거를 제시하였다. 이러한 분석 방법론을 통해 신속하고 정확한 데이터 기반
의사 결정 지원 도구의 기반을 구축하였다.
주요어: 데이터마이닝(data mining), 기계학습(machine learning), 단어 임베딩
(word embedding), 분산 표상(distributed representation), Bag-of-Words, 감성
분석(sentiment analysis), 주가 예측(stock price prediction), 금융통화위원회의
다수결 결과 예측 (vote result prediction of monetary policy committee), 채권
스프레드 예측(bond spreads prediction), 공시 문서(corporate disclosures), 통화
정책 문서(monetary policy documents), 경제 지표(economic indicators)
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