Abstract Universal inferences like (i) have been taken as evidence for a local/syntactic treatment of scalar implicatures (i.e. theories where the enrichment of 'some' into 'some but not all' can happen sub-sententially):
Introduction
The initial Gricean intuition about scalar implicatures has been both refined and attacked on many occasions. One modest goal of this paper is to investigate in detail a particular argument put forward against a crucial feature of the Gricean approach to scalar implicatures: globalism. Meanwhile, I also present a simple but efficient methodology to collect the relevant empirical data.
In the remainder of this introduction, I introduce the particular problem I focus on: universal scalar (and free choice) inferences emerging from quantified sentences. Such inferences were first introduced as an argument in favor of localism. I add new negative cases to the discussion and show that they are crucial to decide how we should treat these inferences. In section 2, I present the experimental methodology and its results. I conclude in section 3 that neither a localist nor a globalist approach to scalar implicatures has offered the right perspective on universal inferences yet. More precisely, the present results show that the bare globalist approach requires new additions but that the localist addition does not fully account for the whole distribution of universal inferences either.
The semantics/pragmatics interface
Before I introduce the opposition between localist and globalist accounts of scalar implicatures, I would like to explain how this issue contributes to the much more ambitious research program which pertains to understanding the overall architecture of the linguistic competence. Most specifically, the underlying fundamental question is: what and where is the interface between semantics and pragmatics? In other words, what in linguistic communication crucially relies on contextual information? What kinds of contextual information should we identify and take into account?
These broader questions have raised the joint interest of researchers from various fields and from various theoretical and methodological inclinations. In particular, philosophical debates on the semantics/pragmatics interface have provided a variety of definitions and perspectives on meaning, context and the interaction between the two, and these sustain the debate (see for instance recent works by Bach 2002; Carston 2002; Recanati 2004; Szabó 2006) . In the present paper, I will leave philosophical aspects aside as much as possible and adopt perspectives which are more common to linguists or psychologists.
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Universal implicatures and free choice effects
There are a variety of linguistic phenomena of interest for theorists who want to study the distinction between semantics and pragmatics (e.g., indexicals, metaphors, presuppositions). However, scalar implicatures constitute an excellent point of departure for several reasons I summarize here and which will become more concrete in the following sections. First, the intuitive appeal of the pragmatic approach to scalar implicatures is such that various scholars have been compelled to defend it from a variety of attacks. The ensuing debate has led to a very rich description of the phenomenon. Second, most theories of scalar implicatures are expressed in very explicit formal frameworks. The predictions of the various theories in competition are thus unambiguous and fine-grained, hence they are testable. Finally, the debate can be revealed with a rather specific question about scalar implicatures: are they local or global? I will show below that despite the simplicity of this general property, it distinguishes between pragmatic and non-pragmatic theories.
Scalar implicatures
Even though its bare meaning does not exclude a situation in which John read all the books, an utterance of (1a) most naturally conveys the same information that (1b) and (1c) assert:
(1) a. John read some of the books.
b. John read only some of the books.
c. John read some of the books and he did not read all the books.
Hence, (1a) normally licenses the inference that 'John did not read all the books'. This inference is called a scalar implicature. If we compare (1a) and (1b), it seems that scalar implicatures arise via the (optional) application of some linguistically invisible operation O which operates in (1a) in the same way as the word 'only' operates in (1b): it enriches the meaning of its input with the negation of the meaning of some of its alternatives. This is schematized below. A more complete formal description of O and its denotation is given in appendix A. There is no controversy that an operation like O can provide a good characterization of the scalar implicatures of a sentence. The question under debate is: what is the nature of this operation?
The globalist view (neo-Gricean)
The neo-Gricean view is that O embodies pragmatic reasoning. In this tradition, O is called an exhaustivity operator (following work by Groenendijk & Stokhof 1997 on questions, see van Rooij & Schulz 2004 and Spector 2006 for applications to scalar implicatures). Crucially, the input to O is a whole utterance and its output depends solely on the meaning of its input and of the alternatives of its input. These constraints are dictated by the intuition that scalar implicatures arise from pragmatic reasoning based on the following two components. First, sentences have alternatives. For instance, the sentences in (3) are alternatives to each other:
understood as a pragmatic device. -When there is no risk of confusion, I may write 'X(Y )' to refer to the result of merging X and Y (and where semantic composition requires that X applies to Y ). Thus, parentheses merely represent the scope of X. This shortcut is used in (2) (consider in particular (2b) where the left-hand side stands for the phrase obtained by merging 'only' and 'John read some of the books').
-Symbols like ∧ and ¬ are used as propositional operators with their intuitive meanings. I use them to highlight the contributions of O and explicit 'only'.
2 These alternatives are said to arise from a scale of competition between the items 'some (of) ' and 'all' (see Horn 1972 , Gazdar 1979 and Matsumoto 1995 for arguments in favor of the necessity of scales). This explains the name of these inferences: scalar implicatures. Various people believe that lexical scales are mere stipulations and propose other tools to derive the appropriate alternatives (see in particular Katzir 2007) .
3 Importantly, it is possible that the relevant notion of alternatives applies to phrases rather than to whole sentences. In fact, every approach postulates a local origin to alternatives: the comparison of two (lexical) items in the same scale or of two structures with comparable complexity. The divergence between globalism and localism lies elsewhere, namely in the role given to these alternatives.
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a. John read some of the books.
b. John read all the books.
Second, the use of sentences with alternatives is governed by general principles of conversation like the maxim in (4):
(4) Quantity+Quality (adapted from Grice 1967; see also Ducrot 1969) : Among a set of alternatives, use the logically strongest true alternative.
From these premises, we can explain how the scalar implicature of (1a) arises. First, note that (3b) is stronger than its alternative (1a)/(3a). Hence, assuming that the speaker obeyed the maxim in (4), it follows that s/he does not (particularly) believe that (3b) is true. This is most probably because the speaker actually believes that (3b) is false.
4 This last step ends the derivation of the scalar implicature: John did not read all the books.
In this framework, exhaustivity operators are technical devices which model the pragmatic reasoning above (this explains why O is "linguistically invisible" to begin with). On this view, it is crucial that O applies to whole utterances because it is the natural level of application for a maxim like (4).
The localist view
Various authors have disputed the pragmatic view I described above by presenting various benefits we could gain if we abandon globalism and accept that O may apply much more freely (at least since Cohen 1971; see also Levinson 2000 , Recanati 2003 , Landman 1998 , Chierchia 2004 and Fox 2007 for influential accounts with various theoretical inclinations). On this view, O cannot be thought as a shortcut for pragmatic reasoning as described above; rather, it belongs to the class of standard grammatical operators. As such, O may appear at embedded scope sites and contribute to the recursive computation of the meaning of a sentence.
The benefit of this flexibility is that it produces more possibilities for a given sentence and has the potential to explain more inferences. For example, a sentence like (5) would become 2-way ambiguous because O could be applied at two different scope sites: 5 4 This last step, sometimes called the epistemic step, requires more discussion. See for instance Spector (2003) , van Rooij & Schulz (2004) and Sauerland (2004) .
5 There are more options if we take into account multiple insertions of O or its absence altogether.
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a. O(Every student read some of the books) ≡ Every student read some ∧ ¬(every student read all) b. Every student is an x such that O(x read some of the books) ≡ Every student is an x such that (x read some ∧ ¬(x read all)) ≡ Every student read some but not all the books.
The analysis in (5a) corresponds to the globalist approach to scalar implicatures: O applies on top of the sentence and negates relevant alternatives (one may simply proceed by analogy with (2) or follow the proposed semantics for interpretation of O given in appendix A after Fox 2007) . We obtain that (5) should be interpreted as meaning: every student read some of the books and at least one of the students did not read all the books. However, one may argue that this prediction is too weak and that the right theory should predict a universal implicature:
(6) Every student read some of the books No student read all the books.
This prediction is actually the one obtained with a local application of O as in (5b). The existence of this universal inference has been put forward as an argument in favor of localism. In this paper, I will cast doubt on this argument and set up a new empirical puzzle.
1.5
The form of the counter-argument Chierchia, Fox & Spector (2008) recently reviewed a whole range of arguments in favor of localist accounts of scalar implicatures (see also Sharvit & Gajewski 2008) . In a nutshell, localist applications of O operators make it a very powerful device which predicts many potential implicatures, and these authors present sophisticated tools to show that a wide range of the localist predictions are attested. Unsurprisingly, opponents have tried to show that the localist device is too powerful. This is the case, in particular, for Geurts & Pouscoulous (2008) , who present experimental data which demonstrate that the localist predictions are subjectively much less robust than their mere globalist counterparts. However, there are simple ways to account for such differences within the localist approach. For instance, one could argue that the local insertion of O as in (5b) is somewhat costly and that this cost could explain why the localist inference is not robust. In this paper, I develop a different type of
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Universal implicatures and free choice effects argument against localist models. Despite the flexibility of the localist O operator, I will show that it is not powerful enough. In particular, I do not ask directly whether universal inferences like (6) exist. Rather, I ask whether their distribution is as predicted by localist theories. To that end, I will investigate empirical data obtained from two modifications of (5). First, I will consider quantified sentences with the quantifier 'no' rather than 'every'. Second, I will investigate the behavior of free choice inferences (arguably a particular kind of scalar implicature, see e.g., Kratzer & Shimoyama 2002 and Alonso-Ovalle 2005) in the same type of configuration.
Predictions
In this section, I present the phenomena that I propose to investigate experimentally and the corresponding globalist and localist predictions.
Positive implicatures
Let us first consider the usual paradigm as illustrated with the following pair of inferences:
(7) a. John read some of the books.
John didn't read all the books.
b. Every student read some of the books. Each student is such that he didn't read all the books.
I will refer to these configurations as "positive": the (weak) scalar item 'some' is embedded in a positive (upward-entailing) environment. This configuration gives rise to scalar implicatures. On the globalist view, (7a) should be licensed and (7b) should not (i.e. the predicted scalar implicature is weaker); on the localist view, (7b) is also a possible scalar implicature (see (5)).
Negative implicatures
If the examples above are positive implicatures, the next set of inferences can be called negative implicatures: a (strong) scalar item 'all' appears in a negative (downward-entailing) environment. It might be worth mentioning that this configuration (also called indirect scalar implicatures) required various technicalities from the very first versions of localist theories like Chierchia's (2004) theory. Yet, to my knowledge, the quantified versions of
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Emmanuel Chemla this configuration has not received much attention in the debate between localism and globalism. Consider the inferences described in (8): (8) a. John didn't read all the books. John read some of the books.
b. No student read all the books. Each student read some of the books.
On both the localist and the globalist view, the inference in (8a) should be licensed as a standard case of (indirect) scalar implicature: we can derive this inference if we plug the operator O on top of the sentence. This is spelled out in (9):
Interestingly, contrary to the situation for its positive counterpart (7b), localist and globalist accounts agree that (8b) should not be licensed. As before, the globalist application of O yields a weak existential inference: ≡ No student read all ∧ ¬(no student read some) ≡ No student read all ∧ some student read some However, contrary to the situation in the positive case, localist applications of O do not offer any stronger prediction. The reason for this is that there is no position where O could be fruitfully inserted. Inserting O right above 'all' will not produce any result because 'O(x read all the books)' is not different than 'x read all the books': O(all) ≡ all. The only option left to derive the universal inference (8b) is to decompose 'No P Q' as 'Every P ¬Q' 6 and claim that the position right above the dislocated negation is available to O insertion as in (11): (11) Every student is an x s.t. O(not(x read all the books)) Hence, unless we postulate a split of the quantifier 'no' which would provide the syntactic position needed to insert O, localist theories do not predict the inference (8b). Interestingly, Jacobs (1980) , Kratzer (1995) , Potts (2000) and Penka & von Stechow (2001) argued on independent grounds in 6 'Every' represents a quantifier hidden in 'no' with "positive" universal force (like standard 'every').
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Universal implicatures and free choice effects favor of some decompositional analysis of 'no'. 7 However, even these analyses provide further arguments against (11) because the syntactic decomposition they argued for is not ∀¬ as in (11), but rather its semantically equivalent ¬∃.
8,9
In sum, the required syntactic split of the quantifier 'no' is not an option and localist theories attribute a different status to the universal inferences in (7b) and (8b): the former should be readily available, the latter should not. On the other hand, these same inferences are given the same status by globalist theories (according to which these inferences are not scalar implicatures).
The experimental data below do not show evidence that the localist asymmetry between positive and negative cases is warranted. The comparison with free choice inferences will make the situation more dramatic for both the localist and the globalist camps.
Positive free choice effects
Let us consider a different set of data. The inferences illustrated below are called "free choice" inferences (Kamp 1973) :
(12) a. John is allowed to have an apple or a banana.
John can choose between the two fruits.
b. Every student is allowed to have an apple or a banana. Every student can choose between the two fruits. Let us now look at the universal counterpart of this inference in (12b). The configuration is similar to (5) where there is a scalar item in the scope of a universal quantifier. This sentence can be analyzed in two ways:
The globalist analysis is in (14a). The globalist analysis is in (14a). The prediction made by this analysis depends on details that I have not presented fully as regards the interpretation of O (see appendix A for these details). The crucial point for our purposes is that the prediction is not universal (see A.3). On the other hand, the latter analysis in (14b) does straightforwardly predict the universal inference in (12b) and this can be seen by importing the results of (13) into (14b).
Negative free choice effects
As in the case of standard implicatures, we can investigate the negative counterparts of the free choice inferences discussed in (12): (15) Context: Every student is required to do A or B, we don't know yet whether some students will have to do both.
a. John is not required to do A and B.
John may choose between A and B.
b. No student is required to do A and B. Every student may choose between A and B.
The situation is the same as in (8) for implicatures. First, (15a) is predicted to be licensed according to both globalist and localist approaches. Second, the predictions from a globalist or a localist application of O collapse for the negative universal version (15b) because there is no embedded scope site Spector (2007a) for a discussion of this type of iterative process in a neo-Gricean framework. See Schulz (2003) for discussion of free choice effects with a globalist perspective.
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Universal implicatures and free choice effects where O could be inserted and yield any additional effect: the inference in (15b) should not be licensed (see discusion in section 1.6.2).
Summary
In the previous sections, I showed that modifications of the standard 'everysome' configuration could help distinguish further localist and globalist theories. In particular, more distinctions arise if we examine systematically negative counterparts of standard examples (schematically, the configuration 'no-all') or if we take free choice inferences into account. We can now sum up the main predictions in terms of the differences that can be expected between universal inferences in various configurations:
(16) Positive vs. negative cases (for both scalar implicatures and free choice):
a. Globalists: there should be no difference between positive and negative cases. The universal inferences should be absent in both cases.
b. Localists: there should be a difference between the positive and the negative cases. The universal inference should arise in the former and not in the latter case.
(17) Positive case, scalar implicatures (SI) vs. free choice (FC):
a. Globalists: there should be no difference between SI and FC. The universal inferences should not arise.
b. Localists: there should be no difference between SI and FC. The universal inferences should arise in both cases.
These predictions are represented graphically in figures 1(a) and 1(b) below. I use the non quantified cases as a visual baseline (I call them individual by contrast with the universal cases, these are schematically of the form 'John-some' instead of 'every-some'). A point high in the graph means that the corresponding inference is (or can be) predicted and a low point means that the corresponding inference cannot be predicted.
11
11 As a result, this graphical representation does not take into account the fact that in the localist framework for instance, an inference might be predicted but yet disfavored in favor of the globalist version for independent reasons. Note that the predictions in (16) and (17) (or at least the first half of each statement about differences between inferences rather than 2:11
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Positive Negative
Scalar implicature
Free choice The goal of this experiment is to test the predictions discussed above in (16) and (17) and schematized in figures 1(a) and 1(b). In short, this experiment collects fine-grained judgments about the relevant inferences from naive participants.
Experimental setting
Participants. The experiment was carried out in French; 16 native speakers aged between 18 and 31 years participated to the experiment. None of them had any prior exposure to formal linguistics. Instructions. The instructions were given via the set of examples reported in figure 2. The participants were asked to tell whether a sentence "strongly suggested" another one or not. While examples (i) and (ii) are uncontroversial, example (iii) was used to illustrate that the task was not a logical task but rather a matter of personal judgment. Participants were asked to give their about the presence or absence of inferences) are weaker and do take into account some such possible amendments to the bare localist view.
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Universal implicatures and free choice effects judgments by setting the length of a red line for each item: the longer the line, the stronger the inference. The instructions presented to the participants are reported extensively in appendix B. These instructions were written with two main goals in mind: 1) provide a general context for the task (even though each example came with a further reinforcement and refinement of this context) and 2) give a sense of what the inferential task was about (participants unanimously said during the debriefing interview that the task was clear and unambiguous). Experimental paradigm. This paradigm closely resembles magnitude estimation (see Stevens 1956 ) which is discussed for instance in Bard, Robertson & Sorace (1996) , Schütze (1996) and Cowart (1997) for its applications in syntax. The two main differences in the present experiment are that 1) in a standard magnitude estimation experiment, participants are explicitly instructed to represent with the line length the intuitive ratio between the stimulus and a reference point (modulus), and 2) the judgments that were prompted were robustness of inferences (rather than, e.g., grammaticality
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Emmanuel Chemla judgments of individual sentences).
12,13
The present measure may seem unusual to linguists. For instance, it might sound more natural to ask a binary question (does the inference follow? yes or no). However, based on debriefing interviews, participants did not find it confusing in any way and it is in fact natural to believe that judgments about linguistic inferences can be spontaneously graded, just as in the case of grammaticality judgments.
14 The goal of this study is to assess whether various inferences are of different types, and, presumably, different graded judgments would reveal different types of inferences.
Another property of this task is that it is entirely explicit: participants were asked to appeal to introspection to report their intuitions. This could raise various worries. Most prominently, one might wonder whether participants developed strategies for answering rather than consulting their intuitions. Note, however, that the present experiment was extremely short (4 screens of 4 items) and it is unlikely that they could have developed any strategy in such a brief period which would explain the present results.
Finally, the fact that the alleged inference was explicitly mentioned may have an effect on the derivation of the inference (see for instance, discussion of the difference between an inferential task and a verification task in Geurts & Pouscoulous 2008) . Lacking any evidence to the contrary, we assume that this has a uniform effect on all conditions, and even if it might prevent us from drawing strong conclusions from absolute results, the differences between conditions remains meaningful.
Experimental conditions. There were three experimental factors with two levels each: (18) Inference type: scalar implicature (SI) vs. free choice inferences (FC). 12 I use (and discuss in more detail) a similar paradigm in Chemla (2009b) . In particular, the present type of continuous judgment was explicitly compared with corresponding binary judgments.
13 As is standard, the dependent measure was the percentage of the line filled for each item. 14 I use the word 'judgment' here to refer to the answers given by the subjects. This judgment is certainly affected by various considerations (perhaps coming from different cognitive systems) and I am not trying to discuss whether the linguistic component of this judgment is binary or graded in nature.
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Universal implicatures and free choice effects There were two items for each combinatorial condition and the complete list of 2×(2×2×2)=16 inferences was presented to each participant. The full list of items is in appendix C. As already mentioned, there was no reason to expect that the validity of the results could be threatened by response strategies, and hence no filler items were included. Presentation of the items. The first item presented to the participants repeated the training example so that they could get used to the general display and to the task. Each screen prompted the judgments for four inferences at once, all of them being either scalar implicatures or free choice inferences. The other factors cycled through the 2×2 remaining combinations; see figure 3 for an example. The order of presentation of inferences in each screen, as well as the order of the items within a screen was randomized across subjects (with the exception that negative and positive inferences were not paired with each other in the same screen because they were headed by two different "general contexts").
Results
The results are represented graphically in figure 4. I describe them below in more detail. The statistics reported here come systematically from 2-tailed paired t-tests or repeated measures analysis of variance (ANOVA), and η 2 ,
i.e. partial eta-squared, a standard measure of effect size for multi-factor analyses, showing how much of the observed variation in a measurement can be attributed to a specific factor. Notice also that to study the effect of condition X on universal inferences, I avoid relying on direct comparisons between the corresponding universal inferences alone. Rather, I report interactions between condition X and the domain (universal vs. individual) so that the individual non-controversial cases serve as a baseline.
Scalar implicatures
Universal < Individual. For scalar implicatures (left-hand side of the figure), the universal inference is significantly less robust than the individual inference, both in the positive (F (1, 15) .38 ). This first result shows (at the very least) that the present paradigm is powerful enough to detect differences between inferences.
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General context: We know that nobody will be allowed to give the teacher both the dissertation and the commentary for correction. The teacher gives further instructions:
"John is allowed to give me the dissertation or the commentary." →→→John can choose which of the two he will give to the teacher. weak strong "Everybody is allowed to give me the dissertation or the commentary." →→→Everybody can choose which of the two he will give to the teacher. weak strong
General context: We know that everyone will be allowed to give the teacher (at least) the dissertation or the commentary for correction (we don't know yet whether some will have to give him both). The teacher gives further instructions:
"John does not have to give me the dissertation and the commentary." →→→John can choose which of the two he will give to the teacher. weak strong "Nobody has to give me the dissertation and the commentary." →→→Everybody can choose which of the two he will give to the teacher. weak strong Figure 3 Example of a screen of items (actual French version in (35)). The order of the items was randomized, but for each screen the positive and negative cases were presented in distinct frames headed by their respective contexts and thus they did not intertwine.
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Scalar implicature
Free choice
100%
Figure 4 Actual results -mean rates for each inference (% of the line filled) Positive = Negative. However, no difference is detected between the positive and the negative configurations. The interaction between environment (positive and negative), and domain (individual vs. universal) is not significant (F < 1, n.s.). In fact, the positive and the negative cases look exactly the same.
Overall. These results seem to support the globalist approach (see predictions in (16)).
Free choice inferences
Universal = Individual. For free choice inferences (right-hand side of the figure), the individual and universal inferences are not significantly different (in the positive environment: F < 1, n.s., negative environment: F < 1, n.s.). Positive = Negative. 15 Crucially, as before, the interaction between the positive/negative factor, and the type of inference (individual vs. universal) is not significant (F < 1, n.s.). Note however that there is now a significant main effect of the positive/negative factor (F (1, 15) = 9.82, p < .05, η 2 = .28).
16
Overall. These results first seem to give an advantage to the globalist approach in the sense that the positive and the negative configurations do 15 Again, this is true if we take the individual case as the baseline. 16 There is no corresponding difference between the positive and the negative cases for scalar implicatures. In fact, the interactions between positive/negative and scalar implicature/free choice are significant both when restricted to the individual cases (F (1, 15) = 6.99, p < .05, η 2 = .24) and to the universal cases (F (1, 15) = 6.12, p < .05, η 2 = .22).
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Emmanuel Chemla not differ (see prediction (16)). However, the universal inferences are now robust (as robust as their individual baseline) and neither the localist nor the globalist account can explain this result.
SI vs FC
Universal SI < Universal FC . The 2×2 interaction between inference type (SI vs. FC) and domain (individual vs. universal, the individual case being used as a baseline) is significant both in the positive case (F (1, 15) = 20.5, p < .05, η 2 = .36) and in the negative case (F (1, 15) = 13.6, p < .05, η 2 = .32).
Overall. There is a qualitative difference between universal scalar implicatures and free choice inferences. This is a puzzling result to which I return below.
Discussion
Against a localist approach
The data presented in the previous section show that if they exist, universal inferences of type (7b) are less robust than standard cases of scalar implicatures (in agreement with Geurts & Pouscoulous 2008) . This is already surprising from a localist perspective which would not predict this difference between the universal and the individual cases but rather a non-attested difference between the positive and the negative configurations (see prediction (16)).
Furthermore, imagine that we could explain why the universal inferences were weakly endorsed for scalar implicatures. One would still need to explain why the apparently entirely similar universal inferences for free choice effects are robustly endorsed (see prediction (17b)). After all, both universal inferences should come from the same mechanism: the (local) application of the operator O in the very same position.
At the very least, the results of the present experiment show no evidence in favor of a localist approach to scalar implicatures, contrary to the reason why the relevant linguistic examples were first discussed in the literature. Much more controversially, one could say the present results suggest that the nuclear scope of 'every' is not available to the local insertion of O.
17
17 In their defense of the localist approach, Chierchia et al. (2008) acknowledge that there are restrictions on the insertion of O. On their view, this claim may thus be rephrased by saying that the scope of universal quantifiers is part of the set of positions were O cannot be inserted.
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Universal implicatures and free choice effects 3.2 Additional difficulties for the globalist approach: free choice However, the globalist approach also faces important new difficulties. These difficulties are restricted to free choice effects where it seems that universal inferences are robust even though they are not predicted. At this point, there are two possible ways to go. First, one may simply deny that free choice inferences should be accounted for along with scalar implicatures. Second, one may argue that the universal guise of free choice inferences comes from an independent mechanism which does not extend to more standard cases of scalar implicatures. This last option might not require fundamental changes in our current understanding of these phenomena. Free choice inferences are derived thanks to a very subtle interaction between the precise definition of O and a set of alternatives with a particularly complex structure (compared to standard cases of implicatures). It could be that the landscape of alternatives is not quite right or that minor changes in the definition of O would not affect the result for simpler sets of alternatives (i.e. for standard scalar implicatures) but would derive these new universal inferences.
Conclusions
The present results call for a uniform treatment of positive and negative configurations (both for scalar and free choice effects) and this cannot be offered by localist means. However, the present results also call for a mechanism to derive specifically universal free choice inferences. In other words, the globalist approach is incomplete but the distribution of the additional universal inferences also escape to localist treatments.
In fact, similar puzzles involving surprising universal inferences come out in a wide variety of domains: scalar implicatures, free choice inferences, negraising, 18 so-called homogeneity presuppositions of noun phrases, 19 focus 18 See Horn (1978) and Gajewski (2005 Gajewski ( , 2007 . 19 This is an immediate extension of Löbner's (2000) discussion of definite NPs for instance. The facts in (i) are well-known, they show that definite NPs give rise to an inference, sometimes described as a homogeneity presupposition, which resists negation.
(i) a. John read the books. John read all the books.
b. John didn't read the books. John didn't read any books.
The universal guise of this inference is revealed in (ii):
(ii) a. Every student read the books. Every student read all the books.
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Emmanuel Chemla and quasi-presuppositions, 20 and presuppositions. 21 Finally, these inferences might be independent from the universal force of the original quantifier to begin with (see (26) and (27) in appendix A.2). I leave a complete account of this whole phenomenon for future research, hopefully both formal and experimental.
A Formal description of the operator O
In the main text, I did not explain the effects of the O operator in any detail. In this appendix, I repeat the relevant part of Fox's (2007) analysis of this operator. I would like to mention that the second subsection of this appendix, A.2, is of independent interest: new pieces of data are introduced and discussed in (i) to (iv).
A.1 General definitions
First, the role of O is always to negate a subset of the alternatives of a given sentence. I will refer to the set of alternatives of a sentence (or phrase) S as Alt(S).
(21) Alt(S) = the set of alternatives of S The role of O is to negate or exclude a subset of these alternatives. I will refer to this subset as IE(S): the set of innocently excludable alternatives of S. We obtain the following two definitions/characterizations: (22) IE(S) = the set of alternatives that are innocently excludable.
Finally, we need to define what it means to be innocently excludable. Intuitively, an alternative a is innocently excludable if negating (excluding) this particular alternative does not impose new constraints on the truthvalues of other alternatives. More precisely, being innocently excludable places two requirements. First, the alternative must be excludable, i.e. its negation should be consistent with the sentence being true. Second, for every subset A of globally excludable alternatives (meaning that all the alternatives b. No student read the books.
No student read any books.
20 See Abrusán (2009) and Chemla (2009a) . 21 See debates between e.g., Heim (1983) and Beaver (1994) as discussed in Kadmon (2001, chapter 10) . Relevant experimental data can be found in Chemla (2009b) .
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Universal implicatures and free choice effects in A can be negated consistently with the sentence being true), A ∪ {a} must also be globally excludable, i.e. you can always negate a as well as the other alternatives in A and obtain a non-contradictory result.
(24) IE(S) = {A ⊆ Alt(S) : A is a maximal set in Alt(S) s.t. S∧( a∈A ¬a) is not contradictory}
A.2 Multiple replacements and universal inferences
It has been claimed that globalist approaches may predict universal inferences such as (25a), see van Rooij & Schulz (2004) , Spector (2006 ), Chemla (2009c . Indeed, the sentence (25b) can be seen as an alternative to the premise in (25a): it is obtained by replacing the scalar item 'some' with 'all' and also the scalar quantifier 'every' with 'some'.
(25) a. Every student read some of the books.
No student read them all.
b. New alternative: Some student read all the books.
A globalist application of O would predict the inference that this new alternative is false (notice that this alternative is not weaker than the original sentence), which corresponds exactly to the universal inference in (25a). I would like to mention four properties of this derivation.
(i) Quantifiers without universal force. This derivation applies equally well to other sentences without universal force in the first place. Provided that some, most and few, not all are standard scales, this derivation predicts the following universal inferences which are not accessible to a localist derivation:
(26) Most students read some of the books.
No student read all the books.
(27) Few students read all the books. All students read some of the books.
(ii) Epistemic status. This globalist derivation allows for the derivation of the implicature in its two usual versions:
(28) Every student read some of the books. a. Primary implicature: the speaker doesn't (particularly) believe that any student read all the books.
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(iii) No asymmetry. This derivation does not introduce an asymmetry between the positive and the negative configurations in the globalist approach because the very same derivation would be available in the negative configuration. The reader can check that the reasoning above applies equally to (29):
(29) a. No student read all the books.
Every student read some books.
b. New alternative: Not all students read some of the books.
(iv) Not (clearly) available. There are arguments to say that alternatives like (25b) and (29b) should be blocked. In short, the idea is that there are cases where it is important to restrict Alt(S) to sentences which can be derived from S in one-replacement steps of the form S i → S i+1 such that S i+1 is not weaker than S i (this being a much generalized version of the idea that weaker alternatives have no effect on implicature computation). These arguments are discussed in Fox (2007: fn 35) and Magri (2008: ex (65) ). Notice however that these arguments may not apply to the theory developed in Chemla (2009c) : in this system, multiple replacements like (25b) and (29b) do not lead to problematic predictions.
A.3 Universal free choice inferences
In a system based on an O operator à la Fox, free choice inferences are derived via rather involved computations and it would not be useful to go into detail about them here. Yet, I claimed without proof that a globalist application of O does not predict a universal free choice inference (end of section 1.6.3). I want to explain why this is so.
In non quantified cases, free choice effects arise via a double application of O (although this is not necessary, since simple modifications in the definition would remove this property, see footnote 10). In quantified cases, the universal inference is negated by the first application of O and thus could not be derived by later applications. The relevant steps are below but the short version of this is that every alternative gets negated in the first step and we derive for example that '∀x : ♦[Ax]' is false which blocks the universal inference. 
Notice that if we add the (problematic) alternatives discussed in A.2, where the universal quantifier ∀ is replaced with an existential quantifier ∃, we would still not derive the universal inference. The reason for this is that the set of innocently excludable alternatives is even bigger and their negations still block the universal inference. This is represented in the computations below where S * is exactly like S above except that S * has more alternatives:
B Experimental instructions
B.1 Actual French version
Bonjour et merci pour votre participation. Vous allez voir s'afficher à l'écran des exemples de ce type:
see figure 2 for the layout and example (32) 
in appendix C for the French version of the items
Pour chaque phrase entre guillemets, vous direz si elle suggère "fortement" (à droite) ou "faiblement" (à gauche) ce qui suit (précédé du symbole "→→→"). Vous pourrez donner des réponses aussi variées que nécessaire pour coller à votre intuition en jouant sur la longueur de la ligne rouge. Si les exemples (i) et (ii) ci-dessus n'appellent pas de commentaires, l'exemple (iii) est plus controversé. En entendant (iii) certains comprendraient que Jean est un excellent élève et que le prof veut qu'il fasse la correction pour ses camarades. D'autres comprendraient au contraire que le prof menace Jean de le démasquer. En suivant votre intuition propre, vous guiderez la ligne rouge plus ou moins proche de "Fort" ou de "Faible". Ce n'est pas un test de logique et il n'y a pas de bonne ou de mauvaise réponse. Tous les
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Emmanuel Chemla exemples se passent dans une salle de classe. Prêtez attention aux quelques informations plus spécifiques (appelées "Contexte général") qui vous seront données sur les circonstances particulières pour chaque série de phrases (c'est-à-dire en haut de chaque cadre). Attention, ces informations ne sont valables que pour les exemples juste en dessous dans le même cadre.
Les phrases sont toutes indépendantes les unes des autres (comme si c'était chaque fois un autre prof avec d'autres étudiants, éventuellement dans le même "contexte général"). Oubliez-les au fur et à mesure. Jugez les phrases dans l'ordre où elles apparaissent à l'écran. Vous pouvez revenir sur vos jugements par exemple pour mettre en évidence des différences entre les phrases mais inutile de le faire systématiquement.
Jouez avec la longueur de la ligne pour indiquer clairement même de petites différences de force d'un exemple à un autre. Ne répondez pas "maximalement Fort" systématiquement sans chercher les différences! Validez vos réponses en cliquant sur le bouton "Submit". Gardez votre main sur la souris pour adapter la longueur des barres rouges aussitôt que vous vous serez fait un avis.
Les premiers exemples devraient vous aider mais si quelque chose ne vous semble pas clair, appelez l'expérimentateur maintenant.
B.2 English translation
Hello and thank you for your participation. You are going to see examples on the screen of the following types: see figure 2 For each sentence between quotation marks, you will say if it suggests "strongly" (to the right) or "weakly" (to the left) what follows (preceded with the symbol "→→→"). You can give answers as diverse as necessary to represent your intuition by playing with the length of the red line.
If examples (i) and (ii) above are clear, example (iii) is more controversial. Upon hearing (iii) some would understand that John is an excellent student and that the teacher wants him to do the correction for his fellow students. However, others may understand that the teacher is threatening John and that he has a way to prove that he cheated. Following your intuition, you will guide the red line more or less closely to "Strong" or "Weak". It is not a logic test and there is no good or bad answer. Every example has to be understood as if uttered in a classroom. Pay attention to the more specific information
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Universal implicatures and free choice effects (called "General context") which will be given for each series of examples (on top of each frame). Caution: this information is active only for examples right below in the same frame.
The sentences are independent from each other (as if it was each time a new teacher with fresh students, potentially in the same "general context" though). Forget the examples as you go. Judge the sentences in the order they appear on the screen. You may occasionally return to your judgments to indicate more subtle differences between the sentences for instance, but there is no need to do it systematically.
Play with the length of the line to indicate clearly even small differences in strength from one example to the next. Do not answer "maximally strong" systematically without considering possible differences! Validate your answers with the button "Submit". Keep your hand on the mouse to adjust the length of the red lines as soon as you made up your mind. The first examples should help you but if anything is not clear, call the experimenter now.
C Experimental items
In addition to the 3 training items repeated at the beginning of the experiment, the experiments contained 16 inferences. Each screen included 4 inferences which were variants of either 4 scalar implicatures or 4 free choice inferences discussed in section 1.6. The full list of experimental items is below, the English translations come right after each of the actual French examples.
