Abstract. In this paper we provide a convergence rates result for a modified version of Landweber iteration with a priori regularization parameter choice in a Banach space setting.
An increasing number of inverse problems is nowadays posed in a Banach space rather than a Hilbert space setting, cf., e.g., [2, 6, 13] and the references therein.
An Example of a model problem, where the use of non-Hilbert Banach spaces is useful, is the identification of the space-dependent coefficient function c in the elliptic boundary value problem −∆u + cu = f in Ω (1)
from measurements of u in Ω ⊆ R d , d ∈ {1, 2, 3}, where f is assumed to be known. Here e.g., the choices p = 1 for recovering sparse solutions, q = ∞ for modelling uniformly bounded noise, or q = 1 for dealing with impulsive noise are particulary promising, see, e.g., [3] and the numerical experiments in Section 7.3.3 of [13] .
Motivated by this fact we consider nonlinear ill-posed operator equations
where F maps between Banach spaces X and Y . In the example above, the forward operator F maps the coefficient function c to the solution of the boundary value problem (1), (2) , and is well-defined as an operator
where D(F ) = {c ∈ X | ∃ĉ ∈ L ∞ (Ω),ĉ ≥ 0 a.e. : c −ĉ X ≤ r}, r sufficiently small, for any
see Section 1.3 in [13] .
Since the given data y δ are typically contaminated by noise, regularization has to be applied. We are going to assume that the noise level δ in
is known and provide convergence results in the sense of regularization methods, i.e., as δ tends to zero. In the following, x 0 is some initial guess and we will assume that a solution x † to (3) exists. Variational methods in Banach space have been extensively studied in the literature, see, e.g., [2, 10, 6] and the references therein.
Since these generalizations of Tikhonov regularization require computation of a global minimizer, iterative methods are an attractive alternative especially for large scale problems. After convergence results on iterative methods for nonlinear ill-posed operator equations in Banach spaces had already been obtained in the 1990's (cf. the references in [1] ) in the special case X = Y , the general case X = Y has only been treaten quite recently, see e.g. [5] , [7] , and [9] for an analysis of gradient and Newton type iterations. While convergence rates have already been established for the iteratively regularized Gauss-Newton iteration in [7] , the question of convergence rates is still open for gradient type, i.e. Landweber methods. It is the aim of this paper to provide such a result.
In order to formulate and later on analyze the method, we have to introduce some basic notations and concepts.
Consider, for some q ∈ (1, ∞), the duality mapping
which maps from X to its dual X * . To analyze convergence rates we employ the Bregman distance
Throughout this paper we will assume that X is smooth, which means that the duality mapping is single-valued, and moreover, that X is q-convex, i.e.,
for some constant c q > 0. As a consequence, X is reflexive and we also have
for some C q * . Here q * denotes the dual index q * =−1 . Moreover, the duality mapping is bijective and J −1 q = J X * q * , the latter denoting the (by q-convexity also single-valued) duality mapping on X * . We will also make use of the identities
and
For more details on the geometry of Banach spaces we refer, e.g., to [12] and the references therein. We here consider the iteratively regularized Landweber iteration
where we abbreviate
, which, for an appropriate choice of the sequence {α n } n∈IN ∈ (0, 1], has been shown to be convergent with rates under a source condition
with ν = 1 in a Hilbert space setting in [11] . Since the linearized forward operator F ′ (x) typically has some smoothing property (reflecting the ill-posedness of the inverse problems) condition (10) can often be interpreted as a regularity assumption on the initial error x † − x 0 , which is stronger for larger ν. In the Hilbert space case the proof of convergence rates for the plain Landweber iteration (i.e., (9) with α n = 0) under source conditions (10) relies on the fact that the iteration errors
and their preimages under (
ν/2 form a bounded sequence (cf., Proposition 2.11 in [8] ). Since carrying over this approach to the Banach space setting would require more restrictive assumptions on the structure of the spaces even in the special case ν = 1, we here consider the modified version with an appropriate choice of {α n } n∈IN ∈ (0, 1].
In place of the Hilbert space source condition (10), we consider variational inequalities
cf., e.g., [4] , where
. Using the interpolation and the CauchySchwarz inequality, it is readily checked that in the Hilbert space case (10) implies (11) . For more details on such variational inequalities we refer to Section 3.2.3 in [13] and the references therein.
The assumptions on the forward operator besides a condition on the domain
include a structural condition on its degree of nonlinearity (cf. [4] (
whose strength depends on the smoothness index in (11) . Namely, we assume that
so that in case ν = 1, a Lipschitz condition on F ′ , corresponding to (c 1 , c 2 ) = (0, 1) is sufficient.
Here F ′ denotes the Gateaux derivative of F , hence a Taylor remainder estimate
where
, follows from (13). We will assume that in each step the step size µ n > 0 in (9) is chosen such that
1−c1 , and c 1 , K are as in (13), which is possible, e.g.,
, it is possible to bound µ n away from zero
(which we will show by induction in the proof of Theorem 1). Hence, there exist µ, µ > 0 independent of n and δ such that we can choose
(e.g., by simply setting µ n ≡ µ). Moreover, we will use an a priori choice of the stopping index n * according to
and of {α n } n∈IN such that
for some c ∈ (0, 
Theorem 1. Assume that X is smooth and q-convex, that x 0 is sufficiently close to x † , i.e.,
, (which by (5) implies that x † − x 0 is also small), that a variational inequality (11) with ν ∈ (0, 1] and β sufficiently small is satisfied, that F satisfies (13) 
Let n * (δ) be chosen according to (22) with τ sufficiently large. Moreover assume that (19) holds and the sequence {µ n } n∈IN is chosen such that (21) holds for 0 < µ < µ according to (20) , and let the sequence {α n } n∈IN ⊆ [0, 1] be chosen such that (23) holds, and α max = max n∈IN α n is sufficiently small. Then, the iterates x δ n+1 remain in B D ρ (x † ) for all n ≤ n * (δ) − 1 with n * according to (22) . Moreover, we obtain optimal convergence rates
as well as in the noise free case δ = 0
Remark 2. Note that the rate exponent in (26)
always lies in the interval [0,
. Moreover, note that Theorem 1 provides a results on rates only, but no convergence result without variational inequality. This corresponds to the situation from [11] in a Hilbert space setting. 
where we have used the abbreviation A = F ′ (x † ) and the elementary estimate
and therewith, by the second triangle inequality,
(29) as well as analogously
For any n ≤ n * according to (22) , by (7) we have
where the terms on the right hand side can be estimated as follows.
By (6) and (8) we have
where we have used the triangle inequality in X * and X, the inequality
and (5) . For the second term on the right hand side of (31) we get, using (30), (28), (34),
Using the variational inequality (11), (29), and
we get
where we have used (28) two times and ǫ > 0 will be chosen as a sufficiently small number below. Moreover, by (15), the exponent
is larger or equal to one and β is sufficiently small so that β
Inserting estimates (32)-(38) with ǫ = 2
into (31) and using boundedness away from zero of µ n and the abbreviations
Here the last term is nonpositive due to the choice (18) of µ n , so that we arrive at In case c 1 = 1, estimates (29), (30) simplify to
Therewith, the terms containing D In case δ = 0, i.e., n * = ∞, uniform boundedness of {γ n } n∈IN implies (26). For δ > 0 we get (25) by using (22) Remark 3. In view of estimate (39), an optimal choice of α n would be one that minimizes the right hand side. At least in the special case that the same power of α n appears in the last two terms, i.e., n is indeed reasonable and probably even optimal.
