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Abstract
We discuss the q-state Potts models for q ≤ 4, in the scaling regimes close to their
critical or tricritical points. Starting from the kink S-matrix elements proposed
by Chim and Zamolodchikov, the bootstrap is closed for the scaling regions of all
critical points, and for the tricritical points when 4 > q ≥ 2. We also note a curious
appearance of the extended last line of Freudenthal’s magic square in connection
with the Potts models.
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1 Introduction
The q-state Potts models directly generalise the most well-known of all two-dimensional
integrable models, the Ising model. They have been much studied, both in their own
right as interesting statistical-mechanical systems, and because of their relations with
other models – the limit q → 1, for example, describes bond percolation. However, they
are by no means completely understood.
In this paper and its sequel we shall discuss the treatment of these models in the
framework of continuum field theory. Such techniques are expected to be applicable
in scaling regimes near to critical points, though for the q-state Potts models some
elements of the treatment will be rather formal, reflecting the nonlocal manner in which
the models are initially defined on the lattice. In this paper we focus on the description
of the models in terms of the on-shell data provided by an exact S-matrix. A number
of years ago, Chim and Zamolodchikov proposed a set of amplitudes for the scattering
of elementary kink-like excitations in the low-temperature phase of the model [1]. (A
different treatment had previously been suggested by Smirnov [2], based on quantum-
group reductions of the Izergin-Korepin S-matrix. In this article we shall work from
the Chim-Zamolodchikov formulation, as it more closely reflects the continuous nature
of the Fortuin-Kasteleyn [3] definition of the theory on a lattice, but we note that
the relationship between the two approaches has recently been clarified, in [4].) The
fundamental S-matrix elements form only part of the on-shell description of the model,
and in order to complete the picture it is necessary to find out if any further asymptotic
states are present. In the exact S-matrix framework this is commonly achieved by an
analysis of the pole structure of all S-matrix elements, a process which is known as
closure of the bootstrap. The case of the q-state Potts models turns out to involve a
number of subtleties, which we attempt to highlight and resolve in this paper. Since
we have not been entirely successful in this enterprise, we also include some details of
the problems that we encountered. They only arose when continuing the S-matrices far
into the regime of tricritical models, but they may nonetheless be important signals of
new behaviour in the bootstrap programme.
In §2, we review Chim and Zamolodchikov’s proposal and its background, stressing
some of the non-standard features that the models exhibit. Then in §3 we close the
bootstrap for the scaling regions of all critical models, finding that we need to invoke
the Coleman-Thun mechanism in a novel way in order to explain the full pole structure
of all S-matrix elements. A continuation of Chim and Zamolodchikov’s S-matrix is
expected to describe the scaling regions of the tricritical models, and this is discussed
in §4. Finally, §5 contains our conclusions and some more detailed tables are collected
in four appendices.
In a companion paper [5], these models will be discussed from a complementary
point of view, using finite-size effects.
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2 Review
2.1 The models on the lattice and their continuum limits
The standard definition of the lattice q-state Potts model is through the Hamiltonian
H = −J
∑
〈x,y〉
δσ(x),σ(y) (2.1)
where J is a coupling strength and the spin σ(x) associated with the lattice site x may
take any of q distinct values. The summation is over all nearest-neighbour pairs of sites
〈x, y〉. In terms of H, the partition function at temperature T is given by
Z =
∑
{σ}
e−
1
kT
H . (2.2)
Notice that H is invariant under the group Sq of permutations of the q possible values
of σ.
This definition only applies for integer values of q, but a reformulation due to Fortuin
and Kasteleyn [3] allows the constraint to be lifted. Expanding (2.2) as
Z =
∑
{σ}
∏
〈x,y〉
(
1 + (e
J
kT − 1)δσ(x),σ(y)
)
(2.3)
they observed that it could be written in the form
Z =
∑
G
KνqC (2.4)
whereK = e
J
kT −1, and the sum is over all graphs G on the lattice, with ν the number of
bonds in G and C the number of connected components (sets of sites joined by bonds).
When the model is defined in this way, q is no longer restricted to integer values, and
can be taken as a continuous parameter. However, at general values of q, Z cannot be
written in terms of a local Hamiltonian, and the precise meaning of its ‘Sq’ symmetry
is not clear. Nevertheless, the partition function is certainly well-defined, and we shall
see later that many other features which might be thought special to locally-defined
theories also make sense.
The model undergoes a phase transition at K = Kc =
√
q , which is second-order
for q ≤ 4. At these values of q a continuum limit can be taken, and if the limit is taken
exactly at the critical point, the resulting field theory is conformal. Parametrising q as
√
q = 2 sin γ = 2cos
(
pi
ξ+1
)
(2.5)
with 0 ≤ γ ≤ pi/2 and ξ = (pi+2γ)/(pi−2γ), its central charge is [6]
c(q) = 1− 6
ξ(ξ+1)
. (2.6)
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A generalisation of the basic Potts model allows for the existence of vacancies [7]. In
addition to the critical points just discussed, these models have tricritical points, with
the critical and tricritical points coinciding at q = 4. The exponents for the tricritical
points can be obtained from those of the critical points by continuing γ into the range
pi/2 ≤ γ ≤ pi [7] (see also [8, 9]). This shifts ξ into the range −∞ < ξ < −3.
If ξ is rational, the value of c(q) coincides with the central charge c = 1−6(p′−p)2/pp′
of a minimal model Mpp′ , p′ > p. More precisely, the relationship is
ξ =
p
p′−p (2.7)
on the critical branch, and
ξ =
p′
p−p′ (2.8)
on the tricritical branch. This coincidence does not mean that the conformal field
theories of the Potts models at rational ξ are minimal models – in particular, the
relevant partition functions only agree when q is an integer [10] – but it does mean that
connections with minimal models are to be expected at these points.
Other aspects of the critical and tricritical models, and of their relationships with
conformal field theories, are reviewed in [5]. However in this paper we are more con-
cerned with the massive field theories which arise if a continuum limit is taken with the
temperature (and any other parameters) tending to a critical value with the correlation
length held finite in physical units. In many interesting cases (including the ones cur-
rently under discussion [2,1]) these field theories turn out to be integrable [11], allowing
them to be understood in considerable detail. In turn, this allows the scaling regions
of the original lattice models near to their second-order transitions to be explored; it is
also relevant to the computation of certain universal characteristics of the transitions
themselves [12].
In practice, the field theories are usually found directly in the continuum, either
by a consideration of the symmetries that they should inherit from the lattice, or by
starting from the continuum conformal field theories, and then adding to their actions
suitable continuum operators to describe the departure from criticality – the basic idea
of perturbed conformal field theory, as put forward by Zamolodchikov [11]. For shifts
in temperature, the operator to add is the local energy density, which corresponds to
φ21 for the critical Potts models [6], and φ12 for the tricritical models [13]. We shall
refer to the massive theories as the scaling Potts models. Strictly speaking, they are
not perturbations of minimal conformal field theories, except at integer values of q.
However, in situations where the infinite-volume ground states of the q-state Potts and
minimal models coincide, we expect the two to agree on issues such as mass spectrum
and (diagonal) S-matrix elements. We shall say a little more about this issue in later
sections and in [5], but since it is not directly relevant to our current discussion of the
Potts S-matrices, we leave it to one side for now.
Irrespective of whether the unperturbed c < 1 theories are minimal models, Zamolod-
chikov’s counting argument [11] shows that generic φ21 or φ12 perturbations preserve
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conserved charges with spins s = 1, 5, 7 and 11. By an argument due to Parke [14], the
existence of these charges is enough to ensure that, as quantum field theories defined in
Minkowski space, the models must have factorisable S-matrices, allowing the full multi-
particle S-matrix to be given in terms of the set of two-particle scattering amplitudes∗.
The main result of Chim and Zamolodchikov [1] was a conjecture for these amplitudes
for certain fundamental, kink-like excitations. To finish the story, amplitudes for the
scattering of all possible bound states of these kinks must be found, and this is the
main goal of the present paper. In the remainder of this section, we shall review the
assumptions that went into Chim and Zamolodchikov’s initial proposal.
2.2 The fundamental S-matrix elements
To begin, we discuss the scaling regions of the critical models. The scattering theory
is most easily treated by working in the low-temperature, ordered phase, in which one
would expect to find q degenerate vacua. It is then natural to postulate the existence of a
set of particles, or kinks, Kab(θ) (a, b = 1 . . . q ; a 6= b), domain walls which interpolate
between different vacua. The fact that q is not necessarily an integer may appear
worrysome, but following [1] we can decide to treat q formally, motivated at least in
part by the fact that this can be given a precise sense on the lattice through the Fortuin-
Kasteleyn trick reviewed above. The energy-momentum of Kab(θ) is parameterized by
the rapidity θ, pµ = (m cosh θ,m sinh θ), and asymptotic n-particle states interpolating
between vacua a0 and an correspond to the products
Ka0a1(θ1)Ka1a2(θ2) . . . Kan−1an(θn) (ai 6= ai+1) . (2.9)
Scattering of these kinks is completely described by the two-particle amplitudes Sbdac(θ):
Kab(θ1)Kbc(θ2) =
∑
d6=a,c
Sbdac(θ)Kad(θ2)Kdc(θ1) , θ = θ1 − θ2 . (2.10)
Due to the Sq symmetry of the model, there are only four independent two-particle
amplitudes Sn(θ) (n = 0 . . . 3). These are represented in figure 1.
The S-matrix must be unitary, crossing symmetric, and satisfy the Yang-Baxter
equations. Chim and Zamolodchikov found that the latter implies
S0(θ) = sin(γ) sin(iλθ) sin(3γ + iλθ)R(θ) (2.11)
S1(θ) = sin(2γ) sin(γ + iλθ) sin(3γ + iλθ)R(θ) (2.12)
S2(θ) = sin(2γ) sin(iλθ) sin(2γ + iλθ)R(θ) (2.13)
S3(θ) = sin(3γ) sin(γ + iλθ) sin(2γ + iλθ)R(θ) (2.14)
where γ is defined by 2 sin γ =
√
q as in (2.5) above, and λ is an as-yet undetermined
parameter. Crossing symmetry requires that S0 and S3 be unchanged under θ → ipi−θ
∗In all probability the models actually have conserved charges at all integer spins not multiples of 2
or 3, but just two with spins > 1 are enough for Parke’s argument to go through.
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Figure 1: The four independent two-particle amplitudes
while S1 and S2 swap over, which implies piλ = 3γ mod pi and R(ipi − θ) = R(θ).
Unitarity then boils down to the condition
R(θ)R(−θ) = [sin2(γ) sin(2γ + iλθ) sin(2γ − iλθ) sin(3γ + iλθ) sin(3γ − iλθ)]−1 (2.15)
Together with crossing, this fixes the S-matrix as a function of γ and λ up to a so-
called CDD factor, a 2pii-periodic function f satisfying f(θ)f(−θ) = 1, f(ipi−θ) = f(θ).
To resolve the remaining ambiguities, some further physical input is required, and this
comes from an initial consideration of the pole structure.
In general, it should be possible to explain all S-matrix poles in the physical strip
0 ≤ ℑmθ ≤ pi (2.16)
in terms of the bound-state structure of the model (though, as we shall see, the mech-
anism can in some cases be quite involved). Conversely, the fundamental S-matrix
elements should certainly exhibit poles reflecting the possibility to form an elementary
kink as a bound state of two other such kinks. Taking energy-momentum conservation
and vacuum structure into account, direct-channel poles should appear in S0(θ) and
S1(θ) at θ = 2pii3 , and cross-channel poles in S0(θ) and S2(θ) at θ = pii3 . These are
illustrated in figures 2 and 3.
d
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Figure 2: Direct channel KK → K bound states in S0 and S1
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Figure 3: Cross channel KK → K bound states in S0 and S2
A comparison with (2.11) – (2.13) shows that the common factor R(θ) must therefore
have poles at pii3 and
2pii
3 . On the other hand, the pole at
2pii
3 should be absent from
S2 and S3, and the pole at pii3 absent from S1 and S3. This can only be achieved by
cancellations against zeroes from the sine prefactors in (2.12) – (2.14), which strengthens
the previous condition on λ to piλ = 3γ mod 3pi.
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Figure 4: KK → K bootstrap
The three-kink coupling leads to a set of bootstrap equations, depicted in figure 4.
In contrast to the Yang-Baxter equations, these constraints are felt by the CDD factor.
Combining these conditions with a prior knowledge of the solutions for q = 2 and 3 led
Chim and Zamolodchikov to the simplest choice piλ = 3γ, and a minimal solution for
the S-matrix elements which, for the discussions to come, it will be most convenient to
rewrite in the following form:
S0(θ) = sinh(λθ)
sinh(λ(θ−2pii3 ))
S(θ) , (2.17)
S1(θ) = sin(
2piλ
3 )
sin(piλ3 )
sinh(λ(θ−pii3 ))
sinh(λ(θ−2pii3 ))
S(θ) , (2.18)
S2(θ) = sin(
2piλ
3 )
sin(piλ3 )
sinh(λθ)
sinh(λ(θ−ipi)) S(θ) , (2.19)
S3(θ) = sin(λpi)
sin(piλ3 )
sinh(λ(θ−pii3 ))
sinh(λ(θ−ipi)) S(θ) . (2.20)
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The overall scalar factor S(θ) is
S(θ) =
sinh(λ(θ+pii3 ))
sinh(λ(θ−pii3 ))
eA(θ) (2.21)
with eA(θ) defined in terms of the blocks
µ(a) =
Γ(a− λ
ipi
θ)
Γ(a+ λ
ipi
θ)
Γ(a+ λ+ λ
ipi
θ)
Γ(a+ λ− λ
ipi
θ)
= exp
[
2
∫ ∞
0
dx
x
sinh( λ
ipi
θx)e−ax
(1−e−λx)
(1−e−x)
]
(2.22)
as
eA(θ) =
∞∏
k=0
µ(1 + 2kλ)
µ((2k+1)λ)
µ(1 + (2k−13)λ)
µ((2k+ 43)λ)
. (2.23)
From the second equality in (2.22) and the formula
sinh(λ(θ+ipiα))
sinh(λ(θ−ipiα)) = exp
[
−2
∫ ∞
0
dk
k
sinh(ikθ)
sinh(pik2 (
1
λ
−2α))
sinh(pik2λ )
]
(2.24)
it is a simple matter to recover integral representations equivalent to those given in [12] :
A(θ) = −2
∫ ∞
0
dk
k
sinh(ikθ)
cosh(pik6 ) sinh(
pik
2 (
4
3− 1λ))
cosh(pik2 ) sinh(
pik
2λ )
; (2.25)
logS(θ) = −2
∫ ∞
0
dk
k
sinh(ikθ)
cosh(pik2 (
1
3− 1λ)) sinh(pik3 )
cosh(pik2 ) sinh(
pik
2λ )
. (2.26)
In addition, eA(θ) and S(θ) satisfy
eA(−θ) = e−A(θ) , eA(ipi−θ) =
sinh(λθ)
sinh(λ(θ−ipi))
sinh(λ(θ+pii3 ))
sinh(λ(θ−4pii3 ))
eA(θ) ; (2.27)
S(−θ) = 1/S(θ) , S(ipi−θ) = sinh(λθ)
sinh(λ(θ−ipi))
sinh(λ(θ−pii3 ))
sinh(λ(θ−2pii3 ))
S(θ) . (2.28)
The poles and zeroes of these two functions which can appear in the physical strip for
0 < λ < 3 are summarised in tables 1 and 2. Note that eA(θ) has no physical strip poles
at all for λ ≤ 1.
For the critical models, γ lies between 0 and pi/2 and so the S-matrix parameter
λ = 3γ/pi should be between 0 and 3/2. As mentioned above, the exponents of the
tricritical models can be obtained by a continuation of γ into the interval [pi/2, pi], and
it is natural to suppose that the same should hold at the level of S-matrices. This led
Chim and Zamolodchikov to conjecture that the S-matrix elements (2.17) – (2.20) with
λ in the range [3/2, 3] should correspond to the scaling tricritical models. Thus the
general relation between q and λ is
√
q = 2 sin
(
piλ
3
)
, where λ ∈
{
[0, 3/2] (perturbed critical models);
[3/2, 3] (perturbed tricritical models).
(2.29)
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Poles Zeroes
θ
ipi
= 1
λ
− 13 1λ 2λ − 13 2λ 3λ − 13 1
Physical
strip?
λ > 34 λ > 1 λ >
3
2 λ > 2 λ >
9
4 ∀λ
Table 1: Physical strip poles and zeroes of eA(θ), for 0 < λ < 3
Poles Zeroes
θ
ipi
= 13
1
λ
1
λ
+ 13
2
λ
1
Physical
strip?
∀λ λ > 1 λ > 32 λ > 2 ∀λ
Table 2: Physical strip poles and zeroes of S(θ), for 0 < λ < 3
Recall that λ ∈ [0, 3/2] corresponds to φ21 perturbations, and λ ∈ [3/2, 3] to φ12. In all
cases the central charge of the unperturbed theory is
c = 1− (3−2λ)
2
(3+2λ)
. (2.30)
For future reference, we also record the rational values of λ, following from (2.7) and
(2.8) and the relation λ = 32(ξ−1)/(ξ+1), at which the off-critical Potts models are
related to φ21 and φ12 perturbed minimal models Mpp′ , p′ > p :
λ =
3p
p′
− 3
2
(φ21 perturbations); (2.31)
λ =
3p′
p
− 3
2
(φ12 perturbations). (2.32)
3 Completing the bootstrap for 0 ≤ λ ≤ 3/2
We now return to the discussion of the pole structures of the S-matrix elements, in order
to see if there is any need to introduce further one-particle asymptotic states into the
model, beyond the elementary kinks. It is convenient to phrase the discussion in terms
of the variable
t =
θ
ipi
(3.1)
already used implicitly in tables 1 and 2, so that the segment of the imaginary θ-axis
lying in the physical strip corresponds to real values of t between 0 and 1. t will
sometimes be referred to as an ‘angle’, though strictly speaking the term should be
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Poles: t = Poles: t = Poles: t =
S0(θ): 23 13 S1(θ): 23 S2(θ): 13
2
3 − 1λ 13 + 1λ 23 − 1λ 13 + 1λ
S3(θ): 1
λ
1− 1
λ
1
λ
1− 1
λ
2
λ
1− 2
λ
2
λ
1− 2
λ
Table 3: Physical strip poles of S0, S1, S2 and S3 for 0 ≤ λ ≤ 3
reserved for pit rather than t. The poles at t = 2/3 in S0 and S1, and at t = 1/3 in S0
and S2, have already been treated, and are due to the fundamental kink itself. In [1],
Chim and Zamolodchikov noted that extra poles enter the physical strip once λ passes 1.
These they assigned to a new particle B, a breather-like excitation over a single vacuum,
appearing as a bound state in the scattering of two kinks. The associated S-matrix
elements SBK and SBB also contain physical strip poles. Some of these correspond to
the kink and breather already seen, but others were conjectured in [1] to signal the
presence of yet further particles. In this section, we re-examine this analysis and find
that these further particles do not in fact appear in the spectrum while the critical
models are considered. The range 3/2 < λ ≤ 3, corresponding to perturbations of the
tricritical models, turns out to be far more complicated and we postpone its discussion
until section 4.
3.1 The pole structure of the fundamental kink amplitudes
Table 3 summarises the physical strip pole structure of the fundamental amplitudes
(2.17)-(2.20), for λ in the range 0 ≤ λ ≤ 3. Supposing each pole to correspond to a
bound state particle in either the direct or the crossed channel, a consideration of the
patterns of vacua shown in figure 1 allows them to be classified as follows. All four
vacua seen by S0 are different, so all of its poles must correspond to kink type particles.
One out of each pair of poles in S0 appears in S1 , and the other in S2. To be consistent
with the vacuum structure, the pole also appearing in S1 must be direct channel, and
that also in S2 cross channel. Similarly, all poles in S3 must correspond to excitations
over a single vacuum (breathers). All poles which also appear in S2 must be direct
channel, while those which also appear in S1 must be cross channel. The resulting
particle spectrum is summarised in table 4, and the corresponding fusing vertices are
9
Pole: t = 23
2
3 − 1λ 1− 1λ 1− 2λ
Physical
strip?
∀ λ λ > 32 λ > 1 λ > 2
Mass: m 2m cos
(
pi
3 − pi2λ
)
2m cos
(
pi
2 − pi2λ
)
2m cos
(
pi
2 − piλ
)
Particle: K1 (= K) K2 B1 (= B) B2
Table 4: Direct channel pole assignments for S0, S1, S2 and S3
depicted in figure 5.
3
−
1 1
3−
2
−λ
11 1
λ−
1
−
1 11
λ−
−11
1 221
−
2 1 2
Figure 5: K1K1 fusing vertices
Restricting to the range 0 ≤ λ ≤ 3/2, the only bound states signalled in K1K1
scattering are the fundamental kink K1 itself, and, for 1 < λ ≤ 3/2, the breather B1.
3.2 Two particles: 1 < λ ≤ 3/2
For λ ≤ 1, the bootstrap closes on the fundamental kink alone and there is no more to
be done, but once λ increases beyond 1 the breather B1 appears. This extra particle
brings with it two new scattering amplitudes, SB1K1 and SB1B1 :
SB1K1 = [ 12 + 12λ ][ 16 + 12λ ] , (3.2)
SB1B1 = [ 23 ][ 1λ ][ 1λ − 13 ] . (3.3)
Here we have rewritten the formulae from [1] using the blocks
[a] = (a)(1 − a) , where (a) = sinh (
θ
2
+ ipia
2
)
sinh ( θ
2
− ipia
2
)
. (3.4)
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The new amplitudes are illustrated in figure 6.
b
θ
a
b
a
a
θ
a
a
a
Figure 6: B1K1 → K1B1 and B1B1 → B1B1 scattering
The pole structures of these new S-matrix elements must be examined to see if
there are any further bound states. It is at this stage that our analysis diverges from
that of [1], since it turns out that variants of the Coleman-Thun mechanism [15] allow
some poles to be explained, for certain ranges of λ, without the need to introduce new
particles. We shall treat the two new amplitudes in turn.
3.3 The B1K1 scattering amplitude
The relevant S-matrix element, which is also depicted in appendix D, is
SB1K1 = [ 12+ 12λ ][ 16+ 12λ ] = ( 12− 12λ)( 12+ 12λ)( 16+ 12λ)( 56− 12λ) (3.5)
TheK1K1B1 vertex allows the poles from the factors ( 12+
1
2λ
) and ( 1
2
− 1
2λ
) to be identified
with the original kink K1 appearing as a bound state in the direct and crossed channels
respectively. Assuming that the poles in [ 1
6
+ 1
2λ
] also correspond to a bound state, we
make an initial hypothesis that the direct channel pole is at t = 1
6
+ 1
2λ
. The associated
particle must be an excited kink of some sort, and calculating its mass we find
m = 2m cos(pi
3
− 1
2λ
) . (3.6)
Comparing with the masses listed in table 4, it is natural to identify this with the K2
state already seen in K1K1 scattering. This implies the existence of a vertex coupling
K1, K2 and B1 , and the corresponding fusing angles are shown in figure 7.
1 1
1 + 2
2
1
λ6
1
−1 2λ
5
6
Figure 7: the K1B1 → K2 vertex
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Unlike the K2 bound state poles in S0 and S1, which only enter the physical strip for
λ > 32 , the (
5
6
− 1
2λ
)( 1
6
+ 1
2λ
) poles in SB1K1 are already in the physical strip at λ = 1. This
suggests that K2 should be present in the particle spectrum for all λ > 1, and indeed
this was proposed in [1]. We would like to advocate an alternative scenario, which
begins with the observation that, for λ < 3/2, one would expect the B1K1 scattering
amplitude to exhibit an anomalous threshold pole exactly at the location of the would-
be K2 bound state pole, since the on-shell diagram shown in figure 8 is geometrically
possible.
α
1
1
1
11
1
α
1 1
1
1
1 1
11
Figure 8: K1B1 scattering: the
pole at t = 1
6
+ 1
2λ
, for λ < 32
Figure 9: B1B1 scattering: the
pole at t = 1
λ
− 1
3
, for λ < 3
2
The angle between the incoming particles K1 and B1 is t =
1
6 +
1
2λ , and the internal
scattering angle is α = 1
λ
− 23 . The diagram closes for 0 < α < 13 , which translates as
1 < λ < 32 . However, in two dimensions a diagram of this sort would usually be expected
to give rise to a double pole, while SB1K1 only has a simple pole at this value of t. The
problem is resolved once the contributions of the couplings and S-matrix elements are
taken into account. These are composed of four three-particle couplings multiplying
a sum over two-particle amplitudes. This sum, which we shall denote by C, can be
computed by considering the possibilities for the internal vacua in the diagram. The
‘upper’ internal vacuum must differ from both external vacua, and so can take (q−2)
values. Once this vacuum has been fixed, there are again (q−2) possibilities for the
lower internal vacuum, but they are no longer equivalent. Either the lower vacuum is
equal to the upper one (1 possibility), in which case the relevant two-particle amplitude
needed to evaluate the diagram is S1(ipiα), or else it is different ((q−3) possibilities), in
which case the amplitude is rather S0(ipiα). Adding everything up, we have
C = (q − 2) [S1(ipiα) + (q − 3)S0(ipiα)]
=
(q−2)S(ipiα)
sin(( 2
3
−α)piλ) sin(pi
3
λ)
[sin( 2pi
3
λ) sin(( 1
3
−α)piλ) + sin(piλ) sin(αpiλ)] (3.7)
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where use has been made of equation (2.29). Substituting α = 1
λ
− 23 , and noting
that S(ipiα) does not have any poles or zeroes at this value of α, reveals a remarkable
cancellation:
C = − (q−2)S(ipiα)
sin( 4pi
3
λ) sin(piλ)
[− sin( 2pi
3
λ) sin(piλ) + sin(piλ) sin( 2pi
3
λ)] = 0 . (3.8)
The vanishing of C reduces the overall singularity associated with the diagram to a
simple pole. Thus the pole at t = 16 +
1
2λ in SB1K1 can be explained without the need to
introduce the excited kink K2, at least until λ =
3
2 . Beyond this point, the scattering
process shown in figure 8 is no longer geometrically possible; and at the same time, the
presence of K2 in the spectrum is also signalled by the appearance of its bound state
pole in the kink-kink matrix elements S0 and S1.
A very similar phenomenon was observed many years ago by Coleman and Thun
in the Sine-Gordon model [15], where the appearance of new breathers is delayed until
their poles are seen in the soliton-soliton S-matrix (see section 4 of [16] for a detailed
review of this story). It has also played a roˆle in the understanding of non self-dual
affine Toda field theories [17], and crops up in the analysis of boundary scattering [18].
A novel feature here is the formal treatment of the vacua. When working out the
combinatorics, q is treated as an integer, and the resulting formula is then taken to hold
for general q. The same spirit guided Chim and Zamolodchikov’s original formulation
of the Yang-Baxter equations for the model; it can be interpreted as a way to account
for the statistics of the kink states in a way that depends smoothly on q. In principle it
should be possible to phrase the discussion entirely within the more standardly-defined
formulation of Smirnov [2], but since in this approach the vacuum structure depends in
a discontinuous way on q, the arguments are likely to be considerably more involved.
3.4 The B1B1 scattering amplitude
To complete the analysis we must consider
SB1B1 = [ 23 ][ 1λ ][ 1λ− 13 ] = ( 13)( 23)( 1λ)(1− 1λ)( 1λ− 13)( 23− 1λ) . (3.9)
The poles from the blocks ( 2
3
) and ( 1
3
) can be identified with B1 bound states in the
direct and cross channels respectively. The poles from ( 1
λ
) and (1− 1
λ
) match direct and
cross channel bound states of B2, while that in ( 1λ − 13) is potentially the direct channel
pole for a new particle, B3, with mass
mB3 = 2mB1 cos(
pi
2λ
− pi
6
) = 4m cos(pi
2
− pi
2λ
) cos( pi
2λ
− pi
6
) . (3.10)
(This particle was denoted B′ in [1].) The poles at 1
λ
and 1
λ
− 13 are both located in the
physical strip for λ > 1, when B1 first appears.
However, the appearance of bothB2 andB3 can be delayed by invoking the Coleman-
Thun mechanism. Most complicated to treat is the would-be B3 bound state pole. The
a-priori third order diagram shown in figure 9 has internal scattering angle α = 1
λ
− 23 ,
13
and thus closes for λ < 32 . Keeping track of all possible combinations we find that the
third-order pole must be multiplied by a factor
C = (q − 1)(q − 2) [S1(ipiα) + (q − 3)S0(ipiα)]2 [S1(i2piα) + (q − 3)S0(i2piα)] . (3.11)
We have already seen that S1(ipiα)+ (q−3)S0(ipiα) = 0 for α = 1
λ
− 23 in the treatment
of SB1K1 , and a simple calculation shows that the rest of the function is finite and non-
zero at this point. The diagram thus contributes a simple pole, and B3 need not show
up as a bound state until λ = 32 .
Turning to the pole at t = 1
λ
, provisionally assigned to B2, the relevant diagram is
shown in figure 10. The internal scattering angle α = 2
λ
− 1 is positive (making the
diagram geometrically possible) for λ < 2. Calculating the prefactor C we have
C = (q − 1) [S3(ipiα) + (q − 2)S1(ipiα)] (3.12)
= (q − 1)sin((α−
1
3)piλ)S(ipiα)
sin(pi3λ)
[
sin(piλ)
sin((α−1)piλ) + (q−2)
sin(2pi3 λ)
sin((α− 23)piλ)
]
.
At α = 2
λ
− 1, the expression in square brackets vanishes and the overall singularity is
reduced from a double to a single pole. This means that there is no need to introduce
the B2 breather until λ passes 2, at which stage it also appears in the K1K1 amplitudes
S2 and S3.
α1 1
1 1
1 1
1
Figure 10: B1B1 scattering: t = 1λ , λ < 2
3.5 Checks on the spectrum for 0 < λ ≤ 3/2
To summarise, by invoking the Coleman-Thun mechanism we have seen that the only
particles forced to appear for 0 < λ < 32 are the fundamental kink K1 , present for
all λ, and the breather B1 , which appears for λ > 1. The two bound states K2 and
B3 proposed by Chim and Zamolodchikov need not appear until λ >
3
2 . We also saw
evidence for a further new particle B2 , but its appearance was postponed until λ > 2.
While we have shown that our proposed spectrum is consistent, strictly speaking the
larger spectrum initially suggested by Chim and Zamolodchikov has not been completely
ruled out – genuine bound state poles could be hiding behind the contributions provided
by the Coleman-Thun diagrams. Some reassurance comes from some work by Delfino
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and Cardy [12]. They calculated a number of universal quantities using the form-factor
approach, which is sensitive to the massive particle spectrum. Some of these quantities
(for example the central charge) can be compared with known results. While the need
to add in the first breather state at λ = 1 is clearly signalled, the data up to λ = 3/2,
as illustrated by figure 5 of [12], shows no signs of any further missing particles.
Another check comes from the limiting point λ = 32 , q = 4, where the S-matrix for the
minimal D4 related field theory discussed in [19] should be reproduced. The spectrum
of this model consists of three light particles l , l ′, l ′′ with the same mass ml , and one
particle h of mass mh =
√
3ml . The mass ratio mh : ml equals that of mB1 : mK1 ,
and h is naturally identified with B1. There are three distinct ways of pairing up the
four vacua and each of these may be associated with one of the light particles. This is
shown in figure 11, where for example l is identified with domain walls 1↔ 2 and 3↔ 4
(vacua labeled from 1 to 4). This identification is unique up to permutations of the light
particles amongst themselves — also a property of the D4 S-matrix. The two-particle
amplitudes Sll(θ), Sll ′(θ), Slh(θ) and Shh(θ) then correspond to S3(θ), S0(θ), SB1K1(θ)
and SB1B1(θ) respectively. Substituting for λ, a direct comparison can be made with
the results of [19]. The S-matrices match, since S1(θ) and S2(θ) vanish for λ = 32 .
Notice that the set of spins of conserved charges for the D4-related model starts 1, 3,
3, 5 . . . and is thus larger than the generic φ21 spectrum s = 1, 5, 7, 11 . . . reported
above. Moving from the kink to the particle picture, the φ3 property of the S-matrix is
lost, and it is this which allows the enlarged set of conserved charges to be represented
locally on the multiparticle states. In the kink basis, the extra charges are also present
for λ = 3/2, but they do not act diagonally.
l
l
4
3
1
2 
l"
l"
l’
l’
Figure 11: Domain walls ↔ particles at q = 4
4 Perturbed tricritical models: 3/2 < λ < 3
We now move to the region 32 ≤ λ ≤ 3, suggested in [1] to describe the scaling tricritical
q-state Potts models, and related to φ12 perturbations of c < 1 conformal field theo-
ries. The full S-matrix becomes extremely complicated as λ increases, and we have not
completed our analysis for the whole tricritical range of λ. For this reason we will be a
little more sketchy in our descriptions in this section. Some further details are in the
appendices, and in [20].
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4.1 Four particles: 3/2 < λ ≤ 2
Two new particles, K2 and B3, must appear once λ passes
3
2 . We found that no further
particles were needed to explain the pole structure up to λ = 2. The new S-matrix
elements are as follows:
SaK1K2 = t( 13 + 12λ)t( 13 − 12λ)t( 12λ)t( 23 − 12λ)Sa(θ + ipi2λ)
SaK2K2 = [ 23 ]2[ 13 + 1λ ][ 1λ ]Sa
SB1K2 = [ 12 ][ 56 ][ 16 + 1λ ][ 1λ − 16 ]
SB3K1 = [ 13 ]2[ 1λ ][ 1λ + 13 ]
SB3K2 = [1− 12λ ]2[ 13 + 12λ ]3[ 23 + 12λ ][ 32λ − 13 ][ 32λ ]
SB3B3 = [ 23 ]3[ 1λ ]3[ 43 − 1λ ]2[ 13 + 1λ ][ 2λ − 23 ][ 2λ − 13 ]
SB3B1 = [ 16 + 12λ ]2[ 12 + 12λ ][ 76 − 12λ ][ 32λ − 12 ][ 32λ − 16 ] (4.1)
where t(a)(t) = tan(pi
2
(t+ a)), the blocks [a] were defined in equation (3.4) above, and
Sa are the amplitudes for the scattering of the fundamental kink K1. (Note the shift
in the argument in the first formula.) Once again there are four possible amplitudes
corresponding to the four different vacuum structures for kink-kink scattering. In ta-
bles 5 and 6 we summarise the physical-strip poles of the new kink-kink amplitudes for
3/2 < λ ≤ 3.
The introduction of new particles leads to further bootstrap equations. Here we
quickly sketch those for the new kink-kink amplitudes. K2 appears as a bound state in
K1K1, K1B1, and K1B3 scattering. This allows SaK1K2 to be obtained via a number
of a-priori distinct bootstrap equations. Consider first the K1K1 → K2 fusing. The
general kink bootstrap equation illustrated in figure 4 implies
SaK1K2(θ) =
∑
SK1K1(θ − ipi3 + ipi2λ)SK1K1(θ + ipi3 − ipi2λ) (4.2)
where the terms to be summed on the right-hand side depend both on the particular
matrix element being evaluated, and on the choice of vacuum b in figure 4. For example:
S0K1K2(θ) = S3S0 + S2S2 + (q − 4)S2S0
= S1S1 + S0S3 + (q − 4)S0S1
= S1S0 + S0S2 + (q − 5)S0S0. (4.3)
The compatibility of these formulae provides constraints on the non-scalar parts of the
K1K1 amplitudes, which turn out to be just the original bootstrap equations, with θ
shifted by ipi2λ .
Alternatively, the K1K2 scattering amplitude could have been found using either
the K1B1 → K2 fusing:
SaK1K2(θ) = SK1B1(θ − ipi6 )SaK1K1(θ + ipi2λ)
= SK1B1(θ + ipi6 )SaK1K1(θ − ipi2λ) (4.4)
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t = θ/ipi Poles: t =
S0K2K1(θ) : 23 + 12λ (13 + 12λ)2 23 − 32λ
1
3 − 12λ (23 − 12λ)2 13 + 32λ
S1K2K1(θ) : 23 + 12λ 13 + 12λ 23 − 32λ
(23 − 12λ)2 12λ 32λ 52λ
S2K2K1(θ) : (13 + 12λ)2 1− 12λ 1− 32λ 1− 52λ
1
3 − 12λ 23 − 12λ 13 + 32λ
S3K2K1(θ) : 13 + 12λ 1− 12λ 1− 32λ 1− 52λ
2
3 − 12λ 12λ 32λ 52λ
Table 5: Physical strip poles of S0K1K2 , S1K1K2 , S2K1K2 and S3K1K2 for 3/2 < λ ≤ 3
or the K1B3 → K2 fusing:
SaK1K2(θ) = SK1B3(θ − ipi3 + ipi2λ)SaK1K1(θ + 3pii2λ )
= SK1B3(θ + ipi3 − ipi2λ)SaK1K1(θ − 3pii2λ ). (4.5)
The equality of the two expressions in (4.4) can be checked using
S(θ + ipi
λ
) = −sinh(
θ
2
− ipi
2
) sinh( θ
2
− ipi
2
+ ipi
2λ
) sinh( θ
2
− ipi
3
) sinh( θ
2
+ ipi
3
+ ipi
2λ
)
sinh( θ
2
) sinh( θ
2
+ ipi
2λ
) sinh( θ
2
+ ipi
6
) sinh( θ
2
− ipi
6
+ ipi
2λ
)
S(θ) . (4.6)
Then (4.5) can be rewritten in a form that can more easily be compared with (4.4) by
making use of (4.6) and the fact that
SaK1K1(θ ± ipiλ ) =
S(θ ± ipi
λ
)
S(θ)
SaK1K1(θ) . (4.7)
As a last step, we need to check the compatibility of (4.4) with (4.2). Starting from (4.2)
we can use (4.7) and (4.6) to rewrite each SK1K1(θ +
ipi
3
− ipi
2λ
) as SK1K1(θ +
ipi
3
+ ipi
2λ
)
multiplied by a common factor. The non-scalar parts of the formula are then the original
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t = θ/ipi Poles: t =
S0K2K2(θ) : (23)3 (13)3 S1K2K2(θ) : (23 )3 (13 )2
(23 − 1λ)2 (13 + 1λ)2 (23 − 1λ)2 13 + 1λ
1− 1
λ
1
λ
1− 1
λ
( 1
λ
)2
2
λ
S2K2K2(θ) : (23)2 (13)3 S3K2K2(θ) : (23 )2 (13 )2
2
3 − 1λ (13 + 1λ)2 23 − 1λ 13 + 1λ
(1− 1
λ
)2 1
λ
(1− 1
λ
)2 ( 1
λ
)2
1− 2
λ
1− 2
λ
2
λ
Table 6: Physical strip poles of S0K2K2 , S1K2K2 , S2K2K2 and S3K2K2 for 3/2 < λ ≤ 3
bootstrap equations for SaK1K1(θ + ipi2λ), leaving it to be checked that the extra factor
is equal to SK1B1(θ − ipi6 ). The bootstrap equations for SaK2K2(θ) can be treated in a
similar manner, and all are found to be satisfied.
While we omit the full details here, we have checked that, for 3/2 < λ < 2, all poles
in the S-matrix elements have a potential field-theoretical explanation, often via quite
elaborate incarnations of the Coleman-Thun mechanism. To give just one example, the
triple pole in SB3B3 at t = 1λ can be associated with the diagram shown in figure 12,
which closes for 32 < λ <
9
4 . The fusing angles needed to verify that the diagram does
indeed close as claimed can be found in appendix B.
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Figure 12: B3B3 scattering: the
triple pole at t = 1
λ
, for 32 < λ <
9
4
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Figure 13: B5K2 scattering: the
double pole at t = 1
6
, for 2 < λ < 94
4.2 Six particles: 2 < λ ≤ 9/4
For 2 < λ < 94 , the already-advertised B2 together with a further breather B5 enter
the spectrum. The scattering amplitudes for the new particles become increasingly
complicated, and greater reliance must be placed on the Coleman-Thun mechanism to
explain the pole structure. The new S-matrix elements in this region are:
SB2B1 = [1− 12λ ][ 23 − 12λ ][ 32λ ][ 32λ − 13 ]
SB2B2 = [ 23 ][ 23 − 1λ ][ 1λ − 13 ][ 2λ ][ 2λ − 13 ][1 − 1λ ]2
SB2B3 = [ 12 ][ 56 ][ 2λ − 16 ][ 76 − 1λ ]2[ 2λ − 12 ][ 56 − 1λ ]2
SB2K1 = [ 12 ][ 16 ][ 12 + 1λ ][ 16 + 1λ ]
SB2K2 = [ 12 − 12λ ]2[ 16 + 12λ ]2[ 16 + 32λ ][ 32λ − 16 ]
SB5B1 = [ 13 ]2[ 43 − 1λ ][ 13 + 1λ ][ 2λ − 23 ][ 2λ − 13 ][1− 1λ ]2
SB5B2 = [ 43 − 32λ ]2[1− 32λ ]2[ 23 + 12λ ][ 13 + 12λ ]3[1− 12λ ]2[ 52λ − 13 ][ 52λ − 23 ]
SB5B3 = [ 76 − 12λ ][ 16 + 32λ ][ 32 − 32λ ]2[ 52λ − 56 ][ 12 + 12λ ]3[ 32λ − 16 ]3[ 52λ − 12 ][ 56 − 12λ ]4
SB5B5 = [ 53 − 2λ ]2[ 23 ]5[ 3λ − 1][ 3λ − 23 ][ 1λ ]5[ 13 + 1λ ]3[ 43 − 2λ ]3[ 2λ ][ 43 − 1λ ]2
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SB5K1 = [ 12 − 12λ ]2[ 56 − 12λ ]2[ 16 + 32λ ][ 32λ − 16 ]
SB5K2 = [ 56 ]2[ 12 ]2[ 76 − 1λ ]2[ 56 − 1λ ]3[ 12 + 1λ ][ 2λ − 16 ][ 2λ − 12 ] (4.8)
The complete mass spectrum is given in appendix A, and the full set of fusings for
generic values of q is summarised in appendix B. Appendix D contains a detailed
description of the pole structures of all S-matrix amplitudes appearing for λ ≤ 94 .
Closed scattering diagrams, such as the ones shown earlier, have been constructed for
all poles not associated with bound states in this region. In figure 13 we show one
particularly-elusive example.
4.3 Problems for λ > 9/4
For λ > 9/4, we have not been able to close the bootstrap. The only exception is
the point λ = 5/2, for which q = 1, the kink states decouple, and the breather sector
reproduces the minimal E8 S-matrix. Away from this point, our difficulties may simply
be due to a failure to spot the necessary Coleman-Thun diagrams; on the other hand,
they may hint at a genuine breakdown of the bootstrap programme. In the following
we shall mention some of the problems that we encountered, in the hope of contributing
to further work on these issues.
Many of the poles in the already-described S-matrix elements can be explained all
the way up to λ = 3. However, the Coleman-Thun diagrams for some poles do not close
for λ > 9/4, a sign that new particles may need to be introduced. Consider first the
poles in SB3B3 at
1
λ
, in SB2B2 at
1
λ
−13 , and in SB2B5 at 13+ 12λ . Once λ passes 9/4, the
residues of these poles do not change sign, and if all are provisionally associated with
forward-channel bound states, the masses of these states as calculated from the formula
m2c = m
2
a +m
2
b − 2mamb cos(piucab) (4.9)
(where ucab is the fusing angle t at which the pole occurs) all coincide. It is therefore
natural to assign these poles to a single new breather state B6. From (4.9), its mass is
4m cos(pi2−piλ) cos(pi6− pi2λ ) . The other fusing angles for this putative particle follow from
(4.9) on permuting the labels a, b and c, and all turn out to have simple (constant plus
linear) dependencies on 1
λ
; they are listed explicitly in appendix C.
A similar story can be told for the poles in SB1B5 and SB3B3 at
2
λ
−23 , leading
us to introduce a further breather B7 with mass 8m cos(
pi
2− pi2λ) cos(pi6− pi2λ ) cos(pi3−piλ ) .
However, the (fifth-order) pole in SB5B5 at
1
λ
, which corresponds to B8 at λ = 5/2 ,
is more enigmatic. First, we note that it overlaps with an odd-order pole at λ =
12/5, causing its residue to change sign. This might suggest that the identification
of the direct and cross channel poles should be swapped at this point, though since
the pole is of higher order it is not possible to say definitively that this must happen
(cf. the discussions in [21]). As mentioned in appendix D, bound state poles in some
kink scattering amplitudes also have crossovers, but for these the S-matrix contrives to
preserve the signs of the residues. It is also worth noticing that some of the S-matrix
elements involving B8 have physical-strip zeroes for λ < 12/5. There is no a-priori
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Figure 14: Closed scattering diagrams without corresponding poles in the S-matrix
reason why this should not occur, but it breaks the pattern seen for all other S-matrix
elements up to this value of λ . These two problems together make our identification of
the B8 particle somewhat tentative for λ ≤ 12/5 .
The worries about the B8 particle would probably be resolved if other, more serious,
difficulties could be overcome. A number of poles remain unexplained for λ > 9/4
even after the introduction of B6, B7 and B8. Many have residues which change sign,
suggesting that for at least some range of λ they will not correspond to bound states.
Of those which don’t, the poles at 23 − 32λ in SK1K2 , 16 in SB2K1 , 1λ in SB3K1 , 16 + 32λ in
SB5K1 ,
1
λ
− 16 in SB1K2 , and 13 + 12λ in SB3K2 give rise to kinks of the same mass. Calling
this particle K4, we could similarly identify another kink K
′
4 with the poles at
3
2λ − 16
in SB5K1 and in
3
2λ − 13 in SB3K2 . However, the introduction of these new particles
is problematic for a number of reasons. Most fundamentally, and in contrast to the
situation for B6, B7 and B8, some fusing angles involving K4 and K
′
4, calculated using
(4.9), are not simple functions of 1
λ
. As a result, the inclusion of K4 or K
′
4 in closed
scattering diagrams for already-introduced particles predicts poles which do not appear
in their S-matrix elements. For example, the diagrams shown in figure 14 can be drawn
if K4 is included in the spectrum. In addition, the irrationality of the fusing angles
leads to a breakdown of the conserved charge bootstrap, forcing higher-spin charges to
be zero. This makes it highly unlikely that K4 and K
′
4 should be added to the spectrum
of the model.
On the other hand, we have not been able to account for the would-be K4 and K
′
4
poles in the manner of Coleman and Thun, using the set of particles and fusings that
we have already identified. Take the 23 − 32λ pole in SK1K2 as an example. This pole
is simple, so if the Coleman-Thun mechanism is to be invoked, the naive order of poles
from the relevant on-shell diagrams must be reduced in some way. One tactic is to
search for closed scattering diagrams involving only kinks as internal states, in order
to get cancellations in sums over S-matrix elements of the sort seen in earlier sections.
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Such diagrams must have the form shown in figure 15.
α
1 2
θa θb
Figure 15: Difficulties in finding Coleman-Thun diagrams for SK1K2
A quick check of the options for θa and θb shows that the scattering angle between the
outermost internal lines α = − 4
3
− 3
2λ
+ θa+ θb is always less than zero, and so no closed
diagram can be constructed. Similar arguments hold for other poles, in particular those
in the SB3K1 and SB5K1 amplitudes that were mentioned above.
In the absence of a satisfactory explanation for these poles, the closure of the boot-
strap is still an open question. There remains one further possibility: new particles
might enter the spectrum which are not simple bound states of any of the already-
existing particles, so that their masses would not be immediately visible in the existing
S-matrix elements. This would mimic the situation which would arise in the sine-Gordon
model if one only knew of the breather particles, and wanted to deduce the presence of
the solitons by looking at breather scattering alone. It is very hard to rule this out, but
further work will be needed before we can tell whether it offers a way to escape from
the problems discussed in this section.
4.4 Other work on φ12 perturbations
Since our results on φ12 perturbations are incomplete, it is particularly important to
compare them with other work. We begin by mentioning the points λ = 2, 94 and
5
2 ,
which correspond to the minimal E6, E7 and E8 S-matrices. These are rather special,
as for these values of λ , q is an integer. Not only do various poles overlap, but also
some instances of the Coleman-Thun mechanism break down. This is because the total
contribution associated with a given on-shell diagram can involve factors of q−(integer)
(equations (3.7), (3.11) and (3.12) provide some examples of this phenomenon). This
means that, exceptionally, these poles do not have Coleman-Thun explanations when q
hits integer values, and this requires the introduction of ‘exceptional’ bound states in
order to complete the bootstrap at these points. The K3 kink state at the E7 point, and
the B4 breather at the E8 point, appear to have this evanescent status. In addition,
the overlapping of the poles allows a number of extra couplings to appear, and this
should be borne in mind before worrying that the tables of couplings in appendices B
and C seems small in comparison with tables for Toda models given in [22]. These
subtleties aside, the S-matrices at the exceptional points are perfectly self-consistent.
Their physical-strip pole structures match those of affine Toda field theories, and the
extensive discussions contained in [22,21] can be borrowed to verify that all higher poles
can be described via the Coleman-Thun mechanism.
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Away from integer values of q, some general aspects of the spectrum of φ12-perturbed
minimal models were discussed by Smirnov in [2], while the particular case ofM56+φ12
was treated by Martins in [23] and by Koubek in [24]. In none of these papers was a
complete analysis of pole structures attempted, but other aspects permit comparisons
to be made. In the papers of Smirnov and Koubek, λ corresponds to pi
ξ
, and θ → β.
In [2], Smirnov gave an initial description of the spectrum implied by his S-matrix,
concentrating mainly on points related to perturbations of unitary minimal models.
The chief difference between Smirnov’s S-matrix and that of Chim and Zamolodchikov
is a matter of kink structure, so one would expect the two to agree on the spectrum of
bound states and the diagonal scattering amplitudes. Indeed, while explicit formulae
for the remaining S-matrix elements were not given in [2], Smirnov comments that the
spectrum for φ12 perturbations settles down to four particles for (his) ξ ≥ pi/2. In our
notation this is λ ≤ 2 , and so this regime of φ12 perturbations corresponds to the range
3/2 < λ ≤ 2 discussed in §4.1, for which we did indeed find four particles. Furthermore,
the masses are easily checked to agree, and so all is consistent.
Referring to (2.32), the φ12 perturbation of M56 discussed in [23] and [24], should
correspond to λ = 2110 , which lies in the region where we predicted six particles. In [23],
Martins made a detailed numerical study of the finite-volume spectrum of M56 + φ12
using the truncated conformal space approach. (He also discussed some subtleties relat-
ing to the choice of modular invariant for the unperturbed theory; as mentioned above,
we do not expect this to affect the full spectrum of particle masses when the theories
are considered on the infinite line.) High-mass states were hard to detect, but he was
able to predict the presence of five particles, which in our notation are K1, B1, K2,
B2 and B3, with numerically-obtained values for the masses which are consistent with
predictions from the exact S-matrix. The remaining particle, B5, has a much higher
mass and so its absence from the numerical data of [23] is no surprise.
This case was further examined in [24]. Translating from our notation to that of [24],
[a] ↔ <a>, B(ref. [24])2 = B(us)3 and B(ref. [24])4 = B(us)5 . However, the mass of the breather
identified in [24] as B(ref. [24])3 is also equal to that of B
(us)
3 , which is already in the
spectrum at λ < 2. As can be seen from appendix A, the other extra breather to enter
the spectrum for λ > 2, B
(us)
2 , has a mass less than that of B
(us)
3 , which perhaps explains
why it was missed in [24]. As a result of this problem, the spectrum and S-matrix given
in [24] are unfortunately incomplete, but insofar as they go and modulo some further
typos, they are otherwise consistent with our results, specialised to λ = 2110 .
Finally, we should mention that S-matrices for φ12 perturbations of minimal models
M2,2n+1 were discussed in [25]. These theories have λ = 3n in our notation, and hence
are a long way from the region λ ∈ [32 , 3] relevant to tricritical scaling Potts models – in
particular, the perturbing operator always has a negative scaling dimension apart from
the somewhat-trivial case of n=1. Perhaps more to the point, they also all correspond
formally to q = 0, and the simplifications of the scattering theory at such points [2] make
it hard to draw any general lessons. Nevertheless, it is interesting that the bootstrap
can be closed at least at some locations beyond the region that we were able to treat.
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5 Conclusions
In this paper we have given what to the best of our knowledge is the first complete treat-
ment of the pole structure and bootstrap for the critical and tricritical Potts models. For
all of the critical models, and for the tricritical models with 4 > q > 2, we have found a
spectrum of particles such that all S-matrix poles have potential field-theoretical expla-
nations. This has been achieved by a novel variant of the Coleman-Thun mechanism,
taking into account the formal counting of intermediate vacua at general values of q.
The cancellations are at times extremely intricate, and we take this success as offering
retrospective justification of our approach, though a rigorous framework is still lacking.
Our calculations have proceeded on a case-by case (or rather, pole-by-pole) basis,
which becomes increasingly laborious as the number of particles increases. It is tempt-
ing to suppose that there must be a better way to do all of this, if only the relevant
underlying structure could be identified. For the much-simpler examples of the ADE-
related diagonal scattering theories, a universal understanding of bootstrap closure has
been achieved using a construction of the S-matrix elements based on the theory of root
systems [26,27], and it would be very interesting to have a similar treatment for general
q-state Potts models. At present this seems to be a long way off, though the results
of Oota [28], extending the root systems approach to cover the non simply-laced Toda
theories, may be a sign that things are not completely hopeless. (Further discussions of
the hidden geometry of affine Toda field theory can be found in [29,30,16,31].)
The most important outstanding question left by our work concerns the situation
for λ > 94 , where we were unable to complete the bootstrap. Problems with bootstrap
closure have been encountered a couple of times before. In [32], the intricacy of the mass
spectrum for general complex a
(1)
2 Toda theory is discussed. In Smirnov’s approach, the
Potts S-matrices are associated with a
(2)
2 ; given the relations between a
(1)
2 and a
(2)
2 it is
reasonable to hope that our results even for λ < 94 may be of some relevance to these
issues. However, since the situation for a
(1)
2 is likely to be at least as complicated as that
for a
(2)
2 , this may not be the best place to look for hints as to how to close the bootstrap
for λ > 94 . Rather, it seems more promising to investigate further perturbations of
minimal models, for which there are at least techniques such as the TCSA to fall back
on. In situations where the Potts ground state (generated by the identity operator)
and the minimal model ground state (generally generated by some negative-dimension
operator) become degenerate in infinite volume, we would expect scaling Potts and
perturbed minimal model results to be directly related. Difficulties with the bootstrap
for the models M3,5 and M3,7 perturbed by φ12 have been remarked by Mussardo
and Takacs [33], though as these theories have λ = 72 and
11
2 , they are not directly
relevant to our current concerns. The interval 94 < λ < 3 corresponds, via (2.32), to
5
4 <
p′
p
< 32 , and any information on φ12 perturbations of these minimal models, away
from the E8 point
p′
p
= 43 , would be extremely interesting, as would any indications of
extra pathologies in such cases.
We end with a curious piece of numerology. Recall that as the parameter λ runs from
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0 to 3, we pass first through the critical and then the tricritical scaling Potts models.
At rational values of λ, the theories are also associated with φ21 or φ12 perturbations of
minimal models. But some points are even more special, in that their minimal models
can be realised as ‘diagonal’ coset conformal field theories of the form g(1) × g(1)/g(2),
with field labelled by (1, 1, ad) always being the perturbing operator. (See, for example,
chapter 18 of [34] and references therein for more on the coset construction.) These
points, together with the corresponding values of q and c, are listed in appendix A,
and they suggest that the scaling Potts models provide a structure which unifies the
following sequence of Lie algebras:
{A1 , A2 , G2 , D4 , F4 , E6 , E7 , E8 } (5.1)
Remarkably, the same sequence has appeared in the pure mathematics literature, in the
work of Vogel, Deligne, Cohen and de Man, Cvitanovic and others – see [35, 36, 38, 37,
39, 41, 40] for a selection of references. This set of algebras, sometimes referred to as
‘the’ exceptional series, is picked out by a number of special properties – for example,
the tensor products ad ⊗ ad decompose in a uniform way (Deligne proposed that this
should extend to higher powers ⊗kad, and conjectured that this could be explained by
the existence of some more general class of objects, depending on a parameter t, which
specialise to the representations of the members of the exceptional series at certain
values of t). The algebras also make up the extended last line of the Freudenthal magic
square (in this context, it is interesting that an appearance of the magic square has been
noted, on a case-by-case basis, in studies of R- and K- matrices and the Yang-Baxter
equation (see for example [42])). However, the deep sense in which the algebras (5.1)
form a family is still rather mysterious, and so the fact that they are found in connection
with the continuous set of Potts models seems to be quite suggestive. Inspired by this
coincidence, we can consider an alternative labelling of the Potts models, by setting
h∨(λ) =
6λ
3− λ . (5.2)
This parameter coincides with the dual Coxeter number of the relevant algebra at the
special points, where it is also related to the parameter a used in [36,37] by h∨ = 1/a.
Two more interesting properties can now be noted - first, the ‘natural’ range for λ,
[0, 3], is mapped to the range [0,∞] for h∨. At the Lie algebra related points, h∨ is
in some senses a measure of the complexity of the corresponding scattering theory, so
this suggests that λ = 3 may indeed be some sort of natural boundary also from the
S-matrix point of view. Second, there is one more special point for the Potts models,
labelled ‘P’ in appendix A and corresponding to λ = 12 , which is q = 1 on the critical
branch – the percolation point. It is natural to add this point to our list, as it then gives
the special points a symmetry under λ→ 3−λ. One might worry that this would spoil
the nice match with the exceptional series of Lie algebras, but in [36], Deligne remarks
that it is natural to add the trivial group e to the list (5.1), so long as it is assigned
the dual Coxeter number 6/5. This is precisely the value that the Potts models would
suggest, if the percolation value λ = 12 is substituted into (5.2).
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In fact, the exceptional series has (at least) one further member: in [38], Deligne
and de Man remark that the superalgebra OSp(1|2), with dual Coxeter number 3/2,
can be added between e and A1. (This to some degree explains the fact, already noted
by Cohen and de Man in [37], that for h∨ = 3/2 various dimension formulae take
integer values.) Can we find a roˆle for this superalgebra in the Potts story? The answer
turns out to be yes. Inverting (5.2), h∨ = 3/2 corresponds to λ = 3/5, q = (5−√5)/2
and c = 8/35. The construction of diagonal coset models based on Lie superalgebras
seems to be relatively unexplored territory, but some facts about the relevant affine
superalgebras are known. In particular, the level k OSp(1|2) central charge is
c(OSp(1|2)(k)) = 2k
2k+3
(5.3)
(see, for example, [43] and references therein). Assuming that no subtleties interfere
with the usual calculation, we then expect
c
(
OSp(1|2)(1) ×OSp(1|2)(1)
OSp(1|2)(2)
)
=
8
35
(5.4)
which is exactly the required value. Note that this is the central charge of a non-
unitary minimal model, M7,10. This does not contradict its being realised as a coset,
since superalgebras are involved. While not all fields of the nonunitary model appear
in the corresponding Potts model, the identity and the energy operator are present,
and at least in this sense we can claim to have found the superalgebra OSp(1|2) to be
embedded into the continuous family of q-state Potts models.
Cohen and de Man [37] found one further point at which integers appear in dimension
formulae: translating into our notations it is h∨ = 24, λ = 12/5. As far as we are aware,
no group-theoretical interpretation of this point is known, but from the Potts perspective
it should be related to the tricritical model at q = (5−√5)/2, or the φ12 perturbation of
the minimal modelM10,13 (with central charge 38/65). This is particularly tantalising:
lying between the E7 and E8 points, λ = 12/5 is in the region where we have not been
able to close the bootstrap, and any new information might give us the necessary hint
to resolve the problems described in §4.3 above. Furthermore, there are independent
reasons to think that λ = 12/5 might be special: as mentioned in §4.3, for λ > 12/5 the
S-matrix elements involving B8 have no physical-strip zeroes, perhaps signalling that
this is the point at which the B8 particle enters the spectrum.
While we do not have any explanation as yet for why the link between the Potts
models and the exceptional sequence of Lie (super-)algebras should be so neat, we feel
that the coincidences are sufficiently striking to merit further investigation. A better
understanding might shed light both on the structure of the Potts model S-matrices,
and on the deeper meaning of the exceptional series and the Deligne conjecture.
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A The mass spectrum
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mK1 = m
mB1 = 2m cos(
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2λ
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)
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pi
2
− pi
λ
)
mB5 = 4m cos(
pi
2
− pi
λ
) cos(pi
3
− pi
2λ
)
mB6 = 4m cos(
pi
2
− pi
λ
) cos(pi
6
− pi
2λ
)
mB7 = 8m cos(
pi
2
− pi
2λ
) cos(pi
6
− pi
2λ
) cos(pi
3
− pi
λ
)
mB8 = 8m cos(
pi
2
− pi
λ
) cos(pi
3
− pi
2λ
) cos( pi
2λ
) .
The breather states are labelled so as to be mass-ordered at the E8 point λ =
5
2 ;
note also that the states K3 and B4 are only present in the model for λ =
9
4 and
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5
2 respectively, for reasons that were explained in §4.4. The solid dots indicate the
mass spectra of the diagonal scattering theories which occur at integer values of q. For
λ > 94 , the mass spectrum is almost certainly incomplete, save for the E8 point λ =
5
2 ;
in addition, as discussed in §4.3, it is possible that the appearance of the B8 particle
should be postponed to λ > 125 . In the list of model identifications, ‘P’ indicates that
the theory at λ = 12 is related to the percolation problem. The remaining entries are
Lie algebras g, and signal that the corresponding model is related to a perturbation of
the g(1) × g(1)/g(2) coset conformal field theory by its (1, 1, adj) operator.
B Fusings and fusing angles for λ < 9/4
This table summarises the fusings and fusing angles between particles in the region
where we have been able to close the bootstrap. Each entry shows the particles which
can be found as bound states of the particles listed along the top and left of the table,
together with the angle t at which each fusing occurs. Depending on the value of λ, some
of the bound states may be absent from the spectrum. In such cases, the corresponding
pole is either off the physical strip, or else has a Coleman-Thun explanation.
K1 B1 K2 B3 B2 B5
K1 K1
2
3 K1
1
2+
1
2λ K1
2
3+
1
2λ K2
1
λ
+13 K1
1
2+
1
λ
B1 1− 1λ K2 16+ 12λ B1 1− 12λ
K2
2
3− 1λ B3 1− 32λ
B2 1− 2λ
B1 B1
2
3 K1
5
6 B1
7
6− 12λ B1 1− 12λ B3 43− 1λ
B3
1
λ
−13 B2 12+ 12λ B3 23− 12λ
B2
1
λ
B5
3
2λ−12
K2 K2
2
3 K1
2
3+
1
2λ K2
1
2+
1
λ
B5 1− 2λ
B3 B3
2
3 B1
5
6 B1
7
6− 12λ
B2 B2
2
3 B2
2
3+
1
2λ
B5
2
3− 1λ
B5 B5
2
3
As mentioned in §4.4, exceptional couplings appear at the points λ = 2, 94 , 52 . Rather
than tabulate them here, we refer the reader to [22] for complete listings.
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C Extra fusings and fusing angles for λ > 9/4
Our results are incomplete for λ > 9/4, and we cannot be sure that the bootstrap
closes at all. However, there is good evidence for the existence of at least three further
particles, namely B6, B7 and B8. The first two we expect to be present for all λ > 9/4,
while B8 may only enter the spectrum for λ > 12/5. The following table summarises
the additional fusings and fusing angles involving these new particles. Further particles
cannot be ruled out (indeed, they are most probably required if the bootstrap is to
close) and so we do not claim that this list is exhaustive.
B3 B2 B5 B6 B7 B8
B1 B7
2
λ
−23 B5 32− 32λ
B3 B6
1
λ
B3 1− 12λ B3 43− 1λ
B7
2
λ
−23
B2 B6
1
λ
− 13 B6 13+ 12λ B2 76− 12λ B6 43− 1λ
B5
5
6− 12λ
B8
3
2λ−12
B5 B8
1
λ
B2
5
6 B1
7
6− 12λ B5 1− 12λ
B6 B6
2
3 B2
7
6− 12λ
B7 B7
2
3
B8 B8
2
3
D Bound state poles of the S-matrix for λ < 9/4
In this appendix we summarise the bound states of the scattering amplitudes which
appear for λ ≤ 94 . For the kink-kink amplitudes, the physical strip pole contents of each
separate amplitude are given in tables 3, 5 and 6 of the main text; here we show their
locations (though not their orders) with a symbol ⌊x⌋, indicating that the combined
set of amplitudes has poles at t = x and at t = 1−x. The poles of the other S-matrix
elements can be read off quite easily from their explicit formulae – in the following, we
add a subscript a to a block [x] to signify that a appears as forward-channel bound
state of that scattering process, at θ = ipix. A question mark indicates that, at least
for some range of λ ∈ (94 , 3], the corresponding pole is currently unexplained. In spite
of the problems in completing the bootstrap in the interval 94 < λ <
5
2 , at λ =
5
2 (ie.
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q = 1) the S-matrix is well behaved and reduces to that of the E8 related model.
In the plots, t = θ
ipi
as in the main text, and l = λ. Double lines denote poles
of even order. Grey shading denotes presence of a higher order scattering process for
that pole. In general, direct channel poles have solid lines and cross channel poles
have dashed lines - for poles with no associated bound states the choice is arbitrary.
Forward-channel bound state poles are identified on the graphs by the relevant particle,
while dotted grey shading indicates poles for which we have yet to find a satisfactory
explanation. The crossings-over of poles in the K1K1 and K1K2 scattering amplitudes
cause no problems for the assignment of forward and crossed channels, as the amplitudes
affected – S1 and S2 at λ = 32 , and S3 at λ = 2 – vanish at these points. This extra zero
in the non-scalar factors changes the analytic continuation, preserving the signs of the
residues.
In each graph, the value λ = 9
4
is indicated by a vertical line. Beyond this point the
problems mentioned in §4.3 set in, and our results must be considered to be incomplete.
D.1 Kink-kink S-matrix elements
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D.2 Kink-breather and breather-breather S-matrix elements,
1 < λ ≤ 3
2
1 2 3
l0
0.5
1
t

K1
K2
SB1K1 = [ 12 + 12λ ]K1 [ 16 + 12λ ]K2
1 2 3
l0
0.5
1
t

B1
B2
B3
SB1B1 = [ 23 ]B1 [ 1λ ]B2 [ 1λ − 13 ]B3
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D.3 Additional kink-breather and breather-breather S-matrix
elements for 3
2
< λ ≤ 2
1.5 2 3
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SB1K2 = [ 12 ][ 56 ]K1 [ 16 + 1λ ][ 1λ − 16 ]?
1.5 2 3
l0
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1
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D.4 Additional kink-breather and breather-breather S-matrix
elements for 2 < λ ≤ 9
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