Glacial cycles redistribute water between the oceans and continents causing pressure changes in the upper mantle, with potential consequences for melting of Earth's interior. A numerical model of mid-ocean ridge dynamics that explicitly includes melt transport is used to calculate the melting effects that would be caused by Plio-Pleistocene sea-level variations. Model results interpreted in the context of an analytical approximation predict sea-level induced variations in crustal thickness on the order of hundreds of meters. The specifics of the response depend on rates of sea-level change, mid-ocean ridge spreading rates, and mantle permeability. Spectral analysis of the bathymetry of the Australian-Antarctic ridge shows significant spectral energy near 23, 41, and 100 ky periods, consistent with model results and with the spectral content of Pleistocene sea-level variability. These results support the hypothesis that sea-floor topography records the magmatic response to changes in sea level, reinforcing the link between glacial cycles, mantle melting, and global magmatism. average, about 3 cm/yr, while sea level change during the last deglaciation was at a mean rate of 1 cm/yr over 10,000 years. Since water has one third the density of rock, sea-level changes would modify the depressurization rate associated with upwelling by ±10%, with corresponding effects on the rate of melt production and thickness of the ocean crust. Mantle upwelling rate scales with the mid-ocean ridge spreading rate, but the rate of sea level change in the vicinity of mid-ocean ridges is roughly uniform. Then the relative effect of sea level change should scale inversely with spreading rate, increasing as spreading rates decline (6). An elaboration 2 of this model that parameterized the time required for melt to reach the surface gave similar scaling relationships (7).
Introduction The bathymetry of the sea floor has strikingly regular variations around intermediate and fast-spreading ocean ridges. Parallel to the ridge are long, linear hills with quasi-regular spacing called abyssal hills (1) . High resolution mapping of the sea floor over the past few decades [e.g., refs. (2) (3) (4) ] has shown that these hills are one of the most common topographic features of planet, populating the sea floor over ∼30,000 km of ridge length. Hypothesized models for these features include extensional faulting parallel to the ridge (3) and variations in the magmatic budget of ridge volcanoes (5) , although the causes of such variations were not explained. A hypothesis for abyssal hills was recently proposed by Huybers and Langmuir (6) based on the effects of sea-level change associated with glacial cycles on the mantle melting regime beneath the ridge. Glacial-interglacial variations transfer some 5 × 10
19 kg of water between the oceans and the continents. This mass redistribution is associated with sealevel variations on the order of 100 m and modifies the lithostatic pressure beneath the entire ocean. Because melting of the mantle is mediated by pressure changes, ocean ridge volcanism may be expected to respond to sea level changes.
The potential importance of sea level-induced pressure changes can be understood in the context of mantle upwelling. The mantle beneath ocean ridges upwells and, as a consequence of depressurization, it partially melts. This mechanism differs from the typical scenario where melting occurs in response to an increase in temperature. Vertical mantle velocities are, on average, about 3 cm/yr, while sea level change during the last deglaciation was at a mean rate of 1 cm/yr over 10,000 years. Since water has one third the density of rock, sea-level changes would modify the depressurization rate associated with upwelling by ±10%, with corresponding effects on the rate of melt production and thickness of the ocean crust. Mantle upwelling rate scales with the mid-ocean ridge spreading rate, but the rate of sea level change in the vicinity of mid-ocean ridges is roughly uniform. Then the relative effect of sea level change should scale inversely with spreading rate, increasing as spreading rates decline (6) . An elaboration 2 of this model that parameterized the time required for melt to reach the surface gave similar scaling relationships (7).
Here we present calculations of the ridge-system response to changes in sea level that include an explicit representation of the rate and pathways of melt transport and the dimensions of the melting regime. These calculations predict changes in crustal thickness with spectral peaks corresponding to the sea level record near the glacial-interglacial (1/100 ky −1 ), obliquity
(1/41 ky −1 ), and precession (1/23 ky −1 ) bands. In contradiction to the simple reasoning of previous work (6, 7) , the sea level effect is found to increase with spreading rate. Analysis of new, high resolution bathymetry collected on a single cruise, which removes the navigation and averaging errors associated with globally compiled data, shows that depth variations on the sea floor have spectral peaks that reflect those in the sea-level record, suggesting glacially induced sea level change is recorded in the bathymetric fabric of the sea floor.
Model results
We explore the crustal response to sea-level change using a model that computes mantle flow, thermal structure, melting, and transport. The model derives from physicallyconsistent statements of conservation of mass, momentum, and energy (8, 9) and has previously been used to simulate mid-ocean ridge dynamics using homogeneous (10) and heterogeneous (11) mantle representations. In the present work, the model is extended to predict crustal thickness in response to changes in sea level (see the supplementary material).
Using estimated changes in Pleistocene sea level (12) , a suite of model runs, for a range in permeability scales and spreading rates, was driven over a 5 My period by the estimated changes in sea level. In Figure 1 , crustal curves from simulations with larger permeability contain relatively more high-frequency content than lower permeability runs. The frequency content of crustal thickness variations is also sensitive to the half spreading rate. At 1 cm/yr the response is strongest near 1/41 ky −1 frequencies, whereas at 4 and 7 cm/yr the response is strongest at ∼1/23 ky −1 frequencies.
The sensitivity of crustal production to sea level variation can be quantified in terms of model admittance-the amplitude ratio of crustal to sea-level variation as a function of frequency. Admittance curves in Figure 2a show a distinct peak that decays rapidly toward higher and lower frequencies. The peak shifts toward higher frequencies and larger magnitudes as permeability or spreading rate increase. This parametric sensitivity can be best understood from an analysis of the leading-order processes using a reduced complexity model.
The analytical, reduced model provides a solution for crustal thickness responses to changes in sea level. Assuming that all melt produced by sea level change is focused to the ridge axis,
we obtain a magmatic flux in units of kg/year per meter along the ridge of
where ρ w /ρ m is the density ratio of sea water to mantle rock, Π is the adiabatic productivity of upwelling mantle (in kg of melt per m 3 of mantle per meter of upwelling), τ is the melt-transport time from depth z to the ridge, andṠ[t−τ (z)] is the rate of sea-level change τ years before time t. The geometric factor x l (z) is the half-width of the partially molten region beneath the midocean ridge at a depth z (see Figure S1 ). The boundary of the partially molten region beneath the ridge can be expressed as x l (z) = U p R(z)/(4κ), where U p is the half-spreading rate and κ is the thermal diffusivity. R(z) is a depth-dependent function, independent of U p , that accounts for the thermal structure of the lithosphere, the mantle adiabat, the pressure-dependent mantle solidus, and the latent heat of melting. z m is the maximum depth of silicate melting beneath the ridge. See the supplementary material for a derivation, parameter values, and demonstration that the reduced model reproduces the geometry and kinematics of the numerical simulation.
Variations in crustal thickness follow from dividing the mass flux by the half-spreading rate and mantle density,
The inverse dependence of C SL on U p cancels with 4 the linear dependence of x l on U p ; however, admittance still depends strongly on spreading rate because of the spreading-rate control on melt travel-time τ . The travel-time effect is manifest in the dependence of admittance on frequency of sea-level variation. The amplitude of meltingrate perturbations (and hence the admittance) is small when variation in sea-level is slow (low frequency; black curve in Fig. 2c ). At high frequency, the melting-rate perturbations are larger but they self-cancel in eqn.
(1) because they are oscillatory with depth (cyan curve in Fig. 2c ).
Maximum admittance occurs when the sea-level forcing period is approximately equal to the characteristic melt transport time (magenta curve in Fig. 2c ). This travel time decreases with increasing spreading rate such that ridges with higher spreading rates are expected to achieve peak admittance at shorter forcing periods. There is good agreement between the numerical and analytical models regarding the frequencies at which admittance is greatest (Fig. 2d) .
These results suggest that ridges are tuned by melt-transport rates to respond most strongly to certain frequencies of sea-level variability, plausibly ranging between 1/10 ky −1 and 1/150 ky −1 .
In particular, faster spreading ridges will have greater sensitivity to high frequency signals.
Evidence from sea floor bathymetry The foregoing results predict that variations in melt production lead to variations in crustal thickness; through isostatic compensation, such thickness variations should produce changes in bathymetry that could be identifiable in high-resolution surveys. In particular, the model results predict high admittance at frequencies ranging generally between 1/10 ky −1 to 1/150 ky −1 , depending on permeability and spreading rate (Fig. 2) .
The prominent spectral peaks of past sea level variation at precession, obliquity, and glacialinterglacial frequencies during the Pleistocene (13), therefore, translate into a prediction for spectral peaks in bathymetric variations, insomuch as the response to sea level variability is identifiable amongst other topographic influences. The latter are not expected to concentrate power at Milankovitch frequencies.
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There are important additional considerations in seeking to identify Milankovitch structure in abyssal topography. At slow spreading ridges, tectonic movements are large and the neovolcanic zone often poorly defined. At fast-spreading ridges, the signal should be less polluted by tectonic effects, but the predicted period of variations of ∼20-40 ky corresponds (at 5 cm/yr half-spreading rate) to a full-spreading width of 2-4 km, similar in length to new lava flows (14) .
At both high and low spreading rates, therefore, the signal is likely to be obscured. Intermediate spreading rates, with peak admittance near 40 ky periods and moderate rates of magma supply are then the most likely targets for identification of a magmatic response to sea-level changes.
In addition, a modern data set with uniform navigation and data reduction from a single survey is preferred, especially because of the relatively fine scale of the predicted variations.
We have analyzed two areas of the Australian-Antarctica ridge, surveyed by the icebreaker Araon of the Korean Polar Research Institute in 2011 and 2013 (Fig. 3 ) using spectral analysis techniques detailed in the supplemental material. Briefly, we identify a region whose abyssal hill variability is relatively undisturbed by localized anomalies and convert off-axis distance in this regions into an estimate of age using a plate motion solution (15). Spectral analysis of the associated bathymetry time-series for one area (Fig. 3) shows spectral peaks that are significant at an approximate 95% confidence level near the predicted precession (1/23 ky −1 ), obliquity
(1/41 ky −1 ), and glacial-interglacial frequencies (1/100 ky −1 ).
Another check on model-data consistency is available through comparing magnitudes of variability. Assuming that the crust is created under conditions of isostatic compensation, surface bathymetry variations will be roughly 6/23rds of total variations in crustal thickness because the density difference between crust and water is about 2300 kg/m 3 whereas the difference between mantle and crust is only 600 kg/m 3 . The closest match between simulation results and observations, in terms of the distribution of spectral energy, is achieved by specifying a permeability at 1% porosity of K 0 = 10 melt transport, where perturbation melting rates are high and generated melt has time to escape to the surface. It is near this period that the crustal sensitivity to sea-level forcing is highest.
The frequency-dependent admittance of crustal thickness variations is important because it implies that different ridges, with distinct spreading rates and local mantle characteristics, will be sensitive to different frequencies of sea-level forcing. Fast-spreading ridges will be more sensitive to high-frequency changes in sea level while slow-spreading ridges will contain more power at low frequencies. This result could be quite useful: while the spreading rate can be accurately determined for a ridge, the parameters associated with magma dynamics (e.g., how permeability scales with porosity) are far less certain. These might be constrained by observational estimates of admittance.
Although results from the high-resolution bathymetry are promising, much remains to be done to further test the hypothesis advanced here. Crustal thickness is not an instantaneous response to melt delivery from the mantle, but also reflects crustal processes that may introduce temporal and spatial averaging. Where long-lived magma chambers are present, for example, there may also be a crustal time-averaging that depends on spreading rate. In addition, faulting at all spreading rates is an observed and important phenomenon (3,17) and sea-floor bathymetry reflects the combined effects of magma output and crustal faulting. Deconvolving the relative roles of such processes will be important. High-resolution surveys in targeted regions will provide the opportunity for a more complete and rigorous analysis than is presently possible. 
Figure 1: Simulated bathymetry (from isostatically compensated crustal thickness variations) driven by Plio-Pleistocene sea-level variation. (a) Imposed sea-level variation (black) and predicted bathymetric relief (color) for the past 1 Ma from simulations at three half-spreading rates U p and three permeability levels K 0 . Isostatic compensation is assumed to scale the amplitude of crustal thickness variation by 6/23 to give bathymetric relief. Permeability in the simulations is computed by applying K(x, z) = K 0 (φ/φ 0 ) 3 m 2 to the porosity field φ(x, z), where φ 0 = 0.01 is a reference porosity. Cyan, blue, and red lines correspond to log 10 K 0 = −(13, 12.5, 12), respectively. (b) Power spectral density estimates for each time-series, made using the multitaper method with seven tapers. Axes are logarithmic. (8, 9, 18) ; it has been implemented in computational simulations of mid-ocean ridges with homogeneous (10) and heterogeneous (11) mantle. In the present work, the same code is used with minor modifications.
The most important change is that the lithostatic pressure at any point in the two-dimensional domain is now augmented with a time-dependent overburden representing sea level. As discussed in detail below, this is a small perturbation to the pressure, and hence the gross behavior of the model is unaffected. Crucially, melt that is generated within the melting regime beneath the ridge rises due to its buoyancy; some of this melt is focused toward the ridge axis. Melt is removed from the domain at the ridge axis through an internal boundary representing a sill, just below the depth where temperatures cross the solidus. Magma percolates upward into the sill, driven by buoyancy, and is instantaneously extracted and added to the crust. Predicted crustal thickness is recorded after each time-step. 
B The reduced model
Analysis of numerical simulations demonstrates that the pressure fluctuations associated with sea level produce only small perturbations to the background, steady-state pattern of melting and melt transport. An approximation of this background regime, which is associated with a constant sea level, thus forms the basis for a reduced complexity model. Sea-level variations are then used in a calculation of melting-rate perturbations; finally, as a leading-order approximation, melting-rate perturbations are transported to the ridge axis according to rates and pathways derived from the unmodified background regime. This approach is adapted from linearized stability analysis (21), but unlike that approach, the reduced models for the background state and A one-dimensional model (25) of a column of mantle rock is used to determine the rates of melting and melt segregation on the basis of thermodynamic and kinematic parameters of the ridge and mantle system. These solutions, along with a new solution that defines the melting region, are used to solve for the steady state production of melt by upwelling mantle flow.
Finally, an approximate expression for the melt travel time to the ridge axis, calculated from the column model, is used to estimate sea-level induced variations in melt production and crustal thickness.
B.1 Melting and melt segregation in the background state
We first describe our approach to predicting the porosity and melt segregation velocity that define the background state. Porosity and melt segregation develop in response to the large scale upwelling and melting beneath ridges. We make several simplifications and use the onedimensional column model of Hewitt (26) . This model assumes that both melt and solid flow only vertically, and that the two phases are in local thermodynamic equilibrium. Melting rates are determined using conservation principles in the context of a two-component chemical sys-tem. For idealized, linear solidus and liquidus relations, approximations of the melting rate, porosity, and fluid velocity may be obtained analytically. For a mantle solidus given by
the maximum depth of melting z m is
where T S 0 is the reference solidus temperature at the surface, γ is the Clausius-Clapeyron slope, λ is the temperature variation associated with changes in composition, X m and T m are the composition and potential temperature of the deep mantle respectively, ρ m is the mantle density, g is the gravitational acceleration, and c is the specific heat. z is a coordinate aligned with gravity that is positive upwards, such that z = 0 defines the surface of the solid Earth and z m < 0. The degree of melting, as a function of depth, is
where L is the latent heat of melting and ∆X is the compositional difference between the solid and liquid phases. The adiabatic melt productivity of the mantle, in units of kg/m 3 per meter of upwelling (i.e. kg/m 4 ), can be calculated using equation (4) to be
Using this relation, the degree of melting can be expressed more compactly as F (z) = Π(z − z m )/ρ m . Assuming that compaction stresses may be neglected throughout the column, the magmatic upwelling rate w f is given by (26)
where W m is the upwelling rate of the background mantle, K 0 , φ 0 , and n are parameters in the permeability relation
φ is the porosity, ∆ρ is the difference in density between the solid and liquid phases, and η f is the magma viscosity.
B.2 Delineating the region of partial melting
Melting and melt segregation beneath the ridge occur only in the region where temperatures exceed the local solidus temperature. We already know that the base of this region is z m but in equation (1), we require an expression for the width of the region x l at any depth. We next develop this expression.
The potential temperature of the mantleT (x, z) in the vicinity of the ridge can be modelled using the half-space cooling solution (23) as
where κ is the thermal diffusivity, U p is the half-spreading rate of the lithosphere at the ridge, T sfc is the surface temperature, and T m is the mantle potential temperature. The real temperature of the mantle T (x, z) is calculated by adding to eqn. (8) the (linearized) adiabatic temperature gradient αgT m z/c. Furthermore, in regions where melting has occurred, the temperature is reduced by a factor of F L/c, where F is the degree of melt given below in equation (4) . With these modifications, the half-space cooling solution becomes
Using a mantle solidus temperature (26)
18 we can solve for the curve defining the boundary of the melt region x = x l (z) by setting T (x l , z) from equation (9) equal to T S (z). This gives
This can be written compactly as
where R(z) is a function that depends on the thermodynamic parameters of the mantle but is independent of spreading rate and permeability:
Equation (12) demonstrates that the cross-sectional area of the melt region scales linearly with the half-spreading rate.
B.3 The melt transport time
We expect sea-level induced variations in melting rate to be small compared to melting rates associated with upwelling mantle. We therefore assume that the rate of melt segregation, calculated using the column model for the background decompression melting, will remain unchanged. This rate can then be used to calculate the transport time for excesses or deficits of melt production due to changing sea level. The one-dimensional melt transport rate for a parcel of fluid is w f = dz/dt. Rearranging, integrating, and using equation (6) for the melt speed
τ (z) is the time taken for a parcel of material that melts at a depth z to reach the surface. τ m is the time taken for melt at the base of the melting column (z = z m ) to reach the surface and is given by
For simplicity we will assume that the melt travel time is independent of lateral position x and that the solution for a one-dimensional column can be applied independently of lateral position. This assumption is intended to simplify the calculation. More sophisticated transport models are possible, but at the cost of reliance on numerical methods. However, since we already have a full numerical solution to the governing equations, we have sought a reduced model that is computed analytically.
This simplification excludes two main factors in the melt transport process. It gives no consideration for the lateral flow of melt that would be necessary to focus off-axis melting towards the ridge. (27) demonstrated that a high-porosity boundary layer forms at the base of the lithosphere, creating a channel that rapidly transports melt laterally towards the ridge axis.
Melt is therefore expected to flow sub-vertically beneath the high-porosity boundary layer; the column model represents a reasonable approximation for this flow.
An additional, useful relationship is the depth as a function of delay time. This is given by 20 inverting equation (14) for z and defining ζ(τ ) as
B.4 Crustal thickness variations due to sea-level change
We now develop a calculation of the effect of changes in sea-level on crustal thickness. Let S(t)
represent the sea-level height at time t with respect to some fixed, reference sea level. Pressure variations associated with sea-level changes will, to leading order, be felt equally everywhere beneath the ridge and are assumed to be independent of spatial position in the mantle. The perturbation to the melting rate from sea level change is
whereṠ = dS/dt. Sea-level induced perturbations in melting rate will be transported to the ridge by the background magma flow. A perturbation at time t and position (x, z) will arrive at the ridge and be recorded in the crustal thickness at a time t + τ (x, z), where τ (x, z) is the time taken for the melt to travel to the surface. The total melt delivery to the ridge from sea-level induced melting M SL in units of kg/year per meter along the ridge is
where x l (z) is the distance between the ridge axis and the edge of the melting regime. By assuming that the travel time depends only on the depth z (see sec. B.3, above), we can carry out the inner integral to arrive at the approximate and simpler expression
To compute the crustal thickness variation associated with this mass delivery rate we divide M SL by the mantle density and the ridge half-spreading rate to give
Equation (20) requires the geometry of the melting region x l (z) from equation (12) and the travel time for melt produced at depth to rise to the surface τ (z) from equation (14).
B.5 A Green's function for crustal thickness perturbations
The crustal thickness response to a instantaneous step-change in sea level is quantified by a Green's function; convolution of this function with an arbitrary sea-level historyṠ provides a convenient way to compute the predicted variation in crustal thickness. To calculate the Green's function for the crustal thickness we calculate the response of the system to an instantaneous, unit change in sea level at time t = 0. The sea level as a function of time is then
where H(t) is the Heaviside function (equal to zero for t < 0 and one for t ≥ 0). The rate of change of sea-level is then simply given by the Dirac delta-function,
From equation (20) the crustal thickness is given by
Substituting in equations (12) and (21) for x l (z) andṠ and simplifying gives
The integration variable can be switched from depth to time using dz = ζ dτ , where ζ = dζ/dτ can be calculated from equation (16), giving
Due to the presence of the delta function, the integration can be carried out to give
for t < 0 and t > τ m .
We have assumed that the melting-rate perturbations caused by SL-variation do not alter the background state and hence the crustal response to an arbitrary sea-level history can be obtained by decomposing that history into a series of scaled Dirac delta functions and superposing the response to those impulses. Equation (25) gives the response to an individual impulse, and therefore the solution at time t for an arbitrary sea-level forcing function is
In practice, the limits of integration can be reduced to [t − τ m , t] because C δ is non-zero only in that interval. Equation (26) sums all contributions to the crustal thickness from sea-level change from t = −τ m to time t. Then by examination, we find that the Green's function is
where ζ(t) is given by eqn. (16) , R(ζ) is given by eqn. (13), and ζ (t) is obtained by taking the derivative of ζ with respect to τ . The crustal thickness for an arbitrary sea-level forcing is then given by the convolution
C Bathymetric data acquisition and processing 
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The spectrum of ridge bathymetry is estimated using the multitaper method with seven tapers (28) . We focus on the segment south of the ridge because it extends 1310 ky, as opposed to 629 ky north of the ridge, and because the longer duration permits for greater frequency resolution. Spectral energy density strongly increases toward lower frequencies, as follows from the effects of thermal subsidence, the presence of an axial rise, and likely as a consequence of faulting. In order to better identify spectral peaks amidst this red background continuum, time series are pre-whitened prior to spectral analysis by taking the time difference. Pre-whitening gives nearly equivalent results to multiplying unwhitened spectral estimates by frequency squared but has the benefit of making each tapered spectral estimate more independent. It follows that prewhitening increases the estimated equivalent degrees of freedom from an average of 12.07 to 
