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Abstract
Future ultrahigh efficiency multijunction solar cells will employ designs that feature three
or four or more subcells utilizing lattice-mismatched structures to achieve an optimal band
gap sequence for solar energy conversion. While lattice-mismatched multijunction cells
have been fabricated recently using metamorphic growth approaches, use of direct wafer
bonding techniques to enable lattice mismatch accommodation at the subcell interfaces
allows considerably more design freedom and inherently higher-quality, defect-free active
regions. This thesis presents new results on wafer bonding and layer transfer for integration
of materials with large lattice mismatch, as well as modeling work to better understand the
key material parameters in the design of new multijunction solar cells.
GaInP/GaAs dual junction solar cells on Ge/Si templates were fabricated using wafer
bonding and ion implantation induced layer transfer techniques. Following layer transfer,
the surface of the ∼1.4 µm thick transferred Ge(100) has an as-transferred RMS roughness
of ∼20 nm and a near surface layer containing a high density of ion implantation-induced
defects. The RMS roughness has been reduced to <1 nm. In addition, the effects of chang-
ing the strain state of the template substrate on the performance of the devices has been
explored by comparing devices grown on Ge/Si and Ge/sapphire. The CTE mismatch be-
tween Si and GaAs/GaInP materials induces a tensile strain, whereas the sapphire substrate
induces a compressive strain.
An analytical p-n junction device physics model for GaInP/GaAs/InGaAsP/InGaAs
four junction solar cells was developed. Real behavior of solar cells is accounted for by
including: free carrier absorption, temperature and doping effects on carrier mobility, as
well as two recombination pathways: Shockley-Read-Hall recombination from a single mid
gap trap level and surface recombination. Upper bounds set by detailed balance calculations
can be approached by letting the parameters approach ideal conditions. Detailed balance
calculations always benefit from added subcells, current matching requirements in series
connected p-n multijunctions indicate a minimum performance required from added subcells
for net contribution to the overall device. This model allows novel solar cell structures
to be evaluated by providing realistic predictions of the performance limitations of these
multijunction devices.
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1Chapter 1
Introduction
1.1 Current Photovoltaic Technology
The most plentiful source for renewable energy is the sun. There are several different ways
of harnessing the energy of the sun including: photovoltaic, solar thermal (concentrated
solar power), solar hot water, and thermal electric devices. Solar thermal, solar hot water,
and thermal electric devices all rely on the heat produced through photon absorption.
Photovoltaic devices provide direct conversion of solar energy to electricity. All of these
processes have advantages and disadvantages. For example, in residential applications,
solar hot water panels can significantly reduce the costs associated with water heating. In
addition, solar thermal technologies in the form of concentrated solar power stations are
ideally suited for areas without much cloud cover. These systems use a heat transfer fluid
(water, oil, or molten salts) to absorb the energy from the sun and transfer that energy as
heat to water, producing steam which can be used to run a turbine and generate electricity.
One of the advantages of these systems is that by storing the hot fluid underground, several
hours of energy storage can be achieved beyond the time when the sun sets for the evening.
Photovoltaic devices convert energy in the form of photons into electricity via an excited
state. In solar cells made of semiconductor materials, each absorbed photon excites an
electron from the valence band to the conduction band, producing an electron-hole pair.
These carriers diffuse through the quasi-neutral material until they reach the pn junction
where drift caused by the built-in electric field separates the carriers. For example, in figure
1.1, holes move to the bottom of the cell while electrons move to the top of the cell. This
process produces a current which can be extracted. A solar cell will often consist of the
semiconductor pn junction with a solid back metal contact, metal fingers on the top surface
as a top contact, and an anti-reflective coating on the top surface. The front metal contact is
in the form of stripes, rather than a continuous layer to allow sunlight through to the active
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Figure 1.1. Schematic of a simple single junction solar cell
device. Often a key step in device design is optimizing the shape and size of the top metal
contacts to minimize shadowing losses. Commercial crystalline silicon cells are available
from SunPower with all back-side contacts, thereby eliminating this optimization problem.
The anti-reflective coating minimizes reflection losses due to refractive index mismatch with
air.
There are two primary limitations to solar cell performance. The first is due to the
reversibility of the photon absorption process. A perfect defect-free crystal that absorbs
light efficiently, also emits light efficiently. Generally speaking, all solar cell devices strive
to be in the so-called “radiative-limit” wherein the only source of carrier recombination is
through radiative processes. This means that all electron hole pairs generated through the
absorption of photons are either separated and collected externally, or radiatively recombine
emitting a photon. The only means of improving on this limit is to develop schemes for
re-absorbing the emitted photons.
The second limitation is due to the single gap nature of semiconductors. Only those
photons equal in energy to the band gap are absorbed efficiently. Photons greater in energy
than the band gap are absorbed, but all energy in excess of the band gap is lost in the
thermal relaxation of the generated hot carriers. Therefore, with a single junction solar
cell, the overall conversion efficiency is inherently limited, as can be seen in figure 1.2.
There are several proposals for relaxing this limitation on solar cell efficiency. Two
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Figure 1.2. On the left, a schematic of the photons that are absorbed in a GaAs solar cell;
on the right, a plot showing the solar spectrum (in black) and the power converted by the
GaAs cell (the shaded green area). The maximum theoretical efficiency of this device is
30%.
ideas that go hand in hand are up-conversion[1] and down-conversion[2]. Up-converters
work by using an external device to convert low energy photons into high energy photons.
In this way, photons that would normally pass directly through a given solar cell can be
captured on the back side of the device and re-emitted at a wavelength at or above the
band gap. Down-converters are quite similar, but they perform work on the front side of a
solar cell converting the high energy photons, whose excess energy is lost to thermalization,
into multiple photons with energy equal to the band gap. It has been shown that up-
converters will always help the performance of a device, whereas down-converters have to
have a quantum efficiency greater than 1 to enhance the performance of a solar cell[3].
This makes intuitive sense, as the down-converter is on the front of the device and could
potentially absorb light that would have been absorbed by the solar cell without re-emitting
two photons of equal energy for the cell to absorb instead. In contrast, the up-converter is
on the backside and therefore cannot interfere with the normal operation of the device. In
this case, any photons it absorbs and re-emits at a higher energy than the band gap can
only add to what the cell absorbs. Unfortunately, current up-converters have only been
demonstrated using laser illumination and they generally only absorb one wavelength of
light[4]. Therefore, this only captures one more energy line worth of material, rather than
being a broadband absorber with single mode emission.
Other proposals which have been evaluated with varying degrees of success include
4intermediate gap solar cells[5, 6] and hot carrier solar cells [7]. The general idea behind the
intermediate band solar cell is that three band gaps are created within one semiconductor
material, therefore the collection efficiency of the device improves with multiple band gaps.
In the hot carrier solar cell design, the electrons with energy in excess of the band gap
would be extracted from the device at their full energy before relaxing to the conduction
band through thermalization processes by minimizing electron-phonon interactions.
The main idea behind all of these high efficiency cell concepts is splitting the incoming
energy spectrum into multiple segments, each of which are treated separately to enable more
efficient collection. Another means of splitting the spectrum is to build the solar cell out of
multiple semiconductor materials, and therefore multiple band gaps. There are two ways of
integrating semiconductor materials with different band gaps, either use a filter to spatially
split the spectrum over separate areas, or stack the materials together with the highest
band gap at the top. The junctions have to be stacked in order of descending bad gap since
each material is only transparent to those photons with energies less than the band gap.
Therefore, the top material absorbs the highest energy photons. The current technology for
these devices is a monolithic two-terminal device where multiple semiconductor solar cell
devices are grown on top of each other. Connecting each pn junction is a tunnel junction.
The tunnel junction provides a low-resistance connection between the p-type base of the
upper cell and the n-type window of the lower cell. The tunnel junction is a degenerately
doped pn junction where tunneling “shorts” the normal pn junction current characteristics
below the peak tunneling current. Therefore, the tunnel junction must be designed such
that the operating current of the device is below the peak tunneling current. A schematic
of how this design can improve solar energy conversion is shown in figure 1.3. Due to the
spectrum splitting advantages of multijunction solar cells, they are the leading technology
for high-efficiency solar cells (figure 1.4).
1.2 Performance Limitations in Multijunction Solar Cells
Multijunction solar cells have several design requirements. The first is monolithic epitaxial
integration of multiple single junction solar cells. This inherently requires that the device
have only two terminals, and obey Kirchhoff’s Law. In this way, all subcells must run at the
same current. Therefore, one cell often limits performance of the entire device. To avoid this,
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Figure 1.3. On the left, a schematic of the photons that are absorbed in a proposed four
junction solar cell; on the right, a plot showing the solar spectrum (in black) and the
power converted by each of the four subcells (the shaded area). The maximum theoretical
efficiency of this device is 55%.
the cells would ideally be current matched such that the current produced in each subcell is
the same due to appropriate spectrum splitting. Finally, to make good quality devices, the
materials used must have well-understood band gaps and growth properties. Unfortunately,
well-tuned band gaps are rarely found in lattice matched materials. Therefore high-quality
monolithic epitaxy becomes quite difficult.
One of the most common multijunction cell technologies today is a triple junction design
incorporating GaInP, GaAs, and Ge. Though these materials are nearly lattice matched (as
can be seen from figure 1.5), the band gaps of the three junctions are not optimal. Given the
GaInP, GaAs top two cells, the third cell would ideally have a band gap closer to 1 eV[8, 9].
Unfortunately, the Ge cell is poorly suited to the other two cells as its band gap is too low
for current matching at 0.66 eV. Therefore, the Ge subcell overproduces current compared
to the other two cells and all the heat generated from absorbing photons much higher in
energy than its band gap just goes into heating the entire device. Though the III-V alloys
provide a great deal of flexibility in band gap and lattice constant, it is still difficult to
find three or more materials that are lattice matched with the appropriate band gaps for a
well-optimized cell design. The options become much worse when looking to increase the
number of junctions to four or more. The ideal band gaps, calculated via detailed balance,
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7Figure 1.5. Plot of band gap versus lattice constant for III-V materials, with Si and Ge.
Binary materials are shown as points, ternary alloys are indicated by connecting curves,
and the quaternary alloys fill the area enclosed by the ternary curves.
for a four junction solar cell are 2.00/1.49/1.12/0.72 eV[10]. Detailed balance calculations
will be discussed in further detail in Ch. 3. When looking at these band gaps in figure 1.5
it can clearly be seen that there are no lattice matched combinations of materials that can
achieve these band gaps. Therefore, the high-efficiency solar cell community is looking for
alternatives.
1.3 Metamorphic Growth Techniques
There has been a large amount of work in the past 35 years on direct epitaxial integration
of lattice mismatched materials[11, 12, 13, 14, 15, 16]. Many advances have been made in
reducing dislocation density of lattice mismatched epitaxial layers through graded buffer
layers. Two of the most researched materials systems have been GexSi1-x on Si substrates
and InxGa1-xAs on GaAs substrates. In both materials systems the final dislocation density
has been reduced to the range of 105 − 106 cm – 2 in the epilayers grown over the buffer
layers. This has been achieved for lattice mismatches on the order of 4% (the degree of
mismatch between Ge and Si). The key to reducing the defect density in the final epitaxial
layer is to maximize strain relaxation per misfit dislocation. In other words, the nucleation
rate of misfit dislocations must be fast enough to relax the growing film, but simultaneously
slow enough to allow threading dislocations to glide unimpeded to the film edge.
8This requirement leads to several engineering limitations. First, the smaller the active
area, the shorter the path to the edge for any dislocation. Related to that, as the active
growth area gets larger, the growth temperature required goes up. With higher growth
temperatures, dislocations can glide more quickly to the edges. However, at high growth
temperatures, the nucleation rate of defects is higher.
In addition, the type of buffer layer grading can have a strong impact on the final struc-
ture. For example, in the GexSi1-x system, it has been shown that step graded buffer layers
are inferior to continuously graded buffer layers in defect nucleation and surface roughness.
Several types of continuous grading have been explored, including linear, parabolic, and
square root gradation[17]. Linearly graded buffer layers have shown smoother final films,
though the parabolic gradation shows lower defect density in the final over layer.
The proper engineering of any given graded buffer layer is extremely dependent on ma-
terial system. The GexSi1-x system, for example, has exhibited a defect pileup phenomenon
not seen in the InxGa1-xAs on GaAs system. In addition, accommodating very high lattice
mismatch (> 4%) is extremely difficult and the larger the mismatch, the thicker the required
graded buffer layer.
Solar cell designs have employed metamorphic growth techniques for many years[18, 19,
20, 21, 22, 23, 24, 9, 25]. For example, in 1983, a 21.4% efficient metamorphic dual junction
Ga0.75In0.25As/GaAs solar cell was demonstrated[18]. In addition, the current world-record
efficiency solar cell is a metamorphic Ga0.44In0.56P/Ga0.92In0.08As/Ge cell with an efficiency
of 40.7%[26]. The lattice mismatch between the top two cells and the Ge cell is 0.5%.
Whereas the Spectrolab approach used a metamorphic buffer layer to bring the band gaps
of the top two cells down, at NREL, they looked to correct the triple junction design by
growing the cell upside down and using a metamorphic buffer layer to integrate a higher
band gap third cell[9, 27]. The structure grown at NREL had 2% lattice mismatch, going
from the GaInP/GaAs top two cells to Ga0.7In0.3As.
Unfortunately, the biggest limitation with metamorphic growth techniques, aside from
the complexity, is in the amount of lattice mismatch that can be accommodated. When
looking at designs with more than three junctions, it becomes very difficult to select ma-
terials that are viable for metamorphic growth techniques. Therefore, incorporating other
techniques with metamorphic growth is required to achieve higher efficiency solar cells.
91.4 Wafer Bonding and Layer Transfer
Wafer bonding is the process by which two wafers are brought into contact with each other
and “stick” together. In this way, they are nominally bonded. Generally, if the bonding
occurs at room temperature the bond is relatively weak, as it is held together by van der
Waals forces. To strengthen the bond, a secondary anneal step can be added which replaces
the van der Waals bonds with strong covalent bonds between the two interfaces. All bulk
materials have a well-defined surface reconstruction that is the lowest surface energy state
for the material in air. In this fashion, no dangling bonds are present on the surface.
Therefore, when two wafers are brought together, they cannot inherently break the surface
reconstructed bonds to form new strong covalent bonds with the other wafer. However,
with the addition of heat, the atoms at the interface are given enough energy to seek the
new lowest energy state, which is connecting bonds to the new surface. In this way, strong
covalent bonds are formed between the two wafers during the secondary anneal.
Due to the nature of wafer bonding, any degree of lattice mismatch can be accommo-
dated fully at the bonded interface. As two crystalline materials are direct bonded together,
there is no opportunity for defects to propagate through the material due to lattice mis-
match. However, the largest limitation in wafer bonding is in engineering the appropriate
substrates such that the coefficient of thermal expansion differences between the materials
does not induce delamination or defects during thermal processing. Table 1.1 shows linear
coefficients of expansion for common semiconductors. From this table, it is easy to see that
some combinations of materials would inherently be more difficult to strain engineer than
others.
1.5 Outline of This Thesis
This thesis presents experimental work developing epitaxial templates for use as substrates
for compound semiconductor multijunction solar cell growth as well as modeling of these
devices. The chapters are organized as follows:
Chapter 2 illustrates the process of creating Ge/Si epitaxial templates. The mecha-
nism for layer transfer in Ge is described through the role of hydrogen in this process
and compared to the mechanism in Si. The post-processing required after layer transfer is
then described in detail, along with preliminary homoepitaxial and heteroepitaxial growth
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Table 1.1. Linear coefficient of thermal expansion for common semiconductors at room
temperature[28]
Material CTE Material CTE
(ppm/°C) (ppm/°C)
Si 2.6 AlAs 4.9
Si3N4 3.2 InSb 5.37
GaP 4.5 Ge 5.8
InAs 4.52 GaAs 6.86
InP 4.75 GaSb 7.75
results.
Chapter 3 describes the theoretical work that has been performed to develop a device
physics based model to understand the limiting parameters of multijunction solar cells.
First, an analytical model developed in Matlab is presented, followed by initial work with
finite element method software packages.
Chapter 4 presents results from dual junction solar cells grown on Ge/Si epitaxial tem-
plates. The first results for GaInP/GaAs dual junction solar cells grown on Ge/Si epitaxial
templates showing comparable performance to cells grown on bulk Ge are shown.
Finally, future directions for research in epitaxial templates and modeling of III-V mul-
tijunction solar cells are discussed.
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Chapter 2
Wafer Bonding and Layer Transfer
2.1 Introduction: The History of Direct Bonding
Direct bonding of materials has been around at least as long as written history[29]. One
early example is gold-glass technology from 300–600A.D., wherein gold and silver foils were
direct bonded onto a black glass background and then covered by a thin translucent glass.
Direct bonding with bond strengthening was first introduced in the 20th century by adding
a secondary annealing step to form covalent bonds between the two materials. Finally,
in the 1960s direct bonding with semiconductor wafers, namely silicon, was demonstrated.
Since then, there has been great interest in semiconductor technology aimed at bringing
lattice-mismatched materials together through this process.
One of the primary reasons for extensive research in direct bonding techniques in the
1970s was the realization of Silicon-On-Insulator (SOI) structures. SOI wafers are processed
much as traditional silicon substrates for IC manufacturing. However, the embedded layer
of insulation enables the SOI-based chips to function at significantly higher speeds while
reducing electrical losses. The result is an increase in performance and a reduction in power
consumption. In the first half of the 1980s, three separate companies independently reached
a dedicated patent position on the formation of SOI structures by direct wafer bonding.
Toshiba, IBM, and Philips all developed direct bonding processes that realized the creation
of SOI structures.
Any entantiomorphic shapes can be directly bonded, though most current work focuses
on two flat surfaces. Generally, direct bonding is a two-step process. First, the two mate-
rials are brought into contact with each other, producing a relatively weak bond between
the two substrates governed by van der Waals forces. The second step is a higher tem-
perature anneal, often under pressure, whereby the van der Waals bonds are eliminated
in favor of covalent bonds between the two materials[30]. A schematic of the hydropho-
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Figure 2.1. Schematic of bond evolution in hydrophobic bonding[30].
bic bonding process for Ge on Si is shown in figure 2.1. Through this process, two high
quality single crystalline materials may be brought together and all defects due to lattice
mismatch between the materials is fully accommodated at the bond interface. Therefore,
unless strain from coefficient of thermal expansion mismatch between the two materials is
not properly engineered, the two materials will be stable without any propagation of defects
from the bond interface. If the strain engineering is not optimal, the bonded layer will either
delaminate, or defects will propagate through the materials to alleviate the strain.
2.2 The Mechanism for Layer Transfer
2.2.1 Ion Implantation
Ion implanters consist of three main parts, the ion source, the accelerator, and the target
chamber. Each ion is typically a single atom, and thus the dose, or amount of material
implanted in the target, is the integral over time of the ion current. Ion energies are
often between 10 and 400 keV. The energy of the ions, as well as the ion species and the
composition of the target determine the depth of penetration of the ions in the solid[31].
Ion implantation is most commonly used in semiconductor technology as a method of
doping. It is preferred over thermal diffusion due to the strict control over ion placement
in the material. However, after implantation, the implanted wafers generally undergo an
annealing process to repair the lattice damage caused by implantation and to move the
implanted ions into electrically active sites in the crystal lattice.
13
Figure 2.2. SRIM calculations of the depth profile of H+ implanted into Ge at 80 keV (left)
and 180 keV (right)
The implanted ions come to rest in the solid due to collisions with the solid lattice.
The depth profile of implantation can be calculated using a free software tool called SRIM,
the Stopping and Range of Ions in Matter. The SRIM calculations are based on the ion
energy, and do not account for the dose. Shown in figure 2.2 are the SRIM simulations of
the depth profile of H+ in Ge for two different ion energies 80 keV and 180 keV. The peak
implant position changes drastically between these two energies from 0.565 µm at 80 keV
to 1.31 µm. In addition, the full width half maximum of the depth profile increases with
the increase in energy.
2.2.2 Hydrogen Implantation Induced Layer Transfer
The layer transfer process is shown schematically in figure 2.3. This process enables the
direct integration of two high-quality single crystal materials without misfit dislocation in-
troduction. This method can accommodate any amount of lattice mismatch at the bond
interface because the interface is incoherent rather than the forced coherency of an epitax-
ially grown interface. Extensive studies [32, 33, 34] have been done on the exfoliation of Si
using implanted hydrogen, and more recent studies have focused on the same process in Ge
[35].
First, the nature of the defect structure created upon hydrogen implantation was stud-
ied via cross-sectional transmission electron microscopy (XTEM). Two Ge wafers were im-
planted with 80 keV H+ to a dose of 1× 1017 cm – 2. One of the two samples was actively
cooled during implantation to maintain the wafer at room temperature, so no in-situ an-
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Figure 2.3. Schematic of the layer transfer process. First, the donor substrate is implanted
with H+ and/or H 2+. Then both the donor and the handle substrates are cleaned and
activated for bonding. Next, the two substrates are brought together, with bond initiation at
either room temperature or elevated temperature. With the application of uniform pressure
and heat, the implanted ions coalesce into micro-cracks within the substrate, splitting off a
thin film from the donor substrate.
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Figure 2.4. XTEM image of Ge implanted with 80 keV H+ to a dose of 1 × 1017 cm – 2.
The sample was actively cooled during implantation. The broad ion implantation induced
damage layer can be clearly seen (left). Within the damaged region, (100) and some (111)
platelet defects can be observed (right).
nealing occurred. The other was implanted without active cooling and then annealed for
10 minutes at 250°C. Figure 2.4 shows the sample that was actively cooled. The images
show the broad implant induced damaged region. In addition, when the damaged region
is viewed under higher magnification, (100) and a few (111) platelet defects can be seen.
Upon annealing, these defects coalesce and form larger platelet structures as can be seen
in figure 2.5. The nano-cracks that can be seen after annealing the implanted Ge are the
basis for the micro-cracks that coalesce to split the film from the substrate. Atomic force
microscopy (AFM) data provides further evidence for this. After implantation, the surface
of the Ge is unchanged from the smooth polished surface. However, after annealing at 250°C
for 10 minutes, the surface has many small bumps from the small blisters forming. After
an additional 10 minutes annealing at 300°C, the surface shows clear evidence of exfoliated
blisters (figure 2.6). Therefore, the exfoliation process is initiated with the formation of
a dense network of micro-cracks around the peak range of the H-implant. Upon further
annealing, blister rupture is observed. Rupture results in the crater-like structure found in
the AFM image, most probably due to the accumulation and further increase of the internal
gas pressure of the H2 inside the blister.
Though the XTEM and AFM data provide insight into the mechanism of the layer
transfer process in Ge, they do not explain the role of hydrogen in the process. Therefore,
16
Figure 2.5. XTEM image of Ge implanted with 80 keV H+ to a dose of 1 × 1017 cm – 2
without active cooling after a post-implantation anneal at 250°C for 10 minutes. The broad
ion implantation induced damage layer can be clearly seen as can nano-cracks that are
forming from the coalescence of the platelet defects(left). Within the damaged region, the
nano-cracks can be seen as can remaining (100) and (111) platelet defects (right).
Figure 2.6. Contact-mode AFM of Ge implanted with H+ at 80 keV to 1 × 1017 cm – 2
without active cooling after a post-implantation anneal at 250°C for 10 minutes (left). The
same sample after further annealing for 10 minutes at 300°C (right).
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The mode at 2008 cm-1 is present at room temperature for all samples in s-polarization. This 
and its abrupt disappearance between 339 and 399°C suggests that this can be assigned to a 
discrete defect structure that contributes hydrogen to the exfoliation process and might form a 
precursor mode. One promising assignment is the V2H6 defect with a mode reported at 2014.9 
cm-1. 8 This defect has been shown to be unstable above 347°C providing further support for this 
identification. While there is a secondary peak reported by Nielsen et al. for this defect structure 
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Figure 4.9   sr -polarized MIT-FTIR spectra for 2x1016 cm-2 implanted Ge as a function of the 
isochronal annealing temperature. 
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The pr -polarized unannealed spectrum of the 1x1017 cm-2 implant in Fig. 4.12 shows 
relatively little spectral detail due to the strong enhancement seen even prior to annealing. There 
is a slight shift of the dominant peak at 2046 cm-1, relative to the dominant peak of 2050 cm-1 
observed for samples implanted to 2x1016 and 5x1016 cm-2. Additionally, there is a broad shoulder 
toward lower frequencies that is suggestive of a peak near 2008 cm-1 as was observed for the 
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Figure 4.10   pr -polarized MIT-FTIR spectra for 2x1016 cm-2 implanted Ge as a function of the 
isochronal annealing temperature. 
Figure 2.7. MIR-FTIR spectra taken with s-polarization (left) and p-polarization (right)
for 2× 1016 cm – 2 implanted Ge as a function of the annealing temperature
multiple internal reflection Fourier-transform infrared bsorption spectroscopy (MIR-FTIR)
was used to probe the chemical state of the implanted hydrogen. For FTIR analysis MIR
samples were prepared measuring 15 mm by 40 mm with implantation doses of 2× 016 cm – 2
(too low to blister), 5× 1016 cm – 2 (blistered above 500°C), and 1× 1017 cm – 2 (exfoliated
above 350°C). The MIR samples were then beveled at an angle of 45° on both ends to
ensure efficient coupling of light in and out of the structure. All spectra were referenced to
the spectrum measured for an un-implanted prism that was processed with the implanted
prisms through all temperature steps. All implanted Ge pieces were annealed isochronally
in a nitrogen atmosphere. Spectra were acquired following approximately 15 min isochronal
annealing steps of 59°C, 131°C, 170°C, 221°C, 297°C, 339°C, 399°C, and 501°C in order to
follow the evolution of the chemical state of hydrogen. The temperature of the sample while
annealing was monitored with a Sensarray thermocouple instrumented wafer, accurate to
0.1°C. The three implantation doses used corresponded to three different behaviors. The
temperature dependent spectra are shown in figures 2.7, 2.8, 2.9.
The medium dose sample (5×1016 cm – 2) is a good example to use to study the exfolia-
tion process (figure 2.8). The implant dose is at the threshold for blistering and exfoliation,
and therefore, can be used to study the process in a more controlled manner since it proceeds
more slowly. As-implanted, the spectra show a broad background due to many hydrogenated
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Following the 339°C anneal, the enhanced peak continues to shift downward to 2015 cm-1, and 
there is now a shoulder at a slightly lower frequency that may be contributed by a feature 
observed at 1969 cm-1 in the sr -polarization spectrum. The relative weakness of this feature 
suggests that it either has a dipole in the plane of the sample and only contributes to the x-axis 
component of the pr -polarized spectrum or that the feature has a z-axis component but is of 
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Figure 4.13   sr -polarized MIT-FTIR spectra for 5x1016 cm-2 implanted Ge as a function of the 
isochronal annealing temperature.  
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relatively low concentration in the sample or is not concentrated in the enhanced region of the 
sample. The sample annealed to 399°C shows a further shift in the dominant peak down to 2008 
cm-1 accompanied by increased spectral detail in the low-frequency shoulder of this peak, which 
at this temperature appears to have contributions from modes at 1969 cm-1 and 2000 cm-1. Both of 
these features were also observed in the s-polarization spectrum, suggesting that they are modes 
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Figure 4.14   pr -polarized MIT-FTIR spectra for 5x1016 cm-2 implanted Ge as a function of the 
isochronal annealing temperature.  
Figure 2.8. MIR-FTIR spectra taken with s-polarization (left) and p-polarization (right)
for 5× 1016 cm – 2 implanted Ge as a function of the annealing temperature
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unannealed s-polarized spectrum. Annealing to 221°C causes only a slight change in the peak 
profile along with the loss of the Ge-H2* features at 1763 and 1979 cm-1. Upon annealing to 
297°C there is a dramatic increase in the enhancement indicating the onset of blistering 
accompanied by a shift of the dominant peak to 2031 cm-1. The dominant peak must be present in 
the internal structure and must have a z-axis dipole component. Thus, we can conclude that this 
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Figure 4.11   sr -polarized MIT-FTIR spectra for 1x1017 cm-2 implanted Ge as a function of the 
isochronal annealing temperature. The spectrum for 399°C is taken following exfoliation of the 
implanted Ge layer. 
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internal structure is clearly a precursor to the exfoliation of the thin film and also has a z-axis 
dipole comp nent. Upon annealing to 339°C there is further enhancement and sharpening of the 
major peak, which has now shifted down to 2008 cm-1. Finally, following a 399°C anneal, the 
film is xfoliated and, as one would expect, the enhancement of the spectrum is no longer 
obs rved. In addition to the now diminished peak at 2008 cm-1, there are clearly distinguishable 
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Figure 4.12   pr -polarized MIT-FTIR spectra for 1x1017 cm-2 implanted Ge as a function of the 
isochronal annealing temperature. The spectrum for 399°C is taken following exfoliation of the 
implanted Ge layer. 
Figure 2.9. MIR-FTIR spectra taken with s-polarization (left) and p-polarization (right)
for 1× 1017 cm – 2 implanted Ge as a function of the annealing temperature
19
Unit cell Ge-H2*VH4 IH2
Figure 2.10. Basic schematics of the hydrogen in several configurations
vacancies, VxHy, and interstitial hydrogen, IxHy, modes. In addition, there are several dis-
tinct modes including: VH4 (2050 cm
– 1), VxHy (2008 cm
– 1), Ge-H *2 stretch (1978 cm
– 1),
and IH2 (1870 cm
– 1) (figure 2.10). Upon annealing to 170°C, there is a decrease in the
broad background and a loss of the Ge-H *2 stretch mode (1978 cm
– 1). Simultaneously,
there is an increase in the VH4 mode (2050 cm
– 1). Then upon further annealing to 221°C,
the IH2 mode (1870 cm
– 1) is lost, while the VxHy mode (2008 cm
– 1) has sharpened and
grown. Next, at 297°C, there is further p-polarized enhancement, suggesting the presence of
high index contrast in the sample. The VxHy mode (2008 cm
– 1) continues to be enhanced
and exfoliation “precursor” peaks corresponding to V2H6 (2026/2031 cm
– 1) appear. The
VH4 (2050 cm
– 1) peak is lost after annealing to 339°C. In addition, the VxHy mode (2008
cm – 1) continues to grow and the precursor peaks are red-shifted (2015/2029 cm – 1). An-
nealing to 399°C only continues the red shift of the precursor peaks (2008/2025 cm – 1) and
sees a loss in the VxHy mode (2008 cm
– 1). Finally, at 501°C, blistering has begun and the
peaks at 2001/1990 cm – 1 are suggestive of (100) surface monohydrides on rough surfaces.
The lower wavenumber modes correspond to (111) surface monohydrides.
These results show that the exfoliation process in Ge is very similar to that in Si. The
implantation induces defects in the germanium crystal structure that trap hydrogen in the
Ge-H *2 , V2H6, and VnHn+4 modes. After annealing, some of these modes are lost, allowing
the hydrogen to diffuse to more stable modes like internal (100) and (111) surfaces. These
surfaces act as the nucleation point for the nano-cracks that were observed via XTEM. As
the micro-cracks appeared in XTEM, the vibrational frequencies associated with Ge(100)
surface monohydride and dihydride appear in the FTIR spectra. These micro-cracks are
coalescence points for H2 and allow the internal pressure to build to a degree that causes
wafer exfoliation.
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2.3 Creating Ge/Si Epitaxial Templates
Ge/Si epitaxial templates were first created by my predecessor, James Zahler[10]. One of
the main problems with the Ge/Si epitaxial templates was their thermal stability. Unfortu-
nately, direct wafer bonding is the most difficult form of wafer bonding as the two bonding
surfaces must be perfectly clean and atomically smooth. Any trapped particles in the bond
will create voids in the interface. If any of these conditions are not met, then covalent
bonds will not form between the two materials when they are annealed after bonding as
other atoms contaminate the semiconductor surface. As copper[36] and palladium[37] have
been shown to be very good materials for use as a bonding layer, palladium was used in
the early stages of this work since it provided good thermal stability of the bond. However,
MOCVD growth temperatures range from 600–750°C. At those temperatures diffusion of
any metal through the Ge film is very high, and so the Pd would be inside the III-V grown
layers. For this reason, alternative bonding layers were explored. We have had very good
success with both amorphous Si and SiO2.
Working with bonding layers has had an additional positive impact on our process. We
are now able to show full 2” wafer layer transfer of Ge on Si. With the direct bonding work,
particles often limited the transferred area, since the bonded interface provides the support
necessary to force the micro-crack to expand laterally and not blister individually through
the surface. In addition, with the use of a commercial bonding tool (Suss SB-6e) the success
rate of our transferred films has increased to nearly 100%. Generally, every implanted Ge
wafer succesfully transfers greater than 80% of the area. The exfoliation process is extremely
sensitive to the conditions during ion implantation. If the wafer temperature is warmer or
colder during implant, the exfoliation conditions can change significantly. Our primary
vendor for ion implantation was Leonard Kroko, Inc., in Tustin, CA. Kroko does not have
the capability to actively cool wafers during implant, therefore, we use a very low beam
current to keep the wafer temperature down. Without active cooling or a low beam current,
the doses we use would blister during implant due to internal heating. Another factor with
ion implantation is deposition of material on the surface of samples. There is always a degree
of surface deposition due to the implantation process. To protect the bonding surfaces from
contamination, a 50 nm sacrificial SiO2 film is sputtered onto the Ge wafers before sending
it out for implant. The wafers after implant were typically discolored to a dark brown color.
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The contamination could not be removed in aqueous or organic solvents (alcohols, hexanes,
toluene, chloroform, and tetrahydrofuran). The contaminant layer could also inhibit SiO2
removal during HF dip. Therefore, plasma ashing was performed to open voids in the
contaminant layer to enable complete SiO2 removal. SiO2 was chosen as the sacrificial layer
due to rapid removal in aqueous hydrofluoric acid (HF). Removal was typically achieved in
20 seconds, which ensured minimal substrate degradation.
The optimized process conditions for Ge/Si template preparation were as follows (where
applicable, vendors are shown in parentheses):
1. Order Ge substrates (AXT, Umicore)
2. Order Si substrates with 300 nm thermal oxide (Silicon & Solar)
3. Sputter deposit 50 nm SiO2 on Ge (Thin Film Concepts)
4. Implant Ge with H+ to 1x1017 ions/cm 2 at 180 keV and 45 µA beam current (Leonard
Kroko, Inc.)
5. Plasma ash the implanted Ge for 10 minutes
6. Remove the SiO2 with a 20 s etch in 20% HF
7. Rinse in DI water
8. Spin dry
9. Sonicate both the Ge and the Si wafer in acetone for 5 minutes
10. Sonicate both the Ge and the Si wafer in methanol for 5 minutes
11. Rinse in DI water
12. Spin dry
13. Plasma activate the surfaces with 2 passes of an atmospheric nitrogen plasma at 300
W
14. Preheat the bonder to 200°C
15. Place the Si wafer on the bond platen
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16. Position the flags on the wafer
17. Place the Ge wafer face-down on the flags
18. Place two pieces of carbon tape on top of the stack (they must be large enough to
cover the full Ge sample size)
19. Place the 3” SiC plate on top
20. Move the platen into the bonding chamber
21. Begin the bonding recipe in the bonder
The bond recipe involves a 5 minute pause at 200°C to ensure the two wafers are at
temperature. Then the center pin is lowered onto the stack and the flags are removed. Next,
the top bonding plate comes down and applies a pressure of 3 MPa and the system pauses
for 10 minutes. The temperature is then ramped to 250°C for 30 mintues to anneal the bond.
Finally, the temperature is raised to 350°C for 30 minutes to induce exfoliation. The system
then cools down slowly via radiative losses, as there is no active cooling. Finally, when the
platens have cooled to less than 100°C, the top platen is removed and the sample can be
unloaded. All of the cleaning and bonding steps were performed in a Class 10 cleanroom.
Initially, we made full 2” transfers, and cleaved them into quarters for post-processing
and growth. However, due to the speed at which the growth platens rotate, we were losing
about half of the samples we sent per growth run. Therefore, we started cleaving the
implanted Ge and transferring quarter Ge wafers to full 2” Si wafers. That was the size of
all our samples until the final round of growths where we wanted a high active area. There
we returned to full 2” Ge on 2” Si.
2.4 Template Surface Preparation
2.4.1 Wet Chemical Etching
As seen in the previous section, the as-transferred thin film is not considered epi-ready.
The ion implantation induced damage must be removed. In addition, the surface roughness
must be brought below 1 nm to ensure high quality heteroepitaxy on these substrates. In
an effort to develop an inexpensive and easy procedure for preparing the templates for
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epitaxial growth, the first technique that was explored was wet etching. The most common
etchant for Ge is known as CP-4 (HNO3:HF:CH3COOH). It is generally used in a ratio of
1:1:1. However, it is a very fast etchant of Ge, and since the films were at most 1.4 µm,
the etch rate needed retarding. Previous work by a SURF student in our lab, Darci Taylor,
had shown that diluting the etchant with water seemed to make things worse (figure 2.11).
Water is an anisotropic etchant of Ge, whereas CP4 is an isotropic etchant. Therefore,
diluting CP4 with water would only serve to roughen the surface further. Since the acetic
acid is acting as a buffer, the CP4 etch was re-examined using acetic acid as the diluent.
Before beginning the work of testing different dilutions of CP4 for removing the dam-
aged layer and smoothing the surface roughness, a good method for comparing the surface
morphology was needed. Generally, the root-mean-square (RMS) roughness is quoted when
discussing surface roughness. First, the RMS roughness is actually the standard deviation
of the roughness, and for very different surface morphologies the RMS value can be the
same see figure 2.12. Constantoudis et al.[38] developed a quantitative way of describing
the roughness of photoresist line edges using scaling and fractal concepts. Using their tech-
niques, a Matlab routine was designed to calculate a correlation function from AFM data.
From this, one can obtain the overall correlation length, ξ, and the roughness exponent, α.
While Constantoudis developed this technique to better describe the line-edge roughness of
photoresists, it can be applied to two-dimensional surfaces by effectively mapping the entire
surface as a one dimensional line, i.e., the data from each horizontal scan is connected end
to end into one large line scan. The equations correlate the distances of the various points
from the average linear fit of the data at all points. The height-height correlation function
G (r) and the normalized autocorrelation function R (r) defined at r = md are defined as:
G (md) =
[
1
N −m
N−m∑
i=1
(δi+m − δi)2
]1/2
(2.1)
R (md) = 1−
[
G2 (md)
2σ2
]
(2.2)
Here, d is the distance between neighboring points; δ is the distance from the linear
fit; N is the total number of points; and σ is the RMS roughness. From these equations,
σ, ξ, and α can be obtained as shown in figure 2.13. As a check, RMS roughness was
calculated and compared to the roughness obtained from the correlation length analysis.
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Figure 2.11. Initial work with the CP4 etch on bare Ge showing the σ/ξ value as a function
of dilution with water
correlation functions for the calculation of the spatial rough-
ness parameters a and j.
~2! The second motivation refers to the studies investigat-
ing the influence of the LER on various microelectronic de-
vice properties. In these studies, LER is usually represented
by an analytical form of its autocorrelation function, which
describes its spatial complexity and is connected to electrical
and magnetic properties of the fabricated devices.21–26 Most
times, the used analytical forms include apart from the
sigma, the correlation length j and recently the roughness
exponent a. Therefore the examination of the effects of LER
on various device properties requires an investigation of the
behavior of the correlation length j and the roughness expo-
nent a.
The article is organized as follows. In Sec. II we review
some definitions of the correlation functions and introduce
the spatial roughness parameters j and a. It is stressed that
the parameter sigma, j, consists of the most complete set of
LER descriptors in the case of self-affine edges. When some
quasiperiodicity is present in edge structure, the selected
wavelength has to be added. The self-affine or quasiperiodic
character of an edge can be extracted from the form of the
correlation functions as will be explained in Sec. II. Section
III examines the dependencies of j and a on the various
image recording and analysis parameters, such as the magni-
fication and the resolution of the SEM image, the Gaussian
noise filter parameters, the threshold value, and the type of
algorithm used for the detection of the edge. In general, it is
shown that a is more systematically sensitive to changes of
some of these parameters than j, which remains impressively
independent of their variation. In Sec. IV, our attention is
focused on the influence of j and a on the calculation of
sigma done by averaging over the sigma values of a number
of segments of the edge. Examining a lot of experimental
edges and in accordance with similar theoretical analysis,2
we find that the average sigma becomes independent of the
length L of the used segments only when L is larger than
several ~;6! times the correlation length j. Furthermore, in
the second part of the same section, we discuss the delicate
issue of the high frequency roughness and argue that its best
description is provided by the roughness exponent a. Finally,
the main points of the article are summarized in Sec. V.
II. SPATIAL ROUGHNESS PARAMETERS
The most common way of studying the spatial distribution
of roughness of an edge is by examining the correlations
between the distances d i5d(yi) of the edge points from the
linear fit of the edge at different positions yi , i51,...,N,
where N is the total number of equidistant points on axis y
along the edge ~see Fig. 1!. The height-height correlation
function G(r) quantifies these correlations and is defined at
r5md as
G~md !5F 1N2m (i51
N2m
~d i1m2d i!
2G 1/2, ~1!
where d is the distance between two neighboring points.
G(r) is associated with the more widely used normalized
autocorrelation function R(md):
R~md !512@G2~md !/2s2# , ~2!
where s is the abovementioned sigma value ~the rms devia-
tion of the edge points d i from its linear fit!.
The form of G(r) is very important for the characteriza-
tion of the spatial aspects of roughness. Statistically persis-
tent regular oscillations in G(r) reveal the existence of a
quasiperiodicity in line edge whose wavelength can be ex-
tracted by the position of the first minimum of the oscilla-
tions. On the other hand, a power law behavior @G(r);ra#
means that the line edge is a self-affine fractal, i.e., it remains
statistically invariant when it is stretched ~or contracted! an-
isotropically in different directions. The exponent of the
power law is called roughness (or Hurst) exponent a and it is
connected to the fractal dimension D through a relation,
which for lines is a522D .1 In real line edges, the power
law behavior lasts up to a specific distance after which the
height correlations vanish, R(r) tends to zero, and, according
to Eq. ~2!, G(r) stabilizes at ~or oscillates randomly about!
the value A2s . This distance is connected to the correlation
length j, which is defined as the value of the lag length at
which the autocorrelation function drops to 1/e of its value at
zero lag or equivalently the height-height correlation func-
tion increases to the A121/e of its maximum value A2s ,
i.e.,
G~j!5A12 1
e
A2s . ~3!
A typical form of G(r) of a real self-affine edge is shown in
Fig. 2. A power law behavior for small distances is followed
by saturation at the value A2s for large distances (r@j). As
we can easily deduce, the whole form of G(r) is in fact
determined by the values of three parameters: the roughness
exponent a ~or the fractal dimension D!, the correlation
length j, and the sigma value. Therefore we can support that
FIG. 1. Two edges with the same sigma value but quite different appearances
due to their different spatial complexity. The incompleteness of sigma as a
LER descriptor is revealed and the need for introducing spatial roughness
parameters is emphasized.
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Figure 2.12. Two linescans the same root mean square roughness value, bu very
different morphologies[38]
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this triad of parameters provides the most complete descrip-
tion of the roughness of a self-affine line edge and the study
of their behavior reveals different aspects of LER. The sigma
value has to do, by definition, with the vertical dimension of
roughness and gives no information about its spatial com-
plexity. In most line edges the height distribution function is
Gaussian and the sigma value is in fact its standard devia-
tion. The correlation length j defines a representative lateral
dimension of a rough line edge. If the distance between two
edge points is within j, the heights at these two points can be
considered correlated. However, if the separation of two
edge points is much larger than j, then we can say that the
heights at these two points are independent of one another.
The behavior of the height correlations for r,j is described
by the roughness exponent a, which in fact gives the rate at
which these correlations decrease and tend to zero as the
distance r increases. Since height correlations for small r
amount to high frequency fluctuations, a gives a measure of
the contribution of high frequency fluctuations to roughness
relative to the low frequency ones. This relation of a with the
high frequency fluctuations can be more clearly shown in
Fig. 3 where the amplitude F(v) of the Fourier transform of
a self-affine line edge is depicted. Here the self-affinity is
associated with a power law behavior for high spatial fre-
quencies v and its exponent is connected to the roughness
exponent a. Therefore it is clear that the smaller the value of
a, the more important the relative contribution of high fre-
quency roughness becomes. We are going to discuss this
point more thoroughly in Sec. IV. Moreover, it has to be
stressed that the Fourier transform can also give the sigma
value and the correlation length j. The first through the
Parceval’s theorem while the second is the inverse of the
frequency at which the Fourier transform starts to decrease
@the ‘‘knee’’ of the F(v), see Fig. 3#. In fact, the scaling
analysis is the equivalent of the Fourier analysis in spatial
domain. However, we have observed that for the majority of
edges known at a limited number of points, the presence of
wild fluctuations is more pronounced in the Fourier analysis
and this is why, in this article, we use the scaling analysis.27
III. DEPENDENCE OF SPATIAL ROUGHNESS
MEASURES ON SEM IMAGE PARAMETERS
This section considers the spatial roughness of resist line
edges, which have been detected from SEM images by
means of the off-line image analysis method presented in
Part I. The MATLAB code developed there has been com-
pleted by the calculation of the height-height correlation
function G(r), which, according to the previous section,
gives the necessary information about the spatial complexity
of LER. Hence, after selecting on the SEM image the edge
we want to study, the MATLAB code outputs its G(r) func-
tion. The first result we obtain by examining a lot of line
edges is that the majority of them can be characterized as
self-affine. Therefore the description of their spatial rough-
ness requires the calculation of a and j. These can be ex-
tracted from the form of the G(r) function. The roughness
exponent a equals the slope of the linear part of G(r) for
small r when it is plotted in a log-log plot and the correlation
length j can be calculated by using relation ~3!. However, the
morphology of the detected line edge and consequently the
form of G(r) and the values of a and j depend on a number
of parameters, which influence the final form of the edge.
These parameters can be separated into the image analysis
and image recording parameters. The first are involved in the
image analysis algorithm developed in Part I and include the
Gaussian filter noise parameters used for smoothing the im-
age, the threshold value for the edge detection, as well as the
applied algorithm, which can be based on either the direct
signal or its derivative. The second control the recording of
the image and include the magnification and the pixel size
chosen in taking and saving the image. The meaningful and
reliable calculation and use of a and j requires a sufficient
control of their dependencies on both categories of the pa-
FIG. 2. Typical example of the height-height correlation function G(r) of an
experimental resist line edge. Note the power law behavior which corre-
sponds to a self-affine structure and the saturation of G(r) for r@j at the
value A2s . In addition, the definitions of a and j are shown.
FIG. 3. Typical example of the Fourier transform of an experimental resist
line edge. Note the power law behavior for high frequencies which corre-
sponds to a self-affine behavior and the relation between its exponent ~the
slope of the curve in the log-log plot! and the roughness exponent a.
Smaller values of a signify larger relative contribution of high frequency
fluctuations to roughness.
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Figure 2 13. Corr lation function G (r) showing values σ, ξ, and α[38]
Only minor differences are observed between the two roughness values. σ/ξ provides a nice
dimensionless figure of merit that incorporates the correlation length with the RMS value.
When the etc ing process was b ing de eloped, there was no good way to measure the
etch rate. First, a computer-controlled system for creating staircase etched samples of SiO2
was attempted with the Ge and the CP4 etch. Unfortuna ely, even the dilute etch solution
has a significant vapor pressure, so though part of the sample was out of the etchant and the
other part was immersed, both parts were etched (figure 2.14). In addit on, these samples
began as epi-ready Ge polished smooth surfaces. After being exposed to the etchant for 1
minute, the immers d portion had an RMS = 2.489 nm and σ/ξ = 0.0313. The portion
that was above the solution had an RMS = 6.256 nm and σ/ξ = 0.0138.
In an attempt to suppress the etch solution vapor, vege able oil was added to the op of
the solution. However, the vegetable oil and the etchant reacted strongly, preventing the use
of the etch solution. Since the staircase etch did not work, a physical mask using paraffin
wax was attempted. Unfortunately, the wax was not fully resistant to the etch solution,
and the area under the wax was etc ed again. However, the lines differentiating the waxed
area from the exposed area was clearer with these samples than the staircase etch samples,
so an approximate etch rat was eas red for several dil t ons of CP4 in an ice bath and
at room temperature. The results can be seen in figure 2.15. Given these results, the 1:1:20
and 1:2:30 etch solutions were then tested on Ge donor wafers (bulk Ge samples that had
been exfoliated and therefore showed mirror-image surfaces to the epitaxial templates). The
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(a) (b)
Figure 2.14. Contact mode AFM scans of an epi-ready Ge sample immersed in (a) and
above (b) 1:1:1 CP4 for 1 minute
donor wafer etch results showed lower RMS and σ/ξ values for the same amount of time in
the 1:2:30 etch solution as compared to the 1:1:20 solution.
When etching epitaxial templates, the thickness of the Ge layer is simple to measure
using spectroscopic ellipsometry. However, as the bonded templates were precious samples,
we did not use them in the initial etch experiments. Using Ge/Si templates fabricated
with Pd as a bonding layer, the etch rate and efficacy were tested. The etch rate was
obtained by fitting spectroscopic ellipsometry data from 250–2300 nm with model for the
optical properties of each of the materials in the ellipsometer software (figure 2.16). A
Sentech SE850 ellipsometer with SpectraRay II software was used for this work. From data
gathered with ellipsometry of the Ge/Pd/Si epitaxial templates, the etch rate of the 1:2:30
solution was approximated at 9.5 A˚/s.
The AFM data for these samples is shown in figure 2.17. The RMS roughness was lower
with prolonged etch time, as was the σ/ξ value. Next, the surfaces need to be tested in
growth, as the RMS roughness is half the as-transferred value, but it is still about an order
of magnitude higher than epi-ready polished substrates.
2.4.2 Epitaxial Growth and CMP
Ge homoepitaxy was explored as an option for further improving the surface morphology of
the epitaxial templates. In addition, it was used as an in-house measure of whether the wet
etch was achieving the necessary removal of the ion implantation induced defects as well as
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Figure 2.15. Etch rate of several CP4 dilutions in an ice bath and at room temperature
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Figure 2.16. Ellipsometry data and fits for a Ge/Pd/Si epitaxial template etched for 0 s,
15 s, and 30 s; corresponding to Ge layer thicknesses of 531 nm, 395 nm, and 229 nm,
respectively. The curves for the 15 s etch and the 30 s etch have been shifted up for clarity.
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(a) Unetched
RMS = 19.6 nm
σ/ξ = 0.120
(b) 15s Wet Etch
RMS = 10.8 nm
σ/ξ = 0.0608
(c) 30s Wet etch
RMS = 9.1 nm
σ/ξ = 0.0575
Figure 2.17. Contact mode AFM scans of a Ge/Pd/Si epitaxial template
The bonded pair was then annealed at 250–350 °C under
1 MPa pressure to induce exfoliation and strengthen the
bond between the two wafers. The Ge layer transferred to the
Si substrate is approximately 1.4 m thick. Thus far, we
have shown up to full 2 in. wafer layer transfer of Ge on Si,
as shown in Fig. 1.
The RMS roughness of these films after layer transfer is
approximately 25 nm and the ion implantation induced dam-
aged layer extends approximately 200 nm into the film.
Removal of the damaged material and abatement of the
surface roughness are crucial to enabling high quality
epitaxial growth on these substrates. A dilute CP-4
HF:HNO3:CH3COOH wet etch removes the damaged
layer. Touch polish with a Logitech PM5 chemical mechani-
cal polisher minimizes the surface roughness further. Final
RMS roughness of the Ge /Si templates is 0.5 nm. Figure 2
shows cross-sectional transmission electron microscopy X-
TEM images of Ge homoepitaxy on Ge /Si templates with
and without damage removal. Removal of the ion implanta-
tion induced lattice damage produced substrates that are vi-
able for high quality epitaxial growth.
To examine the potential of these substrates for use in
heteroepitaxy of high quality III-V materials, dual junction
GaInP /GaAs solar cells were grown using Ge /Si epitaxial
templates. Figure 3 shows a schematic of the structure.
Spectrolab performed all cell growth and processing. Light
current-voltage I-V performance was measured under
AM1.5D illumination before and after an antireflective AR
coating was applied to the devices Fig. 4. The light I-V data
show comparable short circuit current between some control
devices grown on a bulk Ge substrate and some devices
grown on a Ge /Si template. However, open circuit voltage is
slightly lower 1.97–2.08 V versus 2.16 V in the devices
FIG. 3. Schematic cross section of the dual junction solar cell grown and
processed by Spectrolab. The bonded interface is shown by a dashed line.
FIG. 4. Photovoltaic I-V curves top and spectral response bottom for the
GaInP /GaAs solar cells grown on Ge /Si epitaxial templates and on a bulk
epi-ready Ge substrate.
FIG. 2. Cross-sectional transmission electron microscopy images of Ge homoepitaxy on a Ge /Si template without damage removal left and with damage
removal right. The white line is at the interface of the substrate and the homoepitaxy.
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Figure 2.18. XTEM of two Ge epitaxial templates with homoepitaxy layers. One sample
is as-transferred (left); the other has been treated with a 30 s wet etch (right).
reducing the surface roughness. Figure 2.18 shows a comparison between an as-transferred
Ge epitaxial template with Ge homoepitaxy and a sample with a 30 s wet etch. The as-
transferred sample shows a high defect density in the epitaxial layer, prima ily coming from
propagation of implant induced defects. However, the wet etched sample shows very high
quality Ge omoepitaxy.
The surface morphology of the Ge/Si samples changes with Ge homoepitaxy. Shown
in figure 2.19 are AFM scans of the three surface morphologies. Epitaxial templates were
prepared with these three methods and sent to our collaborators at Spectrolab for GaAs and
GaInP double heterostructure growth (figure 2.20). Double heterostructures were chosen
for t first round of growths due to th simple layer structure. In addition, the quality
of double heterostructures can be readily assessed via photoluminescence measurements.
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(a) Unetched
RMS = 20.47 nm
σ/ξ = 0.106
(b) 30s Wet Etch
RMS = 9.45 nm
σ/ξ = 0.0323
(c) Wet etch + Ge homoepitaxy
RMS = 7.66 nm
σ/ξ = 0.0246
Figure 2.19. Contact mode AFM of the three surface morphologies corresponding to three
different preparations
The grown structures were evaluated for growth quality by photoluminescence spectrum
mapping (figure 2.21,2.22), minority carrier lifetime (table 2.1), and cross-sectional TEM
(figure 2.23). Unfortunately, we discovered in the XTEM work that there was a problem
with the tunnel junction transition during growth of the GaInP double heterostructures
that dominated the performance of our devices (figure 2.24). Therefore, the different surface
preparations were compared using the XTEM data and lifetime data. The surfaces prepared
with Ge homoepitaxy did not show marked improvement in defect density compared to the
wet etch only samples, so homoepitaxy was removed from our template preparation process.
As the method for depositing the homoepitaxy was by molecular beam epitaxy under ultra-
high vacuum, it also is not a cost effective process. In addition, the epitaxial template used
without any surface treatment showed an expected increase in defect density compared with
those that were treated; we eliminated untreated surfaces from our options. Abbreviations:
TL = transferred layer, DW = donor wafer, CIT = California Institute of Technology, SL
= Spectrolab.
From the previous work, the 30 s etch condition was chosen. For the next round of
double heterostructure growths, we added several “control” samples. To isolate the effects
of surface morphology from strain induced by coefficient of thermal expansion mismatch,
the donor Ge wafers that produced the epitaxial templates were processed using the same
surface preparation. Also, an epi-ready Ge sample was wet etched and included in the
growth run to understand whether the etch process itself was contributing to reduced device
quality. After the growths at Spectrolab, the structures were tested with photoluminescence
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Figure 2.20. Schematic of the GaInP (left) and GaAs (right) double heterostructures grown
by Spectrolab
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Figure 2.21. Optical images (left), peak photoluminescence wavelength maps (middle), and
peak photoluminescence wavelength intensity maps (right) for GaAs DH on Ge/Si epitaxial
templates prepared with 15 s etch plus 200 nm homoepitaxy (top) and 30 s etch only
(bottom)
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Figure 2.22. Photoluminescence spectra corresponding to the maximum intensity peak from
each sample. The GaAs DH data is plotted in two separate graphs as they correspond to
two different growth runs (3 samples were lost in the reactor in each run). The control data
corresponding to the 15 s etch plus 200 nm homoepitaxy appears lower in intensity because
the signal was saturating the detector when the same experimental set up was used for the
control as for the transferred layer, so the slits on the detector were closed significantly to
reach a signal that would not saturate.
Table 2.1. Minority carrier lifetime measurements from time-resolved photoluminescence
performed at NREL by Wyatt Metzger
GaInAs DH Lifetime Control
sample (ns) Lifetime (ns)
15s etch + homoepi 0.273 188
30s etch + homoepi 0.371 104
30s etch 1.02 104
32As-transferred GaInP DH
GeGaAs buffer Sip-GaAs
500 nm
30s etch nohomoepi GaAs DH
GeGaAs buffer
Si
p-GaAs
500 nm
30 etch, 200nm homoepi GaAs DH
GeGaAs buffer Siepi
Ge
500 nm
Figure 2.23. Representative XTEM of epitaxial templates after growth of GaInP double
heterostructures corresponding to as-transferred (top), 30 s wet etch (middle), and 30 s wet
etch plus 200 nm Ge homoepitaxy (bottom)
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SL Control 3034
Ge
GaAs buffer
p-GaAs
GaInP
500 nm
Figure 2.24. XTEM image of the Spectrolab bulk Ge control sample from the GaInP DH
growth, showing a large density of defects nucleating at the tunnel junction transition
Table 2.2. Minority carrier lifetime measurements from time-resolved photoluminescence
performed at NREL by Wyatt Metzger
GaInP DH GaAs DH
Sample Lifetime Lifetime
(ns) (ns)
Control 4.78 112
Epi-ready + Wet Etch 1.87 85.6
Ge/Si Wet Etched 1.89 0.124
Donor Wet Etched 0.799 0.104
mapping (figure 2.25, 2.26) and lifetime (table 2.2) measurements.
From these results, it is clear that GaInP is less sensitive to surface preparation than
GaAs. GaInP double heterostructures show uniform emission over large template areas
that is only an order of magnitude lower in intensity than the control substrates. The
lifetimes calculated from time-resolved photoluminescence measurements are approximately
one-fifth of the controls. The GaAs double heterostructures show uniform emission over
large template areas that is significantly lower in intensity than the control substrates.
The lifetimes calculated from time-resolved photoluminescence measurements are low, but
approached 1 ns.
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Figure 2.25. Optical images (left), peak photoluminescence wavelength maps (middle), and
peak photoluminescence wavelength intensity maps (right) for GaInP DH on Ge/Si epitaxial
templates prepared with 30 s etch (top) and on Ge donor wafer perpared with 30 s etch
(bottom)
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Figure 2.26. Photoluminescence spectra corresponding to the maximum intensity peak from
each sample
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TEM results show many defects initiating at the epitaxial template surface. To fur-
ther improve the surface morphology, chemical mechanical polishing (CMP) was explored.
Early work by James Zahler with polishing was unsuccessful due to a weak bond strength
in the epitaxial templates. However, the bond strength of the samples prepared above was
much higher, so CMP was expected to significantly reduce surface roughness and defects.
A Logitech PM5 polisher with PP5 jig was used to polish samples. Logitech proprietary
silica slurry SF-1 was used, as recommended by Logitech for polishing Ge. Initial CMP ex-
periments were performed using donor wafers cleaved into ∼1 cm 2 samples. These samples
were mounted with wax onto a 3” diameter glass polishing plate. It was found that after
over an hour of polishing, the surface roughness could be reduced to approximately 2 nm.
To reduce polishing time the samples were wet etched as described above to remove most of
the damaged layer. The wet etch also provided an initial surface roughness reduction. The
combined wet etch and CMP resulted in <1 nm surface roughness within approximately 2
minutes of polishing.
While surface roughness abatement had been achieved, material removal rate was not
known. The removal rate was investigated by milling small squares (50 µm×50 µm) into the
surface using a focused ion beam instrument (FEI Nova 600). Trench depth was measured
using a profilometer before and after polishing. Unfortunately, the data was extremely
inconsistent. It appeared the slurry was being trapped in the trenches and polishing due
to the mixing of the slurry particles. As alternative methods failed, transferred films were
used to determine material removal. The initial test samples were substrates with relatively
poor layer transfer (∼75% or less transferred). The substrates were 1/4 Ge wafers on 2” Si.
The polishing rate seemed to slow drastically and the surface roughness became difficult to
reduce below 1 nm. In addition, the samples showed signs of being ripped from the sharp
corner of each 1/4 wafer. The jig downforce was calculated based on the approximate area
of Ge in contact. Therefore, differences in polish rate must be due to edge/corner effects. To
minimize edge and corner artifacts, full 2” Ge on 2” Si samples were tested. Film damage
was significantly reduced; however, the etch/polish rate also decreased.
The optimum process for epitaxial template surface preparation was to use full 2” Ge on
2” Si with 30 s wet etch in dilute CP4 (1:2:30) to remove ion implantation induced damage,
followed by a touch polish on the polisher at 45 rpm, 100 g downforce for 5 minutes. After
polishing, residual slurry was removed from the surface with a CO2 Sno-Gun. The final
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surface has an RMS = 0.459 nm and σ/ξ = 0.00239.
2.5 Conclusion
In this chapter, the process for creating thermally stable Ge/Si epitaxial templates was
described. In addition, the importance of surface preparation was demonstrated through
the performance and quality of Ge homoepitaxy grown using these templates as well as
through GaAs and GaInP double heterostructures. Heteroepitaxial growth was significantly
more sensitive to surface morphology than homoepitaxial growth. The primary reason for
this sensitivity is the polarity of the atoms in III-V materials. Anti-phase domains and
defects propagate easily when the surface is not ideal for growth. For example, in growth of
III-V materials on bulk Ge, the miscut of the wafer can play an important role in the final
composition and ordering of the films. Therefore, the surface morphology of our epitaxial
templates must closely mimic bulk Ge.
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Chapter 3
Cell Modeling
3.1 Introduction
In this chapter, the techniques used for modeling the performance of the proposed four
junction cell design are described. The most common method for modeling multijunction
solar cell designs uses Detailed Balance calculations developed by Shockley and Quiesser[39,
40, 41]. Detailed Balance calculations assume that cells are at the radiative limit, where
absorbed light radiation is the only source of parasitic loss. They assumed every photon
with energy greater than or equal to the band gap energy is absorbed and produces a single
electron hole pair. In this manner, all other aspects of solar cell performance were ignored,
and the theoretical efficiency limit was obtained. This is a good method when a rough
comparison between different research approaches is needed. For example, when deciding
which four band gaps to pursue for the four junction design, Detailed Balance calculations
were used[10]. These calculations provide an upper thermodynamic limit to the performance
of any solar cell. Detailed balance calculations provide the thermodynamic limit to efficiency
of solar cells as Carnot cycle calculations do for heat engines. However, as an upper bound
on efficiency, these calculations do not provide insight into the realistic performance of these
devices nor into important material parameters.
However, when looking to understand material properties that limit the performance of
real photovoltaic devices, it would be useful to have a model that incorporates their effects.
In particular, we would like to understand the effect of individual cell material quality on
overall device performance. For example, could one cell be of lower material quality without
significantly reducing overall performance? Conversely, could one material significantly
reduce performance with slightly lower material quality? Minority carrier diffusion length
was used as a proxy for material quality (high quality materials typically exhibit long
diffusion lengths). In addition, a quantitative understanding of the effects of series resistance
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under concentration, as well as alternative electrical connections, was desired. Models of
single junction silicon solar cells have been developed with good models for sources of non-
ideality. The most commonly used of these are AMPS[42] and PC1D[43]. These models
have been extended over time to include more sophisticated understandings of the physics
involved in silicon solar cells. Multijunction solar cell modeling is complicated by requiring
current matching between cells in the device. This is due to the cells being connected in
series. In addition, the wealth of experimental optical and physical data available for silicon
is not available for many of the III-V materials of interest. For these reasons, great interest
in realistic models of III-V multijunction solar cells has emerged. Several models have been
created to fill this void: the commercial software from Silvaco, ATLAS[44], has been shown
to be effective in modeling two-dimensional photogeneration and providing similar current-
voltage (IV) characteristics to experimental solar cells. In addition, the model Syracuse[45]
has been developed to effectively model the performance of any III-V multijunction solar cell
anywhere in the world. The model includes an extensive library of spectral irradiance data
(both experimental and theoretical). However, neither of these models allows for device
structure optimization. With current matching limitations, the thickness of each subcell is
extremely important to ensure optimum performance. A group in Kuwait has developed a
model[46] that allows for optimization of various parameters of the device, although many
approximations were introduced to emulate experimentally observed behavior.
3.2 Models Using the Depletion Approximation
3.2.1 The Equations
The current density, ~J , in a photovoltaic device can be found by solving the drift/diffusion
equations, continuity, and Gauss’ Law simultaneously[47].
~J = ~Jn + ~Jp (3.1)
where ~Jn and ~Jp are the current densities in the n- and p-type regions.
From Diffusion/Drift:
~Jn = qnµn~ξ + qDn~∇n (3.2)
~Jp = qpµp~ξ − qDp~∇p (3.3)
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where q is electronic charge, n and p are the electron and hole concentrations, µn/p is the
carrier mobility, ~ξ is the electric field, and Dn/p is carrier diffusivity.
From continuity:
∂n
∂t
− ~∇ ·
~Jn
q
= Gn − Un (3.4)
∂p
∂t
+ ~∇ ·
~Jp
q
= Gp − Up (3.5)
where Gn/p is carrier generation and Un/p is carrier recombination. The generation term can
be solved by assuming that each absorbed photon creates an electron-hole pair, Gn = Gp
and assumming exponential light absorption.
G (λ, x) = α (λ) Γo (λ) exp (−α (λ)x) (3.6)
where α (λ) is the absorption coefficient and Γo (λ) is the solar flux hitting the top of the
cell. Also, assuming that charge neutrality must hold, the recombination term becomes:
Un = Up =
n− no
τn
=
p− po
τp
(3.7)
where no and po are the thermal equilibrium carrier concentrations and τn/p is the minority
carrier lifetime.
From Gauss’ Law:
~∇ · ~ξ = ρ

(3.8)
where ρ is the net charge and  is the static dielectric constant.
As written, these differential equations have no known analytical solution and are dif-
ficult to solve using numerical methods. A tractable solution can be obtained by invoking
the depletion approximation. The depletion approximation states that there is a finite
size depletion region in a pn junction. Outside of the depletion region, the overall charge
state is neutral, otherwise known as the quasi-neutral regions. Inside the depletion region,
the charge is non-neutral. The transition between charge neutrality and non-neutrality is
assumed to be a step function. Though the depletion approximation helps make the dif-
ferential equations more workable, more simplifying assumptions were required to get an
analytical solution to the transport equations. The first was to assume the junction doping
profile was abrupt. The second was to assume depletion region recombination was caused by
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Figure 3.1. A schematic of the band diagram of a cell showing the four different regions of
the device
a single trap at mid-gap level using the model developed by Sah, Noyce, and Shockley[48].
Recombination outside of the depletion region is described using the Shockley-Read-Hall
recombination model[49]. Finally, one-dimensional carrier transport was assumed.
The emitter layer was assumed to be n-type, while the base was p-type. Each cell
is divided into four regions, the quasi-neutral region of the emitter (thickness = x1), the
depletion region of the emitter (thickness = x2), the depletion region of the base (thickness
= x3), and the quasi-neutral region of the base (thickness = x4). The emitter has doping
ND and the base has NA. Shown in figure 3.1 is a schematic drawing of the cell design
along with the band diagram.
First, the thicknesses of the four regions of the cell must be defined along with the built-
in voltage. The total emitter thickness is assumed fixed, as is the base thickness. However,
the depletion region thickness must be calculated as it is a function of the applied bias, V.
In order to do this, continuity of the electric field is applied. Since
dξ
dx
= −d
2V
dx2
=
q

ND (3.9)
dξ
dx
= −d
2V
dx2
=
q

NA (3.10)
then
ξ (x) =
qND (x− x1)

(3.11)
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ξ (x) = −qNA (x− x1 − x2 − x3)

(3.12)
ξ must be continuous at the junction (x = x1 + x2); therefore,
NDx2 = NAx3 (3.13)
Also,
Vbi − V = qNAx
2
3
2
+
qNDx
2
2
2
(3.14)
where
Vbi =
kT
q
log
(
NAND
n2i
)
(3.15)
where ni is the intrinsic carrier concentration. Substituting for x2 yields:
Vbi − V = qNA2ND x
2
3
[
ND +NA

]
(3.16)
Therefore,
x2 (V ) =
√(
2NA (Vbi − V )
qND (ND +NA)
)
(3.17)
x3 (V ) =
√(
2ND (Vbi − V )
qNA (ND +NA)
)
(3.18)
In the quasi-neutral regions (x1 and x4), the electric field is assumed to be zero. There-
fore, by using the diffusion/drift equations with the continuity equations, gives the inhomo-
geneous Helmholtz equation of the form (shown for the p-type base):
d2n′
dx2
− n
′
L2n
= −αΓo
Dn
exp (−αx) (3.19)
where n′ = np − np0, Ln/p is the diffusion length, and L2n/p = Dn/pτn/p, with boundary
conditions at x = 0,
n′ = np0
(
exp
(
qV
kBT
)
− 1
)
(3.20)
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and at x = x4,
Snn
′ = −Dndn
′
dx
(3.21)
where kB is Boltzmann’s constant, T is temperature, and Sn/p is the surface recombination
velocity. This equation gives a solution of the form:
n′ (x) = A exp
(
x
Ln
)
+B exp
(
− x
Ln
)
+ C exp (−αx) (3.22)
By substituting this solution into the original differential equation, C is shown to be:
C =
αΓo
Dn
(
α2 − L−2n
) = Γo
αDn
(
1− α−2L−2n
) (3.23)
The constants of integration can be found using the boundary conditions, and the solution
can then be split into two parts: the light current
Jpl = −
(
qΓ0 exp (−α (x1 + x2 + x3))
1− α−2L−2p
)
×
×
{
1−
(
1
αLn
)[
(SnLn/Dn) [cosh (x4/Ln)− exp (−αx4)] + (1/αDn) sinh (x4/Ln) + αLn exp (−αx4)
(SnLn/Dn) sinh (x4/Ln) + cosh (x4/Ln)
]}
(3.24)
and the dark current
Jp0 = −
(
qDn
Ln
)
n0
(
(SnLn/Dn) cosh (x4/Ln) + sinh (x4/Ln)
(SnLn/Dn) sinh (x4/Ln) + cosh (x4/Ln)
)
(3.25)
Similarly for the n-type quasi-neutral region, the dark current is:
Jn0 = −
(
qDp
Lp
)
p0
(
(SpLp/Dp) cosh (x1/Lp) + sinh (x1/Lp)
(SpLp/Dp) sinh (x1/Lp) + cosh (x1/Lp)
)
(3.26)
and the light current is:
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Jnl = −
(
qΓ0
1− α−2L−2p
)
×
×
(
(Sp/αDp) + 1− [(Sp/αDp) cosh (x1/Lp) + (1/αDp) sinh (x1/Lp)] exp (−αx1)
(SpLp/Dp) sinh (x1/Lp) + cosh (x1/Lp)
− exp (−αx1)
)
(3.27)
In the depletion region, it is assumed that all absorbed photons produce electron-hole
pairs that are collected. Therefore, the light current in the depletion region is:
Jdepg (V ) = −qΓ0 exp (−αx1) (1− exp (−αx2 (V )− αx3 (V ))) (3.28)
The recombination current in the depletion region may be approximated by assuming a
potential that is changing linearly with x in the depletion region. Then the recombination
current for the whole region is assumed to be the maximum recombination rate times a
small volume about this maximum recombination point:
Jdepr = −q
∫ x
0 dx
∫ y
0 dy
∫ pikBTq(Vbi−V )
0 dz
ni√
τnτp
sinh
(
qV
2kBT
)
∫ x
0 dx
∫ y
0 dy
(3.29)
which simplifies to:
Jdepr (V ) = −
qni (x2 + x3)√
τn0τp0
[
2 sinh (qV/2kT )
q (Vbi − V ) /kT
]
pi
2
(3.30)
Now, the current density can be defined as a sum of the light and dark currents[47]:
J = (Jp0 + J
n
0 ) (exp (qV/kT )− 1) + Jrdep (V )− Jpl − Jnl − Jgdep (V ) (3.31)
The current-bias curves are calculated for each individual cell using the equations above
and an incident solar flux that is filtered by absorption of the cells above. Then current
matching is enforced[50].
V (J) =
m∑
i=1
Vi (J) (3.32)
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One of the main questions in concentrator multi-junction solar cells is the effect of
temperature and doping concentration on performance. Currently, we include a Drude
model for free-carrier absorption[51].
αfca =
q2λ2nc
4pi2c30nrmcτc
(3.33)
where
τc =
mcµc
q
(3.34)
where λ is photon wavelength, nc is carrier concentration, nr is refractive index, mc is
carrier effective mass, 0 is permittivity of free space, and µc is carrier mobility. A more
sophisticated free carrier absorption model incorporating inter-and intra-valley absorption
processes was considered[51]. The derivation of the more sophisticated model included an
error; therefore, the Drude model was chosen for its simplicity even though it over-estimates
free carrier absorption. Material constants can be found in table B.1.
In addition, we have accounted for the temperature and doping concentration effects on
carrier mobility using the empirical model developed by Sotoodeh et al.[52].
µLF (N,T ) = µmin +
µmax (300K) (300K/T )
θ1 − µmin
1 +
[
N
Nref (300K)(T/300K)
θ2
] (3.35)
where all constants are fit parameters, N is carrier concentration, and T is temperature in
Kelvin. The parameters used in this model are shown in table B.2. The model provides
a good fit to well understood semiconductor materials, therefore, it provides a reasonable
estimate for all four materials used in this study.
One of the largest challenges in a multijunction device model involves the limitations
that current matching imposes. When a multijunction solar cell is made up of series con-
nected subcells, the subcell thicknesses have a large impact on the device performance (see
figure 3.2). Changing subcell thickness adjusts which cell is current-limiting. In this way, a
thorough understanding of diffusion length effects on overall cell performance cannot be ob-
tained without optimizing subcell thicknesses for each set of conditions. Unfortunately, this
is a difficult multivariate optimization routine with many local optima. The optimization
routine was run with many different starting positions in an attempt to ensure sufficient
sampling of the efficiency surface. Subcell thickness was constrained to 0.2 µm<t<5 µm.
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multivariate optimization routine with many local optima in the surface.  All the data presented within this paper were 
calculated to be as close to the optimum value as possible, but are probably only near-optimum.  However, the 
optimization routine is run with many different starting points to ensure that the entire surface is explored.  All trends are 
definitely correct, and the maximum efficiency values are very close (within .1%) to the true optimums. 
 
 
Table 2.  Fit parameters for each material used in the mobility model. 
Material 
Electron 
or hole 
µmax (300K) 
(cm2/Vs) 
µmin 
(cm2/V s) 
Nref (300K) 
(cm-3) λ θ1 θ2 
Ga0.51In0.49P electron 4300 400 2.0E+16 0.70 1.66 1.95 
 hole 150 15 1.50E+17 0.80 2.0 1.47 
GaAs electron 9400 500 6.0E+16 0.394 2.1 3.0 
 hole 492 20 1.48E+17 0.38 2.2 3.0 
Ga0.19In0.81As0.37P0.63 electron 3771 99 9.76E+16 0.517 1.39 3.01 
 hole 104 13 2.36E+17 0.606 1.58 2.64 
Ga0.47In0.53As electron 14000 300 1.3E+17 0.48 1.59 3.68 
 hole 320 10 4.9E+17 0.403 1.59 3.0 
 
3. RESULTS 
Before testing our model full four junction solar cell heterostructures, we performed simpler preliminary calculations to 
verify that the physical parameters and models made sense.  To do this, we varied the diffusion lengths in one subcell at 
a time and looked at the effect on the individual subcell short circuit current and open circuit voltage (Fig. 3).  As 
expected, the open circuit voltage drops off before the short circuit current with a reduction in the diffusion length. 
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Figure 2.  Overall cell efficiency as a function of subcell thickness.  The subcell thicknesses were all set to the near-
optimum values for the series connected cell in the top graph and the independently connected cell in the 
bottom graph; then each subcell thickness was varied individually demonstrating the near-optimum values that 
are obtained in the series connected case. 
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Figure 3.2. Overall cell efficiency as a function of subcell thickness. The subcell thicknesses
were all set to the nea optimum values for e series conn cted cell in the top graph and
the independently connected cell in the bottom graph; then each subcell thickness was
varied individually demonstrating the near-optimum values that are obtained in the series
connected case.
The lower bound was defined based on the thickness of the fully depleted junction thickness
for these doping conditions. All data presented within this chapter were calculated to be
as close to optimum as possible, but are probably only near optimum. All observed trends
were correct, and the maximum efficiency values were very close (within 0.1%) to the true
optimums.
Before testing our model for four junction solar cell heterostructures, we performed
preliminary calculations to verify the physical parameters and models correlated with known
behaviors. To achieve this, the diffusion length was varied in one subcell at a time (figure
3.3). As expected, open circuit voltage drops off before short circuit current with a reduction
in diffusion length.
3.2.2 The Effects of Series Connection
We explored the effect of electrical connection configuration (series or independent) on cell
performance. It is well known that series connection can limit cell performance, but we
wanted to quantify the effect, and explore whether an independent electrical configuration
would provide sufficient gain to justify the added cost and complexity. Therefore, we con-
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We explored the effect of the electrical connection configuration (series or independent) on cell performance.  It is well 
known that series connection can limit cell performance, but we wanted to understand the magnitude of the effect, and 
whether an independent electrical configuration would provide sufficient gain to justify the added cost and complexity.  
Therefore, we considered the three different electrical connections shown in Figure 4: the fully series connected device, 
a device with 2 independent connections separating the top two subcells from the bottom two, and the fully 
independently connected device.  The first test we ran was to co-vary the diffusion lengths in all four subcells together 
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Figure 4. Overall cell efficiency as a function of the diffusion length in all four subcells for 3 different electrical connections. 
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Figure 3.  Short circuit current (JSC) and open circuit voltage (VOC) of the individual subcells as a function of the subcell 
diffusion length. 
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Figure 3.3. Short circuit current (JSC) and open circuit voltage (VOC) of the individual
subcells as a function of the subcell diffusion length
sidered three different electrical connections shown in figure 3.4: a fully series connected
device, a device with 2 independent connections separating the top two subcells from the
bottom two, and a fully independently connected device. The first test was to co-vary the
diffusion length in all four subcells together and investigate overall device efficiency (see
figure 3.4). Interestingly, the 2 independent connection configuration provides 75% of the
gain achieved from total independent connections, and is more feasible. Additionally, if
the m terial quality is poor (<2 µm), the alternative electrical connections do not show
enhanced performance relative to the two-terminal device.
In addition, electrical connection effects were explored further using reference Hot Sunny
Day[53] spectral data to simulate the overall power output change in a full day/night cycle.
By optimizing the device for the peak flux of the day, then calculating the performance over
the course of the day we can elucidate the true differences in the three electrical connections.
As can be s en in figure 3.5, the efficiency roll off in the early a late hours of the day is
much less sig ificant in the device ith four independent connections. In t rms of power
density produced, the four independent connections cell provides a ∼9% gain, and the 2
independent connections cell produces ∼5.5%.
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and look at the overall device efficiency (see Fig. 4).  Interestingly, the 2 independent connections configuration gives 
75% of the gain achieved from total independent connections, and is more feasible. 
In addition, we can explore the electrical connection effect further by using the reference Hot Sunny Day15 spectral data 
to simulate the overall power output change in a full day/night cycle.  By optimizing the overall cell of each type for the 
peak flux of the day, then calculating the performance of these devices over the course of the day we can elucidate the 
true differences in these solar cells.  As can be seen in Fig. 5, the efficiency roll off in the early and late hours of the day 
is much less significant in the four independent connections cell.  In terms of power density produced, the four 
independent connections cell provides a ~9% gain, and the 2 independent connections cell produces ~60% of that gain. 
4. CONCLUSIONS 
We have developed a model for simulating the performance of complex (>2 junction) III-V multi-junction solar cells.  
The model allows us to explore the complex multivariate space that governs device performance to better understand 
which parts of the device will benefit most from improvement.  We have explored the creation of a 2 independent 
connection device that indicates a benefit relative to a series connected structure.   
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Figure 5. Overall cell efficiency as a function of time, using the reference fluxes for a Hot Sunny Day. 
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Figure 3.5. Overall cell efficiency as a function of time, using the reference fluxes for a Hot
Sunny Day
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3.2.3 The Effects of Changing Operating Temperature
One of the goals in building this model was to include the effects of changing device temper-
ature on the intrinsic device performance. With increasing temperature, cell performance
decreases (see figure 3.6). Temperature effects the band gap, intrinsic carrier concentration,
and mobility in semiconductors. The empirical mobility model developed by Sotoodeh et
al.[52], described previously, contains the carrier mobility temperature dependence required
for this calculation. Additional corrections for band gap and intrinsic carrier concentrations
were required. The temperature dependence of the band gap of each material was found
using the universal expression[54]:
Eg (T ) ≈ Eg (0)− αT
2
T + β
(3.36)
The constants α and β are fitting constants to experimental data. The values used are
shown in table B.3. The values for Ga0.19In0.81As0.37P0.63 were found by interpolation.
The intrinsic carrier concentration temperature dependence can be found using the
following[54]:
ni =
(
kBT
2pi~2
)3/2
(mnmp)
3/4 exp
−
(
Eg (0)− αT 2T+β
)
2kBT
 (3.37)
In the model, the effects of temperature on band gap are implemented by shifting the
absorption coefficient of the materials by the change in Eg. From these equations, mobility
will decrease in each material with increasing temperature and intrinsic carrier concentration
will increase. As intrinsic carrier concentration is proportional to recombination current,
all of these temperature effects serve to lower the overall performance of the device with
increasing temperature. The temperature effect on overall device performance, assuming
constant diffusion length of 10 µm in each cell is shown in figure 3.6.
3.2.4 Spectral Variation Effects
The design of multijunction cells is generally constrained by current matching. Therefore,
one could imagine that spectral variations could cause these devices to move well outside
of optimum operating conditions. To explore this idea, data collected for several reference
solar flux datasets (“nice day”, “hot sunny day”, “hot cloudy day”, “cold sunny day”, and
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Figure 3.6. Overall cell efficiency as a function of temperature
“cold cloudy day”) were used as input solar flux instead of the AM1.5G spectrum. The
cold day spectra were taken during winter, and the hot day spectra in summer. In addition
to significant variations in total flux at any given time of the day, the relative intensities of
different portions of the spectrum change as well. The total flux from each spectra is shown
in figure 3.7[53].
Given the large changes in solar flux over the course of a day, the cell must be opti-
mized for the diurnal cycle rather than the peak flux (typically at 1300hrs/1:00pm). When
optimized off-peak (0900hrs), more power is extracted over the course of the day; 1.2%
total power gain over the course of hot sunny day, 1.5% gain for the nice day spectrum
(see figure 3.8). Fortunately, a cell optimized for any of the three sunny spectra had strong
performance over all three days (see figure 3.9). The total power density produced over
the day cycle ranges from 39.6–40.4% of the total power available each day. However, as
one could imagine, by changing the electrical connections of the cell, the performance is
enhanced over the entire day/night cycle since the operating points of the individual cells
can shift with the change in solar flux (see figure 3.10). For example if there is more blue
in the spectrum early in the day, the top GaInP cell is producing more current than when
the spectrum is red-shifted.
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Figure 3.7. Direct solar flux for different reference spectra as a function of the time of day
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Table 3.1. Maximum power density over the day cycle as a function of the electrical con-
nections of each device
Total Power 2ind/4ind
(mW/cm2) (%)
Nice Day Series 330.66
Two Independent 346.53 4.80 % gain
Total Independent 358.35 8.37 % gain 57.31
Hot Sunny Day Series 477.21
Two Independent 494.26 3.57 % gain
Total Independent 511.75 7.24 % gain 49.36
Hot Cloudy Day Series 9.345
Two Independent 9.556 2.226 % gain
Total Independent 10.047 7.51 % gain 30.06
Cold Sunny Day Series 380.57
Two Independent 395.98 4.05 % gain
Total Independent 411.07 8.01 % gain 50.52
Cold Cloudy Day Series 0.205
Two Independent 0.208 1.46 % gain
Total Independent 0.217 5.85 % gain 25.00
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Figure 3.11. Efficiency of the four junction device as a function of overall series resistance
for one sun and 300 sun illuminations
3.2.5 Series Resistance
One of the main challenges in designing multijunction solar cells is creating tunnel junctions
with low resistance and low free carrier absorption. Generally, tunnel junctions are very
highly doped, but kept extremely thin to minimize free carrier absorption. With increas-
ing solar flux concentration, the maximum allowed series resistance in a device decreases
significantly since current densities go up with concentration (V=IR). In order to better
understand this phenomenon and define series resistance limitations on these devices an
effective series resistance was added to the entire device. Essentially, all series resistances
(3 tunnel junctions, front and back contacts, etc.) were lumped into one overall series resis-
tance. As can be seen from figure 3.11 the device is relatively insensitive to series resistances
up to about 10 Ω/cm2 under one sun illumination. However, when solar flux concentration
is increased to 300 suns, device performance begins to fall off with any increase in series
resistance from 0.01 Ω/cm2, with significant efficiency reduction above approximately 0.1
Ω/cm2.
To confirm the overall series resistance calculation was working as expected, IV curves
for several of the points shown in figure 3.11 were examined. These are shown in figure
3.12. As expected, the curves show a strong departure from vertical at high biases. This
departure results in lower FF and hence lower efficiency.
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Figure 3.12. IV curves for the four junction device as a function of overall series resistance
for one sun and 300 sun illuminations
Unfortunately, the assumptions in the depletion approximation are quite large. More
specifically, the recombination rate within the depletion region as a single Shockley-Read
level at mid gap is invalid for direct-gap semiconductors and high illumination. The bound-
ary condition at the depletion layer edge which assumes that all photogenerated carriers
are collected by the built-in field is also invalid for direct gap semiconductors and high
illumination. In CdTe it results in an over-estimate of the light generated current of 2%.
Finally, the expression for the diffusion of hot carriers within the depletion region does not
account for thermalization effects. These assumptions are commonly used and consistent
with Shockley diode theory, but they are inadequate for this application. Attempts to ex-
tend this model to account for the detailed effects of tunnel junctions and back surface fields
would be lost in the rounding. We have reached the limit of phenomena we can understand
with the current model and must look for alternatives to the depletion approximation for
solving the carrier transport equations.
3.3 Finite Element Modeling
3.3.1 COMSOL Multiphysics
In order to move away from analytical solutions to the transport equations, a finite ele-
ment method was needed. Attempts to model the devices within the COMSOL (formerly
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FEMLAB) modeling environment were undertaken. The main advantage of COMSOL was
a relatively low learning curve. Therefore it was quite straightforward to set up complex
transport problems and geometries, and allow the built-in solvers to do the complex math.
Initial investigations used a single-junction (GaAs) solar cell. The model was constructed
very similarly to the built-in model of a pn-junction. The p-type base was 5 µm×5 µm and
the n-type emitter was 200 nm×5 µm. The entire bottom surface of the base (boundary 2)
was designated as a contact. Three discrete contacts were placed on the top surface of the
emitter. Two were 200 nm from the edges and 500 nm wide (boundaries 6 and 10). The
third was 500 nm wide and in the center of the top surface (boundary 8). The constants used
can be found in Appendix B tables B.4 and B.5. Three application modes were employed,
electrostatics (es), and two convection and diffusion modes: one for holes (cp) and the other
for electrons (cn). As COMSOL does not have a method for illuminating the device with
light, which is key for solar cells, a Matlab m-file was written to describe the generation of
electron hole pairs as a function of depth in the device. The scalar expressions used in the
model can be seen in table 3.2.
In order to calculate the device current density, two boundary expressions were defined
using Lagrange multipliers. The electron current density was defined as Jn = −q ∗ lm3
at the top and bottom contacts (boundaries 2, 6, 8, 10). The hole current density was
defined as Jp = q ∗ lm4 at the contacts. The next step was to define the physics in the 3
application modes. There was one scalar constant defined in the electrostatics mode, the
permittivity of free space, epsilon0=8.854187817e-12 F/m. All of the boundary conditions
were defined as zero charge/symmetry except the junction boundary, which was defined
using continuity, and the contacts which were defined as -V junction/2 at the bottom, and
-V junction/2+Va at the top. The subdomain physics were defined using the constitutive
relation D = 0rE, where the relative permittivity, r = epsilonr, and the space charge
density, ρ = q*(cp-cn-Na) in the p-type material, and ρ = q*(cp-cn+Nd) in the n-type
material. The initial value of the electric potential was defined as phi init.
Next, convection and diffusion application modes were defined assuming isotropic dif-
fusion, where diffusivity was defined as Dn for electrons and Dp for holes. The reaction
rate was -RSRH for both. The x and y velocities were defined in terms of first partial
derivatives of the electric potential, mun*phix and mun*phiy for electrons and -mup*phix
and -mup*phiy for holes. The boundary conditions were defined as insulation/symmetry
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boundaries for all boundaries except the junction and the contacts. The junction was de-
fined by continuity and the contacts were defined as constant concentration boundaries,
where there were minority and majority carriers defined by the doping conditions.
As written, the model does not come to a convergent solution. In order to find a
solution at zero applied bias, first the built-in potential (from the junction) must be slowly
increased to the full value (∼1.4 V) using the parametric solver. Next, the real zero bias
case must be solved using the UMFPACK direct solver. Finally, the parametric solver can
be used to solve for the condition under different applied biases. When solving for the
carrier concentrations in the device, negative values were always obtained upon applying
an external bias (figure 3.13 and 3.14). The solver algorithms within COMSOL were not
designed for semiconductor device physics. Within these devices the carrier concentrations
range over many orders of magnitude and change rapidly in very narrow regions of the
devices. Many attempts were made at working around the sharp change in concentration
including shifting the concentration to the log of the concentration as well as lowering the
initial doping levels and slowly increasing them to the true levels.
When we revisited the built-in pn junction model, we discovered that this problem of
negative concentrations was there as well. COMSOL technical support does not view this
problem as a problem. However, if we would like to get a real understanding of the operation
of these devices, the negative concentrations need to be eliminated, or significantly reduced.
Having negative concentrations that approach the same magnitude as the maximum positive
concentrations was unacceptable. We would strongly recommend against using COMSOL
for semiconductor device modeling until suitable solver algorithms are developed.
3.3.2 Synopsys TCAD Sentaurus
Due to these limitations, our modeling effort is now focused on building our devices in a
package by Synopsys called Sentaurus. Sentaurus was originally developed for modeling Si
semiconductor devices. However, it has built-in capabilities for changing the materials in
the devices to a wide range of semiconductor materials. In addition, new materials can be
added to the program by end users. Unfortunately, with more powerful software packages,
comes a much steeper learning curve. We are still in the early stages of developing a model
in this software. However, from talking with others who have worked with this software
for GaAs devices, one problem that will need careful attention is that whenever there is
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Figure 3.13. Plot of the electron concentration in the device for 0 V (top left), 0.04 V (top
right), and 1.5 V (bottom) applied bias. The onset of negative concentrations of electrons
corresponds to 0.04 V applied bias.
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Figure 3.14. Plot of the hole concentration in the device for 0 V (top left), 0.63 V (top
right), and 1.5 V (bottom) applied bias. The onset of negative concentrations of holes
corresponds to 0.63 V applied bias.
60
a material property missing, the program treats the material as if it were silicon. Since
the III-V materials are very different from silicon, this could produce significant errors.
One of the first steps will be to carefully examine the materials data files for GaAs and
potentially to create data files for the other III-V materials. However, there have been
reports from Fraunhofer Institute[55, 56] that Sentaurus can be used to successfully model
GaAs solar cells, so there is clear potential for success in modeling III-V solar cells using
this package. In addition, Sentaurus includes several options for simulating illumination of
the device from Maxwell’s equations to simple ray tracing. The one limitation in device
illumination is that though a spectrum can be given as the input, the response of the device
is calculated for each wavelength specified, so the simulation time increases linearly with
specified wavelengths.
3.4 Conclusion
We have constructed an analytical model in MATLAB for simulating the performance of
complex (>2 junction) III-V multijunction solar cells. The model allowed us to explore the
complex multivariate space that governs device performance to better understand which
parts of the device will benefit most from improvement. We have explored the creation of
a 2 independent connection device that indicates a benefit relative to a series connected
structure. In addition, we have proposed that the next step in this work is to develop a
similar model within Synopsys TCAD Sentaurus, which does not require large assumptions
like the depletion approximation.
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Chapter 4
III-V Cells
4.1 Introduction
This chapter presents results from dual junction solar cells grown on Ge/Si epitaxial tem-
plates.
4.2 GaInP Single Junction Solar Cells
GaInP/GaAs dual junction solar cells were grown on Ge/Si epitaxial templates by our
collaborators, Spectrolab (figure 4.1). Chapter 2 described template preparation. All Ge/Si
templates prepared for single and/or dual junction growth employed a SiO2 bonding layer.
This required all electrical contacts to be placed on the front side of the structure. The first
round of growths used the contacts placed on the top of the structure and at the tunnel
junction between the GaInP and GaAs cells. In this manner, the GaAs cell is essentially
inactive and the structure performs as a single junction GaInP cell, but with an extra thick
buffer layer from the substrate surface.
In this first round of growths, the epitaxial templates were 1/4 2” Ge wafers on 2” Si
wafers prepared with just a 30 s wet etch. In addition, the the donor wafer that created
each epitaxial template was included. The donor wafers were prepared with the same wet
etch treatment. The cells were tested using light current-voltage (IV) measurements (figure
4.2) as well as spectral response measurements (figure 4.2). After all electrical testing was
complete, the cells were examined by XTEM (figure 4.3).
Initial cell results were without anti-reflective coating and without optimized growth
parameters. Spectral response measurements were taken on the GaInP top cell and con-
verted to external quantum efficiency. The Ge/Si template showed about the same overall
quantum efficiency as the donor wafer. Surface preparation dominated device performance,
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Figure 4.1. Schematic of the cell structure grown in round 1. The bonded interface is
denoted by the dashed line. The solid black rectangles are the metal contacts.
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Figure 4.2. External quantum efficiency and light IV measurements on GaInP solar cells
grown on Ge/Si epitaxial templates
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Figure 4.3. XTEM overview images of the grown structure corresponding to the (a) Ge/Si
substrate, (b) Ge donor wafer, (c) bulk Ge control sample
not strain induced by coefficient of thermal expansion mismatch. The light IV data does
show a significant drop in open circuit voltage, as well as in short circuit current. This is
characteristic of poor quality material. Work by Zahler et al.[35] on single junction InGaAs
cells grown on InP/Si epitaxial templates indicated wet etching to ∼10 nm RMS roughness
was sufficient to achieve very high quality epitaxial growth. However, a significant differ-
ence is that the epitaxial template was polar, whereas the Ge is not. Therefore, anti-phase
domains are less common defects in polar on polar lattice-matched growth than in polar on
non-polar growth. XTEM was performed to understand where defects initiated on these
Ge/Si templates.
The XTEM images show the drastic difference in light IV behavior between the donor
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wafer and Ge/Si template corresponded to significantly different defect densities. The donor
wafer and Ge/Si templates present almost identical surfaces for heteroepitaxial growth.
Therefore, the high defect density from Ge/Si templates could be due to non-optimum
growth conditions. In the next growth run, Spectrolab adjusted the growth parameters
to better suit epitaxial growth on Ge/Si templates. In addition, the cell processing wet
etch processes was changed to contact the tunnel junction below the GaAs cell as shown in
figure 4.4. Electrical characterization of these devices (figure 4.5) shows the growth was well
tuned to bulk Ge and donor wafer substrates, but not to transferred layer substrates. The
primary difference during growth between donor wafer and template was substrate surface
temperature. The donor wafer behaves as a bulk Ge wafer, whereas the template is primarily
a thick silicon substrate. As the MOCVD tool uses IR heating, the difference in thickness
and IR absorption causes significant surface temperature differences. However, overall the
second growth round was very disappointing. The open-circuit voltage corresponded to that
of a single junction GaInP cell, rather than the dual junction that was grown, as evidenced
by the spectral response measurements. The growth process was re-evaluated at Spectrolab
to look for reasons for this behavior.
The third growth round used Ge/Si templates with different CMP processes and was
a single junction GaInP solar cell growth (like round 1, but without the GaAs subcell).
To simplify the growth structure, only single junction GaInP solar cells were grown and
tested. Unfortunately, the first few template structures that were used showed significant
delamination (figure 4.6). High-resolution x-ray diffraction (HRXRD) showed the grown
structure was not well lattice matched. Tensile strain induced due to lattice mismatch
caused the templates to fail. Further growth parameter refinement enabled lattice matched
material growth. As can be seen in figure 4.7, the device performance and thus material
quality was significantly improved. However, the active area of the samples was limited
as we were conserving implanted Ge by using one 2” Ge wafer to make 4 Ge/Si epitaxial
templates.
4.3 GaInP/GaAs Dual Junction Solar Cells
Having shown high-quality growth on CMP prepared epitaxial templates, the next goal
was growth and testing of dual junction cells. Also, the work with double heterostructures
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Figure 4.4. Schematic of the cell structure grown in round 2. The bonded interface is
denoted by the dashed line. The solid black rectangles are the metal contacts.
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Figure 4.5. External quantum efficiency and light IV measurements on GaInP/GaAs dual
junction solar cells grown on Ge/Si epitaxial templates
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Figure 4.6. Two Ge/Si templates after MOCVD growth of lattice mismatched material
adding tensile strain
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Figure 4.7. External quantum efficiency and light IV measurements on GaInP solar cells
grown on Ge/Si epitaxial templates
67
50 mm
Figure 4.8. Pictures of the Ge/Si epitaxial template as-transferred, processed for growth,
and after growth and cell processing (left to right)
showed GaAs to be more sensitive than GaInP. The next round of growths used full 2”
Ge/Si templates (figure 4.8). With quarter wafer transferred layers, there were at most
four solar cells per sample for testing. By increasing the transferred area, the number of
cells available for testing was increased. It also offered greater insight into uniformity of
Ge/Si templates. The dual junction structure grown was teh same as that used in round 2
(figure 4.4).
Again, light IV and SR measurements were used to evaluate growth quality (figure 4.9).
In this round of growth, we saw comparable performance between the control cells and
Ge/Si template cells. The light IV data show comparable short circuit current between
some control devices grown on a bulk Ge substrate and some devices grown on a Ge/Si
template. However, open circuit voltage is slightly lower (1.97-2.08 V versus 2.16 V) in the
devices grown on the Ge/Si template. Overall, the device performance is comparable to the
control with no loss in fill factor (FF) compared with the control (FF = 0.79). After AR
coating, the control cell showed an efficiency of 17.2-19.9%, whereas the Ge/Si templates
had an efficiency of 15.5-15.7%. Spectral response measurements indicate the GaInP cell
band gap has shifted approximately 60 meV from ∼1.74 to ∼1.8 eV. This band gap shift
was due to GaInP composition change. The Ge substrate used for the control sample in
these growths was (100) oriented with a miscut of 6° toward the 〈011〉 orientation, whereas
the Ge wafer used to make the Ge/Si template was (100) oriented with a miscut of 9°
toward the 〈011〉 orientation. Higher miscut substrates have lower In composition for the
same growth conditions[57]. Shown in figure 4.10 is the HRXRD data for the control
sample and Ge/Si template sample. The scan on the control sample shows the top cell
to be compressively strained 691 s, which corresponds to an indium composition of about
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Figure 4.9. Light IV and SR measurements for cells on Ge/Si templates as well as bulk Ge
53%, assuming 100% strain. On the other hand, the Ge/Si sample was lattice matched,
which corresponded to an indium composition of 49.5%. Increasing indium composition
by 3.5% decreases the band gap by ∼64 meV[58], which correlates well with the spectral
response measurements. Though this explains the band gap shift seen in spectral response
well, the loss in open circuit voltage is larger than this difference. In addition, a “good”
GaInP/GaAs dual junction cell should achieve close to 28% efficiency, not under 20%. For
this reason, additional factors must be occurring during growth. The growth was tuned
for the epitaxial templates, it could be non-optimal for the bulk Ge control sample. In
order to fully understand growth parameter changes and the effects on device performance,
a plentiful supply of template substrates is needed. Dual junction cell growth should be
optimized separately for Ge/Si templates and bulk Ge. At that stage, a fair comparison
could be made. In addition, cross-sectional TEM may offer insight to where the additional
loss in open circuit voltage on template samples were originating.
To put the preceding results in perspective, images of all Ge/Si epitaxial templates after
growth are shown in figure 4.11. The final appearance of the 2” wafers is very different
between the different wafers. In addition, the mask that was used to define the individual
cells allows for a maximum of 23 testable cells on each wafer. The gold u-shape which
surrounds about half of the cells is the bottom contact. Only those cells with that bottom
contact can be tested.
Of all 110 testable cells on these six samples, five showed performance that was compa-
rable to the controls: two on one and three on another epitaxial template. The data from all
the cells tested on the template with the two best performing cells are shown in figure 4.12.
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Figure 4.10. High resolution XRD rocking curves about the Ge (001) peak showing the
lattice matched structure on the Ge/Si templates and the lattice mismatch of the GaInP
on the bulk Ge substrate
The main problem with the poor performing cells on the Ge/Si templates was shunting, as
can be seen from the light IV curves. The diffeernce between good and bad cells can be
seen easily with an optical microscope. Figure 4.13 shows one of the top performing cells
as compared to one that exhibited significant shunting. These two cells were side by side
on the wafer.
4.4 Alternative Substrates
Though the results from the last dual junction cell growth looked very promising, the drop in
open circuit voltage between the control and the template cells was not fully explained by the
GaInP band gap shift. Therefore, we would like to better understand the effects of template
strain state on cell performance and III-V material growth. Searching CTEs of suitable
substrate materials indicated several alternatives. Sapphire has a higher CTE than Ge (6.95
ppm/K versus 5.8 ppm/K respectively), whereas the CTE of Si is 2.6 ppm/K. Therefore,
making templates with sapphire substrates would allow us to compare the different strain
states even if we could not quantify the strain. In addition, thin Si (100 µm) is more flexible
than traditional thick Si substrates, which could accommodate some degree of strain. The
plan was to perform wafer curvature measurements made with the CGS300 system in the
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(a) (b) (c)
(d) (e) (f)
Figure 4.11. Optical images of the 6 epitaxial templates used in the final round of growths.
All templates were given the same CMP treatment as described in chapter 2. Two growth
runs were performed, in the first samples (a) and (b) were used which were both etched
for 60 s before CMP. The second growth run included the rest of the samples which were
etched for (c) and (d) 90 s, and (e) and (f) 30 s.
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Figure 4.12. Light IV data for all 22 cells on the template that was etched for 30 s and had
the best 2 cells of the 110 (left) and data for 5 cells on the bulk Ge control sample (right)
71
125 μm 125 μm
Figure 4.13. Optical micrographs of a good cell (left) and a bad cell (right) showing the
source of shunting that is seen in the light IV data. The white bars are the gold top contacts,
and the blue area is the III-V active region surface.
Rosakis lab[59] to calculate the stress in the films at each stage of processing. Therefore,
measurements would be taken of the sapphire, thin silicon, and thick silicon substrates
before bonding, after layer transfer and surface preparation, after growth, and after cell
processing. The change in curvature between each step would be used to calculate the stress
in the films. Though the before measurements were all taken successfully, layer transfer
became a difficulty (see below). Therefore, measurements were taken of older templates
that had not been used yet before sending them to Spectrolab for growth. Due to timing
difficulties, the samples were not re-measured until after growth and cell processing. At
that stage, the surfaces were not consistently reflective enough to provide reasonable data.
When making the epitaxial templates for this final round of growths, ion implantation
became a significant problem. In the previous growth rounds no more than six 2” Ge wafers
were sent at once to Kroko for ion implantation. For the final round, 16 2” Ge wafers
were sent for implant. This was to create templates in sufficient quantity for MOCVD
growth optimization for each of the three substrates (Ge/Si, Ge/thin Si and Ge/Al2O3).
Ion implantation for all 16 wafers took 3 months for Kroko to complete. Unfortunately,
layer transfer completely failed on 13 of the 16 wafers. Three Ge wafers transferred as
expected. The three wafers were all implanted in the same batch. Two Ge/Si and one
Ge/sapphire templates were made. The ion implantaton vendor claimed all 16 wafers were
treated identically, whereas the high failure rate and other failed implants from the Atwater
group suggested otherwise. The significant cost of ion implantation could not be justified
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with such a failure rate with no plausible explanation, therefore, a new vendor was sought.
Core Systems could not duplicate the process used by Kroko for reasonable cost due to
the 9 hour implantation time with low beam current. However, Core Systems has active
cooling options (water cooling and liquid N2 cooling). Minimizing annealing due to implant
heating was considered the priority to avoid in-situ exfoliation, so liquid nitrogen cooling
with high beam current was chosen. This combination ensured wafer temperatures remained
below ambient at all times while minimizing implant time (and hence cost). Unfortunately,
following the bonding and exfoliation recipe detailed in Chapter 2 did not result in any
exfoliation. To check that the wafers were implanted, a piece of one wafer was placed in
the flame of a bunsen burner, which should exceed any needed exfoliation temperature.
As expected, the piece did exfoliate completely. Using a standard laboratory hot plate, it
was determined that temperatures above 425°C were required for exfoliation. The previous
process annealed at 350°C to induce exfoliation. Prior experience showed that the needed
exfoliation temperature was higher in the Suss bonder when under pressure than on a
hot plate. Therefore, a new process was developed that ramped to 500°C for exfoliation.
Around this time Aonex Technologies was heavily using their bonder and the SiC bonding
plate broke in the middle of testing this new process.
Though we had preliminary success in creating Ge/sapphire templates, equipment down
time and vendor difficulties made it impossible to create the number of substrates needed
to properly tune the growth parameters for the different substrates. The primary difficulty
with using sapphire is that the heaters in the MOCVD reactor are IR heaters. Therefore,
the transparent sapphire substrates do not reach the same temperatures in the reactor as
the bulk Ge substrates. In order to properly tune the growth parameters for this type
of substrate, several growth runs were needed. In addition, to eliminate the miscut as a
variable in further experiments, all Ge was standardized to 6° miscut. Unfortunately, the
thin Si cracked in the bonder during processing. This left one growth run with one sapphire
template and two thick silicon substrates. The light IV and SR data can be see in figure
4.15. Insufficient samples did not allow for growth optimization; therefore, these samples
appear much worse than the previous round. Interestingly, the GaInP cell on the sapphire
substrate showed the best external quantum efficiency of the three template samples.
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Figure 4.14. Pictures of the Ge/sapphire epitaxial template as-transferred, processed for
growth, and after growth and cell processing (left to right)
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Figure 4.15. Light IV and SR data for Ge/sapphire and Ge/Si epitaxial templates
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4.5 Conclusion
Results from four different III-V MOCVD growth rounds have been presented. Through
this work significant improvements in performance of devices grown on Ge/Si templates
as compared to bulk Ge in the same run have been seen until the devices on epitaxial
templates showed comparable performance to those on bulk Ge substrates. However, a
thorough understanding of the effects of the coefficient of thermal expansion mismatch
and the engineered strain state are still missing from this analysis. All templates were
bonded at elevated temperatures, shifting the zero strain state away from room temperature.
In an attempt to better understand this effect, Ge/sapphire templates were successfully
fabricated, but not in sufficient quantity to optimize growth conditions, primarily the growth
temperature.
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Chapter 5
Outlook
5.1 Unanswered Questions
5.1.1 Strain Effects
In this thesis, we have shown the first GaInP/GaAs dual junction solar cells on Ge/Si
epitaxial templates with comparable performance to cells grown on bulk epi-ready Ge.
However, all cells on both Ge/Si templates and bulk Ge were inferior to typical cells grown
on bulk Ge. This opens two primary questions; first is whether growth parameters were
too far from optimum for a “good” GaInP/GaAs growth on bulk Ge. As this is primarily
a MOCVD optimization task, it would be best performed by MOCVD experts such as
Spectrolab. The second is what effect the strain state of the overall structure has on device
performance. A preliminary attempt was made into understanding the strain state by
using Ge/sapphire as well as Ge/Si. Another potential substrate is Ge/Ge templates. In
the same way that sputtered SiO2 was applied to the sapphire substrates as a bonding layer,
sputtered SiO2 could be used in the creation of Ge/Ge epitaxial templates. Though the
structure appears redundant initially, it would provide a substrate with comparable surface
properties and no CTE mismatch induced strain.
The only way to fully answer the question of strain effects is to meet two conditions:
the growth must be optimized fully for each alternative substrate investigated and the
stress must be measured quantitatively. The first requirement translates into a need for
many epitaxial templates to be available for test growth runs. In addition, careful substrate
temperature measurement for each type of template is required for full growth optimization.
The second requirement could be fulfilled by using the CGS300 system in the Rosakis lab[59].
In addition, non-uniformities could be taken into account using an extended form of analysis
beyond the Stoney formula, developed in the Rosakis lab[60, 61, 62].
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5.1.2 Back Surface Fields and Tunnel Junctions
The analytical model of multijunction solar cells presented here made many assumptions in
enabling an analytical solution. The estimated error of these assumptions is comparable to
the effects of adding additional physics to the model. In particular, back surface fields and
tunnel junctions are crucial in designing good multijunction solar cells. Therefore, further
work is needed using finite element modeling approaches to capture the physics of these
devices. Synopsys TCAD Sentaurus looks promising for this application. However, the
materials data files need careful attention for all materials other than silicon. This includes
built-in models for changes in optical properties with doping, and incorporating tunnel junc-
tion optical properties. One limitation in working with Sentaurus is that the performance
of the device is calculated for each wavelength individually. Therefore, modeling using
AM1.5 data would be very computationally intensive as simulation time should increase
linearly with each additional wavelength. Judicious spectrum averaging or binning could
significantly reduce simulation time while still capturing essential device performance. No
optimization routines exist within TCAD Sentaurus making subcell thickness optimization
as presented in Chapter 3 difficult. A sensible approach to subcell thickness optimization
would be to perform perturbation analysis of the optimum thicknesses obtained from the
MATLAB model. This would explore the local efficiency surface. Another key challenge is
incorporating material quality changes. Whereas the MATLAB code used minority carrier
diffusion length as a proxy for material quality, no equivalent exists in TCAD. Alternative
material data files would have to be developed to explore poorer quality materials.
Additionally, incorporating a free carrier absorption model with better accuracy than
the Drude model will be important. The Drude model provides an upper limit on losses
due to free carrier absorption. Alternative models have been proposed[51]; however, careful
inspection reveals potential inconsistencies and therefore difficult implementation.
5.2 Device Integration Possibilities
5.2.1 Lattice Mismatch Accommodation
Unlike metamorphic growth techniques, wafer bonding and layer transfer can readily ac-
commodate any degree of lattice mismatch. For this reason, any combination of materials
could be brought together to optimize the performance of the device. Silicon can be used in
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combination with III-V materials as all restrictions placed on device design by the crystal
grower’s chart are removed with this technique. This is most important for devices with
more than three junctions. Metamorphic growth methods have produced good quality triple
junction devices. However, the limitations of metamorphic growth become a problem as
more junctions are considered. Larger mismatch is required than metamorphic techniques
have been shown to effectively accommodate. The material systems that can be explored
to push the efficiencies of multijunction solar cells ever higher are significantly increased
when evaluating them in terms of a bonded structure rather than a monolithic epitaxial
structure.
5.2.2 Independent Connections
In addition to accommodating any amount of lattice mismatch, wafer bonding and layer
transfer open a path for the realization of some of the alternative device electrical connec-
tions discussed in the modeling portion of this thesis. For example, the four junction cell
proposed in this work, has two lattice matched cells on top of another two lattice matched
cells with a wafer bond connecting the two. With this type of design, it is straightforward to
imagine independently contacting the top two cells from the bottom two cells; and therefore,
setting the operating points of each separately. As shown in chapter 3, this type of connec-
tion provides the majority of performance gains achieved by independently connecting each
of the four subcells.
5.3 Conclusion
Results have been presented for both experimental and theoretical work on multijunction
high efficiency solar cells. The experimental work demonstrated the viability of wafer bond-
ing and layer transfer for creating good quality multijunction solar cells. Critical to this was
developing effective processes for remediation of ion implantation induced damage. This
was achieved using a combination of chemical etching and chemical mechanical polishing. In
addition, this work demonstrated the difficulties associated with high quality III-V MOCVD
growth. The growth parameters that produce high quality solar cells on 6° miscut, 300 nm
thick epi-ready Ge wafers, are not universal. Optimum growth parameters for any given
substrate must be carefully optimized to achieve high quality devices.
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In addition, modeling work predicts stable performance over the diurnal cycle if the
cell is optimized for off-peak irradiation. The theoretical work also showed that exploring
alternative electrical connections other than the two-terminal design currently used could
allow for significant performance increases, up to five absolute percent. The model has also
shown the dependence on the acceptable series resistance within the device as a function of
concentration.
79
Appendix A
MatLab Codes
In developing a model for multijunction solar cells in Matlab, I divided the calculation into
several separate functions. At the outermost level, the model calls a built-in optimization
routine (Listing A.1). Unfortunately, the built-in routine has a tendency to get stuck in
local minima, so I have designed this function to run multiple times with very different
starting points to force the solver to look in different areas of the multivariate space. The
final thicknesses of each pn-junction and the overall performance are all saved as the routine
runs. This optimization routine calls a function (Listing A.2) that calculates the perfor-
mance of an overall multijunction device given the IV curves of the individual subcells.
The performance of the subcells is calculated in two separate subroutines (Listing A.3 and
Listing A.4). The second subroutine is simply a refinement of the initial calculation of
the cell IV characteristics in a well-defined bias range. The spectrum that is used by the
subcell functions is calculated based on the spectrum output from the subcell above it. To
understand this graphically, see Figure A.1.
80
8maxfourjcell.m
fourjcellmax.m
subcell.m
subcell2.m
1
2
3 4
5
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7
Figure A.1. Flowchart of the order in which the Matlab programs are called. Inputs
and outputs are as follows: 1 — diffusion length (global variable), cell thickness initial
guess, maximum and minimum cell thicknesses; 2 — cell thicknesses; 3 — solar flux, ab-
sorption coefficient, energy vector corresponding to those values, diffusion length, intrinsic
carrier concentration, acceptor doping level, donor doping level, empirical mobility model
constants, surface recombination velocity, window width, static dielectric constant; 4 —
current density, bias, flux out; 5 — solar flux, absorption coefficient, energy vector corre-
sponding to those values, diffusion length, intrinsic carrier concentration, acceptor doping
level, donor doping level, empirical mobility model constants, surface recombination veloc-
ity, window width, static dielectric constant, new bias range; 6 — current density, bias,
flux out; 7 — maximum power; 8 — initial guess, final cell thicknesses, diffusion lengths,
maximum power.
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Listing A.1. maxfourjcell.m
clear all
format short g
tic
global Ln1 Ln2 Ln3 Ln4
L0v=[4e−5,6e−5,8e−5,10e−5,12e−5,14e−5,16e−5,18e−5,20e−5,22e−5,24e−5,26e−5,
28e−5,30e−5,32e−5,34e−5,36e−5,38e−5,40e−5,42e−5,44e−5,46e−5,48e−5];
Lnv=[2e−6,4e−6,6e−6,8e−6,1e−5,2e−5,4e−5,6e−5,8e−5,1e−4,2e−4,4e−4,6e−4,8e−4,
1e−3,2e−3,4e−3,6e−3,8e−3,1e−2];
mm=length(L0v);
nn=length(Lnv);
Constants=zeros(6,nn*mm);
%Lv=zeros(4,nn*mm);
maxP=zeros(nn*mm,3);
for k=1:mm;
for j=1:nn;
Ln1=Lnv(j);
Ln2=Lnv(j);
Ln3=Lnv(j);
Ln4=Lnv(j);
L0=[L0v(k);L0v(k);L0v(k)];
lb=[2e−5;2e−5;2e−5];
ub=[5e−4;5e−4;5e−4];
options = optimset('TolX',1e−9);
[L,fval,exitflag,output] = fmincon(@fourjcellmax v3,L0,[],[],[],[],lb,
ub,[],options);
Constants(:,j+(k−1)*nn)=[L0v(k);Ln1;L;5e−4];
maxP(j+(k−1)*nn,:)=[L0v(k),Ln1,fval];
end
end
%save('Lv', 'Lv');
save (strcat('L','.txt'), 'Constants', '−ascii');
save (strcat('P','.txt'), 'maxP', '−ascii');
toc
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t=toc
save('t maxfourjcell.txt', 't', '−ascii');
Listing A.2. fourjcellmax.m
function [maxP1] = fourjcellmax v3(L)
load E flux alpha
load Constants9
global Ln1 Ln2 Ln3 Ln4
%Cell 1 − GaInP
[J1,bias1,fluxout1] = subcell v3(E, flux, alpha1, L(1), ni1, Nd1, Na1,
munmax1, munmin1, Nnref1, lambdan1, theta1n1, theta2n1, mupmax1,
mupmin1, Npref1, lambdap1, theta1p1, theta2p1, Sn1, Sp1, windowwidth1,
Ln1, epsilon1, Eg1, Egtot);
%Cell 2 − GaAs
[J2,bias2,fluxout2] = subcell v3(E, fluxout1, alpha2, L(2), ni2, Nd2, Na2,
munmax2, munmin2, Nnref2, lambdan2, theta1n2, theta2n2, mupmax2,
mupmin2, Npref2, lambdap2, theta1p2, theta2p2, Sn2, Sp2, windowwidth2,
Ln2, epsilon2, Eg2, Egtot);
%Transferred layer
%[fluxoutw] = window(E, fluxout2, alphaw, Lw, windowwidthw);
%Cell 3 − InGaAsP
[J3,bias3,fluxout3] = subcell v3(E, fluxout2, alpha3, L(3), ni3, Nd3, Na3,
munmax3, munmin3, Nnref3, lambdan3, theta1n3, theta2n3, mupmax3,
mupmin3, Npref3, lambdap3, theta1p3, theta2p3, Sn3, Sp3, windowwidth3,
Ln3, epsilon3, Eg3, Egtot);
%Cell 4 − InGaAs
[J4,bias4,fluxout4] = subcell v3(E, fluxout3, alpha4, 5e−4, ni4, Nd4, Na4,
munmax4, munmin4, Nnref4, lambdan4, theta1n4, theta2n4, mupmax4,
mupmin4, Npref4, lambdap4, theta1p4, theta2p4, Sn4, Sp4, windowwidth4,
Ln4, epsilon4, Eg4, Egtot);
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if ((sum(J1>−0.5))==length(bias1)&&sum(J1>0.5)==0)
bias1new=bias1(sum(J1>0.5)+1:sum(J1>−0.5));
elseif ((sum(J1>−0.5))<length(bias1)&&sum(J1>0.5)==0)
bias1new=bias1(sum(J1>0.5)+1:sum(J1>−0.5)+1);
elseif ((sum(J1>−0.5))==length(bias1)&&sum(J1>0.5)>0)
bias1new=bias1(sum(J1>0.5)+1:sum(J1>−0.5));
else
bias1new=bias1(sum(J1>0.5):sum(J1>−0.5)+1);
end
if ((sum(J2>−0.5))==length(bias2)&&sum(J2>0.5)==0)
bias2new=bias2(sum(J2>0.5)+1:sum(J2>−0.5));
elseif ((sum(J2>−0.5))<length(bias2)&&sum(J2>0.5)==0)
bias2new=bias2(sum(J2>0.5)+1:sum(J2>−0.5)+1);
elseif ((sum(J2>−0.5))==length(bias2)&&sum(J2>0.5)>0)
bias2new=bias2(sum(J2>0.5)+1:sum(J2>−0.5));
else
bias2new=bias2(sum(J2>0.5):sum(J2>−0.5)+1);
end
if ((sum(J3>−0.5))==length(bias3)&&sum(J3>0.5)==0)
bias3new=bias3(sum(J3>0.5)+1:sum(J3>−0.5));
elseif ((sum(J3>−0.5))<length(bias3)&&sum(J3>0.5)==0)
bias3new=bias3(sum(J3>0.5)+1:sum(J3>−0.5)+1);
elseif ((sum(J3>−0.5))==length(bias3)&&sum(J3>0.5)>0)
bias3new=bias3(sum(J3>0.5)+1:sum(J3>−0.5));
else
bias3new=bias3(sum(J3>0.5):sum(J3>−0.5)+1);
end
if ((sum(J4>−0.5))==length(bias4)&&sum(J4>0.5)==0)
bias4new=bias4(sum(J4>0.5)+1:sum(J4>−0.5));
elseif ((sum(J4>−0.5))<length(bias4)&&sum(J4>0.5)==0)
bias4new=bias4(sum(J4>0.5)+1:sum(J4>−0.5)+1);
elseif ((sum(J4>−0.5))==length(bias4)&&sum(J4>0.5)>0)
bias4new=bias4(sum(J4>0.5)+1:sum(J4>−0.5));
else
bias4new=bias4(sum(J4>0.5):sum(J4>−0.5)+1);
end
clear J1 J2 J3 J4 bias1 bias2 bias3 bias4 fluxout1 fluxout2 fluxout3 fluxout4
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%Cell 1 − GaInP
[J1,bias1,fluxout1] = subcell2 v3(E, flux, alpha1, L(1), ni1, Nd1, Na1,
munmax1, munmin1, Nnref1, lambdan1, theta1n1, theta2n1, mupmax1,
mupmin1, Npref1, lambdap1, theta1p1, theta2p1, Sn1, Sp1, windowwidth1,
Ln1, epsilon1, Eg1, Egtot, bias1new);
%Cell 2 − GaAs
[J2,bias2,fluxout2] = subcell2 v3(E, fluxout1, alpha2, L(2), ni2, Nd2, Na2,
munmax2, munmin2, Nnref2, lambdan2, theta1n2, theta2n2, mupmax2,
mupmin2, Npref2, lambdap2, theta1p2, theta2p2, Sn2, Sp2, windowwidth2,
Ln2, epsilon2, Eg2, Egtot, bias2new);
%Transferred layer
%[fluxoutw] = window(E, fluxout2, alphaw, Lw, windowwidthw);
%Cell 3 − InGaAsP
[J3,bias3,fluxout3] = subcell2 v3(E, fluxout2, alpha3, L(3), ni3, Nd3, Na3,
munmax3, munmin3, Nnref3, lambdan3, theta1n3, theta2n3, mupmax3,
mupmin3, Npref3, lambdap3, theta1p3, theta2p3, Sn3, Sp3, windowwidth3,
Ln3, epsilon3, Eg3, Egtot, bias3new);
%Cell 4 − InGaAs
[J4,bias4,fluxout4] = subcell2 v3(E, fluxout3, alpha4, 5e−4, ni4, Nd4, Na4,
munmax4, munmin4, Nnref4, lambdan4, theta1n4, theta2n4, mupmax4,
mupmin4, Npref4, lambdap4, theta1p4, theta2p4, Sn4, Sp4, windowwidth4,
Ln4, epsilon4, Eg4, Egtot, bias4new);
bias1=bias1(J1<0.5);
bias2=bias2(J2<0.5);
bias3=bias3(J3<0.5);
bias4=bias4(J4<0.5);
J1=J1(J1<0.5);
J2=J2(J2<0.5);
J3=J3(J3<0.5);
J4=J4(J4<0.5);
bias1=bias1(J1>−0.5);
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bias2=bias2(J2>−0.5);
bias3=bias3(J3>−0.5);
bias4=bias4(J4>−0.5);
J1=J1(J1>−0.5);
J2=J2(J2>−0.5);
J3=J3(J3>−0.5);
J4=J4(J4>−0.5);
J=[J1,J2,J3,J4];
J=sort(J);
J=−J;
J=sort(J);
J=−J;
dJ=J(2:length(J))−J(1:(length(J)−1));
J=[J(dJ6=0),J(length(J))];
V1=spline(J1,bias1,J);
V2=spline(J2,bias2,J);
V3=spline(J3,bias3,J);
V4=spline(J4,bias4,J);
V=V1+V2+V3+V4;
%Vr=V−(Rs.*J);
P=J.*V;
P(P<0)=0;
[maxP,posn]=max(P);
maxP1=−maxP;
Listing A.3. subcell.m
function [J,bias,fluxout] = subcell v3(E, flux, alpha, L, ni, Nd, Na, munmax,
munmin, Nnref, lambdan, theta1n, theta2n, mupmax, mupmin, Npref, lambdap,
theta1p, theta2p, Sn, Sp, windowwidth, Ln, epsilon, Eg, Egtot)
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n=length(E)−1;
dE=(E(2:(n+1))−E(1:n));
alpha2=alpha(2:(n+1));
alpha1=alpha2;
gammaA=flux(2:(n+1));
%Define constants
q=1.60219e−19;
kB=1.3807e−23;
T=300;
%Low−field mobility model M.Sotoodeh
mun=munmin+(munmax*((300/T)ˆtheta1n)−munmin)/
(1+((Nd/(Nnref*((T/300)ˆtheta2n)))ˆlambdan));
mup=mupmin+(mupmax*((300/T)ˆtheta1p)−mupmin)/
(1+((Na/(Npref*((T/300)ˆtheta2p)))ˆlambdap));
Dn=kB*T/q*mun;
Dp=kB*T/q*mup;
sigman=1e−15; %electron capture cross−section
sigmap=sigman; %hole capture cross−section
vth=1e7; %doesn't matter as it is multiplied and divided out
Nr=Dn/(Lnˆ2*sigman*vth); %trap density
taun0=1/(sigman*Nr*vth); %lifetime = Lnˆ2/Dn
taup0=1/(sigmap*Nr*vth);
taun=taun0;
taup=taup0;
Lp=sqrt(taup*Dp);
epsilon0=8.85418e−14;
epsilonp=epsilon*epsilon0;
epsilonn=epsilon*epsilon0;
np0=niˆ2/Na;
pn0=niˆ2/Nd;
Vbimax=kB*T/q*log(Na*Nd/niˆ2);
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V=linspace(−2*Vbimax,99/100*Vbimax);
NN=length(V);
Vbi=zeros(1,NN);
bias=zeros(1,NN);
x2maxmax=sqrt(2*epsilonn*epsilonp*Na*Vbimax/(q*Nd*(Na*epsilonp+Nd*epsilonn)));
x3maxmax=sqrt(2*epsilonn*epsilonp*Nd*Vbimax/(q*Na*(Na*epsilonp+Nd*epsilonn)));
if x2maxmax>windowwidth
windowwidth=x2maxmax;
end
if (x2maxmax+x3maxmax)≥L
x2j=x2maxmax*L/(x2maxmax+x3maxmax);
x3j=x3maxmax*L/(x2maxmax+x3maxmax);
windowwidth=x2j;
Vbi(:)=q*Nd/(2*epsilonn)*x2jˆ2+q*Na/(2*epsilonp)*x3jˆ2;
Vbin=q*Nd/(2*epsilonn)*x2jˆ2+q*Na/(2*epsilonp)*x3jˆ2;
bias=linspace(−2*Vbin,99/100*Vbin);
else
Vbi(:)=Vbimax;
bias(:)=V(:);
end
x2max=sqrt(2*epsilonn*epsilonp*Na*(Vbi−bias)/(q*Nd*(Na*epsilonp+Nd*epsilonn)));
x3max=sqrt(2*epsilonn*epsilonp*Nd*(Vbi−bias)/(q*Na*(Na*epsilonp+Nd*epsilonn)));
x1=zeros(1,NN); %initializing the thickness vectors
x2=zeros(1,NN);
x3=zeros(1,NN);
x4=zeros(1,NN);
aa=find((x2max+x3max)≥L);
aa2=find((x2max+x3max)<L);
bb = find(x2max(aa2)≥windowwidth);
cc = find(x2max(aa2)<windowwidth);
if size(aa,2)>0
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x4(aa)=0;
x1(aa)=0;
x2(aa)=windowwidth;
x3(aa)=L−windowwidth;
if size(bb,2)>0
x1(bb+max(aa))=0;
x2(bb+max(aa))=x2max(bb+max(aa));
x3(bb+max(aa))=x3max(bb+max(aa));
x4(bb+max(aa))=L−x1(bb+max(aa))−x2(bb+max(aa))−x3(bb+max(aa));
end
if size(cc,2)>0
x1(cc+max(aa))=windowwidth−x2max(cc+max(aa));
x2(cc+max(aa))=x2max(cc+max(aa));
x3(cc+max(aa))=x3max(cc+max(aa));
x4(cc+max(aa))=L−x1(cc+max(aa))−x2(cc+max(aa))−x3(cc+max(aa));
end
else
if size(bb,2)>0
x1(bb)=0;
x2(bb)=x2max(bb);
x3(bb)=x3max(bb);
x4(bb)=L−x1(bb)−x2(bb)−x3(bb);
end
if size(cc,2)>0
x1(cc)=windowwidth−x2max(cc);
x2(cc)=x2max(cc);
x3(cc)=x3max(cc);
x4(cc)=L−x1(cc)−x2(cc)−x3(cc);
end
end
if size(aa,2)<NN && size(bb,2)==0 && size(cc,2)==0
disp('error')
return
end
d1=x1+x2;
d2=x3+x4;
gammaC=(flux(2:(n+1))*ones(1,NN)).*exp(−alpha1*d1−alpha2*x3);
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JlAperE=−((q*gammaA.*dE./(1−alpha1.ˆ(−2)*Lpˆ(−2))*ones(1,NN)).*
(((Sn./(alpha1*Dp))*ones(1,NN)+ones(n,NN)−exp(−alpha1*x1).*
((Sn./(alpha1*Dp))*cosh(x1./Lp)+(1./(alpha1*Lp))*sinh(x1./Lp)))./
(ones(n,1)*(Sn*Lp/Dp.*sinh(x1./Lp)+cosh(x1./Lp)))−exp(−alpha1*x1)));
JlCperE=−(((q*dE./(1−alpha2.ˆ(−2)*Lnˆ(−2))*ones(1,NN)).*gammaC).*
(1−1./(alpha2*Ln)*ones(1,NN).*
((Sp*Ln/Dn*(ones(n,1)*cosh(x4/Ln)−exp(−alpha2*x4)))
+ones(n,1)*sinh(x4./Ln)+alpha2*ones(1,NN)*Ln.*exp(−alpha2*x4))./
(ones(n,1)*(Sp*Ln/Dn*sinh(x4/Ln)+cosh(x4/Ln)))));
JdepperE=−q*gammaA.*dE*ones(1,NN).*exp(−alpha1*x1).*
(1−exp(−alpha1*x2−alpha2*x3));
JlA=sum(JlAperE,1);
JlC=sum(JlCperE,1);
Jgdep=sum(JdepperE,1);
J0A=−q*Dp*pn0/Lp*(Sn*Lp/Dp*cosh(x1/Lp)+sinh(x1/Lp))./
(Sn*Lp/Dp*sinh(x1/Lp)+cosh(x1/Lp));
J0C=−q*Dn*np0/Ln*(Sp*Ln/Dn*cosh(x4/Ln)+sinh(x4/Ln))./
(Sp*Ln/Dn*sinh(x4/Ln)+cosh(x4/Ln));
Jrdep=−q*ni.*(x2+x3)./sqrt(taun0*taup0).*
(2.*sinh(q.*bias./(2*kB*T))./(q.*(Vbi−bias)./(kB*T))).*pi/2;
fluxout=flux(1:(n+1)).*exp(−alpha*windowwidth−alpha*(L−windowwidth));
ii=find(bias>Vbi);
if size(ii,2)>0
J0A(min(ii):NN)=0;
J0C(min(ii):NN)=0;
JlA(min(ii):NN)=0;
JlC(min(ii):NN)=0;
Jgdep(min(ii):NN)=0;
Jrdep(min(ii):NN)=0;
bias(min(ii):NN)=0;
end
Jl=JlA+JlC+Jgdep;
J0=J0A+J0C;
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J=(J0.*(exp(q*bias/(kB*T))−1)−Jl+Jrdep);
Listing A.4. subcell2.m
function [J,bias,fluxout] = subcell2 v3(E, flux, alpha, L, ni, Nd, Na, munmax,
munmin, Nnref, lambdan, theta1n, theta2n, mupmax, mupmin, Npref, lambdap,
theta1p, theta2p, Sn, Sp, windowwidth, Ln, epsilon, Eg, Egtot, V1)
n=length(E)−1;
dE=(E(2:(n+1))−E(1:n));
alpha2=alpha(2:(n+1));
alpha1=alpha2;
gammaA=flux(2:(n+1));
%Define constants
q=1.60219e−19;
kB=1.3807e−23;
T=300;
%Low−field mobility model M.Sotoodeh
mun=munmin+(munmax*((300/T)ˆtheta1n)−munmin)/
(1+((Nd/(Nnref*((T/300)ˆtheta2n)))ˆlambdan));
mup=mupmin+(mupmax*((300/T)ˆtheta1p)−mupmin)/
(1+((Na/(Npref*((T/300)ˆtheta2p)))ˆlambdap));
Dn=kB*T/q*mun;
Dp=kB*T/q*mup;
sigman=1e−15;
sigmap=sigman;
vth=1e7;
Nr=Dn/(Lnˆ2*sigman*vth);
taun0=1/(sigman*Nr*vth);
taup0=1/(sigmap*Nr*vth);
taun=taun0;
taup=taup0;
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Lp=sqrt(taup*Dp);
epsilon0=8.85418e−14;
epsilonp=epsilon*epsilon0;
epsilonn=epsilon*epsilon0;
np0=niˆ2/Na;
pn0=niˆ2/Nd;
Vbimax=kB*T/q*log(Na*Nd/niˆ2);
V=linspace(min(V1),max(V1),200);
NN=length(V);
Vbi=zeros(1,NN);
x2maxmax=sqrt(2*epsilonn*epsilonp*Na*Vbimax/(q*Nd*(Na*epsilonp+Nd*epsilonn)));
x3maxmax=sqrt(2*epsilonn*epsilonp*Nd*Vbimax/(q*Na*(Na*epsilonp+Nd*epsilonn)));
if x2maxmax>windowwidth
windowwidth=x2maxmax;
end
if (x2maxmax+x3maxmax)≥L
x2j=x2maxmax*L/(x2maxmax+x3maxmax);
x3j=x3maxmax*L/(x2maxmax+x3maxmax);
windowwidth=x2j;
Vbi(:)=q*Nd/(2*epsilonn)*x2jˆ2+q*Na/(2*epsilonp)*x3jˆ2;
Vbin=q*Nd/(2*epsilonn)*x2jˆ2+q*Na/(2*epsilonp)*x3jˆ2;
else
Vbi(:)=Vbimax;
end
bias=V;
x2max=sqrt(2*epsilonn*epsilonp*Na*(Vbi−bias)/(q*Nd*(Na*epsilonp+Nd*epsilonn)));
x3max=sqrt(2*epsilonn*epsilonp*Nd*(Vbi−bias)/(q*Na*(Na*epsilonp+Nd*epsilonn)));
x1=zeros(1,NN); %initializing the thickness vectors
x2=zeros(1,NN);
x3=zeros(1,NN);
x4=zeros(1,NN);
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aa=find((x2max+x3max)≥L);
aa2=find((x2max+x3max)<L);
bb = find(x2max(aa2)≥windowwidth);
cc = find(x2max(aa2)<windowwidth);
if size(aa,2)>0
x4(aa)=0;
x1(aa)=0;
x2(aa)=x2max(aa)*L/(x2max(aa)+x3max(aa));
x3(aa)=x3max(aa)*L/(x2max(aa)+x3max(aa));
if size(bb,2)>0
x1(bb+max(aa))=0;
x2(bb+max(aa))=x2max(bb+max(aa));
x3(bb+max(aa))=x3max(bb+max(aa));
x4(bb+max(aa))=L−x1(bb+max(aa))−x2(bb+max(aa))−x3(bb+max(aa));
end
if size(cc,2)>0
x1(cc+max(aa))=windowwidth−x2max(cc+max(aa));
x2(cc+max(aa))=x2max(cc+max(aa));
x3(cc+max(aa))=x3max(cc+max(aa));
x4(cc+max(aa))=L−x1(cc+max(aa))−x2(cc+max(aa))−x3(cc+max(aa));
end
else
if size(bb,2)>0
x1(bb)=0;
x2(bb)=x2max(bb);
x3(bb)=x3max(bb);
x4(bb)=L−x1(bb)−x2(bb)−x3(bb);
end
if size(cc,2)>0
x1(cc)=windowwidth−x2max(cc);
x2(cc)=x2max(cc);
x3(cc)=x3max(cc);
x4(cc)=L−x1(cc)−x2(cc)−x3(cc);
end
end
if size(aa,2)<NN && size(bb,2)==0 && size(cc,2)==0
disp('error')
return
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end
d1=x1+x2;
d2=x3+x4;
gammaC=(flux(2:(n+1))*ones(1,NN)).*exp(−alpha1*d1−alpha2*x3);
JlAperE=−((q*gammaA.*dE./(1−alpha1.ˆ(−2)*Lpˆ(−2))*ones(1,NN)).*
(((Sn./(alpha1*Dp))*ones(1,NN)+ones(n,NN)−exp(−alpha1*x1).*
((Sn./(alpha1*Dp))*cosh(x1./Lp)+(1./(alpha1*Lp))*sinh(x1./Lp)))./
(ones(n,1)*(Sn*Lp/Dp.*sinh(x1./Lp)+cosh(x1./Lp)))−exp(−alpha1*x1)));
JlCperE=−(((q*dE./(1−alpha2.ˆ(−2)*Lnˆ(−2))*ones(1,NN)).*gammaC).*
(1−1./(alpha2*Ln)*ones(1,NN).*
((Sp*Ln/Dn*(ones(n,1)*cosh(x4/Ln)−exp(−alpha2*x4)))
+ones(n,1)*sinh(x4./Ln)+alpha2*ones(1,NN)*Ln.*exp(−alpha2*x4))./
(ones(n,1)*(Sp*Ln/Dn*sinh(x4/Ln)+cosh(x4/Ln)))));
JdepperE=−q*gammaA.*dE*ones(1,NN).*exp(−alpha1*x1).*
(1−exp(−alpha1*x2−alpha2*x3));
JlA=sum(JlAperE,1);
JlC=sum(JlCperE,1);
Jgdep=sum(JdepperE,1);
J0A=−q*Dp*pn0/Lp*(Sn*Lp/Dp*cosh(x1/Lp)+sinh(x1/Lp))./
(Sn*Lp/Dp*sinh(x1/Lp)+cosh(x1/Lp));
J0C=−q*Dn*np0/Ln*(Sp*Ln/Dn*cosh(x4/Ln)+sinh(x4/Ln))./
(Sp*Ln/Dn*sinh(x4/Ln)+cosh(x4/Ln));
Jrdep=−q*ni.*(x2+x3)./sqrt(taun0*taup0).*
(2.*sinh(q.*bias./(2*kB*T))./(q.*(Vbi−bias)./(kB*T))).*pi/2;
fluxout=flux(1:(n+1)).*exp(−alpha*windowwidth−alpha*(L−windowwidth));
ii=find(bias>Vbi);
if size(ii,2)>0
J0A(min(ii):NN)=0;
J0C(min(ii):NN)=0;
JlA(min(ii):NN)=0;
JlC(min(ii):NN)=0;
Jgdep(min(ii):NN)=0;
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Jrdep(min(ii):NN)=0;
bias(min(ii):NN)=0;
end
Jl=JlA+JlC+Jgdep;
J0=J0A+J0C;
J=(J0.*(exp(q*bias/(kB*T))−1)−Jl+Jrdep);
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Appendix B
Material Constants Used in Modeling Work
One of the challenges in constructing a model for the four junction device is the lack of good
data for all the materials. GaAs is well-known and understood. However, GaInAsP is not
very well known. Unfortunately, many of the material properties can be strongly affected
by growth methods and procedures. As there is very little data on the quaternary alloy,
much of the data used was interpolated from data for the binary alloys that make up the
quaternary. In this section, I have gathered together all of the data used as inputs into my
modeling work.
The absorption coefficients are very important in the calculation of the performance of
the overall device. Unfortunately, there aren’t any sources of data for alpha of the quater-
nary alloy. The absorption coefficients used are shown below. The absorption coefficient
for the quarternary alloy was obtained by extrapolating an experimental data set. There
is significant error in that absorption coefficient, so work is ongoing to use a spectroscopic
ellipsometer to better characterize the absorption coefficient of that material and several of
the other III-V alloys.
The material constants for GaAs used in COMSOL Multiphysics modeling work are
shown in tables B.4, B.5.
Table B.1. Material constants used in the model
Material nr ni mn mp Sn Sp 
(cm−2) (cm/s) (cm/s)
Ga0.51In0.49P 11.8 1.99× 102 0.067 0.7 4000 1.5 11.8
GaAs 12.9 2.10× 106 0.088 0.51 1000 1000 12.9
Ga0.19In0.81As0.37P0.63 13.4 2.75× 109 0.041 0.48 1000 1000 13.4
Ga0.47In0.53As 13.9 1.63× 1012 0.059 0.45 1000 1000 13.9
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Table B.3. Material constants used in the universal model of band gap as a function of
temperature
Material Eg (0) α β
eV (10−4eVK−1) (K)
Ga0.51In0.49P 2.011[63] 5.2[63] 190[63]
GaAs 1.519[64] 5.4051.519[64] 2041.519[64]
Ga0.19In0.81As0.37P0.63 1.30065[65] 5.26319[65] 260[65]
Ga0.47In0.53As 0.81[66] 4.91[66] 301[66]
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Figure B.1. Absorption coefficients used in the modeling work for GaInP[67], GaAs,
GaInAsP[68], and GaInAs
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