In this work we carried out an idiom type identification task on a set of 90 Italian V-NP and V-PP constructions comprising both idioms and non-idioms. Lexical variants were generated from these expressions by replacing their components with semantically related words extracted distributionally and from the Italian section of MultiWordNet. Idiomatic phrases turned out to be less similar to their lexical variants with respect to non-idiomatic ones in distributional semantic spaces. Different variant-based distributional measures of idiomaticity were tested. Our indices proved reliable in identifying also those idioms whose lexical variants are poorly or not at all attested in our corpus.
Introduction
Extensive corpus studies have provided support to Sinclair (1991) 's claim that speakers tend to favor an idiom principle over an open-choice principle in linguistic production, resorting, where possible, to (semi-)preconstructed phrases rather than using compositional combinatorial expressions. These multiword expressions (MWEs) and idioms in particular (Nunberg et al., 1994; Sag et al., 2002; Cacciari, 2014; Siyanova-Chanturia and Martinez, 2014) exhibit an idiosyncratic behavior that makes their account troublesome for most grammar models (Chomsky, 1980; Jackendoff, 1997; Hoffmann and Trousdale, 2013) , including restricted semantic compositionality and transparency, low morphosyntactic versatility and, crucially for the study at hand, a considerable degree of lexical fixedness. The existence of such prefabricated patterns ties in well with the basic tenets of constructionist approaches (Goldberg, 1995; Hoffmann and Trousdale, 2013) , that view the lexicon and the grammar as a network of form-meaning correspondences spanning from abstract and complex syntactic schemata to single words and morphemes.
Idioms show a gradient behavior according to the lexicosyntactic variation that each of them can undergo. It has indeed been traditionally argued that while replacing the constituents of a literal combination like to watch a movie with synonymous or semantically related words (e.g. to watch a film) does not result in a significant change in meaning, modifying an idiomatic string like to spill the beans into something like to spill the peas entails the loss of the figurative interpretation (Cacciari and Glucksberg, 1991; Sag et al., 2002; Fazly and Stevenson, 2008) . Actually, psycholinguistic studies investigating the comprehension of idiom lexical variants have found such alternative forms to be more acceptable when the idiom parts independently contribute to the idiomatic meaning (e.g. burst the ice from break the ice) than when they don't (e.g. boot the bucket from kick the bucket) (Gibbs et al., 1989) or when the idioms are more familiar to the speakers (McGlone et al., 1994) . Anyway, while contributions of this kind are useful to assess whether potentially occurring variants can be understood by speakers or not, it is looking at corpus analyses that we can gain an insight into the actual occurrence of such lexical alternatives in real text. Moon (1998) and Duffley (2013) have found all kinds of idioms to be used sometimes in an altered form with the idiomatic reading preserved (e.g. kick the pail and kick the can for kick the bucket), with Moon (1998) positing the existence of idiom schemas that subsume alternative lexical realizations of idiomatic strings (e.g. shake/quake/quiver in one's shoes/boots). Nonetheless, this kind of lexical flexibility does not turn out to be so widespread, systematic and predictable as in literal constructions.
As we will briefly outline in Section 2, previous computational researches took advantage of the restricted formal variability exhibited by idioms to devise indices that automatically separate them from more literal combinations. Some of them have accomplished it by comparing the different collocational association between the canonical form of an expression and the lexical variants of that construction obtained by replacing its parts with semantically related words (Lin, 1999; Fazly et al., 2009) . Others exploited the difference in cosine similarity between an entire phrase and its components that is observed in idioms and non-idioms in Distributional Semantics Models (DSMs) (Baldwin et al., 2003; Venkatapathy and Joshi, 2005; Fazly and Stevenson, 2008) . Here, we combined insights from both the aforementioned approaches, using the generation of lexical variants as the departure point for a distributional semantic analysis. Compositional expressions exhibit systematicity (Fodor and Lepore, 2002) in that if a speaker can comprehend spill the beans as taken literally and drop the peas, he/she will also be able to understand spill the peas and drop the beans, but this does not happen if we read spill the beans as an idiom. The restricted lexical substitutability of a given construction could thus be regarded as a clue of its semantic noncompositionality and idiomatic status. To implement this idea, we generated a series of lexical variants from a set of target Italian V-NP and V-PP constructions, including both idioms and literals, but instead of measuring differences in the association scores between a given target and its variants, we computed the cosine similarities between them. Idiomatic expressions are expected to result less similar to their lexical variants with respect to literal ones.
Related work
Existing computational research on idiomaticity mainly splits into studies aimed at idiom type identification (i.e. separating potentially idiomatic constructions like spill the beans from only literal ones like write a book) and studies aimed at idiom token identification (i.e. distinguishing the idiomatic vs. literal usage of a given expression in context, e.g. The interrogated man finally spilled the beans vs. The cook spilled the beans all over the kitchen floor). Since in this paper we focus on the former issue, we only review related researches on idiom type identification.
Various techniques have been employed to separate idioms and non-idioms. McCarthy et al. (2003) , for instance, focus on verb-particles constructions and find that thesaurus-based measures of the overlap between the neighbors of a phrasal verb and those of its simplex verb strongly correlate with human-elicited compositionality judgments given to the same expressions. Fixedness in the word order is exploited by Widdows and Dorow (2005) , who observe that asymmetric lexicosyntactic patterns such as 'A and/or B' which never occur in the reversed order 'B and/or A' very often appear to represent idiomatic combinations. Bannard (2007) devises measures of determiner variability, adjectival modification and passivization to distinguish idiomatic and non-idiomatic VPs, resorting to conditional Pointwise Mutual Information (Church and Hanks, 1991) to calculate how the syntactic variation of a given V-N pair differs from what would be expected considering the variation of the single lexemes. In a similar way, Fazly et al. (2009) devise a syntactic flexibility index to single out V-NP idiomatic pairs that compares the behavior of a given pair to that of a typical V-N schema as regards the definiteness and the number of the noun and verbal voice. Muzny and Zettlemoyer (2013) propose a supervised technique for identifying idioms among the Wiktionary lexical entries with lexical and graph-based features extracted from Wiktionary and WordNet, while Graliński (2012) bases on metalinguistic markers such as proverbially or literally to retrieve idioms from the Web. Crucially for the present experiment, a series of studies have more precisely focused on lexical flexibility to identify non-compositional constructions. Among them, Lin (1999) classifies a phrase as non-compositional if the PMI between its components is significantly different from the PMI between the components of all its lexical variants. These variant forms are obtained by replacing the words in the original phrase with semantic neighbours. Fazly and Stevenson (2008) and Fazly et al. (2009) further elaborate on Lin's formula, regarding a certain V-N combination as lexically fixed and more likely to be idiomatic if its PMI highly differs from the mean PMI of its variants. Other contributions have employed distributional measures to determine the similarity between a given phrase and its components, observing that idiomatic phrase vectors appear to be less similar to their component vectors than literal phrase vectors (Baldwin et al., 2003; Venkatapathy and Joshi, 2005; Fazly and Stevenson, 2008) .
3 Measuring compositionality with variant-based distributional similarity
In the present work we propose a method for idiom type classification that starts from a set of V-NP and V-PP constructions, generates a series of lexical variants for each target by replacing the verb and the argument with semantically related words and then compares the semantic similarity between the initial constructions and their respective variants. For the sake of clarity, henceforth we will refer to the initial idiomatic and non-idiomatic expressions as target expressions, while the lexical alternatives that were generated for each target will be simply called variants. Since idiomatic expressions are supposed to exhibit a greater degree of non-compositionality and lexical fixedness than literal ones, with the substitution of their component words resulting in the impossibility of an idiomatic reading (e.g. spill the beans vs. spill the peas), we expected them to be less similar to their variants with respect to literal constructions. Starting from the assumption that we can study the semantics of a given word or expression by inspecting the linguistic contexts in which it occurs (Harris, 1954; Firth, 1957; Sahlgren, 2008) , Distributional Semantic Models (DSMs) provide a viable solution for representing the content of our target and variant constructions with vectors recording their distributional association with linguistic contexts (Turney and Pantel, 2010) . The semantic similarity between a given target and its variants is therefore implemented as the cosine similarity between them. Similarly to Lin (1999) and Fazly et al. (2009) , we used lexical variants for each target expression, but instead of contrasting their associational scores, we used vector-based measures to grasp their degree of semantic compositionality.
Extraction of the target and variant constructions
45 Italian V-NP and V-PP idioms were selected from an Italian idiom dictionary (Quartu, 1993) and extracted from the itWaC corpus (Baroni et al., 2009) , which consists of about 1,909M tokens. Their corpus frequency spanned from 364 (ingannare il tempo 'to while away the time') to 8294 (andare in giro 'to get about'). A set of 45 non-idioms (e.g. leggere un libro 'to read a book', uscire da una stanza 'to get out of a room') of comparable frequencies were then extracted from the corpus, ending up with 90 target constructions. Two different methods were explored for generating lexical variants from our targets:
DSM variants. For both the verb and argument component of each target construction, we extracted its 10 nearest neighbours (NNs) in terms of cosine similarity in a DSM created from the La Repubblica corpus (Baroni et al., 2004 ) (about 331M tokens); this space used all the content words (nouns, verbs, adjectives and adverbs) with token frequency > 100 as target vectors and the top 10,000 content words as contexts; the cooccurrence matrix, generated from a context window of ± 2 content words from each target word, was weighted by Positive Pointwise Mutual Information (PPMI) (Evert, 2008), a statistical association measure that assesses whether two elements x and y co-occur more frequently than expected by chance and sets to zero all the negative values:
The matrix was reduced to 300 latent dimensions via Singular Value Decomposition (SVD) (Deerwester et al., 1990) . The variants were finally obtained by combining the verb with each of the 10 NNs of the argument, the argument with each of the 10 NNs of the verb and every NN of the verb with every NN of the argument. This resulted in 120 potential variants for each target expression, which were then extracted from itWaC. iMWN variants. For both the verb and argument component of each target construction, the words occurring in same synsets and its co-hyponyms were extracted from the Italian section of MultiWordNet (iMWN) (Pianta et al., 2002) . For each verbal head, we extracted 5.9 synonyms/cohyponyms on average (SD = 5.41), while for the noun arguments we extracted 25.18 synonyms/cohyponyms on average (SD = 27.45). The variants of the targets were then generated with the same procedure described for the distributionally derived variants and extracted from itWaC.
Collecting idiomaticity judgments
To provide the variant-based distributional measures with a gold standard, we collected idiomatic-ity judgments for our 90 target expressions from Linguistics students. Nine undergraduate and graduate students were presented with a list of our targets and asked to evaluate how idiomatic each expression was on a 1-7 Likert scale. More specifically, we split our initial list into three sublists of 30 targets, each one being compiled by three subjects. Intercoder agreement, computed via Krippendorff's α (Krippendorff, 2012) , was 0.83 for the first sublist and 0.75 for the other two. Following common practice, we interpreted these values as an evidence of reliability for the collected judgments (Artstein and Poesio, 2008) .
Experiment 1
In the first experiment, we wanted to verify our predictions on a subset of our 90 target constructions that had a considerable number of variants represented in the corpus, so as to create reliable vector representations for them. We therefore selected those constructions that had at least 5 DSM and 5 iMWN variants occurring more than 100 times in itWaC. This selection resulted in a final set of 26 targets (13 idioms + 13 non-idioms).
Data extraction and method
Two DSMs were then built on the itWaC corpus, the first one representing the 26 targets and their DSM variants with token frequency > 100 as vectors, and the second one representing as vectors the 26 targets and their iMWN variants with token frequency > 100. Co-occurrences were recorded by counting how many times each target or variant construction occurred in the same sentence with each of the 30,000 top content words in the corpus. The two matrices were weighted with PPMI and reduced to 300 dimensions via SVD.
Four different measures were tested to compute how much the vector representations of the targets differed from those of their respective variants:
Mean. The mean of the cosine similarities between the vector of a target construction and the vectors of its variants.
Max. The maximum value among the cosine similarities between the vector of a target construction and the vectors of its variants.
Min. The minimum value among the cosine similarities between the vector of a target construction and the vectors of its variants.
Centroid. The cosine similarity between the vector of a target expression and the centroid of the vectors of its variants.
In both the DSMs, each of these four measures was computed for each of our 26 targets. We then sorted the targets in ascending order for each of the four scores, creating a ranking in which we expected idioms (our positives) to be placed at the top and non-idioms (our negatives) to be placed at the bottom, since idioms are expected to be less similar to the vectors of their lexical variants.
Results and discussion
The main goal of this study was to assess whether our variant-based method was suitable for identifying idiom types. Hence we evaluated the goodness of our four measures (Mean, Max, Min and Centroid) in placing idioms before non-idioms in the rankings generated by our idiomaticity indices.
Figures 1 and 2 plot the Interpolated PrecisionRecall curves for the four measures in the two trained DSMs plus a random baseline. In the DSM variants model, Max, Mean and Centroid performed better than Min and the baseline. Max showed high precision at low levels of recall (< 40%), but it dropped as far as higher recall levels were reached, while Mean and Centroid kept higher precision at higher levels of recall. Min initially performed comparably to Mean, but it drastically dropped after 50% of recall. In the iMWN variants space both Mean and Centroid performed better than the other measures, with the baseline being the worst one. Both Max and Min exhibited the same pattern, with high precision at low recall levels and a subsequent drop in performance around 50% of recall. The first two columns of Table 1 show the Interpolated Average Precision (IAP) and the Fmeasure of all the models employed in this first experiment. Interpolated Average Precision consists in the average of the interpolated precisions at recall levels of 20%, 50% and 80%, while Fmeasure is computed for the median. Both iMWN and DSM Mean and Centroid, together with DSM Max, had the highest IAPs, therefore standing out as the models the suceeded the most in placing idioms before non-idioms in the obtained rankings and exhibited the best trade-off between precision and recall, as shown by the F-measure values. The third column in Table 1 shows Spearman's ρ correlation between our models and the speaker-elicited idiomaticity judgments we described in Section 3.2. The Mean and the Centroid similarity in both the DSM and the iMWN variants spaces and the Max similarity in the DSM variants spaces showed a significant strong negative correlation with the speaker-collected ratings: the less the vector of a given expression resulted similar to the vectors of its lexical variants, the more the subjects perceived the expression as idiomatic. iMWN Min, DSM Min and iMWN Max exhibited a weak, nonsignificant, negative correlation, while the baseline showed a non-significant weak positive correlation score. All in all, Centroid and Mean turned out as the best measures in separating idioms from non-idioms, while there was no clear advantage of one variant type (DSM or iMWN) over the other.
Experiment 2
The first experiment proved our variant-based distributional measures to be suitable for telling apart idioms and non-idioms that had a fair number of lexical variants occurring in our corpus with con- Table 1 : Interpolated Average Precision, Fmeasure at the median and Spearman's ρ correlation with the speaker judgments for the models with 26 targets ( * * = p < .01, * * * = p < .001).
siderable frequency, with the Mean and the Centroid measures performing the best. The research question at the root of the following experiment was whether such measures could be extended to all the 90 target constructions in our dataset (45 idioms + 45 non-idioms), including expressions whose lexical variants were poorly represented or not at all found in itWaC. Such negative evidence, in our reasoning, should be taken into account as an additional clue of the restricted lexical transformability of the expressions at hand and, consequently, of their idiosyncratic and idiomatic status.
Data extraction and method
As in the first experiment, two kinds of DSMs were built from itWaC, the former comprising the 90 initial idiomatic and non-idiomatic expressions and their DSM variants as target vectors and the latter considering the 90 expressions and their iMWN variants as target vectors. The parameters of these vector spaces are identical to those used in Experiment 1. The vectors of the targets were compared to the vectors of their variants by means of the four measures described in Section 4.1 (Mean, Max, Min, Centroid). Aside from the method chosen to extract the variants (DSM vs. iMWN), the parameter space explored in constructing the DSMs for the second experiment further comprised the following options:
Number of variants per target. For both the variants that were extracted distributionally and those that were chosen from iMWN, we built different DSMs, each time setting a fixed number of alternative forms for each target expression. As for the DSM-generated variants, we kept the alternative expressions that were generated by combining the top 3, 4, 5 and 6 cosine neighbours of each verb and argument component of the initial 90 targets. As a result, we obtained 4 types of spaces, in which each target had respectively 15, 24, 35 and 48 variants represented as vectors. As for the spaces built with the iMWN variants, we experimented with eight types of DSMs. In the first four, we kept the variants that were created by combining the top 3, 4, 5 and 6 synonyms and co-hyponyms of each component of the initial 90 targets in terms of cosine similarity. These cosine similarities were extracted from a DSM trained on the La Repubblica corpus that had the same parameters as the space used to extract the DSM variants and described in Section 3.1. In the other four, we used the top 3, 4, 5 and 6 synonyms and cohyponyms that were most frequent in itWaC.
Encoding of non-occurring variants. In each of the DSMs obtained above, every target was associated with a fixed number of lexical variants, some of them not occurring in our corpus. We experimented with two different ways of addressing this problem. In the first case, we simply did not take them into account, thus focusing only on the positive evidence in our corpus. In the second case, we represented them as orthogonal vectors to the vectors of their target. For the Mean, Max and Min measures, this merely consisted in automatically setting to 0.0 the cosine similarity between a target and a non-attested variant. For the Centroid measure, we first computed the cosine similarity between the vector of a target expression and the centroid of its attested variants and then hypothesized that each zero variant contributed by a costant factor k in tilting this centroid similarity towards 0.0. Preliminary investigations have proved a k-value of 0.01 to give reliable results. We leave to future contributions the tuning of this parameter, limiting ourselves to propose and test this centroid-based measure for the present work. Concretely, from the centroid similarity computed with the attested variants (cs a ), we subtracted the product of k and cs a multiplied by the number of non-attested variants (n) for the construction under consideration, obtaining a final centroid similarity that also includes non-attested variants:
Crucially, the rationale behind multiplying k by the original centroid similarity lies in the fact that non-attested variants were not expected to contribute in modifying the original cosine value towards zero always in the same way, but depending on the specific target construction at hand and on the positive evidence available for it. Table 2 summarizes the parameters explored in building the DSMs for the second experiment. In each model resulting from the combination of these parameters, we ranked our 90 targets in ascending order according to the idiomaticity scores given by the four variant-based distributional measures (Mean, Max, Min, and Centroid). 
Results and discussion
All the 96 models obtained by combining the parameters in Table 2 had higher IAP and F-measure scores than the random baseline, with the exception of two models displaying lower (iMWN cos 35 var Centroid orth ) or comparable (iMWN f req 15 var Centroid orth ) F scores. All the models had significant correlational scores with the humanelicited ratings save 7 non significant models. Table 3 reports the 5 best models for IAP, Fmeasure at the median and Spearman's ρ correlation with our gold standard idiomaticity judgments respectively. All the best models predictably employed the Centroid measure, which already turned out to perform better than the other indices in the first part of our study. The best performance in placing idioms before non-idioms (IAP) and the best trade-off between precision and recall (F-measure) were exhibited both by models that considered (orth) and not considered (no) non-attested variants, with a prevalence of the latter models. Moreover, the top IAP and top Fmeasure models used both DSM and iMWN variants. On the other hand, the models correlating the best with the judgments all took non-occurring variants into account as orthogonal vectors and all made use of iMWN variants. There seemed not to be an effect of the number of variants per target across all the three evaluation measures. Table 3 : Best 5 models with 90 targets for IAP (top), F-measure at the median (middle) and Spearman's ρ correlation with the speaker judgments (bottom) against the random baseline ( * * * = p < .001).
After listing the best overall models for each evaluation measure, we resorted to linear regression to assess the influence of the parameter settings on the performance of our models, following the methodology proposed by Lapesa and Evert (2014) . As for the IAP and correlation with human judgments, our linear models achieved adjusted R 2 of 0.90 and 0.94 respectively, therefore explaining the influence of our parameters and their interactions on these two evaluation measures very well. In predicting F-measure, our linear model reported an adjusted R 2 of 0.52. Figure 3 depicts the rankings of our parameters according to their importance in a feature ablation setting. The ∆R 2 values can be understood as a measure of the importance of a parameter, and it is calculated as the difference in fit that is registered by removing the target parameter together with all the pairwise interactions involving it from our full models. The parameters we refer to are the same listed in Table 2 , with the exception of the parameter model, which merges the variants source and the variants filter parameters. For all our three evaluation measures, measure (i.e. Mean, Max, Min vs. Centroid) turned out to be the most influential parameter, followed by model (i.e. DSM, iMWN cos vs. iMWN f req ). As for the measure parameter, both in the IAP and in the ρ models the best performing setting is Centroid, followed by Mean, Max and Min, all being significantly different from each other. In the F-measure model, only Min, i.e. the worst performing model, was significantly different from the other settings. As for model, the iMWN f req setting was significantly worse than DSM and iMWN cos in the IAP and in the ρ models, but not in the F-measure one. Table 4 reports all the significant pariwise interactions and their ∆R 2 . In line with results reported in Figure 3 , almost all the interactions involved the model parameter. Figure 4 displays the interaction between measure and model when modeling IAP. The best models, DSM and iMWN cos , had a different performance on the worst measure (Min) but converged on the two best ones (Mean and Centroid). On the other side, iMWN f req showed a less dramatic improvement and reached a plateau after moving away from the Min setting. Figure 6 shows that in the correlation setting the iMWN cos and the DSM models outperformed the iMWN f req model only when exploiting the Min and the Mean measures. It is worth remarking that the correlational scores with the human ratings are negative and therefore points that are positioned lower on the y-axis indicate better performance.
Figures 7 and 8 plot the interaction between model and the way of encoding non-attested variants in the IAP and in the ρ models, respectively. In both cases, only the two iMWN models appeared to be sensitive to the way non-attested variants are handled. In the IAP model, zero variants appeared to be the outperforming setting, while the ρ model showed the opposite pattern. In both Figures 9 and 10 display the interactions between measure and the way of encoding nonattested variants. In the IAP model, ignoring the non-attested variants resulted in a significantly better performance only when using the Max and Centroid measures. In the ρ model, however, accounting for the effects of non-attested variants outperformed the other setting only when using the Min and Mean measures.
The interaction between the number of variants per target and the model when modeling IAP is displayed in Figure 11 . We observed a strong effect of the variants number on the performance of iMWN f req , with more variants leading to a better performance. There was a significant advantage of iMWN cos over the other models when using 15 variants, but this advantage was lost as the number of variants increased. All in all, the Centroid measure appeared to perform better than the other three measures, with Min obtaining the worst results. The DSM and the iMWN cos models performed consistently better than iMWN f req , while the advantage of either way of encoding non-attested variants (no vs. orth) over the other depended on the evaluation setting. Finally, the number of variants per target did not appear to consistently influence the performance of our models.
Error Analysis. A qualitative inspection of the data revealed that the most frequent false positives (i.e. non-idioms classified as idioms) include expressions like giocare a carte ('to play cards') or mostrare interesse ('to show interest'). Despite being literal and compositional, these word combinations display some form of collocational behavior, being less lexically free than the other literal combinations. Conversely, among the most common false negatives (i.e. idioms that were classified as non-idioms), we find expressions like cadere dal cielo ('to fall from the sky, to be heaven-sent') or aprire gli occhi ('to open one's eyes') that happen to be highly ambiguous in that they make both an idiomatic and a literal reading possible according to the context. It is possible that the evidence available in our corpus privileged a literal reading for them. Such ambiguous expressions should be analyzed in more detail in following contributions by means of token detection algorithms that might tell apart idiomatic and literal usages of these expressions in context.
Conclusions
In this paper we carried out an idiom type identification task based on the idea that idiomatic expressions tend to allow for more restricted variability in the lexical choice of their subparts with respect to non-idiomatic ones. Starting from a list of target Italian V-NP and V-PP constructions, comprising both idioms and non-idioms, we generated a set of lexical variants by replacing their components with semantically related words extracted distributionally or from Italian MultiWordNet. We then measured the cosine similarity between the vectors of the original expressions and the vectors of their variants, expecting idioms to be less similar to their variants with respect to non-idioms. All in all, this proved to be the case. More specifically, cosine similarity between the vector of the original expressions and the centroid of their variants stood out as the best performing measure. The best models used DSM variants or iMWN variants filtered by their cosine similarity with the components of the target expressions. In the second place, our methods proved to be successful also when applied to idioms most of which had many scarcely or not at all attested variants. In devising our variant-based distributional idiomaticity measures we also tried to take this negative evidence into consideration, still achieving high and reliable performances.
