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This thesis consists of two parts. The first concerns a specialization of the basic case
of Hamiltonian actions on symplectic manifolds, and the second a generalization
of the basic case.
Brion proved a convexity result for the moment map image of an irreducible
subvariety of a compact integral Ka¨hler manifold preserved by the complexification
of the Hamiltonian group action. Guillemin and Sjamaar generalized this result to
irreducible subvarieties preserved only by a Borel subgroup. In another direction,
O’Shea and Sjamaar proved a convexity result for the moment map image of the
submanifold fixed by an anti-symplectic involution. Analogous to Guillemin and
Sjamaar’s generalization of Brion’s theorem, in the first part of this thesis we gen-
eralize O’Shea and Sjamaar’s result, proving a convexity theorem for the moment
map image of the involution fixed set of an irreducible subvariety preserved by a
Borel subgroup.
In the second part of this thesis, we develop the analogue of Sjamaar and Ler-
man’s singular reduction of Hamiltonian symplectic manifolds in the context of
Hamiltonian generalized complex manifolds. Specifically, we prove that if a com-
pact Lie group acts on a generalized complex manifold in a Hamiltonian fashion,
then the partition of the global quotient by orbit types induces a partition of the
Lin–Tolman quotient into generalized complex manifolds. This result holds also
for reduction of Hamiltonian generalized Ka¨hler manifolds.
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CHAPTER 1
NOTATION AND CONVENTIONS
Unless specified otherwise, all manifolds in this thesis will be assumed to be
smooth and finite dimensional. If M is a manifold, we denote by>M and>∗M the
tangent and cotangent bundles of M , respectively. For any smooth fiber bundle
F →M over M , we write Γ(M,F ) = Γ(F ) for the space of smooth sections of this
bundle. The space of smooth vector fields on M is denoted by Vec(M) := Γ (>M),
and the space of smooth k-forms by Ωk(M) := Γ(
∧k>∗M), with
ΩF(M) :=
⊕
k∈Z
Ωk(M).
The subspace of closed k-forms (i.e. those whose exterior derivative vanishes) will
be written Ωkcl(M). The notation C
∞(M) will denote the space of smooth, real-
valued functions on M , and of course Ω0(M) = C∞(M). For a vector field X ∈
Vec(M), we denote the Lie derivative of tensor fields in the direction X by LX ,
and the interior product of tensor fields by X by ιX . If f : M → N is a smooth
map between smooth manifolds M and N , we denote by >f or f∗ the associated
tangent, or pushforward map, >M → >N . We use the notation f ∗ for both the
pullback>∗N →>∗M of covectors and the pullback Ω(N)→ Ω(M) of differential
forms.
The symbol 〈·, ·〉 will be used to denote metrics on vector spaces and manifolds,
but also the natural pairing between a vector space V and its dual V ∗:
V ∗ × V → R
(λ, v) 7→ 〈λ, v〉 := λ(v).
We will also use this notation for the pairing between V -valued and V ∗-valued
maps, whose result is then a real-valued map. Which use of this notation is in-
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tended will be made clear by the context. We denote by 〈〈·, ·〉〉 the natural metric
on the direct sum of a vector space V and its dual V ∗, defined by
〈〈u+ α, v + β, :〉〉 = 1
2
(α(v) + β(u))
for u, v ∈ V and α, β ∈ V ∗, and also the corresponding metric on the direct sum
>M ⊕>∗M of the tangent and cotangent bundles of a manifold M .
We make use of the musical notation for the map between a vector space and
its dual induced by a bilinear form. If B : V × V → R is a bilinear form on a real
vector space V , then we will denote by B[ : V → V ∗ the map
v 7→ ιvB := B(v, ·).
If B is non-degenerate, then B[ is invertible and we denote its inverse by B] :=(
B[
)−1
. We also use the musical notation for the generalization of vector spaces,
bilinear forms, and linear maps to vector bundles, sections of their second sym-
metric powers, and the associated bundle maps, respectively.
Let G be a Lie group acting smoothly on a smooth manifold M . For each
g ∈ G, we will typically denote its corresponding diffeomorphism M → M by g
also. The Lie algebra of a given Lie group will be denoted by the corresponding
lower-case German letter, so that the Lie algebra of G is g. For a smooth left action
G×M →M , (g, p) 7→ g · p, of G on M , there is an associated map g→ Vec(M),
under which the output of ξ ∈ g is the fundamental vector field on M associated
to ξ, denoted by ξM and defined by
ξM |p :=
d
dt
(exp tξ) · p
∣∣∣∣
t=0
for p ∈M . This vector field is complete, and its flow is
M × R→M
(p, t) 7→ (exp tξ) · p.
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Unless noted otherwise, all group actions in this thesis will be assumed to be left
actions. We denote the adjoint representation of G on g by g 7→ Adg, and the
coadjoint representation of G on g∗ by g 7→ Coadg, recalling that
〈Coadg(λ), ξ〉 = 〈λ,Adg−1(ξ)〉
for all g ∈ G, ξ ∈ g, and λ ∈ g∗.
For a compact Lie group G with maximal torus T , we will routinely embed t∗
in g∗ using the dual of the projection g  t defined by the real part of the root
space decomposition:
g⊗ C = (t⊗ C)⊕
⊕
λ∈Λ
gλ,
where Λ = Hom(T,U(1)) is the weight lattice of T and gλ is the root space
corresponding to λ,
gλ = {X ∈ g⊗ C | Adt(X) = λ(t) ·X for all t ∈ T } .
For positive p, q, n ∈ Z, we let In be the n× n identity matrix, and denote by
Ip, q the (p+ q)× (p+ q) matrix written in block form as
Ip,q :=
Ip 0
0 Iq
 .
We will have occasion to refer several classical matrix Lie groups. These are:
• the real and complex general linear groups, GL(n,R) and GL(n,C),
respectively;
• the real and complex special linear groups, SL(n,R) and SL(n,C),
respectively;
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• the orthogonal and special orthogonal linear groups (over R), O(n)
and SO(n), respectively;
• the unitary and special unitary linear groups, U(n) and SU(n), respec-
tively;
• the symplectic linear group, Sp(n); and
• the indefinite orthogonal group of signature (p, q),
O(p, q) := {A ∈ GL(p+ q,R) | AᵀIp,qA = Ip,q } .
Throughout the Introduction and Chapter 4, we use the abbreviations “GC”
for “generalized complex” and “GK” for “generalized Ka¨hler”.
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CHAPTER 2
INTRODUCTION
2.1 The basic setup — symplectic structures
A symplectic manifold is a pair (M,ω) consisting of a smooth manifold M and
a symplectic structure ω, which is a two-form ω ∈ Ω2(M) that is:
• closed, i.e. dω = 0, and
• nondegenerate, i.e. the map ω[ : >M →>∗M is an isomorphism.
A symplectic structure allows us to associate to each function H ∈ C∞(M) a
vector field XH , called its Hamiltonian vector field or symplectic gradient,
by
XH := ω
[ ◦ dH.
Equivalently, XH is the unique vector field satisfying the equation
dH = ιXHω.
Conversely, given a vector field X ∈ Vec(M), if X = XH for some function
H ∈ C∞(M), then X is a Hamiltonian vector field and H is called its Hamil-
tonian function, (although a Hamiltonian function is unique only up to an ad-
ditive constant). In a symplectic manifold’s guise as a mathematical setting for
classical mechanics, the assignment H 7→ XH associates to each “energy function”
on (M,ω) a vector field that describes the corresponding dynamics.
Let G be a Lie group acting smoothly on M . This action is called symplectic
if it preserves the symplectic structure ω:
g∗ω = ω for all g ∈ G.
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The G-action on M is called Hamiltonian if it is symplectic and each ξM , ξ ∈ g,
is a Hamiltonian vector field. In this case, there is a map Φ: M → g∗, called a
moment map, satisfying the following properties.
(a) Φ is equivariant with respect to the G-action on M and the coadjoint action
of G on g∗:
Φ(g · p) = Coadg (Φ(p)) for all p ∈M, g ∈ G.
(b) For each ξ ∈ g, the function Φξ ∈ C∞(M) defined by p 7→ Φξ(p) := 〈Φ(p), ξ〉
is a Hamiltonian function for the vector field ξM :
dΦξ = ιξMω.
The nomenclature is derived from the cases of linear and angular momentum, which
can be viewed as moment maps in the sense defined above. See §22.4 of [CdS01]. A
Hamiltonian symplectic manifold consists of a quadruple (M,ω,G,Φ) contain-
ing the data of a symplectic manifold (M,ω), a Lie group G acting symplectically
on (M,ω), and a moment map Φ: M → g∗ for this action. If G is a compact Lie
group, and T ⊂ G and t∗+ ⊂ t∗ are given choices of maximal torus and closed Weyl
chamber, we will denote by ∆(M) the set
∆(M) := Φ(M) ∩ t∗+.
Moment maps have been studied extensively, and have many remarkable prop-
erties and applications. Two of the most famous results about moment maps are
the Convexity Theorem of Atiyah/Guillemin–Sternberg/Kirwan, [Ati82], [GS82],
[Kir84], and the Symplectic Reduction Theorem of Marsden–Weinstein, [MW74].
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Theorem 2.1.1 (Convexity Theorem). Let (M,ω,G,Φ) be a Hamiltonian sym-
plectic manifold, and suppose that G is compact and connected and M is compact.
Let T be a maximal torus of G and t∗+ ⊂ t∗ be a closed Weyl chamber. Then ∆(M)
is a convex polytope.
This theorem was first proved by Atiyah/Guillemin–Sternberg in the case that
G is a torus, and later generalized to arbitrary compact and connected Lie groups
by Kirwan. In the torus case, the polytope can be described as the convex hull of
the moment image Φ(MG) of the torus-fixed points MG of M .
Theorem 2.1.2 (Symplectic Reduction Theorem). Let (M,ω,G,Φ) be a Hamil-
tonian symplectic manifold, and suppose that G is compact. Let a ∈ g∗ and let
Oa := CoadG(a) be its coadjoint orbit. If G acts freely on Φ−1(Oa), then the quo-
tient space Ma := Φ
−1(Oa)/G is a manifold, and there is a symplectic structure ωa
on Ma satisfying
j∗ω = pi∗ωa,
where j : µ−1(Oa) ↪→ M is the inclusion and pi : µ−1(Oa)  µ−1(Oa)/G is the
quotient projection.
This thesis consists of two parts, the starting point of each of which is the
basic setup described above, Hamiltonian actions on symplectic manifolds, and
one of the two theorems written above. First, we study a special case of the basic
setup, Hamiltonian actions on integral Ka¨her manifolds, and expanded versions
of the Convexity Theorem. In the second part, we investigate a generalization
of the basic setup, Hamiltonian actions on generalized complex manifolds, and
generalizations of the Symplectic Reduction Theorem and related results.
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Much of the material in this thesis has previously appeared in published and
preprint form in [Gol09a] and [Gol09b], respectively.
2.2 A specialization of the basic setup — integral Ka¨hler
structures
A Ka¨hler manifold is a symplectic manifold which is also equipped with complex
and Riemannian structures which are compatible with the symplectic structure.
Their study therefore lies at the intersection of symplectic, complex, and Rie-
mannian geometry. An integral Ka¨hler manifold is a Ka¨hler manifold whose
symplectic form corresponds to an integral de Rham cohomology class. Assuming
also that the manifold is compact, this allows us to embed it in a complex projective
space as a closed complex algebraic manifold, thus adding algebraic geometry to
the mix of applicable topics. A Hamiltonian action on an integral Ka¨hler manifold
is essentially a group action which preserves all the present geometric structures
and is Hamiltonian with respect to the underlying symplectic structure.
The extra structure present allows one to extend the Convexity Theorem, and
describe the moment polytope more explicitly. In [Bri87], Brion proved that in this
context the Convexity Theorem also applies to certain subvarieties of the integral
Ka¨hler manifold, and also described the associated moment polytope in terms of
the representation theory of the group action. In [GS06], Guillemin and Sjamaar
expanded Brion’s result to apply to an even larger class of subvarieties of the
manifold.
On the other hand, one can ask questions about “real” versions of the Convexity
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Theorem, as well as other results in symplectic geometry. Here, “real” refers to
real structures on symplectic manifolds, which are anti-symplectic involutions.
For Ka¨hler manifolds, one also asks that the involution be anti-holomorphic. In
this context, a natural thing to do is to study the moment image of the real
(involution-fixed) part of the manifold. This study was initiated by Duistermaat
in [Dui83], and thoroughly pursued by O’Shea and Sjamaar in [OS00]. In the latter
paper, the authors also proved a real version of Brion’s theorem concerning the
moment image of subvarieties of an integral Ka¨hler manifold. The main theorem of
the first part of this thesis, Theorem 3.1.9, is a strengthening of the real version of
Brion’s theorem that applies to a larger class of subvarieties, completely analogous
to Guillemin and Sjamaar’s strengthening of Brion’s original result.
2.3 A generalization of the basic setup — generalized com-
plex structures
The second part of this thesis is concerned with generalized complex manifolds.
Many classical geometric structures on manifolds can be viewed as reductions of the
structure group GL(n,R) of the tangent bundle>M of an n-dimensional manifold
M , often together with various integrability conditions. These include Riemannian
structures (GL(n,R)  O(n)), complex structures (GL(n,R)  GL(n/2,C)),
symplectic structures (GL(n,R)  Sp(n)) and Ka¨hler structures (GL(n,R)  
U(n/2) = O(n) ∩ GL(n/2,C) ∩ Sp(n)). In generalized geometry, one instead
considers reductions of the structure group of the generalized tangent bundle,
also called the Pontryagin bundle or big tangent bundle, of M ,
TM :=>M ⊕>∗M.
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A priori, the structure group of TM is just GL(2n,R), but in fact the generalized
tangent bundle has extra intrinsic structure, in the form of a natural, smoothly-
varying, fiber-wise, non-degenerate, symmetric bilinear form 〈〈·, ·〉〉 of signature
(1, 1), defined over x ∈M by
〈〈u+ α, v + β〉〉 := 1
2
(α(v) + β(u))
for u, v ∈ >xM , α, β ∈ >∗xM . This gives a natural reduction of the structure group
of TM from GL(2n,R) to O(n, n). A generalized geometry is a reduction of
the structure group O(n, n) of TM , often together with some integrability condi-
tion. For a nice survey of several such structures, see [Vai10]. Here we will only
be concerned with generalized complex (GC) structures and generalized
Ka¨hler (GK) structures, which correspond to structure group reductions
O(n, n) O(n, n) ∩GL(n,C) and O(n, n) U(n/2)×U(n/2),
respectively. (In order to support a GC or GK structure, it turns out that the
manifold must be even-dimensional.) The integrability conditions for these struc-
tures involve the Courant bracket of sections of TM , an extension of the Lie
bracket of vector fields.
Generalized complex geometry was introduced by Hitchin in [Hit03], and fur-
ther developed by his student Gualtieri in his doctoral thesis, [Gua03]. It serves
as a common ground in which symplectic and complex geometry can meet, in the
sense that either of these structures on a manifold induces a GC structure. For
this reason, there has been much effort to import ideas and techniques from these
other fields into the GC setting. In particular, many constructions and results from
equivariant symplectic geometry have found useful analogues here. One example
is that of Hamiltonian group actions and moment maps, developed in [LT06].
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Lin and Tolman’s construction generalizes the usual symplectic definition, and
they go on to prove that one can reduce a GC manifold by its Hamiltonian sym-
metries, in perfect parallel to the Symplectic Reduction Theorem. Just as in the
symplectic case, in order to ensure that the generalized reduced space is a manifold,
one must make an assumption regarding freeness of the group action.
In [SL91], Lerman and Sjamaar proved that if the symplectic reduced space
is not a manifold, then the orbit type stratification of the original symplectic
manifold induces a stratification of the reduced space, each strata of which is
naturally a symplectic manifold. The main result of the second part of this paper,
Theorem 4.4.6, is that a completely analagous result holds if the GC reduced
space is singular. We also prove that this result holds also for GK manifolds,
Corollary 4.4.7.
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CHAPTER 3
INTEGRAL KA¨HLER MANIFOLDS
At the end of their 1982 paper, [GS82], Guillemin and Sternberg gave a descrip-
tion of the moment map image of an integal symplectic manifold with a Hamil-
tonian action of a compact group in terms of certain of the highest weights of
a maximal torus of the group. In 1987, [Bri87], Brion expanded this technique
and applied it to certain algebraic subvarieties of the manifold, proving a convex-
ity theorem for their moment images, and also describing each moment polytope
in terms of the highest weight polytope, defined in Section 3.2 below. These
methods have proved very useful. They were central to Guillemin and Sjamaar’s
2006 generalization of Brion’s theorem, [GS06], and in proving the projective case
of O’Shea and Sjamaar’s theorem from 2000, [OS00, §6]. Not surprisingly, the
highest weight polytope is the main tool in our present study as well. It is well-
known that describing the moment polytope is often at least as difficult as proving
that the moment image is a convex polytope in the first place. We are fortunate
to be able to make some descriptions here.
In Section 3.1 below, we lay out some of the technical context of the results
of Brion, Guillemin–Sjamaar, and O’Shea–Sjamaar mentioned above. We then
proceed to describe their results in more detail, leading to a statement of the main
theorem of this chapter. In Section 3.2, we describe the main tool in analyzing the
moment map image in this context, the highest weight polytope. The proof of the
main theorem comes in Section 3.3. Section 3.4 contains some easy but interesting
corollaries to the main theorem, and Section 3.5 describes a specific example in
which the main theorem can be applied.
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3.1 Background
Definition 3.1.1. A Ka¨hler manifold is a triple (M,ω, J) consisting of a sym-
plectic manifold (M,ω) and an integrable complex structure J : >M →>M , which
are compatible in the sense that the two-tensor field g on M defined by
g(u, v) := ω (u, J(v))
for x ∈M , u, v ∈ >xM , is a Riemannian metric, i.e. g is symmetric and g(u, u) > 0
for all nonzero u ∈ >M . In particular, this implies that J preserves both ω and
g. The form ω is called the Ka¨hler form, and g the Ka¨hler metric.
For any symplectic manifold (M,ω), because ω is a closed two-form, it repre-
sents a de Rham cohomology class of degree two, [ω] ∈ H2dR(M). The de Rham
cohomology of a manifold M contains a lattice of integral cohomology classes,
defined to be the image of the composition
H(M ;Z) ↪→ H(M ;R) ∼=→ HdR(M),
where H(M ;Z) ↪→ H(M ;R) is the inclusion of singular cohomology corresponding
to the inclusion of groups Z ↪→ R, and H(M ;R) ∼=→ HdR(M) is the de Rham
isomorphism.
Definition 3.1.2. An integral symplectic manifold is a symplectic manifold
(M,ω) such that [ω] ∈ H2dR(M) is an integral class. An integral Ka¨hler mani-
fold is one for which the underlying symplectic structure is integral.
Throughout the remainder of this chapter, we will assume that (M,ω, J) is an
integral Ka¨hler manifold which is compact and connected. Then [ω] is the Chern
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class of a holomorphic line bundle L over M , and there is a Hermitian metric on
L with metric connection ∇ whose curvature form satisfies
curv∇ = 1
2pii
ω.
(See [Wel08], for instance.)
Let G be a compact and connected Lie group acting on M preserving ω and
J , and suppose this is covered by an action of G on L by holomorphic, complex
linear bundle automorphisms preserving the Hermitian metric. The group of all
line bundle automorphisms preserving the holomorphic structure of L is a complex
Lie group, so the action of G lifts to a holomorphic action of the complexification
GC of G on (M,L). The Kodaira embedding theorem implies that M can be
embedded in some complex projective space as a closed complex algebraic variety,
on which the action of GC is algebraic.
Remark 3.1.3. Note that for any p ∈ M , the GC-orbit through p is the image
of the algebraic map GC → M , g 7→ g · p, and so by Chevalley’s Theorem is
a constructible set. This implies that its Zariski closure and its closure in the
topology of the manifold coincide. (See Corollary 2 in §I.8 and Corollary 1 in §I.10
of [Mum99].) The same is true for an orbit of any algebraic subgroup of GC, such as
a Borel subgroup. Finally, note that all complex algebraic subvarieties of M , being
by definition locally closed with respect to the complex algebraic Zariski topology,
are also constructible, and hence have identical closures in the manifold and Zariski
topologies. Therefore, for all of these sets, there is no distinction between “closed”
and “Zariski-closed”.
Under these assumptions, the action of G on (M,ω) is automatically Hamil-
tonian, with moment map Φ: M → g∗ obtained as follows. Let s be any global
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smooth section of (M,L). Each ξ ∈ g acts on s in two ways: Lie differentiation
Lξ,
(Lξs) (p) := d
dt
[
(exp tξ) · s ((exp tξ)−1 · p)]∣∣∣∣
t=0
for p ∈M,
and covariant differentiation ∇ (ξM) in the direction of the fundamental vector
field ξM on M . In [Kos70, Theorem 4.3.1], Kostant showed that their difference
Lξ − ∇(ξM) is multiplication by an imaginary-valued function on M . Hence we
can define a real linear map g→ C∞(M), ξ 7→ Φξ by
Φξ =
1
2pii
(Lξ −∇(ξM))
for each ξ ∈ g. Then Φ is defined by the equation 〈Φ(x), ξ〉 = Φξ(x), for all ξ ∈ g
and x ∈ M . It can be shown that Φ satisfies the properties of a moment map.
This description comes from [GS06, Section 2]. The assumption that the moment
map here is not arbitrary, but is intimately connected to the actions of G on both
M and L, is extremely important, (e.g. the proof of Lemma 3.3.2).
Suppose we have involutions γ : G→ G, τ : M →M , and β : L→ L such that
γ is a smooth group homomorphism, τ is anti-holomorphic and anti-symplectic,
and (τ, β) is an involutive (real) bundle automorphism on (M,L) which is complex
antilinear on fibers and which preserves the covariant derivative ∇ on L. Then
γ : G→ G induces linear involutions on g and g∗, defined by
ξ 7→ (>1γ) ξ for ξ ∈ g
and
λ 7→ (>1γ)∗ λ = λ ◦ (>1γ) for λ ∈ g∗,
which we will also denote by γ. We further require two compatibility conditions
regarding the involutions and the Hamiltonian action of G on M . We assume the
properties of
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(1) distribution:
τ(g · p) = γ(g) · τ(p) for all g ∈ G, p ∈M ;
(2) anti-equivariance:
Φ (τ(p)) = −γ (Φ(p)) for all p ∈M.
There are two obvious ways to extend γ : g → g to an involution on its com-
plexification gC := g ⊗R C — holomorphically or anti-holomorphically. The anti-
holomorphic is more useful for our purposes. Define σ : gC → gC by σ(ξ) =
γ(Re ξ) − i γ(Im ξ) for all ξ ∈ gC, where Re and Im denote the real and imagi-
nary parts with respect to the decomposition gC = g ⊕ ig. The anti-holomorphic
Lie algebra involution σ lifts to an anti-holomorphic Lie group involution on GC,
which we will also denote by σ. In [OS00, Proposition 5.5], it is proved that under
the compatibility conditions described above, the fixed set of GC under this anti-
holomorphic involution preserves the fixed set of M under τ , and this is the key
property we need.
Recall that a linear involution on a vector space is diagonalizable, and has
eigenvalues both or one of ±1. Let k and q denote the eigenspaces of γ : g → g
for (+1) and (−1), respectively. We can identify k∗ and q∗ with the annihilators
of q and k, respectively, and obtain a decomposition g∗ = k∗ ⊕ q∗ which is also the
decomposition of g∗ into eigenspaces of γ : g∗ → g∗. From the definition of σ, we
see that the (+1)-eigenspace of gC under this involution is exactly k⊕ iq, and the
(−1)-eigenspace is q⊕ ik.
As usual, we denote fixed sets of the actions of these involutions and these
groups by superscripts. One well-known reason for requiring τ to be anti-
symplectic is that the submanifold M τ of M is then Lagrangian.
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Proposition 3.1.4. Let (M,ω) be a symplectic manifold and τ be an anti-
symplectic involution on M . Then M τ is a Lagrangian submanifold of M .
Proof. That M τ is a submanifold of M is well-known, in particular since τ defines
an action of the compact group Z/2Z on M , so that M τ = MZ/2Z. To prove that
M τ is Lagrangian, it suffices to show that each tangent space of M τ is a Lagrangian
subspace of the corresponding tangent space of M . Let x ∈ M , let Ω := ωx, and
let τ˜ :=>xτ be the derivative of τ at x, which is a linear involution on the tangent
space>xM . Let>xM = V +⊕V − be the decomposition of V into (±1)-eigenspaces
with respect to τ˜ . Set V := >x(M τ ), and note that V = (>xM)τ˜ = V +. Since
τ ∗ω = −ω, we have Ω(u, v) = −Ω (τ˜(u), τ˜(v)) for all u, v ∈ V . As usual, we denote
symplectic complements by a superscript Ω.
Notice that Ω vanishes on V ±, for if u, v ∈ V ± then
Ω(u, v) = −Ω (τ˜(u), τ˜(v)) = −Ω(±u,±v) = −Ω(u, v),
so Ω(u, v) = 0. Since V = V +, it follows that V ⊂ V Ω, so V is isotropic.
Let u, v ∈ V Ω, and let u = u++u− and v = v++v− denote their decompositions
according to >xM = V + ⊕ V −. Again since V = V +, we know
Ω(u, v) = Ω(u, v+) + Ω(u, v−)
= Ω(u, v−)
= Ω(u+, v−) + Ω(u−, v−)
= Ω(u+, v−).
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By the anti-symmetry of Ω, we also have Ω(u, v) = Ω(u−, v+). Therefore
Ω(u, v) = Ω(u+ + u−, v+ + v−)
= Ω(u+, v+) + Ω(u+, v−) + Ω(u−, v+) + Ω(u−, v−)
= Ω(u+, v−) + Ω(u−, v+)
= 2 Ω(u, v),
so Ω(u, v) = 0. Hence V Ω ⊂ (V Ω)Ω = V , so V is coisotropic. Thus V is La-
grangian.
Let T be a maximal torus of G with Lie algebra t, and suppose it is preserved
by γ. (As described in Appendix B of [OS00], such a torus can always be obtained
by starting from a maximal torus of the submanifold Q = { g γ(g)−1 | g ∈ G } of
symmetric elements of G.) Choose a closed positive Weyl chamber t∗+ ⊂ t∗. Embed
t∗ as a vector subspace of g∗ in the usual way, using the real version of the root space
decomposition of gC. For any subset A ⊂ M , we let ∆(A) := Φ(A) ∩ t∗+. Notice
that if m ∈ M τ , then γ (Φ(m)) = −Φ(m), so Φ(m) ∈ q∗. Thus Φ(M τ ) ⊂ q∗. The
main result of [OS00] was the following essential converse. The proof required that
the torus T and the positive Weyl chamber t∗+ be chosen so as to be “compatible”
with the involutions in a certain sense, as detailed in [OS00, Section 3].
Theorem 3.1.5. Suppose T and t∗+ are “compatible” with the involutions. Then
∆(M τ ) = ∆(M) ∩ q∗.
Later, to the current author, Sjamaar suggested and outlined the following
corollary and proof. It generalizes the result of Theorem 3.1.5, doing away with
the full compatibility requirements on T and t∗+.
Corollary 3.1.6 (due to Sjamaar). The equation Φ(M τ ) = Φ(M) ∩ q∗ holds.
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Therefore, Theorem 3.1.5 is true for any choice of T and t∗+ such that T is γ-
invariant.
Proof. In Example 2.9 of [OS00], the authors describe how if λ ∈ q∗, a compatible
involution α on the Hamiltonian G-manifold G · λ, the coadjoint orbit through λ,
is given by α := −γ. In Proposition 2.3 of [OS00], they prove that (G · λ)α =
G · λ ∩ q∗ = Gγ · λ.
Now let λ ∈ Φ(M) ∩ q∗. Since t∗+ is a fundamental domain for the action of
G on g∗, there is some g ∈ G such that g · λ ∈ t∗+. Put λ′ = g · λ, and note
that λ ∈ G · λ′ ∩ q∗. By the previous paragraph, there is some k ∈ Gγ such that
λ = k · λ′, so λ′ = k−1 · λ. Since k−1 ∈ Gγ, we have
γ(λ′) = γ
(
k−1 · λ)
= γ(k−1) · γ(λ)
= k−1 · (−λ)
= −(k−1 · λ)
= −λ′,
so λ′ ∈ q∗. Because Φ is G-equivariant, if λ = Φ(x), then
λ′ = k−1 · λ = k−1 · Φ(x) = Φ(k−1 · x),
so λ′ ∈ Φ(M). Therefore λ′ ∈ Φ(M) ∩ q∗ ∩ t∗+ = Φ(M τ ) ∩ t∗+. So there is some
y ∈M τ with Φ(y) = λ′, which means
λ = k · λ′ = k · Φ(y) = Φ(k · y).
Because k ∈ Gγ and y ∈M τ , we have τ(k ·y) = γ(k) ·τ(y) = k ·y, so k ·y ∈M τ and
λ ∈ Φ(M τ ). Thus Φ(M)∩q∗ ⊂ Φ(M τ ). The other inclusion was shown above.
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Theorem 3.1.5 and Corollary 3.1.6 and their proofs do not require the presence
of the line bundle or the complex structures whose existence we have assumed. By
Kirwan’s convexity theorem ([Kir84]), the set ∆(M) is a convex polytope in t∗,
so ∆(M τ ) is the intersection of a convex polytope with a linear subspace, which
means it too is a convex polytope.
In the full Ka¨hler and line bundle circumstances we have defined here, O’Shea
and Sjamaar also proved the following statement, [OS00, Theorem 5.10].
Theorem 3.1.7. Let X be a closed, irreducible, complex subvariety of M preserved
by GC and τ , and let Y ⊂ M τ be the closure of any nonempty component of
Xreg ∩M τ , where Xreg denotes the set of regular points in X. Then
∆(Y ) = ∆(X) ∩ q∗.
The main result of Brion in [Bri87] implies that ∆(X) is a convex polytope in
t∗, so as before ∆(Y ) is a convex polytope as well.
In [GS06], Sjamaar and Guillemin strengthened Brion’s convexity result. Let
B ⊂ GC be the Borel subgroup determined by our choice t∗+ of positive Weyl
chamber. I.e., let B ⊂ GC be generated by exp b, where b ⊂ gC is the sum of t⊗C
and the root spaces of gC corresponding to roots which are positive with respect
to our choice of t∗+.
Theorem 3.1.8. Let X be a B-invariant irreducible closed subvariety of M . Then
∆(X) is a rational convex polytope in t∗, the closure of the set C(X), (defined in
Section 3.2), which is a convex polytope in the space of rational points in t∗.
Here, rational means rational with respect to the weight lattice of T , embedded
in a particular way in t∗, which we specify later. This theorem and its proof do
not involve any involutions, of course.
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Our main result is a combination of Theorems 3.1.7 and 3.1.8.
Theorem 3.1.9 (Main Theorem). Suppose the Borel subgroup B is preserved by
the involution σ on GC. Let X be a closed, irreducible, complex subvariety of M
preserved by both B and τ , and let Y be the closure of any nonempty component
of Xreg ∩M τ . Then
∆(Y ) = ∆(X) ∩ q∗
and ∆(Y ) is a rational convex polytope in t∗, the closure of the set Cγ(Y ), (defined
in Section 3.2), which is a convex polytope in the space of rational points in t∗.
Theorem 3.1.9 immediately implies the following.
Corollary 3.1.10. Suppose B and X are as in Theorem 3.1.9. If Xτ ∩Xreg 6= ∅,
then ∆(Xτ ) = ∆(X) ∩ q∗, and so ∆(Xτ ) is a rational convex polytope in t∗.
Notice that all of these results are specific instances of the main idea that the
real part of the moment polytope is the moment polytope of the real part.
Remark 3.1.11. Given an anti-holomorphic involution on GC, the question of
whether or not there exists an invariant Borel subgroup has been studied, for
instance in [Ada, Section 5]. An involution σ for which the answer is “yes” is
called principal, and these are characterized as those for whom the associated
real form (GC)σ of GC is quasisplit. One example of this is the involution g 7→ g on
SU(n)C = SL(n,C), where the bar denotes usual complex conjugation. Another
is the involution g 7→ In,n · g · In,n on O(2n,R)C = O(2n,C). The corresponding
real forms in these examples are SL(n,R) and O(n, n), respectively.
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3.2 The highest weight polytope
We follow Brion’s approach from [Bri87], as was done in [OS00, Section 5] and
[GS06], and consider certain subsets of global holomorphic sections of (M,L) and
its tensor powers. We will decompose these spaces into weight spaces under the
action of T .
Let Λ = Hom (T,U(1)) be the weight lattice of T . We identify Λ with a certain
lattice, also denoted Λ, in t∗ via the map λ ∈ Λ 7→ 1
2pii
>1λ ∈ t∗. Here >1λ denotes
the derivative of the map λ at the identity 1 ∈ T . Put Λ+ = Λ ∩ t∗+, the space of
dominant weights. We call a point in t∗ rational if it is contained in a rational
multiple of the weight lattice. Hence the set of rational points is Λ⊗Z Q.
Remark 3.2.1. The fact that γ preserves T implies that γ preserves the lattice
Λ. So with respect to a basis for t∗ consisting of lattice elements, γ|t∗ can be
represented by a matrix with rational entries. Since the only eigenvalues of γ are
the integers 1 and −1, we conclude that there exist bases for the eigenspaces t∗∩k∗
and t∗ ∩ q∗ of γ|t∗ consisting of rational linear combinations of lattice elements.
Therefore, for each of these eigenspaces, the rational elements in the eigenspace
form a dense subset of it.
Let Γhol(M,L) be the space of global holomorphic sections of (M,L), and for
each r ∈ N = {0, 1, 2, . . .} let Γhol(M,Lr) be the space of global holomorphic
sections of the r-fold tensor product of (M,L) over C,
(M,Lr) = (M,L⊗ L⊗ . . .⊗ L︸ ︷︷ ︸
r times
).
Then Γhol(M,L
0) is the space of holomorphic complex-valued functions on M .
Since M is compact, we know Γhol(M,L
0) ∼= C. Since T acts on (M,L) and by
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extension on each (M,Lr) by complex bundle automorphisms, T acts on the spaces
of holomorphic global sections of these bundles and in particular on the smooth
sections: for any such section s and any t ∈ T , the action of t on s is defined by
(t · s)(x) := t · [s (t−1 · x)]
for x ∈M .
Each Γhol(M,L
r) decomposes under the action of T into weight spaces:
Γhol(M,L
r) =
⊕
λ∈Λ
Γhol(M,L
r)λ.
Let S =
⊕
r∈N Γhol(M,L
r), and for each r ∈ N put Sλ,r = Γhol(M,Lr)λ. Then S
has a grading by Λ× N,
S =
⊕
(λ,r)∈Λ×N
Sλ,r.
Let N = [B,B] be the unipotent radical of B. Then this grading of S descends to
a grading of the N -invariant elements of S,
SN =
⊕
(λ,r)∈Λ+×N
SNλ,r.
(Recall that any weight that appears in the weight decomposition of SN must be
dominant.)
For any B-invariant irreducible closed complex subvariety X of M , let I(X)
be the homogeneous ideal of S consisting of sections that vanish identically on X,
let I(X)N denote the set of N -invariant sections that vanish identically on S, let
A(X) be the quotient A(X) = SN/I(X)N , and let A(X)rλ,r = S
N
rλ,r/I(X).
Definition 3.2.2. The highest weight polytope of X is the subset C(X) of
Λ⊗Q defined by
C(X) := {λ ∈ Λ⊗Q | ∃r ∈ Z+ such that rλ ∈ Λ+ and A(X)rλ,r 6= 0 } .
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As detailed in [Bri87], C(X) is indeed a convex polytope in the Q-vector space
Λ ⊗ Q. The specific main result of that paper is that, if X is preserved by all of
GC, then ∆(X)∩ (Λ⊗Q) = C(X) and ∆(X) is the closure of C(X) in t∗, so ∆(X)
is a rational convex polytope. The main result of [GS06] is exactly that the same
statements hold even if X is only preserved by B.
To put Definition 3.2.2 another way, an element λ ∈ Λ ⊗ Q is contained in
C(X) if and only if there exists r ∈ Z+ such that rλ ∈ Λ+ and there is a section
s ∈ SNrλ,r which does not vanish identically on X. An equivalent condition is that
there exists r ∈ Z+ such that rλ ∈ Λ+ and the irreducible representation of G
with highest weight rλ is a submodule of the G-module Γhol(M,L
r), and there is
an element of this submodule which does not vanish identically on X. Accordingly,
for any subset Z of M , we make the following definition.
Definition 3.2.3. The γ-highest weight set of Z is the subset Cγ(Z) of (Λ ⊗
Q) ∩ q∗ consisting of elements λ ∈ q∗ for which there exists r ∈ Z+ such that
the irreducible representation of G with highest weight rλ is a submodule of the
G-module Γhol(M,L
r), and there is an element of this submodule which does not
vanish identically on Z.
3.3 Proof of the main theorem
Suppose the Borel subgroup B is preserved by σ. Let X be a closed, irreducible,
complex subvariety of M preserved by B and τ , and let Y be the closure of any
nonempty component of Xreg ∩M τ .
Proposition 3.3.1. The equality Cγ(Y ) = C(X) ∩ q∗ holds.
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Proof. From the definition of Cγ(Y ), the inclusion Cγ(Y ) ⊂ C(X)∩q∗ is immediate.
For the other direction, suppose λ ∈ C(X) ∩ q∗. Then there is some r ∈ Z+
such that rλ ∈ Λ+ and a section s ∈ SNrλ,r which does not vanish identically on
X. Similarly to the proof of Proposition 3.1.4 above, observe that Y contains a
Lagrangian submanifold of Xreg. By the compatibility of the complex and sym-
plectic structures of M , this Lagrangian submanifold is a totally real submanifold,
which implies that Y is Zariski-dense in X. Hence any holomorphic section that
vanishes on all of Y must vanish on all of X, so s cannot vanish identically on Y .
Since λ ∈ q∗, this means that λ ∈ Cγ(Y ).
Consider the identity component of the fixed set (GC)σ of GC under the involu-
tion σ. Note that its Lie subalgebra is k⊕ iq. Proposition 5.5 of [OS00] states that
τ is equivariant under the action of this subgroup on M , which implies that this
subgroup preserves the fixed point set M τ . Let H denote the identity component
of the “real Borel subgroup”, Bσ. This group has the virtue of preserving both X
and M τ , which means it also preserves Y . Its Lie algebra is bσ = (k⊕ iq) ∩ b.
Lemma 3.3.2. The γ-highest weight polytope Cγ(Y ) is the set of rational points
in ∆(Y ).
Proof. Let λ ∈ Cγ(Y ). By Proposition 3.3.1, this means λ ∈ C(X)∩q∗. Then there
is r ∈ Z+ and s ∈ Γhol(M,Lr) such that rλ ∈ Λ+, s ∈ SNrλ,r, and s does not vanish
identically on X. Because Y is a closed subset of the compact space M , it is itself
compact, so there is an element y ∈ Y where the smooth function ‖s‖2 takes its
maximum value on Y . Recall that since s does not vanish on X, it does not vanish
on Y , so ‖s(y)‖2 > 0. Because H preserves Y , Y is a union of H-orbits. Since the
fundamental vector fields induced by elements of its Lie algebra bσ are tangent to
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the H-orbit through the point at which the vector field is evaluated, we see that
these vector fields must be tangent to Y . Because ‖s‖2 achieves a maximum in
Y at y, this means LξM‖s‖2(y) = 0 for all ξ ∈ bσ, where ξM is the fundamental
vector field on M induced by ξ.
Let Im: gC → g be projection onto the imaginary component of gC with respect
to the real form g, and let pr : b→ g be the restriction of Im to b ⊂ gC. For each
ξ ∈ g let Φξ : M → R be the function given by the pairing of Φ with elements of
g: Φξ := 〈Φ, ξ〉. Then [GS06, Equation 7] states that
LξM‖s‖2 = 4pir
(−λ(pr ξ) + Φpr ξ) ‖s‖2
for all ξ ∈ b. By our reasoning in the previous paragraph, this tells us that
0 = LξM‖s‖2(y) = 4pir
(−λ(pr ξ) + Φpr ξ(y)) ‖s(y)‖2
for all ξ ∈ bσ. Because ‖s(y)‖2 > 0, this implies that −λ(pr ξ) + Φ(pr ξ)(y) = 0,
and hence
〈Φ(y), ξ〉 = λ(pr ξ), (3.1)
for all ξ ∈ bσ. Recall that λ ∈ q∗, and because y ∈ M τ we also know Φ(y) ∈ q∗.
Hence if we show that q ⊂ pr(bσ), then Equation 3.1 implies that Φ(y) = λ.
Let ε ∈ q. In [GS06, page 10], it is shown that pr : b → g is onto. Therefore
there exists some δ ∈ g such that δ + iε ∈ b. Put ζ = 1
2
(δ + iε+ σ(δ + iε)), and
note that ζ is fixed by σ. Because b is preserved by σ and is a vector space, we
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have ζ ∈ b. Because σ is an anti-holomorphic extension of γ : g→ g, we compute
ζ =
1
2
(δ + iε+ σ(δ + iε))
=
1
2
(δ + iε+ γ(δ)− iγ(ε))
=
1
2
(δ + γ(δ)) +
i
2
(ε− (−ε))
=
1
2
(δ + γ(δ)) + iε.
Hence Im(ζ) = ε, and therefore q ⊂ pr(bσ), and so Φ(y) = λ. Thus Cγ(Y ) is a
subset of the rational points in ∆(Y ).
Now let λ = Φ(y) ∈ ∆(Y ) be a rational point. Since Y ⊂ X, we know
∆(Y ) ⊂ ∆(X), so λ is a rational point of ∆(X) also. By Theorem 3.1.8, this means
that λ ∈ C(X). Since y ∈ Y ⊂ M τ we have λ = Φ(y) ∈ q∗. By Proposition 3.3.1,
λ ∈ C(X) ∩ q∗ = Cγ(Y ). Thus the rational points of ∆(Y ) are contained in
Cγ(Y ).
We can now prove our main result, Theorem 3.1.9.
Proof of Theorem 3.1.9. We know that ∆(Y ) ⊂ ∆(X)∩ q∗. In the course of prov-
ing the main result of [GS06], Guillemin and Sjamaar proved that ∆(X) = C(X),
where the bar denotes the closure. Hence ∆(X) ∩ q∗ = C(X) ∩ q∗. Because q∗ is
equal to the closure of its rational points, as noted in Remark 3.2.1, we know that
C(X)∩q∗ = C(X) ∩ q∗. Finally, Proposition 3.3.1 implies that C(X) ∩ q∗ = Cγ(Y ).
Therefore
∆(X) ∩ q∗ = Cγ(Y ). (3.2)
Because Y is a closed subset of the compact space M , it is compact. So Φ(Y ) is
compact in g∗ and hence closed. Therefore its intersection with the closed positive
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Weyl chamber, ∆(Y ) = Φ(Y )∩ t∗+, is also closed. By Theorem 3.3.2 we know that
Cγ(Y ) ⊂ ∆(Y ), so Cγ(Y ) ⊂ ∆(Y ). Putting this together with Equation 3.2, we see
that ∆(X) ∩ q∗ ⊂ ∆(Y ). Thus ∆(X) ∩ q∗ = ∆(Y ).
3.4 Closures of Borel orbits
Throughout this section, we will assume that the Borel subgroup B is preserved
by the anti-holomorphic involution σ.
The simplest example of a closed irreducible complex subvariety of M preserved
by GC is the closure of a GC orbit: GCp, for some p ∈ M τ . In [OS00, Proposition
5.5] it was shown that the “real” part of this subvariety, (GCp)τ , has a nice decom-
position. The simplest example of a closed irreducible complex subvariety of M
preserved by B is the closure of a Borel orbit, and the “real” part of this subvari-
ety has a corresponding decomposition. The proof is the same, after intersecting
everything with B.
Lemma 3.4.1. Let H denote the identity component of the real Lie group Bσ.
For every p ∈M τ , the set (Bp)τ has a finite number of components, each of which
consists of a single H-orbit.
Therefore for any p ∈M , Hp is the closure of a component of (Bp)reg ∩M τ , so
Theorem 3.1.9 tells us that ∆((Bp)τ ) = ∆(Bp) ∩ q∗ = ∆(Hp).
Because our main result is so similar to that of Theorem 3.1.8, several of the
corollaries of that theorem in [GS06] lead immediately to corresponding corollaries
in our situation.
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Corollary 3.4.2. Suppose B and X are as in Theorem 3.1.9, and that Xτ∩Xreg 6=
∅. Then the set of x ∈ X such that ∆(Xτ ) = ∆(Hx) is nonempty and Zariski-open
in X. Here H is the identity component of Bσ.
Proof. [GS06, Corollary 2.5] states that the set of x ∈ X such that ∆(X) = ∆(Bx)
is nonempty and Zariski-dense in X. By Theorem 3.1.8 this is equivalent to the
statement that C(X) = C(Bx), which in turn implies that C(X)∩q∗ = C(Bx)∩q∗.
By Theorem 3.1.9 and Corollary 3.1.10, this means that ∆(Xτ ) = ∆
(
(Bx)τ
)
=
∆(Hx).
Corollary 3.4.3. The collection of polytopes ∆(Xτ ), where X ranges over all B
and τ -invariant irreducible closed complex subvarieties of M , is finite.
Proof. In [GS06, Corollary 2.6] it is proved that the collection of polytopes ∆(X),
where X ranges over the same set described in the statement of this corollary, is
finite. Our corollary then follows immediately from the fact that each ∆(Xτ ) =
∆(X) ∩ q∗, by Theorem 3.1.9.
Because GC-invariance implies B-invariance, and because M is itself both B
and GC-invariant, Corollary 3.4.2 leads to the following result.
Corollary 3.4.4. Suppose M τ contains a regular point. Then the set of p ∈ M
for which ∆(Hp) = ∆(G′p) = ∆(M τ ) is nonempty and Zariski-open in M . Here
H is the identity component of Bσ and G′ is the identity component of (GC)σ.
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3.5 Examples
Probably the most abundant source of examples to which the theorems in this
thesis apply is the constructions in the proof of the Borel–Weil Theorem. Suppose
G is a compact and connected Lie group, T ⊂ G is a maximal torus, t∗+ ⊂ t∗ is a
choice of positive Weyl chamber, and B is the Borel subgroup of GC corresponding
to t∗+. Then for each choice of dominant weight λ ∈ t∗+, we can construct an
integral, compact, and connected Ka¨hler manifold in the form of a complex flag
variety Mλ := G
C/Pλ, and a holomorphic line bundle L−λ over M whose Chern
class is represented by Mλ’s Ka¨hler form. Here Pλ is the parabolic subgroup of
GC corresponding to λ. Furthermore, the group G acts on (Mλ, L−λ) in a natural
Ka¨hlerian fashion. A thorough treatment of this material can be found in Section
4.12 of [DK00].
For any choice of Lie group involution γ on G, so long as σ preserves the Borel
subgroup B and the parabolic subgroup Pλ, we can easily construct involutions
τ on Mλ and β on L−λ so that all of requirements described in Section 3.1 are
satisfied. As in Section 3.4, let x ∈ (Mλ)τ , let X = Bx, and let Y = Hx, where H
is the identity component of Bσ. So long as (Mλ)
τ is nonempty, we have a situation
where we can apply all of the results of this paper. For an added twist, we can let
G = U ×U be the product of compact Lie groups. By pre-composing the action of
G on Mλ with the diagonal map U → U ×U , u 7→ (u, u), we obtain an action of U
on Mλ. It is well-known that this action is Hamiltonian with moment map obtained
by post-composing the G-moment map with the projection (u⊕u)∗ ∼= u∗⊕u∗ → u∗
defined by dualizing the diagonal map u→ u⊕ u.
For a specific example, let U = SU(2), so that UC = SL(2,C). Let T consist
of the diagonal matrices in U , and B the upper triangular matrices in UC. Then
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N = [B,B] consists of upper triangular matrices in UC with 1’s along the diagonal.
Define α ∈ t∗ by 2pixi 0
0 −2pixi
 7→ x ∈ R.
Then t∗ ∼= R·α ⊂ g∗, the positive Weyl chamber corresponding to B is t∗+ = R≥0 ·α,
and the weight lattice of (U, T ) is Λ = Z · α, so Λ+ = N · α.
Now let G = U ×U , and take T × T as a maximal torus and B ×B as a Borel
subgroup of GC = UC × UC. The closed positive Weyl chamber of t∗ ⊕ t∗ is then
t∗+×t∗+, the weight lattice is Λ×Λ, and the set of dominant weights is Λ+×Λ+. Let
λ1, λ2 ∈ Λ+ be nonzero dominant weights of (U, T ). Then (λ1, λ2) ∈ Λ+ × Λ+ is a
nonzero dominant weight of (G, T ×T ), and the corresponding parabolic subgroup
is B ×B. Our flag variety in this case is
M := GC/(B ×B) = (UC × UC)/(B ×B) ∼= (UC/B)× (UC/B).
Consider the map UC → CP1, where CP1 is one-dimensional complex projective
space, defined by projection onto the first column:x0 y0
x1 y1
 7→ [x0 : x1]. (3.3)
Note that this map is invariant under right multiplication by B, sincex0 y0
x1 y1

a c
0 a−1
 =
ax0 cx0 + a−1y0
ax1 cx1 + a
−1y1
 7→ [ax0 : ax1] = [x0 : x1]
for all
x0 y0
x1 y1
 ∈ UC,
a c
0 a−1
 ∈ B. Hence (3.3) induces a map UC/B → CP1,
which is actually an isomorphism since it has inverse
[x0 : x1] 7→
x0 0
x1 x
−1
0
 modB =
x0 −x−11
x1 0
 modB.
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The above map should be interpreted as follows. If x1 = 0, then use the first
formula. If x0 = 0, then use the second. If both of x0, x1 ∈ C are nonzero, then
the two formulas coincide, sincex0 0
x1 x
−1
0

1 −x−10 x−11
0 1
 =
x0 −x−11
x1 0
 .
Furthermore, (3.3) is equivariant with respect to left multiplication of UC on itself
and the standard action of UC = SL(2,C) on CP1. Since left and right multiplica-
tion within UC commute, the isomorphism UC/B ∼= CP1 is hence UC-equivariant.
It follows that M ∼= CP1 × CP1, also UC-equivariantly.
Let L(−λ1,−λ2) denote the holomorphic line bundle over M constructed from
the Borel–Weil Theorem. For involutions on U , M , and L, we can take standard
complex conjugation. For G = U ×U this means conjugation on each factor. It is
easily verified that these satisfy all of the necessary compatibility conditions.
Let r ∈ Z+. Then (rλ1, rλ2) is also a dominant weight, so we can repeat the
above construction, but we simply have L(−rλ1,−rλ2) ∼=
(
L(−λ1,−λ2)
)r
. Note also
that
L ∼= L−λ1  L−λ2 and Lr ∼= L−rλ1  L−rλ2 . (3.4)
Recall that the space Γhol(M,L
r) of global holomorphic sections of (M,Lr) is iso-
morphic as a G-representation to V (rλ1, rλ2)
∗, the dual of the irreducible represen-
tation of G with highest weight (rλ1, rλ2). Similarly, Γhol(CP1, L−rλ1) ∼= V (rλ1)∗
and Γhol(CP1, L−rλ2) ∼= V (rλ2)∗. In general, we have the formulas V (rλ1)∗ ∼=
V (−w0rλ1) and V (rλ2)∗ ∼= V (−w0rλ2), where w0 is the longest element of the
Weyl group of (U, T ). For U = SU(2), w0 is the identity. Together with the
equalities in (3.4), this implies that
Γhol(M,L
r) = Γhol(CP1, L−rλ1)⊗ Γhol(CP1, L−rλ1) ∼= V (rλ1)⊗ V (rλ2).
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If λ ∈ Λ+ is a dominant weight of (U, T ), then Vλ is equivalent to the space
of homogeneous complex polynomials of degree λ in two variables. (See pages
305–306 of [DK00].) If F is such a polynomial and u ∈ UC, then (u · F )(x, y) =
F (u−1(x, y)), where UC acts on C2 in the usual way. Using this description, we
see that Γhol(M,L
r) ∼= V (rλ1) ⊗ V (rλ2) can be viewed as the space of complex
polynomials F (x0, x1, y0, y1) which are homogenous of degree rλ1 in the first two
variables and homogeneous of degree rλ2 in the last two variables, which is a vector
space of dimension (rλ+ 1)(rλ2 + 1).
By the Clebsch-Gordan formula, the dominant weights that appear as highest
weights in the decomposition of V (rλ1) ⊗ V (rλ2) into irreducible representations
are exactly
r(λ1 + λ2), r(λ1 + λ2)− 2, r(λ1 + λ2)− 4, . . . , r |λ1 − λ2| ,
which can also be written as
r(λ1 + λ2)− 2k for integers k = 0, . . . ,min{rλ1, rλ2}. (3.5)
For each of these weights, there is a one-dimensional subspace of V (rλ1)⊗ V (rλ2)
which is N -invariant and on which T acts by the given weight. Some careful
computation shows that, for each k = 0, . . . ,min{rλ1, rλ2}, this one-dimensional
subspace is the complex span of the polynomial
Fr,k(x0, x1, y0, y1) :=
k∑
j=0
(−1)k−j
(
k
j
)
xj0x
rλ1−j
1 y
k−j
0 y
rλ2−k+j
1
= xrλ1−k1 y
rλ2−k
1 (x0y1 − y0x1)k .
(3.6)
The two formulas for Fr,k given in (3.6) are equal by the Binomial Expansion
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Theorem:
xrλ1−k1 y
rλ2−k
1 (x0y1 − y0x1)k = xrλ1−k1 yrλ2−k1
(
k∑
j=0
(
k
j
)
(x0y1)
j(−y0x1)k−j
)
=
k∑
j=0
(−1)k−j
(
k
j
)
xj0y
j+rλ2−k
1 y
k−j
0 x
k−j+rλ1−k
1
=
k∑
j=0
(−1)k−j
(
k
j
)
xj0x
rλ1−j
1 y
k−j
0 y
rλ2−k+j
1 .
From the first formula, it is easy to see that multiples of Fr,k transform under
T according to the weight r(λ1 + λ2) − 2k, while the second formula allows easy
verification that Fr,k and its multiples are invariant under N . Indeed, if
t =
a 0
0 a−1
 ∈ T
then
(t · Fr,k) (x0, x1,y0, y1)
= Fr,k
(
t−1(x0, x1), t−1(y0, y1)
)
= Fr,k(a
−1x0, ax1, a−1y0, ay1)
=
k∑
j=0
(−1)k−j
(
k
j
)
(a−1x0)j(ax1)rλ1−j(a−1y0)k−j(ay1)rλ2−k+j
=
k∑
j=0
(−1)k−j
(
k
j
)
a−j+rλ1−j−k+j+rλ2−k+jxj0x
rλ1−j
1 y
k−j
0 y
rλ2−k+j
1
=
k∑
j=0
(−1)k−j
(
k
j
)
ar(λ1+λ2)−2kxj0x
rλ1−j
1 y
k−j
0 y
rλ2−k+j
1
= ar(λ1+λ2)−2k · Fr,k(x0, x1, y0, y1)
= (r(λ1 + λ2)− 2k) (t) · Fr,k(x0, x1, y0, y1),
where here we regard the weight r(λ1 + λ2) − 2k in its form as an element of
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Hom (T,U(1)), where it is defined bya 0
0 a−1
 7→ ar(λ1+λ2)−2k.
Also, if
n =
1 c
0 1
 ∈ N
then
(n · Fr,k) (x0, x1, y0, y1) = Fr,k
(
n−1(x0, x1), n−1(y0, y1)
)
= Fr,k(x0 − cx1, x1, y0 − cy1, y1)
= xrλ1−k1 y
rλ2−k
1 [(x0 − cx1)y1 − (y0 − cy1)x1]k
= xrλ1−k1 y
rλ2−k
1 (x0y1 − cx1y1 − y0x1 + cy1x1)k
= xrλ1−k1 y
rλ2−k
1 (x0y1 − y0x1)k
= Fr,k(x0, x1, y0, y1).
Fix x = ([x0 : x1], [y0 : y1]) ∈ CP1 × CP1, and put X = Bx. For any
b =
a c
0 a−1
 ∈ B,
we have
Fr,k(bx) = Fr,k(ax0 + cx1, a
−1x1, ay0 + cy1, a−1y1)
=
(
a−1x1
)rλ1−k (a−1y1)rλ2−k [(ax0 + cx1)(a−1y1)− (ay0 + cy1)(a−1x1)]k
= a2k−rλ1−rλ2xrλ1−k1 y
rλ2−k
1
(
x0y1 + a
−1cx1y1 − y0x1 − a−1cy1x1
)k
= a2k−rλ1−rλ2xrλ1−k1 y
rλ2−k
1 (x0y1 − y0x1)k
= a2k−rλ1−rλ2 · Fr,k(x).
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Therefore Fr,k(bx) is a nonzero multiple of Fr,k(x) for any b ∈ B, so Fr,k vanishes
on X exactly when Fr,k(x) = 0.
The specific value of x will determine X, and there are only finitely many
possibilities. Before delving into cases, note thata c
0 a−1
 · [z0 : z1] = [az0 + cz1 : a−1z1].
for a, c ∈ C, [z0 : z1] ∈ CP1. Note that the point [1 : 0] ∈ CP1 is fixed by B, and
for any [w0 : 1] ∈ CP1, we have1 w0 − z0z1
0 1
 · [z0 : z1] = [z0 + (w0 − z0
z1
)
z1 : z1
]
= [z1w0 : z1]
= [w0 : 1].
Thus B · [z0 : z1] contains all points of the form [w0 : 1] for w0 ∈ C, which is a
dense subset of CP1. Therefore
B · [z0 : z1] =

{[z0 : z1]} if z1 = 0,
CP1 if z1 6= 0.
(3.7)
Let D : CP1 → CP1×CP1 denote the diagonal embedding. We will now deter-
mine the different possibilities forX = Bx, as well as their highest weight polytopes
C(X) and their moment polytopes ∆(X) = C(X). In the present situation, observe
that
C(X) =
{
rλ1 + rλ2 − 2k
r
∣∣∣∣ Fr,k(x) 6= 0} .
Case 1: x ∈ D(CP1).
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By (3.7), if x = D([1 : 0]) then X = {([1 : 0], [1 : 0])}. In this case, since
Fr,k(x) = 0
rλ1−k · 0rλ2−k · 0k = 0,
we have ∆(X) = C(X) = ∅.
If x 6= D([1 : 0]) then X = D(CP1). In this case, we can write
x = ([x0, 1], [x0, 1]) for some x0 ∈ C, so
Fr,k(x) = 1
rλ1−k · 1rλ2−k · 0k = 0k.
Therefore Fr,k(x) 6= 0 if and only if k = 0, so
∆(X) = C(X) =
{
rλ1 + rλ2
r
}
= {λ1 + λ2}.
Case 2: x = ([x0 : x1], [y0 : y1]) /∈ D(CP1) with x1y1 = 0.
In this case, we have exactly one of x1, y1 equal to zero. If x1 = 0, then by
(3.7) we have X = {[1 : 0]} × CP1. If y1 = 0, then X = CP1 × {[1 : 0]}.
Suppose now that x1 = 0. Then without loss of generality we can write
x = ([1, 0], [y0, 1]), so
Fr,k(x) = 0
rλ1−k · 1rλ2−k · 1k = 0rλ1−k,
so Fr,k(x) 6= 0 if and only if k = rλ1. By (3.5), this number occurs as a value
of k if and only if λ1 < λ2, in which case the weight is rλ1 + rλ2 − 2rλ1 =
rλ2 − rλ1. Therefore
∆(X) = C(X) =

∅ if λ1 > λ2,
{λ2 − λ1} if λ1 < λ2.
By symmetry, if y1 = 0 then
∆(X) = C(X) =

∅ if λ1 < λ2,
{λ2 − λ1} if λ1 > λ2.
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Case 3: x = ([x0 : x1], [y0 : y1]) /∈ D(CP1) with x1y1 6= 0.
By scaling the homogeneous coordinates, we can assume without loss of
generality that x = ([x0 : 1], [y0 : 1]) with x0 6= y0. For any z0, w0 ∈ C with
z0 6= w0, we claim that ([z0 : 1], [w0 : 1]) ∈ Bx. Indeed, if we let a be some
square root of the complex number z0−w0
x0−y0 , and c =
x0w0−y0z0
a(x0−y0) , thena c
0 a−1
 · [x0, x1] = [ax0 + c : a−1]
=
[
a2x0 + ac : 1
]
=
[
z0 − w0
x0 − y0 · x0 +
x0w0 − y0z0
x0 − y0 : 1
]
=
[
x0z0 − x0w0 + x0w0 − y0z0
x0 − y0 : 1
]
=
[
x0z0 − y0z0
x0 − y0 : 1
]
= [z0 : 1] ,
and similarly a c
0 a−1
 · [y0, y1] = [w0 : 1] .
Since { ([z0 : 1], [w0 : 1]) | z0, w0 ∈ C, z0 6= w0 } is dense in M = CP1 × CP1,
we have X = Bx = M .
Continuing to write x = ([x0 : 1], [y0 : 1]) with x0 6= y0, we have
Fr,k(x) = 1
rλ1−k · 1rλ2−k · (x0 − y0)k = (x0 − y0)k,
38
which is never zero. Therefore
C(X) =
{
rλ1 + rλ2 − 2k
r
∣∣∣∣ r ∈ Z+, k = 0, . . . ,min{rλ1, rλ2}}
=
{
λ1 + λ2 − 2k
r
∣∣∣∣ r ∈ Z+, k = 0, . . . ,min{rλ1, rλ2}}
=
{
λ1 + λ2, λ1 + λ2 − 2
r
, λ1 + λ2 − 4
r
, . . . , |λ1 − λ2|
∣∣∣∣ r ∈ Z+}
= { q ∈ Q | λ1 + λ2 ≥ q ≥ |λ1 − λ2| } ,
so ∆(X) is the closed line segment from |λ1 − λ2| to λ1 + λ2.
The inclusion R2 ↪→ C2 induces an inclusion RP1 ↪→ CP1, and elements of RP1
inside CP1 can be identified as those [z0 : z1] ∈ CP1 such that whichever of the
ratios z0/z1 and z1/z0 are defined are real numbers. Note that M
τ = RP1×RP1 ⊂
CP1 × CP1 = M .
Suppose now that x ∈M τ , so that X is preserved under τ and Xτ is nonempty.
If X is M , D(CP1), the product of CP1 and {[1 : 0]}, or just {[1 : 0]} × {[1 : 0]},
then Xτ is RP1 × RP1, D(RP1), the product of RP1 and {[1 : 0]}, or just {[1 :
0]}×{[1 : 0]}, respectively. Let Y = Xτ . Because g = su(2), all entries of elements
of t are pure imaginary, so γ acts on t∗ by negation, so t∗ ⊂ q∗. Then Theorem 3.1.9
implies that ∆(Y ) = ∆(X)∩q∗ = ∆(X), so that ∆(Y ) is always the same polytope
as ∆(X).
By an argument similar to that for Borel orbits in CP1, one can show that
GC · [z0 : z1] = CP1 for any [z0 : z1] ∈ CP1. (3.8)
It follows from this that if x ∈ D(CP1), then GCx = D(CP1). By Case 3 above,
if x = ([x0 : x1], [y0 : y1]) /∈ D(CP1) with x1y1 6= 0, then Bx = M , which means
that GCx = M as well. In fact, these are the only possible closures of GC-orbits in
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M . The remaining possibility to account for is Case 2, where x = ([x0 : x1], [y0 :
y1]) /∈ D(CP1) with x1y1 = 0. As discussed above, this means we can write x as
either x = ([1 : 0], [y0, 1]) or x = ([x0 : 1], [1 : 0]), depending on which of x1 and y1
is zero.
Let ([z0 : 1], [w0 : 1]) ∈ M be such that z0 6= w0, and note that the set of all
such points is dense in M . Then some easy computations show thatz0 woz0−w0 − y0z0
1 1
z0−w0 − y0
 · ([1 : 0], [y0 : 1]) = ([z0 : 1], [w0 : 1]),
w0 zow0−z0 − x0w0
1 1
w0−z0 − x0
 · ([x0 : 1], [1 : 0]) = ([z0 : 1], [w0 : 1]),
and z0 woz0−w0 − y0z0
1 1
z0−w0 − y0
 ,
w0 zow0−z0 − x0w0
1 1
w0−z0 − x0
 ∈ SL(2,C) = GC.
Therefore, in Case 2 we have GCx = M .
So the only possibilities for closures of GC-orbits on M are M and D(CP1),
whose real parts are RP1 × RP1 and D(RP1), respectively. The corresponding
moment polytopes are the closed line segment [|λ1 − λ2|, λ1 + λ2] and the point
{λ1 + λ2}, respectively. Note that three of the closures of Borel orbits described
above are not preserved by GC, and for the Borel case we obtain an additional
possible moment polytope (or two additional ones, if we include the empty set).
So even in this relatively easy example, we find some situations to which the results
of O’Shea and Sjamaar, such as Theorem 3.1.7 above, do not apply, while the new
results of this thesis, such as Theorem 3.1.9, do.
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CHAPTER 4
GENERALIZED COMPLEX MANIFOLDS
Generalized complex geometry is a rich and relatively recent field of study that
incorporates aspects of symplectic, complex, and Poisson geometry. As mentioned
in Chapter 2, every symplectic or complex structure on a manifold induces a GC
structure. Furthermore, every GC structure induces a Poisson structure, and if
the GC structure was derived from a symplectic one, then this Poisson structure
is the same one induced by the symplectic structure.
These connections to classical geometric structures naturally suggest for several
avenues of potential study in GC geometry. One such is the pursuit of a useful
definition of Hamiltonian group actions on GC manifolds, inspired by equivariant
symplectic and Poisson geometry, as well as the underlying physics. Several inde-
pendent groups of researchers have contributed to this search, including Bursztyn,
Cavalcanti, and Gualtieri, [BCG07]; Hu, [Hu09]; Lin and Tolman, [LT06]; Stie´non
and Xu, [SX08]; and Vaisman, [Vai07]. Because of the common sources of inspira-
tion, unsurprisingly there are similarities between many these different approaches.
In this thesis, we follow the approach of [LT06].
Lin and Tolman’s construction generalizes the usual symplectic definition, in
the sense that a Hamiltonian group actions in the symplectic sense are alsoHamil-
tonian with respect to the induced GC structure on the manifold. The Lin–Tolman
reduction of GC manifolds by Hamiltonian group actions also generalizes the Sym-
plectic Reduction Theorem, in the sense that the two versions of reduction com-
mute with the association of a GC structure to a symplectic one.
Just as in the symplectic case, in order to ensure that the generalized reduced
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space is a manifold, one must make an assumption regarding freeness of the group
action. Analogous to the work of Lerman and Sjamaar in [SL91], the main result
of this chapter, Theorem 4.4.6, is that even if the reduction of a GC manifold by
a Hamiltonian group action is a singular topological space, it decomposes into a
union of GC manifolds. For the case of a twisted generalized complex manifold,
we require the added constraint that the original manifold be compact.
A similar, although distinct, situation was studied in [JRS09], in which the
authors considered the singular reduction of Dirac manifolds. They analyzed the
global quotient of a Dirac manifold by a proper group action as a differential
space, as in [CS´01], and obtained conditions that guarantee the Dirac structure
will descend to the quotient space.
An interesting difference between the symplectic and GC situations is that the
generic result of symplectic reduction is a space with at worst orbifold singularities,
whereas for the reduction of a twisted GC manifold, the generic result seems to be
a space with worse-than-orbifold singularities. See Remark 4.4.1 below.
Section 4.1 is a rapid introduction to some essential notions from generalized
complex geometry. Section 4.2 reviews some important facts about equivariant
cohomology and the orbit type stratification of G-spaces. Section 4.3 consists of a
summary of Hamiltonian actions and reduction in generalized complex geometry.
Finally, Section 4.4 contains the full statement and proof of the main theorem of
this chapter.
42
4.1 Generalized complex geometry
We begin by giving several standard definitions and results from generalized com-
plex geometry, which can be found in [Gua03] or [BBB04].
4.1.1 Generalized complex linear algebra
For any real finite-dimensional vector space V , the space V ⊕ V ∗ carries a natural
non-degenerate, symmetric bilinear form 〈〈·, ·〉〉 of signature (n, n), defined by
〈〈u+ α, v + β〉〉 := 1
2
(α(v) + β(u))
for all u, v ∈ V , α, β ∈ V ∗. We will use the same notation for the complex bilinear
extension of this bilinear form to the complexification (V ⊕ V ∗) ⊗R C. (Note
that this yields a complex bilinear form, rather than a sesquilinear form.) These
bilinear forms will henceforth be referred to as the standard metrics on V ⊕ V ∗
and (V ⊕ V ∗)⊗ C.
Lemma 4.1.1. Let V be a real vector space.
(a) Let T : V → V be a linear map, and denote its complex linear extension by
T also. If λ ∈ C is an eigenvalue of T with eigenspace Vλ ⊂ V ⊗ C, then λ
is an eigenvalue of T with eigenspace Vλ ⊂ V ⊗ C.
(b) Let J : V → V be a complex structure on V , i.e. J2 = −idV . Then J is
diagonalizable with eigenvalues ±i.
Proof.
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(a) Suppose λ ∈ C is an eigenvalue of T , and let v ∈ Vλ. Since T is the complex
linear extension of a real linear map, we have
T (v) = T (v) = λv = λ v,
so λ is also an eigenvalue of T and Vλ ⊂ Vλ. On the other hand, if w ∈ Vλ,
then
T (w) = T (w) = λw = λv,
so Vλ ⊂ Vλ. Thus Vλ = Vλ.
(b) First, suppose λ ∈ C is an eigenvalue of the complex linear extension of J ,
which we denote by the same symbol. Then there is some nonzero v ∈ V ⊗C
such that
−v = (J)2(v) = J(λv) = λ2v,
so λ2 = −1, so λ = ±i.
Now, note that any v ∈ V ⊗ C can be decomposed as
v =
v − iJ(v)
2
+
v + iJ(v)
2
,
and
J
(
v ∓ iJ(v)
2
)
=
J(v)± iv
2
= ±i ·
(
v ∓ iJ(v)
2
)
.
Therefore the eigenspaces of J span V ⊗C, which means J is diagonalizable.
Proposition 4.1.2. Let V be a real vector space. There is a natural bijective
correspondence between the following two structures.
(a) Complex linear subspaces E ⊂ (V ⊕ V ∗)⊗ C such that E ∩ E = {0} and E
is maximally isotropic with respect to the standard metric on (V ⊕ V ∗)⊗C.
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(b) Linear automorphisms J of V ⊕ V ∗ such that J 2 = −idV⊕V ∗ and J is
orthogonal with respect to the standard metric on V ⊕ V ∗.
Proof. 1. ⇒ 2. Let E ⊂ (V ⊕ V ∗) ⊗ C be a maximally isotropic complex linear
subspace such that E ∩ E = {0}. Since E is maximally isotropic, we have
dimCE =
1
2
dimC((V ⊕V ∗)⊗C). Since dimCE = dimCE and E ∩E = {0},
it follows that (V ⊕ V ∗) ⊗ C = E ⊕ E. Furthermore, because the standard
metric on (V ⊕V ∗)⊗C is the complex linear extension of the one on V ⊕V ∗,
an easy but tedious computation proves that E is isotropic as well.
Define the complex linear map JC : (V ⊕V ∗)⊗C→ (V ⊕V ∗)⊗C by setting
JC equal to multiplication by +i on E and multiplication by −i on E. Since
E is a complex linear subspace, we know i · E = E and −i · E = i · E = E.
Note also that for x ∈ E, y ∈ E,
(JC)2(x+ y) = JC(ix− iy)
= i2x+ i2y
= −(x+ y),
so (JC)2 = −id.
Since (V ⊕V ∗)⊗C = E⊕E and V ⊕V ∗ = {x+ x | x ∈ (V ⊕ V ∗)⊗ C }, we
can write
V ⊕ V ∗ = { e+ e | e ∈ E } .
For all e ∈ E, we have JC(e+ e) = ie− ie = ie+ ie ∈ V ⊕ V ∗. Therefore JC
preserves V ⊕ V ∗. Denote the restriction of JC to V ⊕ V ∗ by J .
An arbitrary element of (V ⊕ V ∗) ⊗ C can be written as (x + x) + i(y + y)
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for x, y ∈ E, and
JC (x+ x+ iy + iy) = ix− ix+ i2y − i2y
= J (x+ x) + iJ (y + y),
so JC is determined by its restriction J to V ⊕V ∗. The property of squaring
to the negative identity is preserved by restriction, so J is a complex struc-
ture on V ⊕ V ∗. Finally, using the fact that both E and E are isotropic, we
compute
〈〈J (x+ x),J (y + y)〉〉 = 〈〈ix− ix, iy − iy〉〉
= 〈〈ix, iy〉〉+ 〈〈−ix, iy〉〉+ 〈〈ix,−iy〉〉+ 〈〈−ix,−iy〉〉
= 0 +−i2 〈〈x, y〉〉+−i2 〈〈x, y〉〉+ 0
= 〈〈x, y〉〉+ 〈〈x, y〉〉+ 〈〈x, y〉〉+ 〈〈x, y〉〉
= 〈〈x+ x, y + y〉〉
for all x, y ∈ E, so J is orthogonal.
2. ⇒ 1. Let J be an orthogonal complex structure on V ⊕V ∗, and let JC denote
its complex linear extension to (V ⊕V ∗)⊗C. Because (JC)2 = −id, we know
its eigenvalues are ±i. Let E be the (+i)-eigenspace of (V ⊕ V ∗) ⊗ C with
respect to JC. Since JC is orthogonal,
〈〈e, f〉〉 = 〈〈JC(e),JC(f)〉〉 = 〈〈ie, if〉〉 = i2 〈〈e, f〉〉 = −〈〈e, f〉〉
and hence 〈〈e, f〉〉 = 0 for all e, f ∈ E. Therefore E is isotropic.
By Lemma 4.1.1, we know that E is the (−i)-eigenspace of (V ⊕V ∗)⊗C with
respect to JC, and that (V ⊕V ∗)⊗C = E⊕E. Therefore E ∩E = {0}, and
since E and E have the same complex dimension, their common dimension
must be 1
2
dimC((V ⊕V ∗)⊗C). Therefore E (and E) are maximal isotropic.
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Definition 4.1.3. Let V be a real vector space. Either of the equivalent structures
described in Proposition 4.1.2 will be called a linear GC structure on V . If V
is equipped with a linear GC structure, then V is a GC vector space.
Let E ⊂ (V ⊕ V ∗)⊗ C be a linear GC structure on V , and let
pi : (V ⊕ V ∗)⊗ C ∼= (V ⊗ C)⊕ (V ∗ ⊗ C)→ V ⊗ C
be the projection. The type of this GC structure is the complex codimension of
pi(E) in V ⊗ C:
type(E) = dimC(V ⊗ C)− dimC pi(E).
Remark 4.1.4. Let V be a real vector space. A maximally isotropic subspace of
V ⊕V ∗, respectively (V ⊕V ∗)⊗C, is called a linear Dirac structure, respectively
complex linear Dirac structure, on V . Thus, a linear GC structure on V is a
complex linear Dirac structure E on V such that E ∩ E = {0}.
Proposition 4.1.5. Let (V,J ) be a GC vector space. Then dimV is even.
Proof. Let
(V ⊕ V ∗)+ := {x ∈ V ⊕ V ∗ | 〈〈x, x〉〉 > 0 } ∪ {0}
and
(V ⊕ V ∗)− := {x ∈ V ⊕ V ∗ | 〈〈x, x〉〉 < 0 } ∪ {0},
and note that these are both vector subspaces of V ⊕ V ∗, and 〈〈·, ·〉〉 is positive
definite on (V ⊕ V ∗)+ and negative definite on (V ⊕ V ∗)−. Since the natural
metric on V ⊕ V ∗ is symmetric, nondegenerate, and has signature (n, n), we know
that these vector spaces each have dimension n, and their direct sum is V ⊕ V ∗.
Furthermore, because J is orthogonal, both of these vector spaces are stable under
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J . The restriction of J to (V ⊕V ∗)± gives each the structure of a complex vector
space, so their dimensions must be even. Therefore n is even.
Example 4.1.6.
(a) Let (V,Ω) be a symplectic vector space, meaning that Ω ∈ ∧2(V ∗) is a
non-degenerate, skew-symmetric bilinear form on V . Define the map JΩ : V⊕
V ∗ → V ⊕ V ∗ by
JΩ :=
 0 −Ω]
Ω[ 0
 .
As described in Section 4.1 of [Gua03], this is a linear GC structure on V of
type 0, with linear Dirac structure
EΩ =
{
X − iΩ[(X) ∣∣ X ∈ V ⊗ C} .
(b) Let (V, I) be a complex vector space, meaning that I : V → V is a linear
map such that I2 = −idV . Define the map JI : V ⊕ V ∗ → V ⊕ V ∗ by
JI :=
−I 0
0 I∗
 .
As described in Section 4.1 of [Gua03], this is a linear GC structure on V of
type 1
2
dimV , with linear Dirac structure
EI = V0,1 ⊕ V ∗1,0,
where V1,0, V0,1 ⊂ V ⊗ C denote the (+i) and (−i)-eigenspaces of I, respec-
tively.
Example 4.1.7. Let (V1,J1) and (V2,J2) be real GC vector spaces. Then the
direct sum of J1 and J2 is a map
(J1,J2) : V 1 ⊕ V ∗1 ⊕ V2 ⊕ V ∗2 → V1 ⊕ V ∗1 ⊕ V2 ⊕ V ∗2 ,
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which under the identification
V1 ⊕ V ∗1 ⊕ V2 ⊕ V ∗2 ∼= (V1 ⊕ V2)⊕ (V1 ⊕ V2)∗
yields a linear GC structure on V1 ⊕ V2. We will call this the direct sum of the
linear GC structures on V1 and V2.
Suppose G : V ⊕ V ∗ → V ⊕ V ∗ is an orthogonal and involutive linear map, so
that G2 = idV . Then the associated bilinear form
(X ,Y) 7→ 〈〈G(X ),Y〉〉
on V ⊕V ∗ is symmetric. We will call G positive definite if its associated bilinear
form is positive definite, i.e. if 〈〈G(X ),X〉〉 > 0 for all nonzero X ∈ V ⊕ V ∗. Note
that if J1 and J2 are commuting linear GC structures, then G := −J1 ◦ J2 : V ⊕
V ∗ → V ⊕ V ∗ is orthogonal and involutive.
Definition 4.1.8. Let V be a real vector space. A linear GK structure on V is
a pair (J1,J2) of commuting linear GC structures on V such that G := −J1 ◦ J2
is positive definite. In this case (V,J1,J2) is called a GK vector space.
Example 4.1.9. Let V be a Ka¨hler vector space, so that V has both a linear
symplectic structure Ω and a complex structure I, and the bilinear form on V
defined by (u, v) 7→ g(u, v) := Ω (u, I(v)) is symmetric and positive definite. Then
Ω[ ◦ I = −I∗ ◦ Ω[ and g[ = I∗ ◦ Ω[. It follows that JΩ and JI commute and
G := −JΩ ◦ JI =
 0 g]
g[ 0
 ,
which is positive definite. Therefore (JΩ,JI) is a linear GK structure on V .
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Definition 4.1.10. Let V be a real vector space, and let B ∈ ∧2(V ∗). The
B-transform of V ⊕ V ∗ defined by B is the map
eB : V ⊕ V ∗ → V ⊕ V ∗, eB :=
 1 0
B[ 1
 .
Proposition 4.1.11 (Section 2.2 of [Gua03]). Let V be a real vector space and let
B ∈ ∧2(V ∗). The B-field transform eB is orthogonal with respect to the standard
metrics on V ⊕ V ∗ and (V ⊕ V ∗)⊗C. It transforms linear GC structures on V by
J 7→ eB ◦ J ◦ e−B and E 7→ eB(E)
for a linear GC structure given equivalently by a map J or a Dirac structure E,
and it preserves types. It transforms linear GK structures (J1,J2) by transforming
J1 and J2 individually.
Proposition 4.1.12 ([BBB04], Lemma 8.2). Let V be a real vector space with
linear GC structure E ⊂ (V ⊕V ∗)⊗C, and let W ⊂ V be a linear subspace. Then
the subspace EW ⊂ (W ⊕W ∗)⊗ C defined by
EW := {u+ α|W ∈ (W ⊕W ∗)⊗ C | u+ α ∈ (WC ⊕ V ⊗ C∗) ∩ E }
is a complex linear Dirac structure on W .
The following definition comes from [BBB04].
Definition 4.1.13. Let (V,E) be a real GC vector space, and let W ⊂ V be a
vector subspace. If the subspace EW ⊂ (W ⊕W ∗)⊗ C satisfies EW ∩ EW = {0},
so that EW is a GC structure for W , then we call (W,EW ) a GC subspace of
(V,E), and denote by JW the complex structure on W ⊕W ∗ induced by EW .
Definition 4.1.14. Let V be a real vector space with linear GC structure given
by J : V ⊕V ∗ → V ⊕V ∗, and let W ⊂ V be a linear subspace. We say W is split
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if there is a linear subspace N ⊂ V such that V = W ⊕ N , and W ⊕ Ann(N) is
preserved by J . In this case, the subspace N is called a splitting for W in V .
Proposition 4.1.15 (Proposition 4.8 of [BBB04]). Let V be a real vector space
with linear GC structure given by J : V ⊕ V ∗ → V ⊕ V ∗, let W ⊂ V be a split
linear subspace of V with splitting N ⊂ V . Then the following hold.
(a) Both W and N are GC subspaces of V , and V = W ⊕N is a direct sum of
linear GC structures.
(b) Let ψ : W⊕Ann(N)→ W⊕W ∗ be the natural isomorphism given by (w, f) 7→
(w, f |W ). Then
JW = ψ ◦
(J |W⊕Ann(N)) ◦ ψ−1,
where JW is the linear GC structure of W as a GC subspace of (V,J ).
(c) The subspace W is a splitting for N , and the above results hold with the roles
of W and N reversed.
Corollary 4.1.16. Let (V,J1,J2) be a GK vector space, and let W ⊂ V be a
linear subspace. If N ⊂ V is a splitting for N with respect to both J1 and J2, then
(W, (J1)W , (J2)W ) is a GK vector space.
Proof. Because J1|W⊕Ann(N) and J2|W⊕Ann(N) commute, it follows from part (b) of
Proposition 4.1.15 that (J1)W and (J2)W commute, so −(J1)W ◦ (J2)W is orthog-
onal and involutive. That it is positive definite also follows from part (b) of the
above proposition, and the fact that the isomorphism Ψ: W ⊕Ann(N)→ W ⊕W ∗
is isometric with respect to the restriction of the natural metric on V ⊕ V ∗ to the
domain of ψ and the natural metric on W ⊕W ∗.
Definition 4.1.17. Let (V,J ) be a GC vector space, and let G be a group acting
linearly on V . Recall that the action of G on V induces a dual action of G on V ∗,
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defined by g · f := f ◦ g−1 for all g ∈ G and f ∈ V ∗. Therefore G acts on V ⊕ V ∗
by g 7→ (g, (g−1)∗) for all g ∈ G. We say the G-action on (V,J ) is canonical if
the action of G on V ⊕ V ∗ commutes with J , i.e. if the diagram
V ⊕ V ∗
(g,(g−1)∗)

J // V ⊕ V ∗
(g,(g−1)∗)

V ⊕ V ∗ J // V ⊕ V ∗
commutes for all g ∈ G.
Lemma 4.1.18. Let V be a real vector space with linear GC structure given by
E ⊂ (V ⊕V ∗)⊗C. Let G be a group acting linearly on V . Then G acts canonically
on (V,E) if and only if E is stable under the complex linear extension of the G-
action to (V ⊕ V ∗)⊗ C.
Proof. Let J be the complex structure on V ⊕V ∗ induced by E, and suppose that
the action of G on V ⊕ V ∗ commutes with J . Then the complex linear extension
of J and the G-action to (V ⊕ V ∗) ⊗ C commute also. Recall from the proof of
Proposition 4.1.2 that E is the (+i)-eigenspace of J . Let v ∈ E. Then for any
g ∈ G, we have
J (g · v) = g · J (v) = g · (iv) = i (g · v),
so g · v ∈ E. Therefore the action of G preserves E.
Now, assume the action of G on (V ⊕ V ∗) ⊗ C preserves E, and let J be the
complex structure on V ⊕ V ∗ induced by E. Because E is maximally isotropic
with respect to the standard type (n, n) metric on (V ⊕ V ∗) ⊗ C, it has complex
dimension n. Since E ∩ E = {0}, it follows that (V ⊕ V ∗) ⊗ C = E ⊕ E. The
complexification JC of J is defined by making E the (+i)-eigenspace of JC, and
E the (−i)-eigenspace. Note that since the G-action on (V ⊕ V ∗) ⊗ C preserves
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E, it must also preserve E. Let v ∈ V ⊕ V ∗, and write v = x + y for some x ∈ E
and y ∈ E. Then for any g ∈ G, we have
g · J (v) = g · JC(v)
= g · (ix− iy)
= i (g · x)− i (g · y)
= JC(g · x) + JC(g · y)
= JC ((g · (x+ y))
= J (g · v).
Therefore the action of G commutes with J .
Example 4.1.19. Let (V,Ω) be a symplectic vector space, let Ω[ : V → V ∗ be the
induced linear isomorphism, and let
JΩ :=
 0 −Ω]
Ω[ 0

be the induced linear GC structure. Let G be a group acting linearly on V . This
action is called symplectic with respect to Ω if Ω(g · u, g · v) = Ω(u, v) for all
g ∈ G and u, v ∈ V . It is easy to check that the G-action is symplectic if and only
if the map Ω[ : V → V ∗ is G-equivariant with respect to the action on V and the
induced action on V ∗, if and only if the G-action commutes with JΩ.
Lemma 4.1.20. Let G be a compact Lie group acting linearly on a finite-
dimensional real vector space V . Recall the induced action of G on the dual V ∗ of
V , defined by
g · λ : v 7→ λ(g−1 · v)
for all g ∈ G, λ ∈ V ∗, and v ∈ V . Then there is a G-equivariant linear isomor-
phism V → V ∗, and thus the dimensions of the G-fixed point sets in V and V ∗ are
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the same:
dimV G = dim(V ∗)G.
Proof. Choose a G-invariant inner product on V , whose constructibility is assured
by the compactness of G. Then the action of G on V is orthogonal with respect
to this inner product. Let {v1, . . . , vn} be an orthonormal basis for V with respect
to this inner product, and let {λ1, . . . , λn} denote the corresponding dual basis,
which satisfies 〈λi, vj〉 = δij for all i, j = 1, . . . n, where 〈·, ·〉 denotes the pairing
V ∗×V → R and δij is the Kronecker delta. Define the linear isomorphism T : V →
V ∗ by T (vi) = λi for each i = 1, . . . , n.
With respect to the ordered basis for V given above, if the transformation
corresponding to an element g ∈ G has matrix [gij]ni,j=1, then because this trans-
formation is orthogonal we know that the matrix ((g−1)ij)ni,j=1 for the transforma-
tion corresponding to g−1 satisfies (g−1)ij = gji for all i, j = 1, . . . , n. For any
i, j = 1, . . . , n and g ∈ G we have
〈T (g · vi), vj〉 =
〈
T
(
n∑
k=1
gikvk
)
, vj
〉
=
n∑
k=1
gik 〈λk, vj〉 = gij,
and
〈g · T (vi), vj〉 =
〈
λi, g
−1 · vj
〉
=
〈
λi,
n∑
k=1
(g−1)jkvk
〉
=
〈
λi,
n∑
k=1
gkjvk
〉
=
n∑
k=1
gkj 〈λi, vk〉
= gij.
Thus T is G-equivariant.
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Proposition 4.1.21. Let (V,J ) be a GC vector space, let G be a compact topo-
logical group that acts canonically on (V,J ), and let
V G := { v ∈ V | g · v = v for all g ∈ G }
be the set of G-fixed points of V . Then V G is split.
Proof. Let dg be a bi-invariant Haar measure on G, adjusted so that dg(G) = 1.
Define the function pi : V → V G by
pi(v) :=
∫
G
(g · v) dg
for v ∈ V . It is easy to check that pi is well-defined, linear, and acts as the identity
on V G. Set N := ker pi. We claim that N is a splitting for V G in V .
The map pi is a linear projection from V onto V G, so V = V G⊕kerpi = V G⊕N .
Observe also that N is G-stable, because for all v ∈ N and h ∈ G,
pi(h · v) =
∫
G
g · (h · v) dg =
∫
G
(gh) · v dg =
∫
G
(g · v) dg = pi(v) = 0,
since dg is right-invariant.
To complete the proof of this proposition, it remains to show that V G⊕Ann(N)
is preserved by J . We claim that Ann(N) = (V ∗)G, which would imply that
(V ⊕ V ∗)G = V G ⊕ (V ∗)G = V G ⊕Ann(N). Since J commutes with the action of
G on V ⊕ V ∗, we know that J ((V ⊕ V ∗)G) = (V ⊕ V ∗)G, and hence a proof of
this claim completes the proof of this proposition.
Let λ ∈ Ann(N), let g ∈ G, and let u ∈ V . Decompose u as u = v + w for
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v ∈ V G and w ∈ N . Then
(g · λ)(u) = λ(g−1 · u)
= λ(g−1 · v) + λ(g−1 · w)
= λ(v) + λ(g−1 · w) since v ∈ V G
= λ(v) + 0 since w ∈ N , N is G-stable, and λ ∈ Ann(N)
= λ(v) + λ(w) since w ∈ N and λ ∈ Ann(N)
= λ(u).
Therefore λ ∈ (V ∗)G, so Ann(N) ⊂ (V ∗)G. Note that
Ann(N) ∼= (V/N)∗ = ((V G ⊕N)/N)∗ ∼= (V G)∗.
Hence dim Ann(N) = dim(V G) = dim(V ∗)G, so Ann(N) = (V ∗)G.
4.1.2 Generalized complex manifolds
For any smooth manifold M , the generalized tangent bundle, also known as
the Pontryagin bundle or big tangent bundle, of M is TM := >M ⊕>∗M .
This vector bundle carries a natural, smoothly-varying, fiber-wise, non-degenerate,
symmetric bilinear form 〈〈·, ·〉〉 of signature (n, n), defined by
〈〈u+ α, v + β〉〉 := 1
2
(α(v) + β(u))
for all x ∈ M and u + α, v + β ∈ TxM . We will use the same notation for the
complex bilinear extension of this metric to the complexification TCM := TM⊗RC.
These metrics will henceforth be referred to as the standard metrics on TM and
TCM .
The following result follows from Proposition 4.1.2.
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Proposition 4.1.22. Let M be a manifold. There is a natural bijective correspon-
dence between the following two structures.
(a) Complex linear subbundles E ⊂ TCM over M such that E ∩ E = 0 and E
is maximally isotropic with respect to the standard metric on TCV . (Here 0
denotes the image of the zero section of TCM →M , as is customary.)
(b) Bundle automorphisms J of TM over idM such that J 2 = −id and J is
orthogonal with respect to the standard metric on TM .
Definition 4.1.23. Let M be a manifold. Either of the equivalent structures
described in Proposition 4.1.22 will be called an almost GC structure on M . If
M is equipped with an almost GC structure, then M is an almost GC manifold.
Let E ⊂ TCM be an almost GC structure on M , and for each x ∈ M let
pix : TC,xM →>C,xM be the projection. The type of this almost GC structure at
the point x ∈M is the complex codimension of pix(Ex) in >C,xM :
type(E)x = dimC>C,xM − dimC pix(Ex).
An almost GK structure on M is a pair of commuting almost GC structures
(J1,J2) on M such that the orthogonal and involutive bundle map G := −J1 ◦J2
is positive definite, in the sense that G|TxM : TxM → TxM is positive definite
for each x ∈M .
Remark 4.1.24. Let M be a manifold. A maximally isotropic linear subbundle
of TM , respectively TCM , is called a Dirac structure, respectively complex
Dirac structure on M . Thus an almost GC structure on M is a complex Dirac
structure E ⊂ TCM satisfying E ∩E = 0, (where here 0 refers to the image of the
zero section of TCM →M , as is usual).
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The Lie bracket defines a skew-symmetric bilinear bracket on sections of the
tangent bundle >M . This can be extended to a skew-symmetric bilinear bracket
on sections of the generalized tangent bundle TM , called the Courant bracket,
defined by
[X + α, Y + β] := [X, Y ] + LXβ − LY α− 1
2
d (β(X)− α(Y ))
for all X +α, Y +β ∈ Γ(TM), where Γ(TM) denotes the space of smooth sections
of TM → M . Here the bracket on the right-hand side is the usual Lie bracket
of vector fields, and L denotes Lie differentiation. For each closed differential
three-form H ∈ Ω3cl(M), there is also the H-twisted Courant bracket, defined
by
[X + α, Y + β]H := [X + α, Y + β] + ιY ιXH
X + α, Y + β ∈ Γ(TM). Both the Courant and the H-twisted Courant brack-
ets extend complex linearly to brackets on smooth sections of the complexified
generalized tangent bundle TCM , which will be denoted the same way.
Definition 4.1.25. Let M be a manifold, and let L be a real (respectively com-
plex) linear subbundle of TM (respectively TCM). Then L is Courant involutive
if the space Γ(L) of smooth sections of L is closed under the Courant bracket, i.e.[
Γ(L),Γ(L)
] ⊂ Γ(L). If H ∈ Ω3cl(M), we similarly define H-twisted Courant
involutive.
Let E ⊂ TCM be an almost GC structure on M . This is a GC structure if
E is Courant involutive, in which case (M,E) is a GC manifold. If H ∈ Ω3cl(M)
and E is H-twisted Courant involutive, then E is an H-twisted GC structure,
and (M,E,H) is a twisted GC manifold.
Let (J1,J2) be an almost GK structure on M . This is a GK structure if both
J1 and J2 are Courant involutive, in which case (M,J1,J2) is a GK manifold.
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If H ∈ Ω3cl(M) and J1 and J2 are H-twisted Courant involutive, then this is an
H-twisted GK structure, and (M,J1,J2, H) is a twisted GK manifold.
Remark 4.1.26. Let M be a manifold and D be a real of complex Dirac structure
on M . Then D is called closed, or integrable, if the space Γ(D) of smooth
sections of D is Courant involutive. Thus a GC structure on M is a closed complex
Dirac structure E ⊂ TCM such that E ∩ E = 0.
The integrability condition for almost GC structures J on a manifold M can be
stated in terms of the Courant–Nijenhuis torsor of J , which is the R-bilinear
map NJ : Γ(TM)× Γ(TM)→ Γ(TM) defined by
NJ (X ,Y) := [X ,Y ] + J ([J (X ),Y ] + [X ,J (Y)])− [J (X ),J (Y)]
for X ,Y ∈ Γ(TM). For H ∈ Ω2cl(M), one can analogously define the H-twisted
Courant–Nijenhuis torsor by using the H-twisted Courant bracket instead of
the untwisted one.
Proposition 4.1.27. Let (M,J ) be an almost GC manifold, and let H ∈ Ω3cl(M).
Then the (+i)-eigenbundle E ⊂ TCM of J is H-twisted Courant involutive if and
only if the H-twisted Courant–Nijenhuis torsor NJ vanishes identically on M .
Proof. Let NJ denote both the H-twisted Courant–Nijenhuis torsor and its com-
plex linear extension to a C-bilinear map Γ(TCM)×Γ(TCM)→ Γ(TCM). Observe
that if Z,W ∈ Γ(E), then
NJ (Z,W) = [Z,W ]H + J ([J (Z),W ]H + [Z,J (W)]H)− [J (Z),J (W)]H
= [Z,W ]H + J ([iZ,W ]H + [Z, iW ]H)− [iZ, iW ]H
= [Z,W ]H + J (2i [Z,W ]H)− i2 [Z,W ]H
= 2 [Z,W ]H + 2iJ ([Z,W ]H) .
(4.1)
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Therefore, if NJ vanishes on γ(TM), then its extension to γ(TCM) vanishes also,
so
2 [Z,W ]H + 2iJ ([Z,W ]H) = 0
and hence
J ([Z,W ]H) = i [Z,W ]H
for all Z,W ∈ Γ(E) ⊂ Γ(TCM). This means that [Γ(E),Γ(E)] ⊂ Γ(E).
Suppose now that E is H-twisted Courant involutive. Then by (4.1) we have
NJ (Z,W) = 2 [Z,W ]H + 2iJ ([Z,W ]H)
= 2 [Z,W ]H + 2i2 [Z,W ]H
= 0
(4.2)
for any Z,W ∈ Γ(E). It is easy to check that the complex-linear extensions to
Γ(TCM) of the GC structure J , the H-twisted Courant bracket, and hence also
the Courant–Nijenhuis torsor NJ on Γ(TM) are compatible with conjugation, in
the sense that
J (Z) = J (Z),
[Z,W ]H = [Z,W ]H , and
NJ (Z,W) = NJ (Z,W)
for all Z,W ∈ Γ(TCM). If Z,W ∈ Γ(E), then Z,W ∈ Γ(E), so by (4.2) we have
NJ (Z,W) = NJ (Z,W) = 0,
and hence NJ (Z,W) = 0 as well. Finally, if Z ∈ Γ(E) and W ∈ Γ(E), then since
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E is the (−i)-eigenbundle of J , we have
NJ (Z,W) = [Z,W ]H + J ([J (Z),W ]H + [Z,J (W)]H)− [J (Z),J (W)]H
= [Z,W ]H + J ([iZ,W ]H + [Z,−iW ]H)− [iZ,−iW ]H
= [Z,W ]H + J (i [Z,W ]H − i [Z,W ]H) + i2 [Z,W ]H
= 0,
and similarly NJ (W ,Z) = 0. Therefore NJ vanishes when restricted to Γ(E) ×
Γ(E), Γ(E) × Γ(E), Γ(E) × Γ(E), and Γ(E) × Γ(E). Since TCM = E ⊕ E, this
means that NJ vanishes on Γ(TCM), and thus also on Γ(TM) ⊂ Γ(TCM).
Remark 4.1.28. Observe that the Courant–Nijenhuis torsor is identical in form to
the Nijenhuis tensor for almost complex structures, except that it uses the Courant
bracket instead of the Lie bracket, and is applied to sections of the generalized
tangent bundle rather than the tangent bundle. By the Newlander-Nirenberg
Theorem, an almost complex structure corresponds to a complex structure on the
manifold exactly when the Nijenhuis tensor vanishes identically. By the same
reasoning as in the proof of Proposition 4.1.27, this is equivalent to the (+i)-
eigenbundle with respect to the almost complex structure being closed under the
complexification of the Lie bracket. Thus the integrability condition for almost
GC structures is completely analogous to the integrability condition for almost
complex structures.
Definition 4.1.29. Let M be a manifold, and let B ∈ Ω2(M), where Ω2(M)
denotes the space of differential two-forms on M . The B-transform of TM defined
by B is the map
eB : TM → TM, eB :=
 1 0
B[ 1
 .
The B-transform eB is called closed or exact if the two-form B is closed or exact,
respectively.
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The proposition below follows almost immediately from Proposition 4.1.11
above.
Proposition 4.1.30. Let M be a manifold and let B ∈ Ω2(M). The B-field
transform eB is orthogonal with respect to the standard metrics on TM and TCM .
It transforms almost GC structures on V by
J 7→ eB ◦ J ◦ e−B and E 7→ eB(E)
for a almost GC structure given equivalently by a map J or a Dirac structure E,
and it preserves types. It transforms almost GK structures (J1,J2) by transforming
J1 and J2 individually.
Proposition 4.1.31 (Proposition 3.23 of [Gua03]). Let M be a manifold, let H ∈
Ω3cl(M), and let B ∈ Ω2(M). The B-transform of an H-twisted GC structure is an
(H + dB)-twisted GC structure. Thus, a closed B-transform of an untwisted GC
structure is untwisted.
Remark 4.1.32. For a manifold M , the symmetries of TM are the bundle au-
tomorphisms F : TM → TM covering diffeomorphisms φ : M → M such that F
preserves both the standard metric on TM and the Courant bracket on Γ(TM).
Given a diffeomorphism φ : M → M , we can obtain a symmetry of TM by
setting F = (φ∗, (φ−1)∗). However, there are symmetries of TM , and hence of
generalized geometric structures, which do not arise in this way. These extra
symmetries are precisely the closed B-transforms.
Compare this to the case of symmetries of >M , which are bundle automor-
phisms F : >M → >M covering diffeomorphisms φ : M → M such that F pre-
serves just the Lie bracket on Γ(>M). In this case, it must be that F = φ∗.
Proofs of these assertions can be found in §3.3 of [Gua03].
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Example 4.1.33.
(a) Let (M,ω) be a pre-symplectic manifold, meaning that ω ∈ Ω2(M) is a non-
degenerate form on M , but not necessarily closed. Just as in the linear case,
this defines an almost GC structure Jω on M by
Jω :=
 0 −ω]
ω[ 0

of type 0 at every point. It has associated Dirac structure defined by
Eω,x =
{
X − i ω[x(X)
∣∣ X ∈ >C,xM } ,
for each x ∈ M . Its Courant–Nijenhuis torsor NJω is given in Proposi-
tion 4.1.34 below, from which it follows that it is a GC structure if and only
if dω = 0, i.e. if and only if ω is a symplectic structure on M .
(b) Let (M, I) be an almost complex manifold, meaning that I2 = −id>M but I
is not necessarily integrable. Just as in the linear case, this defines an almost
GC structure JI on M by
JI :=
−I 0
0 I∗
 .
of type 1
2
dimM at every point. It has associated Dirac structure defined by
EI =>0,1M ⊕>∗1,0M,
where >1,0M,>0,1M ⊂ >CM denote the (+i) and (−i)-eigenbundles of I,
respectively. Its Courant–Nijenhuis torsor NJI is given in Proposition 4.1.35
below, from which it follows that it is a GC structure if and only if I is
integrable, i.e. if and only if I is a complex structure on M .
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(c) Let M be a Ka¨hler manifold with Ka¨hler form ω ∈ Ω2(M), complex
structure I : >M → >M , and associated Riemannian metric g. Then just
as in the linear case Jω and JI commute and
G := −Jω ◦ JI =
 0 g]
g[ 0

is positive definite, so (M,Jω,JI) is a GK manifold.
In the following two proofs, we will make frequent use of the following formula
for operators on differential forms. For vector fields X and Y , we have
ι[X,Y ] = ιXLY − LY ιX (and hence ιXLY = LY ιX + ι[X,Y ]).
Proposition 4.1.34. Let M be a manifold and let ω ∈ Ω2(M) be a pre-symplectic
structure. Then the Courant–Nijenhuis torsor of the associated almost GC struc-
ture Jω is given by
NJω(X + α, Y + β) =
(
ω]ιω]βιω]α − ω]ιY ιX + ιω]βιX − ιω]αιY
)
dω
for X + α, Y + β ∈ Γ(TM).
Proof. Throughout this proof we will use the fact that, for λ ∈ Ω1(M) and v ∈
Vec(M), we have
〈λ, v〉 = 〈ω[ω]λ, v〉 = ω(ω]λ, v).
Write J = Jω, and let X = X + α, Y = Y + β ∈ Γ(TM). Then J (X ) =
J (X + α) = −ω]α + ω[X and J (Y) = J (Y + β) = −ω]β + ω[Y . We compute
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[X ,Y ] = [X, Y ] + LXβ − LY α− 1
2
d (〈β,X〉 − 〈α, Y 〉) ,
[JX ,Y ] = −[ω]α, Y ]− Lω]αβ − LY (ω[X)−
1
2
d
(− 〈β, ω]α〉− 〈ω[X, Y 〉) ,
[X ,JY ] = −[X,ω]β] + LX(ω[Y ) + Lω]βα−
1
2
d
(〈
ω[Y,X
〉
+
〈
α, ω]β
〉)
, and
[JX ,JY ] = [ω]α, ω]β]− Lω]α(ω[Y ) + Lω]β(ω[X)
− 1
2
d
(− 〈ω[Y, ω]α〉+ 〈ω[X,ω]β〉) .
Since 〈
ω[Y, ω]α
〉
= ω(Y, ω]α) = −ω(ω]α, Y ) = −〈α, Y 〉 ,
and similarly
〈
ω[X,ω]β
〉
= −〈β,X〉, we know
[X ,Y ]− [JX ,JY ]
= [X, Y ]− [ω]α, ω]β] + LXβ − LY α + Lω]α(ω[Y )− Lω]β(ω[X)
− 1
2
d (〈β,X〉 − 〈α, Y 〉) + 1
2
d (〈α, Y 〉 − 〈β,X〉)
= [X, Y ]− [ω]α, ω]β] + LXβ − LY α + Lω]α(ω[Y )− Lω]β(ω[X)
− d (〈β,X〉 − 〈α, Y 〉) .
Also
[JX ,Y ] + [X ,JY ]
= −[ω]α, Y ]− [X,ω]β]− Lω]αβ − LY (ω[X) + LX(ω[Y ) + Lω]βα
− 1
2
d
(−ω(ω]β, ω]α)− ω(X, Y ) + ω(Y,X) + ω(ω]α, ω]β))
= −[ω]α, Y ]− [X,ω]β]− Lω]αβ − LY (ω[X) + LX(ω[Y ) + Lω]βα
+ d
(
ω(X, Y )− ω(ω]α, ω]β)) .
We will compute the vector and covector parts of NJ (X ,Y) separately.
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The vector part of
NJ (X ,Y) = [X ,Y ] + J ([J (X ),Y ] + [X ,J (Y)])− [J (X ),J (Y)] ,
is
Vec ([X ,Y ]− [JX ,JY ])− ω] (Covec ([JX ,Y ] + [X ,JY ])) .
We begin by simplifying Covec ([JX ,Y ] + [X ,JY ]).
Let Z be a vector field. Then
ιZCovec ([JX ,Y ] + [X ,JY ])
= −ιZLω]αβ − ιZLY (ω[X) + ιZLX(ω[Y ) + ιZLω]βα
+ ιZd
(
ω(X, Y )− ω(ω]α, ω]β))
= − (Lω]αιZ + ι[Z,ω]α]) β − (LY ιZ + ι[Z,Y ]) (ω[X)
+
(LXιZ + ι[Z,X]) (ω[Y ) + (Lω]βιZ + ι[Z,ω]β])α
+ LZ (ω(X, Y ))− LZ
(
ω(ω]α, ω]β)
)
= −Lω]α 〈β, Z〉 −
〈
β, [Z, ω]α]
〉− LY 〈ω[X,Z〉− 〈ω[X, [Z, Y ]〉
+ LX
〈
ω[Y, Z
〉
+
〈
ω[Y, [Z,X]
〉
+ Lω]β 〈α,Z〉+
〈
α, [Z, ω]β]
〉
+ LZ (ω(X, Y ))− LZ
(
ω(ω]α, ω]β)
)
= −Lω]α
(
ω(ω]β, Z)
)− ω(ω]β, [Z, ω]α])
− LY (ω(X,Z))− ω(X, [Z, Y ])
+ LX (ω(Y, Z)) + ω(Y, [Z,X])
+ Lω]β
(
ω(ω]α,Z)
)
+ ω(ω]α, [Z, ω]β])
+ LZ (ω(X, Y ))− LZ
(
ω(ω]α, ω]β)
)
.
Using the notation
∑
cyclic(X,Y,Z)
to denote the sum over all cyclic permutations of
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(X, Y, Z), and similarly for (ω]α, ω]β, Z), we can write
ιZCovec ([JX ,Y ] + [X ,JY ])
=
∑
cyclic(X,Y,Z)
(LX (ω(Y, Z)) + ω(X, [Y, Z]))
−
∑
cyclic(ω]α,ω]β,Z)
(Lω]α (ω(ω]β, Z))+ ω(ω]α, [ω]β, Z]))
− ω(Z, [X, Y ]) + ω(Z, [ω]α, ω]β])
= (dω)(X, Y, Z)− (dω)(ω]α, ω]β, Z)
+ ω([X, Y ], Z)− ω([ω]α, ω]β], Z)
= ιZ
(
ιY ιX(dω)− ιω]βιω]α(dω) + ω[([X, Y ])− ω[([ω]α, ω]β])
)
.
Therefore
ω]Covec ([JX ,Y ] + [X ,JY ])
= ω]
(
ιY ιX(dω)− ιω]βιω]α(dω) + ω[([X, Y ])− ω[([ω]α, ω]β])
)
= ω]
(
ιY ιX − ιω]βιω]α
)
(dω) + [X, Y ]− [ω]α, ω]β],
so the vector part of NJ (X ,Y) is
Vec ([X ,Y ]− [JX ,JY ])− ω] (Covec ([JX ,Y ] + [X ,JY ]))
= [X, Y ]− [ω]α, ω]β]− ω] (ιY ιX − ιω]βιω]α) (dω)− [X, Y ] + [ω]α, ω]β]
= ω]
(
ιω]βιω]α − ιY ιX
)
(dω). (4.3)
The covector part of NJ (X ,Y) is
Covec ([X ,Y ]− [JX ,JY ]) + ω[ (Vec ([JX ,Y ] + [X ,JY ]))
= LXβ − LY α + Lω]α(ω[Y )− Lω]β(ω[X)
− d (〈β,X〉 − 〈α, Y 〉)− ωβ ([ω]α, Y ] + [X,ω]β]) .
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Let Z be a vector field. Then
ιZCovec ([X ,Y ]− [JX ,JY ]) + ιZω[ (Vec ([JX ,Y ] + [X ,JY ]))
= ιZLXβ − ιZLY α + ιZLω]α(ω[Y )− ιZLω]β(ω[X)
− ιZd (〈β,X〉 − 〈α, Y 〉)− ιZωβ
(
[ω]α, Y ] + [X,ω]β]
)
=
(LXιZ + ι[Z,X]) β − (LY ιZ + ι[Z,Y ])α
+
(Lω]αιZ + ι[Z,ω]α]) (ω[Y )− (Lω]βιZ + ι[Z,ω]β]) (ω[X)
− LZ 〈β,X〉+ LZ 〈α, Y 〉 − ω([ω]α, Y ], Z)− ω([X,ω]β], Z)
= LX 〈β, Z〉+ 〈β, [Z,X]〉 − LY 〈α,Z〉 − 〈α, [Z, Y ]〉
+ Lω]α
〈
ω[Y, Z
〉
+
〈
ω[Y, [Z, ω]α]
〉
− Lω]β
〈
ω[X,Z
〉− 〈ω[X, [Z, ω]β]〉
− LZ 〈β,X〉+ LZ 〈α, Y 〉 − ω([ω]α, Y ], Z)− ω([X,ω]β], Z)
= LX
(
ω(ω]β, Z)
)
+ ω(ω]β, [Z,X])
− LY
(
ω(ω]α,Z)
)− ω(ω]α, [Z, Y ])
+ Lω]α (ω(Y, Z)) + ω(Y, [Z, ω]α])
− Lω]β (ω(X,Z))− ω(X, [Z, ω]β])
− LZ
(
ω(ω]β,X)
)
+ LZ
(
ω(ω]α, Y )
)
− ω([ω]α, Y ], Z)− ω([X,ω]β], Z).
=
∑
cyclic(X,ω]β,Z)
(LX (ω(ω]β, Z))+ ω(X, [ω]β, Z]))
−
∑
cyclic(Y,ω]α,Z)
(LY (ω(ω]α,Z))+ ω(Y, [ω]α,Z]))
= (dω)(X,ω]β, Z)− (dω)(Y, ω]α,Z)
=
(
ιZιω]βιX − ιZιω]αιY
)
(dω)
= ιZ
(
ιω]βιX − ιω]αιY
)
(dω).
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Hence the covector part of NJ (X ,Y) is
Covec ([X ,Y ]− [JX ,JY ]) + ω[ (Vec ([JX ,Y ] + [X ,JY ]))
=
(
ιω]βιX − ιω]αιY
)
(dω). (4.4)
Putting together (4.3) and (4.4), we have
NJ (X ,Y) =
(
ω]ιω]βιω]α − ω]ιY ιX + ιω]βιX − ιω]αιY
)
dω,
as desired.
Proposition 4.1.35. Let M be a manifold and let I : >M → >M be an almost
complex structure. Then the Courant–Nijenhuis torsor of the associated almost
GC structure JI is given by
NJI (X + α, Y + β) = NI(X, Y ) + α (NI(Y, ·))− β (NI(X, ·))
for X + α, Y + β ∈ Γ(TM).
Proof. Write J = JI , and let X = X + α, Y = Y + β ∈ Γ(TM). Then J (X ) =
J (X + α) = −IX + I∗α and J (Y) = J (Y + β) = −IY + I∗β. We compute
[X ,Y ] = [X, Y ] + LXβ − LY α− 1
2
d (〈β,X〉 − 〈α, Y 〉) ,
[JX ,Y ] = [−IX, Y ]− LIXβ − LY (I∗α)− 1
2
d (−〈β, IX〉 − 〈I∗α, Y 〉)
= −[IX, Y ]− LIXβ − LY (I∗α) + 1
2
d (〈β, IX〉+ 〈α, IY 〉) ,
[X ,JY ] = [X,−IY ] + LX(I∗β) + LIY α− 1
2
d (〈I∗β,X〉+ 〈α, IY 〉)
= −[X, IY ] + LX(I∗β) + LIY α− 1
2
d (〈β, IX〉+ 〈α, IY 〉) , and
[JX ,JY ] = [IX, IY ]− LIX(I∗β) + LIY (I∗α)− 1
2
d (−〈I∗β, IX〉+ 〈I∗α, IY 〉)
= [IX, IY ]− LIX(I∗β) + LIY (I∗α)− 1
2
d
(− 〈β, I2X〉+ 〈α, I2Y 〉)
= [IX, IY ]− LIX(I∗β) + LIY (I∗α)− 1
2
d (〈β,X〉 − 〈α, Y 〉) .
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Therefore
[X ,Y ]− [JX ,JY ] = [X, Y ]− [IX, IY ] + LXβ + LIX(I∗β)− LY α− LIY (I∗α)
and
J ([JX ,Y ] + [X ,JY ])
= −I (−[IX, Y ]− [X, IY ]) + I∗ (−LIXβ − LY (I∗α) + LX(I∗β) + LIY α)
= I ([IX, Y ] + [X, IY ]) + I∗ (LX(I∗β)− LIXβ + LIY α− LY (I∗α)) .
Then the vector part of
NJ (X ,Y) = [X ,Y ] + J ([JX ,Y ] + [X ,JY ])− [JX ,JY ]
is
[X, Y ]− [IX, IY ] + I ([IX, Y ] + [X, IY ]) = NI(X, Y ), (4.5)
and the covector part is
LXβ + LIX(I∗β)− LY α− LIY (I∗α)
+ I∗ (LX(I∗β))− I∗ (LIXβ) + I∗ (LIY α)− I∗ (LY (I∗α)) . (4.6)
Applying the one-forms in (4.6) to an arbitrary vector field Z, we have
ιZLXβ = LX 〈β, Z〉+ 〈β, [Z,X]〉 ,
ιZLIX(I∗β) = LIX 〈β, IZ〉+ 〈β, I[Z, IX]〉 ,
ιZLY α = LY 〈α,Z〉+ 〈α, [Z, Y ]〉 ,
ιZLIY (I∗α) = LIY 〈α, IZ〉+ 〈α, I[Z, IY ]〉 ,
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ιZI
∗ (LX(I∗β)) = ιIZLX(I∗β)
= LX
〈
β, I2Z
〉
+ 〈β, I[IZ,X]〉
= −LX 〈β, Z〉+ 〈β, I[IZ,X]〉 ,
ιZI
∗ (LIXβ) = ιIZLIXβ
= LIX 〈β, IZ〉+ 〈β, [IZ, IX]〉 ,
ιZI
∗ (LIY α) = ιIZLIY α
= LIY 〈α, IZ〉+ 〈α, [IZ, IY ]〉 , and
ιZI
∗ (LY (I∗α)) = ιIZLY (I∗α)
= LY
〈
α, I2Z
〉
+ 〈α, I[IZ, Y ]〉
= −LY 〈α,Z〉+ 〈α, I[IZ, Y ]〉 .
Therefore ιZ of the formula (4.6) equals
〈β, [Z,X] + I[Z, IX] + I[IZ,X]− [IZ, IX]〉
− 〈α, [Z, Y ] + I[Z, IY ] + I[IZ, Y ]− [IZ, IY ]〉
= 〈α, [Y, Z] + I[Y, IZ] + I[IY, Z]− [IY, IZ]〉
− 〈β, [X,Z] + I[X, IZ] + I[IX,Z]− [IX, IZ]〉
= 〈α,NI(Y, Z)〉 − 〈β,NI(X,Z)〉 ,
so the covector part of NJ (X ,Y) is
α (NI(Y, ·))− β (NI(X, ·)) . (4.7)
Putting (4.5) and (4.7) together, we have
NJ (X ,Y) = NI(X, Y ) + α (NI(Y, ·))− β (NI(X, ·)) ,
as desired.
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Example 4.1.36. Let (M1,J1) and (M2,J2) be almost GC manifolds. Then the
direct sum J of J1 and J2 is a map J := (J1,J2) : TM1 ⊕ TM2 → TM1 ⊕ TM2,
which under the identification TM1 ⊕ TM2 ∼= T(M1 ×M2) yields an almost GC
structure on M1×M2. We will call this the direct sum of the almost GC structures
on M1 and M2. It is not hard to see that (J1,J2) is a GC structure on M1 ×M2
if and only if Ji is a GC structure on Mi for i = 1, 2.
Let H1 ∈ Ω3cl(M1) and H2 ∈ Ω3cl(M2), let pii : M1 ×M2 → Mi be the natural
projection for i = 1, 2, and set H := pi∗1H1 +pi
∗
2H2. By the naturality of the exterior
derivative, we know H is a closed three-form on M1 ×M2. Furthermore, it is not
hard to see that (J1,J2) is an H-twisted GC structure on M1 ×M2 if and only if
Ji is an Hi-twisted GC structure on Mi for i = 1, 2.
There is a completely analogous product construction for almost GK and GK
manifolds as well.
Let (M,E,H) be a twisted GC manifold. Suppose S is a submanifold of M
given by the embedding j : S ↪→ M . Although j induces a natural embedding
>j : >S ↪→ >M of tangent bundles, because of the contravariance of cotangent
bundles there is in general no obvious embedding TS ↪→ TM of the generalized
tangent bundles.
For each x ∈ S, define
ES,x :=
{
(X,λ|S) ∈ TC,xS
∣∣ (X,λ) ∈ (>C,xS ⊕>∗C,xM) ∩ Ex } .
By Proposition 4.1.12, each ES,x is a complex linear Dirac structure on TxS. Let
ES :=
⊔
x∈S ES,x. Then ES is a constant-rank complex linear distribution of TCS,
but is not in general a smooth subbundle, nor will it generally satisfy ES ∩ES = 0.
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Proposition 4.1.37. Let (M,E,H) be a twisted GC manifold, let j : S ↪→M be a
submanifold, and let ES ⊂ TCS be as defined above. If ES is a subbundle of TCS,
then ES is (j
∗H)-twisted Courant involutive.
In the untwisted case, where H = 0, Proposition 4.1.37 was proved in [Cou90,
Corollary 3.1.4]. The proof in the twisted case is nearly identical, with only mi-
nor changes to this proof and the relevant definitions and precursory results, (i.e.
Definition 2.3.2, Propositions 2.3.3 and 3.1.3, and Corollary 3.1.4 in [Cou90]).
Definition 4.1.38. Let (M,E,H) be a twisted GC manifold, and let j : S ↪→ M
be a submanifold. If ES ⊂ TCS is a subbundle and satisfies ES ∩ ES = 0, then
(S,ES, j
∗H) is a (twisted) GC submanifold of (M,E,H), and we denote by
JS the GC structure on S induced by ES.
Remark 4.1.39. Suppose (M,E,H) is a twisted GC manifold, and j : S ↪→M is
an open submanifold. Then since >S and >∗S can be identified with (>M)|S and
(>∗M)|S, respectively, we see that we can identify ES with E|S, that JS = J |TS,
and that j∗H can be identified with H|S. Therefore an open submanifold of an
H-twisted GC manifold is automatically an H-twisted GC manifold. Similarly, an
open submanifold of an H-twisted GK manifold is automatically an H-twisted GK
manifold.
Definition 4.1.40. Let (M,J ) be an almost GC manifold, and let S ⊂ M be a
submanifold. A splitting bundle for S with respect to (M,J ) is a subbundle N
of >M |S → S such that >M |S = >S ⊕N and >S ⊕ Ann(N) ⊂ TM is invariant
under J . If a splitting bundle exists for S, then S is called a split submanifold
of (M,J ).
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The following is an extension of Proposition 5.12 of [BBB04] to the twisted
case. The proofs of both the original and the twisted version essentially come
down to Proposition 4.1.15.
Proposition 4.1.41. Let (M,J , H) be a twisted GC manifold, and let i : S ↪→M
be a split submanifold of M with splitting bundle N → S. Then S is an (i∗H)-
twisted GC submanifold of (M,J , H), and the GC structure corresponding to the
bundle ES is the same as the one induced by the restriction of J via the natural
isomorphism
TS ∼= >S ⊕ AnnN ⊂ TM.
Corollary 4.1.42. Let (M,J1,J2, H) be a twisted GK manifold, and and let
i : S ↪→M be a split submanifold of M with respect to both J1 and J2, with splitting
bundle N → S. Then (S, (J1)W , (J2)W ) is an (i∗H)-twisted GK manifold.
Definition 4.1.43. Let M be a manifold, and let G be a Lie group acting smoothly
on M . This lifts to an action of G on TM by bundle automorphisms, given by
(
g∗, (g−1)∗
)
: >M ⊕>∗M →>M ⊕>∗M
for each g ∈ G, where g∗ is the pushforward of tangent vectors by the map
g : M →M and (g−1)∗ is the pullback of tangent covectors by the map g−1 : M →
M .
Let J be an H-twisted GC structure on M . We say that the G-action on
(M,J , H) is canonical if the following hold.
(a) The differential form H is G-invariant, i.e. g∗H = H for all g ∈ G.
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(b) The action of G on TM commutes with J , i.e. the diagram
TM
(g∗,(g−1)∗)

J // TM
(g∗,(g−1)∗)

TM J
// TM
commutes for all g ∈ G.
It is easy to check that a smooth group action on a manifold commutes with
an almost GC structure J : TM → TM if and only if the complex linear extension
of the action preserves the corresponding almost Dirac structure.
Example 4.1.44. Let (M,ω) be a pre-symplectic manifold, let Ω[ : >M →>∗M
be the associated bundle isomorphism, and let
Jω :=
 0 −Ω]
Ω[ 0

be the associated almost GC structure on M . Let G be a Lie group acting smoothly
on M . It follows from the discussion in Example 4.1.19 that the G-action on
(M,Jω) is canonical if and only if it is symplectic.
Recall that for a smooth action of a compact Lie group G on a manifold M ,
each connected component of the fixed point set MG is a closed submanifold of
M . (Different components of MG may have different dimensions.)
Proposition 4.1.45. Let M be a manifold, and let J be an almost GC structure
on M . Suppose the compact Lie group G acts canonically on (M,J ). Then each
component of MG is a split submanifold of (M,J ).
Proof. Let (MG)′ be a component of MG. First, recall that for each x ∈ (MG)′
the derivative of the action of G at x defines a linear action of G on >xM , and
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that >x(MG)′ = (>xM)G. Let dg be a bi-invariant Haar measure on G, adjusted
so that dg(G) = 1. Define a bundle map pi : (>M)|(MG)′ →>(MG)′ by setting
pix(v) :=
∫
G
(g · v) dg for all v ∈ V,
for each x ∈ (MG)′. Define the subbundle N ⊂ (>M)|(MG)′ by setting Nx := ker pix
for each x ∈ MG. That pi is a bundle map and N is a vector bundle follow from
the naturality of the technique of averaging by integration. By Proposition 4.1.21,
for each x ∈ V G we know >xM = (>xM)G ⊕ Nx = >x(MG)′ ⊕ Nx, and that
(>xM)G ⊕ Ann(Nx) = >x(MG)′ ⊕ Ann(Nx) is preserved by Jx. Thus N is a
splitting for (MG)′ ⊂ (M,J ).
4.2 Background information on G-spaces
In this section we give some brief definitions and results about compact group
actions on manifolds which will be required in later sections. The standard refer-
ence for the material on equivariant cohomology is [GS99]. The material on orbit
spaces and their stratification by orbit types can be found in [DK00, Chapter 2]
and [OR04, Chapter 2].
4.2.1 Equivariant cohomology
Let M be a manifold and G be a compact Lie group acting smoothly on M .
Consider the space Ωk(M)⊗Si(g∗), where Si denotes the degree i elements of the
symmetric algebra. This is a G-space with action defined by linear extension of the
rule g ·(α⊗p) := ((g−1)∗α)⊗(p◦Adg−1) for g ∈ G, α ∈ ΩF(M), p ∈ S(g∗). We can
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identify Ωk(M) ⊗ Si(g∗) with the space of degree i polynomial maps g → Ωk(M)
via
α⊗ p : ξ 7→ p(ξ) · α
for ξ ∈ g. An element of Ωk(M)⊗Si(g∗) is G-invariant if and only if its correspond-
ing polynomial map is G-equivariant with respect to the adjoint action G  g and
the action G  Ωk(M) given by g · α := (g−1)∗α for g ∈ G, α ∈ Ωk(M).
Definition 4.2.1. Let M be a manifold and G be a compact Lie group acting
smoothly on M . The space of equivariant differential forms of degree n on
M is
ΩnG(M) :=
bn/2c⊕
i=0
(
Ωn−2i(M)⊗ Si(g∗))G .
The differential dG : Ω
n
G → Ωn+1G is defined, viewing equivariant forms as maps
g→ Ω?(M), by
dG(α⊗ p)(ξ) := (dα− ιξMα) p(ξ) for all ξ ∈ g.
The Cartan model for the G-equivariant cohomology of M is HFG (M) :=
HF(ΩFG , dG).
Suppose now that G acts freely on M . Then the G-equivariant cohomology of
M is naturally isomorphic as a graded algebra to the de Rham cohomology of the
quotient M/G,
HFG (M)
∼= HF(M/G).
We denote this isomorphism by κ : HFG (M)→ HF(M/G).
Let B ∈ Ωn(M). The form B is called basic if it is G-equivariant and if
ιξMB = 0 for all ξ ∈ g. If there is a differential form B˜ ∈ Ωn(M/G) such that the
pullback of B˜ by the quotient map M →M/G equals B, then we say B descends
to B˜.
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Proposition 4.2.2. Let M be a manifold and G be a compact Lie group acting
smoothly and freely on M .
(a) If B ∈ Ωn(M) is basic, then B descends to some B˜ ∈ Ωn(M/G).
(b) If B ∈ Ωn(M)G ⊂ ΩnG(M) is equivariantly closed, i.e. dGB = 0, then B is
closed and basic and descends to some closed B˜ ∈ Ωn(M/G) such that
κ[B] = [B˜],
where [B] and [B˜] are the cohomology classes of B and B˜, respectively.
(c) If η ∈ ΩnG(M) is equivariantly closed, then there exists Γ ∈ Ωn−1G (M) so that
η + dGΓ ∈ Ωn(M)G ⊂ ΩnG(M). In this case, since η + dGΓ is equivariantly
closed, it descends to some η˜ ∈ Ωn(M/G) such that κ[η] = [η˜].
Definition 4.2.3. Let M be a manifold and G be a compact Lie group acting
on M smoothly and freely. Then M → M/G is a (left) principal G-bundle. A
connection on this bundle is a g-valued one-form θ ∈ Ω1(M, g) such that
(a) θ is G-equivariant, i.e. g∗θ = Adg ◦ θ;
(b) θ(ξM) ≡ ξ for all ξ ∈ g.
4.2.2 Orbit type stratification
Let G be a group. For each subgroup H of G, we will denote by (H) the set of
subgroups of G that are conjugate to H. Suppose G is a compact Lie group and
M be a manifold on which G acts smoothly. Note that the conjugacy relation
among subgroups of G preserves closedness, and hence also preserves the property
of being a Lie subgroup.
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Definition 4.2.4. Let x ∈ M , and let Gx := { g ∈ G | g · x = x } be the isotropy
subgroup of x in G. The orbit type of the point x, or of G · x, is the set (Gx) of
subgroups of G that are conjugate to Gx.
Let H be a closed subgroup H of G. The (H)-orbit type submanifold of M
is the set M(H) := {x ∈M | Gx ∈ (H) }. The H-isotropy type submanifold of
M is the set MH := {x ∈M | Gx = H }. The H-fixed point submanifold of M
is the set MH := {x ∈M | Gx ⊂ H }.
Note that the submanifolds defined above are related by the equation MH =
M(H) ∩MH . Also, two G-orbits in M have the same orbit type if and only if they
are G-equivariantly diffeomorphic. This leads one to the following definitions.
Definition 4.2.5. Let x ∈ M , and let H = Gx. The local action type sub-
manifold through x is the subset M lx(H) ⊂ M of points y ∈ M such that there
is a G-equivariant diffeomorphism between G-invariant open neighborhoods of x
and y. Define M lxH := M
lx
(H) ∩MH .
Some important properties of the sets we have defined above are collected in
the following proposition. Their proofs can be found in the references cited at the
beginning of this section.
Proposition 4.2.6. Let G be a compact Lie group, and M be a manifold on which
G acts smoothly. Let x ∈M and put H = Gx. Then the following hold.
(a) M lx(H), respectively M
lx
H , is an open and closed subset of M(H), respectively
MH .
(b) The sets M lx(H) and M
lx
H are locally closed embedded submanifolds of M , as is
each connected component of MH , of M(H), and of M
H .
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(c) M lxH and M
lX
(H) consists of the union of certain components of MH and M(H),
respectively.
(d) MH and M
lx
H are open in M
H .
(e) M(H) and M
lx
(H) are G-stable, and G ·MH = M(H) and G ·M lxH = M lx(H).
(f) Let N = NG(H) be the normalizer of H in G. Both MH and M
lx
H are N-
stable, and N/H acts freely on both. Hence M lxH /N
∼= M lxH / (N/H) is a
manifold.
(g) The inclusions MH ↪→ M(H) and M lxH ↪→ M lx(H) induce homeomorphisms
MH/N → M(H)/G and M lxH /N → M lx(H)/G. Thus the quotient M lx(H)/G
inherits a natural manifold structure.
(h) Each component of the quotient M(H)/G inherits a natural manifold struc-
ture.
In general, the orbit space M/G can be a very singular space. It rarely inherits
a manifold, or even an orbifold, structure from M . However, because M is the
disjoint union of its orbit type submanifolds, we can also partition the orbit space:
M/G =
⊔
(H)
M(H)/G, (4.8)
where the disjoint union is taken over all the distinct orbit type submanifolds of
M . Since each component of MH/G is a manifold, we know that, after refining the
partition to components, (4.8) is a partition of M/G into manifolds. It is called
the orbit type partition of M/G.
Remark 4.2.7. All of the above results hold true even if G is an arbitrary Lie
group, so long as it acts on M both smoothly and properly.
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4.3 Hamiltonian actions on generalized complex manifolds
In [LT06], the authors proposed the following definition of Hamiltonian actions on
GC manifolds.
Definition 4.3.1. Let (M,J ) be an untwisted GC manifold, let E be the as-
sociated Dirac structure on M , and let G be a Lie group acting canonically on
(M,J ). This action is generalized Hamiltonian if there exists a G-equivariant
map µ : M → g∗ such that, for all ξ ∈M ,
ξM = −J (dµξ)
or equivalently ξM−idµξ ∈ Γ(E). Here µξ : M → R is the smooth function defined
by µξ(x) := 〈µ(x), ξ〉 for all x ∈M . The map µ is called a generalized moment
map for the action G  (M,J ).
Let (M,J , H) be a twisted GC manifold, and let G be a Lie group acting
canonically on (M,J , H). This action is twisted generalized Hamiltonian
if there exists a G-equivariant map µ : M → g∗ and a G-equivariant g∗-valued
one-form α ∈ Ω1(M, g∗) on M such that, for all ξ ∈M ,
(a) ξM = −J (dµξ)− αξ, (or equivalently ξM + αξ − idµξ ∈ Γ(E)), and
(b) ιξMH = dα
ξ.
Here µξ is as defined above, and αξ ∈ Ω1(M) is the differential one-form on M
defined by (αξ)x(v) := 〈αx(v), ξ〉 for all x ∈ M , v ∈ >xM . The map µ and the
one-form α are called a generalized moment map and a moment one-form,
respectively, for the action G  (M,J , H).
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Definition 4.3.2. Let (M,J1,J2) be a GK manifold, and let G be a Lie group
acting on M and preserving both J1 and J2. This action is called generalized
Hamiltonian if the action of G on (M,J1) is generalized Hamiltonian.
Similarly, if (M,J1,J2, H) be a twisted GK manifold, and the G-action pre-
serves J1, J2, and H, then the action is twisted generalized Hamiltonian if
the action of G on (M,J1, H) is twisted generalized Hamiltonian.
Remark 4.3.3.
(a) Note that a moment one-form α ∈ Ω1(M, g∗) is an equivariant differential
form of degree 3, and hence so is H + α.
(b) Because E is an isotropic subbundle, the condition that ξM + α
ξ − idµξ ∈ E
implies that
0 =
〈〈
ξM + α
ξ − idµξ, ξM + αξ − idµξ
〉〉
=
〈〈
ξM + α
ξ, ξM + α
ξ
〉〉− 2i 〈〈dµξ, ξM + αξ〉〉− 〈〈dµξ, dµξ〉〉
= ιξMα
ξ − i ιξM
(
dµξ
)
,
and hence that ιξMα
ξ = ιξMdµ
ξ = 0. Since dH = 0 by assumption, this means
that condition (b) in the definition of a twisted generalized Hamiltonian
action on a twisted GC manifold is equivalent to requiring that H + α be
equivariantly closed:
dG(H + α)(ξ) = dH − ιξMH + dαξ − ιξMαξ
= −ιξMH + dαξ
for all ξ ∈ g.
(c) Given a GC manifold (M,J ), one can consider this as a twisted GC manifold
(M,J , H) by setting H = 0. Therefore, if a Lie group G acts on (M,J )
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canonically, we have two notions of whether the action is Hamiltonian. It
may be Hamiltonian as an action on (M,J ), in which case there is just a
moment map, or it may be Hamiltonian as an action on (M,J , H), in which
case there is both a moment map and a moment one-form. It is potentially
interesting to explore both possibilities.
Example 4.3.4. Let (M,ω) be a symplectic manifold, and let G be a Lie group
acting on (M,ω) in a Hamiltonian fashion with moment map Φ: M → g∗. Recall
that this means the G-action is symplectic, the map Φ is G-equivariant, and for
all ξ ∈ g we have dΦξ = ιξM . Let Jω be the GC structure on M induced by ω.
As discussed in Example 3.8 of [LT06], the action of G on (M,Jω) is generalized
Hamiltonian, and Φ is a generalized moment map. To see why, observe that for
all ξ ∈ g the symplectic moment map condition can be written as Ω[(ξM) = dΦξ,
and so
Jω
 ξM
−i dΦξ
 =
 0 −Ω]
Ω[ 0

 ξM
−i dΦξ

=
iΩ](dΦξ)
Ω[(ξM)

=
i ξM
dΦξ

= i ·
 ξM
−i dΦξ
 ,
i.e. ξM − i dΦξ ∈ Γ(Eω).
Theorem 4.3.5. Let (M,E,H) be a twisted GC manifold, where E is the as-
sociated complex Dirac structure, and let G be a Lie group acting on (M,E,H)
in a Hamiltonian fashion with moment map µ : M → g∗ and moment one-form
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α ∈ Ω1(M, g∗). If j : S ↪→ M is a G-stable twisted GC submanifold of (M,E,H),
then the restriction of the action of G to (S,ES, j
∗H) is Hamiltonian with moment
map µ|S : S → g∗ and moment one-form j∗α ∈ Ω1(S, g∗).
Proof. First we will prove that the action of G on S preserves ES. Let x ∈ S and
(X,λ) ∈ (>C,xS ⊕>∗C,xM) ∩ Ex, which means that (X,λ|S) ∈ ES,x. Then for any
g ∈ G we have
g · (X + j∗λ) = g∗(X) + (g−1)∗λ|S.
Because S is G-stable, the inclusion j : S ↪→M is G-equivariant, i.e. the G-action
commutes with j. Hence j∗ : >S ↪→>M is G-equivariant, so g∗(X) ∈ >g·xS. Also
(g−1)∗ (λ|S) = (g−1)∗j∗λ = j∗(g−1)∗λ =
(
(g−1)∗λ
) |S.
Since E is G-stable, we have g · (X + λ) = g∗(X) + (g−1)∗λ ∈ Eg·x. Therefore
g · (X, j∗λ) = (g∗(X), j∗(g−1)∗λ) ∈ ES,g·x. Thus ES is G-stable.
Now suppose that (S,ES, j
∗H) is a GC submanifold of (M,E,H), meaning that
ES is a vector bundle, that ES∩ES = 0, and that ES is j∗H-twisted Courant invo-
lutive. Since j is G-equivariant, for all ξ ∈ g we have ξM |S = ξS, (j∗µ)ξ = j∗(µξ),
and (j∗α)ξ = j∗(αξ). Furthermore, by the naturality of the exterior derivative we
have
d(j∗µ)ξ = dj∗(µξ) = j∗(dµξ),
so d(µ|S)ξ = (dµξ)|S. For each x ∈ S ⊂ M , since
(
ξM + α
ξ − i dµξ)∣∣
x
∈ Ex, this
means that (
ξS + α
ξ|S − i dµξ|S
)∣∣
x
∈ ES,x.
Again using the G-equivariance of j, for all x ∈ S we have
ιξSj
∗(H)|x = j∗(ιξSH)|x = j∗(ιξMH)|x = j∗(dαξ)
∣∣
x
= d(j∗α)ξ
∣∣
x
.
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Thus the action of G on (S,ES, j
∗H) is twisted Hamiltonian with moment map
µ|S and moment one-form α|S.
The above result holds also for the untwisted case, of course, by putting H = 0
and α = 0.
The following three results are exactly what makes reduction of generalized
Hamiltonian manifolds possible.
Theorem 4.3.6 (Lemma 3.8 and Proposition 4.6 of [LT06]). Let a compact Lie
group G act on a GC manifold (M,J ), respectfully a GK manifold (M,J1,J2),
in a Hamiltonian fashion with moment map µ : M → g∗. Suppose a ∈ g∗ is an
element such that G acts freely on the inverse image µ−1(Oa) of the coadjoint orbit
Oa := CoadG(a) of G through a. Then the quotient space µ−1(Oa)/G inherits a
natural GC structure J˜ from J , respectfully a natural GK structure (J˜1, J˜2) from
(J1,J2).
Lemma 4.3.7 (Lemma A.6 of [LT06]). Let a compact Lie group G act freely on a
manifold M . Let H be a G-invariant and closed three-form, and let α : g→ Ω1(M)
be an equivariant map. Fix a connection θ ∈ Ω1(M, g) on the principal G-bundle
M →M/G. Then if H+α ∈ Ω3G(M) is equivariantly closed, there exists a natural
form Γ ∈ Ω2(M)G so that ιξMΓ = αξ for all ξ ∈ g. Thus H+α+dGΓ ∈ Ω3(M)G ⊂
Ω3G(M) is closed and basic and so descends to a closed form H˜ ∈ Ω3(M/G) so that
[H˜] = κ[H + α].
Theorem 4.3.8 (Propositions A.7 and A.10 of [LT06]). Let a compact Lie group
G act on a twisted GC manifold (M,J , H), respectfully a twisted GK manifold
(M,J1mJ2, H), in a Hamiltonian fashion with moment map µ : M → g∗ and mo-
ment one-form α ∈ Ω1(M, g). Suppose a ∈ g∗ is an element such that G acts freely
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on µ−1(Oa). Assume that H+α is equivariantly closed. Given a connection on the
principal G-bundle µ−1(Oa) → µ−1(Oa)/G, the quotient space µ−1(Oa)/G inher-
its an H˜-twisted GC structure J˜ from J , respectfully an H˜-twisted GK structure
(J˜1, J˜2) from (J1,J2), where H˜ is defined as in Lemma 4.3.7 above. Up to B-
transform, these inherited structures are independent of our choice of connection.
Definition 4.3.9. The quotient space µ−1(Oa)/G in Theorems 4.3.6 and 4.3.8 is
called the generalized complex quotient (or generalized Ka¨hler quotient,
as applicable), or the Lin–Tolman quotient, of M by G at level a. We use the
notation
Ma := µ
−1(Oa)/G.
Remark 4.3.10. As noted in Example 3.9 of [LT06], in the context of the hy-
potheses of Theorem 4.3.6, if the GC structure and moment map come from a
symplectic structure and moment map, then the GC structure on the quotient is
exactly the one induced by the Marsden–Weinstein ssymplectic structure on the
quotient.
The following result will be useful to us later. Its proof follows trivially from
the definitions of generalized and twisted generalized Hamiltonian actions.
Lemma 4.3.11. Let (M,J , H) be a twisted GC manifold with a Hamiltonian
action of a Lie group G, and let µ : M → g∗ and α ∈ Ω1(M, g∗) be a moment
map and moment one-form, respectively. Let K ⊂ G be a Lie subgroup. Then the
induced action of K on (M,J , H) is also Hamiltonian, with generalized moment
map and moment one-form the compositions of µ and α, respectively, with the
projection g∗  k∗ dual to the inclusion k ↪→ g:
M
µ // g∗ // // k∗ , >M α // g∗ // // k∗ .
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Example 4.3.12. Let G be a Lie group, and let (Mi,Ji, Hi) be a twisted GC
manifold on which G acts in a Hamiltonian fashion with moment map µi : Mi → g∗
and moment one-form αi ∈ Ω1(Mi, g∗), for i = 1, 2. Let (M1 ×M2,J , H) be the
product of these two GC manifolds, as defined in Example 4.1.36. Recall that J =
(J1,J2) and H = pi∗1H1 +pi∗2H2, where pii : M1×M2 →Mi is the natural projection
for i = 1, 2. Define by µ : M1 ×M2 → g∗ ⊕ g∗ and α ∈ Ω1(M1 ×M2, g∗ ⊕ g∗) by
µ = pi∗1µ1 +pi
∗
2µ2 and α = pi
∗
1α1 +pi
∗
2α2. It is easy to check that the action of G×G
on M1 ×M2 is twisted generalized Hamiltonian with moment map µ and moment
one-form α.
Embedding G diagonally in G × G, we obtain a Hamiltonian action of G on
M1 ×M2. The projection g∗ ⊕ g∗  g∗ induced by this embedding is given by
addition: (λ1, λ2) 7→ λ1 + λ2, so a moment map and moment one-form for the
G-action on M1 ×M2 is given by
M1 ×M2 → g∗, (x1, x2) 7→ µ1(x1) + µ2(x2)
and
>M1 ×>M2 → g∗, (X1, X2) 7→ α1(X1) + α2(X2),
respectively.
Perhaps the most important instance of the construction of Example 4.3.12
is if we start with an arbitrary twisted generalized Hamiltonian G-manifold,
(M,J , H, µ, α), and let the second GC manifold be a coadjoint orbit Oa :=
CoadG(a) in g
∗, where a ∈ g∗ is some fixed element. Let ωa be the canonical
symplectic structure on Oa. The action of G on Oa is Hamiltonian in the symplec-
tic sense, with moment map given by the inclusion Oa ↪→ g∗. Using the symplectic
structure −ωa instead, the action is still Hamiltonian, but now the moment map
is given by the negative inclusion Oa → g∗, λ 7→ −λ.
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As described in Examples 4.1.33 and 4.3.4, the symplectic structure −ωa in-
duces a GC structure Ja on Oa, and the G-action on Oa is generalized Hamiltonian
with the same moment map. Viewing (Oa,Ja) as a twisted GC manifold where
the twisting is by the zero three-form, the G-action is twisted generalized Hamil-
tonian with a constantly vanishing moment one-form. Then the diagonal G-action
on M ×Oa is twisted generalized Hamiltonian with moment map
µ′ : M ×Oa → g∗, (x, λ) 7→ µ(x)− λ
and moment one-form
α′ : >M ×>(Oa)→ g∗, (X, Y ) 7→ α(X).
The reason this construction is important is that it is the basis of the shifting
trick. If one wishes to reduce the M by G at level a ∈ g∗, one can instead consider
the reduction of M ×Oa by G at level 0, because
Ma ≈ (M ×Oa)0
as topological spaces. To see this, observe that µ−1(Oa) and (µ′)−1(0) are G-
equivariantly homeomorphic via the maps
µ−1(Oa)→ (µ′)−1(0), x 7→ (x, µ(x))
and
(µ′)−1(0)→ µ−1(Oa), (x, λ) 7→ x.
4.4 Partition of the generalized reduced space
Let M be a manifold, G be a Lie group acting on M smoothly, and µ : M → g∗ a
smooth, G-equivariant map. Let a ∈ g∗. By equivariance the pre-image µ−1(Oa)
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of the coadjoint orbit Oa is preserved by G, and so we can consider the quotient
space µ−1(Oa)/G. Let M =
⊔
M(H) be the orbit type partition of M . Because
each set M(H) is stable under G, each intersection µ
−1(Oa) ∩M(H) is also stable
under G, so the orbit type partition of M descends to a partition
µ−1(Oa)/G =
⊔
(H)
(
µ−1(Oa) ∩M(H)
)
/G
of the quotient µ−1(Oa)/G.
Suppose now M is a symplectic manifold, the G-action is Hamiltonian, and µ
is a moment map. In this case the quotient space Ma := µ
−1(Oa)/G is called the
symplectic reduction, or Marsden–Weinstein quotient, of M at level a. The
symplectic moment map condition is that dµξ = ιξMω for all ξ ∈ g. If G acts freely
on µ−1(Oa), then each ξM is nonzero on µ−1(Oa), which by the non-degeneracy of
ω implies that a is a regular value of µ. Therefore µ−1(Oa) ⊂M is a submanifold,
so Ma is a manifold. In this case, Marsden and Weinstein proved that Ma inherits
a natural symplectic structure. Theorems 4.3.6 and 4.3.8, proved in [LT06], are
analogues of this result.
In the event that the symplectic quotient is singular, one can consider the in-
dividual parts of the partitioned quotient. In [SL91], Lerman and Sjamaar proved
that each component of (Ma)(H) :=
(
µ−1(Oa) ∩M(H)
)
/G inherits a natural sym-
plectic structure. The main results of this paper are analogues of this in the
generalized complex case.
Remark 4.4.1. By the symplectic moment map condition, dµξ = ιξMω, if a ∈ g∗
is a regular value of µ, then each vector field ξM is nowhere zero on µ
−1(a). This
means that the action of G on µ−1(a) is at least locally free, which means that the
quotient Ma is at worst an orbifold, to which Marsden and Weinstein were able to
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associate a symplectic structure. By Sard’s Theorem, a generic value of µ will be
regular, so the generic result of symplectic reduction is a symplectic orbifold.
If (M,J ) is an untwisted GC manifold with moment map µ, then the general-
ized moment map condition, J (dµξ) = −ξM , likewise guarantees the equivalence
of regular values and local freeness of the action, so Ma is at worst an orbifold.
However, if (M,J , H) is a twisted GC manifold with moment map µ and moment
one-form α, then this equivalence may no longer hold, due to the presence of the
moment one-form in the moment condition:
J (dµξ) = −ξM − αξ.
Specifically, ξM could vanish even if J (dµξ) does not. Therefore, it seems that the
generic result of GC reduction may be a GC singular space.
Before stating and proving our main theorem, we need several lemmas.
Lemma 4.4.2. Let (M,J , H) be a compact, twisted GC manifold, and let G be
a compact Lie group acting on (M,J , H) in a Hamiltonian fashion with moment
map µ : M → g∗ and moment one-form α ∈ Ω1(M, g). If the G-action on M is
trivial, then dµ = α ≡ 0.
In Lemma 5.5 of [BL08], the authors proved the above result in the case that
G is a torus; however, their proof holds verbatim in the non-abelian, but still
compact, case. It relies on viewing the components of µ, (µξ for ξ ∈ g), as the
real parts of pseudo-holomorphic functions (with respect to an almost complex
structure derived from the GC structure) and applying a version of the Maximum
Principle, a course first taken in [Nit09]. At the present time, there does not appear
to be a fully satisfactory proof of this version of the Maximum Principle, so we
provide one here.
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Definition 4.4.3. Let M be a 2n-dimensional manifold, and J : >M → >M be
an almost complex structure on M . If f, g ∈ C∞(M), then the smooth func-
tion f + i g : M → C is called psuedo-holomorphic with respect to J , or J-
holomorphic, if it satisfies
(df + i dg) ◦ J = i (df + i dg). (4.9)
For the setup to stating and proving the Maximum Principle for the real part
of a pseudo-holomorphic function, we follow [BL08, Appendix A].
Let x1, . . . , x2n ∈ C∞(U), U ⊂ M , be local coordinates on an almost complex
manifold (M,J), and let (Jpk)
2n
p,k=1 be the matrix for J in these coordinates, so
that
J
(
∂
∂xk
)
=
2n∑
p=1
Jpk
∂
∂xp
for k = 1, . . . , n. Suppose f, g ∈ C∞(M). Separating into real and imaginary
parts, we see that (4.9) is equivalent to the conditions
df ◦ J = −dg and dg ◦ J = df.
Since
〈
df, ∂
∂xk
〉
= ∂f
∂xk
, we know df ◦ J = −dg if and only if
− ∂g
∂xk
=
〈
−dg, ∂
∂xk
〉
=
〈
df, J
(
∂
∂xk
)〉
=
〈
df,
2n∑
p=1
Jpk
∂
∂xp
〉
=
2n∑
p=1
Jpk
〈
df,
∂
∂xp
〉
=
2n∑
p=1
Jpk
∂f
∂xp
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for all k = 1, . . . , n, and dg ◦ J = df if and only if
∂f
∂xk
=
〈
df,
∂
∂xk
〉
=
〈
dg, J
(
∂
∂xk
)〉
=
〈
dg,
2n∑
p=1
Jpk
∂
∂xp
〉
=
2n∑
p=1
Jpk
〈
dg,
∂
∂xp
〉
=
2n∑
p=1
Jpk
∂g
∂xp
for all k = 1, . . . , n. Therefore (4.9) is equivalent to the Cauchy–Riemann
Equations, 
∂f
∂xk
=
2n∑
p=1
Jpk
∂g
∂xp
,
∂g
∂xk
= −
2n∑
p=1
Jpk
∂f
∂xp
for k = 1, . . . , n.
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Therefore, if f + ig is indeed J-holomorphic, then
∂2f
∂x2k
=
∂
∂xk
(
∂f
∂xk
)
=
∂
∂xk
(
2n∑
p=1
Jpk
∂g
∂xp
)
=
2n∑
p=1
[
∂Jpk
∂xk
∂g
∂xp
+ Jpk
∂
∂xk
(
∂g
∂xp
)]
=
2n∑
p=1
[
∂Jpk
∂xk
∂g
∂xp
+ Jpk
∂
∂xp
(
∂g
∂xk
)]
=
2n∑
p
[
−∂Jpk
∂xk
·
(
2n∑
q=1
Jqp
∂f
∂xq
)
− Jpk ∂
∂xp
(
2n∑
q=1
Jqk
∂f
∂xq
)]
=
2n∑
p=1
[
−∂Jpk
∂xk
·
(
2n∑
q=1
Jqp
∂f
∂xq
)
− Jpk ·
2n∑
q=1
(
∂Jqk
∂xp
∂f
∂xq
+ Jqk
∂2f
∂xp ∂xq
)]
= −
2n∑
p,q=1
(
Jqp
∂Jpk
∂xk
∂f
∂xq
+ Jpk
∂Jqk
∂xp
∂f
∂xq
+ Jpk Jqk
∂2f
∂xp ∂xq
)
,
and therefore
∂2f
∂x2k
+
2n∑
p,q=1
(
Jpk Jqk
∂2f
∂xp ∂xq
)
+
2n∑
p,q=1
(
Jqp
∂Jpk
∂xk
+ Jpk
∂Jqk
∂xp
)
∂f
∂xq
= 0. (4.10)
Let L denote the second-order linear differential operator
L :=
2n∑
k=1
[
∂2
∂x2k
+
2n∑
p,q=1
(
Jpk Jqk
∂2
∂xp ∂xq
)
+
2n∑
p,q=1
(
Jqp
∂Jpk
∂xk
+ Jpk
∂Jqk
∂xp
)
∂
∂xq
]
.
(4.11)
The lead coefficient matrix of L has (p, q)-entry apq = δpq +
∑2n
k=1 JpkJqk, where δ
is the Kronecker delta.
Suppose now that x ∈ U ⊂ M is a point where the almost complex structure
J has standard form with respect to these local coordinates:
J(x) =
 0 In
−In 0
 .
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Then it is easy to check that
∑2n
k=1 Jpk(x) Jqk(x) = δpq, so that apq(x) = 2δpq
and the lead coefficient matrix of L is 2In, which is a positive-definite symmetric
matrix. This means precisely that L is elliptic at x. Furthermore, by shrinking
the domain U of our chart if necessary, we can assume that the lead coefficient
matrix of L is positive-definite, and hence L is elliptic, throughout U . For all
y ∈ U , let λ(y) and Λ(y) be the smallest and largest eigenvalues of the positive-
definite symmetric matrix [apq(y)]
2n
p,q=1, and note that λ,Λ: U → R are continuous
functions. Then since Λ(x)/λ(x) = 1, by shrinking U further, if necessary, we can
assume that Λ/λ is bounded in U , which means that L is uniformly elliptic in
U . (For the relevant definitions, see the introduction to Chapter 3 in [GT01].)
We are now prepared to prove the Maximum Principal for the real part of a
pseudo-holomorphic function.
Theorem 4.4.4. Let (M,J) be a compact almost-complex manifold of dimension
2n, and let f, g ∈ C∞(M). If f + i g is J-holomorphic, then f is a constant
function.
Proof. Suppose f + i g is J-holomorphic. Since M is compact and f is continuous,
f must attain an absolute minimum and an absolute maximum on M . Suppose
these values are attained at p0 and p1 in M , respectively. We will prove that
f(p0) = f(p1), which implies that f is constant.
Let c : [0, 1]→ M be a continuous curve in M from p0 to p1. For each point p
on this curve, choose coordinates x1, . . . , x2n : Up → M such that, with respect to
these coordinates, J(p) has matrix
J(p) =
 0 In
−In 0
 ,
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and the differential operator L defined by (4.11) is uniformly elliptic on Up. By
(4.10), we know that Lf = 0 on U . Therefore, by the Strong Maximum Principle
for elliptic differential operators, [GT01, Theorem 3.5], it follows that f is constant
on Up. Since the image of the path c is compact, we know that we can cover it with
a finite number of these open sets Up, each of which must overlap with another. It
follows that f is constant on the image of the path c, and hence its values f(p0)
and f(p1) at the path’s endpoints are the same. This completes the proof.
Lemma 4.4.5. Let G be a compact Lie group, let K ⊂ G be a closed Lie subgroup,
and let N = NG(K) be the normalizer of K in G. Then the projection g
∗  n∗
dual to the inclusion n ↪→ g induces an isomorphism
Anng∗(k) ∩ (g∗)K ∼= Annn∗(k).
Proof. Consider the induced left action of K on the quotient G/K. Let g ∈ G,
and denote by [g] its image in the quotient G/K. Note that
[g] ∈ (G/K)K ⇐⇒ [kg] = [g] for all k ∈ K
⇐⇒ g−1kg ∈ K for all k ∈ K
⇐⇒ g−1 ∈ N
⇐⇒ g ∈ N.
Therefore N/K = (G/K)K , and it follows that n/k = (g/k)K . Since one can
construct a K-equivariant linear isomorphism g/k → (g/k)∗, which gives an iso-
morphism between their K-fixed sets, we have
dim Annn∗(k) = dim(n/k)
∗ = dim
(
(g/k)K
)∗
= dim ((g/k)∗)K = dim (Anng∗(k))
K .
Now, let p : g∗  n∗ be the projection dual to the inclusion n ↪→ g. Clearly
p
(
(Anng∗(k))
K
)
⊂ Annn∗(k). Since these two sets have the same dimension, to
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show that p induces an isomorphism between them, it suffices to show that this
set containment is actually an equality.
Because K is closed in G it is also compact, so we can find a K-stable linear
subspace a ⊂ g such that g = a ⊕ n as vector spaces. (For instance, choose a
K-invariant inner product on g and let a = n⊥.) Let λ ∈ Annn∗(k). Define λ˜ ∈ g∗
by putting λ˜(X) = λ(v) if X ∈ n and λ˜(X) = 0 if X ∈ a. Certainly λ˜ vanishes on
k. To prove that λ˜ is K-invariant, let k ∈ K and let X ∈ g. Write X = Y + Z for
Y ∈ a and Z ∈ n. Since a is K-stable, we have k−1 · Y ∈ a and so λ˜(k−1 · Y ) = 0.
Because n/k ⊂ (g/k)K , we know that k−1 ·Z and Z are the same up to an element
of k, so there exists some W ∈ k such that k−1 · Z = Z + W . Since n is K-stable,
we know k−1 ·Z ∈ n. Together with the fact that λ vanishes on k, this implies that
λ˜(k−1 · Z) = λ(k−1 · Z) = λ(Z +W ) = λ(Z) + λ(W ) = λ(Z).
Therefore
(k · λ˜)(X) = λ˜(k−1 ·X) = λ˜(k−1 · Y + k−1 · Z)
= λ˜(k−1 · Y ) + λ˜(k−1 · Z)
= λ(Z) = λ˜(Y + Z) = λ˜(X).
Hence λ˜ ∈ (Anng∗(k))K . Thus p
(
(Anng∗(k))
K
)
= Annn∗(k).
Theorem 4.4.6 (Singular generalized reduction).
(a) Let (M,J ) be a GC manifold, and let G be a compact group acting in a
Hamiltonian fashion on (M,J ) with generalized moment map µ : M → g∗.
Let a ∈ g∗, and let Ma =
⊔
(Ma)(H) be the orbit type partition of the GC
quotient of (M,J ) by G at level a. Then each component of each (Ma)(H)
inherits a natural GC structure from (M,J ).
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(b) Let (M,J , H) be a compact GC manifold, and let G be a compact group
acting in a Hamiltonian fashion on (M,J , H) with generalized moment map
µ : M → g∗ and moment one-form α ∈ Ω1(M, g∗). Assume that H + α is
equivariantly closed. Let a ∈ g∗, and Ma =
⊔
(Ma)(H) be the orbit type parti-
tion of the GC quotient of (M,J , H) by G at level a. Then each component
of each (Ma)(H) inherits a twisted GC structure from (M,J , H), natural up
to B-transform.
Proof. We begin with the twisted case.
First we prove the theorem in the case that a = 0.
Let x ∈ M and K = Gx. Note that this implies that K is a closed subgroup
of G, and is hence compact. Clearly K acts canonically on (M,J , H), since G
does. By part (c) of Proposition 4.2.6, M lxK is open in M
K . It follows that every
component of MK intersecting M lxK has the same dimension as M
lx
K . Let M
K
x be
the union of components of MK having nontrivial intersection with M lxK . Since
each component of MK is a manifold, it follows that MKx is also . Furthermore,
by Proposition 4.1.45 we know that each connected component of MK is a split
submanifold of (M,J ), and hence also a twisted GC submanifold. Therefore so is
MKx .
Let ZxK be the union of components of M
lx
K that have nontrivial intersection
with µ−1(0). Since ZxK is open in M
lx
K , which is open in M
K
x , as discussed in
Remark 4.1.39 we know that ZxK is a twisted GC submanifold of M
K
x , and hence
also of M . Let j : ZxK ↪→ M be the inclusion, and denote the (j∗H)-twisted GC
structure of ZxK by J ′,
Let N = NG(K) be the normalizer of K in G. By part (e) of Proposition 4.2.6,
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we know M lxK is N -stable. In fact, so is Z
x
K , as we now show. Note that connected
components of manifolds are path-connected. Therefore, for any n ∈ N , if y, z ∈
M lxK are in the same component, then so are n · y and n · z. Now let n ∈ N and
y ∈ ZxK . By the definition of ZxK , there exists some z in the same component
of M lxK as y such that z ∈ µ−1(0). Since µ−1(0) is N -stable, this means n · z ∈
µ−1(0) ∩M lxK ⊂ ZxK , and hence n · y ∈ ZxK as well.
Now we will show that µ(ZxK) and α(>ZxK) lie in Anng∗(k) ∩ (g∗)K , where
Anng∗(k) denotes the annihilator of k in g
∗. Since (MK)′ is fixed point-wise by K
and µ and α are equivariant, we these two sets are contained in (g∗)K . Because
(MK)′ is closed in M , it is compact. Since K acts trivially on (MK)′, it follows
from Theorem 4.3.5 and Lemmas 4.3.11 and 4.4.2 that dµξ = αξ = 0 on >(MK)′,
and hence on >ZxK , for all ξ ∈ k. Hence µξ is locally constant on ZxK for all ξ ∈ k.
Because each component of ZxK has nonempty intersection with µ
−1(0), it follows
that µξ = 0 on ZxK for all ξ ∈ k, so µ(ZxK) ⊂ Anng∗(k).
Let L denote the quotient Lie group N/K, and let l denote its Lie algebra. By
Lemma 4.4.5, we know the projection g∗  n∗ dual to the inclusion n ↪→ g induces
an isomorphism
Anng∗(k) ∩ (g∗)K ∼= Annn∗(k) ∼= l∗.
Let µ′ : ZxK → l∗ and α′ : >ZxK → l∗ be the compositions of this isomorphism with
the restrictions of µ and α, respectively, and note that
ZxK ∩ µ−1(0) = ZxK ∩ (µ′)−1(0).
Because ZxK is fixed point-wise by K, the action of N on Z
x
K induces an action of
the quotient L = N/K on ZxK . We now verify that this action is twisted generalized
Hamiltonian with moment map µ′ and moment one-form α′.
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Since µ, α, and the projection g∗  n∗ are N -equivariant, and ZxK consists
of K-fixed points, we know that µ′ and α′ are L-equivariant. Now we check that
µ′ and α′ satisfy the generalized moment map conditions for the L-action on ZxK .
Because K fixes the points of ZxK , the infinitesimal action of k on Z
x
K is zero, so
for all ξ ∈ n we have
[ξ]ZxK = ξZxK ,
where [ξ] denotes the image of ξ under the quotient projection n  n/k ∼= l. As
noted above, µη = 0 and αη = 0 for all η ∈ k, so (µ′)[ξ] = µξ and (α′)[ξ] = αξ for all
ξ ∈ n. By Theorem 4.3.5 and Lemma 4.3.11, the compositions
ZxK
µ // g∗ // // n∗ , >ZxK α // g∗ // // n∗
are a generalized moment map and moment one-form for the N -action on the
(j∗H)-twisted GC manifold ZxK , we conclude that
[ξ]ZxK = ξZxK = −J ′
(
dµξ
)− αξ = −J ′ (d(µ′)[ξ])− (α′)ξ
and
ι[ξ]Zx
K
(j∗H) = ιξZx
K
(j∗H) = dαξ = d(α′)[ξ]
for all [ξ] ∈ l.
By part (e) of Proposition 4.2.6, we know that N/K acts freely on ZxK , and
hence also on (µ′)−1(0). Since H + α is G-equivariantly closed, we know H is
closed. Using this fact, our computations from the previous paragraph, and part
(b) of Remark 4.3.3, we compute
dL(j
∗H + α′)([ξ]) = d(j∗H)− ι[ξ]Zx
K
(j∗H) + d(α′)[ξ] − ι[ξ]Zx
K
(α′)[ξ]
= j∗(dH)− ιξZx
K
(j∗H) + dαξ − ιξZx
K
(αξ)
= 0− dαξ + dαξ − 0
= 0
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for all [ξ] ∈ (n/k)∗ ∼= l∗. Hence j∗H + α′ is L-equivariantly closed. Therefore we
can apply Lin–Tolman’s twisted generalized reduction, Theorem 4.3.8 above, and
obtain a GC structure on the quotient space
(µ′)−1(0)
/
(N/K) ∼= (µ′)−1(0)
/
N ∼= (ZxK ∩ µ−1(0))/N.
Recall that this structure is only natural up to B-transform. It follows that each
component of (ZxK ∩ µ−1(0))
/
N is a twisted GC manifold.
By varying the point x ∈ MK , and thus varying the manifold ZxK , we can
conclude that every component (MK ∩ µ−1(0))
/
N is a twisted GC manifold.
By parts (d) and (f) of Proposition 4.2.6, we know that G·MK = M(K) and that
the inclusion MK ↪→M(K) induces a homeomorphism MK/N ≈M(K)/G. Together
with the fact that µ−1(0) is G-stable, this first fact implies that G·(MK ∩ µ−1(0)) =
M(K) ∩ µ−1(0). Together with the second fact, this implies that
(M0)(K) :=
(
M(K) ∩ µ−1(0)
)/
G ≈ (MK ∩ µ−1(0))/N,
and so each component of (M0)(K) inherits a twisted GC structure, natural up to
B-transform.
The general case, where the reduction is taken at an arbitrary level a ∈ g∗
now follows from the shifting trick, as explained following Example 4.3.12 above.
Let Oa be the coadjoint orbit of G through a, let ωa be the canonical symplectic
form on Oa, and let Ja be the GC structure on Oa corresponding to the negative
of the canonical symplectic structure, −ωa. Then the action of G on (Oa,Ja) is
generalized Hamiltonian with moment map Oa → g∗, λ 7→ −λ, and the diagonal
action of G on (M ×Oa,J ⊕ Ja) is generalized Hamiltonian with moment map
µ′ : M ×Oa → g∗, (x, λ) 7→ µ(x)− λ.
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The inverse images µ−1(a) and (µ′)−1(0) are G-equivariantly homeomorphic, which
means their quotients are homeomorphic:
Ma := µ
−1(a)/G ≈ (µ′)−1(0)/G =: (M ×Oa)0.
Furthermore, because this homeomorphism comes from a G-equivariant home-
omorphism, we know that the orbit type partitions of these quotient spaces is
preserved by the homeomorphism. Therefore, the desired result about the orbit
type partition of Ma follows from the results we have already proved for the case
of reduction at level zero.
Now we consider the untwisted case. Since an untwisted Hamiltonian GC
manifold is simply a twisted Hamiltonian GC manifold with H = 0 and α = 0, the
only real difference between parts (a) and (b) of this theorem is that in part (a)
we do not assume that M is compact.
Note that the only time above where we used the fact that M is compact was
when showing that µξ and αξ both vanish on ZxK for all ξ ∈ k, and hence that
µ(ZxK) and α(>ZxK) lie in Anng∗(k).
For this non-compact case, note that since ZxK contains only K-fixed points,
we have ξZxK = 0 for all ξ ∈ k, so
dµξ = J ′(ξZxK ) = J ′(0) = 0
and hence µξ is locally constant on ZxK for all ξ ∈ k. Because each component of
ZxK has nonempty intersection with µ
−1(0), it follows that µξ = 0 for all ξ ∈ k, so
µ(ZxK) ⊂ Anng∗(k).
This completes the proof of (a).
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Corollary 4.4.7 (Singular generalized Ka¨hler reduction). The results of Theo-
rem 4.4.6 hold if all GC and twisted GC structures are replaced by GK and twisted
GK structures, respectively.
Proof. Suppose (M,J1,J2) is a GK manifold, twisted or untwisted. Because a gen-
eralized Hamiltonian action on the GK manifold (M,J1,J2) is simply a generalized
Hamiltonian action on the GC manifold (M,J1) which also preserves the structure
J2, it is easy to check that the proof of Theorem 4.4.6 holds in precisely the same
way for our present situation. We will simply note that, for any Lie subgroup K
of G, because both J1 and J2 are preserved by K, by Proposition 4.1.45 we know
that each component of MK is a split submanifold of M with respect to both GC
structures, so it is a GK manifold. Everything else is entirely straightforward to
check.
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