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Isotope quantum effects in the metallization transition in liquid hydrogen
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(Dated: May 4, 2021)
Quantum effects in condensed matter normally only occur at low temperatures. Here we show a
large quantum effect in high-pressure liquid hydrogen at thousands of Kelvins. We show that the
metallization transition in hydrogen is subject to a very large isotope effect, occurring hundreds of
degrees lower than the equivalent transition in deuterium. We examined this using path integral
molecular dynamics simulations which identify a liquid-liquid transition involving atomization, met-
allization, and changes in viscosity, specific heat and compressibility. The difference between H2
and D2 is a quantum mechanical effect which can be associated with the larger zero-point energy
in H2 weakening the covalent bond. Our results mean that experimental results on deuterium must
be corrected before they are relevant to understanding hydrogen at planetary conditions.
Hydrogen, despite being the simplest element on the
periodic table, exhibits rich physics at high pressures.
Of particular interest is the insulator-to-metal transition,
wherein the system transforms from an insulating molec-
ular phase to a conducting phase. Extremely high static
compression is required to reach the metallic solid[1, 2],
but transition to a metallic liquid has been observed in
both static[3–6] and dynamic[7–9] compression experi-
ments. This liquid-liquid phase transition (LLPT) is
of vital importance to the modelling of the interior of
Jovian-like planets[10–12], as the metallization of hydro-
gen is thought to cause the demixing of hydrogen and
helium at pressure[13]. Despite this importance, the na-
ture of the LLPT is not fully understood. The prevailing
hypothesis is that the LLPT is a first order transition
between an insulating molecular liquid and a conduct-
ing atomic one, terminating at a critical point between
1000 and 1500 K. This is supported by density functional
theory (DFT)[14–18] and quantum Monte Carlo[19–22]
simulations. However, a quantitative agreement between
theory and experiment has not yet been achieved, and
the consensus in modelling was recently challenged[23].
The hydrogen phase diagram exhibits features which
are impossible in classical physics. Such features are
typically only seen at low temperatures and involve nu-
clear quantum effects (NQE). One example is the solid
”Phase I” of hydrogen, which extends to zero tempera-
ture but involves freely-rotating molecules. Then there
is a significant difference between H2 and D2 in the low
temperature phase boundary between Phase I and the
broken-symmetry Phase II, in which both isotope mass
and quantum spin statistics play a role[24].
However, ”Low-temperature” begs the question ”Low
compared to what?” No isotope effect is known for the
melting line in hydrogen, and nuclear quantum effects
are often ignored at the kiloKelvin temperatures of liq-
uid hydrogen. The melting transition involves changes in
intermolecular bonding, which is a relatively weak inter-
action. The LLPT, on the other hand, involves breaking
the covalent bonds. The zero-point energy of H2 is 78.46
meV (∼ 910 K) higher than that of D2,[25] and so the
covalent bonding in H2 is significantly weaker. Conse-
quently, isotope effects at an unprecedentedly high tem-
perature could be manifested in the experimentally ob-
servable difference in the LLPT phase boundary. Indeed,
a 700 K difference in the LLPT phase lines of H2 and D2
was reported by Zaghoo et al. by monitoring reflectivity
in a laser-heated diamond anvil cell[5]. Interestingly, a
spectroscopic study conducted by Jiang et al. one year
later did not detect an appreciable isotope effect[6].
There are numerous pitfalls in calculating the hy-
drogen LLPT (see Supplementary Material for further
discussion[26]). Cheng et al. recently demonstrated how
many previous studies with less than 250 atoms and tra-
jectories several ps in length were stuck in a solid rather
than molecular-liquid phase. Γ-only k-point sampling
leads to unphysical chain-like ”polyhydrogen” structures
[27] and inclusion of NQE[19, 21, 22, 28] is essential
to finding any isotope effect because in classical the-
ory, the phase boundaries of hydrogen and deuterium are
identical[29]. Such a difference undermines the relevance
of experiments on deuterium to determine the hydrogen
equation of state - a crucial component of planetary and
exoplanetary science.
Another challenge for DFT is that most exchange-
correlation functionals cannot describe both molecular
and metallic phases well, further contributing to the
wide spread of results for the LLPT line from DFT (see
Table S1 in Supplementary Material[26]). Functionals
which do not correctly describe the high density limit of
the exchange energy are particularly poor for describing
molecule-atom transitions[30]. Here we adopt the BLYP
functional for the majority of our results[31, 32] which
has been shown to be the closest to Quantum Monte
Carlo for molecular systems, including molecular met-
als which are problematic with PBE[33]. Nevertheless,
by comparing to additional simulations performed using
PBE[34] and vdw-DF[35] we also show that while the lo-
cation of the phase boundary strongly depends on the
functional, the isotope effect is not nearly as sensitive.
In this paper we use the ring polymer path integral
molecular dynamics (PIMD) technique[36] in combina-
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tion with DFT to calculate the LLPT boundary for clas-
sical H2 and quantum H2/D2. We demonstrate the large
isotopic shift by monitoring various properties of the sys-
tem along five isotherms ranging from 1000 to 2500 K
for both H2 and D2. This isotope shift is impossible in
classical physics, and is conclusive evidence of important
NQEs at kiloKelvin temperatures.
One measure of the LLPT is the fraction of H2
molecules present in the system. This can be obtained
by tracking the height of the first peak in the radial
distribution function (RDF), which corresponds to the
molecular bond length. The results in Fig. 1a) clearly
show dissociation occurring for both H2 and D2, as ev-
idenced by a drop in peak height with increasing pres-
sure. The relative sharpness and magnitude of this drop
are temperature-dependent, with the low temperature
isotherms exhibiting the sharpest, largest drop and high
temperature isotherms exhibiting smooth, small changes
in peak height. The isotope effect is observed here as a
shift in the phase boundary between H2 and D2. This



















































































Fig. 1 Evidence of molecular dissociation. (a) Height of
first (normalized) RDF peak, which corresponds to the
molecular bond length. While the peak becomes
relatively small, it does not disappear even in the
atomic phase. (b) Fractions of H2 and D2 dimers
present, where a stable dimer is defined as two H or D
atoms that are less than 0.9Å apart for at least 85 fs.
Example RDFs are shown in the supplementary
materials.
The change in RDF provides clear evidence of a tran-
sition, but does not explicitly consider the existence of
molecules and does not distinguish between possible Hn
clusters for n higher than 2. A more intuitive descrip-
tion of the dissociation can be found by considering the
fraction of atoms that form a molecule. This is extracted
from the interatomic distances, noting that the molecules
continually break apart and reform, akin to a chemical
reaction H2 
 2H, which naturally introduces the idea
of a molecular lifetime. We define a molecule to be two
hydrogen or deuterium atoms less than 0.9 Å apart for
at least 85 fs. This allows for at least 10 vibrations in
the case of hydrogen. This choice is motivated by the
limits of experimental detectability: it corresponds to a
spectroscopic natural linewidth of 400 cm−1,
The resulting dimer fraction across the PIMD runs is
shown in Fig. 1b). The limiting cases of high and low
temperatures show that the dimer fraction tends to the
expected values of 0 and 1 in the atomic and molecu-
lar limits, although pressures near the transition here
will have a sizeable fraction of the liquid already dissoci-
ated. Like the RDF peak height, the dimer fraction drops
steeply across the transition pressure for all isotherms.
However, this drop can only be considered to be discon-
tinuous around 1000 K for hydrogen and up to around
1250 K for deuterium; at higher temperatures the transi-
tions become a crossover. This suggests that the critical
point of the LLPT likely lies between 1000 and 1500 K































Fig. 2 Diffusion constant D as calculated from mean
square displacements for H2 and D2, showing evidence
of increasing diffusivity across the dissociation with a
clear isotope effect.
The onset of dissociation is also marked by an increase
in the diffusivity. Fig. 2 shows calculated diffusion con-
stants D for all isotherms, where it can be seen that
D markedly increases in the high pressure atomic phase.
The curves are qualitatively similar, allowing for the two-
times larger deuterium mass, but an isotope effect is
seen in that the H2 transition is shifted towards lower
pressures. The results are qualitatively similar to results
obtained previously in AIMD calculations[16, 18] which
showed that the proton diffusivity increases rather than
decreases with increasing pressure, meaning that the high
pressure phase has lower viscosity. The diffusion constant
remain nonzero in all simulations above the melt line and
3
a close look at the mean squared displacement for these
trajectories (shown in the Supplementary Materials) in-
dicates that even at low temperatures, the simulations
are indeed of a flowing liquid.
The LLPT is perhaps best thought of as a chemical
reaction between distinct species H and H2. This is in
part because the transition is anomalous compared to
first order transitions usually encountered, as there is no
phase separation in the coexistence region: atomic and
molecular hydrogen are continually interconverting, and
therefore appear miscible[18]. Nevertheless, the location
of the phase boundary can be established by considering
various thermodynamic quantities. Since the system un-
dergoes a small volume change across the isotherm either
abruptly or gradually depending on the temperature, this
will create a clear signature in the isothermal compress-
ibility κT = − (∂V/∂P )T /V . Here, it is estimated using
the equilibrated NVT volumes and pressures using finite
differences. These results are shown in Fig. 3a), along
with a fit to obtain the location of the peak. In theory,
κT should diverge at a first-order transition and show a
peak along an extension of the phase boundary beyond
the critical point (the “Widom line”). While this cannot
happen in a finite sized system, the peaks can still be
seen to be very sharp for both isotopes at low tempera-
tures. For both isotopes the peaks also widen at higher
temperatures, which is indicative of a crossover rather
than a phase transition.
The other thermodynamic quantity considered is the
heat capacity at constant volume CV , as this can be cal-
culated directly from fluctuations in the internal energy.
This should also diverge at a first-order transition and
show a peak along the Widom line, due to the energy re-
quired to break the bonds. To calculate CV in the PIMD
formalism, some modifications must be made to account
for interactions between beads. For these results, the cen-
troid virial heat capacity is employed (see Supplementary
Materials) to calculate the heat capacity of the full PIMD
ring polymer system[37]. The results are shown in Fig.
3b) for the various isotherms for both H2 and D2. The
heat capacity is also clearly peaked like κT , but noisier
due to it being a quantity obtained from fluctuations.
In both the quantities considered, the D2 peaks are
shifted compared to H2 which further identifies the iso-
tope effect. The magnitude of the peaks in both the
heat capacity and compressibility is also larger in deu-
terium than hydrogen at lower temperatures. Both the
quantities also show broadening of their respective peaks
at higher temperatures, clearest in the compressibility,
where the transition becomes a crossover rather than a
thermodynamic phase transition.
The prevailing belief about the LLPT is that metal-
lization and dissociation occur together,[20, 21] but in
principle there is no reason that these two phenomena
must coincide exactly. Furthermore, metallization can be


































































Fig. 3 (a) Estimated isothermal compressibility
κT = − (∆V/∆P )T /V calculated using fixed volumes
and equilibrated pressures for both isotopes. Solid lines
are fits consisting of an exponential plus a Gaussian
function. The centre of the Gaussian peak was then
used to establish the location of the phase boundary and
Widom line. (b) Heat capacities of the full ring polymer
systems for H2 and D2 established from fluctuations in





























Fig. 4 Calculated DC electrical conductivity for H2 and
D2 showing the onset of metallization. Scatter points
are conductivities of individual samples. A tolerance of
2000 S/cm for metallization is indicated by dotted lines.
4
ical point, perhaps by a percolation transition[38]. On-
set of metallization in our simulations was monitored by
calculating the Kubo-Greenwood conductivity[39] from
snapshots taken from the PIMD trajectories. These re-
sults are shown in Fig. 4, where a minimum conduc-
tivity of 2000 S/cm was used to distinguish the metallic
phase[7, 40]. The conductivity steeply increases by two
orders of magnitude at the transition pressure, coincid-
ing very closely with dissociation in Fig. 1: hydrogen
metallizes at lower temperature than deuterium. Our re-
sults show that at all temperatures hydrogen has higher
conductivity than deuterium. Interestingly, this was
noted experimentally by Weir et al.[7] but ascribed to
a large difference in density, and the exact values remain
uncertain[41].
The results are summarized in Fig. 5 on a PT phase
diagram, established using peaks in the isothermal com-
pressibility as this was found to give the most distinctive
peaks. The Clapeyron slope is observed to be negative,
which is consistent with the small but negative volume
change across the transition. The volume change and
Clapeyron slope are slightly larger for D2; configurational
entropy cannot be calculated precisely, but from volume
and slope we estimate it to be about kB/2 per molecule,
consistent with the extra degree of freedom from break-
ing the bond. The isotope effect can be clearly observed
as a shift in the transition pressure, which is largest in
magnitude at lower temperatures where NQE effects are
most significant.
The location of the phase boundary is largely influ-
enced by two contributions. Firstly, including NQE sig-
nificantly lowers the transition pressure. This be seen
from complementary AIMD runs using BLYP and classi-
cal H nuclei shown in Fig. 5b), where the phase bound-
ary is obtained from the isothermal compressibility using
identical methods to the PIMD runs.
Secondly, the location of the LLPT is very sensitive
to the choice of exchange-correlation functional, which
can shift the whole phase boundary by as much as 100
GPa[18]. This is mainly due to the well-known tendency
of the PBE-based functionals[34] towards easy metalliza-
tion compared with functionals which correctly describe
the high density-gradient limit[30]. Additional PIMD
runs, shown in Fig. 5b) (further discussed in the Sup-
plementary Material[26]), reveal a similarly significant
spread in the location of the phase boundary.
Nevertheless, the isotope shift is found to be far less
sensitive to the choice of functional (in contrast to other
systems with significant NQE such as liquid water[21]),
giving a shift of almost 30 GPa at 1000 K. The magnitude
of the isotope effect is smaller than observed in experi-
ments by Zaghoo et al.[5], but more similar to CEIMC
simulations.
The critical point is difficult to locate with MD. The
discontinuous changes in thermodynamic properties be-
low the critical print are blurred by finite size effects, and
anomalous peaks remain along the Widom lines beyond
Tc. Both the molecular dissociation and metallization
curves match up with the thermodynamic phase bound-
ary below the critical point, and thus also exhibit a quan-
titatively similar isotope effect, but beyond this the disso-
ciation line in particular occurs at slightly lower pressures
than the Widom line.
We have shown the existence of a strong isotope effect
of several hundred Kelvins in the liquid-liquid transition
in hydrogen, with the transformation occurring at lower
temperatures and pressures in hydrogen than deuterium,
and much lower than in previous work using classical nu-
clei. There is no such effect at the melt line, nor (by
definition) in Born-Oppenheimer dynamics. So we can
confidently ascribe it to the different zero-point energy
of hydrogen and deuterium vibrations; the difference in
these 12~(ωH − ωD) has the appropriate order of magni-
tude of hundreds of Kelvin.
The strong dependence of the calculated LLPT line
on the exchange-correlation functional makes it impossi-
ble to confidently state the precise location of the LLPT.
Moreover, above the critical point the transition becomes
a crossover and the associated Widom lines depend on
the precise quantity being measured. In this work, the
magnitude of the isotope effect is likely to be more ac-
curate than the exact location of the LLPT line. While
the exact location of the boundary will likely remain con-
tentious until experimental results can pin it down more
accurately, ab initio PIMD methods are clearly effective
in showing that an isotope effect is indeed present the
LLPT. They also emphasize that experiments on deu-
terium cannot be used as a proxy for the hydrogen phase
diagram.
It is well known the quantum effects are only important
at ”low” temperatures. We show here that low tempera-
ture must be interpreted in terms of the relevant quantum
energy scales, which for molecular vibration modes can
mean shifts in phase boundaries of hundreds of Kelvins
at temperatures of thousands of Kelvins. These con-
clusions have general applicability to other molecular-
dissociation transitions, such as nitrogen and superionic
ammonia and water[9, 44–46], meaning that experiments
on deuterated samples will significantly overestimate the
transition pressures and temperatures compared with the
natural material.
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Fig. 5 Summary of the results obtained in this work. (a) Location of the phase boundary as established from peaks
in the compressibility. The isotope effect is largest in magnitude at lower temperatures. Melting curve[42] and the
likely continuation of the melting line beyond the I-IV-liquid triple point[43] shows where the LLPT phase line is
expected to rejoin the solid phase lines. (b) Comparison of the compressibility phase line to the dissociation curve
established from peaks in the gradient of the dimer fraction and the metallization line along with MD runs using
classical H nuclei, all using BLYP. Additional NPT runs using PBE and vdw-DF functionals at 1000 K are also
shown. Snapshots on either side of the transition are PIMD runs of H2 at 1000 K using BLYP, for 100 GPa and 250
GPa, with bonds highlighted in red.
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[63] D. Hamann, M. Schlüter, and C. Chiang, Physical Re-
view Letters 43, 1494 (1979).
[64] K. Laasonen, A. Pasquarello, R. Car, C. Lee, and
D. Vanderbilt, Physical Review B 47, 10142 (1993).
[65] L. Wang, M. Ceriotti, and T. E. Markland, The Journal
of chemical physics 141, 104502 (2014).
