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CONVERGENCE OF SINGULAR LIMITS
FOR MULTI-D SEMILINEAR HYPERBOLIC SYSTEMS
TO PARABOLIC SYSTEMS
DONATELLA DONATELLI AND PIERANGELO MARCATI
Abstract. In this paper we investigate the zero-relaxation limit of the fol-
lowing multi-D semilinear hyperbolic system in pseudodifferential form:
Wt(x, t) +
1
ε
A(x,D)W (x, t) =
1
ε2
B(x,W (x, t)) +
1
ε
D(W (x, t)) + E(W (x, t)).
We analyse the singular convergence, as ε ↓ 0, in the case which leads to a limit
system of parabolic type. The analysis is carried out by using the following
steps:
(i) We single out algebraic “structure conditions” on the full system, moti-
vated by formal asymptotics, by some examples of discrete velocity mod-
els in kinetic theories.
(ii) We deduce “energy estimates ”, uniformly in ε, by assuming the existence
of a symmetrizer having the so called block structure and by assuming
“dissipativity conditions ” on B.
(iii) We perform the convergence analysis by using generalizations of Com-
pensated Compactness due to Tartar and Ge´rard.
Finally we include examples which show how to use our theory to approx-
imate prescribed general quasilinear parabolic systems, satisfying Petrowski
parabolicity condition, or general reaction diffusion systems.
Key words and phrases: Hyperbolic systems, parabolic systems, pseu-
dodifferential operators, relaxation theory.
1. Introduction
In this paper we study the following semilinear multidimensional hyperbolic sys-
tem with a small parameter ε > 0
Wt(x, t)+
1
ε
A(x,D)W (x, t) =
1
ε2
B(x,W (x, t)) +
1
ε
D(W (x, t)) + E(W (x, t)),(1.1)
where W = W (x, t) belongs to RN , x ∈ Rd, t ≥ 0, A(x,D) is a first order
pseudodifferential operator. The system (1.1) includes also the case of hyperbolic
differential operators of the form
Wt(x, t) +
1
ε
d∑
j=1
Aj(x)∂jW (x, t) =
1
ε2
B(x,W (x, t)) +
1
ε
D(W (x, t)) + E(W (x, t)),(1.2)
where Aj(x), j = 1, . . . , d are N × N matrices for any x ∈ R
d. Our aim is to
describe the limiting behaviour of the system (1.1) as ε goes to zero. We look
for structure condition to ensure that (1.1) approximate a second order parabolic
system. Our interest in this problem is motivated also by a very strong similarity
with the limiting structure appearing in the investigation of the hydrodynamic
limit for the Boltzmann equation, in particular in the discrete velocity case. The
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Boltzmann equation describes the evolution of the density f(x, ξ, t) of particles
which are at time t in position x with velocity ξ and has the following form
νft + ξ∇ · f =
1
ε
Q(f, f)
where ν is the Mach number and ε the Knudsen number. By averaging f(x, ξ, t)
in ξ and by using higher order momenta we can define a hierarchy of macroscopic
quantities. The investigation of the hydrodynamic limit regards the behaviour
of those quantities (actually combined with the closure problem) as the Knudsen
number goes to zero. In the case where the Mach number is of the same order
of the Knudsen number our limit can be described by the Navier Stokes equation,
otherwise when the Mach number is fixed and the Knudsen number tends to zero we
end up with the Euler equation. Those limits allow us to understand the differences
between relaxation limits of hyperbolic type to parabolic with respect to those one
of hyperbolic to hyperbolic type [2], [16], [17], [18], [28], [50], [12]. In particular if
we deal with a discrete velocity models, the equivalent “ Boltzmann equation” is
a semilinear hyperbolic system. The simplest example is given by the Carleman’s
equation 
f1t +
1
ε
f1x =
1
ε2
(f22 − f
2
1 )
f2t −
1
ε
f2x =
1
ε2
(f21 − f
2
2 ),
where we take ξ ∈ {−1, 1} and f1 = f(x, 1, t), f2 = f(x,−1, t). By rescaling the
variable we get that ρ = f1 + f2 as ε ↓ 0 satisfies the nonlinear diffusion equation
ρt =
1
2
(log ρ)xx.
This asymptotic problem was first investigated by Kurtz [21] and McKean [36].
Therefore the nonlinear diffusion problem, obtained as the limit of the Cattaneo
hyperbolic nonlinear heat conduction equation, was proved by Marcati, Milani and
Secchi [32]. The paper of Marcati and Milani [31] concernes the pourous media flow
as the limit of the Euler equation in 1-D, later generalized by Marcati and Rubino
[35] to the multi-D case. Relaxation phenomena of the same nature appear in the
zero relaxation limits for the Euler-Poisson model for the semiconductor devices
and it was investigated by Marcati and Natalini [33], [34] in the 1-D case and by
Lattanzio and Marcati [22] in the multi-D case. More recently Lions and Toscani
[27] investigated a discrete velocity model leading to the pourous media flow. All
of these papers, with exception of [21], [36], make use of the techniques of compen-
sated compactness. Similar ideas have been applied by Marcati and Rubino [35] to
show the general theory for 2 × 2 systems in the 1-D case and to propose a gen-
eral framework that we are going to investigate here in the semilinear system case.
Models of BGK type approximation have been successfully studied in this frame-
work by Bouchut, Guarguaglini and Natalini [1] and Lattanzio, Natalini [23] in the
case of 1-D systems. The framework of [35] was also investigated in the quasilinear
case by Lattanzio and Yong [24] for Hs- smooth solutions. Recently, with a similar
approach, Junk and Yong [15] derived the incompressible Navier Stokes equations
form the BGK model. Preliminary results concerning semilinear systems have been
obtained in [7], [8], in particular in [8] we considered a 1- D semilinear system with
variable coefficients. Already in that case the classical compensated compactness is
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not sufficient and it is necessary to use a generalization of this theory due to Tartar
[46] and P.Ge´rard [11]. From the technical point of view the problem, here, has
additional complications , since we deal with a multi- D pseudodifferential system
and since the symmetrizers are pseudodifferential operators.
The plan of the paper is as follows. In Section 2 we give the basic definitions, the
basic notations and we recall some mathematical tools needed in this paper. In
Section 3 we describe the structure condition on our system and on its symmetriz-
ers and we will describe the formal framework of the limiting process. The Section
4 is devoted to give rigorous proof of the previous formal analysis, the assumptions
of the previous section will allow us to obtain the a priori estimates of energy type
uniformly in ε. By using only the informations coming from the energy estimates
and by means of the previous mentioned compactness framework we will be able
to obtain our relaxation results. The structure conditions used in the limit process
allow us also to satisfy the parabolicity condition for the limit system in the case
of system (1.2) . In Section 5 we show how this theory can be greatly simplified in
the case of constant coefficients. Finally, in Section 6 we show how it is possible to
use the theory developed in the previous sections in order to approximate a given
parabolic system by means of a larger hyperbolic system with simpler nonlinear
structure. We are able to approximate the following nonlinear parabolic systems in
divergence form
Ut +
d∑
i=1
∂i
Fi(U)− d∑
j=1
Bij(U)∂jU
 = G(U)
where x ∈ Rd, t ∈ R+, U = U(x, t) ∈ R
k. With the previous techniques we
approximate also reaction- diffusion systems of the form
Ut =
d∑
j,k=1
Aj,k(x)∂j∂kU + f(U)
where x ∈ Rd, t ∈ R+, U = U(x, t) ∈ R
k. In this latter case we use two different
approach. The former is based on the theory of pseudodifferential operators while
the latter is based on symmetric differential operators and can be more usefull for
numerical computations. Let us remark that this latter approximation extends
in multi-D those proposed by Jin and Liu [14] and Lattanzio and Natalini [23]
(example 5.3). Our theory does not require the use of L∞ estimates (for instance
via invariant domains like Serre [43]).
2. Preliminary notions
We start this section introducing the main notations and definitions used in this
article. In particular we recall some basic facts and notations concerning the theory
of pseudodifferential operators and we also recall our main compactness tools used
in the strong convergence analysis. Namely
(a) (·, ·) denotes the scalar product in Rq, (q = 1, 2, ...) and | · | the usual norm of
Rq (q = 1, 2, ...),
(b) Mm×n denotes the linear space of m× n matrices,
(c) (·, ·)2 denotes the scalar product in L
2(Rd) and ‖ · ‖ the norm in L2(Rd),
(d) D(Rd×R+) denotes the space of test function C
∞
0 (R
d×R+), D
′(Rd×R+) the
Schwarz space of distributions and 〈·, ·〉 the duality bracket in D′(Rd × R+),
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(e) H is a separable Hilbert space, L(H) the space of bounded operators, K(H)
the space of compact operators,
(f) we denote by Hsloc(Ω, H) the classical local Sobolev space of order s, i.e.
u ∈ Hsloc(Ω, H)⇐⇒ ∀ ϕ ∈ C
∞
0 , (ϕ̂u) ∈ L
2(Rn, (1 + |ξ|2)sdξ).
(g) we denote by Fν(Z
I , ZII) the derivative respect to the variable ZII ofF (ZI ,ZII).
We shall also make use of the notion of parabolicity for systems of equations in
various way (see Taylor [49] volume III, [48], Eidel’man [9], Kreiss and Lorenz [20]).
Let us consider the following system
ut =
∑
j,k
Aj,k(t, x,D′xu)∂j∂ku+B(t, x,D
′
xu),(2.1)
where u ∈ Rp, Aj,k(t, x,D′xu) ∈ Mp×p, B(t, x,D
′
xu) ∈ R
p and D′x is a differential
operator of order not greater than two. The system is said strongly parabolic if
there exists c0 > 0, such that for all ξ ∈ R
d one has∑
j,k
Aj,k(t, x,D′xu)ξjξk ≥ c0|ξ|
2I.
Namely, if we denote L(t, x,D′xu, ξ) = −
∑
j,k
Aj,k(t, x,D′xu)ξjξk this condition is
equivalent to say L + LT is a negative definite matrix. Unfortunately, this con-
dition is often difficult to be verified, then we recall a more general notion often
referred as Petrowski parabolicity (see Taylor [49] volume III, [48]).
We say that the system (2.1) is parabolic if, denoted by λk(t, x,D
′
xu, ξ) the eigen-
values of the matrix L(t, x,D′xu, ξ), one has there exists α0 > 0 such that, for all
ξ ∈ Rd,
Reλk(t, x,D
′
xu, ξ) ≤ −α0|ξ|
2.
The latter notion of parabolicity is equivalent to ask the existence of a symmetric
matrix P0(t, x,D
′
xu, ξ), positive definite (i.e. P0 ≥ cI > 0), homogeneous of degree
0 in ξ, such that
−(P0L+ L
∗P0) ≥ c|ξ|
2I > 0.
Let us recall the basic notations concerning pseudodifferential operators to be used
later on, we refer to [48] for details. Assuming ρ, δ ∈ [0, 1], m ∈ R, we denote Smρ,δ
the set of C∞ symbols satisfying∣∣DβxDαξ p(x, ξ)∣∣ ≤ Cα,β〈ξ〉m−ρ|α|+δ|β|
for all α, β, where 〈ξ〉 = (1 + |ξ|2)1/2. In such case we say that the associated
operator defined by
P (x,D)f(x) =
∫
p(x, ξ)fˆ(ξ)eixξdξ := OP (p(x, ξ))
(wherefˆ(ξ) = (2π)−n
∫
f(x)e−ixξdx denotes the Fourier transform of the function
f) belongs to OPSmρ,δ. If there are smooth symbols pm−j(x, ξ), homogeneous in ξ
of degree m− j for |ξ| ≥ 1, i.e. pm−j(x, rξ) = r
m−jpm−j(x, ξ) for r, |ξ| ≥ 1, and if
p(x, ξ) ∼
∑
j≥0
pm−j(x, ξ)
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in the sense that
p(x, ξ)−
N∑
j≥0
pm−j(x, ξ) ∈ S
m−N
1,0
for all N , then we say p(x, ξ) ∈ Sm. We define also
S−∞ =
⋂
m>0
S−mρ,δ .
The following properties will also be used here.
Theorem 2.1. ([48], Theorem 0.5 A) If P (x,D) ∈ OPS0ρ,δ and 0 ≤ δ < ρ ≤ 1
then
P (x,D) : L2(Rn) −→ L2(Rn).
Theorem 2.2. ([47], Chapter II, Lemma 6.2 Ex.8.1, Chapter III, Proposition 3.1)
If P (x,D) ∈ OPS0ρ,δ, δ < ρ and if ℜep(x, ξ) ≥ c > 0 then there exists R˜(x,D) ∈
OPS0ρ,δ such that R˜(x,D) ≥ ηI > 0, with ℜeP (x,D) =
1
2 (P + P
∗),
ℜeP (x,D)− R˜(x,D) ∈ OPS−∞.
Proposition 2.3. (Commutator estimate) ([48], Proposition 3.6 B)
Given P (x,D) ∈ OPS01,0 we have
‖[P, f ]u‖Wσ,p ≤ c‖f‖Lip‖u‖Wσ−1,p for 0 ≤ σ ≤ 1,
in particular if σ = 0 and p = 2
‖[P, f ]u‖L2(Rn) ≤ c‖f‖Lip‖u‖H−1 .
Finally we state here our main tool, due to Tartar and Ge´rard ([46], [11])), to
study the convergence of quadratic forms with variable coefficients. The classical
results concerning the use of Compensated Compactness in the theory of hyperbolic
systems are reported in the books of Dafermos [6] and Serre [42]. Let H , H♯ denote
separable Hilbert spaces, Ω ∈ Rn, an open set, m ∈ N. We have the following
theorem taken from Ge´rard [11].
Theorem 2.4. (Compensated Compactness)
Let P ∈ OPSm with principal symbol p(x, ξ) and {uk} be a bounded sequence of
L2loc(Ω, H), such that uk ⇀ u. Assume that there exists a dense subset D ∈ H
♯
such that, for any h ∈ D, the sequence (〈Puk, h〉) is relatively compact in H
−m
loc (Ω).
Moreover, let q ∈ C(Ω,K(H)).
(i) If q = q∗ and for all (x, ξ, h) ∈ Ω× Sn−1 ×H, one has
(p(x, ξ)h = 0) ⇒ (〈q(x)h, h〉 ≥ 0)
then, for any nonnegative ϕ ∈ C∞0 (Ω)
lim inf
k→∞
∫
Ω
ϕ〈q(x)uk, uk〉dx ≥
∫
Ω
ϕ〈q(x)u, u〉dx.
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(ii) If for all (x, ξ, h) ∈ Ω× Sn−1 ×H, one has
(p(x, ξ)h = 0) ⇒ (〈q(x)h, h〉 = 0)
then
〈q(x)uk, uk〉 converges to 〈q(x)u, u〉 in D
′(Ω).
The previous theorem holds also if instead of a differential operator P ∈ OPSm
we consider the differential operator
Pu(x) =
∑
|α|≤m
∂α(aα(x)u(x)),
where α ∈ Nn, |α| ≤ m, aα ∈ C(Ω,L(H,H
♯)).
3. Multidimensional Framework
We shall restrict our analysis to the case E(W ) ≡ 0 to simplify the computations,
but our results easily extend to the case of E(·) ∈ Lip(RN ,RN ).
3.1. Decoupled system. We will consider the following semilinear system of
equations
Wt(x, t) +A(x,D)W (x, t) = B(x,W (x, t)) +D(W (x, t))(3.1)
where t ≥ 0, x ∈ Rd, W ∈ RN . We assume the following hypotheses hold.
(A.1) B(·, ·) ∈ C1(Rd+N ,RN ), D(·) ∈ C1(RN ,RN)
(A.2) A(x,D) ∈ OPS1, the system (3.1) is hyperbolic, namely the principal symbol
of A(x,D) is the matrix A(x, ξ) ∈ MN×N whose eigenvalues for (x, ξ) ∈
Rd × Rd, ξ 6= 0 are pure imaginary,
(A.3) denote by S = span
{
B(x,W ) | (x,W ) ∈ Rd+N
}
then dim S = N − k, 0 <
k < N .
Remark 3.1. We point out that (3.1) includes the case of the following hyperbolic
semilinear system
Wt(x, t) +
d∑
j=1
Aj(x)∂jW (x, t) = B(x,W (x, t)) +D(W (x, t))
where Aj(x) ∈ MN×N , j = 0, . . . , d and for all nonzero vector ξ ∈ R
d, the matrix
A(x, ξ) =
d∑
j=1
ξjAj(x) has real eigenvalues.
The aim of this section is to decouple the full system in order to single out the
conserved quantities from the others. We want to motivate the idea of decoupling
by considering Carleman’s system:
f1t +
1
ε
f1x =
1
ε2
(f2 + f1)(f2 − f1)
f2t −
1
ε
f2x =
1
ε2
(f2 + f1)(f1 − f2).
(3.2)
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Setting ρ = f1 + f2 and m =
f1 − f2
ε
we get ρ, m satisfy ρt +mx = 0
ε2mt + ρx = −2ρm.
(3.3)
In this way we decoupled (3.2) in (3.3) and we have isolated ρ that can be easily
seen, to be the conserved quantity. Now we want to do the same procedure on
our system (3.1). Let us consider the hypothesis (A.3), then there exists a matrix
P I ∈ Mk×N such that P
IB(W ) = 0 and ZI = P IW is the conserved vector.
Therefore, we can construct an invertible matrix P =
[
P I
P II
]
, P II ∈ M(N−k)×N .
Now, for any W ∈ RN , we set
ZI = P IW, ZII = P IIW,
Z =
[
ZI
ZII
]
, Q(ZI , ZII) = P IIB(P−1Z)
DI(ZI , ZII) = P ID(P−1Z) DII(ZI , ZII) = P IID(P−1Z)
PA(x, ξ)P−1 =
[
M11(x, ξ) M12(x, ξ)
M21(x, ξ) M22(x, ξ)
]
=M(x, ξ) M ij(x,D) = OPM ij(x, ξ),
hence by using the previous notations we can rewrite the system (3.1) in the fol-
lowing decoupled form
ZIt +M
11(x,D)ZI +M12(x,D)ZII = DI(ZI , ZII)
ZIIt +M
21(x,D)ZI +M22(x,D)ZII = Q(x, ZI , ZII) +DII(ZI , ZII),
(3.4)
where by construction ZI = ZI(x, t)∈Rk , ZII = ZII(x, t) ∈ RN−k andM11(x, ξ) ∈
Mk×k,M
12(x, ξ)∈Mk×(N−k) ,M
21(x, ξ)∈M(N−k)×k ,M
22(x, ξ)∈M(N−k)×(N−k),
DI(ZI , ZII) ∈ Rk, DII(ZI , ZII) ∈ RN−k, Q(x, ZI , ZII) ∈ RN−k. The previous
transformation does not affect the hyperbolic character of our system.
3.2. Structural conditions. In order to perform our analysis on system (3.1) we
need the following structural assumption:
(S.1) M11(x, ξ) = 0, for any (x, ξ) ∈ Rd × Rd.
This condition is natural if we consider system (3.3). In that case M(x, ξ) is anti-
symmetric and is given by
M(x, ξ) =
(
0 1
1 0
)
.
The same hypothesis is assumed also by Lions and Toscani [27]. It is also implicitly
contained in the work of Marcati and Rubino [35]. In fact in [35] the relaxation of
the following quasilinear nonhomogeneous 2× 2 hyperbolic system is considered,{
ws + f (w, z)y = 0
zs + g (w, z)y = h (w, z) ,
(3.5)
where y ∈ R, s ≥ 0, with the assumption
f(w, 0) = 0,
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which in the linear case is equivalent to (S.1). An analogous condition is assumed
by Lattanzio and Yong in [24], where they study the singular limits for the initial
value problem
Wt +
d∑
j=1
Aj(W )Wxj +
1
ε
d∑
j=1
Aj(εW )Wxj =
Q(W )
ε2
,
W (x, 0) =W0(x; ε),
by validating the formal asymptotic approximation in the framework ofHs- smooth
solutions. In [24] they set
Aj =
(
A
11
j A
12
j
A
21
j A
22
j
)
Aj =
(
A11j A
12
j
A21j A
22
j
)
and the key structure condition is given by
A11j (0) = 0, for all j.
In practice the condition (S.1) is essential otherwise the only relaxation process
would be the trivial one, which relaxes on the null solution. In the case (S.1) is
not valid, we actually, do not have relaxation from hyperbolic to parabolic systems
but we have a multiscale phenomena which involves the simultaneous action of dis-
tinct relaxation mechanisms. To clarify this issue, we follow the formal asymptotic
approximations of Lattanzio and Yong [24], namely we consider the scaled system
Wt +
1
ε
d∑
j=1
Aj(x)Wxj =
Q(W )
ε2
,(3.6)
where W ∈ R, (x, t) ∈ Rd × R+, Aj(x) are smooth N × N matrices with the
following assumption
(a) the first k components of Q(W ) are zero that is
Q(W ) =
(
0
q(W )
)
with q(W ) ∈ RN−k.
Corresponding to this decompostion of Q, we set
W =
(
u
v
)
Aj =
(
A11j A
12
j
A21j A
22
j
)
.
Furthermore we assume:
(b) q(u, v) = 0 if and only if v = 0, qv(u, 0) is invertible for any u.
We look for a solution of the form
Oε(x, t) ∼
∞∑
k=0
εkOk(x, t) = O0(x, t) +
∞∑
k=1
εkOk(x, t).
Recalling (3.6) we introduce
R(W ) =Wt +
1
ε
d∑
j=1
Aj(x)Wxj −
Q(W )
ε2
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Since Oε is expected to solve (3.6) we want R(Oε) = 0. Thus it follows
Q(O0) = 0
d∑
j=1
Aj(x)O0xj = QW (O0)O1
Okt +
d∑
j=1
Aj(x)Ok+1,xj = QW (O0)Ok+2
Set Ok =
(
uk
vk
)
. The above equations can be rewritten as
q(u0, v0) = 0(3.7)
d∑
j=1
(
A11j (x)u0xj +A
12
j (x)v0xj
)
= 0(3.8)
d∑
j=1
(
A21j (x)u0xj +A
22
j (x)v0xj
)
= qu(u0, v0)u1 + qv(u0, v0)v1(3.9)
ukt +
d∑
j=1
(
A11j (x)uk+1,xj +A
12
j (x)vk+1,xj
)
= 0(3.10)
vkt +
d∑
j=1
(
A21j (x)uk+1,xj +A
22
j (x)vk+1,xj
)
= qu(u0, v0)uk+2(3.11)
+ qv(u0, v0)vk+2.
From (3.7) and (b) it follows v0 = 0, then (3.8) reduces to
d∑
j=1
A11j (x)u0xj = 0,
so u0xj = 0. By using (b) and (3.9) we get v1 = 0 and setting k = 0 in (3.10) entails
u1 = 0. Up to now we found u0 = v0 = u1 = v1 = 0. By assuming inductively
up = vp = 0, by using the previous relations and (b) we get, up+1 = vp+1 = 0.
Hence the formal limit is the null solution. Now, let us consider (3.1), then, by
using the previous notations and by denoting
M(x,D) = OP
{
−
(
0 M12(x, ξ)
M21(x, ξ) M22(x, ξ)
)}
,(3.12)
we can rewrite the system (3.4) in the following form
Zt −M(x,D)Z = Q(x, Z
I , ZII) +D(ZI , ZII),(3.13)
where D(ZI , ZII) = (DI(ZI , ZII), DII(ZI , ZII)).
We formulate here the hypothesis concerning the existence of a symmetrizer for the
system (3.13) in pseudodifferential form (see Taylor [47]), namely
(A.4) there existsR(x,D)∈OPS01,0 such thatR(x,D)M(x,D)+(R(x,D)M(x,D))
∗∈
OPS01,0 and its symbol R(x, ξ) is a positive definite matrix for |ξ| > 1.
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The next structure condition regards the existence of a symmetrizer for the system
(3.13). We assume here a special “block structure” which is natural for strictly
hyperbolic systems (for instance, in a more complicated framework, see the seminal
paper of Kreiss [19], Majda and Osher [30] or Ralston [40]). The block structure
follows also for non - strictly hyperbolic systems having constant multiplicity, by a
general result due to Me´tivier [37]. Here we are not assuming anyone of the previous
conditions but directly the “block structure” of the symmetrizer R(x,D).
(S.2) the symbol of R(x,D) has the following form
R(x, ξ) =
(
R11(x, ξ) 0
0 R22(x, ξ)
)
where R11(x, ξ) ∈ Mk×k, R22(x, ξ) ∈ M(N−k)×(N−k) are symmetric positive
definite matrices and R(x,D)M(x,D) + (R(x,D)M(x,D))∗ ∈ OPS01,0.
Let us remark that in many applications this requirement will be automatically
satisfyied.
3.3. Dissipativity condition. In this section we state the assumption on the
nonhomgeneous term Q(x, ZI , ZII).
(D) Q(x, ZI , ZII) has the following form
Q(x, ZI , ZII) = Q0(x, Z
I , ZII) +Q1(x, Z
I , ZII)
and Q(x, ZI , 0) = 0 for any (x, ZI) ∈ Rd × Rk moreover
(d1) Q0(x, Z
I , ZII) ∈ C1(RN+d;RN−k), Q0ν(x, Z
I , ZII) is bounded in
(x, ZI , ZII) and [Q0ν , R
1/2
22 (x,D)] = 0. There exists λ0 > 0 such that for any
x ∈ Rd, (ZI , ZII) ∈ Rk × RN−k, Q0ν(x, Z
I , ZII) ≤ −λ0I,
(d2) Q1(x, Z
I , ZII) ∈ C1(RN+1;RN−k), Q1ν(x, Z
I , ZII) is bounded in
(x, ZI , ZII) and the operator R22(x,D)Q1ν satisfies
‖R22(x,D)Q1ν‖L(L2) ≤ λ1, λ1 > 0, λ1 ≤ λ0/2.
Remark 3.2. We splitted the nonhomogeneous term Q(x, ZI , ZII) into two terms
that take into account different dissipativity mechanisms of Q. The former term
Q0(x,Z
I ,ZII) cares about the dissipativity ofQ, and it commutes with R22(x,D)Q1ν .
The latter Q1(x, Z
I , ZII) does not commutes but defines with R22(x,D) a bounded
operator dominated by the dissipative part of Q0(x, Z
I , ZII).
Remark 3.3. The class of dissipativity terms defined in (D) is not empty. In fact it
is sufficient to take Q of the following form
Q(x, ZI , ZII) = C(x)ZII(3.14)
with C(x) ∈M(N−k)×(N−k) for any x ∈ R
d, [R
1/2
22 (x,D), C(x)] = 0 and there exists
γ > 0 such that for any x ∈ Rd, C(x) ≤ −γI.
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3.4. Formal analysis of the singular limit. We will analyse the relaxation
process of the following system
Wt +
1
ε
A(x,D)W =
1
ε2
B(x,W ) +
1
ε
D(W ).(3.15)
Following the construction of the previous paragraph we rewrite (3.15) in this way

ZIt +
1
ε
M12(x,D)ZII =
1
ε
DI(ZI , ZII)
ZIIt +
1
ε
M21(x,D)ZI +
1
ε
M22(x,D)ZII =
1
ε2
Q(x, ZI , ZII) +
1
ε
DII(ZI , ZII).
(3.16)
By formal asymptotics we are leaded to define
ZI(x, t) = U I(x, t), ZII(x, t) = εU II(x, t).(3.17)
The previous scaling has an equivalent interpretation as a scaling of the time vari-
able setting ∂τ = ε∂t, for more details see [35]. In this way the system (3.16)
transforms into

U It +M
12(x,D)U II =
1
ε
DI(U I , εU II)
ε2U IIt +M
21(x,D)U I + εM22(x,D)U II =
1
ε
Q(x, U I , εU II) +DII(U I , εU II).
(3.18)
If we denote by (U I0, U II0) the limit profile as ε ↓ 0, the formal limit system (3.18)
relaxes to the system U
I0
t +M
12(x,D)U II0 = DIν(U
I0, 0)U II0
M21(x,D)U I0 = Qν(x, U
I0, 0)U II0 +DII(U I0, 0),
(3.19)
where Qν , D
I
ν , denote the derivative respect to the variable Z
IIrespectively of Q
and DI . By using the hypothesis (D), the system (3.19) transforms into
U I0t +M
12(x,D)U II0 = DIν(U
I0, 0)U II0
U II0 = Q−1ν (x, U
I0, 0)
[
M21(x,D)U I0 −DII(U I0, 0)
]
That is equivalent to (by setting U = U I0) the second order parabolic system
Ut +M
12(x,D)Q−1ν (x, U, 0)M
21(x,D)U =M12(x,D)Q−1ν (x, U, 0)D
II(U, 0)
+DIν(U, 0)Q
−1
ν (x, U, 0)
[
M21(x,D)U −DII(U, 0)
]
.
(3.20)
In the next sextion we will find sufficient conditions in order to justify rigorously
this formal analysis.
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4. A priori estimates and convergence analysis
In this section we consider our rescaled system

U It +M
12(x,D)U II =
1
ε
DI(U I , εU II)
ε2U IIt +M
21(x,D)U I + εM22(x,D)U II =
1
ε
Q(x, U I , εU II) +DII(U I , εU II).
(4.1)
and we are going to develop the rigorous theory in order to get the relaxed system
(3.19). We want to show that, as ε ↓ 0, the solutions of the rescaled system satisfy
U I −→ U I0 strongly in L2loc(R
d × R+),
U II ⇀ U II0 weakly in L2(Rd × [0, T ]),
εU II −→ 0 strongly in L2loc(R
d × R+).
The basic idea used in this section is the assumption of the existence of a sym-
metrizer for the system (3.4) whose symbol has a suitable block structure (condi-
tions (A.4) and (S.2)). The pseudodifferential nature of the symmetrizer, as we will
see later, will allow us to use the properties of such kind of operators (Theorem 2.1,
Theorem 2.2) in order to obtain “energy” type estimate.
4.1. A priori estimates. In this section we wish to establish a priori estimates,
independent of ε, for the solution of the system (4.1). To achieve this goal the
following hypotheses are needed
(B.1) M12(x, ξ),M21(x, ξ),M22(x, ξ) ∈ S1,
(B.2) det
[(
M21(x, ξ)
)T
M21(x, ξ)
]
6= 0,
(B.3) D = (DI(ZI , ZII), DII(ZI , ZII)) ∈ C1(RN ;Rk × RN−k), DI(ZI , 0) = 0,
DII(0, 0) = 0, and DIν is bounded in (Z
I , ZII), DII is a lipschitz function in
(ZI , ZII), with lipschitz norm α.
Remark 4.1. Since M21(x, ξ) ∈ M(N−k)×k from elementary linear algebra we de-
duce condition (B.2) is violated whenever k > N2 .
The next results concerns the “energy” type estimates independent on ε, obtained
via the existence of symmetrizers and via the dissipativity conditions (D).
Theorem 4.2. Let us consider the solution {U I}, {U II} of the Cauchy problem for
the scaled system (4.1). Assume U I(x, 0) ∈
[
L2(Rd)
]k
, U II(x, 0) ∈
[
L2(Rd)
]N−k
and the hypotheses (A.4), (S.2), (B.1), (B.2), (B.3), (D) hold. Then, there exists
ε0 > 0, such that for ε ∈ (0, ε0), one has
(i) for all T > 0, there exists M(T ) > 0, independent from ε, such that
‖U II‖L2(Rd×[0,T ]) ≤M(T ) and sup
[0,T ]
‖εU II(·, t)‖ ≤M(T ),
(ii) {ε2U IIt } is relatively compact in H
−1
loc (R
d × R+),
(iii) {U I} is uniformely bounded, with respect to ε, in L∞
(
R+, L
2(Rd)
)
, namely
for all T > 0, there exists M(T ) > 0, independent from ε, such that
sup
[0,T ]
‖U I(·, t)‖ ≤M(T ).
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Proof. To simplify our notation, we set
U =
[
U I
U II
]
, Uε =
[
U I
εU II
]
, F =
 1εDI(U I , εU II)1
ε
Q(x, U I , εU II) +DII(U I , εU II)

M ε(x,D) = OP
{
−
(
0 M12(x, ξ)
M21(x, ξ) εM22(x, ξ)
)}
By using the Theorem 2.2, let R(x,D) be the symmetrizer given by the hypotheses
(A.4), (S.2), then there exists R˜ = R mod OPS−∞, with R˜ ≥ ηI > 0. So we can
write R˜ = R + T , T ∈ OPS−∞, where by the block structure of R(x,D), T (x, ξ)
takes the following form T (x, ξ) =
(
T11(x,ξ) 0
0 T22(x,ξ)
)
. Hence it follows
d
dt
(R˜(x,D)Uε, Uε)2= (R˜(x,D)U
ε
t , U
ε)2 + (R˜(x,D)U
ε, Uεt )2
=(R˜(x,D)(M ε(x,D)U + F), U)2+(R˜(x,D)U,M
ε(x,D)U+F )2
=((R˜(x,D)M ε(x,D) + (R˜(x,D)M ε(x,D))∗)U,U)2
+ 2(R˜(x,D)F,U)2 = I1 + I2.
We estimate separately I1 and I2. By applying Theorem 2.1 and Theorem 2.2 and
by using the hypothesis (A.4) for I1 we get
I1 ≤ 2‖U
II‖‖U I‖+ ε‖U II‖2.
Let us focus our attention on I2, then one has
I2 = (R˜(x,D)D(U
I , εU II), U)2 + (R˜(x,D)
(
0
ε−1Q(x, U I , εU II)
)
, U)2
= (ε−1DI(U I , εU II), (R11(x,D) + T11(x,D))U
I)2
+ (DII(U I , εU II), (R22(x,D) + T22(x,D))U
II)2
+ (ε−1R22(x,D)Q(x, U
I , εU II), U II)2 + (ε
−1T22(x,D)Q(x, U
I , εU II), U II)2
= I2,1 + I2,2 + I2,3 + I2,4.
To estimate I2,1 and I2,2 we use hypothesis (B.4) and we get
I2,1 + I2,2 ≤ α‖U
II‖‖U I‖+ αε‖U II‖2.
Now we turn to I2,3. Let us denote by Q¯ν =
∫ 1
0
Qν(x, U
I , εθU II)dθ, then we can
rewrite I2,3 in the following way
I2,3 = (R22(x,D)Q¯0νU
II , U II)2 + (R22(x,D)Q¯1νU
II , U II)2 = I2,31 + I2,32.
From (d1), it follows
I2,31 =(R
1/2
22 (x,D)Q¯0νU
II , R
1/2
22 (x,D)U
II)2=(Q¯0νR
1/2
22 (x,D)U
II , R
1/2
22 (x,D)U
II)2
≤ −λ0‖U
II‖2.
By using (d2) we get
I2,32 = (R
1/2
22 (x,D)Q¯1νU
II , R
1/2
22 (x,D)U
II)2 ≤ λ1‖U
II‖2 ≤
λ0
2
‖U II‖2,
hence
I2,3 = −
λ0
2
‖U II‖2.
14 DONATELLA DONATELLI AND PIERANGELO MARCATI
Now it remains to estimate I2,4. For any δ1 > 0 we have
I2,4 ≤ δ1‖U
II‖2 +
c′
δ1
‖U II‖2H−1
By adding I1, I2, for all δ1 > 0, δ2 > 0, we get
d
dt
(R(x,D)Uε, Uε)2 ≤ (2 + α)‖U
II‖‖U I‖+ ε(α+ 1)‖U II‖2 −
λ0
2
‖U II‖2
+ δ1‖U
II‖2 +
c′
δ1
‖U II‖2H−1
≤ (δ1 + δ2)‖U
II‖2 +
2 + α
δ2
‖U I‖2 + ε(α+ 1)‖U II‖2
−
λ0
2
‖U II‖2 +
c′
δ1
‖U II‖2H−1 .
If we choose ε <
λ0
8(α+ 1)
and (δ1 + δ2) <
λ0
8
it follows
d
dt
(R(x,D)Uε, Uε)2 ≤ −
λ0
4
‖U II‖2 + c‖U I‖2 + c‖U II‖2H−1 .(4.2)
Let us denote by
E(t) =
∫
Rd
ε2|U II(x, t)|2dx+
∫
Rd
∣∣U I(x, t)∣∣2 dx.(4.3)
By the second equation of the system (4.1) and by the smoothness of the coefficients
we get the following estimate
‖U II‖2H−1 ≤ c
√
E(t).
By integrating (4.2) on [0, t] we obtain the energy E(t) satisfies the following in-
equality
E(t) ≤ E(0)−
λ0
4
∫ t
0
∫
Rd
|U II(x, t)|2dxds+ c
∫ t
0
E(s)ds(4.4)
for some c > 0, then by applying the Gronwall’s lemma, we have
E(t) ≤ E(0)ect,(4.5)
and ∫ t
0
∫
Rd
|U II |2dxds ≤ E(0)
(
ect + 2
)
.(4.6)
We can conclude that for any T > 0 there exists M(T ) > 0, indipendent from ε,
such that
‖U II‖L2(Rd×[0,T ]) ≤M(T ), sup
[0,T ]
‖U II(·, t)‖ ≤M(T ), sup
[0,T ]
‖U I(·, t)‖ ≤M(T ).
In this way we proved (i) and (iii). Let us consider ω relatively compact subset of
Rd × R+, then
‖ε2U IIt ‖H−1(ω) = sup
‖φ‖
H1
0
(ω)
=1
|〈ε2U IIt , φ〉| = sup
‖φ‖
H1
0
(ω)
=1
∣∣∣∣∫ ∫ ε2U IIφtdxdt∣∣∣∣
≤ ε2 sup
‖φ‖
H10 (ω)
=1
(‖U II‖‖φt‖) ≤M(T )ε
2.
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Remark 4.3. If there exists a way to control ‖Qν‖Lip we do not need any assumption
(D) but to estimate I2,3 it is sufficient to have for any (x, Z
I , ZII) ∈ Rd×Rk×RN−k,
Qν(x, Z
I , ZII) ≤ −λI, λ > 0. Indeed
I2,3 = (R
1/2
22 (x,D)Q¯νU
II , R
1/2
22 (x,D)U
II)2
= (Q¯νR
1/2
22 (x,D)U
II , R
1/2
22 (x,D)U
II)2 + ([R
1/2
22 (x,D), Q¯ν ]U
II , U II)2,
then by taking into account the Proposition 2.3 and the dissipative condition on
Qν(x, U
I , εU II), we have
I2,3 ≤ −
λ
2
‖U II‖2 + c‖U II‖2H−1 .
which lead to the energy inequality (4.4).
4.2. Strong convergence analysis. We begin with an immediate consequence of
(i) and (ii) in the Theorem (4.2).
Theorem 4.4. Let us consider the solution {U II} of the Cauchy problem
for system (4.1). Assume U I(x, 0) ∈
[
L2(Rd)
]k
, U II(x, 0) ∈
[
L2(Rd)
]N−k
and
moreover the hypotheses (A.4), (S.2), (B.1), (B.2), (B.3), (D) hold. Then there
exists U II0 ∈ [L2(Rd×[0, T ])]N−k, such that, as ε ↓ 0, one has (extracting eventually
a subsequence)
U II ⇀ U II0 weakly in L2(Rd × [0, T ])(4.7)
εU II −→ 0 strongly in L2loc(R
d × R+)(4.8)
{ε2U IIt } −→ 0 in H
−1
loc (R
d × R+).(4.9)
Our next step is to prove the strong convergence for the sequence {U I} in the
norm of L2loc(R
d×R+). For this porpuse we only use the estimates obtained in the
previous section. Our main tool in the limit process will be Tartar’s and Ge´rard’s
Theorem 2.4, [46], [11].
Theorem 4.5. Let us consider the solution {U I}, of the Cauchy problem for
system (4.1). Assume U I(x, 0) ∈
[
L2(Rd)
]k
, U II(x, 0) ∈
[
L2(Rd)
]N−k
and the
hypotheses (A.4), (S.2), (B.1), (B.2), (B.3),(D) hold. Then there exists U I0 ∈
[L2(Rd × [0, T ])]k, such that, as ε ↓ 0, one has (extracting eventually subsequences)
U I −→ U I0 strongly in L2loc(R
d × R+)(4.10)
Proof. By using the hypothesis (D), Q¯ν(x, U
I ,εU II) is uniformely bounded in
L∞ then ε−1Qν(x, U
I ,εU II) = Q¯ν(x, U
I , εU II)U II is uniformely bounded in L2,
therefore ε−1Qν(x, U
I , εU II) is relatively compact in H−1loc . In a similar way,
thanks to the conditions on the function D(U I , εU II), we get ε−1DI(U I , εU II)
and DII(U I , εU II) relatively compact in H−1loc . Now by using the identities
U It +M
12(x,D)U II =
1
ε
DI(U I , εU II)
M21(x,D)U I =
1
ε
Q(x, U I , εU II) +DII(U I , εU II)− ε2U IIt − εM
22(x,D)U II
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and by taking into account the a priori estimates and the smoothness of the coeffi-
cients of the system, we can conclude(
U It +M
12(x,D)U II
M21(x,D)U I
)
is relatively compact in (H−1loc )
2.(4.11)
Since the symbols M ij(x, ξ) are polihomogeneous in the sense of the Section 2, we
can decompose the operator M ij(x,D) in the following way,
M ij(x,D) =M ij1 (x,D) +M
ij
r (x,D),(4.12)
where M ij1 (x,D) ∈ OPS
1, while M ijr (x,D) ∈ OPS
0. By applying the Theorem
2.1 and by the decomposition (4.12) we get(
U It +M
12
1 (x,D)U
II
M211 (x,D)U
I
)
is relatively compact in (H−1loc )
2.(4.13)
In order to fit into the framework of the Theorem 2.4 we set
P
[
U I
U II
]
=
[
Ik×k 0
0 0
]
∂t
[
U I
U II
]
+
[
0 M121 (x,D)
M211 (x,D) 0
] [
U I
U II
]
.
The principal symbol of P is given by
p(x, ξ) =
[
Ik×k 0
0 0
]
ξ0 +
[
0 M121 (x, ξ
′)
M211 (x, ξ
′) 0
]
,
for any ξ = (ξ′, ξ0) ∈ R
d+1, |ξ| = 1. We notice that
p(x, ξ)
[
λ
µ
]
= 0⇐⇒
{
ξ0λ+M
12
1 (x, ξ
′)µ = 0
M211 (x, ξ
′)λ = 0
for all λ ∈ Rk, µ ∈ RN−k.
Now if ξ′ = 0 then ξ0 6= 0 and so λ = 0, otherwise if ξ
′ 6= 0 by using the hypothesis
(B.2) we get λ = 0.Therefore we get{
(x, ξ, λ, µ) such that p(x, ξ)
[
λ
µ
]
= 0
}
⊂ {λ | λ = 0} .
We take now
q(x) =
[
Ik×k 0
0 0
]
and for all ξ 6= 0, ξ = (ξ0, ξ
′) we have
p(x, ξ)
[
λ
µ
]
= 0 implies 〈q(x)
[
λ
µ
]
,
[
λ
µ
]
〉 = 0
for all λ ∈ Rk, µ ∈ RN−k.
Now we can apply Theorem (2.4) of Ge´rard and we conclude that for any
ϕ ∈ D(Rd × R+)∫ +∞
0
∫
Rd
∣∣U I(x, t)∣∣2 ϕ(x, t)dxdt −→ ∫ +∞
0
∫
Rd
∣∣U I0(x, t)∣∣2 ϕ(x, t)dxdt
where U I0 denotes, in view of Theorem (4.2) the weak limit of U I in L2(Rd×R+).
In this way we obtain
U I −→ U I0 strongly in L2loc(R
d × R+).
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Corollary 4.6. Assume that the hypotheses of Theorems (4.4), (4.5) hold, then
(U I0, U II0) verifies the following system, in the sense of distributions, U
I0
t +M
12(x,D)U II0 = DIν(U
I0, 0)U II0
M21(x,D)U I0 = Qν(x, U
I0, 0)U II0 +DII(U I0, 0).
(4.14)
Proof. By taking into account the regularity hypothesis on Q, the strong conver-
gence of {U I , εU II} in L2loc and the weak convergence of U
II , we get
ε−1Qν(x, U
I , εU II) ⇀ Qν(x, U
I0, 0)U II0 weakly in L2loc(R
d × R+).
In a similar way we have
ε−1DI(U I , εU II)⇀ DIν(U
I0, 0)U II0 weakly in L2loc(R
d × R+).
Therefore we can pass into the limit the other terms and we obtain the relations
(4.14).
Remark 4.7. We can weakly relax the assumption concerning the polihomogeneity
of our symbols by assuming directly the decomposition (4.12)
4.3. Parabolicity condition. Let us restrict our attention to the differential op-
erator case, namely (1.1) takes the form
Wt +
1
ε
d∑
j=1
Aj(x)∂jW =
1
ε2
B(x,W ) +
1
ε
D(W ).
In this case the identities (4.14) become
U I0t +
d∑
j=1
M12j (x)∂jU
II0 = DIν(U
I0, 0)U II0
d∑
j=1
M21j (x)∂jU
I0 = Qν(x, U
I0, 0)U II0 +DII(U I0, 0),
(4.15)
which is equivalent to write (where we set U = U I0)
Ut +
d∑
j=1
M12j (x)∂j
(
Q−1ν (x, U, 0)
d∑
k=1
M21k (x)∂kU
)
=
d∑
j=1
M12j (x)∂j(Q
−1
ν (x, U, 0)D
II(U, 0))
+DIν(U, 0)Q
−1
ν (x, U, 0)
[
d∑
k=1
M21k (x)∂kU −D
II(U, 0)
]
.
(4.16)
We want to show, in this simpler case, that (4.16) is parabolic in the sense of
Petrowski as recalled in the Section 2. Taking into account the notations of Section
2, one has
L =M12(x, ξ)Q−1ν (x, U, 0)M
21(x, ξ) ∈ S21,0,
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whereM12(x, ξ) = i
d∑
j=1
M12j (x)ξj andM
21(x, ξ) = i
d∑
j=1
M12j (x)ξj . We are going to
show the existence of a positive matrix P0 such that P0L+L
∗P0 is negative definite.
By the definition of symmetrizer for the system (3.4) we know the following relations
between the blocks of R(x, ξ) and the coefficients of the system (3.4)
R11(x, ξ)M
12(x, ξ) = (M21(x, ξ))TR22(x, ξ),
R22(x, ξ)M
21(x, ξ) = (M12(x, ξ))TR11(x, ξ).
(4.17)
Now let us denote by
P0 = R11(x, ξ),
we have to prove
P0L+ L
∗P0 ≤ −βI β > 0.
By using the relations (4.17) and the condition (D) it follows
((P0L+ L
∗P0)η, η) =
(
R22(x, ξ)M
12(x, ξ)Q−1ν (x, U, 0)M
21(x, ξ)η, η
)
+
(
M21(x, ξ))T (Q−1ν (x, U, 0))
T (M12(x, ξ))TR11(x, ξ)η, η
)
=
(
(M21(x, ξ))T (R22(x, ξ)Q
−1
ν (x, U, 0)η, η
)
+
(
(Q−1ν (x, U, 0))
TR22(x, ξ))M
21(x, ξ)η, η
)
≤ −λ0
∣∣M21(x, ξ)η∣∣2 ≤ −β |η|2
with β > 0, this is the notion of parabolicity introduced in the Section 2.
5. The constant coefficients case
In this section we want to show how in the case of constant coefficient differential
semilinear systems our theory can be easily simplified. First we remark that in
this case we don’t need to use pseudodifferential theory because of the constant
coefficient we can handle them with classical methods. We point out that also in
this case we will assume the existence of symmetrizers R(x,D) with block structure
but since the coefficients are constant the principal symbol of R(x,D) depends only
on the variable ξ more exactly it is a homogeneous radial function of degree zero
of ξ, R(ξ) = R
(
ξ
|ξ|
)
. Then the symmetrizers reduce to Fourier multipliers.
5.1. A priori estimate. Here we consider the following system

U It +
d∑
j=1
M12j ∂jU
II =
1
ε
DI(U I , εU II)
ε2U IIt +
d∑
j=1
M21j ∂jU
I + ε
d∑
j=1
M22j ∂jU
II =
1
ε
Q(x, U I , εU II) +DII(U I , εU II).
(5.1)
with the same hypotheses (A.4), (S.2), (B.1), (B.2), (B.3), (D) of Section 3.2 and
Section 4.1, specialized to our simpler framework. Then we have also in this case
the following theorem
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Theorem 5.1. Let us consider the solution {U I}, {U II} of the Cauchy problem for
the system (5.1). Assume U I(x, 0) ∈
[
L2(Rd)
]k
, U II(x, 0) ∈
[
L2(Rd)
]N−k
and that
hypotheses (A.4), (S.2), (B.1), (B.2), (B.3), (D) hold. Then there exists ε0 > 0,
such that for ε ∈ (0, ε0), one has
(i) for any T > 0, there exists M(T ) > 0, independent from ε, such that
‖U II‖L2(Rd×[0,T ]) ≤M(T ) and sup
[0,T ]
‖εU II(·, t)‖ ≤M(T ),
(ii) {ε2U IIt } is relatively compact in H
−1
loc (R
d × R+),
(iii) {U I} is uniformely bounded, with respect to ε, in L∞
(
R+, L
2(Rd)
)
, namely
for any T > 0, there exists M(T ) > 0, independent from ε, such that
sup
[0,T ]
‖U I(·, t)‖ ≤M(T ).
Proof. We apply the Fourier transform to the system (5.1) and we multiply in
L2(Rd) by R(ξ)Û obtaining the following inequality
d
dt
{
ε2
2
|R
1/2
22 (ξ)Û
II |2 + |R
1/2
11 (ξ)Û
I |2
}
= (R11(ξ)Û I , ε
−1D̂I(U I , εU II)2
+ (R22(ξ)Û II , ε
−1Q̂(U I , εU II))2 + (R22(ξ)Û II , D̂II(U
I , εU II))2.
Defining the energy as in (4.3), taking into account the hypotheses, the properties
of the symmetrizer and Plancharel theorem it yields the standard energy inequality
(4.4). The remaining part of the proof follows exactly the same arguments used in
the previous section so it is omitted.
5.2. Basic ideas on strong convergence. The analysis of strong convergence
in this case reduces to analyse the convergence of quadratic forms, hence it can be
obtained via the classical compensated compactness result of Tartar (see [44], [45],
[39] see also [3]).
Theorem 5.2. (Tartar’s Compensated compactness)
Let us consider
1. a bounded open set Ω ⊂ Rn;
2. a sequence {lν}∞ν=1, l
ν : Ω ⊂ Rn −→ Rm;
3. a symmetric matrix Θ : Rm −→ Rm;
4. constants aijk ∈ R, i = 1, . . . , q, j = 1, . . . ,m, k = 1, . . . , n.
Let us define
f(α) = 〈Θα, α〉 , for all α ∈ Rm;
Λ =
λ ∈ Rm : ∃ξ ∈ Rn \ {0}, ∑
j,k
aijkλjξk = 0, i = 1, . . . , q
 .
Assume that
(a) there exists l˜ ∈ L2m (Ω) such that l
ν ⇀ l˜ in L2m (Ω) as ν ↑ ∞;
(b) Ailν =
∑
j,k
aijk
∂lνj
∂xk
, i = 1, . . . q are relatively compact in H−1loc (Ω);
(c) f|Λ ≡ 0;
(d) there exists f˜ ∈ R such that f(l)⇀ f˜ in the sense of measures M(Ω).
Then we have f˜ = f(l˜).
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Now we can state our convergence result
Theorem 5.3. Let {U I , U II} be the solution of the Cauchy problem for system
(5.1). Let us assume the hypotheses (A.4), (S.2),(B.1), (B.2), (B.3), (B.4), (B.6)
hold, then there exists U I0 ∈ [L2(Rd × [0, T ])]k and U II0 ∈ [L2(Rd × [0, T ])]N−k,
such that, as ε ↓ 0, (extracting eventually subsequences)
U II ⇀ U II0 weakly in L2(Rd × [0, T ])(5.2)
εU II −→ 0 strongly in L2loc(R
d × R+)(5.3)
U I −→ U I0 strongly in L2loc(R
d × R+)(5.4)
and the limit profile (U I0, U II0) verifies the following system
U I0t +
d∑
j=1
M12j ∂jU
II0 = DIν(U
I0, 0)U II0
d∑
j=1
M21j ∂jU
I0 = Qν(U
I0, 0)U II0 +DII(U I0, 0),
(5.5)
in the sense of distribution.
Proof. (5.2), (5.3) follow from (i) of the Theorem 5.1 and the energy estimate
implies that
U It +
d∑
j=1
M12j ∂jU
II
d∑
j=1
M21j ∂jU
I
 is relatively compact in (H−1loc )2.
In order to fit into the framework of Theorem 5.2 we set lε = (U I , U II), then the
characteristic manifold Λ is given by
Λ =
{
(λ, µ) ∈ Rk × RN−k | ∃ξ ∈ Rd+1 \ {0} , B(ξ, λ) = 0
}
where
B(ξ, λ) =

ξ0λ+
 d∑
j=1
M22j ξj
µ d∑
j=1
M21j (x)ξj
λ
 .
By using the hypothesis (B.4) and by defining Θ = 12
(
Ik×k 0
0 0
)
, we have f(λ) =
λTΘλ and, of course, f|Λ ≡ 0. We apply the Theorem 5.2 to show
(U I)2 ⇀ (U I0)2 in the sense of measure
and finally
U I −→ U I0 strongly in L2loc(R
d × R+).
So we can pass to the limit into the nonlinear terms of the system (5.1).
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Remark 5.4. An equivalent form of system (5.5) is given by (setting U I0 = U)
Ut +
d∑
j=1
M12j ∂j
(
Q−1ν (x, U, 0)
d∑
k=1
M21k ∂kU
)
=
d∑
j=1
M12j ∂j(Q
−1
ν (x, U, 0)D
II(U, 0))
+DIν(U
I , 0)Q−1ν (x, U, 0)
[
d∑
k=1
M21k ∂kU −D
II(U, 0)
]
.
(5.6)
The proof of the parabolicity of (5.6) follows the same arguments used in the vari-
able coefficients case.
6. Approximation of given parabolic systems
In this last section we want to apply the theory of the previous ones to approx-
imate a generic given parabolic system, provided the Petrowski condition hold. In
fact here we reconstruct a parabolic system by means of a suitable larger semilinear
hyperbolic system that relaxes on it. Two very large classes of parabolic systems
will be taken in consideration. The former are quasilinear parabolic systems in
divergence form and the latter are the so called “Reaction- diffusion” systems.
6.1. Quasilinear case. We consider now the following quasilinear system in di-
vergence form
Ut +
d∑
i=1
∂i
Fi(U)− d∑
j=1
Bij(U)∂jU
 = G(U)(6.1)
where x ∈ Rd, t ∈ R+, U = U(x, t) ∈ R
k, N = (d+1)k ( then k ≤ N2 ). Let us denote
by F(U) ∈ Mk×d, (F(U))i = Fi(U) for any i = 1, . . . , d and B(U) ∈ Mkd×kd,
(B(U))ij = Bij(U) for any i, j = 1, . . . , d, then we assume.
(C.1) Bij(·) ∈ C
1(Rk;Mk×d), for any i, j = 1, . . . , d and
∑
i,j Bij(U)λiλj ≥ c0|λ|
2I
for any λ ∈ Rd (strong parabolicity), moreover B−1(U) is bounded on U ,
(C.2) Fi(·) ∈ C
1(Rk;Mk×d), for any i = 1, . . . , d, F(0) = 0 and B
−1(U)F(U) is
lipschitz on U .
(C.3) G(·) ∈ Lip(Rk;Rk).
We have the following theorem
Theorem 6.1. Let us consider the system (6.1), let us suppose hypotheses (C.1),
(C.2), (C.3) holds, then the solutions of the system
ZIt +
1
ε
div ZII = G(ZI)
ZIIt +
1
ε
DZI = −
1
ε2
B
−1(ZI)ZII +
1
ε
B
−1(ZI)F(ZI),
(6.2)
where (x, t) ∈ Rd×R+, Z
I = ZI(x, t) ∈ Rk, ZII = ZII(x, t) ∈Mk×d, approximate
the system (6.1) in the sense of Theorem 4.4 and the Theorem 4.5.
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Proof. It can be easily shown that (6.2) is an hyperbolic symmetric system. By
rescaling the variables, as in (3.17), the system (6.2) transforms into{
U It + divU
II = G(U I)
ε2UIIt +DU
I = −B−1(U I)UII + B−1(U I)F(U I).
(6.3)
The conditions (B.1), (B.2) of the Section 4 are satisfied by the system (6.3).Now
by setting DII(ZI ,ZII) = B−1(ZI)F(ZI) we can easily verify (B.3) and by denoting
Q(x, ZI ,ZII) = −B−1(ZI)ZII we get obviously the condition (D). We can apply
the Theorem 4.5 and we obtain that the solutions to (6.3) satisfy, as ε ↓ 0 (setting
U I0 = U)
Ut + div(F(U) + B(U)DU) = G(U).
6.2. Reaction - Diffusion type systems. Let us consider the following reaction-
diffusion type system
Ut =
d∑
j,k=1
Aj,k(x)∂j∂kU + f(U)(6.4)
where x ∈ Rd, t ∈ R+, U = U(x, t) ∈ R
k. We make the following hypotheses.
(D.1) Aj,k(·) ∈ C
∞(Rd;Mk×k), for any j, k = 1, . . . d and
∑d
j,k=1 Aj,k(x)λjλk ≥
c0|λ|
2I, for any λ ∈ Rd (strong parabolicity).
(D.2) f(·) ∈ Lip(Rk;Rk).
In order to approximate system (6.4), we define the following linear operator;
Bj(x) : R
kd −→ Rkd,
Bj(x)(W ) =
d∑
k=1
Aj,k(x)Wk for any j = 1, . . . , d
Now system (6.4) can be written in the equivalent form
Ut =
d∑
j=1
Bj(∂jDU) + f(U).
We have the following theorem.
Theorem 6.2. Let us consider the system (6.4), let us suppose the hypotheses
(D.1), (D.2) hold, then the solutions of the system
ZIt +
1
ε
d∑
j=1
Bj∂jZ
II = f(ZI)
ZIIt +
1
ε
d∑
j=1
BTj ∂jZ
I = −
1
ε2
A(x)ZII
(6.5)
where (x, t) ∈ Rd × R+, Z
I = ZI(x, t) ∈ Rk, ZII = ZII(x, t) ∈ Rkd, A(x) ∈
Mkd×kd, (A(x))j,k = Aj,k(x) approximate the system (6.4) in the sense of the
Theorem 4.4 and the Theorem 4.5.
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Proof. The system (6.5) is symmetric and hyperbolic. By rescaling the variables as
in (3.17) it transforms into
U It +
d∑
j=1
Bj∂jU
II = f(U I)
ε2UIIt +
d∑
j=1
BTj ∂jU
I = −A(x)UII
(6.6)
By setting Q(x, ZI ,ZII) = −A(x)ZII , the dissipativity conditions (D) together
with the hypotheses (B.1) and (B.2) of Section 4 are immediately satisfied. Now,
we can apply the Theorems 4.4 and 4.5, then since
d∑
j=1
BTj ∂jU
I = A(x)DU I , as
ε ↓ 0, the solution of (6.6) satisfy the system (6.4).
Remark 6.3. The Theorem 6.2 can be applied, with slight modifications, to the
more general case of Petrowski parabolic systems in the sense recalled in the Section
2. In fact let us consider the following system
Ut =
d∑
j,k=1
Cj,k(x)∂j∂kU +G(U)(6.7)
where x ∈ Rd, t ∈ R+, U = U(x, t) ∈ R
k and the matrices Cj,k satisfy the Petrowski
parabolicity condition given in the Section 2. Let us consider the matrix P0 from
the previous definition, denote by
W = P0U
then, the system (6.7) transforms into a strongly parabolic system, so we can apply
the previous Theorem 6.2.
To approximate the system (6.4) we can also follow a different approach by using
the pseudodifferential theory. In fact, let us denote by
A(x, ξ) = −
∑
j,k
Aj,k(x)ξjξk,(6.8)
ξ ∈ Rd, the principal symbol of (6.4) and by A(x,D) = OPA(x, ξ). Now we set
B(x,D) = OP [(−A(x, ξ))1/2 ](6.9)
We have the following theorem.
Theorem 6.4. Let us consider the system (6.4), suppose that hypotheses (D.1),
(D.2) hold, then the solutions of the system
ZIt +
1
ε
B(x,D)ZII = f(ZI)
ZIIt −
1
ε
B(x,D)ZI = −
1
ε2
ZII ,
(6.10)
where (x, t) ∈ Rd × R+, Z
I = ZI(x, t) ∈ Rk, ZII = ZII(x, t) ∈ Rk, N = 2k
approximate the system (6.4) in the sense of the Theorem 4.4 and the Theorem 4.5.
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Proof. By rescaling the variables as in (3.17) the system (6.4) transforms into U
I
t +B(x,D)U
II = f(U I)
ε2U IIt −B(x,D)U
I = −U II
(6.11)
By using (D.1) we have (6.11) is an hyperbolic system. Let us denote by
M12(x,D) = B(x,D), M21(x,D) = −B(x,D), by using the hypothesis(C.1), the
conditions (B.1) and (B.2) are satisfied. It can also be easily verified that the
symmetrizer of (6.10) is given by the matrix IN×N . Finally we have to verify the
dissipativity condition (D). Setting Q(x, ZI , ZII) = −ZII we get the hypothesis
(D) is satisfied. Now we can apply Theorem 4.4 and Theorem 4.5 and we obtain
that the solution of (6.11) satisfy as ε ↓ 0 (by setting U I0 = U)
Ut −A(x,D)U = 0.
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