Abstract. We define algebraic cobordism of classifying spaces, Ω * (BG) and G-equivariant algebraic cobordism Ω * G (−) for a linear algebraic group G. We prove some properties of the coniveau filtration on algebraic cobordism, denoted F j (Ω * (−)), which are required for the definition to work. We show that G-equivariant cobordism satisfies the localization exact sequence. We calculate Ω * (BG) for algebraic groups over the complex numbers corresponding to classical Lie groups GL(n), SL(n), Sp(n), O(n) and SO(2n + 1). We also calculate Ω * (BG) when G is a finite abelian group. A finite non-abelian group for which we calculate Ω * (BG) is the quaternion group of order 8. In all the above cases we check that Ω * (BG) is isomorphic to M U * (BG).
Introduction
Complex cobordism M U * (−) is a cohomology theory represented by the Thom spectrum M U in the classical stable homotopy category. Voevodsky has defined a version of algebraic cobordism, M GL * , * (−) for arbitrary schemes which can be found in [17] . We call M GL * , * (−) as motivic cobordism. M GL * , * is a bigraded cohomology theory represented by the motivic Thom spectrum M GL in the Morel-Voevodsky motivic homotopy category. Levine and Morel have constructed algebraic cobordism Ω * (−) [8] , based on the arguments of Quillen in [13] . For a quasi-projective schemes X, the ring Ω * (X) is constructed as
where f is a projective morphism of pure codimension from a smooth variety Y to X. Some details of this construction are given in section 2. Levine has recently showed that for smooth quasi-projective schemes, the definition of algebraic cobordism Ω * (−) agrees with the definition of motivic cobordism M GL 2 * , * (−) [7] . It turns out that the algebraic cobordism of a field is isomorphic to the Lazard ring, which is isomorphic to the complex cobordism of a point ( [1] , 2.8). This naturally leads to the question of finding varieties whose algebraic cobordism is isomorphic to the complex cobordism of the realisation of the variety over the complex field. Classifying spaces of groups is a good class of varieties to consider. As a topological space, classifying spaces are infinite dimensional for most groups. So one needs to carefully define an analogue of classifying spaces in algebraic geometry. Burt Totaro has defined and studied Chow rings of classifying spaces of linear algebraic groups in [15] . Let G be a linear algebraic group. Let G act on N , i.e. consider an N -dimensional representation of G. Let S be a (Zariski) closed subset of N of codimension j such that G acts freely on N − S. Totaro defined Chow rings of the classifying space of G by showing that
G ) is independent of the choices of S and N whenever i is less than j. He has also defined the cycle class map CH * (X) → M U * (X) ⊗ MU * in [14] . In all the examples in [15] , it turns out that the cycle class map CH * (BG) → M U * (BG)⊗ MU * is an isomorphism. Algebraic cobordism relates to Chow rings in exactly similar fashion [8] , i.e. CH * (X) ∼ = Ω * (X) ⊗ Ω * .
Hence it is very natural to expect that the canonical map from algebraic cobordism to complex cobordism is an isomorphism whenever the cycle class map is an isomorphism. This paper is an attempt to check Ω * (BG) ∼ = M U * (BG) for a few groups G such as classical Lie groups, products of finite cyclic groups and the quaternion group. We define Ω * (BG) for a linear algebraic groups G. Unlike Chow groups, Ω i ( N −S G ) are not independent of the choice of S. A reason being, CH i (X) is zero when i < 0 whereas Ω i (X) is non-zero even when i < 0. Instead, we show that quotients of Ω i ( N −S G ) by the coniveau filtration are independent of the choices of S and N [ Theorem 3.7] . Similar to Edidin-Graham [3] , we define G-equivariant algebraic cobordism for a G-scheme X. We show that Ω * G (−) satisfies the localization exact sequence.
Let BP * (−) be the Brown-Peterson cohomology for a prime p. Yagita has defined Ω * BP (−), the algebraic Brown-Peterson theory in the section 8 of [19] and has checked Ω * BP (BG) ∼ = BP * (BG) for a few groups. We check that our result implies Yagita's result. M GL * , * (BGL(n)) has been calculated in [5] .
The structure of this chapter is as follows. Section 2 gives a brief introduction to the theory Ω * (−). In section 3 we define algebraic cobordism of classifying spaces similar to as done in [15] . This definition uses the coniveau filtration on cobordism ring. We will also prove some properties of the coniveau filtration in this section. Computations of Ω * (BG) for some reductive algebraic groups G over complex numbers corresponding to the classical Lie groups are shown in section 4. Computations for products of the finite cyclic groups G are done in section 5. Section 6 gives a way of calculating Ω * (X) when X can be partitioned into affine spaces. We define equivariant algebraic cobordism in section 7 and calculate Ω * (BQ) for the group of quaternions Q in section 8.
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Brief Introduction to Algebraic Cobordism
In this section, we will give two equivalent definitions of Ω * (−) extracted from the chapter 2 of [8] and from [9] and state some of the properties of Ω * (−). Throughout this chapter, assume that k is a field of characteristic zero and k admits resolution of singularities. Let Sch/k denote the category of equidimensional quasi-projective schemes of finite type over k. By a scheme, we always mean an element of Sch/k. Let Sm/k denote a full subcategory of Sch/k whose objects are also smooth. Let X ∈ Sch/k. As said in the introduction, Ω * (X) = {bordism cycles}/(relations).
Define a bordism cycle on X to be a family [f :
where Y is in Sm/k, f is projective morphism and L i 's are line bundles over Y . Define the degree of such a bordism cycle to be dim k (Y ) − r. Let Z * (X) be the free abelian group generated by the isomorphism classes of the bordism cycles.
We will now start imposing relations on Z * (X) so that we will have a working definition of Chern classes of vector bundles and the formal group law to be the universal formal group law. Firstly we will impose the dimensional constraint. Let R dim * (X) ⊂ Z * (X) be the subgroup generated by
On Z * (X) we will now impose the relation which will help us in defining the Chern classes. Let R sect * (X) ⊂ Z * (X) be the subgroup generated by all the elements of the form
, where L is a line bundle over Y , s : Y → L is a section transversal to the zero section and Z ֒→ Y is a closed subvariety of the zeroes of s. Note that Z is smooth as s is transversal to the zero section. Define, M * (X) = Z * (X)/R sect * (X). Now we are ready to define the algebraic pre-bordism Ω * (X). We say the two cycles [f : Y → X] and [g : Z → X] are elementary bordant if there exist W ∈ Sm/k and a projective morphism 
Given a line bundle L over X, we define the Chern class homomorphism c 1 (L) :
. Now we will enforce the formal group law on Ω * (X), which will give us the theory of algebraic bordism. Let 
; where L, M are line bundles over X and x ∈ Ω * (X). Local nilpotency of c 1 (−) ensures that R F GL * is well defined. We define the algebraic bordism of X by
The theory of algebraic bordism can also be constructed by allowing the 'double point degeneration' in the elementary bordism relations [9] . A formulation is as follows. 
Let R dpr * (X) be the subgroup generated by all associated double point relations over X. Define the double point bordism theory ω * (−) by
Then there is a canonical isomorphism
Ω * (−) satisfies all the standard properties of an algebraic homology theory such as the existence of push forwards along proper morphisms and the existence of pull backs under smooth morphism. To be precise, Ω * (X) is an oriented Borel-Moore functor of geometric type on the category Sch/k. Axioms defining such a functor are given in ([8], 2.1.11, 2.2.9).
If X is in Sm/k and of pure dimension n, then define the algebraic cobordism of X by,
Having constructed Ω * (−), we will now state a few important properties of Ω * (−).
2.1. Localization Sequence. Let X is in Sch/k. For Z, a closed subscheme of codimension r in X, let i : Z → X and j : X − Z → X be inclusions. Then we have an exact sequence, ([8], 3.2.7)
if both X and Z are smooth, we can write this sequence in the cohomological notation as
2.3. Projective Bundle Formula. Let X ∈ Sch/k. If E is a rank n + 1 bundle over X, then there is an isomorphism Φ X,E :
where q : È(E) → X is the projection and ξ denotes the c 1 (O(1)) operator for a canonical line
This implies that Ω 
Ω * is isomorphic to the Lazard ring Ä * (with cohomological grading) which is generated over by the monomials in a 11 , a 12 , a 21 , ... where the degree of a ij is −(i + j − 1). The map
is the one sending each a ij to zero. Given a smooth variety X, then M U 2i (X( )) satisfies oriented cohomology theory axioms, where (X( )) is the topological space of complex points over X. Hence by the universality there is a natural map Ω * (X) → M U 2 * (X( )). This map factors via another natural map,
The composition of the isomorphism CH * (X) ∼ = Ω * (X) ⊗ Ω * with the natural map Ω * (X) → M U 2 * (X( )) gives the cycle class map
constructed in [14] . In a similar way Ω * (−) is the universal functor among oriented Borel-Moore functors over the category of varieties and there exists maps such as
between the corresponding homology theories.
Coniveau Filtration
In this section we will prove some properties of the coniveau filtration. In particular, we will show that the ith Chern class of a vector bundle lies in the ith level of this filtration. We will define algebraic cobordism ring for classifying spaces of linear algebraic groups. The idea involved is to extend Totaro's definition for Chow rings given in [15] to the case of algebraic cobordism. A difference in the algebraic cobordism case is that we need to pass through the coniveau filtration on algebraic cobordism. Vishik [16] has showed that the coniveau filtration is multiplicative.
For X ∈ Sm/k, define the coniveau filtration on Ω i X by
That is, x ∈ F j (Ω i X) if and only if, there is a closed S ⊂ X of codimension at least j such that i * (x) = 0 for the inclusion i : X − S ֒→ X. Hence we get the filtration
Proof: Let g : X → Y be a smooth morphism, and
The proof for push-forward is similar.
Chasing the diagram in a similar way as in the pullback case gives the result.
is generated as an Ω * -module by the unit element 1 ∈ Ω 0 (X) and by elements of degree greater than zero in
In particular, this implies that the coniveau filtration is multiplicative ([16], 5.2).
Lemma 3.3. Let X ∈ Sm/k. The natural map from algebraic cobordism to Chow rings factors through the coniveau filtration, i.e.
Proof: Given X, for any i > 0, the subgroup
The reason is as follows. There are elements in cobordism of the form [f : 
Hence we have showed that the natural map from algebraic cobordism to Chow rings factors through the coniveau filtration, i.e.
We will now define algebraic cobordism of classifying spaces.
for a closed S 0 ⊂ X and codimension of S 0 is at least j.
Proof: Consider the inclusion map i : X − S 0 ֒→ X. The localization sequence implies that the map i * :
. Let α and ı * (α) be their images in the respective quotients.
Suppose α = 0.
is an isomorphism.
Lemma 3.5. Let X ∈ Sm/k and p : E → X be a vector bundle over X then,
is an isomorphism from the homotopy invariance. First we see that p * :
Let S E denote the space E| S . Then S E is a closed subset of E of codimension at least j in E. Then x| X−SX = 0 implies e| E−SE = 0 (from lemma 3.1). Hence
is a surjection. Now we will show that p * is an injection. Note that if s 0 : X → E is the zero section, then s * 0 is the inverse map of p * . This is because as in the above set up, f E : f * (E) → E is transversal to s 0 : X → E, and pulls back to f : Y → X.
We have e = p * (x). To show an injection, we need to show if e ∈ F j (Ω i (E)) then x ∈ F j (Ω i (X)). By remark 3.2, we can write e = Σ i a i · e i , where a i ∈ Ω * and e i ∈ Ω ≥j (E). As p * is isomorphism,
Definition 3.6. Let G be a linear algebraic group over a field k admitting resolution of singularities. Let V j be any representation of G over k such that G acts freely outside a G-invariant closed suset S j ⊂ V j of codimension at least j. Suppose that the geometric quotient
exists as an element of Sm/k. Then we define
For a given j, we call a pair (V j , S j ) in the above definition as a j-admissible pair over X. The following theorem will show that Ω i (BG) is well-defined. We follow the technique used in [15] .
is independent of the choice of the representation V j and a closed subset S j of codimension at least j
Proof:
Having fixed a representation, independence of the choice of S is established in lemma 3.4. To obtain independence over a choice of representation, consider any 2 representations V and W . Assume that G acts freely outside S V of codimension at least j in V and outside S W of codimension at least j in W . Also assume quotients (V − S V )/G and (W − S W )/G exists as elements of Sm/k. Then consider the direct sum V ⊕ W . The quotient ((V − S V ) × W )/G exists as an element of Sm/k being a vector bundle over (V − S V )/G and so also ((W − S W ) × V )/G. Independence over the choice of S for the representation V ⊕ W implies that
And lemma 3.5 above shows that Q j of a vector bundle is same as that of the base scheme. Hence both V and W have isomorphic quotients Q * in indices less than equal to j, proving independence of the choice of representation.
Proof: Consider the following commutative diagram
Let y ∈ Y and let q −1 (y) denote the fiber over y in f * (L). Then the fiber over y in
, transversal to the zero section. The zeros of s ∆ is precisely the closed subscheme given by the image of the zero sections
Lemma 3.9. For X ∈ Sm/k and a vector bundle p : E → X of rank n, p * (c n (E)) = [s 0 : X → E] where s 0 is the zero section.
Proof: Proof is by induction on n. Lemma 3.8 implies the case n = 1. Let P (E) be the projectivization of E and let t : P (E) → X be the associated projective bundle map. Then we have an exact sequence of bundles over P (E)
where E 1 is the O(−1) bundle over P (E) and rank of E n−1 is n − 1. Let q n−1 : E n−1 → P (E) and q 1 : E 1 → P (E) denote the bundle maps. Note that if q : t * (E) → P (E) is the bundle map associated with t * (E), then q = q n−1 • h 2 . We have a cartesian diagram
where s n−1 0 is the zero section of the bundle E n−1 . Then
where the final map s q 0 is the inclusion of the zero section of t * (E). Finally note that the pullback of [s 0 :
Lemma 3.10. For X ∈ Sm/k and a vector bundle p :
Proof: We prove this by an induction on the rank of E. Let E be a rank n vector bundle over X. Let s 0 : X → E be the zero section. Then p There is a canonical rank n − 1 bundle E ′ n−1 over E 0 . (where the fiber over a point (x, v) ∈ E 0 is the space orthogonal to v in E x ). We have a bundle map p : E 0 → X and the localization sequence implies that p * : Ω * (X) → Ω * (E 0 ) is an isomorphism in degrees less than or equal to n − 1. And then c i (E) = (p * ) −1 (c i (E ′ n−1 )) for i < n. Lemma 3.4 implies that for j ≦ n,
) and lemma 3.5 implies that p * induces an isomorphism between Ω * (X)/F j (Ω * (X)) and
The Chern classes in algebraic cobordism are defined using the projective bundle formula, but that definition is same as the one used above. Consider t : P (E) → X, where P (E) is the projectivisation of E. There is an exact sequence 0 → O(−1)(P (E)) → t * (E) → E n−1 → 0. For the line bundle E 1 = O(−1)(P (E)), the space E 0 used in the above proof is the total space of L minus the zero section. If we look at t * (E) as a bundle over E 1 , i.e. pull-back of E n−1 over L, then its restriction to E 0 is precisely E ′ n−1 used in the above proof. c(t
) for i < n as the multiples of c 1 (E 1 ) are mapped to zero in Ω * (E 0 ).
Classical Lie Groups
In this section, we assume the base field to be the complex numbers. In this section, we will first prove a lemma which helps in finding generators of Ω * (X) from that of CH * (X). We will use this to show that the algebraic cobordism of BGL(n), BSL(n), BSp(n), BO(n) and BSO(2n + 1) respectively maps isomorphically to the complex cobordism of these spaces.
In ( [19] , section 9), Yagita has considered the groups that satisfy Ω * BP (BG) ∼ = BP * (BG). Here BP * (−) is Brown-Peterson cohomology for a prime p and Ω * BP (−) is algebraic Brown-Peterson theory defined in section 8 of [19] . There is a relation Ω *
where Ω * (X) (p) := Ω * (X) ⊗ (p) and (p) is the localisation of the ring at the prime p. Hence our calculations also implies results in ( [19] , section 9).
Hu and Kriz have calculated M GL * , * (BGL(n)) in ( [5] , section 2).
Firstly, we will look at the situation in M U * (−) which tells us what answers to expect and why.
M U
; where x ∈ M U 2 ( P ∞ ) is the Euler class of the canonical bundle γ 1 over P ∞ . For X denoting the product of n copies of
where each x i ∈ M U 2 (X) is the pullback along the projection on the ith co-ordinate of the Euler class of γ 1 . Then
where each c i corresponds to the ith Chern class of the canonical bundle γ n over BGL(n) which is homotopy equivalent to Gr(n, ∞). For each i, the pullback of c i along the embedding of torus GL (1) n → GL(n) is the ith symmetric polynomial in x j 's. BSL(n) is homotopy equivalent to a GL(1)-bundle over BGL(n). This GL(1)-bundle is the complement of the zero section in the total space of det(γ n ) over BGL(n). This helps in concluding using the topological version of lemma 5.1 that
where c 2i is the 2ith Chern class of the standard representation of Sp(n). If Y is the product of n copies of BSL (2)
where each y j ∈ M U 4 (Y ). The pullback of c 2i along the diagonal inclusion SU (2) n → Sp(n) is the ith symmetric polynomial in y j 's.
The BO(n) case is done by Wilson in [18] . He has shown that M U * (BO(n)) is isomorphic to the quotient of M U * (BGL(n)) by the relations c i = c * i where c * i is the ith Chern class of the dual of the standard representation of GL(n). These relations are forced because the standard representation of O(n) is self dual. 
Now we will start our calculations.
Lemma 4.1. Let X ∈ Sm/k. If CH * X is generated as an abelian group by some elements x 1 , x 2 , · · · and if y 1 , y 2 , · · · ∈ Ω * X map to x i ∈ CH * X then Ω * X is generated as a Ω * -module by y 1 , y 2 , · · · .
Proof:
We have a natural map Ω * X → CH * X and there is an isomorphism CH * X = Ω * X⊗ Ω * . This implies that the kernel of the map Ω * X → CH * X is Ω <0 · Ω * (X). We prove the lemma by induction on decreasing degree of y ∈ Ω * X. Let the image of y in CH * X be x = Σn i x i . Then y − Σn i y i is mapped to zero in the Chow ring. Hence y − Σn i y i = Σu j z j where u j ∈ Ω <0 . Hence each of the z j have the degree higher than the degree of y. As cobordism is zero in the degrees higher than dimension of X, we are through by induction.
We use this lemma to calculate the algebraic cobordism of BGL(n), BSL(n), Sp(n), BO(n) and BSO(2n + 1). The Chow rings of these spaces have been calculated in [15] and then also in [11] using an unified approach termed as the 'stratification'. CH * (BGL(n)) ∼ = [c 1 , c 2 , ..., c n ]; where each c i is the ith Chern class of the canonical n-bundle γ n over BGL(n) in the Chow ring. Since the canonical map Ω * X → CH * X is functorial, for any vector bundle E over X, it maps the Chern classes of E in Ω * (X) to the Chern classes of E in CH * X. Note that Levine-Morel defined the Chern classes as maps c i : Ω * X → Ω * +i X ([8], 4.1.15) . Here by the Chern class as element in the algebraic cobordism, we take c i (id), and continue to denote it by c i where id ∈ Ω * (−) is the identity element. Hence we know that Ω * (BGL(n)) is generated as an Ω * -module by the monomials in c 1 , c 2 , ..., c n ; the Chern classes of γ n over Gr(n, ∞). Now consider the natural map
We know that the natural map Ω * (pt) → M U * (pt) is an isomorphism. Hence any non-zero polynomial or power series relation between c i 's with coefficients in Ω * will be mapped to nonzero relation between c i 's with coefficients in M U * . But since there is no such relation in the complex cobordism ring of BGL(n), there is no such relation in algebraic cobordism too. Hence
The exact similar arguments, i.e. obtaining the Chern classes as the generators using the Chow ring and using the complex cobordism to show there is no relation between Chern classes implies that
We can use this method for BO(n) and BSO(2n + 1) too using the calculations of M U * BO(n) done in [13] .
We have CH * BO(n) ∼ = [c 1 , ..., c n ]/(2c i = 0; i odd). This implies that Ω * (BO(n)) as a module over Ω * is generated by the monomialsc 1 , ..., c n ; Chern classes in algebraic cobordism of standard representation of BO(n). Now we obtain the relations among these Chern classes. Let c * i be the Chern classes for the dual of standard representation of GL(n). As the standard representation O(n) → GL(n) is self-dual, pullbacks of c i and c * i are equal. So, we get c i = c * i in algebraic cobordism too. Now consider the natural map Ω * (BO(n)) → M U * (BO(n)) and the isomorphism Ω * → M U * . Absence of any polynomial or power series relation besides c i = c * i in M U * (BO(n)) implies that there are no more relations between c i 's other than c i = c * i in algebraic cobordism too. Hence
Similarly we get that
Products of finite cyclic groups
In this section we continue to assume that the base field is the complex numbers. We will calculate Ω * (BG) when G is a product of finite cyclic groups. CH * (BG) for such G is calculated in [15] and M U * (BG) is calculated in [6] . As said before, Yagita has calculated Ω * BP (BG) for G a product of finite abelian p-groups and our calculations imply results in ( [19] , section 9).
In this section, we will follow the approach used in [6] and in the process show that a version of Kunneth formula for Chow rings proved by Totaro in [15] also holds in algebraic cobordism.
Lemma 5.1. Let X ∈ Sm/k and p : E → X be a vector bundle of rank r. Let E 0 be a complement of the zero section of E. Then the pullback homomorphism Ω * (X) → Ω * (E 0 ) is always surjective and its kernel is generated by the top Chern class c r (E).
Proof: This follows from the localization sequence, Let s 0 : X → E be the zero section and let j : E 0 → E be the inclusion map. Let p 0 : E 0 → X be the restriction of p. The localisation sequence corresponding to j is
By the homotopy invariance, we have an isomorphism p * : Ω * (X) → Ω * (E). Hence by the localisation sequence, the pullback along p 0 , denoted by p * 0 : Ω * (X) → Ω * (E 0 ) is always surjective. To show that the kernel of this surjection is generated by c r (E), we need to show s * 0 (x) = p * (c r (E)· x) for x ∈ Ω * (X). Lemmas 3.8 and 3.9 show exactly this. Hence proved.
, where x is the first Chern class of O(1) bundle over P ∞ , i.e. x = c 1 (O(1))(id). By [n](x), we mean the addition of x with itself n times, under the formal group law in Ω
a ij x i+j = 2x + a 11 x 2 + 2a 12
Proof: If E is the total space of O(n) over P ∞ and s 0 : P ∞ → E is the zero section then,
The localization sequence implies that
Considering the isomorphism Ω * (E) ∼ = Ω * ( P ∞ ), we get that, the map f is the multiplication by c 1 (O(n) ).
From the formal group law,
Lemma 5.3. Let X and Y be in Sch/k, and that Y can be partitioned into open subsets of an affine space, then the cup product map
Proof: Using the localization sequence for an open subset U of n , if Z is the complement of
implies that Ω The statement is known for a long time now, but for the sake of completeness we provide the proof. For the next theorem, we assume that the base field is the complex numbers.
Theorem 6.1. For above X, Ω r (X) is isomorphic to U∈I Ω r (U ), where I is set of cells of X. In fact, the map Ω * (X) → M U 2 * (X) is an isomorphism.
Proof: When there is just one cell, statement follows trivially. We now proceed by induction on the number of cells. Suppose the statement holds for Z and we want to add a cell U of dimension n to get X, i.e. Z ֒→ X ←֓ U . LetŪ be closure of U in X. AndŪ ′ be a resolution of singularities ofŪ. Consider the diagram
This gives the following commutative diagram on cobordism groups,
. To prove that Ω r (Z) injects into Ω r (X) we use the natural isomorphism from Ω * to M U * .
As the natural map Ω * ( n ) → M U * ( n ) is an isomorphism, by induction, we get that the map Ω * (Z) → M U * (Z) is an isomorphism. We have a commutative diagram,
Since U is a complex affine space N , M U 2i+1 (U ) is zero for all i. Hence we have that the map M U 2r (Z) → M U 2r (X) is injective. Hence we get that the map Ω r (Z) → Ω r (X) is also injective. Hence
In particular Ω * (X) → M U * (X) is an isomorphism.
Note that the isomorphism in the above theorem is not unique and depends on the choice of resolution of singularitiesŪ ′ . We can apply this to projective homogeneous varieties which have the Schubert cell decomposition. In particular we can apply this to Grassmanians.
Equivariant cobordism
Let G be a linear algebraic group. By a G-scheme, we mean an element of Sch/k equipped with an action of G. In this section we define G-equivariant algebraic cobordism similar to Gequivariant Chow ring defined by Edidin and Graham in [3] . We show that G-equivariant algebraic cobordism satisfies the localization exact sequence.
Let G by any linear algebraic group G and a let X be a smooth G-scheme. We say that an action of G on X, denoted by say σ, is linearized if there exist a line bundle π : L → X over X such that, the action σ of G on X lifts to an action on L ( [12] , Definition 1.6). In partiucular, we have a commutative diagram
Let (V j , S j ) be a j-admissible pair as in definition 3.6. Let U be V j −S j . Whenever the action of G is linearized for a line bundle which is relatively ample for the projection X × U → U and U/G is known to be quasi-projective, then the quotient (X × U )/G is quasi-projective ( [12] , proposition 7.1). From now on, we will take this as a definition for G-linearized action. Furthermore, if both X and U are smooth, then the quotient (X × U )/G is also smooth.
Definition 7.1. For a linear algebraic group G and a smooth scheme X equipped with a Glinearized action and any j-admissible pair (V j , S j ) as in definition 3.6, we define
Lemma 7.2. Let G be a linear algebraic group with normal subgroup H and let X be a smooth G-scheme with a G-linearized action. Suppose the action of H on X is free and the quotient scheme X/H exists. Then
Proof: Let (V j , S j ) be a j-admissible pair over G for a given j.
where the last equality follows because (X × (V j − S j ))/H is isomorphic to (X/H) × (V j − S j ) as the action of H on X is free. The final expression is by definition isomorphic to Ω i G/H (X/H), which is required.
Now we have to check that the G-equivariant localization sequence also holds.
Theorem 7.3. Let X be a smooth scheme with a G-linearized action. Let Z be its closed Gsubscheme of codimension r and let U be the complement Z in X. Then
Proof: Let (V, S) be a j-admissible pair over G for a given j. Let X ′ denote the scheme
and similarly denote by Z ′ and U ′ the subschemes of X ′ corresponding to Z and U . To prove the lemma, it is enough to show that for each j,
This follows from analysing the following commuative diagram
. Now we will show the containment the other way. Let x ∈ Ω i+r (X ′ ). Let its image in the
be x and j * (x) = u. Suppose j ′ * maps x to zero, then we need to show x is the image of some z ∈
The idea is to find another cobordism cycle
So that we can write x − x ′ = i * (z), and then taking the images in the lower row gives x = i ′ * (z). We find x ′ as follows.
Hence there is a subset S of U ′ s.t., it is closed in U ′ , its codimension in U ′ denoted by r S is greater equal j and u| U−S = 0. This means u = i S * (s) for some s ∈ Ω * (S). Let S be the closure of S in X ′ . We have a cartesian square
where all the arrows are inclusions and it gives a commutative diagram of the respective cobordism groups
There exists S such that, s = f * (s) as f * is a surjection by the localization sequence. And we set x ′ = i S * (s). The above commutative diagram implies that
Hence we have found a correct x ′ we needed and hence proved.
The quaternion group
In this section, we again assume that the base field is the complex numbers. Let Q = {±1, ±i, ±j, ±k} be the group of quaternions. In this section we will calculate Ω * (BQ). The group Q has 4 one-dimensional representations 1, ̺ i , ̺ j , ̺ k . ̺ i denotes the homomorphism Q → {±1} ⊂ , which maps i to −1 and j, k to 1. It also has a unique 2-dimensional irreducible complex representation ρ. Let L i , L j and L k respectively denote the line bundles over BQ corresponding to ̺ i , ̺ j , ̺ k . And let V be the rank-2 vector bundle corresponding to ρ. Relations between these representations are given in [2] . Written in terms of corresponding vector bundles, these are 
The above mentioned relations in representations force the relations on these generators. We get for
We will first show CH * (BQ) ∼ = H 2 * (BQ, ). 
M U * (BQ) explicitly. He has shown that there is an ideal I generated by certain six homogeneous
We will make a standard abuse of the splitting principle to explain what these six power series are in a different way. The idea is following. Given a base space X, and a rank n vector bundle p : E → X, the projective bundle formula implies that M U * (X) injects into M U * (F (E)), for the flag bundle of E, q 1 :
Repeating the argument for E n−1 and so on, we can claim that there are line bundles L i over F (E) such that q * (E) splits as a sum L i 's.
Using this for V over BQ, there is a space p : X → BQ such that M U * (BQ) injects in M U * (X) and c(p * (V )) = c(M )c(N ), for some line bundles M and N over X, where c(−) is the total Chern class operator. Let a and b respectively denote the pullbacks of c 1 (L i ) and c 1 (L j ) in X and m and n respectively denote the first Chern classes of M and N . We will now use the formal group law to find the relations in cobordism from the relations in representations.
We will start with relation 34. Here, it is interesting to note that for a vector bundle E, the equation c 1 (det(E)) = c 1 (E), which is true in H * (−, ) and CH * (−) does not hold in the cobordism theory in general. If E splits as a sum of line bundles
Because H * (−, ) and CH * (−) have the additive formal group law, in those theories we get We can transform the equation F (m, n) = 0 completely algebraically by using the relations among a ij 's to make it look like m + n = P (mn) where P (−) is a formal power series with coefficients in M U * . This is done as follows. Again note here that e 1 ∈ M U * (BSL (2)) is not zero. But a fact that all the coefficients of P (−) are actually in M U ≤0 ∼ = Ω ≤0 implies that the image of e 1 in H * (BSL (2)) is zero and the image of e 1 in CH * (BSL (2)) is zero. Hence we have m + n = P (mn). The existence of P (−) already implies that P (F (a, m)F (a, n)) = P (mn), so relations F (a, m)+ F (a, n) = m + n and F (b, m) + F (b, n) = m + n are already implied by F (a, m)F (a, n) = mn and F (b, m)F (b, n) = mn respectively. Hence the third relation in representations gives only 2 independent relations in cobordism. As the fourth Chern class of the two vector bundles is zero, it does not give any relation.
We will now prove a higher dimensional version of lemma 8.2 to show that relations 47 and 49 are implied by relation 48. 
Proof:
Consider the map r : GL ( . Let c 1 (θ) = P 1 (c 2 (θ), c 4 (θ)) and c 3 (θ) = P 3 (c 2 (θ), c 4 (θ)).The pullback of θ under r is r * θ = φ 1 ⊕ φ 2 ⊕ φ 3 ⊕ ϕ where φ i is the projection GL (1) 3 → GL(1) and ϕ is the dual of φ 1 ⊗ φ 2 ⊗ φ 3 . We have c 1 (φ 1 ) = r, c 1 (φ 2 ) = s, c 1 (φ 3 ) = t and c 1 (ϕ) = u. Then for each i, the expression d i is the ith Chern of r * θ. Hence we have,
Hence we get a + b + c = P 1 (ab + bc + ca, 0) and abc = P 3 (ab + bc + ca, 0) The relation we need is c 2 (4V ) = c 2 (V 3 ).
