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Résumé
Nous démontrons ici la conjecture de Batyrev/Manin pour le nombre
de points de hauteur bornée des hypersurfaces de certaines variétés to-
riques. La méthode utilisée est inspirée de celle développée par Schind-
ler pour le cas des hypersurfaces de l’espace biprojectif, qui elle-même
s’inspire de la méthode du cercle de Hardy-Littlewood. La constante
obtenue dans la formule asymptotique finale est exactement celle conjec-
turée par Peyre.
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1 Introduction
On considère une variété torique déployée complète lisse X = X(∆) de
dimension n définie par le réseau N = Zn et un éventail ∆ ayant n+r arêtes
engendrées par des vecteurs notés v1, v2, ..., vn+r ∈ Rn+r (avec r > 2). Nous
supposerons que le groupe de Picard et le cône effectif de X sont engendrés
par les classes de diviseurs associés aux arêtes de r vecteurs générateurs de
l’éventail, disons vn+1, ..., vn+r. On note Dn+1, ...,Dn+r les diviseurs associés,
et [Dn+1], ..., [Dn+r ] leurs classes dans Pic(X). On peut alors écrire
Pic(X) =
r⊕
j=1
Z[Dn+j ],
C1eff(X) =
r∑
j=1
R+[Dn+j ],
et la classe du diviseur anticanonique de X est de la forme
[−KX ] =
r∑
j=1
nj [Dn+j]
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avec n1, n2, ..., nr ∈ Z. D’autre part, pour d1, ..., dr ∈ N fixés (tels que
nj > dj pour tout j) considérons un diviseur de classe
∑r
j=1 dj [Dn+j ] et
une hypersurface Y définie par une section de ce diviseur. On supposera que
l’hypersurface choisie est lisse et de dimension supérieure ou égale à 3. La
classe du diviseur anticanonique de Y est alors donnée par
[−KY ] =
r∑
j=1
(nj − dj)[D˜n+j ],
où les D˜n+j désignent les diviseurs induits par les diviseurs Dn+j sur Y . En
utilisant par exemple la construction décrite par Salberger dans [Sa, §10], on
peut construire une hauteur H sur X associée à
∑r
j=1(nj − dj)[Dn+j ]. Elle
induit une hauteur sur Y qui est une hauteur associée à [−KY ], et que l’on
notera encore H. L’objectif est alors de donner une formule asymptotique
pour le nombre
NV (B) = Card{P ∈ Y (Q) ∩ V | H(P ) 6 B},
pour un ouvert V bien choisi.
La variété torique X peut être définie comme le quotient de
X1 = {x ∈ An+r | ∀σ ∈ ∆max,
∏
i | vi /∈σ
xi 6= 0}
par l’action du tore (C∗)r de la forme :
∀t = (t1, ..., tr) ∈ (C∗)r, ∀x ∈ X1, t.x = (
r∏
j=1
t
ai,j
j xi)i∈{1,...,r},
où les ai,j ont été définis par la formule (2) (voir par exemple [Co, §2] pour
plus de détails). Notons pi : X1 → X la projection canonique. L’hypersurface
Y de X est alors pi(Y1) où Y1 est l’hypersurface de X1 donnée par une
équation F (x) = 0, où F est un polynôme vérifiant
∀t = (t1, ..., tr) ∈ (C∗)r, ∀x ∈ X1, F (t.x) =
 r∏
j=1
t
dj
j
F (x).
Pour tous m ∈ {1, ..., r} et τ ∈ Sr, on note
Cm,τ = {(j, k) | j ∈ {τ(1), ..., τ(m)}, k ∈ {1, ..., dj}}
Dm,τ = NCm,τ ,
∀(j, k) ∈ Cm,τ , J(j, k) = {i ∈ {1, ..., n + r} | ai,j = k}.
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Le polynôme F peut être décomposé sous la forme :
F (x) =
∑
d=(dj,k)(j,k)∈Cm,τ∈Dm,τ
Fd(x),
où Fd est un polynôme homogène de degré dj,k en les variables (xi)i∈J(j,k)
pour tout (j, k) ∈ Cm,τ . On pose alors pour tout d ∈ Dm,τ , et tout (j, k) ∈
Cm,τ ,
V ∗τ,m,d,(j,k) =
{
x ∈ An+r | ∀i ∈ J(j, k), ∂Fd
∂xi
(x) = 0
}
.
Posons enfin
n(F ) = n+ r − max
m∈{1,...,r}
τ∈Sr
min
d∈D∗m,τ
max
(j,k)∈Cm,τ
dimV ∗τ,m,d,(j,k),
où D∗m,τ = {d = (dj,k)(j,k)∈Cm,τ ∈ NCm,τ | Fd 6= 0}. On pose par ailleurs
I1, ..., IN les ensembles I minimaux pour l’inclusion tels que
∀σ ∈ ∆,
∑
i∈I
R+vi * σ.
Nous démontrons alors dans cette partie le théorème ci-dessous :
Théorème 1.1. Si l’on suppose que ∆ est tel que, pour tout k ∈ {1, ..., N},
Card Ik > 6, qu’une puissance de ω
−1
Y est engendrée par ses sections globales
et que
n(F ) > r(6.2
∑r
j=1 dj + 4)
 r∏
j=1
(3 + 10dj)
 r∑
j=1
dj
 ,
alors il existe un ouvert V de X de la forme pi(U) où U est un ouvert de X1
tel que :
NV (B) = CB(logB)r−1 +O(B(logB)r−2),
où C est la constante conjecturée par Peyre.
Remarque 1.2. L’ouvert U est définit par la formule (103). Nous verrons
en particulier que cet ouvert de X1 vérifie
x ∈ U ⇒ ∀t ∈ (C∗)r, t.x ∈ U.
On a donc en particulier pi−1(V ) = U .
Dans la section 2 nous fixons précisément le cadre de notre étude. Nous y
décrivons entre autres les variétés toriques auxquelles nous nous intéressons,
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l’expression de la hauteur, et la forme des équations définissant les hypersur-
faces. Nous montrons par ailleurs que le calcul de NU(B) peut se ramener à
celui de
Ne,U(B) =
{
x ∈ (Z \ {0})n+r ∩ U | ∀i ∈ {1, ..., n + r} ei|xi,
F (x) = 0, ∀i ∈ {1, ..., n + r} |xi| 6
r∏
j=1
|Mj(x)|ai,j ,
r∏
j=1
|Mj(x)|nj−dj 6 B
 .
pour tout e ∈ Nn+r fixé, et où F,M1, ...,Mr sont des monômes et les
ai,j, nj , dj des entiers que nous préciserons. La méthode utilisée pour éva-
luer les Ne,U (B) est inspirée de celle développée par Schindler dans [Sch2]
pour traiter le cas des hypersurfaces des espaces biprojectifs. Cette méthode
consiste dans un premier temps à donner une formule asymptotique pour le
nombre Ne,U (P1, ..., Pr) de points x de U ∩Zn+r tels que |Mj(x)| 6 Pj pour
tout j ∈ {1, ..., n + r} pour des bornes P1, P2, ..., Pr fixées. Dans la section
3, en utilisant des arguments issus de la méthode du cercle, on établit une
formule asymptotique pour Ne,U(P1, ..., Pr) lorsque P1, ..., Pr sont « relative-
ment proches » en un sens que nous préciserons. Dans la section 4, pour tout
sous-ensemble J ⊂ {1, ..., r} on donne, en utilisant à nouveau la méthode du
cercle, une formule asymptotique pour Ne,U(P1, ..., Pr) lorsque les (Pj)j /∈J
sont « petits » et les (Pj)j∈J sont « grands » et « relativement proches ». Les
résultats obtenus combinés avec ceux de la section 2 nous permettrons dans
la section 5 d’établir une formule asymptotique pour Nd,U (P1, ..., Pr) avec
P1, P2, ..., Pr quelconques. Dans la section 6, nous utilisons une généralisa-
tion des résultats établis par Blomer et Brüdern dans [B-B] pour conclure
quant à la valeur de Ne,U (B) à partir des estimations obtenues dans les
sections précédentes. Enfin, dans la section 7, on conclut en démontrant le
théorème 1.1.
2 Préliminaires
2.1 Notations et premières propriétés
Rappelons les définitions suivantes :
Définition 2.1. Étant donné un réseau N , un éventail est un ensemble ∆
de cônes polyédriques de NR = N ⊗R vérifiant :
1. Pour tout cône σ ∈ ∆, on a 0 ∈ σ ;
2. Toute face d’un cône de ∆ est un cône de ∆ ;
3. L’intersection de deux cônes de ∆ est une face de chacun de ces deux
cônes.
On dit de plus que l’éventail est
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— complet si
⋃
σ∈∆ σ = NR,
— régulier si chaque cône de ∆ est engendré par une famille de vecteurs
pouvant être complétée en une base du Z-module N .
Pour tout éventail ∆ nous noterons ∆max l’ensemble des cônes de di-
mension maximale, et pour tout cône σ ∈ ∆, on notera σ(1) l’ensemble des
vecteurs générateurs des arêtes de σ (i.e les vecteurs v1, ..., vk ∈ N tels que
σ = {∑ki=1 λivi | λi > 0} et tels que les coefficients de chaque vi soient
premiers entre eux). Pour un cône polyhédrique σ de NR donné on définit
un semi-groupe
Sσ = σ
∨ ∩N∨,
où σ∨ (resp. N∨ = M) désigne le cône (resp. réseau) dual de σ (resp. N).
La variété torique affine sur un corps k associée à σ est la variété affine :
(1) Uσ = Spec(k[Sσ])
On remarque que si σ, τ sont deux cônes de NR, alors
τ ⊂ σ ⇒ Uτ ⊂ Uσ.
Étant donné un réseau N et un éventail ∆, on définit une variété algébrique
X = X(∆) sur k par recollement des ouverts Uσ pour σ ∈ ∆ le long de Uσ∩τ .
Nous renvoyons le lecteur à [F, §1,2,3] pour plus de détails sur les variétés
toriques. Remarquons que la variété X(∆) est lisse (resp. complète) si ∆ est
régulier (resp. complet).
Dans ce qui va suivre nous allons considérer X une variété torique de
dimension n définie par un éventail ∆ à d = n+r arêtes dont les générateurs
seront notés, v1, v2, ..., vn, vn+1, ..., vn+r ∈ Zn, et un réseau N = Zn. On note
D1, ...,Dn, ...,Dn+r les diviseurs invariants sous l’action du tore associés aux
vecteurs générateurs (voir [F, §3.3]). Rappelons que dans le cas où la variété
torique X est lisse, le groupe de Picard de X est de rang r. Pour simplifier
nous allons imposer une première condition aux variétés toriques que nous
considérons : nous nous intéressons exclusivement aux variétés toriques com-
plètes lisses dont le cône effectif est simplicial et pour laquelle tout diviseur
effectif est combinaison linéaire à coefficients positifs de r diviseurs Di, di-
sons [Dn+1], ..., [Dn+r ]. Une première question naturelle est de se demander
comment traduire ceci en termes de propriétés sur les cônes de l’éventail.
Nous allons répondre à cette question dans ce qui va suivre.
On souhaite donc avoir, pour tout i ∈ {1, ..., n}
(2) [Di] =
r∑
j=1
ai,j[Dn+j ]
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avec ai,j ∈ N pour tous i, j. Ceci équivaut à dire que les diviseurs Di −∑r
j=1 ai,jDn+j sont principaux pour tout i ∈ {1, ..., n}. Rappelons que les
diviseurs principaux stables sous l’action du tore de X sont exactement les
diviseurs div(χu) associés aux caractères χu du tore de X (voir [F]) pour
u ∈M = N∨ = Zn donnés par :
div(χu) =
n+r∑
k=1
〈u, vk〉Dk.
On cherche donc des vecteurs u1, ..., un ∈ Zn tels que pour tous i, j ∈
{1, ..., n},
(3) 〈ui, vj〉 = δi,j
(i.e (u1, ..., un) est la base duale de (v1, ..., vn) au sens des espaces vectoriels)
et
(4) 〈ui, vk〉 6 0
pour tout k ∈ {n+ 1, ..., n + r}. Ceci implique en particulier que (v1, ..., vn)
est une famille génératrice d’un cône maximal (i.e. de dimension n) de ∆.
En effet, supposons que C〈v1, ..., vn〉 n’est pas un cône de ∆, alors puisque
le vecteur a =
∑n
i=1 vi appartient à un cône de δ (∆ étant complet), on peut
écrire
a =
∑
i∈I1
αivi +
∑
i∈I2
αivi
avec αi > 0 pour tout i, et I1  {1, ..., n}, I2 ⊂ {n + 1, ..., n + r}. Soit
i0 ∈ {1, ..., n} tel que i0 /∈ I1. On a alors
〈ui0 , a〉 =
∑
i∈I2
αi〈ui0 , vi〉 6 0,
d’après (3). Or, par définition de a, 〈ui0 , a〉 = 1, d’où contradiction. Donc
C〈v1, ..., vn〉 est bien un cône maximal de ∆.
Puisque l’on a supposé que X est lisse, (v1, ..., vn) est alors une base
du réseau Zn dont (u1, ..., un) est la base duale (au sens des réseaux). La
condition (4) impose d’autre part que pour cette base duale (u1, ..., un) :
∀k ∈ {n+ 1, ..., n + r}, 〈ui, vk〉 6 0.
Une condition nécessaire et suffisante pour que ceci soit vérifié est que :
vn+1, ..., vn+r ∈ C〈−v1,−v2, ...,−vn〉
où C〈−v1,−v2, ...,−vn〉 désigne le cône de Rn engendré par −v1, ...,−vn.
7
Remarque 2.2. Inversement, étant donné un tel éventail, si l’on note
∀k ∈ {1, ..., r}, vn+k = −
n∑
i=1
ai,kvi,
avec ai,k ∈ N, on obtient alors :
∀i ∈ {1, ..., n}, [Di] =
r∑
k=1
ai,k[Dn+k],
comme on le souhaite.
2.2 Hauteurs sur les hypersurfaces des variétés toriques
Étant donnée une variété torique complète lisse X définie par un éventail
∆ à n + r arêtes et un réseau N = Zn, dont le groupe de Picard et le
cône effectif sont engendrés par [Dn+1], ..., [Dn+r ] (cf. section précédente),
on considère la classe du diviseur anticanonique de X qui sera de la forme :
[−KX ] =
n+r∑
i=1
[Di] =
r∑
k=1
nk[Dn+k],
avec, pour tout k ∈ {1, ..., r},
nk = 1 +
n∑
i=1
ai,k.
On considère alors un diviseur de classe
∑r
k=1 dk[Dn+k], avec d1, ..., dr ∈ N.
Une section globale s du fibré en droites associé à ce diviseur sur X permet
de définir une hypersurface de X que l’on notera Y . La classe du diviseur
anticanonique sur Y sera induite par la classe du diviseur
(5) D0 =
r∑
k=1
(nk − dk)Dn+k.
Nous allons donner une construction de la hauteur associée à O(D0) sur X.
Pour cela, nous utiliserons la construction des hauteurs sur les variétés to-
riques décrite par Salberger dans [Sa, §10].
Soit ν une place sur Q, et |.|ν : Q∗ → R+ la valeur absolue associée. On
considère la carte affine deX associée au cône {0} de l’éventail ∆. Cette carte
est un ouvert T de X canoniquement égal au tore Spec(Q[N ]). L’application
log |.|ν : Q∗ν → R induit une application
L : T (Qν)→ NR = Rn.
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Pour tout σ ∈ ∆, L−1(−σ) est un sous-ensemble fermé de W (Qν). On note
alors Cσ,ν l’adhérence de L−1(−σ) dans X(Qν). On utilise ces ensembles
Cσ,ν pour construire une norme ||.||D,ν sur O(D) pour tout diviseur de Weil
D sur X, via la proposition suivante :
Proposition 2.3. Soit D =
∑n+r
i=1 aiDi un diviseur de Weil sur X et s
une section locale analytique de O(D) définie en P ∈ X(Qν). Le point P ∈
X(Qν) appartient à Cσ,ν pour un certain σ ∈ ∆. Soit χu(σ) un caractère
sur T représentant le diviseur de Cartier correspondant à D sur Uσ (i.e.
〈u(σ), vi〉 = −ai pour tout vi ∈ σ(1)). On pose alors :
||s(P )||D,ν = |s(P )χu(σ)(P )|ν ,
et cette expression est indépendante du choix de σ ∈ ∆ tel que P ∈ Cσ,ν .
Démonstration. Voir [Sa, Proposition 9.2].
On a alors la proposition suivante qui nous sera utile par la suite.
Proposition 2.4. Soit D =
∑n+r
i=1 aiDi un diviseur de Weil sur X tel
que O(D) est engendré par ses sections globales. Alors, pour σ ∈ ∆max,
si χ−u(σ) désigne l’unique caractère sur T qui engendre O(D) sur Uσ (i.e.
〈−u(σ), vi〉 = −ai pour tout vi ∈ σ(1)), alors χ−u(σ) s’étend en une section
globale de O(D) et χ−u(σ)(P ) 6= 0 pour tout P ∈ Uσ(Qν). Si s est une section
locale de O(D) définie en P ∈ X(Qν), alors
||s(P )||D,ν = inf
σ∈∆max
|s(P )χu(σ)(P )|ν ,
où ∆max désigne l’ensemble des cônes de ∆ de dimension n. De plus, si D
est ample et σ ∈ ∆max, alors Cσ,ν est l’ensemble des P ∈ X(Qν) tels que
|χu(σ)−u(τ)(P )|ν 6 1 pour tout τ ∈ ∆max.
Démonstration. Voir [Sa, Proposition 9.8].
On peut alors définir la hauteur associée à un diviseur D. Si D =∑n+r
i=1 aiDi est un diviseur de Weil sur X et P ∈ X(Q), la hauteur asso-
ciée à D est l’application HD : X(Q)→ [0,∞[ définie par
HD(P ) =
∏
ν∈Val(Q)
||s(P )||−1D,ν ,
où Val(Q) désigne l’ensemble des places de Q, et s une section locale de
O(D) définie en P telle que s(P ) 6= 0.
Remarque 2.5. Comme on peut le voir dans [Sa, Proposition 10.12], pour
tout P ∈ T (Q), HD(P ) ne dépend que de la classe de D dans Pic(X).
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Par la suite, on notera H la hauteur sur X associée au diviseur D0 défini
par (5). Notre objectif sera alors d’évaluer
NV (B) = Card{P ∈ V (Q) ∩ Y (Q) | HD0(P ) 6 B},
pour un certain ouvert dense V de X. Pour évaluer cette quantité, il est plus
pratique de se ramener à compter le nombre de points de hauteur bornée sur
un torseur universel (voir [Sa, §3] pour la définition de torseurs universels)
associé à X. Pour les variétés toriques, la construction du torseur universel
est relativement simple et est donnée dans [Sa, §8]. Nous allons rappeler cette
construction.
On considère le réseau N0 = Zn+r et M0 = N∨0 = Z
n+r. À tout gé-
nérateur vi d’une arête de l’éventail ∆ on associe l’élément ei de la base
canonique de N0 = Zn+r. On pose alors N1 = N0 et ∆1 l’éventail constitué
de tous les cônes engendrés par les ei. La variété torique X1 déterminée par
(N1,∆1) est alors l’espace affine An+r. Pour tout σ ∈ ∆, on note d’autre
part σ0 le cône de N0,R engendré par les ei pour i tel que vi ∈ σ. Les cônes
σ0 ainsi associés forment alors un éventail régulier ∆0 de N0,R (cf. [Sa, Pro-
position 8.4]), et (∆0, N0) définit une variété torique X0 qui est un ouvert de
X1. Soit U0,σ = Spec(Q[Sσ0 ]) où Sσ0 = σ
∨
0 ∩M0. Les morphismes toriques
piσ : U0,σ → Uσ définies par les applications naturelles de σ0 sur σ se recollent
en un morphisme pi : X0 → X qui est alors un torseur universel sur X (cf.
[Sa, Proposition 8.5]).
Étant donné que X0 ⊂ X1 = An+rQ les points de X0 s’écrivent sous forme
de (n + r)-uplets de coordonnées x = (x1, ..., xn, xn+1, ..., xn+r). On notera
alors pour tout diviseur D =
∑n+r
i=1 aiDi :
xD =
n+r∏
i=1
xaii .
Remarque 2.6. Si σ ∈ ∆ , on note
σ =
∑
i | vi /∈σ(1)
Di,
alors U0,σ est l’ouvert de X1 déterminé par xσ 6= 0, et donc X0 est l’ouvert
de X1 défini par :
x ∈ X0 ⇔ ∃σ ∈ ∆max | xσ 6= 0.
En rappelant que D0 =
∑r
k=1(nk−dk)Dn+k, on définit alors les diviseurs
D(σ) associés :
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Définition 2.7. Soit σ ∈ ∆max, et soit χu(σ) le caractère de U tel que χ−u(σ)
engendre O(D0) sur Uσ. On pose alors
D(σ) = D0 +
∑
vi∈σ(1)
〈−u(σ), vi〉Di.
Remarque 2.8. Les diviseurs D(σ) ne dépendent que de la classe de D0
dans Pic(X).
Lemme 2.9. Soit σ ∈ ∆max. Si O(D0) est engendré par ses section globales,
alors χ−u(σ) s’étend en une section globale de O(D0), et D(σ) est un diviseur
effectif à support contenu dans
⋃
vi /∈σ(1)
Di.
Démonstration. Voir la démonstration de [Sa, Proposition 8.7.(a)].
Proposition 2.10. On suppose qu’il existe m ∈ N∗ tel que O(mD0) est
engendré par ses sections globales. Avec les notation ci-dessus, on a :
∀x ∈ X0(Q), H0(x) =
∏
ν∈Val(Q)
sup
σ∈∆max
|xD(σ)|ν .
Démonstration. La démonstration de cette proposition est directement inspi-
rée de la preuve de [Sa, Proposition 10.14]. On considère un point x ∈ X0(Q),
P = pi(x), et τ ∈ ∆max tel que P ∈ Uτ . On a alors que χ−u(τ) est une section
locale définie en P ∈ Uτ , et
||χ−u(τ)(P )||D0,ν = inf
σ∈∆max
|χu(σ)−u(τ)|ν .
Remarquons que puisque P ∈ Uτ , d’après le lemme 2.9, xD(τ) 6= 0 (étant
donné que D(τ) est effectif à support contenu dans
⋃
vi /∈σ(1)
Di), et que
xD(σ)
xD(τ)
= χu(τ)−u(σ)(P ).
Par conséquent, si s désigne la section locale χ−u(τ), on a alors :
||s(P )||−1D0,ν = sup
σ∈∆max
∣∣∣∣∣xD(σ)xD(τ)
∣∣∣∣∣
ν
.
De plus, par la formule du produit, on a∏
ν∈Val(Q)
|xD(τ)|ν = 1.
D’où le résultat.
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Par extension de la construction des variétés toriques par les éventails, il
est possible de construire une variété X˜ sur Z par recollement des ouverts
affines U˜σ = Spec(Z[Sσ]) (voir par exemple [Ma, Chapitre 2]). De la même
manière que nous avons construit X0, on peut construire un Z-torseur uni-
versel sur la variété X˜ (voir [Sa, p. 207]). On notera ce torseur p˜i : X˜0 → X˜ .
On considère alors la proposition suivante (issue de [Sa, Proposition 11.3]) :
Proposition 2.11. Soit x ∈ X0(Q) qui se relève en un Z-point x˜ de X˜0
(vérifiant alors pgcdσ∈∆max x˜
σ = 1). On a alors
H0(x) = sup
σ∈∆max
|x˜D(σ)|,
où |.| désigne la valeur absolue usuelle sur R.
Démonstration. D’après le lemme 2.9, pour tout σ ∈ ∆max, D(σ) a un sup-
port contenu dans
⋃
vi /∈σ(1)
Di. La condition pgcd x˜σ = 1 implique donc que
pgcd x˜D(σ) = 1. Par conséquent, on a supτ∈∆max |x˜D(τ)|p = 1, et ainsi
H0(x) =
∏
ν∈Val(Q)
sup
τ∈∆max
|x˜D(τ)|ν = sup
σ∈∆max
|x˜D(σ)|.
Plutôt que de compter les Q-points de hauteur bornée de X, nous allons
compter les Z-points de X˜0 en utilisant le lemme ci-dessous :
Lemme 2.12. Pour m ∈ N, soient
c(m) = Card{P ∈ T (Q) | H(P ) = m},
c0(m) = Card{P ∈ X˜0 ∩ T0(Q) | H0(P0) = m}
(où T0 = pi−1(T )). Alors c(m) = c0(m)/2r.
Démonstration. Voir la démonstration de [Sa, Lemme 11.4.a)].
Ainsi, étant donné un ouvert de Zariski V de X, si l’on note
N0,V (B) = Card{P0 ∈ Y˜0(Z) ∩ T0(Q) ∩ pi−1(V ) | H0(P0) 6 B}
(où Y˜0 est l’hypersurface de X˜0 correspondant à l’hypersurface Y de X), on
a alors
NV (B) = N0,V (B)/2r.
Nous chercherons donc dorénavant à évaluer N0,V (B). À partir d’ici, pour
les généralités sur les variétés toriques et sur la construction de la hauteur
sur l’hypersurface Y nous renvoyons le lecteur aux sections 2.1 et 2.2. Nous
adopterons en particulier les notations de ces sections dans tout ce qui va
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suivre.
Dans le cas présent, X˜0(Z) ⊂ Zn+r peut être décrit comme l’ensemble
des (n+ r)-uplets d’entiers notés x, tels que (cf. [Sa, 11.5]) :
(6) ∃σ ∈ ∆max | xσ 6= 0,
(7) pgcdσ∈∆max(x
σ) = 1,
où
(8) xσ =
∏
i/∈σ(1)
xi.
Nous allons à présent exprimer la hauteur H0 de façon plus explicite.
Rappelons avant tout que, d’après (2), nous avons pour tout i ∈ {1, ..., n+r},
[Di] =
r∑
j=1
ai,j[Dn+j ]
avec ai,j ∈ N pour tous i, j. On a alors
[K−1X ] =
n+r∑
i=1
[Di] =
r∑
j=1
(
n+r∑
i=1
ai,j
)
︸ ︷︷ ︸
nj
[Dn+j].
On remarque par ailleurs que l’action du tore de Néron-Severi TNS sur les
points x = (xi)i∈{1,...,n+r} du torseur universel X0 est donnée par :
∀t = (t1, ..., tr) ∈ TNS, t.x =
 r∏
j=1
t
ai,j
j
xi

i∈{1,...,n+r}
.
Autrement dit, la variable xi a pour poids (ai,1, ai,2, ..., ai,r). Considérons
à présent une hypersurface Y de X donnée par une section globale s de
O(D) où D = ∑rj=1 dj [Dn+j ]. Une telle section s se relève en une unique
fonction polynomiale F : X˜0 → R à coefficients rationnels vérifiant, pour
tout x ∈ Qn+r :
∀t = (t1, ..., tr) ∈ TNS, F (t.x) =
 r∏
j=1
t
dj
j
F (x).
On a par ailleurs la proposition ci-dessous
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Proposition 2.13. Si V est une intersection complète lisse dans une variété
torique complète et lisse, et si de plus la restriction de Pic(X) à Pic(V ) est
un isomorphisme, alors le torseur universel au dessus de V est obtenu en
prenant l’inverse de V dans le torseur universel au-dessus de X.
Démonstration. Voir [Pe2, Remarque 2.1.2 et Exemple 2.1.16]
En particulier, dans le cas présent, d’après le théorème de Lefschetz,
l’hypersurface de X˜0 définie par l’annulation de la fonction F correspond
alors au torseur universel au-dessus de Y . Par conséquent, en utilisant le
lemme 2.12, les Q-points de Y correspondent, modulo l’action des points de
torsion de TNS, aux Z-points x de X˜0 tels que F (x) = 0.
Remarque 2.14. Dans tout ce qui va suivre on supposera que l’hypersurface
Y définie par F (x) = 0 est lisse. En fait cette propriété est vraie pour un
ouvert dense de Zariski de coefficients (αu)u∈PD∩Zn.
Rappelons que l’on souhaite évaluer
N0,V (B) = Card{P0 ∈ Y˜0(Z) ∩ T0(Q) ∩ pi−1(V ) | H0(P0) 6 B}
= Card{x ∈ Zn+r ∩ pi−1(V ) | ∀i ∈ {1, ..., n + r} xi 6= 0,
F (x) = 0, pgcdσ∈∆max(x
σ) = 1, H0(x) 6 B}
pour un certain ouvert V . Quitte à appliquer une inversion de Möbius ap-
propriée (cf. [Sa, §11] et section 7.1), on se ramène à évaluer, pour e =
(e1, ..., en+r) ∈ Nn+r de :
Ne,U(B) = Card{x ∈ (Z \ {0})n+r ∩ U | ∀i ∈ {1, ..., n + r} ei|xi,
F (x) = 0, H0(x) 6 B},
(où U = pi−1(V ) est l’ouvert de X1 cité dans la remarque 1.2) ce qui revient
encore à estimer pour tout σ ∈ ∆max (cf. [Sa, §9, 11]) :
Ne,σ,U (B) = Card{x ∈ (Z\{0})n+r∩U∩C0,σ(R) | ∀i ∈ {1, ..., n+r} ei|xi,
F (x) = 0, H0(x) 6 B},
où C0,σ(R) = pi−1(Cσ,∞(R)).
Considérons un cône maximal σ ∈ ∆max engendré par des éléments
(vi)i/∈{i1,...,ir} (qui forment alors une base de Z
n puisque ∆ est supposé
lisse et complet) pour i1, ..., ir ∈ {1, ..., n + r} fixés. Par ailleurs, pour tout
i ∈ {1, ..., n + r} \ {i1, ..., ir}, on note ui l’unique vecteur tel que 〈ui, vk〉 =
δi,k pour tout k /∈ {i1, ..., ir}, et on prend d’autre part ui = 0 pour tout
i ∈ {i1, ..., ir}. On pose alors pour tout i :
E(i) = Di −
n+r∑
k=1
〈ui, vk〉Dk.
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On a en particulier E(ij) = Dij pour tout j ∈ {1, ..., r}.
Remarque 2.15. Définissons la matrice (βn+j,k)16j,k6r ∈ Mr(Z) comme
la matrice inverse de (ail,j)16l,j6r. On remarque alors que pour tout j ∈
{1, ..., r},
E(n + j) =
r∑
k=1
βn+j,kDik .
Remarque 2.16. Si (e1, ..., en+r) désigne la base duale de (D1, ...,Dn+r)
(vue comme une base de DivT (X)), les diviseurs E(i) sont caractérisés par
[E(i)] = [Di] et 〈E(i), ek〉 = 0 pour tout k ∈ σ(1).
On a alors que (par la description de Cσ,∞ donnée par la proposition 2.4) :
C0,σ(R) = pi
−1(Cσ,∞(R)) =
{
x ∈ Rn+r | ∀i ∈ {1, ..., n + r}, |xi| 6
∣∣∣xE(i)∣∣∣} .
On observe d’autre part que, pour tout x ∈ C0,σ(R),
max
τ∈∆max
|xD(τ)| = |xD(σ)|.
Par conséquent :
Ne,σ,U (B) =
{
x ∈ (Z \ {0})n+r ∩ U | ∀i ∈ {1, ..., n + r} ei|xi,
|xi| 6
∣∣∣xE(i)∣∣∣ , F (x) = 0 et ∣∣∣xD(σ)∣∣∣ 6 B} .
Remarquons que, D(σ) étant caractérisé par [D(σ)] =
∑r
j=1(nj − dj)[Dn+j ]
et 〈D(σ), ek〉 = 0 pour tout k ∈ σ(1), on a, d’après la remarque 2.16 :
D(σ) =
r∑
j=1
(nj − dj)E(n + j).
Ainsi,
xD(σ) =
r∏
j=1
(
xE(n+j)
)nj−dj
.
On remarque par ailleurs que, toujours d’après la remarque 2.16 :
∀i ∈ {1, ..., n + r}, E(i) =
r∑
j=1
ai,jE(n + j).
On a donc
xE(i) =
r∏
j=1
(
xE(n+j)
)ai,j
.
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Ainsi,
Ne,σ,U (B) =
{
x ∈ (Z \ {0})n+r ∩ U | ∀i ∈ {1, ..., n + r} ei|xi,
|xi| 6
r∏
j=1
∣∣∣xE(n+j)∣∣∣ai,j , F (x) = 0, r∏
j=1
∣∣∣xE(n+j)∣∣∣nj−dj 6 B
 ,
que nous pouvons encore récrire :
Ne,σ,U (B) =
{
x ∈ (Z \ {0})n+r | e.x ∈ U, F (e.x) = 0,
∀i ∈ {1, ..., n + r}, |xi| 6 1
ei
r∏
j=1
∣∣∣(e.x)E(n+j)∣∣∣ai,j , r∏
j=1
∣∣∣(e.x)E(n+j)∣∣∣nj−dj 6 B
 ,
où l’on a posé e.x = (e1x1, ...., en+rxn+r). Cette récriture de Ne,σ,U (B) en
termes de (e.x)E(n+j) s’avèrera cruciale pour ce qui va suivre.
Posons à présent pour tout (k1, ..., kr) ∈ Nr
he,U (k1, ..., kr) = Card
{
x ∈ (Z \ {0})n+r | e.x ∈ U, F (e.x) = 0,
∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
+ 1 = kj , ∀i ∈ {1, ..., n + r}, |xi| 6 1
ei
r∏
j=1
k
ai,j
j
 ,
et
he,U (k1, ..., kr) = Card
{
x ∈ (Z \ {0})n+r | e.x ∈ U, F (e.x) = 0,
∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
= kj , ∀i ∈ {1, ..., n + r}, |xi| 6 1
ei
r∏
j=1
(kj + 1)
ai,j
 ,
(on peut observer que he,U(k) = he,U (k − 1)) et on remarque alors que :∑
∏r
j=1 k
nj−dj
j 6B
he,U (k1, ..., kr) 6 Ne,σ,U (B) 6
∑
∏r
j=1 k
nj−dj
j 6B
he,U (k1, ..., kr).
En appliquant un analogue du résultat de Blomer et Brüdern sur les somma-
tion hyperboliques (cf. [B-B]), nous allons montrer qu’il existe une constante
Cσ,e et des réels β1, ..., βn+r tels que
∑
∏r
j=1 k
nj−dj
j 6B
he,U(k1, ..., kr) = Cσ,eB log(B)
r−1+O
((
n+r∏
i=1
eβii
)
B log(B)r−2
)
,
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∑
∏r
j=1 k
nj−dj
j 6B
he,U(k1, ..., kr) = Cσ,eB log(B)
r−1+O
((
n+r∏
i=1
eβii
)
B log(B)r−2
)
,
et nous en déduirons donc que
Ne,σ,U (B) = Cσ,eB log(B)
r−1 +O
((
n+r∏
i=1
eβii
)
B log(B)r−2
)
.
Pour cela, il est nécessaire de calculer, pour tout J ⊂ {1, ..., r}, pour (tj)j∈{1,...,r}\J ∈
Nr−CardJ et pour (kj)j∈J fixés, une formule asymptotique de la somme∑
∀j /∈J, kj6tj
he(k1, ..., kr).
Nous allons commencer par traiter, dans la section suivante, le cas où J = ∅
avec des bornes t1, ..., tr « relativement proches ».
3 Première étape
3.1 Préliminaires
En préliminaire aux inégalités de Weyl dans ce cadre plus général, nous
construisons, dans cette section, des opérateurs algébriques que nous appli-
querons au polynôme F .
À chaque entier i ∈ {1, ..., n+r}, nous associons un poids ai = (ai,1, ..., ai,r) ∈
Nr ainsi qu’un ensemble fini Ei. Posons
C = {(j, k) | j ∈ {1, ..., r}, k 6= 0, ∃i ∈ {1, ..., n + r}, ai,j = k},
et fixons un ensemble de degrés (tj,k)(j,k)∈C ∈ NC . Posons alors
I0 = {i ∈ {1, ..., n + r} | ∀j ∈ {1, ..., r}, tj,ai,j 6= 0ou ai,j = 0},
C0 = {(j, k) | j ∈ {1, ..., r}, k 6= 0, ∃i ∈ I0, ai,j = k} ⊂ C,
t = (tj,k)(j,k)∈C0 ,
∀(j, k) ∈ C0, J(j, k) = {i ∈ I0 | ai,j = k}.
On considère alors un ensemble de variablesX = (x(l)i )(i,l)∈E , où E = {(i, l) | i ∈
I0, l ∈ Ei}. Pour tout (j, k) ∈ C0, notons
E(j, k) = {(i, l) ∈ E | i ∈ J(j, k)} = {(i, l) ∈ E | ai,j = k}.
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Considérons un polynôme F ∈ Z[X]. Pour tout (j, k) ∈ C0, on définit l’opé-
rateur ∆
(tj,k)
(j,k) par :
∆
(tj,k)
(j,k) F
(
(x
(l)
i )(i,l)/∈E(j,k), (x
(l,h)
i ) (i,l)∈E(j,k)
h∈{1,...,tj,k}
)
= Ftj,k+1
(
(x
(l)
i )(i,l)/∈E(j,k), (x
(l,h)
i ) (i,l)∈E(j,k)
h∈{1,...,tj,k+1}
)
−Ftj,k
(
(x
(l)
i )(i,l)/∈E(j,k), (x
(l,h)
i ) (i,l)∈E(j,k)
h∈{1,...,tj,k}
)
,
où, pour tout t ∈ N :
Ft
(
(x
(l)
i )(i,l)/∈E(j,k), (x
(l,h)
i )(i,l)∈E(j,k)
h∈{1,...,t}
)
=
∑
(ε1,...,εt)∈{0,1}t
(−1)
∑t
h=1 εhF
(
(x
(l)
i )(i,l)/∈E(j,k), (
t∑
h=1
εhx
(l,h)
i )(i,l)∈E(j,k)
)
.
Remarque 3.1. Pour un j fixé, les opérateurs ∆
(tj,k)
(j,k) commutent deux à
deux.
Proposition 3.2. Considérons un ensemble d’entiers naturels d = (dj,k)(j,k)∈C0 ∈
NC0 et un polynôme Gd((x(l)i )(i,l)∈E ) homogène de degré dj,k en les variables
(x
(l)
i )(i,l)∈E(j,k). Alors pour tout (j0, k0) ∈ C0 on a :
1. Si dj0,k0 < tj0,k0, alors ∆
(tj0,k0 )
(j0,k0)
Gd = 0,
2. Si dj0,k0 = tj0,k0, alors
∆
(tj0,k0)
(j0,k0)
Gd
(
(x
(l)
i )(i,l)/∈E(j0,k0), (x
(l,h)
i ) (i,l)∈E(j0,k0)
h∈{1,...,tj0,k0}
)
= −Gd,tj0,k0
(
(x
(l)
i )(i,l)/∈E(j0,k0), (x
(l,h)
i ) (i,l)∈E(j0,k0)
h∈{1,...,tj0,k0}
)
et est linéaire en chaque (x(l,h)i )(i,l)∈E(j0,k0) pour tout h ∈ {1, ..., tj0,k0}
si d = t.
De plus, quel que soit d, ∆
(tj0,k0 )
(j0,k0)
Gd
(
(x
(l)
i )(i,l)/∈E(j0,k0), (x
(l,h)
i ) (i,l)∈E(j0,k0)
h∈{1,...,tj0,k0}
)
est homogène de degré dj,k en les variables (x
(l)
i )(i,l)∈E(j,k) pour tout (j, k) 6=
(j0, k0) et homogène de degré dj0,k0 en les variables (x
(l,h)
i ) (i,l)∈E(j0,k0)
h∈{1,...,tj0,k0}
.
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Démonstration. Ces résultats découlent de [Schm, Lemme 11.2] (les résultats
de Schmidt, s’appliquant à n’importe quel anneau, y compris Z[(x(l)i )(i,l)/∈E(j0,k0)).
On définit alors :
∆
tj
j = ∆
(tj,k1 )
(j,k1)
◦ ... ◦∆(tj,kmj )(j,kmj )
où {k1, ..., kmj} = {k ∈ N \ {0} | ∃i ∈ I0 | ai,j = k}. Par définition on a
∆
tj
j F
(x(l,h)i ) (i,l)∈E
h∈{1,...,tj,ai,j}

= (−1)CardP(j)
∑
(εk)k∈P(j)∈{0,1}
P(j)
(−1)
∑
k∈P(j) εkF(tj,k+εk)k∈P(j)
(x(l,h)i ) (i,l)∈E
h∈{1,...,tj,ai,j+εai,j
}
 ,
où
P(j) = {k ∈ N \ {0} | ∃i ∈ I0 | ai,j = k},
et pour tout (bk)k∈P(j) ∈ NP(j),
F(bk)k∈P(j)
(
(x
(l,h)
i ) (i,l)∈E
h∈{1,...,bai,j}
)
=
∑
(εk,1,...,εk,bk)k∈P(j)∈{0,1}
∑
k∈P(j) bk
(−1)
∑
k∈P(j)
h∈{1,...,bk}
εk,h
F

( bk∑
h=1
εk,hx
(l,h)
i
)
(i,l)∈E(j,k)
h∈{1,...,bk}

k∈P(j)
 .
Remarque 3.3. Les opérateurs ∆tj commutent deux à deux.
On peut alors définir l’opérateur :
∆t = ∆t1 ◦∆t2 ◦ ... ◦∆tr .
Considérons alors un ensemble de variables x = (x1, ..., xn+r). Tout po-
lynôme F(x) ∈ Z[x] peut être décomposé de façon unique sous la forme :
F(x) =
∑
d=(dj,k)(j,k)∈C0∈N
C0
Fd(x),
où Fd(x) est un polynôme homogène de degré dj,k en les variables (xi)i∈J(j,k)
pour tout (j, k) ∈ C0. Introduisons à présent les notations suivantes :
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Notations 3.4. 1. x0 = (xi)i/∈I0 ,
2. L˜ = {(i, ) | i ∈ I0, = (l1, ..., lr) ∈
∏r
j=1{1, ..., tj,ai,j + 1}},
3. L = {(i, ) | i ∈ I0, = (l1, ..., lr) ∈
∏r
j=1{1, ..., tj,ai,j}},
4. ∀(j, k) ∈ C0, L(j, k) = {(i, ) ∈ L | i ∈ J(j, k)},
5. ∀(j, k) ∈ C0, L̂(j, k) = {(i, ) ∈ L(j, k) | lj 6= tj,k},
6. ∀(j, k) ∈ C0, E(j, k) = L(j, k) \ L̂(j, k) = {(i, ) ∈ L(j, k) | lj = tj,k},
7. ∀(j, k) ∈ C0, ∀h ∈ {1, ..., tj,k}, L(j, k, h) = {(i, ) ∈ L(j, k) | lj = h},
8. X˜ = (xi)(i,)∈L˜,
9. X = (xi)(i,)∈L,
10. ∀(j, k) ∈ C0, X̂(j,k) = (xi)(i,)∈L̂(j,k).
Avec ces notations et d’après la proposition 3.2, nous avons alors le ré-
sultat suivant :
Proposition 3.5. Pour tout ensemble de degrés d = (dj,k)(j,k)∈C0 ∈ NC0 , le
polynôme ∆tFd(x0, X˜) vaut :
1. 0 s’il existe (j, k) ∈ C0 tel que dj,k < tj,k,
2. un polynôme Γ(X) en X de degré dj,k en (xi)(i,)∈L(j,k), et linéaire en
chaque (xi)(i,)∈L(j,k,h) pour tout (j, k) ∈ C0 et h ∈ {1, ..., tj,k} si d = t.
Corollaire 3.6. Pour tout polynôme F(x) ∈ Z[x], on a
∆tF(x0, X˜) = Γ(X) +
∑
d>t
∆tFd(x0, X˜),
où d > t signifie que dj,k > tj,k pour tout (j, k) ∈ C0 et d 6= t.
Introduisons la définition suivante :
Définition 3.7. Un polynôme F ∈ Z[x] sera dit quasi-r-homogène de r-
degré (d1, ..., dr) ∈ Nr si
∀ = (s1, ..., sr) ∈ Cr, F (.x) = (
r∏
j=1
s
dj
j )F (x),
où .x =
(
(
∏r
j=1 s
ai,j
j )xi
)
i∈{1,...,n+r}
.
Proposition 3.8. Si F est un polynôme quasi-r-homogène de r-degré (d1, ..., dr)
et si l’ensemble de degrés (tj,k)(j,k)∈C est tel que
∀j ∈ {1, ..., r},
∑
k>1
ktj,k = dj,
alors,
∆tF(x0, X˜) = Γ(X).
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Démonstration. D’après le corollaire 3.6,
∆tF(x0, X˜) = Γ(X) +
∑
d>t
∆tFd(x0, X˜).
Par définition, pour tout d, Fd est quasi-r-homogène de r-degré
(
∑
k>1 kdj,k)j∈{1,...,r}. Or ce polynôme est également quasi-r-homogène de
r-degré (d1, ..., dr) (car F l’est). Le polynôme Fd est donc nul si la condition
∀j ∈ {1, ..., r},
∑
k>0
kdj,k = dj
n’est pas vérifiée. Si d > t, on a alors que dj,k > tj,k pour tout (j, k) ∈ C0 et
il existe (j0, k0) tel que dj0,k0 > tj0,k0 . On a alors∑
k∈P(j0)
kdj0,k >
∑
k∈P(j0)
ktj0,k = dj0 .
Par conséquent, si d > t, alors Fd = 0 et la proposition est démontrée.
3.2 Une inégalité de Weyl :
Plutôt que de considérer directement la fonction he,V , posons
he(k1, ..., kr) = Card
{
x ∈ Zn+r | F (e.x) = 0,
∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
= kj , ∀i ∈ {1, ..., n + r}, |xi| 6 1
ei
r∏
j=1
(kj + 1)
ai,j

et cherchons à obtenir une formule asymptotique pour
Ne(P1, ..., Pr) =
∑
∀j /∈J, kj6Pj
he(k1, ..., kr)
= Card
{
x ∈ Zn+r | F (e.x) = 0, ∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
6 Pj,
∀i ∈ {1, ..., n + r}, |xi| 6 1
ei
r∏
j=1
(
⌊
|(e.x)E(n+j)|
⌋
+ 1)ai,j
 .
en utilisant la méthode du cercle (la restriction à l’ouvert pi−1(V ) se fera
ultérieurement et induira un terme d’erreur lorsque les bornes P1, ..., Pr sont
« assez proches »). Quitte à permuter les variables, nous pouvons supposer
P1 > P2 > ... > Pr,
et nous poserons Pj = P
bj
r , avec bj > 1 pour tout j ∈ {1, ..., r}.
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Notons e la fonction x 7→ exp(2ipix) et remarquons que
Ne(P1, ..., Pr) =
∫ 1
0
Se(α)dα,
où Se(α) est la série génératrice :
(9) Se(α) =
∑
x∈Zn+r
⌊|(e.x)E(n+j)|⌋6Pj
|xi|6
1
ei
∏r
j=1(⌊|(e.x)E(n+j)|⌋+1)ai,j
e (αF (e.x)) .
L’objectif des sections 3.2 et 3.3 est de démontrer la proposition ci-dessous
(K étant un paramètre bien choisi que nous préciserons),M(θ) désignant une
réunion d’arcs majeurs :
Proposition 3.9. Pour tout α ∈ [0, 1[ et tout ε > 0 arbitrairement petit,
l’une au moins des assertions suivantes est vraie :
1. on a la majoration :
|Se(α)| ≪
(
n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj+1
j
P−Kθ+ε,
2. le réel α appartient à M(θ).
Rappelons que chaque variable xi admet un poids (ai,1, ..., ai,r) relatif à
l’action de TNS. Choisissons à présent, comme dans la proposition 3.8, un
ensemble de degrés (tj,k) j∈{1,...,r}
k∈{1,...,dj}
vérifiant
∀j ∈ {1, ..., r},
∑
k>1
ktj,k = dj.
Dans ce qui va suivre nous allons appliquer une forme de différenciation
de Weyl appropriée, en utilisant les résultats présentés dans le paragraphe
précédent, afin de donner une majoration assez précise de Se(α). Remar-
quons que la majoration obtenue ne dépendra que de Ft pour l’ensemble de
degrés t choisi.
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Considérons la majoration triviale :
|Se(α)| ≪
P1∑
k1=1
...
Pr∑
kr=1
∣∣ ∑
x∈Zn+r
⌊|(e.x)E(n+j)|⌋=kj
|xi|6
1
ei
∏r
j=1(kj+1)
ai,j
e (αF (e.x))
∣∣
=
P1∑
k1=1
...
Pr∑
kr=1
∣∣ ∑
x∈Zn+r
kj6|(e.x)
E(n+j)|<kj+1
|xi|6
1
ei
∏r
j=1(kj+1)
ai,j
e (αF (e.x))
∣∣.
Or, étant donné que (e.x)E(n+j) =
∏r
k=1(eikxik)
βn+j,k et puisque, d’après la
remarque 2.15, la matrice (βn+j,k)16j,k6r est la matrice inverse de (ail,j)16l,j6r,
on a que{
kj 6 |(e.x)E(n+j)| < kj + 1
|xi| 6 1ei
∏r
j=1(kj + 1)
ai,j ⇔
{ ∀i, |xi| 6 1ei ∏rj=1(kj + 1)ai,j
∀i ∈ {i1, ..., ir}, 1ei
∏r
j=1 k
ai,j
j 6 |xi| < 1ei
∏r
j=1(kj + 1)
ai,j .
Posons
Bk = {x ∈ Zn+r | ∀i, |xi| 6 1
ei
r∏
j=1
(kj + 1)
ai,j
∀i ∈ {i1, ..., ir}, 1
ei
r∏
j=1
k
ai,j
j 6 |xi| <
1
ei
r∏
j=1
(kj + 1)
ai,j},
et on a alors que
Bk =
⋃
I⊂{1,...,n+r}
Bk,I ,
où Bk,I est la boîte
Bk,I = {x ∈ Bk | ∀i ∈ I, xi > 0 et ∀i /∈ I, xi < 0}
que l’on peut noter
Bk,I =
n+r∏
i=1
Bk,I,i,
Bk,I,i étant alors un intervalle de taille O( 1ei
∏r
j=1(kj + 1)
ai,j ). L’estimation
de |Se(α)| se ramène à celle de
P1∑
k1=1
...
Pr∑
kr=1
|Se,k,I(α)|
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où k = (k1, ..., kr), I ⊂ {1, ..., n + r} et
(10) Se,k,I(α) =
∑
x∈Bk,I
e (αF (e.x)) .
Considérons à présent le plus grand entier k ∈ {1, ..., dr} tel que tr,k > 1.
Par une inégalité de Hölder, nous obtenons :
|Se,k,I(α)|2
tr,k
=
∣∣∣∣∣∣
∑
(xi)i/∈J(r,k)∈
∏
i/∈J(r,k) Bk,I,i
∑
(xi)i∈J(r,k)∈
∏
i∈J(r,k) Bk,I,i
e (αF (e.x))
∣∣∣∣∣∣
2
tr,k
≪
∏
i/∈J(r,k)
 1
ei
r∏
j=1
(kj + 1)
ai,j
2
tr,k−1 ∑
(xi)i/∈J(r,k)
|xi|6
1
ei
∏r
j=1(kj+1)
ai,j
∣∣Se,k,I,(r,k)(α)∣∣2tr,k
avec
(11) Se,k,I,(r,k)(α) =
∑
(xi)i∈J(r,k)∈
∏
i∈J(r,k) Bk,I,i
e (αF (e.x)) .
Pour simplifier les notations nous noterons :
∀i ∈ {1, ..., n + r}, Bi = 1
ei
r∏
j=1
(kj + 1)
ai,j , Ti =
1
ei
r∏
j=1
(Pj + 1)
ai,j ,
et nous supposerons que Ti > 1 pour tout i. On pose par ailleurs
U =
∏
i∈J(r,k)
Bk,I,i
et on définit
UD = U − U ,
U((x(1)i )i/∈J(r,k), ..., (x(t)i )i/∈J(r,k))
=
⋂
(ε1,...,εt)∈{0,1}t
(UN − ε1(x(1)i )i/∈J(r,k) − ...− εt(x(t)i )i/∈J(r,k)).
Notons F(x) = F (e.x) (pour e fixé). On remarque que ce polynôme est
quasi-r-homogène de r-degré (d1, ..., dr) (car F l’est). En utilisant l’équation
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(11.2) de [Schm], on obtient la majoration :
|Se,k,I,(r,k)(α)|2
tr,k ≪
 ∏
i∈J(r,k)
Bi
2
tr,k−tr,k−1 ∑
(x
(1)
i )i∈J(r,k)
|x
(1)
i |6Bi
...
∑
(x
(tr,k−1)
i )i∈J(r,k)
|x
(tr,k−1)
i |6Bi∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
(x
(tr,k)
i )i∈J(r,k)∈U

(x(l)i )l∈{1,...,tr,k−1}
i∈J(r,k)


e
(
αFtr,k ((x(l)i )l∈{1,...,tr,k}
i∈J(r,k)
)
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2
.
Or, on a∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
(x
(tr,k)
i )i∈J(r,k)∈U

(x(l)i )l∈{1,...,tr,k−1}
i∈J(r,k)


e
(
αFtr,k ((x(l)i )l∈{1,...,tr,k}
i∈J(r,k)
)
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2
=
∑
(y
(tr,k)
i )i∈J(r,k)∈U

(x(l)i )l∈{1,...,tr,k−1}
i∈J(r,k)


∑
(z
(tr,k)
i )i∈J(r,k)∈U

(x(l)i )l∈{1,...,tr,k−1}
i∈J(r,k)


e
(
α
(
Ftr,k((x(l)i )l∈{1,...,tr,k−1}
i∈J(r,k)
, (y
(tr,k)
i )i∈J(r,k))−Ftr,k((x(l)i )l∈{1,...,tr,k−1}
i∈J(r,k)
, (z
(tr,k)
i )i∈J(r,k))
))
.
et si l’on pose
(x
(tr,k+1)
i )i∈J(r,k) = (y
(tr,k)
i )i∈J(r,k)
(x
(tr,k)
i )i∈J(r,k) = (z
(tr,k)
i − y
(tr,k)
i )i∈J(r,k),
on observe que :
Ftr,k
(
(x
(l)
i )l∈{1,...,tr,k−1}
i∈J(r,k)
, (y
(tr,k)
i )i∈J(r,k)
)
−Ftr,k
(
(x
(l)
i )l∈{1,...,tr,k−1}
i∈J(r,k)
, (z
(tr,k)
i )i∈J(r,k)
)
= Ftr,k+1
(
(x
(l)
i )l∈{1,...,tr,k+1}
i∈J(r,k)
)
−Ftr,k
(
(x
(l)
i )l∈{1,...,tr,k}
i∈J(r,k)
)
= ∆
(tr,k)
(r,k) F
(
(xi)i/∈J(r,k), (x
(l)
i ) i∈J(r,k)
l∈{1,...,tr,k+1}
)
.
25
On a ainsi :
|Se,k,I(α)|2
tr,k ≪
 ∏
i/∈J(r,k)
Ti
2
tr,k−1 ∏
i∈J(r,k)
Ti
2
tr,k−tr,k−1
∑
(xi)i/∈J(r,k)
|xi|6Ti
∑
(x
(l)
i ) i∈J(r,k)
l∈{1,...,tr,k+1}
e
(
α∆
(tr,k)
(r,k) F
(
(xi)i/∈J(r,k), (x
(l)
i )l∈{1,...,tr,k+1}
i∈J(r,k)
))
=
(
n+r∏
i=1
Ti
)2tr,k−1 ∏
i∈J(r,k)
Ti
−tr,k ∑
(xi)i/∈J(r,k)
|xi|6Ti
∑
(x
(l)
i )l∈{1,...,tr,k+1}
i∈J(r,k)
e
(
α∆
(tr,k)
(r,k) F
(
(xi)i/∈J(r,k), (x
(l)
i )l∈{1,...,tr,k+1}
i∈J(r,k)
))
.
Par la suite, on procède de même avec les variables (xi)i∈J(r,k′) où k
′ est le
plus grand entier naturel non nul tel que k′ < k et tr,k′ 6= 0. En utilisant la
majoration précédente, par une inégalité de Hölder on trouve :
(12) |Se,k,I(α)|2
tr,k+tr,k′ ≪
(
n+r∏
i=1
Ti
)2tr,k+tr,k′−2tr,k′  ∏
i∈J(r,k)
Ti
−tr,k2
tr,k′
 ∏
i/∈J(r,k)∪J(r,k′)
Ti
2
t
r,k′−1
 ∏
i∈J(r,k)
l∈{1,...,tr,k+1}
Ti

2
t
r,k′−1 ∑
(xi)i/∈J(r,k)∪J(r,k′)
∑
(x
(l)
i )l∈{1,...,tr,k+1}
i∈J(r,k)∣∣∣∣∣∣∣∣∣
∑
(xi)i∈J(r,k′)
|xi|6Ti
e
(
α∆
(tr,k)
(r,k) F
(
(xi)i/∈J(r,k), (x
(l)
i )l∈{1,...,tr,k+1}
i∈J(r,k)
))∣∣∣∣∣∣∣∣∣
2
t
r,k′
=
(
n+r∏
i=1
Ti
)2tr,k+tr,k′−2tr,k′  ∏
i/∈J(r,k)∪J(r,k′)
Ti
2
tr,k′−1 ∏
i∈J(r,k)
Ti
2
tr,k′−tr,k−1
∑
(xi)i/∈J(r,k)∪J(r,k′)
∑
(x
(l)
i )l∈{1,...,tr,k+1}
i∈J(r,k)
|Se,k,(k′,r)(α)|2
t
r,k′
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où
(13)
Se,k,(k′,r)(α) =
∑
(xi)i∈J(r,k′)
|xi|6Ti
e
(
α∆
(tr,k)
(r,k) F
(
(xi)i/∈J(r,k), (x
(l)
i ) i∈J(r,k)
l∈{1,...,tr,k+1}
))
.
De la même manière que précédemment, on trouve :
|Se,k,(k′,r)(α)|2
t
r,k′ ≪
 ∏
i∈J(r,k′)
Ti
2
t
r,k′−tr,k′−1 ∑
(x
(1)
i )i∈J(r,k)
...
∑
(x
(tr,k′+1)
i )i∈J(r,k′)
∑
(x
(tr,k′ )
i )i∈J(r,k′)
e
(
α∆
(tr,k′ )
(r,k′) ◦∆
(tr,k)
(r,k) F
(
(xi)i/∈J(r,k)∪J(r,k′), (x
(l)
i ) i∈J(r,k)
l∈{1,...,tr,k}
, (x
(l)
i ) i∈J(r,k′)
l∈{1,...,tr,k′+1}
))
On obtient alors, par la majoration (12),
(14)
|Se,k(α)|2
tr,k+tr,k′ ≪
(
n+r∏
i=1
Ti
)2tr,k+tr,k′−1 ∏
i∈J(r,k)
Ti
−tr,k  ∏
i∈J(r,k′)
Ti
−tr,k′
∑
(xi)i/∈J(r,k)∪J(r,k′)
∑
(x
(l)
i ) i∈J(r,k)
l∈{1,...,tr,k+1}
∑
(x
(l)
i ) i∈J(r,k′)
l∈{1,...,tr,k′+1}
e
(
α∆
(tr,k′ )
(r,k′) ◦∆
(tr,k)
(r,k) F
(
(xi)i/∈J(r,k)∪J(r,k′), (x
(l)
i ) i∈J(r,k)
l∈{1,...,tr,k+1}
, (x
(l)
i ) i∈J(r,k′)
l∈{1,...,tr,k′+1}
))
Par récurrence, on obtient finalement, en posant pour tout j ∈ {1, ..., r}
(15) Dj =
∑
k>1
tj,k,
(16) J(j) =
⋃
k>1
J(j, k),
(17) |Se,k,I(α)|2Dr ≪
(
n+r∏
i=1
Ti
)2Dr−1 ∏
i∈J(r)
T
−tr,ai,r
i
 ∑
(xi)i/∈J(r)∑
(x
(l)
i ) i∈J(r)
l∈{1,...,tr,ai,r+1}
e
(
α∆trF
(
(xi)i/∈J(r), (x
(l)
i )l∈{1,...,tr,ai,r+1}
i∈J(r)
))
.
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Si i ∈ I0 et i /∈ J(r) (i.e si ai,r = 0), nous noterons dorénavant x(1)i = xi.
Nous poserons par ailleurs, pour tout j ∈ {1, ..., r},
t′j,k =
{
tr,k + 1 si k 6= 0
1 si k = 0.
La majoration précédente peut alors être réécrite :
(18) |Se,k,I(α)|2Dr ≪
(
n+r∏
i=1
Ti
)2Dr ∏
i/∈I0
Ti
−1∏
i/∈I0
T
−t′r,ai,r
i
 ∑
(xi)i/∈I0∑
(x
(l)
i ) i∈I0
l∈{1,...,t′r,ai,r}
e
(
α∆trF
(
(xi)i/∈I0 , (x
(l)
i )l∈{1,...,t′r,ai,r}
i∈I0
))
.
Nous pouvons à présent effectuer les mêmes opérations que précédem-
ment avec les variables (x(l)i ) i∈J(r−1,k)
l∈{1,...,t′r,k}
pour les k > 1 tels que tr−1,k > 0.
On obtient alors la majoration :
|Se,k,I(α)|2
Dr+Dr−1 ≪
(
n+r∏
i=1
Ti
)2Dr+Dr−1 ∏
i/∈I0
Ti
−1∏
i∈I0
T
−t′r,ai,r t
′
r−1,ai,r−1
i

∑
(xi)i/∈I0
∑
(x
(l,l′)
i ) l∈{1,...,t′r,ai,r}
l′∈{1,...,t′r−1,ai,r−1
}
i∈I0
e
α∆tr−1 ◦∆trF
(xi)i/∈I0 , (x(l,l′)i ) l∈{1,...,t′r,ai,r}
l′∈{1,...,t′r−1,ai,r−1
}
i∈I0

 .
En procédant de même, on obtient, par récurrence :
(19)
|Se,k,I(α)|2D1+D2+...+Dr ≪
(
n+r∏
i=1
Ti
)2D1+...+Dr ∏
i/∈I0
Ti
−1∏
i∈I0
T
−
∏r
j=1 t
′
j,ai,j
i

∑
x0=(xi)i/∈I0
∑
X˜=(xi)(i,)∈L˜
e
(
α∆t1 ◦ ... ◦∆trF
(
x0, X˜
))
.
Rappelons que, d’après la proposition 3.8, on peut écrire :
∆tF(x0, X˜) = Γ(X),
28
où Γ(X) ∈ Z[X] est de degré tj,k en (xi)(i,)∈L(j,k) et linéaire en chaque
(xi)(i,)∈L(j,k,h) pour tout (j, k) ∈ C0 et h ∈ {1, ..., tj,k}. En particulier, on
remarque que pour tout (j, k) ∈ C0, on peut écrire Γ(X) sous la forme :
ei
∑
(i,)∈E(j,k)
γ
(j,k)
(i,) (X̂(j,k))xi,
où γ(j,k)(i,) (X̂(j,k)) est de degré tj,k − 1 en (xi)(i,)∈L(j,k) et linéaire en chaque
(xi)(i,)∈L(j,k,h) pour tout h ∈ {1, ..., tj,k − 1}.
Notons à présent
(20) K = max
t1,k 6=0
k.
Nous pouvons majorer la somme apparaissant dans l’inégalité (19) par :
(21)
∑
x0
∑
(xi)(i,)∈L˜\E(1,K)
∣∣∣∣∣∣
∑
(xi)(i,)∈E(1,K)
e
(
α∆tF(x0, X̂(1,K), (xi)(i,)∈E(1,K))
)∣∣∣∣∣∣
=
∑
x0
∑
(xi)(i,)∈L˜\E(1,K)
∣∣∣∣∣∣
∑
(xi)(i,)∈E(1,K)
e
αei ∑
(i,)∈E(1,K)
γ
(1,K)
(i,) (X̂(1,K))xi
∣∣∣∣∣∣ .
La dernière somme de (21) peut être réécrite :
(22)
∏
(i,)∈E(1,K)
∣∣∣∣∣∣
∑
(xi)(i,)∈E(1,K)
e
(
αeiγ
(1,K)
(i,) (X̂(1,K))xi
)∣∣∣∣∣∣ .
En notant pour tout réel x
||x|| = inf
m∈Z
|x−m|,
et en considérant la majoration, pour P ≫ 1∑
m∈I(P )∩Z
e(βm)≪ min{P, ||β||−1}
pour tout intervalle I(P ) de taille O(P ), on remarque que l’on peut majorer
(22) par :
(23)
∏
(i,)∈E(1,K)
min
(
Ti, ||αeiγ(1,K)(i,) (X̂(1,K))||−1
)
.
On obtient ainsi, à partir de (19), la majoration
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|Se,k,I(α)|2D1+D2+...+Dr ≪
(
n+r∏
i=1
Ti
)2D1+...+Dr ∏
i/∈I0
Ti
−1∏
i∈I0
T
−
∏r
j=1 t
′
j,ai,j
i

∑
x0
∑
(xi)(i,)∈L˜\E(1,K)
∏
(i,)∈E(1,K)
min
(
Ti, ||αeiγ(1,K)(i,) (X̂(1,K))||−1
)
≪
(
n+r∏
i=1
Ti
)2D1+...+Dr ∏
i∈I0
T
−
∏r
j=1 tj,ai,j
i
 ∑
X̂(1,K)=(xi)(i,)∈L\E(1,K)∏
(i,)∈E(1,K)
min
(
Ti, ||αeiγ(1,K)(i,) (X̂(1,K))||−1
)
en notant tj,0 = 1 pour tout j ∈ {1, ..., r} (puisque le terme (23) est indé-
pendant des (xi) (i,)∈L˜
i∈J(j,k), lj=tj,k+1
pour tout (j, k) ∈ C0, on peut remplacer les
sommes en ces variables par un
O(
∏
(j0,k)∈C0
∏
i∈J(j0,k)
T
tj0,ai,j0
∏
j 6=j0
t′j,ai,j
i ), de telle sorte que les seules va-
riables que nous aurons à considérer dorénavant sont les variables (xi)(i,)∈L).
Considérons à présent
r = (ri,)(i,)∈E(1,K) ∈
∏
(i,)∈E(1,K)
{0, 1, ..., Ti}
et choisissons
K ′ = max
k∈P(1) | k<K, t1,K′ 6=0
k,
où P(1) = {k ∈ N \ {0} | ∃i ∈ I0 | ai,1 = k}. Pour
X̂ (1,K)
(1,K ′)
= (xi)(i,)∈L̂(1,K)∩L̂(1,K ′)
fixé, nous noterons A
(
X̂ (1,K)
(1,K ′)
, r
)
l’ensemble des vecteurs (xhm)(m,h)∈E(1,K ′)
tels que : ∣∣∣xhm∣∣∣ < Tm,
et
∀(i, ) ∈ E(1,K), ||αeiγ(1,K)(i,) (X̂(1,K))|| ∈ [ri,T−1i , (ri, + 1)T−1i ]
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et A (X, r) le cardinal de cet ensemble. On a alors, en reprenant les équations
(19), (22), (21), l’estimation
|Se,k,I(α)|2D1+D2+...+Dr ≪
(
n+r∏
i=1
Ti
)2D1+...+Dr ∏
i∈I0
T
−
∏r
j=1 tj,ai,j
i

∑
X̂ (1,K)
(1,K ′)
∑
r
A
(
X̂ (1,K)
(1,K ′)
, r
) ∏
(i,)∈E(1,K)
min
(
Ti,max
(
Ti
ri,
,
Ti
Ti − ri, − 1
))
.
Si par ailleurs (xhm)(m,h)∈E(1,K ′) et (y
h)
m )(m,h)∈E(1,K ′) sont des éléments de
A (X, r), on a alors que
|xhm − yhm| ≪ Tm,
et d’autre part, pour tous (i, ) ∈ E(1,K) :
γ
(1,K)
(i,) (X̂ (1,K)
(1,K ′)
, (xhm)(m,h)∈E(1,K ′))
− γ(1,K)(i,) (X̂ (1,K)
(1,K ′)
, (yhm)(m,h)∈E(1,K ′))
= γ
(1,K)
(i,) (X̂ (1,K)
(1,K ′)
, (xhm − yhm)(m,h)∈E(1,K ′)).
On note alors N
(
X̂ (1,K)
(1,K ′)
)
le cardinal de l’ensemble des (xhm)(m,h)∈E(1,K ′)
tels que ∣∣∣xhm∣∣∣ < Tm,
∀(i, ) ∈ E(1,K), ||αeiγ(1,K)(i,) (X̂ (1,K)
(1,K ′)
, (xhm)(m,h)∈E(1,K ′))|| < T−1i ,
et on obtient donc
(24)
∑
r
A
(
X̂ (1,K)
(1,K ′)
, r
) ∏
(i,)∈E(1,K)
min
(
Ti,max
(
Ti
ri,
,
Ti
Ti − ri, − 1
))
≪ N
(
X̂ (1,K)
(1,K ′)
)∑
r
∏
(i,)∈E(1,K)
min
(
Ti,max
(
Ti
ri,
,
Ti
Ti − ri, − 1
))
= N
(
X̂ (1,K)
(1,K ′)
) ∏
(i,)∈E(1,K)
∑
ri,
min
(
Ti,max
(
Ti
ri,
,
Ti
Ti − ri, − 1
))
≪ N
(
X̂ (1,K)
(1,K ′)
) ∏
(i,)∈E(1,K)
Ti log(Ti).
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Notons pour tout (j, k) ∈ C0 :
(25) M(j,k)
(
α, (Am,h)(m,h)∈L\E(j,k), (Bi,)(i,)∈E(j,k)
)
l’ensemble des X̂(j,k) tels que, pour tout (m,h) ∈ L \E(j, k)
|x(h)m | < Am,h,
et pour tout (i, ) ∈ E(j, k)
||αeiγ(j,k)(i,) (X̂(1,K))|| < Bi,.
On note par ailleurs
(26) M(j,k)
(
α, (Am,h)(m,h)∈L\E(j,k), (Bi,)(i,)∈E(j,k)
)
le cardinal de cet ensemble. On obtient (à partir de (24)) :
(27) |Se,k,I(α)|2D1+D2+...+Dr
≪
(
n+r∏
i=1
Ti
)2D1+...+Dr ∏
i∈I0
Ti
−
∏r
j=1 tj,ai,j ∏
(i,)∈E(1,K)
Ti log(Ti)
×M(1,K)
(
α, (Tm)(m,h)∈L\E(1,K), (T
−1
i )(i,)∈E(1,K)
)
.
En remarquant que∏
(i,)∈E(1,K)
Ti log(Ti) =
∏
i∈J(1,K)
(Ti log(Ti))
∏r
j=2 tj,ai,j ,
et en sommant la majoration obtenue dans (27) sur les k = (k1, ..., kr) tels
que kj 6 Pj , et sur les I ⊂ {1, ..., n + r}, on obtient le lemme ci-dessous :
Lemme 3.10. Pour tout ε > 0 arbitrairement petit on a
|Se(α)| ≪
 r∏
j=1
Pj
(n+r∏
i=1
Ti
)(1+ε)∏
i∈I0
T
−
∏r
j=1 tj,ai,j
2D1+D2+...+Dr
i

×
 ∏
i∈J(1,K)
T
∏r
j=2 tj,ai,j
i
2−(D1+D2+...+Dr)
× (M(1,K) (α, (Tm)(m,h)∈L\E(1,K), (T−1i )(i,)∈E(1,K)))2−(D1+D2+...+Dr) ,
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3.3 Géométrie des réseaux
Dans cette partie, nous allons chercher à obtenir une bonne estimation
de
M(1,K)
(
α, (Tm)(m,h)∈L\E(1,K), (T
−1
i )(i,)∈E(1,K)
)
.
Plus précisément si Λ est un réseau de dimension d et si C est un corps
convexe de Λ ⊗ R contenant l’origine, on a alors pour tout P > 1 et tout
réel θ ∈ [0, 1] :
(28) Card(Λ ∩ PC)≪ (P/P θ)d Card(Λ ∩ P θC).
C’est le principe général de la méthode utilisée dans ce qui va suivre : il s’agit
de considérer
M(1,K)
(
α, (Tm)(m,h)∈L\E(1,K), (T
−1
i )(i,)∈E(1,K)
)
.
comme une famille d’intersections de réseaux avec des corps convexes et
d’utiliser les lemmes qui vont suivre (qui donnent des versions de l’inégalité
(28) adaptées aux cas qui nous intéressent) afin de réduire les bornes inter-
venant dans M(1,K). Nous allons à présent établir des résultats de géométrie
des nombres qui nous serons utiles pour la suite de cette section. Il s’agit en
fait de généralisations de [Da, Lemme 12.6] et de [Sch1, Lemme 3.1].
3.3.1 Préliminaires
Lemme 3.11. On considère deux entiers n1, n2 > 0, des réels (λi,j)16i6n1
16i6n2
et des formes linéaires
∀i ∈ {1, ..., n1}, ∀u = (u1, ..., un2) Li(u) =
n2∑
j=1
λi,juj,
et
∀j ∈ {1, ..., n2}, ∀u = (u1, ..., un1) Ltj(u) =
n1∑
i=1
λi,jui.
Soient a1, ..., an2 , b1, ..., bn1 > 1 des réels fixés. Pour tout 0 6 Z 6 1, on note
U(Z) = Card
{
(u1, ..., un2 , un2+1, ..., un2+n1) ∈ Zn1+n2 | ∀j ∈ {1, ..., n2}
|uj| 6 ajZ et ∀i ∈ {1, ..., n1} |Li(u1, ..., un2)− un2+i| 6 b−1i Z
}
,
U t(Z) = Card
{
(u1, ..., un1 , un1+1, ..., un1+n2) ∈ Zn1+n2 | ∀i ∈ {1, ..., n1}
|ui| 6 biZ et ∀j ∈ {1, ..., n2} |Ltj(u1, ..., un1)− un1+i| 6 a−1j Z
}
.
Si 0 < Z1 6 Z2 6 1, on a alors :
U(Z2)≪n1,n2 max
((
Z2
Z1
)n2
U(Z1),
Zn22
Zn11
∏n2
j=1 aj∏n1
i=1 bi
U t(Z1)
)
.
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Remarque 3.12. Le lemme 3.1 de [Sch1] présente uniquement le cas où
a1 = ... = an2 = a et b1 = ... = bn1 = b. Cette généralisation aux ai et
bi distincts permet de donner des estimations du nombre de points dans un
réseau dont les coordonnées sont bornées par des bornes distinctes.
Démonstration du lemme 3.11. On considère le réseau Λ de Rn2+n1 défini
comme l’ensemble des points
(x1, ..., xn2 , xn2+1, ..., xn2+n1) ∈ Rn1+n2
tels qu’il existe
(u1, ..., un2 , un2+1, ..., un2+n1) ∈ Zn1+n2
tels que
a1x1 = u1,
...
an2xn2 = un2 ,
b−11 xn2+1 = L1(u1, ..., un2) + un2+1,
...
b−1n1 xn2+n1 = Ln1(u1, ..., un2) + un2+n1 .
Ce réseau est défini par la matrice (i.e une base de ce réseau est donnée
par les colonnes de la matrice)
A =

a−11 (0) 0 · · · 0
. . .
...
...
(0) a−1n2 0 · · · 0
b1λ1,1 · · · b1λ1,n2 b1 (0)
...
...
. . .
bn1λn1,1 · · · bn1λn1,n2 (0) bn1

.
On remarque que U(Z) est alors le nombre de points (x1, ..., xn1+n2) de Λ
tels que |xi| 6 Z pour tout i ∈ {1, ..., n1 + n2}. Par ailleurs,
B = (At)−1 =

a1 (0) −a1λ1,1 · · · −a1λn1,1
. . .
...
...
(0) an2 −an2λ1,n2 · · · −an2λn1,n2
0 · · · 0 b−11 (0)
...
...
. . .
0 · · · 0 (0) b−1n1

.
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définit un réseau Ω ayant les mêmes minima successifs que le réseau Ω˜ défini
par la matrice
B˜ =

b−11 (0) 0 · · ·
. . .
...
...
(0) b−1n1 0 · · · 0
a1λ1,1 · · · a1λn1,1 a1 (0)
...
...
. . .
an2λ1,n2 · · · an2λn1,n2 (0) an2

.
On pose c =
(∏n2
j=1 aj∏n1
i=1 bi
) 1
n1+n2
et Λnor = cΛ, Ωnor = c−1Ω˜ les réseaux
normalisés (i.e de déterminant 1) associés à Λ et Ω. Par la démonstration de
[Sch1, Lemme 3.1], on a alors
U(Z2)≪n1,n2 max
((
Z2
Z1
)n2
U(Z1),
Zn22
Zn11
cn1+n2U t(Z1)
)
.
d’où le résultat.
En particulier, lorsque n1 = n2 = n, ai = bi pour tout i et λi,j = λj,i on
obtient le résultat suivant :
Lemme 3.13. Soit n > 0 un entier et (λi,j)16i,j6n des réels tels que λi,j =
λj,i pour tous i, j, et des formes linéaires
∀i ∈ {1, ..., n1}, ∀u = (u1, ..., un) Li(u) =
n∑
j=1
λi,juj .
Soient a1, ..., an > 1 des réels fixés. Pour tout 0 6 Z 6 1, on note
U(Z) = Card {(u1, ..., un, un+1, ..., u2n) | ∀j ∈ {1, ..., n} |uj | 6 ajZ
et ∀i ∈ {1, ..., n} |Li(u1, ..., un)− un+i| 6 a−1i Z
}
.
On a alors
U(Z2)≪n
(
Z2
Z1
)n
U(Z1).
3.3.2 Première récurrence
Dans cette partie, nous allons appliquer les résultats de géométrie des
réseaux uniquement aux variables xhm telles que m ∈ J(j, k) pour un (j, k)
fixé (en l’occurence (j, k) = (1,K)).
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Nous allons dans un premier temps majorer, pour (xhm)(m,h)∈L\L(1,K) et
(xhm)(m,h)∈L̂(1,K)
h1 6=t1,K−1
fixés, le nombre de (xhm)(m,h)∈L̂(1,K)
h1=t1,K−1
tels que
X̂(1,K) = (x
h
m)(m,h)∈L̂(1,K) ∈ M(1,K)
(
α, (Tm)(m,h)∈L̂(1,K), (T
−1
i )(i,)∈E(1,K)
)
.
Nous allons pour cela appliquer les résultats de géométrie des réseaux évo-
qués dans la section 2.3.2.
Pour b = (bm)m∈J(1,K) fixé et tout Z 6 1 on notera provisoirement
U(Z) = Card{(xhm)(m,h)∈L̂(1,K)
h1=t1,K−1
| ∀(m,h), |xhm| 6 bmZ
et, ∀(i, ) ∈ E(1,K), ||αeiγ(1,K)(i,) (X̂(1,K))|| < b−1i Z}.
En choisissant Z2 = 1 et bm = Tm pour tout m ∈ J(1,K), on remarque
alors que le cardinal que nous souhaitons majorer est U(Z2). Or d’après le
lemme 2.3.4, puisque les formes γ(1,K)(i,) (X̂(1,K)) sont linéaires en (x
h
m)(m,h)∈L̂(1,K)
h1=t1,K−1
et vérifient les conditions de symétrie
∀(j, k) ∈ C0, ei
∑
(i,)∈E(j,k)
γ
(j,k)
(i,) (X̂(j,k))xi = Γ(X),
pour tout Z1 6 Z2 on a
U(Z2)≪
∏
(m,h)∈L̂(1,K) | h1=t1,K−1
(
Z2
Z1
)
U(Z1).
Nous allons choisir Z1 tel que
bmZ1 =
Tm
PK1
PKθ,
pour θ ∈ [0, 1] fixé quelconque. Ceci est possible en prenant
Z1 =
PKθ
PK1
.
On obtient donc
U(Z2)≪
∏
m∈J(1,K)
(
PK1
PKθ
)∏r
j=2 tj,am,j
U(Z1),
avec K = am,1 pour tout m ∈ J(1,K). En appliquant le même procédé avec
les variables (xhm)(m,h)∈L̂(1,K) | h1=t1,K−h avec h fixé égal à 2, ..., t1,K−1, nous
allons établir le résultat ci-dessous
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Lemme 3.14. Pour tout θ ∈ [0, 1], on a la majoration ci-dessous :
M(1,K)
(
α, (Tm)(m,h)∈L\E(1,K), (T
−1
i )(i,)∈E(1,K)
)
≪
∏
m∈J(1,K)
(
P
am,1
1
P am,1θ
)(t1,K−1)∏rj=2 tj,am,j
M(1,K)
(
α,
(
(Tm)(m,h)∈L\L(1,K), (TmP
−am,1
1 P
am,1θ)
(m,h)∈L̂(1,K)
)
,
(P
−(t1,ai,1−1)ai,1
1 P
(t1,ai,1−1)ai,1θT−1i )(i,)∈E(1,K)
)
.
Démonstration. Montrons par récurrence sur h ∈ {1, ..., t1,K − 1} que
M(1,K)
(
α, (Tm)(m,h)∈L\E(1,K), (T
−1
i )(i,)∈E(1,K)
)(29)
≪
∏
m∈J(1,K)
(
P
am,1
1
P am,1θ
)h∏rj=2 tj,am,j
M(1,K)
(
α,
(
(Tm)(m,h)∈L\
⋃h
l=0 L(1,K,t1,K−l)
,
(TmP
−am,1
1 P
am,1θ)(m,h)∈
⋃h
l=1 L(1,K,t1,K−l)
)
,
(P
−hai,1
1 P
hai,1θT−1i )(i,)∈E(1,K)
)
.
Le résultat a déjà été démontré précédemment pour h = 1, en notant que
K = am,1 pour tout m ∈ J(1,K). Supposons le résultat vrai au rang h.
Fixons des éléments (xhm)(m,h)∈L\⋃h+1l=0 L(1,K,t1,K−l) tels que |xhm| 6 Tm et
(xhm)(m,h)∈
⋃h
l=1 L(1,K,t1,K−l)
tels que |xhm| 6 TmP−am,11 P am,1θ. Posons alors,
pour Z > 1, bm ∈ R :
U(Z) = Card{(xhm)(m,h)∈L(1,K,t1,K−(h+1)) | ∀(m,h), |xhm| 6 bmZ
et, ∀(i, ) ∈ E(1,K), ||αeiγ(1,K)(i,) (X̂(1,K))|| < b−1i Z}.
Choisissons alors pour tout m ∈ J(1,K) :
bm = P
1
2
hK
1 P
− 1
2
hKθTm
Z2 = P
− 1
2
hK
1 P
1
2
hKθ
Z1 = P
−K
1 P
KθZ2,
de sorte que :
bmZ2 = Tm
bmZ1 = TmP
−K
1 P
Kθ
b−1m Z2 = T
−1
m P
−hK
1 P
hKθ
b−1m Z1 = T
−1
m P
−(h+1)K
1 P
(h+1)Kθ.
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On a alors :
U(Z2) = Card{(xhm)(m,h)∈L(1,K,t1,K−(h+1)) | ∀(m,h), |xhm| 6 Tm
et, ∀(i, ) ∈ E(1,K), ||αeiγ(1,K)(i,) (X̂(1,K))|| < T−1m P−hK1 P hKθ},
et d’après le lemme 3.13,
U(Z2)≪
 ∏
(m,h)∈L̂(1,K,t1,K−(h+1))
Z2
Z1
U(Z1)
=
 ∏
(m,h)∈L̂(1,K,t1,K−(h+1))
PK1
PKθ
U(Z1)
=
 ∏
m∈J(1,K)
(
PK1
PKθ
)∏r
j=2 tj,am,j
U(Z1),
avec
U(Z1) = Card{(xhm)(m,h)∈L(1,K,t1,K−(h+1)) | ∀(m,h), |xhm| 6 TmP−K1 PKθ
et ∀(i, ) ∈ E(1,K), ||αeiγ(1,K)(i,) (X̂(1,K))|| < T−1m P
−(h+1)K
1 P
(h+1)Kθ}.
En sommant ces majorations sur l’ensemble des (xhm)(m,h)∈L\⋃h+1l=0 L(1,K,t1,K−l)
tels que |xhm| 6 Tm et (xhm)(m,h)∈⋃hl=1 L(1,K,t1,K−l) tels que |xhm| 6 TmP
−am,1
1 P
am,1θ,
on obtient
M(1,K)
(
α,
(
(Tm)(m,h)∈L\
⋃h
l=0 L(1,K,t1,K−l)
,
(TmP
−am,1
1 P
am,1θ)(m,h)∈
⋃h
l=1 L(1,K,t1,K−l)
)
,
(P
−hai,1
1 P
hai,1θT−1i )(i,)∈E(1,K)
)
≪
∏
m∈J(1,K)
(
P
am,1
1
P am,1θ
)∏r
j=2 tj,am,j
M(1,K)
(
α,
(
(Tm)(m,h)∈L\
⋃h+1
l=0 L(1,K,t1,K−l)
,
(TmP
−am,1
1 P
am,1θ)(m,h)∈
⋃h+1
l=1 L(1,K,t1,K−l)
)
,
(P
−(h+1)ai,1
1 P
(h+1)ai,1θT−1i )(i,)∈E(1,K)
)
.
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Puis en utilisant l’hypothèse de récurrence on obtient :
M(1,K)
(
α, (Tm)(m,h)∈L\E(1,K), (T
−1
i )(i,)∈E(1,K)
)
≪
∏
m∈J(1,K)
(
P
am,1
1
P am,1θ
)(h+1)∏rj=2 tj,am,j
M(1,K)
(
α,
(
(Tm)(m,h)∈L\
⋃h+1
l=0 L(1,K,t1,K−l)
,
(TmP
−am,1
1 P
am,1θ)(m,h)∈
⋃h+1
l=1 L(1,K,t1,K−l)
)
,
(P
−(h+1)ai,1
1 P
(h+1)ai,1θT−1i )(i,)∈E(1,K)
)
,
ce qui clôt la démonstration de l’assertion (29). Le cas h = t1,K − 1, corres-
pond alors au résultat du lemme.
3.3.3 Seconde récurrence : changement de poids k
Dans cette partie nous allons détailler le passage de variables (xhm)(m,h)∈J(1,k)
aux variables (xhm)(m,h)∈J(1,k′) pour un k
′ 6= k
Lemme 3.15. Pour tout poids k ∈ P(1) et tout poids k1 tel que k1 > k, on
a :
M(1,k1)
(
α,
(
(Tm)(m,h)∈L\
⋃
k′>k L(1,k
′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈
⋃
k′>k L(1,k
′)\E(1,k1)
)
,
(T−1i P
k1−
∑
k′>k k
′t1,k′
1 P
−(k1−
∑
k′>k k
′t1,k′ )θ)(i,)∈E(1,k1)
)
≪ max{M1,M2}
avec
M1 =
∏
m∈J(1,k)
(
P
am,1
1
P am,1θ
)∏r
j=1 tj,am,j
M(1,k1)
(
α,
(
(Tm)(m,h)∈L\
⋃
k′>k L(1,k
′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈
⋃
k′>k L(1,k
′)\E(1,k1)
)
,
(T−1i P
k1−
∑
k′>k k
′t1,k′
1 P
−(k1−
∑
k′>k k
′t1,k′ )θ)(i,)∈E(1,k1)
)
,
M2 =
∏
m∈J(1,k) T
∏r
j=2 tj,am,j
m∏
i∈J(1,k1)
(P
−ai,1
1 P
ai,1θTi)
∏r
j=2 tj,ai,j
∏
m∈J(1,k)
(
P
am,1
1
P am,1θ
)(t1,am,1−1)∏rj=2 tj,am,j
M(1,k)
(
α,
(
(Tm)(m,h)∈L\
⋃
k′>k L(1,k
′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈
⋃
k′>k L(1,k
′)\E(1,k)
)
,
(T−1i P
k−
∑
k′>k k
′t1,k′
1 P
−(k−
∑
k′>k k
′t1,k′ )θ)(i,)∈E(1,k)
)
.
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Démonstration. Fixons des éléments (xhm)(m,h)∈L\
⋃
k′>k L(1,k
′), (x
h
m)(m,h)∈L(1,k)\E(1,k)
tels que |xhm| 6 Tm et (xhm)(m,h)∈⋃k′>k L(1,k′) tels que |xhm| 6 TmP−am,11 P am,1θ
et posons pour tous Z > 1 et bm > 0 pour m ∈ J(1, k) et ci > 0 pour
i ∈ J(1, k1) :
U(Z) = Card{(xhm)(m,h)∈E(1,k) | ∀(m,h) ∈ E(1, k), |xhm| 6 bmZ
et, ∀(i, ) ∈ E(1, k), ||αeiγ(1,k1)(i,) (X̂(1,k1))|| < c−1i Z}.
On choisit à présent b = (bm)m∈J(1,k), c = (ci)i∈J(1,k1), Z2 6 1 tels que
bmZ2 = Tm, c
−1
i Z2 = T
−1
i P
k1−
∑
k′>k k
′t1,k′
1 P
−(k1−
∑
k′>k k
′t1,k′ )θ,
et le nombre de points que l’on souhaite évaluer est alors U(Z2). Choisissons
d’autre part un réel Z1 6 1 tel que
∀m ∈ J(1, k), bmZ1 = P−k1 P kθTm,
∀i ∈ J(1, k1), c−1i Z1 = T−1i P
k1−k−
∑
k′>k k
′t1,k′
1 P
−(k1−k−
∑
k′>k k
′t1,k′ )θ,
∀i ∈ J(1, k1), ciZ1 = TiP−k11 P k1θ.
On vérifie que ces conditions sur b, c, Z2, Z1 sont satisfaites si et seulement
si
Z1 = P
− 1
2
(k+
∑
k′>k k
′t1,k′ )
1 P
1
2
(k+
∑
k′>k k
′t1,k′ )θ,
Z2 = Z1P
k
1 P
−kθ
∀m ∈ J(1, k), bm = TmP−k+
1
2
(k+
∑
k′>k k
′t1,k′ )
1 P
kθ− 1
2
(k+
∑
k′>k k
′t1,k′ )θ,
∀i ∈ J(1, k1), ci = TiP−k1+
1
2
(k+
∑
k′>k k
′t1,k′ )
1 P
k1θ−
1
2
(k+
∑
k′>k k
′t1,k′ )θ,
et on a alors b−1m Z1 = P
−
∑
k′>k k
′t1,k′
1 P
(
∑
k′>k k
′t1,k′ )θT−1m . Par ailleurs, d’après
le lemme 3.11 on a
(30)
U(Z2)≪ max

 ∏
(m,h)∈E(1,k)
(
Z2
Z1
)U(Z1)︸ ︷︷ ︸
(a)
,
∏
(m,h)∈E(1,k) bmZ2∏
(i,)∈E(1,k1)
ciZ1
U t(Z1)︸ ︷︷ ︸
(b)
 ,
où
U t(Z) = Card{(xi)(i,)∈E(1,k1) | ∀(i, ) ∈ E(1, k1), |xhi | 6 ciZ
et, ∀(m,h) ∈ L(1, k), ||αei(γ(1,k1))t(m,h)︸ ︷︷ ︸
=γ
(1,k)
(m,h)
(X̂(1,k))|| < b−1m Z}.
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On remarque que
∏
(m,h)∈E(1,k)
(
Z2
Z1
)
=
∏
m∈J(1,k)
(
P
am,1
1
P am,1θ
)∏r
j=2 tj,am,j
,
et de même∏
(m,h)∈E(1,k) bmZ2∏
(i,)∈E(1,k1)
ciZ1
=
∏
m∈J(1,k) T
∏r
j=2 tj,am,j
m∏
i∈J(1,k1)
(P
−ai,1
1 P
ai,1θTi)
∏r
j=2 tj,ai,j
.
La formule (30) donne alors, par sommation sur les éléments (xhm)(m,h)∈L\
⋃
k′>k L(1,k
′),
(xhm)(m,h)∈L(1,k)\E(1,k) tels que |xhm| 6 Tm et (xhm)(m,h)∈⋃k′>k L(1,k′) tels que
|xhm| 6 TmP−am,11 P am,1θ :
M(1,k1)
(
α,
(
(Tm)(m,h)∈L\
⋃
k′>k L(1,k
′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈
⋃
k′>k L(1,k
′)\E(1,k1)
)
,
(T−1i P
k1−
∑
k′>k k
′t1,k′
1 P
−(k1−
∑
k′>k k
′t1,k′ )θ)(i,)∈E(1,k1)
)
≪ max{A1, A2}
où
A1 =
∏
m∈J(1,k1)
(
P
am,1
1
P am,1θ
)∏r
j=2 tj,am,j
M(1,k1)
(
α,
(
(Tm)(m,h)∈L\
⋃
k′>k L(1,k
′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈L(1,k,t1,k)∪
⋃
k′>k L(1,k
′)\E(1,k1)
)
,
(T−1i P
k1−k−
∑
k′>k k
′t1,k′
1 P
−(k1−k−
∑
k′>k k
′t1,k′ )θ)(i,)∈E(1,k1)
)
,
A2 =
∏
m∈J(1,k) T
∏r
j=2 tj,am,j
m∏
i∈J(1,k1)
(P
−ai,1
1 P
ai,1θTi)
∏r
j=2 tj,ai,j
M(1,k)
(
α,
(
(Tm)(m,h)∈L\
⋃
k′>k L(1,k
′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈
⋃
k′>k L(1,k
′)\E(1,k)
)
,
(T−1i P
−
∑
k′>k k
′t1,k′
1 P
∑
k′>k k
′t1,k′ )θ)(i,)∈E(1,k)
)
.
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Or, par les mêmes arguments que pour le lemme 3.14, on démontre que :
M(1,k)
(
α,
(
(Tm)(m,h)∈L\
⋃
k′>k L(1,k
′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈
⋃
k′>k L(1,k
′)\E(1,k)
)
,
(T−1i P
−
∑
k′>k k
′t1,k′
1 P
∑
k′>k k
′t1,k′ )θ)(i,)∈E(1,k)
)
≪
∏
m∈J(1,k)
(
P
am,1
1
P am,1θ
)(t1,am,1−1)∏rj=2 tj,am,j
M(1,k)
(
α,
(
(Tm)(m,h)∈L\
⋃
k′>k L(1,k
′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈
⋃
k′>k L(1,k
′)\E(1,k)
)
,
(T−1i P
k−
∑
k′>k k
′t1,k′
1 P
−(k−
∑
k′>k k
′t1,k′ )θ)(i,)∈E(1,k)
)
.
On en déduit donc que A2 ≪ M2. Il reste à réduire les bornes interve-
nant dans A1. Pour cela on réitère le procédé développé au cours de cette
démonstration avec les familles de variables (xhm)(m,h)∈L(1,k1,h) pour h ∈
{1, ..., t1,k1 − 2}. On constate qu’à terme on obtient : A1 ≪ max{M1,M2},
d’où le résultat.
Nous avons donc ici démontré que, pour tout poids k ∈ P(1) et tout
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poids k1 tel que k1 > k : ∏
m∈J(1,k1)
T
∏r
j=2 tj,am,j
m

M(1,k1)
(
α,
(
(Tm)(m,h)∈L\
⋃
k′>k L(1,k
′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈
⋃
k′>k L(1,k
′)\E(1,k1)
)
,
(T−1i P
k1−
∑
k′>k k
′t1,k′
1 P
−(k1−
∑
k′>k k
′t1,k′ )θ)(i,)∈E(1,k1)
)
≪
 ∏
m∈J(1,k)
(
P
am,1
1
P am,1θ
)
∏r
j=1 tj,am,j

×max
 ∏
m∈J(1,k1)
(
Tm
P am,1θ
P
am,1
1
)∏r
j=2 tj,am,j
M(1,k1)
(
α,
(
(Tm)(m,h)∈L\
⋃
k′>k L(1,k
′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈
⋃
k′>k L(1,k
′)\E(1,k1)
)
,
(T−1i P
k1−
∑
k′>k k
′t1,k′
1 P
−(k1−
∑
k′>k k
′t1,k′ )θ)(i,)∈E(1,k1)
)
,
∏
m∈J(1,k)
(
Tm
P am,1θ
P
am,1
1
)∏r
j=2 tj,am,j
M(1,k)
(
α,
(
(Tm)(m,h)∈L\
⋃
k′>k L(1,k
′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈
⋃
k′>k L(1,k
′)\E(1,k)
)
,
(T−1i P
k−
∑
k′>k k
′t1,k′
1 P
−(k−
∑
k′>k k
′t1,k′ )θ)(i,)∈E(1,k)
)}
.
Corollaire 3.16. Pour tout θ ∈ [0, 1], on a la majoration ci-dessous(∏
m∈J(1,K) T
∏r
j=2 tj,am,j
m
)
M(1,K)
(
α, (Tm)(m,h)∈L\E(1,K),
(T−1i )(i,)∈E(1,K)
)
≪
 ∏
m∈I0
(
P
am,1
1
P am,1θ
)
∏r
j=1 tj,am,j
 max
K1∈P(1)
{
 ∏
m∈J(1,K1)
(
Tm
P am,1θ
P
am,1
1
)∏r
j=2 tj,am,j

M(1,K1)
(
α, (TmP
−am,1
1 P
am,1θ)(m,h)∈L\E(1,K1),
(T−1i P
K1−d1
1 P
(d1−K1)θ)(i,)∈E(1,K1)
)
}.
3.3.4 Troisième récurrence : changement d’indice j
Dans cette partie nous allons traiter le passage des variables (xhm)m∈J(j,k)
aux variables (xhm)m∈J(j+1,k′). Nous allons en effet démontrer le lemme ci-
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dessous :
Lemme 3.17. Pour tout θ ∈ [0, 1], et pour tout l ∈ {1, ..., r} on a la majo-
ration :
max
(j1,kj1)∈C0
j1∈{1,...,l}
{
 ∏
m∈J(j1,kj1)
Tm l∏
j=1
P am,jθ
P
am,j
j

∏
j 6=j1
tj,am,j

M(j1,kj1)
(
α, (Tm
∏l
j=1 P
−am,j
j P
am,jθ)(m,h)∈L\E(j1,kj1),
(T−1i
∏l
j=1 P
ai,j−dj
j P
(dj−ai,j)θ)(i,)∈E(j1,kj1 )
)
}
≪
n+r∏
i=1
(
P
am,1
j
P am,1θ
)∏r
j=1 tj,am,j
max
(j1,kj1 )∈C0
j1∈{1,...,l+1}
{
 ∏
m∈J(j1,kj1 )
Tm l+1∏
j=1
P am,jθ
P
am,j
j

∏
j 6=j1
tj,am,j

M(j1,kj1)
(
α, (Tm
∏l+1
j=1 P
−am,j
j P
am,jθ)(m,h)∈L\E(j1,kj1),
(T−1i
∏l+1
j=1 P
ai,j−dj
j P
(dj−ai,j)θ)(i,)∈E(j1,kj1)
)
}
Démonstration. Considérons un élément (j1, kj1) ∈ C0 tel que j1 ∈ {1, ..., l}.
Posons par ailleurs k = maxi∈I0 ai,l+1. Fixons dans un premier temps un en-
semble de variables y = X̂(j1,kj1)
(l+1,k)
= (xhm)(m,h)∈L\(E(j1,kj1 )∪E(l+1,k)) vérifiant :
∀(m,h) ∈ L \ (E(j1, kj1) ∪ E(l + 1, k)), |xhm| 6 Tm
l∏
j=1
P
−am,j
j P
am,jθ,
∀(i, ) ∈ E(j1, kj1)∩E(l+1, k), ||αeiγ
(j1,kj1 )
(i,) (X̂(j1,kj1 )
(l+1,k)
)|| < T−1i
l∏
j=1
P
ai,j−dj
j P
(dj−ai,j)θ.
On considère alors les variables (x(h)m )(m,h)∈E(l+1,k)\E(j1,kj1). Comme pré-
cédemment, on note pour Z > 1 et b = (bm,h)(m,h)∈E(l+1,k)\E(j1,kj1 ) et
c = (ci,)(i,)∈E(j1,kj1 )\E(l+1,k) des familles de réels positifs :
Uy(Z) = Card{(x(h)m )(m,h)∈E(l+1,k)\E(j1,kj1) |
∀(m,h) ∈ E(l + 1, k) \E(j1, kj1), |xhm| 6 bm,hZ
et ∀(i, ) ∈ E(j1, kj1) \ E(l + 1, k),
||αeiγ(j1,kj1)(i,) (y, (x(h)m )(m,h)∈E(l+1,k)\E(j1,kj1 ))|| < c
−1
i, Z}.
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Choisissons alors Z2, b et c tels que
bm,hZ2 = Tm
∏l
j=1 P
−am,j
j P
am,jθ,
c−1i, Z2 = T
−1
i
∏l
j=1 P
ai,j−dj
j P
(dj−ai,j)θ,
de sorte que
(31)
M(j1,kj1)
(
α, (Tm
∏l
j=1 P
−am,j
j P
am,jθ)(m,h)∈L\E(j1,kj1),
(T−1i
∏l
j=1 P
ai,j−dj
j P
(dj−ai,j)θ)(i,)∈E(j1,kj1 )
)
}
≪
∑
y
Uy(Z2).
On choisit par ailleurs Z1 tel que
bm,hZ1 = TmP
−k
l+1P
kθ
∏l
j=1 P
−am,j
j P
am,jθ = Tm
∏l+1
j=1 P
−am,j
j P
am,jθ,
c−1i, Z1 = T
−1
i P
−k
l+1P
kθ
∏l
j=1 P
ai,j−dj
j P
(dj−ai,j)θ,
ci,Z1 = Ti
∏l
j=1 P
−ai,j
j P
ai,jθ
Ces conditions sur b, c, Z2, Z1 sont satisfaites si et seulement si
Z1 = P
− k
2
l+1P
kθ
2
∏l
j=1 P
−
dj
2
j P
dj
2
θ,
Z2 = Z1
P kl+1
P kθ
= P
k
2
l+1P
− kθ
2
∏l
j=1 P
−
dj
2
j P
dj
2
θ
bm,h = TmP
− k
2
l+1P
kθ
2
∏l
j=1 P
dj
2
−am,j
j P
−
dj
2
θ+am,jθ,
ci, = TiP
k
2
l+1P
− kθ
2
∏l
j=1 P
dj
2
−ai,j
j P
−
dj
2
θ+ai,jθ.
On a alors b−1m,hZ1 = T
−1
m
∏l
j=1 P
am,j−dj
j P
(dj−am,j)θ.
Par ailleurs, en appliquant à nouveau le lemme 3.11,
(32) Uy(Z2)≪ max
 ∏
(m,h)∈E(l+1,k)\E(j1,kj1)
(
Z2
Z1
)
Uy(Z1),
∏
(m,h)∈E(l+1,k)\E(j1,kj1 )
bm,hZ2∏
(i,)∈E(j1,kj1 )\E(l+1,k)
ci,Z1
U ty(Z1)
)
,
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On observe que
∏
(m,h)∈E(l+1,k)\E(j1,kj1 )
(
Z2
Z1
)
=
∏
(m,h)∈E(l+1,k)\E(j1,kj1)
(
P
am,l+1
l+1
P am,l+1θ
)
=
∏
m∈J(l+1,k)\J(j1,kj1 )
(
P
am,l+1
l+1
P am,l+1θ
)∏
j 6=l+1 tj,am,j
∏
m∈J(l+1,k)∩J(j1,kj1 )
(
P
am,l+1
l+1
P am,l+1θ
)(tj1,am,j1−1)∏j 6=l+1
j 6=j1
tj,am,j
=
∏
m∈J(l+1,k)
(
P
am,l+1
l+1
P am,l+1θ
)∏
j 6=l+1 tj,am,j ∏
m∈J(l+1,k)∩J(j1,kj1 )
(
P
am,l+1
l+1
P am,l+1θ
)−∏j 6=l+1
j 6=j1
tj,am,j
et de même∏
(m,h)∈E(l+1,k)\E(j1,kj1)
bm,hZ2∏
(i,)∈E(j1,kj1)\E(l+1,k)
ci,Z1
=
∏
(m,h)∈E(l+1,k)\E(j1,kj1 )
Tm
∏l
j=1 P
−am,j
j P
am,jθ∏
(i,)∈E(j1,kj1)\E(l+1,k)
Ti
∏l
j=1 P
−ai,j
j P
ai,jθ
=
∏
m∈J(l+1,k)
(
Tm
∏l
j=1 P
−am,j
j P
am,jθ
)∏
j 6=l+1 tj,am,j
∏
i∈J(j1,kj1)
(
Ti
∏l
j=1 P
−ai,j
j P
ai,jθ
)∏
j 6=j1
tj,ai,j
∏
m∈J(l+1,k)∩J(j1,kj1 )
(
Tm
∏l
j=1 P
−am,j
j P
am,jθ
)−∏ j 6=j1
j 6=l+1
tj,am,j
∏
i∈J(l+1,k)∩J(j1,kj1)
(
Ti
∏l
j=1 P
−ai,j
j P
ai,jθ
)−∏ j 6=j1
j 6=l+1
tj,ai,j
=
∏
m∈J(l+1,k)
(
Tm
∏l
j=1 P
−am,j
j P
am,jθ
)∏
j 6=l+1 tj,am,j
∏
i∈J(j1,kj1)
(
Ti
∏l
j=1 P
−ai,j
j P
ai,jθ
)∏
j 6=j1
tj,ai,j
.
Par ailleurs, on a que
U ty(Z1) = Card{(xi)(i,)∈E(j1,kj1 )\E(l+1,k) | ∀(i, ), |xi| 6 Ti
l∏
j=1
P
−ai,j
j P
ai,jθ
et, ∀(m,h) ∈ E(l + 1, k) \ E(j1, kj1),
||αem(γ(j1,kj1))t(m,h)(y, (x()i )(i,)∈E(j1,kj1)\E(l+1,k))|| 6 T
−1
m
l∏
j=1
P
am,j−dj
j P
(dj−am,j)θ}.
On remarque que (γ(j1,kj1 ))t(m,h) = γ
(l+1,k)
(m,h) . On a finalement, d’après les
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formules (31) et (32) :
M(j1,kj1 )
(
α, (Tm
∏l
j=1 P
−am,j
j P
am,jθ)(m,h)∈L\E(j1,kj1 ),
(T−1i
∏l
j=1 P
ai,j−dj
j P
(dj−ai,j)θ)(i,)∈E(j1,kj1 )
)
}
≪ max
 ∏
m∈J(l+1,k)
(
P
am,l+1
l+1
P am,l+1θ
)∏
j 6=l+1 tj,am,j ∏
m∈J(l+1,k)
∩J(j1,kj1 )
(
P
am,l+1
l+1
P am,l+1θ
)−∏j 6=l+1
j 6=j1
tj,am,j ∑
y
Uy(Z1),
∏
m∈J(l+1,k)
(
Tm
∏l
j=1 P
−am,j
j P
am,jθ
)∏
j 6=l+1 tj,am,j
∏
i∈J(j1,kj1)
(
Ti
∏l
j=1 P
−ai,j
j P
ai,jθ
)∏
j 6=j1
tj,ai,j
∑
y
U ty(Z1)
 .
Or, on observe que∑
y
Uy(Z1) = M(j1,kj1 )
(
α, (Am,h)(m,h)∈L\E(j1,kj1), (Bi,)(i,)∈E(j1,kj1 )
)
où
Am,h =
{
Tm
∏l
j=1 P
−am,j
j P
am,jθ si (m,h) ∈ L \ (E(l + 1, k) ∪ E(j1, kj1)),
Tm
∏l+1
j=1 P
−am,j
j P
am,jθ si (m,h) ∈ E(l + 1, k) \E(j1, kj1)
,
Bi, =
{
T−1i P
−k
l+1P
kθ
∏l
j=1 P
ai,j−dj
j P
(dj−ai,j)θ si (i, ) ∈ E(j1, kj1) \ E(l + 1, k),
T−1i
∏l
j=1 P
ai,j−dj
j P
(dj−ai,j)θ si (m,h) ∈ E(l + 1, k) ∩ E(j1, kj1)
.
et ∑
y U
t
y(Z1) =M(l+1,k)
(
α, (Ti
∏l
j=1 P
−ai,j
j P
ai,jθ)(i,)∈L\E(l+1,k),
(T−1m
∏l
j=1 P
am,j−dj
j P
(dj−am,j )θ)(m,h)∈E(l+1,k)
)
}
Or en employant les mêmes arguments que pour le lemme 3.15, on montre
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que : ∏
m∈J(l+1,k)
Tm l∏
j=1
P am,jθ
P
am,j
j

∏
j 6=l+1 tj,am,j

M(l+1,k)
(
α, (Ti
∏l
j=1 P
−ai,j
j P
ai,jθ)(i,)∈L\E(l+1,k),
(T−1m
∏l
j=1 P
am,j−dj
j P
(dj−am,j )θ)(m,h)∈E(l+1,k)
)
≪
 ∏
m∈I0
(
P
am,l+1
l+1
P am,l+1θ
)
∏r
j=1 tj,am,j
 max
K1∈P(l+1)
{
 ∏
m∈J(l+1,K1)
Tm l+1∏
j=1
P am,jθ
P
am,j
1

∏
j 6=l+1 tj,am,j

M(l+1,K1)
(
α, (Tm
∏l+1
j=1 P
−am,j
j P
am,jθ)(m,h)∈L\E(l+1,k),
(T−1i
∏l+1
j=1 P
ai,j−dj
j P
(dj−ai,j)θ)(i,)∈E(l+1,k)
)
}.
En regroupant les résultats obtenus, on obtient donc
∏
m∈J(j1,kj1)
Tm l∏
j=1
P am,jθ
P
am,j
j

∏
j 6=j1
tj,am,j
M(j1,kj1)
(
α, (Tm
∏l
j=1 P
−am,j
j P
am,jθ)(m,h)∈L\E(j1,kj1),
(T−1i
∏l
j=1 P
ai,j−dj
j P
(dj−ai,j)θ)(i,)∈E(j1,kj1 )
)
}
≪ max{A1, A2}
A1 =
∏
m∈J(l+1,k)
(
P
am,l+1
l+1
P am,l+1θ
)∏
j 6=l+1 tj,am,j ∏
m∈J(l+1,k)
∩J(j1,kj1 )
(
P
am,l+1
l+1
P am,l+1θ
)−∏j 6=l+1
j 6=j1
tj,am,j
∏
m∈J(j1,kj1)
Tm l+1∏
j=1
P am,jθ
P
am,j
j

∏
j 6=j1
tj,am,j
M(j1,kj1 )
(
α, (Am,h)(m,h)∈L\E(j1,kj1),
(Bi,)(i,)∈E(j1,kj1)
)
,
A2 =
 ∏
m∈I0
(
P
am,l+1
l+1
P am,l+1θ
)
∏r
j=1 tj,am,j
 max
K1∈P(l+1)
{
∏
m∈J(l+1,k)
Tm l+1∏
j=1
P am,jθ
P
am,j
j

∏
j 6=l+1 tj,am,j
M(l+1,K1)
(
α, (Tm
∏l+1
j=1 P
−am,j
j P
am,jθ)(m,h)∈L\E(l+1,k),
(T−1i
∏l+1
j=1 P
ai,j−dj
j P
(dj−ai,j)θ)(i,)∈E(l+1,k)
)
}.
.
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Le terme A2 est du type de ceux intervenant à droite de l’inégalité du lemme.
Il nous reste donc à réduire les bornes intervenant dans A1. Pour cela, il
suffit d’appliquer exactement le même procédé que celui que nous avons
développé pour toutes les familles de variables (xm)(m,h)∈L(j1,kj1 ,h) pour tous
h ∈ {1, ..., tj1 ,kj1−2} puis pour les familles (xm)(m,h)∈L(j1,k′,h) pour tout poids
k′ ∈ P(j1) \ {kj1}. À terme, on obtient bien l’inégalité souhaitée.
En utilisant les lemmes 3.16 et 3.17, on obtient directement, par récur-
rence, la majoration :
 ∏
i∈J(1,K)
T
∏r
j=2 tj,ai,j
i
M(1,K) (α, (Tm)(m,h)∈L\E(1,K), (T−1i )(i,)∈E(1,K))
≪
∏
i∈I0
( ∏r
j=1 P
ai,j
j∏r
j=1 P
ai,jθ
)∏r
j=1 tj,ai,j
max
(j0,Kj0 )∈C0
∏
m∈J(j0,Kj0)
T
∏
j 6=j0
tj,am,j
m∏
m∈J(j0,Kj0)
(
∏r
j=1 P
am,j
j P
−am,jθ)
∏
j 6=j0
tj,am,j
M(j0,Kj0 )
α, (Tm r∏
j=1
P
−am,j
j P
am,jθ)(m,h)∈L\E(j0,Kj0),
(T−1i
r∏
j=1
P
−dj+ai,j
j P
(dj−ai,j)θ)(i,)∈E(j0,Kj0)
 .
En rappelant que Ti = 1ei
∏r
j=1 P
ai,j
j , on remarque que le membre de droite
de la majoration ci-dessus peut se réécrire :
∏
i∈I0
(
eiTi∏r
j=1 P
ai,jθ
)∏r
j=1 tj,ai,j
max
(j0,Kj0)∈C0
∏
m∈J(j0,Kj0)
(e−1m P
(
∑r
j=1 am,j)θ)
∏
j 6=j0
tj,am,j
M(j0,Kj0 )
(
α, (
1
em
P
∑r
j=1 am,jθ)(m,h)∈L\E(j0,Kj0),
(eiP
∑r
j=1(dj−ai,j)θ
r∏
j=1
P
−dj
j )(i,)∈E(j0,Kj0)
 .
Nous en déduisons alors une nouvelle version du lemme 3.18 :
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Lemme 3.18. Pour tout ε > 0 arbitrairement petit on a
|Se(α)| ≪
 r∏
j=1
Pj
(n+r∏
i=1
Ti
)(1+ε)∏
i∈I0
e
∏r
j=1 tj,ai,j
2D1+D2+...+Dr
i

×
∏
i∈I0
(
P
∑r
j=1 ai,jθ
)− ∏rj=1 tj,ai,j
2D1+D2+...+Dr max
(j0,Kj0 )∈C0
∏
m∈J(j0,Kj0)
(e−1m P
(
∑r
j=1 am,j )θ)
∏
j 6=j0
tj,am,j
2D1+D2+...+Dr
M(j0,Kj0 )
(
α, (
1
em
P
∑r
j=1 am,jθ)(m,h)∈L\E(j0,Kj0),
(eiP
∑r
j=1(dj−ai,j)θ
r∏
j=1
P
−dj
j )(i,)∈E(j0,Kj0)
2−(D1+D2+...+Dr) .,
On déduit de ce lemme le résultat ci-dessous
Lemme 3.19. Pour tout ε > 0 arbitrairement petit et tous κ > 0, P > 1,
l’une au moins des assertions suivantes est vraie :
1.
|Se(α)| ≪
∏
i∈I0
e
∏r
j=1 tj,ai,j
2
∑r
j=1
Dj
i
 r∏
j=1
Pj
(n+r∏
i=1
Ti
)(1+ε)
P−κ,
2. Il existe un certain j0 ∈ {1, ..., r} et Kj0 ∈ {1, ..., dj0} tel que J(j0,Kj0) 6=
∅
M(j0,Kj0)
(
α, (
1
em
P
∑r
j=1 am,jθ)(m,h)∈L\E(j0,Kj0),
(eiP
∑r
j=1(dj−ai,j)θ
r∏
j=1
P
−dj
j )(i,)∈E(j0,Kj0 )

≫
∏
i∈I0
(P (
∑r
j=1 ai,j)θ)
∏r
j=1 tj,ai,j
 ∏
i∈J(j0,Kj0 )
(P
∑r
j=1 ai,jθ)
∏
j 6=j0
tj,ai,j
−1 P 2−∑rj=1Djκ.
Remarque 3.20. Si κ est petit, la condition 1 donne une majoration de
|Se(α)| plus grande que la majoration triviale,
|Se(α)| ≪
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j ,
c’est pourquoi nous utiliserons uniquement cette majoration pour P κ >
∏r
j=1 P
dj
j .
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Supposons à présent qu’il existe (j0,Kj0) ∈ C0 et
(x(h)m )(m,h)∈L\E((j0,Kj0) ∈ M(j0,Kj0)
(
α, (
1
em
P
∑r
j=1 am,jθ)(m,h)∈L\E(j0,Kj0),
(eiP
∑r
j=1(dj−ai,j)θ
r∏
j=1
P
−dj
j )(i,)∈E(j0,Kj0 )

tel qu’il existe (i0, 0) ∈ E(j0,Kj0) tel que
γ
(j0,Kj0)
(i,0)
(xhm)(m,h)∈L\E(j0,Kj0) 6= 0.
On pose q = |γ(j0,Kj0)(i,0) ((xhm)(m,h)∈L\E(j0,Kj0))|, on a alors
||αei0q|| < ei0P
∑r
j=1(dj−ai0,j)θ
r∏
j=1
P
−dj
j
et de plus,
q ≪ P
∑r
j=1(dj−ai0,j)θ,
(quitte à modifier θ, pour P grand on pourra supposer q 6 P
∑r
j=1(dj−ai0,j)θ).
On en déduit :
Lemme 3.21. Pour tout ε > 0 arbitrairement petit et tous κ > 0, P > 1,
l’une au moins des assertions suivantes est vraie :
1.
|Se(α)| ≪
∏
i∈I0
e
∏r
j=1 tj,ai,j
2
∑r
j=1
Dj
i
 r∏
j=1
Pj
(n+r∏
i=1
Ti
)(1+ε)
P−κ,
2. Il existe i ∈ I0 et des entiers a, q tels que q 6 P
∑r
j=1(dj−ai,j)θ, a < eiq
et
|αeiq − a| 6 ei
r∏
j=1
P
−dj
j P
∑r
j=1(dj−ai,j)θ.
3. Il existe un certain (j0,Kj0) ∈ C0} tel que
Card{(x(h)m )(m,h)∈L\E(j0,Kj0 ) | |x
(h)
m | 6
1
em
P
∑r
j=1 am,jθ,
∀(i, ) ∈ E(j0,Kj0), γ
(j0,Kj0 )
(i,) (x
(h)
m ) = 0}
≫
∏
i∈I0
(P (
∑r
j=1 ai,j)θ)
∏r
j=1 tj,ai,j
 ∏
i∈J(j0,Kj0 )
(P
∑r
j=1 ai,jθ)
∏
j 6=j0
tj,ai,j
−1 P 2−∑rj=1Djκ.
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Avant d’aller plus loin, nous introduisons les lemmes ci-dessous qui seront
utiles à plusieurs reprise par la suite :
Lemme 3.22. On considère p, q, r ∈ N et (Li)i∈{1,...,r} des formes linéaires
à p+ q variables. Pour des constantes A, B et (Ci)i∈Ifixées on note
M
(
A,B, (Ci)i∈{1,...,r}
)
= card {(x,y) ∈ Zp × Zq | |x| 6 A, |y| 6 B,
∀i ∈ {1, ..., r}, ||Li(x,y)|| < Ci} .
On a alors pour tout ξ > 1 :
M
(
A,B, (Ci)i∈{1,...,r}
)
6 (2ξ)qM
(
2A,
B
ξ
, (2Ci)i∈{1,...,r}
)
.
Démonstration. On subdivise le cube [−B,B]q en (2ξ)q cubes de taille B/ξ.
Prenons un tel cube C et considérons
E(C) = card {(x,y) ∈ Zp × Zq | |x| 6 A, y ∈ C,
∀i ∈ {1, ..., r}, ||Li(x,y)|| 6 Ci} .
Si (x,y), (x′,y′) sont deux points de E(C), on a alors que
|x− x′| 6 2A, |y − y′| 6 B/ξ
et pour tout i ∈ {1, ..., r} :
|Li(x− x′,y − y′)| 6 2Ci.
On a donc :
E(C) 6 M
(
2A,
B
ξ
, (2Ci)i∈{1,...,r}
)
pour tout cube C. D’où le résultat.
De la même manière, on établit :
Lemme 3.23. On considère p, q, r ∈ N et (Li)i∈{1,...,r} des formes linéaires
à p+ q variables. Pour des constantes A, B on note
M (A,B) = card {(x,y) ∈ Zp × Zq | |x| 6 A, |y| 6 B,
∀i ∈ {1, ..., r}, Li(x,y) = 0} .
On a alors pour tout ξ > 1 :
M (A,B) 6 (2ξ)qM
(
2A,
B
ξ
)
.
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Supposons à présent que nous sommes dans le cas 3 du lemme 3.21, et
remarquons que le cardinal considéré peut être majoré trivialement par
Card{(x(h)m )(m,h)∈L\E(j0,Kj0 ) | |x
(h)
m | 6 P
∑r
j=1 am,jθ,
∀(i, ) ∈ E(j0,Kj0), γ
(j0,Kj0 )
(i,) (x
(h)
m ) = 0},
qui peut être majoré, en appliquant le lemme 3.23 par :
A(j0,Kj0)(P
θ)
∏
(m,h)∈L\E(j0,Kj0)
P ((
∑r
j=1 am,j)−1)θ
= A(j0,Kj0)(P
θ)
∏
i∈I0
(P ((
∑r
j=1 ai,j)−1)θ)
∏r
j=1 tj,ai,j

 ∏
i∈J(j0,Kj0)
(P ((
∑r
j=1 ai,j)−1)θ)
∏
j 6=j0
tj,ai,j
−1
où l’on a posé
A(j0,Kj0)(P
θ) = Card
{
(x(h)m )(m,h)∈L\E(j0,Kj0) | |x
(h)
m | 6 P θ,
∀(i, ) ∈ E(j0,Kj0), γ
(j0,Kj0)
(i,) (
1
em
x(h)m ) = 0
}
.
Ainsi, la condition 3 implique
(33) A(j0,Kj0)(P
θ)≫ P θ(
∑
i∈I0
∏r
j=1 tj,ai,j−
∑
i∈J(j0,Kj0
)
∏
j 6=j0
tj,ai,j )−2
∑r
j=1Djκ
.
On considère L le sous-espace de An(j0,Kj0)C où
n(j0,Kj0) = Card(L \ E(j0,Kj0)) =
∑
i∈I0
r∏
j=1
tj,ai,j −
∑
i∈J(j0,Kj0)
∏
j 6=j0
tj,ai,j
défini par les Card(E(j0,Kj0)) =
∑
i∈J(j0,Kj0 )
∏
j 6=j0
tj,ai,j équations
γ
(j0,Kj0 )
(i,) ((
1
em
x(h)m )(m,h)∈L\E(j0,Kj0)) = 0.
D’après la démonstation de [Br, Théorème 3.1], la majoration (33) implique
(en posant κ = Kθ) :
(34) dimL > n(j0,Kj0)− 2
∑r
j=1DjK.
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Considérons à présent la sous-variété D deAn(j0,Kj0)C définie par les
∑
i∈I0
(
∏r
j=1 tj,ai,j−
1)−∑i∈J(j0,Kj0 )∏j 6=j0 tj,ai,j équations
∀(m,h) ∈ L \ E(j0,Kj0) x(h)m = x(1,...,1)m .
Nous avons alors, d’après (34) :
dimD ∩ L > dimL−
∑
i∈I0
(
r∏
j=1
tj,ai,j − 1) +
∑
i∈J(j0,Kj0 )
∏
j 6=j0
tj,ai,j
> Card I0 − 2
∑r
j=1DjK.
On remarque par ailleurs que D ∩ L est isomorphe à la variété :
{(xm)m∈I0 | ∀i ∈ J(j0,Kj0),
∂Ft
∂xi
((xm)m∈I0) = 0}
(en effet, par construction, si x(h)m = x
(1,...,1)
m = xm pour tous h,m, on a pour
tout i, , γ
(j0,Kj0 )
i, (
1
em
x
(h)
m ) = N
∂Ft
∂xi
(x) pour un certain entier N). En notant
V ∗t,(j0,Kj0 )
= {x ∈ An+rC | ∀i ∈ J(j0,Kj0),
∂Ft
∂xi
(x) = 0},
l’inégalité ci-dessus implique alors :
dimV ∗t,(j0,Kj0)
> n+ r − 2
∑r
j=1DjK.
Par conséquent, nous fixerons dorénavant
(35) K = (n+ r − dimV ∗t,(j0,Kj0 ) + ε)/2
∑r
j=1Dj ,
de sorte que la condition 3 n’est plus possible.
Dans tout ce qui va suivre nous choisirons P =
∏r
j=1 P
dj
j et nous noterons
d˜ = (
∑r
j=1 dj) − 1. Remarquons que pour tout i,
∑r
j=1(dj − ai,j) 6 d˜.
Définissons, pour tout i ∈ I0, la famille d’arcs majeurs
(36) M(i)a,q(θ) = {α ∈ [0, 1[ | 2|αeiq − a| < eiP−1+d˜θ}
et posons
(37) M(i)(θ) =
⋃
0<q6P d˜θ
⋃
06a<eiq
M
(i)
a,q(θ),
(38) M(θ) =
⋃
i∈I0
M
(i)(θ), m(θ) = [0, 1[\M(θ).
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Avec ces notations, à partir du lemme 3.21 et en remarquant que pour tout
i ∈ I0,
∏r
j=1 tj,ai,j
2
∑r
j=1
Dj
6 12r et que
n+r∏
i=1
Ti =
n+r∏
i=1
 1
ei
r∏
j=1
P
ai,j
j

=
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
∑n+r
i=1 ai,j
j

=
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
 ,
nous obtenons la proposition 3.9.
3.4 Méthode du cercle
3.4.1 Les arcs mineurs
Posons, pour tout j ∈ {1, ..., r}, Pj = P bjr . On considère un réel δ > 0
arbitrairement petit, et on suppose que θ ∈ [0, 1] et K vérifient :
(39) K − 2d˜ >
(
2δ +
∑r
j=1 bj∑r
j=1 bjdj
)
θ−1,
(40) K > (2δ + 1)(
r∑
j=1
bjdj),
(41) 1 > (
r∑
j=1
bjdj)(5d˜θ + δ).
Remarque 3.24. Les conditions (39) et (41) impliquent en particulier que
K > (5
∑r
j=1 bj + 2)d˜, ce que nous supposerons dorénavant.
Lemme 3.25. On a la majoration :
∫
m(θ)
|Se(α)|dα ≪ e0
(
n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj
j
P−1−δ.
Démonstration. On considère une suite (θi)i∈{0,...,T} telle que
θ = θ0 < θ1 < ... < θT ,
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(42) θT 6
1∑r
j=1 bjdj
, KθT > 2δ + 1 +
∑r
j=1 bj∑r
j=1 bjdj
,
(43) ∀i ∈ {0, ..., T − 1}, 2d˜(θi+1 − θi) < δ/2.
On suppose de plus que T est tel que T ≪ P δ2 . D’après la proposition 3.9,
∫
α/∈M(θT )
|Se(α)|dα ≪
(
n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj
j
P ∑rj=1 bj∑rj=1 bjdj −KθT+ε
≪
(
n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj
j
P−1−δ
(d’après la condition (42)). Remarquons par ailleurs que pour tout θ et tout
i ∈ I0 :
Vol(M(i)(θ))≪
∑
0<q6P d˜θ
∑
06a<eiq
1
q
P−1+d˜θ
≪ e0P−1+2d˜θ.
On a donc, pour tout t ∈ {0, ..., T − 1}, en utilisant la condition (39) :∫
αinM(θt+1)\M(θt)
|Se(α)|dα
≪ e0
(
n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj
j
P ∑rj=1 bj∑rj=1 bjdj −Kθt+2d˜θt+1−1+ε
≪ e0
(
n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj
j
P ∑rj=1 bj∑rj=1 bjdj −(K−2d˜)θt−1+2d˜(θt+1−θt)+ε
≪ e0
(
n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj
j
P−1− 32 δ,
et on obtient le résultat souhaité en sommant sur tous les t ∈ {0, ..., T −
1}.
3.4.2 Les arcs majeurs
Posons
(44) e0 = max
i∈I0
ei,
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et introduisons à présent la nouvelle famille d’arcs majeurs :
(45) M′a,q(θ) = {α ∈ [0, 1[ | 2|αq − a| < qP−1+d˜θ}
et posons
(46) M′(θ) =
⋃
0<q6e0P d˜θ
⋃
06a<q
pgcd(a,q)=1
M
′
a,q(θ),
On remarque que, pour tout i ∈ I0,
M
(i)(θ) ⊂M′(θ).
En effet, si α ∈M(i)a,q(θ), alors
2|αqei − a| 6 eiP−1+d˜θ
et donc en posant q′ = (qei)/pgcd(qei, a) et a′ = a/pgcd(qei, a), on trouve
2|αq′ − a′| 6 ei
pgcd(qei, a)
P−1+d˜θ 6 q′P−1+d˜θ
et on a de plus q′ 6 e0P d˜θ, 0 6 a′ < q′ et pgcd(a′, q′) = 1, donc α ∈M′a′,q′(θ).
Les arcs majeurs M′a,q(θ) vérifient par ailleurs le lemme ci-dessous :
Lemme 3.26. Pour tout e ∈ Nn+r tel que e20 < P 1−3d˜θ, les intervalles
M
′
a,q(θ) sont disjoints deux à deux.
Démonstration. Supposons qu’il existe α ∈ M′a,q(θ) ∩M′a′,q′(θ) avec q, q′ 6
e0P
d˜θ, 0 6 a < q, 0 6 a′ < q′, pgcd(a, q) = 1, pgcd(a′, q′) = 1 et (a, q) 6=
(a′, q′). On a alors
1
qq′
6
|aq′ − a′q|
qq′
=
∣∣∣∣aq − a′q′
∣∣∣∣ 6 ∣∣∣∣α− aq
∣∣∣∣+ ∣∣∣∣α− a′q′
∣∣∣∣ 6 P−1+d˜θ
et donc
1 6 qq′P−1+d˜θ < e20P
−1+3d˜θ
d’où le résultat.
En combinant les résultats des lemmes 3.25 et 3.26, on obtient l’estima-
tion :
(47) Ne(P1, ..., Pr) =
∑
16q6e0P d˜θ
∑
06a<q
pgcd(a,q)=1
∫
M′a,q(θ)
Se(α)dα
+O
e0(n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj−dj−δ
j

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Étant donné un élément α ∈ M′a,q(θ), nous poserons α = aq + β avec |β| 6
1
2P
−1+d˜θ, et nous noterons :
(48) Sa,q,e =
∑
b∈(Z/qZ)n+r
e
(
a
q
F (e.b)
)
,
(49) I(β) =
∫
u∈Rn+r
∀i, |ui|6|uE(i)|
∀j∈{1,...,r}, |uE(n+j)|61
e (βF (u)) du.
On établit alors le résultat suivant :
Lemme 3.27. Si α appartient à M′a,q(θ), on a alors :
Se(α) =
(
n+r∏
i=1
ei
)−1
q−(n+r)Sa,q,eI(Pβ)
 r∏
j=1
P
nj
j

+O
e0(n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
 qP−1r P d˜θ
 .
Démonstration. Remarquons avant tout que lorsque e0q > Pr, l’égalité du
lemme est triviale car le terme d’erreur est alors dominant. En effet on a
dans ce cas :
|Se(α)| ≪
n+r∏
i=1
1
ei
r∏
j=1
P
ai,j
j
=
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j

≪
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
P−1r e0P d˜θq
et en utilisant les estimations triviales |Sa,q,e| ≪ qn+r et |I(Pβ)| ≪ 1 :(
n+r∏
i=1
ei
)−1
q−(n+r)|Sa,q,e||I(Pβ)|
 r∏
j=1
P
nj
j
≪ (n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j

≪
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
P−1r qe0P d˜θ.
d’où le résultat. Nous supposerons donc e0q 6 Pr.
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Remarquons à présent que, d’après (9) :
(50)
Se(α) =
∑
b∈(Z/qZ)n+r
e
(
a
q
F (e.b)
) ∑
x≡b(q)
⌊|(e.x)E(n+j)|⌋6Pj
|xi|6
1
ei
∏r
j=1(⌊|(e.x)E(n+j)|⌋+1)ai,j
e(βF (e.x))
=
∑
b∈(Z/qZ)n+r
e
(
a
q
F (e.b)
)
S˜(b) +O
e0(n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
P−1r

où
S˜(b) =
∑
x≡b(q)
|(e.x)E(n+j)|6Pj
|xi|6
1
ei
∏r
j=1(|(e.x)
E(n+j)|+1)ai,j
e(βF (e.x)).
Soient x′ et x′′ deux élément de Rn+r tels que
|x′ − x′′| 6 2
et, pour tout i,
|qx′i + bi| 6 1ei
∏r
j=1(|(e.(qx′ + b))E(n+j)|+ 1)ai,j ,
|qx′′i + bi| 6 1ei
∏r
j=1(|(e.(qx′′ + b))E(n+j)|+ 1)ai,j ,
∀j ∈ {1, ..., r}, |(e.(qx′ + b))E(n+j)| 6 Pj, |(e.(qx′′ + b))E(n+j)| 6 Pj.
On observe alors que∣∣F (e.(qx′ + b))− F (e.(qx′′ + b))∣∣≪ qe0P d11 ...P dr−1r−1 P dr−1r .
Par conséquent,
S˜(b) =
∫
qu˜∈Rn+r
|qeiu˜i|6|
∏r
j=1(e.(qu˜))
ai,jE(n+j)|
|(e.(qu˜))E(n+j)|6Pj
e(βF (e.(qu˜)))du˜
+O
 |β|︸︷︷︸
6P−1+d˜θ
(
n+r∏
i=1
ei
)−1
q−(n+r)
 r∏
j=1
P
nj
j
 r∏
j=1
P
dj
j
P−1r qe0

+O
e0(n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
 q−(n+r)+1P−1r

(le deuxième terme d’erreur correspondant aux points rencontrant le bord
du domaine de sommation).
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En effectuant le changement de variables
∀i ∈ {1, ..., n + r}, qu˜i = e−1i
 r∏
j=1
P
ai,j
j
ui,
on trouve alors
S˜(b) = q−(n+r)
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
∫
u∈Rn+r
|u˜i|6|uE(i)|
|uE(n+j)|61
e(βF (u))du˜
+O
e0q−(n+r)
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
 qP−1r P d˜θ

+O
e0(n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
 q−(n+r)+1P−1r
 .
En remplaçant S˜(b) par cette expression dans (50), nous obtenons l’égalité
du lemme.
Posons à présent
(51) Se(Q) =
∑
16q6Q
q−(n+r)
∑
06a<q
pgcd(a,q)=1
Sa,q,e,
(52) Jσ(φ) =
∫
|β|6φ
I(β)dβ.
où σ désigne le cône maximal considéré auquel la fonction he,V est associée
(cf. section 2.2). Avec ces notations, en utilisant le lemme précédent dans la
formule (47), et en remarquant que :∫
|β|6 1
2
P−1+d˜θ
I(Pβ)dβ = P−1
∫
|β|6 1
2
P d˜θ
I(β)dβ = P−1J
(
1
2
P d˜θ
)
,
on trouve :
Ne(P1, ..., Pr) = Se(e0P
d˜θ)Jσ(
1
2
P d˜θ)
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj
j

+O
e20
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
P−1r P 2d˜θ Vol(M′(θ))

+O
e0(n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj−dj−δ
j
 .
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Or,
Vol(M′(θ))≪
∑
16q6e0P d˜θ
∑
06a<q
pgcd(a,q)=1
P−1+d˜θ ≪ e20P−1+3d˜θ.
On a donc :
e20
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
P−1r P 2d˜θ Vol(M′(θ))
≪ e40
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj
j
P−1r P 5d˜θ.
En remarquant que P−1r P
5d˜θ ≪ P−δ d’après (41), on conclut que :
(53) Ne(P1, ..., Pr) =
(
n+r∏
i=1
ei
)−1
Se(e0P
d˜θ)Jσ(
1
2
P d˜θ)
 r∏
j=1
P
nj−dj
j

+O
e40
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj−δ
j
 .
Notons à présent :
(54) Se =
∞∑
q=1
q−(n+r)
∑
06a<q
pgcd(a,q)=1
Sa,q,e,
(55) Jσ =
∫
R
I(β)dβ.
Nous allons chercher à remplacer S(e0P d˜θ) par Se et Jσ(12P
d˜θ) par Jσ dans
(53). Pour cela nous utiliserons le lemme ci-dessous :
Lemme 3.28. Pour tous a, q,e, on a l’estimation suivante :
|Sa,q,e| ≪ max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r
 qn+r−2−δ.
Démonstration. Considérons α = aq pour un certain et soit θ0 ∈ [0, 1] véri-
fiant les conditions (39), (40), (41), et pgcd(a, q) = 1. On choisit par ailleurs
P tel que q = e0P d˜θ0 . On suppose de plus que P et θ0 vérifient l’hypothèse
e20 < P
1−2d˜θ0 (si ce n’est pas le cas la majoration du lemme devient tri-
viale car alors e20 > q et donc e
4+δ
0 q
n+r−2−δ > qn+r). On pose par ailleurs
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θ′0 = θ0− ν, pour ν > 0 fixé arbitrairement petit. On a alors que α /∈M(θ′0).
En effet supposons qu’il existe (a′, q′) tels que q′ 6 P d˜θ
′
0 < q, 0 6 a′ < q′
et α ∈ M(i)a′,q′(θ′0). Remarquons que si l’on a aq′ei = qa′, alors, puisque
pgcd(a, q) = 1, a′ = au avec a 6= 0 (sinon on a q = 1 ce qui contredit
0 < q′ < q ) et donc 0 < q′ei = qu donc q′ei > q, ce qui est absurde puisque
eiq
′ < q. On a donc aq′ei 6= qa′ et ainsi :
1 6 |aq′ei − qa′| = q|αeiq′ − a′| < qeiP−1+d˜θ0 6 e20P−1+2d˜θ0 < 1
ce qui est absurde.
Par conséquent, d’après la proposition 3.9 :
|Se(α)| ≪
(
n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj
j
P ∑rj=1 bj∑rj=1 bjdj −Kθ0+ε.
Le lemme 3.27 donne donc :(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
 (q−(n+r)Sa,q,eI(0) +O(e0qP−1r P d˜θ0))
≪
(
n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj
j
P ∑rj=1 bj∑rj=1 bjdj −Kθ0+ε
donc (puisque I(0) ≍ 1) :
|Sa,q,e| ≪ e0qn+r+1P−1r P d˜θ0 +
(
n+r∏
i=1
ei
) 1
2r
qn+rP
∑r
j=1 bj∑r
j=1
bjdj
−Kθ0+ε
.
Or on a d’une part
e0q
n+r+1P−1r P
d˜θ0 ≪ e4+δ0 qn+r+1q−(3+δ)
(car P−1r < P
−4d˜θ0 , par la condition (41)), et d’autre part
Kθ0 >
∑r
j=1 bj∑r
j=1 bjdj
+ 2θ˜0 + δ
(d’après la condition (39)), et on obtient donc
|Sa,q,e| ≪ max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r
 qn+r−2−δ.
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Nous pouvons à présent démontrer le lemme suivant :
Lemme 3.29. La série Se est absolument convergente et on a de plus
|Se(Q)−Se| ≪ max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r
Q−δ
pour tout Q > e0.
Démonstration. Nous avons montré précédemment que
|Sa,q,e| ≪ max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r
 qn+r−2−δ.
Par conséquent,
|Se(Q)−Se| ≪
∑
q>Q
q−(n+r)
∑
06a<q
pgcd(a,q)=1
|Sa,q,e|
≪ max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r
∑
q>Q
∑
06a<q
pgcd(a,q)=1
q−2−δ
≪ max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r
Q−δ.
Lemme 3.30. L’intégrale Jσ est absolument convergente et on a de plus
|Jσ(φ)− Jσ | ≪ φ−1
pour tout φ assez grand.
Démonstration. On considère β ∈ R fixé quelconque et on choisit θ′ ∈ [0, 1]
vérifiant les conditions (39), (40), (41). On prend P tel que 2|β| = P d˜θ′ . On
choisit par ailleurs e1 = e2 = ... = en+r = 1 (et donc e0 = 1). On a alors que
P−1β ∈M0,1(θ′) et donc d’après le lemme 3.27 appliqué à a = 0 et q = 1 :
Se(P
−1β) =
 r∏
j=1
P
nj
j
 I(β) +O
 r∏
j=1
P
nj
j
P−1r P 2d˜θ′
 .
D’autre part, puisque les Ma,q(θ′) sont disjoints, d’après la proposi-
tion 3.9, on a :
|Se(P−1β)| ≪
 r∏
j=1
P
nj
j
P ∑rj=1 bj∑rj=1 bjdj −Kθ′+ε.
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On trouve donc (en utilisant les conditions (39) et (41)) :
I(β)≪ P 2d˜θ′P−1r + P
∑r
j=1 bj∑r
j=1
bjdj
−Kθ′+ε
≪ P 2d˜θ
′− 1∑r
j=1
bjdj + P
∑r
j=1 bj∑r
j=1
bjdj
−Kθ′+ε
≪ P−3d˜θ′−δ + P−2d˜θ′ ≪ |β|−2.
Par conséquent,
|Jσ(φ)− Jσ| ≪
∫
|β|>φ
|I(β)|dβ ≪ φ−1.
Ces deux derniers lemmes permettent finalement d’établir la formule ci-
dessous valable lorsque e20 < P
1−3d˜θ et K > max{(5∑rj=1 bj + 2)d˜, (2δ +
1)
∑r
j=1 bjdj} :
(56) Ne(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r

(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj−δ
j
 .
où l’on a noté
(57) Cσ,e =
(
n+r∏
i=1
ei
)−1
SeJσ
Remarque 3.31. D’après le lemme 3.29, on a
|Se(e0)−Se| ≪ max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r

donc en utilisant la majoration triviale Se(e0) ≪ e20, on en déduit Se ≪
max
{
e4+δ0 , e
2
0
(∏n+r
i=1 ei
) 1
2r
}
. On a donc
|Cσ,e| ≪ max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r

(
n+r∏
i=1
ei
)−1
.
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Remarquons à présent que, pour un choix approprié de θ, on peut retirer
la condition e20 < P
1−3d˜θ. En effet, supposons dans un premier temps que
e0 > P
1
4 . On a l’estimation triviale :
Ne(P1, ..., Pr) 6
n+r∏
i=1
1
ei
r∏
j=1
P
ai,j
j
=
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j

≪ e4+δ0
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj−δ
j
 ,
et par ailleurs, par la remarque ci-dessus
Cσ,e
 r∏
j=1
P
nj−dj
j
≪ max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r

(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj−δ
j
 ,
(quitte à prendre δ > 0 plus petit). La formule (56) est donc trivialement
vérifiée lorsque e0 > P
1
4 . Si l’on suppose que e0 6 P
1
4 la condition e20 <
P 1−3d˜θ est vérifiée lorsque 1 < P
1
2
−3d˜θ et donc lorsque θ < 1
6d˜
, ce que l’on
peut supposer. En observant que, puisque r > 2,
max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r
≪ e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
,
on obtient finalement le théorème suivant :
Théorème 3.32. Si l’on suppose P1 > P2 > ... > Pr, si Pj = P
bj
r pour tout
j ∈ {1, ..., r} et si de plus K > max{(5∑rj=1 bj + 2)d˜, (2δ + 1)∑rj=1 bjdj},
alors
Ne(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj−δ
j
 .
4 Deuxième étape
Dans cette partie, nous supposerons encore que P1 > P2 > ... > Pr.
L’objectif de cette section est de donner, pour m ∈ {1, ..., r − 1} et k =
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(km+1, ..., kr) fixés une formule asymptotique pour
Nm,k,e(P1, ..., Pm) =
∑
∀j∈{1,...,m}, kj6Pj
he(k1, ..., kr)
= Card
{
x ∈ (Z \ {0})n+r | F (e.x) = 0, ∀j ∈ {m+ 1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
= kj
∀j ∈ {1, ...,m},
⌊
|(e.x)E(n+j)|
⌋
6 Pj , ∀i ∈ {1, ..., n + r},
|xi| 6 1
ei
 r∏
j=m+1
(kj + 1)
ai,j
 m∏
j=1
(
⌊
|(e.x)E(n+j)|
⌋
+ 1)ai,j
 .
Nous allons dans un premier temps fixer tous les xi tels que ai,j = 0 pour
tout j ∈ {1, ...,m}. Notons
Im = {i ∈ {1, ..., n + r} | ∀j ∈ {1, ...,m}, ai,j = 0}.
Fixons un élément (xi)i∈Im tel que si x
E(n+j) est un monôme en (xi)i∈Im alors⌊|(e.x)E(n+j)|⌋ = kj et pour tout i ∈ Im, |xi| 6 1ei (∏rj=m+1(kj + 1)ai,j).
On notera s = Card Im et :
(58)
N(xi)i∈Im ,e(P1, ..., Pm) = Card
{
(xi)i/∈Im ∈ (Z \ {0})n+r−s | F (e.x) = 0, ∀j ∈ {m+ 1, ..., r},⌊
|(e.x)E(n+j)|
⌋
= kj, ∀j ∈ {1, ...,m},
⌊
|(e.x)E(n+j)|
⌋
6 Pj ,
∀i /∈ Im, |xi| 6 1
ei
 r∏
j=m+1
(kj + 1)
ai,j
 m∏
j=1
(
⌊
|(e.x)E(n+j)|
⌋
+ 1)ai,j
 .
On écrit alors :
N(xi)i∈Im ,e(P1, ..., Pm) =
∫ 1
0
S(xi)i∈Im ,e(α)dα
où
(59)
S(xi)i∈Im ,e(α) =
∑
(xi)i/∈Im∈(Z\{0})
n+r−s
∀j∈{m+1,...,r},⌊|(e.x)E(n+j)|⌋=kj
∀j∈{1,...m}, ⌊|(e.x)E(n+j)|⌋6Pj
|xi|6
1
ei
(
∏r
j=m+1(kj+1)
ai,j )
∏m
j=1(⌊|(e.x)E(n+j)|⌋+1)ai,j
e (αF (e.x)) .
Dans toute cette section le symbole ≪ désignera une majoration à une
constante multiplicative indépendante de (xi)i∈Im près.
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4.1 Inégalité de Weyl
Fixons un ensemble de degrés (t(m)j,k )j∈{1,...,m}
k∈{1,...,dj}
et on note
I0,m = {i /∈ Im | ∀j ∈ {1, ...,m}, t(m)j,ai,j 6= 0},
C0,m = {(j, k) | j ∈ {1, ...,m}, ∃i ∈ I0,m, ai,j = k},
t(m) = (t
(m)
j,k )(j,k)∈C0,m ,
∀(j, k) ∈ C0,m, Jm(j, k) = {i ∈ I0,m | ai,j = k}.
On notera d’autre part, comme dans la section précédente :
— L˜m = {(i, ) | i ∈ I0,m, = (l1, ..., lm) ∈
∏m
j=1{1, ..., tj,ai,j + 1}},
— Lm = {(i, ) | i ∈ I0,m, = (l1, ..., lm) ∈
∏m
j=1{1, ..., tj,ai,j}},
— ∀(j, k) ∈ C0,m, Lm(j, k) = {(i, ) ∈ L | i ∈ Jm(j, k)},
— ∀(j, k) ∈ C0,m, L̂m(j, k) = {(i, ) ∈ Lm(j, k) | lj 6= tj,k},
— ∀(j, k) ∈ C0,m,Em(j, k) = Lm(j, k)\L̂m(j, k) = {(i, ) ∈ Lm(j, k) | lj =
tj,k},
Comme dans la section précédente, nous remarquons que l’on peut écrire le
polynôme F sous la forme
F (x) =
∑
d=(dj,k)(j,k)∈C0,m
∀j∈{1,...,m},
∑
k>1 kdj,k=dj
Fd(x),
où Fd(x) est un polynôme homogène de degré dj,k en les variables (xi)i∈I0,m
telles que ai,j = k pour tout j ∈ {1, ...,m}.
En effectuant les mêmes opérations que pour les sections 3.2 et 3.3 (en
ne considérant cette fois-ci que les variables (xi)i∈I0,m) en posant D
(m)
j =∑
k>1 t
(m)
j,k , ∆
t(m) = ∆t
(m)
1 ◦∆t(m)2 ◦ ... ◦∆t(m)m , et pour tout (j, k) ∈ C0,m
∆t
(m)
F
(
(xi)i∈Im(xi)(i,)∈Lm
)
=
∑
(i,)∈Em(j,k)
γ
(j,k)
(i,,m)
(
(xi)i∈Im(x
h
i )(i,h)∈Lm\Em(j,k)
)
eixi
et en notant alors pour tous (Ai,h)(i,h)∈Lm\Em(i0,Kj0), (Bi,)Em(i0,Kj0) :
M
(m)
(j0,Kj0)
(
α, (Ai,h)(i,h)∈Lm\Em(i0,Kj0), (Bi,)Em(i0,Kj0 )
)
= Card
{
(xhi )(m,h)∈Lm\Em(i0,Kj0) | ∀(m,h), |x
h
i | 6 Am,h et
∀(i, ) ∈ Em(i0,Kj0),
∣∣∣∣∣∣αeiγ(j0,Kj0)(i,,m) (((xi)i∈Im(xhi )(i,h)∈Lm\Em(j0,Kj0))∣∣∣∣∣∣ < Bi,} ,
on obtient le résultat suivant qui est un analogue du lemme 3.21 :
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Lemme 4.1. Pour tout ε > 0 arbitrairement petit, Km > 0 et P > 1, l’une
au moins des assertions suivantes est vraie :
1.
|S(xi)i∈Im ,e(α)| ≪
 ∏
i∈I0,m
e
1+ε−
∏m
j=1 t
(m)
j,ai,j
2
∑m
j=1
D
(m)
j
i

−1
 r∏
j=m+1
k
∑
i/∈Im
ai,j+ε
j
 m∏
j=1
P
nj+1+ε
j
P−Kmθ,
2. Il existe un certain (j0,Kj0) ∈ C0,m tel que
M
(m)
(j0,Kj0)
α,
 1
ei
 r∏
j=m+1
k
ai,j
j
P∑mj=1 ai,jθ

(i,)∈L̂m(j0,Kj0 )
,
(eiP
∑m
j=1(dj−ai,j)θ
m∏
j=1
P
−dj
j )(i,)∈Em(j0,Kj0)

≫
 ∏
i∈I0,m
 r∏
j=m+1
k
ai,j
j

∏m
j=1 tj,ai,j
(P (
∑m
j=1 ai,j)θ)
∏m
j=1 tj,ai,j

 ∏
i∈Jm(j0,Kj0 )
 r∏
j=m+1
k
ai,j
j

∏
j 6=j0
tj,ai,j
(P
∑m
j=1 ai,jθ)
∏
j 6=j0
tj,ai,j

−1
P−2
∑m
j=1D
(m)
j Kmθ.
Remarquons que le cardinal considéré dans le cas 2 peut être majoré
trivialement par
Card{(xhi )(i,h)∈L̂m(j0,Kj0) | |x
h
i | 6
 r∏
j=m+1
k
ai,j
j
P∑rj=1 am,jθ,
∀(i, ) ∈ Em(j0,Kj0), ||αeiγ
(j0,Kj0 )
i,,m (x
h
i )|| < eiP
∑m
j=1(dj−ai,j)θ
m∏
j=1
P
−dj
j },
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que, d’après le lemme 3.23, nous pouvons majorer par :
∏
(i,h)∈L̂m(j0,Kj0)
 r∏
j=m+1
k
ai,j
j
P ((∑rj=1 ai,j )−1)θ
Card
{
(xhi )(i,h)∈L̂m(j0,Kj0 )
| |x(h)i | 6 P θ, ∀(i, ) ∈ Em(j0,Kj0),
||αeiγ(j0,Kj0)i,,m (xhi )|| < eiP
∑m
j=1(dj−ai,j)θ
m∏
j=1
P
−dj
j
 .
Si l’un des éléments (xhi ) comptés par le cardinal ci-dessus est tel qu’il existe
(i, ) ∈ Em(j0,Kj0) tels que q = γ
(j0,Kj0)
i,,m (x
h
i ) 6= 0, on a alors (quitte à changer
θ)
2||αqei|| 6 eiP ((
∑m
j=1 dj)−1)θ
m∏
j=1
P
−dj
j
et d’autre part
|q| 6
 r∏
j=m+1
k
dj
j
P ((∑mj=1 dj)−1)θ.
Par conséquent si l’on pose d˜m = (
∑m
j=1 dj)− 1 et
(60) M(k,i)a,q (θ) = {α ∈ [0, 1[ | |2αeiq − a| < eiP−1+d˜mθ}
(61) M(k,i)(θ) =
⋃
0<q6
(∏r
j=m+1 k
dj
j
)
P d˜mθ
⋃
06a<eiq
M
(k,i)
a,q (θ),
(62) M(k)(θ) =
⋃
i∈I0
M
(k,i)(θ), m(k)(θ) = [0, 1[\M(k)(θ).
et par ailleurs
A
(xi)i∈Im
(j0,Kj0)
(P θ) = Card
{
(xhi )(i,h)∈L̂m(j0,Kj0)
| |xhi | 6 P θ,
∀(i, ) ∈ Em(j0,Kj0), γ
(j0,Kj0)
i,,m (x
h
i ) = 0
}
.
Lemme 4.2. Pour tout ε > 0 arbitrairement petit et tous κ > 0, P > 1 ,
l’une au moins des assertions suivantes est vraie :
69
1.
|S(xi)i∈Im ,e(α)| ≪
 ∏
i∈I0,m
e
1+ε+
∏m
j=1 tj,ai,j
2
∑m
j=1
D
(m)
j
i

−1
 r∏
j=m+1
k
∑
i/∈Im
ai,j+ε
j
 m∏
j=1
P
nj+1+ε
j
P−Kmθ,
2. le réel α appartient à M(k)(θ),
3. Il existe un certain (j0,Kj0) ∈ C0,m tel que
A
(xi)i∈Im
(j0,Kj0)
(P θ)≫
 ∏
i∈I0,m
(P θ)
∏r
j=1 tj,ai,j

 ∏
i∈Jm(j0,Kj0)
(P θ)
∏r
j 6=j0
tj,ai,j
−1 P−2∑rj=1D(m)j Kmθ.
Si l’on se place dans le cas 3, considérons L(xi)i∈Im le sous-espace affine de
A
n(j0,Kj0 )
C (où n(j0,Kj0) =
∑
i∈I0,m
∏m
j=1 tj,ai,j −
∑
i∈Jm(j0,Kj0)
∏
j 6=j0
tj,ai,j
défini par les
∑
i∈Jm(j0,Kj0)
∏
j 6=j0
tj,ai,j équations γ
(j0,Kj0 )
i,,m (x
h
i ) = 0). La
condition 3 implique alors :
dimL(xi)i∈Im > n(j0,Kj0)− 2
∑m
j=1D
(m)
j K.
Soit D la sous-variété de An(j0,Kj0)C définie par les
∑
i∈I0,m
(
∏m
j=1 tj,ai,j −1)−∑
i∈Jm(j0,Kj0)
∏
j 6=j0
tj,ai,j équations
∀i ∈ I0,m,h | (i, h(j0)) 6= (Kj0 , tj0,Kj0 ), x
(h)
i = x
(1,...,1)
i .
On observe alors que :
(63)
dimD∩L(xi)i∈Im > dimL(xi)i∈Im−
∑
i∈I0,m
(
m∏
j=1
tj,ai,j−1)+
∑
i∈Jm(j0,Kj0)
∏
j 6=j0
tj,ai,j
> Card I0,m − 2
∑m
j=1D
(m)
j K.
Or, D ∩ L(xi)i∈Im est isomorphe à la variété :
{(xi)i∈I0,m | ∀i ∈ Jm(j0,Kj0),
∂Ft(m)
∂xi
((xi)i∈I0,m) = 0}.
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En notant
V ∗m,(xi)i∈Im ,t,(j0,Kj0 )
= {(xi)i/∈Im ∈ An+r−sC |
∀i ∈ Jm(j0,Kj0),
∂Ft(m)
∂xi
((xi)i∈Im , (xi)i∈I0,m) = 0},
l’inégalité (63) implique alors :
dimV ∗
m,(eixi)i∈Im ,t
(m),(j0,Kj0)
> n+ r − s− 2
∑m
j=1D
(m)
j K.
Nous introduisons à présent un paramètre λ ∈ Z (que nous préciserons
ultérieurement) et nous définissons
(64)
Aλm =
{
(xi)i∈Im | ∀(j0,Kj0), dimV ∗m,(ei,xi)i∈Im ,t(m),(j0,Kj0) < dimV
∗
m,t(m),(j0,Kj0 )
− s+ λ
}
où l’on a posé
V ∗
m,t(m),(j0,Kj0 )
= {x ∈ An+rC | ∀i ∈ Jm(j0,Kj0),
∂Ft(m)
∂xi
(x) = 0}.
Nous fixerons dorénavant
(65) Km = (n+ r − max
(j0,Kj0)
dimV ∗
m,t(m),(j0,Kj0)
− λ+ ε)/2
∑m
j=1D
(m)
j ,
de sorte que pour tout (xi)i∈Im ∈ Aλm la condition 3 n’est plus possible. On
choisit
(66) P =
m∏
j=1
P
dj
j
et on obtient donc finalement un analogue de la proposition 3.9 pour (xi)i∈Im
fixé :
Lemme 4.3. Pour tout ε > 0 arbitrairement petit et pour tout (xi)i∈Im tel
que (eixi)i∈Im ∈ Aλm, l’une au moins des assertions suivantes est vraie :
1. on a la majoration :
|S(xi)i∈Im ,e(α)| ≪
∏
i/∈Im
ei
−1+ 12m  r∏
j=m+1
k
∑
i/∈Im
ai,j+ε
j
 m∏
j=1
P
nj+1
j
P−Kmθ+ε,
2. le réel α appartient à M(k)(θ).
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4.2 Méthode du cercle
On fixe à présent un réel θ ∈ [0, 1] et on suppose de plus que
Km > 2d˜m > 1.
On notera par ailleurs
(67) e0,m = max
i/∈Im
ei,
(68) φ(e,k, θ) = e0,m
 r∏
j=m+1
k
dj
j
P d˜mθ,
(69) ∆(θ,Km) = θ(Km − 2d˜m).
4.2.1 Les arcs mineurs
Nous commençons par donner une estimation de la contribution des arcs
mineurs :
Lemme 4.4. On a la majoration :
∫
m(k)(θ)
|S(xi)i∈Im ,e(α)|dα ≪ e0,m
∏
i/∈Im
ei
−1+ 12m
 r∏
j=m+1
k
∑
i/∈Im
ai,j+dj+ε
j
 m∏
j=1
P
nj−dj+1
j
P 2ε−∆(θ,Km).
Démonstration. Considérons une suite (θi)i∈{0,...,T} (avec T tel que T ≪ P
ε
2 )
vérifiant :
θ = θ0 < θ1 < ... < θT ,
et
(70) ∀i ∈ {0, ..., T − 1}, 2d˜m(θi+1 − θi) < ε/2.
D’après le lemme 4.3,∫
α/∈M(k)(θT )
|S(xi)i∈Im ,e(α)|dα
≪
∏
i/∈Im
ei
−1+ 12m  r∏
j=m+1
k
∑
i/∈Im
ai,j+ε
j
 m∏
j=1
P
nj+1
j
P−KmθT+ε
≪
∏
i/∈Im
ei
−1+ 12m  r∏
j=m+1
k
∑
i/∈Im
ai,j+ε
j
 m∏
j=1
P
nj−dj+1
j
P ε+1−KmθT︸ ︷︷ ︸
6P−∆(Km,θ)
.
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Par ailleurs, pour tout θ et tout i ∈ I0,m :
Vol(M(i)(θ))≪
∑
0<q6
(∏r
j=m+1 k
dj
j
)
P d˜mθ
∑
06a<eiq
1
q
P−1+d˜mθ
≪ e0,m
 r∏
j=m+1
k
dj
j
P−1+2d˜mθ.
On a donc, pour tout t ∈ {0, ..., T − 1} :∫
α∈M(k)(θt+1)\M(k)(θt)
|S(xi)i∈Im ,e(α)|dα
≪ e0,m
∏
i/∈Im
ei
−1+ 12m  r∏
j=m+1
k
∑
i/∈Im
ai,j+dj+ε
j
 m∏
j=1
P
nj−dj+1
j
P−Kmθt+2d˜mθt+1+ε.
Or on observe que
P−Kmθt+2d˜mθt+1+ε = P−(Km−2d˜m)θt+2d˜m(θt+1−θt)+ε
= P−∆(Km,θt)+3ε/2
6 P−∆(Km,θ)+3ε/2.
On obtient ainsi le résultat en sommant sur tous les t ∈ {0, ..., T − 1}.
4.2.2 Les arcs majeurs
Définissons à présent une nouvelle famille d’arcs majeurs :
(71) M(k)
′
a,q (θ) = {α ∈ [0, 1[ | 2|αq − a| < qP−1+d˜mθ}
et posons
(72) M(k)
′
(θ) =
⋃
0<q6φ(e,k,θ)
⋃
06a<q
pgcd(a,q)=1
M
(k)′
a,q (θ),
On remarque que comme dans la section précédente : pour tout i ∈ I0,m,
M
(k,i)(θ) ⊂M(k)′(θ).
De la même manière que nous avons établi le lemme 3.26, on démontre le
résultat ci-dessous :
Lemme 4.5. Pour tout e ∈ Nn+r tel que
(
e0,m
∏r
j=m+1 k
dj
j
)2
< P 1−3d˜mθ,
les intervalles M(k)
′
a,q (θ) sont disjoints deux à deux.
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D’après les résultats obtenus sur les arcs mineurs, si
(
e0,m
∏r
j=m+1 k
dj
j
)2
<
P 1−3d˜mθ :
(73)
N(xi)i∈Im ,e(P1, ..., Pm) =
∑
16q6φ(e,k,θ)
∑
06a<q
pgcd(a,q)=1
∫
M
(k)′
a,q (θ)
S(xi)i∈Im ,e(α)dα
+O
e0,m
∏
i/∈Im
ei
−1+ 12m  r∏
j=m+1
k
∑
i/∈Im
ai,j+dj+ε
j
 m∏
j=1
P
nj−dj+1
j
P 2ε−∆(θ,Km)

Établissons à présent le lemme suivant :
Lemme 4.6. Si α appartient à M(k)
′
a,q (θ) et si l’on pose α = aq + β avec
|β| 6 12P−1+d˜mθ, alors :
S(xi)i∈Im ,e(α) =
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj
j

q−(n+r−s)Sa,q,e((xi)i∈Im)Ik,(xi,ei)i∈Im (Pβ)
+O
e0,m
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj
j
 qP−1m P d˜mθ
 ,
où l’on a noté
(74) Sa,q,e((xi)i∈Im) =
∑
(bi)i/∈Im∈(Z/qZ)
n+r−s
e
(
a
q
F ((eixi)i∈Im , (eibi)i/∈Im)
)
,
Ik,(xi,ei)i∈Im (β)
=
∫
(ui)i/∈Im∈Ξ(k,(xi)i∈Im )
e
βF ((eixi)i∈Im , (
 r∏
j=m+1
k
ai,j
j
ui)i/∈Im)
 d(ui)i/∈Im .
74
où
(75) Ξ(k, (xi)i∈Im) = {(ui)i/∈Im ∈ Rn+r−s |
∀i /∈ Im,
∣∣∣∣∣∣
 r∏
j=m+1
k
ai,j
j
ui
∣∣∣∣∣∣ 6
∣∣∣∣∣∣((elxl)l∈Im , (
 r∏
j=m+1
k
al,j
j
ul)l /∈Im)E(i)
∣∣∣∣∣∣
∀j ∈ {m+1, ..., r}, kj 6
(elxl)l∈Im , (
 r∏
j=m+1
k
al,j
j
ul)l /∈Im
E(n+j) < kj+1
∀j ∈ {1, ...,m},
∣∣∣∣∣∣((elxl)l∈Im, (
 r∏
j=m+1
k
al,j
j
ul)l /∈Im)E(n+j)
∣∣∣∣∣∣ 6 1}
Démonstration. Commençons par montrer que lorsque e0,mq > Pm, l’égalité
du lemme est triviale. On a dans ce cas :
|S(xi)i∈Im ,e(α)| ≪
∏
i/∈Im
1
ei
 r∏
j=m+1
k
ai,j
j
 m∏
j=1
P
ai,j
j

=
∏
i/∈Im
ei
−1 m∏
j=1
P
nj
j
 r∏
j=m+1
k
∑
i/∈Im
ai,j
j

≪
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 r∏
j=1
P
nj
j
P−1m e0,mP d˜mθ
et en utilisant les estimations triviales
|Sa,q,e((xi)i∈Im)| ≪ qn+r−s et |Ik,(xi,ei)i∈Im (Pβ)| ≪ 1,
on a alors :∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj
j

q−(n+r−s)|Sa,q,e((xi)i∈Im)||Ik,(xi)i∈Im (Pβ)|
≪
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj
j

≪
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj
j
P−1m qe0,mP d˜mθ.
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d’où le résultat. Nous supposerons donc e0,mq 6 Pm.
Comme dans la démonstration du lemme 3.27, on peut écrire :
(76)
S(xi)i∈Im ,e(α) =
∑
b=(bi)i/∈Im∈(Z/qZ)
n+r−s
e
(
a
q
F ((eixi)i∈Im , (eibi)i/∈Im)
)
S˜m(b)
où
S˜m(b) =
∑
(xi)i/∈Im∈I(q,k)
e(βF (e.x))
avec
I(q,k) = {(xi)i/∈Im | ∀i /∈ Im, xi ≡ bi(q)
∀j ∈ {1, ...,m},
⌊
|(e.x)E(n+j)|
⌋
6 Pj
∀j ∈ {m+ 1, ..., r}, kj 6 |(e.x)E(n+j)| < kj + 1
|xi| 6 1
ei
r∏
j=1
(
⌊
|(e.x)E(n+j)|
⌋
+ 1)ai,j}
On considère deux éléments (x′i)i/∈Im et (x
′′
i )i/∈Im deux élément de R
n+r−s
tels que
|x′ − x′′| 6 2
et tels que (qx′i + bi)i/∈Im , (qx
′′
i + bi)i/∈Im soient deux éléments de I(q,k). On
a alors
∣∣F (e.(qx′ + b))− F (e.(qx′′ + b))∣∣≪ e0,mq
 r∏
j=m+1
k
dj
j
 m∏
j=1
P
dj
j
P−1m .
Par conséquent,
S˜m(b) =
∫
(u˜i)i/∈Im∈Ξ˜(q,k,(xi)i∈Im )
e(βF ((eiui)i∈Im , (eiqu˜i)i/∈Im))(du˜i)i/∈Im
+O
 |β|︸︷︷︸
6P−1+d˜mθ
∏
i/∈Im
ei
−1 q−(n+r−s)
 r∏
j=m+1
k
∑
i/∈Im
ai,j
j

 m∏
j=1
P
nj
j
 r∏
j=m+1
k
dj
j
 m∏
j=1
P
dj
j
P−1m qe0,m

+O
e0,m
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj
j
 q−(n+r−s)+1P−1m

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où
Ξ˜(q,k, (xi)i∈Im) = {(u˜i)i/∈Im ∈ Rn+r−s |
∀i /∈ Im, |qu˜i| 6 |((elxl)l∈Im, (elqu˜l)l /∈Im)E(i)|
∀j ∈ {m+ 1, ..., r}, kj 6 |((elxl)l∈Im , (elqu˜l)l /∈Im)E(n+j)| < kj + 1
∀j ∈ {1, ...,m}, |((elxl)l∈Im , (elqu˜l)l /∈Im)E(n+j)| 6 Pj}.
En effectuant le changement de variables
∀i /∈ Im, qu˜i = 1
ei
 r∏
j=m+1
k
ai,j
j
 m∏
j=1
P
ai,j
j
ui,
on obtient :
S˜m(b) =
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj
j
 q−(n+r−s)
∫
(ui)i/∈Im∈Ξ(k,(xi)i∈Im )
e(βPF ((eixi)i∈Im , (ui)i/∈Im))(dui)i/∈Im
+O
∏
i/∈Im
ei
−1 q−(n+r−s)
 r∏
j=m+1
k
∑
i/∈Im
ai,j
j

 m∏
j=1
P
nj
j
P−1m qe0,mP d˜mθ

Il suffit ensuite de remplacer S˜(b) par cette expression dans (76) pour trouver
l’égalité du lemme.
En observant que :
Vol(M(k)
′
(θ))≪
∑
16q6φ(e,k,θ)
∑
06a<q
pgcd(a,q)=1
P−1+d˜mθ ≪
e0,m r∏
j=m+1
k
dj
j
2 P−1+3d˜mθ.
et en utilisant le lemme 4.6 dans la formule (73), on obtient pour tout
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(xi)i∈Im ∈ Aλm ∩ Zs
(77) N(xi)i∈Im ,e(P1, ..., Pm) = S(xi)i∈Im ,e(φ(e,k, θ))J(xi,ei)i∈Im ,k(
1
2
P d˜mθ)∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj−dj
j

+O
e40,m
∏
i/∈Im
ei
−1 r∏
j=m+1
k
3dj+
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj−dj
j
P−1m P 5d˜mθ
 .
+O
e0,m
∏
i/∈Im
ei
−1+ 12m  r∏
j=m+1
k
dj+ε+
∑
i/∈Im
ai,j
j

 m∏
j=1
P
nj−dj+1
j
P 2ε−∆(θ,Km)
 ,
avec
(78) S(xi)i∈Im ,e(Q) =
∑
16q6Q
q−(n+r−s)
∑
06a<q
pgcd(a,q)=1
Sa,q,e((xi)i∈Im),
(79) J(xi,ei)i∈Im ,k(φ) =
∫
|β|6φ
Ik,(xi,ei)i∈Im (β)dβ.
Posons à présent :
(80) S(xi)i∈Im ,e =
∞∑
q=1
q−(n+r−s)
∑
06a<q
pgcd(a,q)=1
Sa,q,e((xi)i∈Im),
(81) J(xi,ei)i∈Im ,k =
∫
β∈R
Ik,(xi,ei)i∈Im (β)dβ.
Nous allons à présent démontrer des analogues des lemmes 3.29 et 3.30 :
Lemme 4.7. Soit (xi)i∈Im ∈ Aλm ∩ Zs. Si l’on suppose
Kmbm >
bm + 3 m∑
j=1
bj
 d˜m + 2,
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l’intégrale J(xi,ei)i∈Im ,k est absolument convergente et on a de plus
|J(xi,ei)i∈Im ,k(
1
2
P d˜mθ)− J(xi,ei)i∈Im ,k|
≪
 r∏
j=m+1
k
dj
j

2
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
P
(
(1+
2
∑m
j=1 bj
bm+
∑m
j=1
bj
)d˜m−
bmKm
bm+
∑m
j=1
bj
)
θ+ε
.
Par ailleurs
|J(xi,ei)i∈Im ,k| ≪
 r∏
j=m+1
k
dj
j

2
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
.
Démonstration. Considérons β ∈ R et choisissons des paramètres P1, ..., Pm,
P et θ′ tels que
(82) |β| = 1
2
P d˜mθ
′
,
(83)
 m∏
j=1
Pj
P−Kmθ′ =
e0,m r∏
j=m+1
k
dj
j
2 P 2d˜mθ′P−1m .
Ces deux égalités impliquent alors m∏
j=1
Pj
P−Kmθ′ =
e0,m r∏
j=m+1
k
dj
j
2 (2|β|)2P−1m
et donc
(84) θ′ =
1
d˜m
log(2|β|) bm+
∑m
j=1 bj∑m
j=1 bjdj
2 log(e0,m
∏r
j=m+1 k
dj
j ) +
(
Km
d˜m
+ 2
)
log(2|β|)
.
En particulier
θ′ ≫ min{1, log(2|β|)
log(e0,m
∏r
j=m+1 k
dj
j )
}.
Par ailleurs l’égalité (83) impliquee0,m r∏
j=m+1
k
dj
j
2 P−1+3θ′d˜m =
 m∏
j=1
P
dj
j
−1 m∏
j=1
Pj
Pm︸ ︷︷ ︸
61
P (d˜m−Km)θ
′︸ ︷︷ ︸
<1
< 1,
79
et donc d’après le lemme 4.5, les arcs majeurs M(k)
′
a,q (θ′) sont disjoints. Dans
tout ce qui va suivre, nous fixerons ei = 1 pour tout i /∈ Im, et donc e0,m = 1.
On remarque que le réel P−1β appartient au bord de M(k)0,1 (θ
′). Par consé-
quent, en utilisant le lemme 4.3, on a :
(85)
|S(xi)i∈Im ,e(P−1β)| ≪
 r∏
j=m+1
k
∑
i/∈Im
ai,j+ε
j
 m∏
j=1
P
nj+1
j
P−Kmθ′+ε,
D’autre part, d’après le lemme 4.6 :
(86) S(xi)i∈Im ,e(P
−1β) =
 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj
j
 Ik,(xi,ei)i∈Im (β)
+O
 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj
j
 qP−1m P d˜mθ′
 .
Nous déduisons de (85) et (86) que :
|Ik,(xi,ei)i∈Im (β)| ≪
 r∏
j=m+1
kεj
 m∏
j=1
Pj
P−Kmθ′+ε +
 r∏
j=m+1
k
dj
j
P 2d˜mθ′P−1m
≪
 r∏
j=m+1
kj
ε m∏
j=1
Pj
P−Kmθ′+ε
=
 r∏
j=m+1
kj
ε P( ∑mj=1 bj∑mj=1 bjdj )−Kmθ′+ε
≪
 r∏
j=m+1
kj
ε |β| 1d˜mθ′( ∑mj=1 bj∑mj=1 bjdj +ε)−Km˜dm .
pour tout β ∈ R.
On a donc que
|J(xi,ei)i∈Im ,k(
1
2
P d˜mθ)− J(xi,ei)i∈Im ,k|
≪
 r∏
j=m+1
kj
ε ∫
|β|> 1
2
P d˜mθ
|β|
1
d˜mθ′
( ∑m
j=1 bj∑m
j=1
bjdj
+ε
)
−Km˜dm dβ.
Or, d’après l’égalité (84) :
1
d˜mθ′
bm +
∑m
j=1 bj∑m
j=1 bjdj
6
2 log
(∏r
j=m+1 k
dj
j
)
log(2|β|) +
(
Km
d˜m
+ 2
)
,
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donc
1
d˜mθ′
∑m
j=1 bj∑m
j=1 bjdj
6
( ∑m
j=1 bj
bm +
∑m
j=1 bj
)2 log
(∏r
j=m+1 k
dj
j
)
log(2|β|) +
(
Km
d˜m
+ 2
) ,
et ainsi :
|β|
1
d˜mθ′
( ∑m
j=1 bj∑m
j=1
bjdj
+ε
)
≪
 r∏
j=m+1
k
dj+ε
j

2
∑m
j=1 bj
bm+
∑m
j=1
bj
|β|
∑m
j=1 bj
bm+
∑m
j=1
bj
(
Km
d˜m
+2
)
+ε
.
On obtient alors :
|J(xi,ei)i∈Im ,k(
1
2
P d˜mθ)− J(xi,ei)i∈Im ,k|
≪
 r∏
j=m+1
k
dj+ε
j

2
∑m
j=1 bj
bm+
∑m
j=1
bj ∫
|β|> 1
2
P d˜mθ
|β|−
bm
bm+
∑m
j=1
bj
Km
˜dm
+
2
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
dβ
≪
 r∏
j=m+1
k
dj
j

2
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
P
((
1+
2
∑m
j=1 bj
bm+
∑m
j=1
bj
)
d˜m−
bmKm
bm+
∑m
j=1
bj
)
θ+ε
,
car on a supposé Kmbm >
(
bm + 3
∑m
j=1 bj
)
d˜m + 2, ce qui implique la
convergence. En particulier, si l’on choisit P ≪ 1, cette majoration donne :
|J(xi,ei)i∈Im ,k(
1
2
P d˜mθ)︸ ︷︷ ︸
≪1
−J(xi,ei)i∈Im ,k| ≪
 r∏
j=m+1
k
dj
j

2
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
,
et donc
|J(xi,ei)i∈Im ,k| ≪
 r∏
j=m+1
k
dj
j

2
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
,
et le lemme est démontré.
Nous allons à présent comparer S(xi)i∈Im ,e et S(xi)i∈Im ,e(φ(e,k, θ)). Pour
cela, introduisons la série génératrice (pour T > 1 fixé) :
(87) S˜(xi)i∈Im ,e(α) =
∑
(xi)i/∈Im
|xi|6T
e(αF (e.x)).
Comme nous l’avons fait pour le lemme 4.3, nous pouvons établir :
81
Lemme 4.8. Pour tout réel T > 1, l’une au moins des assertions suivantes
est vraie :
1. on a la majoration :
|S˜(xi)i∈Im ,e(α)| ≪ T n+r−s+ε−Kmθ
2. le réel α appartient à M˜(k)(θ),
où
(88) M˜(k)(θ) =
⋃
i∈I0,m
⋃
0<q6e0,m
(∏r
j=m+1 k
dj
j
)
T d˜mθ
⋃
06a<q
pgcd(a,q)=1
M˜
(i,k)
a,q (θ),
(89) M˜(i,k)a,q (θ) = {α ∈ [0, 1[ | |αq − a| < eiT−max{
∑
k>1 tj,k}+d˜mθ}.
Nous pouvons alors démontrer :
Lemme 4.9. Si l’on suppose que t est tel que, il existe j ∈ {1, ..., r} tel que∑
k>1 tj,k > 2, la série S(xi)i∈Im ,e est absolument convergente et on a de plus
|S(xi)i∈Im ,e(φ(e,k, θ))−S(xi)i∈Im ,e| ≪
e0,m r∏
j=m+1
k
dj
j
2+δ P θ(2d˜m−Km)+ε,
et
|S(xi)i∈Im ,e| ≪
e0,m r∏
j=m+1
k
dj
j
2+δ .
Démonstration. On considère q > φ(e,k, θ) et α = aq avec 0 6 a < q et
pgcd(a, q) = 1. On observe que
Sa,q,e((xi)i∈Im) = S˜(xi)i∈Im ,e(α),
avec T = q. On considère θ′ tel que q =
(
e0,m
∏r
j=m+1 k
dj
j
)
qd˜mθ
′
. Posons
par ailleurs θ′′ = θ′ − ν avec ν > 0 arbitrairement petit. Supposons qu’il
existe a′, q′ ∈ Z tels que q′ 6
(
e0,m
∏r
j=m+1 k
dj
j
)
qd˜mθ
′′
< q, 0 6 a′ < q′,
pgcd(a′, q′) = 1 et α ∈ M˜(i,k)a,q (θ′′). On a alors
1 6 |aq′ − a′q| 6 qeiqd˜mθ′′−maxj{
∑
k>1 tj,k} < q2−maxj{
∑
k>1 tj,k} 6 1,
ce qui est absurde. Donc α /∈ M˜(k)(θ′′). D’après le lemme précédent, on a
donc :
|Sa,q,e((xi)i∈Im)| = |S˜(xi)i∈Im ,e(α)| ≪ qn+r−s+ε−Kmθ
′
.
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Par conséquent,
|S(xi)i∈Im ,e(φ(e,k, θ))−S(xi)i∈Im ,e|
≪
∑
q>φ(e,k,θ)
q−(n+r−s)
∑
06a<q
pgcd(a,q)=1
|Sa,q,e((xi)i∈Im)|
≪
∑
q>φ(e,k,θ)
q1+ε−Kmθ
′
≪
∑
q>φ(e,k,θ)
q
−Km
d˜m
+1+ε
e0,m r∏
j=m+1
k
dj
j

Km
d˜m
≪
e0,m r∏
j=m+1
k
dj
j
2+δ P θ(2d˜m−Km)+ε.
En choisissant par ailleurs P ≪ 1, cette majoration implique (puisqueS(xi)i∈Im ,e(φ(e,k, θ))≪(
e0,m
∏r
j=m+1 k
dj
j
)2
) :
|S(xi)i∈Im ,e| ≪
e0,m r∏
j=m+1
k
dj
j
2+δ .
Nous pouvons alors établir le résultat suivant :
Lemme 4.10. Soit (xi)i∈Im ∈ Aλm ∩Zs. On suppose θ ∈ [0, 1] fixé, et P > 1
tels que
(
e0,m
∏r
j=m+1 k
dj
j
)2
< P 1−3d˜mθ. On a alors
N(xi)i∈Im ,e(P1, ..., Pm) = S(xi)i∈Im ,eJ(xi,ei)i∈Im ,k∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj−dj
j
+O(E1)+O(E2)+O(E3)
où
E1 = e0,m
∏
i/∈Im
ei
−1+ 12m  r∏
j=m+1
k
dj+ε+
∑
i/∈Im
ai,j
j
  m∏
j=1
P
nj−dj+1
j
P 2ε−∆(θ,Km),
E2 = e
4
0,m
∏
i/∈Im
ei
−1 r∏
j=m+1
k
4dj+
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj−dj
j
P−1m P 5d˜mθ,
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E3 = e
2+ε
0,m
∏
i/∈Im
ei
−1 r∏
j=m+1
k
2dj
(
1+
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
)
+
∑
i/∈Im
ai,j
j

 m∏
j=1
P
nj−dj
j
P((1+ 2∑mj=1 bjbm+∑mj=1 bj )d˜m− bmKmbm+∑mj=1 bj )θ+ε
Démonstration. Supposons dans un premier temps qu’il existe j ∈ {1, ..., r}
tel que
∑
k>1 tj,k > 2. D’après la formule (77), on a
N(xi)i∈Im ,e(P1, ..., Pm) = S(xi)i∈Im ,e(φ(e,k, θ))J(xi,ei)i∈Im ,k(
1
2
P d˜mθ)∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj−dj
j
+O(E2) +O(E1),
Par ailleurs, d’après les lemmes 4.7 et 4.9 :
|S(xi)i∈Im ,e(φ(e,k, θ))J(xi,ei)i∈Im ,k(
1
2
P d˜mθ)−S(xi)i∈Im ,eJ(xi,ei)i∈Im ,k|
≪ |S(xi)i∈Im ,e(φ(e,k, θ))−S(xi)i∈Im ,e||J(xi,ei)i∈Im ,k|
+ |S(xi)i∈Im ,e(φ(e,k, θ))||J(xi,ei)i∈Im ,k(
1
2
P d˜mθ)− J(xi,ei)i∈Im ,k|
≪ e2+ε0,m
 r∏
j=m+1
k
dj
j
2+
2
∑m
j=1 bj
bm+
∑m
j=1
bj
+2ε
P θ(2d˜m−Km)+ε
+ e2+ε0,m
 r∏
j=m+1
k
dj
j
2+
2
∑m
j=1 bj
bm+
∑m
j=1
bj
+2ε
P
(
(1+
2
∑m
j=1 bj
bm+
∑m
j=1
bj
)d˜m−
bmKm
bm+
∑m
j=1
bj
)
θ+ε
≪ e2+ε0,m
 r∏
j=m+1
k
dj
j
2+
2
∑m
j=1 bj
bm+
∑m
j=1
bj
+2ε
P
(
(1+
2
∑m
j=1 bj
bm+
∑m
j=1
bj
)d˜m−
bmKm
bm+
∑m
j=1
bj
)
θ+ε
,
d’où le résultat.
Le cas où la famille t choisie est telle que tj,k = 1 si (j, k) = (j, k(j))
(pour un entier k(j) fixé) et 0 sinon est particulier. Les variables auxquelles
nous nous intéresserons sont alors les xi telles que ai,j = k(j) pour tout
j ∈ {1, ...,m} et nous écrivons alors le polynôme F sous la forme :
F (e.x) =
∑
k∈J
ekAk((eixi)i∈Im)xk + F˜ ((eixi)i/∈J),
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où
J = {i ∈ I0,m | ∀j ∈ {1, ...,m}, ai,j = k(j)}.
On remarque alors que
|Sa,q,e((xi)i∈Im)| ≪
∑
(bk)k/∈J∪Im
∣∣∣∣∣∣
∑
(bk)k∈J
e
(
a
q
∑
k∈J
ekAk((eixi)i∈Im)bk
)∣∣∣∣∣∣
≪
∑
(bk)k/∈J∪Im
∏
k∈J
∣∣∣∣∣∣
∑
bk∈Z/qZ
e
(
a
q
∑
k∈J
ekAk((eixi)i∈Im)bk
)∣∣∣∣∣∣︸ ︷︷ ︸
=

 q si ekAk((xi)i∈Im) ≡ 0 (q)0 sinon
=
{
qn+r−s si ekAk((eixi)i∈Im) ≡ 0 (q) ∀k ∈ J
0 sinon
Or, pour q ≫ e0,m
∏r
j=m+1 k
dj
j , on a alors |ekAk((eixi)i∈Im)| < q pour tout
k ∈ J , et donc la condition ekAk((eixi)i∈Im) ≡ 0 (q) implique Ak((eixi)i∈Im) =
0. Or, pour (xi)i∈Im ∈ Aλm, la propriété Ak((eixi)i∈Im) = 0 pour tout
k ∈ J est impossible. Par conséquent, quitte à multiplier φ(e,k, θ) par une
constante, on a que
S(xi)i∈Im ,e
(φ(e,k, θ)) = S(xi)i∈Im ,e,
et en remplaçant J(xi,ei)i∈Im ,k(
1
2P
d˜mθ) par J(xi,ei)i∈Im ,k comme ci-dessus, on
retrouve le résultat du lemme.
En choisissant θ > 0 tel que θ < 1
5d˜m
∑m
j=1
bjdj
bm
, on obtient :
Corollaire 4.11. Soit (xi)i∈Im ∈ Aλm ∩ Zs. On suppose de plus que
bmKm > (bm + 3
m∑
j=1
bj)d˜m.
Il existe alors un réel δ > 0 tel que :
N(xi)i∈Im ,e(P1, ..., Pm) = S(xi)i∈Im ,eJ(xi,ei)i∈Im ,k∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj−dj
j

+O

e40,m
∏
i/∈Im
ei
−1 +
∏
i/∈Im
ei
− 12

 r∏
j=m+1
k
4dj+
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj−dj
j
P−δ
 ,
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uniformément pour tous (xi)i∈Im ,k tels quee0,m r∏
j=m+1
k
dj
j
2 P−1+3d˜mθ < 1.
Introduisons à présent pour b = (b1, ..., br) et δ > 0 fixés la fonction
(90) gm(b, δ) =
(
bm +
∑m
j=1 bj
bm
)
5d˜m
1− r∑
j=m+1
(1 + 5dj)
bj
bm
− δ
−1
 r∑
j=m+1
(
1 + dj
(
3 +
∑m
l=1 bl
bm +
∑m
l=1 bl
+ 2ε
))
bj
bm
+ 2δ
 .
Définissons par ailleurs :
(91)
N˜e,m(P1, ..., Pr) = Card
{
x ∈ (Z \ {0})n+r | ∀k ∈ {m, ..., r − 1}, (xi)i∈Ik ∈ Aλk ,
F (e.x) = 0, ∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
6 Pj , ∀i ∈ {1, ..., n + r},
|xi| 6 1
ei
r∏
j=1
(
⌊
|(e.x)E(n+j)|
⌋
+ 1)ai,j
 .
Théorème 4.12. On suppose que (m,d1) 6= (1, 1) et que
bmKm > (bm + 3
m∑
j=1
bj)d˜m,
Km −
bm + 3
∑m
j=1 bj
bm
d˜m > gm(b, δ),
et
r∑
j=m+1
(1 + 5dj)
bj
bm
< 1.
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On a alors :
(92)
N˜e,m(P1, ..., Pr) =
∑
∀j∈{m+1,...,r}, kj6Pj
 ∑
(xi)i∈Im∈Φm(k)
S(xi)i∈Im ,e
J(xi,ei)i∈Im ,k

∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj−dj
j

+O
e40,m
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)−1+ 1
2m
 r∏
j=1
P
nj−dj
j
P−δm
 ,
où Φm(k) désigne l’ensemble des (xi)i∈Im ∈ Aλm vérifiant (xi)i∈Ik ∈ Aλk
pour tout k ∈ {m, ..., r − 1} (remarquons que si k > m alors Ik ⊂ Im),
|xi| 6 1ei
∏r
j=m+1(kj + 1)
ai,j pour tout i ∈ Im et
⌊|(e.x)E(n+j)|⌋ 6 Pj pour
tout j ∈ {m+ 1, ..., r} tel que (e.x)E(n+j) ne dépend que de (xi)i∈Im.
Démonstration. D’après la formule du lemme 4.10 si l’on supposee0,m r∏
j=m+1
P
dj
j
2 P−1+3d˜mθ < 1,
on a
N˜e,m(P1, ..., Pr) =
∑
∀j∈{m+1,...,r}, kj6Pj
 ∑
(xi)i∈Im∈Φm(k)
S(xi)i∈Im ,e
J(xi,ei)i∈Im ,k

∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj−dj
j
+O(E1)+O (E2)+O (E3) ,
où
E1 ≪
∑
∀j∈{m+1,...,r}, kj6Pj
∑
(xi)i∈Im∈Φm(k)
e0,m
∏
i/∈Im
ei
−1+ 12m  r∏
j=m+1
k
dj+ε+
∑
i/∈Im
ai,j
j

 m∏
j=1
P
nj−dj+1
j
P 2ε−∆(θ,Km)
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E2 =
∑
∀j∈{m+1,...,r}, kj6Pj
∑
(xi)i∈Im∈Φm(k)
e40,m
∏
i/∈Im
ei
−1
 r∏
j=m+1
k
4dj+
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj−dj
j
P−1m P 5d˜mθ
≪
∑
∀j∈{m+1,...,r}, kj6Pj
e40,m
(
n+r∏
i=1
ei
)−1 r∏
j=m+1
k
nj+4dj
j
 m∏
j=1
P
nj−dj
j
P 5d˜mθ
(∑m
j=1 bjdj
bm
)
−1
m
≪ e40,m
(
n+r∏
i=1
ei
)−1 r∏
j=m+1
P
nj+1+4dj
j
 m∏
j=1
P
nj−dj
j
P 5d˜mθ
(∑m
j=1 bjdj
bm
)
−1
m
≪ e40,m
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj
j
P−δ1m .
où
−δ1 =
r∑
j=m+1
(1 + 5dj)
bj
bm
+ 5d˜mθ
(∑m
j=1 bjdj
bm
)
− 1,
et
E3 =
∑
∀j∈{m+1,...,r}, kj6Pj
∑
(xi)i∈Im∈Φm(k)
e2+ε0,m
∏
i/∈Im
ei
−1 +
∏
i/∈Im
ei
− 12

 r∏
j=m+1
k
2dj
(
1+
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
)
+
∑
i/∈Im
ai,j
j

 m∏
j=1
P
nj−dj
j
P((1+ 2∑mj=1 bjbm+∑mj=1 bj )d˜m− bmKmbm+∑mj=1 bj )θ+ε
≪
e2+ε0,m
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=m+1
P
nj+1+2dj
(
1+
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
)
j

 m∏
j=1
P
nj−dj
j
P((1+ 2∑mj=1 bjbm+∑mj=1 bj )d˜m− bmKmbm+∑mj=1 bj )θ+ε
≪
e2+ε0,m
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=m+1
P
nj+1+2dj
(
1+
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
)
j
 m∏
j=1
P
nj−dj
j
P−δ2m
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où
− δ2 =
(
(
bm + 3
∑m
j=1 bj
bm +
∑m
j=1 bj
)d˜m − bmKm
bm +
∑m
j=1 bj
)
θ
∑m
j=1 bjdj
bm
+ ε
−
r∑
j=m+1
(
1 + dj
(
3 +
∑m
l=1 bl
bm +
∑m
l=1 bl
+ 2ε
))
bj
bm
.
Remarquons que E1 est négligeable par rapport à ce terme d’erreur. On
choisit alors
θ =
1
5d˜m
(
bm∑m
j=1 bjdj
)1− r∑
j=m+1
(1 + 5dj)
bj
bm
− δ
 ,
de sorte que δ1 = δ. Par ailleurs ce choix de θ implique
gm(b, δ) =
(
bm +
∑m
j=1 bj∑m
j=1 bjdj
)
θ−1
 r∑
j=m+1
(
1 + dj
(
3 +
∑m
l=1 bl
bm +
∑m
l=1 bl
+ 2ε
))
bj
bm
+ 2δ
 ,
et donc puisque l’on a supposé
Km −
bm + 3
∑m
j=1 bj
bm
d˜m > gm(b, δ),
on a alors δ2 < ε−2δ < −δ, ce qui achève la démonstration de la proposition
pour le cas où e est tel que
(
e0
∏r
j=m+1 P
dj
j
)2
P−1+3d˜mθ < 1. Dans le cas
contraire, on remarque que l’égalité est triviale car le terme d’erreur est
alors dominant : en effet, si l’on suppose
(
e0
∏r
j=m+1 P
dj
j
)2
> P 1−3d˜mθ, on
a l’estimation triviale :
N˜e,m(P1, ..., Pr)≪
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j

≪ e40,m
 r∏
j=1
P
dj
j
4(n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
P−2+6d˜mθ
≪ e40,m
 r∏
j=1
P
dj
j
4 P−1+6d˜mθ
 r∏
j=1
P
nj−dj
j
 .
Or, par le choix de θ on a
P−1+6d˜mθ ≪
 r∏
j=1
P
dj
j
−4 P 65mP−1 ≪
 r∏
j=1
P
dj
j
−4 P−δm ,
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car P =
∏m
j=1 P
dj
j > P
2
m (puisque (m,d1) 6= (1, 1)). Par conséquent, on
obtient
N˜e,m(P1, ..., Pr)≪ e40,m
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj
j
P−δm .
Par ailleurs, en utilisant les lemmes 4.7 et 4.9 on trouve :
∑
∀j∈{m+1,...,r}, kj6Pj
 ∑
(xi)i∈Im∈Φm(k)
S(xi)i∈Im ,e
J(xi,ei)i∈Im ,k

∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj−dj
j

≪ e2+δ0,m
(
n+r∏
i=1
ei
)−1 r∏
j=m+1
P
dj
j
4+δ r∏
j=m+1
P
nj
j
 m∏
j=1
P
nj−dj
j

≪ e40,m
(
n+r∏
i=1
ei
)−1 r∏
j=m+1
t
dj
j
7 r∏
j=1
P
nj−dj
j
P−1+3d˜mθ+δ
≪ e40,m
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj
j
P 75−2m︸ ︷︷ ︸
6P−δm
,
étant donné que
(∏r
j=m+1 P
1+5dj
j
)
< Pm puisque l’on a supposé
∑r
j=m+1(1+
5dj)
bj
bm
< 1, et que P−1+3d˜
mθ ≪
(∏r
j=m+1 P
− 3
5
(1+5dj )
j
)
P
3
5
m P
−1︸︷︷︸
6P−2m
. d’où le ré-
sultat.
4.3 Cas particulier
Nous allons ici traiter le cas particulier où m = 1 et d1 = 1 (ce qui
implique que la famille t = (t1,K) est telle que t1,K = 1 si K = 1 et t1,K = 0
sinon. Le polynôme F est alors du type :
F (x) =
∑
k∈J
Ak((xi)i∈I1)xk
où
J = {i ∈ {1, ..., n + r} | ai,1 = 1}.
Il est facile de se ramener au cas où J = I1. Nous devons alors calculer le
nombre de points à coordonnées bornées d’un réseau hyperplan : en effet on
a pour k = (k2, ..., kr) fixé, et (xi)i∈I1 ∈ Φ1(k)
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N(xi)i∈I1 ,e(P1) = Card
{
(xi)i/∈I1 ∈ (Z \ {0})n+r−s |
∑
k∈J
Ak((ei, xi)i∈I1)ekxk = 0,
∀j ∈ {2, ..., r},
⌊
|(e.x)E(n+j)|
⌋
= kj ,
⌊
|(e.x)E(n+1)|
⌋
6 P1,
∀i /∈ I1, |xi| 6 1
ei
 r∏
j=2
(kj + 1)
ai,j
(⌊|(e.x)E(n+1)|⌋+ 1)
 .
Commençons par introduire la définition suivante :
Définition 4.13. Soit S un sous-ensemble de Rn, et soit c un entier tel que
0 6 c 6 d. Pour M ∈ N et L > 0, on dit que S appartient à Lip(n, c,M,L)
s’il existe M applications φ : [0, 1]n−c → Rd vérifiant :
||φ(x)− φ(y)||2 6 L||x− y||2,
||.||2 désignant la norme euclidienne, telles que S soit recouvert par les images
de ces applications.
On a le résultat suivant (cf. [M-V, Lemme 2]) :
Lemme 4.14. Soit S ⊂ Rn un ensemble borné dont le bord ∂S appartient
à Lip(n, 1,M,L). L’ensemble S est alors mesurable et si Λ est un réseau de
Rn de premier minimum successif λ1, on a∣∣∣∣card(S ∩ Λ)− Vol(S)det(Λ)
∣∣∣∣ 6 c(n)M ( Lλ1 + 1
)n−1
,
où c(n) est une constante ne dépendant que de n.
Nous allons utiliser ce lemme pour évaluer, pour tout k1 6 P1, le cardinal
N(xi)i∈I1 ,e,k1 = Card
{
(xi)i/∈I1 ∈ (Z \ {0})n+r−s
∣∣∣∣∣ ∑
k∈J
Ak((eixi)i∈I1)ekxk = 0,
∀j ∈ {2, ..., r},
⌊
|(e.x)E(n+j)|
⌋
= kj ,
⌊
|(e.x)E(n+1)|
⌋
6 P1,
∀i /∈ I1, |xi| 6 1
ei
 r∏
j=1
(kj + 1)
ai,j
 , ⌊|(e.x)E(n+1)|⌋ 6 k1
 .
Notons He,(xi)i∈I1 l’hyperplan de R
n+r−s défini par
He,(xi)i∈I1 = {(xi)i/∈I1 ∈ R
n+r−s | F (e.x) =
∑
k∈J
Ak((eixi)i∈I1)ekxk}.
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On note par ailleurs Ce,(xi)i∈I1 le polytope convexe Be,(xi)i∈I1 ∩He,(xi)i∈I1 où
Be,(xi)i∈I1 =
∏
i/∈I1
− 1
ei
r∏
j=2
(kj + 1)
ai,j ,
1
ei
r∏
j=2
(kj + 1)
ai,j

et Λe,(xi)i∈I1 le réseau Z
n+r−s ∩He,(xi)i∈I1 . Nous allons appliquer le lemme
4.14 à S = k1Ce,(xi)i∈I1 et Λ = Λe,(xi)i∈I1 vus respectivement comme un
sous-ensemble et un réseau de He,(xi)i∈I1 que l’on identifiera à R
n+r−s+1.
Nous allons pour cela montrer que le bord de S appartient à
Lip(n+r−s, 1, (n+r−s−1)
∏
i/∈I1
2
ei
r∏
j=2
(kj+1)
ai,j , k1(n+r−s−2)
√
n+ r − s).
Une face du polytope Ce,(xi)i∈I1 est obtenue en prenant l’intersection d’une
face F de Be,(xi)i∈I1 avec He,(xi)i∈I1 . Considérons par exemple l’intersec-
tion (supposée non vide) de la face F = {(xi)i/∈I1 ∈ Be,(xi)i∈I1 | xi0 =
1
ei0
∏r
j=2(kj + 1)
ai0,j} avec He,(xi)i∈I1 . La face F peut être subdivisée en
M0 =
∏
i/∈I1
i 6=i0
2
ei
∏r
j=2(kj + 1)
ai,j sous-faces F1, ..., FM0 qui sont des cubes de
taille 1 de centres notés c1, ..., cM0 . Pour simplifier les notations, on pose
∀k ∈ J, αk = Ak((ei, xi)i∈I1)
de sorte que He,(xi)i∈I1 a pour équation∑
k∈J
αkekxk = 0
(les αk étant non tous nuls). On peut par conséquent subdiviser chaque face
Fl ∩ He,(xi)i∈I1 . Pour l ∈ {1, ...,M0} quelconque, on a pour tout (xi)i∈J ∈
Fl ∩He,(xi)i∈I1 :
αi0
r∏
j=2
(kj + 1)
ai0,j +
∑
k∈J\{i0}
αkekxk = 0
avec maxk∈J\{i0} |αk| 6= 0 puisque l’intersection Fl ∩He,(xi)i∈I1 est non vide.
Posons alors
|αk0 | = max
k∈J\{i0}
|αk|,
et on a zk0 = −
αi0
∏r
j=2(kj+1)
ai0,j
ek0αk0
−∑k∈J\{i0,k0} ekαkek0αk0 xk, et on peut construire
l’application
φFl : [0, 1]
n+r−s−2 → He,(xi)i∈I1
(tk)k∈J\{i0,k0} 7→ (xk)k∈j
,
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avec
xk =

1
ei0
∏r
j=2(kj + 1)
ai0,j si k = i0
−αi0
∏r
j=2(kj+1)
ai0,j
ek0αk0
−∑k∈J\{i0,k0} ekαkek0αk0 xk si k = k0
(12 − tk) + cl si k ∈ J \ {i0, k0}
Il est alors clair que Fl ∩He,(xi)i∈I1 ⊂ φFl([0, 1]n+r−s−2) et que
||φFl(t)− φFl(t′)||2 6
√
n+ r − s||φFl(t)− φFl(t′)||∞
6
√
n+ r − smax
1, ∑
k∈J\{i0,k0}
|ekαk|
|ek0αk0 |
 ||t− t′||∞
6 (n+ r − s− 2)√n+ r − s||t − t′||2.
Par conséquent, on a bien que le bord de Ce,(xi)i∈I1 appartient à :
Lip(n+r−s, 1, (n+r−s−1)
∏
i/∈I1
2
ei
r∏
j=2
(kj+1)
ai,j , (n+r−s−2)√n+ r − s),
et donc que le bord de k1Ce,(xi)i∈I1 appartient à
Lip(n+r−s, 1, (n+r−s−1)
∏
i/∈I1
2
ei
r∏
j=2
(kj+1)
ai,j , k1(n+r−s−2)
√
n+ r − s).
De plus puisque Λe,(xi)i∈I1 ⊂ Zn+r−s le premier minimum successif de ce
réseau est supérieur ou égal à 1. Ainsi, puisque
(93) N(xi)i∈I1 ,e,k1 = card(Λe,(xi)i∈I1 ∩ k1Ce,(xi)i∈I1 )
le lemme 4.14 nous donne :
N(xi)i∈I1 ,e,k1 = k
n+r−s−1
1
Vol(Ce,(xi)i∈I1 )
det(Λe,(xi)i∈I1 )
+On,r,s
∏
i/∈I1
ei
−1 r∏
j=2
k
∑
i/∈I1
ai,j
j
 kn+r−s−21
 ,
uniformément pour tout (xi)i∈I1 . Remarquons que
Vol(Ce,(xi)i∈I1 )
det(Λe,(xi)i∈I1 )
≪
∏
i/∈I1
ei
−1 r∏
j=2
k
∑
i/∈I1
ai,j
j

(car det(Λe,(xi)i∈I1 ) > 1).
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Nous pouvons alors en déduire que
Card
{
(xi)i/∈Im ∈ (Z \ {0})n+r−s |
∑
k∈J
Ak((eixi)i∈I1)xk = 0,
∀j ∈ {2, ..., r},
⌊
|(e.x)E(n+j)|
⌋
= kj,
∀i /∈ I1, |xi| 6 1
ei
 r∏
j=1
(kj + 1)
ai,j
 , (⌊|(e.x)E(n+1)|⌋ = k1)

= N(xi)i∈I1 ,e,k1 −N(xi)i∈I1 ,e,k1−1
=
(
kn+r−s−11 − (k1 − 1)n+r−s−1
) Vol(Ce,(xi)i∈I1 )
det(Λe,(xi)i∈I1 )
+On,r,s
∏
i/∈I1
ei
−1 r∏
j=2
k
∑
i/∈I1
ai,j
j
(kn+r−s−21 − (k1 − 1)n+r−s−2)

= (n+ r − s− 1)kn+r−s−21
Vol(Ce,(xi)i∈I1 )
det(Λe,(xi)i∈I1 )
+On,r,s
∏
i/∈I1
ei
−1 r∏
j=2
k
∑
i/∈I1
ai,j
j
 kn+r−s−31

Par conséquent, en sommant sur les k1 6 P1 on obtient un résultat
analogue à celui du corollaire 4.11 :
(94)
N(xi)i∈I1 ,e(P1) =
Vol(Ce,(xi)i∈I1 )
det(Λe,(xi)i∈I1 )
Pn+r−s−11 +O
∏
i/∈I1
ei
−1 r∏
j=2
k
∑
i/∈I1
ai,j
j
Pn+r−s−21
 ,
uniformément pour tous e, (xi)i∈I1 ,k = (k2, ..., kr). On peut en déduire, en
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sommant sur les (xi)i∈I1 :
N˜e,1(P1, ..., Pr) =
∑
k | kj6Pj
∑
(xi)i∈I1∈φ1(k)
Vol(Ce,(xi)i∈I1 )
det(Λe,(xi)i∈I1 )
Pn+r−s−11
+O
( n∏
i=1
ei
)−1 ∑
k | kj6Pj
 r∏
j=2
k
nj
j
Pn1−21

=
∑
k | kj6Pj
∑
(xi)i∈I1∈φ1(k)
Vol(Ce,(xi)i∈I1 )
det(Λe,(xi)i∈I1 )
Pn+r−s−11
+O
( n∏
i=1
ei
)−1 r∏
j=2
P
nj+1
j
Pn1−21
 .
Par ailleurs, si l’on suppose b1 >
∑r
j=2 bj(dj + 1) + δ, le terme d’erreur
est alors du type O
(
(
∏n
i=1 ei)
−1
(∏r
j=1 P
nj−dj
j
)
P−δr
)
. D’où le résultat ci-
dessous qui est un équivalent du théorème 4.12 :
Théorème 4.15. Si l’on suppose P1 > P2 > ... > Pr, Pj = P
bj
r , b1 >∑r
j=2 bj(dj + 1) + δ, et (m,d1) = (1, 1), alors on a :
N˜e,1(P1, ..., Pr) =
∑
k | kj6Pj
∑
(xi)i∈I1∈φ1(k)
Vol(Ce,(xi)i∈I1 )
det(Λe,(xi)i∈I1 )
Pn+r−s−11
+O
( n∏
i=1
ei
)−1 r∏
j=1
P
nj−dj
j
 .
5 Troisième étape
Nous allons à présent utiliser les résultats obtenus dans les sections précé-
dentes pour obtenir une formule asymptotique pour NU,e(P1, ..., Pr) valable
pour tous P1, ..., Pr . Plus précisément, nous allons montrer pour un ouvert U
bien choisi (voir (103)) et une constante m que nous préciserons (voir (98)),
le théorème ci-dessous :
Théorème 5.1. Si l’on suppose que n+ r > m alors
On en déduit
(95) NU,e(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 .
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Si σ ∈ Sr est tel que Pσ(1) > Pσ(2) > ... > Pσ(r) nous poserons pour
tout j ∈ {1, ..., r}, Pσ(j) = P bσ,jσ(r) avec bσ,j > 1 (et bσ,r = 1). Nous poserons
alors bσ = (bσ,1, ..., bσ,r). Nous noterons également pour tout (σ,m) ∈ Sr ×
{1, ..., r} :
Iσ,m = {i ∈ {1, ..., n + r} | ∀j ∈ {1, ...,m}, ai,σ(j) = 0}.
Fixons par ailleurs un ensemble de degrés t(σ,m) en les variables (xi)i 6=Im,σ
pour chaque (σ,m) ∈ Sr × {1, ..., r − 1} et notons
(96) Aλσ,m =
{
(xi)i∈Iσ,m | ∀j0 ∈ {σ(1), ..., σ(m)}, ∀Kj0 ∈ {1, ..., dj0},
dimV ∗
σ,m,(xi)i∈Iσ,m ,t
(σ,m),(j0,Kj0 )
< dimV ∗
σ,m,t(σ,m),(j0,Kj0 )
− s+ λ
}
où l’on a posé
V ∗
σ,m,t(σ,m),(j0,Kj0)
= {x ∈ An+rC | ∀i ∈ J(j0,Kj0),
∂Ft(σ,m)
∂xi
(x) = 0},
V ∗
σ,m,(xi)i∈Iσ,m ,t
(σ,m),(j0,Kj0 )
= {x /∈ Iσ,m | ∀i ∈ J(j0,Kj0),
∂Ft(σ,m)
∂xi
(x) = 0},
avec
J(j0,Kj0) = {i ∈ {1, ..., n + r} | ai,j0 = Kj0}.
Pour tout (σ,m) ∈ Sr × {1, ..., r − 1}, on note alors :
gσm(bσ, δ)) =
(
bσ,m +
∑m
j=1 bσ,j
bσ,m
)
5d˜σ,m
1− r∑
j=m+1
(1 + 5dσ(j))
bσ,j
bσ,m
− δ
−1
 r∑
j=m+1
(
1 + dσ(j)
(
3 +
∑m
l=1 bσ,l
bσ,m +
∑m
l=1 bσ,l
+ 2ε
))
bσ,j
bσ,m
+ 2δ
 ,
(pour σ = Id, nous retrouvons gIdm = gm où gm a été défini par (90)),
hσ
m,t(σ,m)
((bτ )τ∈Sr ) = 2
∑m
j=1D
(σ,m)
σ(j) (
bσ,m + 3
∑m
j=1 bσ,j
bσ,m
d˜σ,m + g
σ
m(bσ, δ))
+ 4rmax
τ∈Sr
 r∑
j=1
bτ,jdτ(j) + δ
+ max
(j0,Kj0)
dimV ∗
σ,m,t(σ,m),(j0,Kj0 )
,
où d˜σ,m = (
∑m
j=1 dσ(j))− 1, et
hσ
r,t(σ,r)
(bσ) = 2
∑r
j=1D
(σ,r)
σ(j) max{
2 + 5 r∑
j=1
bσ,j
 d˜σ, (2δ + 1) r∑
j=1
bσ,jdσ(j)}
+ max
(j0,Kj0)
dimV ∗
σ,t(r,σ),(j0,Kj0 )
.
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On pose alors
h(t(σ,m))(σ,m)∈Sr×{1,...,r}
((bτ )τ∈Sr ) = max
m∈{1,...,r}
hσ
m,t(σ,m)
((bτ )τ∈Sr) .
et on considère (b˜σ)σ∈Sr = (b˜σ,1, ..., b˜σ,r)σ∈Sr les réels b˜σ,j minimisant la
fonction h(t(σ,m))(σ,m)∈Sr×{1,...,r} sur le domaine défini par :
∀σ ∈ Sr, bσ,1 > ... > bσ,r−1 > bσ,r = 1,
(97) ∀σ ∈ Sr, ∀m ∈ {1, ..., r − 1},
r∑
j=m+1
(1 + 5dσ(j))
bσ,j
bσ,m
< 1.
On pose alors
(98) m = h(t(σ,m))(σ,m)∈Sr×{1,...,r}
(
(b˜τ )τ∈Sr
)
.
On choisit alors
(99) λ = 4r max
σ∈Sr

r∑
j=1
b˜σ,jdσ(j) + δ
 .
Remarquons qu’il est possible de majorer m par un réel plus simple :
Lemme 5.2. On a que
m 6 r(8.2
∑r
j=1 dj+4)
 r∏
j=1
(3 + 10dj)
 r∑
j=1
dj
+ max
m∈{1,...,r}
σ∈Sr
max
(j,k)∈Cm,τ
dimV ∗σ,m,d,(j,k).
Démonstration. Choisissons (bσ,j)j∈{1,...,r−1}
σ∈Sr
tels que pour tout (m,σ) ∈
{1, ..., r} ×Sr :
r∑
j=m+1
(1 + 5dσ(j))
bσ,j
bσ,m
=
1
2
.
Ceci est possible si et seulement si pour tout (m,σ) :
bσ,m = (2 + 10dσ(r))
r−1∏
j=m+1
(3 + 10dσ(j)),
donc en particulier, pour tous j < m :
bσ,m = bσ,j
m∏
k=j
(3 + 10dσ(k)).
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On a alors
bσ,m +
∑m
j=1 bσ,j
bσ,m
= 2 +
m−1∑
j=1
m∏
k=j
(3 + 10dσ(k))
6 m
m∏
j=1
(3 + 10dσ(k))
ainsi que
bσ,m + 3
∑m
j=1 bσ,j
bσ,m
6 3m
m∏
j=1
(3 + 10dσ(k)).
On remarque enfin que pour δ > 0 choisi assez petit :
r∑
j=m+1
(
1 + dσ(j)
(
3 +
∑m
l=1 bσ,l
bσ,m +
∑m
l=1 bσ,l
+ 2ε
))
bσ,j
bσ,m
+ 2δ
6
r∑
j=m+1
(1 + 4dσ(j))
bj
bm
6
1
2
− δ
Ainsi :
gσm(bσ, δ) 6 5md˜σ,m
m∏
j=1
(3 + 10dσ(j)).
Par ailleurs, on a que, pour tout τ ∈ Sr,
r∑
j=1
bτ,jdτ(j) + δ 6 dτ(r) +
r−1∑
m=1
(2 + 10dτ(r))dτ(m)
r−1∏
j=m+1
(3 + 10dτ(j))
6 (2 + 10dτ(r))
r∑
m=1
dτ(m)
r−1∏
j=m+1
(3 + 10dτ(j))
6
 r∏
j=1
(3 + 10dτ(j))
 ( r∑
m=1
dτ(m))
6
 r∏
j=1
(3 + 10dτ(j))
 ( r∑
m=1
dτ(m)).
De plus,
r∑
j=1
D
(σ,m)
σ(j) 6
r∑
j=1
dj.
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Nous déduisons de ces calculs que pour tous (m,σ)
hσ
m,t(σ,m)
((bτ )τ∈Sr )
6 r(8.2
∑r
j=1 dj + 4)
 r∏
j=1
(3 + 10dj)
 r∑
j=1
dj
+ dimV ∗m,σ,d,(j,k).
À partir d’ici, on supposera, sauf indication contraire, que P1 > P2 >
... > Pr (les autres cas se traitant de la même manière). Pour simplifier les
notations nous noterons b1 = bId,1, ..., br = bId,r, b˜1 = b˜Id,1, ..., b˜r = b˜Id,r et
t(m) = t(Id,m). L’objectif de ce qui va suivre est de donner trouver une for-
mule asymptotique pour Ne(P1, ..., Pr) valable pour tous P1, ..., Pr tels que
P1 > P2 > ... > Pr.
Commençons par démontrer le résultat ci-dessous qui s’avérera utile pour
la suite :
Proposition 5.3. Avec les notations de la section précédente, l’ensemble
Aλm est un ouvert de Zariski de AsC, et on a de plus que
dim(Aλm)c 6 max{0, s − λ}.
Démonstration. Il suffit de montrer que pour (j0,Kj0) fixé quelconque, l’en-
semble
Aλ,cm,(j0,Kj0) =
{
(xi)i∈Im | dimV ∗m,(xi)i∈Im ,t(m),(j0,Kj0) > dimV
∗
m,t(m),(j0,Kj0)
− s+ λ
}
est un fermé de Zariski de AsC de dimension inférieure ou égale à s− λ.
Considérons le sous-réseau N ′ de Zn défini par
N ′ =
⊕
i∈{1,...,n}
i/∈Im
Zvi.
Par définition de Im, on a que, pour tout j ∈ {1, ...,m},
vn+j = −
∑
i∈{1,...,n}
i/∈Im
ai,jvi.
On considère alors l’éventail ∆′ de N ′R =
⊕
i∈{1,...,n}
i/∈Im
Rvi défini par les
cônes (σ ∩ N ′R)σ∈∆. Cet éventail a alors pour arêtes (R+vi)i∈{1,...,n}
i/∈Im
et
(R+vn+j)j∈{1,...,m}. Notons alors Xm la variété torique (complète et lisse)
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définie par N ′ et ∆′. Cette variété est de dimension n+ r − s −m. Remar-
quons que cette variété est en fait isomorphe à l’adhérence des orbites d’un
point de l’orbite ouverte de X sous l’action d’un sous-tore Tm (de dimension
n+ r − s−m) du tore T de X.
Notons Y(j0,Kj0) le fermé de A
s
C ×Xm(C) défini par
Y(j0,Kj0 ) = {((xi)i∈Im , (xi)i/∈Im) ∈ A
s
C×Xm(C) | ∀i ∈ J(j0,Kj0),
∂Ft(m)
∂xi
(x) = 0}.
La projection canonique pi : Y(j0,Kj0) ⊂ AsC × Xm(C) → AsC est un mor-
phisme projectif donc fermé. Par conséquent, d’après [G-D, Corollaire 13.1.5],
{(xi)i∈Im ∈ AsC | dimY(j0,Kj0),(xi)i∈Im︸ ︷︷ ︸
=pi−1((xi)i∈Im
> dimV ∗
m,t(m),(j0,Kj0 )
− s+ λ−m}
est un fermé, et puisque dimY(j0,Kj0),(xi)i∈Im = dimV
∗
m,(xi)i∈Im ,t,(j0,Kj0 )
−m,
on trouve bien que Aλm,(j0,Kj0) est un fermé de Zariski.
Remarquons à présent que d’une part, Xm est le quotient d’un ouvert
Um de An+r−s par l’action d’un tore de dimension m. Par conséquent
dimY(j0,Kj0) = dimV
∗
m,t(m),(j0,Kj0)
−m.
D’autre part,
Y(j0,Kj0 ) ∩ (A
λ,c
m,(j0,Kj0)
×Xm(C)) =
⊔
(xi)i∈Im∈A
λ,c
m,(j0,Kj0
)
pi−1((xi)i∈Im),
et on a alors que
dim(Aλ,cm,(j0,Kj0)) + dimV
∗
m,t(m),(j0,Kj0)
− s+ λ−m 6 dimY(j0,Kj0)
= dimV ∗
m,t(m),(j0,Kj0)
−m,
ce qui implique :
dimAλ,cm,(j0,Kj0) 6 s− λ,
d’où le résultat.
Remarque 5.4. On peut montrer de façon analogue que la même propriété
est vraie pour tous les Aλm,σ.
Nous aurons également besoin du lemme ci-dessous :
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Lemme 5.5. Si l’on considère J ⊂ {1, ..., n + r} de cardinal noté t, et si F
est un fermé de l’espace affine AtC = {(xi)i∈J} tel que dimF 6 t− α (pour
α ∈ N), on a alors
Card{(xi)i∈J ∈ F ∩ ZJ | ∀i ∈ J, |xi| 6 Ti}
≪
(∏
i∈J
ei
)− 1
2
 r∏
j=1
P
∑
i∈J ai,j
j
P−α2j0 ,
(la constante implicite ne dépendant que du degré de F ) où
j0 = min{j ∈ {1, ..., r} | ∀i ∈ J, ∃l 6 j | ai,l 6= 0}.
Démonstration. En utilisant par exemple la démonstration de [Br, Théorème
3.1]), on montre que (en remarquant que, pour tout i ∈ J , Ti > Pj0) :
Card{(xi)i∈J ∈ F ∩ ZJ | ∀i ∈ J, |xi| 6 Ti} ≪ max
i1,...,it−α∈J
t−α∏
l=1
Til
∑
i1,...,iα∈J
(∏
i∈J
Ti
)(
α∏
l=1
Til
)−1
≪
∑
i1,...,iα∈J
 ∏
l∈{i1,...,iα}
el
(∏
i∈J
ei
)−1 r∏
j=1
P
∑
i∈J ai,j
j
P−αj0 .
Si l’on suppose que
∑
i1,...,iα∈J
(∏
l∈{i1,...,iα}
el
)
≪ (∏i∈J ei) 12 P α2j0 ce terme
peut être majoré par :(∏
i∈J
ei
)− 1
2
 r∏
j=1
P
∑
i∈J ai,j
j
P−α/2r .
Si au contraire
∑
i1,...,iα∈J
(∏
l∈{i1,...,iα}
el
)
≫ (∏i∈J ei) 12 P α2j0 on a alors que(∏
i∈J ei
) 1
2 P
−α
2
j0
≫ 1 et on obtient trivialement la même majoration. D’où
le résultat.
Démontrons le résultat suivant :
Lemme 5.6. On suppose que n+ r > m. On a alors
∑
kr6Pr
 ∑
(xi)i∈Im∈Φr−1(kr)
S(xi)i∈Ir−1 ,e
J(xi,ei)i∈Ir−1 ,k
 ∏
i/∈Ir−1
ei
−1 k∑i/∈Ir−1 ai,rr
= Cσ,eP
nr−dr
r +O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
Pnr−dr−δr
 .
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Démonstration. On choisit P1, ..., Pr−1 tels que bj = b˜j pour tout j ∈ {1, ..., r}.
On a par définition de Kr−1 :
Kr−1 = (n+ r − λ− max
(j0,Kj0)
dimV ∗
r−1,t(r−1),(j0,Kj0)
− ε)/2
∑r−1
j=1 D
(r−1)
j .
La condition n+ r > m > hr−1,t(r−1)(b, (b˜σ)σ 6=Id) implique alors (par défini-
tion de hr−1,t(r−1)) que
Kr−1 −
br−1 + 3
∑r−1
j=1 bj
br−1
d˜r−1 > gr−1(b, δ),
et nous pouvons alors appliquer le théorème 4.12, ce qui nous donne :
(100)
N˜e,r−1(P1, ..., Pr) =
∑
kr6Pr
 ∑
(xi)i∈Im∈Φr−1(kr)
S(xi)i∈Ir−1 ,e
J(xi,ei)i∈Ir−1 ,kr

 ∏
i/∈Ir−1
ei
−1 k∑i/∈Ir−1 ai,rr
r−1∏
j=1
P
nj−dj
j

+O
e40,r−1
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr−1
 .
En observant par ailleurs que n+r > m > hr,t(r)(b) impliqueK > max{(5
∑r
j=1 bj+
2)d˜, (2δ + 1)
∑r
j=1 bjdj}, on donc appliquer le théorème 3.32 et on a :
(101) Ne(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj−δ
j
 .
D’autre part, on observe que :
Ne(P1, ..., Pr) = N˜e,r−1(P1, ..., Pr)
+O

∑
(xi)i∈Ir−1∈(A
λ
r−1)
c∩Zs
|xi|6
1
ei
P
ai,r
r
 ∏
i/∈Ir−1
ei
−1r−1∏
j=1
P
nj
j
P∑i/∈Ir−1 ai,rr
 .
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En utilisant le lemme 5.5, on remarque que le terme d’erreur de la formule
ci-dessus peut être majoré par
 ∏
i/∈Ir−1
ei
−1r−1∏
j=1
P
nj
j
P∑i/∈Ir−1 ai,rr
 ∏
i∈Ir−1
ei
− 12 P∑i∈Ir−1 ai,rr P−λ2r .
On a donc finalement :
Ne(P1, ..., Pr) = N˜e,r−1(P1, ..., Pr) +O
(n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj
j
P−λ/2r

= N˜e,r−1(P1, ..., Pr) +O
(n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 ,
puisque λ > 2r⌈∑rj=1 bjdj+δ⌉. En remplaçant Ne(P1, ..., Pr) et N˜e,r−1(P1, ..., Pr)
par leurs expressions dans (100), (101) et en simplifiant par
(∏r−1
j=1 P
nj−dj
j
)
,
on obtient le résultat du lemme (qui ne dépend plus des valeurs de P1, ..., Pr−1
choisies).
Nous sommes alors en mesure de démontrer le résultat suivant :
Lemme 5.7. Si l’on suppose que n + r > m et que bjbr−1 6
b˜j
b˜r−1
pour tout
j ∈ {1, ..., r} (en particulier 1br−1 6 1b˜r−1 ) nous avons alors la formule asymp-
totique :
(102) N˜e,r−1(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 .
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Démonstration. Puisque bjbr−1 6
b˜j
b˜r−1
pour tout j ∈ {1, ..., r}, on a
gr−1(b, δ) =
(
br−1 +
∑r−1
j=1 bj
br−1
)
5d˜r−1
(
1− (1 + 5dr) 1
br−1
− δ
)−1
((
1 + dr
(
3 +
∑r−1
l=1 bl
br−1 +
∑r−1
l=1 bl
+ 2ε
))
1
br−1
+ 2δ
)
= 5d˜r−1
(
1− (1 + 5dr) 1
br−1
− δ
)−1
(2δ + 1 + (3 + 2ε)dr
br−1
)
1 + r−1∑
j=1
bj
br−1
+ dr
br−1
∑r−1
l=1 bl
br−1

6 5d˜r−1
(
1− (1 + 5dr) 1
b˜r−1
− δ
)−1
(2δ + 1 + (3 + 2ε)dr
b˜r−1
)
1 + r−1∑
j=1
b˜j
b˜r−1
+ dr
b˜r−1
∑r−1
l=1 b˜l
b˜r−1
 = gr−1(b˜, δ)
où b˜ = (b˜1, ..., b˜r−1). Par conséquent, puisque n+r > hr−1,t(r−1)(b˜, (b˜τ )τ 6=Id),
on a
Kr−1 = (n+ r − λ− max
(j0,Kj0 )
dimV ∗
r−1,t(r−1),(j0,Kj0 )
− ε)/2
∑r−1
j=1 D
(r−1)
j
>
1 + 3 r−1∑
j=1
b˜j
b˜r−1
 d˜r−1 + gr−1(b˜, δ)
>
1 + 3 r−1∑
j=1
bj
br−1
 d˜r−1 + gr−1(b, δ),
et puisque, d’après la formule (97)
(1 + 5dr)
br
br−1
6 (1 + 5dr)
b˜r
b˜r−1
< 1,
nous pouvons donc appliquer le théorème 4.12 qui, combiné avec le lemme
précédent, donne :
N˜e,r−1(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 .
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Définissons à présent l’ouvert U de An+r par :
(103) U =
⋂
σ∈Sr
⋂
m∈{1,...,r−1}
{x ∈ An+rC | (xi)i∈Im,σ ∈ Aλm,σ}.
Lemme 5.8. L’ouvert U vérifie la propriété suivante :
∀x ∈ X1, (x ∈ U)⇒ (∀ = (s1, ..., sr) ∈ (C∗)r, .x ∈ U).
Démonstration. Par symétrie il nous suffit de montrer que, pour tout m :
{x ∈ An+rC | (xi)i∈Im,σ ∈ Aλm,σ}
est stable par l’action de (C∗)r. Considérons donc un élément x ∈ An+rC tel
que (xi)i∈Im,σ ∈ Aλm,σ. Rappelons que par définition Aλm est l’ensemble{
(xi)i∈Im | ∀(j0,Kj0), dimV ∗m,(xi)i∈Im ,t(m),(j0,Kj0) < dimV
∗
m,t(m),(j0,Kj0)
− s+ λ
}
.
Considérons à présent un élément = (s1, ..., sr) ∈ (C∗)r, et remarquons que
l’application (xi)i∈Im 7→ ((
∏r
j=m+1 s
ai,j
j )xi)i∈Im réalise un isomorphisme de
V ∗
m,((
∏r
j=m+1 s
ai,j
j )xi)i∈Im ,t
(m),(j0,Kj0)
sur V ∗
m,(xi)i∈Im ,t
(m),(j0,Kj0)
. On a donc
dimV ∗
m,((
∏r
j=1 s
ai,j
j )xi)i∈Im ,t
(m),(j0,Kj0)
= dimV ∗
m,(xi)i∈Im ,t
(m),(j0,Kj0 )
,
et donc que {x ∈ An+rC | (xi)i∈Im,σ ∈ Aλm,σ} est stable par l’action de
∈ (C∗)r.
En notant
(104) NU,e(P1, ..., Pr) = Card
{
x ∈ (Z \ {0})n+r ∩ U | F (e.x) = 0,
∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
6 Pj , ∀i ∈ {1, ..., n + r},
|xi| 6 1
ei
r∏
j=1
(
⌊
|(e.x)E(n+j)|
⌋
+ 1)ai,j
 ,
on déduit du lemme précédent le résultat ci-dessous :
Lemme 5.9. Si l’on suppose que n + r > m et que bjbr−1 6
b˜j
b˜r−1
pour tout
j ∈ {1, ..., r} nous avons alors :
(105) NU,e(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 .
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Démonstration. On observe que
NU,e(P1, ..., Pr) = N˜e,r−1(P1, ..., Pr) +O
∑
τ∈Sr
∑
m∈{1,...,r−1}
Tm,τ
 ,
où
(106)
Tm,τ = Card
{
x ∈ (Z \ {0})n+r | (xi)i∈Ir−1 ∈ Aλr−1, (xi)i∈Im,τ /∈ Aλm,τ ,
F (e.x) = 0, ∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
6 Pj ,
∀i ∈ {1, ..., n + r}, |xi| 6 1
ei
r∏
j=1
(
⌊
|(e.x)E(n+j)|
⌋
+ 1)ai,j
 .
Pour simplifier les notations, posons F = (Aλm,τ )c et s = Card Im,τ . Comme
nous l’avons vu avec le lemme 5.3, on a alors dimF 6 s − λ. Posons par
ailleurs J = Ir−1 ∩ Im,τ , t = CardJ , et pour tout (xi)i∈J fixé :
F(xi)i∈J = {(xi)i∈Im,τ\J | (xi)i∈Im,τ ∈ F},
de sorte que
F =
⊔
(xi)i∈J
F(xi)i∈J .
Notons
S1 = {(xi)i∈J | dimF(xi)i∈J > s− t−
λ
2
},
S2 = {(xi)i∈J | dimF(xi)i∈J 6 s− t−
λ
2
},
(on a alors que dimS1 6 t− λ2 ) et en notant
M(xi)i∈J (P1, ..., Pr) = Card{(xi)i∈{1,...,n+r}\J | (xi)i∈Im,τ\J ∈ F(xi)i∈J ,
∀i ∈ {1, ..., n + r} \ J |xi| 6 1
ei
r∏
j=1
P
ai,j
j et F (x) = 0},
on a donc
Tm,τ ≪
∑
(xi)i∈J∈S1
|xi|6
1
ei
∏r
j=1 P
ai,j
j
M(xi)i∈J (P1, ..., Pr)
+
∑
(xi)i∈J∈S2
|xi|6
1
ei
∏r
j=1 P
ai,j
j
M(xi)i∈J (P1, ..., Pr).
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On observe alors que, en appliquant le lemme 5.5 aux fermés F(xi)i∈J (de
dimension inférieure à s− t− λ/2 lorsque (xi)i∈J ∈ S2),
∑
(xi)i∈J∈S2
|xi|6
1
ei
∏r
j=1 P
ai,j
j
M(xi)i∈J (P1, ..., Pr)≪
∑
(xi)i∈J∈S2
|xi|6
1
ei
∏r
j=1 P
ai,j
j
(∏
i/∈J
ei
)− 1
2
 r∏
j=1
P
∑
i/∈J ai,j
j
P−λ/4r−1
≪
∑
(xi)i∈J∈S2
|xi|6
1
ei
∏r
j=1 P
ai,j
j
(∏
i/∈J
ei
)− 1
2
r−1∏
j=1
P
nj
j
P∑i/∈J ai,rr P−λ/4r−1
≪
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj
j
P−λ/4r−1 .
Or, on remarque que (puisque bjbr−1 6
b˜j
b˜r−1
) :
P
−λ/4
r−1 = P
−br−1λ/4
r 6 P
−4rbr−1(
∑r
j=1 b˜jdj+δ)/4
r 6 P
−
∑r
j=1 bjdj−δ
r =
 r∏
j=1
P
−dj
j
P−δr .
Par conséquent
∑
(xi)i∈J∈S2
|xi|6
1
ei
∏r
j=1 P
ai,j
j
M(xi)i∈J (P1, ..., Pr)≪
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr .
Par ailleurs, pour tous (xi)i∈J ∈ S1 et (xi)i∈Ir−1\J fixés vérifiant (xi)i∈Ir−1 ∈
Aλr−1 et |xi| 6 1ei
∏r
j=1 P
ai,j
j , par des arguments analogues à ceux utilisés
pour établir le théorème 4.12, et en utilisant les majoration de S(xi)i∈Ir−1 ,e
et J(ei,xi)i∈Ir−1 données dans les lemmes 4.9 et 4.7, on montre qu’il existe
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η ∈ [0, 1] tel que, pour tout (xi)i∈Ir−1 fixé :
(107) Card{(xi)i∈{1,...,n+r}\Ir−1 | (xi)i∈Im′,τ\J ∈ F(xi)i∈J ,
∀i ∈ {1, ..., n + r} \ Ir−1, |xi| 6 1
ei
r∏
j=1
P
ai,j
j et F (x) = 0}
≪ Card{(xi)i∈{1,...,n+r}\Ir−1 | ∀i /∈ Ir−1, |xi| 6
1
ei
r∏
j=1
P
ai,j
j et F (x) = 0}
≪ e20
 ∏
i/∈Ir−1
ei
−1r−1∏
j=1
P
nj−dj
j
P∑i/∈Ir−1 ai,r+4dr+ηr
+
 ∏
i/∈Ir−1
ei
− 12 r−1∏
j=1
P
nj−dj
j
P∑i/∈Ir−1 ai,r−dr−δr
Si l’on suppose
(∏n+1
i ei
) 1
2
P
∑
i∈J ai,r
r P
−λ/4
r 6 1, en rappelant que dimS1 6
t− λ2 , on a, d’après le lemme 5.5
Card{(xi)i∈J ∈ S1 | ∀i ∈ J, |xi| 6 1
ei
r∏
j=1
P
ai,j
j }
≪
(
n+1∏
i
ei
)− 1
2
P
∑
i∈J ai,r
r P
−λ/4
r ≪
(
n+1∏
i
ei
)− 3
4
P
∑
i∈J ai,r
r P
−λ/8
r ,
(car on a supposé
(∏n+1
i ei
) 1
2
P
∑
i∈J ai,r
r P
−λ/4
r 6 1).
Si
(∏n+1
i ei
) 1
2
P
∑
i∈J ai,r
r P
−λ/4
r > 1, par une estimation triviale on trouve
encore
Card{(xi)i∈J ∈ S1 | ∀i ∈ J, |xi| 6 1
ei
r∏
j=1
P
ai,j
j }
≪
(∏
i∈J
Ti
)
≪
(∏
i∈J
Ti
)(
n+1∏
i
ei
) 1
4
P
∑
i∈J ai,r
r P
−λ/8
r
=
(
n+1∏
i
ei
)− 3
4
P
∑
i∈J ai,r
r P
−λ/8
r .
Par conséquent, en sommant (107) sur l’ensemble des (xi)i∈Ir−1 considé-
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rés, on obtient alors∑
(xi)i∈J∈S1
|xi|6
1
ei
∏r
j=1 P
ai,j
j
M(xi)i∈J (P1, ..., Pr)
≪ e20
(
n+r∏
i=1
ei
)− 3
4
P−λ/8r
r−1∏
j=1
P
nj−dj
j
Pnr+4dr+ηr
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr .
Or, on a, par définition de λ (cf. formule (99)) :
P
nr+4dr+η−
λ
8
r ≪ Pnr−dr−δr ,
et par ailleurs :
e20
(
n+r∏
i/∈J
ei
)−1(n+r∏
i∈J
ei
)− 3
4
≪ max{e4+δ0
(
n+r∏
i=1
ei
)−1
,
(
n+r∏
i=1
ei
)− 1
2
}.
Donc finalement,∑
(xi)i∈J∈S1
|xi|6
1
ei
∏r
j=1 P
ai,j
j
M(xi)i∈J (P1, ..., Pr)
≪
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr .
Ainsi, nous avons établi que pour tout (m, τ) ∈ {1, ..., r − 1} ×Sr,
Tm,τ ≪
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr .
D’où le résultat.
Nous allons à présent démontrer, par récurrence, une généralisation des
lemmes 5.6, 5.7 et 5.9.
Théorème 5.10. Si l’on suppose que n+r > m et que pour un m ∈ {1, ..., r−
1} fixé bjbm 6
b˜j
b˜m
pour tout j ∈ {1, ..., r}, alors :
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1. On a d’une part
(108)∑
kj6Pj
∀j∈{1,...,m}
∑
(xi)i∈Im∈Φm(k)
S(xi)i∈Im ,e
J(xi,ei)i∈Im ,k
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j

= Cσ,e
 r∏
j=m+1
P
nj−dj
j
+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=m+1
P
nj−dj
j
 .
2. D’autre part
(109) N˜e,m(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 .
3. On en déduit
(110) NU,e(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 .
Démonstration. Nous allons procéder par récurrence descendante sur m ∈
{1, ..., r − 1}. Le cas m = r − 1 a déjà été traité (cf. lemmes 5.6, 5.7 et 5.9).
Supposons que les résultats 1, 2 et 3 sont vérifés au rang m, et montrons
alors qu’ils le sont au rang m− 1.
Étape 1 : Dans cette étape, nous allons établir le résultat 1 au rang m−1.
Pour cela, fixons, pour toute cette étape, b1, ..., bm−1 tels que
b1
b˜1
= ... = bm−1
b˜m−1
(avec bm−1 fixé quelconque) et considérons bm, ..., br vérifiant
bj
bm−1
6
b˜j
b˜m−1
.
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On a alors, puisque bjbm−1 6
b˜j
b˜m−1
pour tout j ∈ {1, ..., r} :
gm−1(b, δ) =
(
bm−1 +
∑m−1
j=1 bj
bm−1
)
5d˜m−1
1− r∑
j=m
(1 + 5dj)
bj
bm−1
− δ
−1
 r∑
j=m
(
1 + dj
(
3 +
∑m−1
l=1 bl
bm−1 +
∑m−1
l=1 bl
+ 2ε
))
bj
bm−1
+ 2δ

= 5d˜m−1
1− r∑
j=m
(1 + 5dj)
bj
bm−1
− δ
−1
 r∑
j=m
(
2δ +
(1 + (3 + 2ε)dj)bj
bm−1
)
)1 + m−1∑
j=1
bj
bm−1
+ dj bj
bm−1
m−1∑
l=1
bl
bm−1

6 5d˜m−1
1− r∑
j=m
(1 + 5dj)
b˜j
b˜m−1
− δ
−1
 r∑
j=m
(
2δ +
(1 + (3 + 2ε)dj)b˜j
b˜m−1
)
)1 + m−1∑
j=1
b˜j
b˜m−1
+ dj b˜j
b˜m−1
m−1∑
l=1
b˜l
b˜m−1

= gm−1(b˜, δ).
Ainsi, on a que (puisque n+ r > m > hId
m−1,t(m−1)
(b, (b˜τ )τ 6=Id))
Km−1 = (n+ r − λ− max
(j0,Kj0 )
dimV ∗
m−1,t(m−1),(j0,Kj0 )
− ε)/2
∑m−1
j=1 Dj
>
1 + 3m−1∑
j=1
b˜j
b˜m−1
 d˜m−1 + gm−1(b˜, δ)
>
1 + 3m−1∑
j=1
bj
bm−1
 d˜m−1 + gm−1(b, δ).
Par conséquent, puisque
r∑
j=m
(1 + 5dj)
bj
bm−1
6
r∑
j=m
(1 + 5dj)
b˜j
b˜m−1
< 1,
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on peut appliquer le théorème 4.12 et on obtient la formule asymptotique
(111)
N˜e,m−1(P1, ..., Pr) =
∑
∀j∈{m,...,r}, kj6Pj
 ∑
(xi)i∈Im−1∈Φm−1(k)
S(xi)i∈Im−1 ,e
J(xi,ei)i∈Im−1 ,k

 ∏
i/∈Im−1
ei
−1 r∏
j=m
k
∑
i/∈Im−1
ai,j
j
m−1∏
j=1
P
nj−dj
j

+O
e40,m−1
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δm−1
 .
Pour terminer la preuve de l’étape 1, nous allons distinguer deux cas :
Cas 1 : supposons qu’il existe m′ ∈ {m, ..., r − 1} tel que bm−1bm′ 6
b˜m−1
b˜m′
.
Puisque bjbm−1 6
b˜j
b˜m−1
pour tout j ∈ {1, ..., r − 1}, on a donc
∀j ∈ {1, ..., r − 1}, bj
bm′
6
b˜j
b˜m′
.
Par hypothèse de récurrence, la formule (109) (au rang m′) est vérifiée et on
remarque que (par des arguments analogues à ceux utilisés pour comparer
N˜e,r−1 et Ne, dans la démonstration du lemme 5.6)
Ne,m′(P1, ..., Pr) = N˜e,m−1(P1, ..., Pr)+O
(n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 .
En remplaçant Ne,m′(P1, ..., Pr) et N˜e,m−1(P1, ..., Pr) par les formules asymp-
totiques obtenues, puis en simplifiant par
(∏m−1
j=1 P
nj−dj
j
)
, nous obtenons la
formule (108) du théorème au rang m− 1 valable pour les bm, ..., br tels que
bj
bm′
6
b˜j
b˜m′
pour tout j ∈ {m, ..., r}.
Cas 2 : supposons à présent que pour tout m′ ∈ {m, ..., r − 1}, bm−1bm′ >
b˜m−1
b˜m′
. On a alors pour tout j ∈ {1, ..., r−1}, bj 6 b˜j. Dans ce cas, la condition
n+ r > m implique que
Kmax{
2 + 5 r∑
j=1
b˜j
 d˜, (2δ + 1) r∑
j=1
b˜jdj}
> max{
2 + 5 r∑
j=1
bj
 d˜, (2δ + 1) r∑
j=1
bjdj}
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et donc que l’on peut appliquer le théorème 3.32, ce qui nous donne :
Ne(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj−δ
j
 .
où l’on a noté
Cσ,e =
(
n+r∏
i=1
ei
)−1
SeJσ .
Puis en comparant Ne etNe,m−1 et en simplifiant à nouveau l’égalité obtenue
par
(∏m−1
j=1 P
nj−dj
j
)
, nous obtenons la formule (108) pour tous les bm, ..., br
tels que bjbm′
>
b˜j
b˜m′
pour tout m′ ∈ {m, ..., r − 1}.
Nous avons donc établit la résultat 1 au rang m− 1.
Étape 2 : Démontrons à présent le résultat 2 au rang m−1. Nous prenons
ici b1, ..., br−1 quelconques tels que
bj
bm−1
6
b˜j
b˜m−1
pour tout j ∈ {1, ..., r − 1}.
Puisque bjbm 6
b˜j
b˜m
, alors, comme pour la démonstration de la formule (108)
ci-dessus, on a
Km−1 >
1 + 3m−1∑
j=1
bj
bm−1
 d˜m−1 + gm−1(b, δ).
et on applique le théorème 4.12, ce qui nous donne :
N˜e,m−1(P1, ..., Pr) =
∑
∀j∈{m,...,r}, kj6Pj
 ∑
(xi)i∈Im−1∈Φm−1(k)
S(xi)i∈Im−1 ,e
J(xi,ei)i∈Im−1 ,k

 ∏
i/∈Im−1
ei
−1 r∏
j=m
k
∑
i/∈Im−1
ai,j
j
m−1∏
j=1
P
nj−dj
j

+O
e40,m−1
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δm−1
 .
et en appliquant la formule (108) au rang m− 1 on obtient la formule (109)
au rang m− 1.
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Étape 3 : nous allons à présent, en employant des arguments analogues
à ceux utilisés pour établir le lemme 5.9, démontrer que la formule (109)
implique (110) (par comparaison de N˜e,m−1 et de NU,e). Remarquons dans
un premier temps que :
NU,e(P1, ..., Pr) = N˜e,m(P1, ..., Pr) +O
∑
τ∈Sr
∑
m′∈{1,...,r−1}
Tm′,τ
 ,
où
Tm′,τ = Card
{
x ∈ (Z \ {0})n+r | (xi)i∈Im′,τ /∈ Aλm′,τ , ∀k ∈ {m, ..., r − 1},
(xi)i∈Ik ∈ Aλk, F (e.x) = 0, ∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
6 Pj,
∀i ∈ {1, ..., n + r}, |xi| 6 1
ei
r∏
j=1
(
⌊
|(e.x)E(n+j)|
⌋
+ 1)ai,j
 .
Considérons un élément (m′, τ). Posons F = (Aλm′,τ )c et s = Card Im′,τ de
sorte que dimF 6 s−λ. Posons par ailleurs Jm = Im∩Im′,τ , sm = Card Jm,
et pour tout (xi)i∈J fixé :
F(xi)i∈Jm = {(xi)i∈Im′,τ\Jm | (xi)i∈Im′,τ ∈ F},
de sorte que
F =
⊔
(xi)i∈Jm
F(xi)i∈Jm .
Notons alors
S(m)1 = {(xi)i∈Jm | dimF(xi)i∈Jm > s− sm −
mλ
r
},
S(m)2 = {(xi)i∈Jm | dimF(xi)i∈Jm 6 s− sm −
mλ
r
}
(on remarque que dimS(m)1 6 sm− (r−m)λr , car dimF 6 s−λ), et en notant
M(xi)i∈Jm (P1, ..., Pr) = Card{(xi)i∈{1,...,n+r}\Jm | (xi)i∈Im′,τ\Jm ∈ F(xi)i∈Jm ,
∀k ∈ {m, ..., r − 1}, (xi)i∈Ik ∈ Aλk
∀i ∈ {1, ..., n + r} \ Jm, |xi| 6 1
ei
r∏
j=1
P
ai,j
j et F (x) = 0},
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on a donc
Tm′,τ ≪
∑
(xi)i∈Jm∈S
(m)
1
|xi|6
1
ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jm (P1, ..., Pr)
+
∑
(xi)i∈Jm∈S
(m)
2
|xi|6
1
ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jm (P1, ..., Pr).
On observe alors que, d’après le lemme 5.5∑
(xi)i∈Jm∈S
(m)
2
|xi|6
1
ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jm (P1, ..., Pr)
≪
∑
(xi)i∈Jm∈S
(m)
2
|xi|6
1
ei
∏r
j=1 P
ai,j
j
∏
i/∈Jm
ei
− 12  r∏
j=1
P
∑
i/∈Jm
ai,j
j
P−mλ2rm
≪
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj
j
P−mλ2rm .
Or, puisque bjbm 6
b˜j
b˜m
,
P
−λm
2r
m = P
−bm
λm
2r
r 6 P
−2rbm(
∑r
j=1 b˜jdj+δ)
λm
2r
r 6 P
−
∑r
j=1 bjdj−δ
r =
 r∏
j=1
P
−dj
j
P−δr .
Par conséquent
∑
(xi)i∈Jm∈S
(m)
2
|xi|6
1
ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jm (P1, ..., Pr)≪
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr .
Remarquons à présent que, par les mêmes arguments que ceux utilisés pour
démontrer le théorème 4.12 (reposants sur la proposition 4.10) on a :
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(112)
∑
(xi)i∈Jm∈S
(m)
1
|xi|6
1
ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jm (P1, ..., Pr)
=
∑
kj6Pj
∑
(xi)i∈Im∈Φm(k)
(xi)i∈Jm∈S
(m)
1
Ne,(xi)i∈Im (P1, ..., Pm)
=
∑
kj6Pj
∑
(xi)i∈Im∈Φm(k)
(xi)i∈Jm∈S
(m)
1
S(xi)i∈Im ,e
J(xi,ei)i∈Im ,k
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj−dj
j
+O
(n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr

Pour achever l’étape 3 de la démonstration du théorème, il est nécessaire
de démontrer le lemme ci-dessous :
Lemme 5.11. Si l’on suppose n + r > m et que bjbm 6
b˜j
b˜m
pour tout j ∈
{m+ 1, ..., r}, on a alors que :
∑
kj6Pj
∑
(xi)i∈Im∈Φm(k)
(xi)i∈Jm∈S
(m)
1
S(xi)i∈Im ,e
J(xi,ei)i∈Im ,k
 r∏
j=m+1
k
∑
i/∈Im
ai,j
j

≪
e4+δ0
(∏
i∈Im
ei
)−1
+
(∏
i∈Im
ei
)− 1
2
∏
i/∈Im
ei
 12  r∏
j=m+1
P
nj−dj
j
P−δr .
Démonstration. Nous allons démontrer ce résultat par récurence descen-
dante sur m. Le cas du rang m = r − 1 a déjà été traité dans la dé-
monstration du lemme 5.9. Supposons le résultat vrai au rang k pour tout
k ∈ {m+ 1, ..., r − 1}. Montrons alors que la propriété est vraie au rang m.
Supposons dans un premier temps que pour tout j ∈ {m + 1, ..., r − 1},
bj 6 b˜j. On remarque alors que, puisque dimS(m)1 6 sm − (r−m)λr
∑
kj6Pj
∑
(xi)i∈Im∈Φm(k)
(xi)i∈Jm∈S
(m)
1
S(xi)i∈Im ,e
J(xi,ei)i∈Im ,k
 r∏
j=m+1
k
∑
i/∈Im
ai,j
j

≪
(∏
i∈Im
ei
)− 1
2
 r∏
j=m+1
P
nj
j
P−λ(r−m)2rr
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Or puisque pour tout j ∈ {m+ 1, ..., r − 1}, bj 6 b˜j , on a alors que
P
−
(r−m)λ
2r
r 6 P
−
∑r
j=1 b˜jdj+δ
r 6 P
−
∑r
j=1 bjdj+δ
r 6
 r∏
j=m+1
P
−dj
j
P−δr ,
et on en déduit le résultat dans ce cas.
On suppose à présent qu’il existe j ∈ {m+1, ..., r} tel que bj > b˜j , autre-
ment dit, que maxj∈{m+1,...,r−1}
(
bj
b˜j
)
> 1. Considérons k ∈ {m+1, ..., r−1}
tel que bk
b˜k
= maxj∈{m+1,...,r−1}
(
bj
b˜j
)
. On a alors, pour tout j ∈ {k+1, ..., r},
bj
bk
6
b˜j
b˜k
. On remarque que, étant donné que m < k,
Ik ⊂ Im,
Jk = Ik ∩ Im′,τ ⊂ Im ∩ Im′,τ = Jm.
Posons
S(m)1 =
⊔
(xi)i∈Jk
S(m)1,(xi)i∈Jk
où
S(m)1,(xi)i∈Jk = {(xi)i∈Jm\Jk | (xi)i∈Jm ∈ S
(m)
1 }.
Posons alors
S˜(k)1 = {(xi)i∈Jk | dimS(m)1,(xi)i∈Jk > sm − sk −
(k −m)λ
r
},
S˜(k)2 = {(xi)i∈Jm | dimS(m)1,(xi)i∈Jk 6 sm − sk −
(k −m)λ
r
}.
Remarquons que, comme précédemment,
(113)
∑
kj6Pj
∑
(xi)i∈Im∈Φm(k)
(xi)i∈Jm∈S
(m)
1
(xi)i∈Jk∈S˜
(k)
2
S(xi)i∈Im ,e
J(xi,ei)i∈Im ,k
 r∏
j=m+1
k
∑
i/∈Im
ai,j
j

≪
(∏
i∈Im
ei
)− 1
2
 r∏
j=m+1
P
nj
j
P− kλ2rk
≪
(∏
i∈Im
ei
)− 1
2
 r∏
j=m+1
P
nj
j
P−bk(∑rj=1 b˜jdj+δ)r
≪
(∏
i∈Im
ei
)− 1
2
 r∏
j=m+1
P
nj−dj
j
P−δr
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(car bjbk 6
b˜j
b˜k
). D’autre part, on observe que, si (xi)i∈Jk ∈ S˜(k)1 , puisque
F(xi)i∈Jk
⊃
⊔
(xi)i∈Jm\Jk∈S
(m)
1,(xi)i∈Jk
F(xi)i∈Jm ,
on a, pour tout (xi)i∈Jk ∈ S˜(k)1 ,
dimF(xi)i∈Jk
> (s − sm − mλ
r
) + (sm − sk − (k −m)λ
r
) = s− sk − kλ
r
et on en déduit que
S˜(k)1 ⊂ S(k)1 .
Choisissons à présent P1, ..., Pm de sorte que
bj
bk
6
b˜j
b˜k
pour tout j ∈ {1, ..., r}.
On a alors
(114) ∑
(xi)i∈Jm∈S
(m)
1
(xi)i∈Jk∈S˜
(k)
1
|xi|6
1
ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jm (P1, ..., Pr) 6
∑
(xi)i∈Jk∈S
(k)
1
|xi|6
1
ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jk
(P1, ..., Pr)
Or, nous avons vu (cf. (112) et (113)) que :∑
(xi)i∈Jm∈S
(m)
1
|xi|6
1
ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jm (P1, ..., Pr)
=
∑
kj6Pj
∑
(xi)i∈Im∈Φm(k)
(xi)i∈Jm∈S
(m)
1
(xi)i∈Jk∈S˜
(k)
1
S(xi)i∈Im ,e
J(xi,ei)i∈Im ,k
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj−dj
j
+O
(n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 .
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Par conséquent l’inégalité (114) implique :
∑
kj6Pj
∑
(xi)i∈Im∈Φm(k)
xi)i∈Jm∈S
(m)
1
(xi)i∈Jk∈S˜
(k)
1
S(xi)i∈Im ,e
J(xi,ei)i∈Im ,k
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj−dj
j
≪
∑
(xi)i∈Jk∈S
(k)
1
|xi|6
1
ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jk
(P1, ..., Pr)+O
( n∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr

≪
∑
kj6Pj
∑
(xi)i∈Ik∈Φk(k)
(xi)i∈Jk∈S
(1)
k
S(xi)i∈Ik ,e
J(xi,ei)i∈Ik ,k
∏
i/∈Ik
ei
−1 r∏
j=k+1
k
∑
i/∈Ik
ai,j
j
 k∏
j=1
P
nj−dj
j
+O
(n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 .
En utilisant l’hypothèse de récurrence au rang k, on obtient donc :
∑
kj6Pj
∑
(xi)i∈Im∈Φm(k)
xi)i∈Jm∈S
(m)
1
(xi)i∈Jk∈S˜
(k)
1
S(xi)i∈Im ,e
J(xi,ei)i∈Im ,k
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj−dj
j
= O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr

et on obtient donc le résultat en simplifiant par
(∏
i/∈Im
ei
)−1∏m
j=1 P
nj−dj
j .
Fin de la démonstration du théorème 5.10 En appliquant ce lemme à la
majoration (112), on obtient donc :∑
(xi)i∈Jm∈S
(m)
1
|xi|6
1
ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jm (P1, ..., Pr)
= O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 ,
ce qui clôt la démonstration du théorème.
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Nous déduisons alors de ce théorème le théorème 5.1 :
Démonstration du théorème 5.1. Supposons dans un premier temps que bj 6
b˜j pour tout j ∈ {1, ..., r − 1}. On a alors que
NU,e(P1, ..., Pr) = Ne(P1, ..., Pr) +O
∑
τ∈Sr
∑
m∈{1,...,r−1}
Tm,τ
 ,
où
Tm,τ = Card
{
x ∈ (Z \ {0})n+r | (xi)i∈Im,τ /∈ Aλm,τ , F (e.x) = 0,
∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
6 Pj , ∀i ∈ {1, ..., n + r},
|xi| 6 1
ei
r∏
j=1
(
⌊
|(e.x)E(n+j)|
⌋
+ 1)ai,j

≪
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj
j
P−λ/2r
≪
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr .
Or, puisque bj 6 b˜j, et
n+ r > m > hId
r,t(r)
(b˜) > hId
r,t(r)
(b),
on peut appliquer le théorème 3.32 et on a donc
Ne(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
max
e4+δ0 ,
(
n+r∏
i=1
ei
) 1
2

(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj−δ
j
 .
d’où le résultat.
Supposons à présent que maxj∈{1,...,r−1}
bj
b˜j
> 1. Posons m un élément de
{1, ..., r − 1} tel que
bm
b˜m
= max
j∈{1,...,r−1}
bj
b˜j
.
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Cette condition implique en particulier que :
∀j ∈ {1, ..., r}, bj
bm
6
b˜j
b˜m
,
et la formule (95) est vérifiée d’après le théorème précédent.
6 Quatrième étape
Nous allons à présent utiliser les résultats obtenus dans les sections pré-
cédentes pour trouver une formule asymptotique pour NU,σ(B). Pour cela,
il sera nécessaire d’établir un analogue de [B-B, Théorème 2.1]. Introduisons
les notions suivantes :
Définition 6.1. Pour N, r ∈ N fixés, on considère une famille de fonc-
tions (he)e∈NN de N
r dans [0,∞[. Soient α = (α1, ..., αr) ∈ Nr, β =
(β1, ..., βN ) ∈ NN et δ,D, ν > 0 avec ν < 1. On suppose de plus que
D > rmaxj(αj). On dira que (he)e∈NN est une (α,D, ν, δ,β)− famille si
les he vérifient les conditions suivantes :
1. Pour tout e ∈ NN et X = (X1, ...,Xr) ∈ Nr, il existe une constante
ce telle que :∑
x6X
he(x) = ceX
α +O
(
eβXα( min
16j6r
Xj)
−δ
)
,
où l’on a noté Xα =
∏r
j=1X
αj
j , e
β =
∏N
j=1 e
βi
i et où x 6 X signifie
xj 6 Xj pour tout j ∈ {1, ..., r}. De plus (ce)e∈NN est telle que
ce ≪ eβ
2. Pour tout J  {1, ..., r} non vide de cardinal k ∈ {1, ..., r−1}, il existe
des fonctions cJ,e : Nk → [0,∞[ telles que pour tout u = (xj)j∈J ∈
Nk, la formule asymptotique
∑
∀j /∈J, xj6Vj
he(x) = cJ,e(u)
∏
j /∈J
V
αj
j
+O
eβ|u|D
∏
j /∈J
V
αj
j
 (min
j /∈J
Vj)
−δ
 ,
est vérifiée uniformément pour tout (Vj)j /∈J ∈ (N∗)r−k et |u| 6
(∏
j /∈J Vj
)ν
.
Nous allons alors établir le résultat suivant
Théorème 6.2. Soit r > 2 et (he)e∈NN une (α,D, ν, δ,β)− famille de
fonctions arithmétiques. Si l’on pose
Υe(P ) =
∑
xα6P
he(x),
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on a alors
Υe(P ) =
1
(r − 1)!ceP (log P )
r−1 +O
(
eβP (log P )r−2
)
.
La démonstration de ce théorème est directement inspirée de celle de V.
Blomer et J.Brüdern pour [B-B, Théorème 2.1] et nous la décomposerons,
comme eux, en plusieurs étapes.
6.1 Familles de fonctions arithmétiques
Lemme 6.3. Soit (he)e∈NN une (α,D, ν, δ,β)− famille. On a alors que :
he(x)≪ eβxα
Démonstration. Immédiat en utilisant la propriété 1 de la définition 6.1 avec
Xj = xj pour tout j ∈ {1, ..., r}.
Lemme 6.4. Soit (he)e∈NN une (α,D, ν, δ,β)− famille. Pour tout J  
{1, ..., r} non vide de cardinal l , l’ensemble des fonctions (cJ,e)e∈NN forme
une (α,D, ν, δ,β)− famille, et on a de plus :
∑
y6Y
cJ,e(y) = ce
∏
j∈J
Y
αj
j
+O
eβ
∏
j∈J
Y
αj
j
 (min
j∈J
Yj)
−δ
 .
Démonstration. Posons m = r − l. Pour Z > 1, la condition 2 donne (pour
y = (xi)i∈J) :
∑
∀j /∈J, xj6Z
he(x) = cJ,e(y)
∏
j /∈J
Zαj
+O (eβ|y|DZ∑j /∈J αj−δ) .
Par conséquent, pour tout Y = (Yj)j∈J tel que Yj > 1 pour tout j, satisfai-
sant |Y| 6 Zν :
(115)
∑
y6Y
∑
∀j /∈J, xj6Z
he(x)
= Z
∑
j /∈J αj
∑
y6Y
cJ,e(y) +O
eβZ∑j /∈J αj−δ
∏
j∈J
Yj
D+1
 .
D’autre part, d’après la condition 1, lorsque Z > |Y| :
(116)
∑
y6Y
∑
∀j /∈J, xj6Z
he(x)
= ceZ
∑
j /∈J αj
∏
j∈J
Y
αj
j
+O
eβZ∑j /∈J αj
∏
j∈J
Y
αj
j
 (min
j∈J
Yj)
−δ
 .
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En regroupant les formules (115) et (116) puis en simplifiant par Z
∑
j /∈J αj ,
on a pour Z > |Y| 1ν :
∑
y6Y
cJ,e(y) = ce
∏
j∈J
Y
αj
j
+O
eβ
∏
j∈J
Y
αj
j
 (min
j∈J
Yj)
−δ
+O (eβ|Y|D+1Z−δ) .
En particulier la fonction cJ,e vérifie la condition 1 de la définition 6.1.
Vérifions à présent que les cJ,e vérifient la condition 2. ConsidéronsK ( J
de cardinal k ∈ {1, ..., l−1}. Si x ∈ Nr, on pose u = (xi)i∈K , v = (xi)i∈J\K ,
z = (xi)i/∈J , y = (xi)i∈J . On suppose |u| 6 Z, |v| 6 Zmν , |V| 6 Z (où
V = (Vj)j∈J\K), |V| 6 Zmν et |u| 6
(∏
j∈J\K Vj
)ν
Zmν . On a alors par la
condition 2 sur he, pour u fixé :∑
v6V
∑
∀i/∈J, zi6Z
he(x) = cK,e(u)Z
∑
j /∈J αj
∏
j∈J\K
V
αj
j
+O
eβ|u|DZ∑j /∈J αj
 ∏
j∈J\K
V
αj
j
 ( min
j∈J\K
Vj)
−δ
 ,
et d’autre part∑
v6V
∑
∀j /∈J, zi6Z
he(x) =
∑
v6V
cJ,e(y)Z
∑
j /∈J αj
+O
eβ|u|D
 ∏
j∈J\K
Vj
D+1 Z∑j /∈J αj−δ
 .
En regroupant ces deux égalités et en simplifiant par Z
∑
j /∈J αj on trouve :
∑
v6V
cJ,e(y) = cK,e(u)
∏
j∈J\K
V
αj
j +O
eβ|u|D
 ∏
j∈J\K
V
αj
j
 ( min
j∈J\K
Vj)
−δ

+O
eβ|u|D
 ∏
j∈J\K
Vj
D+1 Z−δ
 .
En prenant Z assez grand on obtient alors la condition 2 pour cJ,e, et la
fonction arithmétique correspondant à K est alors cK,e.
Considérons à présent un réel A et J ⊂ {1, ..., r} de cardinal l. On fixe
w = (wi)i∈J et on pose ge,w la fonction de Nr−l dans [0,∞[ définie par,
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pour tout y = (yj)j /∈J :
ge,w(y) = 〈w〉−Ahe(x)
où 〈w〉 =∏i∈J wi, xj = wj pour tout j ∈ J , et xj = yj pour j /∈ J .
Lemme 6.5. Si (he)e∈NN une (α,D, ν, δ,β)− famille, avec D > rmaxj(αj)
et δ 6 min{1,minj(αj)}, et si A > D + (r + 1)(maxj∈{1,...,r} αj) + ν−1(1 +
(maxj∈{1,...,r} αj)) alors (ge,w)e est une (α,D, ν, δ,β)− famille.
Démonstration. Quitte à permuter les variables, on peut supposer que J =
{1, ..., l}. On note alors ce,l pour ce,J . D’après le lemme 6.3, on a :
(117)
 l∏
j=1
wj
−A ce,l(w)≪
 l∏
j=1
w
−αj
j
 ce,l(w)≪ eβ.
Montrons que pour tout w, en posant 〈w〉 =∏li=1 wi, on a :
(118)∑
y6Y
he(w,y)
〈w〉A =
ce,l(w)
〈w〉A
 r∏
j=l+1
Y
αj
j
+O
eβ
 r∏
j=l+1
Y
αj
j
 (minYj)−δ

(ce qui impliquera que (ge,w)e vérifie la condition 1. avec
ce,l(w)
〈w〉A
à la place de
ce). Supposons dans un premier temps que |w| 6 〈Y〉ν . Puisque A > D, la
formule (118) découle directement de la condition 2 pour (he)e. Supposons
à présent que |w| > 〈Y〉ν . On remarque que :
ce,l(w)
〈w〉A
 r∏
j=l+1
Y
αj
j
≪ eβ
 l∏
j=1
w
αj−A
j
 r∏
j=l+1
Y
αj
j

≪ eβ|w|r(maxαj)−A
 r∏
j=l+1
Yj
maxαj
≪ eβ|w|maxαj(r+ν−1)−A ≪ eβ.
De même, d’après le lemme 6.3 :
∑
y6Y
he(w,y)
〈w〉A ≪ e
β
 l∏
j=1
w
αj−A
j
 r∏
j=l+1
Y
αj+1
j

≪ |w|(maxαj)(r+1+ν−1)−A 6 eβ.
Étant donné que δ 6 min{1,minj(αj)}, on a que
(∏r
j=l+1 Y
αj
j
)
(minYj)
−δ >
1, et l’égalité (118) est donc vraie.
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Nous allons montrer de façon analogue que (ge,w)e satisfait la condition
2. Considérons alors J ′ ⊂ {l + 1, ..., r}. Quitte à permuter les variables, on
peut supposer que J ′ = {l+1, ..., l+k} pour un certain k ∈ {1, ..., r− l−1}.
Nous allons chercher à montrer que
(119)∑
z6Z
he(w,v,z)
〈w〉A =
ce,l+k(w,v)
〈w〉A
 r∏
j=l+k+1
Z
αj
j
+O
eβ|v|D
 r∏
j=l+k+1
Z
αj
j
 (minZj)−δ

uniformément pour |v| 6 〈Z〉ν . Comme précédemment, nous commençons
par le cas |w| 6 〈Z〉ν . Puisque A > D, on a |(w,v)|D〈w〉−A 6 |v|D et la
formule (119) découle à nouveau de la condition 2 pour (he)e. Si |w| > 〈Y〉ν ,
d’après le lemme 6.3, on a comme précédemment :
ce,l+k(w)
〈w〉A
 r∏
j=l+k+1
Z
αj
j
≪ eβ
 l∏
j=1
w
αj−A
j
 l+k∏
j=1+1
v
αj
j
 r∏
j=l+k+1
Z
αj
j

≪ eβ|w|maxαj(r+ν−1)−A
 l+k∏
j=1+1
v
αj
j
≪ eβ
 l+k∏
j=1+1
v
αj
j

ainsi que
∑
z6Z
he(w,v,z)
〈w〉A ≪ e
β
 l∏
j=1
w
αj−A
j
 l+k∏
j=1+1
v
αj
j
 r∏
j=l+k+1
Y
αj+1
j

≪ eβ
 l+k∏
j=1+1
v
αj
j
 .
d’où le résultat (puisque D > rmaxαj).
6.2 Lemmes préliminaires
Pour X > 1, on note
(120) ∆(r) = {t ∈ Rr | 1 < t1 < t2 < ... < tr},
(121) ∆(r)(X) = {t ∈ ∆(r) | tr 6 X}.
Nous allons chercher à évaluer les intégrales
Ie,j(X) =
∫
∆(r)(X)
(log〈t〉)j
tα+1
∑
x6t
he(x)dt,
où α+ 1 = (α1 + 1, ..., αr + 1) et 〈t〉 =
∏r
j=1 tj .
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Lemme 6.6. Soit (he)e∈NN une (α,D, ν, δ,β)− famille et j ∈N∗. Il existe
un réel η > 0 et un polynôme qe,j à coefficients de taille O(eβ) tels que :
Ie,j(X) = qe,j(log(X)) +O(e
βX−η).
Démonstration. Commençons par traiter le cas r = 1. Dans ce cas, on peut
réécrire la condition 1. sous la forme :∑
x6t
he(x) = cet
α + Ee(t)
où Ee est une fonction continue par morceaux telle que Ee(t)≪ eβtα−δ. On
a alors que∫ X
1
(log t)j
tα+1
∑
x6t
he(x)dt =
ce
(j + 1)
(logX)j+1 +De,j +O(e
βX−δ logX)
avec
De,j =
∫ ∞
1
Ee(t)t
−α−1(log t)jdt≪ eβ.
D’où le résultat lorsque r = 1.
Nous allons à présent procéder par récurrence sur r. Nous supposons ici
que r > 1 et que le lemme est établi pour toute valeur strictement inférieure à
r. Nous allons séparer l’ensemble ∆(r) en une union de r ensembles disjoints :
on pose t0 = 1 et β = min{ν, δ(2D + 4r)−1} (en particulier β < 1, puisque
ν < 1). Pour l ∈ {0, ..., r − 1}, notons
(122) ∆(r,l) = {t ∈ ∆(r) | tl 6 tβl+1, ∀i ∈ {l + 1, ..., r − 1}, ti > tβi+1},
(123) ∆(r,l)(X) = ∆(r,l) ∩∆(r)(X).
On a alors que
∆(r)(X) =
⊔
l∈{0,...,r−1}
∆(r,l)(X),
et on a donc
Ie,j(X) =
r−1∑
l=0
Ie,j,l(X),
où l’on a noté :
(124) Ie,j,l(X) =
∫
∆(r,l)(X)
(log〈t〉)j
tα+1
∑
x6t
he(x)dt.
Traitons d’abord le cas des intégrales Ie,j,0(X). Pour t ∈ ∆(r,0)(X), on pose :∑
x6t
he(x) = cet
α + Ee(t)
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avec
Ee(t)≪ eβtαt−δ1 .
Pour tout Z > 1 :∫
∆(r,0)(2Z)\∆(r,0)(Z)
(log〈t〉)j
tα+1
Ee(t)dt
≪ eβ
∫ 2Z
Z
∫ tr
tβr
∫ tr−1
tβr−1
...
∫ t2
tβ2
〈t〉−1t−δ1 (log tr)jdt≪ eβZ−δβ
r
.
On en déduit, en sommant sur les intervalles dyadiques, que l’intégrale
De,j,0 =
∫
∆(r,0)
(log〈t〉)j
tα+1
Ee(t)dt
existe et diffère de l’intégrale sur ∆(r,0)(X) d’un terme d’erreur O(eβX−δβ
r
).
On a donc que :
Ie,j,0(X) = ce
∫
∆(r,0)(X)
(log〈t〉)j
〈t〉 dt+De,j,0︸ ︷︷ ︸
≪eβ
+O(eβX−δβ
r
).
Considérons à présent les intégrales Ie,j,l(X) pour l ∈ {1, ..., r − 1}. Pour
t ∈ Rr, on pose t = (t′, t′′) avec t′ = (t1, ..., tl) et t′′ = (tl+1, ..., tr). On a
alors |t′| 6 |t′′|ν (car β 6 ν) pour tout t ∈ ∆(r,l). Par conséquent, d’après la
condition 2, on a uniformément pour tout x′ 6 t′.
∑
x′′6t′′
he(x
′,x′′) = ce,Jl(x
′)
r∏
j=l+1
t
αj
j + Ee,Jl(x
′, t′′),
où
Jl = {1, ..., l},
Ee,Jl(x
′, t′′)≪ eβ|x′|Dt−δl+1
r∏
j=l+1
t
αj
j .
Posons
Re,l(t) =
∑
x′6t′
Ee,Jl(x
′, t′′).
Ceci définit une fonction sur ∆(r,l) satisfaisant
Re,l(t)≪ eβ〈t′〉tDl t−δl+1
r∏
j=l+1
t
αj
j .
Pour Z > 1 on voit alors que :
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∫
∆(r,l)(2Z)\∆(r,l)(Z)
(log〈t〉)j
tα+1
Re,l(t)dt
≪ eβ
∫
Rl(Z)
〈t′′〉−1t−δl+1
∫
∆(l)(tβl+1)
tDl
l∏
j=1
t
−αj
j dt
′dt′′,
où
Rl(Z) = {t′′ | Z < tr < 2Z, ∀i ∈ {l + 1, ..., r − 1}, tβi+1 6 ti 6 ti+1}.
On remarque que tDl
∏l
j=1 t
−αj
j ≪ tDβl+1 pour tout t′ ∈ ∆(l)(tβl+1), et que la
mesure de ∆(l)(tβl+1) est majorée par t
lβ
l+1 et on en déduit, puisque Dβ+ lβ 6
δ
2 , que l’intégrale ci-dessus est bornée par
eβ
∫
Rl(Z)
〈t′′〉−1t−δ/2l+1 dt′′ ≪ eβZ−δβ
r/2.
Ainsi, en sommant sur les intervalles dyadiques, il s’ensuit que
De,j,l =
∫
∆(r,l)
(log〈t〉)j
tα+1
Re,l(t)dt
est du type O(eβ) et diffère de l’intégrale sur ∆(r,l)(X) de O(eβX−δβ
r/2).
On a donc que :
Ie,j,l(X) = Ke,j,l +De,j,l +O(e
βX−δβ
r/2),
où
Ke,j,l =
∫
∆(r,l)(X)
(log〈t〉)j
〈t′′〉∏lj=1 tαj+1j
∑
x′6t′
ce,Jl(x
′)dt.
On observe que, par la formule du binôme de Newton :
Ke,j,l =
j∑
k=0
(
j
k
)∫
Sl(X)
(log〈t′′〉)j−k
〈t′′〉
∫
∆(l)(tβl+1)
(log〈t′〉)k∏l
j=1 t
αj+1
j
∑
x′6t′
ce,Jl(x
′)dt
où l’on a noté :
Sl(X) = {t′′ | tr 6 X, et ∀i ∈ {l + 1, ..., r − 1}, tβi+1 6 ti 6 ti+1}.
En appliquant alors l’hypothèse de récurrence ainsi que le lemme 6.4, on
trouve alors :∫
∆(l)(tβl+1)
(log〈t′〉)k∏l
j=1 t
αj+1
j
∑
x′6t′
ce,Jl(x
′)dt′ = Qe,l,k(log t
β
l+1) + Fe,l,k(t
β
l+1),
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où Qe,l,k est un polynôme à coefficients de type O(eβ) et Fe,l,k une fonction
telle que Fe,l,k(t)≪ eβt−η(l) pour un certain η(l) > 0. Comme nous l’avons
fait précédemment, nous en déduisons qu’il existe un réel Ee,j,l,k tel que
Ee,j,l,k ≪ eβ et∫
Sl(X)
(log〈t′′〉)j−k
〈t′′〉 Fe,l,k(t
β
l+1)dt
′′ = Ee,j,l,k +O(e
βX−η(l)β
r/2).
En sommant sur k, on a alors qu’il existe un réel, noté Ee,j,l tel que :
Ke,j,l = Ee,j,l+
∫
Sl(X)
j∑
k=0
(
j
k
)
(log〈t′′〉)j−k
〈t′′〉 Qe,l,k(log t
β
l+1)dt
′′+O(eβX−η(l)β
k/2).
On obtient donc finalement :
Ie,j,l(X) = Ee,j,l +
∫
Sl(X)
j∑
k=0
(
j
k
)
(log〈t′′〉)j−k
〈t′′〉 Qe,l,k(log t
β
l+1)dt
′′
+O(eβX−η(l)β
k/2) +De,j,l +O(e
βX−δβ
r/2),
On peut par ailleurs développer (log〈t′′〉)j−kQe,l,k(log tβl+1) en un polynôme
en log(ti) pour i ∈ {l + 1, ..., r} à coefficients O(eβ), et on peut donc écrire
l’intégrale de la formule ci-dessus comme une combinaison linéaire (à coeffi-
cients de type O(eβ)) d’intégrales du type :∫
Sl(X)
∏r
i=l+1(log ti)
bi∏r
i=l+1 ti
dt′′
avec bl+1, ..., br ∈ N\{0}. Ces intégrales peuvent être calculées explicitement
et sont des polynômes en log(X) à un terme d’erreur de type O(X−β
r/2) près,
d’où le résultat.
On déduit directement de ce lemme le résultat suivant :
Lemme 6.7. Soit (he)e∈NN une (α,D, ν, δ,β)− famille et j ∈N∗. Il existe
un réel η > 0 et un polynôme Qe,j à coefficients de taille O(eβ) tels que :∫
[1,X]r
(log〈t〉)j
tα+1
∑
x6t
he(x)dt = Qe,j(log(X)) +O(e
βX−η).
6.3 Un résultat intermédiaire
On pose pour r ∈ N, j ∈ N∗ :
(125) Vr,j =
∫
[0,1]r
(ξ1 + ...+ ξr)
jdξ.
129
On remarque que :
Vr,j =
∑
a1+...+ar=j
∀i∈{1,...,r}, ai>0
(
j
a1 ... ak
)
1
(a1 + 1)...(ar + 1)
.
Théorème 6.8. Soit (he)e une (α,D, ν, δ,β)− famille et j ∈ N∗. Il existe
alors un réel η > 0 et une famille de polynômes (pe,j) de degré au plus r+ j
dont les coefficients sont de type O(eβ) tels que :
∑
∀i, xi6X
(log〈x〉)j
xα
he(x) = pe,j(logX) +O(e
βX−η).
De plus, si ce 6= 0, alors le degré de pe,j est exactement r+j et son coefficient
dominant est (
∏r
i=1 αi) ceVr,j.
Démonstration. Commençons par remarquer que
∂
∂x
log(xy)j
xαyβ
= −αqj(log(xy))
xα+1yβ
,
où qj(t) = tj+jα−1tj−1. En appliquant cette égalité récursivement on obtient
alors par sommation par parties :
∑
∀i, xi6X
(log〈x〉)j
xα
he(x) =
∑
J⊂{1,...,r}
(∏
i∈J
αi
)
ΞJ ,
où
Ξ∅ = (r logX)
jX−
∑r
i=1 αi
∑
∀i, xi6X
he(x),
et pour J 6= ∅ de cardinal n et m = r − n :
ΞJ = X
−
∑
i/∈J αi
∫
[1,X]n
qJ(log(X
m
∏
i∈J ti))∏
i∈J t
αi+1
i
∑
i∈J, xi6ti
∑
i/∈J, xi6X
he(x)d(ti)i∈J ,
où qJ est un polynôme unitaire de degré j. L’objectif est à présent de montrer
que pour tout J ⊂ {1, ..., r}, il existe un polynôme pe,J dont les coefficients
sont du type O(eβ), et satisfaisant la propriété :
(126) ΞJ = pJ(logX) +O
(
eβX−η
)
.
Si J = {1, ..., r}, la formule (126) résulte du lemme 6.7. D’autre part, si
J = ∅, par définition de Ξ∅, on a
Ξ∅ = (r logX)
j(ce +O(e
βX−δ)),
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d’où le résultat. Il nous reste à traiter le cas où n ∈ {1, ..., r−1}. Quitte à per-
muter les variables xi, on peut se ramener au cas où J = {1, ..., n}. Écrivons
alors Ξn = Ξ{1,...,n}. Soit t = (t1, ..., tn). Par développement multinomial, on
remarque qu’il existe des constantes γk,s telles que :
q{1,...,n}(log(X
m
∏
i/∈J
ti)) =
∑
k+s6j
γk,s(log(
n∏
i=1
ti))
k(logX)s,
et par conséquent,
(127) Ξn = X
−
∑r
i=n+1 αi
∑
k+s6j
γk,s(logX)
s
∫
[1,X]n
(log(
∏n
i=1 ti))
k∏n
i=1 t
αi+1
i
∑
xi6ti
i∈{1,...,n}
∑
xi6X
i∈{n+1,...r}
he(x)dt.
Première étape : remarquons que
(128)
∫
[1,X]n
(log(
∏n
i=1 ti))
k∏n
i=1 t
αi+1
i
∑
xi6ti
i∈{1,...,n}
∑
xi6X
i∈{n+1,...r}
he(x)dt
=
∑
σ∈Sn
∫
∆(n)(X)
(log(
∏n
i=1 ti))
k∏n
i=1 t
αi
i
∑
xσ(i)6ti
i∈{1,...,n}
∑
xi6X
i∈{n+1,...r}
he(x)dt.
Comme dans la section précédente, nous allons partitionner l’ensemble∆(n)(X).
Prenons à nouveau β = min{ν, δ(2D+4r)−1}, et considérons les intervalles :
∀i ∈ {0, ..., n − 1}, Ii =]Xβi+1 ,Xβi ], In = [1,Xβn ],
On a alors
[1,X] =
⊔
06i6n
Ii.
Étant donné t ∈ ∆(n)(X), il existe au moins un entier i ∈ {0, ..., n} tel que
Ii ne contient aucune des coordonnées de t. Notons i(t) le plus petit de ces
entiers i. On pose alors l(t) = 0 si t1 > Xβ
i(t)
, et sinon l(t) désigne le plus
grand entier l tel que tl 6 Xβ
i(t)+1
. On note alors
∆
(n)
i,l (X) = {t ∈ ∆(n)(X) | i(t) = i, l(t) = l}.
On a alors
∆(n)(X) =
⊔
06i6n
∆
(n)
i,l (X),
131
et on remarque de plus que ∆(n)i,l (X) est non vide uniquement lorsque i+ l 6
n. On pose à présent
Jσk,n,i,l(e) = X
−
∑r
ρ=n+1 αρ
∫
∆
(n)
i,l (X)
(log(
∏n
ρ=1 tρ))
k∏n
ρ=1 t
αρ+1
ρ
∑
xσ(ρ)6tρ
ρ∈{1,...,n}
∑
xρ6X
ρ∈{n+1,...r}
he(x)dt,
et on a alors, par les formules (127) et (128)
Ξn =
∑
σ∈Sn
∑
k+s6j
γk,s(logX)
s
∑
i+l6n
Jσk,n,i,l(e).
Deuxième étape : nous allons à présent chercher à évaluer Jσk,n,i,l(e). Quitte
à permuter les variables, nous nous ramenons à l’estimation de Jk,n,i,l(e) =
JIdk,n,i,l(e). Commençons par traiter le cas de Jk,n,i,0(e). Remarquons que
∆
(n)
0,0 (X) est vide, et que l’on peut donc supposer i > 1. Pour t ∈ ∆(n)i,0 (X),
on a t1 > Xβ
i
> Xβ
n
et la condition 1. donne :
∑
xρ6tρ
ρ∈{1,...,n}
∑
xρ6X
ρ∈{n+1,...r}
he(x) = ceX
∑r
ρ=n+1 αρ
n∏
ρ=1
t
αρ
ρ +O
eβX∑rρ=n+1 αρ−δβn n∏
ρ=1
t
αρ
ρ
 .
Par conséquent,
Jk,n,i,0(e) = ce
∫
∆
(n)
i,0 (X)
(log(
∏n
ρ=1 tρ))
k∏n
ρ=1 tρ
dt+O
(
eβX−δβ
n/2
)
.
Montrons à présent qu’il existe un polynôme Q ne dépendant que de n, i, β, k
tel que :
(129)
∫
∆
(n)
i,0 (X)
(log(
∏n
ρ=1 tρ))
k∏n
ρ=1 tρ
dt = Q(logX).
Pour cela, considérons des entiers naturels n = u1 > u2 > ... > ui > ui+1 = 1
et posons u = (u1, ..., ui+1). Soit
Γi,u = {t ∈ ∆(n)(X) | ∀λ ∈ {0, ..., i−1}, ∀ρ ∈ {uλ+2+1, ..., uλ+1}, tρ ∈ Iλ}.
Par construction
∆
(n)
i,0 (X) =
⊔
u
Γi,u.
Par développement multinomial, on a :∫
∆
(n)
i,0 (X)
(log(
∏n
ρ=1 tρ))
k∏n
ρ=1 tρ
dt
=
∑
u
∑
a1+...+an=k
(
k
a1 ... an
)∫
Γi,u
∏n
ν=1(log tρ)
aρ∏n
ρ=1 tρ
dt.
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Par définition de Γi,u, cette dernière intégrale se factorise en produit d’inté-
grale sur tρ ∈ Iλ avec ρ ∈ {uλ+2 + 1, ..., uλ+1}. Une telle intégrale prend la
forme : ∫
Y β6v1<...<vs6Y
∏s
ρ=1(log vρ)
bρ∏s
ρ=1 vρ
dv,
où Y = Xβ
λ
. Ces intégrales peuvent être calculées explicitement et donnent
un polynôme en log(X), d’où le résultat. Nous avons donc montré que
Jk,n,i,0(e) = ceQ(logX) +O
(
eβX−δβ
n/2
)
.
Traitons maintenant le cas l = n. Puisque l’on a supposé l + i 6 n, on doit
avoir i = 0, et on observe que ∆(n)0,n(X) = ∆
(n)(Xβ). Rappelons que β 6 ν,
et par conséquent, en écrivant x′ = (x1, ..., xl), on déduit de la condition 2
que ∑
xj6X
j∈{n+1,...,r}
he = ce,{1,...,l}(x
′)X
∑r
j=n+1 αj +O
(
eβ|x′|DX
∑r
j=n+1 αj−δ
)
.
Pour t ∈ ∆(n)(Xβ), en sommant sur x′ 6 t, on obtient :∑
x′6t
∑
xj6X
j∈{n+1,...,r}
he = X
∑r
j=n+1 αj
∑
x′6t
ce,{1,...,l}(x
′)+O
(
eβ|t|n+DX
∑r
j=n+1 αj−δ
)
.
En rappelant que β 6 δ/(4n+2D), et en utilisant la définition de Jk,n,0,n(e)
on trouve :
Jk,n,0,n(e) =
∫
∆(n)(Xβ)
(log(
∏n
ρ=1 tρ))
k∏n
ρ=1 t
αρ+1
ρ
∑
x′6t
ce,{1,...,l}(x
′)dt +O
(
eβX−δ/2
)
.
D’après le lemme 6.4, on peut appliquer le lemme 6.6 avec ce,{1,...,l} à la place
de he, et il s’ensuit que Jk,n,0,n(e) est un polynôme en logX à coefficients
de type O(eβ) à un terme d’erreur près de type O(eβX−η) pour un certain
η > 0. Il nous reste à traiter le cas où l ∈ {1, ..., n − 1}. Posons t = (t′, t′′),
avec t′ = (t1, ..., tl) et t′′ = (tl+1, ..., tn). Remarquons que t ∈ ∆(n)i,l (X) si et
seulement si t′ ∈ ∆(l)(Xβi+1) et t′′ ∈ ∆(n−l)i,0 (X). De plus β 6 ν, et par la
condition 2 on a :
∑
xi6ti
l<i6n
∑
xi6X
n<i6r
he(x) = ce,{1,...,l}(x
′)X
∑r
j=n+1 αj
n∏
ρ=l+1
t
αρ
ρ
+O
eβ|x′|DX∑rρ=n+1 αρ
 n∏
ρ=l+1
t
αρ
ρ
 t−δl+1
 .
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Puis en sommant sur les x′ 6 t′, on trouve (puisque tl+1 > Xβ
i
) :
∑
xi6ti
16i6n
∑
xi6X
n<i6r
he(x) = X
∑r
j=n+1 αj
n∏
ρ=l+1
t
αρ
ρ
∑
x′6t′
ce,{1,...,l}(x
′)
+O
eβ|t′|D+nX∑rρ=n+1 αρ−δβi
 n∏
ρ=l+1
t
αρ
ρ
 .
En multipliant ce résultat par
(∏n
ρ=1 t
−αρ−1
ρ
)
(log
∏n
ρ=1 tρ)
k et en intégrant
sur ∆(n)i,l (X), le terme d’erreur peut être majoré par :
eβX
∑r
ρ=n+1 αρ−δβ
i
(logX)k
∫
∆
(n)
i,l (X)
 n∏
ρ=1
tρ
−1 |t′|n+Ddt
≪ eβX
∑r
ρ=n+1 αρ−δβ
i
(logX)k+n
∫
∆(l)(Xβi+1 )
|t′|n+Ddt′︸ ︷︷ ︸
≪Xβi+1(2n+D)≪Xδβi/2
≪ eβX
∑r
ρ=n+1 αρ−δβ
n/2.
Ainsi, à un terme d’erreur O(eβX
∑r
ρ=n+1 αρ−δβ
n/2) près, l’intégrale Jk,n,l,n(e)
vaut :
∑
k′+k′′=k
(
k
k′
)∫
∆
(n−l)
i,0 (X)
(log
∏n
ρ=l+1 tρ)
k′′∏n
ρ=l+1 tρ∫
∆(l)(Xβi+1)
(log
∏l
ρ=1 tρ)
k′∏l
ρ=1 t
αρ+1
ρ
∑
x′6t′
ce,{1,...,l}(x
′)dt′
Par application des lemmes 6.4 et 6.6 et de la formule (129), on montre di-
rectement que ceci est, à un terme d’erreur O(eβX−η) près, un polynôme en
log(X) à coefficients O(eβ).
Troisième étape : Le degré et le coefficient dominant du polynôme pe,j
peuvent être calculés de la manière suivante. On a par définition de Ξr et
par la condition 1. :
Ξr = ce
∫
[1,X]r
q{1,...,r}(log(
∏r
i=1 ti))∏r
i=1 ti
dt+O
(
eβ
∫
[1,X]r
(log(
∏r
i=1 ti))
j∏r
i=1 timini∈{1,...,r} t
δ
i
dt
)
.
Puisque q{1,...,r} est unitaire de degré j, il s’ensuit que :
Ξr = ce
∫
[1,X]r
(log(
∏r
i=1 ti))
j∏r
i=1 ti
dt+O
(
eβ(logX)r+j−1
)
.
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Par développment multinomial, on obtient :
Ξr = ce
∑
a1+...+ar=j
(
j
a1 ... ar
)∫
[1,X]r
∏r
i=1(log ti)
ai∏r
i=1 ti
dt +O
(
eβ(logX)r+j−1
)
= ce
∑
a1+...+ar=j
(
j
a1 ... ar
)
(logX)r+j∏r
i=1(ai + 1)
+O
(
eβ(logX)r+j−1
)
= ceVr,j(logX)
r+j +O
(
eβ(logX)r+j−1
)
.
En utilisant à nouveau la condition 1, on montre par ailleurs que pour tout
J ( {1, ..., r} de cardinal n :
ΞJ ≪ eβ(logX)n+j .
Anisi, on obtient
∑
∀i, xi6X
(log〈x〉)j
xα+1
he(x) =
(
r∏
i=1
αi
)
Vr,jce(logX)
r+j +O
(
eβ(logX)r+j−1
)
,
ce qui achève la démonstration du théorème.
6.4 Sommation sur les fibres
Nous allons commencer par évaluer
∑
xα6P he(x) pour des xj assez
grands. Plus précisément, fixons un élément W ∈ [1, P ]r et considérons :
Υe(P,W) =
∑
wα6P
w>W
he(w),
pr(t) =
r−1∑
l=0
(−1)r+1+l
l!
tl.
Lemme 6.9. Soit (he)e une (α,D, ν, δ,β)− famille. Supposons de plus que
Wα 6 P
1
2 et que minj∈{1,...,r}Wj > log(P )
2r
δ . On a alors :
Υe(P,W) = cepr
(
log
(
P
Wα
))
P +O
(
eβP (log P )r( min
j∈{1,...,r}
Wj)
− δ
2r
)
.
Pour démontrer ce lemme, nous aurons besoin du résultat ci-dessous :
Lemme 6.10. Soient r et J deux entiers naturels. Pour tout t ∈ C, on a :
(1− t)r
∑
j1+...+jr6J
∀k, jk>0
tj1+...+jr = 1− tJ+1
r−1∑
l=0
(
J + l
l
)
(1− t)l.
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Démonstration. Voir [B-B, Lemme 2.9].
Démonstration du lemme 6.9. Nous allons nous ramener à l’évaluation des
sommes
He(U
+,U−) =
∑
U−<u6U+
he(u).
Soit θ un réel, et J un entier naturel que nous préciserons ultérieurement.
On suppose que 1 < θ < 3 et que θJ = P/Wα. Pour j > 0, nous poserons
Uk,j =Wkθ
j
αk ,
et notons Uj = (U1,j1 , ..., Ur,jr). Nous considérons alors les boîtes Uj <
u 6 Uj+1 qui sont incluses dans {u | uα 6 P} lorsque Wαθ(
∑r
k=1 jk)+r =
Uαj+1 6 P , ce qui est vrai si et seulement si |j|1 = j1 + ... + jr 6 J − r.
Soit u tel que u > W et uα 6 P . Il existe alors un unique j ∈ Nr tel que
Uj < u 6 Uj+1. Les inégalités Uαj < u
α 6 P impliquent |j|1 6 J . On a
donc que
(130)
∑
|j|16J−r
He(Uj+1,Uj) 6 Υe(P,W) 6
∑
|j|16J
He(Uj+1,Uj).
En notant pour tout X ∈ Nr :
He(X) =
∑
x6X
he(X),
on obtient alors l’identité :
(131) He(Uj+1,Uj) =
∑
∈{0,1}r
(−1)r−||1He(Uj+).
Par ailleurs, d’après la condition 1. :
He(Uj+) = ceW
αθ|j+|1 +O
(
eβWα(minWj)
−δθ|j+|1
)
.
Posons à présent J+ = J et J− = J − r et étudions les sommes :
Υ+e =
∑
|j|16J+
He(Uj+1,Uj),
Υ−e =
∑
|j|16J−
He(Uj+1,Uj).
Les égalités précédentes donnent alors :
Υ±e = ceW
α
∑
|j|16J±
∑
∈{0,1}r
(−1)r−||1θ|j+|1+O
eβWα(minWj)−δ ∑
|j|16J±
θ|j|1
 .
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En utilisant l’égalité : ∑
∈{0,1}r
(−1)r−||1T ||1 = (T − 1)r,
on a
(132) Υ±e = ce(θ − 1)rWα
∑
|j|16J±
θ|j|1 +O
eβWαW−δj0 ∑
|j|16J±
θ|j|1
 ,
avec Wj0 = minWj . Le terme d’erreur peut être majoré par
eβWαW−δj0 θ
J Card{j ∈ Nr | |j|1 6 J} ≪ eβPJrW−δj0 .
En utilisant l’égalité du lemme 6.10 avec t = θ dans la formule (132), et en
multipliant par (−1)r on trouve alors (en rappelant que θJ = P/Wα) :
Υ+e = cePθ
r−1∑
l=0
(
J + l
l
)
(−1)r+1+l(θ−1)l+O
(
eβWα
)
+O
(
eβPJrW−δj0
)
,
et de même :
Υ−e = cePθ
1−r
r−1∑
l=0
(
J − r + l
l
)
(−1)r+1+l(θ−1)l+O
(
eβWα
)
+O
(
eβPJrW−δj0
)
.
Choisissons à présent J = ⌊W δ/2rj0 ⌋, de sorte que J > log P et que 1 < θ 6 e.
On a alors
θ = exp
(
J−1 log
(
P
Wα
))
= 1 + J−1 log
(
P
Wα
)
+O
(
J−2(log P )2
)
(car on a supposé Wα 6 P
1
2 ). D’autre part, on remarque que(
J + l
l
)
=
J l
l!
+O(J l−1)
et par conséquent(
J + l
l
)
(θ − 1)l = 1
l!
log
(
P
Wα
)l
+O
(
J−1(log P )l+1
)
.
On multiplie cette égalité par (−1)r+l+1 et on somme sur l ∈ {0, ..., r − 1}.
En rappelant que
pr(t) =
r−1∑
l=0
(−1)r+l+1
l!
tl,
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on obtient donc que :
Υ+e = cePpk
(
log
P
Wα
)
+O
(
eβ
(
P (log P )rJ−1 +Wα + PW−δj0 J
r
))(133)
= cePpk
(
log
P
Wα
)
+O
(
eβP (log P )rW
− δ
2r
j0
)
.(134)
De façon analogue on obtient exactement la même formule asymptotique
pour Υ−e et donc pour Υe(P,W) d’après (130).
6.5 Démonstration du théorème 6.2
Nous sommes à présent en mesure de démontrer le théorème 6.2. Dans
ce qui va suivre, nous considérerons (he)e une (α,D, ν, δ,β)− famille. On
vérifie facilement qu’alors (he)e est une (α,D, ν ′, δ′,β)− famille pour tous
ν ′ 6 ν, δ′ 6 δ, et on peut donc supposer dorénavant que ν 6 1
2
∑r
j=1 αj
et
δ 6 12 . Fixons par ailleurs les paramètres
(135) A = D + (r + 1) max
j∈{1,...,r}
(αj) + ν
−1(1 + max
j∈{1,...,r}
(αj)),
(136) B = 4Ar2/δ.
Introduisons un paramètre V > 4 et supposons que P est tel que V B
r
6 P ν .
On pose alors
V0 = 1, V1 = V, ∀k ∈ {1, ..., r}, Vk = V Bk−1 , Vr+1 = P,
et
V0 = [V0, V1], ∀k ∈ {1, ..., r}, Vk =]Vk, Vk+1]
de sorte que
[1, P ] =
r⊔
k=0
Vk.
Par le principe des tiroirs, pour tout x = (x1, ..., xr) ∈ Nr tel que xα 6 P ,
il existe au moins un l ∈ {0, ..., r} tel que xj /∈ Vl pour tout j ∈ {1, ..., r}.
On note alors l(x) le plus grand de ces entiers l. Posons ensuite pour tout
l ∈ {0, ..., r} :
Υe,l(P ) =
∑
xα6P
l(x)=l
he(x)
(on remarque que Υe(P ) =
∑r
l=0Υe,l(P )). Remarquons que la condition
l(x) = r équivaut à dire que |xj | 6 Vr pour tout j ∈ {1, ..., r}. Donc, d’après
la condition 1, on obtient la borne :
Υe,r(P ) 6 He(Vr, ..., Vr)≪ eβ
r∏
j=1
V
αj
r ≪ eβV Br
∑r
j=1 αj ≪ eβP 12 .
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Considérons à présent x ∈ Nr tel que xα 6 P et l(x) = l avec l ∈ {0, ..., r−
1}. On peut associer à un tel x les ensembles
J (x) = {j ∈ {1, ..., r} | xj 6 Vl},
∀m ∈ {l + 1, ..., r}, Lm(x) = {j ∈ {1, ..., r} | xj ∈ Vm}.
On observe que {1, ..., r} = J (x) ⊔ (⊔rm=l+1Lm), et on note
A(x) = (J (x),Ll+1(x), ...,Lr(x)).
Une partition A = (J ,Ll+1, ...,Lr) de {1, ..., r} telle que Lm 6= ∅ pour
tout m ∈ {l + 1, ..., r} sera dite admissible pour l. On a alors pour tout
l ∈ {0, ..., r − 1} :
Υe,l(P ) =
∑
A admissible
pour l
Υe,A(P ),
où
Υe,A(P ) =
∑
xα6P
A(x)=A
he(x).
Nous allons à présent utiliser cette décomposition de Υe(P ) pour démontrer
le résultat ci-dessous :
Lemme 6.11. Soit (he)e une (α,D, ν, δ,β)− famille. On a alors pour tout
e :
Υe(P ) =
ce
(r − 1)!P (log P )
r−1 +O
(
eβP (logP )r−2 log(logP )
)
.
Démonstration. Le cas r = 1 est immédiat d’après la condition 1. Nous sup-
poserons donc dorénavant r > 2, et nous choisissons V = (log P )B .
On considère l’ensemble A = (∅, {1, ..., r}) qui est admissible pour r− 1.
Si A(x) = A, alors pour tout j ∈ {1, ..., r}, xj > Vr−1 et xj ∈ Vr =]Vr, P ].
On en déduit que
Υe,A(P ) = Υe(P, (Vr, ..., Vr).
Puisque Vr = (log P )B
r
et que Br = (4Ar
2
δ )
r >
2r
δ > 1, on peut appliquer le
lemme 6.9, et on obtient :
Υe(P, (Vr, ..., Vr)) = cepr
(
log
(
P∏r
j=1 V
αj
r
))
P +O
(
eβP (log P )r(log P )−
Brδ
2r
)
=
ce
(r − 1)!P (log P )
r−1 +O
(
eβP (log P )r−2 log(log P )
)
.
Il reste à montrer que pour tout autre ensemble A admissible pour l, la
somme Υe,A(P ) est du type
(
eβP (log P )r−2 log(log P )
)
. Commençons par
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traiter le cas où J = ∅. Considérons un ensemble (∅,Ll+1, ...,Lr) admissible
pour l. Nous avons déjà traité les cas l = r et l = r − 1. Nous supposons
donc que l ∈ {0, ..., r−2}. Soit x ∈ Nr tel que A(x) = A. Puisque Ll+1 6= ∅,
il existe un certain j0 ∈ {1, ..., r} tel que xj0 ∈ Vl+1. Quitte à permuter les
variables, nous pouvons supposer, pour simplifier, que j0 = 1. On a alors,
pour tout j 6= 1, xj > Vl+1. En utilisant le lemme 6.9 (en remarquant que
Vl+1 > (log P )
2r/δ puisque B > 2rδ ) on en déduit l’estimation :
Υe,A(P ) 6
∑
Vl+1<x16Vl+2
∑
∀j 6=1, xj>Vl+1
xα6P
he(x)
= Υe(P, (Vl+1, Vl+1, ..., Vl+1))−Υe(P, (Vl+2, Vl+1, ..., Vl+1))
= ceP
(
pr
(
log
P∏r
j=1 V
αj
l+1
)
− pr
(
log
P
V α1l+2
∏r
j=2 V
αj
l+1
))
+O(eβP )
≪ eβα1P log
(
Vl+2
Vl+1
)
(log P )r−2 +O
(
eβP (log P )r−2 log(log P )
)
≪ eβP (log P )r−2 log(log P ).
Supposons à présent que A = (J ,Ll+1, ...,Lr) est admissible pour l avec
J 6= ∅. Puisque tous les Lm sont non vides, on a l > 1. Quitte à permuter les
variables, on peut supposer que J = {1, ..., k} pour un certain k > 1. Soit
x ∈ Nr tel que A(x) = A. On pose w = (x1, ..., xk) et y = (xk+1, ..., xr).
On a alors que yj > Vl+1 pour tout j et wj 6 Vl, et donc :
Υe,A(P ) 6
∑
∀j∈{1,...,k}, xj6Vl
∑
∏r
j=k+1 y
αj
j 6
P
∏k
j=1
x
αj
j
he(w,y).
Or, d’après le lemme 6.9 on a :∑
∏r
j=k+1 y
αj
j 6
P
∏k
j=1
x
αj
j
he(w,y)
=
ce,{1,...,k}(w)∏k
j=1 x
αj
j
Ppr−k
(
log
P∏k
j=1 x
αj
j
∏r
j=k+1 V
αj
l+1
)
+O(eβPV −δl+1(logP )
r(
k∏
j=1
x
αj
j )
A)
≪ ce,{1,...,k}(w)∏k
j=1 x
αj
j
P (log P )r−k−1 + eβPV −δl+1(log P )
r(
k∏
j=1
x
αj
j )
A.
Puis, en sommant sur les w tels que |w| 6 Vl et en utilisant le théorème 6.8,
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on obtient
Υe,A(P )≪ eβP (log P )r−k−1(log Vl)k + eβ
k∏
j=1
V A+1l V
−δ/2r
l+1 (log P )
r
≪ eβP (log P )r−k−1(log(log P ))k + eβ
k∏
j=1
(log P )r+kB
l(A+1)−Bl+1δ/2r
≪ eβP (log P )r−2 log(log P ) + eβ
k∏
j=1
(log P )r−2
(par définition B, on a en effet kBl(A+ 1)−Bl+1δ/2r 6 −2).
Nous sommes à présent en mesure de démontrer le théorème 6.2 :
Démonstration du théorème 6.2. Posons κ = ν(∑rj=1 αj)Br et choisissons V =
P κ. Nous allons montrer que pour un ensemble A admissible pour l ∈
{0, ..., r − 1}, il existe un polynôme pA,e de degré au plus r − 1 à coeffi-
cients du type O(eβ) tel que :
(137) Υe,A(P ) = PpA,e(log P ) +O(e
βP 1−η)
pour un certain η > 0. Commençons par considérer le cas oùA = {∅,Ll+1, ...,Lr}
admissible pour l. Si l = r−1, alors Lr = {1, ..., r} etΥe,A(P ) = Υe(P, (Vr, ..., Vr))
et on a donc :
Υe,A(P ) = cePpr
(
log
P
V
∑r
j=1 αj
r
)
+O(eβPV −δ/2rr )
= cePpr
(
log
P
V
∑r
j=1 αj
r
)
+O(eβP 1−η)
pour 0 < η < νrB . Si à présent l ∈ {0, ..., r− 2}, on a alors si A(x) = A pour
tout m ∈ {l + 1, ..., r − 1}, Vm < xj 6 Vm+1, ∀j ∈ Lm et on en déduit :
Υe,A(P ) =
∑
V=(V (1),...,V (r))
(−1)ε(V)Υe(P,V),
avec V (j) ∈ {Vm, Vm+1} pour j ∈ Lm et V (j) = Vr si j ∈ Lr, et avec
ε(V) ∈ {0, 1} pour tout V. Puisque V = P κ, d’après le lemme 6.9 :
Υe(P,V) = cePpr
(
log
P∏r
j=1(V
(j))αj
)
+O(eβP 1−η).
Puisque tous les V (j) sont des puissances de P , on a que log P∏r
j=1(V
(j))αj
est
un multiple de log P , et on obtient donc bien la formule (137) pour Υe,A(P ).
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Considérons à présent A = {J ,Ll+1, ...,Lr} est admissible pour l avec
J 6= ∅. Quitte à permuter les variables, on peut supposer J = {1, ..., k}.
Nous noterons alors x = (w,y) pour tout x tel que A(x) = A, comme dans
la démonstration du théorème précédent. On obtient alors
Υe,A(P ) =
∑
|w|6Vl
∑
∏r
j=k+1 y
αj
j 6
P
∏k
j=1
x
αj
j
∀j∈Lm, yj∈Vm
he(w,y).
Comme précédemment, nous pouvons écrire
Υe,A(P ) =
∑
∀j∈{1,...,k}
xj6Vl
∑
V=(V (1),...,V (r))
(−1)ε(V)
∑
∏r
j=k+1 y
αj
j 6
P
∏k
j=1
x
αj
j
y>V
he(w,y).
Or, d’après le lemme 6.5 et le lemme 6.9∑
∏r
j=k+1 y
αj
j 6
P
∏k
j=1
x
αj
j
y>V
he(w,y)
=
ce,{1,...,k}(w)∏k
j=1 x
αj
j
Ppr−k
(
log
P∏k
j=1 x
αj
j
∏r
j=k+1(V
(j))αj
)
+O(eβP 1V −δl+1(log P )
r(
k∏
j=1
x
αj
j )
A).
Remarquons que
∏r
j=k+1(V
(j))αj = P ρ pour un certain ρ > 0, et donc que
log
P∏k
j=1 x
αj
j
∏r
j=k+1(V
(j))αj
= (1− ρ) log P − log
k∏
j=1
x
αj
j .
Le polynôme pr−k
(
log P∏k
j=1 x
αj
j
∏r
j=k+1(V
(j))αj
)
peut donc se réécrire comme
un polynôme en logP (à coefficients O(1)). En sommant sur V et sur w, on
obtient alors qu’il existe un polynôme pA,e à coefficients O(eβ) tels que :
Υe,A(P ) = pA,e(log P )P +O(e
βP 1V −δl+1(log P )
r(
k∏
j=1
V
αj+1
l )
A)
= pA,e(log P )P +O(e
βP 1−η),
pour un certain η > 0, d’où le résultat. Nous avons donc établi la for-
mule (137) pour tout ensemble A admissible pour l ∈ {0, ..., r − 1}. Nous
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en déduisons qu’il existe un polynôme p∗e de degré au plus r−1 à coefficients
O(eβ) tel que
Υe(P ) = p
∗
e(log P ) +O(e
βP 1−η).
Or, d’après le lemme 6.11, nous savons alors que p∗e(t) est du type
ce
(r−1)! t
r−1+∑r−2
k=0 αkt
k, avec αk ≪ eβ pour tout k, ce qui clôt la démonstration du
théorème.
6.6 Application du théorème 6.2
Comme nous l’avons annoncé à la fin de la section 2, nous allons cher-
cher à appliquer le théorème 6.2 aux familles de fonctions (he)e∈Nn+r et
(he)e∈Nn+r . Pour cela, il convient de vérifier que ces familles de fonctions
sont bien des (α,D, ν, δ,β)− famille pour des paramètres (α,D, ν, δ,β) bien
choisis.
Rappelons que par définition :
he(k1, ..., kr) = Card
{
x ∈ (Z \ {0})n+r | e.x ∈ U, F (e.x) = 0,
∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
= kj , ∀i ∈ {1, ..., n + r}, |xi| 6 1
ei
r∏
j=1
(kj + 1)
ai,j
 .
Or, nous avons vu que, puisque
∑
∀j∈{1,...,r},kj6Pj
= NU,e(P1, ..., Pr), d’après
le théorème 5.1, (he)e∈Nn+r vérifie la condition 1. pour αj = nj − dj pour
tout j ∈ {1, ..., r}, ce = Cσ,e et β défini par
eβ = max
e4+δ0
(
n+r∏
i=1
ei
)−1
,
(
n+r∏
i=1
ei
)− 1
2
 ,
(le fait que Cσ,e ≪ eβ découle de la remarque 3.31).
On remarque que, pour tous k = (km+1, ..., kr) et tous P1, ..., Pm, pour
φm(k) = {(xi)i∈Im ∈ Aλm ∩ Zs, | ∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
= kj ,
∀i ∈ {1, ..., n + r}, |xi| 6 1
ei
r∏
j=1
(kj + 1)
ai,j}
∑
∀j∈{1,...,m},kj6Pj
he(k1, ..., kr)
=
∑
(xi)i∈Im∈φm(k)
N(xi)i∈Im ,e(P1, ..., Pm) +O(E)
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où
E =
∑
σ∈Sr
r−1∑
m′=1
∑
(xi)i∈I
m′,σ
/∈Aλσ
m′,σ
 ∏
i/∈Im′,σ
ei
−1 m∏
j=1
P
nσ(j)
j
 r∏
j=m+1
k
∑
i/∈Im,σ
ai,σ(j)
j

≪
(
n+r∏
i=1
ei
)− 1
2
 m∏
j=1
P
nj
j
 r∏
j=m+1
k
nj+4dj
j
P−λσ/2σ(r) .
D’autre part, la formule du corollaire 4.11, est valable pour tous (xi)i∈Im ,k
tels que
(
e0,m
∏r
j=m+1 k
dj
j
)2
P−1+3d˜mθ < 1, où P =
∏m
j=1 P
dj
j . Par consé-
quent, on obtient, uniformément pour tous (km+1, ..., kr) tels que
(
e0
∏r
j=m+1 k
dj
j
)2
<
P 1−3d˜mθ donc en particulier pour
(
e0
∏r
j=m+1 k
dj
j
)2
<
(∏m
j=1 P
dj
j
) 7
10
(puisque
θ < 1
10d˜m
) :
(138)
∑
∀j∈{1,...,m},kj6Pj
he(k1, ..., kr) =
∑
(xi)i∈Im∈φm(k)
S(xi)i∈Im ,e
J(xi,ei)i∈Im ,k∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj−dj
j

+O
e40
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=m+1
k
nj+4dj
j
 m∏
j=1
P
nj−dj
j
P−δ
 .
On peut en fait remplacer la condition
(
e0
∏r
j=m+1 k
dj
j
)
<
(∏m
j=1 P
dj
j
) 7
20
par
(139)
r∏
j=m+1
k
dj
j <
 m∏
j=1
P
dj
j
 110−δ ,
avec δ > 0 arbitrairement petit. En effet, si l’on suppose e0 6
(∏m
j=1 P
dj
j
) 1
4
+δ
,
alors la condition (139) implique :e0 r∏
j=m+1
k
dj
j
 <
 m∏
j=1
P
dj
j
 110+ 14 =
 m∏
j=1
P
dj
j
 720 ,
et donc la formule (138) est vérifiée.
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Si l’on suppose à présent que e0 >
(∏m
j=1 P
dj
j
) 1
4
+δ
on a alors que, d’après
les lemmes 4.9 et 4.7 :
∑
(xi)i∈Im∈φm(k)
S(xi)i∈Im ,e
J(xi,ei)i∈Im ,k
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j
j
 m∏
j=1
P
nj−dj
j

≪ e2+δ0,m
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im
ai,j+4dj+δ
j
 m∏
j=1
P
nj−dj
j
Cardφm(k)
≪ e40
(
n+r∏
i=1
ei
)−1 r∏
j=m+1
k
nj+4dj
j
 m∏
j=1
P
nj−dj
j
P−δ,
et d’autre part,
∑
∀j∈{1,...,m},kj6Pj
he(k1, ..., kr) peut être majoré trivialement
par
(
n+r∏
i=1
ei
)−1 r∏
j=m+1
k
nj
j
 m∏
j=1
P
nj
j

≪ e40
(
n+r∏
i=1
ei
)−1 r∏
j=m+1
k
nj+4dj
j
 m∏
j=1
P
nj−dj−δ
j
 .
La formule (138) est donc vérifiée. Ainsi, on a que la condition 2. est vérifiée
par (he)e pour D = maxj∈{1,...,r}{nj + 4dj} et ν = 1maxj∈{1,...,r} dj
(
1
10 − δ
)
.
Nous pouvons donc bien appliquer le théorème à la famille (he)e et nous
obtenons :∑
∏r
j=1 k
nj−dj
j 6B
he(k1, ..., kr)
= Cσ,eB(logB)
r−1+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
B(logB)r−2
 .
Par les mêmes calculs, on trouve exactement le même résultat avec (he)e, et
on en déduit le théorème ci-dessous :
Théorème 6.12. Si l’on a n+ r > m, alors pour tout σ ∈ ∆max :
Ne,σ,U (B) =
1
(r − 1)!Cσ,eB log(B)
r−1+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
B log(B)r−2
 .
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Remarque 6.13. On remarque que, d’après le lemme 5.2 on a
m 6 r(8.2
∑r
j=1 dj+4)
 r∏
j=1
(3 + 10dj)
 r∑
j=1
dj
+ max
m∈{1,...,r}
σ∈Sr
max
(j,k)∈Cm,τ
dimV ∗τ,m,t,(j,k).
Par conséquent, si l’on note
n(F ) = n+ r − max
m∈{1,...,r}
τ∈Sr
min
t(m,τ)∈Dm,τ
max
(j,k)∈Cm,τ
dimV ∗
τ,m,t(m,τ),(j,k)
,
où D∗m,τ = {d = (dj,k)(j,k)∈Cm,τ ∈ NCm,τ | Fd 6= 0}, alors le théorème 6.12
est vérifié lorsque
n(F ) > r(8.2
∑r
j=1 dj + 4)
 r∏
j=1
(3 + 10dj)
 r∑
j=1
dj
 .
7 Conclusion et interprétation des constantes
Nous allons à présent conclure quant à la formule asymptotique pour
NV (B) = Card{P = pi(x) ∈ Y (Q) | x ∈ V (Q) | HD0(P ) 6 B},
où V est l’ouvert V = pi(U) de X. Nous avons vu dans la section 2.2 que
NV (B) = 1
2r
N0,U (B),
où
N0,U(B) = Card{x ∈ (Z \ {0})n+r ∩ U |
F (x) = 0, pgcdσ∈∆max(x
σ) = 1, H0(x) 6 B}.
Nous avons par ailleurs :
N0,U(B) =
∑
σ∈∆max
NU,σ(B) +O
(
B(logB)r−2
)
où
NU,σ(B) = Card{x ∈ (Z \ {0})n+r ∩ C0,σ ∩ U | pgcdσ∈∆max(xσ) = 1,
F (x) = 0, H0(x) 6 B}.
Nous allons à présent relier le cardinal NU,σ(B) à Ne,σ,U via une inversion
de Möbius afin d’en déduire une formule asymptotique pour NV (B) à partir
du théorème 6.12.
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7.1 Sommation de Möbius
Définissons à présent la fonction arithmétique µ (cf. [Sa, Proposition
11.9]) : Pour tout e,d ∈ Nn+r on pose :
χ(e) =
{
1 si pgcdσ∈∆max(e
σ) = 1
0 sinon
,
χd(e) =
{
1 si ∀i ∈ {1, ..., n + r}, di|ei
0 sinon
.
Il existe alors (voir [Sa, Proposition 11.9]) une unique fonction arithmétique
µ : Nn+r → R telle que pour tout e ∈ Nn+r :
χ(e) =
∑
d∈(N∗)n+r
µ(d)χd(e).
Donnons quelques propriétés de cette fonction µ.
Lemme 7.1. Si, pour p premier,
χ(p)(e) =
{
1 si p ∤ pgcdσ∈∆max(e
σ)
0 sinon
,
alors on a
χ(p) =
∑
d=(pν1 ,...,pνn+r)
ν1,...,νn+r∈Nn+r
µ(d)χd(e).
De plus, si d = (pν1 , ..., pνn+r), avec l’un des νi supérieur ou égal à 2, alors
µ(d) = 0.
Lemme 7.2 (Salberger). 1. Soient d,e ∈ (N∗)n+r et δ = pgcdσ∈∆max(dσ),
ε = pgcdσ∈∆max(e
σ). Si pgcd(δ, ε) = 1, alors
µ(d.e) = µ(d)µ(e).
2. Soit f le plus petit entier tel qu’il existe f arêtes de ∆ non contenues
dans un cône de ∆. Alors le produit eulérien :
∏
p∈P
 ∑
d=(pν1 ,...,pνn+r)
ν1,...,νn+r∈Nn+r
|µ(d)|(∏n+r
i=1 di
)s

est absolument convergent pour s > 1f .
Démonstration. Voire [Sa, Lemme 11.15].
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On a alors :
NU,σ(B) =
∑
e∈(N∗)n+r
µ(e)Ne,σ,U .
Donc, en utilisant le théorème 6.12, on obtient :
NU,σ(B) =
 1
(r − 1)!
∑
e∈(N∗)n+r
µ(e)Cσ,e
B(logB)r−1
+O
 ∑
e∈(N∗)n+r
|µ(e)|
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
B(logB)r−2
 .
Notons à présent I1, ..., IN les ensembles I minimaux pour l’inclusion tels
que
∀σ ∈ ∆,
∑
i∈I
R+vi * σ.
Par hypothèse, pour tout k, Card Ik > 6. Dans ce cas, si l’on observe que,
pour tout e tel que µ(e) 6= 0, on a
e0 6 ppcm
n+r
i=1 (ei) 6
∏
p∈P
∃i | p|ei
p 6
(
n+r∏
i=1
ei
) 1
mink Card Ik
6
(
n+r∏
i=1
ei
) 1
6
.
Ainsi, on a
∑
e∈(N∗)n+r
|µ(e)|
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2

≪
∑
e∈(N∗)n+r
|µ(e)|
(
n+r∏
i=1
ei
)− 1
3
+δ
,
et cette série converge d’après le lemme 7.2.
Ainsi,
NU,σ(B) =
 1
(r − 1)!
∑
e∈(N∗)n+r
µ(e)Cσ,e
B(logB)r−1 +O(B(logB)r−2)
=
1
(r − 1)!
 ∑
e∈(N∗)n+r
µ(e)Se∏n+r
i=1 ei
 JσB(logB)r−1 +O(B(logB)r−2)
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où
Se =
∞∑
q=1
q−(n+r)
∑
06a<q
pgcd(a,q)=1
∑
b∈(Z/qZ)n+r
e
(
a
q
F (e.b)
)
Jσ =
∫
R
∫
Cσ(R)∩[−1,1]n+r
e (βF (u)) dudβ.
On obtient donc finalement, en remarquant que
⋃
σ∈∆max
Cσ(R) = R
n+r
et que l’intersection des Cσ(R) est de mesure nulle (en effet, si x ∈ Cσ(R)∩
Cτ (R), alors |xD(σ)| = |xD(τ)|)
Théorème 7.3. Si l’on a
n(F ) > r(8.2
∑r
j=1 dj + 4)
 r∏
j=1
(3 + 10dj)
 r∑
j=1
dj
 ,
et si ∆ est tel que, pour tout k ∈ N, Card Ik > 6, alors
(140) NV (B) = 1
(r − 1)!
1
2r
SJB(logB)r−1 +O(B(logB)r−2),
où
(141) S =
∑
e∈(N∗)n+r
µ(e)Se∏n+r
i=1 ei
et
(142) J =
∑
σ∈∆max
Jσ =
∫
R
∫
u∈Rn+r |
maxσ∈∆max |u
D(σ)|61
e (βF (u)) dudβ.
Nous allons à présent chercher à interpréter les constantes intervenant
dans la formule (140) en terme des mesures de Tamagawa et démontrer ainsi
que la constante 1(r−1)!
1
2rSJ est bien celle conjecturée par Peyre, ce qui
achèvera la démonstration du théorème 1.1
Avant d’aller plus loin, rappelons la définition des formes de Leray ωL,ν
et des mesures de Tamagawa ων pour ν ∈ Val(Q).
Considérons un point x0 ∈ Y0, tel que ∂F∂xi0 (x0) 6= 0 pour un certain
i0 ∈ {1, ..., n + r}, et on note P0 = pi(x0). La forme de Leray ωL est définie
sur un voisinage de x0 sur lequel ∂F∂xi0
6= 0 par :
ωL(x) =
(−1)n+r−i0
∂F
∂xi0
(x)
dx1 ∧ ... ∧ d̂xi0 ∧ ... ∧ dxn+r(x).
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Pour tout ν ∈ Val(Q), la forme de Leray induit une mesure locale ωL,ν
sur Y0(Qν). On suppose à présent que x0 est tel que x0,i 6= 0 pour tout
i ∈ {1, ..., n + r}. Pour ν ∈ Val(Q), on considère le morphisme :
ρ : YQν → An−1Q
x 7→
(
xi∏r
j=1 x
ai,j
n+j
)
i 6=i0
Par le théorème d’inversion locale, il existe un voisinage ouvert de P0
noté V0 sur lequel ρ est bien défini et induit un difféomorphisme analytique
sur ρ(V0). On note alors W0 = pi−1(V0) et u = ((ui)i∈{1,...,n}, 1, ..., 1︸ ︷︷ ︸
r e´le´ments
). La
mesure de Tamagawa ων est définie par :
ρ∗ων =
du1,ν ...d̂ui0,ν ...dun,ν
hν(u)
∣∣∣ ∂F∂xi0 (u)∣∣∣ν
(où ui0 est défini implicitement par F (u) = 0), avec
hν(u) = max
σ∈∆max
|uD(σ)|ν .
7.2 Étude de la série singulière S
Posons
Ae(q) = q
−(n+r)
∑
06a<q
pgcd(a,q)=1
∑
b∈(Z/qZ)n+r
e
(
a
q
F (e.b)
)
.
On a alors Se =
∑∞
q=1Ae(q).
Lemme 7.4. Pour tout élément e ∈ Nn+r, la fonction Ae est multiplicative.
Démonstration. Considérons q1, q2 ∈ N tels que pgcd(q1, q2) = 1 et q = q1q2.
On remarque que
Ae(q1)Ae(q2) = q
−(n+r)
∑
a1∈(Z/q1Z)∗
a2∈(Z/q2Z)∗
∑
b1∈(Z/q1Z)n+r
b2∈(Z/q2Z)n+r
e
(
a1q2F (e.b1) + a2q1F (e.b2)
q1q2
)
.
Or, si l’on considère l’unique élément b ∈ (Z/qZ)n+r tel que b ≡ b1 (q1) et
b ≡ b2 (q2). On a alors{
q2F (e.b1) ≡ q2F (e.b) (q)
q1F (e.b2) ≡ q1F (e.b) (q) ,
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et par conséquent
Ae(q1)Ae(q2) = q
−(n+r)
∑
a1∈(Z/q1Z)∗
a2∈(Z/q2Z)∗
∑
b∈(Z/qZ)n+r
e
(
a1q2 + a2q1
q
F (e.b)
)
.
Par ailleurs, l’application
(Z/q1Z)
∗ × (Z/q2Z)∗ → (Z/qZ)∗
(a1, a2) 7→ a1q2 + a2q1
est bijective . On obtient donc finalement
Ae(q1)Ae(q2) = q
−(n+r)
∑
a∈(Z/qZ)∗
∑
b∈(Z/qZ)n+r
e
(
a
q
F (e.b)
)
= Ae(q).
Puisque nous avons vu avec le lemme 3.29 que la série Se est absolument
convergente, on a donc :
(143) Se =
∏
p∈P
(
∞∑
k=0
Ae(p
k)
)
.
Remarquons à présent que pour tous e ∈ Nn+r et k ∈ N :∑
b∈(Z/pkZ)n+r
e
(
a
pk
F (e.b)
)
=
∑
b∈(Z/pkZ)n+r
e
(
a
pk
F ((pvp(ei)bi)i∈{1,...,n+r})
)
(en effet si pgcd(q, p) = 1, b 7→ qb est une bijection de Z/pkZ sur Z/pkZ).
Par conséquent, on a
Ae(p
k) = A(pvp(ei))i∈{1,...,n+r}(p
k),
et en utilisant la formule (143), on trouve :
µ(e)Se∏n+r
i=1 ei
=
∏
p∈P
B(pvp(ei))i∈{1,...,n+r}
où pour tous ν1, ..., νn+r ∈ Nn+r :
B(pνi )i∈{1,...,n+r} =
µ(pν1 , ..., pνn+r)
p
∑n+r
i=1 νi
A(pνi)i∈{1,...,n+r}(p
k).
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La série S =
∑
e∈(N∗)n+r
µ(e)Se∏n+r
i=1 ei
étant absolument convergente, on a
alors :
S =
∏
p∈P
 ∑
ν1,...,νn+r∈N
B(pνi)i∈{1,...,n+r}

=
∏
p∈P
 ∑
(ν1,...,νn+r)∈{0,1}n+r
B(pνi)i∈{1,...,n+r}

=
∏
p∈P
 ∞∑
k=0
∑
(ν1,...,νn+r)∈{0,1}n+r
µ(pν1 , ..., pνn+r )
p
∑n+r
i=1 νi
A(pνi )i∈{1,...,n+r}(p
k)
 .
Notons à présent :
(144)
M∗p (k) = Card{x ∈ (Z/pkZ)n+r | p ∤ pgcdσ∈∆max(xσ) et F (x) ≡ 0 (pk)},
et
(145) σp =
 ∞∑
k=0
∑
(ν1,...,νn+r)∈{0,1}n+r
µ(pν1 , ..., pνn+r )
p
∑n+r
i=1 νi
A(pνi )i∈{1,...,n+r}(p
k)
 .
Lemme 7.5. Pour tout entier m > 0, on a
M∗p (m)
pm(n+r−1)
=
m∑
k=0
∑
ν1,...,νn+r∈{0,1}
µ(pν1 , ..., pνn+r )
p
∑n+r
i=1 νi
A(pνi )i∈{1,...,n+r}(p
k),
et donc
σp = lim
m→∞
M∗p (m)
pm(n+r−1)
.
Démonstration. On pose q = pm. Il est alors immédiat que :
q−1
q−1∑
t=0
∑
b∈(Z/qZ)n+r
e
(
t
q
F (b)
)
= Card{x ∈ Zn+r | F (x) ≡ 0 (q)},
et plus généralement pour tout ν1, ..., νn+r ∈ {0, 1} :
q−1
q−1∑
t=0
∑
b∈(Z/qZ)n+r
e
(
t
q
F ((pνibi)i∈{1,...,n+r})
)
=
(
n+r∏
l=1
pνl
)
Card{x ∈ Zn+r | xi ≡ 0 (pνi), F (x) ≡ 0 (q)}.
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On a donc que, en utilisant le lemme 7.4 et la formule (145) :
M∗p (m) = q
−1
q−1∑
t=0
∑
b∈(Z/qZ)n+r
∑
(ν1,...,νn+r)∈{0,1}n+r
µ(pν1 , ..., pνn+r)
p
∑n+r
i=1 νi
e
(
t
q
F ((pνibi)i∈{1,...,n+r})
)
= q−1
∑
q1|q
∑
06a<q1
pgcd(a,q1)=1
∑
b∈(Z/qZ)n+r
∑
(ν1,...,νn+r)∈{0,1}n+r
µ(pν1 , ..., pνn+r)
p
∑n+r
i=1 νi
e
(
a
q1
F ((pνibi)i∈{1,...,n+r})
)
= p−m
m∑
k=0
pm(n+r)
pk(n+r)
∑
a∈(Z/pkZ)∗
∑
b∈(Z/pkZ)n+r
∑
(ν1,...,νn+r)∈{0,1}n+r
µ(pν1 , ..., pνn+r )
p
∑n+r
i=1 νi
e
(
a
pk
F ((pνibi)i∈{1,...,n+r})
)
= pm(n+r−1)
m∑
k=0
∑
(ν1,...,νn+r)∈{0,1}n+r
µ(pν1 , ..., pνn+r)
p
∑n+r
i=1 νi
A(pνi)i∈{1,...,n+r}(p
k)
= pm(n+r−1)σp.
Lemme 7.6. Pour tout N ∈ N∗, on note
W ∗p (N) = {x ∈ (Zp/pN )n+r | pgcdσ∈∆max xσ 6≡ 0 (p), F (x) ≡ 0 (pN )}
de sorte que M∗p (N) = CardW
∗
p (N). Il existe alors un entier N0 tel que pour
tout N > N0 : ∫
x∈Zn+rp | F (x)=0
pgcdσ∈∆max x
σ 6≡0 (p),
ωL,p =
M∗p (N)
pN(n+r−1)
.
Démonstration. Soit x ∈ Zn+rp . Dans tout ce qui suit, on note
[x]N = x mod p
N .
On écrit alors :
∫
x∈Zn+2p | F (x)=0
pgcdσ∈∆max x
σ 6≡0 (p)
ωL,p =
∑
x mod pN | F (x)≡0 (pN )
pgcdσ∈∆max x
σ 6≡0 (p)
∫
u∈Zn+rp | F (u)=0
[u]N=x
ωL,p(u)
(146)
=
∑
x∈W ∗p (N)
∫
u,∈Zn+rp | F (u)=0
[u]N=x
ωL,p(u).(147)
153
Puisque Y est lisse, il existe un entier N > 0 assez grand tel que, pour tout
x ∈ (Zp/pN )n+r et tout u ∈ Zn+rp tel que [u]N = x, pgcdσ∈∆max uσ 6≡ 0 (p)
et F (u) = 0 :
c = inf
i
{vp
(
∂F
∂xi
(u)
)
}
soit non nul et constant sur la classe définie par x. On peut supposer que
N > c et que c = vp
(
∂F
∂xi0
(x)
)
pour un i0 ∈ {1, ..., n + r} fixé. On considère
u ∈ Zn+rp tel que [u]N = x, et u′ ∈ Zn+rp quelconque. On a alors
F (u+ u′) = F (u) +
n+r∑
i=0
∂F
∂xi
(u)u′i +G(u,u
′),
où G(u,u′) est une somme de termes contenant au moins deux facteurs u′i.
Ainsi, on a donc, si u′ ∈ (pNZp)n+r :
F (u+ u′) ≡ F (u) (pN+c).
Par conséquent, l’image de F (u) dans Zp/pN+c dépend uniquement de u
mod pN = x, on note alors F ∗(x) cette image.
Si F ∗(x) 6= 0, alors l’intégrale∫
u∈Zn+rp | F (u,v,w)=0
[u]N=x
ωL,p(u)
est nulle, et l’ensemble
{u mod pN+c | [u]N = x, F (u) ≡ 0 (pN+c)}
est vide.
Si F ∗(x) = 0 alors, par le lemme de Hensel, les applications coordonnées
X1, ...,Xi0−1,Xi0+1, ...,Xn+r définissent un isomorphisme de
{u ∈ Zn+rp | [u]N = x, F (u) = 0}
sur
xˆ+ (pNZp)
n+r−1,
où xˆ = (x1, ..., xi0−1, xi0+1, ..., xn+r). Par conséquent, on a :∫
u∈Zn+rp | F (u)=0
[u]N=x
ωL,p(u)
=
∫
xˆ+(pNZp)n+r−1
pcdx1...dxi0−1dxi0+1...dxn+r = p
c−N(n+r−1).
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On a d’autre part, puisque F (u) mod pN+c ne dépend que de x :
p−(N+c)(n+r−1) card{u mod pN+c | [u]N = x, F (u) ≡ 0(pN+c)}
= p−(N+c)(n+r−1)p(n+r−1)c = pc−N(n+r−1).
On a donc finalement :∫
x∈Zn+rp | F (x)=0
pgcdσ∈∆max x
σ 6≡0 (p)
ωL,p =
∑
x∈W ∗p (N)
F ∗(x)=0
pc−N(n+r−1)
=
∑
x,∈W ∗p (N)
p−(N+c)(n+r−1) card{u mod pN+c | [u]N = x, F (u) ≡ 0(pN+c)}
=
M∗p (N + c)
p(N+c)(n+r−1)
.
D’où le résultat.
Remarquons à présent que, puisque l’on a supposé qu’une puissance de
ω−1Y est engendrée par ses sections globales, d’après la proposition 2.9, pour
tout σ ∈ ∆max, D(σ) a pour support
⋃
i/∈σ(1)Di et il existe des entiers
(ai)i/∈σ(1) strictement positifs tels que D(σ) =
∑
i/∈σ(1) aiDi. On en déduit
donc que
pgcdσ∈∆max x
σ 6≡ 0 (p)⇔ pgcdσ∈∆max xD(σ) 6≡ 0 (p)⇔ hp(x) = 1.
Lemme 7.7. On l’égalité
σp =
∫
x∈Zn+rp | F (x)=0
pgcdσ∈∆max x
σ 6≡0 (p)
ωL,p =
(
1− 1
p
)r
ωp(Y (Qp)).
Démonstration. D’après ce qui précède, il suffit de montrer que pour tout
ouvert V0 de Y sur lequel ρ est bien défini et induit un difféomorphisme
analytique sur ρ(V0) :∫
x∈Zn+rp ∩W |
pgcdσ∈∆max x
σ 6≡0 (p)
ωL,p =
(
1− 1
p
)r
ωp(V0(Qp)),
où W0 = pi−1(V0).
On peut écrire :∫
x∈Zn+rp ∩W0 |
pgcdσ∈∆max x
σ 6≡0 (p)
ωL,p(x) =
∑
(α1,...,αr)∈Nr
∫
x∈Zn+rp ∩W0 |
∀j, |xn+j |p=p
−αj
hp(x)=1
ωL,p(x).
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En effectuant le changement de variables xi =
∏r
j=1 p
αjai,jui pour tout i ∈
{1, ..., n + r}, on obtient alors∫
x∈Zn+rp ∩W0 |
pgcdσ∈∆max x
σ 6≡0 (p)
ωL,p(x)
=
∑
(α1,...,αr)∈Nr
∫
u∈Qn+rp ∩W0 | (p
α1 ,...,pαr).u∈Zn+rp
hp(u)=
(∏r
j=1 p
αj(nj−dj )
)−1
∀j, |un+j |p=1
du1 ∧ ... ∧ d̂ui0 ∧ ... ∧ dun+r(∏r
j=1 p
αj(nj−dj)
)−1 ∣∣∣ ∂F∂xi0 (u)∣∣∣p
=
∑
(α1,...,αr)∈Nr
∫
u∈Qn+rp ∩W0 | (pα1 ,...,pαr).u∈Z
n+r
p
hp(u)=
(∏r
j=1 p
αj(nj−dj )
)−1
∀j, |un+j |p=1
du1 ∧ ... ∧ d̂ui0 ∧ ... ∧ dun+r
hp(u)
∣∣∣ ∂F∂xi0 (u)∣∣∣p .
En effectuant le changement de variables ui =
∏r
j=1 u
ai,j
n+jvi pour tout i ∈
{1, ..., n} et en remarquant que pour tout j ∈ {1, ..., r}∫
un+j | |un+j |p=1
dun+j = 1− 1
p
,
on obtient finalement(
1− 1
p
)r ∑
(α1,...,αr)∈Nr
∫
v=(v1,...,vn)∈V0 |
(pα1 ,...,pαr).v∈Znp
dv1 ∧ ... ∧ d̂vi0 ∧ ... ∧ dvn
hp((v, 1, ..., 1))
∣∣∣ ∂F∂xi0 (v, 1, ..., 1)∣∣∣p
=
(
1− 1
p
)r
ωp(V0(Qp)).
7.3 Étude de l’intégrale singulière J
Rappelons que l’on a
J =
∫
R
∫
x∈Φ
e (βF (x)) dxdβ.
où Φ = {Rn+r | maxσ∈∆max |xD(σ)| 6 1}. Posons τ∞ = ω∞ et montrons
que :
τ∞(Y ) =
∫
pi−1(Y )∩Φ
ωL,∞ =
∏r
j=1(nj − dj)
2r
J.
Pour démontrer cela nous allons utiliser des résultats issus de [Pe2]. Intro-
duisons les notations suivantes :
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Soit X une variété définie sur un corps de nombres k. On pose G =
Gal(k¯/k) et
ACeff (X¯),k = Spec(k¯[Ceff(X¯) ∩X∗(TNS)]G),
et si TX est un torseur universel sur X, on note
T̂X = TX ×TNS A−Ceff (X¯),k.
On dit qu’une hypersurface Y de X vérifie l’hypothèse (G) s’il existe une
désingularisation AΣ de ACeff (X¯),k équivariante sous l’action du tore TNS .
D’autre part, si L est un diviseur de Y appartenant à Ceff(Y ), on pose
δ(L) = inf{〈x,L〉, x ∈ Ceff(Y )∨ ∩ Pic(Y )∨ \ {0}.
On note δ(Y ) = δ(ω−1Y ) > 1. On a alors (cf. [Pe2, Proposition 3.5.1]) :
Proposition 7.8. Si Y est une hypersurface presque de Fano vérifiant l’hy-
pothèse (G) telle que δ(Y ) > 1, Ceff(Y¯ ) est polyédrique rationnel et si δ(ω
−1
X −
3L) > 0 (où L est le diviseur de X associé à l’hypersurface Y ), alors pour
toute place archimédienne ν ∈ Val(k), pour toute fonction φ complexe définie
sur T̂X(kν), C∞ à support compact on a la relation :∫
TY (kν)
φ(y)ωTY ,ν(y) =
∫
kν
∫
TX(kν)
φ(y)eν(ξνf(y))ωTX ,ν(y)dξν ,
où f est telle que Y = {y ∈ X | f(y) = 0}, et eν est le caractère ξ 7→
e2ipiΛν(ξ), avec Λν(ξ) = ⌊Trkν/R(ξ)⌋.
Nous allons appliquer cette proposition aux variétés X et Y , avec k = Q,
ν =∞ et f = F . Si l’on montre que la proposition s’applique dans ce cadre,
on aura alors pour tout fonction φ, C∞ à support compact sur TX(R) :∫
TY (R)
φ(x)ωTY ,∞(x) =
∫
R
∫
TX(R)
φ(x)e(βF (x))ωTX ,∞(x)dβ.
Quitte à approximer l’indicatrice du domaine Φ par des fonctions φ ∈ C∞(TX(R)) =
C∞(Rn+r), on obtient alors
σ∞(Y ) =
∫
x∈Φ
ωTY ,∞(x) =
∫
R
∫
Φ
e(βF (x))dxdβ = J.
Nous allons donc montrer que la proposition s’applique bien au cas qui
nous intéresse.
Dans le cas présent nous avons :
Ceff(X¯) =
r∑
j=1
R+.[Dn+j ]
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X∗(TNS) =
r⊕
j=1
Z.[Dn+j ],
et donc
ACeff (X¯),Q = Spec(Q[
r∑
j=1
[Dn+j ]]) ≃ ArQ.
Donc en particulier ACeff (X¯),Q est non singulière, donc vérifie bien (G).
D’autre part, le diviseur anticanonique de Y est, rappelons-le :
[ω−1Y ] =
r∑
j=1
(nj − dj)[D˜n+j ]
donc
δ(ω−1Y ) = inf
(x1,...,xr)∈Nr\{0}

r∑
j=1
xj(nj − dj)
 = infj∈{1,...,r}(nj − dj) > 1.
Le diviseur L associé à Y est
∑r
j=1 dj [Dn+j ] et on obtient donc :
δ(ω−1X −3L) = inf
(x1,...,xr)∈Nr\{0}

r∑
j=1
xj(nj − 3dj)
 = infj∈{1,...,r}(nj−3dj) > 1.
De plus, en remarquant que
Ceff(Y¯ ) =
r∑
j=1
R+.[D˜n+j ]
qui est polyédrique rationnel. Les conditions de la proposition 7.8 sont donc
toutes bien vérifiées.
7.4 Conclusion
Si S est un ensemble fini de places sur Q contenant la place infinie, et V
une variété algébrique sur Q, on note :
(148) LS(s,Pic(V¯ )) =
∏
p∈Val(Q)\S
Lp(s,Pic(V¯ ))
(149) Lp(s,Pic(V¯ )) =
1
det(1− p−s Frp |Pic(VFp ⊗Q))
(150) λν =
{
Lν(1,Pic(V¯ )) si ν ∈ Val(Q) \ S
1 sinon
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La formule conjecturée par Peyre, Batyrev et Tschinkel pour NV (B) (cf.
[Pe2]) est :
(151) NV (B) ∼B→∞ α(Y )β(Y )τH(Y )B(logB)rg(Pic(X))−1
où l’on a posé :
(152) α(Y ) =
1
(rg(Pic(X)) − 1)!
∫
Ceff (Y )∨
e−〈ω
−1
Y ,y〉dy,
(153) β(Y ) = Card(H1(Q,Pic(Y¯ ))),
(154) τH(Y ) = lim
s→1
(s− 1)rg(Pic(Y¯ ))LS(s,Pic(Y¯ ))
∏
ν∈Val(Q)
λ−1ν ων ,
avec
(155) Ceff(Y )
∨ = {y ∈ (Pic(Y )⊗R) | ∀x ∈ Ceff(Y ), 〈x,y〉 > 0}.
Dans le cas présent on a :
Pic(Y ) =
r⊕
j=1
Z.[D˜n+j ]
donc en particulier rg(Pic(Y )) = 3, et d’autre part :
[−KY ] =
r∑
j=1
(nj − dj).[D˜n+j ],
Ceff(Y ) =
r∑
j=1
R+.[D˜n+j] ≃ (R+)3.
En choisissant S = {∞},∏
p∈Val(Q)\S
Lp(s,Pic(Y¯ )) = ζ(s)
r
et donc
lim
s→∞
(s− 1)rg(Pic(Y ))L(s,Pic(Y¯ )) = 1,
et on a pour tout p premier,
λ−1p =
r∏
j=1
(
1− 1
p
)
=
(
1− 1
p
)r
.
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On a donc que
τH(Y ) = ω∞
∏
p∈P
(
1− 1
p
)r
ωp(Y ) =
1
2r
(
r∏
j=1
nj − dj)SJ.
Par ailleurs, puisque Pic(Y¯ ) ≃ Zr, Gal(Q¯/Q) agit trivialement sur Pic(Y¯ )
et on a donc que β(Y ) = 1. Enfin on a que :
α(Y ) =
1
(r − 1)!
∫
[0,∞]r
e−
∑r
j=1(nj−dj)tjdt1...dtr
=
1
(r − 1)!
r∏
j=1
∫ ∞
0
e−(nj−dj)tdt
=
1
(r − 1)!
1∏r
j=1(nj − dj)
.
Par conséquent, on obtient :
α(Y )β(Y )τH(Y )B(logB)
rg(Pic(X))−1 =
1
2r
1
(r − 1)!SJB(logB)
r−1,
et on retrouve donc bien la formule du théorème 7.3.
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