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1Adaptive Regularization of Some Inverse
Problems in Image Analysis
Byung-Woo Hong, Ja-Keoung Koo, Martin Burger, and Stefano Soatto
Abstract—We present an adaptive regularization scheme for optimizing composite energy functionals arising in image analysis
problems. The scheme automatically trades off data fidelity and regularization depending on the current data fit during the iterative
optimization, so that regularization is strongest initially, and wanes as data fidelity improves, with the weight of the regularizer being
minimized at convergence. We also introduce the use of a Huber loss function in both data fidelity and regularization terms, and
present an efficient convex optimization algorithm based on the alternating direction method of multipliers (ADMM) using the equivalent
relation between the Huber function and the proximal operator of the one-norm. We illustrate and validate our adaptive Huber-Huber
model on synthetic and real images in segmentation, motion estimation, and denoising problems.
Index Terms—Adaptive Regularization, Huber-Huber Model, Convex Optimization, ADMM, Segmentation, Optical Flow, Denoising
F
1 INTRODUCTION
IN this paper we study problems of the composite form:
min
u
Dλ(u) +Rλ(u) (1)
where u : Ω ⊂ R2 → RN ;x 7→ u(x), and D is a data-
dependent function and R is a regularization function:
Dλ(u) =
∑
x∈Ω
λ(u(x)) ρ(u(x)), (2)
Rλ(u) =
∑
x∈Ω
(1− λ(u(x))) γ(u(x)), (3)
where ρ(u) and γ(u) are modulated by a function λ(u)
that is allowed to vary in both space (the independent
variable x) and time (during the course of the optimization
iteration). Such an adaptive scheme generalizes both the
classical Bayesian and Tikhonov regularization, with unique
advantages that stem from the data-driven control of the
amount of regularization. Classically, one selects a model
by picking a function(al) that measures data fidelity, which
can be interpreted probabilistically as a log-likelihood, and
one that measures regularity, which can be interpreted as a
prior, with a parameter that trades off the two. Typically, the
trade-off between data fidelity and regularization assumed
constant both in space (i.e., on the entire image domain Ω)
and in time, i.e., during the entire course of the (typically
iterative) optimization. Neither is desirable. Consider for
example a segmentation problem in Fig. 1: Panels (c) and
(d) show the optimization residual and its variance, re-
spectively, for each region shown in (b), into which the
image (a) is partitioned. Clearly, neither the residual, nor
the variance (shown as a gray-level: bright is large, dark
is small), are constant in space. This is also applicable to
other imaging problems such as motion estimation (optical
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Fig. 1. Fixing the regularization parameter λ a-priori, for instance in a
segmentation task, results in excessive regularization in some regions,
biasing the final solution (rounded corners, large λ), or otherwise is
insufficient (jagged boundaries, small λ).
flow) and image restoration in which the local variance of
the residual often varies in space and in the course of the
optimization. Thus, we need a spatially adapted regularization,
beyond static image features as studied in [1], [2], or local
intensity variations [3], [4]. While regularization in these
works is space-varying, the variation is tied to the image
statistics, and therefore constant throughout the iteration.
Instead, we propose a spatially-adaptive regularization scheme
that is a function of the residual, which changes during
the iteration, yielding an automatically annealed schedule
whereby the changes in the residual during the iterative op-
timization gradually guide the strength of the prior, adjust-
ing it both in space, and in time/iteration. In the modeling
of conventional imaging problems, we present an efficient
scheme that uses the Huber loss for both data fidelity and
regularization, in a manner that includes standard models
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2as a special case, within a convex optimization framework.
While the Huber loss [5] has been used before for regulariza-
tion [6], we use it both in the data and regularization terms.
Furthermore, to address the phenomenon of proliferation
of multiple overlapping regions that plagues most multi-
label segmentation schemes, we introduce a constraint that
penalizes the common area of pairwise combinations of
partitions. The classical constraints often used to this end
are ineffective in a convex relaxation [7], which often leads
to the need for user interaction [8], [9]. We also present
an annealing scheme between the forward and backward
warpings in the computation of optical flow in order to
better deal with large displacement. Finally, we present an
efficient convex optimization algorithm in the alternating di-
rection method of multipliers (ADMM) framework [10] with
a variable splitting technique that enables us to effectively
simplify this constraint [11].
1.1 Related work
Regularization is commonly imposed to reduce the allow-
able space of solutions in several image analysis tasks which
are formulated as ill-posed inverse problems. The associated
parameters that modulate the strength of the regularizer are
usually constant in both space and iteration and determined
by grid search. In some cases, the parameters are tied to
the data, for instance in image restoration where the noise
variation has been used in [12] and the stability of the
estimated parameter has been analyzed in [13]. Framing
the choice of parameter as model selection, cross-validation
has also been used in [14]. Alternative approaches have
been proposed based on the log-log plots of the norm of
the residual and the regularization, called L-curve in [15],
[16]. However, the resulting methods are computationally
expensive and often unstable when the variance of noise
is small [17]. There have been other computationally ex-
pensive algorithms based on the truncated singular value
decomposition [18], U -curve [19], and generalizations of
the maximum likelihood estimate [20] to determine global
regularization. In the application of motion estimation, the
regularization parameters have been inferred from the ob-
served data in such a way that the joint probability of the
gradient field and the velocity field is maximized [21]. Other
global approaches have used bilateral filtering [22] and
incorporated noise estimation [23] for the regularization of
the estimated motion. There have been a number of spatially
adaptive regularization schemes that incorporate the image
gradient in the form of edge indicator function as a weight-
ing factor for the regularization of optical flow [24], [25] and
image segmentation [26], [27]. A local variation of the image
intensity within a fixed size window has been also used for
modulating regularization [3], [4], and the regularization
parameter has been chosen based on the variance [12].
Non-local regularization has also been proposed for optical
flow [28], [29], image segmentation [30], [31], and image
restoration [32] based on static image statistics. In contrast to
static regularization, there have been dynamically adaptive
methods that estimate the regularization parameter via a dy-
namic system in [33] where the regularization is applied in
a spatially global way. Other methods have been developed
based on the Morozov’s discrepancy principle [34] where
the residual is bounded by the estimated noise in [35], [36].
An anisotropic structure tensor has been used, based on
total variation [1], [2] or generalized total variation [37], [38].
Most adaptive regularization algorithms have considered
spatial statistics that are constant during the optimization
iteration, irrespective of the residual.
In conventional imaging tasks, the optimization has
been widely performed based on discrete graph represen-
tations [39], [40] or continuous relaxation techniques [41],
[42] where Total Variation (TV) is used as a convex form
of the regularization and its optimization is performed by
a primal-dual algorithm. In minimizing TV, a functional
lifting technique has been applied to the multi-label prob-
lem [43], [44]. Most convex relaxation approaches for multi-
label problems have been based on TV regularization while
different data fidelity terms have been used such as the
L1 [45] or L2 norms [46]. Huber norms have been used
for TV in order to avoid undesirable staircase effects [6].
Most multi-label models suffer from inaccurate or dupli-
cate partitioned regions when using a large number of
labels [7], which forces user interactions including bounding
boxes [47], contours [48], scribbles [9], or points [49].
1.2 Summary of contributions
Our primary contribution is to develop an adaptive reg-
ularization scheme in both space and time (optimization
iteration) based on the local fit of observation to the model,
which is measured by the data-driven statistics of the resid-
ual in the course of the optimization (Sect. 2). We also
introduce a composite energy functional that uses a robust
Huber loss for both data fidelity and regularization, which
are turned into the proximal operators of the L1 norm via
Moreau-Yosida regularization in a variety of imaging appli-
cations (Sect. 3). In the image segmentation model, we pro-
pose a constraint on the mutual exclusivity of regions, which
penalizes the common area of the pairwise combination of
segmenting regions so that their assigned labels become
more discriminative in particular with a number of region
labels (Sect. 3.1.2). For the motion estimation, we introduce
an annealing scheme that sequentially changes the degree of
warping between forward and backward directions so that a
large displacement can be effectively computed by consider-
ing both the forward and backward warpings (Sect. 3.2.2). In
order to demonstrate the robustness and effectiveness of our
model, we perform quantitative and qualitative evaluation
(Sect. 5).
2 ADAPTIVE REGULARIZATION
In this section we motivate our approach to adap-
tive regularization by relating it formally to standard
(Bayesian/Tikhonov) regularization. We indicate with f the
data (for instance an image or video), u the object of interest
(for instance the characteristic function of a partition of the
image domain for segmentation, or the optical flow-field),
and assume that we have a model in the form of a likelihood
function `f (u)
.
= p(f |u) and a prior q(u) .= p(u). A Bayesian
(maximum a-posteriori) criterion would then attempt to
infer u by solving
uˆbayes = arg max
u
p(u|f) ∝ `(u) q(u),
3where we have omitted the subscript f from `. Often, these
models are derived from an energy functional D(u) =∑
x∈Ω ρ(u(x)), minimizing which is typically ill-posed, so
Tikhonov regularization is imposed by selecting a functional
R(u) = ∑x∈Ω γ(u(x)), and minimizing D(u) + λR(u).
Interpreting the data term D(u) as a negative log-likelihood
`(u(x)) ∝ exp(−ρ(u(x))), and the regularizer R(u) as a
negative log-prior q(u(x)) ∝ exp(−γ(u(x))), we have
uˆtikh(λ) = arg max
u
`(u) q(1−λ)(u),
where the multiplier λ is a positive scalar parameter that
controls the amount of regularization, and is fixed a-priori,
and
`(u) ∝
∏
x∈Ω
exp(−ρ(u(x))), (4)
q(u) ∝
∏
x∈Ω
exp(−γ(u(x))). (5)
The regularizer biases the final solution (which is a function
of λ), establishing a trade-off between regularity (large λ)
and fidelity (small λ). Instead of a fixed value, we can
change λ during the optimization procedure, so that the
weight of the regularizer is maximal at first, and decreases
subsequently, ideally to the point where it does not bias the
final solution. For instance, we can choose
uˆanneal = lim
λ→1
arg max
u
`(u) q(1−λ)(u),
where λ → 1 according to some annealing schedule. Note
that this does not have an interpretation in the Bayesian
framework, and while it does not depend on the particular
value of λ, it depends on the annealing schedule. In our
method, we instead choose a model of the form
uˆadapt(λ) = arg max
u
`λ q(1−λ),
where we omit the argument u for ease of notation, and
make λ dependent on the solution u pointwise:
λ(x) ∝ `(u(x)).
The rationale being that, when/where the solution is a poor
fit of the data, the likelihood is small and therefore λ is large
and we impose heavy regularization, whereas when/where
we have a perfect fit, the (normalized) likelihood approaches
one and the effect of the regularizer is minimal. More im-
portantly, λ is different for each component x of u, resulting
in spatially-varying regularization, hence the name adaptive
regularity. This model is adaptive in both space (component
x) and time (iteration). The resulting optimization is then
uˆadapt = arg max
u
∑
x∈Ω
`(u) log `(u) + (1− `(u)) log q(u),
where x is omitted for u(x) for ease of notation. Often the
above arises from the discretization of energy functionals
under certain assumptions of conditional independence, as
we describe next.
2.1 Assumptions
In many cases of interest, the data f is distributed on a
domain Ω, and its values f(x), x ∈ Ω can be modeled as
samples from a stochastic process that has independent and
identically distributed components given the value of u(x):
`(u) = p(f |u) =
∏
x∈Ω
p(f(x)|u(x)), (6)
q(u) = p(u) =
∏
x∈Ω
p(u(x)). (7)
Under these assumptions, the optimization above is equiv-
alent to
uˆadapt = arg max
u
∑
x∈Ω
`(u) log `(u)︸ ︷︷ ︸
−ρ(u)
+(1− `(u)) log q(u)︸ ︷︷ ︸
−γ(u)
.
If we denote with ρ(u(x)) = − log(`(u(x))) the data-
dependent energy, and γ(u(x)) = − log(q(u(x))) the reg-
ularizing prior, we can also write the above as
uˆadapt = arg min
u
∑
x∈Ω
e−ρ(u) ρ(u) + (1− e−ρ(u)) γ(u).
For mathematical convenience, we think of f as a continu-
ous function f : R2 → R defined such that f(x) coincides
with the data on the lattice x ∈ Ω ⊂ R2, and consider
functionals of the form
uˆadapt = arg min
u
∫
Ω
e−
ρ(u)
β ρ(u) dx+
∫
Ω
(
1−e− ρ(u)β )γ(u) dx,
where β is parameter corresponding to the variance of
ρ(u). More generally, we also allow for some amount of
smoothing by a Gaussian kernel G, so we obtain models
of the form:
Eλ(u;β,G) =
∫
Ω
λ(x) ρ(u(x)) + (1− λ(x))γ(u(x)) dx, (8)
λ(x) = exp
(
−G ∗ ρ(u(x))
β
)
, (9)
with default choices G = δ. The original cost functional (1)
is then obtained by discretization.
2.2 Analysis of Model
A first general property that explains the behavior of the
model in (8) is the following:
Lemma 1. Assume there exists u∗ with ρ(u∗) ≡ 0, then u∗ is a
fixed point of (8).
Proof. Let u∗ satisfy ρ(u∗), hence λ ≡ 1. Then
Eλ(u∗)(u) =
∫
Ω
ρ(u(x)) dx,
which is obviously minimized by u∗.
The regularization is designed to manage non-convexity
of the objective functional, but undesirable at convergence,
where data fit is paramount. We now provide a brief well-
posedness analysis for the proposed model. For this sake,
we consider the space to be minimized on BV (Ω) for Ω ⊂
Rd a bounded domain. The mathematical definition of the
regularization functional is then given by
Rλ(u) = sup
ϕ∈C∞0 (Ω;Rd),‖ϕ‖∞≤1
∫
Ω
u∇ · ((1− λ)ϕ) dx.
4The problem we consider is then the minimization of
Eλ(u) =
∫
Ω
λ(x) ρ(u(x)) dx+Rλ(u(x)) (10)
with λ(x) as in (9). For ease of mathematical presentation,
we consider the minimization on the space of functions u
of bounded variation with mean zero, which we denote by
BV0(Ω). In order to verify the existence of a solution for our
model, it is natural to consider the fixed point map u 7→
λ 7→ u = argmin Eλ, from which we derive the following
result.
Theorem 1. Let β > 0 be sufficiently large. Let G be bounded,
integrable, and continuously differentiable with bounded and
integrable gradient. Moreover, let ρ be a continuous, nonnegative,
convex functional, such that the minimizer of Eλ is unique for
every λ. Then there exists a fixed-point u ∈ BV0(Ω) for (10).
The proof is provided in Appendix A. It is also noted
that the uniqueness of Eλ in (10) for fixed λ is guaranteed if
ρ is strictly convex.
3 APPLICATION TO IMAGING PROBLEMS
In this section, we present imaging models for segmen-
tation, motion estimation and denoising problems based
on the Huber-Huber model using our adaptive regulariza-
tion scheme. The problem of interest is cast as an energy
minimization of the composite form (1) where the relative
weighting function λ is defined by:
ν(x) = exp
(
−ρ(u(x)
β
)
, (11)
λ(x) = argmin
λ
1
2
‖ν(x)− λ‖22 + α‖λ‖1, (12)
where β > 0 is a control parameter related to the variation
of the residual ρ(u), and 0 < α < 1 is a constant parameter
to control the degree of sparsity in the weighting function
λ that is obtained by a solution of the Lasso problem [50].
The relative weight λ between the data fidelity and the reg-
ularization is adaptively applied at each point x depending
on the residual ρ(u(x)) determined by the local fit of data
to the model. The adaptive regularity scheme based on the
weighting function λ is designed so that regularization is
stronger when the residual is large, equivalently ν is small,
and weaker when the residual is small, equivalently ν is
large, during the energy optimization process. The range
0 < ν ≤ 1 with positive Lagrange multiplier α restricts
the the weight 1 − λ to [α, 1) so that the regularization is
imposed everywhere. In the definition of the data fidelity
ρ(u) and the regularization γ(u), we use a robust Huber
loss function φµ with a threshold parameter µ > 0 [5]:
φµ(x) =
{
1
2µx
2 : |x| ≤ µ,
|x| − µ2 : |x| > µ.
(13)
The advantage of using the Huber loss in comparison to the
L2 norm is that geometric features such as edges are better
preserved while it has continuous derivatives in contrast
to the L1 norm that is not differentiable leading to staircase
artifacts. In addition, the Huber loss enables efficient convex
optimization due to its equivalence to the proximal operator
of L1 norm, which will be discussed in Sect. 4.
3.1 Image Segmentation via Adaptive Regularization
3.1.1 Segmentation based on Huber-Huber model
Let f : Ω → R be a real valued1 image with domain Ω ⊂
R2. Segmentation aims to divide the domain Ω into a set
of n pairwise disjoint regions Ωi where Ω = ∪ni=1Ωi and
Ωi ∩ Ωj = ∅ if i 6= j. The partitioning is represented by
a labeling function l : Ω → Λ where Λ denotes a set of
labels with |Λ| = n. The labeling function l(x) assigns a
label to each point x ∈ Ω such that Ωi = {x | l(x) = i}.
Each region Ωi is indicated by the characteristic function
χi : Ω→ {0, 1}:
χi(x) =
{
1 : l(x) = i,
0 : l(x) 6= i. (14)
Segmentation of an image f(x) is obtained by seeking
for regions {Ωi} that minimize an energy functional with
respect to a set of characteristic functions {χi}:∑
i∈Λ
{Dλi(χi) +Rλi(χi)} ,
∑
i∈Λ
χi(x) = 1. (15)
For the data fidelity, we use a simple piecewise constant
image model with an additional noise process: f(x |Ωi) =
ci + ξi(x) with ci ∈ R where ξi is assumed to follow a
bimodal distribution where its center follows a Gaussian
distribution and its tails follow a Laplace distribution lead-
ing to the Huber loss function φµ:
Dλi(χi, ci) =
∫
Ω
λi(x) ρ(χi(x), ci) dx, (16)
ρ(χi(x), ci) = φµ(f(x)− ci)χi(x), (17)
where the weighting function λi for label i is determined
based on the residual ρ(χi, ci) as defined in (11) and (12).
For the regularization, we use a standard length penalty for
each region Ωi:
Rλi(χi) =
∫
Ω
(1− λi(x)) γ(χi(x)), (18)
γ(χi(x)) = φη(∇χi(x)), (19)
where η > 0 is a threshold for the Huber function φη . The
energy formulation in (15) in terms of the characteristic
function χi is non-convex due to its integer constraint
χi ∈ {0, 1}. We derive the convex form of the energy
functional using classical convex relaxation methods [6], [7]
where χi is replaced by a continuous function ui ∈ BV (Ω)
of bounded variation and its integer constraint χi ∈ {0, 1}
is relaxed into the convex set ui ∈ [0, 1]:∑
i∈Λ
{Dλi(ui, ci) +Rλi(ui)} ,
∑
i∈Λ
ui(x) = 1, (20)
where ui : Ω → [0, 1] is a smooth function, and the data
fidelity ρ(ui, ci) and the regularization γ(ui) are defined by:
ρ(ui(x), ci) = φµ(f(x)− ci)ui(x), (21)
γ(ui(x)) = φη(∇ui(x)). (22)
The weighting function λi is determined based on the
residual ρ(ui, ci) as defined in (11) and (12) imposing a
higher regularization to the partitioning function in which
1. Vector-valued images can also be handled, but we consider scalar
for ease of exposition.
5mismatch between the model and the observation occurs. In
contrast, a lower regularization is imposed for the regions
where the local observation fits the model.
3.1.2 Mutually Exclusive Region Constraint
The partitioning regions are constrained to be disjoint,
however the condition
∑
i∈Λ ui(x) = 1 in (20) along is
ineffective in enforcing this constraint, in particular with
a large number of labels [7]. Thus, we introduce a novel
constraint to penalize the common area of each pair of
combinations in regions Ωi in such a way that
∑
i 6=j uiuj
is minimized for all i, j ∈ Λ. Then, we add it to the energy
in (20) and arrive at the following:∑
i∈Λ
{
Dλi(ui, ci) +Rλi(ui) +
∫
Ω
τ
(∑
i 6=j
uj(x)
)
ui(x) dx
}
subject to ui(x) ∈ [0, 1],
∑
i∈Λ
ui(x) = 1, (23)
where τ > 0 is a weighting parameter for the mutual
exclusivity constraint. The desired segmentation results are
obtained by the optimal set of partitioning functions ui:
l(x) = argmax
i∈Λ
ui(x). (24)
3.2 Optical Flow via Adaptive Regularization
3.2.1 Optical Flow based on Huber-Huber model
Let I : Ω × R → R be a sequence of images f(x; t) taken
at space x ∈ Ω and time t ∈ R. The optical flow problem
aims to compute the velocity field u : Ω→ R2 that accounts
for the motion between a pair of images f1(x) := f(x; t)
and f2(x) := f(x; t + ∆t). The desired velocity field u is
obtained by minimizing an energy functional that consists
of the data fidelity and the regularization. For the data
fidelity, we consider an optical flow model based on the
brightness consistency assumption [51] with an additional
noise process ξ as follows:
f2(x) = f1(x+ u(x)) + ξ(x), (25)
where u is an infinitesimal deformation of the image do-
main. For ease of computation, we can apply a first-order
Taylor series expansion with respect to a prior velocity field
solution u0 : Ω→ R2 to linearize the first term:
f1(x+ u(x)) = f1(x+ u0(x) + u(x)− u0(x))
= f1(x+ u0(x)) +∇f1(x+ u0(x)) · (u(x)− u0(x)), (26)
where ∇f1 denotes the spatial gradient of image f1, and
the superscript notation for the transpose of the gradient is
omitted from ∇f1 for simplicity. Then, the linearization of
the brightness consistency condition in (25) and (26) leads
to the following optical flow equation:
ft(x)−∇f1(x+ u0(x)) · (u(x)− u0(x)) = ξ(x), (27)
where ft = f2 − f1 denotes the temporal derivative of
f . We assume that the noise process ξ follows a bimodal
distribution leading to the Huber loss function φµ with a
threshold µ > 0:
Dλ(u) =
∫
Ω
λ(x) ρ(u(x)) dx, (28)
ρ(u) = φµ(ft(x)−∇f1(x+ u0(x)) · (u(x)− u0(x))), (29)
where the weighting function λ is determined based on the
residual ρ(u) as defined in (11) and (12). For the regulariza-
tion, we use a standard smoothness term using the Huber
loss function φη with a threshold η > 0:
Rλ(u) =
∫
Ω
(1− λ(x)) γ(u(x)) dx, (30)
γ(u(x)) = φη(∇u1(x)) + φη(∇u2(x)), (31)
where u(x) = (u1(x), u2(x)) are the components of the
velocity field. Note that the regularizer is necessary in
regions where either the aperture problem is manifest (e.g.,
in homogeneous regions, so u is not unique) or at occlusion
regions, where u is not defined. However, regularization
should not affect the solution where u is well defined.
3.2.2 Annealing in Warping
In computing u, we consider both forward and backward
deformations of the domain with a control parameter τ ∈ R:
f2(x− (1− τ)u(x)) = f1(x+ τu(x)) + ξ(x), (32)
where τ is to consider the degree of warping between the
forward and the backward directions. We introduce a simple
annealing process for the control parameter τ the value of
which gradually changes from 0.5 to 1 in the optimization
procedure. In considering the annealing of the warping
direction, the data fidelity is modified as follows:
Dλ,τ (u) =
∫
Ω
λ(x)ρτ (u(x)) dx, (33)
ρτ (u(x)) = φµ(ft(x)− ((1− τ)∇f2 + τ∇f1)u(x)), (34)
where λ is determined based on the residual ρτ (u(x)), and
the initial velocity field u0 is omitted for ease of presenta-
tion. Then, the energy functional reads:
lim
τ→1
argmin
u
Dλ,τ (u) +Rλ(u), (35)
where the initial value is τ = 0.5 that gives the symmetric
form of the energy, and τ → 1 increases subsequently
according to an annealing process. One simple example of
the annealing process is based on the optimization iteration.
3.3 Denoising via Adaptive Regularization
3.3.1 Denoising based on Huber-Huber model
Let f : Ω → R be an observation and u : Ω → R be the
reconstruction based on the additive noise assumption f =
u + ξ where ξ denotes the noise process that is assumed to
follow a bimodal distribution. The desired reconstruction is
obtained again by minimizing the energy functional where
the data fidelity is defined by the Huber function φµ with a
threshold µ > 0:
Dλ(u) =
∫
Ω
λ(x) ρ(u(x)) dx, (36)
ρ(u(x)) = φµ(f(x)− u(x)), (37)
and the regularization is defined by the Huber function φη
with a threshold η > 0:
Rλ(u) =
∫
Ω
(1− λ(x)) γ(u(x)) dx, (38)
γ(u(x)) = φη(∇u(x)). (39)
The weighting function λ is determined based on the resid-
ual ρ(u) as defined by (11) and (12).
64 ENERGY OPTIMIZATION
In this section, we present optimization algorithms for the
considered imaging problems in the framework of alter-
nating direction method of multipliers (ADMM) [10], [52]
where the objective functional is of the following essential
form:
min
u
∫
Ω
λ(x) ρ(u(x)) dx+
∫
Ω
(1− λ(x)) γ(u(x)) dx, (40)
where λ is determined by (11) and (12). We initially modify
the energy functional by the variable splitting that intro-
duces a new variable v such that u = v:∫
Ω
λ(x) ρ(u(x)) dx+
∫
Ω
(1− λ(x)) γ(v(x)) dx, with u = v,
which leads to the following unconstrained augmented
Lagrangian:∫
Ω
λ ρ(u) dx+
∫
Ω
(1− λ) γ(v) dx+ θ
2
‖u− v + w‖22, (41)
where θ > 0 is a scalar augmentation parameter, and w is a
dual variable for the equality constraint u = v. In our imag-
ing problems, the data fidelity ρ(u) and the regularization
γ(v) are defined by the Huber function φµ, which can be
efficiently optimized by Moreau-Yosida regularization of a
non-smooth function | · | as given by [53], [54]:
φµ(x) = inf
r
{
|r|+ 1
2µ
(x− r)2
}
= proxµg(x), (42)
where r is an auxiliary variable to be minimized, and the
proximal operator proxµg(x) is associated with a convex
function g(x) = ‖x‖1. The solution of the proximal operator
of the L1 norm proxµg(x) can be obtained by the soft
shrinkage operator T (x|µ) defined by [55]:
T (x |µ) =

x− µ : x > µ
0 : ‖x‖1 ≤ µ
x+ µ : x < −µ
(43)
The data fidelity ρ(u) and the regularization γ(v) in (41)
can be replaced with ρ(u, r) and γ(v, z), respectively, by
Moreau-Yosida regularization where r and z are the auxil-
iary variables to be minimized. Then, we have the following
general form of the energy functional L:
L(u, v, w, r, z) =
∫
Ω
λ(x) ρ(u(x), r) dx
+
∫
Ω
(1− λ(x)) γ(v(x), z) dx+ θ
2
‖u− v + w‖22, (44)
where λ is determined by ρ(u, r). The general optimization
algorithm proceeds to minimize the augmented Lagrangian
L in (44) by applying a gradient descent scheme with respect
to the variables u, v, r, z and a gradient ascent scheme the
dual variable w followed by the update of the weighting
function λ. The alternating optimization steps for mini-
mizing L in (44) are presented in Algorithm 1, where k
is the iteration counter. The more detailed optimization
steps for each imaging problem will be presented in the
following sections. The technical details regarding the op-
timality conditions and the optimal solutions are provided
in Appendix B.
Algorithm 1 The ADMM updates for minimizing (44)
rk+1 := argmin
r
ρ(uk, r) (45)
zk+1 := argmin
z
γ(vk, z) (46)
uk+1 := argmin
u
∫
Ω
λk+1 ρ(u, rk+1) dx
+
θ
2
‖u− vk+1 + wk‖22 (47)
vk+1 := argmin
v
∫
Ω
(1− λk+1) γ(v, zk+1) dx
+
θ
2
‖uk − v + wk‖22 (48)
wk+1 := wk + uk+1 − vk+1 (49)
νk+1 := exp
(
−ρ(u
k+1, rk+1)
β
)
(50)
λk+1 := argmin
λ
1
2
‖νk+1 − λ‖22 + α‖λ‖1 (51)
4.1 Optimization for Image Segmentation
The energy functional for the segmentation problem in (23)
is minimized with respect to a set of partitioning func-
tions {ui} and intensity estimates {ci} in an expectation-
maximization (EM) framework. We apply the variable split-
ting ui = vi to the energy functional in (23) as presented
in (41), and simplify the constraints as follows:
∑
i∈Λ
{∫
Ω
λi ρ(ui, ci) + τ
(∑
i 6=j
uj
)
ui dx
+
∫
Ω
(1− λi) γ(vi) dx+ θ
2
‖ui − vi + wi‖22
}
,
subject to ui(x) ≥ 0,
∑
i∈Λ
vi(x) = 1, ∀x ∈ Ω, (52)
where wi is a dual variable for the equality constraint
ui = vi that allows to decompose the original constraints
ui ∈ [0, 1] and
∑
i ui = 1 into the simpler constraints
ui ≥ 0 and
∑
i vi = 1. The data fidelity ρ(ui, ci) in (21)
and the regularization γ(vi) in (22) can be replaced with the
regularized forms ρ(ui, ci, ri) and γ(vi, zi), respectively:
ρ(ui, ci, ri) = inf
ri
{(
|ri|+ 1
2µ
(f − ci − ri)2
)
ui
}
, (53)
γ(vi, zi) = inf
zi
{
‖zi‖1 + 1
2η
‖∇vi − zi‖22
}
, (54)
where ri and zi are the auxiliary variables to be minimized.
The constraints on ui and vi in (52) can be represented by
the indicator function δA(x) of a set A defined by:
δA(x) =
{
0 : x ∈ A,
∞ : x /∈ A. (55)
The constraint ui ≥ 0 is given by δA(ui) where A =
{x|x ≥ 0}, and the constraint ∑i vi = 1 is given by
δB({vi}) where B = {{xi}|
∑
i xi = 1}. The regularized
forms of the data fidelity and the regularization, and the
7indicator functions for the constraints lead to the following
unconstrained augmented Lagrangian Li for label i:
Li =
∫
Ω
λi ρ(ui, ci, ri) + τ
(∑
i6=j
uj
)
ui dx+ δA(ui)
+
∫
Ω
(1− λi) γ(∇vi, zi) dx+ θ
2
‖ui − vi + wi‖22, (56)
and the final energy functional L reads:
L({ui, vi, wi, ci, ri, zi}) =
∑
i∈Λ
Li + δB({vi}). (57)
The optimal set of partitioning functions {ui} is obtained by
minimizing the energy functional L. The optimization pro-
ceeds to minimize the augmented Lagrangian for each label
Li in (56) by following Algorithm 1. The obtained interme-
diate solutions ui and vi are projected onto the sets A and
B, respectively. The algorithm is repeated until convergence
from a given initialization for labeling function l(x). The
technical details regarding the optimality conditions and the
optimal solutions are provided in Appendix B.1.
4.2 Optimization for Optical Flow
The energy functional for the optical flow in (35) is mini-
mized with respect to the velocity field u. The intermediate
solution of u is iteratively used as the initial prior solution
u0, and the image warping is applied accordingly. We apply
the variable splitting u = v introducing a new variable
v = (v1, v2) to the energy functional in (35) as follows:∫
Ω
λ ρτ (u) dx+
∫
Ω
(1− λ) γ(v) dx+ θ
2
2∑
i=1
‖ui − vi + wi‖22,
(58)
where w = (w1, w2) is a dual variable for the equality
constraint u = v. The data fidelity ρτ (u) in (34) and the
regularization γ(v) in (31) can be replaced with the regular-
ized forms ρτ (u, r) and γ(v, z):
ρτ (u, r) = inf
r
{
|r|+ 1
2µ
(ft − (∇f1 + τ∇f2)u− r)2
}
,
(59)
γ(v, z) = inf
z
{
2∑
i=1
(
‖zi‖1 + 1
2η
‖∇vi − zi‖22
)}
, (60)
where r and z = (z1, z2) are the auxiliary variables to be
minimized. Then, the augmented Lagrangian L reads:
L(u, v, w, r, z) =
∫
Ω
λ(x) ρτ (u, r) dx
+
∫
Ω
(1− λ(x)) γ(v, z) dx+ θ
2
2∑
i=1
‖ui − vi + wi‖22. (61)
The desired velocity field u = (u1, u2) is obtained by mini-
mizing L in (61) and we follow the optimization procedure
in Algorithm 1. For the control parameter τ for the warping
annealing, we use a simple scheme that increases from 0.5 to
1 by a given step size ∆τ ∈ R at each iteration. The technical
details regarding the optimality conditions and the optimal
solutions are provided in Appendix B.2.
4.3 Optimization for Denoising
The objective functional to optimize for the denoising prob-
lem reads:∫
Ω
λ ρ(u, r) dx+
∫
Ω
(1− λ) γ(v, z) dx+ θ
2
‖u− v + w‖22,
(62)
where the data fidelity ρ(u, r) and the regularization γ(v, z)
are defined by:
ρ(u, r) = inf
r
{
|r|+ 1
2µ
(f − u− r)2
}
, (63)
γ(v, z) = inf
z
{
‖z‖+ 1
2η
‖∇v − z‖22
}
, (64)
where r and z are the auxiliary variables. Then, the aug-
mented Lagrangian L reads:
L(u, v, w, r, z) =
∫
Ω
λ(x) ρ(u, r) dx
+
∫
Ω
(1− λ(x)) γ(v, z) dx+ θ
2
‖u− v + w‖22. (65)
We follow the optimization steps in Algorithm 1 until con-
vergence from the initial condition u = f . The technical
details regarding the optimality conditions and the optimal
solutions are provided in Appendix B.3.
5 EXPERIMENTAL RESULTS
In this section, we demonstrate the robustness and effec-
tiveness of our proposed adaptive regularization scheme
in the application of segmentation, motion estimation and
denoising. The numerical experiments aim to present the
relative advantage of using our proposed adaptive regular-
ization scheme over the conventional static one. We employ
a classical imaging model and compare the performance
of the given model with the modified algorithm that re-
places the original regularization with our proposed one.
We also demonstrate the advantage in using our Huber-
Huber model. Note that the adaptive regularization can
be integrated into more sophisticated models by merely
replacing their regularization parameter with our adaptive
weighting function based on the residual of the model under
consideration.
5.1 Multi-Label Segmentation
In the experiments, we use the images in the Berkeley
segmentation dataset [56] and simple yet illustrative syn-
thetic ones. Note that we use a random initialization for the
initial labeling function for all the algorithms throughout
the experiments.
5.1.1 Robustness of the Huber-Huber (H2) model
We consider a bi-partitioning image model in order to
effectively demonstrate the robustness of our Huber-Huber
model in comparison to TV-L1 and TV-L2 ignoring the
effect of the constraint on the common area of the pairwise
region combinations. For the optimization, we apply the
primal-dual algorithm for TV-L1 and TV-L2 models. It is
shown that our Huber-Huber model yields better results
faster as shown in Fig. 2 where (a) F-measure and (b) error
are presented for each iteration. The parameters for each
algorithm are chosen fairly in such a way that the accuracy
and convergence rate are optimized.
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Fig. 2. Quantitative Comparison of the different energy models using
the F-measure (left) and residual (right) as a function of the number of
iterations. We compare the popular TV-L1 and TV-L2 approaches to our
H2 model, which is more accurate (left) and also converges faster (right)
for a bi-partitioning problem on the images suited for the bi-partitioning
image model.
5.1.2 Effectiveness of Mutually Exclusive Constraint
We qualitatively compare the segmentation results with
different number of labels on the classical junction test (cf.
Fig. 12 of [6] or Fig. 5-8 of [7]), whereby the number of
labels is fixed to one-less than the number of regions in
the input image. The algorithm is then forced to “inpaint”
the central disc with labels of surrounding regions. The
segmentation results on the junction prototype images with
different number of regions are shown in Fig. 3 where the
input junction images have 5 (top), 7 (middle), 9 (bottom)
regions as shown in (a). We compare (f) our H2 model
without the mutual exclusivity constraint and (g) our full
H2 model with the constraint to the algorithms including:
(b) fast-label (FL) [57], (c) convex relaxation based on Total
Variation using the primal-dual (TV) [58], (d) vectorial Total
Variation using the Dogulas-Rachford (VTV) [59], (e) paired
calibration (PC) [7]. This experiment is particularly designed
to demonstrate a need for the constraint of the mutual
exclusivity, thus the input images are made to be suited for
a precise piecewise constant model so that the underlying
image model of the algorithm under comparison is relevant.
The illustrative results shown in Fig. 3 indicate that the most
algorithms degrades as the number of regions increases
(top-to-bottom), while our algorithm yields consistently bet-
ter results.
5.1.3 Effectiveness of Adaptive Regularity
We empirically demonstrate the effectiveness of our pro-
posed adaptive regularization using an illustrative synthetic
image with four regions, each exhibiting spatial statistics of
different dispersion, in Fig. 4 (a). The artificial noises are
added to the white background, the red rectangle on the left,
the green rectangle on the middle, and the blue rectangle
on the right with increasing degree of noises in order. To
preserve sharp boundaries, one has to manually choose a
small regularization; however, large intensity variance in
some of the data yields undesirably irregular boundaries
between regions, with red and blue scattered throughout the
middle and right rectangles (d), all of which however have
sharp corners. On the other hand, to ensure homogeneity
of the regions, one has to impose a large regularization, re-
sulting in a biased final solution where corners are rounded
(e), even for regions that would allow fine-scale boundary
determination (red). Our approach with the adaptive reg-
ularization (b), however, naturally finds a solution with a
sharp boundary where the data term supports it (red), and
let the regularizer weigh-in on the solution when the data is
more uncertain (blue). The zoom in images for the marked
regions in (b) and (e) are shown in (c) and (f), respectively
in order to highlight the geometric property of the solution
around the corners.
5.1.4 Multi-Label Segmentation on Real Images
We compare our algorithm to the existing state-of-the-art
techniques of which the underlying model assumes the
piecewise constant image for fair comparison, and consider
the algorithms: FL [57], TV [58], VTV [59], PC [7]. We
provide the qualitative evaluation in Fig. 5 where the input
images are shown in (a) and the segmentation results are
shown in (b)-(f) where the same number of labels is applied
to all the algorithms. The parameters for the algorithms un-
der comparison are optimized with respect to the accuracy
while we set the parameters for our algorithm: µ=0.5, η=0.5,
α=0.01, β=10, τ=0.5, θ=1. While our method yields better
labels than the others, the obtained results may seem to
be imperfect in general, which is due to the limitation of
the underlying image model in particular in the presence
of texture or illumination changes. The quantitative com-
parisons are reported in terms of precision and recall with
varying number of labels in Tables 1. The computational cost
as a baseline for 481× 321× 3 color images without special
hardware (e.g. multi-core GPU/CPU) and image processing
techniques (e.g. image pyramid) is provided in Table 2.
5.2 Optical Flow
In the experiments, the qualitative and quantitative evalu-
ation is performed based on the Middlebury optical flow
dataset [60]. We use the average endpoint error (AEE) [61]
and the average angular error (AAE) [62] for the quantita-
tive evaluation.
5.2.1 Effectiveness of Annealing in Warping
We demonstrate the effectiveness of the annealing scheme
for the degree of warping between the forward and the
backward directions. We apply our optical flow algorithm
without the use of the adaptive regularization in order to
highlight the role of the annealing parameter, and use a
pair of images with the largest disparity on average (Grove3
sequence) in the dataset. The quantitative comparison of the
results is performed by our motion estimation algorithm
with and without the use of the warping annealing parame-
ter τ in Fig. 6 where (a) the energy and (b) the average end-
point error are presented. It is shown that the algorithm with
the annealing of the warping yields faster convergence and
better accuracy in comparison to the baseline without the
warping annealing scheme. Note that the change of warping
annealing parameter in optimization iteration results in the
change of the energy, subsequently causing the fluctuation
of the energy curve as shown in Fig. 6(a) where ∆τ = 0.005
is used.
5.2.2 Comparison to Classical Algorithms
We compare our algorithm to the classical Horn-Schunck
model (HS) [51], TV-L1 model (TV) [63] and Huber variant
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# of labels (4)
# of regions (7)
# of labels (6)
# of regions (9)
# of labels (8)
(a) Input (b) FL [57] (c) TV [58] (d) VTV [59] (e) PC [7] (f) our H2 (g) our full H2
Fig. 3. Qualitative comparison for the junction test with increasing number of regions (5, 7, 9 from top to bottom). The number of labels is fixed
at one-minus the true one (4, 6, 8 respectively), forcing the algorithm to fill in one of the regions. This test is reflective of the ability of the prior to
capture the structure of the image in the presence of missing data. We compare multiple models, as indicated in the legend, all of which degrade
with the number of regions; ours shows consistently better performance, as indicated by more regular in-painting (g).
labels
Precisioin Recall
FL [57] TV [58] VTV [59] PC [7] Ours FL [57] TV [58] VTV [59] PC [7] Ours
3 0.53±0.11 0.68±0.17 0.68±0.16 0.57±0.15 0.67±0.13 0.78±0.11 0.67±0.10 0.67±0.11 0.76±0.11 0.69±0.12
4 0.48±0.08 0.53±0.18 0.58±0.31 0.57±0.20 0.63±0.134 0.84±0.08 0.71±0.04 0.75±0.08 0.76±0.14 0.72±0.08
5 0.44±0.12 0.43±0.30 0.50±0.22 0.49±0.16 0.60±0.05 0.89±0.06 0.81±0.07 0.74±0.11 0.71±0.18 0.73±0.13
6 0.42±0.10 0.37±0.24 0.43±0.16 0.47±0.14 0.52±0.19 0.82±0.09 0.71±0.15 0.71±0.10 0.72±0.10 0.65±0.22
TABLE 1
Precision and Recall of the multi-label segmentation results with varying number of labels.
(a) Input (b) Ours (adaptive) (c) Zoom in of (b)
(d) Small (global) (e) Large (global) (f) Zoom in of (e)
Fig. 4. Qualitative comparison illustrating the pitfalls of a constant, non-
adaptive, regularizer and its bias on the final solution. The image (a)
has three regions with sharp boundaries/corners, and varying amount
of spatial variability. Using a small amount of regularization (d) (large
λ) yields sharp boundaries, but irregular partition into three regions
(red, green and blue), with different labels dispersed throughout the
center and right rectangles. Using a large regularizer weight (e) (small
λ) yields homogeneous regions, but the boundaries are blurred out and
the corners rounded, even in the left region (red). Our method (b) is
driven by the data where possible (left region, sharp boundaries) and let
the regularizer weigh-in where the data is more uncertain (right region,
rounded boundaries).
of total variation with L1 data fidelity (HTV) [24], and these
algorithms are optimized by primal-dual algorithm [6]. The
# of labels 2 3 4 5 6 7 8 9
time (sec) 3.08 4.40 5.82 7.16 8.62 10.07 11.66 12.72
TABLE 2
Computational cost with varying number of labels.
visualization for the computed velocity fields using the
standard color coding scheme [60] are presented in Fig. 7
where (a) the input images, (b) the ground truth, (c) HS,
(d) TV, (e) HTV and (f) our method are shown. These
visual comparisons indicate that our algorithm is more
precise than the others, which is quantitatively evaluated
in Table 3 where AEE and AAE are computed for each case.
Note that the occlusions are not explicitly taken into special
consideration in the computation of the optical flow in order
to emphasize the role of the adaptive regularization that
implicitly deals with occlusions where higher residuals due
to the mismatch occur. The parameters for each method are
optimally selected with respect to the errors, and we use
µ = 0.01, η = 0.3, α = 0.01, β = 10, ∆τ = 0.005, θ = 0.1
for our algorithm.
5.3 Denoising
In the experiments, we compare our Huber-Huber model
with constant and adaptive regularization to TV-L2 model
(ROF) [64] and Huber-L2 model (H-ROF) [6] in terms of
the structural similarity (SSIM) [65] and the peak signal-
to-noise ratio (PSNR). We apply the denoising algorithm
to the images in the USC-SIPI dataset [66] with spatially
10
Fig. 5. Visual comparison of the multi-label segmentation on Berkeley dataset using different algorithms.
Sequence
Average End-point Error Average Angular Error
HS [51] TV [63] HTV [24] Ours HS [51] TV [63] HTV [24] Ours
Dimetrodon 0.1503 0.2345 0.1582 0.1270 0.0482 0.0754 0.0504 0.0433
Grove2 0.2202 0.2292 0.2158 0.2279 0.0547 0.0574 0.0540 0.0569
Grove3 0.8186 0.8267 0.7392 0.7494 0.1346 0.1411 0.1254 0.1323
Hydrangea 0.3274 0.2521 0.2999 0.2027 0.0599 0.0528 0.0568 0.0414
RubberWhale 0.2357 0.2566 0.2406 0.1468 0.1337 0.1388 0.1374 0.0806
Urban2 0.7231 0.5867 0.5009 0.5098 0.0987 0.0745 0.0762 0.0819
Urban3 1.1624 0.9345 0.9477 0.8771 0.1957 0.1470 0.1662 0.1436
Venus 0.4066 0.4470 0.4175 0.4101 0.1185 0.1237 0.1168 0.1225
Average 0.5055 0.4709 0.4399 0.4063 0.1055 0.1013 0.0979 0.0878
TABLE 3
The average end-point error and average angular error of the motion estimation results.
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Fig. 6. (a) Energy and (b) average end-point error comparison in motion
estimation with and without annealing scheme.
biased Gaussian noise of different noise levels. We first
demonstrate the effectiveness of our adaptive regularization
in Fig. 8 (a) where SSIM is computed with varying regular-
ization parameters (β for the adaptive in red at top axis,
and λ for the constant in blue at bottom axis) for the images
with different noise levels (noise σ is 1.28 in solid line, and
2.56 in dotted line). In Fig. 8, we quantitatively evaluate
our H2 model with constant and adaptive regularization
in comparison to TV-L2 model (ROF) [64] and Huber-L2
model (H-ROF) [6] in terms of (b) SSIM and (c) PSNR for the
images with different degree of spatially varying noises. It is
clearly shown that our method with adaptive regularization
yields better SSIM and PSNR than the other methods over
all the noise levels. The visual comparison of the results
is provided in Fig. 9 where (a) original images are shown,
(b) input noisy images, (c) results by TV-L2 model [64], (d)
Huber-L2 model [6], (e) our H2 with constant regularization,
and (f) our H2 with adaptive regularization, where the
11
Fig. 7. Visual comparison of the motion estimation methods on Middlebury dataset using different algorithms.
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Fig. 8. (a) Error measure with varying regularization parameters for SSIM, where the bottom x-axis represents λ (constant) and the top x-axis
represents β (adaptive). The comparative results with respect to (b) PSNR and (c) SSIM for the images with varying noise standard deviations
(x-axis).
results are optimized with respect to SSIM and the results
are similar to PSNR. The results by conventional models in
(c), (d), (e) indicate that undesired excessive smoothing is
globally applied to cope with the highest noise level that
is locally present. In contrast, our algorithm with adaptive
regularization yields the results where the degree of smooth-
ing is adaptively determined by the spatially varying local
residuals. Note that the presented visual results in Fig. 9
may not seem perfect since images with relatively high
noises are used to distinguish the algorithm characteristics.
The quantitative comparison of the algorithms with varying
degrees of spatially varying noises is provided in Table 4
where the parameters for each algorithm are carefully cho-
sen to yield the best performance for each error measure and
we use µ = 0.16, η = 0.08, α = 0.01, β = 1, θ = 1 for our
algorithm.
6 CONCLUSION
We have introduced a novel regularization algorithm in a
variational framework where a composite energy functional
is optimized. Our scheme weighs a prior, or regularization
functional, depending both on time (iteration) during the
convergence procedure, and on the local spatial statistics
of the data. This results in a natural annealing schedule
whereby the influence of the prior is strongest at initial-
ization, and wanes as the solution approaches a good fit
with the data term. It imposes regularization where needed,
and lets the data drive the process when it is sufficiently
informative.
All this is done within an efficient convex optimization
framework using ADMM. We have proposed an energy
functional that uses the Huber function as a robust loss
estimator for both data fidelity and regularization. An ef-
ficient optimization algorithm has been applied with a vari-
12
Fig. 9. Visual comparison of the denoising results using different algorithms for the input images (b) having spatially biased Gaussian noises from
the original images (a).
Noise σ
SSIM PSNR
ROF [64] H-ROF [6] Ours-Constant Ours-Adaptive ROF [64] H-ROF [6] Ours-Constant Ours-Adaptive
0.16 0.7517±0.0780 0.7472±0.0554 0.7575±0.0580 0.7633±0.0547 22.1570±1.5226 22.0422±1.1537 22.7400±1.4307 22.8386±1.3464
0.32 0.7136±0.0922 0.7105±0.0657 0.7203±0.0694 0.7327±0.0619 20.6562±1.2274 20.6787±1.0458 21.7331±1.3758 21.8920±1.2506
0.64 0.6758±0.1016 0.6788±0.0734 0.6898±0.0772 0.7080±0.0661 19.3762±1.0956 19.4729±1.0496 20.7769±1.3158 20.9623±1.1757
1.28 0.6503±0.1064 0.6533±0.0794 0.6637±0.0836 0.6871±0.0712 18.4191±1.0374 18.5419±1.0601 19.8757±1.2771 20.1495±1.1142
2.56 0.6308±0.1083 0.6358±0.0841 0.6447±0.0870 0.6736±0.0743 17.7635±1.0052 17.9296±1.0747 19.1732±1.1733 19.4138±1.0119
5.12 0.6153±0.1111 0.6215±0.0882 0.6262±0.0896 0.6591±0.0777 17.2568±1.0293 17.4183±1.1071 18.4251±1.0205 18.6358±0.9411
TABLE 4
The SSIM and PSNR of the denoising results with varying noise standard deviation σ.
able splitting, which has yielded faster and more accurate
solutions in comparison to the conventional models based
on Total Variation. The adaptive regularization has been
demonstrated to be more effective for the classical imaging
problems including segmentation, motion estimation and
denoising in particular when the distribution of degrading
factors is spatially biased.
APPENDIX A
PROOF
A.1 Proof of Theorem 1
We provide a sketch of the fixed point argument in the
following. The topology we use is strong convergence of
(u, ρ(u)) in L1(Ω)× L1(Ω), and we construct a self-map on
this space. Then the map u ∈ L1(Ω) 7→ ρ(u) ∈ L1(Ω) is
trivially continuous. With the properties of the convolution
kernel G we immediately see that the map ρ ∈ L1(Ω) 7→
G ∗ ρ ∈ C1(Ω) is continuous and compact. Moreover, the
map G ∗ ρ ∈ C1(Ω) 7→ λ ∈ C1(Ω) is continuous. Finally
we see from a standard continuous dependence argument
on the variational problem that λ ∈ C1(Ω) 7→ (u, ρ(u)) ∈
BV0(Ω)× L1(Ω) is continuous, and the continuous embed-
ding of BV0(Ω) into L1(Ω) finally implies the continuity
and compactness and fixed point operator on these spaces.
In order to apply a Schauder’s fixed-point theorem and
conclude the existence of a fixed point, it suffices to show
that some bounded set is mapped into itself. For this sake
let C0 =
∫
Ω ρ(0) dx, and choose c such that
c ≤ exp
(
−‖G‖∞C0
βc
)
.
The existence of such a constant c is guaranteed for β
sufficiently large. Now let∫
ρ(u) dx ≤ C0
c
,
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then we obtain with a standard estimate of the convolution
and monotonicity of the exponential function that
c ≤ λ = exp
(
−G ∗ ρ
β
)
≤ 1.
Moreover, there exists a constant c˜ such that c˜ ≤ 1− λ ≤ 1.
Hence, a minimizer u of Eλ satisfies
c
∫
Ω
ρ(u) dx+ c˜
∫
Ω
|∇u|dx ≤ Eλ(u) ≤ Eλ(0) ≤
∫
Ω
ρ(0) dx,
where
∫
Ω ρ(0) dx = C0. Hence using the closed set of u, ρ
such that
‖ρ‖L1 ≤ C0
c
, |u|BV0 ≤
C0
c˜
,
we obtain a self-mapping by our fixed-point operator.
APPENDIX B
OPTIMIZATION ALGORITHM
B.1 Optimality Conditions for Segmentation
The optimization steps for minimizing the Lagrangian (57)
are summarized in Algorithm 2. The update of the estimate
ck+1i in (56) is obtained by:
ck+1i :=
∫
Ω λ
k
i (f − rki )uki dx∫
Ω λ
k
i u
k
i dx
. (66)
The update for the auxiliary variable rk+1i in (53) is obtained
by:
0 ∈ ∂|rk+1i | −
1
µ
(f − ck+1i − rk+1i ), (67)
where ∂ denotes the sub-differential operator. The solution
for the optimality condition in (67) is obtained by the soft
shrinkage operator:
rk+1i := T
(
f − ck+1i
∣∣µ) . (68)
Similarly, the update of the weighting function λk+1i in (56)
and the auxiliary variable zk+1i in (54) are obtained by:
λk+1i := T
(
νk+1i
∣∣α) , (69)
zk+1i := T
(
∇vki
∣∣ η) , (70)
where νk+1i is computed in (11). For the update of the primal
variable uk+1i , we employ the intermediate solution u˜
k+1
i of
which the optimality condition is given by:
0 ∈ λk+1i dk+1i + τ
∑
i 6=j
ukj + θ(u˜
k+1
i − vki + wki ), (71)
dk+1i := |rk+1i |+
1
2µ
(f − ck+1i − rk+1i )2, (72)
leading to the following update:
u˜k+1i := v
k
i − wki −
λk+1i
θ
dk+1i −
τ
θ
∑
i 6=j
ukj . (73)
Given the intermediate solution u˜k+1i , the positivity con-
straint is imposed for the update of uk+1i :
uk+1i := ΠA(u˜
k+1
i ) = max{0, u˜k+1i }, (74)
Algorithm 2 The ADMM updates for minimizing (57)
for each label i ∈ Λ do
νk+1i := exp
(
−ρ(u
k
i , c
k
i , r
k
i )
β
)
(79)
λk+1i := argmin
λ
1
2
‖νk+1i − λ‖22 + α‖λ‖1 (80)
ck+1i := argminc
ρ(uki , c, r
k
i ) (81)
rk+1i := argminr
ρ(uki , c
k+1
i , r) (82)
zk+1i := argminz
γ(vki , z) (83)
uk+1i := argminu
∫
Ω
λk+1i ρ(u, c
k+1
i , r
k+1
i ) dx+ δA(u)
+
∫
Ω
τ
(∑
i 6=j
uj
)
udx+
θ
2
‖u− vki + wki ‖22 (84)
v˜k+1i := argminv
∫
Ω
(
1− λk+1i
)
γ(v, zk+1i ) dx
+
θ
2
‖uk+1i − v + wki ‖22 (85)
wk+1i := w
k
i + u
k+1
i − vk+1i (86)
end for
{vk+1i } := ΠB
(
{v˜k+1i }
)
(87)
where the orthogonal projection operator ΠA on a set A =
{x |x ≥ 0} is defined by:
ΠA(x) = arg min
y∈A
‖y − x‖2. (75)
We also employ the intermediate solution v˜k+1i for the up-
date of the primal variable vk+1i and its optimality condition
reads:
0 ∈ (1− λk+1i )∇∗(∇v˜k+1i − zk+1i )− ηθ(uk+1i − v˜k+1i + wki ),
where ∇∗ denotes the adjoint operator of ∇, leading to the
following linear system of equation with ξi =
1−λk+1i
ηθ :
v˜k+1i − ξi∆v˜k+1i := uk+1i + wki − ξi div
(
zk+1i
)
, (76)
where −∇∗∇ = ∆ is the Laplacian operator, and −∇∗ =
div is the divergence operator. We use the Gauss-Seidel
iterations to solve this linear system of equation. Given the
set of intermediate solution {v˜k+1i }, the solution for the
update of the variable vk+1i is obtained by the orthogonal
projection of the intermediate solution to the set B:
vk+1i := v˜
k+1
i −
1
n
(V − 1) , V =
∑
i∈Λ
v˜k+1i . (77)
The update of the dual variable wk+1i is obtained by the
gradient ascent scheme:
wk+1i = w
k
i + u
k
i − vki . (78)
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Algorithm 3 The ADMM updates for minimizing (61)
νk+1 := exp
(
−ρτ (u
k, rk)
β
)
(88)
λk+1 := argmin
λ
1
2
‖νk+1 − λ‖22 + α‖λ‖1 (89)
rk+1 := argmin
r
ρτ (u
k, r) (90)
(91)
for each component i ∈ {1, 2} do
zk+1i := argminz
γ(vki , z) (92)
uk+1i := argminu
∫
Ω
λk+1 ρτ (u, r
k+1) dx
+
θ
2
‖u− vk+1i + wki ‖22 (93)
vk+1i := argminv
∫
Ω
(1− λk+1) γ(v, zk+1i ) dx
+
θ
2
‖uki − v + wki ‖22 (94)
wk+1i := w
k
i + u
k+1
i − vk+1i (95)
end for
τk+1 := min(1, τk + ∆τ) (96)
B.2 Optimality Conditions for Optical Flow
The ADMM update steps for minimizing (61) are summa-
rized in Algorithm 3. The update for the variables rk+1
in (59) is obtained by the soft shrinkage operator:
rk+1 := T
(
ft − (∇f1 + τk∇f2)uk
∣∣µ) . (97)
The variables λk+1 in (58) and zk+1i in (60) are updated in
the same way as in (69) and (70). The optimality condition
for the update of the primal variable uk+1i reads:
0 ∈ −λk+1dk+1 (∇f1 + τk∇f2) + µθ(u− vk + wk), (98)
dk+1 := ft − (∇f1 + τk∇f2)u− rk+1, (99)
leading to the following solution:
(I +AAT )uk+1 =
µθ
λk+1
(vk − wk) + (ft − rk+1)A, (100)
where A = ∇f1 + τk∇f2 and I denotes the identity matrix.
The solutions for the update of vk+1i and w
k+1
i are obtained
in the same way as in (76) and (78), respectively.
B.3 Optimality Conditions for Denoising
The ADMM update steps for minimizing (65) are summa-
rized in Algorithm 4. The update for the variables rk+1
in (63) is obtained by the soft shrinkage operator:
rk+1 := T
(
f − uk ∣∣µ) . (108)
The variables λk+1 in (62) and zk+1 in (64) are updated in
the same way as in (69) and (70). The optimality condition
for the update of uk+1 reads:
0 ∈ −λk+1(f − u− rk+1) + µθ(u− vk + wk), (109)
Algorithm 4 The ADMM updates for minimizing (65)
νk+1 := exp
(
−ρ(u
k, rk)
β
)
(101)
λk+1 := argmin
λ
1
2
‖νk+1 − λ‖22 + α‖λ‖1 (102)
rk+1 := argmin
r
ρ(uk, r) (103)
zk+1 := argmin
z
γ(vk, z) (104)
uk+1 := argmin
u
∫
Ω
λk+1 ρ(u, rk+1) dx
+
θ
2
‖u− vk+1 + wk‖22 (105)
vk+1 := argmin
v
∫
Ω
(1− λk+1) γ(v, zk+1) dx
+
θ
2
‖uk − v + wk‖22 (106)
wk+1 := wk + uk+1 − vk+1 (107)
leading to the following solution:
(λk+1 + µθ)uk+1 = µθ(vk − wk) + λk+1(f − rk+1). (110)
The solutions for the update of vk+1 and wk+1 are obtained
in the same way as in (76) and (78), respectively.
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