Abstract-The classical approach to using utility functions suffers from the drawback of having to design and tweak the functions on a case by case basis. Inspired by examples from the animal kingdom, social sciences and games we propose empowerment, a rather universal function, defined as the information-theoretic capacity of an agent's actuation channel. The concept applies to any sensorimotor apparatus. Empowerment as a measure reflects the properties of the apparatus as long as they are observable due to the coupling of sensors and actuators via the environment. Using two simple experiments we also demonstrate how empowerment influences sensor-actuator evolution.
Introduction
A common approach to designing adaptive systems is to use utility functions which tell the system which situations to prefer and how to behave in general. Fitness functions used in evolutionary algorithms are similar in spirit. They specify directly or indirectly which genotypes are better.
Most utility functions and fitness functions are quite specific and a priori. They are designed for the particular system and task at hand and are thus not easily applicable in other situations. The task and the properties of the system have to be translated into the "language" of the utility or fitness function. How does Nature address this problem? Is there a more general principle?
One common solution found in living organisms is homeostasis [1] . Organisms may be seen to maintain "essential variables", like body temperature, sugar levels, toxin levels. Homeostasis provides organisms with a local gradient telling which actions to make or which states to seek. The mechanism itself is universal and quite simple, however the choice of variables and the methods of regulation is not. They are evolved and are specific to different phyla.
Empowerment
The world is a hostile place. One single wrong action can have disastrous consequences. It can even lead to death. Animals and humans not only survive but also adapt under these circumstances. They all face the classical dilemma of exploration versus exploitation. How do they manage it when errors may be fatal? A standard argument is that evolution biases species towards trying or avoiding certain behaviors in certain situations. However, the population available to evolution is finite and often remarkably small. Evolutionary feedback via death seems to be hardly sufficient.
Our central hypothesis is that there exist a local and universal utility function which may help individuals survive and hence speed up evolution by making the fitness landscape smoother. The function is local in the sense that it doesn't rely on infinitely long history of past experience, does not require global knowledge about the world, and that it provides localized feedback to the individual. The utility function is applicable to all species, hence, it should be universal though should adapt to morphology and ecological niche. The utility function should be related to other biologically relevant quantities.
Here are some examples of candidate functions, which, however, are not universal because they are quite specific: sugar concentration around a bacterium, social status of a chimpanzee in a group, money in a bank account of a person. Can these functions be unified?
In his work on ecological approach to visual perception [5] Gibson proposed that animals and humans do not normally view the world in terms of a geometrical space, independent arrow of time, and Newtonian mechanics. Instead, he argued, the natural description is in terms of what one can perceive and do. Thus, different places in the world are characterized by what they afford one to perceive and do.
In some board games utility may be approximated by what one can afford to do. For example, a breakthrough in strategy occurred in Othello/Reversi when the concept of "mobility" had been discovered. Mobility is the number of moves a player can make in a given situation. The more moves the player can make the better off on the average he is. Everything else being equal players should seek higher mobility.
If we look from this perspective on the previously given examples of specific utility functions, they seem to be more related than they appeared at first. To a sugar-feeding bacterium, high sugar concentration means longer survival time and hence more possibilities of moving to different places for reproduction, to a chimpanzee higher social status means more mating choice and interaction, to a person more money means more opportunities and more options.
The common feature of the above examples is the striv- I(X;Y) = EP(YIX)P(X)log2 E P(ylx)p(x) (1) Channel capacity is defined as the maximum mutual information for the channel over all possible distributions of the transmitted signal:
Channel capacity is the maximum amount of information the received signal can contain about the transmitted signal. Thus, mutual information is a function of p(x) and p(ylx), whereas channel capacity is a function of just the conditional probability distribution p(ylx) describing the channel. Another important difference is that mutual information is symmetric in X and Y and is thus acausal, whereas channel capacity requires complete control over X and is thus asymmetric and causal (cf. [8] ).
There exist efficient algorithms to calculate the capacity of an arbitrary discrete channel, for example, the iterative algorithm by Blahut [2] .
Definition of Empowerment
Consider an agent in an environment. The agent has a sensor and an actuator. The actions of the agent may reflect the sensoric input, and the sensoric input, in turn, may reflect past actions. The sensor and the actuator are coupled in a perception-action loop [9] .
The agent's empowerment is a property of its perceptionaction loop. Thus, we first model the loop. Its constituent parts are treated as random variables. These are the sensor S, the actuator A, and R -the rest of the system including the environment. We need R to account for the effects of actuation, the agent's morphology and the environment on the sensors. Although we treat the agent as having just one sensor and actuator, S and A can also represent the combined state of some or all of its sensors and actuators. 130 As in [13, 6, 7] we interpret the perception-action loop in terms of a communication channel-like model. From this perspective actions may "inject" Shannon information into the environment and into the sensors. In order to model the temporal aspects we unroll the loop in time by introducing discrete time t. The random variables St, At, and Rt become the states of the sensor, the actuator, and the rest of the system respectively at different times t. To account for the complete loop we model the dynamics of arbitrary number of time steps, as opposed to [13] where only one time step is modeled.
We model the relations between the variables as a causal Bayesian network [8] which is a directed acyclic graph where any node, given its parents, is conditionally independent from any other node which is not its parent or successor (any node directly or indirectly reachable from the node). In our model this property results in conditional independence from the past.
The pattern of relations between variables at two consecutive time steps is shown in Fig. 1 . We assume that the pattern of relations is time-invariant and thus holds for any t. Thus, the graph in Fig. 1 is just a section of the network. The perception-action loop as a Bayesian network. S -sensor, A -actuator, R -rest of the system. R is included to formally account for the effects of the actuation on the future sensoric input. R is the state of the actuation channel.
So far, we have informally introduced empowerment in terms of the amount of control or influence the agent has over the world and is able to perceive. The only way the agent can impose its influence over the world is via its actuator by performing a sequence of actions.
To illustrate the idea, imagine an agent with "free will", which at some point t in time can perform an arbitrary sequence of actions of length n. How much information can the agent "inject" via the sequence of action into its sensor at time step t + n? The more of the information about the sequence of actions can be made to appear in the sensor, the more control or influence the agent has over its sensor.
We redraw the Bayesian network to reflect the fact that the agent is "free" to choose any sequence of actions. The new network is shown in Fig. 2 .
We view the situation as the classical problem of communication from Information Theory [11] as described in Sec. 2.1. We need to measure the maximum amount of information the agent could "inject" or transmit into its sensor by performing a sequence of actions of length n. This is precisely the capacity of the channel between the sequence of At At+, At+2 -l' =C (P(St+nl at) = max I(A'; St+n). (3) Empowerment is measured in bits. It is zero when the agent has no control over what it is sensing, and it is higher the more perceivable control or influence the agent has. Empowerment can also be interpreted as the amount of information the agent could potentially "inject" [7] into the environment via its actuator and later capture via its sensor.
The definition of n-step empowerment above uses only a momentary reading of the sensor at time t + n to see how much of the "injected" information is captured. In The actuation channel will in general have state due to the specifics of the environment or the agent's morphology. According to our model (see Fig. 1 ), the state is R, the rest of the system. For the information-theoretic problem of channel with side information it is established [3] that knowing the state of the channel may increase its capacity. Hence, knowing R could increase empowerment. Accordingly, it is useful to define context, a random variable approximating the state of the actuation channel R in a compact form (cf. Information Bottleneck [12] , e-131 machines [4, 10] ). Knowing the context could increase the agent's empowerment. The context could be interpreted as the "environment" relevant to the agent. Moreover, the context can be deduced or constructed from the agent-centric perspective, from the data available "on-board", without the need to resort to global knowledge. However, we omit this more general treatment from the present discussion.
Maximizing Empowerment
Consider an agent that tries to maximize its empowerment. From the perspective of Information Theory, there are two different ways of doing that: (1) If the agent's actuator is fixed (not allowed to adapt or evolve) the sensor may be modified so that the agent "sees" more of the results of its own actions. In other words, the agent's sensor is adapted to better differentiate between outcomes of various actions the agent can take.
If the agent's sensor is fixed, the actuator may be modified so that it can better influence the future sensoric states. In other words, the actuator is adapted to support actions which can be differentiated by the sensor better.
Maximizing empowerment adapts the agent's sensors and actuators to each other. Moreover, it adapts them to the niche in which the agent exists in the world (cf. [5] Moreover, empowerment maximization will push evolution forward to exploit all existing and newly appearing communication channels.
Summary
We view the perception-action loop of an agent in terms of random variables describing the state of the agentenvironment system. The main parts of the loop are the state of the sensor and the state the actuator. All the variables are linked into a causal Bayesian network. The network allows us to unroll the loop in time.
The agent's actuation channel is a combined probabilistic description of "embodiment", the agent's morphology and environment, in terms of the effects of the agent's actions on its sensors. Empowerment is defined as the information-theoretic capacity of the actuation channel and is measured in bits. Empowerment is zero when the agent has no control over its sensors, and it grows when the control or influence the agent has over its perceptions grows.
The actuation channel in general has state due to the specifics of the environment and the agent's morphology. Knowing certain features of the channel's state may increase the agent's empowerment. These features could be viewed as the context or the "environment" relevant to the agent and can be deduced or constructed from the data available to the agent without the need to resort to global knowledge. Interestingly, these features are projections from the state of the rest of the system and thus capture information about the rest of the system, the "outside" of the agent.
The conditional distribution describing the actuation channel induces a logical structure of the sensor and actuator on top of their physical structure. The logical structure is a potentially more compact description of the agent's actuator in terms of its effects on the sensor, and of the sensor in terms of how it "sees" the actions. For example, actions having the same effect on the sensor may be seen as just one logical action. We hypothesize that natural evolution makes the logical structure and the physical structure adjusted to each other. 3 Sensor and Actuator Evolution Experiments
The Testbed
Consider an infinite two-dimensional square grid world. A source is located at the center of the grid. The source emits a signal, the strength P of which in any cell of the grid is P(d) = d-2, P(O) = -1), (1, 0), (0, 1), (-1, 0) }.
Evolutionary Search
To find a good enough sensor we can search in the set of sensors using an evolutionary algorithm. The algorithm treats sensor layout as an individual. The sampling points of any sensor are constrained to lie within a fixed square with side b around the agent. The maximum number of sampling points a sensor can have is fixed. At any point in time, the state of a sensor identifies the sampling point that measures the highest signal strength. Hence, the number of sampling points is also the number of states of the sensor ISI.
The fitness F of a sensor is the 4-step empowerment of the agent equipped with the sensor. The fitness also includes a small penalty for the number of sampling points used IS :
The penalty e = i0-' is there to prefer more economical sensors with less sampling points. The exact value of the penalty used here is arbitrary, though small.
To evaluate the fitness of a sensor the agent is placed in the world at a predefined position (for instance, in the center which is at (0, 0) in Cartesian coordinates). The conditional probability distribution p(S4 a4) is exactly calculated from the Bayesian network [8] . The 4-step empowerment is the capacity of the channel described by the conditional probability distribution. The capacity is found with 10-4 bit precision using the iterative algorithm proposed by Blahut in [2] .
We initialize the population with five randomly generated sensors. In every generation, five best sensors produce five offspring each. Thus the size of the population is between 5 and 30. Five best individuals from the parents and offspring are selected into the next generation.
An offspring is produced from its parent by mutation. The mutation operator supports two operations: (1) addition of a sampling point, and (2) deletion of an existing sampling point. If the sensor has no sampling points, the mutation operator always adds a point. If the sensor has the maximum number of sampling points, the mutation operator always deletes a point. Otherwise, either a new point is added or an existing one is deleted with equal probability.
To speed up the search and make it more efficient we have incorporated ideas from simulated annealing and tabu search: (1) the number of mutations performed is uniformly distributed between 1 and 1 + (G mod 10), where G is the generation number; and (2) we do not add offspring which have been evaluated before or are already present in the population.
To sample the solution space thoroughly we run the evolutionary algorithm at least 10 times for 1000 generations each. The best individuals are selected across these runs.
Results
We have evolved the sensor for different positions in the world to illustrate the idea that empowerment makes sensors and actuators adapt to the niche in which the agent exists. We have constrained the sensor to a maximum of 20 sampling points which lie inside the square with side 21 around the agent.
Sensors below are evolved for the corresponding places above The text under each layout contains the position in the world for which the sensor was evolved and the agent's empowerment with the sensor measured in bits. Fig. 3 shows the best evolved sensors. Evolution has found two types of sensors. For the areas near the signal 133 source (Fig. 3 left and middle columns) the sensors capture more or less the absolute displacement from the source. For the areas farther away from the source (Fig. 3 right column) the sensors capture the bearing to the source.
The best sensor layouts for starting positions (20, 0), (10, 10) , (20, 10) , and (20,20) are stable in the sense that they stay almost exactly the same if the evolutionary experiment is repeated. The other two layouts, (0, 0) and (10, 0) , are much more prone to change while retaining exactly the same empowerment and hence fitness. This suggests that they might belong to a plateau of the fitness landscape. Qualitatively though these layouts still comprise a cluster of sampling points as seen in Fig. 3 . The cluster is centered at the agent for the (0, 0) starting position, and on the far left for the (10, 0).
Actuator Evolution
In this section we show what actuators are optimal in terms of empowerment for a given sensor. The experiment is similar to the sensor evolution experiment described above. The same world is used. The same fitness function is used. The same evolutionary algorithm is used. However, in this experiment the agent has a 16-state sensor shown in Fig. 4 . The sensor captures a coarse bearing to the signal source. The actuator is evolved to maximize empowerment. We have constrained the actuator to a maximum of 10 actions which move the agent no further than 4 cells horizontally and 4 cells vertically. The best actuators evolved in 10 runs of 1000 generations each are shown in Fig. 5 . When we rerun the experiment evolution settles on different sets of best actuators. However, they retain identical empowerment and fitness. The variety in best evolved actuators is much larger compared to best evolved sensors from the previous section. Apparently, many more actuator layouts are optimal. There is thus less evolutionary pressure on the actuators in this experiment.
Near the center of the world (Fig. 5 left and center columns) it suffices to have just four actions to completely control the sensor after four time steps. When the agent starts farther away it has to cover much longer distances in order to significantly change the bearing to the source and, hence, the sensoric reading. As the step length is limited to 4, there is not enough time to cover the necessary distance. The agent thus has less control over its sensor. For example, it cannot move to the area left from the center. The evolutionary algorithm guided by empowerment "recognizes" this situation (due to nonzero e in Eq. 4) and prunes the set of actions down to just two or three, which are enough to move in the right half of the world. The displacement generated by any action is constrained to lie inside a square with side b = 9 centered at the agent. The layout is relative to the agent (center, marked with a cross). Places the actuator can move the agent to are shown in black. The text under each layout contains the position in the world for which the actuator was evolved and the agent's empowerment with the actuator measured in bits.
We have also tried allowing the agent to jump farther in one go. In this case, empowerment for all of the tested six places in the world reaches the maximum of 4 bits, which is constrained by the capacity of the sensor. With longer jumps only four actions are sufficient to reach the maximum empowerment in each of the six places tried.
Summary of the Experiments
We have presented a simple testbed to demonstrate how empowerment could be used for sensor and actuator evolution. We have used an an evolutionary algorithm to maximize empowerment by evolving a sensor for a given actuator, and by evolving an actuator for a given sensor. We have demonstrated that: (1) using empowerment as a fitness function is possible, and (2) empowerment may allow evolution to switch from one representation of information to another one (absolute displacement vs. coarse bearing in the sensor evolution experiment). In search for a general principle for adaptive behavior we have introduced empowerment, a natural and universal quantity based on an agent's "embodiment", the relation between its sensors [1] and also more recent work [13] show that Information Theory can be successfully applied to perception-action without the need to assume any intentionality. We believe the concept of empowerment, which is in the spirit of Gibson and at the same time is quantified information-theoretically, also contributes to reconciling perception-action with Information Theory.
To illustrate how empowerment influences evolution we have carried out two simple experiments. In the first experiment we have evolved sensors to maximize empowerment for a given actuator. The evolved sensors were adapted to the niche for which they were evolved. In the second experiment we have evolved actuators to maximize empowerment for a given sensor. Again, the actuators evolved were specific and "meaningful" to the niche of the agent. Empowerment, used as a fitness function for morphology or "embod-"The term information cannot have its familiar meaning of knowledge communicated to a receiver.. The only recourse is to ask the reader to remember that picking up information is not to be thought of as a case of communicating. The world does not speak to the observer... It [information] is simply there. The assumption that information can be transmitted and the assumption that it can be stored are appropriate for the theory of communication, not for the theory of perception ... The information for perception, unhappily, cannot be defined and measured as Claude Shannon's information can be." -J. J. Gibson, The Ecological Approach to Visual Perception, [5, p. 242] iment" evolution, can adapt the agent to its niche. However, as opposed to the majority of other fitness functions, empowerment is agent-centric and universal. It is suitable for any sensorimotor apparatus, it is calculated from the sensor and actuator data available to the agent, and it does not require one to externally assign meaning to the states of sensors and actuators. This, we believe, is its greatest power.
Empowerment is useful for a number of reasons. Firstly, it is defined to be universal, and the definition is independent of a particular agent or its environment. Secondly, empowerment maximization has a simple interpretation -it tells the agent to seek situations where it has perceivable control or influence over the world, where it can change the world most. Thirdly, if the agent were to estimate empowerment on-board, it would know what actions lead to what situations in the future -this knowledge could be used for standard planning or homeostasis. Last but not least, empowerment can be calculated on-board in an agent-centric way or externally, as, for example, a fitness function in evolutionary search. In the latter case the agent need not know anything about empowerment -as a result of evolution the agent would just behave as though it maximizes empowerment.
