Abstract. Real inner product spaces are characterized by the points at which the homogeneous 2-polynomials that are products of equal-norm linear functionals attain their norm.
Introduction
Let E be a real normed space of dimension ≥ 2 and let S be its unit sphere. For u ∈ S let Ju denote the set of norm-1 linear functionals f on E such that f (u) = 1. M.M. Day [3] , [1, p. 85] , proved that E is an inner product space (i.p.s.) if and only if, for any u, v ∈ S and f ∈ Ju, g ∈ Jv, the real function x ∈ S → f (x) + g(x) ∈ R attains its maximum at the point u + v −1 (u + v), i.e., (f + g)(u + v) = f + g u + v .
We prove that (1) can be modified to
and we obtain from this a similar result for products, instead of sums, of linear functionals, namely, E is an i.p.s. if and only if, for any u, v ∈ S and f ∈ Ju, g ∈ Jv, the real function x ∈ S → f (x)g(x) ∈ R attains its maximum at the point
Then, it is easy to see that (3) is fulfilled by real i.p.s.'s and it is obvious that it is also fulfilled by every real normed space of dimension 2. However, R. C. James [4] , [1, p. 104] , showed that (3) characterizes real i.p.s.'s of dimension ≥ 3.
We prove that (3) can be modified to
and, making use of this result, we also prove that real i.p.s.'s of dimension ≥ 3 are characterized by the fact that x ∈ S → f (x)g(x) ∈ R attains its maximum at some point u + tv −1 (u + tv), with t > 0.
Results

Proposition 1.
A real normed space E of dimension ≥ 2 is an i.p.s. if and only if, for any u, v ∈ S and f ∈ Ju, g ∈ Jv,
Proof. If E is an i.p.s., then f (x) = x, u , g(x) = x, v and the rest follows easily. Furthermore, since f (u + v) = g(u + v) ≥ 0, the above is the straightforward part of Day's result (1) .
To prove the converse, it suffices to consider the 2-dimensional case, i.e., the real plane R 2 endowed with a norm whose unit sphere is the convex symmetric curve S. First we prove that S is rotund and smooth (a curve without segments and corners).
Suppose that a segment [v, w] is contained in S. Then there exist g ∈ Jv ∩ Jw and u ∈ S such that g(u) = 0. Condition (2) applied both times to f ∈ Ju and g gives 2f
2 . Therefore, f (v) = f(w) and v = w, as we wished to show. Suppose now that S has a corner at v, i.e., that there exist g, h ∈ Jv, g = h. Then, for any u ∈ S and f ∈ Ju, the two functionals g(u + v)f + f (u + v)g and h(u + v)f + f (u + v)h are non-proportional, but attain their norms at the same point u + v −1 (u + v), which is in contradiction with the well-known fact that S has, at most, a countable set of corners.
Finally, we shall prove that S is an ellipse. To be exact, we shall prove that S is symmetric (oblique symmetry, in general) with respect to any of its diameters. Since S is smooth we can write f = Ju instead of f ∈ Ju.
For a given w ∈ S and h = Jw, letw ∈ S andh = Jw be such thath(w) = 0 and h(w) ≥ 0. Since S is rotund and h(w) ≥ 0, for any u ∈ S betweenw and w there is a unique t > 0 such that u − tw = 1. Denote v = v(u) = u − tw, applying the hypothesis to f = Ju and −g = J(−v) we obtain that
To simplify our final arguments, we can assume thatw = (1, 0) and w = (0, 1). (Remember that we wish to show that S is an ellipse character that remains unchanged under isomorphisms of the plane.) Then, since S is rotund and smooth, the set of points of S that are betweenw and w is the graph of a continuous function ϕ : [0, 1] → R, differentiable on (0, 1), and the set of the points of S that are between −w and w is the graph of an analogous function ψ : [−1, 0] → R.
Then, if u = (x, ϕ(x)), the corresponding point v = v(u) = (ξ(x), ψ(ξ(x))) is such that ψ(ξ(x)) = ϕ(x). Since ϕ (x) = −f(w)(f (w)) −1 and ψ (ξ(x)) = −g(w)(g(w)) −1 , (5) implies that ϕ (x) = −ψ (ξ(x)). Therefore, ξ is differentiable and we have that
from which it follows that ξ(x) = −x+c. Since ψ(−1) = ϕ(1), we obtain that c = 0; hence, S is symmetric with respect to the arbitrary initial diameter {tw : |t| ≤ 1}, as we wished to show.
The arguments of the above proof also give a direct proof of Day's characterization (1), which is simpler than Day's original proof and not based on the deep result of M. Baronti [2] , which is used in the proof that appears in [1, p. 85].
Proposition 2. A real normed space E is an i.p.s. if and only if, for any u, v ∈ S
and f ∈ Ju, g ∈ Jv, the real function x ∈ S → f (x)g(x) ∈ R attains its maximum at the point u + v −1 (u + v).
Taking into account that −g ∈ J(−v), this implies that either
Proof. Suppose that E is an i.p.s.. Then f (x) = x, u , g(x) = x, v , and everything reduces to the simple fact that the function t ∈ R → u + tv, u u + tv, v u + tv, u + tv attains its maximum at t = 1. Conversely, let w ∈ S be such that f (w) > 0 and g(w) > 0 (the case f (w) < 0 and g(w) < 0 is analogous).
On the one hand, it is easy to see that the set
On the other hand, we shall prove that
is the only closed hyperplane that supports C w at w. First, suppose that H w does not support C w . Then, there is x ∈ E such that
i.e., f (x − w)g(x − w) > 0, which is not possible. Suppose now that the continuous linear functional h is not a multiple of g(w)f + f (w)g. Then there is y ∈ S such that h(y) = 0 < g(w)f(y) + f(w)g(y); hence, h(w + ty) = h(w) for any t ∈ R, but, for t > 0 sufficiently small, f (w + ty)g(w + ty) > f(w)g(w).
In other words, the closed hyperplane h(x) = h(w) does not support C w .
Therefore, if the function x ∈ S → f (x)g(x) ∈ R attains its maximum at w ∈ S, then the only closed hyperplane that supports C w at w also supports S at the same point, i.e., the linear functional g(w)f + f (w)g attains its norm at w, and it follows from w = u + v −1 (u + v) that we are in the hypothesis of Proposition 1.
(Another way to see that H w is the only closed hyperplane that supports C w at w is to consider that t = f (w)g(w) + g(w)f(x − w) + f(w)g(x − w) is the tangent hyperplane, in E × R, to t = f(x)g(x) at the point (w, f (w)g(w)), and to consider that there is a translation of C w in the section of t = f (x)g(x) by the hyperplane t = f (w)g(w).) Proposition 3. A real normed space E of dimension ≥ 3 is an i.p.s. if and only if, for any u, v ∈ S and f ∈ Ju, g ∈ Jv,
Proof. If E is an i.p.s., it suffices to take r = t = 1.
To prove the converse we can suppose that E = R 3 . Let L be a 2-dimensional subspace of E and u, v ∈ S ∩ L, f ∈ Ju, g ∈ Jv, be such that u = ±v and f = ±g. Then, m = ker f ∩ ker g is a homogeneous straightline and S is supported at u, v and another point u + tv −1 (u + tv) between them, by straight lines parallel to m. Moreover, applying the hypothesis to f ∈ Ju, and −g ∈ J(−v), we obtain that S is also supported by a straight line parallel to m at some point between u and −v.
From the above, it follows easily that parallel straight lines to m support S at every point of S ∩ L. Since L is an arbitrary 2-dimensional subspace, this is a wellknown characteristic property of ellipsoids, due to Brunn, Blaschke and Kakutani (see, e.g., [1, p. 99 
]).
Proposition 4.
A real normed space E of dimension ≥ 3 is an i.p.s. if and only if, for any u, v ∈ S and f ∈ Ju, g ∈ Jv, there exists t > 0 such that the real function x ∈ S → f (x)g(x) ∈ R attains its maximum at the point u + tv −1 (u + tv).
Proof. If E is an i.p.s., take t = 1. Conversely, we have seen in the proof of Proposition 2 that the hypothesis implies that the linear functional g(u + tv)f + f (u+tv)g attains its norm at u+tv −1 (u+tv). We are, therefore, in the hypothesis of Proposition 3 for r = f (u + tv)(g(u + tv)) −1 .
