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Minimal coadjoint orbits and symplectic induction
BERTRAM KOSTANT*
To Alan, with admiration, on the occasion of his sixtieth birthday
ABSTRACT. Let (X,ω) be an integral symplectic manifold and let (L,∇) be a quantum
line bundle, with connection, over X having ω as curvature. With this data one can define
an induced symplectic manifold (X˜, ω
X˜
) where dim X˜ = 2 + dimX . It is then shown that
prequantization on X becomes classical Poisson bracket on X˜ . We consider the possibility
that if X is the coadjoint orbit of a Lie group K then X˜ is the coadjoint orbit of some larger
Lie group G. We show that this is the case if G is a non-compact simple Lie group with a
finite center and K is the maximal compact subgroup of G. The coadjoint orbit X arises
(Borel-Weil) from the action of K on p where g = k + p is a Cartan decomposition. Using
the Kostant-Sekiguchi correspondence and a diffeomorphism result of M. Vergne we establish
a symplectic isomorphism (X˜, ω
X˜
) ∼= (Z, ωZ) where Z is a non-zero minimal “nilpotent”
coadjoint orbit of G. This is applied to show that the split forms of the 5 exceptional Lie
groups arise symplectically from the symplectic induction of coadjoint orbits of certain classical
groups.
0. Introduction
0.1. Let (X,ω) be a connected symplectic manifold and let Ham(X) be the Lie
algebra of all smooth Hamiltonian vector fields on X . The space C∞(X) of all smooth
C-valued functions on X is a Lie algebra under Poisson bracket. To any ϕ ∈ C∞(X)
there corresponds ξϕ ∈ Ham(X) and ϕ 7→ ξϕ realizes C
∞(X) as a Lie algebra central
extension
0 −→ C −→ C∞(X) −→ Ham(X) −→ 0 (0.1)
of Ham(X) by the constant functions.
Prequantization, when it exists, is a specific representation of the Poisson Lie al-
gebra C∞(X) which does not descend to Ham(X) (Heisenberg-like — it is non-trivial
on the constant functions). A necessary and sufficient condition for prequantiza-
tion is that the deRham class [ω] ∈ H2(X,R) lie in the image of the natural map
H2(X,Z)→ H2(X,R). In such a case we will say (X ω) (or just X if ω is understood)
is integral. If (X ω) is integral there exists a complex line bundle L (the quantum line
* Research supported in part by NSF contract DMS-0209473 and the KG&G Foundation.
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bundle) with connection ∇ over X such that
ω = curv (L,∇) (0.2)
Using the connection one defines the covariant derivative ∇ξ s of any smooth section
s of L by any vector field (v.f.) on X . Furthermore the connection can (and will)
be chosen so that there exists a Hilbert space structure in each fiber of L which is
invariant under parallelism. By considering only the unit circles in each fiber of L one
obtains a principal U(1)-bundle
U(1)−→L1yτ
X (0.3)
The connection defines a real U(1)-invariant 1-form α on L1 which on each fiber
corresponds to dθ/2π on U(1) and one has
dα = τ∗(ω) (0.4)
Let S be the linear space of all smooth sections of L. Then prequantization is the
Lie algebra representation π of C∞(X) on S given by
π(ϕ) s = (∇ξϕ + 2 π i ϕ) s (0.5)
Let ζ be the vertical vector field on L1 (generating the U(1)-action) such that 〈α, ζ〉 =
−1. One has a linear isomorphism
S → S˜ ⊂ C∞(L1), s 7→ s˜
where S˜ = {f ∈ C∞(L1) | ζ f = 2 π i f} and a (associative) algebra isomorphism
C∞(X)→ C˜ ⊂ C∞(L1), ϕ 7→ ϕ˜
where C˜ = {f ∈ C∞(L1) | ζ f = 0}.
Now let X˜ = L1 × R+ so that
dim X˜ = 2 + dimX (0.6)
Let r ∈ C∞(R+) be the natural coordinate function on R+ so that if t ∈ R+ then
r(t) = t. One defines a symplectic form ω
X˜
on X˜ by putting ω
X˜
= d (r α) so that
ω
X˜
= d r ∧ α+ r ω˜ (0.7)
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where we have put ω˜ = dα. One notes that ξr = ζ and hence (X,ω) arises from
(X˜, ω
X˜
) by (Marsden-Weinstein) symplectic reduction on the hypersurface r = 1.
Reversing the direction we refer to the construction of (X˜, ω
X˜
) from (X,ω) as sym-
plectic induction. Among the statements in the following theorem is the result that
prequantization in X is Poisson bracket in X˜ . In a word, quantization, at least at the
prequantized level, is classical mechanics two dimensions higher.
Theorem 0.1. The map
C∞(X)→ C∞(X˜), ϕ 7→ rϕ˜ (0.8)
is a monomorphism of Poisson Lie algebras. Moreover for any s ∈ S and ϕ ∈ C∞(X)
one has
π˜(ϕ)(s) = [r ϕ˜, s˜] (0.9)
See Theorem 1.6.
0.2. If (X,ω) is the coadjoint orbit of some Lie group K, where ω is the KKS-
symplectic form, consider the possibility that (X˜, ω
X˜
) is the coadjoint orbit of some
larger Lie group G. It will be the main theorem of this paper to show that this indeed
is true in an important specialized case and that in this case (X˜, ω
X˜
) is a minimal
coadjoint orbit of G.
Assume that K is a compact connected Lie group. If V is a finite dimensional,
complex irreducible module for K (and hence for its complexification KC) then by the
Borel-Weil theorem there corresponds to V an integral coadjoint orbit X(V ) ⊂ k∗
where k = LieK and k∗ is the dual to k. In fact X = X(V ) is an isomorphism to the
unique closed KC-orbit in the projective space Proj V and L is defined by considering
the cone over this orbit in V . The orbit is the projective image of the affine variety of
extremal weight vectors in V .
Now assume that G is a non-compact Lie group with finite center such that
g = LieG is simple and that K is a maximal compact subgroup of G. Then G/K
is a non-compact symmetric space and one has a Cartan decomposition g = k + p.
The complexification pC is a K (and hence KC) module via the adjoint representation.
There are 2 cases to be considered. We will say that g is of non-Hermitian type if G/K
is non-hermitian and g is of hermitian type if G/K is Hermitian. Let I be an index
parameterizing the irreducible K-submodules V i, i ∈ I of pC. In the non-Hermitian
case I has 1 element (i.e. pC is irreducible ) and I has 2 elements in the Hermitian
case. In any case let X i = X(V i), i ∈ I, so that X i is an integral coadjoint orbit of
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K. Let X = X i, i ∈ I. In the Hermitian case X 6= −X and {X,−X} = {X i}, i ∈ I.
In the non-Hermitian case X = −X .
Now the affine variety of extremal weight vectors Ei in V i is a KC-orbit and, by
the Kostant-Sekiguchi theorem, corresponds to a “nilpotent” G-coadjoint orbit Zi in
the dual space g∗. If Z = Zi then Z 6= −Z in the Hermitian case and {Z,−Z} =
{Zi}, i ∈ I. In the non-Hermitian case Z = −Z and in any case if Y is any non-zero
coadjoint G-orbit then
dimY ≥ dimZ (0.10)
On the other hand C∞(Z) is a Lie algebra under Poisson bracket with respect to the
KKS symplectic form ωZ on Z and since Z is a coadjoint orbit one has a Lie algebra
embedding
g→ C∞(Z) (0.11)
It follows from (0.10) and the orbit covering theorem that dimZ is the smallest pos-
sible dimension of a symplectic manifold which has g as a subalgebra of functions
under Poisson bracket. A theorem of Miche`le Vergne asserts that Kostant-Sekiguchi
corresponding orbits in general are K-diffeomorphic. In the present case because of
the minimality (0.10) Vergne’s diffeomorphism can be given very simply and it leads
to a K-diffeomorphism
X˜ → Z (0.12)
In particular
dimZ = 2 + dimX (0.13)
The following is our main theorem. In effect it says that symplectically inducing the
K-coadjoint orbit X “sees” the non-compact simple Lie algebra g.
Theorem 0.2. The map (0.12) now written
β : (X˜, ω
X˜
)→ (Z, ωZ) (0.14)
is a symplectic diffeomorphism so that one has a (minimal) Lie algebra injection
g→ C∞(X˜) (0.15)
Furthermore if µ is the moment map with respect to the action of K on Z then
µ(Z) = R+X (0.16)
4
See Theorems 3.10, 3.13 and 3.16.
Remark 0.3. Note that (0.15) points to an interesting difference between (X,ω)
and the induced symplectic manifold (X˜, ω
X˜
) in that one cannot have a non-trivial Lie
algebra homomorphism g→ C∞(X) since dimX = dim X˜ − 2. Indeed the statement
above concerning Z now implies that dim X˜ is the smallest possible dimension of a
symplectic manifold W which admits an embedding of g as a Lie algebra of functions
on W under Poisson bracket.
0.3. We say that g is Omin-split if gC is a simple complex Lie algebra and e ∈ Omin
where Omin is the minimal nilpotent orbit in gC. The definition of Omin-split depends
only on g and is, in particular, independent of the choice of e. The following result is
Theorem 3.17.
Theorem 0.4. The simple Lie algebra g is Omin-split if and only if
dimCent n = 1 (0.17)
Remark 0.5. Another criterion for the Omin-split condition was cited on the
top of p. 19 in [B-K].
Proposition 3.19 is stated here as
Proposition 0.6. If g is Omin-split (e.g. if g is split) then X is not only a
K-symmetric space but in fact X is a Hermitian symmetric space.
Assume that g is Omin-split and g is of non-Hermitian type so that kC is semisim-
ple. Let K ′ be a non-compact real form of KC having Kν as a maximal compact
subgroup so that K ′/Kν = X
′ is the non-compact symmetric dual to the compact
symmetric space X . One can then show that not only is X ′ a complex bounded
domain but in fact X ′ is a tube domain. In particular by the Kantor-Koecher-Tits
theory X ′ corresponds to a formally real Jordan algebra J(X).
If g is a split form of any one of 5 exceptional simple Lie algebras, g is non-
Hermitian so that the statement above applies to g. But a minimal (dimensional)
symplectic realization of g as functions on a symplectic manifold is achieved when
the manifold is the induced symplectic X˜ of a coadjoint orbit of a compact Lie group
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K. The group K turns out to be classical in all 5 cases so that the exceptional Lie
algebras g emerge symplectically from the symplectic induction of a classical coadjoint
orbit. In §3.4 we present a table which contains the relevant information. The cases
of E6, E7 and E8 are taken from [B-K].
0.4. We wish to thank Ranee Brylinski for many conversations on related matters
at an earlier time. A number of ideas in this paper evolved when [B-K] was written.
This is particularly true of Theorem 1.7 which therefore should be considered collab-
orative.
1. Symplectic Induction and the construction of (X˜, ω
X˜
)
1.1. In this section we recall the theory of prequantization. See [K-1]. Let (X,ω)
be a connected symplectic manifold. For any ϕ ∈ C∞(X) one defines a Hamiltonian
vector field ξϕ on X so that for any vector field (v.f.) η one has
η ϕ = ω(ξϕ, η)
Poisson bracket in C∞(X) is defined by putting [ϕ, ψ] = ξϕψ for any ϕ, ψ ∈ C
∞(X).
If Ham(X) = {ξϕ | ϕ ∈ C
∞(X)} is the Lie algebra of all Hamiltonian vector fields on
X then C∞(X), under Poisson bracket, is a Lie algebra central extension
0 −→ C −→ C∞(X) −→ Ham(X) −→ 0 (1.1)
of Ham(X), by the constant functions on X , via the map ϕ 7→ ξϕ.
We now assume that the de Rham class [ω] ∈ H2(X,R) is integral (i.e., [ω] is in
the image of the natural map H2(X,Z) → H2(X,R)). Then one knows that there
exists a complex line bundle L with connection ∇, over X , such that
ω = curv (L,∇) (1.2)
Using the connection one defines the covariant derivative ∇ξ s of any section s of L
(either local or global, but always assumed to be infinitely smooth) by any v.f. ξ on
X . If L∗ is L minus the zero section then L∗ is a principal C∗ bundle
C∗−→L∗y
X (1.3)
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In addition there exists a C∗-invariant 1-form α on L∗ which, on any fiber of (1.3),
pulls back to 12pi i
dz
z
on C∗ and is such that for any local section s of (1.3), and any
v.f. ξ on X , one has
∇ξ s = 2 π i〈s
∗(α), ξ〉 s (1.4)
on the domain of s and on this domain
d (s∗(α)) = ω (1.5)
The connection ∇ may be (and will be) chosen so that there exists a Hilbert space
structure on each (1 dimensional) fiber of L which is invariant under parallel transport.
See Proposition 2.1.1 in [K-1]. One then defines a principal U(1) = {ei θ | θ ∈ R}
bundle L1 over X with bundle projection τ ,
U(1)−→L1yτ
X (1.6)
by taking the fibers of L1 to be the unit circles in the corresponding fibers of L. The
restriction of α to L1 is real and on each fiber of L1, pulls back, via (1.6), to the 1-form
dθ
2pi on U(1). Henceforth we will identify α with this restriction and (1.5) implies
dα = τ∗(ω)
Obviously
dimL1 = 1 + dimX
1.2. Let S be the space of all smooth global sections of L. Let
π : C∞(X)→ EndS
be defined by putting, for any ϕ ∈ C∞(X) and any s ∈ S,
π(ϕ)(s) = (∇ξϕ + 2 π i ϕ) s (1.7)
The correspondence ϕ 7→ π(ϕ) is called prequantization and it is a result (see Theorem
4.3.1 in [K-1]) that π is a Lie algebra representation of C∞(X) on S. (Theorem 4.3.1 in
[K-1] is stated for real-valued functions on X . It trivially extends to C∞(X) by com-
plex linearity.) Recalling (1.1) one notes that π does not descend to a representation
of Ham(X).
7
Now with respect to the multiplication action of U(1) on C we may write L =
L1 ×U(1) C so that L is associated to the principal bundle L
1. If one wishes S may
then be identified with the subspace S˜ ⊂ C∞(L1) defined by putting
S˜ = {f ∈ C∞(L1) | f(q c) = c−1 f(q), ∀q ∈ L1, c ∈ U(1)} (1.8)
The image of s ∈ S under the linear isomorphism
S → S˜ (1.9)
will be denoted by s˜.
A vector field on L1 will be called vertical if it is tangent to the fibers of L1. One
notes that there there exists a unique (real) vertical field ζ on L1 such that
〈α, ζ〉 = −1 (1.10)
With respect to an isomorphism of U(1) with a fiber of L1 note that the restriction
of ζ to that fiber corresponds to −2 π d
dθ
on U(1). Clearly the subspace S˜ may be also
given by
S˜ = {f ∈ C∞(L1) | ζf = 2 π i f} (1.11)
Now for any ϕ ∈ C∞(X) let ϕ˜ ∈ C∞(L1) be given by the pullback ϕ˜ = τ ◦ ϕ and let
C˜ = {ϕ˜ | ϕ ∈ C∞(X)}. Clearly
C˜ = {f ∈ C∞(L1) | ζ f = 0} (1.12)
A vector field on L1 will be called horizontal if it is orthogonal to α. If ξ is any v.f.
on X it is clear that there exists a unique horizontal vector field ξ˜ on L1 such that
τ∗(ξ˜) = ξ. Now for any ϕ ∈ C
∞(X) and vector field ξ on X let η(ϕ,ξ) be the v.f. on
L1 defined by putting
η(ϕ,ξ) = ξ˜ + ϕ˜ ζ (1.13)
One readily establishes (see Proposition 2.9.1 in [K-1] for the case where C∗ is used
instead of U(1))
Proposition 1.1. The vector field η(ϕ,ξ) on L
1 is U(1)-invariant and any U(1)-
invariant v.f. on L1 is uniquely of this form.
Now consider the question as to whether or not
θ(η(ϕ,ξ))(α) = 0 (1.14)
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where θ(η(ϕ,ξ)) is Lie differentiation by η(ϕ,ξ)). The following result interprets pre-
quantization as the ordinary action on S˜ by those vector fields on L1 which are (1)
U(1)-invariant and (2) annihilate α by Lie differentiation. For any ϕ ∈ C∞(X) let
ηϕ = η(ϕ,ξϕ) (1.15)
Except for the use of C∗ and L∗ instead of U(1) and L1 the following result is Theorem
4.2.1 in [K-1].
Theorem 1.2. Let ϕ ∈ C∞(X). Then the vector field ηϕ on L
1 is (1) U(1)-
invariant and (2) annihilates α by Lie differentiation. Furthermore any v.f. on L1
which satisfies (1) and (2) is uniquely of this form. Moreover for any s ∈ S one has
π˜(ϕ)(s) = ηϕs˜ (1.16)
1.3. Let R+ denote the multiplicative group of positive real numbers. Let
X˜ = L1 × R+ (1.17)
so that
dim X˜ = dimX + 2 (1.18)
Since we are dealing here with a direct product of manifolds, functions, forms and
vector fields on L1 and R+ have obvious extensions to X˜ and we will freely use the
same notation for the extensions. Let r ∈ C∞(R+) be the natural coordinate function.
That is, r(t) = t for any t ∈ R+. Let ω
X˜
be the real closed (in fact exact) 2-form on
X˜ defined by putting ω
X˜
= d(r α) so that
ω
X˜
= dr ∧ α+ r ω˜ (1.19)
where we have put ω˜ = τ∗(ω).
By decomposing a tangent vector to X˜ as a sum of a tangent vector to R+ and
a tangent vector to L1 and then decomposing the latter into a sum of a horizontal
tangent vector (i.e., orthogonal to α) and a vertical tangent vector (tangent to a fiber
of (1.5)) it follows easily that ω˜ is non-singular so one has
Proposition 1.3. (X˜, ω
X˜
) is a symplectic manifold.
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It follows immediately from (1.10) and (1.19) that the interior product of ω˜ by ζ
equals dr. Consequently one has
Proposition 1.4. The vector field ζ (see (1.10)) is Hamiltonian on X˜. In fact
ζ = ξr (1.20)
Let ϕ ∈ C∞(X) and s ∈ S. Note then, as a consequence of (1.11) and (1.12),
Proposition 1.14 yields the following Poisson bracket relations in C∞(X˜),
[r, ϕ˜] = 0
[r, s˜] = 2 π i s˜
(1.21)
It is obvious from the sentence after (1.10) that the Hamiltonian flow of ζ is just the
free action of U(1) on X˜ defined by its principal bundle action on L1. As a consequence
of (1.19) one then has
Proposition 1.5. Marsden-Weinstein reduction of (X˜, ω
X˜
) by the function r at
the value r = 1 is isomorphic to the original symplectic manifold (X,ω).
Since (X,ω) arises from (X˜, ω
X˜
) by symplectic reduction we can speak of the
above construction of (X˜, ω
X˜
) from (X,ω) as symplectic induction.
1.4. If η is a vector field on a manifold then ι(η) will denote the operator of
interior product. We continue with the assumptions of §1.3.
Proposition 1.6. Let ϕ ∈ C∞(X). Then
ξ
ϕ˜
=
1
r
ξ˜ϕ (1.22)
so that if ψ ∈ C∞(X) then
[ϕ˜, ψ˜] =
1
r
[˜ϕ, ψ] (1.23)
Proof. Since ξ˜ϕ is horizontal in L
1 clearly ι(1
r
ξ˜ϕ) annihilates d r ∧ α. But, from
the definition of ξϕ, obviously
ι(ξ˜ϕ) ω˜ = dϕ˜ (1.24)
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Thus
ι(
1
r
ξ˜ϕ)ωX˜ =
1
r
ι(ξ˜ϕ)rω˜
= dϕ˜
But this establishes (1.22). The equality (1.24) is immediate from the definition of
Poisson bracket. QED
The main part, (1.27), of the following result says that prequantization in X is
ordinary Poisson bracket in the induced symplectic manifold X˜.
Theorem 1.7. The map
C∞(X)→ C∞(X˜), ϕ 7→ rϕ˜ (1.25)
is a monomorphism of Poisson Lie algebras. Moreover ηϕ (see Theorem 1.2) is a
Hamiltonian vector field on X˜ for any ϕ ∈ C∞(X). In fact
ηϕ = ξrϕ˜ (1.26)
Finally for any s ∈ S and ϕ ∈ C∞(X) one has
π˜(ϕ)(s) = [r ϕ˜, s˜] (1.27)
Proof. Let ϕ, ψ ∈ C∞(X). Then, by (1.21),
[r ϕ˜, r ψ˜] = r2 [ϕ˜, ψ˜]
But then [r ϕ˜, r ψ˜] = r[˜ϕ, ψ] by (1.23). This proves the first statement of the theorem.
But now by (1.13) and (1.15) one has
ι(ηϕ)ωX˜ = ι(ξ˜ϕ + ϕ˜ ζ)(dr ∧ α+ r ω˜)
= ι(ξ˜ϕ)rω˜ + ι(ϕ˜ ζ)(dr ∧ α)
= r dϕ˜+ ϕ˜ dr
(1.28)
by (1.24) and (1.10). But the right-hand side of the last line of (1.28) is just d(r ϕ˜).
This proves (1.26). But then (1.27) follows from (1.16). QED
Remark 1.8. The construction of the induced symplectic manifold (X˜, ω
X˜
)
of course depends upon the choice of the connection ∇. The set (with an obvious
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equivalence relation) of all such connections is a principal homogeneous space for the
character group π̂1(X) of the fundamental group π1(X) of X . See Theorem 2.5.1
in [K-1]. In particular the connection, and hence (X˜, ω
X˜
), is unique if X is simply-
connected.
2. The coadjoint orbit case and a minimal Kostant-Sekiguchi correspondence
2.1. We now consider the case of §1 where X is a coadjoint orbit of a connected
Lie group K and ω is the KKS symplectic form. We do not assume now that K is
compact but in the main application K will be compact. Let k = LieK and let k∗ be
the dual space to k. Let ν ∈ k∗ and let X be the K-coadjoint orbit of ν so that as
K-homogenous spaces
X = K/Kν (2.1)
where Kν is the isotropy subgroup at ν. The action of k ∈ K on µ ∈ X is denoted by
k ·µ and one has 〈k ·µ, y〉 = 〈µ,Ad k−1(y)〉 for any y ∈ k. For any x ∈ k let ξx be the v.f.
onX defined so that for any f ∈ C∞(X) and µ ∈ X one has (ξx f)(µ) = d
dt
((exp(−tx)·
µ)|t=0. Then x 7→ ξ
x defines the infinitesimal action of k on X corresponding to the
group action of K on X . The KKS symplectic form ω on X is such that for x, y ∈ k
and µ ∈ X then
ω(ξx, ξy)(µ) = 〈µ, [y, x]〉 (2.2)
The map
k→ C∞(X), x 7→ ϕx (2.3)
is a homomorphism of Lie algebras (using Poisson bracket in C∞(X)) where, for x ∈ k,
the function ϕx on X is defined by
ϕx(µ) = 〈µ, x〉 (2.4)
for any µ ∈ k∗. Furthermore ξx is a Hamiltonian vector field on X , for any x ∈ k, and,
in fact (see (5.3.5) in [K-1]),
ξx = ξϕx (2.5)
Now iR = LieU(1) and
2 π i ν : kν → iR (2.6)
is a homomorphism of Lie algebras where kν = LieKν. Note that Kν may not be
connected. By Corollary 1 to Theorem 5.7.1 in [K-1] one has [ω] ∈ H2(X,R) is integral
if there exists a character
χ : Kν → U(1) (2.7)
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whose differental is given by
dχ = 2 π i ν|kν (2.8)
Remark 2.1. In Corollary 1 to Theorem 5.7.1 in [K-1] it is assumed that K is
simply-connected. In such a case the statement of the corollary is that [ω] ∈ H2(X,R)
is integral if and only if there exists χ satisfying (2.7) and (2.8). The reference to the
corollary is valid in the general case under consideration here since (2.7) and (2.8)
for K obviously imply these conditions for the simply-connected covering group of
K. Furthermore, by the corollary, the choice of χ determines L1 and the connection
1-form α in L1. See (2.9) below.
Henceforth we assume (2.7) and (2.8) so that the assumptions of §1 are satisfied.
Noting that K is a principal Kν-bundle over X one constructs L
1 as the associated
bundle given by
L1 = K ×Kν U(1) (2.9)
where the action of Kν on U(1) is given by the homomorphism χ. See §5.7 in [K-1]
where we have replaced C∗ by U(1).
By (2.9) the space L1 is clearly homogeneous for the product group K × U(1)
(using left translation for K). In fact as homogeneous spaces one has an isomorphism
(K × U(1))/H ∼= L1
where H = {(k, χ(k)−1) | k ∈ Kν}. In particular this gives rise to a K × U(1)-
surjection σ : K × U(1)→ L1. The connection 1-form α on L1 may then be given by
the equation
σ∗(α) = (αν ,
dθ
2 π
) (2.10)
where αν is the left invariant 1-form on K whose value at the identity is ν. See (5.7.3)
and (5.7.4) in [K-1].
2.2. We are assuming that X is a coadjoint orbit of a connected Lie group K so
that one has a Lie algebra homomorphism (2.3). We are assuming (2.7) and (2.8) so
that the induced symplectic manifold (X˜, ω
X˜
) exists. We now consider the possibility
that (X˜, ω
X˜
) may be the coadjoint orbit of some larger Lie group G. In such a case
one would have a Lie algebra homomorphism
g→ C∞(X˜) (2.11)
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where g = LieG.
Assume now that K is a compact connected Lie group. Let KC be a complex
reductive Lie group having K as a maximal compact subgroup so that we can take
kC = LieKC where kC is the complexification of k. Let Bk be a non-singular symmetric
KC-invariant bilinear form on kC which is negative definite on k. We may regard the
complexification k∗
C
of k∗ as the dual to kC. The bilinear form Bk defines a KC-linear
isomorphism
γ : k∗C → kC (2.12)
Obviously γ(k∗) = k. It follows then that Kν is just the stabilizer of γ(ν) in K under
the adjoint representation so that Kν is connected and, as one knows, X is simply-
connected. In addition one knows that Kν contains a maximal torus T of K. One
has
γ(ν) ∈ t (2.13)
where t = Lie T since γ(ν) is obviously central in kν .
Let h = it. The complexification hC = tC is a Cartan subalgebra of kC and,
identifying the real dual h∗ of h with γ−1(h) one has Λ ⊂ h∗ where Λ is the T -weight
lattice. But since 2 π i ν|t exponentiates to a character of T , by (2.7), one has that
λ ∈ Λ, by (2.13), where
λ = 2 π i ν (2.14)
Let πλ : KC → Aut Vλ be the irreducible representation of KC with extremal hC-
weight λ (i.e., any hC-weight of πλ lies in the convex hull of the Weyl group orbit of
λ). Obviously the complexification (kν)C is the centralizer of γ(λ) in kC. Furthermore
γ(λ) ∈ h and hence γ(λ) is a hyperbolic element of kC.
Remark 2.2. To any hyperbolic element y of a complex reductive Lie algebra
s one associates a parabolic Lie subalgebra qy(s) of s characterized as follows: the
centralizer sy of y in s is a Levi factor of qy(s) and the nilradical of qy(s) is the span
of the eigenvectors of ad y belonging to positive eigenvalues.
In the notation of Remark 2.2 put qν = qγ(λ)(kC) and let Qν ⊂ KC be the
parabolic subgroup corresponding to qν . One readily has
Kν = K ∩Qν (2.15)
so that, sinceX ∼= K/Kν asK-homogeneous spaces the action ofK onKC/Qν induces
a K-isomorphism
X → KC/Qν (2.16)
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A non-zero vector in a finite dimensional complex irreducible K (and hence KC)-
module is called an extremal weight vector if it is a weight vector for an extremal
weight of some Cartan subalgebra of kC. The Cartan subalgebra can always be chosen
so that it is the complexification of a Cartan subalgebra of K. One knows that the set
of all extremal weight vectors is of the form KC C
∗ v and in fact is of the form K C∗ v
where v is an extremal weight vector.
Let E ⊂ Vλ be the variety of extremal weight vectors in Vλ. Thus if 0 6= vλ is a
weight vector for the hC extremal weight λ then E = πλ(KC)C
∗ vλ. Let Proj(Vλ) be
the projective space of Vλ and let Proj(E) be the subvariety of Proj(Vλ) defined by
E. One knows that Proj(E) is the unique closed KC orbit in Proj(Vλ). Furthermore
if pλ ∈ Proj(E) is the point corresponding to C
∗ vλ then Qν is the isotropy group at
pλ and hence (Borel-Weil theory) the isomorphism (2.16) defines a K-isomorphism
X → Proj(E) (2.17)
Let {u, v} be a Hilbert space structure Hλ in Vλ which is invariant under the
action of πλ(K) and let E
1 = {v ∈ Vλ | {v, v} = 1}. We may choose vλ so that
vλ ∈ E
1. Now if χ is defined (uniquely since Kν is connected) as in (2.7) and (2.8) so
L1 is given by (2.9) let
φ : L1 → E1 (2.18)
be the K × U(1)-map given by
φ(k, c) = c πλ(k)(vλ) (2.19)
where (k, c) ∈ K × U(1). Furthermore if t ∈ R+ let
φ˜ : X˜ → E (2.20)
be the K × U(1)× R+ map given by
φ˜(q, t) = t φ(q) (2.21)
where (q, t) ∈ L1 × R+. The following is an immediate consequence of (2.17).
Proposition 2.3. The maps φ and φ˜ (see (2.18) and (2.20)) are, respectively,
K × U(1) and K × U(1)× R+ isomorphisms.
Remark 2.4. Note that if ν 6= 0 then KC operates transitively on E. This
is clear since if (Kν)C is the subgroup of KC corresponding to (kν)C then obviously
(Kν)C operates transitively on C
∗ vλ.
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2.3. We now assume that g is a real simple Lie algebra of non-compact type and
G is a corresponding Lie group with finite center. We now choose K and k of §2.2 so
that K is a maximal compact subgroup of G. Consequently there is a space p ⊂ g
of hyperbolic elements such that
g = k+ p (2.22)
is a Cartan decomposition of g. Let a ⊂ p be a maximum abelian subalgebra. Let
∆ ⊂ a∗ be the set of restricted roots and for each β ⊂ ∆ let gβ ⊂ g be the cor-
responding restricted root space. Let ∆+ ⊂ ∆ be a choice of a positive root system
and let n =
∑
β∈∆+
gβ so that
g = k+ a+ n (2.23)
is an Iwasawa decomposition of g. Let n− =
∑
β∈∆+
g−β and let m be the centralizer
of a in k so that one has the direct sum
g = m+ a+ n+ n− (2.24)
If β, φ ∈ ∆ we will put β ≥ φ if β − φ is a sum of elements in ∆+. Obviously β ≥ φ
and φ ≥ β if and only if β = φ. Let ψ ∈ ∆+ be a maximal element with respect to
this ordering. Obviously gψ ⊂ Cent n. But since Cent n is clearly stable under the
action of ad a it follows that Cent n is spanned by g′β = gβ ∩Cent n, over all β ∈ ∆+.
Proposition 2.5. The restricted root ψ is the unique maximal element in ∆+
and
Cent n = gψ
so that, in particular, Cent n is a restricted root space.
Proof. Assume g′β 6= 0 for some β ∈ ∆+. Since m normalizes n and com-
mutes with a it follows that g′β is stable under the adjoint action of m + a + n.
Thus, corresponding to the adjoint action, for the real enveloping algebras one has
UR(n−) g
′
β = UR(g) g
′
β by (2.24), and the PBW theorem. But by simplicity one has
UR(g) g
′
β = g. Thus β ≥ ψ. But similarly ψ ≥ β. Hence ψ = β. QED
Let Wa be the restricted Weyl group operating in a and let sψ ∈ Wa be the
reflection defined by ψ. Thus sψ is the identity on the hyperplane aψ = {x ∈ χ |
ψ(x) = 0}. Let xψ be the unique element in a such that sψ xψ = −xψ and
ψ(xψ) = 2 (2.25)
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The Killing form on the complexification gC of g is real on g and positive definite
on p. Let B be the positive multiple (x, y) of the Killing form normalized by the
condition that
(xψ , xψ) = 2 (2.26)
Let Bk of §2.2 be defined so that Bk = B|k. Let θ be the complex Cartan involution on
gC corresponding to the complexified Cartan decomposition gC = kC + pC. Let σ and
σu be, respectively, the conjugate linear involutions of gC defined by the real forms g
and gu = k + i p. One notes that gu is a compact form of gC so that B is negative
definite on gu. Consequently H is an Ad gu-invariant Hilbert space structure {x, y}
on gC where
{x, y} = −(x, σu y) (2.27)
It is immediate that σ commutes with θ and that σu = θ σ . In particular the restriction
of H|g defines a K-invariant real Hilbert space structure on g and that for x, y ∈ g,
{x, y} = −(x, θy) (2.28)
Since θ is minus the identity on a one immdiately has
θ(gψ) = g−ψ (2.29)
Let e ∈ gψ be such that {e, e} = 1. That is,
(e, θe) = −1 (2.30)
by (2.28).
Proposition 2.6. (xψ , e,−θ e) is an S-triple.
Proof. One has [xψ, e] = 2 e by (2.25). But −θe ∈ g−ψ by (2.29) so that
[xψ ,−θ e] = −2 (−θ e). Let y = [e,−θ e]. Then [y, a] = 0 by (2.29). On the other
hand clearly θ(y) = −y so that y ∈ p. Since a is maximally commutative in p this
implies that y ∈ a. But if x ∈ a then
(x, [e,−θ e]) = ([x, e],−θ e)
= ψ(x)(e,−θ e)
= ψ(x)
(2.31)
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by (2.30). This implies that y is B-orthogonal to aψ so that y = r xψ for some r ∈ R.
But putting x = xψ in (2.31) one has (xψ , y) = 2 by (2.25). However (xψ , xψ) = 2 by
(2.26). Thus r = 1 so that [e,−θ e] = xψ. QED
Let uψ be the complex TDS spanned by xψ, e, and −θ e over C.
2.4. Let the notation be as in §2.3. Let d = dimCent n so that
d = dim gψ (2.32)
by Proposition 2.5.
Proposition 2.7. The maximal eigenvalue of ad xψ on gC is 2 and (gψ)C is the
corresponding eigenspace. In particular the multiplicity of the eigenvalue 2 of ad xψ
is d. Furthermore if β ∈ ∆ − {ψ} then β(xψ) ∈ {0, 1} so that the spectrum of ad xψ
in nC is non-negative and in fact the spectrum is contained in the set {0, 1, 2}. The
spectrum of ad xψ on gC is contained in the set {2, 1, 0,−1,−2}.
Proof. From the representation theory of a TDS (e.g. uψ) one has β(xψ) ∈ Z
for any β ∈ ∆+. On the other hand if β ∈ ∆+ then since β+ψ cannot be a restricted
root one has [e, gβ] = 0. Thus from the representation theory of uψ one has
β(xψ) ∈ Z+ (2.33)
But now ψ(xψ) = 2 by (2.25) so that (gψ)C is contained in the eigenspace of ad xψ for
the eigenvalue 2. But now using notation and the argument in the proof of Proposition
2.4 one has
gC = (UR(n−) gψ)C (2.34)
so that 2 is the maximal eigenvalue of ad xψ by (2.33). On the other hand if β ∈ ∆+
and [g−β, gψ] 6= 0 we assert that β(xψ) > 0. Note that the assertion implies all the
statements of the proposition, by (2.33) and (2.34). Assume the assertion is false
so that β(xψ) = 0. But then β 6= ψ and hence ψ − β ∈ ∆. But then β − ψ ∈ ∆
and (β − ψ)(x−ψ) = −2. From the representation theory of a TDS one has that
[e, [e, gβ−ψ]] 6= 0. But this implies that β + ψ ∈ ∆ contradicting the maximality of ψ.
QED
Let ei, i = 1, . . . , d, be an orthonormal basis of gψ with respect to H|gψ. We
assume that the basis is chosen so that ed = e. Under the adjoint action of uψ the
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element ei clearly generates a 3-dimensional irreducible representation ui of uψ since
[e, ei] = 0. Of course
ud = uψ (2.35)
Remark 2.8. Note that, as a consequence of Proposition 2.7, if
u =
d∑
i=1
ui (2.36)
then u is the primary component in gC for the 3-dimensional irreducible representa-
tion of uψ under the adjoint action and that any irreducible component in gC/u has
dimension 1 or 2.
The following lemma is well known and is readily established using the commu-
tation relations of an S-triple.
Lemma 2.9. Assume that v is a complex TDS and (x′, e′, f ′) is an S-triple whose
elements span v. Then (h, v, w) is an S-triple also spanning v where
h = i(e′ − f ′)
v = 1/2(ix′ + e′ + f ′)
w = 1/2(−ix′ + e′ + f ′)
(2.37)
Furthermore one recovers (x′, e′, f ′) from (h, v, w) by
x′ = −i(v − w)
e′ = 1/2(−ih+ v + w)
f ′ = 1/2(ih+ v + w)
(2.38)
We apply Lemma 2.9 for the case where v = uψ and (x
′, e′, f ′) = (xψ , e,−θ e).
Let
h = i(e+ θ e)
v = 1/2(ixψ + e− θ e)
w = 1/2(−ixψ + e− θ e)
(2.39)
so that (h, v, w) is an S-triple whose elements span uψ.
Obviously there exists an automorphism of uψ which carries (xψ, e,−θ e) to
(h, v, w). Since any automorphism of a complex TDS is inner it follows that xψ and
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h are conjugate in gC by an element in Ad (gψ)C. In particular then, by Proposition
2.7, the multiplicity of the eigenvalue 2 of ad h in gC is d.
Lemma 2.10. One has h ∈ kC so that we may write
d = dk + dp (2.40)
where dk is the multiplicity of the eigenvalue 2 of ad h|kC and dp is the multiplicity of
the eigenvalue 2 of ad h|pC. One has dp ≥ 1. In fact v, w ∈ pC and [h, v] = 2 v.
Proof. Obviously θ h = h by (2.39) so that h ∈ kC. Similarly, v, w ∈ pC since
θ v = −v and θ w = −w by (2.39), noting that xψ ∈ a ⊂ pC. One has [h, v] = 2 v
since (h, v, w) is an S-triple. QED
We can strengthen Lemma 2.10.
Theorem 2.11. Let the notation be as in Lemma 2.10. Then dk = d−1 and dp =
1. That is, the one dimensional subspace Cv is the eigenspace of ad h|pC corresponding
to the eigenvalue 2. Also 2 is the highest eigenvalue of ad h|pC.
Proof. The 3 dimensional uψ-modules ui (see (2.36)) are of course equivalent
to the adjoint representation of uψ. For j = 1, . . . , d, let δj : uψ → uj be the uψ-
equivalence normalized so that δje = ej. Note that δd is the identity map. Let
vj = δjv. It is then immediate from Proposition 2.7 that {vj} j = 1, . . . , d, is a basis
of the ad h eigenspace in gC for the eigenvalue 2. To prove the first statement of the
theorem it suffices, by Lemma 2.10, to show that
vj ∈ kC for i = j, . . . , d− 1 (2.41)
But now by the S-triple commutation relations ixψ = i[θ e, e], −θ e = −1/2 [θ e, xψ]
and e = −1/2 [e, xψ]. Thus if xj , fj ∈ uj are defined by xj = [θ e, ej] and fj =
−1/2[θ e, xj ] one has
vj = 1/2 (ixj + ej + fj) (2.42)
by (2.39). On the other hand
[e, xj ] = [e, [θ e, ej]]
= [[e, θ e], ej] (since [e, ej ] = 0)
= −[xψ, ej ]
= −2 ej
(2.43)
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Let j ∈ {1, . . . , d− 1}. To establish (2.41) we will first prove that xj ∈ kC. In fact we
will prove that
xj ∈ m (2.44)
Since θ|a is minus the identity one has θ e ∈ g−ψ. But then xj clearly commutes with a.
But the centralizer of a in g is m+a. To prove (2.44) it obviously suffices to prove that
xj is B-orthogonal to a. But {ej, e} = {ej, ed} = 0. Thus −(ej, σu e) = −(ej, θ e) = 0.
But then if y ∈ a one has (y, xj) = (y, [θ e, ej]) = ([ej , y], θ e). But [ej , y] = −ψ(y) ej.
Thus (y, xj) = 0 establishing (2.44). To prove (2.41) it now suffices, by (2.42), to prove
that θ fj = ej . But θ fj = −1/2 [e, xj] since θ xj = xj by (2.44). But then θ fj = ej
by (2.43). This proves (2.41). Since h and xψ are conjugate the final statement of
Theorem 2.11 follows from Proposition 2.7. QED
2.5. We retain the notation of §2.4 and we will the apply the results of §2.4 to
the symplectic considerations of §2.2.
Proposition 2.12. One has
(v, w) = 1 (2.45)
Furthermore w = −σuv so that
{v, v} = 1 (2.46)
Proof. Since h and xψ are conjugate one has
(h, h) = 2 (2.47)
by (2.26). But since (h, v, w) is an S-triple one has (v, w) = 1/2([h, v], w). But
([h, v], w) = (h, [v, w]) = (h, h). Thus (2.47) implies (2.45). But now v = 1/2(ixψ +
e − θ e) and w = 1/2(−ixψ + e − θ e) by (2.39). Recall σu = θ σ. But clearly
σ v = 1/2(−ixψ + e − θ e) and hence θ σ v = 1/2(ixψ − e + θ e). Hence −σu v = w.
But then (2.46) follows from (2.45) and (2.27). QED
Of course h is a hyperbolic element in kC and qh(kC) is the parabolic subalgebra
of kC defined by h. See Remark 2.2.
Theorem 2.13. Under the adjoint action of kC on pC the one dimensional sub-
space Cv is stable under qh(kC). In fact for any x ∈ qh(kC) one has
[x, v] = (h, x) v (2.48)
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Proof. If x is contained in the nilradical of qh(kC) then [x, v] = 0 by the last
line in Theorem 2.11. On the other hand if x ∈ (kC)
h (a Levi factor of qh(kC)) then
C v is stable under ad x by the multiplicity one statement in Theorem 2.11 of the
eigenvalue 2 of ad h in pC. This proves the first statement of Theorem 2.13. For
x ∈ qh(kC) let f be the linear functional on qh(kC) defined so that [x, v] = f(x) v.
But then f(x) = ([x, v], w) by (2.45). However ([x, v], w) = (x, [v, w]) = (x, h). Thus
f(x) = (h, x). QED
Let z = −ih so that z ∈ k and z = e + θe by (2.39). Let T ⊂ K be a maximal
torus such that z ∈ t. Then h ∈ h where, as in §2.2, h = i t. Let γ : k∗
C
→ kC be as in
(2.12) and let λ ∈ h∗ (recalling the identification h∗ = γ−1(h)) be such that
γ(λ) = h (2.49)
Recall that Λ ⊂ h∗ is the T -weight lattice. Note that hC ⊂ (kC)
h so that hC ⊂ qh(kC).
As an immediate consequence of Theorem 2.13 one has
Proposition 2.14. One has λ ∈ Λ. Furthermore the KC-module V generated by
v with respect to the adjoint action of KC on pC is irreducible and is equivalent to Vλ
with v corresponding to vλ.
Henceforth we will identify V with Vλ and v with vλ. One has πλ(k)y = Adk(y)
where y ∈ V and k ∈ KC.
Let ν = λ/2 π i so that ν ∈ k∗. Let, as in §2.2, X be the K-coadjoint orbit of ν
so that (X,ω) is a symplectic K-homogeneous space where ω is the KKS symplectic
form. One readily notes that
LieKν = k ∩ (kC)
h (2.50)
so that k ∩ (kC)
h is a compact form of the Levi factor (kC)
h of qh(kC) where Kν is the
isotropy group at ν. Furthermore one knows (as a general fact about coadjoint orbits
of compact connected Lie groups) that Kν is connected so that (2.7) and (2.8) are
satisfied where χ is the character on Kν defined by the action of Kν on C vλ. Thus,
as in §2.2, we can construct the induced symplectic manifold (X˜, ω
X˜
).
As in §2.2 let E ⊂ Vλ be the variety of extremal weight vectors so that E =
πλ(KC)C
∗ vλ. Let Hλ be the K-invariant Hilbert space structure in Vλ given the
restriction H|Vλ. As in §2.2, E
1 is the space of vectors in E having length 1 with
respect to Hλ. Note that
vλ ∈ E
1 (2.51)
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by (2.46). We recall that Proposition 2.3 sets up a K × U(1) isomorphism
L1 → E1 (2.52)
and a K × U(1)× R+ isomorphism
X˜ → E (2.53)
Let Kv be the isotropy group at v = vλ for the action of K on E
1 and let Ke be the
isotropy group at e ∈ g for the adjoint action of K on g.
Theorem 2.15. The following 3 subgroups of K are equal.
(1) Kv
(2) Ke
(3) The centralizer of the TDS uλ in K
Proof. Let K ′ be the subgroup of K defined by (3). Since v, e ∈ uψ one
obviously has K ′ ⊂ Kv and K
′ ⊂ Ke. But clearly Adk commutes with θ for any
k ∈ K. Thus θ(e) is fixed by Adk for any k ∈ Ke. But then all 3 elements of the
S-triple in Proposition 2.6 are fixed by Adk. Hence Ke = K
′ by the definition of uψ
(see §2.3). But σu also commutes with the adjoint action of K since k ⊂ gu. But
w = −σu v by Proposition 2.12. Thus w is fixed by Adk for any k ∈ Kv. Hence any
such k fixes the three elements of the S-triple (h, v, w). But these elements also span
uψ . Thus K
′ = Kv. QED
Let O be the AdG orbit of e in g and let O1 = {f ∈ O | {f, f} = 1}. Note that
e ∈ O1 by the choice of e in §2.3. Since K operates unitarily with respect to H the
adjoint action of k stabilizes E1 and O1. As a corollary of Theorem 2.15 one has
Theorem 2.16. The compact group K operates transitively on E1 and on O1.
Furthermore these spaces are isomorphic as K-homogeneous spaces. In fact b is such
an isomorphism where for any k ∈ K,
b(Adk (vλ)) = Adk (e) (2.54)
Proof. Recall z = e+ θ e = −ih ∈ k. But if s ∈ R one then has
πλ(exp s z)vλ = e
−2 s i vλ (2.55)
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by (2.47) and (2.48). In particular k 7→ φ (k, 1) in (2.19) surjects k onto E1 by
Proposition 2.3. Consequently K operates transitively on E1. On the other hand if A
and N are the subgroups of G which correspond, respectively, to a and n then one has
the group Iwasawa decomposition G = KAN . But e is fixed under the adjoint action
of N since e ∈ Cent n (see Proposition 2.5). On the other hand AdA (e) = R+ e.
Thus
O = AdK R+ e (2.56)
However clearly R+ e∩O1 = {e}. Hence K operates transitively on O1. The theorem
then follows from the equality of (1) and (2) in Theorem 2.15. QED
The variety E is KC homogeneous by Remark 2.4. The KC orbit E in pC cor-
responds to the G-orbit O in g by the Kostant-Sekiguchi correspondence (a corre-
spondence of KC nilpotent orbits in pC and G nilpotent orbits in g. See [S]). Miche`le
Vergne has proved the corresponding orbits are K-diffeomorphisms (see [V]). The
proof is highly non-trivial. However, by Theorem 2.16, in the special case of E and O
the diffeomorphism is transparent. Obviously by (2.21) and (2.56) one has K × R+-
diffeomorphisms
E1 × R+ → E (f, t) 7→ tf
O1 × R+ → O (u, t) 7→ tu
(2.57)
We may therefore extend the domain of definition of b so that, using the notation of
(2.57), one has a K × R+-diffeomorphism
b : E → O, where b (t f) = t b (f) (2.58)
3. The symplectic isomorphism (X˜, ω
X˜
) ∼= (Z, ωZ)
3.1. We continue with the notation of §2. Recalling (2.12) one notes that since
Bk = B|kC and, since kC and pC are B-orthogonal, the isomorphism g
∗
C
to gC defined
by B is an extension of (2.12). The extension will also be denoted γ. Let ε ∈ g∗ be
defined so that
γ(ε) = e/π (3.1)
Let Z ⊂ g∗ be the G-coadjoint orbit of ε and let ωZ be the KKS-symplectic form
on Z. To avoid confusion with the vector field ξx on X (see §2.1) defined by any
x ∈ k, with respect to the coadjoint action of K on X , we will denote by Ξy the vector
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field on Z defined by any y ∈ g with respect to the coadjoint action of G on Z. The
analogue of (2.2) is the formula
ωZ(Ξ
x,Ξy)(ρ) = 〈ρ, [y, x]〉 (3.2)
for any ρ ∈ Z. In particular if ρ = ε one has
ωZ(Ξ
x,Ξy)(ε) = (1/π) (e, [y, x]) (3.3)
Recall that ω is the KKS form on the K-coadjoint orbit X of ν = λ/2 π i.
Lemma 3.1. Let x, y ∈ k. Then
ωZ(Ξ
x,Ξy)(ε) = ω(ξx, ξy)(ν) (3.4)
Proof. [y, x] is fixed by θ since [y, x] ∈ k. Thus (1/π) (e, [y, x]) = ((e +
θ e)/2 π, [y, x]). But e + θ e = (1/i)h by (2.39) and γ(λ) = h. But then
γ(ν) = (e+ θ e)/2 π (3.5)
Thus (1/π) (e, [y, x]) = 〈ν, [y, x]〉. But then (3.4) follows from (2.2) and (3.3). QED
Now recalling (2.9) the circle bundle L1 is given by L1 = K ×Kν U(1) where the
action of Kν on U(1) is given by the character (recall Kν is connected)
χ(exp x) = eλ(x)
= e(h,x)
(3.6)
for any x ∈ kν (see (2.48)). Now by (1.17) one has X˜ = L
1 × R+ so that
X˜ = K ×Kν U(1)× R
+ (3.7)
Let o ∈ X˜ be the point whose components are the identity in K, 1 in U(1) and 1 in
R+ with respect to (3.7). Extend the domain of the bundle projection τ (see (1.6)) to
X˜ so that τ(q, t) = τ(q) for (q, t) ∈ L1 × R+. One notes that
τ(o) = ν (3.8)
Proposition 3.2. There exists a K × R+ diffeomorphism
β : X˜ → Z (3.9)
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where
β(t k · o) = t (Coad k(ε)) (3.10)
Proof. Put β = (1/π)γ−1 ◦ b ◦ φ˜. The result then follows from Proposition 2.3,
Theorem 2.16, (2.58) and the invariance of B. QED
3.2. Our main objective will be to prove that β : (X˜, ω
X˜
) → (Z, ωZ) is an
isomorphism of symplectic manifolds.
Let β∗ : T (X˜)→ T (Z) be the diffeomorphism of tangent bundles defined by the
differential of β. Let βo be the restriction of β∗ to the tangent space To(X˜) so that
βo : To(X˜)→ Tε(Z) (3.11)
is a linear isomorphism. For any x ∈ k let ηx be the vector field on X˜ defined by the
action of K on X˜. Since β is a K-map one has
β∗(η
x) = Ξx (3.12)
One can be very explicit about ηx.
Proposition 3.3. Let x ∈ k. Then using the notation of (1.13) and (2.4) one
has
ηx = ξ˜x + ϕ˜x ζ (3.13)
Proof. As a vector field on L1 (and hence on X˜) ηx is characterized by the
property that (1) it commutes with the U(1)-action, (2) it annihilates α by Lie differ-
entiation and (3)
τ∗(η
x) = ξx (3.14)
The result then follows from (1.13), (2.5) and Theorem 1.2. QED
Let k⊥ν be the B-orthocomplement of kν in k so that the map
k⊥ν → Tν(X) (3.15)
given by x 7→ (ξx)ν is a linear isomorphism. Let Ro be the space of horizontal tangent
vectors (i.e., orthogonal to α) to L1 at o so that Ro has codimension 1 in To(L
1) and
codimension 2 in To(X˜).
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Lemma 3.4. One has (ηx)o ∈ Ro for any x ∈ k
⊥
ν and the map
k⊥ν → Ro, x 7→ (η
x)o (3.16)
is a linear isomorphism.
Proof. Let x ∈ k⊥ν . Then ϕ
x(ν) = 0 by (2.4) since γ(ν) ∈ kν . Thus
(ηx)o = ξ˜x (3.17)
by (3.13). This proves that (ηx)o ∈ Ro. But since τ∗ : Ro → Tν(X) is clearly an
isomorphism the remaining statements of the proposition follow from (3.14) and the
isomorphism (3.15). QED
Let Rε = βo(Ro) so that (3.11) restricts to the linear isomorphism βo : Ro → Rε.
Let ωo be the symplectic bilinear form on To(X˜) induced by the retriction of ωX˜ to
To(X˜) and let ωε be the symplectic bilinear form on Tε(Z) induced by the retriction
of ωZ to Tε(Z). We wish to prove that
βo : (To(X), ωo)→ (Tε(Z), ωε) (3.18)
is an isomorphism of symplectic vector spaces. We first establish
Lemma 3.5. The restrictions ωo|Ro and ωε|Rε are non-singular and
βo : (Ro, ωo|Ro)→ (Rε, ωε|Rε) (3.19)
is an isomorphism of symplectic vector subspaces.
Proof. Recalling the definition of ω
X˜
(see (1.19)) it is clear that if x, y ∈ k⊥ν then
ω
X˜
(ηx, ηy)(o) = ω˜(ξ˜x, ξ˜y)(o) by (3.17). But then ω
X˜
(ηx, ηy)(o) = ω(ξx, ξy)(ν). Thus
ωo|Ro is non-singular by the linear isomorphism (3.15). But then ωε|Rε is non-singular
and (3.19) is an isomorphism of symplectic vector subspaces by (3.4) and (3.12). QED
Now let R⊥o be the 2-dimensional orthocomplement of Ro in To(X˜) with respect
to ωo. It is clear from (1.19) and §1.2 that R
⊥
o is spanned by ζo and (d/dr)o. It will be
convenient for us to modify this basis of R⊥o . Recall that z ∈ k is given by z = e+ θ e.
Lemma 3.6. One has
(ηz)o = −ζo/π (3.20)
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so that (ηz)o and (−2 r d/dr)o are a basis of R
⊥
o . Furthermore
ωo((−2 r d/dr)o, (η
z)o) = −2/π (3.21)
Proof. By (2.49) one has
γ(ν) = z/2 π (3.22)
so that z ∈ kν . Thus (ξ
z)ν = 0. Hence (η
z)o = (ϕ˜zζ)o by (3.13). But ϕ˜z(o) = ϕ
z(ν)
and ϕz(ν) = (γ(ν), z) by (2.4). Hence ϕ˜z(o) = 1/2π (z, z) by (3.22). But since z = −ih
one has (z, z) = −2 by (2.47). This proves (3.20). But now by (1.19), since r(o) = 1,
ωo((−2 r d/dr)o, (η
z)o) = (dr ∧ α)(−2 r d/dr, η
z)(o)
= −2/π
by (3.20) and (1.10). This proves (3.21). QED
Let κ be the Euler vector field on Z. Thus if f ∈ C∞(Z) and µ ∈ Z then
(κ f)(µ) = d/dt f(µ+ tµ)|t=0. Clearly
β∗(r d/dr) = κ (3.23)
Lemma 3.7. One has
βo((−2 r d/dr)o) = (Ξ
xψ )ε (3.24)
(see Proposition 2.6).
Proof. One has [xψ, e] = 2 e by Proposition 2.6. But then
coad xψ(ε) = 2 ε (3.25)
since π γ is an equivalence of g-modules (see (3.1)). But then (Ξxψ )ε = −2κε. (See
the beginning of §2.1 to explain the minus sign.) But then (3.24) follows from (3.23).
QED
Lemma 3.8. One has
ωε((Ξ
xψ )ε, (Ξ
z)ε) = −2/π (3.26)
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Proof.
ωε((Ξ
xψ )ε, (Ξ
z)ε) = ωZ(Ξ
xψ ,Ξz)(ε)
= 〈ε, [z, xψ]〉
= (1/π) (e, [z, xψ])
= (1/π) ([e, e+ θ e], xψ)
= −(1/π) (xψ , xψ) by Proposition 2.6
= −2/π by (2.26)
QED
We can now prove
Theorem 3.9. The map
βo : (To(X), ωo)→ (Tε(Z), ωε) (3.27)
is an isomorphism of symplectic vector spaces.
Proof. Let R⊥ε be the 2 dimensional orthocomplement of Rε in Tε(Z) with
respect to ωε. We assert (Assertion A) that (Ξ
z)ε and (Ξ
xψ )ε is a basis of R
⊥
ε . We
first show that (Ξz)ε ∈ R
⊥
ε . To do this it suffices to show that
ωZ(Ξ
z ,Ξx)(ε) = 0 (3.28)
for all x ∈ k since Rε is spanned by (Ξ
x)ε for x ∈ k
⊥
ν , by Lemma 3.4 and Lemma 3.5.
But if x ∈ k then
ωZ(Ξ
z ,Ξx)(ε) = 1/π(e, [x, z])
= (1/2 π)((e+ θe), [x, z]) since [x, z] ∈ k
= (1/2 π)([z, z], x)
= 0
Thus (Ξz)ε ∈ R
⊥
ε .
Let y ∈ k⊥ν . Then
ωZ(Ξ
xψ ,Ξy)(ε) = (1/π)(e, [y, xψ])
= (1/π)([xψ , e], y)
= (2/π)(e, y) by Proposition 2.6
= (1/π)(e+ θ e, y) since y ∈ k
= 0 since z ∈ kν and y ∈ k
⊥
ν
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But then (Ξxψ )ε ∈ R
⊥
ε by Lemma 3.4 and Lemma 3.5. This proves Assertion A since
the left side of (3.26) is non-zero. But now we assert (Assertion B) βo(R
⊥
o ) ⊂ R
⊥
ε
and
βo : (R
⊥
o , ωo|R
⊥
o )→ (R
⊥
ε , ωε|R
⊥
ε ) (3.29)
is an isomorphism of symplectic subspaces. Indeed βo((η
z)o) = (Ξ
z)ε by (3.12) and
βo((−2 r d/dr)o) = (Ξ
zψ )ε by (3.24). But then Assertion B follows from Assertion A
together with Lemma 3.6 and the fact that −2/π occurs on the right side of (3.21)
and on the right side of (3.26). But then the theorem follows from the symplectic
isomorphism (3.29) together with the symplectic isomorphism (3.19). QED
The following is our main result.
Theorem 3.10. Let G be a connected non-compact Lie group with finite center
such that Lie g is simple. Let K be a maximal compact subgroup and let X be the
coadjoint orbit of K defined as in §2.5. Let (X˜, ω
X˜
) be the symplectic manifold obtained
from X by symplectic induction so that dim X˜ = dimX +2. See §1.3. Let (Z, ωZ) be
the coadjoint orbit of G, together with its KKS symplectic form, defined as in §3.1,
and let
β : (X˜, ω
X˜
)→ (Z, ωZ) (3.30)
be the K-diffeomorphism (special case of M. Vergne’s theorem) defined as in §3.1 using
the Kostant-Sekiguchi correspondence. Then (3.30) is an isomorphism of symplectic
manifolds.
Proof. Note that L1 (see (2.9)) is K-homogeneous since (2.7) is surjective (ν 6= 0
since G is non-compact). Thus X˜ is K ×R+ homogeneous by (1.17). For any (k, s) ∈
K × R+ let ℓk,s be the diffeomorphism of X˜ defined by the action of (k, s) on X˜.
Thus if q ∈ X˜ then ℓk,s(q) = s (k · q). Let mk,s be the diffeomorphism of Z defined so
that if µ ∈ Z then mk,s(µ) = s (Coad k(µ)). It follows from (2.56) that O is K × R
+
homogeneous. Consequently Z is K ×R+ homogeneous since (see (3.1)) π γ : Z → O
obviously commutes with the action of K ×R+. From the definition of β (see (3.10))
it is immediate that one has the commutative diagram equality of maps
β ◦ ℓk,s = mk,s ◦ β (3.31)
Let q ∈ X˜ and put p = ℓk,s q. We assert that the pullback
(ℓk,s)
∗((ω
X˜
)p) = s (ωX˜)q (3.32)
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But recalling (1.19) it is obvious that α and ω˜ are invariant under ℓk,s. On the other
hand clearly (ℓk,s)
∗r = s r and hence (ℓk,s)
∗dr = s dr. This proves (3.32).
Now let µ ∈ Z and let ρ = mk,s(µ). We assert that
(mk,s)
∗((ωZ)ρ) = s (ωZ)µ (3.33)
Since ωZ is obviously K-invariant it suffices to prove (3.33) under the assumption that
k is the identity of K. Making that assumption one has ρ = s µ. But also Ξy , for any
y ∈ g, is invariant under mk,s. Thus for any y ∈ g one has
(mk,s)∗((Ξ
y)µ) = (Ξ
y)s µ (3.34)
But then for any x, y ∈ g one has
(mk,s)
∗((ωZ)s µ)((Ξ
x)µ, (Ξ
y)µ) = (ωZ)s µ((Ξ
x)sµ, (Ξ
y)sµ)
= 〈s µ, [y, x]〉
= s (ωZ)µ((Ξ
x)µ, (Ξ
y)µ)
But this proves (3.33). Let p ∈ X˜ be arbitrary and let µ = β p. To prove the Theorem
3.10 it suffices to show that
β∗((ωZ)µ) = (ωX˜)p (3.35)
By transitivity there exists (k, s) ∈ K × R+ such that ℓk,sp = o. But then mk,sµ = ε
by the commutativity equation (3.31) and in fact
β∗((ωZ)µ) = (ℓk,s)
∗((βo)
∗(((mk,s)
−1)∗(ωZ)µ))
But (mk,s)
−1)∗(ωZ)µ = s
−1 (ωZ)ε by (3.33). But (βo)
∗(s−1 (ωZ)ε) = s
−1(ω
X˜
)o by
Theorem 3.9. Finally (ℓk,s)
∗(s−1(ω
X˜
)o) = (ωX˜)p by (3.32). This proves (3.35). QED
3.3. We wish to characterize the varieties Z and X in more general terms. Recall
(E. Cartan’s theory) that the non-compact symmetric space G/K is one of two types
(1) non-Hermitian symmetric or (2) Hermitian symmetric. In the non-Hermitian
case pC is KC-irreducible and kC is semisimple. In the Hermitian case Cent kC is
1-dimensional and if I is a set indexing the KC-irreducible submodules V
i, i ∈ I, of
pC then I is a two element set and
pC =
∑
i∈I
V i (3.36)
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Also if i ∈ I there exists a linear isomorphism δi : Cent kC → C such that
V i = {u ∈ pC | ad x(u) = δi(x)u ∀x ∈ Cent kC} (3.37)
In addition one has
δi′ = −δi (3.38)
where {i, i′} = I.
In case (1) we will say that g is of non-Hermitian type and in case (2) we will say
that g is of Hermitian type,
Recall gψ = Cent n and we have put d = dim gψ. See §2.3 and §2.4.
Proposition 3.11. If d > 1 then M is transitive on the unit sphere S (relative
to H) in gψ. Furthermore g is of Hermitian type if and only if (a) d = 1 and (b) M
operates trivially on gψ.
Proof. The transitivity statement actually is stated in Theorem 2.1.7 and the
Remark which follows that theorem in [K-2]. However one need not use that reference.
We have already established what is needed to prove transitivity on S in the present
paper. Indeed by (2.43) and (2.44) one has that [m, e] spans the H orthocomplement
of R e in gψ. This implies AdM(e) is open in S. On the other it hand is also closed
since M is compact. Thus AdM(e) = S if d > 1 since S is connected if d > 1.
In any case one has
AdG (e) = AdK (R+e) (3.39)
by the Iwasawa decomposition G = KAN . But AdG (e) and hence also AdK (e)
spans g by the simplicity of g. But if g is of Hermitian type then certainly Cent k 6= 0
and if 0 6= x ∈ Cent k the function f(k) = (Adk (e), x) on K is constant, real and
non-zero. But then −e /∈ AdM e. Hence d = 1 and M operates trivially on gψ by
the transitivity statement. Conversely if d = 1 and M operates trivially on gψ then
the line C e is stable under the complex parabolic subalgebra (m+ a+ n)C. But then
e generates a complex irreducible ad gC-module, necessarily containing g, and hence
equal to gC. Thus gC is simple and e is the extremal weight vector corresponding
to (m + a + n)C. But then gC is a spherical ad gC-module by the Cartan-Helgason
theorem. Any non-zero spherical vector must clearly lie in kC (e.g., by (3.37), (3.38)
and the simplicity of gC). But then Cent kC 6= 0. Thus g is of Hermitian type. QED
Remark 3.12. Note that as a consequence of Proposition 3.11 one has the
statement
−e /∈ AdM(e) ⇐⇒ g is of Hermitian type (3.40)
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But one also has the statement
−e /∈ AdG(e) ⇐⇒ g is of Hermitian type (3.41)
Indeed if g is of non-Hermitian type then −e ∈ AdM(e) by (3.40) and hence of course
−e ∈ AdG(e). If g is of Hermitian type let 0 6= x ∈ Cent k. If −e ∈ AdG(e) then
the function f in the proof of Proposition 3.11 must change signs by (3.39) and hence
cannot be constant. This proves (3.41).
Let Proj(g∗) be the real projective space defined by g∗ and let P : g∗ − {0} →
Proj(g∗) be the projectivization map. Let C = γ−1(Cent n) so that ε ∈ C ⊂ g∗ (see
Proposition 2.5 and (3.1)).
Theorem 3.13. There exists a unique closed G-orbit Ẑ in Proj(g∗) so that if Ŷ
is any G-orbit in Proj(g∗) then Ẑ is contained in the closure of Ŷ . In particular
dim Ŷ ≥ dim Ẑ (3.42)
and equality occurs in (3.41) if and only if Ŷ = Ẑ.
Furthermore if Z ′ ⊂ g∗ is any non-zero G-coadjoint orbit then Z ′ ⊂ P−1(Ẑ) if
and only if Z ′ is of the form CoadG (e′) for e′ ∈ C −{0}. In fact, using the notation
of Theorem 3.10 one has
Z = P−1(Ẑ) (3.43)
in case g is of non-Hermitian type. In particular Z = −Z in the non-Hermitian case.
If g is of Hermitian type let J be an index set parameterizing all G-coadjoint orbits,
Zj , j ∈ J , in P−1(Ẑ). Then J is a 2-element set and one has
{Z,−Z} = {Zj}, j ∈ J (3.44)
so that Z 6= −Z in the Hermitian case. In either case one has
dimY ≥ dimZ (3.45)
for any non-zero coadjoint G-orbit Y .
Proof. Let 0 6= x ∈ g. Then the span g1 of Adg(x) over all g ∈ G is a non-zero
ideal in g and hence g1 = g. Thus there exists g ∈ G such that the component, x
′, of
Adg(x) in gψ with respect to the decomposition
g = m+ a+
∑
ϕ∈∆
gϕ
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is not zero. But then, by Proposition 2.7, one has
lim
t→+∞
P (Ad (exp t xψ)(x)) = P (x
′) (3.46)
where we also let P denote the projection map of g onto Proj(g). On the other
hand if x′′ ∈ gψ − {0} then P (AdG (x
′′)) = P (AdG (x′)) by Proposition 3.11.
But P (AdG (x′′)) is compact since P (x′′) is fixed by the action of AN and hence
P (AdG (x′′)) = K · P (x′′). But P−1(P (AdG (x′′)) is a single AdG-orbit by Propo-
sition 3.11 and (3.40) in case g is of non-Hermitian type. On the other hand it
decomposes into a union of 2 distinct AdG orbits, one the negative of the other, by
Proposition 3.11 and (3.41), in case g is of Hermitian type. Since γ : g∗ → g is a
G-equivalence the statements above clearly carry over to g∗. QED
Remark 3.14. Because g is simple and Z is a G-coadjoint orbit there exists a Lie
algebra injective homomorphism g → C∞(Z) (of course with respect to the Poisson
algebra structure on C∞(Z)). But then the symplectic isomorphism (3.30) implies
that there exists a Lie algebra injective homomorphism
g→ C∞(X˜)
By the coadjoint orbit covering theorem and (3.45) note that dim X˜ is the smallest
possible dimension of a symplectic manifold W which admits an embedding of g as a
Lie algebra of functions on W under Poisson bracket. This points to an interesting
difference between (X,ω) and the induced symplectic manifold (X˜, ω
X˜
) in that one
cannot have a non-trivial Lie algebra homomorphism
g→ C∞(X)
since
dimX = dimZ − 2 (3.47)
by (1.18).
If V is a complex finite-dimensional irreducible K (and hence KC module) let
X(V ) ⊂ k∗ be the integral K-coadjoint orbit associated to V by the Borel-Weil the-
orem. Thus if v ∈ V is an extremal weight vector there exists a Cartan subalgebra hC
of kC, which is the complexification of a Cartan subalgebra of k, such that v is an hC-
weight vector for an extremal hC-weight λ. We may regard λ ∈ k
∗
C
where λ|[hC, kC] = 0.
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Then ν = λ/2 π i is real on k and X(V ) is the coadjoint orbit of ν. It is straightforward
to show that X(V ) is independent of the choice of hC.
The embedding k→ g induces, by transpose, a surjection
µg,k : g
∗ → k∗ (3.48)
Remark 3.15. Note that if Y is a G-coadjoint orbit then the restriction µg,k|Y
is the moment map for the action of K on (Y, ωY ) where ωY is the KKS-symplectic
form on Y . Indeed this follows immediately from (2.4) where G replaces K and Y
replaces X .
Theorem 3.16. We use the notation of Theorem 3.10. One has
µg,k(Z) = R
+X (3.49)
Moreover if g is of non-Hermitian type then X = X(pC). Also X = −X in the non-
Hermitian case. If g is of Hermitian type let X i = X(V i) for i ∈ I (see (3.37)). Then
X 6= −X and
{X,−X} = {X i}, i ∈ I (3.50)
Furthermore (recalling (3.44)) there exists a unique bijection α : I → J such that for
i ∈ I,
µg,k(Z
α(i)) = R+X i (3.51)
If X = X i then Z = Zα(i). Finally, adding to the symplectic isomorphism (3.30), for
any i ∈ I, there exists a symplectic K-diffeomorphism
βi : (X˜ i, ω
X˜i
)→ (Zα(i), ωZα(i)) (3.52)
where ωZα(i) is the KKS form on the G-coadjoint orbit Z
α(i).
Proof. Let p : g → k be the projection corresponding to the Cartan decomposi-
tion g = k+ p. Obviously
p ◦ γ = γ ◦ µg,k (3.53)
on g∗. Recall (see §2.5) that O is the G-adjoint orbit of e. But O = AdK R+ e
by (2.56). Thus f ∈ O if and only if there exists t ∈ R+ and k ∈ K such that
f = t Ad k(e/π). But clearly p(e/π) = (e + θ e)/(2 π). That is p(e/π) = h/(2 π i) by
(2.39). Thus p(f) = t Ad k(h/(2 π i)). Applying γ−1 to both sides one has
µg,k(γ
−1(f)) = t Coad k(γ−1 (h)/(2 π i))
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by (3.53). But O = γ(Z) (see §3.1) so that if ρ = γ−1(f) then ρ ∈ Z and the
most general element in Z is of this form. Furthermore γ−1 (h) = λ (see (2.49)) and
ν = λ/(2 π i) (see §2.5). Thus µg,k(ρ) = t Coad k(ν)). Since k ∈ K and t ∈ R
+ are
arbitrary and X is the K-coadjoint orbit of ν this proves (3.49).
Now sinceB|pC is non-singular it follows that pC as aK-module is self-contragedient.
In particular
µ is a weight of pC ⇐⇒ −µ is a weight of pC (3.54)
Recall the choice of X in §2.5. By definition
X = X(Vλ) (3.55)
where Vλ is the K-irreducible submodule of pC defined in §2.5 with extremal weight
vector v (see (2.48)). Assume g is of non-Hermitian type. Then pC is K-irreducible
so that Vλ = pC. This proves X = X(pC). But then X = −X by (3.54).
Now assume that g is of Hermitian type. Then Vλ = V
i for some i ∈ I. But
µ|Cent k = δi|Cent k for any weight µ of Vλ by (3.37). Thus X 6= −X and one easily
has (3.50) by (3.54). But (3.49) implies µg,k(−X) = R
+(−Z). But then (3.51) follows
from (3.44) and (3.49).
The choice of e ∈ gψ was arbitrary (see §2.3) subject only to the condition that
{e, e} = 1. We can therefore replace e by −e. In that case h would be replaced
by −h and λ by −λ. Consequently X is replaced by −X and Z by −Z. Thus the
argument which leads to the symplectic K-isomorphism (3.30) yields a symplectic
K-diffeomorphism (−˜X,ω
−˜X
)→ (−Z, ω−Z). This implies (3.52). QED
3.4. Even though g is simple the complexification gC may not be simple. Indeed
this is the case if g itself were complex but its complex structure is ignored. We will
say that g is Omin-split if gC is a simple complex Lie algebra and e ∈ Omin where
Omin is the minimal nilpotent orbit in gC. Note that by the transitivity statement in
Proposition 3.11 and Theorem 3.13 the definition of Omin-split depends only on g and
is, in particular, independent of the choice of e. If g is Omin-split then
dimZ = 2h∨ − 2 (3.56)
where h∨ is the dual Coxeter number of gC. This is clear since one knows dimCOmin =
2h∨ − 2. But by the irreducibility of the adjoint representation of gC one has Omin =
Ad gC(e). However O = Ad g(e) (see §2.5). But then (3.56) follows by computing the
dimension of the respective tangent spaces at e. See §3.1 for the definition of Z.
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Theorem 3.17. The simple Lie algebra g is Omin-split if and only if
dimCent n = 1 (3.57)
Proof. If dimCent n = 1 then C e is stabilized, under the adjoint represention,
by the complex parabolic subalgebra (m+a+n)C. But then e generates an irreducible
gC-module under the adjoint representation of gC. But this module contains g by
the simplicity of g. Hence the module equals gC so that gC is simple. Furthermore
e ∈ Omin since e is an extremal weight vector of this module. Thus g is Omin-split.
Conversely assume that g is Omin-split. Then uψ (see §2.3) is conjugate to the TDS
of a highest root vector in gC by Corollary 3.6 in [K-3]. Since the root in question is
long the multiplicity of the eigenvalue 2 of ad xψ is 1. Thus d = 1 by Proposition 2.7.
That is, dimCent n = 1. See §2.4. QED
Examples. 3.18. By Theorem 3.17 g is Omin-split if (a) g is split (so that all
restricted root spaces are 1-dimensional), (b) gC is simple and g is a quasi-split form
of gC (since nC is a maximal nilpotent Lie algebra of gC), (c) g is of hermitian type
(by Proposition 3.11).
Note that if g is Omin-split then
dimX = 2h∨ − 4 (3.58)
by (3.47) and (3.56). In general X ∼= K/Kν can be given the structure of a partial
complex flag manifold (see (2.16)). If g is Omin-split much more can be said.
Proposition 3.19. If g is Omin-split (e.g., if g is split) then X is not only a
K-symmetric space but in fact X is a Hermitian symmetric space.
Proof. Recall the notation of §2.4. If g is Omin-split then by Theorem 3.17 the
number dk in Theorem 2.11 is 0. Thus, since xψ and h are conjugate, the eigenvalues of
ad h|kC are in the set {1, 0,−1}. Since (kν)C is the ad h|kC-eigenspace for the eigenvalue
0 the result is immediate. QED
Remark 3.20. Assume that g is Omin-split and g is of non-Hermitian type so
that kC is semisimple. Let K
′ be a non-compact real form of KC having Kν as a
maximal compact subgroup so that K ′/Kν = X
′ is the non-compact symmetric dual
to the compact symmetric space X . But now X = −X by Theorem 3.16 so that h and
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−h are K-conjugate. One readily shows that this implies that h lies in a TDS of kC so
that not only is X ′ a complex bounded domain but in fact X ′ is a tube domain. See
[K-W]. In particular by the Kantor-Koecher-Tits theory X ′ corresponds to a formally
real Jordan algebra J(X). See §5 in [K-S] for a classification of the simple formally
real Jordan algebras and the corresponding tube domains. One then has
dimX = 2 dimJ(X) (3.59)
If g is a split form of any one of 5 exceptional simple Lie algebras, g is non-
Hermitian so that Remark 3.20 applies to g. But a minimal (dimensional) symplectic
realization of g as functions on a symplectic manifold is achieved when the manifold is
the induced symplectic X˜ of a coadjoint orbit of a compact Lie group K. See Remark
3.14. The group K turns out to be classical in all 5 cases so that the exceptional Lie
algebras g emerge symplectically from the symplectic induction of a classical coadjoint
orbit. The table below contains the relevant information. The cases of E6, E7 and
E8 are taken from [B-K]. To avoid complicated notation the compact groups listed
below are correct only up to finite coverings. The symbol H(n)/F denotes the Jordan
algebra of n× n Hermitian matrices over the field F . The compact form of Sp(2n,C)
will be denoted simply by Sp(2n).
gC type K X dimX J(X)
G2 SU(2)× SU(2) P1(C)× P1(C) 4 R⊕ R
F4 SU(2)× Sp(6) P1(C)× (Sp(6)/U(3)) 14 R⊕ (H(3)/R)
E6 Sp(8) Sp(8)/U(4) 20 H(4)/R
E7 SU(8) SU(8)/(SU(4)× SU(4)× U(1)) 32 H(4)/C
E8 Spin(16) Spin(16)/U(8) 56 H(4)/H
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