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ABSTRACT
Frontal collisions of mesoscale baroclinic dipoles are numerically investigated using a three-dimensional,
Boussinesq, and f-plane numerical model that explicitly conserves potential vorticity on isopycnals. The
initial conditions, obtained using the potential vorticity initialization approach, consist of twin baroclinic
dipoles, balanced (void of waves) and static and inertially stable, moving in opposite directions. The dipoles
may collide in a close-to-axial way (cyclone–anticyclone collisions) or nonaxially (cyclone–cyclone or an-
ticyclone–anticyclone collisions). The results show that the interacting vortices may bounce back and
interchange partners, may merge reaching a tripole state, or may squeeze between the outer vortices. The
formation of a stable tripole from two colliding dipoles is possible but is dependent on diffusion effects. It
is found that the nonaxial dipole collisions can be characterized by the interchange between the domain-
averaged potential and kinetic energy. Dipole collisions in two-dimensional flow display also a variety of
vortex interactions, qualitatively similar to the three-dimensional cases.
1. Introduction
Mesoscale vortical structures are frequent phenom-
ena in the oceans and atmosphere, and the vortex di-
pole, also called vortex pair, vortex couple, double-
vortex, or mushroomlike vortex, is one of the simplest
among these mesoscale structures (Carton 2001). In
nonrotating fluids, for example, dipoles are spontane-
ously generated in Von Kármán wakes in two-di-
mensional turbulence (Couder and Basdevant 1986). A
dipolar solution in nonrotating two-dimensional fluids,
different from the Lamb dipole, was recently found by
Juul Rasmussen et al. (1996).
Vortex dipoles have been observed in many places in
the ocean (e.g., Fedorov and Ginzburg 1986; Munk et
al. 1987), including the Alaska Coastal Current (Ahlnäs
et al. 1987), along the Vancouver Island coast (Ikeda et
al. 1984), along the California coast (Sheres and
Kenyon 1989; Simpson and Lynn 1990), south of Mada-
gascar (de Ruijter et al. 2004), in Tartar Strait (Ginz-
burg and Fedorov 1984), in the Norwegian Coastal Cur-
rent (Johannessen et al. 1989), and in the Oyashio
Front (east of Japan; Vastano and Bernstein 1984).
Laboratory experiments in rotating tanks show that
barotropic dipoles can be generated from an impulsive
jet (Kloosterziel et al.1993), become important trans-
porters of fluid (Eames and Flór 1998), and finally de-
cay—for example, because of bottom friction effects
(Sansón et al. 2001). Theoretically, Stern (1975) derived
an exact dipolar solution, for nondivergent barotropic
flow on the  plane, called the modon (Flierl et al. 1983;
McWilliams 1983; Berson and Kizner 2002, and refer-
ences therein). Numerically, the generation of oceanic
dipoles was investigated using a two-layer, f plane, shal-
low-water model by Mied et al. (1991).
Since the dipole is a coherent vortical structure with
a propagation speed, it may approach a coast or ob-
stacle and rebound (Carnevale et al. 1997; Danaila
2004), interact with a sloping boundary (Kloosterziel et
al. 1993), or interact with a jet (Vandermeirsh et al.
2002). The dipoles may also generate or interact with
inertia–gravity waves (Afanasyev 2003; Godoy-Diana
et al. 2006). Furthermore, interactions between dipoles,
or collisions, are also possible. These interactions may
occur in a number of ways, namely, frontal or head-on
axial collisions, head-back (dipole overtaking or merg-
ing) axial collisions, oblique collisions, or frontal non-
axial collisions (Voropayev and Afanasyev 1994, chap-
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ter 4). Laboratory experiments, in nonrotating plat-
forms, have reproduced axial head-on dipole collisions,
and subsequent vortex partner interchange (van Heijst
and Flór 1989), as well as oblique dipole collisions
(Voropayev and Afanasyev 1992). Two-dimensional
numerical simulations, in nonrotating fluids, of oblique
dipole collisions were carried out by Couder and Bas-
devant (1986) in the context of two-dimensional turbu-
lence. Head-on and overtaking dipole collisions of
barotropic equivalent modons on the  plane were nu-
merically investigated by McWilliams and Zabusky
(1982). Laboratory experiments in rotating fluids on a 
plane, confirmed by point-vortex numerical simula-
tions, have shown that nonaxial dipole collisions lead to
a large mass exchange between the dipoles or the am-
bient fluid (Velasco Fuentes and van Heijst 1995).
Here, we take a step forward in our understanding of
dipole interactions by numerically investigating non-
axial frontal collisions of mesoscale baroclinic dipoles.
Since the vortices are easily characterized by their con-
served potential vorticity (PV), we use, as a primary
model, a three-dimensional numerical algorithm that
explicitly conserves PV on isopycnals (described in sec-
tion 2). The initial conditions, obtained using the PV
initialization approach, consist of twin baroclinic di-
poles moving in opposite directions (section 3a). The
translating dipoles are balanced (void of waves) and
remain always static and inertially stable. We describe
six different classes of possible collisions, which depend
on the initial distance between the dipoles axes of mo-
tion. These cases include the axial cyclone–anticyclone
collision (section 3b) and the nonaxial anticyclone–
anticyclone (section 3c) and cyclone–cyclone (section
3d) collisions. We show that, besides the familiar close-
to-axial collision, there is a rich variety of vortex inter-
actions during the dipole collisions, including vortex
merging and splitting, vortex bouncing, vortex squeez-
ing, and tripole formation. These processes involve in-
terchange between the domain averaged kinetic and
potential energy. Dipole collisions in two-dimensional
flow are also numerically investigated (section 3e), re-
sulting also in a variety of vortex interactions, qualita-
tively similar to the three-dimensional cases.
2. Numerical model and parameters
The time evolution of the three-dimensional (baro-
clinic) dipoles is simulated using a triply periodic, vol-
ume-preserving, nonhydrostatic numerical model with
the Boussinesq and f-plane approximations (Dritschel
and Viúdez 2003) initialized using the PV initialization
approach (Viúdez and Dritschel 2003). The vertical dis-
placement D of isopycnals with respect to the reference
density configuration is D(x, t)  z  d(x, t), where
d(x, t)  ((x, t)  0)/z is the depth, or vertical loca-
tion, that an isopycnal located at x at time t has in the
reference density configuration defined by 0  zz,
where  is the density, and 0  0 and z  0 are given
constants. Static instability occurs when Dz  D /z 
1. The Rossby number R  	 /f, and the Froude number
F  
h /N , where 
h and 	 are the horizontal and ver-
tical components of the relative vorticity , respec-
tively, f is the constant Coriolis frequency, and N is the
total Brunt–Väisälä frequency. We simulate here baro-
clinic dipoles in the regime of static (Dz  1) and iner-
tial stability (|R | 1) so that the flow remains largely in
hydrostatic balance.
The dimensionless PV anomaly     1, where
  ( /f  k) · d is the dimensionless total PV, is
represented by contours lying on isopycnals, and PV
material conservation (d/dt  0) is made explicit by
PV contour advection. The state variables are the com-
ponents of the vector potential   (, ,  ), which
provide the velocity u  (u, , w)  f   and the
vertical displacement of isopycnals D  2 · ,
where   c1  f /N is the ratio of f to the mean
Brunt–Väisälä frequency N. Since  is triply periodic,
u and D are triply periodic as well, while obviously d (or
) is not. This numerical model (referred to as the AB
model) integrates the horizontal components of the
dimensionless ageostrophic vorticity Ah  (A , B) 
h/f  c
2hD (appendix A). The horizontal potentials
h  (, ) are obtained every time step by inverting
2h  Ah, while the vertical potential  is obtained by
inverting the definition of (, ,  ).
The total energy ET  EK  EP, where EK  u
2 
2  w2 and EP  N
2D 2 are the kinetic and potential
energy, respectively. The domain-averaged total energy
ET is conserved (appendix B), where
Et 
1
nxnynzi1
nx

j1
ny

k1
nz
Exi, yj, zk, t 1
is the domain average of any field E , and nx, ny, and nz
are the dimensions of the numerical grid.
We use an nx  ny  nz  128
3 grid, with nl  128
isopycnal layers, in a domain of vertical extent Lz  2
(which defines the unit of length) and horizontal ex-
tents Lx  Ly  cLz, with c  100. We take the (mean)
buoyancy period (Tbp  2/N) as the unit of time by
setting N  2. One inertial period (Tip  2/f ) equals
100Tbp. The time step t  0.05, and initialization time
tI  5Tip. The initialization time is the minimum time
required for the fluid to reach its initial perturbed state
with minimal generation of inertia–gravity waves.
To avoid the generation of grid-size noise, a bi-
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harmonic hyperdiffusion term  (4qA , 
4
qB), where
q  ( /x, /y, /z) is the gradient operator in
the vertically (quasigeostrophic) stretched space, is
added to the equations for the rate of change of Ah. The
hyperviscosity coefficient  is chosen by specifying the
damping rate (e-folding, ef) of the largest wavenumber
in spectral space per inertial period, which was set con-
stant to 10.
As a secondary numerical model we use the full pseu-
dospectral version of the hybrid AB algorithm (appen-
dix A). This model, referred to as the ABC model, uses
the same grid-based procedures as the AB model ex-
cept that it does not use any of the procedures involving
the PV contours. The prognostic variables are A  (A,
B, C) /f c2D. Hence, there is no inversion of PV,
but only a Poisson equation for all three components of
the vector potential, 2  A, which is inverted spec-
trally every time step. All the parameter settings are the
same except for the hyperviscous damping rate, which
was significantly increased to maintain numerical sta-
bility.
3. Numerical results
a. Initial dipole configuration
The initial dipole consists of two baroclinic vortices,
each one defined by a three-dimensional ellipsoidal dis-
tribution of PV anomaly , constant on ellipsoidal sur-
faces, which varies linearly with the ellipsoidal volume,
with 0 on the outermost surface, andmin0.75
and max  0.75 at the center of the cyclone and anti-
cyclone, respectively (Fig. 1a). The PV distribution is
discretized by placing a number of PV contours within
each isopycnal surface crossing through the vortex. The
middle isopycnal surface (il  65) has the maximum
number of contours (nc  10). The initial PV contours
are ellipses with a ratio of major (ax) to minor (ay)
semiaxes lengths ax/ay 1.5. The largest ellipse, located
on the middle isopycnal surface, has ax  0.6c and ay 
0.4c. The vortex ellipsoidal shape is initially prescribed
only to facilitate the transition toward an equilibrium
shape, largely independent on the initial conditions,
reached at the end of the initialization time (explained
below).
The vertical semiaxes are az  0.4 and a

z  0.27 for
the cyclone (  0) and the anticyclone (  0), re-
spectively. These values were chosen so that the dipole
described a straight trajectory (Figs. 1b,c). This asym-
metry in the vertical extent of the vortices is due to the
PV anomaly being prescribed in the reference configu-
ration (flat isopycnals) at the beginning of the initial-
ization time (t  0). During the initialization period
(from t  0 to 5Tip) the isopycnals stretch (in the an-
ticyclone) and shrink (in the cyclone) to reach a bal-
anced state so that the final adjusted state of the dipole
is not exactly antisymmetric. For the initial conditions
(t  0) of the collision simulations we use the state of
the dipole at t  19Tip (Fig. 1c, hereinafter just re-
ferred to as the initial dipole configuration). At this
stage the PV vortices have long time ago deformed
from their initial ellipsoidal configuration. Thus, this
large period of time (19Tip) assures that the initial PV
configuration of the dipoles has been adjusted to a
steady PV distribution.
In the initial dipole configuration the horizontal ve-
locity uh in the anticyclone is somewhat larger than in
the cyclone (Fig. 2a), with the maximum horizontal ve-
locity, reaching umax  max{|uh|}  0.77, located at the
center of the dipole. The vertical velocity w (Fig. 2b) is
104 times smaller than |uh|, and presents the quadrupo-
lar pattern typical of mesoscale quasigeostrophic bal-
anced dipoles (Pallàs-Sanz and Viúdez 2006). The iso-
pycnal displacement D (D  0 in the anticyclone; Fig.
2c) and the vertical vorticity 	 (	  0 in the anticyclone;
FIG. 1. Potential vorticity anomaly contours (PV jumps) on the middle isopycnal (il  65) at (a) t  0, (b) t 
10Tip, and (c) t  19Tip. PV jump value   0.075 (difference between two consecutive PV contours). The
horizontal extent is x  y  2c/3. The x coordinate of the origin (x0) is (b) 0.85 and (c) 1.5 relative to (a).
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Fig. 2d) have similar vertical extents in both vortices.
The relative vorticity changes sign on the northern and
southern sides of the dipole with both |	 | and |D | in the
anticyclone larger than in the cyclone. The dipole is
static and inertially stable with Dzmax  max{Dz(x)} 
0.36, R min  min{R (x)}  0.62, R max  max{R (x)} 
0.41, and Fmax  max{F (x)}  0.32 at t  0.
Last, the initial PV configuration of the two-dipole
frontal collision simulations is obtained by adding, to
the dipole described above (left dipole, L in Fig. 3), a
y-inverted copy of dipole L (right dipole, R in Fig. 3)
separated from L by X  c (fixed) and Y (vari-
able). The initially prescribed y-offset Y makes the
initial location of the dipoles change along lines L and
R in Fig. 3. Specification of Y defines, therefore, the
different numerical simulations described below. Since
the two-dipole PV configuration is now different from
the previous single dipole configuration, the numerical
simulations are initialized from t  0 to 5Tip, using
again the PV initialization approach. The actual y-off-
set between the dipoles, that is, at the end of the ini-
tialization period (t  5Tip), is defined as Y  YR  YL,
where the y coordinate of the L and R dipole are the
geometric centers of the pair of vortices,
YL 
Y L
  Y L

2
and YR 
Y R
  Y R

2
, 2
where the y coordinates Y  R and Y
 
L of every vortex are
defined as
Y R
 

V R

x, tI y dV

V R

x, tI dV
, etc., 3
where the integration volumes V  L and V
 
R comprise
the grid locations with ||  0.1. We define the dimen-
sionless y-offset  as Y per unit of dipole y extent,
 
Y
4ay
. 4
After the initialization time, the dipoles explicitly con-
serve PV and approach each other almost steadily
along the axes y YL (dipole L) and y YR (dipole R).
b. P–N collision
We describe first the familiar frontal, close-to-axial
dipole collision. As an example we show a case with
FIG. 3. PV contours at t  0 on isopycnal il  65 (z  0). The
initial configuration in every case is obtained by shifting horizon-
tally the left and right dipoles (comprising vortices L and R )
along the L and R lines. The entire domain x  y  2c is
shown.
FIG. 2. (a) Horizontal distribution at t  0 (t  19Tip) and z  0 (iz  65) of the horizontal velocity uh  (u, ) (only
every other vector is plotted). Contours of |uh| are included with contour interval   0.1 and max{|uh|}  0.77. (b)
Horizontal distribution at z  0.147 (iz  62) of vertical velocity w (  10
5, w ∈ [5.2, 6.4]  105). South–north
vertical distributions at x  0.49 (ix  55, across the dipole center) of (c) vertical displacement of isopycnals D ( 
0.5  102, D ∈ [7.7, 5.6]  102), and (d) vertical vorticity 	 (  2.5  103, 	 ∈ [3.9, 2.6]  102). Horizontal and
vertical extents are x  y  2c and z  2, respectively.
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  0.27 (Fig. 4). The dipoles collide in such way that
the interaction occurs between vortices of opposite PV
sign; that is, we have L–R and L–R interactions.
We refer to this case as a P–N collision (positive–
negative PV collision). The dipole interaction occurs
between t  14Tip and 20Tip, when the dipoles inter-
change vortex partners cleanly, with little PV mixing
between vortices. After collision, the new dipoles leave
the impinging region and propagate with a straight tra-
jectory, which can be approximately obtained following
the relative extrema of  during the numerical simula-
tion (Fig. 5a). Owing to the negative , the new axis of
motion is however not perpendicular to the original one
(along constant y). In this case, the angle between old
and new dipoles trajectories (!, defined from the tra-
jectory of vortex R) is !  /2. An initial   0 (per-
fectly axial collision) results in new dipole trajectories
perpendicular to the original ones (!  /2), while  
0 results in new dipole trajectories with !  /2 (not
shown). We show later that the P–N collision is typical
for a range of values min    max, where 0.52 
min and max  0.20.
In this P–N case, the flow before, during, and after
the collision remains always static and inertially stable
with |Dz|  1 and |R |  1. Extreme Rossby and Froude
numbers remain quite constant during the dipoles in-
teraction (Table 1). Both umax and maximum vertical
velocity wmax  max{w} decrease and Dmax increases
slightly before the dipoles collision, and the opposite
changes happen after collision (Figs. 6 and 7a). Thus,
some deceleration (acceleration) of the flow, at least in
the extreme values, occurs before (after) collision. Nu-
merically, ET is well conserved (Fig. 8a), and there is
little interchange between EK and EP in the flow
(Fig. 8b).
c. N–N collision
We describe next two different classes of dipoles col-
lisions in which the dipole interaction occurs mainly
between the anticyclonic vortices (N–N collisions).
1) CASE N–N(1)
In this case   0.52 is smaller than in the previous
case so that only the anticyclones collide (collision L–
R; Fig. 9). The interaction between the anticyclones
resembles, in some way, an elastic collision between
solid bodies. There is some mass transfer between the
interacting anticyclones (between t  16–24Tip), al-
though their core remain largely isolated.
The anticyclones do not merge due to the influence
of the cyclones. The gradient pressure force exerted by
the outer cyclones induces a linear momentum, in the
new anticyclone partners, opposite to the initial dipole
momentum, preventing the merging of the two anticy-
clones and causing the change in direction of the new
dipoles. After collision, the anticyclones bounce back
FIG. 4. Time evolution of PV contours on isopycnal il  65 (z  0) for case P–N (time in Tip, x  y  2c).
FIG. 5. Grid locations (ix, iy) where | (ix, iy)|  0.74 at z  0 (iz  65) from t  0 to the end of the
numerical simulations. Dark areas (grid points marked with symbol *) mean   0.74, and light areas
(symbol ) mean   0.74, for cases (a) P–N, (b) N–N(1), and (c) N–N(2).
SEPTEMBER 2007 D U B O S Q A N D V I Ú D E Z 2335
and join the cyclone of the companion dipole, which
experiences no trajectory curvature change (Fig. 5b).
Thus, this case may be considered as a limit case of the
previously described class P–N since here, qualitatively
speaking, the percentage of positive–negative PV colli-
sion may be taken as zero, the percentage of negative–
negative PV collision as 100%, and !  0.
As in case P–N, umax reaches a minimum (Fig. 6a),
and D a maximum (Fig. 7a), during the interaction pe-
riod, with Dmax larger than in case P–N. Here, how-
ever, w reaches a maximum during this period (Fig. 6b);
Dzmax reaches a significant maximum when the cyclones
collide (Fig. 7b). This maximum is due to the fact that
the colliding anticyclones (which partially merge) have
larger Dz (Fig. 2c) than the cyclones (which do not
merge). In this case R max and Fmax are very similar to
those in the case P–N (Table 1). The ratio EP/ET
reaches a maximum during the collision, and therefore
EK/ET reaches a minimum (Fig. 8b). Thus, there is
an interchange between EK and EP. This inter-
change seems to be due to the deceleration of the flow
and deepening of isopycnals during the collision.
The ET experiences, however, an increment
ET  0.02/2.07  0.01  1%, relative to its initial
value (Fig. 8a). This nonconservative change is related
to the intrinsic numerical diffusion associated to the
discretization of the PV field (which implies contour
merging during the anticyclones partial merging). We
address this numerical process in the next case where
the vortex merging is larger and, therefore, its effects
on ET are more important.
2) CASE N–N(2)
If  is decreased by a small amount relative to the
previous case N–N(1), setting   0.56 (i.e., a 7%
decrease), the evolution of the dipoles collision is very
different (Fig. 10). Initially (t  16–20Tip) the anticy-
clones collide in a way similar to the case N–N(1) (Fig.
9). However, here the anticyclones almost fully merge
so that the vortical structure transforms into a tripole.
The tripole rotates (t  22–34Tip) with a negative (an-
ticyclonic) phase speed, completing at least a rotation
of 90° during about 12 inertial periods (Fig. 5c). The
tripole is unstable and eventually the anticyclone splits
(t  34–36Tip), and the two-dipole system is recovered
with an axis of motion rotated about 90° relative to the
initial axis. The rotation angle of the axis of motion
depends on , first increasing with decreasing , reach-
ing a maximum value of about 150°, and decreasing
afterwards. A stable tripole was not found.
FIG. 6. Time evolution of (a) umax and (b) wmax (10
4) for the different cases (time in Tip).
TABLE 1. Extreme and time-averaged values of R min, R max, F max, and Dz max for the different cases. The time average ranges from
t1  5Tip to t2  {40, 40, 45, 40, 33, 35}Tip (standard deviations are included).
Case R min R max Fmax Dzmax R min R max Fmax Dzmax
P–N 0.63 0.43 0.35 0.37 0.62 ( 0.002) 0.42 ( 0.01) 0.34 ( 0.009) 0.37 ( 0.001)
N–N(1) 0.63 0.43 0.36 0.43 0.62 ( 0.003) 0.41 ( 0.009) 0.34 ( 0.01) 0.38 ( 0.02)
N–N(2) 0.65 0.43 0.36 0.47 0.63 ( 0.01) 0.41 ( 0.01) 0.34 ( 0.01) 0.40 ( 0.03)
P–P(1) 0.63 0.45 0.35 0.37 0.62 ( 0.002) 0.42 ( 0.02) 0.34 ( 0.006) 0.37 ( 0.002)
P–P(2) 0.63 0.50 0.31 0.36 0.62 ( 0.002) 0.43 ( 0.03) 0.33 ( 0.01) 0.37 ( 0.001)
P–P(3) 0.63 0.52 0.35 0.37 0.62 ( 0.002) 0.43 ( 0.03) 0.34 ( 0.01) 0.37 ( 0.002)
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In this case, umax decreases when the dipoles ap-
proach and collide [as happens in the two previous
cases, P–N and N–N(1)], then increases (reaching a
maximum at t 24Tip) and decreases during the tripole
rotation (Fig. 6a). Then umax increases again after the
tripole splits. The time evolution of wmax is similar to
the previous case N–N(1) except after the vortex merg-
ing (t  22Tip) since a new relative maximum (t 
35Tip) is reached when the tripole splits (Fig. 6b). Here
Dmax experiences the largest maximum, compared to all
cases, increasing during the vortex merging and gener-
ally decreasing during the tripole and vortex splitting
episodes (Fig. 7a). Furthermore, Dzmax reaches an over-
all maximum at the end of the collision period, oscil-
lates during the tripole episode, and finally decreases
when the vortex splits (Fig. 7b). Though still relatively
small, this case experienced the largest change in Dzmax
(Table 1). These changes in the extremum values are
quite consistent with the changes in EK and EP. The
ratio EP/ET increases during the vortex merging, os-
cillates during the tripole rotation, and decreases after
the splitting (Fig. 8b). Thus, there is an interchange
between EK and EP, with kinetic energy being con-
verted into potential energy during the vortex merging
and converted back into kinetic energy during the vor-
tex splitting.
As in the previous and following cases, ET increases
with time during the vortex merging (Fig. 8a). In this
respect, the behavior of the discrete numerical model
differs from the continuous theoretical model (which
conserves ET). The change in ET is related to the dis-
cretization of the PV field, which necessarily implies PV
contour merging and splitting during strong vortex in-
teractions. In the case P–N, described above, the vortices
do not merge and ET is very well conserved (Fig. 8a).
To assess the importance of the above nonconserva-
tive effects we carried out a series of numerical simu-
lations using the ABC model, which does not make any
use of PV contours nor PV advection and inversion.
The numerical diffusion, acting now on the three-di-
FIG. 7. Time evolution of (a) Dmax (10
2) and (b) Dzmax for the different cases (time in Tip).
FIG. 8. Time series of (a) ET  10
3 and (b) EP/ET for the different cases.
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mensional biharmonic operator 4q (in the quasigeo-
strophic stretched or computational domain) of A (A ,
B, C), had to be significantly increased, to maintain nu-
merical stability, to ef  200 (ef  180 developed grid-
size noise). The ABC simulations were initialized with
the potential  provided by the AB simulation [case
N–N(2)] at the end of the initialization time (t  5Tip).
The other numerical parameters remained unchanged.
The results are similar to the AB simulation during
the vortex merging except that, due to the larger diffu-
sion, PV is not conserved and the dipoles displacement
speed is smaller (Fig. 11). The anticyclones merge and
a tripole is formed. In this case the tripole remains
stable and only decays by diffusion effects. Consistent
with the large diffusion dumping rate, ET decreases
with time (Fig. 12). However, besides this diffusion ef-
FIG. 9. As in Fig. 4 but for case N–N(1).
FIG. 10. As in Fig. 4 but for case N–N(2).
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fect, the EK and EP behave in a way similar to the
AB simulation during the vortex merging, where EP/
ET increases. Further EK–EP interchange is related
to oscillations in the cyclones trajectories around the
anticyclone. Note that the change of ET in the AB
simulation amounts for a change (per Tip) of   0.1%
of its initial value, while   0.3% in the ABC simu-
lation. Thus, the process of reaching a stable tripole
from a two-dipole collision is related to diffusion effects
typical of an irreversible dynamics since the reverse
process (namely a stable tripole splitting into two di-
poles) is a contradiction. The formation of an unstable
tripole, followed by tripole splitting, and recovery of
the two-dipole system is more consistent with a revers-
ible dynamics.
d. P–P collision
We describe next three classes of frontal dipoles col-
lisions in which   0 so that the dipoles interact
through the positive PV vortices.
1) CASE P–P(1)
In this case   0.20, the cyclones collide, partially
merge, but finally split and, in a way similar to case
N–N(1), bounce back interchanging the anticyclonic
partner (Fig. 13). Though there is considerable vortex
merging, the PV core of the cyclones remains isolated
(Fig. 14a). The PV filamentation is, however, larger
than in the case N–N(1), and the cyclones after the
interaction become weaker than the anticyclones, so
that the resulting dipoles have negative trajectory cur-
vature.
Similar to the previous cases, umax decreases during
the vortex merging (t  15–19Tip) and increases during
the vortex splitting (t 23–31Tip) (Fig. 6a). Contrary to
the N–N cases, Dmax decreases during the vortex merg-
ing and increases during the vortex splitting (Fig. 7a).
These changes of D are probably related to the large
deformation of the cyclones, in comparison to the de-
formation of the anticyclones in the cases N–N, dur-
ing the vortex interaction (cf. Fig. 13 with Figs. 9 and
FIG. 12. Time series of E  E   E  for E  ET  10
4, EK  0.5  10
4, EP  10
4,
EK/ET 10
2, and EP/ET 10
2. The time average ( ) ranges over t 5–60Tip, with ET  18.5
 104, EK  13.3  10
4, EP  5.24  10
4, EK/ET  71.7  10
2, and
EP/ET  28.3  10
2.
FIG. 11. Time evolution from t  5Tip to t  75Tip of (x, y) at z  0 for the ABC simulation of case N–N(2). Discontinuous
contours mean   0, contour interval   0.08, and x, y ∈ [2.4, 2.4].
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10). Consequently, EP/ET decreases during the cy-
clone merging and increases during the cyclone splitting
(Fig. 8b).
2) CASE P–P(2)
In this and the following case, the interchange of the
vortex partners is not so clear as in the previous case.
Here   0.24; that is, 8% larger than in P–P(1), a
percentage similar to that between cases N–N(1) and
N–N(2). The cyclones collide and fully merge forming a
transitory tripole (Fig. 15). This process is, thus, similar
to N–N(2) except that here the vortex merging occurs
between the cyclones and the tripole splits faster into
two dipoles with little change in the anticyclones tra-
jectories (Fig. 14b). These differences are probably due
to the amount of PV (i.e., the volume integration of )
in the cyclone being smaller than in the anticyclones
(Figs. 2c,d).
As is characteristic of the P–P collision, the deforma-
tion of the cyclone is larger than the deformation of the
anticyclones of the N–N collisions. This implies that
Dmax and EP/ET decrease during the cyclone merg-
ing (t  15–21Tip) and increase during the cyclone
splitting (Figs. 7a and 8b).
3) CASE P–P(3)
For the last case, we slightly increase   0.36, that is,
a 26% increase relative to P–P(1). In this case the cy-
clones collide but do not fully merge (Fig. 16). Thus,
there is no interchange of vortex partners as happens in
case P–P(1) (Fig. 13). This case is very similar to the
previous P–P(2) except that here the cyclonic cores re-
main mostly isolated, so a tripole episode is not com-
pletely reached (cf. Figs. 14b,c). This case is the only
one in which umax increases during the cyclones im-
pingement (Fig. 6a). This increase of umax is probably
related to the fact that the interacting cyclones have to
squeeze between the anticyclones, which, having larger
amount of PV anomaly, remain more stable and static.
e. Two-dimensional dipole collisions
Numerical simulations with the 2D model, the two-
dimensional (2D) version of the AB model (appendix
A), have been also carried out for comparison with the
3D results. The process to obtain the initial conditions
for the 2D dipole was similar to the one in the 3D
simulations, using a 2D dipole with the same initial PV
value (max  min  0.75) and geometry, and in
the 2D case selecting the adjusted state at t   15Tip.
Though a case-to-case comparison is not strictly pos-
sible since a 2D vortex is an entity different from a
baroclinic 3D vortex, and the PV criterion is not the
unique one to relate both cases, we found that, depend-
ing on the y offset, the dipoles may interchange part-
ners or squeeze between the outer vortices as in the 3D
case. A transient 2D tripole state, as long-lasting as in
FIG. 14. As in Fig. 5 but for cases (a) P–P(1), (b) P–P(2), and (c) P–P(3).
FIG. 13. As in Fig. 4 but for case P–P(1).
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the 3D case, was not found (with max  0.75). This is
probably due to the larger propagation speed of the
dipoles relative to the 3D ones with the same .
However, it was observed as a new temporary state, a
five-pole structure (Fig. 17). During the dipole collision
the inner vortices (the cyclones in this case) merge and
a tripole is temporarily formed. The anticyclones are
however strong enough to tear apart the cyclone, which
splits in three small cyclones, forming two dipoles with
a central cyclone. The dipoles are asymmetric and have
a large trajectory curvature.
Longer-lasting temporary tripole states are also pos-
sible with 2D dipoles of vortices with smaller . The
trajectories of the outer vortices, which are easier to
follow since they do not merge, are displayed in Fig. 18
for dipoles with max  0.25, 0.50, and 0.75, respec-
tively. In the three cases the dipoles behave qualita-
tively in a similar way. For small  the vortices exchange
partners and change 90° from their trajectory. As 
increases, so does the scattering angle !, up to a maxi-
mum value !max after which it diminishes since the di-
poles no longer interact. Note that ! increases faster
with  for small max (there is a smaller number of
trajectories pointing northward and southward in Fig.
18a than in Fig. 18c), which is due to the fact that the
dipoles with smallmax have slower speed and interact,
therefore, during longer times than the dipoles with
large max.
The scattering angle ! as a function of  is shown in
Fig. 19 for the three PV cases. The scattering angle is
computed by fitting the first and last five points of every
trajectory in Fig. 18 to a straight segment. The results
FIG. 16. As in Fig. 4 but for case P–P(3).
FIG. 15. As in Fig. 4 but for case P–P(2).
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confirm that !  90° for   0, that ! increases with 
faster for smaller max, and that a maximum !max 
180° is reached after which ! decreases with increasing
 toward ! → 180°. The !max is larger for small max.
The largest vortex interaction and merging occur for
! ∈ [180°, !max] (tripole and five-pole transient states
are indicated in Fig. 19). Note that in these extreme
cases the outcome vortices may have large trajectory
curvatures and therefore the scattering angle ! is time
dependent.
4. Concluding remarks
The frontal collision of baroclinic dipoles is a com-
plicated process that includes different vortex interac-
tions, depending on the horizontal dimensionless y-
offset  between the colliding dipoles. The cyclone–
anticyclone collisions (as in case P–N here) occur for a
range of values of  close to zero. The axial (  0)
cyclone–anticyclone causes a new axis of motion per-
pendicular to the original one. For larger , the dipoles
FIG. 18. Trajectories of the anticyclones in the
2D dipoles collision with (a) max  0.25 and t ∈
[2, 34]Tip, (b) max  0.50 and t ∈ [2, 21]Tip, and (c)
max  0.75 and t ∈ [2, 15]Tip. Every set comprises
46 cases with  ∈ [0, 1.4].
FIG. 17. As in Fig. 4 but for 2D dipoles with   0.73.
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may interact in cyclone–cyclone or anticyclone–anti-
cyclone nonaxial collisions, and partially or fully merge.
In these cases the interacting vortices may bounce back
and interchange partners [cases N–"(1) and P–P(1)],
may merge reaching a tripole state [cases N–"(2) and
P–P(2)], or just squeeze between the outer vortices and
continue without interchanging partners [case P–P(3)].
The nonaxial dipole collisions may be characterized by
the interchange between the domain averaged potential
and kinetic energy. No significant energy interchange
occurs, at least within the dipoles parameters used here,
in the close-to-axial type of dipole collision.
The formation of a tripole from two colliding dipoles
is possible but is dependent on diffusion effects. For
very small diffusivity the tripole state is only transient
[cases N–N(2) and P–P(2) using the AB model], con-
sistent with reversible dynamics. For larger diffusivity
the impinging dipoles may form a stable, though decay-
ing, tripole, which is an irreversible process [case
N–N(2) using the ABC model].
This study has shown that new interesting phenom-
ena on dipoles collision are possible, though it has ob-
viously not exhausted the complete parameter space,
which is very large. We have only explored the effect of
changing the initial horizontal offset between the col-
liding dipoles. Other possible variables are the PV
anomaly, the size of the vortices, the dipoles trajectory
curvature, and the angle of impingement (oblique col-
lisions). Also, it is possible that other phenomena, like
the spontaneous generation of small-scale inertia–
gravity waves, may occur during the collision of bal-
anced (void of waves) mesoscale dipoles with larger PV
anomalies. This topic is left for future research.
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APPENDIX A
The Prognostic Equations
Let ˜  /f for any quantity . From the vorticity
equation
d˜
dt
 ˜ · u  uz  fc
2k  hD A1
and mass conservation equation
dD
dt
 w, A2
we obtain the equation for A  ˜  c2D, that is, the
prognostic equation of the ABC model,
dA
dt
 −f k  A  1  c2w  ˜ · u  c2u · D.
A3
The AB model integrates the horizontal compo-
nents of (A3), that is, the equation for the rate of
change of the dimensionless horizontal ageostrophic
vorticity Ah  ˜h  c
2hD,
dAh
dt
 f k  Ah  1  c
2hw  ˜ · uh
 c2hu · D. A4
The third prognostic equation is the explicit conserva-
tion of potential vorticity d/dt  0.
Last, the 2D model is the two-dimensional (hori-
zontal) version of the AB model. In this case 
h  D
 A B     0, and the ABmodel degenerates
in the PV conservation equation for the PV anomaly,
which becomes identical to the conservation of the di-
mensionless vertical vorticity 	˜  	/f,
    1  ˜  k · z  D  1  ˜  h
2.
A5
FIG. 19. Scattering angle !() (°) as a function of the y offset and
extreme PV anomaly max. The left branch !()  !() is not
included. The solid circles and square indicate transient tripole
and five-pole states, respectively.
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APPENDIX B
Derivation of ET/t  0
Multiplying by u the three-dimensional Boussinesq
momentum equation
dudt  fk  u  0	  N
2Dk,
where
N2D  0g
,
and the density anomaly (x, t) (x, t) zz 0, we
obtain
1
2
d
dt
u2  N2D 2  0 · u	,
where we have used the mass conservation equation
dD dt  w.
Thus, in a triply periodic domain

t 
u2  N2D 2  0.
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