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ABSTRACT
Context. Long-period intensity pulsations were recently detected in the EUV emission of coronal loops, and have been attributed to
cycles of plasma evaporation and condensation driven by thermal non-equilibrium (TNE). Numerical simulations that reproduce this
phenomenon also predict the formation of periodic flows of plasma at coronal temperatures along some of the pulsating loops.
Aims. In this paper, we aim at detecting these predicted flows of coronal-temperature plasma in pulsating loops.
Methods. To this end, we use time series of spatially resolved spectra from the EUV imaging spectrometer (EIS) onboard Hinode,
and track the evolution of the Doppler velocity in loops in which intensity pulsations have previously been detected in images of
SDO/AIA.
Results. We measure signatures of flows that are compatible with the simulations, but only in a fraction of the observed events. We
demonstrate that this low detection rate can be explained by line of sight ambiguities, combined with instrumental limitations such as
low signal to noise ratio or insufficient cadence.
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1. Introduction
Understanding the energy transport and heating mechanisms that
are able to maintain a million-degree corona around the Sun is
a long-standing challenge in astrophysics. More observational
constraints are still needed in order to identify the character-
istics of the heating (such as where it is localized and how it
changes over time), and to discriminate different heating mod-
els. Long-period intensity pulsations in the extreme-ultraviolet
(EUV) emission of coronal loops provide new observables that
help constrain the parameters of the heating. These pulsations
were first detected by Auchère et al. (2014) in images from
the 195 Å channel of the Extreme-ultraviolet Imaging Telescope
(EIT: Delaboudinière et al. 1995) onboard the Solar and Helio-
spheric Observatory (SOHO: Domingo et al. 1995), and by Fro-
ment et al. (2015) in images from the six coronal channels of
the Atmospheric Imaging Assembly (AIA: Lemen et al. 2012)
onboard the Solar Dynamics Observatory (SDO: Pesnell et al.
2012). The pulsations were reported to have periods ranging
from 2 h to 16 h, with half of the events occurring in active re-
gions, and 25 % being visually associated with loops (Auchère
et al. 2014; Froment 2016).
These pulsations have been interpreted as resulting from
Thermal Non-Equilibrium (TNE) (Auchère et al. 2014; Froment
et al. 2015; Auchère et al. 2016; Froment et al. 2017, 2018),
which can result from of a quasi-constant heating localized near
the loops footpoints. In this case, there may exist no equilib-
rium between the heating near the footpoints and the radiative
? Present address: Centre for mathematical Plasma Astrophysics, De-
partment of Mathematics, KU Leuven, Celestijnenlaan 200B bus 2400,
3001 Leuven, Belgium.
losses in the corona (Antiochos & Klimchuk 1991; Antiochos
et al. 1999; Antiochos et al. 2000; Karpen et al. 2001; Klim-
chuk & Luna 2019; Antolin 2019; Klimchuk 2019). As a result,
the plasma in the loop undergoes condensation and evaporation
cycles (or TNE cycles), during which it periodically changes be-
tween a hot and tenuous phase, and a colder and denser phase
(Kuin & Martens 1982; Martens & Kuin 1983). Enhanced emis-
sion in the coronal channels of EIT or AIA occurs during cycles
in which the plasma reaches a peak temperature of a few million
degrees. This behavior is well reproduced in one-dimensional
hydrodynamic simulations which compute the response of the
plasma in a loop to a given heating (Kuin & Martens 1982;
Martens & Kuin 1983; Karpen et al. 2001; Müller et al. 2003,
2004, 2005; Karpen et al. 2005; Antolin et al. 2010; Xia et al.
2011; Mikic´ et al. 2013; Mok et al. 2016; Froment et al. 2017,
2018). In particular, Froment et al. (2017) were able to convinc-
ingly reproduce the intensity and emission measure from one of
the events observed with AIA presented in their previous paper
(Froment et al. 2015).
Periodic plasma flows naturally occur in the loop during a
cycle, with upflows of hot plasma in both legs during the evap-
oration phase (simulations of case 1 of Froment et al. 2017 pre-
dict ∼ 10 km s−1), and strong downflows of cooling plasma that
moves towards one of the footpoints during the condensation
phase (simulations predict & 50 km s−1 along the loop for plasma
at coronal temperatures). The evaporation phase happens during
the minimum of density, which results in very low emission in
all the coronal channels of AIA. Therefore we expect that the up-
flows will be harder to detect. The downflows start with plasma
at coronal temperatures. Depending on the heating parameters,
this plasma may then cool down to chromospheric temperatures
Article number, page 1 of 16
ar
X
iv
:1
91
2.
02
53
8v
1 
 [a
str
o-
ph
.SR
]  
5 D
ec
 20
19
A&A proofs: manuscript no. periodic_flows_tne
and form periodic coronal rain showers, or it may be reheated
early, thus remaining at coronal temperatures throughout the cy-
cle.
Coronal rain has long been observed in chromospheric and
transition region spectral lines, forming blobs-like structures
which appear to fall along coronal loops (Kawaguchi 1970;
Leroy 1972; Foukal 1978; Schrijver 2001; De Groof et al. 2004;
De Groof et al. 2005; O’Shea et al. 2007; Antolin et al. 2010; An-
tolin & Rouppe van der Voort 2012; Vashalomidze et al. 2015).
The formation and dynamics of coronal rain is reproduced with
simulations of TNE, both in 1D simulations mentioned above, in
2.5D (Fang et al. 2013, 2015) and in 3D (Moschou et al. 2015;
Xia et al. 2017). Coronal rain may also be observed in post-flare
loops, where the plasma evaporates and catastrophically cools as
a result of the intense transient heating from the flare (Scullion
et al. 2016). Despite the large number of observations of coro-
nal rain, the periodic nature predicted by simulations of TNE
has only been recently observed by Auchère et al. (2018). They
report the detection of periodic coronal rain showers observed
off-limb in the 304 Å channel of AIA.
In this paper, we attempt to detect the flows of plasma at
coronal temperatures, which occur regardless of whether coro-
nal rain forms later during the cycle. While coronal rain is better
observed off-limb where it forms distinct blobs (De Groof et al.
2004, 2005; Antolin & Rouppe van der Voort 2012), plasma at
coronal temperatures has less distinct structures that could be
tracked in plane-of-the-sky images. Therefore, we attempt to de-
tect these flows on the disk by measuring the Doppler velocity
using spectroscopic data from the EUV Imaging Spectrometer
(EIS: Culhane et al. 2007) onboard Hinode (Kosugi et al. 2007),
which can observe lines formed at coronal temperatures. De-
pending on the exposure time, EIS can measure velocities with
an accuracy ranging from 0.5 to 5 km s−1 (Culhane et al. 2007;
Mariska et al. 2008).
A number of observational studies have reported average ve-
locities of a few km s−1 in both active regions and the quiet Sun.
Transition region lines show systematic redshifts, while coronal
lines show blueshifts (Sandlin et al. 1977; Peter & Judge 1999;
Teriaca et al. 1999; Dadashi et al. 2011). While this may change
the absolute Doppler velocities in coronal loops, it should not
affect the amplitude of the velocity variations. Furthermore,
evidence of flows associated with condensation in loops have
been reported both at transition region and coronal temperatures
(O’Shea et al. 2007; Kamio et al. 2011b; Orange et al. 2013).
However, the periodic nature of the flows at coronal tempera-
tures has never been observed.
To get an estimation of the expected velocity variations, we
look at a simulation of TNE cycles without formation of coro-
nal rain performed by Froment et al. (2017) using the realistic
geometry from a loop in which Froment et al. (2015) detected
long-period intensity pulsations. In this simulation, the veloc-
ity along the loop leg changes from −10 to +55 km s−1 over a
cycle, hence an amplitude of 65 km s−1. Simulations of coro-
nal rain formed during TNE cycles predict velocities as high
as several 100 km s−1 (e.g. Müller et al. 2004; Antolin et al.
2010; Johnston et al. 2019). However, these fast flows only oc-
cur when the plasma reaches transition region or chromospheric
temperatures, and should therefore not be observed in coronal-
temperature lines. Simulations from Froment et al. (2018) show
that the velocity profiles are similar for cycles both with and
without coronal rain outside of the coronal rain phase, with val-
ues consistent with Froment et al. (2017). They further show that
the coronal rain phase only occupies a few percent of the cycle
period. Hence, cycles with and without coronal rain should have
similar velocity signatures in spectral lines formed at coronal
temperatures.
However, accurately predicting the Doppler velocity signa-
ture of such flows is challenging, as it is affected by the projec-
tion and integration along the line of sight (LOS). The angle be-
tween tho loop and the LOS could be estimated using magnetic
field extrapolation and loop tracing methods in EUV images (see
e.g. Warren et al. 2018 and references therein). The result would
be different for every observed loop as it depends on the loop
geometry and the LOS position. For the loop simulated by Fro-
ment et al. (2017), the velocity projected along the LOS of AIA
or EIS changes from −5 to +30 km s−1 over a cycle in the loop
leg.
Fully understanding the effects of LOS integration would re-
quire forward modelling from 2D or 3D simulations of TNE.
How LOS integration affects the time lag signature of TNE cy-
cles has been studied by Winebarger et al. (2016) using 3D
simulations, but no such work exists for the velocities. We ap-
proximate the effects of LOS integration by supposing that the
plasma outside of the loop is on average at rest. Using Monte-
Carlo simulations (described in Sect. 5.1), we show that under
this assumption, the Doppler velocity measured with EIS de-
pends on the velocity along loop, the angle between the loop and
the LOS, and on the ratio of the intensities emitted by plasma
in the loop (Iloop) and elsewhere on the LOS (ILOS). Simula-
tions predict that the AIA 193 Å intensity (∼ 1.6 MK) emitted
by a single loop strand can vary by a factor ranging from 10
(Winebarger et al. 2016, figure 6) to 100 (Froment et al. 2017,
figure 11) during a TNE cycle. The coronal-temperature emis-
sion from the loop is therefore negligible at the intensity min-
imum of the cycle, such that Imin ' ILOS. Therefore, we can
approximate Iloop/ILOS ' (Imax − Imin)/Imin. Taking into account
the projection and integration along the line of sight, the mea-
sured Doppler velocity variations could range from about 3 to
30 km s−1. These velocities are comparable to the typical accu-
racy of EIS, and should therefore be detectable.
We also take advantage of the EIS spectroscopic data to track
the evolution of the density in some of the pulsating loops, and
compare it to the simulations.
In addition to the periodic flows of plasma at coronal temper-
atures, multidimensional simulations by Fang et al. (2013, 2015)
and Xia et al. (2017) predict that coronal rain should be accom-
panied by simultaneous counter-streaming flows occurring in ad-
jacent field lines. If such flows occur at coronal temperatures,
they should result in a periodic broadening of the spectral lines
during the TNE cycles. However, the line width also depends
on the temperature and the presence of downflows in the loop,
which both change over a cycle. Separating these different con-
tributions would require an extensive analysis which is outside
of the scope of this paper.
In Sect. 2, we describe the search for sets of EIS data suitable
for this analysis. In Sect. 3, we present the method used to an-
alyze these datasets and to measure the velocity and density. In
section Sect. 4, we present the results from four datasets, two of
which have velocities compatible with the simulations, despite
being at the detection limit. We discuss these results in Sect. 5,
and summarize them in Sect. 6.
2. Finding appropriate datasets
In order to detect the predicted pulsations in velocity, it is re-
quired to observe the same active region continuously during
several pulsation periods, with several measurements per period.
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Table 1. Main characteristics of the 11 EIS datasets that correspond to the observation of loops undergoing long-period intensity pulsations. For
datasets composed of rasters with different EIS study types, the raster count, exposure time, and slit width are given for each study on different
lines.
Start date
Duration
[h]
Intensity
contrast(a)
Pulsation
period [h]
Nr. of
periods
Rasters per
period(b)
EIS
study ID
Raster
count
Exposure
time [s]
Slit width
[′′]
1 2011-09-03 10:56:15 40.1 50% 5.8 6.9 34.8 461 240 9 2
2 2012-06-08 03:03:27 28.7 35% 4.9 5.9 30.2 485
486
166
12
3
3
2
2
3 2012-07-30 05:57:42 123.9 35% 10.0 12.4 64.0 485 793 3 2
4 2013-05-15 21:30:55 123.7 12% 8.2 15.1 25.0 461
480
428
376
1
1
9
15
45
2
1
1
5 2013-08-22 18:59:34 34.6 15% 4.9 7.1 27.3 485 194 3 2
6 2014-06-21 15:26:13 81.1 20% 4.7 17.3 7.6 461 131 9 2
7 2014-07-27 02:29:14 74.6 10% 6.3 11.8 15.6 461 184 9 2
8 2010-11-03 21:15:34 5.8 20% 3.9 1.5 40.0 358 60 20 2
9 2012-11-04 20:42:29 13.5 5% 5.8 2.3 38.3 358 88 20 2
10 2012-01-10 15:35:49 22.0 15% 6.3 3.5 1.7 437 6 60 1
11 2014-08-09 15:37:25 116.8 30% 9.4 12.4 1.7 428
480
12
9
45
15
1
1
(a) Contrast of the intensity pulsations in the AIA 193 Å channel during the EIS observations, estimated visually.
(b) Average number of rasters per period, i.e. number of rasters divided by the number of periods.
For periods around 10 h, this translates into several days of ob-
servation. We use data from Hinode/EIS, which can acquire spa-
tially resolved spectra (rasters) by scanning a slit across the field-
of-view (FOV).
We consider 3181 long-period intensity pulsation events that
were detected with AIA between 2010 and 2016 by Froment
(2016), using the method presented in Froment et al. (2015). For
each of these events, we systematically search the EIS database
(http://sdc.uio.no) for sets of rasters such that:
1. the FOV of each raster intersects with the region where pul-
sations are detected with AIA data;
2. the FOV is wider than 55 ′′ to exclude narrow rasters and
sit-and-stare studies;
3. the dataset duration is longer than three pulsation periods;
4. the gaps between the rasters are not too long nor too frequent
(this last criterion is estimated qualitatively).
We do not constrain other raster parameters such as the exposure
time, the slit width, or the step between consecutive slit posi-
tions.
Overall, 11 datasets are found, and their characteristics are
presented in Table 1. In addition to the parameters of the EIS ob-
servations, this table shows the period of the intensity pulsations
that were detected with AIA, and an estimation of their ampli-
tude during the EIS observing period. We quantify the amplitude
of the pulsations with the contrast of the maximum to the min-
imum intensity ((Imax − Imin)/Imin), measured in the 193 Å band
of AIA over a cycle. As argued in the introduction, this provides
a reasonable approximation of the contrast between the loop and
the background emission.
These datasets can be divided into three categories. The first
and largest category (datasets 1 to 7) contains datasets with a
good cadence (ten or more rasters per pulsation period), but
short exposure times (less than 10 s) and therefore low signal-to-
noise-ratio (SNR). The second category (datasets 8 and 9) also
contains datasets with a good cadence, composed of rasters that
have longer exposure times (thus better SNR), but narrow FOVs
(60 ′′ along the X axis, i.e. perpendicular to the slit) and short
total observing time (1.5 and 2.3 pulsation periods respectively).
Finally, the last category (datasets 10 and 11) contains rasters
with the highest SNR, but a very low cadence (about one raster
per pulsation period). While none of these datasets fulfill all the
criteria required to detect with certainty the expected pulsations,
those with both a good SNR and large-amplitude intensity pul-
sations should allow for the detection of the predicted velocities.
3. Analyzing time series of EIS rasters
We measure the intensity and Doppler velocity using the
Fe xii 195.119 Å line. This line is formed at a temperature of
1.6 MK, which is attained during the cooling phase of most
simulated cycles (Froment et al. 2017, 2018). It is also one of
the brightest lines observed by EIS (Young et al. 2007), which
will help maximize the SNR, as well as the main contribu-
tor to the AIA 193 Å band (Boerner et al. 2012), which will
allow for easy comparison with AIA observations. When the
Fe xii 186.887 Å line is available, we derive the density from the
Fe xii 186.887 / 195.119 Å ratio, which is sensitive to electron
number density in the 1014–1018 m−3 range (Young et al. 2007,
2009), and covers the expected loop densities of 1014–1015 m−3
(Froment et al. 2017, 2018) for cycles where the plasma remains
at coronal temperatures.
Data preparation and line fitting Each EIS raster is first pre-
pared into level 1 data using the eis_prep.pro routine from
SolarSoft (Freeland & Handy 2012). We then fit gaussians to the
Fe xii 195.119 Å and 186.887 Å lines using the SolarSoft routine
eis_auto_fit.pro, which allows us to derive intensity and ve-
locity maps for these two lines. The 195.119 Å line is blended
with a weaker Fe xii line at 195.179 Å. We fit this feature us-
ing two gaussians that share the same width and have a fixed
wavelength separation of 0.06 Å (Young et al. 2009). The wing
of the 186.887 Å line contains a weaker line at 186.976 Å, which
Brown et al. (2008) suggested could be a Ni xi transition. We use
two independent gaussians to fit these lines. Fe xii 186.887 Å is
also blended with a weak S xi line at 186.839 Å. Although the
contribution from this line is difficult to quantify, Young et al.
(2009) report that it is below 10%, and only has a small effect on
the resulting densities. We therefore decide not to correct for its
contribution. Each of the aforementioned electronic transitions
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results in two distinct contributions: a Doppler-shifted compo-
nent from plasma flowing in the loop, and non-shifted com-
ponent from plasma at rest elsewhere on the line of sight. We
demonstrate in Sect. 5.1 that the velocity in the loop is best re-
trieved when fitting a single gaussian to each transition.
In addition, we verify whether the fit results are significantly
modified when correcting for the effect described by Klim-
chuk et al. (2016), which is that the spectral intensity integrated
within a wavelength bin is different than the intensity at the cen-
ter of this bin. We tried to correct the spectral intensities us-
ing the Intensity Conserving Spectral Fitting method (Klimchuk
et al. 2016). This marginally changed the fit results (typically
0.05 km s−1 for the line position, and 0.1 % for the integrated in-
tensity), hence we did not correct the data for this effect.
Spatial coalignment In order to get accurate pointing informa-
tion, we coalign all EIS rasters with AIA 193 Å images using the
method presented in Pelouze et al. (2019). This allows to correct
for the pointing offset, the instrument roll, and the spacecraft
jitter. All maps are then converted into Carrington heliographic
coordinates in order to compensate for the effect of solar rota-
tion. The differential rotation is corrected using the rotation rate
Ω(φ) measured by Hortin (2003) for the 195 Å channel of EIT:
Ω(φ) = 14.50 − 2.14 sin2 φ + 0.66 sin4 φ [◦ day−1] (1)
(where φ is the heliographic latitude).
Velocity measurement The velocity is derived from the cen-
troid of the fitted Fe xii 195.119 Å line. We adopt the conven-
tion that positive velocities correspond to spectral redshifts, i.e.
plasma moving away from the observer.
Correction of orbital effects The velocities measured with EIS
are affected by thermoelastic deformations of the instrument
caused by the orbit of Hinode: over the 98-minutes orbit, the po-
sition of the spectrum on the detector drifts periodically, which
introduces time-dependant velocity variations of up to 70 km s−1
(Brown et al. 2007; Kamio et al. 2010, 2011a). The measured
absolute velocities can therefore change significantly between
different rasters, or even within a raster if the raster duration is
comparable to the orbital period. Two different methods can be
used to correct for this spectrum drift. In the first method, the
quiet Sun is used as a reference to estimate the drift directly from
the data (see e.g. Brown et al. 2007; Mariska et al. 2007; Young
et al. 2012). The second method was developed by Kamio et al.
(2010), and uses an empirical model to predict the spectral drift
from EIS housekeeping data. The Kamio et al. (2010) correction
is applied within the SolarSoft routine eis_auto_fit.pro, but
it does not fully correct for the spectral drift, leaving residuals of
about 5 km s−1.
A second correction is thus needed in order to detect the
pulsations of a few kilometers per second. The high cadence
datasets (1 to 7) are composed of rasters with narrow FOVs
(162′′ × 152′′ to 180′′ × 152′′) centered on the active region,
which contain little to no quiet Sun. For these rasters, we use as
a reference the Fe xii 195.119 Å velocity averaged in the region
over which the FOVs of 95 % of the rasters overlap, and set it to
0 km s−1. Because the duration of these rasters is short compared
to the orbit (2.7 to 4.5 minutes vs. 98 minutes), it is acceptable to
use a common velocity reference for all slit positions. The other
datasets (8 to 11) have tall FOVs (368′′ to 512′′), which usu-
ally contain quiet Sun at the North or South of the active region.
In this case, we compute the average velocity in the quiet Sun
region for each slit position, and use it as a reference. We cor-
rect the intrinsic quiet Sun velocity using the method described
by Young et al. (2012), and the average shift of −2.4 km s−1 re-
ported by Dadashi et al. (2011) for Fe xii.
Density measurement The density is measured through the
Fe xii 186.887 / 195.119 Å lines ratio, which is sensitive to den-
sity variations in the 108–1012 cm−3 range (Young et al. 2007,
2009). We derive the densities from this line ratio using Chianti
version 8 (Dere et al. 1997; Del Zanna et al. 2015), and assum-
ing the temperature of 1.6 MK, the peak formation temperature
of Fe xii. The density could not be measured in datasets 1, 4, 6,
and 7, because they do not contain the Fe xii 186.887 Å line.
After applying the previous steps, we obtain series of cor-
rected intensity, velocity, and (when possible) density maps for
each of the datasets listed in Table 1.
4. Results
We present the analysis of four of the datasets presented at the
end of Sect. 2: datasets 1 and 8 for which the SNR and the am-
plitude of the intensity pulsations are large enough to allow for
the detection of velocity variations that are compatible with the
expected pulsations (Sect. 4.1); datasets 2 and 11 in which no
velocity pulsations could be detected either due to a low SNR,
or to insufficient cadence (Sect. 4.2). No pulsations in velocity
are detected in the other datasets.
4.1. Datasets with velocities consistent with the expected
pulsations
Dataset 1 corresponds to the observation of active region
NOAA 11283, in which intensity pulsations with a period of
5.8 h were detected in the 211 Å channel of AIA, between
2011 September 2, 13:08 UT, and September 8, 14:18 UT. The
EIS dataset contains 240 rasters recorded between 2011 Septem-
ber 3, 10:56 UT, and September 5, 02:56 UT, i.e. 40.1 h of ob-
servation. All rasters use the 2′′ slit, 9 s of exposure time, a scan
step of 6′′, and have a FOV of 180′′×152′′. The FOV is shown in
Fig. 1, which contains the intensity and velocity maps from raster
eis_l0_20110903_105615 projected into Carrington coordi-
nates corrected for the differential rotation, as well as the region
in which the intensity pulsations are detected with AIA. We se-
lect three regions of 1.8◦ × 1.8◦ in which we examine the evo-
lution of the intensity and velocity: one close to the apex of the
loop (green square), one at its eastern leg (red square), and one
outside of the pulsating loops (yellow square) that we use as a
reference for the velocity. We verify that the specific shape, po-
sition, and size of the regions do not significantly modify the
time series. While some pixels of the regions seem to be outside
the loop, they do not reduce the amplitude of the intensity and
velocity variations. The reference region is chosen such that it
contains small velocity variations, and no pulsations in the AIA
193 Å intensity (we verify that the power spectral density com-
puted using the method presented in Auchère et al. 2014 contains
no excess power in this region). These 1.8◦ × 1.8◦ on the solar
sphere correspond to 30′′×30′′ in the plane of the sky for regions
at the disk center. For dataset 1, this corresponds to 5 pixels in
the solar-X direction and 30 pixels in the solar-Y direction, thus
150 pixels in each region. Finally, we add a manually-traced con-
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Fig. 1. Maps of the Fe xii 195.119 Å line emission (top) and ve-
locity (bottom) for raster eis_l0_20110903_105615 from dataset 1,
projected into Carrington coordinates. This raster was acquired on
2011 September 3 between 10:56 UT and 11:01 UT. Several regions
of interest are represented on the map: the contour in which intensity
pulsations are detected with AIA 193 Å (blue), the contour selected for
the loop leg (red), the contour selected for the loop apex (green), a ref-
erence contour outside of the loop (yellow), and the shape of the un-
derlying loop (light blue). The temporal evolution of AIA 193 Å can be
seen in the online movie.
tour that follows the shape of the loop as seen in the AIA 193 Å
images.
In Fig. 2, we show the time series associated with dataset 1.
The top panel (Fig. 2a) shows the intensities from the EIS
Fe xii 195.119 Å line, from AIA 211 Å (the channel in which the
intensity pulsations are detected), and from AIA 193 Å (which
is dominated by the Fe xii 195.119 Å line; Boerner et al. 2012),
averaged over the detection contour presented in Fig. 1. The two
AIA channels display similar pulsations, with 193 Å peaking af-
ter 211 Å. There is a good match between the intensities from
EIS Fe xii 195.119 Å, and AIA 193 Å. The small deviations be-
tween the two could be caused by other contributions in the pass-
band of AIA, or the fact that the FOV of EIS does not contain
the full detection contour (see Fig. 1). We construct a time series
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Fig. 2. Time series of the intensity and velocity for dataset 1, aver-
aged in the contours defined in Fig. 1. (a) Comparison of intensities
in the detection contour: EIS Fe xii 195.119 Å ( ), full resolution AIA
211 Å ( ) and 193 Å ( ), and AIA 193 Å sampled at the same lo-
cations as the EIS rasters ( ). (b) EIS Fe xii 195.119 Å intensity normal-
ized to ( 5.6, 3.9, and 3.5) W m−2 sr−1. (c) Velocity corrected for the
EIS orbital drift. The arrows mark the positions of the peaks described
in the text.
of AIA 193 Å intensities sampled at the same locations as the
EIS rasters, also shown in Fig. 2a. This better matches the EIS
intensities, thus we conclude that the difference between the EIS
and AIA intensities is mainly caused by sampling effects.
The Fe xii 195.119 Å intensities averaged over the regions
shown in Fig. 1 are presented in Fig. 2b. The time series are
divided by their respective average values, which are given in
the caption of Fig. 2. The intensity in the loop apex and leg have
the same behavior as the intensity in the full detection contour.
The intensity in the reference region shows some variations, but
these are not always in phase with the variations of the pulsating
loop.
The associated velocities are shown in Fig. 2c. We estimate
the uncertainty on the velocity to ±0.4 km s−1 by computing the
standard-deviation of the time series from the reference region,
which contains no feature. This value is consistent with the usual
±5 km s−1 uncertainty for one EIS pixel (Culhane et al. 2007),
divided by the square root of the number of EIS pixels in the re-
gion (150 pixels as previously stated), which gives an uncertainty
of 0.41 km s−1.
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Fig. 3. Evolution of the AIA 193 Å intensity (left), EIS Fe xii 195.119 Å intensity (middle), and velocity (right), as a function of the position along
the loop shape of dataset 1 defined in Fig. 1, and of time. s = 0 corresponds to the eastern footpoint, and the values are averaged over the loop
width. Each row of the EIS plots (middle and right) corresponds to a different raster of the dataset. The vertical lines show the limits of the AIA
detection contour, and the arrows correspond to the peaks marked in Fig. 2.
Compared to the reference region, the velocities at the the
loop apex (green) and the loop leg (red) show more variance.
Some of the fluctuations are in phase with the peaks of intensity.
In particular, four peaks are visible in the loop leg at 3.5, 25.3,
30, and 38.5 h, which all happen at the same time as intensity
peaks. These intensity and velocity peaks are indicated by black
arrows on Fig. 2. The peaks at 3.5 and 25.3 h have an amplitude
of about 3 km s−1. We argue that these are significant because
they are above the uncertainty level, and are not present in the
reference region. However, there are no features in velocity as-
sociated with the other strong intensity peak around 17 h.
Fig. 3 shows the evolution of the AIA 193 Å intensity, the
EIS Fe xii 195.119 Å intensity, and the velocity along the loop
shape defined in Fig. 1 (s is the position along the loop starting
at the eastern footpoint, and the measured parameters are aver-
aged transversely over the loop width). Each row of the EIS in-
tensity and velocity plots corresponds to a different raster. In this
dataset, there are no data at the loop apex because it is not in the
FOV of EIS. The intensity pulsations are visible along the loop
in both AIA and EIS, except near the western footpoint where
the emission appears to be dominated by another structure be-
low or above the footpoint. This structure can be seen in the AIA
movie (Fig. 1) and starts expanding near the western footpoint
after 2010 November 4 00:00 UT. Six intensity peaks (marked
by white arrows) are visible with EIS, at 0.5, 3.5, 16.5, 25.3,
30, and 38.5 h. Four of these peaks have associated downflows,
visible at 3.5, 25.3, 30, and 38.5 h.
Dataset 8 corresponds to the observation of NOAA
AR 11120, where 3.9-hour intensity pulsations were detected
in the 171 Å channel of AIA, between 2010 November 2,
09:10 UT, and November 8, 01:27 UT. The EIS dataset con-
tains 60 rasters that were recorded between 2010 November 3,
21:15 UT, and November 4, 02:58 UT. This corresponds to 5.8 h
of observation, which is much shorter than dataset 1 and covers
only 1.7 pulsation periods. The rasters use the 2′′ slit, with 20 s of
exposure time, a scan step of 4′′, and have a FOV of 60′′ ×368′′.
Only the western half of the pulsating loop is visible in this nar-
row FOV.
We perform the same analysis as on the previous dataset,
and present similar figures: Fig. 4 shows the FOV of raster
eis_l0_20101103_211534, and the selected regions; Fig. 5
shows the associated time series; and Fig. 6 shows the evolu-
tion of the intensity, velocity, and density along the loop. Given
the 4′′ scan step, each of the 1.8◦ × 1.8◦ regions shown on
Fig. 4 corresponds to 225 pixels at disk center. The two chan-
nels of AIA show similar intensity pulsations, with 171 Å peak-
ing after 193 Å. The difference between the AIA 193 Å and EIS
Fe xii 195.119 Å intensities appears to be dominated by sampling
effects, as in dataset 1. The narrow FOV of this dataset makes it
difficult to find a reference region in which the intensity does
not change much over time, while remaining high enough to al-
low for accurate velocity measurements. While the region that
we select shows some intensity variations (Fig. 5b), it shows no
velocity variations (Fig. 5c), which is the most important detail
to estimate uncertainty on the velocity.
The velocity (Fig. 5c) has a very small variance in all con-
tours. However, three small fluctuations are visible in the loop
leg, with peaks at 0.7, 2.7, and 4.5 h. These are visible in both
Fig. 5c, and Fig. 6, and have an amplitude of less than 2 km s−1.
We estimate the uncertainty on the velocity using the values from
the reference region to ±0.6 km s−1. The observed variations are
therefore significant, although very close to the detection limit.
Two of these velocity peaks are associated with intensity max-
ima and separated by 3.5 h, i.e. approximately one period. How-
ever, the peak at 2.7 h does not appear to be associated with any
intensity feature.
Finally, we measure the density in this dataset, and plot it
in Fig. 5d and Fig. 6. Similarly to the intensity, the time series
are normalized to their average values, which are specified in the
caption. Small density fluctuations (∼ 20 %) are measured in the
selected contours, and are visible in Fig. 5d. Two maxima are
observed in the leg (marked by black arrows), which coincide
with the intensity peaks. A single peak is visible in the density at
the apex, which happens about 0.2 h before the first density peak
seen in the loop leg. The density peak at the apex is accompanied
by co-temporal intensity and velocity peaks at the apex, visible
in Fig. 5 b and c. The density variations are also visible in Fig. 6,
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Fig. 4. Same as Fig. 1, but with the FOV of raster
eis_l0_20101103_211534 from dataset 8, acquired on 2010 Novem-
ber 3 between 21:15 UT and 21:20 UT. Both maps are overlaid on a
AIA 193 Å map to help visualize the structure of the active region. The
temporal evolution of AIA 193 Å can be seen in the online movie.
0.9
1.0
1.1
N
or
m
al
iz
ed
 in
te
ns
it
y
(a)
AIA 171 Å
AIA 193 Å
AIA 193 Å on EIS grid
EIS Fe XII 195.119 Å
0.9
1.0
1.1
1.2
N
or
m
al
iz
ed
 in
te
ns
it
y
(b)
Loop leg
Loop apex
Reference
0
2
4
V
el
oc
it
y 
[k
m
 s
⁻¹]
(c)
0 1 2 3 4 5
Time since 2010-11-03 21:15:34 [h]
0.8
0.9
1.0
1.1
1.2
N
or
m
al
iz
ed
 d
en
si
ty
(d)
Fig. 5. Same as Fig. 2, but showing the parameters of dataset 8 av-
eraged in the contours defined in Fig. 4. (a) EIS Fe xii 195.119 Å and
AIA 193 Å intensities. (b) EIS Fe xii 195.119 Å intensity normalized to
( 6.1, 3.6, and 1.0) W m−2 sr−1. (c) Velocity. (d) Density normalized
to ( 5.0, 2.1, and 4.5)×1015 m−3.
which shows the evolution of the density along the loop. The
density in the other regions is not correlated with the variations
in intensity.
4.2. Datasets with no pulsations because of instrumental
limitations
Dataset 2 corresponds to the observation of NOAA AR 11494, in
which pulsations were detected in the 193 and 335 Å channels of
AIA between 2012 June 3 18:44 UT, and June 9 11:39 UT, with
a period of 4.9 h. The EIS dataset contains 178 rasters recorded
between 2012 June 8 03:03 UT, and June 9 07:42 UT, i.e. 28.7 h
of continuous observation. All rasters use the 2′′ slit, a 3 s expo-
sure time, a scan step of 3′′, and have a FOV of 152′′ × 162′′. At
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Fig. 6. Same as Fig. 3, but for dataset 8, showing the evolution of the AIA 193 Å intensity (top left), EIS Fe xii 195.119 Å intensity (top right),
velocity (bottom left), and density (bottom right) in the loop represented in Fig. 4.
this exposure time, the SNR is 3 times lower than in dataset 1,
and 7 times than in dataset 8.
We present similar figures as for the previous dataset: the
FOV of raster eis_l0_20120608_230140 and the regions
of interest are shown on Fig. 7 (each region corresponds to
300 pixels at disk center). The associated time series are shown
on Fig. 8, and the evolution of the intensity and velocity along
the loop on Fig. 9. For this dataset, the intensity in the loop
leg seems to peak after the intensity at the apex (Fig. 8b). This
is consistent with falling material at coronal temperatures, but
such behaviour is not observed in the other datasets. Contrary to
datasets 1 and 8, there is no significant evolution of the velocity,
which is most likely explained by the fact that the SNR is signif-
icantly lower in this dataset. Velocity variations can be seen in
the western part of the loop in Fig. 9, but these are not correlated
with the intensity peaks. However, a prominent peak is visible
in the density around 16 h at the apex, and around 17.5 h in the
loop leg (Fig. 8d). This falls between two intensity peaks at 11
and 20 h.
Dataset 11 corresponds to the observation of AR
NOAA 12135 in which pulsations were detected in the 193 Å
channel of AIA, between 2014 August 9 10:56 UT, and Au-
gust 15 12:26 UT, with a period of 5.8 h. The dataset con-
tains 21 rasters acquired between 2014 August 9 15:37 UT,
and August 14 11:41 UT, i.e. 116.8 h of observation with
a very low cadence of one raster every 5.6 h on average.
It is composed of two kinds of rasters: the first uses study
HPW022_VEL_480x512v1 (ID: 480), with an exposure time of
15 s, and a wide FOV of 480′′ × 512′′; the second kind uses the
EIS study HPW021_VEL_120x512v2 (ID: 428), with an exposure
time of 45 s, and a relatively narrow FOV of 120′′ × 512′′. All
rasters use the 1′′ slit.
Fig. 10 shows the intensity and velocity maps of raster
eis_l0_20140810_042212 (wide FOV), the contour of raster
eis_l0_20140810_192924 (narrow FOV), the region in which
the intensity pulsations are detected in AIA, and a loop shape
that extends this detection contour towards the footpoints. The
eastern part of the loop is covered by both raster types, while
the western part is only seen in rasters with a wide FOV. Fig. 11
shows the evolution of the intensity in the detection contour. The
5.8-hour pulsations are clearly visible in the AIA 193 Å time
series, and the EIS Fe xii 195.119 Å intensity matches its evolu-
tion. However, the cadence of the EIS rasters is not high enough
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Fig. 7. Same as Fig. 1, but with the FOV of raster
eis_l0_20120608_230140 from dataset 2, acquired on 2012 June 8
between 23:01 UT and 23:05 UT. The temporal evolution of AIA
193 Å can be seen in the online movie.
to detect the pulsations with these data only. Fig. 12 shows the
evolution of the intensity and velocity along the loop contour
defined in Fig. 10. Despite a good SNR that allows for accurate
velocity measurements, no velocity nor intensity pulsations can
be seen in the EIS plots. However, downflows are detected in the
western part of the loop (0.6 < s < 0.9), while the eastern legs
contains either upflows or no velocities. This is compatible with
either a static flow along the loop, or the expected pulsations, but
the cadence does not allow us to discriminate between the two
scenarios.
5. Discussion
5.1. Magnitude of the measured downflows
The one-dimensional hydrodynamic simulations of loops that re-
produce the observed long-period intensity pulsations also pre-
dict periodic plasma flows, where the velocity along the loop
changes over one cycle with an amplitude of about 60 km s−1
(Mikic´ et al. 2013; Froment et al. 2017, 2018). Such variations
in velocity should be easy to detect with Hinode/EIS, which can
measure velocities with a precision of about 5 km s−1 in a sin-
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Fig. 8. Same as Fig. 2, but showing the parameters of dataset 2 av-
eraged in the contours defined in Fig. 7. (a) EIS Fe xii 195.119 Å and
AIA 193 Å intensities. (b) EIS Fe xii 195.119 Å intensity normalized to
( 2.9, 2.2, and 3.2) W m−2 sr−1. (c) Velocity. (d) Density normalized
to ( 2.1, 2.8, and 2.8)×1015 m−3.
gle pixel (Culhane et al. 2007). We searched for such pulsations
by analyzing 11 EIS datasets, 9 of which had sufficient cadence
to allow for the detection of pulsations. Yet, we did not detect
velocity pulsations with the expected amplitude in any of these
datasets. Instead of this, we detect velocity variations with an
amplitude of 2 to 4 km s−1 in two datasets, which are the ones
that have the highest SNR, and the most contrasted intensity vari-
ations. The measured velocity variations are therefore lower by
at least a factor of 10 than those produced in the simulations.
This apparent discrepancy is caused by the fact that coro-
nal loops are only 10 % to 30 % brighter than the background
when observed in EUV (Del Zanna & Mason 2003; Aschwan-
den & Nightingale 2005; Aschwanden et al. 2008), and therefore
only contribute to a small fraction of the emission integrated
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Fig. 9. Same as Fig. 3, but for dataset 2, showing the evolution of the intensity and velocity in the loop represented in Fig. 7.
over the full line of sight (LOS). Let’s consider a LOS filled
with plasma at rest, that intersects at an unknown angle θ with
a single loop inside which plasma flows at a velocity vloop, as
illustrated in Fig. 13. In this situation, the velocity projected on
the LOS is vloop cos θ, and a given electronic transition with an
energy equivalent to the rest wavelength λ0 (Fe xii 195.119 Å
in our case) would result in two distinct contributions: a bright
contribution centered on λ0 emitted by everything outside of the
loop, and a dimmer contribution emitted by the plasma flowing
in the loop, centered on (vloop cos θ/c + 1)λ0, and only 10 % to
30 % as bright as the first line. Because of the combined Doppler
broadening and instrumental width, line profiles observed by EIS
have typical full widths at half-maximum (FWHM) of 60 mÅ, or
95 km s−1 (Korendyke et al. 2006; Brown et al. 2008). With an
expected separation of cos θ× 60 km s−1, the two lines are there-
fore blended, and retrieving the velocity of the fainter component
is not straightforward. This may be achieved by fitting the two
lines with either a single, or two Gaussian profiles.
We tested these two approaches by performing Monte-Carlo
simulations, in which we generate synthetic spectra similar to
the one described above (i.e. two gaussian profiles at positions
vrest = 0 and vloop cos θ > 0, intensities Irest > Iloop, and a com-
mon FWHM ∆), add photon noise, and fit the spectra with either
one or two Gaussian profiles. By repeating this operation a large
number of times for different realizations of the noise, we can
estimate the probability of correctly retrieving the input param-
eters. We explore different values for the wavelength separation,
intensity ratio, and SNR of the two lines. This is detailed in Ap-
pendix A. We draw two conclusions from these simulations: 1.
given the SNR of the EIS observations, the velocity of the second
component cannot be estimated with a two-gaussians fit, because
the locations of the two fitting Gaussians are decorrelated from
the input for vloop lower than 80 km s−1 or 150 km s−1 depending
on the SNR (Fig. A.2); 2. when performing a single-gaussian fit,
the retrieved velocity vFit is systematically lower than the one in
the loop (Fig. A.1), with:
vFit . vloop cos θ × Iloop/Irest, when |vloop cos θ| < ∆/2. (2)
These simulations justify the use of a single-gaussian fit
to retrieve the velocity of a faint component with a small
wavelength separation, and provide a new way to interpret the
fit results. Double gaussian fitting is therefore more suited to
larger separations (see, e.g. Imada et al. 2008; Dolla & Zhukov
2011 who applied this method to retrieve separations of 50–
100 km s−1 from EIS spectra), while the B–R asymmetry index
(De Pontieu et al. 2009) is adapted to more complex line profiles,
but do not allow for straightforward velocity measurements.
We use the intensity contrast presented in Table 1 as an esti-
mation of Iloop/Irest to compute a lower bound to the amplitude of
the velocity variations in the loops using the above Equation 2:
vloop, min cos θ = vFit × Irest/Iloop. In dataset 1, we measured varia-
tions of 3.0 ± 0.4 km s−1 and an intensity contrast of 50 %, which
translates to vloop, min cos θ = 6 km s−1. For dataset 8, the mea-
sured variations are of 2.0 ± 0.6 km s−1 with a contrast of 20 %,
which gives vloop, min cos θ = 10 km s−1. These values are closer,
although still lower, to those produced in the simulations. Part
of this difference results from the projection of the LOS. In the
case of dataset 1, the measured velocity could be further reduced
by the orbital drift correction, for which we used the velocity
averaged over the FOV (Sect. 3). The reference region used to
correct the orbital drift therefore includes the pulsating loops,
which could slightly attenuate the velocity variations. The pres-
ence of counter-streaming flows (Fang et al. 2013, 2015; Xia
et al. 2017) may further explain the small velocity variations.
Such flows would indeed add a blueshifted contribution to the
spectral line, which would shift its centroid towards lower veloc-
ities. However, the current analysis does not allow to tell whether
such flows are present in the loops.
Finally, the LOS integration effect can also explain why pul-
sations are not seen in all datasets: in most datasets, the mea-
sured velocity would be reduced by the background and fore-
ground to the point that it falls below the detection threshold of
EIS. Datasets 1 and 8 where velocity variations are measured are
those with the most favorable combination of SNR and intensity
contrast.
5.2. Time shifts between the intensity, the velocity, and the
density
We now investigate how the intensity, velocity, and density sig-
nals are shifted relatively to each other, as it is a signature of
TNE. In datasets 1 and 8, almost all observed velocity peaks
happen at the same time as the Fe xii 195.119 Å intensity peaks.
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Fig. 10. Same as Fig. 1, but with the FOV of raster
eis_l0_20140810_042212 from dataset 11, acquired on 2014 Au-
gust 10 between 04:22 UT and 05:29 UT. The AIA detection contour
is shown in dark blue, the loop shape in light blue, and the FOV of
raster eis_l0_20140810_192924 is shown in yellow. The temporal
evolution of AIA 193 Å can be seen in the online movie.
The density peaks are less consistent: it appears to be in phase
with the intensity in dataset 8, while it is in opposition of phase
in dataset 2.
In order to better understand these behaviors, we take a new
look at simulation results from Froment et al. (2017), which re-
produced the intensity pulsations observed with AIA for one of
the events presented by (Froment et al. 2015). This simulation
was performed by Froment et al. (2017), who used the method
described by Mikic´ et al. (2013) to computes the hydrodynamic
evolution of the plasma along a fixed magnetic field line with a
non-uniform area expansion. Although this simulation was per-
formed for a different event than the ones presented in the current
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Fig. 11. Intensity evolution for dataset 11, averaged in the detection
contour shown in Fig. 10: AIA 193 Å at full resolution ( ), EIS
Fe xii 195.119 Å intensity ( ), and AIA 193 Å sampled at the same lo-
cations as the 21 EIS rasters ( ).
study, we use it to get a global idea of the evolution of a loop
undergoing TNE cycles. In Fig. 14 (adapted from Figure 9 of
Froment et al. 2017), we present the evolution of the AIA 193 Å
intensity, temperature, density, and velocity (along the loop and
projected along the LOS of AIA or EIS), averaged at the loop
apex (top) and in the western leg of the loop (bottom), which is
the leg towards which the condensations fall. We first note that
the velocity in the western leg peaks to 55 km s−1 along the loop,
which corresponds to only 30 km s−1 when projected along the
LOS of AIA or EIS, as mentioned in Sect. 1. In the eastern leg
(not shown in Fig. 14), the velocity only reaches 15 km s−1 along
the loop, which is even smaller than the velocity at the apex. This
is not surprising given that the condensations do not flow towards
this leg. At the apex, the density peaks before the intensity, while
the velocity peaks roughly at the same time as the intensity. In
the loop leg, however, all parameters peak approximately at the
same time. Therefore we expect the velocity to be in phase with
the intensity everywhere in the loop, but the density should peak
at the loop apex before peaking in the leg.
In dataset 8, two density peaks occur in the leg at the same
time as the two intensity peaks, around 0.7 and 4.5 h (Fig. 5).
One density peak is visible at the apex at 0.5 h, just before the
first peak that occurs in the leg at 0.7 h. The time shifts of these
three density peaks is consistent with the simulations. However,
the second density peak is not visible at the apex (this could be
due to no variations or insufficient contrast), and we cannot fully
test the fact that the density should peak before the intensity at
this location. A single but prominent density peak is detected in
dataset 2, which arises first at the apex at 16 h, and then in the
leg at 17.5 h (Fig. 8). Although the density in the leg does not
peak at the same time as the intensity, the fact that it peaks after
the apex seems compatible with the simulations.
The velocities measured in datasets 1 and 8 globally match
the predicted behavior. Indeed, the downflows observed in
dataset 1 all happen at the same time as the Fe xii 195.119 Å
intensity peaks, and all intensity peaks have associated down-
flows, except for the strong intensity peak at 17 h. In dataset 8,
the two intensity peaks have associated downflows. However a
third velocity peaks is seen at 2.7 h, and does not appear to be
associated with any intensity feature, which is puzzling. Over-
all, the fact that most downflows happen at the same time as the
corresponding intensity peaks is a strong clue that they are not
instrumental artifacts.
Finally, we note that the AIA 211 Å intensity peaks be-
fore 193 Å in dataset 1, and that 193 Å peaks before 171 Å in
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Fig. 12. Same as Fig. 3, but for dataset 11, showing the evolution of the intensity and velocity in the loop represented in Fig. 10.
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Fig. 13. Sketch representing the integration along the LOS of a spec-
tral line emitted by plasma flowing in a loop (red), and the contribution
from static plasma in the background and foreground (yellow). Even if
the component from the loop has an important spectral shift, the result-
ing line (dashed blue) is close to the rest wavelength, because the loop
accounts only for 10 % to 30 % of the total emission.
dataset 2. This is consistent with previous reports that loops (un-
dergoing TNE or not) are generally observed in their cooling
phase (Warren et al. 2002; Winebarger et al. 2003; Winebarger &
Warren 2005; Ugarte-Urra et al. 2006, 2009; Mulu-Moore et al.
2011; Viall & Klimchuk 2011, 2012; Froment et al. 2015).
6. Summary and conclusion
In order to detect velocity pulsations associated with long-period
intensity pulsations, we used 11 sets of EIS rasters that corre-
spond to the observation of known intensity pulsation events de-
tected with AIA between 2010 and 2016 (Froment 2016). We
detect velocity variations compatible with the expected pulsa-
tions in two of these datasets. The variations are characterized by
recurring downflows that happen at the same time as the inten-
sity peaks. The first dataset (1) contains six intensity peaks, four
of which have matching velocity peaks. The second dataset (8)
contains two intensity peaks but shows three velocity peaks, with
the third one occurring between the two intensity peaks. Overall,
we find a good, albeit not perfect, correlation between the ob-
served intensity and velocity peaks for these two datasets. The
observed velocities are consistent with simulations from Mikic´
et al. (2013) and Froment et al. (2017), where strong downflows
occur in one leg of the loop when the intensity peaks in the 193 Å
channel of AIA. Note that such velocity signature can corre-
spond to condensation and evaporation cycles with or without
formation of coronal rain. The velocity variations have an am-
plitude of 4 and 2.5 km s−1 respectively, which is much lower
than the ∼ 30 km s−1 flows produced in the simulations. We ar-
gue that this difference is caused by the presence of emission
from plasma at rest along the LOS, which decreases the ampli-
tude of the measured velocity variation. This also explains why
we detect no velocity variations in the other datasets, which have
a lower SNR combined with a lower intensity contrast, i.e. more
contamination from plasma outside of the pulsating loop. Be-
cause the measured velocities are at the limits of the EIS capa-
bilities, it is hard to know if the absence of detected velocity
variations during some intensity peaks of dataset 1 indicate an
absence of downflow in the loop, or simply lower velocities that
fall below the detection threshold.
We also measured the density in the pulsating loops for two
of the presented datasets. Both show small density variations,
which appear to be compatible with the behavior predicted by
the simulations. However, because these variations are faint (∼
20 % in one dataset, and a single density peak the other), they do
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Fig. 14. Synthetic AIA 193 Å intensity I193, temperature Te, density Ne,
and velocity (vloop along the loop, and vLOS projected along the line of
sight), in the loop simulated by Froment et al. (2017), and adapted from
Figure 9 of their paper. Top: values near the apex, averaged between
170 and 255 Mm of the 367 Mm-long-loop. Bottom: values in the loop
leg, averaged between 320 and 340 Mm. The intensity, temperature, and
density are divided by their standard deviation and shifted by their aver-
age. Ne peaks before I193, vloop, and vLOS at the apex, but all peak roughly
at the same time in the leg of the loop.
not provide a strong constraint to compare the simulations to the
observations.
We detect velocity variations that are compatible with the
pulsations predicted by the simulation. However, these pulsa-
tions are at the limits of the instrumental capabilities of EIS,
and are therefore only detected in a fraction of observed events.
More observations are required in order to detect the pulsations
without any ambiguity. We have designed a new observation pro-
gram for EIS, where we make the best compromise between ca-
dence (one raster every 40 minutes), exposure time (30 s), FOV
(304′′ × 512′′), and spatial resolution in the X direction (4′′).
The program has already been run once, but the observed active
region contained no intensity pulsations. It is planed to run it
again in the future. This study highlights the need for a new gen-
eration of EUV spectrometers that can make observations with
both high-SNR and high cadence at the same time.
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Appendix A: Monte-Carlo simulations of line fitting
In order to better understand how the velocity from a faint line
blended with an intense line can be retrieved, we perform Monte-
Carlo simulations of line fitting. To that end, we generate syn-
thetic EIS spectra sampled every 22 mÅ (Culhane et al. 2007),
and composed of two Gaussian line profiles with respective ve-
locities vloop and vrest, peak intensities Iloop and Irest, the same
FWHM ∆, and a global offset b. (Note that in this appendix
we assume that the line-of-sight is aligned with the loop, i.e.
vloop cos θ = vloop.) The average number of photons as a function
of the wavelength is therefore given by:
Nλ = Ireste−4 log 2(λ−(vrest/c+1)λ0)
2/∆2+Iloope−4 log 2(λ−(vloop/c+1)λ0)
2
/∆2+b,
(A.1)
where λ0 = 195.119 Å is the rest wavelength of the simulated
line, and c is the speed of light. We simulate photon noise by
applying a realisation of the Poisson distribution, such that for a
random variable X and an integer k, P(X = k|Nλ) = Nkλe−Nλ/k!.
We then fit two model functions to these spectra: a single-
gaussian function G1, and a double-gaussian function G2:
G1(λ, IFit, vFit,∆Fit, bFit) = IFite−4 log 2(λ−(v
Fit/c+1)λ0)2/∆Fit2 + bFit
(A.2)
G2(λ, IFitrest, I
Fit
loop,v
Fit
rest, v
Fit
loop,∆
Fit
rest,∆
Fit
loop, b
Fit) =
IFitreste
−4 log 2(λ−(vFitrest/c+1)λ0)2/∆Fitrest2+
IFitloope
−4 log 2
(
λ−(vFitloop/c+1)λ0
)2
/∆Fitloop
2
+ bFit (A.3)
For a given set of input parameters (vrest, vloop, Irest, Iloop,∆),
we generate 10 000 spectra with different realizations of the
noise, that we fit with both G1 and G2 in order to estimate the
probability of retrieving each possible fit parameter values. We
explore different combinations of input parameters, in particu-
lar the position of the secondary line (vloop), the ratio of the two
lines (Iloop/Irest), and the SNR (absolute value of Irest). We repre-
sent these results as stacked histograms (Fig. A.1 and Fig. A.2),
which show the probability to retrieve the values of a fit param-
eter, given the input parameters printed above the map, and the
velocity of the secondary line vloop in abscissa. Each column of
these maps corresponds to the normalized histogram of the re-
sults of the 10 000 fits performed for the corresponding input
parameters.
In Fig. A.1, we present results of the fit of 2-lines spectra
with the single-gaussian function G1. The three plots show the
stacked histograms of vFit as a function of vloop, for different
values of Iloop/Irest (10 %, 20 %, and 30 %), and a SNR of 10.
For large separations between the two lines (vloop > 150 km s−1),
the fitted Gaussian is centered on the brightest line of the spec-
trum, with vFit = 0. However, for small separations (vloop < ∆),
the centroid of the fitted Gaussian seems to follow the relation
vFit . vloop × Iloop/Irest. Performing the same simulations with
higher SNR values shows the same dependency of vFit on vloop,
with lower dispersion. Therefore, fitting a single Gaussian func-
tion to such 2-lines spectra yields information on the velocity
of the weaker component, and the separation value can be com-
puted with the knowledge of the intensity ratio between the two
lines.
In Fig. A.2, we present stacked histograms that correspond
to the fit of 2-lines spectra with the double-gaussian function
G2. The left column shows the histograms of vFitrest as a function
of vloop, while the right column shows the histograms of vFitloop as
a function of vloop. The top row corresponds to a SNR of 10, and
the bottom row to a SNR of 126. These SNR values are equiva-
lent to respectively 0.4 and 58 s of integration time with the 1′′
slit and in the Fe xii 195.119 Å for typical active region count
rates (Culhane et al. 2007, Table 12). The maximum probability
should be distributed around the blue line shown on each plot.
This is the case only for large separations of the two lines (i.e.
large values of vloop). For lower values (vloop < 150 km s−1 at a
SNR of 10, and vloop < 100 km s−1 at a SNR of 126), the fit pa-
rameters are very disperse. This shows that for line separations
of less than one FWHM, it is not possible to accurately retrieve
the velocity of the faint line, even with long exposure times.
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