1. Introduction {#sec1}
===============

A life threatening infectious coronavirus \[[@bib1]\] started from Wuhan of China in December 2019. As of June 04, 2020, the disease has officially spread to 213 countries and territories infecting a total of 6,632,985 people causing a death of 391,136. The patients affected by this coronavirus show symptoms of pneumonia. The World Health Organization (WHO) has termed this particular virus as *severe acute respiratory syndrome coronavirus 2* (SARS‐CoV‐2) and the associated disease as COVID‐19 \[[@bib2], [@bib3], [@bib4], [@bib5], [@bib6]\]. Recently, the WHO has declared COVID-19 as a pandemic. One of the similar coronaviruses reported in the last two decades is the outbreak of Severe Acute Respiratory Syndrome (SARS) in 2003 causing thousands of deaths. Another disease Middle East Respiratory Syndrome (MERS) emerged in 2012. A third virus known as Swine Acute Diarrhea Syndrome (SADS) was noted in the swine industry in 2017. These diseases originated from bats and they are pathogenic to humans or livestock \[[@bib7], [@bib8], [@bib9], [@bib10]\]. Some of the main symptoms of this disease are the development of fever, cough, and respiratory problems including shortness of breath. According to WHO, the incubation period of this virus in most cases vary from 2 to 10 days. Unfortunately, there is no known cure for this disease, for example there is no vaccine for prevention of this disease. There is no specific antiviral treatment as well. The doctors help the patients to manage the symptoms. In many cases, the patients may develop pneumonia and experience failure of multiple organs leading to possible death. The COVID-19 is spread by respiratory droplets from the patients. In other words, the spread is severe when the infected patients cough or sneeze \[[@bib10]\]. However, the spread can be minimized to some extent by taking hygiene measure including careful handwashing. Moreover, early detection of this disease can help in the containment of the virus. Because of the life threatening nature and no cure of COVID-19, significant research interest has been seen in this field since early January 2020. It is expected that data analytics can play an important role in investigating the salient features of COVID-19 and eventually find a vaccine for it. Therefore, this paper focuses on the application of data analytics on COVID-19. The contributions of this paper are summarized below:1)The literature has been reviewed to find the important aspects of COVID-19.2)Data analytics has been applied on a currently available dataset to visualize the spread of COVID-19 as of June 4, 2020.3)A description is provided on the feature selection, regression and classification algorithms suitable for this disease. A polynomial regression model has been used to model the number of confirmed cases in the world. Moreover, feature selection and classification algorithms are applied on a dataset for data-driven diagnosis of COVID-19.4)The possible applications of data analytics on the important aspects of the disease are presented.

The rest of the paper is organized as follows. Section [2](#sec2){ref-type="sec"} provides a literature survey on this virus. Section [3](#sec3){ref-type="sec"} uses data analytics to discuss the current situation of the spread of the virus across the globe. The application of regressions to model the confirmed cases and the application of classifiers to predict COVID-19 patients are discussed in Section [4](#sec4){ref-type="sec"}. Section [5](#sec5){ref-type="sec"} discusses about the possible areas where data analytics can be used to get an understanding of the risks of COVID-19. Finally, Section [6](#sec6){ref-type="sec"} provides concluding remarks.

2. Survey on the research on COVID-19 {#sec2}
=====================================

Recently there has been tremendous research interest in COVID-19 focusing on its spread \[[@bib1], [@bib2], [@bib3], [@bib4], [@bib5], [@bib6], [@bib7], [@bib8]\], origin and genomic structure \[[@bib9], [@bib10], [@bib11], [@bib12], [@bib13], [@bib14], [@bib15]\], clinical characteristics \[[@bib16], [@bib17], [@bib18]\], and drug discovery \[[@bib13],[@bib19], [@bib20], [@bib21]\]. Particularly the interest is significant after the start of COVID-19 in late December 2019. Some of the important research results are described in the following.

2.1. Transmission of COVID-19 {#sec2.1}
-----------------------------

This section focuses on the transmission dynamics and reproductive number of COVID-19. There is a relation among the species of coronaviruses, geographical distributions of coronaviruses, bat species and reservoir hosts \[[@bib1]\]. In the early outbreak of COVID-19 in China, work-related transmission has been an important factor, and the infection may have spread greatly among health care workers, transport workers, services and sales workers \[[@bib2]\]. The transmission of COVID-19 is estimated by the collection and analyzation of spatiotemporal data \[[@bib3]\]. In this regard, the basic reproductive number of COVID-19 is estimated using the individual case reports of 140 infected persons. With the consideration of case reports, the estimates of the epidemiology parameters, human travel data and infection data, the basic reproductive number is found to be in between 4.7 and 6.6 \[[@bib3]\]. There may be underreporting cases of coronavirus during the period of January 1-15, 2020 \[[@bib4]\]. The cumulative incidence of 5502 cases in China is estimated with a confidence interval of 95% \[[@bib5]\]. The epidemic of COVID-19 may spread due to some untraced exposures other than the exposure in seafood marker in China \[[@bib5]\]. Some patients do not show symptoms, while others have different types of symptoms \[[@bib6]\]. Some patients have different symptoms such as pneumonia with problem identified in CT scan, acute respiratory distress syndrome, RNAaemia, etc. \[[@bib6]\]. There may be undetected internationally imported cases too \[[@bib7]\]. A transmission model in Ref. \[[@bib8]\] estimated the basic reproductive number to be 3.11.

2.2. Origin of COVID-19 {#sec2.2}
-----------------------

This section focuses on the time origin and genetic diversity of COVID-19. The increasing genetic diversity of this disease is indicated by phylogenetic, transmission network, and likelihood mapping analyses of the genome sequences \[[@bib9]\]. The SARS and MERS diseases are caused by the SARS-CoV and MERS-CoV pathogens, respectively. SARS outbreak in 2002--2003 caused more than 8000 cases with 774 deaths in 37 countries. On the other hand, MERS outbreak in 2012 caused 2494 cases with 858 deaths in 27 countries over the world \[[@bib9]\]. Both SARS-CoV and MERS-CoV are infectious disease zoonotic in origin that means these are spread from animal to human. Bats are regarded as the animal host source, while palm civets and camels are the intermediate means between bats and animals for SARS-CoV and MERS-CoV, respectively. Similar to SARS and MERS, COVID-19 may be originated from bats, but the intermediate carrier between bats to humans is yet to be cleared \[[@bib9]\]. The concepts of the pathology and pathogenesis used for SARS-CoV and MERS-CoV are now applied to find the characteristics of COVID-19 \[[@bib10]\]. COVID-19 is a class of β-coronavirus genus, having a 79.0% and a 51.8% nucleotide identity to SARS-CoV and MERS-CoV, respectively \[[@bib10]\]. This virus has 96% similarity when compared with a bat coronavirus in terms of genome \[[@bib9],[@bib10]\]. COVID-19 is a recombinant virus which may be a homologous recombination of a bat coronavirus and another coronavirus whose origin is not known \[[@bib11]\]. Moreover, COVID-19 has some genetic similarity with bat coronavirus and codon usage bias with snake or snake\'s translation machinery \[[@bib11]\]. Four structural proteins are essential for the formation of coronavirus during virion assembly \[[@bib12]\].

The genome of SARS-CoV-2 encodes non-structural proteins as well as structural proteins. The non-structural proteins are 3-chymotrypsin-like protease, papain-like protease, helicase, and RNA-dependent RNA polymerase (RdRp). The structural protein is spike glycoprotein. There are also accessory proteins \[[@bib13]\]. In order to prevent any future outbreak of COVID-19, it is important to find the exact origin and the intermediate hosts of SARS-COV-2 \[[@bib14]\]. It is found that the codon usage pattern of SARS-COV-2 is unique. When the codon usage of different viruses including SARS-CoV are taken into consideration, the codon usage of SARS-CoV-2 is very much different from that of humans. For the case of SARS-CoV-2, the codons are replaced by ones with lower human-preference. Because of this unique codon usage pattern, it is believed that SARS-CoV-2 was probably formed by evolving in an uncommon intermediate host for a long time. The codon biases are generated due to the evolution of genome composition \[[@bib14]\]. When whole genome level is taken into consideration, SARS-CoV-2 has 79.5% similarity to SARS-CoV and 96% similarity to the bat coronavirus (RaTG13) \[[@bib15]\]. This virus is still new in its evolutionary journey in human body hence it will be evolved in the future by changing codons, structures, etc. \[[@bib14]\].

2.3. Clinical characteristics of COVID-19 {#sec2.3}
-----------------------------------------

The clinical symptoms, features, and parameters of COVID-19 are being investigated in a number of experiments and studies \[[@bib16], [@bib17], [@bib18]\]. The study in Ref. \[[@bib16]\] evaluates the clinical characteristics of COVID-19 for the case of nine pregnant women and possibility of intrauterine vertical transmission of this virus. The data related to clinical records, lab tests, and chest CT scans of those women are studied. According to the study \[[@bib16]\], as of February 4, 2020, seven patients had fever, four had cough, three had myalgia, two had sore throat, two had malaise, two had fetal distress, five had lymphopenia, three had increased aminotransferase concentrations, and no one died. Furthermore, the study reports that no neonatal asphyxia was observed in 9 newborn babies. Results of these nine patients indicate that COVID-19 may not cause intrauterine fetal infections at pregnancy. However, the small sample size of nine patients is not good enough to come to a definite conclusion. The interaction between the human innate immune system and COVID-19 is studied in Ref. \[[@bib17]\] to understand the virus induced inflammation of lung tissues. The results show that the infection can be controlled by humoral immunity, targeted immunotherapy can be useful \[[@bib17]\]. The genome structure, entry of the virus into target cells, etc. information is reported in Ref. \[[@bib18]\].

2.4. Drugs of COVID-19 {#sec2.4}
----------------------

Recently there has been significant research \[[@bib19], [@bib20], [@bib21]\] in the development of drugs and vaccines for COVID-19. Some of the promising drugs target nonstructural proteins, while other drugs target viral entry and immune regulation pathways \[[@bib19],[@bib20]\]. As of April 2020, some of the main potential post-infection therapies known as favipiravir (antiviral against influenza), remdesivir (antiviral), lopinavir/ritonavir (antiviral) and hydroxychloroquine/chloroquine (antiparasitic and antirheumatic) -- are in the final stage of human testing \[[@bib13]\]. The development of vaccine against COVID-19 started just after the publication of genetic sequence of the causative virus SARS-CoV-2 on January 11, 2020. The first vaccine candidate started clinical trial on human on March 16, 2020. As of April 8, 2020, there are 78 confirmed active vaccine candidates of which 5 are into clinical development stage. Three of these are mRNA-1273, Ad5-nCoV and INO-4800 developed by Moderna, CanSino Biologicals, and Inovio, respectively. The remaining two LV-SMENP-DC and pathogen-specific aAPC are developed by Shenzhen Geno-Immune Medical Institute \[[@bib19]\]. Very recently 5 more vaccines are also in the clinical trial stage. These are Covid-19/aAPC (Phase I), LV-SMENP-DC (modified DCs) (Phase I/II), bacTRL-Spike (Phase I), mRNA-1273 (Phase II), and Ad5-nCoV (Phase II) \[[@bib21]\].

3. Data analytics on the status of the disease {#sec3}
==============================================

The situation of this COVID-19 is changing very frequently. The work in Ref. \[[@bib22]\] discusses about a number of datasets related to this virus. The authors in Ref. \[[@bib22]\] also provide some visualization of this epidemic up to February 16, 2020. In this work, we analyze the dataset of June 04, 2020 provided by the Johns Hopkins University available in Kaggle repository \[[@bib23]\]. This dataset has 35775 records as of June 04, 2020. The attributes of the dataset are Province/State, Country/Region, Latitude, Longitude, Date, Confirmed Cases, Deaths, and Recovered cases. We present data visualizations in terms of tables, bar charts, pie charts and other graphs. According to this dataset, 213 countries have confirmed cases of 6,632,985, death cases of 391,136, active cases of 3,371,886 and recovered cases of 2,869,963 by COVID-19 as of June 04, 2020. The death rate can be obtained in two ways. When the number of deaths is divided by the number of confirmed cases then death rate is 5.90%, however when number of deaths is divided by the number of closed cases (death + recovered) then death rate is 11.99%. For the rest of this paper, death rate will only be considered in terms of number of deaths over number of confirmed cases.

[Table 1](#tbl1){ref-type="table"} shows 20 countries that have the highest confirmed cases. Apart from the number of confirmed infection cases, [Table 1](#tbl1){ref-type="table"} also presents the number of recovered patients, the number of active cases, the number of deaths, death rate and recovery rate. It can be seen that most of the confirmed cases are in the USA. After the USA, the countries with most confirmed cases are Brazil, Russia, UK, Spain, Italy, India, and France. It can be seen from Ref. \[[@bib22]\] that on February 16, 2020, China, Singapore and Japan have the first, second and third position in terms of the most number of patients having COVID-19. So, since February, the infection has spread very rapidly in other countries, while China, Singapore and Japan have managed the spread of the disease to some extent.Table 1Spread of COVID-19 across the globe.Table 1CountryConfirmedDeathsRecoveredActiveDeath RateRecovered RateUSA187266010821148500212794475.7825.90Brazil614941340212549633259575.5341.46Russia44053853762041972309651.2246.35UK28307939987121924187314.130.43Spain240660271331503766315111.2762.48Italy234013336891618953842914.4069.18India22671363631084501119002.8147.84France19233029024695739373315.3336.17Germany184472863516790979284.6891.02Peru1831985031762281019392.7541.61Turkey1674104630131778310022.7778.72Iran1642708071127485287144.9177.61Chile118292135621305956311.1518.01Mexico10568012545747581837711.8770.74Canada95269771752184353688.1054.78Saudi Arabia9315761168965235810.6674.03Pakistan85264177030128533662.0835.33Mainland China83027463478328655.5894.34Qatar637414539468242280.0761.92Belgium587679548160483317116.2527.31

Next, COVID-19, a pandemic, is compared with other recent epidemics using four datasets available in Kaggle \[[@bib24], [@bib25], [@bib26], [@bib27]\]. [Table 2](#tbl2){ref-type="table"} provides a comparison of COVID-19 with EBOLA, SARS, H1N1 and MERS diseases. It can be seen that compared to EBOLA, SARS and MERS, the number of affected people by COVID-19 is much higher. However, H1N1 disease having a low mortality rate still has affected much more people than any of the epidemics mentioned in [Table 2](#tbl2){ref-type="table"}.Table 2Comparison of COVID-19 with other epidemics.Table 2Epidemic/pandemicStart yearEnd yearconfirmeddeathsdeath rateCOVID-192019--6,632,985391,1365.90SARS2003200480967749.56EBOLA20142016286461132339.53MERS20122017249485834.40H1N1200920106724149196540.29

Next, using the dataset in Ref. \[[@bib23]\], a number of illustrations are shown. [Fig. 1](#fig1){ref-type="fig"} shows the bar chart of confirmed cases and death cases in different countries. It indicates that the number of confirmed cases and death cases of the disease are significantly higher in the USA than any other countries. Spain has the second and Italy has the third highest confirmed cases, while Italy has the second and the UK has the third highest death cases. An important point to note here that although China experienced the most number of confirmed cases up to February 16, 2020 \[[@bib22]\], it is now in the 18th position in the world in terms of the number of confirmed cases and death cases. [Fig. 2](#fig2){ref-type="fig"} shows the bar chart of death rate across the globe. In this case, death rate is represented as the ratio of number of deaths to number of confirmed cases. The largest death rate is in Yemen being 22.74%. The Belgium, France and Italy have the 2nd, 3rd and 4th highest death rates being 16.25%, 15.33% and 14.40%, respectively. [Fig. 3](#fig3){ref-type="fig"} shows the plots of death rate and recover rate across the globe for a time span ranging from January 22, 2020 to June 04, 2020. In this case, recovery/death rate is defined as the ratio of recovery/death to confirmed cases. It can be seen that the recovery rate has significantly increased from January to first week of March, however, it decreased from second week of March to first week of April 2020. The recovery rate has increased since early April 2020 which indicates that the number of active cases has reduced as many active patients have recovered. On the other hand, the death rate has increased from below 3% in Mid-February 2020 to around 6.0% in June 2020. [Fig. 4](#fig4){ref-type="fig"} presents graphs showing the death cases, recovered and active cases over time in the world. It can be seen from [Fig. 4](#fig4){ref-type="fig"}(a) that the death case has a significantly sharp increment since the first week of March 2020. From [Fig. 4](#fig4){ref-type="fig"}(b) it can be seen that the recovery cases have been steady with linear increment over time, but the active cases have experienced sharp increase after first week of March 2020. [Fig. 5](#fig5){ref-type="fig"} illustrates the number of currently active cases of COVID-19. [Fig. 5](#fig5){ref-type="fig"}(a) is a pie chart indicating that the percentage of active cases in the world is currently 42.20% of the total confirmed cases. At the same time the recovered cases is 51.90% of the total confirmed cases. [Fig. 5](#fig5){ref-type="fig"}(b) is a bubble graph showing the number of active cases in the world in different countries. In the graph, the larger the bubbles, the higher the number of active cases. It can be seen that currently the USA has far more active cases than any other country.Fig. 1Horizontal bar chart of cases across countries, (a) for confirmed cases (b) death cases.Fig. 1Fig. 2Death rate in several countries.Fig. 2Fig. 3Death rate and recovery rate worldwide.Fig. 3Fig. 4Graph showing the cases over time for (a) death cases (b) recovered and active cases.Fig. 4Fig. 5Illustration of the (a) percentage of active cases in the world via pie chart (b) number of active cases in different countries via bubble graph.Fig. 5

[Fig. 6](#fig6){ref-type="fig"} presents the cumulative number of confirmed, recovered and death cases from 22 January to June 4, 2020, [Fig. 6](#fig6){ref-type="fig"}(a) for the case of China and [Fig. 6](#fig6){ref-type="fig"}(b) for rest of the world. From [Fig. 6](#fig6){ref-type="fig"}(a), it is observed that since early March 2020, the number of confirmed cases and number of deaths in China have become somewhat stable, while the number of recovered patients has increased greatly. This indicates the success of China in overcoming the spread of the virus. On the other hand, [Fig. 6](#fig6){ref-type="fig"}(b) reflects that the number of confirmed cases, deaths and recovered cases are increasing outside China since early March 2020. [Fig. 7](#fig7){ref-type="fig"} presents a horizontal bar chart of confirmed/recovered/death cases in Hubei province of China, other provinces of China and the rest of the world. Most of the cases in China are in the Hubei province. The bar chart shows that the number of infections and the number of deaths in Hubei are 68135 and 4512, respectively. On the other hand, number of infections and deaths in other Chinese provinces are 16036 and 126, respectively. This indicates that China has successfully managed to stop the spread of COVID-19 from Hubei to other provinces. It can also be seen that number of infections and deaths in the rest of the world are 6,548,807 and 386,498, respectively.Fig. 6Graphs showing the confirmed, recovered and death cases over time, (a) for China (b) for rest of the world (ROW).Fig. 6Fig. 7Horizontal bar chart showing the confirmed, recovered and death cases for Hubei, other Chinese provinces and for the rest of the world.Fig. 7

4. Application of data analytics on COVID-19 {#sec4}
============================================

This Section provides the methodology of data analytics on COVID-19. For this, different machine learning classifiers can be used. These operations can be done using different programming languages including Python, R-studio, MATLAB, etc. For classification, regression or prediction of a particular problem, feature selection methods can be used to find the features that have the highest impact on that problem \[[@bib28],[@bib29]\]. Then different classifiers and regression models can be applied to obtain the classification or prediction results \[[@bib28],[@bib29]\].

4.1. Feature selection and classification and regression algorithms {#sec4.1}
-------------------------------------------------------------------

Using the concept of feature selection reported in Ref. \[[@bib28]\], the feature selection process is shown in [Algorithm 1](#enun_Algorithm_1){ref-type="statement"}.Algorithm 1Feature Selection ProcessImage 1Again, using the concept of classification reported in Ref. \[[@bib28]\], the process of classification and regression are shown in [Algorithm 2](#enun_Algorithm_2){ref-type="statement"}: Algorithm 2Classification/Regression ProcessImage 2

4.2. Regression model for predicting confirmed cases {#sec4.2}
----------------------------------------------------

For the case of predicting a continuous quantity output regression is used, whereas classification is suitable for predicting a discrete class label output. Hence for modelling the number of confirmed cases over time and predicting the future evolution, regression is considered. There are a number of regressors in machine learning, in this paper, two widely used algorithms named linear regression and polynomial algorithms are considered. Linear regression is popular for simple algorithm and for a having well-known features. Linear regression finds an equation that ensures the smallest difference among the observed sample values and the corresponding fitted sample values. Polynomial regression is a special form of regression where the relationship between independent and dependent variable are modelled as a polynomial of n-th degree in the independent variable. The regression prediction can be evaluated by a number of metrics, but we will consider one of the popular metrics known as coefficient of determination or R-squared value ($R^{2}$). This $R^{2}$ term is considered as a goodness of fit of a model and measures how good the predictions approximate or fit the actual data samples. In other words, it measures the scatter of the data points around the fitted regression line. A value of $R^{2} = 1$ means that the predictions from the regression model perfectly fit to the actual data samples. In this case, dataset \[[@bib23]\] is used for regression where the number of days is the independent variable and the confirmed cases is the dependent variable. The regression line is plotted using the steps described in [Algorithm 2](#enun_Algorithm_2){ref-type="statement"} and then applying the *plt()* function.

Recently there has been a number of research papers that consider regression for predicting the number of confirmed COVID-19 cases, for example the work in Ref. \[[@bib30]\] develops a regression model for the case of India. In the following, regression models are used on the number of confirmed cases in the world available in the dataset \[[@bib23]\]. The regression part version of [Algorithm 2](#enun_Algorithm_2){ref-type="statement"} reported in Section [4.1](#sec4.1){ref-type="sec"} is used to model the trend of the confirmed cases over time. In this paper, linear regression and polynomial regressions methods are taken into consideration. A linear regression can be expressed as$$Y = aX + b$$where *X* and *Y* are the input and output variables, while *a* and *b* are parameters of the regression analysis. A polynomial regression of degree two can be expressed as$$Y = aX^{2} + bX + c$$where *a*, *b* and *c* are parameters of the regression analysis. Similarly, higher order polynomial regressions can be mathematically described as shown in Ref. \[[@bib30]\]. The values of *a*, *b* and *c* are estimated by a type of linear least squares known as ordinary least squares method.

Different test and training portions are considered. Similar to the literature \[[@bib30]\], both linear regression and polynomial regression of different orders are compared in terms of coefficient of determination or R-squared value (*R* ^*2*^) which is statistically measure closeness of the data points to the fitted regression line, and adjusted *R* ^*2*^ which adjusts the statistical measure based on the number of input variables. The difference between *R* ^*2*^ and adjusted *R* ^*2*^ is that the value of *R* ^*2*^ does not decrease with the increase of input variables that have low impact on output, while adjusted *R* ^*2*^ penalizes for the addition of input variables that are uncorrelated with the outcome variable. Hence, adjusted *R* ^*2*^ is a better metric than *R* ^*2*^ for practical use case scenarios and for fairly comparing different models. Experiments are performed in Python language to compare the different models in modelling the number of confirmed cases in the world. It is observed from the experiment that the highest value of *R* ^*2*^ and adjusted *R* ^*2*^ are obtained for polynomial regression of degree 2. For a test size of 20% and a training size of 80% of the data samples, polynomial regression of degree 2 exhibits *R* ^*2*^ of 0.8228 and adjusted *R* ^*2*^ of 0.986. An adjusted *R* ^*2*^ of 0.986 means that 98.60% of the variance in the confirmed cases can be explained from this regression model. In other words, this polynomial regression model has 98.60% accurately estimated the confirmed cases in the world up to June 04, 2020. The values of *R* ^*2*^ for polynomial regression of degree 3 to 5, and linear regression are lower than 0.50 and thus unacceptable. [Table 3](#tbl3){ref-type="table"} shows the values of the metric *R* ^*2*^, adjusted *R* ^*2*^, and parameters *a*, *b* and *c* for polynomial regression of degree 2 for test sizes of 20% as well as 10%. It can be seen that the value of *R* ^*2*^ is significantly higher for a test size of 20%, while adjusted *R* ^*2*^ is slightly higher for a test size of 10%. [Table 3](#tbl3){ref-type="table"} presents the values of *a*, *b* and *c* along with their values of t-statistics (denoted as t-stat) which is the ratio of a parameter divided by its standard error. [Fig. 8](#fig8){ref-type="fig"} shows the actual and predicted confirmed cases for polynomial regression of order 2 for test size of 20%. In this figure, x-axis indicates the number of days 0 indicates January 22, 2020 and y-axis represents the number of confirmed cases. From the dashed line which represents the predicted values one can predict the confirmed infection cases for a future day. For example, if the curve is extended for 30 more days, we can estimate what will be number of cases after 1 month assuming the increase in number follows the current pattern. [Table 4](#tbl4){ref-type="table"} presents the predicted confirmed cases for future days with respect to June 4, 2020, the last day of the dataset. The predicted values are calculated using the model for polynomial regression of degree 2 shown in equation [(2)](#fd2){ref-type="disp-formula"}, and the values of the parameters of the model (test size 20%) given in [Table 3](#tbl3){ref-type="table"}.Table 3Values of the metric and parameters for polynomial regression of degree 2.Table 3Metric/Parameter20% Test Size10% Test Size*R*^*2*^0.82280.6718adjusted *R*^*2*^0.9860.992*a*639.55 (t-stat: 40.006)603.0274 (t-stat: 50.056)*b*−3.406e+04 (t-stat: 19.266)−3.073e+04 (t-stat: 20.574)*c*3.21e+05 (t-stat: 7.844)2.744e+05 (t-stat: 7.073)Fig. 8Number of confirmed cases versus the number of days starting from January 22, 2020. The green solid line is for actual data and the dashed lines are for predicted ones. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)Fig. 8Table 4Predicted confirmed cases.Table 4Future datesPredicted confirmed casesJune 5, 20207286283June 6, 20207423297June 7, 20207561566June 8, 20207701090June 9, 20207841868June 10, 20207983901June 11, 20208127188June 12, 20208271730June 13, 20208417526

4.3. Classification for diagnosis of COVID-19 patients {#sec4.3}
------------------------------------------------------

In the following machine learning algorithms are used for automatic diagnosis of COVID-19. Currently there is a lack of acceptable datasets that could be used for prediction of COVID-19 in patients. One dataset is recently uploaded at \[[@bib31]\] which contains 5644 samples with 111 attributes provided by Hospital Israelita Albert Einstein, Brazil. This dataset contains anonymized data samples collected by RT-PCR and additional laboratory tests during a visit to the hospital. In a recent preprint paper \[[@bib32]\], some results are provided on the diagnosis of COVID-19 patients using a subset of the dataset in Ref. \[[@bib31]\].

First of all, preprocessing is done to process and standardize null values and categorical data. The attributes that have more than 99.80% null values in positive samples are dropped as these attributes are unlikely to predict positive cases. The records with mostly null values are also removed. This way the processed dataset has 1091 records and 61 columns. The target feature is converted to make positive samples or virus infected patients as '1' and negative samples or normal persons as '0'. Next, feature selection is performed using the steps shown in [Algorithm 1](#enun_Algorithm_1){ref-type="statement"} of Section [4.1](#sec4.1){ref-type="sec"}. This provides us the ranking of all the features. The most 10 influential features are shown in [Table 5](#tbl5){ref-type="table"} . It can be seen that 'Serum Glucose' has the best ranking (rank 1) and thus is the most influential attribute among all the attributes in the dataset. The second and third best attributes are 'Respiratory Syncytial Virus' and 'Influenza A', respectively.Table 5Ranking of the features of the dataset.Table 5Name of the featureRankSerum Glucose1Respiratory Syncytial Virus2Influenza A3Influenza B4CoronavirusNL635Coronavirus HKU16Parainfluenza 37Adenovirus8Parainfluenza 49Coronavirus229E10

Next, classification algorithms are applied on the processed dataset to classify the COVID-19 positive patients from all suspected patients in the dataset. There are many popular classification algorithms including support vector machine (SVM), k nearest neighbors (kNN), XGBoost, multilayer perceptron (MLP), logistic regression (LR) and decision tree (DT), random forest (RF), majority voting and other ensemble methods. The parameters of these classifiers can also be varied to find the best result for a particular scenario. In this case, XGBoost, MLP, KNN, LR and DT are considered as these provide more promising results than others in our experiments. These well-known classifiers are briefly described in the following \[[@bib28],[@bib29]\]. XGBoost is a DT-based ensemble classifier having a gradient boosting framework. It is designed for optimal hardware usage. MLP is a form of feed forward artificial neural network and composed of multiple layers of artificial neurons termed as perceptrons. In MLP algorithm, a perceptron uses an activation function which maps the weighted input of each neuron. In KNN, classification is performed by a plurality vote of the k neighbors where the output class is the one most closest to the neighbors. kNN is a non-parametric simple and versatile algorithm. Its implementation is easy, but the functioning gets slower with increase in the number of predictor variables. LR functions according to the concept of probability. LR is a form of classification algorithm where the observations are assigned to discrete classes with a logistic sigmoid function. This algorithm can be of three different types: binomial, multinomial and ordinal. In DT classifier, data are continuously split into subsets, then split into even smaller subsets, and this process continues until the data within the subsets become near homogenous. The structure of a DT is similar to flow-chart where each non-leaf nodes represent a test on an attribute, a branch represents the outcome of a test and each terminal node represent a class label. Moreover, DT algorithm is easy to interpret and performs well with large datasets.

For our experiments, the steps in [Algorithm 2](#enun_Algorithm_2){ref-type="statement"} of Section [4.1](#sec4.1){ref-type="sec"} that are for classifiers and for cross validation are considered. In this case a 20 fold cross validation is performed to split the dataset into training and testing portions. These performance of the classifiers are measures in terms of precision, recall, F1 score, area under the receiver operating characteristic curve (ROC) termed as AUC value, testing accuracy. [Table 6](#tbl6){ref-type="table"} shows the performance comparison of these algorithms. It can be seen that MLP has the highest testing accuracy value of 93.13%, while LR and XGBoost have the testing accuracy values of 92.12% and 91.57%, respectively. This means that the MLP can 93.13% accurately classify a negative (normal) case as normal and a positive (infected) case as infected. In other words, any classification test with MLP for this dataset has 93.13% probability to be correct. [Table 6](#tbl6){ref-type="table"} also shows that MLP has the highest AUC value 96.70%. This means that the classifier can successfully separate the positive and negative classes of the COVID-19 suspected patients with 96.70% probability. In addition, MLP has the highest values of precision, recall and F1 score, all being 93%. Note that the 93% recall value of MLP means that the classifier identifies patients having the disease at 93% accuracy. In other words, if a patient is diagnosed as negative (normal) there is only 7% chance that the test is inaccurate. Both XGBoost and LR have precision, recall and F1 score values equal to or greater than 92%. Hence, among the classifiers considered, MLP, XGBoost and LR are good choices for classifying this specific dataset and thus predict COVID-19 patients reliably.Table 6Performance Comparison of the classifiers.Table 6ClassifierPrecisionRecallF1 ScoreAUC valueTesting AccuracyMLP93%93%93%96.70%93.13%LR92%93%92%96.60%92.12%XGBoost92%92%92%96.30%91.57%KNN89%89%89%93.70%88.91%DT87%87%87%94.40%86.71%

The performance of the classifiers in our work are better than that of the work in Ref. \[[@bib32]\] in terms of recall, AUC value and testing accuracy. For example, the highest value of AUC value in Ref. \[[@bib32]\] is 84.70% compared to our highest AUC value of 96.70%, and the highest F1 score in Refs. \[[@bib32]\] is 78.10% compared to our highest F1 score of 93%. The difference in the results of \[[@bib32]\] and our work are due the fact that the work in Ref. \[[@bib32]\] considers only 245 suspected patients and 15 attributes. On the other hand, our work considers 1091 probable patients and 61 attributes after preprocessing. Moreover, the work in Ref. \[[@bib32]\] uses the holdout method with 30% testing data and 70% training data. On the other hand, our work considers cross validation method for splitting the testing and training data samples.

5. Possible scope of data analytics {#sec5}
===================================

In future modeling the processes of COVID-19 can contribute to improving our understanding in this disease. This models and approaches will provide real time decisions to shape the research on this disease. Data analysis can be useful in fighting this issue. In future, data analytics can be applied in COVID-19 particularly in the following domains:1.To predict how the virus spreads that is the transmission possibility. To provide information about possible zones that may have clusters of the virus. This will identify possible risky zones and people may avoid these areas.2.To develop a system that will continuously observe the conditions of a suspected person, and to automatically predict whether he/she has COVID-19 or not. This kind of warning system can help to detect cases of COVID-19 and reduce the number of undetected cases. For this, the symptoms of previous patients have to be stored in a repository. For example, the images of CT scans of normal people and coronavirus affected patients can be stored for training the system, while any new patient\'s CT scan image can be compared with the training images to find the similarity score. The main features of these patients can be found out from the application of machine learning. With the increase in the number of patient data, the training dataset will increase making the system\'s prediction work better.3.To find the basic reproductive number of this virus.4.To find the effect on pregnancy of different stages on COVID-19 patients and their newborns.5.To find the effect of this virus on patients having heart disease, lungs problem, kidney disease, liver disease, cancers and other diseases.6.To find the effect of isolation or quarantine on the spread of this coronavirus. For example, we can analyze the data of China, where the spread of this disease has slowed down after applying strict quarantine measures.7.To find the effect of travel ban and school closure on the spreading of the virus.8.To predict the effect of different vaccinations and treatments on COVID-19 patients. This prediction can be done by analyzing datasets of other viral diseases that have vaccination/treatment attributes.

In addition to the above issues, research is required on the possible effect of the coronavirus in developing countries that are highly populated but have poor health care systems. In these countries many people are not accustomed to maintaining personal hygiene appropriately. Lack of proper education and awareness is also a big problem. Lack of proper testing kits means many are not tested. Moreover, there is lack of good lab facilities, skill personnel resulting in possible error in processing and analysis. So, many patients may remain undetected. Therefore, it is important to find an inexpensive and cheap artificial intelligent system for data driven diagnosis of COVID-19 patients in these countries.

6. Conclusion {#sec6}
=============

COVID-19 has become a pandemic across the globe since its first official appearance in China in December 2019. As of June 04, 2020, the disease is now in 213 countries and territories, with the USA having the highest confirmed cases of the world. Since early March 2020, the situation in China has improved due to a number of steps taken including strict quarantine measures and travel bans. Currently there is no effective treatment for COVID-19, the existing treatments are only for the symptoms. Hence, investigation into the pathogenesis of this infection is important for finding its appropriate treatment. It is shown here that the current increase in the number of confirmed cases over time can be modelled by polynomial regression of degree 2. However, new models have to be developed to reliably predict the future number of confirmed cases considering continuation and relaxation of lockdowns and other aspects. It is also shown in this work, that MLP, XGBoost and LR can reliably classify COVID-19 patients found in a dataset of Hospital Israelita Albert Einstein, Brazil. However, the effectiveness of the classifiers should be validated on a more reliable and larger dataset. With the use of machine learning and with the availability of data on important features, automatic predictions can be made on the possibility of a suspected person to have COVID-19. In future it is believed that different types of coronavirus outbreaks will continue originating from animals for example bats. Hence continuous research is required in the investigation of current and any future coronaviruses.
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