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Abstract
Among various models to explain the 750 GeV diphoton resonance hinted at the LHC Run
2, a class of models where the resonance decays not into a pair of photons but into a pair of
photon-jets is gathering definite attention. In this paper, we study how well we can distinguish
the di-photon-jet resonance from the diphoton resonance by examining detector responses to the
photon-jets. We find that the sum of pT of the first e
+e− pair from the photon conversion provides
strong discrimination power. We also discuss determination of the lifetime of the light intermediate
particle by measuring the photon conversion points.
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I. INTRODUCTION
The ATLAS and the CMS collaborations reported an intriguing hint for a new resonance
in diphoton invariant mass spectrum around 750 GeV [1–4]. Although more integrated
luminosity is required to determine whether the resonance is from a real signal, a plethora
of models have been proposed to account for the resonance after the reports [5].
For obvious reasons, most of models involve a neutral scalar boson with a mass around
750 GeV which decays into a pair of photons. (See e.g. Refs. [6–19] for early phenomeno-
logical interpretations.) Since the required production cross section to explain the signal
is rather large, the resonance is assumed to be produced by the gluon fusion in most of
the models. There, the gluon fusion process and the decay of the resonance into a pair of
photons are induced by loop diagrams of new colored/charged particles.
As alternative possibilities, models with the resonance decaying not into a pair of photons
but into a pair of photon-jets also gather definite attention [6, 14, 20–27]. When the photons
constituting the photon-jets are highly collimated, they are difficult to be distinguished
from isolated single photons by the electromagnetic calorimeters (ECAL). In this way, the
di-photon-jet resonance can fake the signature of the diphoton resonance.
A phenomenological advantage of this class of the models is that the resonance can decay
into the photon-jets via tree-level diagrams. Thus, the decay width and the branching
ratio into a pair of the photon-jets can be much larger than those in the models where the
resonance decays into a pair of photons via loop diagrams.1 Accordingly, the signal cross
section can be explained with a fewer number of the new colored/charged particles compared
with the models with the diphoton signature.
From theoretical point of view, this class of the models is also motivated to provide ap-
propriate masses to the new colored/charged particles. For example, let us assume that the
masses of the new colored particles in the TeV range are induced by spontaneous symmetry
breaking of an approximate chiral symmetry. In this case, the models are naturally asso-
ciated with a pseudo Nambu-Goldstone boson as well as a scalar particle which consist of
a complex scalar field whose vacuum expectation value (VEV) is responsible for the chi-
ral symmetry breaking. In this class of models, the 750 GeV resonance can be identified
1 This feature might be a further advantage of this class of models in view of the tentative hints for the
large decay width of the resonance.
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with the radial component of the complex field. Then, it dominantly decays into a pair
of pseudo Nambu-Goldstone bosons which subsequently decay into photons. Therefore, all
the ingredients necessary for the di-photon-jet interpretation of the 750 GeV resonance are
incorporated.
In this paper, we study how well we can distinguish di-photon-jet resonances from a
diphoton resonance by the development ofthe electromagnetic shower of the photon candi-
dates by using simplified detector simulations. So far, it has been discussed that the different
conversion rates of the photons and the photon-jets into e+e− pairs provide strong discrim-
inating variables to reject the photon-jets interpretation [24, 28]. In our study, we further
investigate the possibility to measure the pT distribution of the converted photons which are
reconstructed by measuring the e+e− track momenta. The converted di-photon-jet signature
is associated with a lower pT electron pair than converted diphoton signature. The errors
of the momentum of electron tracks from the photon conversion are not equal to that of
electron tracks from interaction points as one cannot use full volume of trackers. We esti-
mate the distribution after the smearing by making a reasonable assumption to the position
dependent momentum resolution of the electron pair. In addition, we perform simplified
simulation of electromagnetic shower evolution in the ATLAS and CMS inner trackers to
take into account electron bremsstrahlung effects, which is essential to estimate the contam-
ination of diphoton signature into di-photon-jet signal regions. We also discuss whether we
can extract the finite decay length of the light particle by analyzing the photon-conversion
points.
The organization of the paper is as follows. In section II, we briefly review the models
in which the 750 GeV resonance decaying into photon-jets. In section III, we summarize
the behavior of the photon-jets inside the detectors. In section IV, we show our analysis
on how well we can distinguish the photon-jets from isolated photons. We find the di-
photon-jet signature can be distinguished from diphoton signature at integrated luminosity
L0 = 25 fb−1 if the signal cross section after the selection cut is above 2 fb. In section V,
we discuss whether we can study the lifetime of the intermediate particle. Final section is
devoted to our conclusions.
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II. THE 750GEV RESONANCE DECAYING INTO PHOTON-JETS
In this section, we briefly summarize the models where the 750 GeV resonance is decaying
into photon-jets. In particular, we take a simple example where this class of models naturally
emerges as a result of spontaneous breaking of an approximate chiral symmetry.
A. Signal cross section, branching ratios of the resonance
First, let us briefly review models of the diphoton resonance where the scalar resonance
is produced via the gluon fusion process and decays into a pair of photons through a loop
diagrams. This class of models can be achieved by, for example, introducing Nf -flavors of
new colored fermions (ψ,ψ¯). The new fermions are assumed to couple to the scalar resonance
s with a mass Ms ' 750 GeV via
L = MF ψ¯ψ + g√
2
sψ¯ψ + h.c. (1)
where MF and g denote a mass parameter and a coupling constant, respectively. Here, we
assume that all the ψ’s are in the fundamental representations of QCD and have the QED
charge Q for simplicity.
In this setup, the resonance is produced by the gluon fusion at the LHC through loop
diagrams in which the new colored particles are circulating. The production cross section of
this process is roughly given by,
σ(pp→ s) ' 6 fb×N2f
(
1 TeV
MF/g
)2(
f(tF )
2/3
)2
, (2)
where we use the MSTW2008 parton distribution functions [29].2 The function f(t) (with
tF = 4M
2
F/M
2
s ) is defined by,
f(t) ≡ t
[
1 + (1− t) arcsin2(1/√t)
]
, (3)
which immediately converges to f(t)→ 2/3 for t 1.
2 Here, we do not include the so called K-factor of O(1) describing higher order corrections, which is not
very relevant for following discussions.
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By compared with the global fits of the signal cross sections [30],
σ(pp→ s)×Br(s→ 2γ) = (5.5± 1.5) fb (ATLAS) , (4)
σ(pp→ s)×Br(s→ 2γ) = (4.8± 2.1) fb (CMS) , (5)
the signal requires Br(s → γγ) = O(1) for MF ' 1 TeV, g ' 1 and Nf = O(1). As
the resonance s decays into a pair of photons via loop diagrams, however, Br(s → 2γ) is
typically suppressed by O(α2QED/α2s). Here, αQED and αs are the fine-structure constants of
QED and QCD, respectively. Therefore, in this class of the models, the signal requires either
MF  1 TeV or large Nf or Q [31, 32] (see also Ref. [33] for constraints from perturbativity
on the coupling constants).
Now, let us move on to the di-photon-jet scenario. In this scenario, s decays not into a
pair of photons but mainly into a pair of a light scalar particles a. The light scalar particle
subsequently decays into multiple (Nγ) photons. When the mass of a, ma, is smaller than
about 1 GeV, the multiple photons from the decay of a are highly collimated and form a
narrow photon-jet, which is identified as a photon signal by the ECAL. In this case, the
signal cross section is provided by
σ(pp→ s)×Br(s→ 2a)×Br(a→ Nγγ)2 . (6)
Thus, the required cross section in Eq. (4) can be easily obtained for Br(s → 2a) = O(1)
and Br(a→ Nγγ) = O(1) even for MF ' 1 TeV, Nf = 1 and Q = 1, for example, which is
advantageous from the view point of model building. In the following, we discuss a simple
model which realizes such branching ratios.
B. A model based on chiral symmetry breaking
As in the model in the previous section, let us introduce a pair of colored left-handed
Weyl fermions (ψ, ψ¯) in the fundamental and anti-fundamental representations of SU(3)c.
This time, we assume that the masses of the vector-like fermions are suppressed by an
approximate chiral U(1) symmetry. Instead, the new fermions couple to a complex scalar
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field φ which has an appropriate chiral U(1) charge via
Lint = gφψ¯ψ + h.c. , (7)
with g being a coupling constant.
Now, let us assume that the chiral symmetry is broken spontaneously by the VEV of φ
at around the TeV scale. Then, the fermions obtain a mass MF = g〈φ〉 in the TeV range for
g ' 1. The advantage of this type of the models is that it has all the necessary ingredients
for the di-photon-jet scenario. In fact, we may decompose φ into a scalar boson s and a
pseudo Nambu-Goldstone boson a at around the VEV of φ, 〈φ〉 = fa/
√
2; 3
φ =
1√
2
(fa + s)e
ia/fa . (8)
The mass of s is expected to be around O(fa) while the mass of a is much smaller, i.e.
ma Ms, due to the approximate chiral symmetry. Therefore, s can be reasonably identified
with the 750 GeV resonance for fa = O(100) GeV–O(1) TeV while, a can play a role of the
intermediate particle decaying into a photon-jet. In the following, we call the pseudo Nambu-
Goldstone, the axion-like particle (ALP).4
Below the mass scale of MF , the effective interactions involving s and a are given by
Leff = s
fa
∂µa∂
µa+
αsNf
8pi
g√
2MF
f (tF ) sGG+
αsNf
8pi
a
fa
GG˜ , (9)
where G denotes the field strength of QCD (with suppressed Lorentz indices) and f(tF )
is given in Eq. (3).5 Here, we assume that the vector-like fermions do not carry other
gauge charges under the SU(2)L × U(1)Y gauge groups. When the vector-like fermions are
SU(2)L × U(1)Y charged, s and a also couple to the SU(2)L × U(1)Y gauge bosons, which
does not affect the following arguments significantly.
From the effective interaction terms in Eq. (9), we immediately find that the scalar reso-
nance s mainly decays into a pair of the ALPs with a decay rate
Γ(s→ 2a) ' Ms
3
32pifa
2 ' 4.2 GeV×
(
1 TeV
fa
)2
(10)
3 In terms of the pseudo Nambu-Goldstone mode, the chiral symmetry is non-linearly realized by a/fa →
a/fa + α (α ∈ [0, 2pi)).
4 In the model discussed in [26], the ALP can be the QCD axion which solves the strong CP problem.
5 In our discussion, we are assuming that the couplings of φ to the Higgs doublets in the Standard Model
are rather suppressed. 6
for Ms = 750 GeV. The coupling of s with the gluons is, on the other hand, suppressed by a
loop factor, and hence, it provides subdominant decay width of s into jets, while it provides
the gluon fusion production cross section as in Eq. (2). As a result, the model satisfies one
of the requirement, Br(s→ 2a) ' 1.
Decay properties of the ALP require more careful studies. Here, we follow the discussion
given in Ref. [26]. At a first glance, the main decay modes of the ALP seem to be the ones
into jets or hadrons since the ALP only couples to the gluons in the effective Lagrangian. In
order for the photon-jets to be highly collimated, however, the mass of the ALP is required
to be at most about 1 GeV. For such a light state, the phase space of the ALP decay into
the hadrons is highly limited, and hence, the modes into the hadrons are suppressed. In
fact, as shown in Ref. [26], the ALP mainly decays to light mesons and photons through the
mixing to the η and the η′ mesons in the Standard Model.
To discuss the ALP mixings with the η and the η′ mesons, let us consider the effective
Lagrangian below the chiral symmetry breaking scale of QCD,
Lmix = −1
2
m2a a
2 − 1
2
m28 η
2
8 −∆2η8η0 −
1
2
m20
(
η0 +Nf
f0√
6fa
a
)2
, (11)
where η8,0 denote the neutral component of the octet and the singlet pseudo-NG modes in
QCD, respectively. The parameter f0 denotes the decay constant of η0. In the mass range
we are interested, the mixing to pi0 is found to be negligible.
The mass parameters m28 and ∆
2 represent the explicit breaking of the chiral symmetry
of QCD by the quark mass terms (see, e.g., Ref. [34]). The ALP mass ma encapsulates
explicit breaking of the approximate chiral U(1) symmetry of the vector-like fermion other
than the QCD anomaly. Finally, the parameter m20 represents the explicit breaking of both
the U(1)A symmetry of QCD and the chiral symmetry of the vector-like colored fermions
by QCD anomalies.6 The ALP is mixed with η0,8 through this term.
Once the ALP is mixed with η0,8, it decays into a pair of photons though the anomalous
coupling of η0,8 to the photons,
L = η8
f8
αQED
4
√
3pi
FF˜ +
η0
f0
αQED√
6pi
FF˜ , (13)
6 The η0 meson is normalized such that the U(1)A symmetry is realized
η0/f0 → η0/f0 + α ←→ qL,R → (eiα/
√
6, eiα/
√
6, eiα/
√
6)× qL,R , (12)
where qL,R = (uL,R, dL,R, sL,R) are the quarks in the Standard Model.7
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FIG. 1. (Left) The mixing angles of the ALP to η (blue) and η′ (red) for fa = 1 TeV. The dashed
curves indicate the negative mixing angles. The figure shows that the mixing angles are enhanced
for either ma ' mη or ma ' mη′ . (Right) The effective coefficient of the anomalous coupling of
the ALP in Eq. (18) The green and red dashed lines show the contributions from the ALP mixing
to η and η′, respectively. The blue line shows the total contributions.
where f8 denotes the decay constant of η8. In our analysis, we adopt sin θ ' −1/3, f8 '
1.3× fpi, and f0 ' fpi (fpi ' 93 MeV), which reproduce the diphoton decay widths of η and
η′ [35, 36]. Here, we define the mixing angle between η and η′ to be
η8 = cos θ η + sin θ η
′ , η0 = − sin θ η + cos θ η′ . (14)
Now, let us estimate the mixing angles between the ALP and the η and η′ mesons.
Through the term proportional tom20 in Eq. (11), we obtain the mass eigenstates (ηD, η
′
D, aD)
η ' ηD + εaηaD , η′ ' η′D + εaη′aD , a ' aD − εaηηD − εaη′η′D , (15)
with the small mixing angles given by,
εaη ' −Nff0√
6fa
m2η′
m2η −m2a
sin θ , εaη′ ' Nff0√
6fa
m2η′
m2η′ −m2a
cos θ . (16)
In the left panel of Fig. 1, mixing angles of the ALP to η and η′ are shown for fa = 1 TeV.
The figure shows that the mixing angles are resonantly enhanced for either m2a ' m2η or
m2a ' m2η′ .
Once the ALP gets mixed with η and η′, a coupling constant, caO, of the ALP to an
operator O to which the η and η′ mesons couple is given by
caO = εaη′cη′O + εaηcηO , (17)
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FIG. 2. (Left) The relevant partial decay widths of the ALP into γγ (light blue), 3pi0 (dark blue),
pi0pi+pi− (red), ρ + γ (black), η + 2pi0 (grass green), η + pi+ + pi− (green) for fa = 1 TeV. (Right)
The branching ratio of the ALP into 2γ for fa = 1 TeV (blue band). The band represents O(1)
uncertainties of our estimations of the three body decay modes from the observed decay widths of
η and η′ (see Ref. [26]). We also show the branching ratio into 3pi0 which also leads to the photon
jet signal, although it has O(1) uncertainty.
where cηO and cη′O are the coupling constants of η and η′ to the operator O, respectively.
For example, we obtain the effective anomalous coupling of the ALP to the photons with a
normalization
L = αQED
4pi
caγγ
fa
aF F˜ , (18)
as shown in the right panel of Fig. 1. The suppression of caγγ at around ma ' 700 MeV is
caused by a destructive interference between the contributions of η and η′.
By knowing the mixing angles, the decay widths of the light ALP can be estimated from
the decay widths of η and η′ mesons (see e.g. [37]). In the left panel of Fig. 2, we show
the estimated partial decay widths of the ALP. We also show the branching ratios into 2γ
and 3pi0 in the right panel. In our estimation, we approximate the amplitudes of the three
body decay modes of η and η′ by the square root of the decay widths divided by the phase
space volume. Then, we combine them constructively by using Eq. (17). Accordingly, our
estimates of the decay widths into three body modes have O(1) uncertainties. For more
details, see the appendix of Ref. [26].
The right-panel of the figure shows that Br(a → 2γ) = O(1) is achieved for a wide
range of parameter space.7 Thus, this simple model based on chiral symmetry breaking
7 For multiple vector-like colored fermions, the production cross section in Eq. (2) is enhanced, and hence,
the signal cross section can be achieved even for a slightly smaller Br(a→ 2γ).
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FIG. 3. (Left) The ALP lifetime multiplied by the speed of light for fa = 1 TeV and Nf = 2.
(Right) The boosted decay length of the ALP for fa = 1 TeV and Nf = 2 when the ALP is
produced by the two-body decay of the 750 GeV resonance at rest (i.e. γ ' 325 GeV/ma with
β = 1/
√
1− γ2). In both panels, the bands represent O(1) uncertainties of our estimations of the
three body decay modes.
of the vector-like fermion provides a very good example of the models where the 750 GeV
resonance decays into a pair of photon-jets with Nγ = 2. It should be also noted that, in
this model, the ALP also decays into other light hadrons. In particular, the ALP decays
into 3pi0 which subsequently decay into 6γ. Therefore, this model also provides an example
of Nγ = 6.
In this example, the photon-jets with Nγ = 4 are not expected, since the ALP decays into
photons only thorough the mixing with η and η′. In other class of the models, however, it is
also possible to have models with Nγ = 4 in e.g. Ref. [21] in which the photon-jet is made
by a decay of a light CP -even scalar particle decaying into a pair of neutral pions. Thus, in
the following study, we also take into account the case with Nγ = 4. As we will show, the
photon-jets for Nγ ≥ 2 can be immediately distinguished by using the distribution of the
sum of pT of the first e
+e− pair from the photon conversion.
Before closing this section, let us show the decay length of the ALP in Fig. 3 for fa = 1 TeV
and Nf = 2. Here, we need Nf > 1 to make the lifetime of the ALP short enough so that
the majority of ALP decay inside the inner tracker. In the following, we fix ma = 400 MeV
and assume Nf > 1. As is discussed in [26], large Nf is motivated because, in that model,
we need to cancel the coupling between the ALP and hidden photons to suppress entropy
in the hidden sector in the early Universe.
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III. PHOTON-JETS IN ATLAS AND CMS DETECTORS
In this section, we describe photon-jet signature in ATLAS and CMS detectors with par-
ticular attentions to photon conversion. We first show photon pT distribution inside the
photon-jet for Nγ = 2 and 4 in Fig. 4. Here, we generate 40000 events of the resonance
production, pp → s(750 GeV), through the effective coupling L ∝ sGµνGµν in Eq. (9) us-
ing Feynrule [38] and Madgraph [39]. The resonance s subsequently decays into s → γγ,
s → aa → (2γ) (2γ), or s → aa → (2pi0) (2pi0) → (4γ)(4γ) assuming spherical distribu-
tion. Hereafter, we name these signal models X (Nγ = 1), Y (Nγ = 2), and Z (Nγ = 4),
respectively. In Fig. 4, we also show the SM background distribution of pp → γγ + up to
2-jet processes generated by Madgraph between 700 GeV< mγγ <800 GeV for comparison.
The SM background processes are generated as many as 40000 events. In the figure and
throughout this paper, we require the following cuts as in [2]:
• At least, one pseudorapidity of the photon(-jet)s must be within the barrel region,
|η| < 1.44.
• |η| of the other photon-jet must be less than 1.869.
• The photon(-jet)s in the region 1.44 < |η| < 1.57 are dropped.
• The sum of pT of photons in a jet are required to be greater than 75 GeV.
As a rule of sum, each photon-jet tends to have pγ−jetT =
∑Nγ
i=1 p
i
T ∼ ms/2 GeV, therefore
the constituent photons have piT of around p
γ−jet
T /Nγ in average. As long as ma  pγ−jetT ,
those photons are very collinear and they cannot be separately measured by ECAL only. The
typical separation between photons in our setup is ∆η ∼ ∆φ ∼ 400 MeV/375 GeV < 0.001
while the ECAL position resolution is O(pi/180) ∼ O(0.01) [40].
Now, let us discuss how the photon-jets interact with the detector material more closely.
Some of the photons in the photon-jets convert into e+e− pairs when they go through the
detector material. The produced e± subsequently loses its energy by the bremsstrahlung.
Typical amount of matter required for the photon conversion or the bremsstrahlung is given
by the radiation length X0. The radiation length corresponds to either (a) the mean distance
which electron energy Ee becomes Ee/e by bremsstrahlung or (b) 7/9 of the mean free path
for e+e− pair production by a high-energy photon. Both ATLAS and CMS have inner
11
0 100 200 300 400 500 600
Raw γ pT (GeV)
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
N
um
be
r 
of
 E
ve
nt
s
X
Y(τ= 0)
Z(τ= 0)
SM BG
FIG. 4. The pT distribution of photons in the diphoton resonance (X), the di-photon-jet resonance
with Nγ = 2 (Y) and, the one with Nγ = 4 (Z), respectively. We also show the SM background
in 700 GeV< mγγ <800 GeV. Here, we assume that the intermediate particle decays immediately
after its production, i.e. τ = 0.
trackers with the thickness corresponding to about 0.4X0 at η = 0 and to about 2X0 in the
forward region [41, 42]. After passing through the inner trackers, the electrons and photons
develop electromagnetic showers and its total energy are measured by the ECAL. Photons
are classified as unconverted photons if their ECAL activities do not match with the track or
reconstructed conversion vertex in the inner detector. Those with a matching reconstructed
conversion are classified as converted photons.
The number of photons in the photon-jets may be studied by looking for anomalies in the
electromagnetic shower profile. In particular, the fraction of the converted photon to the
identified photon at the ECAL and the energy fraction of the e+e− pair to the photon-jet
energy measured at the ECAL contain important information. The fraction, P γ−jetconv , for
example, must increase with Nγ,
P γ−jetconv = 1− (1− P γconv)Nγ . (19)
Here, P γconv is a single photon conversion probability,
P γconv = 1− exp
[
− 7X
9X0
]
(20)
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with X being the length in the unit of [M ]/[L2] through which the photon has passed. The
energy of e+e− pair Epair, if it can be measured, would be significantly smaller than Eγ−jet,
roughly Eγ−jet/(2Nγ). The distribution of e+ or e− energy from the conversion vertex is
given by
dσ
dx
∝ 1− 4
3
x(1− x) (21)
where x = Ee/Eγ [37, 43].
In addition, the lifetime of the intermediate particle a may be measured by looking for
deficiency of the photon conversion within the boosted decay length, βγcτa, from the beam
collision point, since conversion occurs only after the photons being produced by the decay
of a. Therefore, reconstruction of the distance between interaction point and the conversion
position Lconv is also important for our purpose.
The fraction of the converted photons to the isolated single high pT photons identified
at the ECAL are reported by ATLAS [44] and CMS [45]. According to those studies, more
than 20% (40%) of the photons are converted at η = 0 (1) in both ATLAS and CMS. The
resolution of the converted photon momentum is also compared with the Monte Carlo (MC)
simulation for both ATLAS and CMS in the Z → µµγ mode with conversion [45, 46]. The
γ resolution is obtained by using both track hits and calorimeter information matched to
the track.
For the photon-jet signal, on the other hand, the energy fraction of the produced e±
at the photon conversion should be much smaller than the one expected for the single
photon. Therefore, the momentum measurement of the converted photon solely by the
track measurements is crucial to distinguish photon-jets from single photons. A track of
a charged particle in the uniform magnetic field B (B ∼ 2 T for ATLAS and ∼ 4 T for
CMS for the inner trackers) is measured by utilizing the hits in the tracker. In three-point
measurement, the relation between pT [GeV] and sagitta s [m] for the radial chord length
L [m] from the origin of the track is 8
pT ∼ 0.3× L
2B[T]
8 s
, (22)
8 For multi-point measurement, the simple equation, Eq. 22, does not hold.
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therefore
δpT
pT
=
8 pT ∆s
0.3L2B
. (23)
The position resolutions of the CMS sensor layers are typically 20–40 µm. Putting this
resolution into Eq. (23), we obtain δpT/pT ∼ 1.4–3% for L = 1 m and pT = 100 GeV. The
resolution of the track momentum at pT = 100 GeV for isolated µ, pi
±, and e± using tracker
information are documented in detail for CMS [41]. There, the pT resolution is less than 2%
at pT = 100 GeV for a single isolated µ
± and pi± in the central region, which is consistent
with the rough estimation based on Eq. (23). It should be noted that Eq. (23) shows that
the resolution becomes worse for a larger pT or a smaller L. Thus, when the conversion
takes place at a outer layer of the trackers, the effective L is small. For example, if the track
starts at a radial position R, L = Rmax − R must be used, where Rmax is the radial size of
the inner tracker system, Rmax ' 1 m, for both ATLAS and CMS.
One has to keep in mind that measuring e± pT is not straightforward task compared
with those of µ± or pi±, because the electron keeps losing its energy by bremsstrahlung.
Accordingly, the resolution of the electron momentum is about 15% for pT = 100 GeV, which
is a factor of 7 worse compared with those of µ± and pi±. In short, once a photon converts
to e+e−, many photons going in the same directions are also produced, so that e± tracks are
mis-measured. The effect can be partially compensated by improving track reconstruction
algorithm for an electron candidate. However, the distribution of the ratio between the
electron energy measured by the calorimeter 9 to the electron momentum reconstructed
from the track hits, E/ptrack, has a long tail in E/ptrack > 1, and the events in the tail arise
due to the bremsstrahlung involving relatively hard photon emissions. The cross section of
bremsstrahlung is given in Ref. [37] as
dσ
dk
=
A
X0NAk
(
4
3
− 4
3
y + y2
)
, (24)
where k is energy of photon emitted from an electron by bremsstrahlung, and y = k/Ee, NA
is Avogadoro’s number and A is the atomic mass of the absorber. The formula is a good
approximation for an electron with energy 10 GeV< Ee < 1 TeV except for a small y region.
The rate of energy loss by the photons with momentum fraction between y and y + dy, i.e.
9 Electron energies measured in ECAL is much more accurate than in the tracker.
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FIG. 5. Cumulative photon conversion probability for given η for the simplified CMS detector used
in this analysis. The geometry and material distribution of the CMS detector are taken from [41].
ydσ/dy, is a rather flat function, and easily implemented in MC simulation.
In the following, we estimate the LHC sensitivities based on the geometry of the CMS
detector for simplicity, which has inner trackers consisting of the silicon sensors with uniform
position sensitivity. In the case of the ATLAS detector, on the other hand, its outer half of
the inner detector consists of the TRT, whose position resolution is rather restrictive com-
pared with the inner pixel and strip sensors and detailed detector simulations are necessary
to estimate the performance.
In our MC simulation, we consider the above mentioned three signal models (X) s→ γγ,
(Y) s→ aa→ (2γ) (2γ), and (Z) s→ aa→ (2pi0) (2pi0)→ (4γ) (4γ). Then, each γ converts
to an e+e− pair according to the conversion probability estimated from the radiation length
of each detector components for given η as shown in Fig. 2 of [41]. We read the radiation
length of each detector component for sufficintly many η values and interpolate them for a
generic η. Only the e+e− pair of first converted photon is used in our analysis, because the
other converted photons overlap with photons from bremsstrahlung of the first converted
photon. The geometry of the CMS detector is taken from Fig. 1 of [41]. Although the
CMS detector consists of the strip detector layers separated by O(10) cm, we use averaged
(and continuous) material distribution of each detector component to estimate position of
conversion. We show the cumulative photon conversion probability used in our analysis in
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FIG. 6. Distribution of the radial position of the photon conversion. The labels are the same as
those in Fig. 4.
Fig. 5 for some representative value of η. The conversion position is also shown in Fig. 6.
We cannot compare it with CMS data as no similar plot is available. In the case of ATLAS
detector, the conversion probability is consistent with the radiation length of the detector
components [47].
The e+ and e− momentum distributions are estimated by using collinear splitting with
the probability given in Eq. (24). Because bremsstrahlung after the conversion is essential
for the tail distribution of Ee/ptrack, we estimate the photon emission from bremsstrahlung
for the photon with momentum k with k > kcut = max(5 GeV, 0.1Ee) using Eq. (24) by
Monte Carlo simulation. We record the electron and positron momenta when e+e− tracks
are separated by at least 50µm and they have passed at least three layers of the trackers.
We assume the smearing due to photon emission below kcut will be taken care by electron
tracking algorithm, so that we can approximate it by gaussian smearing consistent with 68%
error given in [37]. From the lower-right panel of Fig. 17 in [41], we take 1σ resolution of
electron momentum as 15% at pT = 100 GeV as a canonical value, then scale it depending
on the conversion position and the momentum. Namely, based on the above discussions, we
scale electron momentum resolution δpT/pT linear in pT but not better than 6% which is the
resolution of electron momentum at pT = 10 GeV. We also scale the momentum resolution
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depending on the conversion radius Rconv, that is,
δpT
pT
= max
[
6%, 15%× pT
100GeV
]
× R
2
max
(Rmax −Rconv)2 . (25)
If δpT/pT > 30%, we regard the momentum cannot be reliably measured although the
track is identified. This means we do not use momentum information for the events with
conversion radius R > 0.7Rmax in our estimate. In the ATLAS detector, the half of the
tracker consists of TRT. If we do not use the information from TRT, the effective region
is therefore less than half of its full radius. This is not very different from CMS and a
similar analysis to ours may be performed in the ATLAS detector as well. Finally, we ignore
the efficiency of track measurement and photon identification. It is typically 90% for the
range of momentum we are interested. We assume track with pT < 5 GeV is dropped. The
smeared momentum distribution of the first e+e− pairs for each resonance models, (X), (Y),
(Z), and the SM background are shown in Fig. 7.
So far, we have included the effect of the bremsstrahlung and the smearing. In particular,
inclusion of bremsstrahlung effect is necessary to reproduce a tail of E/ptrack distributions
in large E/pT region. Such a tail plays an important role to estimate the standard model
background contamination in low ptrack region in the next section. We believe that our
simulation is qualitatively acceptable, as the distribution at Z → µµγ measurement [45]
indeed have such a tail.
IV. ANALYSIS USING pT OF CONVERTED PHOTON TRACKS
In this section, we show how well the di-photon-jets resonance can be distinguished from
the diphoton resonance by using pT information of converted photons. As introduced in the
previous section, we consider three signal models, (X) Nγ = 1, (Y) Nγ = 2, and (Z) Nγ = 4.
The distributions of the pT sum of the first e
+e− pair from photon conversion, psumT , are
determined by generating 40000 events for each model and the SM background, so that the
statistical errors of the distributions are negligible. The results have been shown in Fig. 7.
In the smeared distributions, events containing e± with pT & 200 GeV are removed due to
poor momentum resolution. The figure shows that the SM background events as well as the
events of the model X can be efficiently reduced by putting an upper limit on psumT .
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FIG. 7. The smeared distributions of the sum of the pT of the first e
+e− pair measured by tackers.
Events are removed if the error of e+e− momentum is more than 30%. The labels are the same as
those in Fig. 4.
TABLE I. The fractions of event numbers in each category for given models.
A B C D E F
X 0.272 0.022 0.035 0.040 0.084 0.547
Y(τ = 0) 0.222 0.149 0.121 0.086 0.093 0.329
Z(τ = 0) 0.186 0.363 0.182 0.082 0.047 0.140
SM BG 0.244 0.036 0.055 0.062 0.102 0.500
In our analysis, we classify the events into six categories;
A: Events with δpT/pT > 30% for at least one of the converted electrons.
B: Events with psumT ≤ 50 GeV.
C: Events with 50 GeV < psumT ≤ 100 GeV.
D: Events with 100 GeV < psumT ≤ 150 GeV.
E: Events with 150 GeV < psumT .
F: Events with no photon conversion by the end of the tracker.
Fractions of the events falling in each category estimated from the MC samples are given in
Tab. I.
18
Now, let us assume that one of the models, X, Y, or Z is the true model, whose signal
cross section after the cuts given in Sec. III is s0.
10 The MC samples of the true model are
generated for a given integrated luminosity L0. The background samples are also generated
where the SM background cross section after the cuts is fixed to 1 fb. This value is estimated
from [1–4]. The signal events are then fit to a mixed distribution of the two of the models
X, Y and Z and the SM background. The contributions of each model are weighted by
wX, wY, and wZ for models X, Y and Z, respectively. The signals and the standard model
background are mixed at the ratio of s0 to 1 fb and they are appropriately normalized, so
that the weights satisfy
∑
wP = 1 with wX,Y,Z ≥ 0. Thus, the i-th bin of the model is
written as
Ni,model(wP) ≡
∑
P
wPNiP, (26)
where P takes two of X, Y or Z. Hereafter, we denote the number of events in the i-th bin
of the MC samples, the model P(=one of X,Y or Z), and the fitting model by Ni,exp, NiP
and Ni,model, respectively, where i takes A, B, · · · F.
For given MC data sets of the true model, Ni,exp, the likelihood function λ(wP) is
lnλ(wP) = −
∑
i=A···F
[
Ni,model(wP)−Ni,exp +Ni,exp ln Ni,exp
Ni,model(wP)
]
, (27)
if we assume that the distributions follow the Poisson distribution. Detailed discussion on
the likelihood function can be found in [37]. We numerically find the zeros of ∂ lnλ/∂wP to
obtain the best fit value of wP. In this procedure, wX,Y,Z ≥ 0, is not required for simplicity.
It should be noted that only wP corresponding to the true model is expected to be close to
one while the other weights should be small. To estimate the sensitivity of the experiments,
we repeat the pseudo experiments corresponding to the cross section s0 = 1 fb or 2 fb for the
total luminosity L0 = 25 fb−1. Namely, we generate L0×(1 fb+s0) = 50 and 75 events as one
set of experimental data. We also do the same analysis with s0 = 0.1 fb and L0 = 300 fb−1
in order to cover the low cross section possibility. In order to roughly estimate the 1σ region
of the distribution of wX,Y,Z, we calculate the distribution of the minimal value of wP for
100 sets of the MC samples for each model. When models X1 and X2 are taken, the only
10 The cross section before the cut is almost twice as large as s0.
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FIG. 8. The histograms of the fitting parameter wX1 − wX2 for each model for a given s0 fb and
for L0 = 25 fb−1. In each panel, the labels of the histograms on the rights hand side denote the
true models.
independent parameter is wX1 − wX2 .
We show the distribution of the weight difference in Fig. 8 and Fig. 9.11 Due to numerical
instability, some data have been dropped and the total number of events are less than 100.
In the first row in Fig. 8, we plot the distributions for model X and Y fitted to a mixed
11 As for the signal cross section, s0 fb, we assume that is is well determined by the diphoton signal identified
by the ECAL only.
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TABLE III. The Gaussian fitting of the distributions for given models with s0 = 1 fb and L0 =
100 fb−1. In the (X1, X2) cell, the mean values and the standard deviations of the weight wX1 and
wX2 is shown, where the Monte Carlo data from model X1 is fitted with a mixed model of model
X1 and X2.
X Y Z
X
(1.01, 0.10)
(-0.01, 0.10)
(1.00, 0.04)
(0.00, 0.04)
Y
(1.01, 0.18)
(-0.01, 0.18)
(1.01, 0.12)
(-0.01, 0.12)
Z
(0.99, 0.07)
(0.01, 0.07)
(0.99, 0.12)
(0.01, 0.12)
model X–Y. There, the distributions for model X and Y are shown as solid and dotted lines,
respectively. Similarly, in the second row, model Y and Z are fitted to a mixed model Y–Z,
and in the third row, model Z and X are fitted to a mixed model Z–X. In high statistics
limit, the peaks are at +1 and −1. Since we have allowed negative weights, unphysical small
peaks appear where wX1 −wX2 6= 1. The distributions are clearly separated for s0 = 2 fb. In
the first and second rows, wX, Z−wY are less discriminative for model Y. On the other hand,
both weights are well separated for model Z and X in the third row. In the Fig. 9, we show
the distribution with lower cross sections, 0.2 and 0.4 fb and higher luminosity, 300 fb−1.
We next discuss the significance of our analysis quantitatively. We perform the above
analysis with s0 = 1 fb and L0 = 100 fb−1. Then, the obtained weight distributions are fitted
with the Gauss distribution to estimate the mean values and the standard deviations of the
weights. The results are shown in Tab. III. In this case, we can distinguish two models with
∼ 5σ level.
Before closing this section, let us comment on the possibility to distinguish the photon-
jets from the single photons solely by the conversion probability as discussed in [24, 28].
As we see from the column F in Tab. I, the differences of the non-conversion rates are not
very significant, and hence, the discrimination requires rather large integrated luminosity for
s0 . 1 fb. One can see from Fig. 8 and Fig. 9 that the pT sum of the first e+e− pair has more
sensitivity to distinguish photon-jets from photons even for s0 = O(0.1) fb for L0 = 300 fb−1
than the analysis where only the conversion probability is used.
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FIG. 9. The histograms of the fitting parameter wX1 − wX2 for each model for a given s0 fb and
for L0 = 300 fb−1. In each panel, the labels of the histograms on the rights hand side denote the
true models.
V. CONVERSION LENGTH ANALYSIS
In this section, we focus on the conversion length of the first converted photon, Lconv, to
estimate the lifetime of the intermediate particles. Assuming the lifetime to be τ0, 2τ0, 3τ0
where τ0 is defined by βcτ0γ = 10 cm with γ = 375 GeV/0.4 GeV, we show the conversion
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FIG. 10. The conversion length for model Y (left) and for Z (right).
lengths of the first converted photons for model Y and Z obtained by or Monte Carlo
simulation in Fig. 10. Here, we used the same set of events as the previous section. In
Fig. 10, the distributions of model Y and Z are different. The conversion point is therefore
also sensitive to distinguish the number of photons but we do not use it in our fit. We again
classify the events into following 6 categories;
P: Events with Lconv ≤ 10 cm
Q: Events with 10 cm < Lconv ≤ 20 cm
R: Events with 20 cm < Lconv ≤ 30 cm
S: Events with 30 cm < Lconv
T: Events with no photon being converted by the end of the tracker.
U: Events with the intermediate particles decaying outside of the inner trackers.
The fractions of events falling into these categories are given in Tab. V, which are obtained
in a similar way as those in Tab. I. The category U could lead to striking signatures if the
intermediate particle decays inside the ECAL. Such a event would appear as an isolated
high-energy ECAL activity at the middle of the electromagnetic calorimeter. For τ . 3τ0,
however, the expected fraction is highly suppressed.
For given MC events, the similar likelihood analysis as the previous section is performed.
Here we compare the Monte Carlo data with mixed model with different lifetime while
the decay model is fixed to either Y or Z. The results of the likelihood analyses for the
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TABLE V. The distributions of the classification above. “SM BG” corresponds to the standard
model background.
P Q R S T U
X 0.037 0.036 0.036 0.345 0.547 0.000
Y(τ = 0) 0.070 0.066 0.070 0.464 0.329 0.000
Y(τ = τ0) 0.022 0.049 0.062 0.511 0.356 0.000
Y(τ = 2τ0) 0.013 0.032 0.045 0.513 0.393 0.004
Y(τ = 3τ0) 0.010 0.024 0.038 0.492 0.415 0.021
Z(τ = 0) 0.137 0.118 0.110 0.496 0.140 0.000
Z(τ = τ0) 0.046 0.088 0.106 0.596 0.165 0.000
Z(τ = 2τ0) 0.026 0.058 0.081 0.632 0.199 0.005
Z(τ = 3τ0) 0.018 0.044 0.066 0.622 0.229 0.022
SM BG 0.040 0.038 0.039 0.385 0.500 0.000
mixed model of τ = 0 and τ = τ0, τ = 0 and τ = 2τ0 and τ = 0 and τ = 3τ0 for
s0 = 2 fb and L0 = 25 fb−1 are shown in Fig. 11. As is the same as in Fig. 8 and 9, the only
independent parameter is the difference of the weights, wP(τ=τ1) − wP(τ=τ2). Here, wP(τ=τi)
denotes the weight of a model P with lifetime τi. We choose the luminosity L0 depending
on the lifetime such that both distributions are separated enough.It is shown that 100, 50
and 25 fb−1 luminosity is necessary to distinguish τ = τ0, 2τ0 and 3τ0, respectively.
VI. CONCLUSIONS
In this paper, we discussed how the photon-jet signal can be distinguished from the photon
signal by taking the 750 GeV resonance as an example. The sum of pT of the first e
+e− pair
from the photon conversion provides strong discrimination power. As a result, we find that
it is possible to discriminate the di-photon-jet resonance from the diphoton resonance at
around 2σ level with the integrated luminosity L0 = 25 fb−1 for a signal cross section after
the cut of 1 fb. Furthermore, even for a small production cross section of about 0.2 fb, it is
still possible to discriminate the di-photon-jet scenario from the diphoton scenario with the
integrated luminosity L0 = 300 fb−1.
We also discussed the possibility to measure the lifetime of the intermediate particles of
O(10) cm by the distribution of the photon conversion length. We found that it might be
possible to distinguish models with τ = 3τ0 from τ = 0 for s0 = 2 fb with L0 = 25 fb−1,
24
−3 −2 −1 0 1 2 3
wY(τ = 0) − wY(τ = τ0)
0
5
10
15
20
25
N
um
b
er
of
E
ve
nt
s
s0: 2.0 fb, L0: 100.0 fb−1
Y(τ = 0)
Y(τ = τ0)
−3 −2 −1 0 1 2 3
wZ(τ = 0) − wZ(τ = τ0)
0
5
10
15
20
25
30
N
um
b
er
of
E
ve
nt
s
s0: 2.0 fb, L0: 100.0 fb−1
Z(τ = 0)
Z(τ = τ0)
−3 −2 −1 0 1 2 3
wY(τ = 0) − wY(τ = 2τ0)
0
5
10
15
20
N
um
b
er
of
E
ve
nt
s
s0: 2.0 fb, L0: 50.0 fb−1
Y(τ = 0)
Y(τ = 2τ0)
−3 −2 −1 0 1 2 3
wZ(τ = 0) − wZ(τ = 2τ0)
0
5
10
15
20
25
30
N
um
b
er
of
E
ve
nt
s
s0: 2.0 fb, L0: 50.0 fb−1
Z(τ = 0)
Z(τ = 2τ0)
−3 −2 −1 0 1 2 3
wY(τ = 0) − wY(τ = 3τ0)
0
5
10
15
20
N
um
b
er
of
E
ve
nt
s
s0: 2.0 fb, L0: 25.0 fb−1
Y(τ = 0)
Y(τ = 3τ0)
−3 −2 −1 0 1 2 3
wZ(τ = 0) − wZ(τ = 3τ0)
0
5
10
15
20
25
N
um
b
er
of
E
ve
nt
s
s0: 2.0 fb, L0: 25.0 fb−1
Z(τ = 0)
Z(τ = 3τ0)
FIG. 11. The comparisons between τ = 0 and non-zero τ based on the conversion length in model
Y and Z. The MC data sets, the cross sections and the luminosity are noted as titles.
models with τ = 2τ0 from τ = 0 for s0 = 2 fb with L0 = 50 fb−1 and models with τ = τ0
from τ = 0 for s0 = 2 fb with L0 = 100 fb−1.
In our estimation, we took into account the detector geometry and the effect of bremsstrahlung
in electron reconstruction. However, it should be noted that we have not considered the
electron and photon reconstruction efficiency in our estimation since we only have limited
information about the detector and performance. For more refined analysis, we need more
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detailed detector simulations, which is out of the scope of our paper.
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