On the Ramsey number r(H + Kn, Kn)  by Li, Yusheng & Rousseau, Cecil
:~ DISCRETE 
MATHEMATICS 
ELSEVIER Discrete Mathematics 170 (1997) 265- 267 
Note  
On the Ramsey number r(H + Kn, Kn) 
Yusheng Li, Ceci l  Rousseau*  
Department of Mathematical Sciences, The University of Memphis, Memphis, TN 38152, USA 
Received 6February 1996; revised 25 July 1996 
Abstract 
It is shown that for any graph H of order m, 
n m+l  __  n m+l  
< r(H + K,,K,) < - -  
3(2m log n)" log(n/e) 
for all sufficiently large n, 
Let F be a graph without isolated vertices. The Ramsey number r(F, Kn) is the 
smallest integer N such that every graph G with N vertices either contains F as a 
subgraph or has independence number at least n. Paul Erdrs has conjectured that with 
m fixed, r(Km,K,) = n m-l+°(I) as n ~ oo (see Appendix B of [2], for example). For 
m > 3, little progress has been made on this conjecture. The best upper and lower 
bounds for r(Km,K,) known at present differ by a factor of n ~m-3)/2+°0) [1, 6]. In this 
note, we consider (H+K~,K~) where H is a graph of order m. (The graph H+K,  is 
obtained from H by adding n independent vertices, each joined to every vertex of H.) 
The family of graphs {H + K,: IV(H)1 = m) includes the complete bipartite graph 
Km,~ = Km +Kn and the generalized book Bm,n = gm +Kn as extreme cases. We obtain 
upper and lower bounds that differ by a factor of cm(log n) m-I where Cm is independent 
of n. The proofs use an extension of Shearer's method [5] to obtain an upper bound 
for r(Km + K,,Kn) and employ the probability method to obtain a lower bound for 
r(Km, n,Kn). 
The following result is an easy consequence of Chernoff's inequality. 
Lemma 1 (Beck [3]). I f  X is a random variable with binomial distribution B(n ,p)  
and k >>- np, then Prob(X >~ k) <~ (npe/k )k. 
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The next result is proved in [4] by means of an extension of the method used by 
Shearer [5] to obtain r(K3,K,)< n:/log(n/e). 
Lemma 2 (Li and Rousseau [4]). For integers k>~ 1 and n~>3, 
r(B2, k,Kn) < - -  
kn 2 
log(n/e)" 
Theorem 1. Let m >~2 be fixed. For all sufficiently large n, 
nm+ l 
3(2m log n) m" 
r(Km, n,K,) > 
For all n >>. 3, 
r(B,.,,,K,) < - -  
nm+ l 
log(n/e)" 
Proof. The lower bound for r(K,,,,,K,) is obtained through a simple application of the 
probability method. With N = [n"+l/(3(2m logn)m)J let GN, p be a random graph of 
order N and edge probability p = (2m logn)/n. The probability that m chosen vertices 
in GN, p have at least n common neighbors is Prob(X~>n) where X has the binomial 
distribution B(N - m, pro). Then n > Np m and Lemma 1 yields 
Prob(Km,, C Gu, p ,<~(N) ( (N-m)pme)  n < (logn)m: (3 )  n .Cnm(m+l)  
Hence Prob(K,,,, C_ GN, p) ~ 0 as n ~ co. At the same time, standard estimates give 
Prob(~t(GN, p)>>.n) <~ (N) (1 -  p) (":) 
< (?e -P (n - l ) /2 )  n 
(e+o(1)  )" 
< \3( i ra 10- )m ' 
so Prob(a(GN, p)>>.n) --~ O. Hence r(Km, n,Kn) > nm+l/(3(2mlogn)m). 
The proof of the upper bound for r(Bm,.,K.) uses Lemma 2 and the following 
simple form of Tur~n's theorem: the independence number a(G) of any graph G of 
order N and average degree d satisfies offG)>tN/(1 +-d). We shall prove 
that r(Bm,~,Kn)<<.nm+l/log(n/e) by induction on m. Suppose G is a graph of order 
N = r(Bm, n ,Kn) -  1 such that a(G)~n-  1 and G contains no Bm, n. Clearly, the 
degree of each vertex of G is at most r(Bm-l,n,Kn) - 1, so the same can be said 
for the average degree. By Tur~in's theorem, n - 1 ~a(G)~N/r(Bm-I,n,Kn), so using 
Lemma 2 to provide the anchor, induction on m yields 
nra+ l
r(Bm, n,Kn)<~(n- 1)r(Bm-l,n,Kn)+ 1 < log(n/e~" [] 
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Corollary 1. Let m >12 be fixed. For every graph H of order m, 
n m+l __  n m+l 
< r(H + Kn,Kn) < 
3(2m log n) m log(n/e) 
for all sufficiently large n. 
Remark. It is striking that r(H + Kn,Kn) is so insensitive to the structure of H. It 
would be of interest o refine these bounds and obtain an estimate for r(H + Kn,Kn) 
that reflects the structure of H. Note that if G contains Bin_2, n then it either contains 
Km or else has an independent set of n vertices. Hence 
Bin--1 
r (Km,Kn)<~r(Bm_2,n ,Kn)<~ - -  
log(n/e)  
by Theorem 1. 
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