Abstract-We consider the problem of designing transmit beamformers for a multi-carrier joint processing coordinated multi-point (CoMP) transmission with finite backhaul capacity. We assume a Cloud Radio access network (CRAN) wherein the beamformers are designed centrally, quantized and sent via the backhaul to the respective base stations (BSs). The beamformer design becomes a nonconvex combinatorial problem with the user selection, which is also modeled as a part of our problem. In order to avoid the combinatorial search, we relax the binary association variable by a linear one and the nonconvex sets by a sequence of convex subsets by the successive convex approximation (SCA) method. Thereby, we design the beamformers by iteratively solving a convex subproblem in each SCA iteration. Additionally, to enforce sparsity in the relaxed binary variable, we regularize the objective with the associated entropy measure to enforce a binary solution. Since the beamformers are notified via backhaul to the respective BSs, we include the beamformer overhead also in the backhaul usage in addition to data sharing. Numerical results are provided to illustrate the performance of the proposed designs.
I. INTRODUCTION
We consider a cooperative multi-cell joint processing coordinated multi-point (CoMP) transmission wherein multiple base stations (BSs) transmit the same data to users in a coordinated manner over orthogonal frequency division multiplexing (OFDM) framework [1] . Serving each user by multiple BSs can increase the respective user throughput. However, due to the finite backhaul capacity, it is often not possible to include all BSs in the network for CoMP transmission as it demands the knowledge of users data at multiple BSs. Furthermore, as the number of users increases, CoMP joint processing (JP) requires huge signaling via backhaul. Therefore, it is not always beneficial to share the data of all users in the system to all BSs. In such cases, the beamformer design becomes a more challenging problem as it involves both user association and the beamformer design for the chosen subset of users [2] - [4] . Downlink transmission is primarily focused on satisfying certain quality-of-service (QoS) imposed by the higher layers based on the user service category. These QoS constraints are related to emptying the associated user queued packets with some priorities in the physical layer. Therefore, most of the beamformer designs are aimed at minimizing the number of backlogged packets. Earlier studies on queue minimization were summarized in the survey papers [5] . In particular, the problem of power allocation to minimize the number of backlogged packets was considered in [6] using geometric programming. Since the beamformers are designed by a centralized controller (CC), they have to be signaled to the respective BSs via the finite backhaul link, therefore, to reduce the signaling overhead, only the quantized beamformers are fed back to the BSs. Beamformer quantization for multiple-input single-output (MISO) transmissions has been studied extensively in the literature [7] - [11] .
II. SYSTEM MODEL & PROBLEM FORMULATION
We consider a model with NB BSs, each equipped with NT transmit antenna elements, serving K single antenna users over N OFDM sub-channels. The set of all BS indices available in the system is denoted by B = {1, 2, . . . , N B } and the set of all users is represented by U = {1, 2, . . . , K}. Now, the received symbol y k,n of user k on the nth sub-channel is given by
where h b,k,n ∈ C 1×N T denotes the channel between user k and BS b on the nth OFDM sub-channel. The transmit data symbol d k,n corresponding to each user k has E[|d k,n | 2 ] = 1 and e k,n is a sample of circularly symmetric additive white complex Gaussian noise drawn from CN (0, N 0). The transmit beamformers m b,k,n ∈ C N T ×1 , used to transmit data to user k, are designed by the CC and provided to the respective BSs in B for coordinated transmission. The received signal-to-interference-plus-noise ratio (SINR) of user k is given as
Let Q k be the number of backlogged packets destined for user k at a given scheduling instant. The queue dynamics of user k are modeled using the Poisson arrival process with the average number of packet arrivals of Λ k = Ei{λ k } packets or bits, where
represents the instantaneous number of packets arriving for user k at the ith time instant. The total number of queued packets at the (i + 1)th instant for user k, denoted as Q k [i + 1], is given by
where t k denotes the number of transmitted packets or bits for user k over N OFDM sub-channels. The maximum transmission rate achieved in the ith slot is given by
) for a SINR γ k,n . Note that t k and Q k are represented by the same units, i.e., in bits defined per channel use. For brevity, we drop the time index i in the forthcoming discussions.
In order to minimize the number of backlogged packets associated with the users, we consider CoMP model with the objective
where t k,n is the rate seen by user k on the nth sub-channel and a k is a constant which can be used to emphasize the user priority. The exponent q ∈ Z ++ determines how the backlogged packets of the users are to be treated [12] . The objective (4) not only minimizes the number of backlogged packets, but it also reduces the average packet delay by setting a k as Λ −1 k along with q = 1. We assume that the channel state information (CSI) knowledge is available at the CC for designing transmit beamformers as it involves BSs to CC traffic. Even though the CSI has finite resolution, it can be improved by differential feedback due to time-correlated nature of the channels. However, due to the instantaneous arrival process, transmit beamformers corresponding to the BSs need not be the same even if the associated channels are constant. Therefore, the backhaul link between the CC and BS is used to signal both data and the beamformers. Due to the finite backhaul capacity, transmit beamformers are quantized before signaling them to the corresponding BSs. We assume that each complex entry of the beamformer vector is quantized with N Q bits. Since multiple data symbols in a frame are precoded with a same beamformer, it is efficient to send beamformers and data symbols from finite alphabets separately to the respective BSs. However, if the BSs act as a remote radio head, then signaling the beamformers and data symbols separately is not an efficient approach. Hence, we consider the former scenario.
If we assume that BS b is serving user k, it is not guaranteed that user k is served by BS b on all the sub-channels. Therefore, to evaluate the data requirement via the backhaul to serve user k by BS b over all sub-channels, we introduce a binary variable c b,k,n ∈ {0, 1}, which is assigned to one when BS b is serving (or aiding) user k on the nth sub-channel and zero otherwise. Thus, the total signaling via the finite capacity backhaul between BS b and the CC is given as
where NQNT is the total number of bits required to signal each transmit beamformer and B b is the finite backhaul capacity between BS b and the CC. Now, the optimization variable t k,n in (4) is determined by the SINR γ k,n , which in turn depends on the transmit beamformers by (2) . In order to ensure that c b,k,n determines whether BS b is serving user k over a sub-channel n or not, the binary variable c b,k,n should be coupled with the respective beamformer as
where ν b,k,n is an additional optimization variable, which corresponds to the power allocated by BS b to user k on sub-channel n. Therefore, when c b,k,n is zero, the respective transmit beamformer m b,k,n will be a zero vector, thereby ensuring the absence of transmission from BS b to user k on the nth sub-channel. Let O = {0, 1, . . . , N} be the set of all sub-channel indices and {m} {m b,k,n }, ∀b ∈ B, ∀k ∈ U, ∀n ∈ O be the collection of all transmit beamformers. Similarly, {t} and {ν} denotes the collection of all users rate from each sub-channel and the transmit power from all BSs to each user. Now, the problem of designing transmit beamformers is given as (2) . The constraint (7d) is included to limit the total transmit power from each BS within P max. The constraint (7b) introduces t k,n as an under-estimator for the rate seen by user k on sub-channel n, since t k,n = log(1 + γ k,n ) cannot be handled directly in (7) as a convex constraint.
III. BEAMFORMER DESIGN WITH FIXED QUANTIZATION LEVEL
In order to solve (7), we relax the SINR expression in (2) as
since (2) cannot be handled directly as a convex constraint. The constraint (8a) is an under-estimator for γ k,n and b k,n in (8b) is a over-estimator for the total interference seen by user k on subchannel n. Even after relaxing (2) with (8), the resulting problem is not convex due to the constraints (8a) and (7f). Therefore, we adopt successive convex approximation (SCA) method in [13] , [14] , where the nonconvex constraints are replaced by a sequence of convex subsets that can be solved iteratively until convergence.
To find a convex subset for each of the nonconvex constraint, let us begin with (8a) by considering an equivalent representation for the SINR constraint in (8a) related to user k on sub-channel n as
where the stacked channel vectorh k,n ∈ C 1×|B|N T and transmit precoderm k,n ∈ C |B|N T ×1 are defined as
The fractional term in (9) is of convex-over-linear form, and thus can be bounded by the linear first order Taylor approximation as
where the linear function L
is an under-estimator for the r.h.s of (9) with equality at the operating point {m
Similarly, the linear approximation can be used to find a convex subset for the nonconvex constraint (7f) as (12) where the operating points c (11) and (7f) by (12), we obtain a mixed-integer quadratic programming (MIQP) subproblem in each step that can be solved with the existing solvers [15] - [17] . The fixed operating points {m 
(7b) − (7e) and (8b)
where μ in (13c) accounts for the precoder overhead in the backhaul utilization, i.e., the number of data symbols for which the precoder is used, which depends on the channel coherency.
Due to the complexity involved with (13)
,n need not be binary. Therefore, to encourage binary solution for the linear variable c b,k,n , we include an additional constraint in the formulation to enforce sparsity in the solution. One such function is the entropy measure, defined as
where c b is a vector formed by stacking all c b,k,n , ∀k and ∀n corresponding to BS b. In order to ensure binary outcome for c b , 
(7b) − (7d), (8b), (13b), and (13c)
which is similar to the reweighted 1 minimization method in [18] . The problem in (15) is nonconvex due to the concave nature of the entropy function. Therefore, to formulate a tractable problem, we employ the SCA technique to find a linear over-estimator for the entropy function as (16) which is a first order Taylor approximation of the entropy function. Now, for a fixed set of τ , the relaxed convex subproblem for the SCA iteration i is given as minimize {t},{m},{b}, {γ},{ν},{c} k∈U
where τ
b , ∀b are the fixed dual variables, given by the subgradient update as
where c 
b ) in (17a) has no effect on the objective of (17).
IV. BEAMFORMER DESIGN WITH VARIABLE QUANTIZATION
In this section, we study the impact of quantized beamformers in terms of the number of residual packets for a CoMP scenario. In order to do so, we introduce an additional error vector e ∈ C N T ×1 in the transmit beamformer corresponding to the finite resolution error aŝ m b,k,n = m b,k,n + e b,k,n . Unlike the traditional approach wherein a single codebook is used, we assume that each entity has multiple codebooks corresponding to variable quantization levels. Therefore, signaling an entry in the codebook includes both the index in the quantization table and the entry corresponding to the table itself.
The quantization error e b,k,n is defined for each beamformer and has the maximum distortion δ b,k,n , i.e., e b,k,n 2 ≤ δ 2 b,k,n , where δ b,k,n ∈ R+ is the maximum magnitude distortion that can occur in the beamformer and it depends on the number of quantization bits NQ, i.e., δ b,k,n ≤ 2 −(N Q +1) Amax, assuming uniform quantizer for magnitude and the dynamic range of each beamformer entry is given by Amax = [0, √ Pmax] [19] . For simplicity, we assume uniform quantization of both magnitude and phase of each beamformer entry m b,k,n (i), ∀i ∈ {1, 2, . . . , NT }. Now, the SINR seen by user k with the quantized beamformer is given bỹ
Since neither the quantization level nor the transmit beamformers are known, it is not possible to use (19) instead of (2) in (17) . Therefore, by using the worst case error model for (19) , we havê b,k,n to obtain a tractable problem. As the SCA iteration i → ∞, the gap between the current and the previous beamformers diminishes, i.e., m b,k,n − m
Following the same approach as in Section III, we can find a convex approximation for the worst case SINR expression in the presence of quantization error as in (11) wherein m b,k,n is replaced by the quantized version, i.e., m b,k,n − g
Similarly, the interference term b k,n in (8b) can be given as
and the objective function is given by (17a). Unlike problem (17) , the number of quantization bits NQ is not fixed as it is determined by δ b,k,n . Now, the constraint in (5) can be written as
(22) which follows from the uniform quantizer assumption. As it is evident that (22) is a nonconvex constraint, we resort to the SCA technique to find a convex subset for (22) by linearizing it with the first order Taylor approximation as
In order to improve the SINR in (20), δ b,k,n should be minimized. However, by doing so, − log(δ b,k,n ) increases, thereby reducing the available backhaul capacity for the data symbols. Therefore, δ b,k,n should be minimized only for those users who can achieve noticeable SINR improvement. However, for the unserved users, δ b,k,n can take zero without increasing the backhaul utilization, since c b,k,n = 0. It   is important that δ b,k,n = 0 for all links with c b,k,n = 0 in order  to eliminate δ b,k,n from (20) for all c b,k,n = 0 . On the contrary, if P max is large, δ b,k,n can take unity and force − log(δ b,k,n ) = 0 without affecting the backhaul utilization. In order to avoid such issues, we regularize the objective with the quantization error δ b,k,n with a constant ψ > 0. The convex subproblem for the ith SCA iteration is given by minimize {t},{m},{b}, {δ}{γ},{ν},{c} k∈U (21) and (23) ( 24d) where (24c) includes both beamformer power and the variance of δ b,k,n in the power budget. It follows from the uncorrelated nature of the quantization error to the beamformers. The overhead involved in specifying the codebook index can be captured in μ in (22).
V. NUMERICAL RESULTS
We demonstrate the performance of the proposed CoMP beamformer designs in terms of the average number of backlogged bits. The path loss seen by the users are drawn uniformly from [−3, 0] dB and the channels are drawn from h b,k,n ∼ CN (0; 1). The noise variance is fixed as N0 = 1 in all simulations. In Fig. 1 , we denote coordinated transmission by static approach wherein each user is served by a BS based on the path loss. In addition, we also compared with the beam selection model, labeled in Fig. 1 , which is formed by including an additional constraint b∈B c b,k,n = 1, ∀k∀n to (17), i.e., on any sub-channel, a user can be served by a single BS only.
While considering beamformer quantization in Fig. 1 , the backhaul is used to notify both the user data and the beamformers. However, for schemes without quantization, the backhaul is used only to notify the user data and not the beamformers as it is assumed to be known perfectly at the BSs. For variable quantization model (24), we use ten different codebooks with N Q = {3, . . . , 12} bits respectively, and the N Q bits are divided equally among the phase and amplitude of each complex entry. Depending on distortion δ b,k,n , a codebook is chosen as in Section IV to quantize the beamformers. Using quantized beamformers, the actual SINR and user rate are evaluated. Fig. 1(a) plots the total number of residual packets (bits) in the system for various schemes by varying the average packet arrival rates of the users. It can be seen that the centralized unquantized CoMP has the least number of residual packets, followed by the beam selection scheme and then by the static scenario. However, in the presence of beamformer quantization, the total number of backlogged packets increases significantly for all schemes invariably. Fig. 1(a) shows that the proposed beamformer design based on worst-case model for CoMP has a noticeable reduction in the number of backlogged packets compared to other schemes. Increasing the quantization level improves the CoMP performance marginally. Due to the impact of quantization error on the coherent transmission from multiple BSs, the quantized beam selection is superior to the CoMP design. Fig. 1(b) illustrates the average number of BSs serving each active user in the system for various values of average packet arrivals. The number of BSs serving each active user is maximum in the CoMP model when the total arrival bits is less than the backhaul capacity. However, as the arrival rate increases, we can see from Fig. 1(b) that the number of serving BSs decreases to ≈ 2. On the contrary, including precoder quantization as well in the backhaul utilization, the number serving BSs is less than the one without considering the precoder quantization. As the arrival rate increases, Fig. 1(b) shows that the CoMP model with precoder quantization converges to a single BS transmission model, which is similar to beam selection scheme.
VI. CONCLUSIONS
We proposed two related transmit beamformer designs for a multicarrier coordinated multi-point transmission with finite backhaul capacity. Due to the nonconvexity and the combinatorial nature of the proposed problems, we resorted to the successive convex approximation technique by relaxing the nonconvex sets by a sequence of convex subsets and relaxed the binary constraints by the linear ones. Moreover, to obtain binary solution for the relaxed variables, we regularized the objective with the entropy measure of the relaxed variables. Since the beamformers are signaled via backhaul along with the data, we proposed a beamformer design to alter each quantization level based on the worst-case model. Numerical results were provided to illustrate the robustness of the proposed beamformer design in the presence of quantization errors.
