We present a new method for classical control theory of Hamiltonian systems. This approach is based on a special treatment of the adjoint or Lagrange multiplier equations of motion. The latter function is only asked to preserve the mean of the ensemble of molecular trajectories. In the present case only four such equations are involved greatly simplifying the eld design process and making it faster and more stable. Good results are obtained for the selective photodissociation of HCN. The objective is to control the intramolecular reaction HCN ! HC + N (i.e., break the stronger bond). Hamilton's equations of motion are employed to model the HCN molecule, initially in its ground state. The control equations are integrated to obtain a high degree of selectivity in the unimolecular dissociation. The robustness of the results to changes in the initial conditions and pulse durations are investigated. An increase of the pulse duration beyond a certain point makes it more di cult to dissociate the N atom due to strong intramolecular coupling. The resultant pulse elds may serve as a basic indicator for future experimental selective dissociation of HCN ! HC + N using high power lasers. 
Introduction
Optimal control theory(OCT) provides a systematic means to design elds for the manipulation of molecular motion. A general goal is the steering of intramolecular dynamics to desired physical objectives, including such applications as selective bond breaking through infrared excitation 1?3 and through electronic excitation between multiple surfaces 4;5 , control of curve-crossing reactions 6;7 , selective electronic excitation in condensed media 8?11 , control of the electric susceptibility of a molecular gas 12 , selective rotational excitation 13 , control of isomerization reactions 14 , state-selective vibrational excitation 15?17 as well as the achievement of such goals in presence of disturbances and uncertainties 18 . Optical pulse design is achieved by minimization of a cost functional with respect to the control eld pulse which corresponds to the optimization of the particular objective. The cost functional contains the objective, physical penalties and the equations of motion that must be satis ed. There is broad exibility through the added penalty terms, for example, to reduce unwanted molecular motion, limit eld e ects such as prohibitively high uence energy or peak intensity, or bias the evolving dynamics to better reach a particular objective 3 .
The set of equations that result from the application of OCT, except for the weak eld linear regime, are coupled nonlinear di erential equations and multiple solutions exist (i.e. optimal elds), with many solutions possibly successfully achieving the desired objective. This possibility has been explored using both quantum mechanical 19;20 and classical mechanical 21 descriptions in molecular systems. The existence of the multiple solutions gives exibility to add in further terms in the cost functional or change certain design parameters so that the particular objective is better reached. Molecular motion is properly described by the Schr odinger equation, but much successful modeling for many molecular purposes is done with classical mechanics. This point is important because the computational di culties and memory requirements with quantum dynamics grow dramatically with the number of degrees of freedom. Also it is useful to describe the molecular motion through the Liouville formulation 22?24 . This theory permits the treatment of mixed states and provides a uni ed theory for quantum, semiclassical and classical descriptions. The classical approach is also suggested by the frequent close correspondence between classical and quantum mechanics 25?27 . Recently OCT was applied to reduce the di erence between classical/quantum observables by designing special optical pulse shapes 28 and the identi cation of classical equivalent potentials 29 .
In this paper we use classical OCT to design electric eld pulses to selectively dissociate the HCN molecule. The easy choice would be the dissociation of the molecule into H + CN but the real challenge is to get HC + N, because the CN bond is much stronger than the HC bond. The typical behavior in uncontrolled unimolecular dissociation is that the deposited energy will break the weaker bond. Thus, designing an optical eld, which might break the stronger bond, is an interesting and important challenge.
In section II we present the linear model of HCN interacting with a laser eld. In Sect. III we present the cost functional used to design bond speci c dissociation and we discuss a new approach to classical control theory. Section IV presents the laser pulse shape optimization results for this model and nally, in Sect. V, we provide a summary and the future implications for the work. In addition, R 1 and R 2 are the displacements of the CN and CH bonds from their equilibrium position respectively, P 1 ; P 2 are the conjugate momenta corresponding to R 1 and R 2 , and the reduced masses are
The HCN Model
All the parameters are given in the table 1. These parameters t the rst 40 stretching vibrational levels in the spectrum with an error of approximately 0:01% of the absolute energy values 31 .
In the Hamiltonian model presented here, rotation and bending are not considered. Recently the e ect of the rotation on the photodissociation process has been studied for a diatomic molecule using a chirped intense infrared laser 32 and using quantum optimal control theory 17 . Rotational degrees of freedom can play a role, but the latter work also showed that control in su ciently intense elds tends to align the molecule along the eld corresponding to a quasi-linear model for the controlled motion. The present paper introduces a simplifying classical design methodology which should allow for a more elaborate treatment in future work to include bending and rotational degrees of freedom.
The laser eld can be characterized by its temporal or frequency domain structure, and the dynamics of the molecule can be manipulated by changing the laser eld structure. In this way, it is possible, in principal, to break some desired bond or achieve certain physical objectives. The interaction between HCN and the laser eld is included through the dipole moment function. The Hamiltonian for the laser-molecule interaction is H int = ? (R) (t) (2:8) where (t) is the electric eld amplitude as a function of time t, and (R) is the dipole moment that depends on the position of each bond in the molecule. Here the molecule is modeled as being aligned along the eld direction. The dipole moment for the C?H and C N bonds was chosen to simulate that of an instantaneous dipole 33 :
(R 1 ; R 2 ) = e (R 1 + R 1;eq ) exp (? R 1 ) ? (R 2 + R 2;eq ) exp (? R 2 )] (2:9) where e = 2:9852D where 1D = 3:3356 10 ?30 Cm 34 , R CH;eq = 1:0655 A; R CN;eq = 1:1532 A, and = 1 A ?1 . The role of molecular rotations is not explored here, and this picture of HCN should be viewed as model for investigating the control concepts of selective dissociation. We also use the model as a convenient means to introduce a new approach to molecular optimal control theory.
The Classical Optimal Control equations
The intramolecular dynamics in the phase space of HCN can be followed by integration of Hamilton's equations, as long as (t) is given. However, nding a eld pulse shape such that the dynamics yields a desired nal state is a di erent problem, which can be approached through OCT 35 We now de ne an objective functional J z(t); (t)], which depends on the dynamical observables and the time dependent eld (t). The form of this functional is exibly guided by physical considerations, but it is usually composed of three parts 1 :
where the rst part z(T)] is a functional that measures the deviation from the desired physical objectives at time T. The second part, involving the constraint function`1(z(t)), takes into account any restrictions on the variables z i (t) over the interval 0 t T to avoid undesired regions of phase space or products. The last part, with the eld cost function`2( (t)), expresses the desire to minimize the energy uence or optimize the form of the electric eld.
As each variable in the phase space must satisfy the equation of motion, the optimization of J z(t); (t)] subject to this constraint, can be re?expressed by introducing the Lagrange multipliers i (t) to modify the objective functional such that J z(t); (t)] = J z(t); (t)] ?
The dynamical equations for the molecular optimal control problem are obtained by the variational minimization J z(t); (t)] = 0. The equations of motion in Eq. (3.4) are recovered by the variation i (t) ! i (t)+ (t). The variations given by (t) ! (t)+ (t) and z i (t) ! z i (t) + z i (t) in the J z(t); (t)] functional lead to
The nal conditions at time T, J z(t); (t)]
Previous quantum mechanical works 1 has treated the dissociation of a selected bond in a triatomic molecule at a minimum uence of the electric eld and minimum disturbance of the non-selected bond in the Eq. (3.5) . Following these studies we choose the objective function to be
(3:13) where z 1 (T) and z 3 (T) are the position and momentum for the C N bond from its equilibrium value, is the \target stretch" of C N bond, P f1 , P f3 are constant weights and h(x) is the Heaviside function
The form of this function represents the goal of breaking the C N bond of HCN at the time T. The dissociation objective is interpreted as desiring the bond distance of C N to be su ciently large beyond its equilibrium position and the corresponding momentum to be positive such that the energy for the C N bond is larger than its dissociation energy and the C and N atoms are moving apart.
The second constraint function`1(z(t)) is chosen as Substituting the cost functions`1(z(t)),`2( (t)) and f i (z(t); (t)) into Eqs. (3.11) and (3.12), we obtain _ 1 (t) = 4 (t) U 00 2;1 (z 1 (t); z 2 (t)) + 3 (t) V 00 1 (z 1 (t)) + U 00 1;1 (z 1 (t); z 2 (t)) ? e 00 (z 1 (t)) (t) The nal condition, in Eq. (3.10) becomes
where (x) is a Dirac delta function. These nal conditions for the Lagrange multipliers imply that when the momentum of the nitrogen bond is positive, then the only important nonzero term is 1 (T). This term feeds back information about the position of the nitrogen bond and its target value . The above analysis was developed for one classical trajectory, and we need to extend it to an ensemble average over a distribution of initial conditions. In doing so, we will present a new method to design the control over nonlinear classical systems such as triatomic molecules. This method is di erent from that reported previously 3 which consisted of the propagation of the ensemble of N trajectories, with the cost functional
and the variational problem is given by J = 0, resulting in 4N equations of motion with 4N Lagrange multipliers that satisfy the general cost functional. The angle brackets h:::i denote an ensemble average over the initial conditions. ? i refers to the value of the Wigner distribution for the ith initial condition 3 . Although this approach is rigorously based, it can be unstable and is costly to execute especially for large molecules. Now we present the new approximate method that gives good quality results and is computationally more stable and practical.
Following the previous analysis we de ne a new vector w(t) = w 1 (t); w 2 (t):::w 4N _ w j (t) ? g j (w(t); (t))] : (3:25) In the analysis arising in Eq. (3.25) we have only four Lagrange multipliers with each related to preserving the classical average value of the stretch and momentum of the two bonds. This approach is suggested because we want to control the average trajectory, with the nal objective of the selective dissociation. Then the minimization in Eq. (3.25) is done with the constraint that the mean phase space trajectories are preserved while the stronger constraint in Eq. (3.21) is that each of 4N trajectories is preserved. We shall show that the milder constraint in Eq. (3.25) is quite su cient to obtain excellent physical results in a computationally simpler means.
The variational problem for the N initial conditions is given by (t) ! (t) + (t), w j (t) ! w j (t) + w j (t) and i (t) ! i (t) + (t). The equations of motion in Eq. (3.24) are recovered by the variation of i (t). The variation of (t) and w j (t), yields the following equations J w(t); The nal conditions at time T, i (T) = @ (hw (T)i) @hz i (T)i ; (3:27) are obtained through the rst term in Eq. (3.26a). As, we require J w(t); ( The minimization condition on Eq. (3.34) depends only of the values of 3 (t) and 4 (t) and the corresponding dipole function for each bond. These two Lagrange multipliers are associated with preserving the equations for the momentum averaged over the N initial conditions. This system, Eq. (3.32), of non-linear coupled di erential equations take account of the variation of classical trajectories ( w j (t) j = 1::4N) in the process of nding the optimal pulse eld. The classical control problem in this approach is given by the solution of Eqs. (3.32) and (3.33), with the boundary condition Eq. (3.27), where the only restriction is that w j (t) j = 1::4N must satisfy the Hamilton's equations. A consistency issue will arise in the sets of di erential equations for 1 (t) and 2 (t) produced by treating w j (t) j = 1::2N as independent. However, here we employ a degree of exibility to guide the choice of solution for the Lagrange multipliers. This exibility is available as we know there will generally be a denumerably in nite number of solutions to the control equations. One of the possible solutions to determine the i (t) is with is w 1 (t) = w 2 (t):: = w N (t); w N+1 (t) = w N+2 (t):: = w 2N (t); w 2N +1 (t) = w 2N +2 (t):: = w 3N (t) and w 3N +1 (t) = w 3N +2 (t)::w 4N (t), where we specify all the classical trajectories in the ensemble to be the same. For this solution the control dynamics equations reduce to Eqs. (3.17) to Eq. (3.20) (i.e., the control equations for one classical trajectory).
Another choice of solution consists of taking the w j (t) as the mean or most probable trajectory from the ensemble, which gives the set of control dynamics equations _ 1 (t) = 3 (t) V 00 1 (hz 1 (t)i) + U 00 1;1 (hz 1 (t)i; hz 2 which depends on the average trajectory and the temporal evolution of the Lagrange multiplier evaluated over the average trajectory.
With the choice of the most probable trajectory from the ensemble, the i (t) provide feedback to guide the ensemble solution to closely follow the mean trajectory. An important point to understand is the distinction between the ensemble w j (t) j = 1::4N being used to guide the i (t) solution and the actual dynamical trajectory z j (t) j = 1::4N. The latter represents the true ensemble which satisfy the dynamical equations, which the former approximations enter in dealing with i (t). Ultimately the viability of the method resides in low well (t) guides the true ensemble z j (t) j = 1::4N. The net result is a guided approach with fewer unknowns (4 vs 4N for i (t)) and numerical computations have veri ed the stability of the method.
We may also transfer from the approximate method to the full equations at an advanced stage of the iterative solution process. For example, at the beginning of the simulation we could choose the average trajectory to calculate the Lagrange multipliers and switch to the full ensemble of trajectories as convergence is approached. The solution approach proposed here is easier to implement in comparison of the previous method 3 and the applicability to large molecules is possible. In the following section we will illustrate this approach to nd a eld pulse that selectively dissociates the C N bond in HCN.
Computational Method and Results
The following iterative scheme is adopted to nd the control eld (t) that meets the physical objectives: This method is e cient as we only use one classical trajectory, the average trajectory, to integrate the equations for the Lagrange multipliers and determine the laser pulse eld. All the initial conditions(IC) are taken from a Gaussian distribution 36 at the initial energy in the ground state of the HCN molecule. The ground state was determined by diagonalizing a (25 40) matrix of the molecular Hamiltonian for HCN without the interaction terms 37 . In order to get the best distribution of IC's, we integrated the equations of motion at constant energy (electric eld set to zero) for about 20fs, and the nal values of the positions and momenta was taken as the set of initial conditions. Hamiltonian's equations of motion and the Lagrange multiplier equations are integrated with a fth order predictor corrector algorithm 36 . The integration step was 5 10 ?3 fs. Figure 1a. shows the pulse eld and Fig. 1b . the corresponding power spectrum. This pulse was calculated using 50 IC where the initial guess eld was zero.
There is only one dominate peak in the power spectrum located at 0.203eV in Fig.  1 .b and this frequency is smaller that the two fundamental frequencies for HCN which are approximately ! 1 = 0:275eV and ! 2 = 0:420eV. There are also peaks at 0.325eVand 0.569eV, playing a less signi cant role.
In the Table 2 , we show the results for the probability of dissociation when we apply this pulse over set of initial conditions (N=5, 50, 200, 400 and 500). In this table the convergence of the probability of dissociation is evident when we increase the number of initial conditions. At the beginning, all classical trajectories dissociated the C-H bond with almost zero probability and totally dissociated for the C N bond. The low values for the probability of dissociation for the reactions HCN ! C N + H and HCN ! C + H + N demonstrates the high degree of control achieved in the simulations. In Fig. 3 , we present the optimal elds arising from using di erent IC (N=5, 50, 200 and 400). We use the same algorithm to nd the optimal pulse used in the Fig. 1 .a. In Table 3 , we show the corresponding dissociation probabilities. The di erences between the elds (t) remains small when we increase the number of classical trajectories. The cases eld of N=50 in Fig. 1 .a and Fig. 3 coincide. It is interesting to observe the convergence of the optimal pulses between N=200 and N=400. This result shows that with only a few classical trajectories (N=50), we can obtain a good results for selective photodissociation.
The pulse elds given in Fig. 1 and Fig. 3 show the selective photodissociation of the HCN molecule. The maximum peak intensity of these electric eld pulses is (t) 6V A ?1 , corresponds to an intensity I = 4:78 10 14 Wcm ?2 . This intensity is high and possibly could lead to ionization and certainly induced polarization. The latter e ect may actually be helpful for control 38 , but it is not included in the present model. Thus we explored the prospect of achieving eld designs of lower intensity by prescribing an increase in the eld uence penalty with a corresponding increase in the control pulse interval. This approach also lead to undesirable low and high frequency components being present. Such undesirable frequencies can be avoided by introducing an appropriate lter 6 where (!) is the Fourier transform of (t). Here ! i and ! f are the range of frequencies ! i ! ! f within which we desire to nd a solution for the optimal eld (t). The minimization is with respect to (!) over the frequency domain, and appling the inverse Fourier transform we obtain a continuous pulse in the time domain. Fig. 4 shows the optimal pulse shape for the time duration of 500fs where the corresponding power spectrum was restricted to the frequency (energy) range between 0.1eV and 0.3eV. The optimal pulse eld has a maximum peak intensity (t) 2V A ?1 that corresponds to I = 5:3 10 13 Wcm ?2 . Comparing Fig. 1a and Fig. 4 it is noted that an increase of time duration by a factor of 5 corresponds to a reduction of the maximum peak intensity by a comparable factor of 3. Figure 5 is a plot of the classical observables corresponding to the eld in Fig. 4 . The number of initial conditions is N = 50. The curves hR i i clearly indicate the selective dissociation (30%) of the nitrogen HCN ! HC +N. The small oscillations of hydrogen around its equilibrium position coincides with the nding of only 2% dissociation probability for the CH bond in the HCN molecule. Most of the molecules (68%) are left undissociated. The approximate energy for each bond shows high excitation of the nitrogen bond and low excitation of the hydrogen bond. The momentum for the CH bond remains near its initial average value consistent with the high degree of control of the reaction. Also, the long time oscillation in the average momentum for the CN bond corresponds to the fact that (68%) the classical trajectories give no breakup. The optimal eld pulse in gure 4 at the initial and nal nal T, is di erent from zero, and in the laboratory there will always be nite eld rise and fall times. It is possible to impose a restriction in the design process that the eld smoothly go to zero at both ends, but this was not implemented here. However, we a posteriori added a smooth rise and fall to the eld in Fig. 4 . Some sensitively to this process did appear with at most a reduction of nitrogen dissociation yield from 30% to 20%. This result is suboptimal, and a full incorporation of a smooth rise and fall in the design process would clearly do better.
Finally, an interesting physical e ect is the reduction in yield for the reaction HCN ! HC + N in going from the 102fs pulse to the 500fs one. Calculations at longer times also con rmed this trend. Although the control solution may be local with better results possible over any control interval, the suggestion is that strong intramolecular coupling is playing a competitive role. Thus too short a control time (at limited intensity) will lead to a poor yield due to the reduced action while too large an interval can also limit the yield due to intramode competition. This is an indication of the control process dealing with a balance of factors which will also likely operate in other polyatomic molecules.
Conclusions
This paper presented an approximation to reduce the computational costs and instabilities especially associated with the treatment of the Lagrange multipliers. The latter multipliers are introduced to preserve the most probable classical trajectory. This method was applied to study the selective dissociation of HCN without bending and rotation. The numerical calculations indicate that this approach may e ectively excite and dissociate a selective bond with minimal disturbance to the other bond.
The optimal pulse elds presented in this work were determined without any restriction on the functional form of the elds for a time duration of 102fs and one sample run at 500fs. When the pulse duration time was increased, the maximum peak intensity was reduced but it was found to be more di cult to control the selective photodissociation. For a time duration of 500fs, we obtained a 30% yield for selective photodissociation, where a restriction was imposed on the eld to be on the frequency (energy) range 0.1,0.3]eV. The calculations indicate that classical molecular optimal control theory can provide a useful means for gaining insight into the design of associated control experiments. Perhaps the best use of these design tools will be to provide input into laboratory feedback control 10;39;40 . There are many uncertainties in the design process, while seeking laboratory control without any input guidance generally opens up too large a regime of elds to be searched for control. Thus combining the design process with the emerging laboratory tools shows the most promise.
The algorithm presented in the paper may be especially useful for large molecules and clusters where we write the cost functional in terms of the physical properties of interest such as dissociation of a speci c atom, isomerization, e ects of solvent, etc. The number of Lagrange multiplers will depend on the optimization problem and which trajectories are most important to preserve. Table 2 : Dissociation probability P diss as a function of the number of initial conditions for the optimal eld pulse of Fig. 1a , where the duration of the laser eld is 102fs.
The three channels are: P diss (N) for HCN ! C?H + N, P diss (H) for HCN ! H+C+N, P diss (H) for HCN ! H +C N and P(0) means no dissociation. Table 3 : Dissociation probability P diss as a function of the number of initial conditions for the optimal pulse elds of the Fig. 3 
