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This paper delivers a precise recommendation for how presidential candi-
dates should allocate their resources to maximize the probability of gaining
a majority in the Electoral College. A two-candidate, probabilistic-voting
model reveals that more resources should be devoted to states which are
likely to be decisive in the electoral college and, at the same time, have very
close state elections. The optimal strategies are empirically estimated using
state-level opinion-polls available in September of the election year. The
model’s recommended campaign strategies closely resemble those used in
actual campaigns. The paper also analyses how the allocation of resources
would change under the alternative electoral rule of a direct national vote
for president.
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This paper explores how the Electoral College shapes incentives for presidential
candidates to allocate resources across states. It does so by developing a prob-
abilistic voting model of electoral competition under the US Electoral College
system.1 The model delivers a precise recommendation for how presidential can-
didates, trying to maximize the probability of gaining a majority in the Electoral
College, should allocate their resources. This recommendation is fully charac-
terized, both theoretically and empirically. The recommendations of the model
are then compared to the actual presidential campaign visits across states during
the 1988-2000 presidential elections, and to presidential campaign advertisements
across media markets in the 2000 election. The actual allocation of these re-
sources closely resembles the equilibrium allocation in the model. The paper
ﬁnally analyses how the allocation of advertisements across media markets would
change under an institutional reform, namely the transition to a direct national
vote for president. The principles guiding the allocation are quite diﬀerent under
the two systems, and the incentives to favor certain markets are much stronger
under the Electoral College than under the Direct Vote, causing a more unequal
distribution of resources.
In an early game-theoretic analysis of the eﬀects of the Electoral College sys-
tem, Brams and Davis (1974) ﬁnd that presidential candidates should allocate
resources disproportionately in favor of large states. They use a model where
votes are cast with equal probability for each candidate, and where the candidates
maximize their expected number of electoral votes. Their result is disputed by
Colantoni, Levesque and Ordeshook (1975) who instead argue that a proportional
rule, modiﬁed to take into account the closeness of the state election, predicts
actual campaign allocations better. In his model of two-party competition for leg-
islative seats, Snyder (1989) allows parties to have advantages in certain districts
and ﬁnds that equilibrium campaign allocations are higher in close districts. Fur-
ther, if the goal of the parties is to maximize the probability of winning a majority
of seats, then allocations are also higher in districts which are more likely to be
pivotal. Finally, more resources will be spent in safe districts of the advantaged
party than in the safe districts of the other party.
1In this system, a direct vote election is held in each state and the winner of the vote is
supposed to get all of that states electoral votes. Then all the electoral votes are counted, and
the candidate who receives most votes wins the election. (The fact that Maine and Nebraska
organize their presidential elections by congressional district is disregarded in this paper.)
2Inspired by these results, Nagler and Leighley (1992) empirically investigate
state-by-state campaign expenditures on non-network advertising in 1972 and ﬁnd
these to be higher in states with closer elections and more electoral votes. A related
empirical literature studies the political inﬂuence on allocations of federal funds
across states. Wright (1974) ﬁnds that federal spending between 1933 and 1940
was higher in states with higher “political productivity”, a measure depending
on the electoral votes per capita, the variability in the vote share of the incum-
bent government in past elections, and the predicted closeness of the presidential
elections. For a more recent contribution to this literature, see Wallis (1996).
A separate theoretical literature has analyzed the policy eﬀects of plurality
versus proportional representation election systems. For example, Persson and
Tabellini (1999), and Lizzeri and Persico (2001), ﬁnd that under plurality rule
governments tend to overprovide redistributive spending because its beneﬁts can
be more easily targeted to voters than public goods.
The main contribution of this paper is that it develops a model that is em-
pirically estimable and allows for explicit solutions. It therefore ties together, in
a precise way, theoretical insights similar to those of Brams and Davis (1974),
Snyder (1989), Persson and Tabellini (1999), and Lizzeri and Persico (2001), with
empirical results on actual campaigns or distribution of federal funds, similar to
those of Nagler and Leighley (1992), and Wright (1974). The model also extends
the theory of the Electoral College. It allows for diﬀerences in preferences across
states, it allows for vote outcome across states to be correlated, and it allows for
explicit solutions. This yields new theoretical insights. The model also reveals
a link between all of the above literature and the literature concerning ”voting
power”, that is, the probability that a vote is decisive in an election (Banzaf
(1968), Chamberlain and Rothschild (1988), Gelman and Katz (2001), Gelman,
King and Boscardin (1998)), and Merrill (1978)). The equilibrium allocation of
resources is found to be proportional to the ”voting power” under the Electoral
College system, but not under Direct Vote.
This is the ﬁrst in a series of three papers. Here, I develop a theory of polit-
ical redistribution under the Electoral College and test it on instruments where
the presidential candidates have clear control and clear objectives. In Strömberg
(2002a), I study an area where presidential control is less clear and objectives are
more multi-faceted, but where the welfare eﬀects are larger. That paper ﬁnds
similar patterns of Electoral College eﬀects on the allocation of federal civilian
employment across states 1948-1996. In Strömberg (2002b), I study voter partic-
ipation. That paper adds political competition under the Electoral College to the
3model of Shachar and Nalebuﬀ (1999). As these applications, and the discussion
of the change to a Direct Vote system, show, the estimable probabilistic-voting
model developed in this paper is very general and can be applied to a wide variety
of electoral settings and questions.
Section 2 develops the theoretical model. It also estimates the probability
distribution for election outcomes suggested by the model empirically, and uses
these estimates to interpret the equilibrium. Section 3 confronts the models pre-
dictions with actual campaign eﬀorts. Section 4 addresses the allocational eﬀects
of a change to a Direct Vote system. Finally, Section 5 discusses the results and
concludes.
2. Model
Two presidential candidates, indexed by superscript R and D, try to maximize
their expected probability of winning the election by selecting the number of days,






J = R,D. I ne a c hs t a t es, there is an election. The candidate who receives a
majority of the votes in that state gets all the es electoral votes of that state.
After elections have been held in all states, the electoral votes are counted, and
the candidate who gets more than half those votes wins the election.
There is a continuum of voters, each indexed by subscript i,am a s svs of which
live in state s. Campaigning in a state increases the popularity of the campaigning






.2 The voters also care about some ﬁxed characteristics of the
candidates, captured by parameters Ri,ηs, and η. The parameter Ri represents
an individual-speciﬁc ideological preference in favor of candidate R, and ηs and η
represent the general popularity of candidate R. The voters may vote for candidate













≥ Ri + ηs + η. (2.1)
2This paper does not address the question of why campaigning matters. This is an interesting
question in its own right, with many similarities to the question of why advertisements aﬀect
consumer choice.
4At the time when the campaign strategies are chosen, there is uncertainty
about the popularity of the candidates on election day. This uncertainty is cap-
tured by the random variables ηs and η. The candidates know that the S state
level popularity parameters, ηs, and the national popularity parameter, η,a r e
independently drawn from cumulative distribution functions Gs = N(0,σ2
s), and
H = N (0,σ2) respectively, but they do not know the realized values.






, a normal distribution with mean µs and variance σ2
fs.T h e
means of the states’ ideological distributions may shift over time, but the variance
is assumed to remain constant. The share of votes that candidate D receives in
state s is
Fs(∆us − ηs − η).
This candidate wins the state if





ηs ≤ ∆us − µs − η.
The probability of this event, conditional on the aggregate popularity η, and the
campaign visits, dD
s , and dR
s , is
Gs (∆us − µs − η). (2.2)
Let es be the number of votes of state s in the Electoral College. Deﬁne sto-
chastic variables, Ds, indicating whether D wins state s
Ds =1 , with probability Gs (·),
Ds =0 , with probability 1 − Gs (·).



















However, it is diﬃcult to ﬁnd strategies which maximizes the expectation of the
above probability of winning. The reason is that it is a sum of the probabilities
of all possible combinations of state election outcomes which would result in D
5winning. The number of such combinations is of the order of 250, for each of the
inﬁnitely many realizations of η.
A way to cut this Gordian knot, and to get a simple analytical solution to
this problem, is to assume that the candidates are considering their approximate
probabilities of winning. Since the ηs are independent, so are the Ds. Therefore
by the Central Limit Theorem of Liapounov,
P





























sGs (·)(1− Gs (·)), (2.5)
is asymptotically distributed as a standard normal. The mean, µ, is the expected
number of electoral votes. That is, the sum of the electoral votes of each state,
multiplied by the probability of winning that state. The variance, σ2
E, is the
sum of the variances of the state outcomes, which is the e2
s multiplied by the
usual expression for the variance of a Bernoulli variable. Using the asymptotic















The error made from using the approximate probability of winning is discussed in
Section 2.2, and Appendix 6.8.





















Candidate R also maximizes his approximate probability of winning. This game
has a unique, interior, pure-strategy equilibrium characterized by the proposition
6below.3 In Section 2.1, the functions u(ds) are chosen to ensure interior equilibria.
Non-interior equilibria are characterized in Appendix 6.2.




constitute a NE in the game of maximizing the expected probability of winning


















Proof: See Appendix 6.1.
Proposition 1 says that presidential candidates who are trying to maximize
their probability of winning the election should spend more time in states with
high values of Qs. This follows since u0 (d∗
s) is decreasing in d∗
s. The following
pages will be devoted to exploring what Qs represents and how to measure it.













h(η)dη = Qsµ + Qsσ. (2.7)
O n ea r i s e sb e c a u s et h ec a n d i d a t e sh a v ea ni n c e n t i v et oi n ﬂuence the expected
number of electoral votes won by D, that is the mean of the normal distribution.
The other arises because the candidates have an incentive to inﬂuence the variance
in the number of electoral votes. The empirical discussion will be organized to
discuss each term separately.
Aq u a l i ﬁed guess is that Qs is approximately the joint ”likelihood” that a
state is actually decisive in the Electoral College and, at the same time, has a
tied election. I will call states who are ex post decisive in the Electoral College
and have tied elections decisive swing states. In the 2000 election, Florida was a
3Note that the candidates have diametrically opposed preferences, in other words, this is a
zerosum game. This implies that the equilibrium strategies are as if each candidate tried to
minimize the maximum probability that the other candidate could get by allocating resources
across states. The same equilibrium would result in a game where one candidate moved ﬁrst, and
then the other, taking the ﬁrst candidate’s strategy as given. The ﬁrst candidate would minimize
the maximum that the second player could attain. And the second player would maximize this
probability of winning given the ﬁrst candidate’s strategy.
7decisive swing state. In contrast, neither New Mexico nor Wyoming were decisive
swing states. While New Mexico was a swing state with a very close election
outcome, it was not decisive in the Electoral College since Bush would have won
with or without the votes of New Mexico. While Wyoming was decisive in the
Electoral College, since Gore would have won the election, had he won Wyoming,
it was not a swing state.
T h ea b o v eg u e s si sb a s e do nt h ef a c tt h a tt h ep r o b a b i l i t yo fb e i n gadecisive
swing state replaces Qs in the equilibrium condition of the model without the
Central Limit approximation.4 Further, Appendix 6.3 shows that Qsµ and Qsσ
approximately equals the ﬁrst and second-order parts of a second-order Taylor-
expansion of the approximate probability of being a decisive swing state.I nt h e
empirical section, the values of the analytical expression for Qs will be compared
with the probability that a state is decisive in the Electoral College and, at the
same time has a state margin of victory of less than two percent. To measure this
probability, I now estimates the probability distribution for election outcomes.
2.1. Estimation
In equilibrium, both candidates choose the same allocation, so that ∆us =0in
all states. The Democratic vote-share in state s at time t equals
yst = Fst (−ηst − ηt)=Φ
µ









(µst + ηst + ηt). (2.8)
For now, assume that all states have the same variance of preferences, σ2
fs =1 ,
and the same variance in state-speciﬁcs h o c k s ,σ2
s.5 Further assume that the mean
of the preference distribution, µst, depends on a set of variables Xst , so that the
estimated equation is
γst = −(βXst + ηst + ηt). (2.9)
4Unfortunately, I can not compute the analytical solution of that model.
5These assumptions will be removed in Section 4. However, the estimates become imprecise
if separate values of µst, σfs, and σs are estimated for each state using only 14 observations per
state. Therefore, the more restrictive speciﬁcation will be used for most of the paper.
8The parameters β,σs and σ are estimated using a standard maximum-likelihood
estimation of the above random-eﬀects model.6
The variables in Xst are basically those used in Campbell (1992). The national
variables are: the Democratic vote share of the two-party vote share in trial-
heat polls from mid September (all vote-share variables x are transformed by
Φ−1(x)); second quarter economic growth; incumbency; and incumbent president
running for re-election. The state variables for 1948-1984 are: lagged and twice
lagged diﬀerence from the national mean of the Democratic two-party vote share;
the ﬁrst quarter state economic growth; the average ADA-scores of each state’s
Congress members the year before the election; the Democratic vote-share of the
two-party vote in the midterm state legislative election; the home state of the
president; the home state of the vice president; and dummy variables described
in Campbell (1992). After 1984, state-level opinion-polls were available. For this
period, the state-level variables are: lagged diﬀerence from the national mean
of the Democratic vote share of the two-party vote share; the average ADA-
scores of each state’s Congress members the year before the election; and the
diﬀerence between the state and national polls. The other state-level variables
were insigniﬁcant when state polls were included. The coeﬃcients β and the
variance of the state level popularity shocks, σ2
s, are allowed to diﬀer for when
opinion polls were available and when they were not. The equation yields forecasts
by mid September of the election year. The data-set contains state elections for
the 50 states 1948-2000, except Hawaii and Alaska which began voting in the
1960 election. During this period there were a total of 694 state-level presidential
election results. Of this total, 13 state elections were excluded, leaving a total of
681 observations. Four elections in Alaska and Hawaii were excluded because there
were no lagged vote returns. Nine elections are omitted because of idiosyncrasies
in Presidential voting in Alabama in 1948, and 1964, and in Mississippi in 1960;
see Campbell (1992).
6The model was also extended to include regional swings. In this speciﬁcation, the election
result in one state equals
yst = Fst (ηst + ηrt + ηt),
where ηrt denotes independent popularity shocks in the Northeast, Midewest, West, and South.
The estimated variances of the state and national level shocks are similar to those estimated
without allowing for regional shocks, σs,post1984 =0 .084, and σ =0 .038, see Appendix 6.4. The
standard deviation of the regional shock is σr =0 .054 before state level forecasts where available
in 1988. However, after 1988, the standard deviation of the regional shocks is zero. Taking into
account the information of september state-level opinon polls, there are no signiﬁcant regional
swings. Therefore, the simpler speciﬁcation without regional swings is used below.
9The estimation results are shown in Table 1. The standard deviation of the
state level shocks after 1984 , σs,equals 0.077, or about 3% in vote shares. This
is more than twice as large as that of the national shocks, σ =0 .033.T h e
average error in state election vote forecasts is 3.0 percent and the wrong winner
is predicted in 14 percent of the state elections. This is comparable to the best
state-level election-forecast models (Campbell, 1992; Gelman and King, 1993;
Holbrook and DeSart, 1999; Rosenstone, 1983).
2.2. Characterization of equilibrium
Next, I test whether Qs approximately equals the probability of being a decisive
swing state. To this end, one million electoral vote outcomes were simulated for
each election 1988-2000 by using the estimated state-means, and drawing state and
national popularity-shocks from their estimated distributions. Then, the share of
elections where a state was decisive in the Electoral College and at the same
time had a state election outcome between 49 and 51 percent was recorded. This
provides an estimate which should be roughly equal to Qs. Figure 2.1, contains
these shares on the y-axis and values computed from the analytic expression of
Qs,o nt h ex-axis. Large states are trivially more likely to be decisive. To check
that the correlation between Qs a n dt h es i m u l a t e dv a l u e si sn o tj u s tam a t t e ro f
size, the graph on the right contains the same series divided by the state’s number
of electoral votes. The simple correlation in the diagram to the right is 0.997. So
the two variables are interchangeable, for practical purposes. The 0.003 diﬀerence
could result on the Qs-side from using the approximate probability of winning the
election, and on the simulation-side from using a ﬁnite number of simulations and
recording state election results between 49 and 51 percent, whereas theoretically
it should be exactly 50 percent.
To illustrate the discussion of how Qs varies across states, I will use the year
2000 election, see Figure 2.2. Based on polls available in mid September, 2000,
Florida, Michigan, Pennsylvania, California, and Ohio were the states most likely
to be decisive in the Electoral College and at the same time have a state elec-
tion margin of less than 2 percent. This happened in 2.2 to 3.4 percent of the
simulations.
The analytic expression for Qs explains exactly why some states are more
likely to be decisive swing states.F i r s t ,Qs is roughly proportional to the num-






















































































Figure 2.1: Qs and simulated probability of being a decisive swing state
electoral votes in response to an extra candidate visit to a state is proportional
to the number of electoral votes of that state. Therefore, so is Qsµ. The change
in the variance, and therefore Qsσ, is proportional to the state’s electoral votes
squared. As Qsσ is generally considerably smaller than Qsµ, Qs is roughly propor-
tional to the number of electoral votes. This implies that candidates should, on
average, spend more time in large states. However, for states of equal size there
is considerable variation.7
This can be seen in Figure (2.3). The x-axis shows the forecasted Democratic
vote share. The circular dots show the share of the simulated elections where a
state was decisive in the Electoral College and at the same time had a state-election
outcome between 49 and 51 percent, per electoral vote. The solid normal-form
line shows Qsµ/es which arises because the candidates try to aﬀect the expected
number of electoral votes, see equation (2.7). This part of Qs/es accounts for
most of the variation in the simulated values. It explains why states like New
York and Texas are never in a million simulated elections decisive in the Electoral
College and at the same time have close state elections, while in Florida, Michigan,
Pennsylvania, and Ohio this happens quite frequently. The solid line is in fact a
normal distribution, multiplied by a constant. It is characterized by three features:
its amplitude, its mean, and its variance.
7This can be contrasted to the ﬁnding that voters in larger states should receive more than
proportional attention (Banzaf 1967, Brams and Davis 1974, Gelman and Katz 2001). Their
results depend on all voters being equally likely to vote for one candidate or the other. My
results diﬀer since voters are not equally likely to vote for each candidate, and since there are
aggregate popularity shocks, see Chamberlain and Rothschild (1981).












































(Utah, Texas, Rhode Island, Oklahoma, Texas, 
Nebraska, Massachusetts, Kansas, Idaho) = 0  
Figure 2.2: Joint probability of being pivotal and having a state margin of victory
less than two percent, based on September 2000 opinion polls.
12Simulated values, 
pivotal and close /es
Forecasted democratic vote share













Figure 2.3: Probability of being a decisive swing state per electoral vote.
The amplitude of all Qsµ is trivially higher when the national election is ex-
pected to be close. Deﬁne e ηt to be the national popularity-swing which would give
equal expected Electoral Vote shares, µ(e η)=1
2
P
s es.T h e nQsµ is larger when e ηt
is close to zero, that is, when the national election is expected to be close.8 The
value of e ηt aﬀects all states in a single election in the same way. It explains why
the average Qsµ varies between elections.
Notice that the mean is located slightly above 50%. Since we have an analytic












esgs (−µst −e ηt).
The mean always lies between a pro-Republican state bias of µst =0 , which
corresponds to a 50% forecasted Democratic vote share, and µst = −e ηt, which
approximately corresponds to the forecasted national Democratic vote share. (If
the Democrats are ahead by 60-40 nationally, then a pro-Republican swing e ηt,
8See equation (6.4) in the Appendix.
13corresponding to about 10%, is needed to draw the election. Therefore µst = −e ηt
corresponds to 10% pro-democrat bias in a state, that is, a vote share of 60-40.)
The intuition is the following. Suppose that the Democrats are ahead 60-40
in the national polls, 50-50 in Texas, and 60-40 in Pennsylvania. A candidate
visit may only aﬀect a state outcome in swing states, where the state election
is close. Candidate visits are therefore more likely to inﬂuence the outcome in
forecasted swing states like Texas, than in states like Pennsylvania. For this
reason, candidates should target states like Texas.
However, the candidates must condition their visit strategies on what must
be true for a state to be a swing state on election day. If Texas is still a swing
state on election day, then the Democrats are probably winning by a landslide and
Texas will not be decisive. If Pennsylvania is a swing state, then it is likely that
the election at the national level close and Pennsylvania decisive. For this reason
candidates should target states like Pennsylvania. The logic resembles that of the
winners curse in auction theory. There the size of the bid only matter when the
bid is highest, and the bidders must condition their bid on the circumstance in
which it matters. Here the visit only matters if the state is a swing state, and the
candidates must condition their visits on this circumstance.
The model shows how to strike a balance between high average inﬂuence
(Texas) and inﬂuence when it matters (Pennsylvania). Basically, the less cor-
related the state election outcomes are, the more time should be spent in 50-50
states like Texas. This is evident from equation (2.10). The smaller the variance of
the national popularity-swings, σ2, the more important it is to target states with
expected outcomes close to 50-50. In the extreme case where this variance equals
zero, then µ∗
s =0and most time should be spent in states like Texas. The reason
is that without national swings, the state outcomes are not correlated, and Texas
being a swing state on election day carries no information about the outcomes in
the other states. (The winner’s curse does not arise in auctions with independent
private values.) In the extreme case that σ approaches inﬁnity, µ∗
s approaches −e η.
T h e r e f o r em o s tt i m es h o u l db es p e n ti ns t a t e sl i k eP e n n s y l v a n i aw i t ha6 0 - 4 0e x -
pected outcome. In my estimates maximum attention should typically be given to
states in the middle, 55-45 in this example. In September of 2000, Gore was ahead
by 1.3 percentage points. The maximum Qsµ/es was obtained for states where
the expected outcome was a Democratic vote share of 50.8 percent, as illustrated
in Figure 2.3.
People who are familiar with the market CAPM model may prefer the following
analogy. Assets trivially attract more investment if they yield higher returns on
14average (like Texas), but also if they yield higher return in recessions when returns
are more valuable (like Pennsylvania). The larger the aggregate shocks (national
popularity-swings), causing deep recessions and high booms, the more important
it is for assets to yield high return in recessions.
Although the normal-shaped curve in Figure 2.3 explains most of the variation
in Qs/es, there are some noteworthy discrepancies. First, Wyoming and two other
states to the left of the center are noticeably above the normal-shaped curve. The
reason is that I could not ﬁnd state-level opinion poll data for these states, and
the forecasts for these states are more uncertain. These states actually lie on
a normal-shaped curve with a higher variance than that drawn in Figure 2.3.9
These observations illustrate one eﬀect of improved forecasting on the allocation
of resources. Better state-level forecasts lead to a more unequal allocation of
campaign resources as the variance of the normal-shaped distribution of Figure 2.3
decreases. States with forecasted vote shares close to the center of that distribution
would gain while states far from the center would loose. Better national-level
forecasts has a similar eﬀect.
In Figure 2.3, note also that around its peak, the normal-shaped curve is far
from the simulated probabilities of being a decisive swing state per electoral vote.
States to the right of µ∗
s, like Michigan and Pennsylvania, generally lie above
the curve, while states on the left, like Ohio, generally lie below. The diﬀerence
between the simulated values and Qsµ/es arises because the candidates also have
incentives to inﬂuence the variance of the electoral vote distribution, even if this
means decreasing the expected number of electoral votes, see Qsσ in equation
(2.7).
To get the intuition of why this is rational, consider the following example
from the world of ice-hockey. One team is trailing by one goal and there is only
one minute left of the game. To increase the probability of scoring an equalizer,
the trailing team pulls out the goalie and puts in an extra oﬀensive player. Most
frequently, the result is that the leading team scores. But the trailing team does
not care about this, since they are loosing the game anyway. They only care about
increasing the probability that they score an equalizing goal, which is higher with










depends on the variance in the state, and national, level popularity shocks.
15an extra oﬀensive player. Therefore, it is better to increase the variance in goals,
even though this decreases net expected goals.
Similarly, presidential candidates whoa r eb e h i n ds h o u l dt r yt oi n c r e a s ev a r i -
ance in electoral votes. This is done by spending more time in large states where
this candidate is behind (putting in an extra oﬀensive player). This is compen-
sated by fewer visits to states where this candidate is ahead (pulling the goalie).
Candidates who are ahead should try to decrease variance in electoral votes, thus
securing their lead. This is done by spending more time in large states where
this candidate is ahead, and reducing the number of visits where this candidate is
behind. This leads both candidates to spend more time in large states where the
expected winner is leading. This resounds the result by Snyder (1989) that parties
will spend more in safe districts of the advantaged party than in safe districts of
disadvantaged party.
To formally see why a trailing candidate increases the variance by spending
more time in states with many electoral votes where he is behind, consider equa-
tion (2.5) showing the variance, conditional on a national shock. The variance in
the number of electoral votes from a state is proportional to these votes squared.
Therefore, the eﬀect on the total variance is larger in large states. Further, the
variance in a state outcome is higher the closer the expected result is to a tie. By
visiting a state where the leading candidate is ahead, the trailing candidate moves
the expected result closer to a tie, and increases the variance in election outcome.
Similarly, decreasing the number of visits to a state where the lagging candidate
is leading increases the variance
Figure 2.4 illustrates this eﬀect in the year 2000 election. It plots the values
of the analytical expression for Qsσ/es. The lagging candidate (Bush) should put
in extra oﬀensive visits in states like Michigan and Pennsylvania, at the cost of
weakening the defense of states like Ohio. The leading candidate (Gore) should in-
crease his defense of states like Michigan and Pennsylvania, at the cost of oﬀensive
visits to Ohio.
3. Relation between Qs and actual campaigns
This section will compare the equilibrium campaign strategies to actual campaign
strategies. The ﬁrst sub-section will investigate presidential candidate visits to
states in the 2000 election, and also more loosely discuss visits during the 1988-
1996 elections. The second sub-section will study the allocation of campaign
advertisements across media markets in the 2000 campaign. Finally, the last sub-





























Forecasted democratic vote shares
Figure 2.4: Incentive to inﬂuence variance
section estimates the impact of the actual campaigns on the election results.
3.1. Campaign visits









and the number of days spent in each state should be proportional to Qs.
The Bush and Gore campaigns were very similar to the equilibrium campaign
based on September opinion polls. The actual number of year 2000 campaign
visits, after the party conventions, and Qs,a r es h o w ni nF i g u r e3 . 1 . 10 Campaign
visits by vice presidential candidates are coded as 0.5 visits. The model and the
candidates’ actual campaigns agree on 8 of the 10 states which should receive
most attention. Notable diﬀerences between theory and practice are found in
Iowa, Illinois and Maine, which received more campaign visits than predicted, and
Colorado, which received less. Perhaps extra attention was devoted to Maine since
10I am grateful to Daron Shaw for providing me with the campaign data.
17its (and Nebraska’s) electoral votes are split according to district vote outcomes.
Other diﬀerences could be because the campaigns had access to information of
later date than mid September, and because aspects not dealt with in this paper
matter for the allocation. The raw correlation between campaign visits and Qs is
0.91. For Republican visits the correlation is 0.90 and for Democratic visits, 0.88.
A tougher comparison is that of campaign visits per electoral vote, ds/es, with
Qs/es. The correlation between ds/es and Qs/es was 0.81 in 2000.
Next, I look at the 1996, 1992, and 1988 campaigns. For these campaigns,
only presidential visits are available. The correlation between visits and Qs during
those years are: 0.85, 0.64, and 0.76 respectively. But this is mainly a result of
presidential candidates spending more time in large states. For the 1996, 1992,
and 1998 elections, the correlation between ds/es and Qs/es was 0.12, 0.58, and
0.25 respectively. An explanation for the poor ﬁt in 1996 and 1988 may be that
these elections were, ex ante, very uneven. The expected Democratic vote shares
in September of 1996, 1992, and 1988 were 56, 50, and 46 percent. In uneven races,
perhaps the candidates have other concerns than maximizing the probability of
winning the election.
A possible explanation for the diﬀerence between the actual and optimal cam-
paigns is that presidential candidate visits target media markets instead of states.
In Appendix 6.6, this situation is modelled. The main new feature is that there
are spillovers across states as media markets cross state boundaries. This increases
the number of visits seen in New York and Massachusetts. The presidential can-
didates choose to visits the media markets in New York and Boston because they
cross into states which are important for re-election concerns. However, this does
not explain why Iowa, Illinois and Maine received more visits, or why Colorado
received less than expected. Instead, as the candidates did not visit New York
and Massachusetts, this decreases the correlation between the actual and optimal
visits.
A complication is that candidates should consider in what media markets
their visit will be reported, rather than what markets they visit. A presidential
candidate visit to L.A. may be covered also in surrounding Californian media
markets. A more direct way to study targeting of media markets is to examine in
which media markets the campaigns choose to air their advertisements.
















































(Utah, Texas, Rhode Island, Oklahoma, Texas, 
Nebraska, Massachusetts, Kansas, Idaho) = 0 for both series. 
Actual  campaign visits
Figure 3.1: Actual and equilibrium campaign visits 2000
193.2. Campaign advertisements
Appendix 6.5 models the decision of presidential candidates to allocate advertise-
m e n t sa c r o s sD e s i g n a t e dM a r k e tA r e a s( D M A s ) . 11 In that model, two presidential
candidates have a ﬁxed advertising budget I to spend on am ads in each media






J = R,D,w h e r epm is the price of an advertisement. Media market m contains
am a s svms voters in state s.V o t e r sa r ea ﬀected by campaign advertisements as
captured by the increasing and concave function w(am). Av o t e ri in media market













≥ Ri + ηs + η.
In equilibrium both candidates choose the same advertising strategy. Advertising










Qm is the sum of the Qs of the states in the media market weighted by the share
of the population of state s that lives in media market m.
The advertisement data is from the 2000 election and was provided by the
Brennan Center.12 It contains the number and cost of all advertisements relating
to the presidential election, aired in the 75 major media markets between Septem-
ber 1 and Election Day. The data is disaggregated by whether it supported the
Republican, Democrat, or independent candidate, and by whether it was paid for
by the candidate, the party or an independent group. The cost estimates, pm, are
average prices per unit charged in each particular media market. The estimates
are done by the Campaign Media Analysis Group. Advertisements were only aired
in 71 markets. Therefore there are only cost estimates in these 71 markets. The
11AD M Ai sd e ﬁned by Nielsen Media Research as all counties whose largest viewing share is
given to stations of that same market area. Non-overlapping DMAs cover the entire continental
United States, Hawaii and parts of Alaska.
12The Brennan Center began compiling this type of data for the 1998 elections. According to
t h e m ,n os u c hd a t ae x i s t se l s e w h e r ef o ra n yo t h e r election. This is a new and unique database.
20data set recorded a total of 174 851 advertisements, for a total cost of $118 million,
making an average price of $680. The Democrats spent $51 million, while Repub-
licans spent $67 million. To measure total campaign eﬀorts, I sum together the
advertisements by the candidates, the parties and independent groups supporting
the Democratic or Republican candidate.
The model and the data agree on the two media markets where most ads should
be aired (Albuquerque - Santa Fe, and Portland, Oregon); see Figure 3.2. These
two markets has the highest eﬀect on the win probability per advertising dollar. In
third place the model puts, Orlando - Daytona Beach - Melbourne, while the data
has Detroit (number four in the model). The correlation between actual campaign
advertisement and equilibrium advertisement is 0.75. That few advertisements
were aired in Denver is consistent with the few candidate visits to Colorado,
see Figure 3.1. The few advertisements in Lexington are more surprising, since
candidate visits to Kentucky were close to the equilibrium number.



















Albuquerque - Santa Fe covers a population of 1.4 million in New Mexico (nms
nm =
0.95), and 70 000 in Colorado (nms
nm =0 .05). (i) Since New Mexico has a forecasted
Democratic vote-share of 51.8%, it has a very high value of Qs per electoral vote,
see Figure 2.3. (ii) Since New Mexico is a small state with only 1.8 million
inhabitants, it has a high number (2.7) of electoral votes per capita. (iii)A t
the same time, the average cost of an ad per million inhabitants in the media
market is only $209, compared to the average media-market cost, which is $270.
In comparison, the Detroit media market lies entirely in Michigan which has the
highest value of Qs per electoral vote. However, being a fairly large state, Michigan
only has 1.8 electoral votes per million inhabitants. Further, the average cost of
an ad in Detroit is $239. Therefore the, the marginal impact on the probability
of winning per dollar is lower than in Albuquerque - Santa Fe.
To see whether the actual advertisements responded independently to changes
in price and Qm, assume that u(am)=l n( am). Then
ln(a
∗
m)=c +l n( Qm) − ln(pm). (3.3)






























Figure 3.2: Total number of advertisements Sept. 1 to election day and Qm/pm,
for the 75 largest media markets








The candidates were responsive, both to changes in Qm and pm, and the elasticities
are both close to one. Finally, one can note that since the correlation between
price and market size is close to one (0.92), there is no clear relationship between
market size and the number of ads (corr(dm,n m)=−0.09).
Via the price, the size is instead captured in the costs. Assuming log utility,
equilibrium expenditures, pma∗
m, are proportional to Qm. Empirically, the simple
correlation between advertisement costs, pmam, and Qm is 0.88. Figure 3.3 plots
equilibrium and actual advertising costs by market.
3.3. Estimating the eﬀect of campaign visits on election outcomes
To complete the description of optimal strategies, the decreasing marginal impact
of campaign visits and advertisements should be estimated. This has been rele-
gated to this last section since the estimation is not fully consistent with theory,
and because this estimation is rather imprecise. If Democrats and Republicans



























Figure 3.3: Total advertisement expenditures Sept. 1 to election day and Qm,f o r
t h e7 5l a r g e s tm e d i am a r k e t s
then ∆us =0 , and no eﬀects can be estimated. In reality they do not. Under
the assumption that ∆us is not correlated with the popularity shocks, the ef-
fect of campaign visits may be estimated by including ∆us in equation (2.9) and
re-arranging
γst + b βXst | {z }
b εst
= ∆us − ηst − ηt.




then the parameters γ and α determine the strength and decreasing marginal
impact of campaign visits. Estimating the equation












− ηst − ηt
yields the estimated parameter values, b α =0 .34, and b γ =0 .018. The estimate
implies that if the Gore spent one and Bush no days in a state, then Gore would
gain 0.7 percentage points; if Gore spent two and Bush one, then Gore would gain
0.2 percentage points; if Gore spent ten and Bush seven days in a state (as was the
23case in Florida), then Gore would gain 0.2 percentage points.13 These eﬀects are
similar to those of Shaw (1999) who estimated the eﬀect of one extra campaign
visit to 0.8 extra points in the opinion polls, which, according to the estimates in
this paper, corresponds to an increase in of 0.4 percentage points in the election.
















The estimated b α implies that the marginal impact of an additional campaign
visit declines slower than the earlier logarithmic utility speciﬁcation. Therefore,
equilibrium campaign visits increase more than proportionally to Qs.
It is not meaningful to do the same analysis for the TV-advertising, since
there are too few observations. The advertising data is only available for the 2000
election. Also, while the advertising data is by media market, the vote data is
only by state. Still a simple look at some correlations may be informative. The











is 0.24. Figure 3.4 plots the diﬀerence in this weighted number of advertisements
in a state against the forecasting error in percent.
13A complication is that if ∆ust 6=0 , then the estimated equation (2.9) is incorrectly speciﬁed.
However, including ∆ust and re-estimating this equation makes little diﬀerence (the correlation
between Qs/vs estimated with and without ∆ust is 0.996).
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4. Direct national presidential vote
This section will explore the distributional eﬀects of an institutional reform,
namely, the change to a direct vote for president. First the equilibrium under
Direct Vote will be calculated using the same methodology that was used for the
Electoral College. Next, the diﬀerences between allocation under the Electoral
College and Direct Vote will be discussed. The section ends with a discussion
of which electoral system is likely to generate a more unequal distribution of re-
sources.
Suppose the president is elected by a direct national vote. The number of
Democratic votes in state s is then equal to
vsFs(∆us − η − ηs).
T h eD e m o c r a t i cc a n d i d a t ew i n st h ee l e c t i o ni f
X
s






The number of votes won by candidate D is asymptotically normally distributed


















See Appendix 6.7 for the explicit expression for σ2













Both candidates again choose election platform subject to the budget constraint.
Given that the concavity conditions are satisﬁed, the following proposition char-
acterizes the equilibrium allocation.
Proposition 2. A pair of strategies for the parties
¡
dD,d R¢
that constitute a NE
in the game of maximizing the expected probability of winning the election must
satisfy dD = dR = d∗, and for all s and for some λ > 0
Qsvu
0 (ds)=λ. (4.2)
The variable Qsv measures the expected number of marginal voters in state s,
evaluated at combinations of national shock and state level shocks which would
cause a draw, weighted by the likelihood of these shocks.15
The main diﬀerences between allocation under Direct Vote and under the
Electoral College are evident from the expressions for µv and µ. First, the number
of electoral votes in µ has been replaced by the number of popular votes in µv.
The incentives to visit states under the Electoral College was roughly proportional
to the number of electoral votes. Under Direct Vote, these incentives are instead
roughly proportional to the number of popular votes.
Second, the variance in state shocks σ2
s in µ has been replaced by the sum of
variances in state shocks and preferences, σ2
s+σ2
fs, in µv. A consequence of this is
that allocation under Direct Vote is not very sensitive to the forecasted political
bias (vote shares) in the states, µs.S i n c eσfs is about thirteen times larger than
σs, this is as if the state-level shocks in the Electoral College model were fourteen
15This is shown in Appendix 6.7. The correlation between Qsv and the average marginal voter
densities, evaluated all simulated national election outcomes with a margin of victory closer than
2%, is 0.999.
26times their actual size. As discussed in Section 2.2, a larger variance in the state-
level shocks implies that Qsµ/es depends less on forecasted vote shares.
This second diﬀerence also implies that while µv depends on σfs, µ does not.
Under the Direct Vote system, candidates compare how many extra votes they
would get by visiting one state compared to the number of votes they would win
by visiting another. Therefore the allocation is sensitive to the share of marginal
voters in each state, which is captured by the variance in the state preference
distribution, σfs. On the contrary, the share of marginal voters is not important
under the Electoral College system. Under this system, the presidential candidates
care about whether they win the support of the median voter in the state, they
do not care about how many marginal voters there are to his left or right.
Although Qsv is not very sensitive to forecasted Democratic vote shares in the
states, it is quite sensitive to the forecasted national vote share. The amplitude of
all Qsv is higher when the national election is expected to be close. This is since
the likelihood of a draw is then much higher.
Under Direct Vote, the candidates also have an incentive to inﬂuence the vari-
ance in the vote outcome. Again, candidates who are behind try to increase this
variance and candidates who are ahead try to decrease it. The trailing candidate
increases the variance by spending more time in large states where he is behind.
This moves the expected result closer to 50-50, which increases the number of mar-
ginal voters, and thus increases the variance. However, since the share of marginal
voters is not very sensitive to expected vote shares, this inﬂuence is small.
The allocation under Direct Vote depends crucially on the estimated variance
in the preference distribution, σ2
fs. Therefore, the restriction σfs =1is removed
in the maximum likelihood estimation of equation (2.8), as well as the assumption
that σs is the same for all states. The identiﬁcation of σfs and σs is not trivial. If
the election outcome in a certain state varies a lot over time, is this because the
state has many marginal voters or is it because the state has been hit by unusually
large shocks which have shifted voter preferences? The model solves this problem
by identifying σfs b yt h er e s p o n s ei nv o t es h a r e st os h o c k st h a ta r ec o m m o nt oa l l
states, and shocks which are measurable. Speciﬁcally, σfsare empirically identiﬁed
by the covariation between vote shares and: economic growth at national and
state level, incumbency variables, home state of the president and vice president,
and dummy variables. States where the vote share outcome covary strongly with
economic growth, etc., are thus estimated to have many marginal voters. Maine
is estimated to have the largest share of marginal voters while California has the
smallest. The variance in the state popularity-shocks, σ2
s, is largest in the southern
27states, such as Mississippi and South Carolina, and lowest in Ohio, Indiana and
Michigan.
Which political system creates a more unequal distribution of resources? I
will look at the allocation of advertising expenditures per capita under the two







































Since the variables determining the allocation under the two systems are dif-
ferent, it is not possible on theoretical grounds to determine which system will
generate more unequal distribution of resources. This will depend on (i) whether
electoral votes per capita varies more than voter turnout (votes per capita), and
(ii) whether the probability of being a decisive swing state per electoral vote varies
more than the share of marginal voters. The left hand plot in Figure 4.1 shows
that Electoral votes per capita million varies more than voter turnout. While
Wyoming has four times as many electoral votes per capita as Texas, Minnesota
only has 1.7 times as high voter turnout as Hawaii. The right hand plot shows
that the probability of being a decisive swing state per electoral vote varies more
than the share of marginal voters. While Maine is estimated to have twice as
large a share of marginal voters as California, Michigan has inﬁnitely larger
Qs
es
than New York or Texas.
Given these results, it is not surprising that the equilibrium allocation of ad-
vertisement expenditures across advertisement markets is much more equal under
D i r e c tV o t e .T h i si ss h o w ni nF i g u r e4 . 2 .
Finally Figure 4.3 shows the per capita weight (Qs respectively Qsv)g i v e nt o
states under the Electoral College system and the Direct Vote system. Under the
present system, the allocation of campaign visits and advertisements has been
approximately proportional to this weight, see Figures 3.1 and 3.3. The scale
on the y-axis is normalized so that 1 represents an equal per capita weight to
all states. For example, under the Electoral College, Delaware receives about


































































Figure 4.1: Variables creating unequal distribution under the Electoral College
and Direct Vote
Hampshire and New Mexico are also winners under the Electoral College system
while states like Texas, Massachusetts and Utah would gain from a reform.
Incentives to redistribute campaign resources unequally are much stronger un-
der the Electoral College than under Direct Vote. As I show in Strömberg (2002a),
the incentives to allocate federal civilian employment unequally for political pur-
poses, are also much stronger under the Electoral College than under Direct Vote.
However, these incentives are weaker for federal employment than for campaign
expenditures. The reason is that the uncertainty about the election outcome is
larger when decisions about federal employment are taken than during the election
campaign. Therefore Qs are more evenly distributed across states when relating
to federal employment. As a result, while the principles for political campaigning
(studied by Brams and Davis (1974), or Nagler and Leighley (1992)) are the same
as for political distribution of funds (studied by, for example Wright (1974) and
Wallis (1996)), the optimal allocations are diﬀerent.
Note that Qsv does not measure average ”voting power”, that is, the proba-
bility that an average voter in state s is decisive in the Direct Vote system. It
measures the expected number of voters in state s who are decisive and at the
same time swing voters (indiﬀerent between voting for D and R ). In contrast,
under the Electoral College, Qs measures ”voting power”. In this model with a
continuum of voters, a vote is decisive when the state is decisive and the state
election is exactly tied. This implies that while the allocation of resources under








































































































































































































































































































































































































































































Figure 4.3: Treatment under the Electoral College and Direct Vote
305. Conclusion
This paper explores how the Electoral College shapes incentives for presidential
candidates to allocate resources across states. It does so by developing a proba-
bilistic voting model of electoral competition under the Electoral College system.
The model delivers a precise recommendation for how presidential candidates,
trying to maximize the probability of gaining a majority in the Electoral College,
should allocate their resources. Basically, more resources should be devoted to
states who are likely to be decisive swing states, that is, states who are decisive in
the electoral college and, at the same time, have very close state elections. The
probability of being a decisive swing state is fully characterized, both theoretically,
and empirically.
The theoretical solutions show, ﬁrst, that the probability of being a decisive
swing state is roughly proportional to the number of electoral votes. Second, this
probability per electoral vote is highest for states who have a forecasted state
election outcome which lies between a draw and the forecasted national election
outcome. For example, suppose that the Democrats are ahead 60-40 in the na-
tional polls and in Pennsylvania state polls, while the Texas state polls show a
draw. On one hand, candidate visits are more likely to inﬂuence the state election
in forecasted swing states like Texas than in states like Pennsylvania. On the
other hand, if Texas is still a swing state on election day, then the Democrats are
probably winning by a landslide anyway, while if Pennsylvania is a swing state on
election day, then the election at the national level is likely to be close.
The model shows how to strike a balance between high average inﬂuence
(Texas) and inﬂuence when it matters (Pennsylvania). The more correlated state
outcomes are, the more attention should be given to states like Pennsylvania.
The maximum attention should typically be given to states with polls halfway
between a draw and the national polls, around 55-45 in this example. The model
also shows that candidates who are trailing should try to go for large states where
they are behind. Even if this decreases the expected number of electoral votes
that the candidate gets, it increases the variance in the outcome and therefore the
probability of winning.
The model is applied to presidential campaign visits across states during
the 1988-2000 presidential elections, and to presidential campaign advertisements
across media markets in the 2000 election. The actual allocation of these resources
closely resembles the optimal allocation in the model. In the 2000 election, the
correlation between optimal and actual visits by state is 0.91, and the correlation
31between optimal and actual advertisement expenditures by advertising market is
0.88.
The paper ﬁnally analyses how the allocation of advertisements across media
markets would change under an institutional reform, namely the transition to a
direct national vote for president. The allocational principles are quite diﬀerent
under the two systems, and the incentives to favor certain markets are much
stronger under the electoral college than under the direct vote, causing a more
unequal distribution of resources.
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356. Appendix
6.1. Proof of Proposition 1
Symmetry. The best-reply functions of candidates D and R are characterized by





























for all s. Suppose that dD 6= dR. This means that dD
s <d R
s for some s, implying
that λ
D > λ
R by equation (6.1). Because of the budget constraint, it must be the
case that dD
s0 >d R
s0 for some s0, which implies λ
D < λ
R, a contradiction. Therefore,
λ
D = λ
R which implies dD
s = dR
s for all s.
Uniqueness: Suppose there are two equilibria with equilibrium strategies d and
d0 corresponding to λ > λ
0. The condition on the Lagrange multipliers implies ds >
d0
s for all s which violates the budget constraint. Therefore, the only possibility is
λ = λ
0 which implies ds = d0






















































































D. First, note that both dR∗
s and dD∗
s are weakly increasing in
Qs.S u p p o s eR visits (dR∗
s > 0)t h ex states with the highest Qs and D visits the














s . Since D spends more time in all states which both visit, D must
visit fewer states, and x>y . Therefore, there must be some state s0 which R
visits but D does not. In this state
λ
D >Q su








But this contradicts the assumption λ
R > λ
D. Therefore, non-interior equilibria
are also symmetric, dD = dR. In these equilibria, both candidates make the same
number of visits to the x states with the highest Qs.
6.3. Derivation of Qs
From Proposition 1,
























s es − µ
σE
.
To see that Qs is approximately the joint probability of a state being decisive
in the Electoral College at the same time as having a close election, note that
disregarding state s0, the electoral electoral vote outcome,
P
s6=s0 Dses, is approx-
imately normally distributed with mean








sGs (·)(1− Gs (·)). (6.3)



















































Next, given a national shock, η, the probability that the outcome in the state lies
w i t h i nt w op e r c e n to fad r a we q u a l s
Gs
£









To a ﬁrst-order approximation, this equals:
gs [−µs − η]σfs
¡
Φ




Conditional on the national shock, the events that the state has a close election
and that the state is decisive are independent. Therefore the joint probability
is the product of the two probabilities. The unconditional probability of being























gs (−µs − η)h(η)dη
The only diﬀerence between the above expression and Qs, apart from the scale
factor for two percent closeness, is that σE has been replaced by the smaller σE−s0.
The diﬀerence between σE−s0 and σE is small ( typically around one percent).
16This way of calculating the probability of being pivotal was developed by Merrill (1978).
38T h ev a l u e so fQs reported in the paper have been scaled by Φ−1 (.51)−Φ−1 (.49)
to be comparable to the simulated values of Section 2.1. In 3.3 percent of the 1
million simulated elections, Florida was decisive in the Electoral College and had
a state margin of victory of less than 2 percent. The scaled Qs for Florida was
3.5 percent. To get the probability that the state margin of victory is within, say













formula, the probability of a state being decisive in the Electoral College, and at
the same time having an election result with a state margin of victory less than
1000 was 0.00015 in Florida in the 2000 election. The probability that this would
happen in any state was .0044. The probability of a victory margin of one vote in
Florida is 0.15 per million, and the probability of this happening in any state is
4.4 per million. The state where one vote is most likely to be decisive is Delaware,
where it is decisive .4 times in a million elections.
To arrive at a simpler form for Qsµ,d oaﬁrst order Taylor expansion of the




s es, that is the value of the national shock which makes the expected













esgs (−µs −e η).
Since the mean of the electoral votes, µ(η), is much more sensitive to national





























This approximation is very good. Figure 6.1 shows the true, tﬁ,a n dt h ea p p r o x -
imated functions, pﬁ. The values are calculated for an interval of four standard










gs (−µs − η)h(η)dη.
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Qsσ is calculated using numerical integration.
6.4. Regional swings
The model is now extended to allow for regional popularity swings. These swings
are captured by the parameters ηr,( r =1 ,2,3, or 4, depending on whether the
40state is in the Northeast, the Midwest, the South or the West). A voter i in state













≥ Ri + ηs + ηr + η.
All four regional swing parameters, ηr, are independently drawn from the same
normal distribution with mean zero and variance σ2
r.
The equilibrium (∆us =0 ) election result in one state equals







µfst+ ηst + ηrt + ηt
¢
.
This is a hierarchical random-eﬀects model. Assuming that σf =1 , and
given the national and regional shocks, γst is normally distributed with mean
−
¡
µfs+ ηrt + ηt
¢
and variance σ2






































The parameters are estimated using maximum likelihood estimation. As re-
ported in the main text, the estimated state and national level shock variances are
similar to those estimated without allowing for regional shocks, σs,post1984 =0 .084,
and σ =0 .038. The standard deviation of the regional shock is σr =0 .054 before
state level forecasts were available in 1988. However, after 1988, the standard
deviation of the regional shocks is zero. Taking into account the information of
September state-level opinion polls, there are no signiﬁcant regional swings.
Even though there were no signiﬁcant regional shocks in this case, it is interest-
ing to know how the equilibrium would change with regional shocks. Conditional
41on the national and regional shocks, the state outcomes within each region are in-









































srGsr (·)(1− Gsr (·)).
To estimate the distribution of electoral votes, independent of the regional shocks,
do a Taylor-expansion of µr around µ
¡
dD,d R,ηr =0 ,η
¢






































esrgsr (∆usr − µsr − η).













42The total election outcome, the sum of the regional outcomes, is normally












esGs (∆us − µs − η)=
S X
s=1





































The mean is the same as without regional swings. However, allowing for regional
correlation increases the variance in the electoral vote outcome, σ2
E. This will have
two eﬀects. Most importantly, Qs becomes less sensitive to vote shares, as the
variance of the normal form curve of Figure 2.3 increases. Therefore it becomes
more important to visit large states, such as California, rather than states where
the outcome is close to 50.8 percent. Secondly, it becomes more important to
be close to 50 percent relative to the national shock. This is apparent from
the mathematical expressions for the mean and variance of that distribution, see
equation (2.10), and footnote (4).
6.5. Campaign advertisements
This Appendix analyses the decision of presidential candidates to allocate adver-
tisements across media markets.Two presidential candidates: R and D, select the






J = R,D.M e d i am a r k e tm contains a mass vms of voters in state s.V o t e r sa r e
aﬀected by campaign advertisements as captured by the function w(am). Av o t e r













≥ Ri + ηs + η.
In each media market m in state s, the individual speciﬁc preferences for can-
didates, Ri, are distributed with cumulative density function Fs. The state and
national-level popularity-swings are drawn from the same distributions as before.
43The share D votes in media market m in state s equals
Fs(∆wm − ηs − η).
D wins the state if X
m






















D wins state s if





















n o wp l a y st h es a m er o l ea s∆us in Section 2, see equation

















Similarly, the best reply function of R is characterized by equation (6.6), replacing
superscripts D by R. Because of the ﬁxed budget constraint, the allocations must
be symmetric, λ
D = λ

















Proposition 3. A pair of strategies for the parties
¡
aD,a R¢
that constitute a NE
in the game of maximizing the expected probability of winning the election must













44Qm is the sum of the Qs of the states in the media market weighted by the share
of the voting population of state s that lives in media market m.












6.6. Visits to media markets
One possible objection is that candidates do not choose which states to visit, but
rather which media markets. Suppose that instead of buying ads, the candidates
can decide which media markets to visit. A voter i in media market m in state s













≥ Ri − Di + ηs + η.
This model is the same as the advertising model with the same price for a visit,




m)Qm = λ. (6.8)
To compare this allocation to the optimal allocation when the state was the
unit of analysis, the visits to a media market was distributed across states accord-









Qm and e ds were calculated using data on the 75 largest Designated Market Ar-
eas (DMA’s) used by Nielsen Media Research. A DMA consists of all counties
whose largest viewing share is given to stations of that same market area. Non-
overlapping DMA’s cover the entire continental United States, Hawaii and parts
of Alaska. The resulting allocation of visits to media markets, distributed across
states, is shown in Figure 6.2, and compared to the equilibrium visits to states.






















































Figure 6.2: Visits to media markets, allocated across states
46The resulting allocations are quite similar. Since media markets cross state
borders, there are spillovers. This is why New York and Massachusetts receive
more visits, and New Hampshire less, if candidates target media markets. Second,
states which are more diﬃcult to cover receive more visits. To get the intuition,
consider two identical states, except that one is covered by a single media market
and the other by two of equal size. Suppose both candidates make four visits to
each state: in the state with two media markets they visit both markets twice.
In this case, the marginal impact of a visit on the probability of winning must
be higher in the state with the two media markets. In this state each voter has
only seen the candidates twice while each voter in the other state has seen the
candidate four times.
It may also be interesting to know the average number of times people living
in a state get the chance to see the candidates. The number of equilibrium visits









This is highest in Delaware, Michigan, and Pennsylvania. Because of its many
media markets, Florida only comes in eighth place.
6.7. Direct presidential vote









Fs(∆us − η − ηs)gs (ηs)dηs
= Φ
































17This is not completely trivial. Contact the author for details.











































The derivative of PD ¡
zD,zR¢
with respect to ∆us equals





























































































Using this information, Qsvµ may be calculated either using the same type of
approximation as used for Qsµ, or by numerical integration. The second term,
48Qsvσ, is calculated by numerical integration. However, it turns out that this eﬀect
is negligible compared to Qsvµ.
The interpretation of Qsvµ is the following. Conditional on η, the expected





















































which is the same as Qsvµ.
6.8. Is the electoral vote outcome normally distributed?
This appendix plots the distributions of election outcomes for all elections 1948-
2000, with and without using the asymptotic normal distribution. To avoid nu-
merical integration over η, the following extra approximation is exploited. Using
the asymptotic distribution, the approximate probability of D vote share higher
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Figure 6.3: Frequency histograms for 100 000 simulated elections, and their as-
ymptotic distribution, for each election 1948-2000
In the Figure 6.3, this distribution is plotted together with the frequencies of the
simulated electoral vote outcomes. As is evident from the graphs, simulated dis-
tributions are not very diﬀerent from the approximations. The solid line denotes
half the number of electoral votes. In Figure 6.4, the simulated and approximate
cumulative frequencies are plotted. The non-approximated distributions are nice
and uni-modal, and the approximate distributions seem to follow them closely. In
terms of the decision problem of the candidates, the relevant statistic is the cor-
relation between Qs and the joint likelihood of a state being decisive and having
a close election, as shown in Figure 2.1.
6.9. Data deﬁnitions and sources
The data-set contains state elections for the 50 states 1948-2000, except Hawaii
and Alaska which began voting in the 1960 election. During this period there
50Cumulative distribution 1948
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Figure 6.4: Simulated and asymptotic cdf, 100 000 simulated elections, for each
election 1948-2000.
51were a total of 694 state-level presidential election results. Of this total, 13 state
elections were excluded, leaving a total of 681 observations. Four elections in
Alaska and Hawaii were excluded because there were no lagged vote returns. Nine
elections are omitted because of idiosyncracies in Presidential voting in Alabama
in 1948, and 1964, and in Mississippi in 1960; see Campbell 1992.
• Dmvote: state Democratic percentage of the two-party presidential vote.
Source: 1940-1944, ICPSR Study 0019; 1948-1988, Campbell; 1992, 1996,
Statistical Abstract of the United States 2000; 2000, Federal Election Com-
mission, 2000 OFFICIAL PRESIDENTIAL GENERAL ELECTION RE-
SULTS.
• Electoral votes won (by state). Source: National Archives and Records
Administration.
• National trial-heat poll results. Source: 1948-1996, Campbell (2000); 2000,
Gallup.
• Second quarter national economic growth, multiplied by 1 if Democratic
incumbent president and -1 if Republican incumbent president. Source:
August or September election year issue of the Survey of Current Business,
U.S. Department of Commerce, Bureau of Economic Analysis.
• Growth in personal state’s total personal income between the prior year’s
fourth quarter and the ﬁrst quarter of the election year, standardized across
states in each year, multiplied by 1 if Democratic incumbent president and
-1 if Republican incumbent president. Source: Survey of Current Business,
U.S. Department of Commerce, Bureau of Economic Analysis.
• Incumbent: 1 if incumbent president Democrat, -1 if incumbent president
Republican.
• Presinc: 1 if incumbent Democratic president seeking re-election, -1 if in-
cumbent Republican president seeking re-election.
• President’s home state: 1 if Democratic president home state, -1 if Repub-
lican (0.5 and -0.5 for large states (New York, Illinois, California). Source:
Campbell 1948-1988; 1992-2000: Dave Leip’s Atlas of U.S. Presidential Elec-
tions.
52• Vice president’s home state: 1 if Democratic president home state, -1 if
Republican (0.5 and -0.5 for large states (New York, Illinois, California).
Source: Campbell 1948-1988; 1992-2000: Dave Leip’s Atlas of U.S. Presi-
dential Elections.
• Average ADA-scores: Average ADA-scores of state’s members in Congress
year before election. Source: Tim Groseclose
(http://faculty-gsb.stanford.edu/groseclose/homepage.htm).
• Legis: Partisan division of the lower chamber of the state legislature after
the previous midterm election. Index is Democratic share of state legisla-
tive seats above the 50% mark. Two states, Nebraska and Minnesota, held
nonpartisan state legislative elections for all (Nebraska) or part (Minnesota
of the period under study. In the case of Nebraska, the state legislative di-
vision was estimated based on the ranking of states of Wright, Erikson, and
McIver’s state partisan rankings based on public opinion data. Using this
index, Nebraska was assigned the mean partisan division of the state most
similar to it on the public opinion index, the nearly equally Republican state
of North Dakota. The partisan division of the Minnesota legislature in its
nonpartisan years (before 1972) is coded as the mean of its partisan division
once it reformed to partisan elections (62% Democratic). Washington D.C.
was as having the same partisan division as Maryland. Source: 1948-1988,
Campbell; 1992-2000, Statistical Abstract of the United States.
• State-level opinion polls. Democratic share of two party vote. Source: Pre-
election issues of the Hotline (www.nationaljournal.com).
• Regional dummy variables, see Campbell.
• Participation rate: 1948-1988, Shachar and Nalebuﬀ (1999), voting age pop-
ulation 1992-2000, and votes cast 2000, Federal Election Commission, votes
cast 1992, 1996, Statistical Abstract of the United States.
53Table 1. Dependent variable: γ st , Φ




Second quarter economic growth 0.064
(0.010)







Lagged democratic share of two-party vote, 0.266
difference from national mean (0.032)
Twice lagged democratic share of two-party vote, 0.216
difference from national mean (0.025)
Home state of presidential candidate 0.175
(0.028)
Home state of vice presidential candidate 0.056
(0.023)




Democratic vote-share in midterm state legislative election 0.020
(0.007)
State variables, 1988-2000
Lagged democratic share of two-party vote, 0.515
difference from national mean (0.081)
Twice lagged democratic share of two-party vote, 0.074
difference from national mean (0.070)
Average ADA-scores 0.0009
(0.0004)






σ s1948-1984  - σ s1988-2000 0.025
(0.005)
Average prediction error (percentage points) 3.0
Number of observations 681 
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