Abstract Autoregressive logistic regression models have been successfully applied in medical and pharmacology research fields, and in simple models to analyze weather types. The main purpose of this paper is to introduce a general framework to study atmospheric circulation patterns capable of dealing simultaneously with: seasonality, interannual variability, long-term trends, and autocorrelation of different orders. To show its effectiveness on modeling performance, daily atmospheric circulation patterns identified from observed sea level pressure fields over the Northeastern Atlantic, have been analyzed using this framework. Model predictions are compared with probabilities from the historical database, showing very good fitting diagnostics. In addition, the fitted model is used to simulate the evolution over time of atmospheric circulation patterns using Monte Carlo method. Simulation results are statistically consistent with respect to the historical sequence in terms of (1) probability of occurrence of the different weather types, (2) transition probabilities and (3) persistence. The proposed model constitutes an easy-to-use and powerful tool for a better understanding of the climate system.
Introduction
The study of atmospheric patterns, weather types or circulation patterns, is a topic deeply studied by climatologists, and it is widely accepted to disaggregate the atmospheric conditions over regions in a certain number of representative states. This consensus allows simplifying the study of climate conditions to improve weather predictions and a better knowledge of the influence produced by anthropogenic activities on the climate system (Huth 2000 (Huth , 2001 Huth et al. 2008; Philipp et al. 2010) .
The atmospheric pattern classification can be achieved by using either manual or automated methods. Some authors prefer to distinguish between subjective and objective methods. Strictly speaking, both classifications are not equivalent because, although automated methods could be regarded as objective, they always include subjective decisions. Among subjective classification methods and based on their expertise about the effect of certain circulation patterns, (Hess and Brezowsky 1952) identify up to 29 different large scale weather types for Europe. Based on their study, different classifications have been developed, for instance, (Gerstengarbe and Werner 1999, 2005) and (Werner and Gerstengarbe 2010) among others. To avoid the possible bias induced by subjective classification methods, and supported by the increment of computational resources, several automated classification (clusterization) methods have been developed, which may be divided into 4 main groups according to their mathematical fundamentals: (1) threshold based (THR), (2) principal component analysis based (PCA), (3) methods based on leader algorithms (LDR), and (4) optimization methods (OPT). A detailed description of all these methods and their use with European circulation patterns can be found in (Philipp et al. 2010) .
Once the atmospheric conditions have been reduced to a catalogue of representative states, the next step is to develop numerical models for a better understanding of the weather dynamics. An appropriate modeling of weather dynamics is very useful for weather predictions, to study the possible influence of well-known synoptic patterns such as East Atlantic (EA), North Atlantic Oscillation (NAO), Southern Oscillation Index (SOI), etc., as well as to analyze climate change studying trends in the probability of occurrence of weather types, and so on. For example, (Stefanicki et al. 1998 ) investigated long term trends in annual frequencies associated with weather types, demonstrating the utility of weather classification for climate change detection beyond its short-term prognosis capabilities. Nicolis et al. (1997) studied the dynamics of weather types using 1st order Markovian and non-Markovian models, however seasonality is not considered. Jordan and Talkner (2000) introduced a seasonal Markov chain model to analyze the weather in the central Alps considering three weather types. The transition probabilities are determined using a linear logit regression model. (Pasmanter and Timmermann 2003) implemented a cyclic Markov chain to introduce the influence of the El Niño-Southern Oscillation (ENSO).
Generalized linear regression, and especially autoregressive logistic regression, has proved to be a promising framework for dealing with seasonal Markovian models, and not only for atmospheric conditions. Similar models have been applied successfully in medical and pharmacological research fields (de Vries et al. 1998; Bizzotto et al. 2010; Plan et al. 2012) . The main advantages of autoregressive logistic regression (ALR) are that (1) it can be used to model polytomous outcome variables, such as weather types, and (2) standard statistical software can be used for fitting purposes.
The aim of this paper is twofold; firstly, to introduce autoregressive logistic regression models in order to deal with weather types analysis including: seasonality, interannual variability in the form of covariates, long-term trends, and Markov chains; and secondly, to apply this model to the Northeastern Atlantic in order to show its potential for analyzing atmospheric conditions and dynamics over this area. Results obtained show how the model is capable of dealing simultaneously with predictors related to different time scales, which can be used to predict the behaviour of circulation patterns. This may constitute a very powerful and easy-to-use tool for climate research.
The rest of the paper is organized as follows. Section 2 provides the description of Autoregressive Logistic Models. In Sect. 3 the model is applied to the Northeastern Atlantic, interpreting results related to the different scales, and checking the model's performance on transition probabilities and persistence. Finally, Sect. 4 contains a summary and discussion on model performance, possible limitations and further applications.
Autoregressive logistic model
Traditional uni-or multivariate linear regression models assume that responses (dependent variables or outcomes) are normally distributed and centered at a linear function of the predictors (independent variables or covariates). For some regression scenarios, such as the case considered in this paper, this model is not adequate because the response variable Y is categorical and its possible outcomes are associated with each weather type (Y [ {1, 2, …, n wt } being n wt the number of weather types), which are not normally distributed. Thus the necessity to dispose of alternative regression models.
Logistic regression was originally defined as a technique to model dependent binary responses (Cox 1972; Bonney 1987) . The likelihood of the binary dependent outcome is expressed as the product of logistic conditional probabilities. (Muenz and Rubinstein 1985) introduced the capability of dealing with transition probabilities using Markov chains, which was further explored by (de Vries et al. 1998) to predict the outcome of the supervised exercise for intermittent claudication, extending the model to polytomous outcomes.
Let Y t ; t ¼ 1; . . .; n be the observation weather type at time t, with the following possible outcomes Y t [ {1, …, n wt } related to each weather type. Considering X t ; t ¼ 1; . . .; n to be a time-dependent row vector of covariates with dimensions (1 9 n c ), i.e. seasonal cycle, NAO, SOI, principal components of synoptic circulation, long-term trend, etc., the autoregressive logistic model is stated as follows:
where a i is a constant term and b i (n c 9 1) and c ij (j = 1, …, d) correspond, for each possible weather type i, to the parameter vectors associated with covariates and d-previous weather states, respectively. Note that d corresponds to the order of the Markov model. The model synthesized in Eq.
(1) provides the natural logarithm of the probability ratio between weather type i and the reference weather type i * , conditional on covariates X t and the d previous weather states, i.e. the odds. The left hand side of Eq. (1) is also known as logit. According to this expression, the conditional probability for any weather type is given by:
Note that in order to make parameters unique we impose an additional condition, which fixes the parameter values related to the reference weather i * (arbitrary chosen) to zero.
Description of the parameters
Since the purpose of this paper is to present a unique model able to reproduce different weather dynamic characteristics, including: seasonality, covariates influence, long-term trends, and Markov chains; the inclusion of these features in the model (1) will be briefly described in this subsection:
Seasonality
It is known that there is a strong seasonality on weather type frequencies, for example, Jordan and Talkner (2000) modeled this effect for the weather in the central Alps. In their work the seasonality is introduced in the model as an autoregressive term but it could be also introduced by adding harmonic factors. Here, the seasonality is introduced in the model using harmonics as follows:
where p S represents the seasonality effect on the logit, t is given in years, b 0 S correspond to annual mean values, and b 1 S and b 2 S are the amplitudes of harmonics, w = 2p/T is the angular frequency. Since b 0 S is a constant term, it replaces the independent term a i in (1). For this particular case, we choose T to be defined in years, and thus T = 1 and t is in annual scale. This means, for instance, that the time associated with day 45 within year 2000 is equal to 2000 ? 45/ 365.25 = 2000.1232. However, according to the definition of the harmonic argument (wt ¼ 2pt T ), t could be given in days, then T must be equal to 365.25.
Analogously to Autoregressive Moving Average (ARMA) models (Box et al. 1994) , seasonality can also be incorporated trough an autoregressive term at lag 365. Details about how to incorporate this autoregressive component are given in the autoregressive or Markov chain parameters description below.
Covariates
To introduce the effect of different covariates, the model is stated as follows:
where p C is the covariates effect on the logit, X is a row vector including the values of different n c covariates considered (SOI, NAO, monthly mean sea level pressure anomalies principal components, etc.), and b C is the corresponding parameter vector.
Long-term trends
The long-term trend is a very important issue because many authors, such as (Goodess and Jones 2002; Huth et al. 2008; Cahynova and Huth 2009) , perform a linear regression analysis using as predictand the probabilities of each weather type, and the time as predictor. However, mathematically speaking, this may conduct to inconsistencies, such as probabilities outside the range 0 and 1, which is not possible. To avoid this shortcoming, we use a linear regression model but for the logits, being considered as a particular case of covariate:
where p LT represents the long-term trend effect on the logit, and t is given in years. The parameter represents the annual rate of change associated with the logarithm of the probability for each weather type, divided by the probability of the reference weather type, i.e. D log
LT is a dimensionless parameter, which for small values of the coefficient may be interpreted as the relative change in the odds dp i p Ã i due to a small change in time dt. Note that (5) does not correspond to the typical trend analysis because trends are analyzed on logits. However, as numerical results show, this codification provides consistent results on long-term changes of the weather type probabilities.
Autoregressive or Markov chain
The sequence of atmospheric circulation patterns can be described as a Markov chain. Jordan and Talkner (2000) proved that a first order autoregressive logistic model is appropriate for reproducing the weather types in the central Alps. This effect can be included in the model using the following parameterization:
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where p AR d represents the autoregressive effect of order d on the logit. The order d corresponds to the number of previous states which are considered to influence the actual weather type, Y tÀj is the weather type on previous j-states, and c j is the parameter associated with previous j-state.
Note that each Y tÀj ; j ¼ 1; . . .; d in (6) corresponds to a different weather type, according to the polytomous character of the variable. In order to facilitate parameter estimation using standard logistic regression techniques, the autoregressive parts must be transformed using a contrast matrix, such as the Helmert matrix (de Vries et al. 1998 ) so that each covariate Y tÀj transforms into n wt -1 dummy variables Z t-j . The Helmer contrast matrix for transforming outcome Y t into the dummy variable row vector Z t is provided in Table 1 . According to this transformation matrix, Eq. (6) becomes:
Regarding seasonality, and according to expression (7), it can be included in the model as follows:
which corresponds to an autoregressive component at lag 365. Note that the prize for using standard logistic regression fitting is an increment on the number of parameters, i.e. from d to d 9 (n wt -1).
The model can include all these effects adding the logits, (2) can be expressed as follows:
In order to deal with different time-scales within the model: annual, monthly and daily; all the parameters to be included are transformed to the lowest scale considered, i.e. daily. Thus, we require a covariate value for each day. This value may be chosen assuming a piecewise constant function over the data period (a month for monthly data, a year for yearly data, and so on), which is the one considered in this paper, or using interpolation and/or smoothing techniques, such as splines. Note that in our case, the same covariate value keeps constant for the entire month (during 30-31 days).
Data set-up
Once the mathematical modeling is defined, this section describes the data set-up from the practical perspective. Let Y correspond to the vector of weather types at different times of dimensions (n 9 1), so that Y t 2 f1; . . .; n wt g. To deal with polytomous variables a matrix y of dimensions (n 9 n wt ) is constructed as:
Note that since only one weather type at a time is possible, P n wt j¼1 y tj ¼ 1; 8t: The matrix x of dimensions n 9 (3 ? n c ? 1 ? d 9 (n wt -1)) includes all predictors at each of the n observations. Three parameters for seasonality (3), n c parameters for covariates (4), one parameter for the long term trend (5), and d 9 (n wt -1) parameters for the autocorrelation (7). The general data setup for the autoregressive logistic regression applied to weather types is provided in Table 2 .
Note that the column associated with the seasonality constant term b 0 in (3), which corresponds to a column vector ð1; 1; . . .; 1Þ
T , must be included in matrix x depending on the standard logistic model used. While some of those models automatically include this constant, others do not.
Parameter estimation
Parameter estimation is performed using the maximum likelihood estimator, which requires the definition of the likelihood function. For a given sequence of n weather types Y, the likelihood function becomes: Table 1 Helmert contrast matrix
where H is the parameter matrix, and the auxiliary variable u ti is equal to:
Note that the likelihood function (11) is the product of univariate logistic functions.
An important issue for the appropriate modeling of weather types, is to decide whether the inclusion of a covariate is relevant or not. There are several tests and methods to deal with this problem, such as Akaike's information criteria or Wald's test. Further information related to logistic regression parameterization and fitting can be found in (Dobson 2002; Rodríguez 2007; Vidakovik 2011) .
There are several statistical software packages which are able to solve a polytomous logistic regression fitting (e.g. SYSTAT, NONMEM), but for this particular case, the function mnrfit in MATLAB has been used. This function estimates the coefficients for the multinomial logistic regression problem taking as input arguments matrices x and y from Table 2 .
Case study: weather types in the Northeastern Atlantic
In the last decade, the availability of long term databases (reanalysis, in situ measurements, satellite) allows a detailed description of the atmospheric and ocean variability all over the globe, which include the analysis and study of atmospheric patterns. To show the performance of the proposed model, Daily Sea Level Pressure (DSLP) data from NCEP-NCAR database (Kalnay et al. 1996 ) have been used. The area under study corresponds to the Northeastern Atlantic covering latitudes from 25°to 65°N and longitudes from 52.5°W to 15°E. The data record covers 55 years, from 1957 up to 2011. Note that NCEP-NCAR data records start in 1948, however it is accepted by the scientific community that recorded data up to 1957 is less reliable (Kistler et al. 2001 ). The first step to apply the proposed method is data clustering. However, in order to avoid spatially correlated variables that may disturb the clusterization, a principal components analysis is applied to the daily mean sea level pressures (DSLP). From this analysis, it turns out that 11 linearly independent components represent 95 % of the variability.
As proposed by several authors, such as (Corte-Real et al. 1999; Esteban et al. 2006) and (Kyselý and Huth 2006) among others, the non-hierarchical K-means algorithm is able to classify multivariate patterns into a previously determined number of groups, eliminating any subjectivity in the classification. To reduce the likelihood of reaching local minima with the algorithm, clusterization is repeated a hundred times, each with a new set of initial cluster centroid positions. The algorithm returns the solution with the lowest value for the objective function. In this application, the daily mean sea level pressures corresponding to the 55 years of data (n = 20,088 days), represented by 11 principal components, are classified into n wt = 9 groups.
Note that in this particular case we select 9 weather types for the sake of simplicity, to facilitate the implementation, fit and interpretation of the model results. However, the selection of the appropriate number of clusters is an open issue not solved yet. There are authors, such as (Jordan and Talkner 2000; Corte-Real et al. 1999; van den Besselaar et al. 2009 ), that defend the use of a maximum of 10 weather types, others (Maheras et al. 2004; Cahynova and Huth 2009; Izaguirre et al. 2012) claim that a higher number of weather types is required to represent the intrannual/interannual variations and seasonality appropriately. Being more specific, (Corte-Real 
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Atmospheric circulation patterns 541 et al. 1999) uses only 4 weather types to represent daily precipitation scenarios, (Esteban et al. 2006) classifies into 20 weather types the daily atmospheric circulation patterns, or for example, (Izaguirre et al. 2012 ) uses 64 weather types to study the extreme wave height variability. This paper does not solve the problem of establishing the appropriate number of weather types, which must be decided by the user according to his/her experience. But due to the facility to implement, fit and interpret model results might help establishing a rationale criteria for solving this problem. Figure 1 shows the 9 representative weather types obtained from the clusterization. For instance, the upper left subplot represents a synoptical circulation pattern with a low pressure center above the Britannic Islands while the Azores High remains southwestern the Iberian Peninsula, whereas the upper central subplot shows the Azores High with its center southwest of the United Kingdom.
Assigning arbitrarily an integer value between 1 and n wt = 9, for each weather type in Fig. 1 , we get the time series of weather types Y, which is the input for the model.
To fit the data and according to the parameterizations given in (3)-(7), long-term trend, seasonality, covariates and a first order autoregressive Markov chain are included. Each study and location may require a pre-process to select the parameters to be included according to their influence. Related to covariates, it is worth to mention that Monthly Sea Level Pressure Anomalies fluctuations (MSLPA) have been considered. These anomalies correspond to monthly deviations from the 55-year monthly averages, which allows obtaining interannual variations. This interannual modulation can be related to well known synoptic patterns, such as EA, NAO, SOI, etc. (Hurrell et al. 2003 ), but we preferred to use the principal components of the anomalies to avoid discrepancies about what predictors should be used instead. Nevertheless, we could have used those indices within the analysis. In this case, the first 9 principal components of the monthly sea level pressure anomalies (MSLPA) that explain more than 96 % of the variability are included as covariates. Figure 2 shows the spatial modes related to those principal components. Note, for instance, that the correlation between the first mode and NAO index is r = -0.618 and the correlation between the second mode and EA synoptic pattern is r = 0.482.
Model fitting
Results obtained from the application of the proposed model to the Northeastern Atlantic are described in detail.
The output given by function mnrfit is a matrixp of dimensions (n p 9 (n wt -1)) including parameter estimates by the maximum likelihood method, where n p is the number of parameters in the model and n wt is the number of weather types considered. Note that each weather type has an associated parameter except for the reference weather type, whose parameters are set to zero. The criteria to choose the final model, i.e. the order d of the auto-regressive component, seasonality, covariates, etc.
is based on statistical significance, in particular, using the likelihood ratio (LR) statistic. This statistical method is appropriate to compare nested models by comparing the deviance ratio DDev., which measures the change of fitting quality for two different parameterizations, and the chisquare distribution with Ddf ¼ Dn p Â ðn wt À 1Þ degrees of freedom. Note that Dn p is the difference in terms of number of parameters for both parameterizations. Basically, it tries to check if the increment of fitting quality induced by increasing the number of parameters is justified, i.e. does the increment on fitted parameters conduct to a better model? For instance, assuming a confidence level a = 95 %, if DDev. [ v 2 0:95;Ddf , the improvement achieved by adding n p additional parameters is significant. This test allows to analyze which parameters or covariates are relevant to represent climate dynamics in a particular location.
In order to evaluate the goodness-of-fit related to the predictors, several different fits are considered. In Table 3 , up to 7 nested models are compared depending on the predictors involved. In this table, the number of parameters (n p ), the deviance of the fitting (Dev.), the degrees of 
Note that both autoregressive components are significant. Additionally, due to the importance of long-term changes in the probabilities of occurrence of the different weather types, a model that only takes the long term trend into account has also been fitted, model VI (p LT ). This additional factor is statistically sig-
95 %;8 , which means that there is a long-term evolution on the probability of occurrence related to each weather type. However, there is an inconsistency with respect to model III, where this factor is not statistically significant. The reason for this behaviour is simple, when using covariates, the long-term effects are implicitly included in the covariates and there is no reason to include additional effects not explained by those covariates.
It is important to point out that deciding which model is more appropriate for each case depends on weather dynamics knowledge of the user, and its ability to confront or contrast its feeling about which physical phenomena is more relevant, with respect to the statistical significance of the corresponding fitted model. The main advantage of the proposed method is that it provides an statistical and objective tool for deciding what information is more relevant to explain climate variability.
Note that as said in Sect. 2.1 the seasonality constant term b 0 , which corresponds to a column vector ð1; 1; . . .; 1Þ
T is automatically included in the model depending on the standard logistic model used. Using the function mnrfit this constant is automatically added, thus the null model (a) has n p = 1 and the model fitted only with the trend (g) has n p = 2. If we consider model IV, which accounts for seasonality, MSLPA covariates, long-term trend and a first order autoregressive component as predictors (
, the model has 21 parameters, n p = 21 = 3 ? n c ? 1 ? d 9 (n wt -1) = 3 ? 9 ? 1 ? 1 9 8: (1) three for seasonality p S , (2) nine for the MSLPA principal components p C , (3) one for the long-term trend p LT , and eight for the dummy variables of the first autoregressive component p AR 1 .
Once the parameter estimates for the modelsĤ are known, the predicted probabilitiesp for the multinomial logistic regression model associated with given predictors x can be easily calculated. This task can be performed using the MATLAB function mnrval, which receives as arguments the estimated parametersĤ and the covariate valuesx. In addition, confidence bounds for the predicted probabilities related to a given confidence level (a = 0.99, 0.95, 0.90) can be computed under the assumption of normally distributed uncertainty. Note that these probabilitiesp correspond to the probability of occurrence for each weather type according to the predictor valuesx. These probabilities allow direct comparison with the empirical probabilities from the data, and the possibility to simulate random sequences of weather types. The graphical comparison between fitted model and observed data can be done in different time scales, aggregating the probabilities of occurrence within a year, year-to-year or for different values of the covariates (MSLPA). (ii) Seasonality with autoregressive term at lag 365 WT1 WT2 WT3 WT4 WT5 WT6 WT7 WT8 WT9 Model 95% CI Fig. 3 Model fitting diagnostic plot considering seasonality: (1) using harmonics (Model I), and (2) using an autoregressive term at lag 365 Atmospheric circulation patterns 545
Seasonality
To analyze the importance of seasonality, Fig. 3 shows the comparison of the probabilities of occurrence for each weather type within a year. Color bars represent cumulative empirical probabilities, and black lines represent the same values but given by the fitted model I, which only accounts for seasonality using harmonics (panel above in Fig. 3) , and also using an autoregressive term at lag 365 (panel below in Fig. 3 ). For each day within a year the bars represent cumulative probabilities of occurrence of all the 9 weather types, which are calculated for each day using the 55 data associated with each year. Note that there is a clear seasonal pattern which is captured by the model using harmonics, being circulation patterns 4, 7 and 8 the most likely weather types during the summer, while groups 1, 6 and 9 are more relevant during the winter. Comparing both ways of accounting for seasonality, the harmonic (panel above of Fig. 3 ) is capable of reproducing the seasonal behavior better than the autocorrelation term at lag 365 (panel below of Fig. 3 ). This seasonal variation through the years is also shown in Fig. 4 . In this particular case color bars represent cumulative monthly probabilities. Note that the model (black line) repeats the same pattern all over the years since we are using fitting results associated with model I. Analogously to the previous Fig. 3 , it is observed a clear seasonal pattern. For example, in the lower part of the graph it is observed how weather types 1 and 2, mostly related to winter and summer, respectively, change the occurrence probability depending on the season within the year. The same behavior is observed in the upper part of the graph related to weather types 3 and 9.
Mean sea level pressure anomalies (MSLPA)
Although model I reproduces and explains the important seasonality effect, it can be observed in Figs. 3 and 4 that there are important fluctuations and discrepancies between the empirical data and the model on a daily and monthly basis, respectively. If model IV including seasonality, MSLPA covariates, an autoregressive component of order Figs. 5 and 6 . The fitted model now explains all fluctuations both on the daily and monthly scale. Note that once the noise on daily and monthly probabilities is explained by those additional factors, the consideration of seasonality through the 365-lag autoregressive model also provides similar diagnostic fitting plots, i.e. model IV :
It is relevant to point out how the inclusion of MSLPA allows explaining the monthly fluctuations on the probabilities of occurrence associated with the different weather types (see Fig. 6 ). These results confirm that model IV is capable of reproducing and explaining the weather dynamics accurately, both on a daily and monthly basis. Using this model we manage to model atmospheric processes on both the short and the long term, using a combination of short-term sequencing through autocorrelation terms and long-term correlations included implicitly through seasonality, covariates and long-term variations.
To further explore the influence of the MSLPA on the occurrence probability for each weather type, Fig. 7 shows the probability of occurrence of each weather type conditioned to the value of the MSLPA principal components (PC i ; i ¼ 1; . . .; 9) included as covariates. Color bars represent the cumulative empirical probabilities from data, and the black lines are fitted model probabilities.
According to results shown in Fig. 7 , the presence or absence of a weather type may be related with the value of the PC anomaly. For instance, in the subplot associated with the first principal component (upper left subplot), negative values of the principal component imply an increment on the occurrence of weather types 1 (red), 6 (maroon) and 9 (grey); while for positive values the most likely weather types are 2 (green), 3 (light blue) and 5 (yellow). On the other hand, for negative values of the second principal component, the dominant weather type is the blue one (8), prevailing weather types 1 and 5 for positive values of the PC. Finally, for the third principal component, the behavior is different; the lowest values of this principal component indicate a higher likelihood of weather types 4 and 9, while higher values increase the probability of occurrence of weather type 3. Note that according to the low variance explained by principal component from 4 to 9, we could be tempted to omit them from the analysis. To check whether these covariates improve significantly the quality of the fit, we have included the principal components one at a time, and check the likelihood ratio (LR) statistic. Table 4 provides the results from the analysis. Note that although it is clear that the most relevant information is given by the first three principal components, which represent important increments on deviance, the remainder covariates also improve the quality of the model from an statistical viewpoint. For this particular case, all principal components are statistically significant on a 95 % confidence level. (ii) Seasonality with autoregressive term at lag 365 and covariates.
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Trends
Finally, in order to show the possible influence of a longterm trends, results associated with model VI, which only accounts for long term trends, are shown in Fig. 8 . Color bars represent the annual probability of occurrence for each year (55 data record) associated with the 9 established weather types. The black line represents the model fitting (model VI in Table 3 ). Note that we do not present results associated with model IV because the long term trend is not statisticcally significant in that model, because long-term effects are implicitly accounted for through the covariates. The parameters for the trends and their corresponding standard errors are provided in Table 5 . Note that statistically significant trends at 95 % confidence levels are boldfaced, while trends which are statistically significant at 90 % confidence level are in italics. According to results given in this table the following observations are pertinent:
• The reference weather type is weather type number 9. That is the reason why there is no parameter related to this case. Note that it is a typical winter weather type. • The coefficients may be interpreted as the relative change in the odds due to a small change in time dt, i.e. the percentage of change in odds between weather types 5 and 9 during one year is approximately equal to -1.33 %.
• Weather types 4, 7 and 8, which represent summer weather types, decrease with respect to type 9. This means that weather types related to winter are increasing its occurrence probability. This result is consistent with recent studies about the increment of wave climate severity, which is linked to weather types during the winter season.
• Note that weather type 1, also typical during winter, slightly increases the odds with respect to type 9. Confirming the increment of occurrence related to winter weather types.
Monte Carlo simulations
Once the model has been fitted and thep matrix is obtained, synthetic sequences of weather types can be generated through Monte Carlo method. In this particular case, since we require the knowledge of the covariate values during the simulation period, 55 years of daily data series (n = 20,088) are sampled using the original covariates. In order to obtain statistically sound conclusions according to the stochastic nature of the process, the simulation is repeated 100 times. The results obtained are validated with a threefold comparison against the original sequence of weather types: (1) occurrence probabilities of WT, (2) transition probability matrix between WT and (3) persistence analysis of WT. 
Occurrence probabilities
The probabilities of occurrence of the 9 groups for the 100 simulations, against the empirical probability of occurrence from the 55-year sample data, are shown in Fig. 9 . Note that results are close to the diagonal, which demonstrates that the model simulations are capable of reproducing the probability of occurrence associated with weather types appropriately.
Transition probabilities matrix
The transition probabilities express the probability of changing from group i to group j between consecutive days. Thus, in the case of having 9 weather types, the transition matrix (T) has dimensions 9 9 9, and each cell T i,j is the probability of changing from weather type i to weather type j (Polo et al. 2011) . The diagonal of the transition matrix T corresponds to the probability of staying in the same group. The transition matrix is calculated for each of the 100 simulated samples. Figure 10 shows the scatter plot related to the 9 9 9 = 81 elements of transition matrix, including its uncertainty due to the simulation procedure, against the empirical transition probabilities obtained from the initial data set. The model is able to reproduce correctly the transitions between circulation patterns within the sequence. In this particular case, the points with probabilities in the range 0.6-0.8 are those representing the probability of staying in the same group (diagonal of the transition matrix).
Persistence analysis
Finally, a persistence analysis is performed over the simulated samples in order to check the ability of the model to reproduce weather dynamics. The correct reproduction of the weather types persistence is very important for many climate related studies, because it may be related to length of droughts, heat waves, etc. Figure 11 shows the empirical cumulative distributions of the persistence associated with each weather type. Note that the average empirical distribution (green line) is very close to the one related to the historical sample data (blue line) for all cases. This blue line stays between the 95 % CI (red dotted line) related to the 100 simulations. To further analyze the performance on persistence from an statistical viewpoint, we perform a two-sample Kolmogorov-Smirnov (Massey 1951) goodness-of-fit hypothesis test between the original data and each sampled data. This test allows determining if two different samples come from the same distribution without specifying what that common distribution is. In Fig. 12 the box plots associated with the p values from the 100 tests for each weather type are shown. Note that if the p value is higher than the significance level (5%) the null hypothesis that both samples come from the same distribution is accepted. Results shown in Fig. 12 prove that for most of the cases the persistence distributions from the Monte Carlo simulation procedure come from the same distribution as the persistence distribution from the historical data. For all the weather types the interquartile range (blue box) is above the 5 % significance level (red dotted line). These results confirm the capability of the model to reproduce synthetic sequences of weather types coherent in term of persistence.
Conclusions
This work presents an autoregressive logistic model which is able to reproduce weather dynamics in terms of weather types. The method provides new insights on the relation between the classification of circulation patterns and the predictors implied. The advances with respect to the stateof-the-art can be summarized as follows:
• The availability of the model to include autoregressive components allows the consideration of previous time steps and its influence in the present.
• The models allows including long-term trends which are mathematically consistent, so that the probabilities associated with each weather type always range between 0 and 1. • The proposed model allows to take into account simultaneously covariates of different nature, such as MSLPA or autoregressive influence, where the time scales are completely different.
• The capability of the model to deal with nominal classifications enhances the physical point of view of the problem.
• The flexibility of the proposed model allows the study of the influence of any change in the covariates due to long-term climate variability.
On the other hand, the proposed methodology presents a weakness in relation with the data required for fitting purposes, because a long-term data base is needed to correctly study the dynamics of the weather types. Although further research must be done on the application of the proposed model to study processes that are directly related with weather types, such as marine dynamics (wave height, storm surge, etc.) or rainfall, this method provides the appropriate framework to analyze the variability of circulation patterns for different climate change scenarios (Pastor and Casado 2012) .
