Abstract-A criterion is proposed to optimize the kernel parameters in Kernel-based Biased Discriminant Analysis (KBDA) for image retrieval. Kernel parameter optimization is performed by optimizing the kernel space such that the positive images are well clustered while the negative ones are pushed far away from the positives. The proposed criterion measures the goodness of a kernel space, and the optimal kernel parameter set is obtained by maximizing this criterion. Retrieval experiments on two benchmark image databases demonstrate the effectiveness of proposed criterion for KBDA to achieve the best possible performance at the cost of a small fractional computational overhead.
I. INTRODUCTION
In the last few years, relevance feedback has been used to improve the performance of Content-Based Image Retrieval [1] - [8] . In the relevance feedback, a user labels the retrieved images subjectively and feeds them back to the retrieval system. By treating the labeled image samples as training data, learning is used to explore the high-level concepts encapsulated therein. However, a user is usually unwilling to label too many image samples in the retrieval, and the learning and retrieval performance is often constrained by the scarcity of training data. Different approaches have been proposed to get around this small sample problem. Some of them assume the independence among visual feature components or the Gaussianality of the distributions of image classes [9] , [10] . Some apply active learning model, such as the Support Vector Machine (SVM)-based active learning [7] . Besides these, the unlabeled images are also incorporated to reduce the adverse effect of the scarcity of labeled image samples [11] , [12] .
Recently, Kernel-based Biased Discriminant Analysis (KBDA) has also been proposed for image retrieval to deal with the small sample problem [13] . In image retrieval, the positive and negative images are identified by a user based on high-level concepts, and they are often not linearly separable in a low-level visual feature space. Hence, KBDA employs the kernel trick to map the image data to a higher dimensional kernel space. According to Cover's theorem, the data are more likely to be linearly separable in the kernel space [14] . Afterwards, KBDA finds an optimal linear projection from the kernel space to a lower dimensional subspace in which the positive images are well separated from the negative ones. The "biased discriminant analysis" means that different strategies are applied to the two image classes. Comparatively, in the case of a small sample problem, the representation of the negative class is poorer due to its much more complex distribution. Hence, KBDA only requires the labeled positive image samples to be clustered closely in the subspace and does not apply this to the labeled negative ones. Instead, it only requires them to be away, as far as possible, from the positive ones. Based on this idea, an objective function is developed, and the optimal projection is found by maximizing it. After the projection is obtained, all images in a database are projected into a subspace, and retrieval is performed therein. The Euclidean or Mahalanobis distance from the mean of the labeled positive ones is used as similarity metric. It is experimentally shown in [13] that KBDA achieves better retrieval performance than SVM, KFDA, and BDA, where no kernel trick is used. However, the good performance of KBDA is based on correct model selection [15] . Models that are too complex will over-fit training data, whereas ones that are too simple cannot effectively model the structure therein. Both will result in poor retrieval performance. In KBDA, model selection is mainly to optimize the parameters of the employed kernel function. However, KBDA cannot do this itself. In [13] , the kernel parameter Gaussian width is empirically set, and the retrieval performance of KBDA may not be maximized for a given training data set. Image retrieval with relevance feedback calls for maximizing retrieval performance for the available training samples because collecting them from a user is not easy. Therefore, the kernel parameters in KBDA should be optimized to approach this target. In addition, considering that the training data set dynamically changes with user feedback, these parameters should not be preset as they should be adjusted with respect to this set. Cross-validation is one of the commonly used methods to perform model selection [15] . However, it is not suitable due to the following considerations: 1) Image retrieval is an application requiring quick response, whereas cross-validation is often time-consuming. Hence, it cannot be used to adjust the kernel parameters in real time; 2) due to the small sample problem, the number of training samples is often so limited that these samples cannot ensure robust estimation and validation. Therefore, to help KBDA achieve the best possible retrieval performance, another way has to be found to perform efficient parameter optimization.
In this paper, a criterion is proposed to do this. It is known that different kernel parameter sets produce different mappings and, then, different kernel spaces. Recall the Cover's theorem, wherein the data in a higher dimensional space are more likely to be linearly separable than those in a lower dimensional space. By applying this principle to KBDA, it follows that if the positive and negative image samples are severely overlapped in the kernel space, it should not be expected that the negative ones can be pushed far away from the positives in a subspace. Hence, selecting the optimal kernel parameter set can be viewed as selecting a good kernel space in which the positive images have been well clustered, whereas the negative ones have been pushed far away from the positives. In other words, this kernel space has been well prepared for the subsequent processing in it. Following this idea, a criterion is developed to measure the goodness of a kernel space, and the optimal kernel parameter set is the one that has this criterion maximized. In addition, considering the quick response required in image retrieval, the computational complexity of the optimization process is discussed. Experimental results of retrieval on two benchmark image databases demonstrate that the proposed criterion can effectively predict the optimal kernel parameter set, and the optimization process only incurs a small fractional computational overhead with respect to the retrieval process. Retrieval with the KBDA using the optimized kernel parameters can obtain the best possible performance with reasonably fast response time. The rest of the paper is organized as follows. In Section II, KBDA is briefly introduced. In Section III, the criterion is proposed, and some issues are discussed. Section IV presents the experimental results and discussions. Finally, concluding remarks are given in Section V. 
In [13] , the popular Gaussian radial basis function (RBF) kernel is used. It is k(x i ; x j ) = exp 0 kx i 0 x j k 2 2 2
where the kernel parameter is the Gaussian width , which controls the complexity of model [16] .
III. OPTIMIZING KERNEL PARAMETERS FOR KBDA
Let us find a criterion to measure the goodness of a kernel space F.
Recall that S np and S p are the matrices characterizing the scatter of the positive and negative training samples in F. Because the high dimensionality of F often makes both S np and S p singular, their determinant information cannot be used here (the determinant-based criterion can be used in KBDA because the scatter is measured in a lower dimensional subspace). Hence, the proposed criterion is developed based on the traces of S np and S p instead. Let Sum(1) denote the summation of all elements in the matrix therein. The traces can be derived as follows:
The criterion is then given as
It measures the ratio of the scatter of the negative images to that of the positive ones. This criterion is used in this paper to reflect whether the positive images have been well clustered and the negative ones have been pushed away from the positive ones as far as possible. Like KBDA, the proposed criterion also encounters numerical instability when tr(S p ) approaches zero. Enlightened from the L2-normbased soft margin in SVM, the following modified kernel is used:
where 0 is a regularization parameter. As a result, a regularization item is appended to tr(S p ), and the numerical instability is avoided. In this way, the optimal kernel parameter set 
where 2 2 2 denotes the parameter space, and trReg(S p ) denotes the regularized version. Now, we discuss some of the issues on this criterion. 1) Note that the kernel parameters cannot be optimized by maximizing the KBDA objective function in (1), although it is also a function of them. This is explained as follows.
Kernel parameter optimization performs model selection for a kernel-based learning method. As pointed out by the principle of Structural Risk Minimization (SRM) [14] , the optimal model commonly does not correspond to the one that maximizes or minimizes the objective function on a given training data set. This is because the learning machines in this case often overfit the training data with over complicated models rather than correctly generalizing the nature of data. Consequently, the learning machines cannot effectively predict the attributes of test data, such as the class labels. This applies to KBDA. It is observed that when the Gaussian RBF kernel is used, the KBDA objective function value monotonically increases with decreasing value of the Gaussian width . A smaller often means a more complicated mapping function. Therefore, kernel parameter optimization has to be done via other criteria, e.g., the proposed one.
2)
The computational load of kernel parameter optimization should not be heavy because image retrieval requires quick response. Here, the maximization of J( ) (or the minimization of 0J( )) is solved by applying a nonlinear optimization technique. The Broyden-Fletcher-Goldfarb-Shanno (BFGS) Quasi-Newton method [17] is often favored because it has fewer iterations before stopping. The computational load in each iteration is largely due to evaluating J( ), which involves calculating KD ;D and KD ;D , and the complexity is O(maxfjD p j 2 ; jD p j 1 jD n jg) for a given visual feature. In image retrieval, both jD p j and jD n j often remain small, even after several rounds of feedback. In addition, they are independent of the size of the image database. Hence, it can be expected that the optimization process will not take much time, and it will not significantly slow down the response required. This can be seen from the experimental results.
3)
It is found that the proposed criterion cannot effectively optimize the value of 0 in (11) because it is a monotonic function of 0 (the proof is omitted here). To avoid introducing a new parameter, 0 is empirically set to the value of given in KBDA beforehand. This is based on the consideration that both 0 and are regularization parameters and that they are both small positive real numbers. The experimental results will show that this empirical setting will not significantly compromise the effectiveness of the proposed criterion. (Ideally, regularization parameters should be optimized by using cross-validation. However, they are often empirically set in practice due to the little adverse effect on the algorithm performance but significant saving on computation.) 4) Finally, the relationship between kernel parameter optimization and KBDA is highlighted as follows: 1) KBDA cannot optimize the kernel parameters automatically, and the above criterion is proposed to do this. In other words, kernel parameter optimization serves KBDA; 2) Kernel parameter optimization finds the optimal mapping from the visual feature space to a higher dimensional kernel space. Differently, KBDA finds the optimal projection from the kernel space to a lower dimensional subspace. Hence, their goals are different. Kernel parameter optimization does not conflict with KBDA, and it cannot replace KBDA for image retrieval.
The retrieval procedure is briefly described as follows. At the beginning, an initial retrieval result is obtained based on a query given by a user. Afterwards, the labeled image samples are collected via relevance feedback. After each round of feedback, by treating the labeled samples as training data, optimize the kernel parameters, and perform retrieval by the KBDA with these parameters. It is expected that this dynamic kernel parameter optimization helps KBDA achieve the best possible retrieval performance.
IV. EXPERIMENTAL RESULTS

A. Image Databases and Visual Features
In this experiment, two benchmark image databases are used. One is selected from a subset of Corel Stock Photos. This selection removes the image classes with very abstract concepts like "Thailand" or "Autumn" because they cannot be learned by the retrieval algorithms at the present stage. After this selection, a database including 4800 general color images is constructed. These images form 48 classes, and each class has 100 image samples. The ground truth is based on the labels of CDs by Corel. Even with generally agreeable semantics, these image categories still exhibit sufficient intraclass variations and interclass overlap in the visual feature space. A perceptually uniform color space CIE-Lab is used, and a feature of color moments is defined for each image [18] . It consists of the mean, variance, and skewness of the pixel values in an image along L, a, and b axes, respectively. The other database is selected from the aerial photo image database provided by the Vision Research Lab of the University of California at Santa Barbara (UCSB) [19] . The original database includes 40 large aerial photos. Each of them is divided into the subimages of size 128 2 128, and 40 image classes are formed.
In this experiment, 100 subimages are taken from each class, and a database of 4000 images is constructed. The Gabor-based texture feature provided in [19] is also used here. The two predefined image databases are the ground truth for performance evaluation. Precision and Recall are used to measure the performance of a retrieval. In this experiment, Precision describes the performance for a given round of feedback, and Precision of top k is the percentage of true positive images among the top k retrieved at that round. Recall is used to describe the performance against the rounds of feedback. Recall of top k for the ith round is the percentage of true positive images retrieved so far among the total positive ones in an image database.
B. Experiment Setting and Procedure
In the experiment, the Gaussian RBF kernel used in [13] is selected for consistency, and the Gaussian width is optimized. Two regularization parameters are set as 0 = = 0:1. The commonly used "Query by example" retrieval model is adopted, and the initial retrieval result is obtained by an Euclidean search around the given query example. In each round of relevance feedback, the top 20 retrieved images are labeled and excluded from the database for the next retrieval. Four rounds of feedback are performed in total. To achieve robust statistics, KBDA and kernel parameter optimization will not be performed until at least five positive and five negative image samples are labeled. In this period, the Euclidean search around the given query example is used instead. The BFGS Quasi-Newton method is used to find the that maximizes the proposed criterion. The initial value of is set to 0 = 1:0, and the stop criterion is jJ( i+1 ) 0 J( i )j 10 06 J( i ).
The procedure of the experiment is described as follows.
1)
Treat the ith image class as the positive and the remaining as the negative.
2)
Select a sample from the positive class as a query to launch retrieval, and perform the Euclidean search.
3)
Sort the images in the database according to the ascending order of the corresponding similarity distances.
4)
According to the ground truth, label the top 20 images to simulate user feedback. After that, these labeled images are added into the current training data set and removed from the database for the next retrieval.
5)
Based on the available training data, maximize the proposed criterion to find the optimal . In addition, calculate the criterion value under different values of . 
6)
Perform KBDA for image retrieval by using the optimized , and evaluate retrieval performance. In addition, evaluate the retrieval performance of the KBDA using different values of .
7)
Redo steps 3 to 6 four times to simulate four rounds of user feedback.
8)
To accumulate statistics, redo steps 2 to 7 30 times. The retrieval sessions where KBDA is performed in all four rounds of feedback are selected, and the obtained retrieval performance and the criterion values are averaged, respectively. 9)
Redo steps 1 to 8 until each class has been treated as the positive at least once, and the obtained retrieval performance and criterion values are averaged.
C. Results and Discussions
Figs. 1-4 show the experimental results on the Corel image database. Fig. 1 plots the values of the proposed criterion and the retrieval performance of KBDA against in four rounds of feedback. Fig. 1(a) is for the second round. (The one for the first round will be discussed later.) As shown, each Precision curve fluctuates significantly against , and a maximum can be found. By cross-referencing these curves to that of the proposed criterion, it can be seen that they show similar profiles, and the values corresponding to their maxima lie within a close range. This indicates that the retrieval performance of KBDA varies with , and the corresponding to the best retrieval performance can be predicted by the proposed criterion well. Similar results can be seen from Fig. 1(b) and (c) . In addition, note that Precision degrades slightly from the second to fourth feedback. This is because the images labeled by the user in each round of feedback are excluded from the database used in the next retrieval, and they often include some positive images.
It is also observed that this criterion cannot predict the optimal in the first round of feedback. This result can be explained as follows. In the first round, the labeled images are retrieved by an Euclidean search around the initial query. Due to the Euclidean search, they lie in a small hypersphere in the visual feature space. Consequently, they only represent a very localized distribution of image data. In this case, both proposed criterion and KBDA cannot function well. Therefore, the maxima of these curves do not necessarily correspond to each other. Fig. 2 compares the proposed criterion and the KBDA objective function against . It can be seen that the objective function value monotonically increases with decreasing value of rather than showing a maximum as the proposed criterion. By referring to Fig. 1 , the effect of "over-fitting" on training data can be observed. That is, the retrieval performance becomes poorer, although the objective function value becomes larger. This result demonstrates that maximizing the objective function will not give rise to the optimal .
To test the performance of the proposed criterion in practical applications, the BFGS Quasi-Newton method is used to find the optimal in real time. Afterwards, KBDA with the optimized is performed for retrieval. Also, the best performance of KBDA with a brutal search of is listed for comparison. In addition, the retrieval performance of using kernel parameter optimization only is plotted. That is, with the optimized , the Euclidean search around the mean of the labeled positive images is applied in the induced kernel space instead of the subspace obtained by KBDA. This is to demonstrate that KBDA cannot be replaced by kernel parameter optimization. Fig. 3(a)-(c) show the Recall of top 20, 50, and 100 against the times of feedback, respectively. It can be seen that the KBDA with the optimized achieves the performance comparable with the best one obtained by a brutal search of . Again, this result shows the effectiveness of the proposed criterion. It can also be seen that the retrieval performance of using kernel parameter optimization only is much lower than that using the KBDA. Fig. 3(d) plots the retrieval time. A Linux system with Pentium Xeon 2.8 GHz and 2 G memory is used. Compared with the time taken by KBDA, the time taken by kernel parameter optimization is insignificant. Moreover, this time is mainly affected by the number of labeled image samples rather than the size of the image database. Hence, even if a larger database is used, it can be expected that this time still holds.
Finally, to justify the empirical setting of 0 = , Fig. 4 plots the retrieval performance for 0 = = 10 02 and 10 03 (Fig. 3 shows the case for 0 = = 10 01 ). For simplicity, Recall of top 20 is plotted only. It is found that the retrieval performance of the KBDA with the optimized drops slightly when 0 and decrease. This may be due to the fact that 0 is too small to achieve effective regularization. However, this retrieval performance is still close to the best one obtained in a brutal search against . These results indicate that the setting of 0 = does not bring much negative effect on the effectiveness of the proposed criterion. Fig. 5 plots the experimental results on the aerial photo image database. As shown in Fig. 5(a) , KBDA with the optimized still achieves the performance comparable to the best one obtained by a brutal search against . Fig. 5(b) illustrates the retrieval time. Due to the higher dimension of Gabor texture features, the time is a little longer than that on the general color image database. However, the time taken by kernel parameter optimization is still much less than that taken by the KBDA. The results similar to those shown in Figs. 1 and 2 are also obtained from the aerial photo image database. They are not listed here to avoid redundance.
Beside these, the KBDA with the optimized is also compared with two of the state-of-the-art retrieval methods: SVM and SVM active learning [6] , [7] . This demonstrates that it is worth performing kernel parameter optimization for KBDA. All of the three methods are kernel based. They all treat the image samples labeled in relevance feedback as training data and those in the database as test data. Here, the Gaussian RBF kernel is also used in SVM and SVM active learning. To achieve a fair comparison, the Gaussian width and the regularization parameter C in each SVM classifier are also optimized in each round of feedback by using Leave-One-Out (LOO). Note that they cannot be well tuned like this in practice because this procedure is very time-consuming. Often, they are heuristically or empirically set instead. The three retrieval methods are compared under two procedures. Procedure A is just the one used for the previous experiments, which is described in Section IV-B. Procedure B is different from A at the initial stage of retrieval. Instead of the Euclidean search, random sampling is used to select 20 images from the database for the user to label. This procedure is proposed by [7] to ensure effective SVM active learning. The database of 4800 general color images is used. From each class, ten images are randomly selected, and each of them is used as a query once. The obtained retrieval performance values are averaged over these 480 retrieval sessions. Fig. 6 shows the comparison on the two procedures. As shown in Fig. 6(a) , the Recall value for each method increases with the times of feedback, and the KBDA with the optimized always achieves the highest value. This is because KBDA applies different strategies to the two image classes. In addition, the kernel parameter optimization makes a large contribution. In the Fig. 6(b) , the three methods have similar performance in general. However, KBDA still shows a minor advantage. In addition, SVM active learning shows no advantage over SVM in both procedures, at least at the top four rounds of feedback, although it often has slightly lower test error. This may imply that better classification does not necessarily give rise to more accurate ranking of images. Note that these conclusions can also be drawn from the results of the Recall of the top 50 and 100, although they are not listed.
In summary, the above experimental results demonstrate the effectiveness of the proposed criterion and the good performance of the KBDA with it. The process of kernel parameter optimization incurs a small fractional computational overhead, and it does not significantly increase the response time. Compared with the well-tuned SVM-based retrieval methods, the KBDA with the optimized achieves better or at least comparable retrieval performance. 
V. CONCLUSION
This work aims to maximize the retrieval performance of KBDA by optimizing the kernel parameters therein, and a criterion is developed to achieve this target. This criterion measures the goodness of the kernel space, and the optimal parameter set is obtained by maximizing this criterion. The computational load incurred by kernel parameter optimization is light, and the fast response required in image retrieval is maintained. Experimental results on two benchmark image databases demonstrate the effectiveness of the proposed criterion in optimizing the kernel parameters. Comparison with state-of-the-art retrieval methods shows the advantage of the KBDA using this criterion.
