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Abstract
In this paper, we present a new method for explicitly constructing regular low-density parity-check (LDPC)
codes based on Sn(Fq), the space of n×n symmetric matrices over Fq . Using this method, we obtain two classes
of binary LDPC codes, C(n, q) and CT (n, q), both of which have grith 8. Then both the minimum distance and the
stopping distance of each class are investigated. It is shown that the minimum distance and the stopping distance
of CT (n, q) are both 2q. As for C(n, q), we determine the minimum distance and the stopping distance for some
special cases and obtain the lower bounds for other cases.
Index Terms
LDPC code, minimum distance, stopping distance, symmetric matrix.
I. INTRODUCTION
A low-density parity-check (LDPC) code is a linear code, whose parity-check matrix H satisfies the
following structural properties: (1) each row consists of ρ “ones”; (2) each column consists of γ “ones”;
(3) the number of “ones” in common between any two columns, denoted by λ, is no greater than 1; (4)
both ρ and γ are small compared to the length of the code and the number of rows in H , respectively.
The LDPC codes defined above are called regular. Throughout this paper, we restrict attention to regular
LDPC codes.
The concept of LDPC codes was first introduced by Gallager in 1960’s [1]. However, this remarkable
invention was almost disregarded for the deficiency of capacity computation by researchers in the fol-
lowing thirty years. It was not until late 1990’s and early 2000’s that MacKay and Neal rediscovered
LDPC codes [2]. After that, a lot of efforts have been devoted to designing and constructing efficient
LDPC codes. According to different constructing methods, LDPC codes can be classified into two main
categories: computer-generated pseudo-random LDPC codes and well-structured LDPC codes. In general,
the performance of well-structured LDPC codes is not as good as computer-generated pseudo-random
ones. But such codes are needed for implementation in the sense that their properties can be explicitly
determined in many cases. The well-structured LDPC codes are constructed using various methods,
e.g., finite geometry [3], [4], [5], graphs [6], partial geometry [7], combinatorial designs [8], [9], [10],
generalized polygons [11] and so on.
Let C be a binary [n, k, d] linear code and H be a parity-check matrix of the code C. A stopping set in
C is the support of a binary vector having the length n that does not have exactly one 1 in common with
any row of H . The minimum size of non-empty stopping sets of C is called the stopping distance of the
code C, denoted by s(H) [12]. It is well known that the minimum distance determines the code’s error
correcting capacity and the stopping distance is an important measure of the performance of iterative
decoding over the binary erasure channel. Thus, the study of the minimum distance and the stopping
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2distance of a code is important in both theory and applications. However, in most cases, it is rather
difficult to determine the minimum distance and the stopping distance of a specific LDPC code. Kou, Lin,
and Fossorier [3] constructed four classes of LDPC codes based on points and lines of finite geometries
and gave the lower bounds of the minimum distance. In several special cases, the minimum distance of
the codes were determined. Later, Tang, Xu, Lin and Abdel-Ghaffar [4] provided constructing methods
based on hyperplanes of two consecutive dimensions of the finite geometries, which generalized the idea
of [3]. They also got the lower bounds of the minimum distance. Xia and Fu [13] obtained the lower
bounds of the stopping distance of these codes. Kim, Peled, Perepelitsa, Pless, and Friedland [6] gave an
explicit construction of two classes of LDPC codes based on q-regular bipartite graphs. They determined
the minimum distance and the stopping distance for some special cases, and got the lower bounds for some
other cases. Recently, Feng, Deng, Wang, and Ma [5] presented three classes of LDPC codes based on
the totally isotropic subspaces of symplectic, unitary and orthogonal spaces over finite fields respectively
and determined the minimum distance for some cases.
In this paper, we first construct a bipartite graph G(n, q) with the adjacency matrix H(n, q) whose
vertex set contains points and maximal sets of rank 1 of Sn(Fq). A point is adjacent to a maximal set of
rank 1 if and only if the maximal set of rank 1 contains the point. It is easily verified that H(n, q) and
HT (n, q) both satisfy the four structural properties of parity-check matrices of LDPC codes. Then we
obtain two classes of LDPC codes, C(n, q) and CT (n, q), whose parity-check matrices are H(n, q) and
HT (n, q), respectively. Several properties of these two classes of LDPC codes are investigated, including
the girth, the minimum distance, the stopping distance and the dimension. Some simulation results show
that the constructed LDPC codes perform better than random codes.
The remainder of this paper is organized as follows: in Section II we give a brief introduction to the
space of n×n symmetric matrices over Fq, and present some auxiliary results. In Section III, we construct
the two classes of binary girth-8 LDPC codes, C(n, q) and CT (n, q). Both the minimum distance and the
stopping distance of CT (n, q) and C(n, q) are mainly discussed in Section IV. Some simulation results
are provided in Section V. Finally, we conclude the paper by some open problems in Section VI.
II. PRELIMINARIES AND AUXILIARY RESULTS
Let Fq be the finite field with q elements, where q is a prime power, and let n be a positive integer. The
set of n×n symmetric matrices over Fq is called the space of n×n symmetric matrices over Fq, denoted
by Sn(Fq). We call the elements of Sn(Fq) the points of Sn(Fq). Clearly, Sn(Fq) has q
n(n+1)
2 points. Let
GSn(Fq) be the motion group of Sn(Fq), i.e., the group consisting of all transformations of the form
X 7→ P TXP + S, for all X ∈ Sn(Fq)
where P ∈ GLn(Fq) and S ∈ Sn(Fq). Obviously, GSn(Fq) acts transitively on Sn(Fq).
For two points S, S ′ in Sn(Fq), the arithmetic distance between S and S ′ is defined to be the value of
Rank(S − S ′), denoted by ad(S, S ′). If ad(S, S ′) = 1, S and S ′ are said to be adjacent. When S 6= S ′,
the distance d(S, S ′) between S and S ′ is defined to be the least positive integer r for which there is a
sequence of r + 1 points S0, S1, . . . , Sr with S0 = S and Sr = S ′ such that Si and Si+1 are adjacent for
0 ≤ i ≤ r−1. When S = S ′, we define d(S, S ′) = 0. The arithmetic distance between each pair of points
of Sn(Fq) is preserved under the elements of the group GSn(Fq), and so is the distance between any two
points of Sn(Fq) [14]. The following lemma establishes a link between the arithmetic distance and the
distance of two points S, S ′ ∈ Sn(Fq).
Lemma 1. [14, Proposition 5.5] For every two points S, S ′ ∈ Sn(Fq), ad(S, S ′) ≤ d(S, S ′). More precisely,
when the characteristic of Fq is not 2, the equality sign holds, i.e., ad(S, S ′) = d(S, S ′). When the
characteristic of Fq is 2,
ad(S, S ′) =
{
d(S, S ′) if S − S ′ is non-alternate,
d(S, S ′)− 1 if S − S ′ is alternate.
3We will also use the following definitions and notations. Let S be a point of Sn(Fq) and δ be a positive
integer. The set
{S ′ ∈ Sn(Fq) : 0 < d(S, S ′) ≤ δ}
is called the deleted δ neighbourhood of the point S in Sn(Fq), and is denoted by U(S, δ). Let A be a
subset of Sn(Fq). Define U(A, δ) as the intersection of all U(S, δ) with S ∈ A, i.e.
U(A, δ) =
⋂
S∈A
U(S, δ),
and U(A, δ) is called the common deleted δ neighbourhood of A. For simplicity, let U(S) = U(S, 1),
U(A) = U(A, 1), (
A 0
0 B
)
is denoted by diag(A,B),
(
a b
b c
)
n
denotes the matrix

a b 0 · · · 0
b c 0 · · · 0
0 0 0 · · · 0
...
...
...
...
...
0 0 0 · · · 0

n×n
,
Iij denotes the n×n matrix whose (i, j)-entry is 1 and all the other entries are 0, In is the identity matrix
of order n, and 0n is the zero matrix of order n.
In what follows, we present some basic results on the properties of points and other objects in Sn(Fq).
Lemma 2. Let S be a point of Sn(Fq), then |U(S)| = qn − 1.
Proof: Since GSn(Fq) acts transitively on Sn(Fq) and keeps invariant the arithmetic distance between
any two points of Sn(Fq), there exists an element σ of GSn(Fq) such that σ(S) = 0n and |U(S)| = |U(0n)|.
By definition, we have
U(0n) = {S ′ ∈ Sn(Fq) : 0 < d(0n, S ′) ≤ 1} = {S ′ ∈ Sn(Fq) : Rank(S ′) = 1}.
Hence it suffices to show that the number of matrices of rank 1 in Sn(Fq) is qn − 1.
We now prove this by induction as follows. When n = 1, U(01) = {(s) : s ∈ F∗q} and the lemma holds
trivially. When n = 2, let S ′ ∈ S2(Fq) be a matrix of rank 1. Write S ′ in the form of(
s11 s12
s12 s22
)
,
where s11, s12, s22 ∈ Fq. If s11 = 0, then s12 = 0 as Rank(S ′) = 1. In this case, S ′ can be regarded as a
rank-1 matrix of S1(Fq). Since |U(01)| = q − 1, it follows that there are q − 1 different choices for S ′.
If s11 6= 0, then the second row is an s−111 s12 multiple of the first row and s22 = s−111 s12s12. Therefore, S ′
depends only on the choices of s11 and s12. It follows that there are q(q − 1) different choices for S ′ in
this case. Thus, we conclude that |U(02)| = (q − 1) + q(q − 1) = q2 − 1.
Assume now that the lemma holds for n−1 with n ≥ 3, i.e., |U(0n−1)| = qn−1−1. Let S ′ = (sij)n×n ∈
Sn(Fq) be a matrix of rank 1. If s11 = 0, then s1i = 0 for all i = 2, . . . , n and S
′ can then be regarded
as a rank-1 matrix of Sn−1(Fq). Hence by induction, there are qn−1 − 1 different choices for S ′ in this
case. If s11 6= 0, then sij = s−111 s1is1j for all 1 ≤ i, j ≤ n, which implies that S ′ depends only on the
choices of s11, . . . , s1n. Then one can see that S ′ has (q− 1)qn−1 different choices in this case. Therefore
|U(0n)| = (qn−1 − 1) + (q − 1)qn−1 = qn − 1. This completes the proof.
We now define maximal sets of rank 1, which also correspond to vertices (the check nodes) in the
bipartite graph that we will construct later, as the same as the points of Sn(Fq) (the message nodes).
4Definition 3. [14, Definition 5.3] A subset M of Sn(Fq) is called a maximal set of rank 1, if any two
points of M are adjacent and no point in Sn(Fq) \M is adjacent to each point of M.
Clearly, a maximal set of rank 1 is again a maximal set of rank 1 under actions of GSn(Fq). The
maximal set of rank 1 can also be interpreted in the language of graphs. Let Γ(n, q) be an undirected
graph associated with Sn(Fq) as its vertex set. Two vertices S and S ′ of Γ(n, q) are adjacent if and only
if Rank(S − S ′) = 1. Then the vertex set of a maximal clique in the graph Γ(n, q) corresponds to a
maximal set of rank 1 of Sn(Fq).
The following basic results are needed in the sequel.
Proposition 4. [14, Proposition 5.8]M1 = {xI11 : x ∈ Fq} is a maximal set of rank 1. Moreover, any
maximal set of rank 1 can be transformed toM1 under GSn(Fq).
Lemma 5. [14, Lemma 5.9] Let S1, S2 be two points in Sn(Fq) with ad(S1, S2) = 1. Then there exists
a unique maximal set of rank 1 containing both S1 and S2, which is the set of matrices
{xS1 + (1− x)S2 : x ∈ Fq} = {S2 + x(S1 − S2) : x ∈ Fq}.
Corollary 6. [14, Corollary 5.10] If there are two distinct maximal sets of rank 1 whose intersection is
nonempty, then their intersection contains a single point in Sn(Fq).
Lemma 7. For each S ∈ Sn(Fq), there are qn−1q−1 maximal sets of rank 1 containing S.
Proof: By Lemma 5, to uniquely determine a maximal set of rank 1 containing S, we need to choose
another point from U(S), and there are qn− 1 possible choices from Lemma 2. Meanwhile, two different
points, S1 and S2, give the same maximal set of rank 1 if and only if S2 = xS1 + (1 − x)S for some
x ∈ F∗q . Thus, there are q
n−1
q−1 mutually distinct maximal sets of rank 1 containing S.
Lemma 8. There are q
n−1
q−1 q
n2+n−2
2 maximal sets of rank 1 of Sn(Fq).
Proof: By Lemma 5, we need to choose two adjacent points, S1 and S2, of Sn(Fq). For S1, there
are q
n(n+1)
2 possible choices, then S2 has qn − 1 possible choices from U(S1). Two choices, (S1, S2) and
(S ′1, S
′
2) give the same maximal set of rank 1 if and only if S
′
1 and S
′
2 are both contained in the maximal set
of rank 1, determined by S1 and S2. This means that S ′1 = x1S1 + (1−x1)S2 and S ′2 = x2S1 + (1−x2)S2
with x1, x2 ∈ Fq and x1 6= x2. There are totally q(q− 1) possibilities for the choices of x1, x2. Therefore,
there are q
n−1
q−1 q
n2+n−2
2 maximal sets of rank 1 of Sn(Fq).
III. THE CONSTRUCTION OF C(n, q) AND CT (n, q)
We now construct a new bipartite graph G(n, q), whose vertex set contains two parts: a point set
V (n, q) = Sn(Fq) and a line set L(n, q), i.e., the set of all the maximal sets of rank 1 of Sn(Fq). A point
v ∈ V (n, q) is adjacent to a line ` ∈ L(n, q) if and only if the point v is contained in the line `, which
we denote by v ∼ `. Let H(n, q) be the adjacent matrix of the bipartite graph G(n, q), whose rows and
columns correspond to the lines and points of G(n, q), respectively. Hence, H(n, q) has r = q
n−1
q−1 q
n2+n−2
2
rows (by Lemma 8) and c = q
n(n+1)
2 columns, and it is not difficult to prove the following four structural
properties:
(i) each row consists of ρ = q “ones” (by Proposition 4);
(ii) each column consists of γ = q
n−1
q−1 “ones” (by Lemma 7);
(iii) the number of “ones” in common between any two columns (rows), denoted by λ, is not greater
than 1 (by Lemma 5 and Corollary 6);
(iv) both ρ and γ are small compared to the number of columns c and the number of rows r in H(n, q),
respectively.
5Hence the null spaces of H(n, q) and its transpose HT (n, q) define two regular binary LDPC codes,
denoted by C(n, q) and CT (n, q), respectively. Based on the basic properties of points in Sn(Fq) we
derived in Section II, we now investigate some properties of the bipartite graph G(n, q).
Lemma 9. Let S1, S2 be two non-zero matrices of Sn(Fq), which are adjacent to two distinct lines passing
through 0n, respectively. Then Rank(S1 − S2) = 2.
Proof: On one hand, S1 and S2 are two different matrices, then Rank(S1 − S2) ≥ 1; on the other
hand, by rank metric we have
Rank(S1 − S2) ≤ Rank(S1) + Rank(S2) = 2.
Thus 1 ≤ Rank(S1 − S2) ≤ 2. We prove Rank(S1 − S2) = 2 by induction on n.
When n = 2, the lines passing through 02 can be represented in either of the following two forms:{
x
(
1 y
y y2
)
: x ∈ Fq
}
for y ∈ Fq,
and
{
x
(
0 0
0 1
)
: x ∈ Fq
}
.
We discuss on the following two possible cases:
Case 1: Both S1 and S2 are points of the first form, then we can assume that
S1 = x1
(
1 y1
y1 y
2
1
)
, S2 = x2
(
1 y2
y2 y
2
2
)
,
where x1, x2 ∈ F∗q , y1, y2 ∈ Fq and y1 6= y2 since S1, S2 lie on two different lines. Then we have∣∣∣∣x1( 1 y1y1 y21
)
− x2
(
1 y2
y2 y
2
2
)∣∣∣∣ = −x1x2(y1 − y2)2 6= 0,
which implies that Rank(S1 − S2) = 2.
Case 2: Exactly one of S1 and S2 is of the first form, and the other is of the second form. Without loss
of generality, we may assume that
S1 = x1
(
1 y
y y2
)
, S2 = x2
(
0 0
0 1
)
,
where x1, x2 ∈ F∗q , y ∈ Fq. In this case, we get∣∣∣∣x1( 1 yy y2
)
− x2
(
0 0
0 1
)∣∣∣∣ = −x1x2 6= 0.
It then follows that Rank(S1 − S2) = 2.
Now assume that the conclusion holds for n − 1. Let S1 = (aij)n×n, and S2 = (bij)n×n, where
aij, bij ∈ Fq, aij = aji, and bij = bji for 1 ≤ i ≤ j ≤ n. Clearly, we have Rank(S1) = Rank(S2) = 1.
As discussed in the proof of Lemma 2, if a11 = 0, we have a1i = 0 for 1 ≤ i ≤ n, then S1 is regarded
as a rank-1 matrix of Sn−1(Fq); if a11 6= 0, then aij = a−111 a1ia1j for 1 ≤ i ≤ j ≤ n. We discuss on the
following three cases:
Case 1: If a11 = b11 = 0, S1 and S2 can be regarded as two rank-1 matrices of Sn−1(Fq) and lie on two
different lines passing though 0n−1. Hence Rank(S1 − S2) = 2 by hypothesis.
Case 2: If one of a11 and b11 is 0, and the other one is nonzero, we may assume that a11 = 0 and b11 6= 0.
Then
S2 − S1 =

b11 b12 · · · b1n
b12 b22 − a22 · · · b2n − a2n
...
...
...
...
b1n b2n − a2n · · · bnn − ann
 .
6If Rank(S2 − S1) = 1, then bij − aij = b−111 b1ib1j for 2 ≤ i ≤ j ≤ n. Since Rank(S2) = 1 and b11 6= 0,
we also have bij = b−111 b1ib1j for 1 ≤ i ≤ j ≤ n. It then follows that aij = 0 for all 1 ≤ i ≤ j ≤ n, that
is, S1 = 0n, contradicting to Rank(S1) = 1. Therefore, in this case Rank(S2 − S1) = 2.
Case 3: If a11 6= 0 and b11 6= 0, then aij = a−111 a1ia1j and bij = b−111 b1ib1j for 1 ≤ i ≤ j ≤ n, where
Rank(S1) = Rank(S2) = 1. Suppose that a−111 a1i = b
−1
11 b1i for all 1 ≤ i ≤ n, we get S2 = a−111 b11S1. This
means that S1 and S2 lie on the same line passing through 0n, which is a contradiction. Hence there exists
i0 such that a−111 a1i0 6= b−111 b1i0 , where 1 ≤ i0 ≤ n. Suppose that Rank(S2−S1) = 1. If b11− a11 = 0, then
we obtain b1i = a1i, for all 1 ≤ i ≤ n. It then follows that S2 = S1, leading to a contradiction. Thus, we
have b11 − a11 6= 0, and then
bij − aij = (b11 − a11)−1(b1i − a1i)(b1j − a1j).
On the other hand, recall that
aij = a
−1
11 a1ia1j and bij = b
−1
11 b1ib1j.
With the three equations above, we obtain
(a−111 a1i − b−111 b1i)(a−111 a1j − b−111 b1j) = 0,
for 1 ≤ i ≤ j ≤ n. When i = j = i0, we get (a−111 a1i0 − b−111 b1i0)2 = 0, which contradicts to a−111 a1i0 6=
b−111 b1i0 . Therefore, the desired conclusion is proved.
Using Lemma 9 we just proved, we are now ready to determine the girth of the bipartite graph G(n, q).
Theorem 10. The girth of the bipartite graph G(n, q) is 8.
Proof: By the construction of LDPC codes (see Lemma 5 and Corollary 6), we know that the girth
of G(n, q) is at least 6. Now we assume that there is a cycle of length 6 in G(n, q), i.e.,
S1 ∼ `1 ∼ S2 ∼ `2 ∼ S3 ∼ `3 ∼ S1.
Since the action of GSn(Fq) on Sn(Fq) is transitive, without loss of generality, we may assume that
S1 = 0n. On one hand, S2 and S3 both lie on `2, then Rank(S2 − S3) = 1; On the other hand, S2 and
S3 lie on two different lines both passing through 0n respectively, then Rank(S2−S3) = 2 by Lemma 9.
This leads to a contradiction. Hence cycles of length 6 do not exist in G(n, q), which means that the girth
of G(n, q) is at least 8. We now give a cycle of length 8 explicitly. It is not hard to check(
0 0
0 0
)
n
∼
{
x
(
1 0
0 0
)
n
: x ∈ Fq
}
∼
(
1 0
0 0
)
n
∼
{(
1 0
0 0
)
n
+ x
(
0 0
0 1
)
n
: x ∈ Fq
}
∼
(
1 0
0 1
)
n
∼
{(
1 0
0 1
)
n
+ x
(
1 0
0 0
)
n
: x ∈ Fq
}
∼
(
0 0
0 1
)
n
∼
{
x
(
0 0
0 1
)
n
: x ∈ Fq
}
∼
(
0 0
0 0
)
n
is an 8-cycle in G(n, q). This completes the proof.
The LDPC codes C(n, q) and CT (n, q) both have good girth, since belief propagation algorithms work
well in general if the girth is greater than 4. In addition, when n = 2, the diameter of the bipartite graph
G(2, q) is proved to be 6. A bipartite graph with small diameter also allows belief propagation to work
better.
7Theorem 11. The diameter of the bipartite graph G(2, q) is 6.
Proof: By the definition of the diameter, we need only calculate the length `(u, v) of the shortest
path between any two distinct vertices u and v of G(2, q). If u is adjacent to v, then `(u, v) = 1. If u is
not adjacent to v, there are three cases:
Case 1: Both u and v are points. Let r be the distance between u and v in S2(Fq). This means that r is
the least positive integer for which there is a sequence of r+ 1 points S0(= u), S1, S2, . . . , Sr(= v) such
that Si and Si+1 are adjacent for i = 0, 1, 2, . . . , r − 1. Then
u =S0 ∼ {S0 + x(S1 − S0) : x ∈ Fq} ∼
S1 ∼ {S1 + x(S2 − S1) : x ∈ Fq} ∼
. . . . . .
Sr−1 ∼ {Sr−1 + x(Sr − Sr−1) : x ∈ Fq} ∼ Sr = v
is a shortest path from u to v in G(2, q), which implies that `(u, v) = 2r. The maximal arithmetic distance
between u and v is max(Rank(u − v)) = 2. From Lemma 1 we know that when the characteristic of
Fq is 2, the maximal distance between u and v in S2(Fq) is 3, which means that the maximal `(u, v) is
6; when the characteristic of Fq is an odd prime, the maximal distance between u and v in S2(Fq) is 2,
which means that the maximal `(u, v) is 4.
Case 2: One of u and v is a point and the other is a line. Without loss of generality, assume that u is a
point and v is a line. Since u is not adjacent to v, we have `(u, v) ≥ 3. As GS2(Fq) acts transitively on
S2(Fq), we can assume that u = 02.
(a) When the characteristic of Fq is odd, we have d(02, S) ≤ 2 for any point S ∈ S2(Fq). Let S be any
point on the line v. If d(02, S) = 1, then
u ∼ {u+ x(S − u) : x ∈ Fq} ∼ S ∼ v
is a shortest path from u to v in G(2, q), which implies that `(u, v) = 3. Otherwise, d(02, S) = 2,
which means that there exists S ′ ∈ S2(Fq) such that u is adjacent to S ′ and S ′ is adjacent to S. One
can see that
u ∼ {u+ x(S ′ − u) : x ∈ Fq} ∼ S ′ ∼ {S ′ + x(S − S ′) : x ∈ Fq} ∼ S ∼ v
is a path from u to v in G(2, q), which implies that `(u, v) ≤ 5.
(b) When the characteristic of Fq is 2, let S be any point of S2(Fq) such that d(S,02) = 3, then S is
alternate, i.e.,
S =
(
0 x
x 0
)
, where x ∈ F∗q.
It is easy to see that any maximal set of rank 1 contains at most one point of the form(
0 x
x 0
)
, where x ∈ F∗q.
It then follows that there exists at least one point S ′ ∈ v such that d(S ′,02) ≤ 2. Then with similar
argument, we conclude that `(u, v) ≤ 5.
Case 3: Both u and v are lines. If u∩ v 6= ∅, then `(u, v) = 2. If u∩ v = ∅, denote by A the set of points
on the lines that intersect with u and by B the set of points on the lines that intersect with v. Note that a
line of S2(Fq) contains q points and there are q + 1 lines passing through a given point. Then it follows
from Theorem 10 that |A| = |B| = q(q(q − 1)) + q = q3 − q2 + q. Thus, A ∩ B 6= ∅ for |S2(Fq)| = q3,
which implies that `(u, v) ≤ 6. Let
u =
(
0 0
0 0
)
+ x
(
1 0
0 0
)
for x ∈ Fq,
8v =
(
0 1
1 0
)
+ x
(
1 0
0 0
)
for x ∈ Fq.
It is easy to check that `(u, v) = 6.
Hence, we conclude that the diameter of G(2, q) is 6.
IV. THE MINIMUM DISTANCE AND THE STOPPING DISTANCE
In this section, we investigate both the minimum distance and the stopping distance of the two classes
of LDPC codes: for CT (n, q), these two properties could be determined explicitly; for C(n, q), they could
be determined for two special cases. In addition, we give lower bounds on the dimensions of C(n, q) and
CT (n, q) for general n and q.
To determine the minimum distance of LDPC codes, we try to find the smallest integer d, for which
there are d linearly dependent columns in H . Then, any r columns with 1 ≤ r ≤ d− 1 of H are linearly
independent [15]. This argument will be repeatedly used when we determine the minimum distance of
C(n, q) and CT (n, q) in the section.
A. The Minimum Distance and the Stopping Distance of CT (n, q)
Both of the minimum distance and the stopping distance of CT (n, q) can be explicitly determined for
all n, q, as shown in the following theorem.
Theorem 12. The minimum distance and the stopping distance of CT (n, q) are both 2q.
Proof: Since the girth of G(n, q) is 8, the minimum distance of CT (n, q) is at least 2q by [16, Theorem
2]. We now find 2q linearly dependent columns in HT (n, q). Consider the columns corresponding to the
following two line sets:
A1 =
{{(
0 0
0 x
)
n
+ y
(
1 0
0 0
)
n
: y ∈ Fq
}
: x ∈ Fq
}
,
A2 =
{{(
x 0
0 0
)
n
+ y
(
0 0
0 1
)
n
: y ∈ Fq
}
: x ∈ Fq
}
.
Clearly, the 2q lines in the two line sets above are distinct. Therefore, the number of the columns
corresponding to the chosen lines is 2q. We now further show that these 2q columns are linearly dependent
over F2. It is obvious that each point of the form(
x 0
0 y
)
n
,
with x, y ∈ Fq, of Sn(Fq) appears exactly twice in A1 ∪A2. Moreover, the other points do not appear in
A1 ∪ A2. The 2q columns corresponding to lines in A1 ∪ A2 are linearly dependent over F2. Thus, the
minimum distance of CT (n, q) is 2q .
Note that Tanner’s proof in [16] also holds for the stopping distance. Thus, 2q is also a lower bound
on the stopping distance of CT (n, q). From the definition of the stopping distance, it follows that the
minimum distance of CT (n, q) is an upper bound of the stopping distance. This completes the proof.
9B. The Minimum Distance and The Stopping Distance of C(n, q)
For the LDPC code C(n, q), we first present the lower bounds for both the minimum distance and the
stopping distance in general, and then we determine both the two properties explicitly in some special
cases.
For general n and q, we have the following lower bounds for both the minimum distance and the
stopping distance.
Theorem 13. Both the minimum distance and the stopping distance of C(n, q) are at least 2(qn−1)
q−1 .
Proof: Since the girth of G(n, q) is 8, we obtain that the minimum distance of C(n, q) is at least
2(qn−1)
q−1 by [16, Theorem 2]. The proof also holds for the stopping distance.
It is clear that the lower bounds are not tight for many cases. We now consider some special cases,
for which we are able to determine both the minimum distance and the stopping distance explicitly.
Hereafter, assume that the characteristic of Fq is 2. When n = 2, both the minimum distance and the
stopping distance of C(2, q) are explicitly given in the following theorem.
Theorem 14. Both the minimum distance and the stopping distance of C(2, q) are 4q.
We postpone the proof of this theorem to state the following results which will be used in the proof.
Lemma 15. Let d be the minimum distance of C(2, q). Then d ≤ 4q.
Proof: We prove this result by choosing 4q columns of H(2, q), which are linearly dependent over
F2. Let α be a primitive element of Fq, and consider the columns corresponding to the following points:
P1 =
(
1 0
0 0
)
, Pi =
(
1 αi−2
αi−2 α2i−4
)
,
Pq+1 =
(
0 0
0 1
)
, Pq+i =
(
0 αi−2
αi−2 α2i−4 + 1
)
,
Q1 =
(
0 0
0 0
)
, Qi =
(
0 αi−2
αi−2 α2i−4
)
,
Qq+1 =
(
1 0
0 1
)
, Qq+i =
(
1 αi−2
αi−2 α2i−4 + 1
)
,
where 2 ≤ i ≤ q. Clearly the 4q points above are distinct. Now we further prove that the 4q columns are
linearly dependent. Let N1 = {P1, P2, . . . , P2q} and N2 = {Q1, Q2, . . . , Q2q}. Note that any two distinct
points of Ni with i = 1, 2 are non-collinear. Hence, it follows that no three points are collinear in N1∪N2.
Define a (0, 1)-matrix M , whose rows are indexed by the points of N1, and whose columns are indexed
by the points of N2. The (i, j)-th entry in M is either 1 or 0 depending on whether Pi and Qj are collinear
or not.
Then
M =

Q1 · · · Q2q
P1 Jq Iq
...
P2q Iq Jq

where Iq is the q × q identity matrix and Jq is the q × q all-one matrix. From M we know that for any
point Pi of N1, there are q + 1 points which are collinear with Pi, and they are Qj1 , Qj2 , . . . , Qjq+1 . In
fact, {Pi + x(Qjk − Pi) : x ∈ Fq}, where 1 ≤ k ≤ q + 1, contains all lines passing through Pi. Similarly,
the points of N2 have the property above. Then each line containing one point of N1∪N2 contains exactly
two points of N1 ∪ N2. Therefore, the 4q columns corresponding to N1 ∪ N2 are linearly dependent over
F2. It then follows that the minimum distance d of C(2, q) satisfies d ≤ 4q.
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The upper bound of the minimum distance of C(2, q) is derived in Lemma 15. Now we are devoted
to determine the lower bound. The following lemmas discuss some basic properties about the (common)
deleted neighbourhood and will be used to prove that 4q is also a lower bound of the minimum distance
of C(2, q).
Lemma 16. Let S1, S2 be two distinct points of S2(Fq). If S1 and S2 are non-collinear, then |U(S1) ∩
U(S2)| = 0 or q. In particular,
(a) when d(S1, S2) = 2, |U(S1) ∩ U(S2)| = q. Furthermore, {S1, S2} ∩ U({S1, S2}) = ∅ and any two
points of U({S1, S2}) are non-collinear;
(b) when d(S1, S2) = 3, |U(S1) ∩ U(S2)| = 0.
Proof: The transformation σ1: X 7→ X −S1, is an element of GS2(Fq), and transforms S1 and S2 to
02 and S2 − S1, respectively. Since Rank(S2 − S1) = 2, there is a P ∈ GL2(Fq) such that
P T (S2 − S1)P =
(
1 0
0 1
)
or
(
0 1
1 0
)
.
Let σ2: X 7→ P TXP , which is also an element of GS2(Fq). Then we have
σ2(σ1(S1)) = 02 and σ2(σ1(S2)) =
(
1 0
0 1
)
or
(
0 1
1 0
)
.
(a) When d(S1, S2) = 2, without loss of generality, we may assume that
S1 =
(
0 0
0 0
)
, S2 =
(
1 0
0 1
)
.
Let (
x y
y z
)
∈ U(S1) ∩ U(S2)
where x, y, z ∈ Fq. Thus, by definition, we have∣∣∣∣ x yy z
∣∣∣∣ = 0 and ∣∣∣∣ x− 1 yy z − 1
∣∣∣∣ = 0.
It then follows that
z = x+ 1, y2 = x(x+ 1). (1)
Since the characteristic of Fq is 2, for each x ∈ Fq, we can uniquely determine y and z that
satisfy (1). Therefore |U(S1) ∩ U(S2)| = q. Since S1 and S2 are not collinear, it is clear that
{S1, S2} ∩ U({S1, S2}) = ∅. Now assume by contradiction that there exist two collinear points
P1, P2 of U({S1, S2}). Then there is a cycle of length 6: S1 ∼ {S1 + x(P1 − S1) : x ∈ Fq} ∼
P1 ∼ {P1 + x(P2 − P1) : x ∈ Fq} ∼ P2 ∼ {P2 + x(S1 − P2) : x ∈ Fq} ∼ S1. This contradicts to
Theorem 10. Thus, any two points of U({S1, S2}) are non-collinear.
(b) When d(S1, S2) = 3, without loss of generality, we assume that
S1 =
(
0 0
0 0
)
, S2 =
(
0 1
1 0
)
.
Let (
x y
y z
)
∈ U(S1) ∩ U(S2),
where x, y, z ∈ Fq. Then we have∣∣∣∣ x yy z
∣∣∣∣ = 0 and ∣∣∣∣ x y − 1y − 1 z
∣∣∣∣ = 0.
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In this case, we get that 1 = 0, which is impossible. Hence, |U(S1) ∩ U(S2)| = 0.
After discussing the common deleted neighbourhood of two non-collinear points, now we consider the
property of three non-collinear points.
Lemma 17. Let S1, S2, S3 be three distinct points of S2(Fq). Suppose that they are mutually non-collinear.
Then |U({S1, S2, S3})| = 0, 1 or q. In particular, if the distance between any two of them is 2, then
{S1, S2, S3} ∩ U({S1, S2, S3}) = ∅ and any two points of U({S1, S2, S3}) are non-collinear.
Proof: We consider the following two cases:
Case 1: There exist two points Si, Sj whose distance is d(Si, Sj) = 3, where 1 ≤ i < j ≤ 3.
By Lemma 16, we get U({Si, Sj}) = ∅. Clearly, U({S1, S2, S3}) ⊆ U({Si, Sj}). Thus, |U({S1, S2, S3})|
= 0.
Case 2: The distance between any two points of {S1, S2, S3} is 2.
According to Lemma 16, without loss of generality, we may assume
S1 =
(
0 0
0 0
)
, S2 =
(
1 0
0 1
)
, S3 =
(
a b
b c
)
,
where a, b, c ∈ Fq, (a, c) 6= (0, 0) and (a, c) 6= (1, 1). Notice that
U({S1, S2, S3}) =
{(
x y
y x+ 1
)
: y2 = x(x+ 1), x, y ∈ Fq
}
∩ U(S3).
By the definition of common deleted neighborhood, we have∣∣∣∣( x yy x+ 1
)
−
(
a b
b c
)∣∣∣∣ = (a+ c)x+ a+ ac+ b2 = 0.
Hence we need only to determine the number of solutions of this equation.
• If a = c and a+ ac+ b2 = 0, then x runs through Fq. In this case, |U({S1, S2, S3})| = q;
• If a = c and a + ac + b2 6= 0, then the equation cannot be solved for x in Fq. It follows that
|U({S1, S2, S3})| = 0;
• If a 6= c, then x is uniquely determined. Hence in this case |U({S1, S2, S3})| = 1.
The rest part of the proof is similar to that of Lemma 16 and is thus omitted here. This completes the
proof of the lemma.
Remark 1. If |U({S1, S2, S3})| = q, where q > 2 is a power of 2, let U({S1, S2, S3}) = {P1, P2, . . . , Pq}
and choose arbitrarily three distinct points of this set, say Pi, Pj and Pk, where 1 ≤ i, j, k ≤ q. By
the definition of the common deleted neighbourhood, {S1, S2, S3} ⊆ U({Pi, Pj, Pk}). From Lemma 17,
it follows that |U({Pi, Pj, Pk})| = q. On the other hand, we have U({Pi, Pj, Pk}) ⊆ U({Pi, Pj}) and
|U({Pi, Pj})| = q (by Lemma 16). Hence, U({Pi, Pj, Pk}) = U({Pi, Pj}). Since k can be chosen
arbitrarily from {1, 2, . . . , q}\{i, j}, we conclude that U({P1, P2, . . . , Pq}) = U({Pi, Pj}). This indicates
that, if a point is collinear with any two points of {P1, P2, . . . , Pq}, then the point is collinear with
every point of {P1, P2, . . . , Pq}. Let U({Pi, Pj}) = {S1, S2, . . . , Sq}, then it is checked that this property
also holds for the set {S1, S2, . . . , Sq}. It is obvious that {P1, P2, . . . , Pq} ∩ {S1, S2, . . . , Sq} = ∅. With
similar argument as in the proof of Lemma 16, we can show that any two points of {P1, P2, . . . , Pq} are
non-collinear, and the same is true for {S1, S2, . . . , Sq}.
In Lemma 15, we have found an upper bound of the minimum distance C(2, q). Now we are ready to
derive its lower bound.
Lemma 18. Let A be the set of points that corresponds to an arbitrarily chosen nonempty set of linearly
dependent columns of H(2, q). Then |A| ≥ 4q.
Since the proof of this lemma is lengthy, we put it in Appendix.
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As an immediate consequence of Lemma 15 and Lemma 18, the minimum distance of C(2, q) is 4q.
We are now ready to present the proof of Theorem 14.
Proof of Theorem 14: The conclusion on the minimum distance directly follows from Lemma 15
and Lemma 18. By the definition of the stopping distance, we obtain that the minimum distance of C(2, q)
is an upper bound of the stopping distance. On the other hand, the proof in Lemma 18 also holds for an
arbitrary stopping set of C(2, q). Consequently, we get the lower bound 4q of the stopping distance. This
completes the proof.
The discussion above determines the minimum distance and the stopping distance of C(2, q), where
q is a power of 2. However, when q is an odd prime power, the situation is more complicated, and we
cannot explicitly determine these two properties of C(2, q). Using magma programs, it is verified that the
minimum distance of C(2, 3) is 12 and the minimum distance of C(2, 5) is 20. For bigger q, it is still
mysterious and even impossible to check by magma programs. For general n and q, some lower bounds
are obtained (see Theorem 13).
When q = 2, for general n, we have the following theorem on both the minimum distance and the
stopping distance. This indicates that C(n, 2) contains only two codewords: the all-zero and the all-one
codewords.
Theorem 19. The minimum distance and the stopping distance of C(n, 2) are both 2n(n+1)2 .
Proof: Each row of H(n, 2) has 2 “ones”, so all columns of H(n, 2) are linearly dependent over F2.
Therefore, the minimum distance of C(n, 2) is at most 2n(n+1)2 .
We complete the proof by proving that Γ(n, 2) is connected. Recall that Γ(n, 2) is an undirected graph
with Sn(F2) as its vertex set. Two vertices S and S ′ of Γ are adjacent if and only if Rank(S − S ′) = 1.
To prove the connectness of Γ(n, 2), it is sufficient to prove that there exist a path for any two vertices
S, S ′ of Γ(n, 2). If S is adjacent to S ′, then S, S ′ is the path connecting S and S ′ . If S and S ′ are two
non-adjacent vertices, suppose that Rank(S ′ − S) = r > 1. If r is odd, then there exists a P ∈ GLn(F2)
such that
P T (S ′ − S)P =
(
Ir
0n−r
)
.
Let σ1 : X 7→ X − S and σ2 : X 7→ P TXP . Then σ1 and σ2 are both elements of GSn(F2) and
(σ2σ1)(S) = 0n and (σ2σ1)(S ′) = diag(Ir,0n−r).
S = (σ2σ1)
−1(0n), (σ2σ1)−1(diag(I1,0n−1)), . . . , (σ2σ1)−1(diag(Ir,0n−r)) = S ′
is the path from S to S ′. If r is even, then there exists an element P ∈ GLn(F2) such that
P T (S − S ′)P =
(
Ir
0n−r
)
or

0 1
1 0
. . .
0 1
1 0
0n−r
 .
Notice that
0n,
(
1 1
1 1
)
n
,
(
0 1
1 1
)
n
,
(
0 1
1 0
)
n
is a path containing
0n and
(
0 1
1 0
)
n
.
By this fact and using the method above, we can always find a path from S to S ′ in this case. Thus,
Γ(n, 2) is connected.
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Let A be the non-empty point set corresponding to a set of linearly dependent columns of H(n, 2)
over F2. By the facts that Γ(n, 2) is connected and every row of H(n, 2) has 2 “ones”, we obtain that A
must contain all points of Sn(F2). This means that 2
n(n+1)
2 is a lower bound of the minimum distance of
C(n, 2). Hence, the minimum distance of C(n, 2) is 2n(n+1)2 . The result on the stopping distance follows
from that on the minimum distance similar to the proof of Theorem 14.
Example 1. Let n = 2, q = 2. The vertex set of the bipartite graph G(2, 2) is V (2, 2) ∪ L(2, 2).
The point set V (2, 2) is
V (2, 2) =
{
v1 =
(
0 0
0 0
)
, v2 =
(
1 0
0 0
)
, v3 =
(
1 1
1 1
)
, v4 =
(
0 0
0 1
)
,
v5 =
(
0 1
1 1
)
, v6 =
(
1 0
0 1
)
, v7 =
(
1 1
1 0
)
, v8 =
(
0 1
1 0
)}
,
The line set L(2, 2) is
L(2, 2) =
{
`1 =
{(
0 0
0 0
)
,
(
1 0
0 0
)}
, `2 =
{(
0 0
0 0
)
,
(
1 1
1 1
)}
,
`3 =
{(
0 0
0 0
)
,
(
0 0
0 1
)}
, `4 =
{(
1 0
0 0
)
,
(
0 1
1 1
)}
,
`5 =
{(
1 0
0 0
)
,
(
1 0
0 1
)}
, `6 =
{(
1 1
1 1
)
,
(
0 1
1 1
)}
,
`7 =
{(
1 1
1 1
)
,
(
1 1
1 0
)}
, `8 =
{(
0 0
0 1
)
,
(
1 0
0 1
)}
,
`9 =
{(
0 0
0 1
)
,
(
1 1
1 0
)}
, `10 =
{(
0 1
1 1
)
,
(
0 1
1 0
)}
,
`11 =
{(
1 0
0 1
)
,
(
0 1
1 0
)}
, `12 =
{(
1 1
1 0
)
,
(
0 1
1 0
)}}
.
Then the adjacent matrix H(2, 2) of the bipartite graph G(2, 2) is
H(2, 2) =

v1 v2 v3 v4 v5 v6 v7 v8
`1 1 1 0 0 0 0 0 0
`2 1 0 1 0 0 0 0 0
`3 1 0 0 1 0 0 0 0
`4 0 1 0 0 1 0 0 0
`5 0 1 0 0 0 1 0 0
`6 0 0 1 0 1 0 0 0
`7 0 0 1 0 0 0 1 0
`8 0 0 0 1 0 1 0 0
`9 0 0 0 1 0 0 1 0
`10 0 0 0 0 1 0 0 1
`11 0 0 0 0 0 1 0 1
`12 0 0 0 0 0 0 1 1

Applying elementary transformation on H(2, 2), we obtain Rank(H(2, 2)) = 7. The columns of
HT (2, 2) corresponding to `1, `3, `5, `8, are linearly dependent over F2. It is not hard to verify that any
less than 4 columns are linearly independent over F2. So CT (2, 2) is a [12, 5, 4] linear code. It is evident
14
that H(2, 2) has 8 linearly dependent columns, but any less than 8 columns are linearly independent, so
C(2, 2) is an [8, 1, 8] code.
C. The Dimensions of C(n, q) and CT (n, q)
In this section, we give upper bounds on the dimensions of the LDPC codes C(n, q) and CT (n, q) for
general n and q.
Theorem 20. C(n, q) is a [q n(n+1)2 , k1] code with k1 ≤ q n
2−n
2 (q − 1)n and CT (n, q) is a [ qn−1
q−1 q
n2+n−2
2 , k2]
code with k2 ≤ qn−1q−1 q
n2+n−2
2 − q n(n+1)2 + q n2−n2 (q − 1)n.
Proof: We prove this theorem by showing that the rank of H(n, q) is at least q
n2−n
2 (qn − (q − 1)n).
Let S = (aij)n×n be any element of Sn(Fq). For each 1 ≤ i ≤ n, define a subset Li of the line set L(n, q)
as follows:
Li = {`(S, i) : S ∈ Sn(Fq) and aii = 0},
where `(S, i) = {S + xIii : x ∈ Fq}. Notice that each Li contains q n
2+n−2
2 lines, of which any two do not
intersect. This implies that the rows corresponding to any nonempty subset of Li are linearly independent
over F2.
Take L′2 = {`(S, 2) : S ∈ Sn(Fq), a22 = 0 and a11 6= 0}. We claim that the rows corresponding to
any nonempty subset of L1 ∪ L′2 are linearly independent over F2. Suppose on the contrary that there
are k(≥ 2) lines of L1 ∪ L′2, such that the rows corresponding to these k lines are linearly dependent.
Denote by L the set of these k lines. Then there is at least one line in L, say `2, contained in L′2. Let
`2 = `(S, 2), where S ∈ Sn(Fq), a22 = 0 and a11 6= 0. Then by linear dependence and the property of L2,
there must be a line `1 ∈ L1∩L such that S ∈ `1. However, it is easy to see that the point S−a11I11 ∈ `1
lies on no lines of L1 ∪ L′2 other than `1. This leads to a contradiction to the linear dependence of rows
corresponding to the k lines of L.
Now take L′3 = {`(S, 3) : S ∈ Sn(Fq), a33 = 0, a22 6= 0 and a11 6= 0}. With similar argument as above,
we show that the rows corresponding to any nonempty subset of L1 ∪ L′2 ∪ L′3 are linearly independent
over F2. Inductively, for 3 < i ≤ n, we can define L′i = {`(S, i) : S ∈ Sn(Fq), aii = 0 and ajj 6=
0 for 1 ≤ j < i} and show that the rows corresponding to any nonempty subset of ∪ij=1L′j are linearly
independent over F2, where L′1 = L1.
In fact, the rows corresponding to any nonempty subset of ∪ni=1L′i are linearly independent over F2,
which means that the rank of H(n, q) is at least
∑n
i=1 |L′i| =
∑n
i=1(q−1)i−1q
n2+n
2
−i = q
n2−n
2 (qn−(q−1)n).
The proof is thus completed.
V. SIMULATION RESULTS
In this section, we present some simulation results of our codes with the help of LDPC simulation
facility provided by Magma [17]. All the simulations were conducted over the additive white Gaussian
noise (AWGN) channel, comparing the performance in terms of both the accumulated word-error rate
(WER) and the accumulated bit-error rate (BER) in 50, 000 transmissions. Three LDPC codes con-
structed by our method, CT (2, 2), C(2, 4), CT (2, 4), were compared with randomly generated Gallager
Codes R[12, 5], R[64, 18], R[80, 34] (also provided by Magma), respectively. Each compared random code
has the same length as our code and has either the same dimension as our code or one less.
It is seen that our codes perform better than random codes with respect to both WER and BER. We
remark that our codes are constructive and are possibly well studied in terms of determined properties,
e.g., the minimum distance, the stopping distance, etc.
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Fig. 1: CT (2, 2) is a [12, 5] code, R[12, 5] is a randomly generated (2, 3)-regular LDPC code.
Fig. 2: C(2, 4) is a [64, 19] code, R[64, 18] is a randomly generated (4, 3)-regular LDPC code.
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Fig. 3: CT (2, 4) is a [80, 35] code, R[80, 34] is a randomly generated (5, 3)-regular LDPC code.
VI. CONCLUDING REMARKS
We proposed a new approach to constructing LDPC codes using the space of symmetric matrices over
Fq. While both the minimum distance and the stopping distance of CT (n, q) have been determined, it
remains a challenge to determine these two properties of C(n, q) for general n and q. We note that the
same method can be applied to the space of n × n alternate matrices over Fq and the space of n × n
Hermitian matrices over Fq.
APPENDIX
PROOF OF LEMMA 18
Proof: Since A is the point set corresponding to a set of linearly dependent columns of H(2, q) over
F2, it intersects with each line of the line set L(2, q) at an even number of points. We construct a graph
GA based on A, with A as its vertex set and the adjacency relation defined as follows: Pi is adjacent to
Pj if and only if Pi, Pj are collinear, where Pi, Pj ∈ A.
Now we choose a “maximal” bipartite subgraph from GA. Let
B = {Ai ⊆ A : every two points of Ai are non-collinear and |U(Ai)| = q},
and define
s = max{|Ai| : Ai ∈ B},
C = {Ai ∈ B : |Ai| = s},
t = max{|U(Ai) ∩ A| : Ai ∈ C},
D = {Ai ∈ C : |U(Ai) ∩ A| = t}.
Then let Amax ∈ D and Bmax = U(Amax)∩A. Notice that |Amax| = s and |Bmax| = t. By Remark 1, we
obtain a bipartite subgraph (Amax,Bmax) of GA. It is easy to see that 2 ≤ |Amax| ≤ q and 0 ≤ |Bmax| ≤
|Amax|. Suppose that Amax = {P1, . . . , Ps} and Bmax = {Q1, . . . , Qt}. We are going to find two more
point subsets Cmax,Dmax of A such that these two sets together with Amax and Bmax are pairwise disjoint.
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Furthermore, the set Cmax has the property that each point of Cmax is collinear with some point of Amax.
Similarly, each point of Dmax is collinear with some point of Bmax.
By Lemma 7, there are q + 1 lines passing through Pi for every 1 ≤ i ≤ s. Hence besides the lines
`i,k = {Pi + x(Qk − Pi) : x ∈ Fq} with 1 ≤ k ≤ t, there remain q + 1 − t other lines passing through
Pi, here also denoted by `i,k with t + 1 ≤ k ≤ q + 1. For each t + 1 ≤ k ≤ q + 1, the line `i,k contains
at least one point Qi,k of A that is distinct from Pi. Let Ci = {Qi,t+1, . . . , Qi,q+1}, then it is verified that
Ci ∩ Bmax = ∅ for every 1 ≤ i ≤ s. We claim that Ci ∩ Cj = ∅ for all 1 ≤ i < j ≤ s. Indeed, if there
is a certain k with t + 1 ≤ k ≤ q + 1 such that Qi,k ∈ Ci ∩ Cj , then Qi,k ∈ U(Pi) ∩ U(Pj). It follows
that Qi,k ∈ U(Amax)∩A = Bmax (see Remark 1). This is a contradiction to Qi,k /∈ Bmax. Hence, we have
Ci ∩Cj = ∅, for all 1 ≤ i < j ≤ s, as claimed. Let Cmax =
s⋃
i=1
Ci, then Cmax ∩ Bmax = ∅. Moreover, we
claim that Cmax ∩Amax = ∅. Suppose on the contrary that there exist points Pl ∈ Amax and Qi,k ∈ Cmax,
such that Pl = Qi,k. Clearly l 6= i. Since Pl = Qi,k and Pi are on the same line `i,k, this is a contradiction
to the fact that every two points of Amax are non-collinear. Therefore, we have Cmax ∩ Amax = ∅.
As discussed above, we just obtained the point set Cmax by the points that are collinear with some
point of Amax. In a similar way, by the points that are collinear with some point of Bmax, we obtain a
point set Dmax =
t⋃
i=1
Di, where Di = {Pi,s+1, . . . , Pi,q+1}, Pi,j ∈ A \ Amax is collinear with the point Qi
of Bmax and every two points of Di are non-collinear. With similar argument to what we used for Cmax,
we can show that Dmax ∩ Amax = Dmax ∩ Bmax = ∅.
Now we show that Cmax ∩ Dmax = ∅ by contradiction. Assume that there exists Pi,j ∈ Dmax and
Qk,l ∈ Cmax with Pi,j = Qk,l. Then by construction of Cmax and Dmax, Pi,j is collinear with Qi and Qk,l
is collinear with Pk. Since Bmax = U(Amax) ∩ A, Qi and Pk are collinear. Therefore,
Pi,j ∼ {Pi,j + x(Qi − Pi,j) : x ∈ Fq} ∼ Qi
∼ {Qi + x(Pk −Qi) : x ∈ Fq} ∼ Pk
∼ {Pk + x(Qk,l − Pk) : x ∈ Fq} ∼ Qk,l = Pi,j
is a cycle of length 6, contradicting to Theorem 10.
Summing up what we have discussed above, we know that Amax,Bmax,Cmax and Dmax are pairwise
disjoint subsets of A. Hence, we have
|A| ≥ |Amax|+ |Bmax|+ |Cmax|+ |Dmax| = (q + 2)s+ (q + 2)t− 2st.
We now consider the following three cases.
Case 1: t ≥ 2
Since 2 ≤ s ≤ q, 2 ≤ t ≤ s ≤ q, so 2 ≤ √st ≤ q, we have
|A| ≥ (q + 2)s+ (q + 2)t− 2st ≥ 2(q + 2)√st− 2st = 4q + (√st− 2)(2q − 2√st) ≥ 4q.
Case 2: t = 1
In this case, if s ≥ 3, then |A| ≥ 4q+2 > 4q. Now assume that s = 2. We claim that Q2,1 is collinear with
at most one point in Bmax ∪ Cmax = {Q1, Q1,1, . . . , Q1,q}. Suppose on the contrary that Q2,1 is collinear
with two distinct points of {Q1, Q1,1, . . . , Q1,q}, say Q′ and Q′′. Since Bmax = U(Amax) ∩ A and by
construction of Cmax, P1 is collinear with every point in {Q1, Q1,1, . . . , Q1,q}. In particular, P1 is collinear
with Q′ and Q′′. Hence we have found in A two subsets A′max = {Q′, Q′′} and B′max = {P1, Q21}, such that
Q′ and Q′′ are non-collinear, |U(A′max)| = q, and B′max ⊆ U(A′max) ∩ A, which contradicts to s = 2 and
t = 1. Similarly, Q2,1 is non-collinear with any point of Amax ∪ Dmax = {P1, P2, P1,3, . . . , P1,q+1} except
for P2. Hence, Q2,1 is collinear with at most 2 points of Amax∪Bmax∪Cmax∪Dmax. On the other hand, by
Lemma 7, there are q+1 distinct lines passing through Q2,1. Therefore, there are at least q−1 lines passing
through Q2,1 such that none of them intersect with Amax∪Bmax∪Cmax∪Dmax\{Q2,1}. Denote these lines
by `j with 1 ≤ j ≤ m and m ≥ q − 1. Every line `j contains at least one point of A distinct from Q2,1,
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which we denote by Ej . Let Emax = {E1, . . . , Em}. Clearly we have Amax∪Bmax∪Cmax∪Dmax∪Emax ⊆ A
and |Emax| = m ≥ q − 1. Thus, |A| ≥ 3q + 2 + (q − 1) = 4q + 1 > 4q.
Case 3: t = 0
In this case, it is easily seen that s ≥ 3. Consequently, we only have two point sets Amax and Cmax, with
|A| ≥ (q+ 2)s. If s ≥ 4, |A| ≥ 4(q+ 2) > 4q. Consider in the following that s = 3. We claim that Q2,1 is
collinear with at most two points in {Q1,1, . . . , Q1,q+1}. If it is not the case, suppose that Q2,1 is collinear
with Q1,i, Q1,j, Q1,k with 1 ≤ i < j < k ≤ q + 1. Then we have {P1, Q2,1} ⊆ U({Q1,i, Q1,j, Q1,k}). By
Lemma 17, we have |U({Q1,i, Q1,j, Q1,k})| = q. Let A′max = {Q1,i, Q1,j, Q1,k} and B′max = {P1, Q2,1},
then every two points of A′max are non-collinear, |U(A′max)| = q, and B′max ⊆ U(A′max)∩A, contradicting
to s = 3 and t = 0. Similarly, Q2,1 is collinear with at most 2 points in {Q3,1, . . . , Q3,q+1}. Moreover,
we show that Q2,1 is non-collinear with P1 or P3. Indeed, if for instance Q2,1 is collinear with P1, then
Q2,1 ∈ U({P1, P2}) = U({P1, P2, P3}) (see Remark 1), which is a contradiction to t = 0. Hence, Q2,1 is
collinear with at most 4 points of Amax ∪Cmax. Besides these lines, there are at least q− 3 lines passing
through Q2,1, which we denote by `j with 1 ≤ j ≤ m and m ≥ q− 3. Every line `j contains at least one
point Ej of A that is distinct from Q2,1. Let Emax = {E1, . . . , Em}. It is clear that Amax∪Cmax∪Emax ⊆ A
and |Emax| = m ≥ q − 3. Therefore, |A| ≥ (3q + 6) + (q − 3) = 4q + 3 > 4q.
The proof is thus completed.
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