Abstract: In medical imaging and astronomical observation, high-resolution (HR) images are urgently desired and required. In recent years, many researchers have proposed various ways to achieve the goal of image super-resolution (SR), ranging from simple linear interpolation schemes to nonlinear complex methods. In this paper, we deal with the SR reconstruction problem based on the theory of compressive sensing, which uses a redundant dictionary instead of a conventional orthogonal basis. We further demonstrate better results on true images in terms of peak signal-to-noise ratio (PSNR) and rootmean-square error (RMSE) and give several important improvements, compared with other methods.
Introduction
In this information era, high-resolution (HR) images cannot only give people visual enjoyment, but detailed information is also provided. Hence, an enormous amount of attention has been lavished on obtaining HR images [1] , [2] . However, there are various factors (e.g., image deformation caused by relative motion between camera and object, image blurring caused by atmospheric disturbances and optical components, frequency aliasing caused by subsampling and noise in the image transmission) bringing the decrement of the resolution in the acquisition process of digital images. The acquisition process can be formulated as follows: let x h ¼ ½x h1 ; x h2 ; . . . ; x hk T ; x hk 2 R N h be a continuous series of original HR images, N h represents the number of the pixels in each frame x hk . In addition, denote the blur and down-sampling operators as B : R N h ! R N h and L : R N h ! R N l ðN l G N h Þ, respectively. It is supposed that B : R N h ! R N h acts as a known low-pass filter to HR images, and L : R N h ! R N l performs a dimensionality reduction operator by discarding rows or columns from HR images with an integer factor. The results y l ¼ ½y l1 ; y l2 ; . . . ; y lk T ; y lk 2 R N l are written to be low-resolution (LR) version of HR images as
where v is the Gaussian noise and is denoted by v 2 Nð0; 2 Þ. L all is defined as L all ¼ LB.
Assuming y l are the input images, the problem of SR reconstruction is to generate the potential HR imagesx h which are considered as an optimal approximation to the original HR ones. Since LB is rectangular with more columns than rows, the solutions of the above problem may not be unique and inverted stably.
In recent years, many researchers have proposed various methods to achieve the goal of SR reconstruction. These methods are roughly divided into two categories. One is using multiple LR frames of the same scene to generate just one frame HR image. The major premise of applying these methods is to conduct the registration of multiple LR images in the sub-pixel accuracy. The accuracy of image registration directly affects the quality of image reconstruction. These typical methods include Bayesian analysis (e.g., maximum a-posteriori and maximumlikelihood estimation [3] , [4] ), iterative back projection (IBP) [5] , projection onto convex sets (POCS) [6] , and the bilateral total variation (BTV) [1] . However, the LR frames of the same scene are not always available and the registration of multi-images is considered to be difficult and complex, these methods are not ready for some practical applications [7] .
The other one is to complement the detail information of high frequency that LR images have lost by applying prior knowledge learned from the training HR and LR examples. Therefore these methods can be used on single SR image reconstruction. These typical methods include locally linear embedding (LLE) [8] , Markov random field (MRF) [9] , and sparse representation [15] , [16] . Although they spend amounts of time in learning prior knowledge from the training HR and LR examples, the reconstructed HR image provides the lost detail information and has a good visual effect.
In this paper, the present study will focus on the theory of compressive sensing to solve the problem of SR reconstruction. The process of the algorithm (see Fig. 1 ) includes training phase and reconstruction phase. In the algorithm, the conventional orthogonal basis and the measurement matrix are substituted by a redundant dictionary obtained from the training phase and a low-pass Gaussian filter respectively. In reconstruction phase, the l1-Homotopy algorithm (proposed by Salman Asif et al. [13] ) is applied to obtain the sparse solution of SR reconstruction, which can provide the similar accuracy and about two to three orders of magnitude faster than the state-of-the-art interior-point linear programming (LP) solvers. In addition, the l1-Homotopy algorithm estimates the signal through adding and removing measurements instead of solving a new l1 program from scratch at each iteration.
The remainder of this paper is organized as follows: in Section 2, we discuss how to apply the theory of compressive sensing to solve the problem of SR reconstruction and propose an improved model on this basis. In Section 3, we describe the actual implementation details of the algorithm. In Section 4, we give experiments and comparative results. In Section 5, we draw conclusions.
Compressive Sensing and the Model of SR Reconstruction
As a method to acquire signals under the Nyquist rate, compressive sensing has attracted many attentions all over the world in the past several years [10] - [12] . Compressive Sensing originates from the idea that it is not necessary to invest a lot of power into observing the entries of a sparse signal in all coordinates when most of them are zero anyway. Rather it should be possible to collect only a small number of measurements that still allow for reconstruction [10] . The process of compressive sensing (see Fig. 2 ) can be described as follows: assume a realvalued, finite-length, 1-D, discrete-time signal x ½n; n ¼ 1; 2; . . . ; N, which can be written as
where É ¼ ½ 1 j 2 j . . . j N is an N ÂN orthogonal basis matrix with the vectors f i g N i¼1 and s is the N Â1 column vector of weighting coefficients. Since only K of s i coefficients are nonzero, the signal x is K À sparse in É domain.
Considering a linear measurement matrix È ¼ f j g M j¼1 satisfies the condition of restricted isometry property (RIP) [10] as follows:
where is defined as a global restricted isometry constant. Then, the collection matrix y ¼ fy j g M j¼1 can be written as
where Â ¼ ÈÉ is an M Â N matrix ðM G NÞ. The target of compressive sensing is to recover the original sparse signal from a small number of linear measurements [10] . There are infinitely many s 0 to satisfy y ¼ Âs 0 þ v , but we just need the minimumŝ. This process can be denoted aŝ Due to M G N, the solution of the minimum l 0 norm is a NP-hard problem. Many researchers have given various methods to obtain the optimal solution. The classic methods are orthogonal matching pursuit (OMP) and basis pursuit (BP) [10] . Though BP can bring a higher accuracy of reconstructing the signal x than OMP, it is more complex and takes more time in the actual application.
Comparing (1) with (3), SR reconstruction and compressive sensing have some similarities. However, L all is a low-pass and determined cyclic matrix in general, and È is usually random and insensitive to the frequency. In order to satisfy the RIP condition by using L all operator, K À sparse of the coefficients has a limited supremum (according to theorem 3.4 proposed by DeVore et al. [12] ) written as
For È operator, the supremum of K À sparse is written as
Assuming a LR image patch has M ¼ 9 (3 Â 3) pixels and its corresponding HR patch has N ¼ 81 (9 Â 9) pixels. We know that the K À sparse should be less than three by using L all operator. But it is impossible to find any orthogonal basis to transform the HR patch into such a column vector with so few atoms. However, we find that the K À sparse is less than nine by using È operator, and the limit is greatly weakened. In order to associate L all operator with compressive sensing, we have to increase the sparsity of the HR patch in the transformation domain. The premise to achieve the goal is to expand the orthogonal basis to the redundant dictionary. According to the Lemma 2.1 proposed in [12] , it has shown that compressive sensing can also be applied to signals which are sparse in a redundant dictionary.
Besides, the HR image whose spectrum covers the whole Nyquist frequency is bandlimited by =W . We use L all operator to down-sample the HR image with a factor U ¼ N=M. When U 9 W , we can use L all operator to obtain all the sampling points in the frequency from 0 to =U and waste no chance to get the points which we do not care about. Since È operator is insensitive to the frequency, L all operator shows a better performance than È operator. The points are enough to recover the HR image. When U W , both L all operator and È operator can down-sample the whole points in the Nyquist frequency and achieve a perfect reconstruction. It is said that the smaller U is, the more similar performance two operators will obtain.
In summary, we propose our model based on the theory of compressive sensing to generate the HR image x h from the input LR image y l . The orthogonal basis É and the measurement matrix È are substituted by a redundant dictionary D and a low-pass L all filter respectively in our model. So the problem of SR reconstruction is written as
where is the sparse coefficients vector of the detail information of original HR image x h . is a diagonal matrix of positive weights that can be adapted to promote a certain sparse structure in solution [13] . To solve this problem, we use l1-Homotopy instead of BP, because it is faster than BP and provides the similar accuracy as BP [11] .
The Reconstruction Algorithm Based on Compressive Sensing
The process of the algorithm is shown in Fig. 1 . The algorithm consists of the training phase (that can be done off-line) and the reconstruction phase and performs the scale-up on the tested image by using the redundant dictionary, which is generated in the training phase.
Training Phase
The purpose of the training phase focuses on how to generate a redundant dictionary which will be used in the reconstruction phase. The following steps of the training phase are performed:
1. 
Step 2 focuses on the high frequency features which LR examples have lost. We directly eliminate the low-frequency content of the full HR examples by subtracting the corresponding LR examples
l . In our research, we pay attention to how to generate the HR redundant dictionary from the HR examples instead of the LR redundant dictionary. It is different from the previous work.
After these two steps, we obtain the data-set P TH ¼ fp Note that the size of patch should be at least 3 Â 3 in order to cover the whole HR images and a large region in overlaps between adjacent patches can reduce the boundary problem which will lead to an unsatisfied result of the reconstruction but brings a great amount of calculation due to the increasing number of patches which need to be computed.
After the preparatory work is completed, we use the K-SVD algorithm (proposed in [18] ) to train these patches to obtain the HR redundant dictionary D h which is considered to replace the orthogonal basis in Step 3
An extra product during this process is the sparse representation coefficient vectors fq k g k that correspond to the patches fp k th g k . length is defined as the maximum value of the prior assumption. In Step 4, we choose a Gaussian low-pass filter L all instead of the measurement matrix È in our reconstruction model. The filter L all and dictionary D h should satisfy the Lemma 2.1 proposed in [11] as follows:
where
and Ã ¼ k is the isometry constant. In order to ensure the quality of reconstruction, L all should satisfy
for all 2 R and some constant ; c 9 0.
Reconstruction Phase
The reconstruction phase attempts to magnify an input LR image y l . This image is assumed to have been generated from an original HR image x h by the same blurred and down-sampled operations used in the training phase. The following steps are performed:
1. The input image y l is scaled up by using bicubic interpolation to obtain x l which has the same size as x h .
2. The feature extraction of the image y l is done by the bilateral filter R operator. The feature of image y l is defined as y R l ¼ R Ã y l . Then we separate y R l into many small patches
The l1-Homotopy algorithm is applied to solve the minimization sparse representation vectors ¼ f k g by using L all and D h obtained from the training phase
4. The lost detail information of potential HR patches is generated by P RH ¼ fp
The final imagex h is constructed from P RH by solving the following minimization problem with respect tox h :
In the reconstruction phase, Step 1 is used to magnify the input LR image y l to obtain the image x l . It is important that the scaled-up image x l should have the same size as the HR image x h . We treat x l as a potential HR image version which lacks the detail information.
Step 2 is used to extract the detail information y R l from the LR image y l by a bilateral filter R. The bilateral filter is a compromise treatment about the image spatial proximity and the similarity of pixels value. In the flat region of the image, the bilateral filter can be viewed as a Gaussian low-pass filter due to the pixel values with little change in the neighborhood. In the edge area of the image, the bilateral filter searches for the most similar grayscale to replace the original point. Hence, the bilateral filter can be accurate to extract the detail information from y l and has a strong ability of restraining noise before performing the l1-Homotopy algorithm. Then the detail information y R l is divided into many small patches P l ¼ fp R k l g. The reason is that small patches can speed up the progress of reconstruction and avoid the unnecessary repeated operation.
The l1-Homotopy algorithm is used to solve the minimization sparse representation ¼ f k g of the reconstruction model. The core of the l1-Homotopy algorithm is starting with a warm-start vector, adding and removing measurements instead of solving a new l1 program from scratch at each iteration. Equation (12) can be reframed as follows:
and note that
where i is the iteration number. z ki is a vector which is signð ki Þ on the support of ki and strictly smaller than 1 elsewhere. is a constraint variable starting from 0 and increasing a small value till to 1. Then, define the update direction d ki and the step-size b ki :
At every step along the homotopy path, the update direction and the step-size are computed. This process is shown in Fig. 3 . The patches p k rh of the detail information are generated by the inner product of the redundant dictionary D h and the sparse coefficients k .
Step 4 is used to reduce the error by a simple method proposed in [14] , originally developed in computer tomography. The final imagex h can be constructed by the following formula proposed in [14] 
The term P RH builds the edge of the final imagex h . The term R T R is a diagonal matrix that weights every pixel in the HR image.
Results
In this section we provide several tests of our algorithm and comparisons with the results obtained by Yang et al. [15] , [16] from the viewpoint of peak signal-to-noise ratio (PSNR) and root mean square error (RMSE).
Performance of the Proposed Algorithm
In the training phase, we choose 60 frame HR images with different sizes. The selection criteria of HR images is to choose different kinds of images in nature (e.g., flowers, cars, and animals) which have amounts of texture with little noise and different sizes. This is because large training image sets can enrich the content of the redundant dictionary. Then we sample 120 000 HR 5 Â 5 image patches for magnification with a factor of 2, and generate a HR redundant dictionary D h of size 25 Â 256 by applying 50 iterations of K-SVD algorithm. In our test, the entries of L all are independent normal variables with mean zero and variance 0.04 which satisfy (11) .
In the reconstruction phase, we down-sample the original image x h with size of 256 Â 256 to generate the input LR image y l by using bicubic interpolation with a factor of 4, then y l was onesixteenth of the original image. The image x l was created by magnifying y l until it returned to the original size. Extracting the feature of the LR image is done by the bilateral filter. The halfwidth of the bilateral filter is 5 and the standard deviations are 3 and 0.1 respectively. All the experiments were performed on a PC running four cores of Intel Core 4 3.20GHz CPU with 8 GB of RAM.
The test image (acquired from a mountain by CCD, and intercepted to the size of 256 Â 256) is shown in Fig. 4 . This figure also shows the original HR image and the down-sampled version which should be reconstructed. The reconstruction results are also shown in Fig. 4 . It is evident Original signal is a sine function and is superimposed with random noise to obtain noisy signal. The reconstruction signal is recovered from the noisy one using l1-Homotopy.
that the result of our algorithm is better than the bicubic interpolation, showing PSNR improvement of 2.82 dB, with PSNR computed by
and RMSE reduction of 3.83, with RMSE computed by
wherex hi ; x hi 2 ½0; 255 N R N .
Comparison With Other Methods
The next experiment focuses on giving a comprehensive comparison between our algorithm and the one proposed by Yang et al. [15] , [16] . In order to ensure the impartiality of the results, we implement the two algorithms in MATLAB (R2010b) and choose the same set of training images. In addition, each HR image is blurred and down-sampled by using bicubic interpolation with the same scale-up factor in the training phase and the reconstruction phase.
In the training phase, our algorithm has a better performance in calculation cost than Yang's algorithm. This is because our main energy is concentrated on how to generate the HR redundant dictionary instead of the LR one. The training of the HR redundant dictionary spends almost 12 minutes for 50 iterations of the K-SVD algorithm, with 6400 (25 Â 256) atoms in the redundant dictionary. It is allocated three atoms in each linear combination while performing the K-SVD algorithm. In the reconstruction phase, the size of the original HR image and the input LR image is 256 Â 256 and 64 Â 64 respectively. Our algorithm is implemented on six tested LR images (each HR image is taken a few seconds to reconstruct by using just one column overlapping 5 Â 5 patches in LR scale). The results of our algorithm are compared with bicubic interpolation and the algorithm proposed by Yang et al. [15] , [16] . (This takes several minutes to run on the same settings.) Then we compute PSNR and RMSE by using (20) and (21), respectively.
The numerical results of PSNR and RMSE are summarized in Table 1 . A more intuitive curve comparison using the data in Table 1 is shown in Fig. 5 . Comparison of the images reconstructed with different methods is given in Fig. 6 .
From Fig. 6 , we can see that our algorithm performs visually much better than bicubic interpolation and Yang et al. [15] , [16] , has less visual artifacts and produces sharper results with descended RMSE and improved PSNR.
Summary
Various ways have been conducted to achieve the goal of image SR reconstruction while preserving edges and small details. In this paper, we proposed an algorithm to combine the theory of compressive sensing and redundant dictionary learning to reconstruct the HR image. The algorithm is divided into two phases: the training phase and the reconstruction phase. In the training phase, the algorithm is operated by training a series of high-resolution images and using the K-SVD algorithm to obtain the redundant dictionary. In the reconstruction phase, the algorithm is operated by using the theory of compressive sensing based on redundant dictionary and the l1-Homotopy algorithm to generate the HR image. Comparing with the method proposed by Yang et al. [15] , [16] , there are several important improvements:
V A different method is used in the training phase: learning redundant dictionary D h from extracted features of HR examples by the K-SVD algorithm. V The theory of compressive sensing based on redundant dictionary is used in the reconstruction phase, realizing the goal from less to more and reducing unnecessary storage resource. V The bilateral filter R is applied to extract the feature of the input LR image, thus preserving edges and inhibiting noise. V The l1-Homotopy is used as reconstruction algorithm of sparse coefficients, which is much faster than LASSO used in [15] , [16] and provides much higher accuracy and stronger robustness. . From left to right, the sequence is original HR image, bicubic interpolation, Yang et al. [15] , [16] , and our algorithm.
Our method is quite simple and effective, and yet produces a robust improvement over bicubic interpolation. Though the proposed algorithm can obtain a satisfying result in image superresolution, there are still several shortcomings waiting to be improved:
V The amount of calculation in the training phase is still huge, hence, the Principal Component Analysis (PCA) can be applied in redundant dictionary learning as the same operation as Roman Zeyde et al. [14] has done. V An adaptive way of redundant dictionary learning without a training phase will be attempted similarly to the concept posed in [17] . V The experiment demonstration of the proposed algorithm is based on static images, and the performance of our algorithm applied to continuous motion image sequences is unknown. V Although it is possible to obtain a basically satisfied redundant dictionary by using the K-SVD algorithm, the method of noise suppression in the training phase is thoughtless. Since OMP which is used in the K-SVD algorithm is sensitive to noise in solving (9) , this can directly affect the quality of the redundant dictionary leading to an unsatisfied result in the reconstruction phase. A more complex and effective training algorithm need to be researched in future. In addition, the design of image super-resolution and the practical application of the proposed algorithm will face enormous challenges.
