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ABSTRACT
Context. The increase in bandwidth and sensitivity of state-of-the-art radio observatories is providing a wealth of molecular data from
nearby star-forming regions up to high-z galaxies. Analysing large data sets of spectral cubes requires efficient and user-friendly tools
optimized for astronomers with a wide range of backgrounds.
Aims. In this paper we present the detailed formalism at the core of the Spectral Line Identification and Modelling (SLIM) within the
MAdrid Data CUBe Analysis (MADCUBA) package and their main data handling functionalities. These tools have been developed
to visualize, analyze and model large spectroscopic data cubes.
Methods. We present the highly interactive on-the-fly visualization and modelling tools of MADCUBA and SLIM, which includes
an stand-alone spectroscopic database. The parameters stored therein are used to solve the full radiative transfer equation under Local
Thermodynamic Equilibrium (LTE). SLIM provides tools to generate synthetic LTE model spectra based on input physical parameters
of column density, excitation temperature, velocity, line width and source size. SLIM also provides an automatic fitting algorithm to
obtain the physical parameters (with their associated errors) better fitting the observations. Synthetic spectra can be overlayed in the
data cubes/spectra to easy the task of multi-molecular line identification and modelling.
Results. We present the Java-based MADCUBA and its internal module SLIM packages which provide all the necessary tools for
manipulation and analysis of spectroscopic data cubes. We describe in detail the spectroscopic fitting equations and make use of this
tool to explore the breaking conditions and implicit errors of commonly used approximations in the literature.
Conclusions. Easy-to-use tools like MADCUBA allow the users to derive the physical information from spectroscopic data without
the need of resourcing to simple approximations. SLIM allows to use the full radiative transfer equation, and to interactively explore
the space of physical parameters and associated uncertainties from observational data.
Key words. Line: identification - Radiative transfer - Methods: data analysis - ISM: molecules - Radio lines: ISM - Submillimeter:
ISM
1. Introduction
In the last decade, all large astronomical facilities operating
at centimeter, millimeter and sub-millimeter wavelengths have
continuously increased their sensitivity and instantaneous ob-
serving bandwidth, dramatically enhancing their potential scien-
tific output. As examples of current bandwidth capabilities, the
SMA now records instantaneously 32 GHz, NOEMA 15.4 GHz,
IRAM 30m 15.6 GHz, and VLA 8 GHz. While ALMA currently
records 8 GHz, it is planned to increase the bandwidth up to 16
GHz in the coming years1. Future planed facilities also target
wide instantaneous frequency coverage, such as the Next Gener-
1 http://www.eso.org/sci/facilities/alma/announcements/20180712-
alma-development-roadmap.pdf
ation VLA (ngVLA), expected to cover 20 GHz2 and the SKA 5
GHz3.
The large bandwidths together with the superb sensitivities
provided by both the new interferometric facilities and single-
dish telescopes equipped with multi-beam receivers result in ex-
tremely large 3-dimensional spectroscopic data cubes. Such data
sets contain huge amounts of physical, kinematic and chemical
information in molecular and atomic recombination lines. This
wealth of information allows us to study the physical conditions
and the chemical processes taking place in a wide variety of as-
tronomical objects, ranging from solar system objects and pro-
toplanetary disks to galaxies observed in the early Universe.
While the instrumental capabilities have been improving, the
tools to analyze the extremely rich and complex datasets are still
in their infancy. Using different strategies, during the last decade
2 http://ngvla.nrao.edu/page/refdesign
3 https://www.skatelescope.org/wp-content/uploads/2018/08/16231-
factsheet-telescopes-v71.pdf
Article number, page 1 of 18
ar
X
iv
:1
90
9.
02
14
7v
1 
 [a
str
o-
ph
.IM
]  
4 S
ep
 20
19
A&A proofs: manuscript no. SLIMMADCUBA
a number of tools have been developed in parallel for spectral
line identification and molecular emission analysis at different
levels. Here we briefly describe the tools available to date to-
gether with their key functionalities to serve as a comparison
among them and with SLIM/MADCUBA as described below:
• WEEDS4 (Maret et al. 2011), developed in FORTRAN
within the GILDAS5 package, provides tools for the visualiza-
tion of simulated molecular line profiles using the Local Ther-
modynamical Equilibrium (LTE) approximation superimposed
on the observed single-pointing spectra.
• CASSIS6, developed in Java, is a stand-alone package con-
taining a molecular line catalog which is included in Herschel
Interactive Processing Environment7 (HIPE) as a plug-in8. It
preforms both the LTE and the non-LTE analysis for single-
pointing spectra. For the LTE analysis, CASSIS simulates the
expected LTE molecular line profiles and visualize them on the
observed spectra while relevant parameters can be manually ad-
justed. It provides the LTE parameters and their associated errors
derived by a non-linear least-squares fit to the data. For the non-
LTE analysis, CASSIS connects to the Large Velocity Gradient
(LVG) code RADEX9 (van der Tak et al. 2007) when collisional
cross sections for the molecular species are available, providing
the H2 densities and the molecular column densities for an as-
sumed kinetic temperature.
•XCLASS10 (Möller et al. 2017), mainly developed in FOR-
TRAN, can be executed within CASA11 (McMullin et al. 2007)
and performs the LTE line profile simulation and the non-linear
least-squares fit to the data from both single pointing spectra and
3D spectroscopic data cubes. It allows to have a very complex
distribution of molecular and continuum slabs (clouds) along the
line of sight, considering the effects of the molecular line attenu-
ation by foreground dust and the molecular line absorption of the
background continuum. This tool runs with python scripts using
input files and delivers the results of fitted LTE parameters and
their associated errors.
With the advent of ALMA and its objective of providing
science-ready data products, molecular astrophysics and astro-
chemistry are now becoming unique and very powerful tools
within the grasp of non-experts in radio/(sub)millimeter astron-
omy and molecular astrophysics. In the past, the analysis of the
molecular data was based on a number of approximations help-
ing to simplify the derivation of physical conditions and molec-
ular abundances from very limited set of data. Usually these ap-
proximations have a limited range of applicability and in many
cases provide degenerated results. Thanks to current facilities
such as ALMA, it is now possible to choose the appropriate set
of molecular transitions that when combined with suited tools
will not require to rely on such strong approximations. This com-
bination allows the user to better constrain the physical parame-
ters by removing some of the degeneracies.
Newly developed analysis tools must also meet the challeng-
ing requirement of being intuitive and easy-to-use, as well as eas-
ily and efficiently handling large volumes of data. The MAdrid
Data CUBe Analysis package (MADCUBA), developed at the
4 https://www.iram.fr/IRAMFR/GILDAS/doc/html/
weeds-html/weeds.html
5 https://www.iram.fr/IRAMFR/GILDAS/
6 http://cassis.irap.omp.eu/
7 http://herschel.esac.esa.int/hipe/
8 Plug-in is software component that adds a specific tool to an existing
package.
9 http://home.strw.leidenuniv.nl/~moldata/radex.html
10 https://xclass.astro.uni-koeln.de/
11 https://casa.nrao.edu/
Centro de Astrobiología (CSIC, INTA) has been designed rely-
ing on two basic premises: efficiency (required to handle large
and complex data sets) and easiness of use, thanks to user-
friendly intuitive interfaces for non-experts on molecular astro-
physics.
In this paper we present and briefly describe the main data
handling functionalities of MADCUBA. In summary, and for
the sake of comparison with the existing tools described above,
MADCUBA allows interactive manipulation of single-pointing
spectra and spectroscopic data cubes with a number of functions
working in both spatial and spectroscopic axes. The Spectral
Line Identification and Modeling (SLIM), at the core of MAD-
CUBA, provides spectral analysis tools for modelling molecular
emission. Here, we provide details on the formalism used SLIM,
where the equations, approximations and limitations are com-
prehensively described. SLIM provides molecular and recom-
bination line identification tools as well as LTE molecular anal-
ysis for emission and absorption lines for both single-pointing
spectra and spectroscopic data cubes. A background continuum
source can be added to produce absorption profiles, but atten-
uation by dust is not yet implemented. Such analysis tools are
not available for recombination lines within SLIM yet. However,
both the dust attenuation and the recombination line modelling
will be implemented in the future. The generation of synthetic
LTE molecular spectra is fully interactive through sliders allow-
ing users to change the input physical parameters, with on-the-
fly visualization of the resulting model spectra overlaid on the
observed data/data cubes. Besides, it provides tools to automati-
cally fit physical parameters with their associated errors derived
from non-linear least-squares fit to the data.
MADCUBA has already been used in the last years in many
papers addressing different scientific topics in a variety of as-
tronomical sources: prestellar cores (Jiménez-Serra et al. 2016),
infrared-dark clouds (Cosentino et al. 2018), low-mass star-
forming regions (Martín-Doménech et al. 2017; Rivilla et al.
2019a), high-mass star-forming regions (Rivilla et al. 2016,
2017b,a; Rizzo et al. 2017; Zahorecz et al. 2017; Colzi et al.
2018; Moscadelli et al. 2018; Beltrán et al. 2018), Galactic Cen-
tre giant molecular clouds (Zeng et al. 2018; Rivilla et al. 2018;
Riquelme et al. 2018; Rivilla et al. 2019b) and HII regions
(Armijos-Abendaño et al. 2018), and external galaxies (Martín
et al. 2014; Aladro et al. 2015; Martín et al. 2015; Harada et al.
2018; Sewiło et al. 2018; Martín et al. 2019).
The paper is organized as follows: In Sec. 2 we enumer-
ate the main cube handling functionalities of MADCUBA. In
Sec. 3 we describe in detail the SLIM tool. We present the spec-
troscopic database, the basic radiative transfer formulation and
the assumptions made to generate synthectic molecular spectra
in LTE. We also explain the automatic non-linear least-squares
fitting algorithm and discuss the derived errors associated to the
fitted LTE parameters and the quality of the fit. We present a
number of examples to illustrate the potential of SLIM. To go
beyond a mere presentation of the radiative transfer LTE formu-
lation, in Sect. 4, we discuss common approximations used in the
literature to analyze molecular spectra and point out the limita-
tions and degeneracies of such approximations. Building on this
discussion, we describe how MADCUBA can allow the estimate
of the uncertainties derived from these degeneracies.
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2. MAdrid Data CUBe Analysis package
(MADCUBA)
MADCUBA12 is a package developed to import, visualize, ma-
nipulate, process and analyze molecular and recombination line
astronomical data from both 3D spectroscopic cubes and single-
pointing spectra. It has been designed to combine an user-
friendly interface and a powerful visualization and data analysis
system able to deal with large volumes of data. MADCUBA pro-
vides simple tools to analyze and interpret molecular and recom-
bination line spectroscopic observations. It is is a stand-alone
package, developed in Java13 as a plug-in for ImageJ14 (Schnei-
der et al. 2012; Schindelin et al. 2015). ImageJ is a Java-based
highly extensible open source image processing program which
has been developed by the U.S. National Institutes for Health for
the analysis scientific multidimensional images mainly in Biol-
ogy. ImageJ provides the core infrastruture for the visualization
and processing of data cubes, and the framework for interactive
scripting. Additionally, MADCUBA makes use of the STIL15,
non-tam-fits 16, and skyview Libraries17. STIL is a library used
for managing large tables, non-tam-fits is a Java library for read-
ing and writing FITS (Flexible Image Transport System) files,
and Skyview provides the spatial World Coordinate System in-
frastruture.
MADCUBA is an out-of-the box18 toolkit with no other re-
quirements than Java 1.8 or above. It can be downloaded from
the MADCUBA website12 and does not require installation. Af-
ter decompressing the downloaded file, it can be run directly
from the executable files within the MADCUBA directory. It is
compatible with Linux, Mac OS X, and Windows environments.
The package can be easily updated to the latest version by replac-
ing two .jar files that can be independently downloaded from the
website.
2.1. Importing data into MADCUBA
MADCUBA can read/import data from the main radio to far-
IR observatories in the world (i.e. ALMA, Herschel, NOEMA,
SMA, VLA, GBT, IRAM 30m, Effelsberg 100m). The native
data format for both data cubes and spectra is FITS. MADCUBA
does import single spectra and data cubes in FITS format gen-
erated by CASA, GBT-IDL, MIRIAD. Herschel products (ver-
sions 2, 2.5 and 3) from the Herschel Science Archive19 for
the 3 instruments (PACS, SPIRE and HIFI) and GILDAS sin-
gle spectra (a working local GILDAS installation is required)
and GILDAS data cubes (previously exported to FITS) can also
be imported. In addition, MADCUBA offers a generic data cube
import option, able to deal with a large variety of data cubes pa-
rameters, as well as the possibility of importing spectra from a
plain formatted ASCII file (see Appendix B.1 for a sample input
file).
12 http://cab.inta-csic.es/madcuba/MADCUBA_IMAGEJ/
ImageJMadcuba.html
13 https://www.java.com
14 https://imagej.net/; https://imagej.net/ImageJ
15 Starlink Tables Infrastructure Library http://www.star.bris.
ac.uk/~mbt/stil/
16 http://nom-tam-fits.github.io/nom-tam-fits/
17 https://skyview.gsfc.nasa.gov/current/cgi/titlepage.
pl
18 Ready-made software that works without any special configuration,
installation or modification.
19 http://archives.esac.esa.int/hsa/whsa/
2.2. Visualization and handling of data cubes and spectra
MADCUBA uses the powerful infrastructure offered by ImageJ
to interactively visualize and handle astronomical data cubes and
spectra through a graphical user interface (GUI). MADCUBA al-
lows interactive visualization of single/multiple data cubes and
spectra. In Fig. 1 it is shown an screenshot with a sample MAD-
CUBA session where its main windows are displayed and iden-
tified.
The spectral visualization offers the possibility to interac-
tively convert both the spectral and intensity axes to the most
commonly used units in radio, mm, sub-mm, and far-IR astron-
omy (see Appendix A). The visualization allows to merge and/or
overlay multiple spectra in a single plot when the spectral axis is
set to frequency, wavelengths, or energy.
The cube visualization is achieved by on-the-fly displaying
the image plane at the selected spectral channel in the cube, and
plotting the spectrum from the selected spatial pixel(s) in the
image plane. The latter includes the possibility to show the in-
tegrated spectrum over a spatial region of interest (RoI) defined
on the image as a rectangle, ellipse, polygon, or line. Similarly
to other common visualization packages such as ds920 (Joye &
Mandel 2003), RoIs can be defined on the image with different
geometries (rectangle, ellipse, polygon, or line). RoIs definition
can be performed either interactively or through command line
scripting (Sect. 2.3). The defined RoI is recorded in the cube his-
tory file and, like ds9, it can be loaded onto the image from the
ImageJ scripting window. The cube visualization also allows to
change spectral and intensity units and to choose between equa-
torial and Galactic coordinates. The spectrum in the plot can be
extracted and saved for further analysis. The intensity/flux units
and the solid angle corresponding to the selected RoI of the ex-
tracted spectra are calculated and saved to the spectra accord-
ingly. These parameters will be used for modelling within SLIM
(Sect. 3).
In addition to single cube visualization, MADCUBA allows
spatially-synchronized visualization of multiple cubes. The pixel
or RoI selected in a cube is propagated to all the synchronized
cubes in celestial coordinates. The propagated RoIs are dis-
played on the images of all synchronized cubes and the corre-
sponding spatially integrated spectra are plotted (see Fig. 1). The
synchronized multiple spectra from all the cubes can also be ex-
tracted and saved for further analysis with SLIM (Sect. 3). This
is particularly handy for spectral line surveys carried out via mul-
tiple frequency tunings or even a simple ALMA project whose
products will contain multiple cubes of individual spectral win-
dows.
MADCUBA also offers a number of tools for data cube and
spectra manipulation such as spectral baseline for cubes and
single spectrum, spatial and spectroscopic smoothing and crop-
ping, spectral interpolation and re-sampling, Gaussian fit to line
profiles, and velocity/frequency integrated images from cubes.
Cropping and smoothing can be also applied simultaneously to
synchronized data cubes.
2.3. Scripting and history file
ImageJ contains a plethora of contributed scripts and plug-ins,
and allows for user-scripting in Jython21. MADCUBA makes
use of the infrastructure of the Macro/scripting language (IJM22)
20 http://ds9.si.edu/site/Home.html
21 https://www.jython.org/index.html
22 see https://imagej.nih.gov/ij/developer/macro/macros.
html for a description of the potential of IJM
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Fig. 1. Screenshot showing the use of MADCUBA to spatially synchronize multiple datacubes. In this case eight ALMA datacubes taken from the
data published by Martín et al. (2019) are loaded and synchronized. From top to bottom and left to right, the windows shown are: the main ImageJ
window; the main MADCUBA menu; the cube container window displaying the currently opened data cubes; the synchronize cube window listing
the data cubes currently synchronized (in this case all opened ones); the cube display where the selected channel of the first opened data cube
is displayed and the RoI is interactively defined (black contour on image); and finally the eight spectra corresponding to the integrated spectra
from the RoI for each synchronized datacube. Note that the image channel displayed is selected with a red line in the top left spectrum, which
corresponds to the spectrum from the cube displayed.
built into ImageJ that allows controlling many aspects of MAD-
CUBA and ImageJ. Most of the functions and tools in MAD-
CUBA can be used in scripts as a sequence of actions to manipu-
late large data sets of cubes and spectra in an automatic way (see
Appendix B.2 for a sample script). Scripts can be easily written
in MADCUBA since the operations performed by the user can be
recorded automatically. The recorded scripts can be then edited
and tested interactively to apply the same operations to other data
sets. Frequently used scripts can be installed in MADCUBA to
be used as tools, and they can also be distributed to other users.
The MADCUBA product is composed of two files, the data
file and the history file. The history file contains all the opera-
tions performed to the data and is written in the scripting lan-
guage. This file allows for easily tracking and repeating all the
operations performed to the data and/or to edit the parameters
used in the data processing.
3. Spectral Line Identification and Modeling (SLIM)
SLIM is a key module of MADCUBA for the analysis of spec-
tra (Fig. 2). SLIM tools allow for line identification of spec-
troscopic features through queries to its spectroscopic database
(Section 3.1) which can be overlaid on top of the displayed spec-
tra. It also provides the infrastructure to model the molecular
emission (Sect. 3.2) and to generate synthetic spectra from in-
put physical parameters (Section 3.3). These synthetic spectra
can be overlaid on top of the observed spectra and/or fitted to
the observations in order to derive the best fit to the physical
parameters with their corresponding uncertainties (Section 3.4).
An extension of this tool to automatically analyze data cubes is
under development.
3.1. Spectroscopic Database
Spectroscopic information is available off-line within SLIM
through a stand-alone HSQLDB (HyperSQL DataBase23). The
database contains the following default spectral line catalogs:
• Jet Propulsion Laboratory (JPL24) (Pickett et al. 1998)
23 http://hsqldb.org/
24 http://spec.jpl.nasa.gov/ftp/pub/catalog/catform.
html
• Cologne Database for Molecular Spectroscopy (CDMS25)
(Müller et al. 2001, 2005; Endres et al. 2016)
• Spectral Line Atlas of Interstellar Molecules (SLAIM) (Lo-
vas 1984)
• Recommended Rest Frequencies for Observed Interstellar
Molecular Microwave Transitions, 1991 revision (Lovas
1992)
• Recommended Rest Frequencies for Observed Interstellar
Molecular Microwave Transitions, 2002 revision (Lovas
2004)
• Radio recombination line spectroscopy database calculated
from Towle et al. (1996) by Baez (2014)
The first two entries (JPL and CDMS) contain the needed
spectroscopic parameters to be used as input for simulating and
fitting molecular spectra using LTE analysis (Sect. 3.3). More
precisely, for each transition, the spectroscopic databases pro-
vide the rest frequency in MHz, the integrated intensity in units
of nm2MHz at 300 K, and the lower state energy in cm−1. To-
gether with the partition function of the molecule for a defined
set of temperatures, also provided in the databases, we derive the
Einstein coefficient Aul which are used for estimating the line op-
tical depth (Sect. 3.2.4).
The last four entries only include the species, transitions and
rest frequencies used exclusively for line identification. While
SLAIM theoretical catalog is included for the sake of complete-
ness, the catalog of observed interestellar molecules can be actu-
ally handy for quick identification of transitions already identi-
fied in the ISM. Modelling tools for recombination lines are not
available yet, but will be implemented in future releases.
The SLIM database is regularly updated based on the new
entries of the CDMS and JPL catalogs. SLIM also allow the user
to upload new molecules not included in these catalogs if the
spectroscopy and the partition function are provided in CDM-
S/JPL format.
3.2. Molecular emission in Local Thermodynamical
Equilibrium (LTE)
Derivation from first principles of the expression for the molecu-
lar column density as a function of spectral line observables can
25 http://www.astro.uni-koeln.de/cgi-bin/cdmssearch
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Fig. 2. Screenshot showing the use of SLIM within MADCUBA to identify and fit a synthetic LTE model to an observed broad band spectrum.
In this case a 30000 channel ALMA spectrum is displayed where more than 100 molecular species have been fitted. From top to bottom and left
to right, the windows shown are: the main ImageJ window; the main MADCUBA menu; the modelling tab within the SLIM tool with the list of
fitted species and the sliders in the bottom to interactively adjust the physical parameters; the spectra container window displaying the currently
opened spectra; the plot showing the full spectrum with the transitions of the selected species labeled; the SLIM PLOT showing the synthetic
model overlaid on top of the observed spectra zoomed to the brightest transitions of the selected species; the list of transitions of the selected
species.
be found in e.g. Mangum & Shirley (2015). In this section, we
describe the basic radiative transfer formalism as well as the as-
sumptions made by MADCUBA to calculate the synthetic spec-
tra of molecular species used to derive the physical and kine-
matic properties of the emitting regions. The main assumptions
and the equations where these assumptions are implicit are the
following:
• Uniform temperature and density slab of emitting gas (Eq. 4)
• Emitting regions are circular Gaussian shaped (Eq. 9)
• Optical depth Gaussian profiles (Eq. 16)
• Local Thermodynamic Equilibrium (Eq. 18)
3.2.1. Radiative transfer formalism
The intensity of a source (Iν) can be expressed through the
Planck function, Bν(TB), as a function of the brightness temper-
ature, TB:
Iν = Bν(TB) =
2kν2
c2
Jν(TB) (1)
where Jν is the intensity in temperature units:
Jν(T ) =
hν/k
ehν/kT − 1 (2)
We define the Radiation temperature as TR = Jν(TB), which
through Eq. 1 is proportional to the intensity as
Iν =
2kν2
c2
TR (3)
The radiation temperature will be equal to the brightness
temperature in the Rayleigh-Jeans (R-J) approximation when
hν/kTex  1. Since this condition does not hold for low tem-
peratures and high frequencies, SLIM does not use the R-J ap-
proximation.
SLIM considers the solution of the radiative transfer equa-
tion assuming an uniform (temperature and density) slab of gas.
Along the line of sight, we consider that in addition to the Cos-
mic Microwave Background with a brightness temperature Tbg
there may be a background continuum source with a temperature
Tc. For this case, the solution of the standard radiative transfer
equation for a slab of a given molecular species with an excita-
tion temperature (Tex) can be written, as a function of the fre-
quency, as:
TR = Jν(Tbg) e−τν + cs Jν(Tc) e−τν + Jν(Tex) (1 − e−τν ) (4)
where the total frequency dependent optical depth τν
(Sect. 3.2.4) is the sum over the opacity of all the transitions
as:
τν =
∑
t
τtν, (5)
and the covering factor cs considers the fraction of contin-
uum absorbed by the foreground gas. This is the fraction of the
solid angle of the continuum source (Ωc) which is covered by
the molecular cloud, and therefore cannot be larger than unity.
As explained in Sect. 3.3.1, outside the frequency range of the
emitting lines, the emission will be that of the whole continuum
source and background.
Since we are interested only in the intensity of the line, the
continuum subtracted line intensity, TL is obtained by subtract-
ing the continuum contribution Jν(Tbg) + cs Jν(Tc) to Eq. 4 as:
TL =
(
Jν(Tex) − Jν(Tc) − Jν(Tbg))(1 − e−τν ) (6)
Note that for the sake of simplicity, in this equation it is im-
plicit a line covering factor cs = 1 since, as it will be described
in Sect. 3.3.2, for modeling purposes the line emission can be
divided in components such that the absorbing component sat-
isfies this assumption. The validity of this assumption will be
discussed in Sec. 3.2.3 when considering continuum observable
units.
3.2.2. Observed quantities. Source sizes
The intensity of the line, TL, in Sect. 3.2.1 refers to the radia-
tion emitted at the surface of the slab. However we are interested
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in the detected line intensity when observed with a radio tele-
scope. The actual observed intensity will be then the result of
the convolution of the telescope spatial response with the radi-
ation temperature distribution of the emitting source. Thus the
line (or radiation) temperature can be related to the observable
quantities of flux density S or main beam brightness temperature
TMB as
S =
2kν2
c2
∫
TL δΩs =
2kν2
c2
∫
TMB δΩs?b (7)
Where Ωs is the solid angle of the source, and Ωs?b is the
solid angle of the convolution of source and the main beam or
point spread function of the telescope, which will be the solid an-
gle of the main beam Ωb in the case of point sources (see Downes
1989, for details).
Based on Eq. 7, SLIM does calculate the spectrum in either
temperature (K) or flux density units (Jy) from the line tempera-
ture in Eq. 6 as
TMB =
Ωs
Ωs?b
TL
S = 1023 2kν
2
c2 Ωs TL
(8)
where 1023 is the conversion factor to Jy in cgs units, and
Ω are in steradians. Data in other supported intensity units in
MADCUBA are internally converted to any of these two basic
units (see Appendix A).
Assuming that both the source and the telescope beam are
represented by 2D elliptical Gaussian functions, the solid angle
is calculated as Ω = pi4ln(2)θma jorθminor = 1.133 θma jorθminor where
θma jor and θminor are the full width at half maximum (FWHM) of
the ellipse major and minor axis, respectively. Since the source
morphology within the beam of the telescope is unknown, SLIM
considers, for simplicity, that both the source and the beam to
be circular. The beam size in SLIM is defined as the FWHM of
a circular Gaussian with the same solid angle than an elliptical
beam, θb =
√
θma jorθminor. The convolution of the beam and the
source is then another Gaussian with a FWHM=
√
(θ2s + θ2b) and
the convolved solid angle Ωs?b = 1.133 (θ2s + θ
2
b).
Under these assumptions, Eq. 8 can be rewritten in terms of
source, and beam FWHM as
TMB =
θ2s
θ2s+θ
2
b
(Jν(Tex) − Jν(Tc) − Jν(Tbg)) (1 − e−τν )
S = 1023 2kν
2
c2 1.133 θ
2
s (Jν(Tex) − Jν(Tc) − Jν(Tbg)) (1 − e−τν )
(9)
In the case of extended sources, the total flux density of the
source will be that within a beam (i.e. θs = θb for θs > θb).
3.2.3. Background continuum. Absorption lines
In the presence of a background continuum source the slab of
gas will not only emit, but it could also absorb continuum pho-
tons producing both absorption and emission line profiles. Eq. 6
shows that absorption will occur when Jν(Tex) < Jν(Tc)+Jν(Tbg).
SLIM provide several ways to introduce the continuum effects in
the radiative equation. The background continuum can be pro-
vided by the user through an input ASCII file, with comma sep-
arated pairs of rest frequencies (in Hz) and continuum intensities
in the corresponding units, covering the whole frequencies range
of the transitions to be simulated (see Appendix B.3 for a sam-
ple input file). The continuum can also be extracted from the
data when observations contain both line and continuum emis-
sion. This is the case for interferometric observations or single
dish special observing modes. The baseline functionality (men-
tioned in section 2.2) can be used to fit and remove the contin-
uum from the spectra. The subtracted baseline will be consid-
ered by SLIM as the continuum background when required. In
addition to these options to define the continuum level based on
input from observations, SLIM also provides the following mod-
els for the continuum emission that will fit most of the observed
continuum spectra arising from synchrotron, free-free and dust
emission. The continuum model options are:
• Cosmic Microwave background (CMB) at temperature Tbg
that defaults to 2.73 K:
Jν(Tbg) =
hν
k
1
ehν/kTbg − 1 , (10)
• Black body at a temperature Tbb and size θc
Jν(Tbb) =
hν
k
1
ehν/kTbb − 1 , (11)
• Modified black body, at a temperature Tgb and size θc to
model dust emission
Jν(Tgb) = Jν(Tbb)(1 − e−τ(ν)), (12)
where the blackbody at Tbb, is modified for the lower fre-
quencies with an optical depth τ(ν)=τ0(ν/ν0)β. The depen-
dence of the optical depth with frequency is related to the
dust absorption coefficient, where β is the dust emissivity in-
dex.
• Power law with size θpw and size θc to model synchrotron,
ionized winds and free-free emission
Jν(Tpw) = Jpw(ν/νpw)αpw (13)
which requires an input intensity (Jpw) at a frequency νpw,
and a spectral index αpw.
Similar to the relations in Eq. 9, continuum emission will be
then calculated in the corresponding units as
T contMB =
θ2c
θ2c+θ
2
b
Jν(Tc)
S cont = 1023 2kν
2
c2 1.133 θ
2
c Jν(Tc)
(14)
for the units of main beam temperature and flux density, re-
spectively.
We note that, under the assumption of continuum with a cir-
cular Gaussian distribution with a size θc, then the covering fac-
tor in Eq. 4 can be written as cs = θ2s/θ
2
c . We can then write the
continuum contributing to the line emission as
T contMB =
θ2c
θ2c+θ
2
b
θ2s
θ2c
Jν(Tc) ∼ θ
2
s
θ2s+θ
2
b
Jν(Tc) , for θs ∼ θc
S cont = 1023 2kν
2
c2 1.133 θ
2
c
θ2s
θ2c
Jν(Tc) = 1023 2kν
2
c2 1.133 θ
2
s Jν(Tc)
(15)
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Thus, the continuum contributing to the radiative transfer in the
line is equal, or approximately equal in the case of temperature
units, to the continuum emission coming from a region equal to
the size of the source emitting region θs, which is used in Eq. 6.
For the cases of in which the user selects a continuum from
fitted baseline or continuum spectrum from input file, it will be
necessary to explicitly calculate the continuum fraction that is
contributing to the line emission. For this purpose, the cover-
ing factor will be defined as cs = θ2s/θ
2
c , where θc is the size
of the emitting continuum source, that can be input in SLIM,
and θs is that of the molecular cloud. In all cases, as explained
in Sec. 3.3.1, the continuum covering factor is limited to 1
(Sec. 3.2.1), and thus θs ≤ θc).
All the continuum models can be combined to fit the ob-
served continuum spectra. SLIM can display the continuum
emission underneath the line spectrum allowing to visualize the
fit to the continuum spectrum on-the-fly by changing with slicers
the continuum parameters of temperature, β and size. The con-
tinuum model is defined for all molecules observed in a give
position of the sky.
The effect produced by the continuum emission as back-
ground can be selected individually per molecule and/or veloc-
ity component to be considered in the radiative transfer equation
(see Sect. 3.3.1).
3.2.4. Line profile and optical depth
SLIM assumes that the small scale structure motions of gas par-
ticles in the slab is characterized by a Maxwellian velocity distri-
bution independent from its physical origin being thermal and/or
turbulent. In this case, the velocity/frequency dependence of the
line opacity profile will be described by the Gaussian function
τv = τ◦e−4 ln2(v−v◦)
2/∆v2 (16)
where τ◦ is the opacity at the central velocity (vo) of the line
profile. ∆v is the full width at half maximum that can be re-
lated to the variance σ2 of the Gaussian as ∆v = 2
√
2 ln2σ =
2.354σ. Non-Gaussian observed profiles will have to be mod-
elled as a linear combination of Gaussian velocity components
(Sect. 3.3.2)
When the optical depth frequency dependence from Eq. 16
is included in Eq. 9 it results in Gaussian profiles for low opaci-
ties (optically thin regime), but saturated flat top profiles for high
opacities (optically thick regime) as shown in the sample spec-
tral profiles in Fig. 4. Just to note that, from Eq. 6, line profiles
will saturate at TL ∼ Tex − Tc − Tbg in the Rayleigh-Jeans ap-
proximation and assuming an extended source size covering the
continuum source.
The integral of the opacity function over the velocity distri-
bution of the gas particles for a given transition can be related
to physical parameters of column density of gas particles in the
upper level of the transition Nu, the excitation temperature Tex,
and the velocity dispersion ∆v as∫
τvδv = 1.064467 τ◦ ∆v =
c3
8piν3ul
AulNu(ehνul/kTex − 1) (17)
where 1.064467 is just a geometrical factor based on the as-
sumed Gaussian profile as described below, Aul is the Einstein
coefficient, and νul the frequency of the transition involving the
levels with energies Eu and El (upper and lower, respectively,
where hνul = Eu − El). From this expression we can derive the
maximum optical depth of a transition (τo) as well as the peak of
the temperature profile (T oL) of the spectral line.
Under the approximation that the excitation of the molecule
is in LTE, the population of all molecular energy levels are deter-
mined by an unique temperature (Tex). Then one can relate the
column density in the upper level Nu of the transition to the total
column density of the molecule N as
Nu =
N
Q(Tex)
gu e−Eu/kTex (18)
where Q(Tex) is the temperature dependent partition function of
the molecule and gu and Eu the degeneracy and energy of the up-
per level of a given transition, respectively. Therefore, merging
Eq. 17 and 18 one can obtain
τ◦ =
c3
8.515736 piν3ul ∆v
Aul
N
Q(Tex)
gu (e−El/kTex − e−Eu/kTex ) (19)
It is interesting to mention some relations between the pa-
rameters describing the predicted observed profile. In the opti-
cally thin case (τ◦ << 1), the expected TL line profile will have
a Gaussian shape,and therefore the area A or integrated intensity
of the line can be calculated as
A =
∫ ∞
−∞
TL δv = T ◦Lσ
√
2pi = 1.064467 T ◦L ∆v (20)
where T ◦L is the line temperature at τ = τ◦, i.e. at the center of
the line profile. However, in the optically thick case (τ◦ >> 1) the
observed profile is broadened and the full width half maximum
∆vτ can be related to that in optically thin case as
∆vτ = ∆v
√
1
ln2
ln
τ◦
ln( 21+e−τ◦ )
(21)
and thus the integrated intensity of the opaque line profile is
also affected as
Aτ = ∆vτ T τL k(τ◦) (22)
where T τL is the intensity at the central velocity corrected by
opacity T τL = T
◦
L
(
1 − e−τ◦), and k(τ◦) is a opacity dependent
proportionality factor which we approximate to be that of the
optically thin case.
The input parameter used by SLIM for modelling (Sec. 3.3)
and fitting (Sec. 3.4) is the actual line width, ∆v, which is the
meaningful physical parameter. Broadened line profiles are cal-
culated according to the calculated opacity to simulate and fit
the observed profiles. Thus, SLIM considers the effect of optical
depth to simulate the observed profiles and, therefore, it provides
the actual molecular column density related to the velocity inte-
grated intensity corrected for optical depth effects.
3.3. LTE synthetic spectra
Using the spectroscopic molecular parameters (Section 3.1) and
the radiative transfer formalism presented in Sec. 3.2, SLIM gen-
erates LTE synthetic molecular spectra. The synthetic spectra are
generated and controlled through the input physical parameters:
• column density (N)
• excitation temperature (Tex)
• radial velocity of the source (v◦)
• full width half maximum of the line (∆v)
• source size (θs)
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as well as the corresponding parameters of the continuum de-
fined in (Sect. 3.2.3). A user friendly GUI interface (Fig. 2) al-
lows the user to change the individual input parameters using
sliders with on-the-fly visualization of the synthetic line profiles
superimposed on the observed spectra. The highly interactive in-
terface in SLIM allows for an easy evaluation of the effect of
changes in the different physical parameters (e.g., Tex) on the
LTE spectra.
To optimize the computing time, the synthetic spectra is only
calculated for the range of radial velocities considered to be rel-
evant to fully sample the line profile. The range for the radial
where the synthetic spectra is computed is defined by the ve-
locities with line intensities larger than the threshold of 10−4
relative to its peak intensity. For each Gaussian line profile, as
assumed by SLIM (Sect. 3.2.4), this translate into a velocity
range of | v-v◦|>1.75∆v. Both the plotting and fitting (discussed
in Sect. 3.4) of the line profiles are also restricted to the data in
that range. In the case of simulation of LTE line profile which are
unresolved by the spectral resolution of the observations, SLIM
calculates the simulated intensity integrated over the observed
channel width to make a straightforward comparison with the
data.
In the following we provide further details on how the syn-
thetic spectra are calculated.
3.3.1. Synthetic spectra for multiple molecules with different
components
SLIM produces the LTE synthetic spectra from multiple
molecules by considering that the total emission can be de-
scribed as a linear superposition of the spectra of the individ-
ual molecules. In the model, every molecule can have their
own physical parameters. In addition to multiple molecules sim-
ulation, SLIM allows also for different components of each
molecule. Different components can be differentiated by changes
in any of the physical parameters used in the simulation. In this
case, SLIM also assumes a linear superposition of the spectra
from the different components of each molecules. The results
of the LTE synthetic spectrum for multiple molecules, each one
with also multiple components can be generalized from Eq. 6 as
TL =
∑
m
∑
c
(
Jν(Tm,cex ) − Jν(Tc) − Jν(Tbg)
)
(1 − e−(∑t τtν)m,c ) (23)
where m and c are the index running for the different molecular
species and their components, and t following Eq. 5 is the sum
over the transitions of each molecular components.
3.3.2. Linear superposition of components/molecules
Fig. 3 does illustrates the basic modelling options available
in SLIM which can be linearly combined to model spectra of
increasing complexity. In Fig. 3 we consider three molecular
clouds observed within the telescope primary beam with differ-
ent sizes, physical properties, kinematics, and continuum cover-
age. These complex observed emission/absorption line profiles
can be easily simulated with SLIM by using different molecular
components. We briefly discuss how to simulate the molecular
clouds along the line of sight with SLIM components using the
sketch in Fig. 3 as a guide.:
– Absorption or emission profiles. By default SLIM consid-
ers that molecular components do not have a background
continuum source other than the CMB. This is the case of
component 3e in Fig. 3, where line temperature T 3eL will ap-
pear in emission as long as Jν(Tex) > Jν(Tbg), and will rarely
be observed in absorption otherwise (see Sect. 4.2).
For each component, SLIM provides the option of consid-
ering the radiative transfer effect of a background source,
and therefore on the observed line temperatures. That is the
case of cloud 2a in Fig. 3. The properties of the background
continuum source are defined as discussed in Sect. 3.2.3. In
this case the line will be observed in absorption if Jν(Tex) <
(Jν(Tc)+ Jν(Tbg)). In the case of cloud 2a the cloud only cov-
ers a small fraction of the continuum with a covering factor
θ2as /θc < 1 in Eq. 6. Although each molecule/component can
have different different physical parameters and source sizes,
the same continuum background spectrum is shared for all
components. However, continuum effect is only applied to
those molecule/components selected by the user.
– Absorption and emission profiles from a single cloud.
SLIM can also simulate the line profiles and derive the physi-
cal properties of clouds which are only partially covering the
background continuum source, such as the case of compo-
nent 1 in Fig. 3. In this case, two SLIM components will be
added linearly with their own physical parameters. The solid
angles of the two components will be such that θ21 = θ
2
1e−θ21a.
While 1a will consider the radiative transfer effects of a par-
tially covered continuum emission, 1e will not include such
effect.
– Kinematics: Velocity structure within the cloud. SLIM al-
lows to simulate the velocity structure of the region of in-
terest by adding multiple velocity components for a given
species such as the case of cloud 1 in Fig. 3.
– Non isothermal clouds: Multiple excitation tempera-
tures. So far, we have considered only clouds with uni-
form excitation temperature, a single Tex. As a general case,
molecular clouds may show internal thermal structure that
can be simulated by the addition of multiple components
with different excitation temperatures. SLIM can also han-
dle multiple Tex clouds by creating multiple molecular com-
ponents with different Tex. The SLIM parameters for every
component can be selected independently.
However, detecting different temperature components from
the observed data is sometime difficult since they usually
have similar radial velocities and line widths. Moreover, if
the number of transitions available is limited, it may not
be straightforward to differentiate between multiple temper-
ature components and the effects of opacity or non-LTE
conditions (see Sect. 4.1 and Goldsmith & Langer 1999).
To aid the user in the identification of multiple excitation
temperature components, SLIM provides the functionality
to generate and plot rotational diagrams (Sect. 4.1) using
the observed line intensities. The resulting plots, similar to
that shown Fig. 4, can guide the initial estimates of compo-
nents/temperatures. The user can derive the initial Tex and
molecular column densities by fitting straight line(s) to the
rotational diagram and use them as the initial parameters for
the simulation and/or the fitting of the observed line profiles.
The resulting observed line profile (left box in Fig. 3), will
be, according to Eq. 23, the linear superposition of components
and molecules. Apart from simulating and fitting observed spec-
tra, the user can also generate and save synthetic spectra for any
molecule(s) in the catalogs (Sect. 3.1) for a selected frequency
range and spectral resolution, where Gaussian noise can also be
added to the simulated spectra.
It is important to note a few details regarding the simulation
of spectra:
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Observer
1e
1a
2a
3e continuum
Fig. 3. Sketch showing an observation of a source consisting of a linear superposition of multiple components. In this scenario, the overall profile
shown in left will be the combination of a line in emission (3e), another in absorption against the background source (2a) and a third (1) partially
overlapping the background source and therefore observed in both emission (1e) and absorption (1a). See text in Sect. 3.3.2 for details.
– The sum of optical depths is only considered per component,
so the optical depth of the transitions of a given molecular
component are added. This is not the case for the linear su-
perposition of components/molecules, where the sum is done
in temperature/flux density units, and thus it is assumed that
the different components/species are not radiatively coupled.
While this assumption may be valid for velocity components,
which might be actually separated within the resolution ele-
ment of our observations, it may not be appropriate for mul-
tiple temperature components in the line of sight depending
on the radial velocity differences and the line widths of the
different components.
– When modeling transitions from different observations and
observatories, the beam sizes will be different. When gen-
erating the synthetic spectrum the beam size of each of the
spectra is taken into account to return the appropriate line
intensities (Sect. 3.2.2).
3.4. Fitting Algorithm: AUTOFIT
The AUTOFIT function of SLIM performs a non-linear least-
squares fitting of simulated spectra to the data to find the optimal
free parameters (N, Tex, vlsr, ∆v and θs) used to generate the
synthetic LTE spectra. It uses the Levenberg-Marquardt (L-M)
algorithm (Levenberg 1944; Marquardt 1963) as implemented in
the Herschel Common Software System26 (see Press et al. 2007).
The L-M algorithm combines the gradient descent method and
the Gauss-Newton method to minimize the χ2 function:
26 The description of the Java implementation can be found in http:
//herschel.esac.esa.int/hcss-doc-12.0/load/hcss_drm/
ia/numeric/toolbox/fit/doc/reference.html#glossary.
χ2 =
∑
i
T LTEi − T datai
σ2i
2 (24)
where the T LTEi and T
data
i are the intensities of the LTE sim-
ulation and the observed data at the spectral channel i, respec-
tively, and σi is the rms noise of the data when available. When
the noise is not available the weight 1/σ2 is set to unity. The sum
is over the relevant data channels as defined in the previous sec-
tion for every transition. The SLIM implementation of the L-M
algorithm does not include a priori limits set on the parameters,
but they are checked during the iterative fitting procedure. Thus,
the fitting procedure does an initial check for degeneracies in the
input parameters (e.g. guesses of the excitation temperature that
are too large compared to the energy levels of the observed tran-
sitions, free sources sizes when the result is degenerated because
all transitions have been observed with the same telescope/beam,
...). Additionally, every ten iterations of the L-M algorithm, the
validity of the of the fitted parameters is also checked (e.g., nega-
tive excitation and molecular column densities, too large excita-
tion temperature compared with those of the observed transition
energy levels or fitted source sizes too small compared with the
beam) In case of failing the validation, the fitting procedure stops
and requests an action from the user to help the convergence of
the fit by changing the input parameters.
In addition to the fitted value, AUTOFIT also provides their
associated error and a measure of the goodness of the fit. The
errors in the fitted parameters are the 1σ standard deviations de-
rived as follows:
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σpi =
√
H−1(i, i)
χ2
(N − K) (25)
with i = 1....K is the number of fitted parameters, N is the number
of spectral data channels used in the fit, and H is the Hessian
matrix derived from the inner product of the transpose of the
Design matrix D(i,j) by itself.
H = DT × D (26)
The Design matrix is built from the partial derivatives of the
LTE line profile model to each of its parameters at the velocity
of every spectral channel:
D(i, j) =
(
∂ TLTE
∂q j
)
i
(27)
where i refers to the channel i and j to the parameter to be
fitted. For completeness, in Appendix C we present the ana-
lytic derivative equations used to generate the Design matrix.
The estimated errors in the fitted parameters take into the ac-
count all the data channels used in the fit, and therefore they
decrease when the number of the relevant data channels, N, in-
creases roughly with a factor of
√
N .
In addition to the error of the parameters, SLIM also provides
information on the goodness-of-fit through the reduced/normal-
ized χ defined as:
χ =
√
χ2
(N − K) (28)
χ does not depend on the number of data channels used in the
fit as the errors of the parameters. The value of χwill be different
depending on the weighting of the data used in the fit. In the case
that the 1/σ2 weight is used, χ should be close to 1, that is the
same order of the rms noise of the data, indicating a good quality
fit. Large values of χ >> 1, indicate a poor fit and small values
of χ <1 suggest over fitting, i.e. the model is likely fitting some
of the data noise. If the rms noise of the data in not provided
to AUTOFIT, i.e weight = 1 for all data points, the χ has to be
derived as the ratio between the χ provided by AUTOFIT and the
estimated rms noise of the data. Caution should be taken with the
estimated χ when the number of data channels is only slightly
larger than number of fitted parameters since it depends of N-K.
In this case the χ might be meaningless.
Since AUTOFIT uses spectroscopically-resolved line pro-
files, this function cannot be applied for data that do not resolve
the line profiles. Upper limits to the molecular column densities
can also be calculated automatically when the lines are not de-
tected. SLIM estimates the local rms noise of a spectroscopic
channel, σ, from the data by fitting a baseline to a selected re-
gion, free from line emission, of the spectrum displayed in the
plot. The upper limit to the column density is then calculated
from the upper limit to the integrated intensity
∫
TR∆v > 3σ
√
∆v
δv
(29)
where ∆v and δv are the SLIM linewidth parameter and the
spectral resolution of the data respectively. The upper limit of the
integrated intensity is converted to the upper limit to the column
densities using the SLIM parameters, Tex and θs.
4. Discussion: Usual molecular line radiative
transfer approximations in the literature.
Limitations and degeneracies
For the sake of simplicity, a number of assumptions and/or ap-
proximations are commonly used in the literature to derive phys-
ical parameters from observed spectra (see Mangum & Shirley
2015). In their paper, they explore the optically thin, thick and
R-J regimes. However, with tools like MADCUBA-SLIM, it be-
comes unnecessary to rely on such approximations. Rather than
exploring the radiative transfer expression for different limiting
cases as done by Mangum & Shirley (2015), in this section we
do explore the most usual approximations used in the literature
for column density determination. Here we include the use of
rotational diagrams, the analysis of absorption lines assuming
a strong background continuum source, and the opacity/column
density calculation from hyperfine splitting line intensity ratios.
With SLIM, not only the use of such approximations is not re-
quired, but it also offers the possibility to explore the uncertain-
ties and the range of validity of those approximations. The fig-
ures in this section, generated from the output models of SLIM,
aim to explore the errors resulting from the use of approxima-
tions in the ranges where they break.
4.1. Rotational diagrams
Rotational diagrams are one of the most used approximations
for deriving column densities and excitation temperatures. The
basics of these approximation are described in numerous refer-
ences (i.e. Goldsmith & Langer 1999; Martín et al. 2006). For
this approximation the basic assumptions are:
• No CMB: Tbg = 0
• No background continuum source: Tc = 0
• Optically thin emission: τν << 1
Thus Eq. 6 can be combined with Eqs. 17 and 18, and in
logarithmic we obtain the linear expression
log
(
8pikν2
hc3gu
∫
TLδv
)
= log(
N
Q(Tex)
) − Eu
kTex
log(e) (30)
The first two assumptions will hold as long as J(Tex) >>
J(Tc) + J(Tbg) which will be generally true for sources with
no background continuum source. However, for low excitation
Tex ∼ Tbg the effect of the CMB background will not be negli-
gible. This may be even more relevant for high redshift studies
where the the CMB temperature scales with redshift as Tbg =
2.73 (1 + z). At z = 7 the cosmic microwave background temper-
ature is ∼22 K, and will therefore play an important role in the
excitation of the molecular clouds.
Leaving aside the considerations on background tempera-
ture, the rotational diagram approximation will break for mod-
erate to high column densities where significant deviations from
linearity will occur due to the effects of increasing optical depth,
which will be transition dependent. This is illustrated in Fig. 4
where the HC3N rotational diagram has been generated out of
the integrated intensities simulated by SLIM for molecular col-
umn densities ranging from 1014 to 1017cm−2. We simulated the
emission of HC3N assuming Tex = 22 K and ∆v = 10 km s−1 .
The species and the physical parameters were selected to match
the diagram shown in Fig. 2 from Goldsmith & Langer (1999).
The inset diagram in the top left corner of Fig. 4 does actually
match the Figure in Goldsmith & Langer (1999), with the main
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Fig. 4. (Upper panel) Rotational diagram of the first 36 rotational transi-
tions of HC3N generated from the SLIM output synthetic spectra. Phys-
ical parameters of Tex=22 K, ∆= 10 km s−1 and extended source size
have been used. The inset figure on the top left corner matches the
range of energies displayed in Fig. 2 from Goldsmith & Langer (1999).
(Lower panel) Synthetic spectra of three transitions at representative
upper level energies for the four column densities used to generate the
rotational diagram. The effect of opacity is clearly seen in both line sat-
uration and broadening.
difference of their Figure y-axis being in natural logarithm scale
and slightly different column densities. The line profiles for three
out of the 36 rotational transitions used in the diagram are shown
for a wide range of upper energy levels, where the effect of line
saturation and line broadening (Eq. 21) are evidenced even for
high energy transitions.
The curvature of the rotational diagram (blue and ma-
genta points in Fig. 4), together with an insufficient sampling
in the number of observed transitions, can lead to the miss-
identification of multiple temperature components. This section
shows that SLIM correctly takes into account the effects of in-
creasing optical depth in the molecular transitions. In any case,
as mentioned in Sect. 3.3.2 on non-isothermal modeling, the use
of rotational diagrams may help as a first guide for initial fitting
parameters in models with multiple temperatures.
It is important to mention here the limitation regarding the
LTE assumption. Fig. 6 in Goldsmith & Langer (1999) shows
how non-LTE effects do also break the linearity when the emis-
sion is not thermalized. Thus, if molecular hydrogen volume
density is below the critical density (n(H2) < ncrit) of any given
transition, the LTE assumption in SLIM will also break. As a
result, curved rotational diagrams would end up in a degener-
acy between low density sub-thermal excitation or multiple high
density components such as that observed in the CO ladder to-
wards Sgr A∗ (Goicoechea et al. 2015).
Fig. 5. Optical depth of the absorption profile of CO 1− 0 calculated by
MADCUBA (black continuous line) for ∆v=10 km s−1, log N=17 cm−2
and Tbg = 2.73 K. From the values measured in the synthetic spectra and
using Eq. 32, the approximate optical depth is calculated (black dashed
line). The ratio between the two optical depth estimates is shown in red
line. Top and bottom panels are equal but for the continuum tempera-
tures of 10 and 100 K, respectively. Vertical dotted line represent the
temperature for which the line does absorb completely the continuum
emission (i.e. TL = J(Tc)), and beyond which the CMB continuum is
absorbed.
4.2. Absorption profiles
Most studies of absorption molecular profiles do display the nor-
malized spectra in order to directly measure the fraction of the
continuum absorbed by foreground gas. Thus, instead of defin-
ing the line temperature after subtracting the continuum in Eq. 6,
the fraction of absorption of the continuum can be written as
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TL
J(Tc)
=
(
Jν(Tex) − cs Jν(Tc) − Jν(Tbg))(1 − e−τν )
J(Tc)
(31)
If we assume that the absorption is occurring against a very
bright continuum source, which implies that
• Tc >> Tbg• Tc >> Tex
then Eq. 31 reduces to
τν = −ln
(
1 − TL
cs J(Tc)
)
(32)
commonly used to quickly estimate the opacity of the absorp-
tion profiles towards bright continuum emitters (i.e. Muller et al.
2011). This expression, where usually cs is considered to be
unity, is independent of the excitation temperature of the gas.
Fig. 5 shows the optical depth of the CO J = 1 − 0 profile
calculated by MADCUBA for fixed values of ∆v=10 km s−1,
log N=17 cm−2 and Tbg = 2.73 K, as a function of varying Tex.
Fig. 5 also displays the optical depth calculated based on the gen-
erated synthetic spectra and with the approximation in Eq. 32.
The optical depth in Fig. 5 directly calculated by MADCUBA is
shown as a black thick solid line, and the one estimated from the
synthetic absorption profile using Eq. 32 as a black dashed line.
These optical depths are calculated as a function of the assumed
Tex and for two background continuum black bodies with tem-
peratures Tc of 10 and 100 K (top and bottom panels in Fig. 5,
respectively).
Fig. 5 shows that the optical depth is actually temperature
dependant. However, it also illustrates, as explained below, the
range in which this approximation to estimate the optical depth
is valid, which is relative to the brightness of the illuminating
continuum source. The ratio between both optical depths is also
displayed as a red line to better show the region where the ap-
proximation holds.
Fig. 5 shows that when Tex approaches the CMB temperature
(in this case Tbg=2.73 K), the approximation in Eq. 32 goes to
infinity since the continuum is completely absorbed (TL = J(Tc),
dotted vertical line in Fig. 5). Although it is an unusual situation,
the approximation in Eq. 32 will not apply for temperatures be-
low the CMB temperature (Tex < Tbg), where the normalized ab-
sorption gets negative since it does absorb the CMB continuum
(see Martin-Pintado et al. 1985, and references therein). Simi-
larly, high optical depths can be the result of very high column
densities. In this situation, the fit to the line profile by MAD-
CUBA and and in particular line profile broadening (Eq. 21) will
allow for a more accurate estimate of the optical depth than just
based on the intensity of the absorption.
For excitation temperatures approaching that of the back-
ground continuum (Tex ∼ Tc), the absorption will vanish and
therefore the opacity calculated based on the approximation
in Eq. 32 will be severely underestimated. This is particularly
critical for faint background illuminating continuum sources
(i.e. search for absorption against faint GRB events; de Ugarte
Postigo et al. 2018) where a non detection of absorption may be
either low absorbing column density or significant amounts of
gas not seen in absorption due to Tex ∼ Tc.
For temperatures in between the CMB temperature and the
temperature of the background continuum source, the optical
depth estimated with Eq. 32 has a relatively narrow range of
validity out of which the approximation, and therefore the de-
rived column density, will be over/underestimated for low/high
excitation temperatures, respectively.
With the possibility of using SLIM the user does not need to
make the assumptions mentioned above, and through educated
guesses of the excitation temperature it will be possible for the
user to estimate the errors in the optical depths and column den-
sities derived from the observations. Moreover, the SLIM sim-
ulation will also help the user to prepare the observations that
will provide the best estimate of the excitation temperature by
measuring several transitions.
4.3. Molecular line opacities from hyperfine splitting
As commonly used in the literature (Henkel et al. 1998, i.e.),
the ratio of the line intensities of two molecular transitions (or
blended groups of transitions) can be written as
TL,1
TL,2
=
1 − e−τ1
1 − e−τ2 (33)
where this expression implicitly assumes
• No background continuum source: Tc = 0
• LTE conditions: Tex,1 = Tex,2
Hyperfine transition splitting in molecules provides a way
of directly infer the optical depth of the emission through the
observed hyperfine line intensity ratios. In the optically thin
regime, the ratio between any given pair of hyperfine lines is di-
rectly related to the ratio between their optical depths τ1/τ2, un-
der the above mentioned assumptions. Since most spectroscopic
parameters (frequecies, energy levels, and einstein coefficients)
are almost identical, from Eq. 19 this optical depth ratio will be
equal to the ratio between involved hyperfine transition upper
level degeneracies τ1/τ2 = gu,1/gu,2.
As a case study we consider here the J = 1 − 0 tran-
sition of N2H+ which is splitted into three hyperfine compo-
nents F = 2 − 1, 1 − 1, and 0 − 1 at 93173.7, 93171.88, and
93176.13 MHz, respectively (based on the spectroscopy from
the JPL catalog). In Fig. 6 we show the opacity of the brightest
component τ21 as a function of the ratio of the F = 2 − 1 to the
F = 0 − 1 transition. In the optically thin regime, as explained
above, the ratio between the line intensities will approach that
of the upper level degenacies ratio (g21 = 15 and g01 = 3), and
therefore τ21/τ01 = 5. On the other hand, as the optical depth
grows towards the optically thick regime, both spectral line will
saturate and their ratio will asymptotically approach unity (see
Eq. 33).
Despite the relation between line intensities and optical
depths, albeit the approximations above, the intrinsic uncertain-
ties to the line temperature measurements may translate into
large uncertainties in the estimated optical depth as we get close
to the limiting cases. In Fig. 6, we show the actual relation with a
thick black line, while the red and blue lines show the uncertainty
in the derived optical depth by assuming a signal-to-noise ratio in
the F = 2−1 transition (S NR = T21/rms, where rms is the noise
of the spectra) of 50 and 20, respectively. The uncertainty in the
optical depth is calculated via the error propagation (using its
numerical derivative) as ∆τ21 =
(
∂τ21
∂r
)
∆r, where the uncertainty
on the line ratio (r) is calculated as ∆r = r
√
1 + r2/S NR. In the
optically thin regime, as we approach the theoretical value of 5,
the uncertainties in the optical depth, and therefore in the column
density determination may vary by several orders of magnitude.
Furthermore, towards the optically thick regime, though not so
severe, the optical depth can be easily uncertain by a factor of a
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Fig. 6. Optical depth to the F = 2 − 1 hyperfine transition of N2H+ as a function of ratio of the line intensities of the F = 2 − 1 to the F = 0 − 1
shown in black. The line width used in the SLIM simulations is ∆v= 2 km s−1 to avoid blending between hyperfine transitions. In red and blue we
represent the propagated uncertainties considering that the F = 2−1 hyperfine transitions of N2H+ is detected with SNR of 50 and 20, respectively.
See Sect. 4.3 for details.
few. It is only within the range of τ21 between ∼ 1 − 10, that the
optical depth would be well constrained.
We note that the large uncertainties in the optically thin
regime is a result of the decreased signal-to-noise ratio of the
F = 0−1 line, which being a factor of 5 fainter than the F = 2−1,
would be detected at a signal-to-noise ratio of 10 and 4, for the
two examples shown in Fig. 6. The same study could be carried
out with the ratio of the F = 2 − 1 to 1 − 1, since the later is
brighter then the 0 − 1 with τ21/τ11 = g21/g11 ∼ 1.66. However,
in this case, the dynamic range of the ratio will be limited to the
range from 1.66 in the optically thin regime to 1 in the thick end.
Once the opacity is estimated from the line intensity ratio,
column density can be derived via an assumption on the exci-
tation temperature as represented with the black dashed lines
in Fig. 7. In this Figure, we added the predicted line intensity
in main beam brightness temperature scale as it would be ob-
served with the 26.4′′ beam of the IRAM 30m telescope at the
frequency of this transition. Each colour represent an iso-line-
temperature contour for an extended source (continuous line),
and a source size of 2/3 and 1/3 of the telescope beam (dashed
and dotted line, respectively). This Figure does include the effect
of the CMB, but no other background continuum source.
The main idea behind Fig. 7 is to illustrate the fact that apart
from the line intensity ratio used to derive the optical depth of the
emission, the absolute measured line intensity carries out valu-
able information that may allow to break the degeneracy between
optical depth, excitation temperature, and source size (see Eq. 9).
In other words, once the opacity has been measured with the
hyperfine structure, it is not possible to determine the column
density with prior assumptions on the excitation temperature and
source size, since this may not fit the actual line intensity mea-
sured. Since SLIM fits directly the observed spectrum by vary-
ing the physical parameters, both the absolute line intensity and
intensity ratio are fitted simultaneously.
Thus if we have a good a priori information on the excita-
tion temperature, the line intensity may provide constrains on
the source size. On the other hand the line intensity can also set
constrains to the possible excitation temperatures with a priori
information on the source size. In fact, this allows for determina-
tion of excitation temperatures based on a single hyperfine split-
ted transition if not in the optically thin/thick regime. Of course,
Fig. 7 is valid for this particular transition of N2H+, but similar
plots could be generated for other transitions/molecules. Addi-
tionally, when a particular transition gets optically thick, the line
broadening by opacity (Eq. 21) can be used to further break the
degeneracy between physical parameters.
The above discussion also applies to not hyperfine splitted
transitions. In this case, opacity will not be constrained by the
line intensity ratio and the degeneracy will be directly on col-
umn density, excitation temperature, and source size. Any com-
bination of these parameters will have to reproduce the observed
intensity.
Fig. 7 show how by fitting the line profile as a whole with
SLIM we can constraint the physical parameters of column den-
sity and excitation temperature. More importantly, SLIM allows
the user to easily explore the parameter space and observe on-
the-fly the effect of the changes in the line profile by varying
input parameters.
5. Conclusion
In this paper we present the main functionalities of the highly
interactive spectroscopic data handling package MADCUBA
and its spectroscopy analysis module SLIM. The basic radiative
transfer formalism and fitting algorithm used by SLIM have been
described in detail. We discussed the usual approximations used
in the literature for different limit cases that simplify the radia-
tive transfer equation in order to derive physical parameters. We
show that these approximations may result in both significant
deviations in the derived parameters, when the assumptions for
such approximations break, as well as in an underestimation of
the errors associated to those approximations. More importantly,
we show that with modern tools like MADCUBA and SLIM,
there is no need to resource to those approximations since we can
Article number, page 13 of 18
A&A proofs: manuscript no. SLIMMADCUBA
Fig. 7. Column density of N2H+ as a function of the estimated opti-
cal depth (Fig. 6) of its J = 1 − 0, F = 2 − 1 transition for different
assumed excitation temperatures (black dashed lines). In colour we rep-
resent isotemperature curves of simulated line intensities in main beam
temperature scale for the 26.4′′ primary beam of the IRAM 30 m at
the frequency of this transition. The curves are calculated for differ-
ent source sizes: extended (continous line); 2/3 of the primary beam
(dashed); and 1/3 of the primary beam (dotted). The simulation consid-
ers a line width ∆v= 2 km s−1, and a Tbg = 2.73 K.
easily model the observed spectra using the full radiative trans-
fer equation. We also note that, by design, SLIM, works under
the LTE assumption, and therefore it will not apply to non-LTE
conditions or under non-LTE excitation.
MADCUBA and SLIM, as other of the self tools open to the
community, does allow for an efficient handling of large spectro-
scopic dataset coming for state-of-the-art radio, millimeter and
sub-millimeter facilities.
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Appendix A: Units included in MADCUBA
In this section we present a comprehensive list of the units man-
aged by MADCUBA.
Appendix A.1: Spectral units
We refer the reader to Greisen et al. (2006) for a complete de-
scription of the spectral coordinates representation and conver-
sion between the units below.
• Frequency (rest and observed): Hz,KHz,MHz,GHz,THz
• Wavenumbers: cm−1,m−1
• Energy: eV, J, ergs
• Wavelength (rest and observed): Å, nm, µm, mm, m
• Velocity (radio, optical, and relativistic): m s−1,km s−1
• Redshift: z
• Beta factor: β = v/c
Appendix A.2: Intensity units
• [µ | m] K
• [µ | m]Jy beam−1
• [µ | m] Jy arcsec−2
• [µ | m | M] Jy sr−1
• [µ | m] K spaxel−1
• W [cm | m]−2 Hz−1 sr−1
• W [cm | m]−2 [Å | nm | µm]−1 sr−1
• ergs s−1 cm−2 Hz−1 sr−1
• ergs s−1 cm−2 [Å | nm | µm]−1 sr−1
Appendix A.3: Flux density units
• [µ | m | M] Jy
• W [cm | m]−2 Hz−1
• W [cm | m]−2 [Å | nm | µm]−1
• ergs s−1 [cm | m]−2 Hz−1
• ergs s−1 [cm | m]−2 [Å | nm | µm]−1
Appendix A.4: Integrated flux density units
• [µ | m | M] Jy Hz
• W [cm | m]−2
• ergs s−1 cm−2
Appendix A.5: Integrated Intensity units
• K Hz
• [µ | m] K [km | m] s−1
• [µ | m] Jy beam−1 [km | m] s−1
• [µ | m] Jy arcsec−2 [km | m] s−1
• [µ | m | M] Jy sr−1 [km | m] s−1
• [µ | m] Jy spaxel−1 [km | m] s−1
• W [cm | m]−2 sr−1
• ergs−1 cm−2 sr−1
Appendix B: MADCUBA sample files
Although we do refer to the documentation which is develop-
ing in the MADCUBA webpage27, in this appendix we include
some sample of input files to illustrate the format required by
MADCUBA and SLIM.
27 http://cab.inta-csic.es/madcuba/MADCUBA_IMAGEJ/
ImageJMadcuba_Documentation.html
Appendix B.1: Input Spectra in ASCII format
In order to import spectra from any data source, it is possible to
resource to a simple ASCII file where the key spectral parame-
ters can be provided as the following sample file.
Uni tAng le : deg
U n i t S p e c t r a l : Hz
Uni tVe lo : km / s
U n i t I n t e n : K
TempScale : TA∗
Beammaj : 0 .002777778
Beammin : 0 .001388889
BeamPA : 20
CoordType= EQU
CoordPro j : GLS
Epoch= 2000
sRadesys=FK5"
XCoord= 66 .666
yCoord= −10.1010
VeloType : VRAD−LSR
V e l o c i t y = 40
xLabe l : FREQ−LSR
R e s t F r e q : 8 . 8 E+10
y l a b e l : I n t e n s i t y
/ / Data x_va lues1 , y_va lues1 , e r r o r 1
8 .7992763427734E+10 −0.014919484034181
8.7994763427734E+10 −0.016418563202024
8.7996763427734E+10 −0.011609123088419
8.7998763427734E+10 −4.1951001621783E−03
8.8000763427734E+10 −1.797300792532E−04
8.8002763427734E+10 −6.2841214239597E−03
Note that the importance of the unit definition at the top of
the file which will determine the input unit of the different pa-
rameters. However, it is not required to provide values for all pa-
rameters. The sample below, does define the basic most header
that includes the spectral units and intensity units, and within
a single file inputs fours spectra that MADCUBA will load as
individual spectra:
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# mycube_band4_spw1 . image− r a s t e r
U n i t S p e c t r a l : GHz
U n i t I n t e n : Jy / beam
9.983684539795 e+01 2.884732144998 e−03
9.980559539795 e+01 2.525573612008 e−03
9.977434539795 e+01 2.476226447418 e−03
# mycube_band4_spw2 . image− r a s t e r
U n i t S p e c t r a l : GHz
U n i t I n t e n : Jy / beam
1.074863204956 e+02 3.165612609541 e−03
1.075175704956 e+02 3.662855322292 e−03
1.075488204956 e+02 3.426149531019 e−03
# mycube_band6_spw1 . image− r a s t e r
U n i t S p e c t r a l : GHz
U n i t I n t e n : Jy / beam
1.056113967896 e+02 3.483511136527 e−03
1.056426467896 e+02 2.839534894392 e−03
1.056738967896 e+02 3.722954211636 e−03
# mycube_band6_spw2 . image− r a s t e r
U n i t S p e c t r a l : GHz
U n i t I n t e n : Jy / beam
9.733055114746 e+01 2.297109951407 e−03
9.729930114746 e+01 3.345324198354 e−03
9.726805114746 e+01 1.939967128391 e−03
Note that the lines defining the unit will be used to demarcate
individual concatenated spectra within a single input file. For
each spectra in the file any non defined parameter will be set to
the default units.
Appendix B.2: Sample MADCUBA script
The best way to create scripts (macros) in ImageJ and therefore
in MADCUBA is through the macro recorder that can be
accessed through the Macros menu in MADCUBA or directly
through Plugins>Macros>Record within the ImageJ interface.
The file below, created through the macro recorder, shows a
sample script that imports three ALMA data cubes, close them,
open the imported MADCUBA created fits cubes, extract the
spectra from the two regions of interest (in this case, a pixel and
a rectangle defined in the reference cube) and writes it to an
output spectra file.
/ / Im po r t t h e c a s a cubes i n t o MADCUBA f i t s f i l e s , c h a n g i n g t h e v e l o c i t y
run ( " Im po r t ALMA CUBE FITS FILE " , " s e l e c t = ’ / p a t h / spw1 . cube . f i t s ’ changehead = ’ Vrad$180$km / s # ’ " ) ;
se lec tWindow ( " PLOT MAD_CUB_spw1 . cube . f i t s " ) ;
c l o s e ( ) ;
se lec tWindow ( "CUBE MAD_CUB_spw1 . cube . f i t s " ) ;
c l o s e ( ) ;
run ( " Im por t ALMA CUBE FITS FILE " , " s e l e c t = ’ / p a t h / spw2 . cube . f i t s ’ changehead = ’ Vrad$180$km / s # ’ " ) ;
se lec tWindow ( " PLOT MAD_CUB_spw1 . cube . f i t s " ) ;
c l o s e ( ) ;
se lec tWindow ( "CUBE MAD_CUB_spw1 . cube . f i t s " ) ;
c l o s e ( ) ;
run ( " Im por t ALMA CUBE FITS FILE " , " s e l e c t = ’ / p a t h / spw3 . cube . f i t s ’ changehead = ’ Vrad$180$km / s # ’ " ) ;
se lec tWindow ( " PLOT MAD_CUB_spw1 . cube . f i t s " ) ;
c l o s e ( ) ;
se lec tWindow ( "CUBE MAD_CUB_spw1 . cube . f i t s " ) ;
c l o s e ( ) ;
/ / Open t h e Mas te r cube , which w i l l be t h e r e f e r e n c e f o r a l l t h e o t h e r s .
run ( " Open V i r t u a l Cube " , " w r i t e m a c r o= t r u e s e l e c t = ’ / mypath / MAD_CUB_spw1 . cube . f i t s ’ " ) ;
/ / Open a l l o t h e r cubes
run ( " Open V i r t u a l Cube Background " , " s e l e c t = ’ / mypath / MAD_CUB_spw2 . cube . f i t s ’ " ) ;
run ( " Open V i r t u a l Cube Background " , " s e l e c t = ’ / mypath / MAD_CUB_spw3 . cube . f i t s ’ " ) ;
run ( " S y n c h r o n i z e Cube " , " " ) ;
/ / INFO : S y n c h r o n i z e L i s t S e l e c t e d Cube
run ( " S y n c h r o n i z e S e l e c t Cube " , " name_cube=ALL " ) ;
se lec tWindow ( "CUBE MAD_CUB_spw1 . cube . f i t s " ) ;
/ / S e l e c t t h e Region o f I n t e r e s t ( ROI )
/ / E x t r a c t i n g s p e c t r a i n a s i n g l e p i x e l
makeRec tang le ( 6 9 , 96 , 1 , 1 ) ;
run ( " S y n c h r o n i z e Roi Cube " , " c u r s o r r o i = t r u e c o o r d s= t r u e " ) ;
run ( " S y n c h r o n i z e Cube " , " " ) ;
run ( " E x t r a c t S p e c t r a Sync I n t e g r a t e d " , " s e l e c t = ’ / mypath / s i n g l e p i x e l R O I . f i t s ’ " ) ;
/ / EXTRACTING POSITION2
makeRec tang le ( 6 9 , 96 , 10 , 1 0 ) ;
run ( " S y n c h r o n i z e Roi Cube " , " c u r s o r r o i = t r u e c o o r d s= t r u e " ) ;
run ( " S y n c h r o n i z e Cube " , " " ) ;
run ( " E x t r a c t S p e c t r a Sync I n t e g r a t e d " , " s e l e c t = ’ / mypath / r e c t a n g l e R O I . f i t s ’ " ) ;
c l o s e ( ) ;
Appendix B.3: Continuum by user input file
The continuum of a spectrum can be added as an user input in
a simple two column file consisting of the frequency in Hz and
the intensity, in the units of the current open spectra, at that fre-
quency. Here is a simple sample continuum input file.
604 .0E+09 ,0 .0018
671 .0E+09 ,0 .0027
758 .0E+09 ,0 .0040
903 .0E+09 ,0 .0066
995 .0E+09 ,0 .0085
1025 .0E+09 ,0 .0096
1043 .0E+09 ,0 .0104
Note that continuum values will be interpolated in between
the values in the file.
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Appendix C: Detailed derivative equations for fitting algorithms
Here we present the analytic derivative equations of the Eq. 9 used to generate the Design matrix (Sec. 3.4).
For the sake of simplicity we will rewrite Eq. 23 to represent the intensity measured in the corresponding units for a single
molecule and component as
I = U f JTOT (1 − e−
∑
t τ
t◦ Φ) (C.1)
where we have defined the Gaussian shape (Φ) and the total intensity in temperature units (JTOT ) as
Φ = e−4 ln2(v−v◦)
2/∆v2 (C.2)
JTOT =
(
Jν(Tex) − Jν(Tbg) − Jν(Tc)) (C.3)
and the unit factor U f will be either
θ2s
θ2s+θ
2
b
(for units of main beam temperature TMB) or 1023 2kν
2
c2 1.133 θ
2
s (for units of flux density
S ), as introduced in Eq. 9.
δI
δN
= U f JTOT
(
e−
∑
i τ
i◦ Φ 1
N
∑
i
τi◦ Φ
)
(C.4)
δI
δTex
= U f
(
J(Tex)2
ehν/kTex
T 2ex
(1 − e−∑i τ◦ Φ)+ (C.5)
+ JTOT
(
e−
∑
i xτi◦ Φ
∑
i
τi◦ Φ
( (El e−El/kTex − Eu e−Eu/kTex )
k T 2ex (e−El/kTex − e−Eu/kTex )
− 1
Q(Tex)
δQ(Tex)
δTex
)))
(C.6)
δI
δv◦
= U f JTOT
(
e−
∑
i τ
i◦ Φ
∑
i
(
8 ln2 (v − v◦)
∆v2
τi◦ Φ)
)
(C.7)
δI
δ∆v
= U f JTOT
(
e−
∑
i τ
i◦ Φ
∑
i
τi◦ Φ
∆v
(
8 ln2 (v − v◦)2
∆v2
− 1)
)
(C.8)
δI
δ∆θs
= U′f JTOT (1 − e−
∑
t τ
t◦ Φ) (C.9)
where U′f =
δU f
θs
will be 2
θs
(
θ2s
(θ2s+θ2b)
− ( θ2s(θ2s+θ2b) )2) in TMB units, and 1023 2.266 θs 2kν2c2 in S units.
In order to derive the partial derivatives of the measured intensity above, the partial derivatives of the central optical depth,
Gaussian shape and total intensity are required. For completeness, we write the expression of these derivative below. We note that
the partial derivative of the partition function with respect to the excitation temperature ( δQ(Tex)
δTex
) appearing in δI
δTex
is approximated in
SLIM by the linear slope of the the partition function between the two values from the catalog entries surrounding a given excition
temperature.
δU f JTOT
δN
= 0 (C.10)
δU f JTOT
δTex
= U f J(Tex)2
ehν/kTex
T 2ex
(C.11)
δU f JTOT
δv◦
= 0 (C.12)
δU f JTOT
δ∆v
= 0 (C.13)
δU f JTOT
δθs
= U′f JTOT (C.14)
(C.15)
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δτ◦
δN
=
τ◦
N
(C.16)
δτ◦
δTex
= τ◦
( (El e−El/kTex − Eu e−Eu/kTex )
k T 2ex (e−El/kTex − e−Eu/kTex )
− 1
Q(Tex)
δQ(Tex
δTex
)
)
(C.17)
δτ◦
δv◦
= 0 (C.18)
δτ◦
δ∆v
= − τ◦
∆v
(C.19)
δτ◦
δθs
= 0 (C.20)
(C.21)
δΦ
δN
= 0 (C.22)
δΦ
δTex
= 0 (C.23)
δΦ
δv◦
=
8 ln2 (v − v◦)
∆v2
Φ (C.24)
δΦ
δ∆v
=
8 ln2 (v − v◦)2
∆v3
Φ (C.25)
δΦ
δθs
= 0 (C.26)
(C.27)
