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Feedback through Overhearing
Jinyuan Chen, Ayfer ¨Ozgu¨r and Suhas Diggavi
Abstract—In this paper we examine the value of feedback that
comes from overhearing, without dedicated feedback resources.
We focus on a simple model for this purpose: a deterministic
two-hop interference channel, where feedback comes from over-
hearing the forward-links. A new aspect brought by this setup
is the dual-role of the relay signal. While the relay signal needs
to convey the source message to its corresponding destination,
it can also provide a feedback signal which can potentially
increase the capacity of the first hop. We derive inner and outer
bounds on the sum capacity which match for a large range
of the parameter values. Our results identify the parameter
ranges where overhearing can provide non-negative capacity
gain and can even achieve the performance with dedicated-
feedback resources. The results also provide insights into which
transmissions are most useful to overhear.
I. INTRODUCTION
Shannon showed that feedback cannot increase the capacity
of the point-to-point discrete memoryless channel [1]. Later
works showed that feedback can increase the capacity of the
Gaussian MAC, broadcast and relay channels [2]–[4], but
only through a power gain. More recently, it has been shown
in [5] that feedback can provide degrees-of-freedom gain in
interference channels, which has generated significant recent
interest in this setup [6]–[11].
A common assumption in all these works is that there is a
dedicated channel for feedback, which in practice corresponds
to allocating some of the time/frequency resources of the
system for feeding back information. However, multi-hop
wireless communication brings the possibility of feedback,
through overhearing, which does not require any dedicated
resources; transmitters of the previous hop can overhear the
transmissions in the next hop, which can be used as feedback.
Our goal in this paper is to understand how to optimally exploit
such overhearing and the corresponding benefits it can provide.
To study this question, we focus on a two-hop interference
channel where two sources are communicating to their cor-
responding destinations by the help of two relay nodes. See
Fig. 1. We assume that the transmissions of the relays in the
second hop can be overheard by the sources in the first hop. To
simplify the analysis, we assume that the relay transmissions
over the second hop do not interfere with each other and we
approximate the Gaussian channels in the system by a linear
deterministic model [12]. We characterize the sum capacity of
this setup for most parameter ranges and provide lower and
upper bounds on the capacity for the remaining regimes.
This setup reveals the dual role of the relay signal: its
need to convey the message to its corresponding destination
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Fig. 1. Deterministic model of a two-hop interference channel. The labels
indicate the strengths of the corresponding links. The links arriving to the
same node are subject to superposition and the links emanating from the
same node are subject to broadcast (i.e. they carry the same signal possibly
at different strengths.)
versus its potential to send a feedback signal and increase
the capacity of the first hop. Since it is well-understood that
feedback increases the capacity of the interference channel by
allowing each transmitter to (partially) learn the message of
the other transmitter, this introduces a trade-off between these
two roles of the relay signal. On one hand, the relay signal
should contain information about the desired message at its
corresponding destination, on the other hand it has to contain
information about the interfering message in order to increase
the capacity of the first hop.
The main contribution of our paper is to design strategies
that are able to optimally consolidate these two roles of the
relay signal in various regimes. These strategies make use
of the ideas for the interference channel with feedback from
[5], [6], [10], however are strictly different since the main
focus in our case is consolidating feedforward and feedback
communication. Our upper bounds also focus on this new
aspect trying to capture the best trade-off one can have
between these two roles in various regimes.
Our results show that depending on the regime, these two
roles of the relay signal can be either compatible or competing.
For example, when the interference channel in the first hop is
in the weak interference regime and there is a strong backward
cross-link from the relays to the source nodes (i.e., from R1 to
S2 and R2 to S1), by transmitting the bits of its corresponding
source node, R1 can simultaneously communicate these bits
to their final destination D1 and feed them back to the other
source node S2 which gives S2 the opportunity to (partially)
learn the message of S1 (the same holds for R2, D2 and S2
respectively). In the next transmission, S2 can use these bits to
resolve part of the interference at R2 which helps to increase
the capacity of the first hop, without sacrificing the capacity
of the second hop for feedback. On the other hand, when the
Fig. 2. System model with three frequencies: The first hop operates over
frequency F1, and the relays operate over frequencies F2 and F3 respectively.
The source nodes have the option to listen to the second hop transmissions
by tuning to either frequency F2 or F3.
interference channel in the first hop is in the strong interference
regime and there is a strong backward direct link from the
relays to the source nodes (i.e., from R1 to S1 and R2 to S2),
the relay signal needs to convey the desired message to its
corresponding destination while conveying the other source
message to its own source node (for example R1 needs to
convey the message of S1 to D1 and the message of S2 to S1).
We show that in this regime rate splitting between these two
relaying roles is optimal. As a consequence, we identify the
regimes where overheard feedback can do as well as dedicated
feedback channels (of the same capacity) and also the regimes
where the capacity suffers from the overheard nature of the
feedback.
Our results also suggest insights on which transmissions
are more useful to overhear. Consider the setup in Fig. 2,
where the first hop operates over frequency F1 and the relays
operate over frequencies F2 and F3 respectively. Assume that
the source nodes have the option to listen to the second
hop transmissions by tuning to either frequency F2 or F3.
Assuming all backward channels have the same strength,
when the interference channel in the first hop is in the
weak interference regime our results reveal that it is more
advantageous in terms of sum capacity for S1 to listen to R2’s
transmission over F3 and for S1 to listen to R1’s transmission
over F2 rather than vice versa. (In other words, the sum
capacity of having (m¯ = θ, n¯ = 0,m, n, f) is better than
that of having (m¯ = 0, n¯ = θ,m, n, f) for any θ,m, n, f
s.t. m/n ≤ 2/3 where m,n, m¯, n¯, f indicate the strength of
the deterministic channels as indicated in Figure 2.) This is
fundamentally due to the overheard nature of the feedback
signal; feeding back over the cross-link is compatible with
feedforward communication, while feeding back over the
direct-link leads to rate splitting and therefore smaller overall
sum rate. On the other hand, in the strong interference regime,
it is more desirable for S1 to listen to R1 over F2 and for S2
to listen to R2’s transmission over F3.
The remainder of this work is organized as follows. Sec-
tion II first describes the system model. Section III then gives
the main results of this work. The sketches of the achievability
proof are given in Section IV, leaving the details to the
appendix, while the proof of the outer bound is given in
Section V. Finally, Section VI comes to the conclusions.
II. SYSTEM MODEL
We consider a two-hop deterministic interference channel
where the source nodes S1 and S2 want to communicate to
destination nodes D1 and D2 respectively, with the help of
two relay nodes R1 and R2. Let XS1, XS2, XR1, XR2 denote
the signals transmitted by S1, S2, R1 and R2 respectively and
let YS1, YS2, YR1, YR2, YD1, YD2 similarly denote the signals
received by the corresponding nodes. The input and output
relations between these signals at time t are given as follows:
YR1[t] = S
q−nXS1[t]⊕ S
q−mXS2[t] (1)
YR2[t] = S
q−mXS1[t]⊕ S
q−nXS2[t] (2)
where XS1[t] =
[
XS1,1[t], · · · , XS1,q[t]
]
T
∈ Fq2 , q =
max(m,n), and Sq−n is a q × q lower shift matrix of the
form
Sq−n =

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

which upon multiplying XS1[t] yields[
0, · · · , 0, XS1,1[t], · · · , XS1,n[t]
]
T
, (XS2[t], YR1[t], YR2[t]
and Sq−m are similarly defined). ⊕ denotes modulo 2
addition. (See [12] for more detailed description of the
model). Note that n and m denote the number of bits that can
be communicated over the direct and cross links respectively
over the first hop (see Fig. 1). Similarly, for the second hop
we have
YD1[t] = S
q¯−fXR1[t] (3)
YD2[t] = S
q¯−fXR2[t] (4)
YS1[t] = S
q¯−n¯XR1[t]⊕ S
q¯−m¯XR2[t] (5)
YS2[t] = S
q¯−n¯XR2[t]⊕ S
q¯−m¯XR1[t] (6)
where XR1[t], XR2[t], YD1[t], XD2[t], YS1[t], YS2[t] are binary
vectors of length q¯ = max(m¯, n¯, f) and S q¯−f etc. are q¯ × q¯
shift matrices analogously defined. Note that the relay signals
are not only transmitted to their respective destinations but
also overheard by the sources through a backward interference
channel. While the forward channels from the relays to the
destinations have capacity f bits, the backward interference
channel from the relays to the source nodes has capacity m¯
and n¯ for the direct and the cross links, respectively.
XR1[t] for t = 1, 2, · · · , N is a function of
(YR1[1], · · · , YR1[t − 1]), while XS1[t] is a function of
(W1, YS1[1], · · · , YS1[t− 1]) , where W1 ∈ {1, 2, · · · , 2NR1}
denotes the message of source S1 intended for destination D1
of rate R1 (similarly for S2, R2 and D2). We say (R1, R2)
is achievable if W1 and W2 can be decoded with arbitrarily
small probability of error at their respective destinations
as N tends to infinity. We define the sum capacity as
Csum = sup{Rsum = R1 +R2 : (R1, R2) is achievable}.
III. MAIN RESULTS
The following theorems are the main results of the paper.
We prove these theorems in Section IV and Section V, leaving
the details to the appendix.
Theorem 1 (Outer bound): For any f, n,m, n¯, m¯,, the sum
capacity of the system defined in Section II is upper bounded
by
Csum ≤


min
{
2max{n−m,m}+ 2max{n¯, m¯},
2n−m, 2f
}
for α ∈ [0, 2/3]
min
{
max{2n−m,m}, 2f
}
for α ∈ [2/3, 2]
min
{
n+ f + (n¯− f)+,
2n+ 2n¯, m, 2f
}
for α ∈ [2,∞]
(7)
where α,m/n, and (•)+,max{•, 0}.
Theorem 2 (Inner bound): The following rate is achievable
in the system defined in Section II for any f, n,m, n¯, m¯:
Rsum =


RFBXwsum for α ∈ [0, 2/3]
RNOmsum for α ∈ [2/3, 2]
RRSssum for α ∈ [2,∞]
where
RFBXwsum ,min{2max{n−m,m}+ 2m¯, 2n−m, 2f} (8)
RRSssum ,min{ n+ f + (n¯− f)
+, 2n+ 2n¯, m, 2f} (9)
RNOmsum ,min{max{2n−m,m}, 2f} (10)
Combining the outer bound and the inner bound, we imme-
diately get the following result.
Corollary 2a (Sum Capacity): For the system defined in
Section II, the inner bound and outer bounds match except
for the case (m/n < 2/3, 0 ≤ m¯ < n¯).
Remark 1: Note that, when f = ∞, our setting reduces
to the setting of the two-way interference channel in [10], for
which the capacity also remains open when (m/n < 2/3, 0 ≤
m¯ < n¯).
We also have the following result for the special case when
m¯ = 0, i.e. when there is no cross-link in the backward
interference channel.
Theorem 3 (Capacity, m¯ = 0): The sum capacity of the
system defined in Section II when m¯ = 0 is given by
Csum =


RRSwsum for α ∈ [0, 2/3]
RNOmsum for α ∈ [2/3, 2]
RRSssum for α ∈ [2,∞]
where
RRSwsum ,min
{
f +max{n−m,m}+ (n¯− f)+,
2max{n−m,m}+ 2n¯, 2n−m, 2f
}
(11)
and RNOmsum and RRSssum are defined in Theorem 2.
RFBXwsum , R
RSw
sum , R
RSw
sum and RNOmsum are the sum rates achieved by
various strategies we develop in the next section. Among them,
Fig. 3. Sum capacity comparison between the cases with overheard feedback
(OFB), dedicated feedback (DFB), and no feedback (NoFB) for a specific
choice of the system parameters.
Fig. 4. Sum capacity comparison between the cases with overheard feedback
(OFB), dedicated feedback (DFB), and no feedback (NoFB), for a different
set of parameters. The difference between this and the earlier figure is that
here f , the capacity of the second hop is chosen to be smaller hence in the
very weak and strong interference regimes the overall capacity of the system
becomes limited by the second hop capacity. In these cases, not surprisingly
OFB, DFB and NoFB have the same performance since they only impact the
capacity of the first hop.
the strategy achieving rate RFBXwsum utilizes the backward cross-
link for feedback and is optimal in the regime of (α ∈ [0, 2/3],
m¯ ≥ n¯). This strategy is designed to carefully consolidate
the two roles of the relay signal so as to provide maximal
feedback for the first hop without sacrificing the feedforward
capacity over the second hop. Sum rates RRSwsum and RRSssum
are achieved by feeding back information over the backward
direct-link (which leads to rate splitting between feedforward
and feedback communication) and are optimal in the regimes
of (α ∈ [0, 2/3], m¯ = 0) and of (α ∈ [2,∞]) respectively.
Finally, RNOmsum refers to the no feedback rate which achieves the
capacity in the intermediate interference regime (α ∈ [2/3, 2]),
since feedback is not useful here.
Finally, in Figures 3 and 4 we compare the sum capacity
of our setup to an equivalent setup with dedicated feedback.
In this second case, we keep the parameters (m,n, f, m¯, n¯)
of the system in Fig 1 the same but assume the forward
links over the second hop are decoupled from the backward
interference channel which is now dedicated only to feedback.
Interestingly, in the regime where (α ∈ [0, 23 ] and m¯ ≥ n¯),
overheard-feedback can achieve the same performance as with
dedicated-feedback. This is because our achievable strategy is
able to consolidate the feedforward and feedback roles of the
relay signal without sacrificing the capacity of neither the first
or the second hop. On the other hand, in the strong interference
regime for the forward channel, i.e. when α ∈ [2,∞],
performance with overheard-feedback suffers a capacity loss
compared to the case with dedicated-feedback. Here the two
roles of the relay signal are not compatible and as indicated
by the upper bound the best strategy is to optimally rate-split
between these two roles. However, the optimal rate-splitting
strategy is highly non-trivial and has to be carefully designed
as detailed in the next section.
IV. SKETCHES OF THE ACHIEVABILITY PROOF
In this section we illustrate the strategies we propose in
Theorem 2 and Theorem 3 through specific examples. A
detailed description of the strategies can be found in the
appendix.
A. Utilizing cross-link overhearing when α ≤ 2/3
The scheme (named scheme XFBXw) achieving the rate
RFBXwsum in (8) is designed for the case when the first hop
is in the weak interference regime (α ≤ 2/3) and makes
use of the cross-link feedback for increasing the capacity of
the first hop. We describe the scheme for the special case
m = 2, n = 4, f = 3, m¯ = n¯ = 1. The corresponding
linear deterministic model for the first hop is given in Fig. 5,
and the model for the backward interference channel and the
second hop is given in Fig. 6. Note that the channel from each
relay to its corresponding destination and the source nodes in
Fig. 6 is a broadcast channel (the bit levels with the same
color correspond to the same signal in this figure).
Our scheme for this case operates in packets of 6 bits per
S-D pair. Each packet is associated with four phases. Among
these phases, Phase 1 and Phase 4 involve communication over
the first hop while Phase 2 and Phase 3 involve communication
over the second hop (and also the backward interference
channel since it represents the overheard signals over the
second hop). See Fig. 7. At the end of these four phases, the
6 bits of each S-D pair can be decoded by its corresponding
relay. The relaying of these 6 bits to the final destinations is
partially accomplished during the Phases 2 and 3 of the current
packet and the rest is completed during the Phases 2 and 3 of
a future packet.
Let {at}6t=1 and {bt}6t=1 denote the 6 bits of S1 and S2
destined to D1 and D2 respectively. We next describe the four
phases associated with this packet.
Phase 1: Each source sends two cooperative common bits
(over the upper two signal levels) and two private bits (over the
lower two signal levels). The cooperative common bits a1, a2
of S1 and b1, b2 of S2 are received interference free at the
corresponding relays, while the private bits, a3, a4 of S1 and
b3, b4 of S2, which are only visible to the corresponding relays,
arrive interfered with the common bits of the other source
node. (a1, a2 are called common bits in the sense that they
can be decoded by both relays. They are called cooperative in
the sense that they are known/learned by both source nodes.
Fig. 5. The first hop transmission (phase 1 and phase 4) illustration for
scheme XFBXw (m = 2, n = 4, f = 3, m¯ = n¯ = 1).
Fig. 6. The second hop transmission (phase 2 and phase 3) and overhearing
illustration for scheme XFBXw (m = 2, n = 4, f = 3, m¯ = n¯ = 1). The bit
levels corresponding to the same signal are shown in the same color.
Private bits are known only by the corresponding source and
relay nodes.) See Fig. 5. In the next two phases, each source
node will learn the interfering (common) bits of the other
source node, which will allow to resolve the interference in
the fourth phase.
Phases 2 and 3: In the beginning of these phases the relays
have recovered the cooperative common bits of their respective
source nodes. These common bits need to be both forwarded
to their destination and fed back to the source nodes to resolve
interference. We use the upper most level of the relay signals to
accomplish both of these goals at the same time. R1 transmits
a1 and a2 over its uppermost signal level in Phase 2 and Phase
3 respectively, while R2 transmits similarly b1 and b2. Since
S1 already knows a1 and a2 and S2 already knows b1 and
b2, S1 can decode b1 and b2 and S2 can decode a1 and a2
from the linear combinations a1 ⊕ b1 and a2 ⊕ b2 which they
gather during these two phases. Note that we fully exploit
the common uppermost bit level by using it both for forward
and backward information transmission. The remaining two bit
Fig. 7. Schematic of phases and packets: For packet i, i = 1, 2, · · · , phase 1
(at time t = 2i − 1) and phase 4 (at time t = 2i + 2) correspond to hop 1
transmission, while phase 2 (at time t = 2i) and phase 3 (at time t = 2i+1)
correspond to hop 2 transmission. Different colors refer to different packets.
levels of the forward channel are utilized to send the four bits
a′3, a
′
4, a
′
5, a
′
6 of S1 and b′3, b′4, b′5, b′6 of S2 from the packet
before last. These are the bits of an earlier packet (say, the
packet before the last one), that have been decoded by the
relays but have not been forwarded to the destinations yet.
Phase 4: Having learned the cooperative common bits of
S2, S1 transmits b1, b2 and two fresh bits a5, a6 from its upper
and lower signal levels respectively, while S2 sends a1, a2 and
two fresh bits b5, b6 in a similar way. Note that this allows
R1 to resolve the interference and recover a3, a4 from Phase
1 and a5, a6 from the current phase, and similarly for R2.
Note that while R1 and R2 can decode {at}6t=3 and {bt}6t=3
respectively, these bits have not been communicated yet to
their final destinations. This is accomplished in the Phases 2
and 3 corresponding to a future packet (say, the packet after
next), similarly to {a′t}6t=3 and {b′t}6t=3 which were transmitted
in the Phases 2 and 3 corresponding to the current packet. See
the timeline in Fig. 7.
With this strategy 12 bits can be communicated to their
destinations in every 2 channel uses (assuming a large number
of packets and ignoring the effect of the first two and the last
two packets). This yields a sum rate of 6 bits per channel use,
which turns out to be optimal for this channel. See Theorems 1
and 2.
B. Utilizing direct-link overhearing when (α ≤ 2/3, m¯ = 0)
The scheme (named scheme XRSw) achieving the rate RRSwsum
in (11) is designed for the case when the first hop is in the
weak interference regime and there is no cross-link in the
backward interference channel (α ≤ 2/3, m¯ = 0). In contrast
to the previous scheme, this scheme makes use of the direct-
link feedback from R1 to S1 and from R2 to S2 for increasing
the capacity of the first hop. In this case there is a tradeoff
between utilizing the relay bits for conveying information to
the destinations versus feeding back information to the source
nodes, which results in rate splitting. We describe the scheme
for the special case m = 2, n = 4, f = 3, n¯ = 1, m¯ = 0. The
corresponding linear deterministic models for the channels in
the first and the second hops are given in Fig. 8 and Fig. 9
respectively.
As before, this scheme operates in packets, in this case of
5 bits per S-D pair and each packet is associated with four
phases, i.e., Phase 1 and Phase 4 involve communication over
the first hop while Phase 2 and Phase 3 involve communication
over the second hop and the backward channel. See Fig. 7.
At the end of these four phases, the 5 bits of each S-D pair
Fig. 8. The first hop transmission (phase 1 and phase 4) illustration for
scheme XRSw (m = 2, n = 4, f = 3, n¯ = 1, m¯ = 0).
Fig. 9. The second hop transmission (phase 2 and phase 3) and overhearing
illustration for scheme XRSw (m = 2, n = 4, f = 3, n¯ = 1, m¯ = 0).
can be decoded by its corresponding relay. The relaying of
these 5 bits to the final destination will again be accomplished
partially in the Phases 2 and 3 of the current packet, and the
rest in Phases 2 and 3 of the packet after next. Let {at}5t=1
and {bt}5t=1 denote the 5 bits of S1 and S2 destined to D1 and
D2 respectively. We next describe the four phases associated
with this packet.
Phase 1: Each source sends one cooperative common bit
(over its uppermost signal level) and two private bits (over its
lowest two signal levels). The second bit level is not utilized
and is fixed to 0. The most significant bit, a1 of S1 and b1
of S2, as well as the least significant bit, a3 of S1 and b3 of
S2, are received interference free at the corresponding relays,
while the remaining private bit, a2 of S1 and b2 of S2, arrives
interfered with the common bit of the other source node. See
Fig. 8. In the next two phases, each source node will learn the
interfering (common) bit of the other source node, which will
allow to resolve the interference in the fourth phase.
Phase 2 and 3: In the beginning of Phase 2, each relay has
recovered the cooperative common bit and one private bit of
its respective source node, and these bits need to be forwarded
to their destination. As before, each source needs to learn
the common information of the other source node in order to
resolve interference. However, since m¯ = 0 this information
needs to be fed back over the backward direct-link rather than
the backward cross-link. In phase 2, R1 and R2 feed back
a2⊕ b1 and b2⊕a1, received in the previous phase, to S1 and
S2 respectively through the backward direct-link (uppermost
signal level). Then the common bits b1 and a1 can be decoded
by S1 and S2 respectively by using the side information at
each source node (a1 of S1, b1 of S2). On the remaining lower
two signal levels R1 transmits a1 and a3, while R2 transmits
b1 and b3. During Phase 3, the relay signal is fully utilized
for forward information transmission. R1 sends the three bits
a′2, a
′
4, a
′
5 of S1, and R2 sends the bits b′2, b′4, b′5 of S2, which
belong to an earlier packet. Note that in this case the relay bits
are split between feedforward and feedback communication. In
Phase 2, the uppermost bit level of the relay is used solely for
feedback and does not provide any useful information to the
corresponding destination. Similarly in Phase 3, this bit level
is used for sending information to the destination and does not
provide any useful feedback information for the source node.
Phase 4: Having learned the cooperative common bit of
the other source node, S1 transmits b1 and two fresh bits
a4, a5 from its upper and lower signal levels respectively (the
second bit level is again not utilized), while S2 sends a1 and
two fresh bits b4, b5 in a similar way. Note that this allows
R1 to resolve the interference and recover a2 from Phase 1
and a4, a5 from the current phase, and similarly for R2. Note
that while R1 and R2 can decode {a2, a4, a5} and {b2, b4, b5}
respectively, these bits have not been communicated yet to
their final destinations. This is accomplished in the Phase 3
corresponding to the packet after next.
With this strategy 10 bits are communicated to their des-
tinations in every 2 channel uses. This yields a sum rate of
5 bits per channel use which is optimal for this channel. See
Theorem 3.
C. Utilizing direct-link overhearing when α ≥ 2
The scheme (named scheme XRSs) achieving the rate RRSssum
in (9) is designed for the case when the first hop is in
the strong interference regime (α ≥ 2). The scheme is
briefly illustrated in Fig. 10 and Fig. 11 for the special case
m = 4, n = 1, f = 2, n¯ = 1, m¯ = 1. Similarly to the
previous scheme, this four-phase scheme is based on direct-
link overhearing and it uses rate splitting at the relay for
feedback and feedforward to achieve the optimal sum rate 3
bits/channel use. The difference between this scheme and the
earlier one is that the while in the earlier scheme S1 uses its
side information about the cooperative bit of S2 to resolve
the interference at R1 in the next phase, here S1 uses its side
information to enhance the communication between S2 and R2
by communicating the cooperative bit to R2. This is similarly
the case for the interference channel with standard dedicated
feedback.
Fig. 10. The first hop transmission (phase 1 and phase 4) illustration for
scheme XRSs (m = 4, n = 1, f = 2, n¯ = 1, m¯ = 1).
Fig. 11. The second hop transmission (phase 2 and phase 3) and overhearing
illustration for scheme XRSs (m = 4, n = 1, f = 2, n¯ = 1, m¯ = 1).
As before, this scheme operates in packets, in this case of
3 bits per S-D pair, and each packet is associated with four
phases. See Fig. 7. At the end of these four phases, the 3
bits of each S-D pair can be decoded by its corresponding
relay. The relaying of these 3 bits to the final destination will
again be accomplished partially in the Phases 2 and 3 of the
current packet, and the rest in Phases 2 and 3 of the packet
after next. Let {at}3t=1 and {bt}3t=1 denote the 3 bits of S1
and S2 destined to D1 and D2 respectively. We next describe
the four phases associated with this packet.
Phase 1: Each source sends one non-cooperative common
bit over its uppermost signal level and one cooperative com-
mon bit over its second upper most signal level. The rest
of the levels are not utilized and are fixed to 0. The non-
cooperative common bit, a1 of S1 and b1 of S2, is received
interference free at both relays, while the cooperative common
bit, a2 of S1 and b2 of S2, is received (interference free) at the
unintended relays, i.e. R2 and R1 respectively. See Fig. 10. In
order to improve the first hop capacity, in the next two phases
the cooperative common bit a2 will be fed back from R2 to
S2 such that it can be sent from S2 to R1 in the fourth phase,
while the cooperative common bit b2 will be fed back from
R1 to S1 such that it can be sent from S1 to R2 in the fourth
phase.
Phase 2 and 3: At the beginning of Phase 2, each relay has
recovered one non-cooperative common bit of its correspond-
ing source and one cooperative common bit of the other source
node. During Phase 2, R1 and R2 feed back the cooperative
common bits b2 and a2 to S1 and S2 respectively through
the backward direct-link (uppermost signal level). Then the
cooperative common bits b2 and a2 can be decoded by S1 and
S2 respectively by using the available side information (a2 of
S1 and b2 of S2). The remaining signal level of the relay signal
is utilized to forward the non-cooperative common bits, a1 of
S1 and b1 of S2, to its destination. During Phase 3, the relay
signal is fully utilized for forward information transmission.
R1 sends the two bits a′2, a′3 of S1, and R2 sends the bits b′2, b′3
of S2, which belong to the packet before last. Note that in this
case the relay bits are split between feedforward and feedback
communication. In Phase 2, the uppermost bit level of the
relay is used solely for feedback and does not provide any
useful information to the corresponding destination. Similarly
in Phase 3, this bit level is used for sending information
to the destination and does not provide any useful feedback
information for the source node.
Phase 4: Having learned the cooperative common bit of the
other source node, S1 transmits b2 and fresh bit a3 from its
upper second and uppermost signal levels respectively, while
S2 sends a2 and fresh bit b3 in a similar way. Note that this
allows R1 to learn a2 via the loop S1 → R2 → S2 → R1,
and allows R2 to learn b2 via the loop S2→ R1→ S1→ R2.
Note that while R1 and R2 can decode {a2, a3} and {b2, b3}
respectively, these bits have not been communicated yet to
their final destinations. This is accomplished in the Phase 3
corresponding to the packet after next.
With this strategy 6 bits are communicated to their desti-
nations in every 2 channel uses. This yields a sum rate of 3
bits per channel use which is optimal for this channel. See
Theorems 1 and 2.
V. PROOF OF THE OUTER BOUND
It suffices to prove the general bounds
Csum ≤ min
{
n+ f + (n¯− f)+, (12)
2n+ 2n¯, (13)
2max{n−m,m}+ 2max{n¯, m¯}, (14)
max{n,m}+ (n−m)+, (15)
2f
} (16)
for any f, n,m, n¯, m¯, and the special bound
Csum ≤ f +max{n−m,m}+ (n¯− f)
+ for m¯ = 0. (17)
Note that the outer bound in Theorem 1 follows by evaluating
the outer bounds (13)-(17) for different regimes of α.
The outer bound (16) follows by observing that the sum
capacity of the whole system can not be more than the
second hop sum capacity 2f . The outer bounds (13), (14),
(15) are the bounds on the sum capacity of the interfer-
ence channel in the first hop from [6], [10] with dedi-
cated feedback which consequently serve as outer bounds
for our case with overheard feedback. In the following,
we concentrate on proving the outer bounds (12) and (17).
For notational convenience, we let Y NQ ,{YQ[t]}Nt=1 for
Q ∈ {R1, R2, S1, S2, D1, D2}; and let XNQ ,{XQ[t]}Nt=1,
XQ,1:τ [t],
[
XQ,1[t], · · · , XQ,τ [t]
]
T
, XNQ,1:τ ,{XQ,1:τ [t]}
N
t=1
for Q ∈ {R1, R2, S1, S2}, τ ∈ {m,n, m¯, n¯, f}. Note that,
XS1,1:n[t] is the part of XS1[t] visible to R1, while XS1,1:m[t]
is visible to R2.
A. Proof of outer bound (12)
Starting with Fano’s inequality, we have
N(R1 +R2 − ǫN )
≤ I(W1;Y
N
D1) + I(W2;Y
N
D2) (18)
≤ I(W1;Y
N
R1) + I(W2;Y
N
D2) (19)
≤ I(W1;Y
N
R1,W2) + I(W2;Y
N
D2) (20)
= I(W1;Y
N
R1|W2) + I(W1;W2)︸ ︷︷ ︸
0
+I(W2;Y
N
D2)
= I(W1;Y
N
R1|W2) + I(W2;Y
N
D2) (21)
= H(Y NR1|W2)−H(Y
N
R1|W2,W1)︸ ︷︷ ︸
0
+H(Y ND2)−H(Y
N
D2|W2)
= H(Y NR1|W2) +H(Y
N
D2)−H(Y
N
D2|W2) (22)
= H(Y NR1|W2) +H(Y
N
D2)
−
(
H(Y ND2, Y
N
R1|W2)−H(Y
N
R1|W2, Y
N
D2)
)
= H(Y NR1|W2) +H(Y
N
D2)
−
(
H(Y NR1|W2) +H(Y
N
D2|W2, Y
N
R1)−H(Y
N
R1|W2, Y
N
D2)
)
= H(Y ND2) +H(Y
N
R1|W2, Y
N
D2)− H(Y
N
D2|W2, Y
N
R1)︸ ︷︷ ︸
≥H(Y N
D2
|W2,Y NR1,W1)=0
≤ H(Y ND2) +H(Y
N
R1|W2, Y
N
D2) (23)
≤ H(Y ND2) +H(Y
N
R1, X
N
R2,1:n¯|W2, Y
N
D2) (24)
= H(Y ND2) +H(X
N
R2,1:n¯|W2, Y
N
D2)
+H(Y NR1|W2, Y
N
D2, X
N
R2,1:n¯) (25)
= H(Y ND2) +H(X
N
R2,1:n¯|W2, Y
N
D2)
+
∑
H(YR1[t]|W2, Y
N
D2, X
N
R2,1:n¯, Y
t−1
R1 ) (26)
= H(Y ND2) +H(X
N
R2,1:n¯|W2, Y
N
D2)
+
∑
H(YR1[t]|W2, Y
N
D2, X
N
R2,1:n¯, Y
t−1
R1 , X
t
R1) (27)
= H(Y ND2) +H(X
N
R2,1:n¯|W2, Y
N
D2)
+
∑
H(YR1[t]|W2, Y
N
D2, X
N
R2,1:n¯, Y
t−1
R1 , X
t
R1, Y
t
S2) (28)
= H(Y ND2) +H(X
N
R2,1:n¯|W2, Y
N
D2)
+
∑
H(YR1[t]|W2, Y
N
D2, X
N
R2,1:n¯, Y
t−1
R1 , X
t
R1, Y
t
S2, X
t+1
S2 )
(29)
= H(Y ND2) +H(X
N
R2,1:n¯|W2, Y
N
D2)
+
∑
H(XS1,1:n[t]|W2, Y
N
D2,X
N
R2,1:n¯, Y
t−1
R1 ,X
t
R1,Y
t
S2,X
t+1
S2 )
(30)
≤ H(Y ND2) +H(X
N
R2,1:n¯|Y
N
D2) +
∑
H(XS1,1:n[t]) (31)
= H(Y ND2) +H(X
N
R2,1:n¯|X
N
R2,1:f) +
∑
H(XS1,1:n[t])
(32)
≤ Nf +N(n¯− f)+ +Nn (33)
where ǫN → 0 when N →∞; (19) follows from the fact that
W1 → Y
N
R1 → Y
N
D1 forms a Markov chain (Y ND1 is a function
of Y NR1); (20) results from the fact that adding information
increases the mutual information; (21) follows from the in-
dependence of the two messages W1 and W2; (22) uses the
fact that the knowledge of {W2,W1} implies the knowledge
of Y NR1; (23) follows from the fact that conditioning reduces
entropy, and the fact that the knowledge of {W2,W1} implies
the knowledge of Y ND2; (24) follows from the fact that adding
information increases the entropy; (26) folows from the chain
rule for entropy; (27) uses the fact that XR1[t] is a function of
Y t−1R1 ; (28) follows from the fact that YS2[t] is a function of
{XR2,1:n¯[t], XR1,1:m¯[t]}; (29) results from the fact that XS2[t]
is a function of {W2, Y t−1S2 }; (30) uses the fact that YR1[t]
is a deterministic function of {XS1,1:n[t], XS2,1:m[t]}; (31)
follows from the fact that conditioning reduces entropy. From
(33), we finally have the bound R1+R2 ≤ n+ f +(n¯− f)+
when N is large.
B. Proof of outer bound (17)
The outer bound (17) is valid for the case without feedback
cross-link (m¯ = 0). In this case, we have
NR1 +NR2 −NǫN
= H(W1) +H(W2)−NǫN
≤ I(W1;Y
N
D1) + I(W2;Y
N
D2) (34)
≤ I(W1;Y
N
R1) + I(W2;Y
N
R2) (35)
= H(Y NR1)−H(Y
N
R1|W1) +H(Y
N
R2)−H(Y
N
R2|W2)
= H(Y NR1)−H(X
N
S2,1:m|W1) +H(Y
N
R2)−H(X
N
S1,1:m|W2)
(36)
= H(Y NR1)−
(
H(XNS2,1:m)− I(X
N
S2,1:m;W1)
)
+H(Y NR2)−
(
H(XNS1,1:m)− I(X
N
S1,1:m;W2)
)
≤ H(Y NR1, X
N
S1,1:m)−
(
H(XNS2,1:m)− I(X
N
S2,1:m;W1)
)
+H(Y NR2, X
N
S2,1:m)−
(
H(XNS1,1:m)− I(X
N
S1,1:m;W2)
)
(37)
= H(Y NR1, X
N
S1,1:m)−H(X
N
S1,1:m) + I(X
N
S1,1:m;W2)
+H(Y NR2, X
N
S2,1:m)−H(X
N
S2,1:m) + I(X
N
S2,1:m;W1)
= H(Y NR1|X
N
S1,1:m) + I(X
N
S1,1:m;W2)
+H(Y NR2|X
N
S2,1:m) + I(X
N
S2,1:m;W1) (38)
≤ H(Y NR1|X
N
S1,1:m) + I(X
N
S1,1:m, X
N
R1,1:n¯, Y
N
D1,W1;W2)
+H(Y NR2|X
N
S2,1:m) + I(X
N
S2,1:m, X
N
R2,1:n¯, Y
N
D2,W2;W1)
(39)
= I(XNR1,1:n¯, Y
N
D1,W1;W2) + I(X
N
R2,1:n¯, Y
N
D2,W2;W1)
+H(Y NR1|X
N
S1,1:m) +H(Y
N
R2|X
N
S2,1:m) (40)
= I(Y ND1,W1;W2) + I(X
N
R1,1:n¯;W2|Y
N
D1,W1)
+ I(Y ND2,W2;W1) + I(X
N
R2,1:n¯;W1|Y
N
D2,W2)
+H(Y NR1|X
N
S1,1:m) +H(Y
N
R2|X
N
S2,1:m) (41)
= I(Y ND1,W1;W2) + I(Y
N
D2,W2;W1)
+H(Y NR1|X
N
S1,1:m) +H(Y
N
R2|X
N
S2,1:m)
+H(XNR1,1:n¯|Y
N
D1,W1)︸ ︷︷ ︸
≤H(XN
R1,1:n¯
|Y N
D1
)
−H(XNR1,1:n¯|Y
N
D1,W1,W2)︸ ︷︷ ︸
=0
+H(XNR2,1:n¯|Y
N
D2,W2)︸ ︷︷ ︸
≤H(XN
R2,1:n¯
|Y N
D2
)
−H(XNR2,1:n¯|Y
N
D2,W2,W1)︸ ︷︷ ︸
=0
(42)
≤ I(Y ND1,W1;W2) + I(Y
N
D2,W2;W1)
+H(Y NR1|X
N
S1,1:m) +H(Y
N
R2|X
N
S2,1:m)
+H(XNR1,1:n¯|Y
N
D1) +H(X
N
R2,1:n¯|Y
N
D2) (43)
= H(Y ND1,W1)−H(W1|W2)︸ ︷︷ ︸
=H(W1)
−H(Y ND1|W1,W2)︸ ︷︷ ︸
=0
+H(Y ND2,W2)−H(W2|W1)︸ ︷︷ ︸
=H(W2)
−H(Y ND2|W1,W2)︸ ︷︷ ︸
=0
+H(Y NR1|X
N
S1,1:m) +H(Y
N
R2|X
N
S2,1:m)
+H(XNR1,1:n¯|Y
N
D1) +H(X
N
R2,1:n¯|Y
N
D2) (44)
= H(Y ND1,W1)−H(W1) +H(Y
N
D2,W2)−H(W2)
+H(Y NR1|X
N
S1,1:m) +H(Y
N
R2|X
N
S2,1:m)
+H(XNR1,1:n¯|Y
N
D1) +H(X
N
R2,1:n¯|Y
N
D2) (45)
= H(Y ND1) +H(W1|Y
N
D1)︸ ︷︷ ︸
≤NǫN
−H(W1)︸ ︷︷ ︸
=NR1
+H(Y ND2) +H(W2|Y
N
D2)︸ ︷︷ ︸
≤NǫN
−H(W2)︸ ︷︷ ︸
=NR2
+H(Y NR1|X
N
S1,1:m) +H(Y
N
R2|X
N
S2,1:m)
+H(XNR1,1:n¯|Y
N
D1) +H(X
N
R2,1:n¯|Y
N
D2) (46)
≤ H(Y ND1) +H(Y
N
D2) +H(Y
N
R1|X
N
S1,1:m)
+H(Y NR2|X
N
S2,1:m)+H(X
N
R1,1:n¯|Y
N
D1)+H(X
N
R2,1:n¯|Y
N
D2)
−NR1 −NR2 + 2NǫN (47)
where (34) follows from Fano’s inequality; (35) follows from
the fact that Wi → Y NRi → Y NDi forms a Markov chain
(Y NDi is a function of Y NRi ), for i = 1, 2; (36) results from
the Claim 1 below, i.e., H(Y NR1|W1) = H(XNS2,1:m|W1)
and H(Y NR2|W2) = H(XNS1,1:m|W2) for this setting without
feedback cross-link; (37) follows from the fact that adding
information increases the entropy; (38) follows from the chain
rule for entropy; (39) uses the fact that adding information
increases the mutual information; (40) follows from the fact
that XNSi,1:m is a function of {XNRi,1:n¯,Wi} for this setting
without feedback cross-link, for i = 1, 2; (42) follows from
the chain rule; (43) results from the fact that the knowledge
of {W2,W1} implies the knowledge of XNR1,1:n¯ and XNR2,1:n¯,
and that conditioning reduces entropy; (44) follows from the
chain rule; (45) results from the fact that the two messages
W1 and W2 are independent, and the fact that the knowledge
of {W2,W1} implies the knowledge of Y ND1 and Y ND2; (47)
follows from Fano’s inequality, i.e., H(Wi|Y NDi) ≤ NǫN , and
H(Wi) = NRi, for i = 1, 2.
From (47), we consequently have
N(2R1 + 2R2 − 3ǫN)
≤ H(Y ND1)+H(Y
N
D2)+H(Y
N
R1|X
N
S1,1:m)+H(Y
N
R2|X
N
S2,1:m)
+H(XNR1,1:n¯|Y
N
D1) +H(X
N
R2,1:n¯|Y
N
D2) (48)
≤ Nf +Nf +N max{n−m,m}+N max{n−m,m}
+N(n¯− f)+ +N(n¯− f)+ (49)
which yields the bound in (17) when N is large.
Claim 1: For the setting without feedback cross-link, we
have H(Y NR1|W1) = H(XNS2,1:m|W1) and H(Y NR2|W2) =
H(XNS1,1:m|W2).
Proof: For the setting without feedback cross-link (m¯ =
0), we have
H(Y NR1|W1)
=
∑
H(YR1[t]|W1, Y
t−1
R1 )
=
∑
H(YR1[t]|W1, Y
t−1
R1 , X
t
R1, X
t+1
S1 ) (50)
=
∑
H(XS2,1:m[t]|W1, Y
t−1
R1 , X
t
R1, X
t+1
S1 ) (51)
=
∑
H(XS2,1:m[t]|W1, Y
t−1
R1 , X
t
R1, X
t+1
S1 , X
t−1
S2,1:m) (52)
=
∑
H(XS2,1:m[t]|W1, Y
t−1
R1 , X
t+1
S1 , X
t−1
S2,1:m) (53)
=
∑
H(XS2,1:m[t]|W1, X
t+1
S1 , X
t−1
S2,1:m) (54)
=
∑
H(XS2,1:m[t]|W1, X
t−1
S2,1:m) (55)
= H(XNS2,1:m|W1) (56)
where (50) follows from the fact that XR1[t] is a function of
Y t−1R1 , and that XS1[t+1] is a function of {W1, XtR1} for this
setting without feedback cross-link; (51) and (52) follow from
the fact that YR1[t] is an injective function of both XS1,1:n[t]
and XS2,1:m[t] given the other; (53) results from the fact that
XtR1 is a function of Y
t−1
R1 ; (54) follows from the fact that
Y t−1R1 is a function of {X
t−1
S1,1:n, X
t−1
S2,1:m}; (55) follows from
the fact that Xt+1S1 is a function of {Y tS1,W1}, which in turn
is a function of {XtR1,W1} (since there is no feedback cross-
link), and this is in turn a function of {Y t−1R1 ,W1} and this is
a function of {Xt−1S2,1:m,W1}.
Similarly, we have H(Y NR2|W2) = H(XNS1,1:m|W2) due to
the symmetry.
VI. CONCLUSIONS
In this work, we have investigated the capacity benefits that
come from overhearing other links for obtaining feedback in
wireless networks. We have focused on a deterministic two-
hop interference channel where sources in the first hop can
overhear the relay transmissions in the next hop which can
serve as a feedback signal that can potentially increase the
capacity of the first hop. The main challenge in this setup
is to devise communication strategies that allow the relays
to optimally feedforward information over the second hop
while feeding back information over the first hop. We have
developed capacity achieving strategies for various regimes
of this channel and showed that while these strategies achieve
the performance with dedicated feedback in certain regimes, in
certain other regimes, while overheard feedback is still useful,
the performance is strictly inferior to the case when there is
dedicated feedback links.
VII. APPENDIX - ACHIEVABILITY PROOF DETAILS
In this appendix we provide the details of the three achiev-
ability schemes overviewed in Section IV and prove Theo-
rem 2 and Theorem 3. Before going into the details of these
schemes, we first introduce three classes of information bits
for each source.
• Private bits: these are the information bits of each source
that are decodable by the relay in direct-link but not
decodable by the relay in the cross-link.
• Cooperative common bits: these are the information bits
of each source that need to be learned by the other source
node in order to improve the first hop capacity. Moreover,
these bits are decodable by both relays at the end of the
communication process.
• Non-cooperative common bits: these are the information
bits of each source that are decodable by both relays, but
they do not need to be learned by the other source node.
A. Utilizing cross-link overhearing when α ≤ 2/3: The
scheme XFBXw
As briefly described in Section IV-A, the scheme XFBXw
achieving rate RFBXwsum in (8) is designed for the case when
the first hop is in the weak interference regime (α ≤ 2/3)
and makes use of the cross-link feedback for increasing the
capacity of the first hop.
Our scheme operates in packets of RFBXwsum bits per S-D
pair. Each packet is associated with four phases. Among these
phases, Phase 1 and Phase 4 involve communication over the
first hop, while Phase 2 and Phase 3 involve communication
over the second hop (and also the backward interference
channel since it represents the overheard signals over the
second hop). See Fig. 7. At the end of these four phases,
the RFBXwsum bits of each S-D pair can be decoded by its
corresponding relay. The relaying of these RFBXwsum bits to the
final destinations is partially accomplished during the Phases
2 and 3 of the current packet and the rest is completed during
Phases 2 and 3 of a future packet.
We next describe the four phases associated with a packet.
In addition to the example shown in Fig. 5 and 6, we also
provide here another typical example shown in Fig. 12 and
13.
Phase 1: Each source sends
min
{
(2m− n)+, f
}
non-cooperative common bits over the uppermost signal levels,
and
min
{
(n−m),
(
f − (2m− n)+
)+}
private bits over the lowermost signal levels, as well as
min
{
2m¯, 2n−m− 2max{n−m,m},
(2f − 2max{n−m,m})+
}
Fig. 12. The first hop transmission (phase 1 and phase 4) illustration for
scheme XFBXw (m = 4, n = 7, m¯ = n¯ = 1, f = 5).
Fig. 13. The second hop transmission (phase 2 and phase 3) and overhearing
illustration for scheme XFBXw (m = 4, n = 7, m¯ = n¯ = 1, f = 5).
cooperative common bits over the signal levels below that
of non-cooperative common bits. For the example shown in
Fig. 12, S1 sends non-cooperative common bit a1, coopera-
tive common bits a2, a3 and private bits a4, a5, a6 over the
corresponding signal levels, while S2 sends its information
bits in a similar way. One can see that, the cooperative and
non-cooperative common bits of each source node are received
interference free at the relay in the direct-link, while the private
bits, that are only visible to the relay in direct-link, arrive
interfered partially with the cooperative common bits of the
other source node. For the example shown in Fig. 12, the
common bits a1, a2, a3 of S1 are received interference free
at R1, while the private bits a4, a5 of S1 are received at R1
interfered with cooperative common bits b2, b3 of S2. In the
next two phases, each source node will learn the interfering
(cooperative common) bits of the other source node, which
will allow to resolve the interference in the fourth phase.
Phases 2 and 3: At the beginning of these phases the relays
have recovered the cooperative and non-cooperative common
bits of their respective source nodes. Since the cooperative
common bits need to be both forwarded to their destination
and fed back to the corresponding source node to resolve
interference, we use the uppermost level of the relay signals
to accomplish both of these goals at the same time. For
the example shown in Fig. 13, R1 transmits the cooperative
common bits a2 and a3 over its uppermost signal level in
Phase 2 and Phase 3 respectively, while R2 transmits similarly
b2 and b3. One can see that, each source node can decode the
cooperative common bits of the other source node from the
overheard signal by using its side information. The remaining
bit levels of the forward channel are utilized to send non-
cooperative common bits and private bits, that have been
decoded by the relays but have not been forwarded to the their
destinations yet, and that are either from the current packet or
from the packet last before. For the example shown in Fig. 13,
the remaining bit levels of R1 are utilized to send a1, a6 of
the current packet, and a′4, a′5, a′7, a′8, a′9, a′10 of the packet last
before.
Phase 4: After decoding the the cooperative common bits
that were sent from the other source node at Phase 1 of the
current packet, each source sends fresh min{(2m− n)+, f}
non-cooperative common bits over the uppermost signal levels,
and fresh min
{
(n−m),
(
f−(2m−n)+
)+} private bits over
the lowermost signal levels, as well as the decoded cooperative
common bits of the other source node over the signal levels
below that of non-cooperative common bits. See Fig. 12. Note
that the transmission of the cooperative common bits of the
other source node allows to resolve the interference at Phase 1.
For the example shown in Fig. 12, the transmission of the
cooperative common bits b2, b3 of S2 from S1 allows to resolve
the interference b2, b3 at R1, while the transmission of a2, a3
of S1 from S2 allows to resolve the interference a2, a3 at R2.
Note that while R1 and R2 can decode all the information bits
of their source nodes of the current packet, part of these bits
have not been communicated yet to their final destinations.
This is accomplished in the Phases 2 and 3 corresponding to
the packet after next. Similarly, partial bits of the packet last
before were forwarded to their destinations in Phase 2 and 3
corresponding to the current packet. See the timeline in Fig. 7.
With this strategy, RFBXwsum bits of independent information
of each source can be communicated to their destination in
every 2 channel uses (assuming a large number of packets and
ignoring the effect of the first two and the last two packets),
i.e., for the case with α ∈ [0, 2/3] we have
2min
{
(2m− n)+, f
}
+ 2min
{
(n−m),
(
f − (2m− n)+
)+}
+min
{
2m¯, 2n−m− 2max{n−m,m},
(2f − 2max{n−m,m})+
}
=


2f if f ≤ max{n−m,m}
min
{
2max{n−m,m}+ 2m¯,
2n−m, 2f
}
if f ≥ max{n−m,m}
=min
{
2max{n−m,m}+ 2m¯, 2n−m, 2f
}
=RFBXwsum .
This yields a sum rate of RFBXwsum bits per channel use, which
turns out to be optimal in the regime of (α ∈ [0, 2/3], m¯ ≥ n¯).
See Theorems 1 and 2.
B. Utilizing direct-link overhearing when α ≤ 2/3, m¯ = 0:
The scheme XRSw
As briefly described in Section IV-B, the scheme XRSw
achieving rate RRSwsum in (11) is designed for the case when
the first hop is in the weak interference regime and there
is no cross-link in the backward interference channel (α ≤
2/3, m¯ = 0). In contrast to the previous scheme, this scheme
makes use of the direct-link feedback for increasing the
capacity of the first hop. In this case there is a tradeoff
between utilizing the relay bits for conveying information to
the destinations versus feeding back information to the source
nodes, which results in rate splitting.
As before, this scheme operates in packets, and each packet
is associated with four phases, i.e., Phase 1 and Phase 4
involve communication over the first hop while Phase 2 and
Phase 3 involve communication over the second hop and the
backward channel. See Fig. 7. At the end of these four phases,
the RRSwsum /2 bits of each S-D pair can be decoded by its
corresponding relay. The relaying of these RRSwsum /2 bits to the
final destination will again be accomplished partially in the
Phases 2 and 3 of the current packet, and the rest in Phases 2
and 3 of the packet after next.
We next describe the four phases associated with a packet.
In addition to the example shown in Fig. 8 and 9, we also
provide here another typical example (m = 4, n = 7, n¯ =
1, m¯ = 0, f = 5) shown in Fig. 14 and 15.
Phase 1: Each source sends
min
{
(2m− n)+, f
}
non-cooperative common bits over the uppermost signal levels,
and
min
{
(n−m),
(
f − (2m− n)+
)+}
private bits over the lowermost signal levels, as well as
min
{
2(n¯− f)+ + 2f∗, 2n−m− 2max{n−m,m},
(2f − 2max{n−m,m})+
}
cooperative common bits over the signal levels below that of
Fig. 14. The first hop transmission (phase 1 and phase 4) illustration for
scheme XRSw (m = 4, n = 7, n¯ = 1, m¯ = 0, f = 5).
Fig. 15. The second hop transmission (phase 2 and phase 3) and overhearing
illustration for scheme XRSw (m = 4, n = 7, n¯ = 1, m¯ = 0, f = 5).
non-cooperative common bits, where
f∗,min
{(f −max{n−m,m} − (n¯− f)+)+
2
,
n¯− (n¯− f)+, f
}
(57)
For the example shown in Fig. 14, S1 sends non-cooperative
common bit a1, cooperative common bit a2 and private bits
a3, a4, a5 over the corresponding signal levels, while S2 sends
its information bits in a similar way. One can see that, the
cooperative and non-cooperative common bits of each source
node are received interference free at the relay in direct-link,
while the private bits, that are only visible to the relay in direct-
link, arrive interfered partially with the cooperative common
bits of the other source node. For the example shown in
Fig. 14, the common bits a1, a2 of S1 are received interference
free at R1, while the private bits a3 of S1 are received at
R1 interfered with cooperative common bits b2 of S2. In the
next two phases, each source node will learn the interfering
(cooperative common) bits of the other source node, which
will allow to resolve the interference in the fourth phase.
Phase 2 and 3: At the beginning of Phase 2, each relay has
recovered the cooperative common bits, non-cooperative com-
mon bits and partial private bits of the respective source, and
these bits need to be forwarded to the respective destination.
As before, each source needs to learn the common information
of the other source node in order to resolve interference.
However, since m¯ = 0 this information needs to be fed back
over the backward direct-link rather than the backward cross-
link. For the example shown in Fig. 15, R1 and R2 feed back
a3⊕ b2 and b3⊕a2, received in the previous phase, to S1 and
S2 respectively through the backward direct-link (uppermost
signal level). Then the cooperative common bits b2 and a2
can be decoded by S1 and S2 respectively by using the side
information at each source node (a3 of S1, b3 of S2). The
remaining bit levels of the forward channel are utilized to send
non-cooperative common bits and private bits, that have been
decoded by the relays but have not been forwarded to the their
destinations yet, and that are either from the current packet or
from the packet last before. For the example shown in Fig. 15,
the remaining bit levels of R1 are utilized to send a1, a2, a4, a5
of the current packet, and a′3, a′6, a′7, a′8, a′9 of the packet last
before. Note that in this case the relay bits are split between
feedforward and feedback communication. As illustrated in
Fig. 15, in Phase 2 the uppermost bit level of the relay is
used solely for feedback and does not provide any useful
information to the corresponding destination, while in Phase 3
this bit level is used for sending information to the destination
and does not provide any useful feedback information for the
source node.
Phase 4: Having learned the cooperative common bits of the
other source node, each source sends fresh min{(2m−n)+, f}
non-cooperative common bits over the uppermost signal levels,
and fresh min
{
(n−m),
(
f − (2m−n)+
)+} private bits over
the lowermost signal levels, as well as the decoded cooperative
common bits of the other source node over the signal levels
below that of non-cooperative common bits. See Fig. 14. Note
that the transmission of the cooperative common bits of the
other source node allows to resolve the interference at Phase 1.
For the example shown in Fig. 14, the transmission of the
cooperative common bits b2 of S2 from S1 allows to resolve
the interference b2 at R1, while the transmission of a2 of S1
from S2 allows to resolve the interference a2 at R2. Note
that while R1 and R2 can decode all the information bits of
their source nodes of the current packet, part of these bits
have not been communicated yet to their final destinations.
This is accomplished in the Phases 2 and 3 corresponding to
the packet after next. Similarly, partial bits of the packet last
before were forwarded to their destinations in Phase 2 and 3
Fig. 16. The first hop transmission (phase 1 and phase 4) illustration for
scheme XRSw (m = 2, n = 4, f = 3, n¯ = 4, m¯ = 0).
Fig. 17. The second hop transmission (phase 2 and phase 3) and overhearing
illustration for scheme XRSw (m = 2, n = 4, f = 3, n¯ = 4, m¯ = 0).
corresponding to the current packet.
With this strategy, the total RRSwsum independent bits of each
source can be communicated to their destination in every 2
channel uses, i.e., for the case with α ∈ [0, 2/3] we have
2min
{
(2m− n)+, f
}
+ 2min
{
(n−m),
(
f − (2m− n)+
)+}
+min
{
2(n¯− f)+ + 2f∗, 2n−m− 2max{n−m,m},
(2f − 2max{n−m,m})+
}
=

2f if f ≤ max{n−m,m}
2f if max{n−m,m} ≤ f ≤ ∆0
min{f +∆0, 2n−m} if f ≥ ∆0
and f≥ n¯−(n¯−f)+≥ (f−∆0)
+
2
min{2n−m,
2max{n−m,m}+ 2n¯} if f ≥ ∆0
and f≥ (f−∆0)
+
2 ≥ n¯−(n¯−f)
+
min{f +∆0, 2n−m} if f ≥ ∆0
and n¯−(n¯−f)+ ≥ f≥ (f−∆0)
+
2
=min
{
f +max{n−m,m}+ (n¯− f)+,
2max{n−m,m}+ 2n¯, 2n−m, 2f
}
=RRSwsum
where ∆0,max{n − m,m} + (n¯ − f)+ and f∗ is defined
in (57). This yields a sum rate of RRSwsum bits per channel use,
which turns out to be optimal in the regime of (α ∈ [0, 2/3],
m¯ = 0). See Theorem 3.
Remark 2: In addition to the example shown in Fig. 8 and
9, and the example shown in Fig. 14 and 15, we also provide
another typical example (with n¯ > f ) shown in Fig. 16 and
17. In the last example, since (n¯ − f)+ lowermost levels
of the relay signal are visible to the source node but not to
the destination, those (n¯ − f)+ lowermost levels are utilized
only to feed back the bits containing cooperative common
information. As shown in Fig. 17, a3 ⊕ b1 and a4 ⊕ b2 (the
bits containing the cooperative common information b1 and
b2 respectively) are fed back from the lowermost levels of
the R1 signal, and b3 ⊕ a1 and b4 ⊕ a2 are fed back from
the lowermost levels of the R2 signal. This is different from
that in the first two examples with n¯ ≤ f , where the bits
containing cooperative common information are fed back from
the uppermost levels of the relay signals such that those bits
can be overheard by the corresponding sources (cf. Fig. 9 and
Fig 15).
C. Utilizing direct-link overhearing when α ≥ 2: The scheme
XRSs
As briefly described in Section IV-C, the scheme XRSs
achieving rate RRSssum in (9) is designed for the case when
the first hop is in the strong interference regime (α ≥ 2).
Similarly to the scheme XRSw, this four-phase scheme is based
on direct-link overhearing and it uses rate splitting at the relay
for feedback and feedforward to achieve the optimal capacity.
At the end of the four phases of a packet, XRSs/2 bits of
each S-D pair can be decoded by its corresponding relay. The
relaying of these XRSs/2 bits to the final destination will again
be accomplished partially in the Phases 2 and 3 of the current
packet, and the rest in Phases 2 and 3 of the packet after next.
We next describe the four phases associated with a packet.
In addition to the example shown in Fig. 10 and Fig. 11, we
also provide here another typical example (m = 4, n = 1, f =
2, n¯ = 3, m¯ = 1) shown in Fig. 18 and 19.
Phase 1: Each source sends
min
{
n, f
}
non-cooperative common bits over its uppermost signal levels,
as well as
min
{
2(n¯− f)+ + 2f
′
,m− 2n, (2f − 2n)+
}
cooperative common bit over the signal levels below that of
the non-cooperative common bits, where
f
′
,min
{(f − n− (n¯− f)+)+
2
, n¯− (n¯− f)+, f
}
(58)
The rest bit levels are not utilized and are fixed to 0. For the
example shown in Fig. 18, S1 sends non-cooperative common
bit a1 and cooperative common bits a2, a3 over the upper three
signal levels respectively, while S2 sends b1 and b2, b3 in a
similar way. One can see that, the non-cooperative common
bit, a1 of S1 and b1 of S2, is received interference free at
both relays, while the cooperative common bits, a2, a3 of S1
and b2, b3 of S2, are received (interference free) at the relay in
cross-link but not at the relay in direct-link. In order to improve
the first hop capacity, in the next two phases the cooperative
common bits a2, a3 will be fed back from R2 to S2 such that
it can be sent from S2 to R1 in the fourth phase, while the
cooperative common bit b2, b3 will be fed back from R1 to S1
such that it can be sent from S1 to R2 in the fourth phase.
Phase 2 and 3: At the beginning of Phase 2, each relay has
recovered all non-cooperative common bits of its respective
source that need to be forwarded to their destination, and has
recovered all cooperative common bits of the other source
that need to be fed back through the backward direct-link. For
the setting with n¯ ≤ f (cf. Fig. 10 and 11), the cooperative
common bits are fed back from the uppermost levels of the
relay signal, such that those bits can be overheard by the
source node. For the other setting with n¯ > f (cf. Fig. 18
and 19), the cooperative common bits are fed back from the
lowermost levels of the relay signal, such that the lowermost
(n¯ − f)+ levels of the relay signal — that are are visible to
the respective source node but not to the destination — can be
utilized properly (i.e., used for feeding back information only).
For the example shown in Fig. 19, R1 transmits the cooperative
common bits b2 and b3 over its lowermost signal level in Phase
2 and Phase 3 respectively, while R2 transmits similarly a2
and a3. The remaining signal levels of the relay signal are
utilized to forward the decoded non-cooperative common bits,
a1, a
′
2, a
′
3, a
′
4 of S1 and b1, b′2, b′3, b′4 of S2, to its destination,
where the bits a′2, a′3, a′4, b′2, b′3, b′4 belong to the packet last
before and have not been forwarded yet. Note that in this
case the relay bits are split between feedforward and feedback
communication.
Phase 4: In this phase each source sends fresh min{n, f}
non-cooperative common bits to the relay in direct-link and
sends non-fresh min
{
2(n¯−f)++2f
′
,m−2n, (2f −2n)+
}
bits containing previous cooperative common information of
the other source to the relay in cross-link. For the example
shown in Fig. 18 and 19, after Phase 3 S1 has received the
linear combinations b2 ⊕ b1 and b3 ⊕ b′3 that need to be sent
to R2 such that the cooperative common bits b2 and b3 can
be recovered by R2 with the prior knowledge of b1 and b′3.
Similarly, S2 has received the linear combinations a2⊕a1 and
Fig. 18. The first hop transmission (phase 1 and phase 4) illustration for
scheme XRSs (m = 4, n = 1, f = 2, n¯ = 3, m¯ = 1).
Fig. 19. The second hop transmission (phase 2 and phase 3) and overhearing
illustration for scheme XRSs (m = 4, n = 1, f = 2, n¯ = 3, m¯ = 1).
a3 ⊕ a
′
3 that need to be sent to R1. Then during Phase 4 S1
transmits the fresh bit a4 and the combinations b2 ⊕ b1 and
b3 ⊕ b
′
3 from its three uppermost signal levels respectively,
while S2 sends the fresh bit b4 and the combinations a2 ⊕ a1
and a3⊕a′3 in a similar way. Note that this allows R1 to learn
a2, a3 from the loop S1 → R2 → S2 → R1, and allows R2
to learn b2, b3 from the loop S2 → R1 → S1 → R2. Note
that while R1 and R2 can decode {a2, a3, a4} and {b2, b3, b4}
respectively, these bits have not been communicated yet to
their final destinations. This is accomplished in the Phase 2 and
Phase 3 corresponding to the packet after next. Note that, the
encoding and decoding of the general scheme follow similarly
from that of the examples shown in Fig. 18, 19 and in Fig. 10,
11.
With this strategy, the total RRSssum independent bits of each
source can be communicated to their destination in every 2
channel uses, i.e., for the case with α ≥ 2 we have
2min
{
n, f
}
+min
{
2(n¯− f)+ + 2f
′
,m− 2n, (2f − 2n)+
}
=


2f if Con1
2f if Con2
min{n+ f + (n¯− f)+, m} if Con3
min{2n+ 2n¯, m} if Con4
min{n+ f + (n¯− f)+, m} if Con5
=min{ n+ f + (n¯− f)+, 2n+ 2n¯, m, 2f}
=RRSssum
where
Con1 := {f ≤ n}
Con2 := {n ≤ f ≤ n+ (n¯− f)+}
Con3 :=
{
f ≥ n+ (n¯− f)+
and f ≥ n¯− (n¯− f)+ ≥ (f − n− (n¯− f)
+)+
2
}
Con4 :=
{
f ≥ n+ (n¯− f)+
and f ≥ (f − n− (n¯− f)
+)+
2
≥ n¯− (n¯− f)+
}
Con5 :=
{
f ≥ n+ (n¯− f)+
and n¯− (n¯− f)+ ≥ f ≥ (f − n− (n¯− f)
+)+
2
}
and f ′ is defined in (58). This yields a sum rate of RRSssum bits
per channel use, which turns out to be optimal in the regime
of α ≥ 2. See Theorems 1 and 2.
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