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T´ıtulo del estudio: Secuenciacio´n de trabajos en una empresa que fabrica
productos de papel.
Nu´mero de pa´ginas: 127.
Objetivos y me´todo de estudio: El objetivo principal de esta investigacio´n
es resolver un problema real que se presenta en una empresa que fabrica productos
de papel. Detectamos que dicho problema se puede modelar como un problema de
secuenciacio´n de tareas de tipo taller, mejor conocido en la literatura y en ingle´s como
Job Shop Scheduling Problem dadas las caracter´ısticas que tiene la empresa. Para
resolver el problema usamos el me´todo exacto llamado Programacio´n Disyuntiva y
la heur´ıstica Cuello de Botella Mo´vil.
Contribuciones y conclusiones: La programacio´n disyuntiva es un me´todo
exacto usado para resolver problemas de secuenciacio´n de tareas. En la presente in-
vestigacio´n se explica el funcionamiento de dicho me´todo, se toman instancias de la
literatura para llegar a una solucio´n. Otra forma es aplicar heur´ısticas y una muy
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Resumen x
usada para estos tipos de problemas es la llamada heur´ıstica cuello de botella mo´vil.
El caso de estudio se enfoca en una empresa que fabrica productos de papel para la
cual se describe la problema´tica asocia´ndola con el problema de secuenciacio´n de ta-
reas tipo taller. Se presenta un modelo matema´tico de programacio´n disyuntiva para
despue´s resolver de manera anal´ıtica y as´ı dar una solucio´n espec´ıﬁca al problema.
Se resuelven instancias basadas en datos reales.
Firma del asesor:
Dra. Yasmı´n A. R´ıos Sol´ıs
Cap´ıtulo 1
Introduccio´n
En esta investigacio´n se estudia un caso real en una empresa llamada Disen˜os,
la cual fabrica productos de papel, en espec´ıﬁco bolsas para comercios. La empresa
cuenta con un me´todo de produccio´n donde no se aplican modelos matema´ticos para
llevar a cabo dichos trabajos. Por lo tanto, el objetivo es optimizar la produccio´n
de la empresa para minimizar los tiempos de produccio´n y as´ı poder asimilar ma´s
clientes.
En esta tesis demostramos que el caso real de dicha empresa es similar al
Problema de secuenciacio´n de trabajos de tipo taller, en la literatura mejor conocido
en ingle´s como Jop Shop Scheduling Problem (JSSP), donde se tiene un nu´mero
especiﬁco de ma´quinas y de trabajos, cada trabajo tiene que ser procesado en una
secuencia de ma´quinas en algu´n orden determinado, una caracter´ıstica importante
en este tipo de problemas es que los trabajos no necesariamente pasan por todas las
ma´quinas.
Revisando la literatura vemos que este problema existe en muchos sistemas de
produccio´n y manufactura dentro del a´mbito industrial como puede ser en un taller
meca´nico, en una imprenta, en carpinter´ıas, por mencionar algunas.
Usamos modelos matema´ticos para el JSSP para encontrar soluciones median-
te me´todos como la programacio´n disyuntiva o la heur´ıstica de cuello de botella.
1
Cap´ıtulo 1. Introduccio´n 2
Validamos nuestro enfoque con instancias de la literatura e instancias basadas en
datos de la empresa de nuestro caso de estudio.
1.1 Objetivos
Estudiar el proceso de produccio´n en una empresa dedicada a la elaboracio´n
de bolsas de papel. Dicho proceso se asocia al problema de secuenciacio´n de trabajos
tipo taller.
Presentar una solucio´n particular al problema usando la programacio´n disyun-
tiva, la cual es utilizada para resolver problemas de secuenciacio´n de trabajos.
Otro objetivo es presentar y explicar los ma´s importantes ambientes de pro-
blemas de secuenciacio´n de trabajos, tales como los problemas de ma´quina u´nica,
ma´quinas paralelas, sistemas de tipo taller, de tipo taller de ﬂujo y as´ı poder dife-
renciar unos con otros. Se ven algunas reglas y me´todos para dar soluciones a dichos
problemas.
1.2 Justificacio´n
En literatura se sabe que los problemas de secuenciacio´n de trabajos han sido
ampliamente estudiados en los u´ltimos an˜os. Existen muchas empresas donde sus
procesos de trabajo presentan caracter´ısticas asociadas a los problemas de JSSP. El
JSSP es uno de los problemas de optimizacio´n combinatoria ma´s conocidos.
Como lo menciona Pinedo [38], la planiﬁcacio´n y la programacio´n de tareas son
procesos de ayuda a la toma de decisiones que se utilizan frecuentemente en muchas
industrias manufactureras y de servicios. Estas desempen˜an un papel importante en
la adquisicio´n y produccio´n, en el transporte y la distribucio´n, y en el procesamiento
de la informacio´n y la comunicacio´n. Las funciones de planiﬁcacio´n y programacio´n
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de una empresa se basan en te´cnicas matema´ticas y me´todos heur´ısticos para asignar
recursos limitados a las actividades que deben realizarse. Esta asignacio´n de recursos
tiene que hacerse de tal manera que la empresa optimice sus objetivos y los alcance.
Los recursos pueden ser ma´quinas en un taller, pistas en un aeropuerto, tripulaciones
en un sitio de construccio´n o unidades de procesamiento en un entorno informa´tico.
Las actividades pueden ser operaciones en un taller, despegues y aterrizajes en un
aeropuerto, etapas en un proyecto de construccio´n, o programas de computadora que
tienen que ser ejecutados. Cada actividad puede tener un nivel de prioridad, una hora
de inicio ma´s temprana posible y una fecha de vencimiento. Los objetivos pueden
tomar muchas formas diferentes, tales como minimizar el tiempo para completar
todas las actividades, minimizar el nu´mero de actividades que se completan despue´s
de las fechas de vencimiento comprometidas, y as´ı sucesivamente.
1.3 Estructura de la tesis
En el cap´ıtulo 2 se habla de algunos de los problemas de secuenciacio´n de
trabajos, en lo particular sobre problemas de ma´quina u´nica, ma´quinas paralelas,
del tipo taller, taller de ﬂujo y sus caracter´ısticas. Adema´s, para cada caso se ven
herramientas matema´ticas para llegar a soluciones de dichos problemas.
En el cap´ıtulo 3 se platica ma´s en espec´ıﬁco sobre el problema de secuencia-
cio´n de trabajos tipo taller, se presentan dos me´todos de solucio´n: la Programacio´n
Disyuntiva y la Heur´ıstica Cuello de Botella Mo´vil. Adema´s, se toman instancias de
la literatura para presentar soluciones usando dichos me´todos.
En el cap´ıtulo 4 se describe un caso de estudio real, el cual trata de una
empresa que fabrica productos de papel. Se modela el problema real con problema
de secuenciacio´n en talleres. Adema´s, se toman datos reales y se da una solucio´n
usando la programacio´n disyuntiva.
Por u´ltimo, en el cap´ıtulo 5 se dan conclusiones de esta investigacio´n y se
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platica sobre el trabajo a futuro.
Cap´ıtulo 2
Problema de Secuenciacio´n de
Trabajos
En este cap´ıtulo se presentan ambientes de problemas de secuenciacio´n de tra-
bajos tales como problemas de una sola ma´quina, de ma´quinas paralelas, problemas
de tipo taller, de taller de ﬂujo, y diferentes reglas o herramientas matema´ticas
indispensables para la solucio´n de dichos problemas.
2.1 Ambientes de problemas de secuenciacio´n
de trabajos
Una importante caracter´ıstica de un modelo de secuenciacio´n de trabajos es
la conﬁguracio´n de sus ma´quinas y segu´n ella existen diferentes tipos de problemas
como lo son los problemas de ma´quina simple, de ma´quinas paralelas, de tipo taller,
taller de ﬂujo, etc [3]. Es importante mencionar que en muchas empresas se presentan
problemas de secuenciacio´n de trabajos, los cuales son complicados para encontrar
soluciones [32].
Un problema de una sola ma´quina como su nombre lo dice consiste en una
sola ma´quina para procesar cierto nu´mero de trabajos. [38] menciona que muchos
5
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sistemas de produccio´n dan lugar a modelos de una sola ma´quina. Tambie´n destaca
que estos modelos son importantes cuando se tiene problemas de secuenciacio´n en
ambientes de ma´quinas que esta´n ma´s complicados los cuales se pueden dividir en
un conjunto de problemas ma´s pequen˜os de secuenciacio´n de una sola ma´quina, esto
es para facilitar el problema. Los modelos de una sola ma´quina han sido analizados
muy a fondo con todo tipo de condiciones y con muchas funciones objetivo diferentes.
El resultado es un conjunto de reglas que arrojan soluciones o´ptimas en ambientes
de una sola ma´quina, en [23] y [4] se ven algunas reglas como:
1. Primer trabajo que llega primero que sale (First Come-First Served)
2. Tiempo de proceso ma´s corto (Shortest Process Time)
3. Fecha de vencimiento ma´s pro´xima (Earliest Due Date)
4. La regla razo´n cr´ıtica (Critical Ratio).
Otro tipo de modelo de secuenciacio´n son las ma´quinas en paralelo, las cuales
son una generalizacio´n del modelo de una sola ma´quina. Muchos entornos de pro-
duccio´n consisten de varias etapas o centros de trabajo, cada uno con una serie de
ma´quinas en paralelo. Las ma´quinas de un centro de trabajo pueden ser ide´nticas,
esto quiere decir que un trabajo puede ser procesado en cualquiera de las ma´qui-
nas disponibles. Muchas veces las ma´quinas en paralelo pueden no ser exactamente
ide´nticas, por ejemplo, se puede decir que se cuenta con algunas ma´quinas que sean
mas antiguas que otras y as´ı funcionar ma´s lento, o algunas pueden estar en muy bue-
nas condiciones y podra´n ser capaces de realizar un trabajo ma´s ra´pido y con mejor
calidad, si estos son los casos, entonces algunos trabajos pueden ser procesados sola-
mente en cierto numero de ma´quinas. Cuando se tiene que las ma´quinas son personas
[17], entonces el tiempo de proceso de una cierta operacio´n puede depender tanto del
trabajo, como de la persona u operador, por ejemplo, un operador puede ser muy
bueno en ciertos tipos de trabajos mientras que otros operadores pueden ser mejores
en otros. Para resolver problemas con ma´quinas paralelas se pueden utilizar heuris-
ticas, metaheuristicas, algoritmos gene´ticos por mencionar algunos. Por ejemplo, en
[42] se presenta un algoritmo gene´tico para resolver un problema de secuenciacio´n de
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trabajos en un sistema de ma´quinas paralelas en este caso ide´nticas, con tiempos de
preparacio´n dependientes de la secuencia, teniendo como objetivo minimizar el Ma-
kespan. En [5] proponen heur´ısticas Greedy Randomized Adaptive Search Procedure,
GRASP para poder resolver problemas de secuenciacion de trabajos con ma´quinas
paralelas no relacionadas con tiempos de preparacio´n dependientes de la secuencia
minimizando el Makespan.
En [38] menciona otros entornos de problemas de secuenciacio´n de trabajos
como el de taller de ﬂujo donde los trabajos pasan por una serie de ma´quinas dife-
rentes, aqu´ı las rutas de todos los trabajos son ide´nticas, es decir, todos los trabajos
visitan las mismas ma´quinas en la misma secuencia. Una caracter´ıstica importante
es que las ma´quinas son conﬁguradas en serie y cada vez que un trabajo completa
su procesamiento en una ma´quina se une a la ﬁla para la siguiente. La secuencia de
los trabajos puede variar de ma´quina a ma´quina, ya que pueden ser resecuenciados
entre ma´quinas. Sin embargo, si hay un sistema de manejo de materiales que trans-
porta los trabajos desde una ma´quina a la siguiente, entonces se mantiene la misma
secuencia de trabajo en todo el sistema. Una generalizacio´n del taller de ﬂujo es el
llamado taller de ﬂujo ﬂexible, que consiste en un nu´mero de etapas en serie, donde
cada etapa esta formada por un nu´mero de ma´quinas en paralelo. En cada etapa se
puede procesar un trabajo en cualquiera de las ma´quinas en paralelo.
Por otra parte tenemos los problemas de secuenciacio´n de trabajos de tipo
taller mejor conocidos en la literatura como Job Shop Scheduling Problem los cuales
son una generalizacio´n de un problema de secuenciacio´n de trabajos tipo taller de
ﬂujo como lo mencionan [6] y [38]. En muchos problemas los trabajos pueden tener
diferentes rutas [31]. En un modelo simple de Job shop se asume que un trabajo
puede ser procesado en una ma´quina particular a lo ma´s una vez en su ruta a trave´s
del sistema, en otros, un trabajo puede visitar una ma´quina particular varias veces
en su ruta a trave´s del sistema. Se dice que estos talleres esta´n sujetas a recirculacio´n
lo cual aumenta considerablemente la complejidad del modelo. Una generalizacio´n
del problema de tipo taller es el llamado secuenciacion de trabajos tipo taller ﬂexible
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con centros de trabajo que tienen mu´ltiples ma´quinas en paralelo [15].
2.2 Caracter´ısticas de procesamiento y
restricciones
En esta seccio´n se describen algunas de las caracteristicas de procesamiento
y restricciones ma´s comunes en los ambientes de problemas de secuenciciacio´n de
trabajos.
El procesamiento de los trabajos tiene muchas caracter´ısticas distintas y a
menudas esta´n sujetas a restricciones particulares, como podemos mencionar las
restricciones de precedencia, de centro trabajo, de ruteo [38].
2.2.1 Restricciones de precedencia
En los problemas de secuenciacio´n un trabajo a menudo so´lo puede comenzar
despue´s de que un conjunto de trabajos dados han sido completados, tales restriccio-
nes son conocidas como restricciones de precedencia y se puede representar mediante
un grafo de restricciones de precedencia (ver ﬁgura 2.1) [38] y [37].
Figura 2.1: Grafo de restricciones de precedencia
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2.2.2 Restricciones de centro de trabajos
Una ma´quina a menudo requiere uno o ma´s operadores espec´ıﬁcos para procesar
un trabajo, los trabajos que necesitan procesamiento en una ma´quina pueden esperar
hasta que uno de los operadores se encuentre disponible. Un personal puede consistir
de varios pools, cada pool consiste de operadores con un conjunto de habilidades
especiﬁcas [38].
2.2.3 Restricciones de ruteo
Las restricciones de ruteo especiﬁcan la ruta de un trabajo que debe seguir
mediante un sistema, una tarea dada puede consistir de un nu´mero de operadores
que tienen que ser procesados en una secuencia u orden dado, tambie´n especiﬁcan
el orden en el cual un trabajo debe visitar en varias ma´quinas [6] y [38].
2.2.4 Secuencia dependiente de los tiempos y costos de
preparacio´n
Se sabe que las ma´quinas en ambientes de problemas de secuenciacio´n deben
de ser reconﬁguradas o limpiadas entre los trabajos, esto es llamado o conocido como
un cambio o una preparacio´n. Si la longitud de la preparacio´n depende del trabajo
que se acaba de completar y de la que esta´ por iniciar, entonces los tiempos de la
conﬁguracio´n depender de la secuencia [3] y [38].
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2.3 Medidas de desempen˜o y objetivos
Esta seccio´n explica algunas medidas de desempen˜o y objetivos ma´s importan-
tes usados comu´nmente en ambientes de problemas de secuenciacio´n de trabajos.
2.3.1 Objetivo makespan
El Makespan, denotado por Cmax, se deﬁne como el tiempo cuando el u´ltimo
trabajo sale del sistema, es decir; Cmax = max(C1, ..., Cn) donde Cj es el tiempo
de completar el trabajo j. El objetivo Makespan es importante cuando hay un ﬁ-
nito nu´mero de trabajos. En la mayor´ıa de los problemas se requiere minimizar el
Makespan, [18] menciona que la minimizacio´n del Makespan espec´ıﬁcamente en un
problema de taller de ﬂujo ha sido un tema abordado intensamente durante los u´lti-
mos 40 an˜os, donde la mayor parte del esfuerzo de investigacio´n se ha dedicado en
desarrollar procedimientos heur´ısticos para dar buenas soluciones ya que el problema
es conocido como NP-dif´ıcil para ma´s de dos ma´quinas [38], [37] y [6].
2.3.2 Objetivos relacionados con la fecha de
vencimiento
Existen objetivos importantes que esta´n relacionado con la fecha de venci-
miento, primero el programador esta´ a menudo interesado en minimizar el ma´ximo
retraso. Los trabajos retrasados son deﬁnidos de la siguiente manera: Sea dj la fecha
de vencimiento del trabajo j, el retraso del trabajo j es entonces Lj = Cj − dj. El
ma´ximo retraso es deﬁnido como Lmax = max(L1, ..., Ln) [38].
Cuando se tiene que minimizar el ma´ximo retraso es en esencia minimizar el
peor desempen˜o de la secuencia [38].
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Un objetivo importante relacionado con la fecha de vencimiento es el nu´mero
de trabajos tard´ıos. Este objetivo no se centra sobre como tarda un trabajo si no
solo de si es o no es tard´ıo [38] y [39].
Otro objetivo es la llamada tardanza total o equivalentemente, promedio de la





Ahora supongamos que diferentes trabajos llevan diferentes prioridades de pe-
so, donde el peso del trabajo j es wj. Cuanto mayor sea el peso del trabajo ma´s
importante es, entonces una versio´n ma´s general de la funcio´n objetivo es la tardan-




2.3.3 Costos de preparacio´n
A veces es bueno minimizar los tiempos de preparacio´n cuando la tasa de
rendimiento tiene que ser maximizada o el Makespan tiene que ser minimizado.
Por lo tanto existen situaciones con tiempo de preparacio´n insigniﬁcantes Sijk pero
con costos de preparacio´n Csijk (si los costos de preparacio´n son solos costos en el
modelo entonces el sub´ındice s puede ser omitido). Los costos de preparacio´n no son
necesariamente proporcionales a los tiempos de preparacio´n [38].
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2.4 Herramientas matema´ticas para la
solucio´n de problemas de secuenciacio´n
En esta seccio´n se presentan algunas herramientas matema´ticas que ayudan a
encontrar soluciones en los ambientes de problemas de secuenciacio´n de trabajo.
2.4.1 Modelos de u´nica ma´quina
Una u´nica ma´quina es el caso ma´s simple de un job shop y un ambiente de
ma´quinas en paralelo es equivalente a la problema tipo taller ﬂexible que esta´ com-
puesta por un solo centro de trabajo. Las te´cnicas de descomposicio´n para los proble-
mas ma´s complejos de job shop a menudo se tiene que considerar una sola ma´quina
y problemas derivados de las ma´quinas en paralelo dentro de su estructura [9] y [12].
Consideramos una ma´quina u´nica y n trabajos. Un trabajo j tiene un tiempo
de procesamiento pj, una fecha de lanzamiento rj y una fecha de vencimiento dj.
Si rj = 0 y dj = ∞, entonces el procesamiento del trabajo j esta´ ba´sicamente sin
restriccio´n.
Para varios objetivos ciertas reglas de prioridad generan la secuencia o´ptima
[36], [35] y [22] .
Utilizaremos la tabla 2.1 para ordenar los trabajos segu´n cada regla.
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Trabajo Peso Tiempo de proceso Fecha de lanzamiento Fecha de vencimiento
1 w1 = 4 p1 = 6 r1 = 0 d1 = 8
2 w2 = 2 p2 = 2 r2 = 0 d2 = 6
3 w3 = 5 p3 = 8 r3 = 0 d3 = 18
4 w4 = 3 p4 = 3 r4 = 0 d4 = 15
5 w5 = 1 p5 = 9 r5 = 0 d5 = 23
Tabla 2.1: Instancia para ejemplo de ma´quina u´nica
La primera regla es la llamada primer trabajo en entrar primer trabajo en
salir en la literatura llamada como First In First Out (FIFO), es una de las ma´s
utilizada y considera atender los trabajos segu´n el orden de llegada, en el ejemplo
consideraremos que los trabajos fueron recibidos en el siguiente orden: 1, 2, 3, 4, 5.
Trabajo Tiempo de proceso Tiempo de ﬂujo Fecha de vencimiento Atraso
1 6 6 8 0
2 2 8 6 2
3 8 16 18 0
4 3 19 15 4
5 9 28 23 5
Total 28 77 11
Tabla 2.2: Regla FIFO
Existe otra regla llamada u´ltimo trabajo que llega primero que sale en la lite-
ratura conocida como Last In First Out (LIFO) que es lo contraria a la regla FIFO,
se atienden los trabajos en orden inverso al orden de llegado, en este caso el orden
es: 5, 4, 3, 2, 1.
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Trabajo Tiempo de proceso Tiempo de ﬂujo Fecha de vencimiento Atraso
5 9 9 23 0
4 3 12 15 0
3 8 20 18 2
2 2 22 6 16
1 6 28 8 20
Total 28 91 38
Tabla 2.3: Regla LIFO
Si el objetivo es minimizar el total de los tiempos ponderados, es decir
∑
wjTj
y el procesamiento de los trabajos no tiene restriccio´n, entonces la regla del tiempo
ponderado de procesamiento ma´s corto (WSPT) [45], que ﬁja la secuenciacio´n de
los trabajos en el orden decreciente de wj/pj, es o´ptima. Por lo tanto la tabla 2.4
muestra los cocientes wj/pj de los trabajos j, y la secuencia o´ptima segu´n la regla
WSPT es 2, 4, 1, 3, 5 o´ 4, 2, 1, 3, 5 ya que w2/p2 = w4/p4.
Trabajo Tiempo de proceso Tiempo de ﬂujo Fecha de entrega Retraso Peso wj/pj
2 2 2 6 0 2 1
4 3 5 15 0 3 1
1 6 11 8 3 4 0.66
3 8 19 15 4 5 0.625
5 9 28 23 5 1 0.11
Total 28 65 12
Tabla 2.4: Regla WSPT
Si el objetivo es el retraso ma´ximo Lmax y los trabajos son liberados en el
tiempo 0, entonces la regla que se aplica es la de la fecha ma´s temprana (EDD)
[45], que ﬁja las o´rdenes de trabajo segu´n dj es o´ptima, por lo tanto en la tabla 2.5
muestra el trabajo con su respectiva fecha de vencimiento dj en orden creciente para
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tener una secuencia de los trabajos de 2, 1, 4, 3, 5.
Trabajo Tiempo de proceso Tiempo de ﬂujo Fecha de entrega Retraso
2 2 2 6 0
1 6 8 8 0
4 3 11 15 0
3 8 19 18 1
5 9 28 23 5
Total 28 68 6
Tabla 2.5: Regla EDD
En la regla de Razo´n Cr´ıtica los trabajos son secuenciados en orden creciente
de acuerdo al cociente obtenido dividiendo la fecha de vencimiento entre el tiempo
de proceso, en la tabla 2.6 muestra la secuencia de trabajos: 1, 3, 5, 2, 4.
Trabajo Tiempo de proceso Tiempo de ﬂujo Fecha de vencimiento Atraso RC
1 6 6 8 0 1.33
3 8 14 18 0 2.25
5 9 23 23 0 2.55
2 2 25 6 19 3
4 3 28 15 13 5
Total 28 96 32
Tabla 2.6: Regla RC
Cuando los trabajos en un problema de una sola ma´quina tienen diferentes
fechas de liberacio´n rj los problemas son ma´s complicados. Un problema que ha sido
ampliamente estudiado es el de programacio´n para una sola ma´quina no preventiva
en el que los trabajos tienen fechas diferentes de liberacio´n y el retraso ma´ximo Lmax
tiene que ser minimizado, este problema se considera no polinomial y desafortuna-
damente, no existe algoritmo en tiempo polinomial eﬁciente para solucionarlo [38]
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y [28]. Sin embargo, el problema puede resolverse por ramiﬁcacio´n y acotamiento o
por la programacio´n dina´mica [46] y [1].
2.4.2 Modelo de ma´quinas en paralelo
Un taller de ma´quinas paralelas consiste en un sistema de ma´quinas acomo-
dadas en paralelo, las cuales procesan trabajos que requieren cierta operacio´n, la
cual puede realizarse en cualquiera de las ma´quinas, tambie´n se dice que existen
diferentes me´todos exactos y heur´ısticos, constructivo o de mejora para resolver la
programacio´n de este tipo de problemas [38]. El problema de taller de ma´quinas
paralelas ide´nticas con tiempos de preparacio´n dependientes de la secuencia consiste
en resolver la programacio´n de trabajos en un sistema con m ma´quinas que reali-
zan operaciones iguales, presentadas en paralelo y n trabajos a procesar en una, y
so´lo una, de las ma´quinas [11]. El concepto de ma´quinas ide´nticas signiﬁca que cada
trabajo puede ser procesado en cada una de las ma´quinas con el mismo tiempo de
proceso. El tiempo de preparacio´n en el que se incurre al procesar un trabajo en
una ma´quina depende del trabajo previamente procesado en la misma [6] y [38]. El
tiempo de proceso de cada trabajo esta´ ﬁjo y existen tiempos de preparacio´n de
ma´quinas que dependen del orden en el que se procesan los trabajos en cada una. El
objetivo considerado es minimizar el Makespan (Cmax), que consiste en minimizar el
intervalo de tiempo entre el inicio del procesamiento del primer trabajo y el tiempo
de terminacio´n del procesamiento del u´ltimo trabajo. Se consideran los siguientes
supuestos [42]:
1. Cada trabajo debe ser procesado en una, y so´lo una, ma´quina k, k = 1, 2, ...,m.
2. El tiempo de proceso del trabajo i, independiente de la ma´quina, esta´ dado por
pi, i = 1, ..., n.
3. Los tiempos de preparacio´n (setup) para procesar el trabajo j despue´s del trabajo
i, independiente de la ma´quina, esta´ dado por sij, i = 1, ..., n; j = 1, ..., n, donde sij
representa la preparacio´n inicial cuando el trabajo i es el primer trabajo procesado
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en una ma´quina.
4. Cada ma´quina puede procesar so´lo un trabajo a la vez.
5. El proceso de un trabajo en una ma´quina no se puede interrumpir (nonpreemption).
6. Todos los trabajos son independientes entre s´ı y se encuentran disponibles en el
instante inicial.
7. Las ma´quinas operan sin fallas en el horizonte de programacio´n.
8. El objetivo es minimizar Cmax.
A continuacio´n, se resuelve un problema de ma´quinas paralelas ide´nticas con
tiempos de preparacio´n dependientes de la secuencia con el objetivo de minimizar
el Makespan, para esto tomamos una instancia dada en [42]: 1. Generar la secuencia
de acuerdo a la regla LPT.
2. Asignar los m primeros trabajos a las m primeras ma´quinas.
3. Siguiente la secuencia generada, ﬁjar el trabajo siguiente en la ma´quina que ter-
mine antes de procesarlo considerando los tiempos de setup.
Consideramos un problema de 2 ma´quinas paralelas ide´nticas y 6 trabajos a
programar, cuyos para´metros se presentan en las tablas 2.7 y 2.8 .
Trabajo 1 2 3 4 5 6
pi 9 12 7 15 10 8
Tabla 2.7: Tiempos de proceso (pi) de los trabajos
Trabajo 1 2 3 4 5 6
1 3 8 6 7 2 4
2 9 6 5 4 2 7
3 6 7 4 8 4 9
4 7 8 7 4 6 6
5 8 4 3 9 2 3
6 6 5 4 9 3 2
Tabla 2.8: Matriz de tiempos de setup (sij)
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Antes de empezar el me´todo es importante especiﬁcar que, para planiﬁcar y
ordenar trabajos de problemas de secuenciacio´n a lo largo de un tiempo determinado,
existe una herramienta gra´ﬁca llamada Diagrama de Gantt, la cual fue desarrollada
por Henry Laurence Gantt a inicios del siglo XX, para ma´s informacio´n ver [47].
Primero ordenamos los trabajos de acuerdo a la regla Longest Processing Time
(LPT) (ver tabla 2.9).
Trabajo 4 2 5 1 6 3
pi 15 12 10 9 8 7
Tabla 2.9: Orden de los trabajos de acuerdo a la regla LPT
Primero asignamos el trabajo 4 en alguna de las dos ma´quinas disponibles,
elegimos la ma´quina 2 y calculamos el tiempo de terminacio´n 0(tiempo en el que
esta´ disponible la ma´quina) + 4(setup inicial) + 15(tiempo de proceso)=19, entonces
el trabajo 2 se asigna a la ma´quina 1 con un tiempo de terminacio´n de 0+6+12=18
(ver ﬁgura 2.2).
Figura 2.2: Procedimiento de asignacio´n del trabajo 4 y 2
Despue´s tenemos que asignar el trabajo 5 en la ma´quina 1 con un tiempo de
terminacio´n de 18+2+10=30, entonces el trabajo 1 en la ma´quina 2 con un tiempo
de terminacio´n de 19+7+9=35 (ver ﬁgura 2.3).
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Figura 2.3: Procedimiento de asignacio´n del trabajo 5 y 1
Faltar´ıa asignar el trabajo 3 y 6. El trabajo 6 se asigna en la ma´quina 1 con
un tiempo de terminacio´n de 30+3+8=41, y entonces el trabajo 3 se asigna en la
ma´quina 2 con un tiempo de terminacio´n de 35+6+7=48. Como asignamos todos
los trabajos en las ma´quinas llegamos a que el Cmax = 48 (ver ﬁgura 2.4).
Figura 2.4: Procedimiento de asignacio´n del trabajo 6 y 3
2.4.3 Modelo de planeacio´n y ordenamiento de trabajos
en un taller de flujo
EL problema de secuenciacio´n de tareas en un taller de ﬂujo mejor conocido en
la literatura como Flow Shop Scheduling Problem (FSSP) consiste en un conjunto
de N trabajos que necesitan ser procesados en M ma´quinas en el mismo orden,
cada trabajo tiene una operacio´n en cada ma´quina y cada operacio´n del trabajo j
en la ma´quina i tiene un tiempo de proceso de pi,j. En la ﬁgura 2.5 se observa la
estructura de un sistema de Flow Shop donde la ﬂechas me indican el seguimiento
de los trabajos en las ma´quinas (tria´ngulos, c´ırculos y cuadrados), el orden en que
los trabajos pasan por las ma´quinas es el mismo [6] y [19].
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Figura 2.5: Sistema de Flow Shop
El FSSP se considera un problema NP-dif´ıcil cuando el nu´mero de ma´quinas
es mayor o igual a 3 (M ≥ 3) [13] y [28]. Las soluciones o´ptimas solo pueden ser
obtenidas mediante te´cnicas de enumeracio´n tales como el me´todo de Ramiﬁcacio´n
y corte (branch and bound) [25] y [24].
Existen heur´ısticas para resolver el problema de Flow Shop Scheduling las
cuales se pueden dividir en 2 categor´ıas:heur´ısticas de generacio´n de secuencias y
heur´ısticas de mejora [8].
2.4.4 Modelo de planeacio´n y ordenamiento de trabajos
de tipo taller
En los problemas de secueciacio´n de trabajos de tipo taller se tiene N trabajos
y cada trabajo visita un nu´mero de ma´quinas siguiendo una determinada ruta. En
algunos modelos un trabajo puede visitar cualquier ma´quina dada a lo ma´s una vez
y en otros modelos un trabajo puede visitar cada ma´quina ma´s de una vez, en este
u´ltimo caso decimos que el taller de trabajo esta´ sujeto a recirculacio´n. En la ﬁgura
2.6 se observa la estructura de un sistema de Job Shop donde las ﬂechas indican el
seguimiento de los trabajos en las ma´quinas (triangulos, circulos y cuadrados), aqu´ı
el orden de las ma´quinas no necesariamente es el mismo para los trabajos [38] y [6].
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Figura 2.6: Sistema de Job Shop
Los problemas tipo taller en la literatura mejor conocidos como Job shop son
frecuentes en industrias donde cada pedido del cliente es u´nico y tiene sus propios
para´metros [24].
Estos problemas de job shop son NP-dif´ıcil y no pueden ser formulados como
programas lineales, sin embargo, pueden ser formulados ya sea como programas
enteros o como programas disyuntivos los cuales son explicados ma´s a fondo en
el cap´ıtulo 3. Para ma´s informacio´n acerca de la complejidad computacional de
problemas de secuenciacio´n de trabajos se pueden consultar los siguientes textos:
[21], [20] y [26].
Cap´ıtulo 3
Programacio´n Disyuntiva y la
Heur´ıstica Cuello de Botella
Mo´vil
Este cap´ıtulo se explica el funcionamiento de dos me´todos para resolver el pro-
blema de secuenciacio´n de trabajos de tipo taller; el primero de ellos es un me´todo
exacto llamado Programacio´n Disyuntiva y el segundo es una heur´ıstica llamada
Cuello de Botella Mo´vil. Es importante mencionar que la programacio´n disyunti-
va explicada en este cap´ıtulo me va ayudar a encontrar una solucio´n particular al
problema del caso real del cap´ıtulo 4.
3.1 Programacio´n disyuntiva
Uno de los modelos matema´ticos ma´s utilizados para resolver problemas de
secuenciacio´n de trabajos de tipo taller es la programacio´n lineal entera mixta [10].
Una te´cnica de este tipo lleva por nombre Programacio´n Disyuntiva [37]. La Pro-
gramacio´n Disyuntiva fue propuesta por el Dr. Alan Manne en los an˜os sesenta,
ma´s adelante fue desarrollada en los an˜os setenta por el Dr. Edgon Balas, para ma´s
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detalle acerca de ello podemos ir a [7] y [30].
Cuando se tienen problemas de secuenciacio´n de trabajos del tipo taller donde
el objetivo es minimizar el Makespan sin que se presente recirculacio´n se pueden re-
presentar por medio de los llamados grafos disyuntivos. Un grafo disyuntivo se deﬁne
como sigue: Sea G(N,A,B) un grafo con un conjunto N de nodos, un conjunto A de
arcos conjuntivos, y un conjunto B de arcos disyuntivos. Los nodos N representan las
operaciones Oij las cuales van a permitir la realizacio´n de los trabajos. El conjunto
A de arcos denominados conjuntivos van a representar las rutas de los trabajos en
sus respectivas ma´quinas, de aqu´ı decimos que si el arco Oij → Ohj ǫ A; entonces el
trabajo j tiene que ser procesado primero en la ma´quina i y despue´s en la ma´quina
h. El conjunto B de arcos disyuntivos representan la conexio´n de 2 operaciones que
pertenecen a dos trabajos distintos pero que tiene que ser procesados en una misma
ma´quina. Adema´s, se tiene una longitud para cada arco que sale de un nodo que es
el tiempo de proceso pij de dicha operacio´n [38].
3.1.1 Aplicacio´n de la programacio´n disyuntiva
Para ilustrar un grafo disyuntivo tomaremos una instancia dada por [41]. Se
tienen 3 ma´quinas y 3 trabajos, la secuencia en las ma´quinas as´ı como los tiempos
de proceso se presentan en la tabla 3.1:
Tarea Secuencia en la ma´quina Tiempo de proceso
1 1,3 p11 = 5, p31 = 3
2 2,3 p22 = 3, p32 = 2
3 1,2 p13 = 2, p23 = 4
Tabla 3.1: Secuencia en la ma´quina y tiempo de proceso
El grafo disyuntivo correspondiente a la informacio´n proporcionada en la tabla
3.1 se puede ver en la ﬁgura 3.1 [38] y [33]:
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Figura 3.1: Grafo Disyuntivo
El grafo mostrado en la ﬁgura 3.1 esta´ formado por ocho nodos; dos nodos
ﬁcticios S y T , y seis nodos O11, O31, O22, O32, O13, O23 que representan todas
las operaciones de los trabajos en las ma´quinas. Se tienen dos conjuntos de arcos;
los arcos conjuntivos y los disyuntivos. Los primeros conectan dos operaciones en
un mismo trabajo, en otras palabras, representan la secuencia de como van a pasar
los trabajos en las ma´quinas. El otro conjunto de arcos llamado disyuntivo conecta
dos operaciones en una misma ma´quina, dichos arcos se encuentran en sentidos
contrarios. Cada arco que sale de una operacio´n tiene una longitud, que en este caso
es el tiempo de proceso de dicha operacio´n.
La formulacio´n que se presenta es la programacio´n disyuntiva, para esto se
considera la variable yij la cual representa el tiempo de inicio de la operacio´n Oij
[38].
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El modelo matema´tico es el siguiente:
Min Cmax (3.1)
s.a
yhj − yij ≥ pij ∀ Oij → Ohj ǫ A (3.2)
Cmax − yij ≥ pij ∀ Oij ǫ N (3.3)
yij − yik ≥ pik o yik − yij ≥ pij ∀ Oik y Oij, i = 1, ..., n (3.4)
yij ≥ 0 ∀ Oij ǫ N (3.5)
La funcio´n objetivo mostrada por (3.1) minimiza el Makespan, el conjunto
de restricciones (3.2) dice que la operacio´n Ohj no puede comenzar antes de que la
operacio´n Oij este´ completada, el conjunto de restricciones (3.3) dice que elMakespan
representado por la variable Cmax debe ser mayor al tiempo de inicio ma´s el tiempo
de proceso de la operacio´n Oij, el conjunto de restricciones (3.4) dice que existe
alguna secuencia entre trabajos diferentes pero que tienen que procesarse en la misma
ma´quina, este conjunto de restricciones son las llamadas restricciones disyuntivas, y
por u´ltimo las restricciones (3.5) representan la naturaleza del modelo.
El modelo matema´tico correspondiente a los datos mostrados en la tabla 3.1
es el siguiente:









y31 − y11 ≥ 5
y32 − y22 ≥ 2
y23 − y13 ≥ 2
Cmax − y11 ≥ 5
Cmax − y31 ≥ 3
Cmax − y22 ≥ 3
Cmax − y32 ≥ 2
Cmax − y13 ≥ 2
Cmax − y23 ≥ 4
y13 − y11 ≥ 5−M(1− x113) y11 − y13 ≥ 2−M(1− x131) x113 + x131 = 1
y23 − y22 ≥ 3−M(1− x223) y22 − y23 ≥ 4−M(1− x232) x223 + x232 = 1
y32 − y31 ≥ 3−M(1− x312) y31 − y32 ≥ 2−M(1− x321) x312 + x321 = 1
y11, y13, y23, y22, y32, y31 ≥ 0 xijk = {0, 1}
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Es importante mencionar que al momento de obtener el modelo matema´tico
correspondiente a los datos proporcionados en la tabla 3.1 agregamos una nueva va-
riable de decisio´n binaria, la cual se necesita al momento de modelar las restricciones
disyuntivas.
El funcionamiento de la programacio´n disyuntiva es el siguiente: al tener el
grafo disyuntivo claramente se observa que existen arcos dobles entre 2 operaciones
en una misma ma´quina, una seleccio´n de un arco por cada par de arcos disyuntivos
sin que se presente un ciclo corresponde a una solucio´n factible, dicha seleccio´n de
arcos dira´ cua´l es el orden de los trabajos en la ma´quina correspondiente. Aqu´ı
es importante mencionar para n trabajos el nu´mero posible de secuencias es n! y
si existe n trabajos que se pueden procesar en m ma´quinas, el nu´mero total de
secuencias posibles es (n!)m [14] y [43]. El objetivo es minimizar el Makespan, esto
es, minimizar el ma´ximo tiempo de terminacio´n de los trabajos, para esto, al tener
todos los grafos formados gracias a sus respectivas selecciones de arcos, se calculan
en todas las rutas ma´s largas del nodo S al nodo T y se selecciona la menor de ellas.
La ﬁgura 3.2 muestra todas las posibles selecciones de arcos de cada par, en
esta instancia nos damos cuenta que no existen ciclos:
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Figura 3.2: Seleccio´n de arcos disyuntivos
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De todas las selecciones dadas en la ﬁgura 3.2 se obtienen las rutas ma´s largas
desde el nodo S al nodo T (ver ﬁguras 3.3, 3.4, 3.5, 3.6, 3.7, 3.8, 3.9, 3.10), esto
equivale a los Makespan correspondientes por cada seleccio´n de arcos disyuntivos.
Figura 3.3: Ruta ma´s larga de S a T seleccionando los arcos disyuntivos O11 → O13,
O23 → O22 y O31 → O32
Figura 3.4: Ruta ma´s larga de S a T seleccionando los arcos disyuntivos O11 → O13,
O22 → O23 y O31 → O32
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Figura 3.5: Ruta ma´s larga de S a T seleccionando los arcos disyuntivos O11 → O13,
O23 → O22 y O32 → O31
Figura 3.6: Ruta ma´s larga de S a T seleccionando los arcos disyuntivos O11 → O13,
O23 → O22 y O31 → O32
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Figura 3.7: Ruta ma´s larga de S a T seleccionando los arcos disyuntivos O13 → O11,
O23 → O22 y O32 → O31
Figura 3.8: Ruta ma´s larga de S a T seleccionando los arcos disyuntivos O13 → O11,
O23 → O22 y O31 → O32
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Figura 3.9: Ruta ma´s larga de S a T seleccionando los arcos disyuntivos O13 → O11,
O22 → O23 y O32 → O31
Figura 3.10: Ruta ma´s larga de S a T seleccionando los arcos disyuntivos O13 →
O11, O22 → O22 y O31 → O32
Cap´ıtulo 3. Programacio´n Disyuntiva y la Heur´ıstica Cuello de Botella Mo´vil33
Por u´ltimo, de todas las rutas ma´s largas escogemos la menor de todas. Recor-
demos que el objetivo del modelo matema´tico es minimizar el Makespan, entonces
la mı´nima ruta ma´s larga esta´ dada por el grafo de la ﬁgura 3.11, la cual es S →
O13 → O11 → O31 → T con un Makespan de 10.
Figura 3.11: Mı´nima ruta ma´s larga
La solucio´n correspondiente al ejemplo puede representarse por medio de un
Diagrama de Gantt (ver ﬁgura 3.12).
Figura 3.12: Diagrama de Gantt
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A continuacio´n se tomo´ una instancia del texto [38] donde se tienen 4 ma´qui-
nas y 3 trabajos, la secuencia en las ma´quinas as´ı como los tiempos de proceso se
presentan en la tabla 3.2:
Tarea Secuencia en la ma´quina Tiempo de proceso
1 1,2,3 p11 = 10, p21 = 8, p31 = 4
2 2,1,4,3 p22 = 8, p12 = 3, p12 = 5, p32 = 6
3 1,2,4 p13 = 4, p23 = 7, p41 = 3
Tabla 3.2: Secuencia en la ma´quina y tiempo de proceso
El grafo disyuntivo correspondiente a la informacio´n proporcionada en la tabla
3.2 se observa en la ﬁgura 3.13.
Figura 3.13: Grafo Disyuntivo
El grafo mostrado en la ﬁgura 3.13 esta´ formado por 12 nodos; 2 nodos S y
T que son los nodos ﬁcticios, y 10 nodos que representan todas los operaciones de
los trabajos en las ma´quinas. Se tienen 2 conjuntos de arcos, los arcos conjuntivos
y los disyuntivos, los primeros conectan 2 operaciones en un mismo trabajo, en
otras palabras, representan la secuencia de co´mo van a pasar los trabajos en las
ma´quinas, el otro conjunto de arcos llamado disyuntivos, entre 2 operaciones en una
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misma ma´quina existen 2 arcos que las conectan, los cuales se encuentran en sentidos
contrarios. Cada arco que sale de una operacio´n tiene una longitud, que en este caso
es el tiempo de proceso de dicha operacio´n.
El modelo matema´tico correspondiente a los datos mostrados en la tabla 3.1
es el siguiente:









y21 − y11 ≥ 10
y31 − y21 ≥ 8
y12 − y22 ≥ 8
y42 − y12 ≥ 3
y32 − y42 ≥ 5
y23 − y13 ≥ 4
y43 − y23 ≥ 7
Cmax − y11 ≥ 10
Cmax − y21 ≥ 8
Cmax − y31 ≥ 4
Cmax − y22 ≥ 8
Cmax − y12 ≥ 3
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Cmax − y42 ≥ 5
Cmax − y32 ≥ 6
Cmax − y13 ≥ 4
Cmax − y23 ≥ 7
Cmax − y43 ≥ 3
y12 − y11 ≥ 10−M(1− x112), y11 − y12 ≥ 3−M(1− x121), x112 + x121 = 1
y12 − y13 ≥ 4−M(1− x132), y13 − y12 ≥ 3−M(1− x123), x132 + x123 = 1
y11 − y13 ≥ 4−M(1− x131), y13 − y11 ≥ 10−M(1− x113), x131 + x113 = 1
y21 − y22 ≥ 8−M(1− x221), y22 − y21 ≥ 8−M(1− x212), x221 + x212 = 1
y22 − y23 ≥ 7−M(1− x232), y23 − y22 ≥ 8−M(1− x223), x232 + x223 = 1
y21 − y23 ≥ 7−M(1− x231), y23 − y21 ≥ 8−M(1− x213), x231 + x213 = 1
y31 − y32 ≥ 6−M(1− x321), y32 − y31 ≥ 4−M(1− x312), x321 + x312 = 1
y42 − y43 ≥ 3−M(1− x432), y43 − y42 ≥ 5−M(1− x423), x432 + x423 = 1
y11, y31, y21, y22, y32, y12, y13, y23, y33 ≥ 0 xijk = {0, 1}
Al momento de obtener el modelo matema´tico correspondiente a los datos
proporcionados en la tabla 3.1 se agrega una nueva variable de decisio´n binaria, la
cual se necesita al momento de modelar las restricciones disyuntivas.
El grafo disyuntivo de la ﬁgura 3.13 cuenta con arcos dobles entre 2 operaciones
en una misma ma´quina, una seleccio´n de un arco por cada par de arcos disyuntivos
sin que se presente un ciclo corresponde a una solucio´n factible, esa seleccio´n de
arcos dira´n cua´l es el orden de los trabajos en la ma´quina correspondiente. Como
se menciono´ en el ejemplo pasado el objetivo es minimizar el Makespan, al tener el
grafo con sus respectivas selecciones de arcos se calcula la ruta ma´s larga del nodo
s al nodo T , esto corresponde al ma´ximo tiempo de terminacio´n de ese grafo con
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sus selecciones, se busca todas las posibles selecciones de arcos, se calculan todas las
rutas ma´s larga de cada grafo formado por la seleccio´n de arcos, y al ﬁnal se toma
la menor, esto es equivalente a minimizar el Makespan.
Ilustraremos lo anterior con una seleccio´n de todas las posibles en cada para
de arcos disyuntivos en el grafo de la ﬁgura 3.13.
La ﬁgura 3.14 va enfocada en los arcos disyuntivos correspondientes a la ma´qui-
na 1, de los 3 pares de arcos disyuntivos iniciales que se ten´ıan entre las operaciones,
se seleccionan los arcos O1,1 → O1,3, O1,1 → O1,2 y O1,3 → O1,2; claramente se observa
que no se presenta un ciclo, por ende es una seleccio´n factible.
Figura 3.14: Seleccio´n de arcos correspondientes a las operaciones en la ma´quina 1
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La ﬁgura 3.15 corresponde a la seleccio´n de arcos de cada par de arcos disyun-
tivos correspondientes a las operaciones en la ma´quina 2, en esta ocasio´n se tomaron
los arcos O2,2 → O2,1, O2,2 → O2,3 y O2,1 → O2,3.
Figura 3.15: Seleccio´n de arcos correspondientes a las operaciones en la ma´quina 2
Por u´ltimo en la ﬁgura 3.16 se toman los arcos correspondientes a las operacio-
nes de la ma´quina 3 y ma´quina 4, los arcosO3,1→O3,2 yO4,2→O4,3 respectivamente.
Figura 3.16: Seleccio´n de arcos correspondientes a las operaciones en la ma´quina 3
y 4
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Dada esta seleccio´n de arcos de cada par de arcos disyuntivos entre operaciones
en una misma ma´quina se calcula la ruta ma´s larga desde el nodo S al nodo T , la
cual representara´ el ma´ximo tiempo de terminacio´n de los trabajos, esto se ilustra
en la ﬁgura 3.17.
Figura 3.17: Ruta ma´s larga del nodo S al nodo T
La ruta ma´s larga correspondiente a la ﬁgura 3.17 es: S → O11 → O13 → O12
→ O42 → O32 → T y es igual a 28.
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3.2 Heur´ıstica cuello de botella mo´vil
Dado que resolver problemas de secuenciacio´n de trabajos con una cantidad
de trabajos considerable resulta ser muy complicado, se han disen˜ado varios pro-
cedimientos heur´ısticos, uno de los ma´s eﬁcaces para minimizar el Makespan es la
heur´ıstica llamada Cuello de Botella Mo´vil mejor conocida en la literatura y en ingle´s
como Shifting Bottleneck Heuristic [2].
La heur´ıstica Cuello de Botella Mo´vil consiste en la representacio´n del problema
mediante un grafo asegurando soluciones muy buenas, en algunos casos casi o´ptimas
para problemas de secuenciacio´n de trabajos. A partir de la representacio´n del grafo
se descompone el problema en problemas de maquina u´nica para simpliﬁcar dicho
problema y evitar que sea ma´s complejo.
La idea es ir eligiendo cada una de las ma´quinas segu´n la inﬂuencia en la
funcio´n objetivo y en caso necesario resecuenciar en algunas de las maquinas que en
las fases iniciales del algoritmo se hayan secuenciado.
En [39] se presenta la heur´ıstica Cuello de Botella Mo´vil para minimizar la
tardanza total ponderada en un problema de secuenciacio´n de trabajos tipo taller y
en [34] consideran una modiﬁcacio´n a la heur´ıstica de Cuello de Botella Mo´vil para
problemas de tipo taller un poco ma´s complejos.
El algoritmo 1 es tomado de [38], tambie´n se puede ver en [27] y [44].
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Algoritmo 1 Heur´ıstica Cuello de Botella Mo´vil
Paso 1. Condiciones iniciales
M0 = ∅.
G′ es el grafo con todos los arcos conjuntivos.
Cmax(M0) es igual al camino ma´s largo en el grafo G
′.
Paso 2. Ana´lisis de las ma´quinas au´n no programadas
Formular un problema de ma´quina u´nica con todas las operaciones sujetas a fechas
de liberacio´n y de entrega.
Minimizar el Lmax en cada uno de los subproblemas de ma´quina u´nica.
Lmax(i) denota el mı´nimo Lmax de los subproblemas correspondientes a la ma´quina
i.
Paso 3. Seleccio´n del cuello de botella y secuenciacio´n
Sea
 Lmax(h) = ma´x
iǫ{M−M0}
(Lmax(i)) (3.6)
la secuencia de la ma´quina h de acuerdo a la secuencia generada en el paso 2.
Insertar todos los arcos disyuntivos correspondientes en el grafo G′.
Insertar ma´quina h en M0.
Paso 4. Resecuenciacion de todas las ma´quinas programadas mas tem-
prano
Hacer para cada ma´quina lǫ{M0 − h} lo siguiente:
Eliminar los arcos disyuntivos de G′′; formulando un subproblema de ma´quina u´nica
para la maquina l, con fechas de lanzamiento y de vencimiento de las operaciones
determinadas por el camino ma´s largo calculado en G.
Encontrar la secuencia que minimiza el Lmax(l) e insertamos los correspondientes
arcos disyuntivos en el grafo G′.
Paso 5. Criterio de parada
Si M0 = M entonces paramos;
si no ir al paso 2.
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3.2.1 Aplicacio´n de la heur´ıstica cuello de botella
mo´vil
En esta parte se explica el funcionamiento de la heur´ıstica Cuello de Botella
Mo´vil con una instancia tomada del texto [38].
Consideramos 4 ma´quinas y 3 trabajos, la secuencia en las ma´quinas y los
tiempos de procesamiento esta´n dados en la tabla 3.3.
Trabajo Secuencia en la ma´quina Tiempo de proceso
1 1,2,3 p11 = 10, p21 = 8, p31 = 4
2 2,1,4,3 p22 = 8, p12 = 3, p12 = 5, p32 = 6
3 1,2,4 p13 = 4, p23 = 7, p41 = 3
Tabla 3.3: Secuencia en la ma´quina y tiempo de proceso
Inicialmente, el conjunto M0 se encuentra vac´ıo y el grafo G
′ solo tiene arcos
conjuntivos como lo muestra la ﬁgura 3.18. Tanto el camino critico como elMakespan
Cmax(∅) son iguales al ma´ximo tiempo total de proceso requerido por algu´n trabajo.
El ma´ximo tiempo es de 22 y se consigue en este caso por el trabajo 1 (S → O11 →
O21 → O31 → V ) o por el trabajo 2 (S → O22 → O12 → O42 → O32 → V ).
Figura 3.18: Inicio: Grafo con los arcos conjuntivos
Cap´ıtulo 3. Programacio´n Disyuntiva y la Heur´ıstica Cuello de Botella Mo´vil43
Para determinar cua´l sera´ la primera secuencia, cada ma´quina es considerada
como un problema no preventivo de ma´xima tardanza de ma´quina u´nica con fecha
de lanzamiento y de vencimiento determinado por el camino ma´s largo en G′ que en
este caso es el Makespan de 22.
Los datos para el problema no preventivo de ma´xima tardanza de ma´quina
u´nica correspondientes a la ma´quina 1 esta´n dados en la tabla 3.4. La secuencia
o´ptima resulta ser 1, 2, 3 con Lmax(l) = 5, como se menciono´ en el cap´ıtulo 2 cuando
en este tipo de problemas cuentan con diferentes fechas de liberacio´n y se tiene que
minimizar el retraso ma´ximo se resuelve usando diferentes me´todos uno de ellos
es por ramiﬁcacio´n y acotamiento, para ma´s informacio´n de este me´todo se puede
consultar en [38], [29] y [40].
Trabajo Tiempo de proceso Fecha de lanzamiento Fecha de entrega
1 p11 = 10 r11 = 0 d11 = 22− (10 + 8 + 4) + 10 = 10
2 p12 = 3 r12 = 0 + 8 = 8 d12 = 22− (3 + 5 + 6) + 3 = 11
3 p13 = 4 r13 = 0 d13 = 22− (4 + 7 + 3) + 4 = 10
Tabla 3.4: Datos correspondientes a la ma´quina 1
Los datos para el problema asociado a la ma´quina 2 se muestran en la tabla
3.5 y la secuencia para este problema es 2, 3, 1 con Lmax(2) = 5.
Trabajo Tiempo de proceso Fecha de lanzamiento Fecha de entrega
1 p21 = 8 r21 = 10 d21 = 22− (8 + 4) + 8 = 18
2 p22 = 8 r22 = 0 d22 = 22− (8 + 3 + 5 + 6) + 8 = 8
3 p23 = 7 r23 = 4 d23 = 22− (7 + 3) + 7 = 19
Tabla 3.5: Datos correspondientes a la ma´quina 2
De la misma manera para la ma´quina 3 el tiempo de proceso, la fecha de lanza-
miento y la fecha de entrega esta´n dados por la tabla 3.6, obteniendo un Lmax(3) = 4.
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Trabajo Tiempo de proceso Fecha de lanzamiento Fecha de entrega
1 p31 = 4 r31 = 10 + 8 = 18 d31 = 22− 4 + 4 = 22
2 p32 = 6 r32 = 8 + 3 + 5 = 16 d32 = 22− 6 + 6 = 22
Tabla 3.6: Datos correspondientes a la ma´quina 3
Por u´ltimo se muestra en la tabla 3.7 los datos correspondientes a la ma´quina
4 llegando a un Lmax(4) = 0.
Trabajo Tiempo de proceso Fecha de lanzamiento Fecha de entrega
2 p42 = 4 r42 = 8 + 3 = 11 d42 = 22− (5 + 6) + 5 = 16
3 p43 = 6 r43 = 4 + 7 = 11 d43 = 22− 3 + 3 = 22
Tabla 3.7: Datos correspondientes a la ma´quina 4
Con los datos anteriores se deduce que la ma´quina 1 o la ma´quina 2 puede ser
considerada como cuello de botella, seleccionamos de manera arbitraria la ma´quina
1 para incluirla en M0.
La ﬁgura 3.19 nos muestra el grafo G′′ el cual es obtenido ﬁjando los arcos
disyuntivos correspondientes a la secuencia de los trabajos en la ma´quina 1. Con
esto decimos que Cmax(1) = Cmax(∅) + Lmax(1) = 22 + 5 = 27.
Figura 3.19: Iteracio´n 1: Fijacio´n de arcos disyuntivos correspondientes a la ma´quina
1
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Despue´s de esto ya se puede comenzar la siguiente iteracio´n del algoritmo, sa-
biendo que el Makespan correspondiente de G′ es 27, podemos determinar el camino
cr´ıtico para este grafo el cual es S → O11 → O12 → O13 → O23 → O43 → V . Ahora
las 3 ma´quinas restantes tendra´n que ser analizadas una por una como problemas
de ma´quina u´nica.
Para la ma´quina 2 los datos correspondientes se muestran en la tabla 3.8 y la
secuencia o´ptima es 2, 3, 2 con un Lmax(2) = 1
Trabajo Tiempo de proceso Fecha de lanzamiento Fecha de entrega
1 p21 = 8 r21 = 10 d21 = 27− (8 + 4) + 8 = 23
2 p22 = 8 r22 = 0 d22 = 27− (8 + 3 + 4 + 7 + 3) + 8 = 10
3 p23 = 7 r23 = 10 + 4 + 3 = 17 d23 = 27− (7 + 3) + 7 = 24
Tabla 3.8: Iteracio´n 2: Datos correspondientes a la ma´quina 2
Del mismo modo obtenemos los datos de la ma´quina 3 (ver tabla 3.9) llegando
a la conclusio´n de que ambas secuencias son o´ptimas con un Lmax(3) = 1.
Trabajo Tiempo de proceso Fecha de lanzamiento Fecha de entrega
1 p31 = 4 r31 = 10 + 8 = 18 d31 = 27− 4 + 4 = 27
2 p32 = 6 r32 = 10 + 3 + 5 = 18 d32 = 27− 6 + 6 = 27
Tabla 3.9: Iteracio´n 2: Datos correspondientes a la ma´quina 3
Por u´ltimo obtenemos los datos correspondientes a la ma´quina 4 los cuales se
muestran en la tabla 3.10 y el resultado ser´ıa Lmax(4) = 0.
Trabajo Tiempo de proceso Fecha de lanzamiento Fecha de entrega
2 p42 = 5 r42 = 10 + 3 = 13 d42 = 27− (5 + 6) + 5 = 21
3 p43 = 3 r43 = 10 + 3 + 4 + 7 = 24 d43 = 27− 3 + 3 = 27
Tabla 3.10: Iteracio´n 2: Datos correspondientes a la ma´quina 4
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Se observa que existe nuevamente un empate, ahora entre la ma´quina 2 y la
ma´quina 3, del mismo modo seleccionamos de manera arbitraria a la ma´quina 2
para incluirla al conjunto M0. Por lo tanto M0 = {1, 2} y Cmax(1, 2) = Cmax({1}) +
Lmax(2) = 27 + 1 = 28.
Con esto se puede obtener el grafo G′′′ ﬁjando los arcos disyuntivos correspon-
dientes para la secuencia de trabajos en la ma´quina 2 en el grafo G′′ (ver ﬁgura
3.20). En esta iteracio´n podemos hacer un intento para disminuir el Cmax(1, 2) por
resecuenciacio´n de la ma´quina 1, mostrando que la ma´quina 1 no da ninguna mejora
y continuamos con la siguiente iteracio´n.
Figura 3.20: Iteracio´n 2: Fijacio´n de arcos disyuntivos correspondientes a la ma´quina
2
Ahora el camino cr´ıtico en G′′′ es S → O11 → O21 → O23 → O43 → V y tanto
la ma´quina 3 como la 4 sera´n analizadas separadamente.
Los datos correspondientes a la ma´quina 3 y a la ma´quina 4 se muestran en
las tablas 3.11 y 3.12 respectivamente y se observa que ambos problemas tienen una
tardanza ma´xima de 0, concluyendo que ninguna de estas ma´quinas representa un
cuello de botella.
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Trabajo Tiempo de proceso Fecha de lanzamiento Fecha de entrega
1 p31 = 4 r31 = 10 + 8 = 18 d31 = 28− 4 + 4 = 28
2 p32 = 6 r32 = 10 + 3 + 5 = 18 d32 = 28− 6 + 6 = 28
Tabla 3.11: Iteracio´n 3: Datos correspondientes a la ma´quina 3
Trabajo Tiempo de proceso Fecha de lanzamiento Fecha de entrega
2 p42 = 5 r42 = 10 + 3 = 13 d42 = 28− (5 + 6) + 5 = 22
3 p43 = 3 r43 = 25 d43 = 28− 3 + 3 = 28
Tabla 3.12: Iteracio´n 3: Datos correspondientes a la ma´quina 4
Por u´ltimo determinamos la secuencia ﬁnal de los trabajos en cada ma´quina
mostrando el grafo resultante en la ﬁgura 3.21
La secuencia de trabajos en la ma´quina 1 es 1, 2, 3.
La secuencia de trabajos en la ma´quina 2 es 2, 1, 3.
La secuencia de trabajos en la ma´quina 3 es 2, 1.
La secuencia de trabajos en la ma´quina 4 es 2, 3.
El Makespan es de 28.




En este cap´ıtulo se presenta un problema real en una empresa que lleva por
nombre Disen˜os y segu´n las caracter´ısticas que presenta el problema en la empresa
se asocio´ con el problema de secuenciacio´n de trabajos del tipo taller explicado en
el cap´ıtulo 2 y 3. Para esto se tomaron datos, presentando el modelo matema´ti-
co correspondiente dando una solucio´n haciendo uso de la llamada programacio´n
disyuntiva.
Figura 4.1: Logotipo de la empresa Disen˜os
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4.1 Descripcio´n del problema real
La empresa Disen˜os fue creada en el an˜o 1991 y hasta el 2017 se ha mantenido
vigente. Dicha empresa se encarga de elaborar productos de papel, para ser ma´s
espec´ıﬁcos bolsas para joyer´ıa, relojer´ıa, perfumer´ıa, productos de belleza, como las
mostradas en la ﬁgura 4.2, en ella se observan que se tienen bolsas de diferente
modelo segu´n el gusto o la necesidad del cliente.
Figura 4.2: Bolsas de papel
La ﬁgura 4.3 muestra algunos de los clientes que solicitan los productos que
elabora la empresa Disen˜os.
Figura 4.3: Clientes
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4.2 Proceso de elaboracio´n de una bolsa
El proceso de elaboracio´n de la bolsa empieza cuando el cliente hace un pedido.
Teniendo los pedidos de los clientes se comienza con la elaboracio´n de la bolsa, el cual
para llegar a obtener el producto ﬁnal el pedido ocupa pasar por un cierto nu´mero
de ma´quinas dependiendo el tipo de bolsa que ocupe el cliente. Llamaremos una
operacio´n cuando un pedido pasa por una ma´quina espec´ıﬁca. Aqu´ı es importante
mencionar que la empresa cuenta con un sistema ser humano-ma´quina [17], esto
quiere decir que se cuenta con personal altamente capacitado para realizar alguna
operacio´n. Dicho personal encargado de la elaboracio´n de la bolsa sabe por que´
ma´quinas debe pasar. La empresa cuenta con 17 ma´quinas por donde se puede
realizar la operacio´n y las operaciones son las siguientes:
-Corte del cordo´n
-Manufactura del asa
-Impresio´n del logotipo y secado
-Primer marca simple
-Primer marca doble





-Doblez en la parte superior
-El asa en la bolsa
-Perforacio´n de la bolsa
-Base de la bolsa
-Pegado de la base
-Cordo´n en la bolsa
-Pegado del Cordo´n
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4.2.0 Corte del cordo´n
La empresa dispone de rollos de cordo´n los cuales tienen que ser cortados
de cierta medida por el personal, esta operacio´n es llamada corte del cordo´n y es
importante mencionar que no todos los pedidos ocupan de esta operacio´n.
Figura 4.4: Corte del cordo´n
4.2.0 Manufactura del asa
Despue´s de haber cortado el cordo´n, para ciertos pedidos se tiene que elaborar
el asa. Esta operacio´n es llamada manufactura del asa y es realizada por personal
capacitado. La ﬁgura 4.5 muestra como pegar el cordo´n en el papel de taman˜o
especiﬁco con una pistola para silico´n.
Figura 4.5: Manufactura del asa
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4.2.0 Impresio´n del logotipo y secado
Los pliegos ocupan tener el logotipo de cliente impreso, para esto cada pliego
pasa por una pantalla la cual tiene revelado el logotipo del cliente a imprimir, luego
el pliego con la impresio´n fresca se lleva a un estante para el secado. La ﬁgura 4.6
muestra una de las pantallas junto con el estante; lugar donde se colocan los pliegos
cuando vienen de imprimirse.
Figura 4.6: Impresio´n del logotipo y secado
4.2.0 Primer marca simple
La primera marca simple consiste en colocar el pliego en una ma´quina (ver
ﬁgura 4.7), en esta operacio´n la ma´quina cuenta inicialmente con 2 rodillos que
ayudan a dejar 2 marcas en el pliego las cuales facilitan operaciones futuras pero en
esta operacio´n solo se ocupa de un rodillo para realizar una sola marca as´ı que uno
de los rodillos se quita.
Figura 4.7: Primera marca simple
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4.2.0 Primer marca doble
La primer marca doble se lleva a cabo en la ma´quina utilizada en el paso
anterior solo que ahora s´ı requiere de los dos rodillos para las dos marcas. El pliego
ya con la impresio´n seca se coloca de manera horizontal en la ma´quina para poder
formar la primer marca doble misma que va facilitar el doblez del pliego (ver ﬁgura
4.8).
Figura 4.8: Primer marca doble
4.2.0 Segunda marca doble
Para la llamada segunda marca doble el pliego se coloca ahora de manera
vertical (ver ﬁgura 4.9), obviamente esto es despue´s de la primer marca doble o
de la primera marca simple. Aqu´ı es importante mencionar que para poder usar la
ma´quina el pliego debe tener un taman˜o menor o igual que 41 cm de largo.
Figura 4.9: Segunda marca doble
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4.2.0 Elaboracio´n de la ceja
La elaboracio´n de la ceja consiste en colocar el pliego en una base de carto´n
especial para realizar un doblez, el cual va ayudar a darle fortaleza para que se
efectu´en pasos futuros. La ﬁgura 4.10 muestra la elaboracio´n de la ceja.
Figura 4.10: Elaboracio´n de la ceja
4.2.0 Cierre del pliego
Con ayuda de la segunda marca doble se efectu´a el cierre del pliego. Como
se muestra en la ﬁgura 4.11, este paso lo ejecuta un personal capacitado, todos los
pedidos llevan esta operacio´n.
Figura 4.11: Cierre del pliego
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4.2.0 Pegado
Cuando se tienen todos los pliegos cerrados, se llega al pegado. Usando una
pistola para silico´n se coloca el pegamento en la ceja para despue´s unirlo con la otra




Despue´s de tener el pliego cerrado y pegado sigue realizar el fuelle, el cual es
una serie de dobleces como los mostrados en la ﬁgura 4.13, para ir formando poco a
poco la bolsa. En todos los pedidos se lleva acabo esta operacio´n.
Figura 4.13: Fuelle
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4.2.0 Doblez en la parte superior
El doblez en la parte superior se facilita gracias a la primer marca doble, la
parte superior de la bolsa se dobla hacia dentro. En la ﬁgura 4.14 se observa como
se lleva a cabo esta operacio´n, solo en algunos pedidos se efectu´a.
Figura 4.14: Doblez en la parte superior
4.2.0 El asa en la bolsa
Cuando se tiene el doblez en la parte superior y se tienen elaboradas las asas,
se deben colocar por dentro de la bolsa exactamente en el doblez hecho en la parte
superior como en la ﬁgura 4.15. El asa en doblez le da ma´s resistencia al momento
de trasladar la bolsa con el producto adentro. Aqu´ı es importante mencionar que no
todos los pedidos llevan esta operacio´n.
Figura 4.15: El asa en la bolsa
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4.2.0 Perforacio´n en la bolsa
La perforacio´n en la bolsa consiste en tomar la bolsa con el doblez en la parte
superior y colocarla en la ma´quina mostrada en la ﬁgura 4.16, la cual va perforar la
bolsa formando 2 oriﬁcios. Como se menciono´ al inicio no todos los pedidos ocupan
esta operacio´n.
Figura 4.16: Perforacio´n en la bolsa
4.2.0 Base de la bolsa
Para llevar a cabo la base de la bolsa se hacen una serie de dobleces en la parte
inferior de la bolsa, tenie´ndolos se coloca un carto´n de cierto taman˜o dependiendo
de la bolsa para reforzar la base. La ﬁgura 4.17 muestra como es la elaboracio´n de
la base y es importante mencionar que todos los pedidos llevan esta operacio´n.
Figura 4.17: Base de la bolsa
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4.2.0 Pegado de la base
Teniendo la base ya con el carto´n adentro para reforzar la bolsa, sigue el pegado
de la base usando una pistola silico´n para pegar los extremos de la base y cerrarlo
como lo muestra la ﬁgura 4.18. Todos los pedidos ocupan de esta operacio´n.
Figura 4.18: Pegado de la base
4.2.0 Cordo´n en la bolsa
Teniendo los 2 oriﬁcios formados por la perforacio´n de la bolsa, se coloca el
cordo´n introduciendo un extremo por un oriﬁcio da´ndole la vuelta a la bolsa para
que el mismo extremo salga por el otro oriﬁcio como se observa en la ﬁgura 4.19. No
todos los pedidos ocupan de esta operacio´n.
Figura 4.19: Pegado del cordo´n
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4.2.0 Pegado del cordo´n
Cuando se tienen todos los cordones colocados en las bolsas, se toman una por
una y se unen los extremos del cordo´n pega´ndolos usando una pistola para silico´n y
as´ı formar el asa como se puede observar en la ﬁgura 4.20. Esta operacio´n no todos
los pedidos lo llevan.
Figura 4.20: Pegado del cordo´n
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4.3 Datos
En esta seccio´n se proporcionan datos tales como los taman˜os de los pliegos, los
tipos de bolsas y sus caracter´ısticas, los tiempos de las operaciones segu´n el pedido.
Se sabe que cada pedido es diferente tanto en disen˜o, color, taman˜o de bolsa, etc.
4.3.0 Taman˜os del pliego
La empresa trabaja con diferentes taman˜os de pliegos, teniendo en cuenta que
un taman˜o espec´ıﬁco de pliego forma una bolsa. La tabla 4.1 muestra las medidas
de los pliegos, el nombre de la bolsa que se genera a partir del pliego y el taman˜o de
la bolsa para cada uno.
Medida del pliego Nombre de la bolsa Medida de la bolsa
13cm x 25cm Bolsa mini 7.5cm x 9cm
23cm x 29 cm Bolsa sin cordo´n 8.5cm x 19cm
19cm x 35cm Bolsa #1 10cm x 14cm
23cm x 41 cm Bolsa #1 especial 12.5cm x 15cm
22cm x 47.5cm Bolsa #2 17cm x 17cm
22cm x 50cm Bolsa #3 17cm x 18cm
31cm x 47.5cm Bolsa #4 15cm x 24cm
31cm x 47.5cm Bolsa #4 perforada 15cm x 24cm
33cm x 66cm Bolsa jumbo 21cm x 24cm
Tabla 4.1: Datos correspondientes a los taman˜os de las bolsas
A continuacio´n, se presentan dos tablas con informacio´n importante. La tabla
4.2 muestra las 17 ma´quinas y todas las operaciones que se generan en ellas y la
tabla 4.3 muestra todas las bolsas que produce la empresa y por cua´les ma´quinas
pasa para su elaboracio´n.
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Ma´quina i Operacio´n
1 Corte del cordo´n
2 Manufactura del asa
3 Impresio´n del logotipo y secado
4 Primer marca simple
5 Primer marca doble
6 Segunda marca doble
7 Elaboracio´n de la ceja
8 Cierre del pliego
9 Pegado
10 Fuelle
11 Doblez en la parte superior
12 El asa en la bolsa
13 Perforacio´n en la bolsa
14 Elaboracio´n de la base
15 Pegado de la base
16 Cordo´n en la bolsa
17 Pegado del cordo´n
Tabla 4.2: Ma´quinas con sus operaciones
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Nombre 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Bolsa mini
√ √ √ √ √ √ √ √ √ √ √ √
Bolsa sin cordo´n
√ √ √ √ √ √ √ √
Bolsa 1
√ √ √ √ √ √ √ √ √ √ √ √
Bolsa 1 especial
√ √ √ √ √ √ √ √ √ √ √ √ √ √
Bolsa 2
√ √ √ √ √ √ √ √ √ √ √ √
Bolsa 3
√ √ √ √ √ √ √ √ √ √ √ √
Bolsa 4
√ √ √ √ √ √ √ √ √ √ √ √
Bolsa 4 perforada
√ √ √ √ √ √ √ √ √ √ √ √ √
Bolsa jumbo
√ √ √ √ √ √ √ √ √ √ √ √
Tabla 4.3: Procesos en los taman˜os de las bolsas
Las bolsas mini, 1, 2, 3, 4 y jumbo para que se lleven a cabo se ocupan las
siguientes operaciones: el corte del cordo´n, la manufactura del asa, la impresio´n del
logotipo y secado, la primer marca doble, la segunda marca doble, el cierre del pliego,
el pegado, el fuelle, la doblez en la parte superior, el asa en la bolsa, la elaboracio´n
de la base y el pegado de la bolsa. La bolsa sin cordo´n lleva la mayor´ıa de los pasos
de las bolsas anteriores solo que se agrega la primera marca simple y se quita todos
aquellos que involucran el cordo´n y el asa (corte del cordo´n, manufactura del asa,
doblez en la parte superior y el asa en la bolsa). La bolsa 1 especial y la bolsa 4
perforada fue un nuevo disen˜o de bolsa en la cual se quitaban pasos tales como la
manufactura del asa y el asa en la bolsa para agregar la perforacio´n en la bolsa, el
cordo´n en la bolsa y pegado del cordo´n. Es importante mencionar que la bolsa 1
especial es la u´nica que ocupa de la operacio´n segunda marca doble.
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4.4 Problema de secuenciacio´n de trabajos de
tipo taller
El problema que se presenta en la empresa Disen˜os tiene caracter´ısticas ide´nti-
cas a las de un problema de secuenciacio´n de trabajos tipo taller (JSSP), en el cual
consideramos N trabajos, en este caso sera´n pedidos de bolsas, j ǫN y M ma´quinas,
i ǫM, dependiendo el tipo de bolsa los pedidos pasara´n por algu´n orden dado en las
17 ma´quinas posibles, Oij denota la operacio´n de la tarea j en la ma´quina i y pij su
tiempo de proceso. El objetivo es minimizar el Makespan.
Para presentar la programacio´n disyuntiva consideraremos la siguiente instan-
cia: se tienen 3 pedidos de clientes, por lo tanto N = 3, con j = 1, 2, 3. Cada pedido
es diferente, en el pedido 1 el cliente pide 300 bolsas 1 especial, en el pedido 2 el
cliente pide 1000 bolsas sin cordo´n y en el pedido 3 el cliente pide 500 bolsas 1.
Se tomaron datos acerca de los tiempos individuales en las operaciones que
ocupan los pedidos, esto se encuentra representado en las tablas 4.4, 4.5 y 4.6.
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Operacio´n Tiempo
Corte del cordo´n 94 seg
Impresio´n del logotipo y secado 8 seg
Primer marca doble 5 seg
Segunda marca doble 5 seg
Elaboracio´n de la ceja 3 seg
Cierre del pliego 4 seg
Pegado 5 seg
Fuelle 5 seg
Doblez en la parte superior 6 seg
Perforacio´n en la bolsa 5 seg
Elaboracio´n de la base 8 seg
Pegado de la base 5 seg
Cordo´n en la bolsa 3 seg
Pegado del cordo´n 4 seg
Tabla 4.4: Tiempos individuales correspondientes al pedido 1
Operacio´n Tiempo
Impresio´n del logotipo y secado 8 seg
Primer marca simple 5 seg
Elaboracio´n de la ceja 3 seg
Cierre del pliego 4 seg
Pegado 5 seg
Fuelle 5 seg
Elaboracio´n de la base 8 seg
Pegado de la base 5 seg
Tabla 4.5: Tiempos individuales correspondientes al pedido 2
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Operacio´n Tiempo
Corte del cordo´n 94 seg
Manufactura del asa 25 seg
Impresio´n del logotipo y secado 8 seg
Primer marca doble 5 seg
Elaboracio´n de la ceja 3 seg
Cierre del pliego 4 seg
Pegado 5 seg
Fuelle 5 seg
Doblez en la parte superior 6 seg
El asa en la bolsa 9 seg
Elaboracio´n de la base 8 seg
Pegado de la base 5 seg
Tabla 4.6: Tiempos individuales correspondientes al pedido 3
La tabla 4.7 muestra los tres trabajos con sus respectivas secuencias en las
ma´quinas y tiempos de proceso.
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Tarea Secuencia en la ma´quina Tiempo de proceso
1 1, 3, 5, 6, 7, 8, 9, 10, 11, 13,
14, 15, 16 17
p11 = 360, p31 = 2400, p51 = 1500,
p61 = 1500, p71 = 900, p81 = 1200,
p91 = 1500, p101 = 1500, p111 = 1800,
p131 = 1500, p141 = 2400, p151 = 1500,
p161 = 900, p171 = 1200
2 3, 4, 7, 8, 9, 10, 14, 15 p32 = 8000, p42 = 5000, p72 = 3000,
p82 = 4000, p92 = 5000, p102 = 5000,
p142 = 8000, p152 = 5000
3 1, 2, 3, 5, 7, 8, 9, 10, 11, 12,
14, 15
p13 = 1175, p23 = 6250, p33 = 4000,
p53 = 2500, p73 = 1500, p83 = 2000,
p93 = 2500, p103 = 2500, p113 = 3000,
p123 = 4500, p143 = 4000, p153 = 2500
Tabla 4.7: Secuencia en la ma´quina y Tiempo de proceso
Como se explico´ en el cap´ıtulo 3 la programacio´n disyuntiva va de la mano con
el grafo disyuntivo. La ﬁgura 4.21 muestra el grafo correspondiente a la instancia
dada de 3 pedidos.
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Figura 4.21: Grafo disyuntivo correspondiente al caso de estudio
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El modelo matema´tico correspondiente a la instancia de la tabla 4.7 es el
siguiente.









y31 − y11 ≥ 360
y51 − y31 ≥ 2400
y61 − y51 ≥ 1500
y71 − y61 ≥ 1500
y81 − y71 ≥ 900
y91 − y81 ≥ 1200
y101 − y91 ≥ 1500
y111 − y101 ≥ 1500
y131 − y111 ≥ 1800
y141 − y131 ≥ 1500
y151 − y141 ≥ 2400
y161 − y151 ≥ 1500
y171 − y161 ≥ 900
y42 − y32 ≥ 8000
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y72 − y42 ≥ 5000
y82 − y72 ≥ 3000
y92 − y82 ≥ 4000
y102 − y92 ≥ 5000
y142 − y102 ≥ 5000
y152 − y142 ≥ 8000
y23 − y13 ≥ 1175
y33 − y23 ≥ 6250
y53 − y33 ≥ 4000
y73 − y53 ≥ 2500
y83 − y73 ≥ 1500
y93 − y83 ≥ 2000
y103 − y93 ≥ 2500
y113 − y103 ≥ 2500
y123 − y113 ≥ 3000
y143 − y123 ≥ 4500
y153 − y143 ≥ 4000
Cmax − y11 ≥ 360
Cmax − y31 ≥ 2400
Cmax − y51 ≥ 1500
Cmax − y61 ≥ 1500
Cmax − y71 ≥ 900
Cmax − y81 ≥ 1200
Cmax − y91 ≥ 1500
Cmax − y101 ≥ 1500
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Cmax − y111 ≥ 1800
Cmax − y131 ≥ 1500
Cmax − y141 ≥ 2400
Cmax − y151 ≥ 1500
Cmax − y161 ≥ 900
Cmax − y171 ≥ 1200
Cmax − y32 ≥ 8000
Cmax − y42 ≥ 5000
Cmax − y72 ≥ 3000
Cmax − y82 ≥ 4000
Cmax − y92 ≥ 5000
Cmax − y102 ≥ 5000
Cmax − y142 ≥ 8000
Cmax − y152 ≥ 5000
Cmax − y13 ≥ 1175
Cmax − y23 ≥ 6250
Cmax − y33 ≥ 4000
Cmax − y53 ≥ 2500
Cmax − y73 ≥ 1500
Cmax − y83 ≥ 2000
Cmax − y93 ≥ 2500
Cmax − y103 ≥ 2500
Cmax − y113 ≥ 3000
Cmax − y123 ≥ 4500
Cmax − y143 ≥ 4000
Cmax − y153 ≥ 2500
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y13 − y11 ≥ 360−M(1− x113), y11 − y13 ≥ 1175−M(1− x131), x113 + x131 = 1
y32 − y31 ≥ 2400−M(1− x312), y31 − y32 ≥ 8000−M(1− x321), x312 + x321 = 1
y33 − y31 ≥ 2400−M(1− x313), y31 − y33 ≥ 4000−M(1− x331), x313 + x331 = 1
y33 − y32 ≥ 8000−M(1− x323), y32 − y33 ≥ 4000−M(1− x332), x323 + x332 = 1
y53 − y51 ≥ 1500−M(1− x513), y51 − y53 ≥ 2500−M(1− x531), x513 + x531 = 1
y72 − y71 ≥ 900−M(1− x712), y71 − y72 ≥ 3000−M(1− x721), x712 + x721 = 1
y73 − y71 ≥ 900−M(1− x713), y71 − y73 ≥ 1500−M(1− x731), x713 + x731 = 1
y73 − y72 ≥ 3000−M(1− x723), y72 − y73 ≥ 1500−M(1− x732), x723 + x732 = 1
y82 − y81 ≥ 1200−M(1− x812), y81 − y82 ≥ 4000−M(1− x821), x812 + x821 = 1
y83 − y81 ≥ 1200−M(1− x813), y81 − y83 ≥ 2000−M(1− x831), x813 + x831 = 1
y83 − y82 ≥ 4000−M(1− x823), y82 − y83 ≥ 2000−M(1− x832), x432 + x423 = 1
y92 − y91 ≥ 1500−M(1− x912), y91 − y92 ≥ 5000−M(1− x921), x912 + x921 = 1
y93 − y91 ≥ 1500−M(1− x913), y91 − y93 ≥ 2500−M(1− x931), x913 + x931 = 1
y93 − y92 ≥ 5000−M(1− x923), y92 − y93 ≥ 2500−M(1− x932), x923 + x932 = 1
y102 − y101 ≥ 1500−M(1− x1012), y101 − y102 ≥ 5000−M(1− x1021), x1012 + x1021 = 1
y103 − y101 ≥ 1500−M(1− x1013), y101 − y103 ≥ 2500−M(1− x1031), x1013 + x1031 = 1
y103 − y102 ≥ 5000−M(1− x1023), y102 − y103 ≥ 2500−M(1− x1032), x1023 + x1032 = 1
y113 − y111 ≥ 1800−M(1− x1113), y111 − y113 ≥ 3000−M(1− x1131), x1113 + x1131 = 1
y142 − y141 ≥ 2400−M(1− x1412), y141 − y142 ≥ 8000−M(1− x1421), x1412 + x1421 = 1
y143 − y141 ≥ 2400−M(1− x1413), y141 − y143 ≥ 4000−M(1− x1431), x1413 + x1431 = 1
y152 − y151 ≥ 1500−M(1− x1512), y151 − y152 ≥ 5000−M(1− x1521), x1512 + x1521 = 1
y153 − y151 ≥ 1500−M(1− x1513), y151 − y153 ≥ 2500−M(1− x1531), x1513 + x1531 = 1
y153 − y152 ≥ 5000−M(1− x1523), y152 − y153 ≥ 2500−M(1− x1532), x1523 + x1532 = 1
y11, y31, y21, y22, y32, y12, y13, y23, y33 ≥ 0 xijk = {0, 1}
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Para presentar la programacio´n disyuntiva, del grafo presentado en la ﬁgura
4.21 tomaremos las operaciones siguientes: el asa en la bolsa, perforacio´n en la bolsa,
elaboracio´n en la bolsa, elaboracio´n de la base, pegado de la base, cordo´n en la bolsa
y pegado de cordo´n.
En el grafo disyuntivo de la ﬁgura 4.22 podemos ver que para el pedido 1 se
toman las ma´quinas 13, 14, 15, 16, y 17, para el pedido 2 las ma´quinas 14 y 15 y
para el pedido 3 las ma´quinas 12, 14 y 15.
Figura 4.22: Grafo reducido
El grafo disyuntivo de la ﬁgura 4.22 cuenta con arcos disyuntivos entre las
operaciones O14,1, O14,2, O14,3 y O15,1, O15,2, O15,3, dichos arcos unen operaciones en
una misma ma´quina, de ellos se selecciona un arco (de cada par) para despue´s
encontrar la ruta ma´s larga del nodo S a T y de todas dichas rutas seleccionamos la
menor. De la ﬁgura 4.23 a la ﬁgura 4.57 muestran los 35 grafos con sus selecciones
de arcos disyuntivos junto con sus respectivas rutas ma´s largas.
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Figura 4.23: Seleccio´n de arcos disyuntivos O14,1 → O14,2, O14,1 → O14,3, O14,2 →
O14,3, O15,1 → O15,2, O15,1 → O15,3 y O15,2 → O15,3 y su respectiva ruta ma´s larga
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Figura 4.24: Seleccio´n de arcos disyuntivos O14,1 → O14,2, O14,1 → O14,3, O14,2 →
O14,3, O15,1 → O15,2, O15,1 → O15,3 y O15,3 → O15,2 y su respectiva ruta ma´s larga
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Figura 4.25: Seleccio´n de arcos disyuntivos O14,1 → O14,2, O14,1 → O14,3, O14,2 →
O14,3, O15,1 → O15,2, O15,3 → O15,1 y O15,3 → O15,2 y su respectiva ruta ma´s larga
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Figura 4.26: Seleccio´n de arcos disyuntivos O14,1 → O14,2, O14,1 → O14,3, O14,2 →
O14,3, O15,3 → O15,1, O15,2 → O15,1 y O15,2 → O15,3 y su respectiva ruta ma´s larga
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Figura 4.27: Seleccio´n de arcos disyuntivos O14,1 → O14,2, O14,1 → O14,3, O14,2 →
O14,3, O15,1 → O15,3, O15,2 → O15,1 y O15,2 → O15,3 y su respectiva ruta ma´s larga
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Figura 4.28: Seleccio´n de arcos disyuntivos O14,1 → O14,2, O14,1 → O14,3, O14,2 →
O14,3, O15,3 → O15,1, O15,3 → O15,2 y O15,2 → O15,1 y su respectiva ruta ma´s larga
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Figura 4.29: Seleccio´n de arcos disyuntivos O14,1 → O14,2, O14,1 → O14,3, O14,3 →
O14,2, O15,1 → O15,2, O15,1 → O15,3 y O15,2 → O15,3 y su respectiva ruta ma´s larga
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Figura 4.30: Seleccio´n de arcos disyuntivos O14,1 → O14,2, O14,1 → O14,3, O14,3 →
O14,2, O15,1 → O15,2, O15,1 → O15,3 y O15,3 → O15,2 y su respectiva ruta ma´s larga
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Figura 4.31: Seleccio´n de arcos disyuntivos O14,1 → O14,2, O14,1 → O14,3, O14,3 →
O14,2, O15,1 → O15,2, O15,3 → O15,1 y O15,3 → O15,2 y su respectiva ruta ma´s larga
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Figura 4.32: Seleccio´n de arcos disyuntivos O14,1 → O14,2, O14,1 → O14,3, O14,3 →
O14,2, O15,2 → O15,1, O15,2 → O15,3 y O15,3 → O15,1 y su respectiva ruta ma´s larga
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Figura 4.33: Seleccio´n de arcos disyuntivos O14,1 → O14,2, O14,1 → O14,3, O14,3 →
O14,2, O15,1 → O15,3, O15,2 → O15,1 y O15,2 → O15,3 y su respectiva ruta ma´s larga
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Figura 4.34: Seleccio´n de arcos disyuntivos O14,1 → O14,2, O14,3 → O14,1, O14,3 →
O14,2, O15,1 → O15,2, O15,1 → O15,3 y O15,2 → O15,3 y su respectiva ruta ma´s larga
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Figura 4.35: Seleccio´n de arcos disyuntivos O14,1 → O14,2, O14,3 → O14,1, O14,3 →
O14,2, O15,1 → O15,2, O15,1 → O15,3 y O15,3 → O15,2 y su respectiva ruta ma´s larga
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Figura 4.36: Seleccio´n de arcos disyuntivos O14,1 → O14,2, O14,3 → O14,1, O14,3 →
O14,2, O15,1 → O15,2, O15,3 → O15,1 y O15,3 → O15,2 y su respectiva ruta ma´s larga
Cap´ıtulo 4. Caso de estudio 87
Figura 4.37: Seleccio´n de arcos disyuntivos O14,1 → O14,2, O14,3 → O14,1, O14,3 →
O14,2, O15,2 → O15,1, O15,2 → O15,3 y O15,3 → O15,1 y su respectiva ruta ma´s larga
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Figura 4.38: Seleccio´n de arcos disyuntivos O14,1 → O14,2, O14,3 → O14,1, O14,3 →
O14,2, O15,1 → O15,3, O15,2 → O15,1 y O15,2 → O15,3 y su respectiva ruta ma´s larga
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Figura 4.39: Seleccio´n de arcos disyuntivos O14,1 → O14,2, O14,3 → O14,1, O14,3 →
O14,2, O15,2 → O15,1, O15,3 → O15,1 y O15,3 → O15,2 y su respectiva ruta ma´s larga
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Figura 4.40: Seleccio´n de arcos disyuntivos O14,2 → O14,1, O14,2 → O14,3, O14,3 →
O14,1, O15,1 → O15,2, O15,1 → O15,3 y O15,2 → O15,3 y su respectiva ruta ma´s larga
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Figura 4.41: Seleccio´n de arcos disyuntivos O14,2 → O14,1, O14,2 → O14,3, O14,3 →
O14,1, O15,1 → O15,2, O15,1 → O15,3 y O15,3 → O15,2 y su respectiva ruta ma´s larga
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Figura 4.42: Seleccio´n de arcos disyuntivos O14,2 → O14,1, O14,2 → O14,3, O14,3 →
O14,1, O15,1 → O15,2, O15,3 → O15,1 y O15,3 → O15,2 y su respectiva ruta ma´s larga
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Figura 4.43: Seleccio´n de arcos disyuntivos O14,2 → O14,1, O14,2 → O14,3, O14,3 →
O14,1, O15,2 → O15,1, O15,2 → O15,1 y O15,3 → O15,1 y su respectiva ruta ma´s larga
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Figura 4.44: Seleccio´n de arcos disyuntivos O14,2 → O14,1, O14,2 → O14,3, O14,3 →
O14,1, O15,1 → O15,3, O15,2 → O15,1 y O15,2 → O15,3 y su respectiva ruta ma´s larga
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Figura 4.45: Seleccio´n de arcos disyuntivos O14,2 → O14,1, O14,2 → O14,3, O14,3 →
O14,1, O15,2 → O15,1, O15,3 → O15,1 y O15,3 → O15,2 y su respectiva ruta ma´s larga
Cap´ıtulo 4. Caso de estudio 96
Figura 4.46: Seleccio´n de arcos disyuntivos O14,2 → O14,1, O14,2 → O14,3, O14,1 →
O14,3, O15,1 → O15,2, O15,1 → O15,3 y O15,2 → O15,3 y su respectiva ruta ma´s larga
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Figura 4.47: Seleccio´n de arcos disyuntivos O14,2 → O14,1, O14,2 → O14,3, O14,1 →
O14,3, O15,1 → O15,2, O15,1 → O15,3 y O15,3 → O15,2 y su respectiva ruta ma´s larga
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Figura 4.48: Seleccio´n de arcos disyuntivos O14,2 → O14,1, O14,2 → O14,3, O14,1 →
O14,3, O15,1 → O15,2, O15,3 → O15,1 y O15,3 → O15,2 y su respectiva ruta ma´s larga
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Figura 4.49: Seleccio´n de arcos disyuntivos O14,2 → O14,1, O14,2 → O14,3, O14,1 →
O14,3, O15,2 → O15,1, O15,2 → O15,3 y O15,3 → O15,1 y su respectiva ruta ma´s larga
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Figura 4.50: Seleccio´n de arcos disyuntivos O14,2 → O14,1, O14,2 → O14,3, O14,1 →
O14,3, O15,1 → O15,3, O15,2 → O15,1 y O15,2 → O15,3 y su respectiva ruta ma´s larga
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Figura 4.51: Seleccio´n de arcos disyuntivos O14,2 → O14,1, O14,2 → O14,3, O14,1 →
O14,3, O15,2 → O15,1, O15,3 → O15,1 y O15,3 → O15,2 y su respectiva ruta ma´s larga
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Figura 4.52: Seleccio´n de arcos disyuntivos O14,2 → O14,1, O14,3 → O14,1, O14,3 →
O14,2, O15,1 → O15,2, O15,1 → O15,3 y O15,2 → O15,3 y su respectiva ruta ma´s larga
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Figura 4.53: Seleccio´n de arcos disyuntivos O14,2 → O14,1, O14,3 → O14,1, O14,3 →
O14,2, O15,1 → O15,2, O15,1 → O15,3 y O15,3 → O15,2 y su respectiva ruta ma´s larga
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Figura 4.54: Seleccio´n de arcos disyuntivos O14,2 → O14,1, O14,3 → O14,1, O14,3 →
O14,2, O15,1 → O15,2, O15,3 → O15,1 y O15,3 → O15,2 y su respectiva ruta ma´s larga
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Figura 4.55: Seleccio´n de arcos disyuntivos O14,2 → O14,1, O14,3 → O14,1, O14,3 →
O14,2, O15,2 → O15,1, O15,2 → O15,3 y O15,3 → O15,1 y su respectiva ruta ma´s larga
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Figura 4.56: Seleccio´n de arcos disyuntivos O14,2 → O14,1, O14,3 → O14,1, O14,3 →
O14,2, O15,1 → O15,3, O15,2 → O15,1 y O15,2 → O15,3 y su respectiva ruta ma´s larga
Cap´ıtulo 4. Caso de estudio 107
Figura 4.57: Seleccio´n de arcos disyuntivos O14,2 → O14,1, O14,3 → O14,1, O14,3 →
O14,2, O15,2 → O15,1, O15,3 → O15,1 y O15,3 → O15,2 y su respectiva ruta ma´s larga
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La ﬁgura 4.50 muestra la solucio´n a nuestro problema, recordando que la pro-
gramacio´n disyuntiva funciona seleccionando un arco de cada par de arcos disyunti-
vos en el grafo sin que se forme un ciclo, para despue´s calcular, de todas las seleccio-
nes, la ruta ma´s larga del nodo S al nodo T reﬁrie´ndose a este al Makespan Cmax.
Una vez calculadas todas las rutas ma´s largas seleccionamos la menor de todas, en
otras palabras, lo que se quiere hacer es minimizar el Makespan.
La ruta ma´s larga esta´ dada por S → O14,2 → O14,1 → O14,3 → O15,3 → T , con
un Cmax = 16, 900.
La ﬁgura 4.58 es el diagrama de gantt correspondiente al problema propuesto,
en el cual podemos observar el orden de los trabajos en las ma´quinas: en la ma´quina
12 (el asa en la bolsa) se procesa u´nicamente el trabajo 3 (pedido 3), en la ma´quina
13 se procesa solo el trabajo 1 (pedido 1), en la ma´quina 14 (elaboracio´n de la base)
se procesa el trabajo 2 (pedido 2), 1 (pedido 1) y 3 (pedido 3) en ese orden, en la
ma´quina 15 (pegado de la base) se procesa el trabajo 2 (pedido 2), 1 (pedido 1), y 3
(pedido 3) tambie´n en el mismo orden, en la ma´quina 16 (cordo´n en la bolsa) y 17
(pegado del cordo´n) solo se procesa el trabajo 1 (pedido 1). Con este orden trabajos
en las ma´quinas se obtiene un Makespan de 17,000 segundos (aproximadamente 4
horas con 43 minutos).




En este trabajo se explicaron algunos de los problemas principales de secuen-
ciacio´n de trabajos tales como los problemas de ma´quina u´nica, ma´quinas paralelas,
tipo taller, taller de ﬂujo. En cada uno de ellos se vieron sus caracter´ısticas y se
tomaron instancias dadas en la literatura para mostrar herramientas matema´ticas y
as´ı dar soluciones a dichos problemas.
Se realizo´ un ana´lisis para el problema de secuenciacio´n de trabajos de tipo
taller, explicando 2 me´todos de solucio´n; la Programacio´n Disyuntiva y la heur´ıstica
Cuello de Botella Mo´vil. Al explicar la programacio´n disyuntiva la cual involucra
grafos disyuntivos, se investigo´ acerca de la complejidad del problema, el cual crece de
manera exponencial, exactamente se pueden tener (n!)m secuencias posibles, donde
n es el nu´mero de trabajos y m el nu´mero de ma´quinas.
Se presento´ un caso de estudio en la empresa Disen˜os la cual elabora bolsas de
papel, en general se platico´ co´mo funciona la empresa, con que´ recursos cuenta para
obtener sus productos. Se mostraron todos los pasos correspondientes para llegar
a la bolsa, en cada uno de ellos se explico´ como es la operacio´n correspondiente
tomando datos reales proporcionados por la empresa. Se analizo´ el problema de la
109
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empresa y se llego´ a la de que el problema que presenta la empresa se asocia con el
problema de secuenciacio´n de trabajos tipo taller. Gracias a la investigacio´n se sabe
que existen diferentes herramientas matema´ticas que ayuda a encontrar soluciones,
una de ellas es la programacio´n disyuntiva la cual trabaja con grafos. Debido a
que se trabajo´ anal´ıticamente la programacio´n disyuntiva, en el grafo original solo
se tomaron en cuenta ciertas operaciones ya que observando el grafo disyuntivo
asociado al problema general que presenta la empresa se llega a tener 2.1536 x 1024
secuencias posibles.
5.2 Trabajo a futuro
En esta seccio´n mencionaremos algunos puntos importantes para mejorar la
investigacio´n.
Cuando se mostro´ el grafo disyuntivo asociado al problema que presenta la
empresa, solo dimos una solucio´n a una parte del grafo, espec´ıﬁcamente las u´ltimas
operaciones, debido a que se explico´ anal´ıticamente el problema.
En la empresa semanalmente realizan pedidos, por ende cada semana se tienen
diferentes instancias, con esto nos enfocar´ıamos en aplicar el me´todo exacto de pro-
gramacio´n disyuntiva de manera computacional y as´ı obtener soluciones y analizar
estas. Despue´s de estudiar el me´todo exacto resultar´ıa interesante aplicar e imple-
mentar heur´ısticas y compararlas. Con todo esto se esperar´ıa que mejore la empresa
en muchos aspectos, se sabe que al elaborar los productos cuenta con ciertos recursos
y con ellos se trabaja, podr´ıamos simular para ver que tanto mejora la empresa si
se agregan ma´s ma´quinas, en este caso contratar personal y as´ı capacitarlos para la
manufactura.
Otro punto fue que al hacer el ana´lisis al problema nos percatamos que algunas
operaciones se pueden realizar al mismo tiempo, esto se asocia con caracter´ısticas
de ma´quinas paralelas, entonces el problema se pudiera ver como un problema tipo
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taller con caracter´ısticas de ma´quinas paralelas.
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