Classical test theory (CTT and item response theory (IRT) are widely perceived as representing two very different measurement frameworks. However, few studies have empirically examined the similarities and differences in the parameters estimated using the two frameworks. Prior to exploring this issue in some detail, some readers may appreciate a brief review of related theories. Additional detail is provided elsewhere (cf. Crocker & Algina, 1986; McKinley & Mills, 1989) .
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IRT, on the other hand, is more theory grounded and models the probabilistic distribution of examinees' success at the item level. As its name indicates, IRT primarily focuses on the item-level information in contrast to the CTT's primary focus on test-level information. The IRT framework encompasses a group of models, and the applicability of each model in a particular situation depends on the nature of the test items and the viability of different theoretical assumptions about the test items. For test items that are dichotomously scored, there are three IRT models, known as three-, two-, and one-parameter IRT models.
Although the one-parameter model is the simplest of the three models, it may be better to start from the most complex, the three-parameter IRT model; the reason for this sequence of discussion will soon become obvious. The IRT three-parameter model takes the following form:
(1) [MATHEMATICAL EXPRESSION NOT REPRODUCIBLE IN ASCII] where [c.sub.i] is the guessing factor, [a.sub.i] is the item discrimination parameter commonly known as item slope, [b.sub.i] is the item difficulty parameter commonly known as the item location parameter, D is an arbitrary constant (normally, D = 1.7), and [Theta] is the ability level of a particular examinee. The item location parameter is on the same scale of ability, [Theta] , and takes the value of [Theta] at the point at which an examinee with the ability-level [Theta] has a 50/50 probability of answering the item correctly. The item discrimination parameter is the slope of the tangent line of the item characteristic curve at the point of the location parameter.
When the guessing factor is assumed or constrained to be zero ([c.sub .i] = 0), the three-parameter model is reduced to the two-parameter model for which only item location and item slope parameters need to be estimated:
(2) [MATHEMATICAL EXPRESSION NOT REPRODUCIBLE IN ASCII]
If another restriction is imposed that stipulates that all items have equal and fixed discrimination, then [a.sub.i] becomes a, a constant rather than a variable, and as such, this parameter does not require estimation, and the IRT model is further reduced to
(3) [MATHEMATICAL EXPRESSION NOT REPRODUCIBLE IN ASCII]
So, for the one-parameter IRT model, constraints have been imposed on two of the three possible item parameters, and item difficulty remains the only item parameter that needs to be estimated. This one-parameter model is often known as the Rasch model, named after the researcher who did pioneer work in the area. It is clear from the discussion that the three-parameter model is the most general model, and the other two IRT models (two-and one-parameter models) can be considered as models nested or subsumed under the three-parameter model.
Purpose of the Study
Theoretically, IRT overcomes the major weakness of CTT, that is, the circular dependency of CTT's item/person statistics. As a result, in theory, IRT models produce item statistics independent of examinee samples and person statistics independent of the particular set of items administered. This invariance property of item and person statistics of IRT has been illustrated theoretically (Hambleton & Swaminathan, 1985; Hambleton, Swaminathan, & Rogers, 1991) and has been widely accepted within the measurement community.
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monotonically related under certain conditions (Crocker & Algina, 1986; Lord, 1980) . But such relationships have rarely been empirically investigated, and, as a result, they are largely unknown.
The empirical studies available in this area have primarily focused on the application of the two methods in test equating (e.g., Becker & Forsyth, 1992; Harris, 1991) . With regard to test equating, Hambleton et al. (199 1) suggested that, theoretically, the invariance property of the IRT item statistics obviated the need of equating tests; instead, it is (linear) scaling, rather than equating, that is necessary within the framework of IRT. The discussion implies that IRT models handle equating tasks better than the CTT equating approaches. The empirical studies in this area, however, provide a mixed picture, with some indicating the superiority of IRT approaches (e.g., Peterson, Cook, & Stocking, 1983) , some suggesting better results from CTT ad hoc approaches (e.g., Clemans, 1993; Kolen, 1981; Skaggs & Lissitz, 1986a) , and still some finding that both CTT and IRT equating methods produce very comparable results (Skaggs & Lissitz, 1988) . The mixed picture has prompted some researchers to suggest that it might be unrealistic to expect one method to provide the best equating results for all types of tests (e.g., Skaggs & Lissitz, 1986b) .
A literature search revealed only one study that empirically examined the comparability of IRT-based and CTT-based item and person statistics. Lawson (1991) compared IRT-based (one-parameter Rasch model) and CTT-based item and person statistics for three different data sets, and showed exceptionally strong relationships between the IRT-and CTF-based item and person statistics. The results of the study, although the study was based on somewhat small data sets and only examined the most restrictive one-parameter IRT model, suggest that information from the two approaches about items and examinees might be very much the same.
Similarly, the invariance property of IRT item/person parameters has been little explored empirically, although invariance has been illustrated theoretically (e.g., Hambleton & Swaminathan, 1985; Rudner, 1983) . However, Miller and Linn (1988) , using an extant large data set, did report the results of a study examining the variations of item characteristic functions in the context of instructional coverage variations. They reported relatively large differences in item curve responses, suggesting lack of invariance of IRT item parameters. Lack of invariance was also reported by Cook, Eignor, and Taft (1988) for both CTT-and IRT-based item difficulty estimates.
Given the limited number of empirical studies directly or indirectly addressing the invariance issue, there is an obvious lack of systematic investigation about the absolute invariance of the item and person statistics obtained from either CTF or IRT frameworks and a lack of studies that empirically compare the relative invariance of item and person statistics obtained from CTT versus those from IRT. The major criticism for CTT is its inability to produce item/person statistics that would be invariant across examinee/item samples. This criticism has been the major impetus for the development of IRT models and for the exponential growth of IRT research and applications in the recent decades.
It is somewhat surprising that empirical studies examining and/or comparing the invariance characteristics of item statistics from the two measurement frameworks are so scarce. It appears that the superiority of IRT over CTT in this regard has been taken for granted by the measurement community, and no empirical scrutiny has been deemed necessary. The empirical silence on this issue seems to be an anomaly. This lack of empirical investigation has prompted some researchers to state that item response modeling has been too focused on mathematical elaboration at the expense of empirical exploration (Goldstein & Wood, 1989 ).
The present study was designed to "constructively replicate" (Gall, Borg, & Gall, 1996; Lykken, 1968 ) the study by Lawson (1991) . The present study focused on two major issues: (a) How comparable are the item and person statistics from the CTT framework with those from the IRT framework? and (b) How invariant are the item statistics of CTT and IRT across examinee samples? More specifically, the study addressed the following five research questions:
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5. How invariant are the CTT-based and IRT-based item discrimination estimates across different participant samples?
Methods

Data Source
The data used in this study are from the Texas Assessment of Academic Skills (TAAS) tests administered in October 1992 to 11th-grade students. Designed for assessing the mastery of school instructional objectives, TAAS is a state-mandated, criterion-referenced test battery consisting of reading, math and writing tests. The writing test contained both multiple-choice and essay items. The reading (48 items) and the math (60 items) tests consisted of multiple-choice items scored dichotomously as either correct or incorrect. Unattempted items were scored as incorrect responses. Data from the reading and math tests were used in the present study. The participant pool for the database had more than 193,000 participants. Table 1 presents the demographic information of the participant pool of this database. TAAS was designed to be a test battery for assessing the minimum competency of students in Texas public schools in several academic areas. As is generally the case for mastery tests, TAAS test items were primarily curriculum content based, and test score distributions were not normally distributed; rather, the score distributions exhibit obvious ceiling effects, as indicated by the frequency distributions in Figure 1 .
[ Figure 1 ILLUSTRATION OMITTED]
Participant Sampling
To examine the issues related to IRT and CTT statistics, three sampling plans were implemented for math and reading test data so that the behaviors of IRT and CTT statistics could be examined under different examinee sample conditions. The three sampling plans generated samples that were progressively more dissimilar. This sampling strategy allowed the examination of the behaviors of IRT and CTT statistics across progressively less comparable participant samples. All samples in the present study had a sample size of 1,000, which is considered sufficiently large even for the estimation of IRT parameters in the three-parameter IRT model.
Random samples. Random samples of examinees, each consisting of 1,000 examinees, were drawn from the entire participant pool. Twenty such samples were drawn for math test data and 20 for reading, making the total number of random participant samples 40. Because these were random samples from the same population, the random samples should be comparable with each other within the limits of statistical sampling error.
Gender group samples. Samples of female participants and those of male participants were randomly drawn separately for math and reading test data. Twenty female samples and 20 male samples were drawn for each test, making the total number of gender samples 80. Because the female and male samples were drawn from different populations, as defined by the demographic variable gender, theoretically there should be more dissimilarity between a female sample and a male sample than between the two random samples described in the previous section. Note. Q1 = first quartile (25th percentile); median = second quartile (50th percentile); Q3 = third quartile (75th percentile).
Truncated high-ability and low-ability group samples. This sampling plan generated samples that were different in terms of performance on the tests. The high-ability group was defined as those whose scores fell within the 15th to 100th percentile range on the math or the reading test. The low-ability group was defined as those whose scores fell within the 0 to 85th percentile range on the math or the reading test. Twenty samples were randomly drawn from each of the two groups, separately for each test, making the total number of high-ability and low-ability samples 80. Because these two groups were defined in terms of test performance, not in terms of a demographic variable as in the gender group sampling, there should be more dissimilarity between a high-ability sample and a low-ability sample than between a female and a male sample pair.
Comparability of IRT and CTT Person Statistics
The comparability of IRT-and CTT-based person statistics (ability [Theta] in IRT vs. obtained score T in CM was assessed by correlating the [Theta] and T estimates obtained from the same sample of participants.
[Theta] values were obtained through the IRT program BILOG (PC Version 3.07, for one-, two-, and three-parameter IRT models, respectively), and the obtained score T in CTT was simply the raw score. CTT-obtained score T was correlated with IRT ability [Theta] estimated through one-, two-, and three-parameter IRT models. All IRT estimations were carried out using the marginal maximum likelihood (MML) method, which is the default for the BILOG program. Analyses were replicated for different participant samples (random, gender, and truncated ability group samples) and for items of both math and reading tests.
Comparability of IRT and CTT Item Statistics
The comparability of IRT-and CTT-based item statistics was examined by correlating IRT and CTT item statistics obtained from the same sample of participants. Two types of item statistics were compared: (a) item difficulty parameter b (item location parameter) from IRT models with CTT item difficulty p value and (b) IRT item discrimination parameter a (item slope parameter from two-and three-parameter IRT models) with CTT item discrimination index [r.sub.pb] (item-test, point-biserial correlation). The [r.sub.pb] for CTT was bias corrected (i.e., the contribution of an item score to the total score was removed before calculating the [r.sub.pb] for the item).
Degree of Invariance of IRT and CTT Item Statistics
As discussed in the literature review sections, the invariance property of item statistics is crucial. The degree of invariance of item statistics was assessed by correlating item parameter estimates of two different samples within each measurement framework. The three sampling plans discussed previously allowed the assessment of item statistics invariance across progressively dissimilar samples: (a) between two random samples of the same population, (b) between female and male samples, and (c) between high-and low-ability samples. This progression of dissimilarity between samples facilitated the assessment of the degree of invariance of item statistics for the two measurement frameworks.
Transformations for CTT p Value and Item-Test Correlation
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In CTT, the item difficulty index p (p value), the proportion of examinees passing an item, expresses item difficulty on an ordinal scale not on an interval scale. This p value, however, can easily be transformed to an interval scale so that it is more appropriate for statistical analyses. The transformation simply requires the assumption that the underlying trait being measured by an item is normally distributed. The transformation is achieved by finding the z score corresponding to the (1 -p)th percentile from the z distribution. For example, if the p value of an item is .84 (84% of the examinees passed the item), the z value for such ap value will be -1, as indicated in Figure 2 . This normalization removes the curvilinearity in the relationship between two sets of item p values (Anastasi, 1988) .
[ Figure 2 ILLUSTRATION OMITTED]
This transformation of the CTT item difficulty index has been widely used in different measurement situations, such as in Thurstone absolute scaling (Donlon, 1984; Thurstone, 1947) and in research related to item bias detection (Angoff, 1982; Cole & Moss, 1993) . In the present study, correlation analyses were carried out both between original p values obtained from sample pairs and between normalized p values to assess the invariance characteristic of the CTT item difficulty index.
In CTT item discrimination is expressed as the item-test, Pearson product-moment correlation (point-biserial correlation).
Because the correlation coefficient is not linearly scaled (Hinkle, Wiersma, & Jurs, 1988) , the Fisher z transformation is usually recommended before statistical analyses are applied to correlation coefficients. For this reason, in the assessment of the invariance characteristic of the CTT item discrimination index, correlation analyses were applied to both original item point-biserial coefficients and to Fisher z-transformed point-biserials between two samples of examinees.
Results and Discussion
The results of the study are discussed as responses to the five research questions presented previously. Whenever appropriate, relevant interpretation and discussion about the meaning and implications of the results are presented together with the results. But before the results related to the research questions are presented, the question of IRT model fit is addressed.
IRT Model Fit Assessment
In any application of the IRT model, it is important to assess to what extent the IRT model assumptions are valid for the given data and how well the testing data fit the IRT model selected for use in that particular situation. The violation of IRT model assumptions, or misfit between the IRT model used and the testing data, may lead to erroneous or unstable IRT model parameter estimates. In the present study, the assessment of IRT model fit was conducted on a simple random sample of 6,000 examinees for TAAS math and reading tests (equal sample size for the two tests, but different samples). The large sample size used in assessing IRT model assumption and model fit should have provided stable and trustworthy results about the model assumption and model fit.
Unidimensionality is the most important assumption common for all IRT models. This assumption is sometimes empirically assessed by investigating whether a dominant factor exists among all the items of the test (Hambleton et al., 1991) . The first three eigenvalues for the 60 test items on the TAAS math test were 11.4, 1.5, and 1.3. The first three eigenvalues for the 48 test items on the TAAS reading test were 8.4, 1.5, and 1.3. Based on these results, it appeared reasonable to conclude that the unidimensionality assumption for the IRT models held for the data used in the study.
Model-data fit was assessed by checking if the individual test items misfit the given IRT model. In BILOG (V 3.07), a likelihood-ratio [chi square] test (for a test with more than 20 items), which assesses the discrepancy between the expected response pattern and the actual response pattern of the subjects on a particular item in relation to their performance on the test as a whole, is conducted for each item (Mislevy & Bock, 1990) . Table 3 summarizes the number of items identified as misfitting the given IRT model at the [Alpha] =.01 level. Note. IRT = item response theory; I P = one parameter, 2P = two parameter; 3P = three parameter.
It is worth pointing out that, given the subject sample size of 6,000 used in the analyses for assessing the IRT model fit, the statistical test for identifying misfitting items has a lot of statistical power. Even with the powerful statistical test, only one or two items are identified as misfitting the two-and three-parameter IRT model. The results indicate that the data fit the two-and three-parameter IRT models exceptionally well. The fit of the data for the one-parameter model, however, is obviously very questionable, with about 30% of the items identified as misfitting the IRT model for either test. Because there is the obvious misfit between the data and the one-parameter IRT model, and because the consequences of such misfit are not entirely clear (Hambleton et al., 1991) , the results related to the one-parameter IRT model presented in later sections should be viewed with extreme caution.
Research Question 1
For the first research question ("How comparable are the CTT-based and IRT-based examinee ability estimates?"), Table  4 presents the results for both math and reading tests and for samples under different sampling conditions. Three steps were involved in arriving at each entry in Table 4 : (a) from each sample of examinees, both CTT-and IRT-based (one-, two-, and three-parameter IRT models, respectively) ability estimates were obtained; (b) the CTT-and IRT-based ability estimates from the same sample were correlated; and (c) the correlations between CTT-and IRT-based ability estimates from individual samples were averaged across samples for the same test and under the same sampling condition. Each table entry is the average of 20 correlation coefficients obtained from 20 random samples (n = 1,000 each). In Table 4 , and all the following tables, an average correlation coefficient was obtained through (a) transforming individual correlation coefficients to Fisher Zs, (b) averaging the Fisher Zs, and (c) transforming the average Fisher Z back to the Pearson correlation coefficient. (a.) These are average correlations between CTT ability estimates and those derived from one-, two-, and threeparameter IRT models, respectively. Table 4 shows that the CTT-and IRT-based examinee ability estimates correlate extremely highly with each other for both math and reading tests, for different samples, and for all three (one-, two-, and three-parameter) IRT models, with average correlations between CTT-and IRT-based ability estimates greater than .96 for all conditions. These very high correlations indicate that CTT-and IRT-based person ability estimates are very comparable with each other. In other words, regardless of which measurement framework we rely on, the same or very similar conclusions will be drawn regarding the ability levels of individual examinees.
Research Question 2 Table 5 presents the results associated with the second research question ("How comparable are the CTT-based and IRT-based item difficulty estimates?"). Again, from the same sample, CTT-based item difficulty estimates were correlated with IRT item difficulty estimates derived from IRT models (one-, two-, and three-parameter IRT models), and each table entry is the average of within-sample correlations between CTT-and IRT-based item difficulty estimates from 20 samples. The IRT-based item difficulty estimates were correlated both with original CTT p values and with normalized CTT p values. The CTT p values were reversed in direction so that the higher the value, the more difficult the item. This linear reversal of p value direction had no statistical effect other than to make the correlations in Table 5 positive in sign. (a.) Correlations between CTT item difficulty with IRT item difficulty estimates derived from one-, two-, and three-parameter IRT models, respectively. As the tabled results indicate, for the IRT Rasch model (i.e., the one-parameter model), the relationship between CTTand IRT-based item difficulty estimates is almost perfect. For the two-and three-parameter IRT models, the relationships between CTT-and IRT-based item difficulty estimates appear somewhat weaker, although still quite strong, because the majority of the coefficients were above .90 under most conditions.
It is interesting to note that the relationship between CTT-and IRT-based item difficulty estimates seems slightly, but invariably, weaker for the two-parameter IRT model than for the three-parameter IRT model. It is not clear why this should be the case or whether this may be due to the idiosyncracies of the item samples used in the study. Overall, with a few cases in which the average correlations between CTT-and IRT-based item difficulty estimates were in the .80s, the CTTand IRT-based item difficulty estimates were quite comparable with each other for the two different tests and under the three different sampling conditions.
Because the IRT Rasch model (one-parameter IRT model) assumes fixed item discrimination and no guessing for all items, the model only provides estimates for item parameter of difficulty. Because item difficulty parameter estimates of the Rasch model were almost perfectly related to CTT-based item difficulty indexes (both original and normalized), it appears that the one-parameter model provides almost the same information as CTT with regard to item difficulty but at the cost of considerable model complexity. Unless Rasch model estimates could show superior performance in terms of invariance across different samples over that of CTT item difficulty indexes, the results here would suggest that the Rasch model might not offer any empirical advantage over the much simpler CTT framework. The degree of invariance of item statistics of the two measurement frameworks will be discussed shortly under Research Questions 4 and 5.
Research Question 3 Table 6 presents the results associated with the third research question ("How comparable are the CTT-based and IRT-based item discrimination estimates?"). Each table entry is the average of within-sample correlations between CTT item point-biserial correlations (original and Fisher Z transformed) and IRT discrimination estimates (IRT item slopes). Because the one-parameter model assumes fixed item discrimination for all items, no correlation between CTT point-biserials and the single fixed Rasch model item discrimination--a constant--could be computed; hence, N/A (not applicable) is entered under the column for the one-parameter IRT model in the table. (a.) Correlations between CTT item discrimination indexes with IRT item discrimination estimates derived from one-, two-, and three-parameter IRT models, respectively. 
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In contrast to Tables 4 and 5 , in which the overwhelmingly strong relationships between CTT-and IRT-based estimates of examinee ability and item difficulty indicate extraordinary comparability between the two measurement frameworks, the relationship between CTT and IRT item discrimination indexes is weaker, as indicated by the majority of the averaged within-sample correlations being within the range of .60 to .90. Furthermore, this relationship shows considerable variation across tests (math vs. reading), across sampling conditions, and across IRT models (two-vs. three-parameter IRT models).
Although the relationship between the CTT-based and IRT-based item discrimination indexes in Table 6 could be considered strong or somewhat strong under some conditions (high .80s to low .90s), the relationship is precariously low (.20s to.30s) in a few cases. All the extremely low correlations occurred for the reading test items under IRT three-parameter model. In general, the item discrimination indexes from the IRT three-parameter model correlated somewhat less with CTT point-biserials than did those from IRT two-parameter model.
The results in Table 6 show that the item discrimination indexes from the CTT and IRT frameworks tend to be less comparable than the person ability estimates and the item difficulty estimates presented previously. The lower comparability between the discrimination indexes derived from CTT and IRT implies that, in some cases, CTT and IRT may yield noticeable discrepancies with regard to which items have more discrimination power, which, in turn, may lead to the selection of different items for a test, depending on which framework is used in the estimation of item discrimination.
Up to this time, we have solely focused on the question of comparability between estimates derived from the two measurement frameworks. Low comparability between item discrimination indexes of CTT and IRT in some cases does not inform us about which measurement framework provides more stable, or more invariant, item parameter estimates across different samples. To understand the invariance characteristics of the item statistics of the two measurement frameworks, we turn now to Research Questions 4 and 5.
Research Question 4
The fourth research question ("How invariant are the CTT-based and IRT-based item difficulty estimates across different participant samples?") addresses one crucial question about CTT and IRT. As discussed previously, the assumption of item parameter invariance across different participant samples has played the most important role in the development and application of IRT models. Table 7 presents the results for this research question. Notice that the averaged correlations in this table (and, similarly, in Table 8 ) are correlations between item difficulty estimates from two different samples derived from the same measurement framework. For example, the entry under CTT--between female-male samples for math test--is the average of the correlations between item CTT p values obtained from a female sample and those CTT p values obtained from a male sample. One hundred such female-male sample pairs were formed and p values correlated within each pair. The average of these 100 correlation coefficients was .945 (SD = .007). Other entries in Table 7 were obtained in the same fashion. It is important to note that the invariance property of item parameters only can be investigated by administering the same items to different samples and then comparing item parameter estimates obtained across samples. Note. CTT = classical test theory; IRT = item response theory; 1P = one parameter, 2P = two parameter; 3P = three parameter. An average correlation coefficient was obtained through (a) transforming individual correlation coefficients to Fisher Zs, (b) averaging the Fisher Zs, and (c) transforming the average Fisher Z back to the Pearson correlation coefficient. Standard deviations are presented in parentheses.
(a.) These are average between-sample correlations between normalized p values. (a.) These are average between-sample correlations between Fisher Z transformed item discrimination indexes.
The comparison of the tabled CTT with IRT entries indicates that CTT item difficulty estimates are closely comparable with IRT item difficulty estimates in terms of their invariance properties in the sense that the average between-sample correlation coefficients of item difficulty estimates are very high and are comparable between CTT and IRT. If there is any trend at all, it appears that CTT item difficulty estimates are slightly more invariant than IRT item difficulty estimates in almost all conditions, because the average between-sample correlations of p values appear to be slightly higher than the average between-sample correlations of IRT location parameters for all three of the IRT models (one-, two-, and three-parameter models). This empirical observation about the invariance property of the item difficulty indexes of the two measurement frameworks is quite interesting in light of the strong arguments in favor of the IRT framework due to its ostensible advantage over CTT with regard to invariance.
The average between-sample correlations for the original CTT p values and those for the normalized p values differ very little. Also, the IRT one-parameter model difficulty estimates appear to be slightly more invariant across samples than the two-and three-parameter model item difficulty estimates. Considering that "invariance only holds when the fit of the model to the data is exact in the population" (Hambleton et al., 1991, p. 23) , does this result imply that the one-parameter model fits the data slightly better than the two-and three-parameter models? The results in Table 3 evaluating model fit indicate that the reverse is probably true. Also, from the point of view of statistical modeling, this seems to be unlikely, because the one-parameter model can be considered simply as a submodel nested under the two-or three-parameter model. Theoretically, a model higher in a model hierarchy tends to provide better fit than a model nested under it, because the lower model has more constraints. A constrained parameter will tend to increase the misfit of the model, and the question is usually, How much? If the misfit caused by the constrained parameter is minimal relative to the gain in model parsimony, the simpler and more restrictive model will generally be preferred.
Research Question 5
The last research question asked was, "How invariant are the CTT-based and IRT-based item discrimination indexes across different participant samples?" Table 8 presents the results of correlation analyses for CTT with IRT item discrimination indexes. As explained before, because the IRT one-parameter (Rasch) model does not provide item discrimination estimates for individual items, and instead assumes fixed item discrimination for all items, no correlations could be computed for the one-parameter model; hence, N/A is listed under the one-parameter IRT column in the table. It is also worth pointing out again that each table entry is either the average of correlations of point-biserials of CTT between two samples or the average of correlations of item slopes of IRT between two samples. Each entry is the average of 100 correlation coefficients obtained from 100 sample pairs.
The item discrimination indexes of both CTT and IRT were less invariant across participant samples than were the item difficulty indexes presented in Table 7 . This result parallels what was observed about comparability between CTT and IRT item statistics in Tables 5 and 6 . Also, with higher correlations of CTT point-biserials in some cases and higher correlations of IRT item slopes in others, no systematic advantage of one framework over another is obvious. In most cases, the average between-sample correlations of item discrimination indexes of CTT and those of IRT were quite comparable and moderately high (high .80s to low .90s), indicating reasonable invariance across samples.
But the invariance of item discrimination indexes from both CTT and IRT decreased with the increase of dissimilarity between samples. In other words, the item discrimination indexes of both CTT and IRT were most invariant across random samples, they were less invariant across female-male samples (i.e., the female-male sample pair was more dissimilar than the random sample pair), and they were least invariant across high-low ability samples (i.e., the high-low ability sample pair was the most dissimilar among the three sampling conditions).
For the last condition (reading test, between high-low ability samples), the CTT point-biserials totally collapsed in terms of their cross-sample invariance (r =. 102 and r =. 106). IRT two-parameter model item slopes maintained moderate invariance (r = .636), but the three-parameter model item slopes again collapsed (r =.020). This empirical observation is somewhat puzzling.
As discussed previously, theoretically, if parameters could be adequately estimated for the given sample size, a higher order (less restrictive) model should tend to provide better fit than a lower order (more restrictive) model, although such better fit comes at the expense of model parsimony. If a better fit is obtained, greater invariance of item parameters would be expected (Hambleton et al., 1991) . The fact that, in this situation, the two-parameter IRT model had moderately invariant item discrimination indexes and the three-parameter IRT model item discrimination indexes showed no invariance for the same data is contrary to both intuition and theoretical expectation.
Summary and Conclusion
The present study empirically examined the behavior of item and person statistics obtained from the CTT and IRT measurement frameworks. The study focused on two main issues: (a) How comparable are the item and person statistics from CTT with those from IRT? and (b) How invariant are the CTT item statistics and the IRT item statistics, respectively? A large-scale test database from a statewide assessment program was used as the empirical basis of the investigation. The test item pool was composed of two tests (math and reading) with 60 and 48 dichotomously scored items in each, and the participant pool had more than 193,000 examinees who took both tests. Random samples (n = 1,000) were drawn from the participant pool under three sampling plans, producing progressively more dissimilar sample pairs. The increasing dissimilarity between samples facilitated the assessment of the degree of invariance of the CTT and IRT item statistics.
The major findings were as follows:
1. The person statistics (examinee ability estimates) from CTT were highly comparable with those from IRT for all three IRT models.
2. The item difficulty indexes from CTT were very comparable with those from all IRT models and especially from the Rasch model.
3. Compared with item difficulty indexes, the item discrimination indexes from CTT were somewhat less comparable with those from IRT. Although under the majority of the conditions, the comparability was moderately high to high, there were a few cases where the comparability was very low.
4. Both CTT and IRT item difficulty indexes exhibited very high invariance across samples, even across samples that were quite different (samples from high-and low-ability groups). The degree of invariance of the CTT item difficulty index was highly comparable with, if not better than, that of IRT item difficulty parameter estimates.
5. Both the CTT and IRT item discrimination estimates were somewhat less invariant than their item difficulty estimates. For both CTT and IRT item discrimination estimates, the degree of invariance decreased steadily as samples became more dissimilar, implying that item discrimination parameters from neither CTT nor IRT could maintain a high degree of parameter invariance across populations that are different. The degree of invariance of CTT item discrimination estimates was highly comparable with that of IRT item discrimination estimates.
Overall, the findings from this empirical investigation failed to discredit the CTT framework with regard to its alleged inability to produce person-invariant item statistics; conversely, the findings failed to support the IRT framework for its ostensible superiority over CTT in producing person-invariant item statistics. The findings here simply show that the two measurement frameworks produced very similar item and person statistics both in terms of the comparability of item and person statistics between the two frameworks and in terms of the degree of invariance of item statistics from the two competing measurement frameworks. These findings pose some interesting questions about how to view the differences between IRT and CTT models both in theory and in testing practice.
As discussed at the beginning of this article, the invariance property of item and person statistics is the most important model feature that needs to be evaluated, because the argument that IRT item and person statistics possess invariance whereas CTT item and person statistics do not has been the impetus for the development and the use of IRT measurement models. This argument has been widely accepted within the measurement community.
Unfortunately, the view that the argument is moot seems to have occurred largely in the vacuum of empirical evidence, because the literature fails to show that this important premise has been subjected to systematic and rigorous empirical investigation. It is my view that in psychological measurement, as in any other areas of science, theoretical models are important in guiding our research and practice. But the merits of a theoretical model should ultimately be validated through rigorous empirical scrutiny.
Of course, the present empirical study, like many other research studies, had its share of limitations that may potentially undermine the validity of its findings. First of all, the characteristics of the test items used in the study may be somewhat unique. As discussed at the beginning of the Methods section and as indicated by Figure 1 , the test score distributions show strong ceiling effects, as is generally the case for minimum-competency tests or other criterion-referenced mastery tests. The strong ceiling effects suggest that many items tended to be very easy. Although it is unclear what systematic impact this characteristic of the data may have had on the results, it would be desirable in future studies to replicate the present study using data from norm-referenced testing, which usually involves items varying more in item difficulty and in item discrimination.
The second shortcoming of the investigation is the somewhat limited item pool used in the study. Although the examinee pool is quite adequate in the sense that a variety of different samples can be drawn from it, the same cannot be said about the item pool. Ideally, the test item pool should be larger and more diverse in terms of item characteristics so that items can be sampled from the pool to study the behaviors of CTT and IRT item statistics under different conditions of item characteristics. Future studies may benefit from using several different testing databases, and Monte Carlo studies that artificially specify different item characteristics will greatly help to address the issues.
Early in the last decade, Robert L. Thorndike (1982) made the following comment with regard to IRT measurement models:
For the large bulk of testing, both with locally developed and with standardized tests, I doubt that there will be a great deal of change. The items that we will select for a test will not be much different from those we would have selected with earlier procedures, and the resulting tests will continue to have much the same properties. (p. 12)
The findings of the present study suggest that Thorndike's skepticism regarding IRT models possessing inherent unique advantages over CTT estimates appears to have been warranted.
