For r ≥ 3, p ≥ 2, we classify all actions of the groups Diff r c (R) and Diff r + (S 1 ) by C pdiffeomorphisms on the line and on the circle. This is the same as describing all nontrivial group homomorphisms between groups of compactly supported diffeomorphisms on 1-manifolds. We show that all such actions have an elementary form, which we call topologically diagonal.
Introduction
For a manifold M (assumed connected and without boundary but not necessarily closed), let Diff r c (M ) denote the group of compactly supported, orientation-preserving, C r -diffeomorphisms of M isotopic to the identity. We study all nontrivial homomorphisms Φ : Diff Our goal is to find conditions on M 1 and M 2 that guarantee the existence of nontrivial homomorphisms Diff The analogous question for isomorphisms rather than homomorphisms between diffeomorphism groups is completely answered by a theorem of Filipkiewicz. It says that case b) of Example 1.1 is all that can occur. Filipkiewicz's original statement was for isomorphisms between the identity components of the full diffeomorphism groups, but his theorem holds for the group of compactly supported diffeomorphisms as well. More recently, Filipkiewicz's theorem has been generalized to isomorphisms between other groups of diffeomorphisms (e.g. symplectomorphisms, contact diffeomorphisms) by Banyaga, Rybicki, and others (see for example [2] , [18] ). The spirit of all these results is the same: given a "sufficiently large" class of diffeomorphisms C, the existence of an isomorphism between C(M 1 ) and C(M 2 ) implies that M 1 and M 2 are diffeomorphic and the isomorphism is induced by a diffeomorphism.
By contrast, we know almost nothing about homomorphisms between diffeomorphism groups. As an example of our ignorance, consider the following question of Ghys. Here Diff ∞ (M ) 0 denotes the identity component of the group of C ∞ diffeomorphisms of M . Question 1.3 (Ghys, [6] ). Let M 1 and M 2 be closed manifolds, and suppose that there is an (injective) homomorphism Diff
In fact, Diff ∞ (M ) 0 is a simple group, so any nontrivial homomorphism is necessarily injective. That Diff ∞ (M ) 0 is simple follows from a deep result due to Mather and Thurston, nontrivial even in the case of 1-manifolds (!). Simplicity holds for a larger class of groups as well; for any connected manifold M and any r = dim(M ) + 1, the group Diff r c (M ) 0 is simple ( [9] , [10] ). Thus, it makes sense to ask a more general version of Question 1.3 for noncompact manifolds, replacing Diff ∞ (M i ) 0 with Diff r c (M i ). Ghys' question appeared in print in 1991, and to our knowledge, this paper is the first to give even a partial answer in a special case -this will be a corollary of our Theorem 1.6 below. However, since publication of this paper S. Hurtado and S. Matsumoto have made very promising further progress. In [7] , Hurtado gives a complete answer to Ghys' question (in its original form) in the affirmative. His results use the assumption of C ∞ smoothness of diffeomorphisms in an essential way. In [12] , Matsumoto answers our more general version of Ghys' question under the assumption that dim(M 2 ) = 1 and assuming only C r regularity of diffeomorphisms (r ≥ 2), without the classification of homomorphisms that we give in Theorem 1.6. See also [13] for a special case treating homeomorphisms.
Our results
We study the special case of homomorphisms Φ : Diff
The reader will see the difficulty of the problem and some of the richness in examples already apparent at the 1-dimensional level. However, we are able to give a complete answer to the question of which manifolds M 1 admit nontrivial homomorphisms Φ : Diff
and describe precisely what all such homomorphisms look like. Essentially, M 1 must be 1-dimensional, and Φ described by a slight generalization of the obvious embedding of diffeomorphism groups given in Example 1.1 c). This generalization is constructed by taking multiple embeddings M 1 ֒→ M 2 and having diffeomorphisms of M 1 act "diagonally" on M 2 . We call this a topologically diagonal embedding. Definition 1.4 (Topologically diagonal embedding). Let M 1 and M 2 be manifolds, and suppose {f 1 , f 2 , f 3 , ...} is a collection (finite or infinite) of C r embeddings M 1 → M 2 whose images are pairwise disjoint and contained in some compact subset of M 2 . Define Φ : Diff Our main theorem says that these define basically all homomorphisms between 1-manifold diffeomorphism groups. Theorem 1.5. Let r ≥ 3, p ≥ 2 and let M 1 and M 2 be 1-manifolds. Every homomorphism Φ : Diff
We also have a stronger version. Theorem 1.6. Let r ≥ 3, p ≥ 2, let M 1 be any manifold and M 2 a 1-manifold. Suppose that Φ : Diff
is an injective homomorphism. Then dim(M 1 ) = 1 and Φ is topologically diagonal. If r = p, then Φ is C r -topologically diagonal.
In particular, this answers the 1-manifold case of Ghys' Question (1.3) in the affirmative.
The algebra-topology link There are two points to note regarding Theorems 1.5 and 1.6. First, our results parallel that of Filipkiewicz by establishing a relationship between the topology of a manifold and the algebraic structure of its group of diffeomorphisms. In fact, our proof strategy will be to gradually pin down this relationship as closely as possible. Second, our results say that the richness of the algebraic structure of diffeomorphism groups forces continuity: group homomorphisms Φ : Diff . Let M be a manifold, and let α : R → R be a non-continuous, injective additive group homomorphism. Such a homomorphism may be constructed by permuting the elements of a basis for R over Q and extending linearly to R. Then for any compactly supported C r flow ψ t on M , the map t → ψ
is a non-continuous, injective homomorphism from R to Diff r c (M ). For an even more pathological example, consider a second flow φ t with support disjoint from ψ t . Then
for t / ∈ Q also gives a non-continuous, injective homomorphism from R to Diff 
Outline
In Section 2 we establish a preliminarily algebraic-topological relationship using commuting subgroups. This is done by developing the elementary theory of 1-manifold diffeomorphism groups stemming from Kopell's Lemma and Hölder's Theorem.
In Section 3 we attack continuity. Using the tools of Section 2, we show that R-subgroups of diffeomorphisms of a 1-manifold (flows) behave well under homomorphisms of diffeomorphism groups. This rules out the kind of behavior in Example 1.7.
We prove Theorem 1.5 in Section 4, strengthening the algebraic-topological relationship from Section 2 and using continuity of R-subgroups to construct continuous maps f i from M 1 to M 2 that define a topologically diagonal embedding.
In Section 5 we then compare 1-manifold diffeomorphism groups to n-manifold diffeomorphism groups and show that dim(M ) = 1 can be detected as an algebraic invariant of a diffeomorphism group. This is used to prove Theorem 1.6, answering the 1-manifold case of Ghys' question.
Finally, Section 6 concludes with some remarks on the necessity of our hypotheses (e.g. compact supports) and further questions.
The author wishes to thank Benson Farb, Amie Wilkinson and Bena Tshishiku for many helpful conversations regarding this work, and John Franks and Emmanuel Milton for their comments and careful reading. Thanks also to the anonymous referee for suggestions to correct and clarify work in Section 2.
Commuting groups of diffeomorphisms
Algebraic-topological associations Our first goal is to associate the algebraic data of a group of diffeomorphisms of a manifold to the topological data of the manifold. One example of the kind of association we have in mind appears in Filipkiewicz's proof of Theorem 1.2. Given an isomorphism between the diffeomorphism groups of two manifolds, Filipkiewicz builds a map between the manifolds by associating points of each manifold with their stabilizers -the subgroups {g ∈ Diff r c (M ) : g(x) = x}. Point stabilizers are maximal subgroups of Diff r c (M ), so this gives a loose association between an algebraic property (maximality) and a topological object (point). This association is eventually used to build a pointto-point map out of the algebraic data of a group isomorphism.
However, Filipkiewicz's point/maximal subgroup association won't work for our purposes. The main problem is that the maximality isn't preserved under group homomorphisms. Whereas an isomorphism Φ : Diff 
have nice topological properties, we need to make use of an algebraictopological correspondence robust under homomorphisms. We will look at commuting, rather than maximal, subgroups. Our analysis starts with a trivial observation: Observation 2.1. Let M be a manifold, N ⊂ M a submanifold, and H the subgroup of Diff r (M ) that fixes N pointwise. Then H commutes with the subgroup of diffeomorphisms supported on N . In other words, the centralizer of H in Diff r (M ) is "large".
It turns out that when M is one-dimensional, this property is characteristic of subgroups of Diff r c (M ) that fix a submanifold. Precisely, we have the following proposition. Here, and in the sequel, Fix(G) denotes the set {x ∈ M : g(x) = x for all g ∈ G}. Similarly, for a single diffeomorphism g, we set Fix(g) := {x ∈ M : g(x) = x}.
A similar statement to Proposition 2.2 holds for S 1 ; it is stated as Proposition 2.12 below. But before we consider the S 1 case, let us first develop some of the necessary background for the proof of Proposition 2.2.
Hölder -Kopell Theory
To prove Proposition 2.2 and its counterpart for diffeomorphisms of S 1 , we extend the theory of commuting diffeomorphisms of 1-manifolds that stems from two classical theorems (Theorems 2.3 and 2.4 below) due to Otto Hölder and Nancy Kopell. This theory for 1-manifolds is already surprisingly rich -one can use Theorems 2.3 and 2.4 to prove, for instance, that all nilpotent groups of Diff 2 + (S 1 ) are abelian, and that certain dynamically characterized subgroups of Diff 2 + (R) are all conjugate into the affine group. Details and some background can be found in [4] and in chapter 4 of [16] . Here we restrict our attention to results needed to prove Proposition 2.2. Proof. Each element h in the centralizer C(g) commutes with g, so by Kopell's Lemma h is either the identity or acts without fixed points on int(I). Thus, C(g) acts freely and so by Hölder's Theorem C(g) is abelian. Remark 2.6. Corollary 2.5 also follows from a more general theorem of Szekeres (Theorem 3.2 in Section 3). We don't need the generality of Szekeres' theorem here, and as it is a deeper result than Hölder's theorem and Kopell's lemma we postpone its introduction to Section 3.
We now make use of Corollary 2.5 to prove Proposition 2.2. We note that this Proposition can be easily deduced from Lemma 3.2 and Theorem 3.5 of [3] (which also proves some similar results for S 1 ), but we give a self-contained proof here for completeness.
Proof of Proposition 2.2. We will repeatedly use the following elementary fact:
In particular, if g and h commute, then Fix(g) is h-invariant.
Let G be a nonabelian subgroup of Diff r + (I) with r ≥ 2. Let H be the centralizer of G in Diff r + (I), and assume that H is nonabelian. First, note that each element g ∈ G must have a fixed point in (0, 1), for if g is fixed point free, then Corollary 2.5 says that C(g) is abelian, but H (which we assumed to be non-abelian) is a subset of C(g). Figure 1 : Fix sets of G and H indicated above and below the line. If H has a fixed point in J and is not abelian on J, then J ⊂ Fix(H).
We claim that in fact every endpoint of each component of I \ Fix(g) is fixed by each h ∈ H. To see this, let h ∈ H. If some point x ∈ Fix(g) is not fixed by h, then it lies in some connected component J of I \ Fix(h). Since g and h commute, Fix(h) is g-invariant. In particular g permutes the connected components of I \Fix(h). Since x ∈ J is fixed by g, the interval J must be g-invariant.
Apply the Hölder-Kopell lemma to g|J . Since h has no fixed points in J, but g does, we conclude that g|J = id. Thus, the only fixed points of g not necessarily fixed by h are interior points of Fix(g).
Since the endpoints of each component of I \ Fix(g) are fixed by each h ∈ H, each component of I \Fix(g) is H-invariant. Consider again a particular connected component J of I \Fix(g). Kopell's lemma implies that H|J is abelian. Thus, if we let supp(g) denote the closure of I \Fix(g), we know that H is abelian when restricted to g∈G supp(g), and hence on the closure of g∈G supp(g). It follows that either there is some open set fixed by each g ∈ G or H is abelian everywhere.
The proof for G ⊂ Diff Proof. We know that Fix(G) contains a nontrivial interval, and the proof of proposition 2.2 implies that each endpoint of this interval is fixed by all h ∈ H.
As another immediate consequence of Proposition 2.2, we have Proof. We showed above that for any g ∈ G, the restriction of its centralizer to R \ Fix(g) is abelian. Since H is contained in the centralizer, its restriction to R \ Fix(g) is abelian as well. If H is perfect, this restriction must be trivial.
Since the groups Diff r c (M ) and Diff r (M ) 0 are perfect as long as r = dim(M ) + 1, we will be able to apply Corollary 2.10 in the sequel.
We would like to have an analog of Proposition 2.2 for diffeomorphisms of the circle. To do this, we develop a version of the Hölder-Kopell Lemma for S 1 .
Circle diffeomorphisms A major tool for studying homeomorphisms (or diffeomorphisms) of S 1 is the rotation number. This is an R/Z-valued number, well defined for each g ∈ Homeo + (S 1 ). If we consider S 1 as R/Z, the rotation number of an element g is given by lim n→∞ g n (0) n , taken mod Z. A good exposition of the basic theory can be found in [16] . We need only three facts here.
1. A homeomorphism has rotation number 0 if and only if it has a fixed point.
2. Homeomorphisms with rational rotation number of the form m/k are precisely those with periodic points of period k.
(Denjoy's theorem) If g is a C
2 diffeomorphism of the circle with irrational rotation number θ, then g is topologically conjugate to rotation by θ.
Using Fact 2, we see that if g is a diffeomorphism with rational rotation number, then some iterate g k has a fixed point, hence can be viewed as a diffeomorphism of the interval. This puts us in a situation where Kopell's Lemma applies. If instead g has irrational rotation number, Fact 3 tells us that g is conjugate to an irrational rotation. Since any homeomorphism that commutes with an irrational rotation must also be a rotation (see [16] ), we conclude:
. Then there is either some k ∈ N such that g k has a fixed point, or the centralizer of g in Diff
This is the analogue of the Hölder-Kopell Lemma for S 1 . Now we state and prove our analog of Proposition 2.2.
Proposition 2.12. Let r ≥ 2 and let G ⊂ Diff r + (S 1 ) be nonabelian. Let H be contained in the centralizer of G. Then either a) (H is abelian after powers) For each pair of elements h 1 , h 2 ∈ H, there are integers k 1 and k 2 such that h k1 1 and h k2 2 commute, or b) (G fixes an interval after powers) There is a subinterval J ⊂ S 1 and for each g ∈ G an integer k g such that J is fixed pointwise by g kg .
Proof. Let G and H be as in the statement of Proposition 2.12. Let g ∈ G. Since H is nonabelian and centralizes g, Corollary 2.11 implies that g has rational rotation number. Thus, after replacing g with g kg if necessary we can assume that g has a fixed point. We may also assume that g was chosen so that g kg = 1, for if every element of G has finite order, then case b) holds. ) that all have rotation number zero need not be a group, since the composition of two diffeomorphisms with fixed points need not have a fixed point. But in this case the set of elements with rotation number zero it is equal to the subgroup of diffeomorphisms that fix J pointwise.
We remark also that Proposition 2.12 fails without the "after powers" hypothesis -there exist examples of two nonabelian, commuting subgroups of S 1 , neither of which fixes any interval pointwise. However, it would be interesting to know whether the "after powers" condition could be replaced by "virtually" (i.e. after taking a finite index subgroup). M ) . We denote φ(t, x) by φ t (x), and by {φ t } we mean the full R-subgroup {φ t ∈ G : t ∈ R}.
Flows and continuity
We will use the tools we developed in Section 2, as well as the following further result in the spirit of Hölder-Kopell theory. Keeping our notation from Section 2, let I := [0, 1). We will also use C G (H) to denote the centralizer of a subgroup H in a group G and C G (g) for the centralizer of g ∈ G. , and suppose that there is some s such that Φ(φ s ) is fixed point free on (0, 1). Then Φ({φ t }) is continuous in t. Moreover, there is a flow {ψ t } such that Φ(φ t ) = ψ λt for some λ ∈ R.
The proof of Proposition 3.3 has several steps. We use Szekeres to find a candidate flow {ψ t } and reduce the question to continuity of a group homomorphism R → R. We next establish a simple criterion for continuity, and then relate this criterion to fixed sets and commutators and apply our work from Section 2. Our main results of this section (Propositions 3.8 and 3.12, stated later) are essentially built from this proof with the assumption of full supports removed.
Proof of Proposition 3.3. To simplify notation let G = Diff r + (I). Suppose Φ : G → G is injective. Let {φ t } ⊂ G be a flow with no fixed points in (0, 1) and assume that ψ := Φ(φ s ) has no fixed points in (0, 1). Since {φ t } is contained in C G (φ 1 ), its image {Φ(φ t ) : t ∈ R} is contained in C Φ(G) (ψ). By Szekeres' theorem, there is a C 1 flow {ψ t } on I such that {Φ(φ t )} ⊂ {ψ t }. Moreover, that Φ is a group homomorphism implies that Φ(φ t ) = ψ α(t) for some additive group homomorphism α : R → R. Thus, we now only need to show that α is continuous.
We can detect continuity in a very simple way using intersections of open sets. Essentially, α being continuous just means that if t is small enough then φ α(t) won't push an open set off of itself. Formally, we have Lemma 3.4 (Continuity criterion). Let {ψ t } be a flow on (0, 1) such that ψ t is fixed point free for some (hence all) t = 0. Let α : R → R be a group homomorphism, and let U ⊂ (0, 1) be an open set that is bounded away from 0 and 1. Then α is continuous if and only if there is some δ > 0 such that (ψ α(t) (U )) ∩ U = ∅ for all t < δ.
Proof. One direction is almost immediate: if α is a continuous R → R homomorphism, then α(t) = λt for some λ ∈ R (easy exercise). Given δ sufficiently small and U open, for any t < δ we have ψ λt (U ) ∩ U = ∅. For the converse, suppose that α is not continuous. In this case, using the fact that α is an additive group homomorphism it is elementary to show that for any T > 0 there are arbitrarily small t ∈ R such that |α(t)| > T . Suppose U is bounded away from 0 and from 1. Since ψ t has no fixed points in (0, 1), for T large enough, ψ s (U ) will either be contained in a small neighborhood of 0 or a small neighborhood of 1 whenever |s| > T . We can ensure this neighborhood is disjoint from U by taking T large. In particular, when |α(t)| > T we will have ψ α(t) (U ) ∩ U = ∅.
The next step in the proof of Proposition 3.3 is to detect intersections of sets algebraically (i.e. through the algebraic structure of the diffeomorphism group), using the results of Section 2. The following notation will be useful. Notation 3.5. For a group G of diffeomorphisms of a manifold M and a subset U ⊂ M , let
The link between set intersections, subgroups, and centralizers comes from an elementary corollary of Proposition 2.2. Now we can begin the real work of the proof of Proposition 3.3, using our continuity criterion. Let U ⊂ I be an open set bounded away from 0 and 1. Since φ t is continuous in t, there is some δ > 0 such that for all t < δ we have φ t (U ) ∩ U = ∅. By Corollary 3.6, this is equivalent to the statement that G U , G φ t (U) has nonabelian centralizer. We want to translate this into a statement about Φ(G U ) and ψ α(t) . To do this, note first that
and more generally, for any group of diffeomorphisms H and any diffeomorphism g, we have
Now consider Φ(G U ). Since G U has nonabelian centralizer, Φ(G U ) has nonabelian centralizer as well. By Proposition 2.2, Fix Φ(G U ) contains an open set. Using (1), we have
and letting U ′ denote Fix Φ(G U ), it follows from (2) that
For any t < δ, consider the subgroup
Using (3) we have
H t also has nonabelian centralizer, so by Proposition 2.2, Fix(
contains an open set as well. (A picture of the situation so far is given in Figure 3 .) If we knew further that V was bounded away from 0 and 1, then we could apply Lemma 3.4 to V and conclude that α is continuous.
This would finish our proof. Thus, it remains only to show that V is bounded away from 0 and 1. This is not hard to see, but uses a well-known theorem about diffeomorphism groups called the fragmentation property. Recall that supp(g) is the support of g, the closure of M \ Fix(g). A proof of Theorem 3.7 can be found in Chapter 2 of [1] .
Since {φ t } is a flow, for large enough s we have φ s (Ū )∩Ū = ∅. It follows from the fragmentation property that G U and G To show now that int(U ′ ) is bounded away from 0 and 1, assume for contradiction that U ′ := Fix(Φ(G U )) contains a neighborhood of 0 (the case where it contains a neighborhood of 1 is identical). Then ψ α(s) (U ′ ) contains a neighborhood of 0 as well, but
) . By the previous paragraph, we conclude that Φ(G) pointwise fixes a neighborhood of 0, contradicting the fact that ψ had no fixed points in (0, 1). This concludes the proof of Proposition 3.3.
Our next goal is to remove the assumption that our flows had no fixed points and work with R instead of I. There is some technical work to do here to keep track of supports, but the key ideas are really contained in the proof of Proposition 3.3. Remark 3.9. It will follow from Theorem 1.5 that for any flow {φ t }, the image Φ({φ t }) will be continuous in t everywhere, but we won't see this until we finish the whole proof of the theorem.
Proof of Proposition 3.8. Let G denote Diff r c (R). We start by taking some steps to make the set-up in this situation as close as possible to the hypotheses of Proposition 3.3.
First, we may assume without loss of generality that Fix(Φ(G)) = ∅. This is because each connected component C of R \ Fix(Φ(G)) is Φ(G) invariant, so we can consider the restriction of elements in the image of Φ to C, giving a homomorphism Diff Choose any s = 0 and let ψ = Φ(φ s ). Since ψ is compactly supported, it has nonempty fixed set in R. Let J be a connected component of R \ Fix(ψ). Since φ t and φ s commute, J is {φ t }-invariant and we can apply Szekeres' theorem toJ and conclude as before that there is some flow {ψ t } on J and an additive group homomorphism α J :
an open set, then the argument from Proposition 3.3 applies verbatim to show that α J is continuous, and so Φ({φ t }) is continuous on J. Thus, the next lemma will finish the proof of Proposition 3.8. Given this lemma, we know that any flow with sufficiently large support will have a connected component J of R \ Fix(Φ(φ s )) with z contained inside an open set in Fix(Φ(G U )) ∩ J, so the argument we just gave shows that Φ({φ t }) is continuous on J.
Proof of Lemma 3.10. Let z ∈ R. Suppose for contradiction that there is no bounded, open interval U such that z ∈ int Fix(Φ(G U )) . Let G U := {g ∈ G : g(x) = x for all x / ∈ U }. By the fragmentation property (Theorem 3.7), the subgroups G U generate G as U ranges over open intervals of R.
Now for any open set U , the subgroup G U commutes with G U . Also, G U is perfect and G U nonabelian, so by Corollary 2.10,
To prove (b), take a bounded set U such that z is in the interior of Fix(Φ(G U )). We claim that any flow {φ t } ⊂ G with support containing U satisfies z / ∈ Fix(Φ(φ s )) for some s. To show this, suppose {φ t } is such a flow. We know that there is some s such that φ s (Ū ) ∩Ū = ∅, so φ s and G U generate G (using fragmentation again). In particular, if z ∈ Fix(Φ(G U )) ∩ Fix(Φ(φ s )), then z ∈ Fix(Φ(G)), which we assumed to be empty. So z / ∈ Fix(Φ(φ s )) and this is what we wanted to show.
This completes the proof of the lemma and the proof of Proposition 3.8.
To extend Proposition 3.8 to homomorphisms Φ : Diff
, we need a lemma. This is the diffeomorphism group analog to the fact that any injection R ֒→ S 1 must miss a point. Proof. Let G n be the group of diffeomorphisms with support contained in (−n, n).
Moreover, since
we have also
Now each G n commutes with the subgroup H n of diffeomorphisms fixing [−n, n] pointwise and the subgroups Φ(G n ) and Φ(H n ) satisfy the hypotheses of Proposition 2.12. In particular, if we let G ′ n be the group of elements of Φ(G n ) with rotation number zero, this is a nontrivial subgroup (by remark 2.13) so by simplicity of G n , we have G ′ n = G n . It now follows from Proposition 2.12 that Fix(Φ(G n )) = ∅. Since fixed sets are closed, it follows from (4) and (5) that Fix(Φ(G)) = ∅.
The following corollary of Proposition 3.8 is now immediate. 
is a flow without fixed points in (−n, n), then Φ({φ t }) is continuous in t on a neighborhood containing z.
Proof. By Lemma 3.11, there is some point x ∈ Fix (Φ(Diff r c (R))). Moreover, the derivative of every element Φ(g) ∈ Φ(Diff r c (R)) at x is zero, for g → DΦ(g)(x) is a homomorphism to R, and since Diff r c (R) is perfect, it must be trivial. The same applies to higher order derivatives. Cutting S 1 at x, we can consider Φ to be a homomorphism into the subgroup of diffeomorphisms in Diff
where all derivatives vanish at the endpoints. This is isomorphic to a subgroup of Diff p c (R) and Proposition 3.8 now applies.
A similar conclusion holds for homomorphisms Φ : Diff
. Since we will not use this in the sequel, we state it informally and only sketch the proof, leaving details to the reader. denote the subgroup {g ∈ G : gx = x for all x ∈ U }. Let Φ : G → G be a nontrivial homomorphism. Assume first for simplicity that Fix(Φ(G)) = ∅. In this case, we need only construct one map f : R → R such that Φ(g) = f gf −1 for all g ∈ G.
To construct f , we use Proposition 3.8 (continuity of flows) along with Proposition 2.2 to show that particular subgroups of point stabilizers in G map under Φ to subgroups of point stabilizers. This lets us build a point-to-point R → R map out of the data of Φ.
For x ∈ int(I), let
Note that the set G x is contained in, but not equal to, the point stabilizer G x -we will need to use the fact that G x decomposes as a direct product so the full point stabilizer will not work. However, the fragmentation property still implies that
Now let A x := Fix(Φ(G x )). The product structure of G x in (6) means that
Corollary 2.9 shows that two, nonabelian, commuting subgroups must have a common fixed point. In particular, Φ(G (−∞,x] ) and Φ(G [x,∞) ) have a common fixed point, so A x = Fix(Φ(G x )) = ∅. Eventually we will see that A x consists of a single fixed point and f (x) = A x will be our map. Proof. 1 follows from our discussion above. To prove 2, note that by the fragmentation property (Theorem 3.7) if x = y then G x and G y together generate G. Now if some point z ∈ R is fixed by both Φ(G x ) and Φ(G y ), then z is fixed by every element of Φ(G) = Φ(G x ), Φ(G y ) contradicting our assumption that Fix(Φ(G)) = ∅. This shows that A x ∩ A y = ∅.
The proof of 3 is elementary: If g is a diffeomorphism with g(x) = y, then
and so
Using Lemma 4.2, we now show that A x consists of isolated points. Let z ∈ A x and let {φ t } ⊂ G be a flow such that φ t (x) = x for t = 0, and such that Φ(φ t ) is continuous in t at z. Such a flow exists by Proposition 3.8, in fact any flow φ t with large enough support will work. Let J be the connected component of R \ Fix(Φ(φ t )) containing z. Proposition 3.8 says that there is a flow ψ 
If ψ λt (z) = z for t = 0, then z is fixed by both ψ λt and Φ(G x ). It follows from (7) above that z is then fixed by all of Φ(G). This contradicts our assumption. Thus, z is not fixed by any such flow.
This shows that z must be an isolated point of A x : if not, there is some z ′ ∈ A x ∩ J and some small t = 0 such that ψ λt (z) = z ′ . But Property 3 of Lemma 4.2 says that z ′ ∈ A φ t (x) , and Property 1 says that
We now build a continuous map f : R → R. For y ∈ R define f (y) as follows. Take any flow {φ t } ⊂ G such that φ s (x) = y for some s and such that Φ(φ t ) is continuous in t at z. Then set f (y) = Φ(φ s )(z). See Figure 4 . We will show that f is These will all follow from the continuity of flows at z and the easy properties of the sets A x . In particular, we will use the fact that for any flow {φ t } used in the definition of f (y), we have
Well defined. Let {φ t } and {η t } be two flows such that φ s (x) = η r (x) = y and such that both Φ(φ t ) and Φ(η t ) are continuous in t at z. Suppose for contradiction that Φ(φ
Continuity and injectivity. Continuity is immediate from the definition of f since Φ(φ t ) is continuous on the connected component of its support that contains z. Injectivity follows from continuity and the fact that A y ′ ∩ A y = ∅ for y = y ′ .
G-equivariance. By construction, the image of f contains exactly one point of A y for each y ∈ R. Given y ∈ R and g ∈ G, let {φ t } be a flow such that φ 1 (x) = y and φ s (x) = g(y) for some s. We may also choose {φ t } to have as large support as we want, so as to ensure it is continuous at z.
We also have
so it follows that f g(y) = Φ(g)(f (y)).
Surjectivity. The G-equivariance of f implies that the image of f is Φ(G)-invariant. Since we assumed that Fix(Φ(G)) = ∅, the image of f must be R.
It remains to show that f is C r under the assumption that p = r. To do this, we need a generalization of the following theorem of Takens. [20] ). Let f : M 1 → M 2 be a bijection between two smooth manifolds M 1 and M 2 with the property that g :
In our case, f : R → R satisfies the property that for each g ∈ G the conjugate f gf
r . We also know that Φ(G) acts transitively on the image of f . Takens' original proof can be easily adapted to this case to show that f is of class C r . We omit the details. The reader may also consult the main theorem of Rybicki in [18] for a similar (but more complicated to state) theorem that applies directly to our situation.
Thus, we have shown that Theorem 4.1 holds provided that Fix(Φ(G)) = ∅. If instead Fix(Φ(G)) = ∅, we can pick any connected component J of R \ Fix(Φ(G)) and run the proof above for the induced group homomorphism Φ J : Proof. This will follow from the fact that Φ(G) acts by C 2 diffeomorphisms along with the "diagonallity" of the action of Φ(G). That the embedding is topologically diagonal means exactly that for any two connected components J 1 and J 2 of R \ Fix (Φ(G)) with embeddings
conjugates the action of G on J 1 with the action of G on J 2 . We also know that there is some compact subset of R that contains all the connected components J i that are bounded. Moreover, Taken's theorem (Theorem 4.3 below) implies that each f 2 f −1 1 is of class C s where s = min(p, r) ≥ 2. One can show that such an action can be made C 1 , but it will necessarily have unbounded derivatives. See e.g. [16] for more details.
Finishing the proof of Theorem 1. 5 We conclude by stating the necessary modifications to replace either copy of R with S 1 in the statement of Theorem 4.1 and therefore prove Theorem 1.5. There are three cases to consider. . We know already that this must be topologically diagonal. The fact that this is true for any copy means that the embeddings are compatible, in the sense that if f i and f j are any two maps R → S 1 coming from any two embeddings of copies of Diff r c (R), then f i and f j agree on their common domain. It follows that the f i patch together to define a globally defined, continuous map f : S 1 → S 1 , which is locally a homeomorphism. The fact that f is equivariant with respect to the action of Diff r + (S 1 ) and that Diff r + (S 1 ) contains finite order rotations means that f must be a global homeomorphism. Again, we can use Takens' theorem to show that f is C r provided that p = r. It is also possible to show that Φ is topologically diagonal in this case by using flows on S 1 and Corollary 3.13. To prove this it will be enough to show that dim(M 1 ) = 1, since in that case it follows from Theorem 1.5 that Φ is topologically diagonal.
We start with an easy corollary of Szekeres's theorem. we have also C Diff r + (I) (g) = C Diff r + (I) (g 2 ). To construct such a g, we may use a diffeomorphism that acts as rotation by π/N ! on a small cylinder disjoint from supp(H), similar to the construction in the M 2 = R case above. Let g ′ be a diffeomorphism supported on the cylinder that does not commute with g N ! . As in our construction for the M 2 = R case, g ′ commutes with H and with g 2(N !) but not with g N ! . Since g and H commute, Φ(g) commutes with Φ(H), and Φ(g) N ! leaves invariant each subinterval or isolated point of Fix(Φ(H)). Moreover, since Φ(g) N ! commutes with Φ(H) and H is nonabelian, Φ(g) N ! must be supported on the subintervals fixed by Φ(H) (we are using the proof of Proposition 2.2 again here). In particular, we can regard Φ(g) N ! and Φ(g) 2N ! as diffeomorphisms of an interval, both with the same support.
Finally, consider Φ(g ′ ). Since Φ(g ′ ) commutes with Φ(H), we also have that Φ(g ′ ) N ! leaves invariant each isolated point or subinterval of Fix(Φ(H)). In particular, it fixes some point and we may regard Φ(g ′ ) N ! as a diffeomorphism of the interval. Then Φ(g ′ ) N ! commutes with Φ(g)
