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Abstract
An algorithm for the generation of quadrilateral grids on planar domains is presented. This algorithm is given by an iterative
procedure, where, starting from an initial grid on the domain under consideration, the coordinates of the grid vertices are iteratively
adjusted by using a local discrete variational approach. This procedure resembles the explicit difference scheme for a perturbed heat
equation, where the perturbation can be dropped for convex domains. Experimental results on benchmark domains are presented,
and show an interesting behavior of the proposed method.
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1. Introduction
Weconsider the problem of quadrilateral grid generation on planar domains. This problem arises inmany applications
where we need to compute the numerical solution of partial differential equations and of integral equations in complex
domains, see [12,11] for details. Many approaches for the numerical solution of the grid generation problem have been
proposed in the scientiﬁc literature, these techniques can be differentiated by the properties of the generated grids, that,
roughly speaking, can be classiﬁed as structured grids [9], and unstructured grids [5].
In this paperwe present amethod for the generation of structured quadrilateral grids.We brieﬂy describe this problem.
LetR be the set of real numbers. LetRN be the N-dimensional real Euclidean space. Let ⊂ R2 be a simply connected
domain, we denote with  ⊂ R2 the boundary of , and with G the quadrilateral grid on . Let I = [0, 1] × [0, 1]
be the unit interval of R2. Let p

: I →  be a parameterization of the boundary  of . We want to compute a
parameterization p : I →  of  such that p| = p. In this way, using the mapping approach, from the knowledge
of a coordinate grid GI on interval I, we can compute grid G on domain  as the image of GI through map p,
see [9, p. 2] for details. In Fig. 1 we can see an example of the gridGI on I with N =3, M =10, with the corresponding
grid G on a particular domain . A grid G is smooth when the two components of p are continuous and have
continuous derivatives; a grid G is uniform when p has uniform derivatives. We note that a smooth grid has smooth
coordinate lines; a uniform grid is made of quadrilaterals having approximately the same area.
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Fig. 1. An example. The domain  under consideration, the grid GI on I with N = 3, M = 10, and the corresponding grid G obtained with a
suitable parameterization p of .
Several different methods have been proposed to compute the above mentioned extension p, such as for example:
algebraic methods, differential methods and variational methods, see [9,10] for details. Algebraic methods [12,4], are
based on techniques resembling the ones in interpolation theory. Differential methods [7] are based on the solution of
suitable problems for elliptic, parabolic, and hyperbolic equations. Variational methods [8] are based on optimization
problems for the grid quality properties. These last two classes of methods are usually more accurate than the algebraic
methods, but they have a high computational cost with respect to the algebraic methods. More precisely the computa-
tional cost of the approximation of p actually depends on the method considered, such as for example an elliptic grid
generator has a computational cost approximately linear in the number of the grid nodes, that is the usual computational
cost of ﬁnite differences solution of elliptic boundary value problems, see [1, p. 114] for details.
We propose to solve this extension problem by an iterative procedure, that resembles the usual explicit difference
scheme arisen from an initial-boundary value problem for the heat equation on domain I. In particular, for convex
domains  we can actually consider the heat equation, but, in order to generate high quality grids on non-convex
domains, we need to consider a perturbed heat equation, where the perturbation depends on the boundary of the
domain . We propose a local discrete variational approach to provide automatically such a perturbation. A series of
benchmark domains are considered and grids on such domains are constructed by using a FORTRAN implementation
of the proposed method. This is an automatic code, that does not require the setting of parameters depending on the
particular domain taken into account. These simple numerical results show good stability properties of the proposed
method.
In Section 2 we describe the discrete variational method and we present our method. In Section 3 we describe the
numerical results obtained by testing our method on some benchmark geometries. In Section 4 we give our comments
and some possible improvements of the proposed method.
2. The method
We introduce the notation. Let v1, v2, v3 ∈ R2, where vi = (xi, yi)t , i = 1, 2, 3, we deﬁne: T = (v1, v2, v3) the
triangle with vertices v1, v2, v3; L(v1, v2) =
√
(x1 − x2)2 + (y1 − y2)2 the length of the line segment joining v1 with
v2; A(T ) = 12 ((x2 − x1)(y3 − y2) − (y2 − y1)(x3 − x2)) the oriented area of the triangle T. Note that A(T )0 when
v1, v2, v3 are counterclockwise oriented on T, and A(T )0 when v1, v2, v3 are clockwise oriented on T. Let N,M be
two positive integers, we deﬁne
J = {(n,m), n = 0, 1, . . . , N,m = 0, 1, . . . ,M},
J 0 = {(n,m), n = 1, 2, . . . , N − 1,m = 1, 2, . . . ,M − 1},
J = J\J 0,
J1 = {(n,m), n = 0, 1, . . . , N − 1,m = 0, 1, . . . ,M},
J2 = {(n,m), n = 0, 1, . . . , N,m = 0, 1, . . . ,M − 1}. (1)
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We note that J contains the indices of all the vertices of G, J 0 contains the indices of the vertices of G in the interior
of , so that J ⊂ J contains the indices of the vertices of G lying on . We denote with rn,m = (n/N,m/M)t ,
(n,m) ∈ J , the vertices of GI , with vn,m = (xn,m, yn,m)t , (n,m) ∈ J , the vertices of G, then vn,m = p(rn,m),
(n,m) ∈ J . We note that, as a consequence of the mapping approach, the grid G is uniquely determined from
its vertices vn,m, (n,m) ∈ J , so sometimes we use the notation G = {vn,m, (n,m) ∈ J }. Finally, we note that
for each (n,m) ∈ J1 ∩ J2 we have a quadrilateral of G whose vertices are vn,m, vn+1,m, vn+1,m+1, vn,m+1. We
denote with lmin the minimum length of edges of G lying on , Amean the mean area of the quadrilaterals of G,
Arif = min{Amean, (lmin)2}, Amin(G) the minimum area of quadrilaterals of grid G.
We brieﬂy recall the discrete variational approach for the generation of quadrilateral grids [2], where the coordinates
xn,m, yn,m, (n,m) ∈ J of the vertices of G are computed as the minimizer of a proper optimization problem. Let
x, y ∈ R(N+1)(M+1) be the vectors containing coordinates xn,m, yn,m, (n,m) ∈ J , respectively, the Length Functional
is deﬁned as follows:
FL(x, y) =
∑
(n,m)∈J1
(L(vn,m, vn+1,m))2 +
∑
(n,m)∈J2
(L(vn,m, vn,m+1))2 (2)
and the Area Functional is deﬁned as follows:
FA(x, y) =
∑
(n,m)∈J1∩J2
(A(vn,m, vn+1,m, vn,m+1) + A(vn+1,m, vn+1,m+1, vn,m+1))2. (3)
In this optimization problem we also have to consider a constraint given by p

, that is p| = p, so in the discrete
variational approach is usually considered the following minimization problem
min ((1 − )FL(x, y) + FA(x, y))
s.t. x, y ∈ R(N+1)(M+1)
(xn,m, yn,m)
t = p

(rn,m), (n,m) ∈ J , (4)
where  ∈ [0, 1] is a parameter, see [3] for details. Note that Length Functional, i.e.,  = 0, produces folded grids on
non-convex domains, on the other handArea Functional, i.e., =1, may have nominimizer or may produce non-smooth
grids. In order to reduce such undesirable properties of these functionals, a linear combination of both functionals is
considered in (4).
In the proposed approach we consider a local version of functionals (2), (3) and of problem (4). Let G˜ be an
approximation of G. Note that grid G˜ can be a non-smooth, non-uniform grid or even a folded grid. Let v˜n,m,
(n,m) ∈ J be the vertices of G˜, x˜, y˜ ∈ R(N+1)(M+1) be the vectors containing the coordinates of v˜n,m, (n,m) ∈ J .
For each (n,m) ∈ J 0 we consider the following Local Length Functional associated to G˜
F
n,m
L (u; x˜, y˜) = 14 ((L(u, v˜n,m−1))2 + (L(u, v˜n+1,m))2
+ (L(u, v˜n,m+1))2 + (L(u, v˜n−1,m))2), u = (x, y)t ∈ R2 (5)
that is the average of the squared lengths of the four segments joining u with v˜n,m−1, v˜n+1,m, v˜n,m+1, v˜n−1,m,
respectively.
For each (n,m) ∈ J 0, we deﬁne the following eight triangles: T (1)n,m = (v˜n,m, v˜n−1,m−1, v˜n,m−1), T (2)n,m = (v˜n,m,
v˜n,m−1, v˜n+1,m−1), T
(3)
n,m =(v˜n,m, v˜n+1,m−1, v˜n+1,m),T (4)n,m =(v˜n,m, v˜n+1,m, v˜n+1,m+1), T (5)n,m =(v˜n,m, v˜n+1,m+1,
v˜n,m+1), T
(6)
n,m = (v˜n,m, v˜n,m+1, v˜n−1,m+1), T (7)n,m = (v˜n,m, v˜n−1,m+1, v˜n−1,m), T (8)n,m = (v˜n,m, v˜n−1,m, v˜n−1,m−1),
and the average of their oriented areas
A˜n,m = 18
8∑
i=1
A(T (i)n,m). (6)
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For each (n,m) ∈ J 0, and for each i = 1, 2, . . . , 8 we denote with T (i)n,m(u) the triangle obtained from T (i)n,m replacing
v˜n,m with u, and we consider the following Local Area Functional associated to G˜
F
n,m
A (u; x˜, y˜) =
1
8Arif
8∑
i=1
(A(T (i)n,m(u)) − A˜n,m)2, u ∈ R2. (7)
Finally, for each (n,m) ∈ J 0, we deﬁne
Fn,m(u; x˜, y˜) = (1 − )F n,mL (u; x˜, y˜) + Fn,mA (u; x˜, y˜), u ∈ R2, (8)
where  ∈ [0, 1] is a parameter. We note that functionals (8) resemble the objective function of problem (4), but each
one of these functionals is related only to a unique vertex of grid G. Functionals (8) are employed in the following
iterative procedure.
The proposed procedure starts from an initial approximation of grid G and tries to compute the successive im-
provements of G minimizing the functionals deﬁned in (8). Let G(0) = {v(0)n,m = (x(0)n,m, y(0)n,m)t , (n,m) ∈ J } be an
initial approximation of grid G. LetV be a positive integer denoting the number of iterations, let G() = {v()n,m =
(x
()
n,m, y
()
n,m)
t , (n,m) ∈ J }, = 1, 2, . . . ,V, be the successive approximations of G, let x(), y() ∈ R(N+1)(M+1) be
the vectors with components x()n,m, y()n,m, (n,m) ∈ J , respectively. We consider the following iterative procedure:
v(+1)n,m = v()n,m + (u()n,m − v()n,m), (n,m) ∈ J 0,  = 0, 1, . . . ,V− 1, (9)
v(+1)n,m = v()n,m, (n,m) ∈ J,  = 0, 1, . . . ,V− 1, (10)
where  ∈ R, with 0< < 1, is a relaxation parameter, and, for each (n,m) ∈ J 0, u()n,m is the minimizer of function
Fn,m(u; x(), y()), u ∈ R2, so in the generic th step we have to solve (N − 1)(M − 1) optimization problems with
two independent variables.
The number of iterations V depends on ,  and G(0), and is chosen in accordance with the following stopping
criterion:V is equal to the ﬁrst  such that
‖x() − x(−1)‖∞ 1100 lmin,
‖y() − y(−1)‖∞ 1100 lmin, (11)
where ‖ · ‖∞ is the inﬁnity norm of ·.
We note that for =0 the minimizer of Fn,m(u; x(), y()) is u=u()n,m= 14 (v()n,m−1+v()n+1,m+v()n,m+1+v()n−1,m). Thus,
in this case, formula (9) reduces to the following formula:
v(+1)n,m = v()n,m +

4
(v
()
n,m−1 + v()n+1,m + v()n,m+1 + v()n−1,m − 4v()n,m),
(n,m) ∈ J 0,  = 1, 2, . . . ,V− 1, (12)
that is the explicit difference scheme for the heat equation on domain I. Therefore, when  is sufﬁciently small, from
the well-known smoothing properties of the heat equation, we have that the iterates of scheme (9), (10) improve the
smoothness of the grid under consideration. However, iterative procedure (9), (10), with  ≈ 0, may produce folded
grids when  is a non-convex domain. In Fig. 2 we show an example, where we can see the behavior of procedure
(9), (10), with  = 0, for two different domains: on the convex domain we obtain an unfolded grid, after 30 iterations
of the procedure, this grid is improved till to 140th iteration; instead on the non-convex domain the computed grid is
folded and no further improvements can be obtained by using  = 0. This unpleasant behavior of the Local Length
Functional on non-convex domains can be adjusted by the Local Area Functional. In the next section we show several
grids obtained by choosing  
= 0 in functionals (8).
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 G(0) G(10) G(20)
G(30)
G(30)
G(40)
G(40)
G(50)
G(50)
G(140)
G(140)
S G(0) G(10) G(20)
Ω
Fig. 2. The grids generated by using procedure (9), (10) with  = 0. On the convex domain we obtain a high quality grid, but on the non-convex
domain we obtain a folded grid.
3. Experimental results
The proposed method is tested on some geometries coming from the Rogue’s Gallery of Grids [9], which is a
set of benchmark problems for the grid generation algorithms. Moreover, we have considered two further interesting
geometries: the S-shaped geometry and SS geometry obtained shifting two equal squares, see [6] for details.
In the experimental results procedure (9), (10), is used with  = 0.9. The starting grid is always chosen as follows:
G(0) = {v(0)n,m, (n,m) ∈ J },
v(0)n,m = p(rn,m), (n,m) ∈ J ,
v(0)n,m = vc, (n,m) ∈ J 0, (13)
where vc is the center of the bounding box of the domain .
We note that procedure (9), (10) can be easily provided with an automatic choice of parameter . In the following
algorithm we propose a simple method to choose the right value of .
Algorithm 1. Let G(0) be the grid in (13), let  be a given tolerance. Compute the grid G as follows:
(1) set s = 1,V0 = 0;
(2) set s = 2s−12s−1+1 ;
(3) let G(Vs ) be the grid obtained afterVs iterations of procedure (9), (10) with  = s , the starting grid is G(Vs−1)
andVs is given by stopping criterion (11);
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Chevron G(10)
Backstep
Airfoil
Annulus
C G(0)
G(0)
G(0)
G(0)
Fig. 3. The grids obtained using Algorithm 1. On the left we have the domain , in the center we have the starting grid and on the right we have the
ﬁnal grid.
(4) if Amin(G(Vs )) > Arif, the desired grid is G = G(Vs ) and go to step (7);
(5) if Amin(G(Vs )) <Amin(G(Vs−1)), the desired grid is G = G(Vs−1) and go to step (7);
(6) increase s by 1 and go to step (2);
(7) stop.
We note that Algorithm 1 is based on an iterative process where procedure (9), (10) is performed in each iterate with
different values for . In order to compute a smooth grid G, Algorithm 1 tries to compute this grid with the minimum
possible value of . Steps (4), (5) are stopping criteria. Criterion (4) tests the desired features of grid G, that is all the
quadrilaterals of G have a quite large area. Criterion (5) prevents the choice of too large parameters . Let s = S be
the number of the iterates performed in Algorithm 1 andV =V1 + · · · +VS be the total number of iterations of
procedure (9), (10) needed to construct the desired grid G when we use Algorithm 1.
In Figs. 3–5 we report the numerical results obtained by Algorithm 1 on the above mentioned domains. Note that
for these results the parameter = 0.9 is chosen. For each example it is shown the domain, the initial grid G(0) and the
resulting grid G with the values ofV, S and S .
Algorithm 1 provides satisfactory results for all domains. The quality of these grids are comparable with the ones
obtained by usual variational methods; however, a very interesting result is given by domain SS, which is a particularly
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Horseshoe  
Tie
Valley G(0)
G(0)
G(0)
Plow G(0)
Fig. 4. The grids obtained using Algorithm 1. On the left we have the domain , in the center we have the starting grid and on the right we have the
ﬁnal grid.
S
SS G(0)
G(0)
Fig. 5. The grids obtained on domains S and SS using Algorithm 1. On the left we have the domain , in the center we have the starting grid and on
the right we have the ﬁnal grid.
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difﬁcult domain, see [6] for a detailed discussion. Moreover, the computational cost of Algorithm 1 is lower than the
usual variational methods, in fact all the results shown in Figs. 3–5 require a small fraction of second to be computed on
a Digital Alpha Workstation 500 au. Of course, this reduced computational cost is due to the fact that usual variational
methods have to compute the solution of a non-linear minimization problem with about 2NM unknowns, the proposed
method has to compute NM non-linear minimization problems in two unknowns.
4. Comments
We proposed an iterative procedure for the solution of the grid generation problem. This procedure, starting from an
initial approximation of the grid under consideration, generates successive improvements of this grid by minimizing
several local functionals. When the parameter  is set equal to zero, this procedure reduces to the explicit difference
scheme for the heat equation on domain I. In general, i.e., for > 0, this procedure can be seen as a perturbation of such
a scheme and the perturbation needs to be considered only for non-convex domains. We proposed a simple automatic
strategy to choose such a parameter . The numerical experiments show that the method gives good quality grids in all
the domains taken into account. The proposed method deserves future investigations. In particular, the computational
cost of the method can be further improved by an explicit approximation of the minimizer of functional (8). Moreover,
the efﬁciency of the proposed method can be probably used in the solution of more difﬁcult problems, such as for
example the grid generation on three-dimensional domains.
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