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Abstract
Since 1991, matter wave interferometry has been used in many laboratories for a
variety of fundamental physics experiments, e.g. measurement of the fine-structure
and gravity constants or equivalence principle tests. This new technique is also
ideally suited for high-accuracy geophysical gravity measurements. However, due
to the complexity of these experiments they were so far confined to laboratory en-
vironments. Only in recent years efforts have been undertaken to develop mobile
atom interferometers. These new sensors now open up the possibility to perform
on-site high-precision measurements of rotations, gravity gradients as well as ab-
solute accelerations.
This work reports on the design, construction and first tests of an absolute
gravimeter. It is based on interfering ensembles of laser cooled 87Rb atoms in
a one meter high atomic fountain configuration. Local gravity is measured by
applying three Raman light pulses while the atoms are in free fall, thereby splitting
and recombining the atomic wave packets. The resulting interference fringes are
sensitive to the movement of the atoms within a gravitational potential.
We have measured the value of local gravity g at a resolution of one part in
1010 at an integration time of 12 hours, or 2.2 · 10−7 m/s2/
√
Hz. This was high
enough to be sensitive to a number of time varying gravity effects like tides, ocean
loading or changes in gravity caused by air pressure. In a comparison under
similar measurement conditions, the instrument has surpassed the performance of
conventional mobile gravimeters by almost one order of magnitude.




Im Jahr 1991 wurde erstmals die Interferenz von Atomen experimentell nach-
gewiesen. Seitdem wird dieses Phänomen in vielen Bereichen der Grundlagenfor-
schung angewendet, unter anderem zur Bestimmung von Naturkonstanten mit bis-
her unerreichter Genauigkeit oder für Tests des Äquivalenzprinzips. Grundsätzlich
können auch geophysikalische Vermessungen des Schwerefeldes der Erde von dieser
neuen Technik profitieren, allerdings waren Atominterferometrie-Experimente auf-
grund ihrer Komplexität bisher nur in Laboren möglich. Erst kürzlich wurde mit
der Entwicklung mobiler Atominterferometer begonnen, die nun die hochpräzise
Messung von Rotationen, Gravitationsgradienten sowie der absoluten Schwerebe-
schleunigung außerhalb von Laboren ermöglichen.
Im Rahmen dieser Arbeit wurde ein absolutes Gravimeter entwickelt, konstru-
iert und getestet. Es basiert auf 87Rb-Atomen, die in einer Vakuumumgebung
gefangen, gekühlt und senkrecht entgegen der Erdanziehung beschleunigt wer-
den. Während des anschließenden freien Falls werden die atomaren Ensembles
durch drei Raman Lichtpulse aufgespalten und rekombiniert. Die lokale Schwere-
beschleunigung kann aus den resultierenden Interferenzmustern bestimmt werden,
die abhängig von der Bewegung der Atome in einem Gravitationspotential sind.
Wir haben den Wert der lokalen Schwerebeschleunigung, g, mit einer Auflösung
von 1 : 1010 bei einer Integrationszeit von 12 Stunden vermessen. Dies entspricht
2,2 · 10−7 m/s2/
√
Hz. Mit dieser Genauigkeit konnten bereits zeitliche Veränderun-
gen des lokalen Schwerefeldes registriert werden, hervorgerufen durch eine Viel-
zahl an Effekten wie Erd- und Ozeangezeiten oder atmosphärischen Variationen.
In einem Vergleich unter ähnlichen Messbedingungen konnte unser Instrument
die lokale Schwerebeschleunigung mit einer um fast eine Größenordnung höheren
Genauigkeit bestimmen als ein herkömmliches Gravimeter.
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1 Introduction to gravimeters based on
atom interferometry
1.1 Gravity measurements
The acceleration of bodies due to gravity has occupied the minds of scientists for mil-
lennia. In the 4th century BC, the Greek philosopher Aristotle postulated that bodies
move corresponding to their inner nature, their substance and weight (“gravitas”):
Those made out of solid matter (earth) move downwards towards their natural resting
place, while objects of the air (fire) move upwards. According to this reasoning, stones
fall faster towards the Earth than for instance a plant leaf, as the Earth is composed
primarily of stones. This theory was disproved by Galileo in the early 17th century,
who found that objects of different masses accelerate equally towards the center of the
Earth. Half a century later, in 1687, Sir Isaac Newton published his magnum opus,
the Philosophiæ Naturalis Principia Mathematica in which he derived his three laws
of motion that form the basics of classical mechanics. He also found that two objects
attract each other by a gravitational force that is proportional to the product of the
two masses divided by the square of their distance,
F ∝ m1 ·m2
r2
. (1.1)
The proportional constant, later denoted G, was first measured in 1798 by Henry
Cavendish and is commonly known as ‘Newton’s Constant’ or ‘Big G’. The equivalence
principle was introduced by Albert Einstein in 1907, when he postulated that of any
given body, inertial and gravitational masses are identical. This implies the complete
physical equivalence of a gravitational field and a corresponding acceleration of the ref-
erence system. Today, gravitation has been established as one of the four fundamental
interactions that cannot be described in terms of other interactions (the other three
being electromagnetism, strong interaction and weak interaction).
In the second half of the 20th century, technology has become available which enables
the scientific community to measure gravitational attractions – or accelerations – at
increasing levels of precision. Some examples of objects and events whose gravity field
(or change thereof) can be measured using today’s technology is compiled1 in table 1.1.
While there is still ongoing research dedicated to explore the nature of gravity itself
[1, 2, 3], measurements of gravity have also become one of the key aspects of Earth
observation. It is used to monitor the status of (and changes in) the environment of
planet Earth which affects all its physical, chemical and biological systems. In recent
years, results from these measurements have become more and more important due to
1The unit Gal which we use here and throughout this thesis is the unit of acceleration commonly
used in gravimetry. 1 Gal = 1 cm/s2.
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Object / Effect Gravity value [µGal]
Earth 980 000 000
Gravity gradient above surface -300 per meter
Solid Earth tides (Moon / Sun) ±150
Ocean loading ±10
Ground water level ±10
Air mass ±9
Polar motion ±6
Geodynamics (glacial rebound, tectonic motion) ±5
Gravity field anomaly (minerals) up to 10000
Construction sites, excavations ±100
Person of m = 70 kg at distance d = 0.5 m 2
Table 1.1: Orders of magnitude of various measurable gravity effects for a location on the
Earth’s surface. Data compiled from [5], [6], [7].
the dramatic impact that modern human civilization is having on the Earth, as well
as naturally occurring phenomena that influence our environment dramatically. Data
gained from gravity measurements makes it possible to model the Earth’s gravity field
(both local and global) and its changes (both short-term and long-term). The more
accurate the data is, the better the models and therefore predictions for the future
become (e.g. volcanic eruptions, polar ice melting, sea level changes) [4]. Figure 1.1
shows many of the scientific aspects of Earth observation that benefit from gravity
measurements. There are many temporal and spatial parameter ranges in which vari-
ous effects overlap. In addition to other measurements (e.g. air pressure, temperature,
flow velocities), highly accurate gravity data is required to allow for an independent
modeling and therefore separation of these effects. For high-frequency signals such as
ocean tides or seismic deformations, aliasing problems are introduced which again raise
the need for high-resolution data, so that de-aliasing can be performed reliably. Effects
that are sharply localized in the spatial-temporal parameter space like volcanic erup-
tions can of course be measured much better by ground-based gravimeters, whereas
larger length scales require measurements from satellites in Earth orbit.
In addition to all effects that change in time, gravity measurements are also em-
ployed to precisely determine the shape of the Geoid. The Geoid is an equipotential
surface that would coincide exactly with the mean surface of the Earth if the oceans
were in equilibrium, at rest and extended through the continents (figure 1.2). It is
used as a zero surface which is needed as a standard for the characterization of topo-
graphical elevations and offers much more accurate measurements than the previously
used reference ellipsoid. The current definition of the Geoid is provided by a data set
from the 1990s known as the Earth Geodetic Model (EGM96).
In this chapter, atom interferometers as a new tool for the high-precision measure-
ments of absolute gravity and gravity gradients are introduced. In the following two
sections, Earth-bound and space-bound gravity measurements are presented. Each
section introduces current state-of-the-art measurement techniques, followed by an
overview of current and future applications of atom interferometers in those fields,
2
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Figure 1.1: Effects of mass on spacial and temporal determination of the geoid, from [4].
including the Earth-bound mobile atomic gravimeter which is the main subject of this
thesis. The chapter concludes with a description of the structure of the main body of
the thesis.
1.2 An atom interferometer as a tool to measure g
While the deBroglie hypothesis has been proven quite early in the 20th century by
the first observances of the interference of electrons [8] and later also of neutrons
[9], it hasn’t been until 1991 that interference of whole atoms was observed. In that
year, four different experiments at four different institutes independently demonstrated
first successful mater-wave interference of atoms whose results were all published in
march and april of that year. At the University of Konstanz, Germany, an experiment
based on Young’s double-slit setup used a helium beam and slits cut into a thin gold
foil [10]. At the Massachusetts Institute of Technology (MIT), USA, interference of
sodium atoms using a grating was realized [11]. Finally, two atom interferometers
3
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Figure 1.2: Threedimensional depiction of the geoid, from www.esa.int. Colors represent the
local geoid surface height – in yellow and red zones the surface of the geoid is
farther away from the center of the Earth than in turquoise and blue zones.
using laser light for the splitting of the wave packets have been demonstrated: calcium
atoms passing through an optical Ramsey geometry at the Physikalisch-Technische
Bundesanstalt (PTB), Germany [12], as well as sodium atoms that are subjected to
Raman pulses at Stanford University, USA [13].
Since then, light-pulse atom interferometry has developed into a powerful tool for
the ultra precise measurement of accelerations and rotations. It is now used in various
laboratories for experiments in the fields of fundamental physics as well as metrology
(measurement of rotations [14, 15, 16], local gravity [17] or its gradient [18]). In
principle, this new technique is also ideally suited for high-accuracy Earth observation
field research [19] and could substantially exceed the performance of classical gravi-
meters [20, 21]. However, due to the complexity of these experiments they were so far
confined to laboratory environments. Only in recent years efforts have been undertaken
to develop mobile atom interferometers that might in future versions also be used on
satellite missions [22, 23].
In the context of this thesis, such a mobile gravimeter based on atom interfer-
ometry has been conceptualized, designed, built and characterized. This gravimeter
is intended specifically for high-precision geophysical on-site measurements. In the
following sections, the underlying concepts of such an atom interferometer will be
presented, followed by short reviews of the application possibilities of inertial sensors
4
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1. 3D Magneto-Optical Trap,
then state selection
2. Free fall 3. Raman π/2 pulse
(Splitting)
4. Interrogation time T
5. Raman π pulse
(Mirror)
6. Interrogation time T 7. Raman π/2 pulse
(Recombination)
8. Detection
Figure 1.3: Sequence of an atomic gravimeter.
based on atom interferometry in Earth-bound (section 1.3) and Space-bound (section
1.4) measurement environments.
Concept
In an absolute gravimeter, the change in position of a free falling test mass is read out,
from which the local acceleration due to gravity can be determined. While in classical
gravimeters the test mass is a macroscopic object that is read out optically (see section
1.3.1), in atom interferometers an ensemble of laser-cooled atoms is employed as test
mass. The change in position of the atoms is monitored by their interaction with a
stationary Raman laser wave. This can be interpreted as an ’optical ruler’ to which
the position of the atoms is compared. A simplified explanation of the timing sequence
of such a measurement is presented here as an introduction (see figure 1.3), while a
more detailed treatment is reserved for the main body of this thesis.
In most atomic gravimeters, an ensemble of some 108 laser-cooled neutral atoms is
5
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prepared in a 3D Magneto-Optical Trap (MOT) in an ultra-high vacuum environment.
Due to the convenient level structure of their D2 transition, the availability of laser
diodes at that wavelength and the relatively low temperatures required to achieve
sufficient vapor pressure, the alkali metals cesium and rubidium (in our case rubidium-
87) are most commonly used as atomic species. The atoms are then further cooled in
optical molasses after which the trap is switched off, thereby releasing the atoms into
free fall. A state selection is applied to ensure that all atoms are in the same hyperfine
state.
During the fall, the atoms are subjected to three pulses from laser beams, thereby
inducing two-photon Raman transitions that transfer them between the two hyperfine
ground states |52S1/2, F = 1〉 and |52S1/2, F = 2〉. The pulse sequence consists of one
π/2-, one π-, and finally another π/2-pulse. The first pulse constitutes an atom optic
beam splitter which causes half of the atoms to be transferred to the other hyperfine
ground state and experience a momentum transfer due to photon recoil. The two
clouds will spatially separate during an interrogation time T . The second pulse acts
as a mirror, exchanging internal and momentum states of the two clouds. At the end
of a second interrogation time T , the clouds will again overlap. The third pulse finally
recombines the atoms. If the phase difference ∆Φ accumulated during the separation
is zero or a multiple of 2π, all atoms will be in the original state after recombination.
At an odd multiple of π, all atoms will be in the other hyperfine ground state.
In order to achieve a large separation, a significant amount of photon recoil needs
to be transferred from the lasers onto the atoms, which is why a counterpropagating
beam configuration is chosen: During each two-photon process, the atoms absorb a
photon from the light field of one of the Raman beams and emit a photon into the light
field of the other Raman beam. Both photons and hence the photon recoil experienced
by the atoms will be in the same direction if Raman beams are applied from opposing
directions. Applying the Raman beams parallel to the direction of atomic free fall, the
atoms are separated along their velocity vector. Since at each pulse, the local Raman
laser phase is imprinted onto the atoms, both atomic wave packets now interact with
different parts of the Raman laser wave. At the output of the interferometer, the




with ∆Φ being the phase difference between both packets after the third pulse. The
atomic position relative to the laser field z(t) = gt2/2 changes between pulses due to
local gravity acceleration g. Hence, the laser phase
φi = keff · z(ti) (1.3)
imprinted into the atoms during Raman laser pulse i = A,B,C accumulates to
∆Φ = φA − 2φB + φC (1.4)
with keff being the Raman laser wave vector. Setting t = 0 for the first pulse and
given a pulse separation T so that φA = 0, φB = keffgT 2/2 and φC = keffg(2T )2/2,
6
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Since keff and T are known parameters of the experiment, we can now measure the
absolute value of acceleration due to local gravity g by detecting the population ratio
between both hyperfine states at the output of the atom interferometer.
If one were to produce two clouds of atoms that are in free fall simultaneously, one
can extend this concept to measure the local gravity gradient [18]. Applying the three
Raman pulses onto both atomic clouds, both will undergo the process of splitting,
mirroring and recombination as described above. The difference in signal between
both interferometers is proportional to the difference in gravity acceleration between
the positions of the two clouds
∆φ2 −∆φ1 = keff(g2 − g1)T 2. (1.6)
Such a gradiometer setup can therefore be used to measure both the absolute value of
local gravity as well as its gradient on one axis. Requirements on the noise performance
of subsystems such as Raman laser phase noise or vibrational noise are less stringent in
a gradiometer configuration, since due to the nature of the differential measurement,
many of these noise sources cancel out.
Applications and performance
Today, atom interferometers are employed for a variety of applications, both as high-
precision inertial sensors as well as for research in fundamental physics. Examples
include the testing of predictions made by the theory of general relativity such as
the measurement of gravitational redshift [24, 25] or the equivalence principle [26,
27, 28]. Employing atom interferometers, fundamental physical constants can also be
determined to much higher precision than previously possible, such as the gravitational
constant G [29, 30] or the fine-structure constant α via a measurment of h̄/matom [31].
They are also used as a tool for gravity field characterization in the context of the Watt
balance project currently happening at the Bureau National de Metrologie (BNM) in
Paris for a redefinition of the kilogram [32, 33]. Furthermore, atom interferometry
experiments are currently being proposed for the future measurement of gravitational
waves [34, 35, 36].
For existing Earth bound atom-based inertial quantum sensors, gravimeters have
reached an accuracy2 of ∆g = 4 µGal [17] and a resolution of ∆g = 8 µGal/
√
Hz
[37]. The current performance of atomic gravity gradiometers has reached a level3 of
4 E/
√
Hz for a 1 meter baseline instrument following the principles outlined in [38].
It can be assumed that even higher performance of gravimeters and gradiometers has
been achieved as of the writing of this thesis. However, supporting data remains
unpublished.
Recently, alternative concepts for the measurement of gravity using ultracold atoms
21 µGal = 10−8 m/s2
31 E (Eotvos) = 1 · 10−9 1/s2
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have been demonstrated. These include a quantum trampoline, where the value of
g is obtained by tuning the trampoline period to a value that minimizes the atom
loss [39], and an amplitude-modulated vertical optical latice for the confinement of
ultracold strontium atoms [40]. However, these alternative methods have yet to reach
a sensitivity comparable to that of a Raman-pulse atom interferometer.
1.3 Earth-bound gravimetry
For applications in Earth observation gravimetry, we need to distinguish between the
two different basic types of sensors, namely gravimeters and gravity gradiometers.
A gravimeter is equivalent to an accelerometer with excellent DC-performance which
performs a single-point measurement of acceleration, usually configured in the direction
of the Earth’s gravitational pull. A gravity gradiometer on the other hand performs
a measurement of space-time curvature, which is a direct measure of gravitational
field strength disentangled from the local absolute value of gravity. For Earth-bound
measurements, gravimeters are usually employed. They can again be separated into
two categories: Absolute gravimeters and relative gravimeters.
1.3.1 State of the art
Free-fall absolute gravimeters
One of the most common absolute gravimeters for on-site measurements [41] is the
free-fall gravimeter FG-5, developed at the Joint Institute for Laboratory Astrophysics
(JILA). Today, instruments from the latest product generation of FG-5 are sold com-
mercially by Micro-g/LaCoste and are used by many geophysics institutes [42]. While
there are alternative absolute gravimeters such as the FG-L and A-10 [43] – both built
at JILA as well – and the newly-developed MPG-1 [44], they all employ the same
basic operating principle of macroscopic test masses whose acceleration in free fall is
read out optically. The FG-5 is the commercial absolute gravimeter most widely used
in gravimetry and geophysics which is why we focus here on a description of that
particular instrument.
The FG-5 consists of four primary systems [46]: The drop chamber including a
corner cube that is read out during free fall, a second, vibration-isolated corner cube
that the acceleration is measured in reference to, an optical interferometer and finally
the electronic read-out system including a time-base. The schematic is shown in figure
1.4. We will now discuss those four systems in detail.
• Drop chamber
The drop chamber is connected to an ion vacuum pump that holds the chamber
at a vacuum pressure of about 10−4 Pa. The corner cube is contained within a
drag-free chamber to minimize the effect of residual molecules in the chamber
as well as electric fields on the corner cube. At release, the chamber accelerates
downwards driven by a motor in a controlled manner so that the corner cube
is in absolute free fall and not in mechanical contact with the chamber. At the











Figure 1.4: Schematic of an FG-5 gravimeter. Left: Mechanical setup [45], right: interferom-
eter setup.
lifting the cube back up to its starting position for the next drop. The total drop
length is 22 cm for a free fall time of about 0.2 s.
• Reference
As inertial reference, a second corner cube is held in the FG-5’s lower part.
It is stabilized by a super-spring to cancel out microseismic disturbances that
would degrade the measurement. A servo coil is employed for active feedback,
effectively reducing the spring’s resonance frequency from 1 Hz to about 20 mHz
which would correspond to a 1 km long spring. Vertical vibrations of the floor due
to most common noise sources are hence filtered out, such as those produced by
machines (usually 2− 30 Hz) or short-wavelength effects of nearby water masses
(waves, local currents, usually 0.1− 0.3 Hz).
• Interferometer
An iodine-stabilized helium-neon laser at λ = 633 nm and a frequency stability
of 2.5 · 10−11 is used in a Mach-Zehnder optical interferometer setup. The light
enters the chamber via an optical fibre and passes through a 50:50 beam splitter.
The transmitted beam (reference) continues towards a fast photo diode, while
the reflected beam (probe) is directed upwards towards the corner cube in free
fall. It is reflected first by that corner cube and afterwards by the reference
corner cube at the bottom which is positioned exactly below the drop chamber
in order to reduce sensitivity to inclination during the fall. The probe beam
is then overlapped with the reference beam, resulting in an interference signal
on the photo diode that depends on the difference in arm length between probe
9
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and reference beam. As the arm length of the probe beam decreases continually
during free fall, one can deduce the gravitational acceleration experienced by the
corner cube by observing the changes in the interference signal. Assuming a rigid
mounting of the optical bench, any mechanical noise on the optics will not result
in a change in interferometer arm length, as the probe beam is reflected twice,
once from above and once from below. Hence, the interferometer signal depends
only on the distance between the free fall corner cube and the reference corner
cube, effectively measuring the relative acceleration between the two.
• Read-out and timebase
The interference signal is electronically converted to TTL pulses and read out by
a frequency counter. During one free fall, 7 · 105 pulses will be generated. The
analyzer software records the times tn of every 1000th pulse n, resulting in a
database of 700 entries. For the moment of each pulse, the current position of
the corner cube relative to its starting point can be calculated by
sn = n ·
λ
2 . (1.7)
The 700 data pairs sn, tn are fitted to
s = 12gt
2 + v0t+ s0, (1.8)
resulting in a value for g. The time reference of the analyzer is provided by a
rubidium standard that generates a 10 MHz signal at a relative drift of 4 · 10−11
per month which can be further reduced by stabilizing it to a GPS reference.
According to the manufacturer, the accuracy of an FG-5 is about 2 µGal at a sen-
sitivity of 15 µGal/
√
Hz. However, this holds true only for measurement sites of ex-
tremely low vibrational noise and at very high repetition rates. The latter will severely
limit the lifetime of the gravimeter due to mechanical wear and tear which is why the
FG-5 is almost never used at its maximum repetition rate in the field. At vibrational
conditions normally encountered at measurement sites and at usual operating param-
eters (repetition rates of around 1/15 Hz or less), sensitivity is often on the order of
100 µGal/
√
Hz – see comparison in section 5.3.
Relative gravimeters
If the absolute value of gravity is not required but rather a change thereof, relative
gravimeters are employed. These devices suffer from instrument drifts and are therefore
not suitable for long-timescale gravity comparison campaigns. The two most common
principles of operation are briefly introduced here.
• Superconducting gravimeters [47] operate by suspending a diamagnetic su-
perconducting niobium sphere which is cooled by liquid helium in an extremely
stable magnetic field. The magnetic field is generated by a current source. The
precise current required for the suspension of the sphere is directly proportional
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to the gravitational acceleration. While the setup and calibration of a supercon-
ducting gravimeter is nontrivial, it can achieve sensitivities of the order of 1 nGal
at one minute integration time [48] which is the highest sensitivity ever achieved
by any type of gravimeter. These gravimeters are usually employed for high-
precision measurements of short-timescale (seconds to days) gravity changes.
For stationary instruments, drifts can be as low as 1 µGal/year after an initial
6-12 months stabilization period.
• Spring-based gravimeters [49] employ a proof mass that is balanced by a
spring and a small electromagnetic force. The feedback current required to hold
the proof mass in position is read out. From this a gravity value can be calculated
at a sensitivity of about 1 µGal at an integration time of a couple of minutes.
These gravimeters can be constructed in an extremely compact design at the size
of about one desktop computer and are available commercially (e.g. the CG5
by Scintrex Ltd.). Applications include linking different locations to a reference
point that has been characterized by an absolute gravimeter, eliminating the
need for multiple time-consuming absolute gravity measurements if more than
one point needs to be characterized. Instrument drift of commercial portable
instruments is on the order of 20 µGal/day even if it is carefully moved between
measurements.
A comparison of absolute and relative gravimeters can be found in [50].
1.3.2 Portable high-precision atomic gravimeters
The main focus of the work on this thesis is the development, construction and charac-
terization of an atom interferometer for the high-precision measurement of the absolute
value of local gravitational acceleration g. In order for this instrument to be able to
perform measurements at sites of geophysical interest, the system needs to be robust,
“truckable” (i.e. easily transportable by a small truck from one gravity measurement
site to the next) and relatively quick to set up (i.e. less than a day after transport).
To achieve this, most components usually employed in laboratory cold atom experi-
ments were redesigned to fulfil these requirements. The main physics package of this
gravimeter consists of a vacuum chamber that is mounted in a transportable frame
(see figure 1.5 and chapter 3), while laser and control systems are mounted in two
standard electronic racks (see chapter 4).
The gravimeter was designed for a target sensitivity on the order of 10 µGal/
√
Hz at
realistic vibration conditions (or 1 µGal/
√
Hz for intrinsic noise only) in order to offer
a significantly higher sensitivity than classical gravimeters. At the same time, accuracy
is projected to be around 0.5 µGal (i.e. a few parts in 1010). This is in addition to
practical improvements of a higher repetition rate and less wear and tear due to an
absence of mechanically moving macroscopic components.
As the sensitivity of an atomic gravimeter scales with T 2, a long interrogation time
and consequently a long free fall time is required. The system was thus designed to
launch the atoms upwards in a fountain setup, so that the available time in free fall
could be doubled in respect to simply letting the atoms drop from the position of the
Magneto-Optical Trap, enabling us to operate the gravimeter at T > 200 ms.
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Figure 1.5: Concept drawing of the physics package of the mobile atomic gravimeter with
thesis author silhouette as height reference. Physics package design by A. Senger.
Our system represents to our best knowledge the only atomic fountain gravimeter
in existence that is designed for on-site high-precision measurements of local gravity.
However, a variety of other atom interferometers are in development that are built for
slightly different purposes. One such gravimeter is being operated at SYRTE in Paris,
France [51]. Due to a smaller vacuum chamber, the sensor is intrinsically limited to
an interaction time of T = 50 ms. While it is not as easily moved from site to site, it
has already participated in a comparison campaign with classical gravimeters [21] and
its systematic error sources are well understood. Another system has been developed
at the Institut d’Optique in Palaiseau, France, for application in microgravity envi-
ronments [52, 53]. Also of note is a new effort of a group in China who has recently
published first results [54].
1.4 Satellite gravimetry
Atom interferometry based inertial quantum sensors might be used for the exploration
of the gravitational field and the mapping of gravity and gravity gradients of celestial
bodies. For this purpose, both gravimeters and gravity gradiometers can be considered,
where a gravimeter can be used for the mapping of gravitational fields if additional
tracking information is available to disentangle gravitation and residual accelerations
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due to other effects. A gravity gradiometer avoids the complications caused by the
application of the equivalence principle by directly measuring the gravitational field
strength disentangled from local acceleration. I.e., a uni-axial gradiometer will read
out one component of the gravity-gradient tensor Γ which is related to the gravity
potential V and the gravity acceleration g as
V (r, θ, φ) ∇−→ g ∇−→ Γ (1.9)




α, β = x, y, z (1.10)
are independent. By providing more than one sensor in a well defined spatial config-
uration, a gravity gradiometer can thus map gravitational field without, in principle,
the need for extremely precise external tracking. The instruments can be further
categorized by the type of spatial configuration chosen, distinguishing between uni-
axial and multi-axial, as well as between single satellite missions and long baseline
satellite formations. Using atom-based inertial quantum sensors, gravity gradiometers
are basically implemented as a suitably interconnected assembly of atomic quantum
accelerometers. Many basic characteristics are thus strongly related, with the gra-
diometer performance generally scaling with the distance between accelerometers. As
gradiometers offer additional common mode rejection of several important disturbing
effects, the differential noise performance of a gradiometer will typically be better than
that of each of the single accelerometers that make up the gradiometer taken as a single
unit. Optimizing this common mode rejection is one of the performance drivers in the
design of high performance instruments. Keeping these points in mind, the following
discussion will generally focus on gradiometers.
Gravity mapping is also of high interest for other celestial bodies (e.g. understanding
of gravitational anomalies, geological structure, search for underground water and ice,
etc. [55]). So far, however, all high resolution space based measurements have been
done in the orbit of planet Earth.
1.4.1 State of the art
The performance reference here is given by the GRACE (Gravity Recovery and Climate
Experiment) and GOCE (Gravity Field and Steady-State Ocean Circulation Explorer)
missions, see figure 1.6. GRACE was launched in 2002 and is nearing the end of its
duty cycle as of 2011. It comprises a dual spacecraft configuration in a decaying or-
bit of approximately 450 km using electrostatic accelerometers in conjunction with a
K-band Ranging System of some µm precision. Its spatial resolution for static ground
phenomena is limited to 150− 200 km, mass variations of higher frequencies (slower
than 14 day periods) can be observed at a resolution of 500 km, as indicated in figure
1.1. In figure 1.7, its performance is plotted against some effects that can not yet
be completely measured by GRACE. A future mission that increases sensitivity by at
least one order of magnitude would be able to detect these phenomena. GOCE was
launched in 2009 and uses a different concept, with a 3-axis gradiometer that consists
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Figure 1.6: Concept and mission parameters of GOCE and GRACE, compiled from [56].
Figure 1.7: GRACE error (red) versus various Earth mass effects. GRACE data is from
2006, current sensitivity is 5-10 times higher. Measurements of static effects






Figure 1.8: Simulated signal spectrum of GOCE observables (brown/green/blue) and pro-
jected GOCE error (red), both from [57]. Shown together with atom interferome-
ter error estimates (pink) in three scenarios. Basic AI: Estimated sensitivity if one
were to put an earthbound atom interferometer as-is into orbit. Space optimized
AI: An interferometer design that takes full advantage of its space environment.
Advanced AI: Employing quantum computing concepts as described in section
1.4.2.
of six differential electrostatic accelerometers measuring the gravity gradient aboard
a single spacecraft. The GOCE mission goal is to provide a gradiometry performance
at a level of 100 mE/
√
Hz at 5 mHz, 18 mE/
√
Hz at 10 mHz, and 11 mE/
√
Hz from
20 to 100 mHz [58]. An error simulation is shown in figure 1.8. Since this measure-
ment technique can not provide absolute gravity data but gradient measurements only,
instrument drifts result in a low sensitivity at longer timescales. Furthermore, the sen-
sor has to be precalibrated, which has to be done before the satellite is launched in a
ground-based measurement. Due to this fact, one of the axes is calibrated against a
large offset due to Earth’s gravity which leads to a worse sensitivity performance than
that of the other axes.
1.4.2 Applications of Atom-Based Inertial Sensors
Even with GOCE and GRACE in orbit, there are still a number of effects that cannot
be detected, as can be well seen in figure 1.1. In conjunction with work on this thesis,
a study has been conducted investigating the potential gain for Earth observation
sciences by installing atom interferometers in Earth orbit. This study called APPIA
(Applications and Implementations of Atom-Based Inertial Sensors) was commissioned
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by the European Space Agency and some of its findings are summarized in the following
section.
Principal aspects that can be improved upon
• Higher spatial resolution
The spatial resolution with which gravity effects on the Earth’s surface can be
observed is directly linked to the altitude at which the sensor is orbiting the
Earth. With increasing altitudes, for instance, short wavelength effects drop off
rapidly, as the higher orbit acts as a natural spatial filter. This can, however,
be an advantage when observing long-wavelength phenomena like glacial move-
ments or ocean loading effects, even though the higher altitude will diminish the
amplitude of the measurable effect. At lower altitudes, the study of localized
phenomena becomes possible, like for instance coastal currents, fronts, ice bot-
tom topography, bathymetry or height determination. One of the problems of
low-orbit missions is an increased influence of atmospheric currents (and there-
fore signal noise) on the satellite trajectory. This disturbance is an effect that
would be reduced significantly when employing gradiometers based on atom in-
terferometry, due to common mode suppression of noise and systematic effects.
• Higher temporal resolution
In order to observe effects that vary in time, a higher temporal resolution is
required: since any given satellite sensor can only observe effects along its orbit’s
trajectory, this can only be achieved by different orbits and therefore a trade-
off between temporal and spatial resolution. A more complex alternative is the
implementation of not only one but multiple satellites.
• Higher precision
Even in the spatial/temporal domain already covered by GOCE and GRACE,
vast improvements can be made by enhancing sensor sensitivity and therefore
bettering the quantification of the phenomena already measured. Also, due to
instrument drifts, conventional gradiometric sensors like the one employed on
GOCE cannot detect the long wavelength components of the Earth’s gravity
field. These frequency domains can only be observed using a combination of
different techniques, like GPS satellite tracking or the combination of GOCE and
GRACE data. It would be beneficial for future missions, however, to employ a
measurement technique that does not suffer from instrument drifts or even offers
continuous gravity observations of any given area on the planet.
Potential increase in performance for future missions
On a future Earth observation gradiometric mission employing atom interferometry,
a larger spectrum of the effects would be visible. One of the principal advantages of
atom interferometry sensors is the elimination of any instrument drift / calibration
problems, due to the fact that atom interferometer gradiometers additionally offer the
possibility of an absolute gravity measurement. Since gravity gradient measurements
are performed by manipulating and detecting two clouds of atoms by the same laser
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beam, we can eliminate any common noise sources that affect both clouds at the same
time, like mechanical vibrations, laser phase noise or satellite trajectory disturbances.
In a three-axis gradiometer configuration, atom interferometer would hence offer not
only a readout of the complete gravity gradient tensor, but the additional absolute
gravity offset value.
For the evaluation of the potential enhancement in performance, one has to evaluate
how the performance of Earth bound atomic accelerometers and gravity gradiometers
can be scaled up under space conditions and if they can thus exceed the performance
of the corresponding classical instruments. Here the most important consideration is
the intrinsic scaling of measurement resolution according to






where SNR is the signal-to-noise ratio of a single pulsed measurement, keff the effective
wave-vector of the light pulses used as matter-wave beam splitters, and T the time
interval between such beam splitter pulses. Using standard detection methods, the
SNR will scale with the square root of the number of participating atoms, i.e.
√
N .
The prime advantage of a space based instrument is the possibility of increasing the
time T far beyond the typical 200 ms limit imposed by the maximum fountain height of
terrestrial instruments. In space, interaction times of T ∼ 15 s would be possible. The
resulting 10 000-fold performance increase would immediately move the performance
of a 1 m baseline gradiometer (assuming SNR = 1000) into the mE/
√
Hz regime.
This is already well beyond, e.g., the GRACE specifications [59]. Hence, we can
envision a potential mission that entails a single satellite employing standard Mach-
Zehnder atom interferometry. Different configurations can be conceived, depending
on the number of gravity gradient tensor elements one wants to read out. A basic
concept would employ four Magneto-Optical Traps (MOTs). One MOT would be in a
central position with three tubular arms extending in x-, y- and z-directions where an
additional MOT would be located at the end of each arm. These arms as well as the
MOT chambers would need to be evacuated (ultra-high vacuum) and optical Raman
beams would propagate within the arms. This configuration would enable the read-out
of the three diagonal components of the gradient tensor as well as the absolute gravity
value. For a complete read-out of also the off-diagonal tensor elements, more MOTs
would have to be employed: a cubical configuration would be the most obvious choice,
of course this would entail eight MOTs at the cube’s corner positions and Raman
beams along each of the twelve arms of the cube. In this configuration exists an
intrinsic over-determination, as twelve sets of data are used to determine nine tensor
components. A reduction to the minimum requirement of nine arms would however
simplify the system only slightly. A conceivable single-shot sensitivity for either of
these configurations would be 10−12 m/s2 (assuming T = 10 s, SNR = 1000 : 1), for
gradients 1 mE/
√
Hz at 1 m arm length [59]. This mission would employ technology
concepts that have already been demonstrated both inside and outside of laboratory
environments, however the gain in sensitivity with respect to conventional methods
would only be moderate.
If designing a GRACE-like twin-satellite mission, an interferometer configuration
with very large baselines would be possible. If both satellites fly close enough to each
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other so that the same laser can be used to manipulate atomic ensembles on both
satellites (approximately one kilometer for on-board optics of 15 cm diameter), high
sensitivity without limitations imposed by mission complexity would be feasible, as-
suming a very stable satellite attitude control and satellite-to-satellite optical access.
Given ample financial support, one could also imagine a grid of multiple satellite pairs
in Earth orbit that would enable continuous gravity observation of any point on the
Earth’s surface and therefore eliminate the limitations imposed on conventional satel-
lite missions by their low orbit frequencies. Such a swarm of satellites would however
require a very accurate tracking and synchronisation system like an atomic clock in a
stationary orbit (e.g. on the moon) with high-performance links to each satellite. This
extremely complex system would offer unprecedented spatial and temporal coverage
and almost no aliasing issues. The resulting single-shot gravity sensitivity of these
grid satellites would be identical to a single-satellite mission (i.e. 10−12 m/s2 assuming
T = 10 s, SNR = 1000 : 1), however the gradiometric sensitivity could possibly reach
1 µE/
√
Hz at 1 km baseline.
This level of performance is still not an intrinsic limit, as it can be further improved
by employing multi-photon Bragg-beamsplitters (increasing keff) or utilizing quantum
computing concepts [60]. The latter would improve the SNR for a given number N of
participating atoms by approaching Heisenberg-limited detection. Here the SNR would
scale as N as opposed to
√
N for standard detection [61, 62], increasing sensor sensi-
tivity by another three or four orders of magnitude. Using these advanced techniques,
a resolution at a level of 1 µE/
√
Hz might become possible even for a gradiometer
of only 1 m baseline. Comparing these evaluations to the projected performance of
the GOCE satellite mission (pink lines in figure 1.8), one can easily see the appeal of
atom interferometric sensors for Earth observation. A decisively larger spectrum of
phenomena would become observable even without having to resort to GPS tracking
or a combination of data from different satellite missions.
It should be noted, however, that as of the writing of this thesis no atom interferom-
eter has yet been placed into orbit. Many of the aforementioned performance estimates
are also very optimistic as there are many potential noise sources not yet taken into
account that could reduce the instrument’s performance at these levels of sensitivity.
Furthermore, in order to install an atom interferometer in Earth orbit, many subcom-
ponents will still need to be developed in space-qualified and significantly miniaturized
versions. Some of the advanced concepts mentioned in this paragraph would even still
need to be developed and tested in ground-based experiments. However, efforts are al-
ready underway to miniaturize laser systems and its electronics for ultra-compact and
robust cold atom experiments, such as in drop tower or parabola flight experiments
[63, 64]. In the future, atom interferometers could be conceived that do not take up
more space than a standard soda bottle and have very low performance requirements
on the satellite.
To conclude, while atom interferometers present a huge potential gain for future
Earth observation satellite missions, a significant amount of technology development
will still need to happen before such a mission is ready to be launched.
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Laser system, control electronics
Figure 1.9: Setup of ground demonstrator for Space Atom Interferometers project, adapted
from [65].
1.4.3 Space Atom Interferometers
In a first effort of space technology development, the European Space Agency has
commissioned the construction of a ground demonstrator for the feasibility of an atom
interferometer in space and to demonstrate technology readiness. Besides evaluating
the equipment needs and the expected performance of such an interferometer in a
space environment, the demonstrator will also allow for first terrestrial microgravity
test. By keeping the design compatible with the ZARM drop-tower capsules [66], the
experiment can be mounted into such a capsule for measurements in free fall of 4.7 s
duration. The setup has been designed and built [67] in an international cooperation
with many of its subcomponents developed in conjunction with work on this thesis.
We will briefly present the project here.
The MOT section of the vacuum chamber has been adapted from the design de-
veloped for this thesis’ mobile gravimeter. In space, the atoms will not move away
significantly from the MOT position during free fall, hence interrogation times T of
some seconds are easily possible and the vacuum chamber does not need to extend
beyond the MOT zone. For ground tests, however, a tube of 30 cm length is included
to allow for a small fountain configuration. The vacuum chamber and the interaction
tube are enclosed by a µ-metal shield for protection against external magnetic fields
at an attenuation of more than 60 dB. For a high repetition rate, the MOT needs to
load as quickly as possible, which is made possible by an additional 2D-MOT, injecting
a high-flux stream of rubidium atoms into the center position of the 3D-MOT. The
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laser system incorporates many elements developed both for the mobile gravimeter as
well as the QUANTUS drop-tower project [68]. The Raman laser system has been
developed in conjunction with work on this thesis and is practically identical to the
one presented in section 4.5. As of the writing of this thesis, all major subsystems for
this project have been assembled and tested [65], with first interferometer operation
projected for early 2012.
1.5 Organization of the thesis
In chapter 2, the mathematical treatment of a Raman pulse atom interferometer is
presented. Special emphasis is given to the derivation of the impact of noise sources
on the gravity measurement, as these tools are later required to characterize the per-
formance of subsystems. In chapter 3, the setup of the main physics package of the
interferometer is presented, while the following chapter is dedicated to the characteri-
zation of the laser system used for atom preparation, manipulation and detection. The
experimental procedure and steps to achieve full sensitivity are presented in chapter
5 along with results from first high-precision gravity measurements. The thesis con-
cludes with an outlook on future improvements and applications of the interferometer
in chapter 6.
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In this chapter, the necessary tools for the mathematical treatment of our gravimeter
based on atom interferometry will be presented. In 2.1, we first derive the interaction
of an atomic ensemble with a light field and specifically with light pulses. Secondly, the
interferometer scheme is presented with special emphasis on the phase evolution during
the sequence and the effect of gravity on the output of the interferometer. Finally, the
tools for the treatment of the two primary noise sources inherent in our system are
developed.
2.1 Raman pulse theory
A general description of the interaction of a light field with an atom that can be
configured in a variety of different energy states is extremely complex. As we use the
alkali metal rubidium in our experiment, we will limit this treatment to atoms with
a single valence electron. As a first step, we will simplify the problem to a two-level
atom, later expanding for the three-level Raman transition employed in the gravimeter.
This derivation loosely follows the description presented in [69].
2.1.1 Time evolution of a two-level atom in a light field
We consider the Hamiltonian for a two-level atom of states |g〉 and |e〉 coupled to an
electromagnetic field, neglecting spontaneous emission. It is given by
Ĥ = ĤA + Ĥint. (2.1)
ĤA is the atomic Hamiltonian with eigenenergies En = h̄ωn, while Ĥint is the interac-
tion Hamiltonian of the atom with the light field. They can be written as
ĤA = h̄ωe |e〉 〈e|+ h̄ωg |g〉 〈e| (2.2)
Ĥint = − d ·E. (2.3)
The time evolution of any quantum state
|Ψ(t)〉 = ae(t) |e〉+ ag(t) |g〉 (2.4)
is given by the time dependent Schrödinger equation
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Assuming a constant amplitude E0 of the electric field
E = E0 cos(ωLt+ φ) (2.6)
within the location of the atom (dipole approximation), we introduce the Rabi fre-







δ2 + Ω2eg (2.8)
so that















= V ∗egae(t) + h̄ωgag(t). (2.11)
Assuming Ωeg  ωe, ωg we factor out the rapidly oscillating terms of frequency
ωe, ωg to remain with slowly oscillating coefficients ce, cg only:
ae(t) = ce(t) · e−iωet (2.12)
ag(t) = cg(t) · e−iωgt (2.13)
Integrating equations (2.10) and (2.11) will include both off-resonant terms (ωeg +ωL)
as well as resonant terms (ωeg − ωL) = −δ. Further assuming a small detuning in
comparison with the transition frequency δ  ωeg (rotating wave approximation), we
see that the integral of the off-resonant terms becomes negligible. Considering the




















We can turn this weakly time-dependent Hamiltonian into a time-independent Hamil-
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tonian by a transformation into a rotating frame turning with frequency δ [69]. In the

















2 (∓δ ± Ωr) (2.19)
which is called light shift, or AC Stark shift. If we consider the far-detuned limit
(|δ|  Ωeg), we can expand this shift due to radiation in powers of Ωeg/δ. On second
order, this calculates to
∆Ee = −∆Eg =
h̄








)2 ' h̄Ω2eg4δ . (2.20)
In case of non-homogeneous light intensity, the AC Stark shift is position-dependent.
The resulting dipole force can be used to create an optical atom trap [70].
We can now calculate the solution for (2.14) and (2.15) as illustrated in detail in
[69]. This is done by transforming also |Ψ(t)〉 into the rotating frame and projecting it
onto the eigenstates of ĤR. We then apply a pulse of length τ , calculate |ΨR(t0 + τ)〉
and perform a back-transformation in order to write down the coefficients ce(t0 + τ)
and cg(t0 + τ):








































In the absence of the applied field Ωeg = 0, Ωr = |δ|, these equations reduce to
ce(t0 + τ) = ce(t0)e−iδτ/2[cos(|δ|τ/2) + i(δ/|δ|) sin(|δ|τ/2)] = ce(t0) (2.23)
cg(t0 + τ) = cg(t0)eiδτ/2[cos(|δ|τ/2)− i(δ/|δ|) sin(|δ|τ/2)] = cg(t0). (2.24)
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In case of zero detuning δ = 0, Ωr = Ωeg, they become
ce(t0 + τ) = ce(t0) cos(Ωegτ/2)− icg(t0)e−iφ sin(Ωegτ/2) (2.25)
cg(t0 + τ) = − ice(t0)eiφ sin(Ωegτ/2) + cg(t0) cos(Ωegτ/2). (2.26)
We consider an atom initially in state |g〉, i.e. ce(t0) = 0, cg(t0) = 1. Applying light
for a time τ , the probability of subsequently finding the atom in either state are
























)2 1 + cos(Ωrτ)
2 , (2.28)
i.e. both population probabilities are oscillating at frequency Ωr and at an amplitude






2[1 + cos(Ωegτ)]. (2.30)
Hence, an on-resonant pulse of length τ ·Ωeg = π (a so-called π pulse) will exactly
invert the population probabilities, while a pulse of τ ·Ωeg = π/2 (a π/2 pulse) will
create a superposition of both states at equally distributed probabilities.
2.1.2 Propagation of atomic wave packets
Applying an optical π/2 pulse on an atomic ensemble, the resulting superposition of
states will not only include two distinct internal states, but two external momentum
states as well, due to momentum transfer from the photons – the absorption and
emission of a photon is always correlated with a momentum change. Hence, a π/2
pulse will result in a spatial separation of the two atomic wave packets. To include
this in our quantum treatment, we describe the states in terms of a tensor product
of the Hilbert space describing the internal energy state of the atom and the Hilbert
space describing the external degrees of freedom:
|e,pe〉 = |e〉 ⊗ |pe〉 (2.31)
|g,pg〉 = |g〉 ⊗ |pg〉 (2.32)
Including the external degrees of freedom in our Hamiltonian, it becomes
Ĥ = Ĥmom + ĤA + Ĥint =
p̂2
2m + h̄ωe |e〉 〈e|+ h̄ωg |g〉 〈g| − d ·E, (2.33)
p̂ being the momentum operator. We also need to include the spatial dependence of
the electric field in our interaction term
E = E0 cos(k · r− ωLt+ φ) (2.34)
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with k being the wave vector of the electromagnetic wave. The new interaction term,
eik · r, can be written using the closure relation:
1 · e±ik · r =
∫
d3pe±ik · r |p〉 〈p| =
∫
d3p |p± h̄k〉 〈p| (2.35)
Hence, absorption or emission of a photon changes the total momentum of the atom
by an amount h̄k. Accordingly, the two atomic states in our system are coupled and
the two possible eigenstates become |g,p〉 and |e,p + h̄k〉. Writing the atomic wave










2mh̄ )t |g,p〉+ ce(t)e−i(ωe
|(p+h̄k)|2
2mh̄ )t |e,p + h̄k〉 (2.38)
with the eigenenergies
E|g,p〉 = h̄ωg +
|p|2
2m (2.39)
E|e,p+h̄k〉 = h̄ωe +
|(p + h̄k)|2
2m . (2.40)
Both eigenenergies can be written as h̄ω′g, h̄ω′e with ω′g, ω′e being shifted from ωg, ωe
by the Doppler shift due to the atomic motion and the photon recoil.
2.1.3 Extension to three-level system and Raman transitions
In our atom interferometer, we make use of the spatial splitting of atoms due to photon
recoil as described in the previous section. As the atoms will experience different optical
phases of the Raman lasers due to different positions, we can deduce their positions
along a three-point parabola and ultimately their acceleration due to gravity. In order
to implement this, we require an atomic species with an effective two-level system where
both levels have natural decay times much longer than one cycle of our experiment (on
the order of one second). The hyperfine ground states |g〉 = |52S1/2, F = 1,mF = 0〉
and |e〉 = |52S1/2, F = 2,mF = 0〉 of rubidium-87 fulfil this requirement and are also
first order magnetic field insensitive. Sensitivity of our measurement scales with the
spatial separation of the atomic wave packets which is, however, rather small if we drive
the hyperfine rf transition directly. At hyperfine splitting ωeg ' 7 GHz, the resulting
Doppler shift of a one-photon transition is ∆ωD/v = ωeg/c = keg ' 0.23 Hz/(cm/s).
We can significantly increase photon recoil by implementing counterpropagating optical
laser fields that drive a two-photon transition from |g〉 to |e〉 via an intermediate level
|i〉 close to the 87Rb 52P3/2 level, as pictured in figure 2.1. With laser frequencies
ω1 ≈ ω2 ≈ 384 THz, we achieve a separation five orders of magnitude larger, ∆ωD/v =
2 · k1,2 ' 26 kHz/(cm/s).
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Figure 2.1: Level scheme of three-level Raman transitions, simplified to exclude AC Stark
shifts.
For counterpropagating waves (k1 ≈ −k2), we define:
ωeff = ω1 − ω2 ≈ ωeg (2.41)
keff = k1 − k2 ≈ 2k1 (2.42)
φeff = φ1 − φ2 (2.43)
Assuming a two-photon detuning ∆ that is much bigger than both the one-photon
detuning δ as well as the natural linewidth of |i〉, the probability of a transition from
|g〉 or |e〉 to |i〉 becomes negligible. We can therefore exclude spontaneous emission
processes from our calculations and adiabatically eliminate the intermediate level from
the interaction picture, allowing us to treat the system as a two-level system with
resonance frequency ωab = ωeff − δ and a momentum difference h̄keff .
The Hamiltonian of our three-level system excluding spontaneous emission is written
as
Ĥ = Ĥmom + ĤA + Ĥint =
p̂2
2m + h̄ωe |e〉 〈e|+ h̄ωg |g〉 〈g|+ h̄ωi |i〉 〈i| − d ·E (2.44)
and the driving electric field now consists of two frequency components
E = E1 cos(k1 · r− ω1t+ φ1) + E2 cos(k2 · r− ω2t+ φ2). (2.45)
We can now follow the same treatment as in the two previous sections for the three
states |g,p〉, |i,p + h̄k1〉 and |e,p + h̄keff〉. We obtain a set of differential equations for
the time-evolution of coefficients cg,p(t), ci,p+h̄k1(t) and ce,p+h̄keff (t). We can remove
all coefficients for the intermediate state [71] and are left with coupled equations for a
two-level system in an electic field. We write the Hamiltonian in the base of |g,p〉 and
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where we define the light shifts of the two levels ΩACg and ΩACe , the one-photon detuning



































as well as the relative AC Stark shift of the two levels δAC and the off-resonant Rabi
frequency for the corrected AC Stark shifts ΩR
δAC = (ΩACe − ΩACg ) (2.53)
ΩR =
√
Ω2eff + (δ12 − δAC)2. (2.54)
We have now derived all parameters that are necessary to modify the calculations of
the preceding two sections for this three-level system, by substituting ωL for ωeff , Ωr
for ΩR and so forth. In particular, (2.27) becomes
Pe(τ) =
Ω2eff
Ω2eff + (δ12 − δAC)2
sin2
(√





However, comparing the two Hamiltonians (2.17) and (2.46) it is evident that the
diagonal elements are not symmetric anymore due to different AC Stark shifts for both
states. In order to transform it into a time-independent Hamiltonian, we hence make a
uniform energy shift of −h̄/2 · (ΩACe +ΩACg ), thereby re-symmetrizing the Hamiltonian.
After transformation to the rotating frame, we multiply both coefficients by a phase
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Transition Phase shift
|g,p〉 → |g,p〉 (−ΩACe − ΩACg + δ12)τ/2− θ0
|g,p〉 → |e,p + h̄keff〉 (−ΩACe − ΩACg − δ12)τ/2− π/2− δ12t0 − φeff
|e,p + h̄keff〉 → |e,p + h̄keff〉 (−ΩACe − ΩACg − δ12)τ/2 + θ0
|e,p + h̄keff〉 → |g,p〉 (−ΩACe − ΩACg + δ12)τ/2− π/2 + δ12t0 + φeff
Table 2.1: Phase shift contribution terms
factor of e−i(ΩACe +ΩACg )τ/2 to account for this energy shift. (2.21) and (2.22) now become




















































Coming back to pulses of length τ so that τ ·ΩR = π (π pulse) and τ ·ΩR = π/2 (π/2
pulse), we have again the tools to transfer atoms initially in one state either completely
into the other state or into an equally distributed superposition of both states. From
(2.56) and (2.57) we deduce the shift in phase of the atomic wave packet due to a














Setting q = I2/I1, we can see that the effective Rabi frequency now scales linearly with











with the optical transition linewidth Γ and saturation intensity Isat. Values for rubi-
dium-87 are listed in appendix B. Hence, for higher laser intensity we have a higher
Rabi frequency which results in shorter pulse lengths τ for π and π/2 pulses.
28






















Δ0 = 72 MHz
Δ2 = 157 MHz
Δ3 = 424 MHz
Δ
ωeg = 6835 MHz
384.2 THz
Figure 2.2: Level scheme of the Rubidium-87 D2 line and the levels chosen for Raman tran-
sitions, energy level differences not drawn to scale.
2.1.4 Light shift for rubidium-87 Raman transitions
In case of our experiment, we drive two-photon Raman transitions on the rubidium-87
D2 line. This is, however, not a three-level system due to the hyperfine splitting of the
52P3/2 state (figure 2.2). We need to choose our intermediate level |i〉 at a detuning ∆
that is on the same order or even larger than the 52P3/2 hyperfine splitting in order to
prevent spontaneous emission processes. Hence, we need to consider a coupling to all
four levels when calculating the light shift. However, due to dipole transition selection
rules, only the |52P3/2, F ′ = 1〉 and |52P3/2, F ′ = 2〉 states can be considered as the
virtual level. We define the detuning ∆ in respect to |52P3/2, F ′ = 1〉, the lower of
these two levels, and ∆0, ∆2, ∆3 as the other three levels’ energy difference in respect
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with Ωk,mn = −〈i, F ′ = k|d ·En|m〉 /h̄. When we consider the orthogonal linear polar-
ization of the Raman beams in our setup and include the Clebsch-Gordan coefficients,

























+ 18(∆−∆2 + ωeg)












with Ωn = 2dE0,n/h̄. In case of a nonzero relative AC Stark shift δAC , an additional
phase offset of (θ01 − θ03) will be introduced into our interferometer, leading to a sys-
tematic error and ultimately reduced accuracy (with n being the number of the pulse
in θ0n). To prevent this, we can choose laser intensities I1, I2 carefully and match the






































The resulting required ratio of I2/I1 is plotted against ∆ in figure 2.3. We note that
this ratio is independent of the absolute laser power and therefore independent of Ω1
and Ω2. Therefore, if the laser intensity ratio is chosen correctly according to (2.64), we
need not worry about small intensity fluctuations that affect both lasers equally (i.e.
AOM or coupling into fibre that leads to the experiment), since they will not imprint
a phase error onto our measurement as long as the intensity ratio is kept constant.
For deviations from this ratio, the phase error is derived in [73] as












· T (T + t)
σ20
(2.65)
with I02/I01 chosen to comply with (2.64), intensity deviations ∆I1, ∆I2, Boltzmann
constant kB, atomic temperature Tat, Raman laser beam waist σ0 and t being the time
between release of the atoms from the trap and the first Raman pulse. The last four
factors enter due to the fact that only those atoms contribute to a phase shift that
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Figure 2.3: Required Raman laser intensity ratio for differential AC Stark shift cancelation
plotted against detuning ∆.
experience a change in total Raman laser intensity from first to last pulse, i.e. atoms
with a transverse velocity component that move within the Gaussian Raman beam.
The coefficient β is given by
δAC = ΩACg − ΩACe = α|E0,1|2 + β|E0,2|2 (2.66)
and calculates to −3.34 kHz/mW/cm2.
2.2 Interferometer
We have now developed the tools with which we can build an atom interferometer as
described in the introduction by building a sequence of multiple Raman laser pulses,
leading to a scheme that allows the measurement of gravity by observing the output
of the interferometer.
2.2.1 Interferometer sequence
The two devices that we need to implement in order to create an interferometer are
firstly a splitter and secondly a recombiner. Using Raman laser pulses, π/2 pulses can
be employed to fulfil both these functions. Let us consider an atom initially in state |g〉
that we split into a superposition of |g,p〉 and |e,p + h̄keff〉 using an optical Raman
pulse of length τ so that τ ·ΩR = π/2. We now let the system freely evolve for a time
T after which we want to recombine the wave packets using a second pulse of length τ .
However, recombination can only occur if both wave packets are overlapped spatially.
Due to a difference in momentum during time T , this is, however, no longer the case.
Especially in the case of optical transitions, the distance due to photon recoil after a
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Figure 2.4: Recoil diagram of interferometer scheme – the vertical axis is the position of the
atom relative to a reference frame that is in free fall along the initial trajectory
of the atom.
time T typical for these experiments can be on the order of a centimeter – much larger
than the spatial coherence of the atomic source. We therefore need additional pulses
to act as an atom optics mirror, i.e. to reflect the atoms in such a way that both wave
packets spatially overlap during the last π/2 pulse. The simplest scheme to achieve
this is a π/2 - π - π/2 sequence as originally implemented by Kasevich and Chu in 1991
[74]. The new center π pulse of length 2τ will invert both internal and external states
of both wave packets (figure 2.4). Applying the two π/2 pulses symetrically around
the center π pulse, both wave packets will spatially overlap at the last π/2 pulse.
Alternate schemes for implementation of an interferometry sequence include the
application of one pair of π/2 pulses followed by a second pair of π/2 pulses of opposing
direction [75]. This method can be used for the measurement of an atom’s recoil
velocity, ultimately yielding a value for h̄/m [76]. More recently, interferometer schemes
employing even more complex pulse sequences have been demonstrated, reaching a
photon momentum transfer of up to 24h̄k [77].
We will now analyze the case of a symmetrical pulse sequence consisting of a π/2
pulse at tA = 0, a π pulse at tB = T and finally another π/2 pulse at tC = 2T as it
is used in our experiment. The focus of this treatment has to be the phase difference
between the two paths of the atoms, as this is the parameter that determines the
population ratio at the output of the interferometer. We call this parameter the total
interferometer phase Φ. This phase difference can be separated into the interaction of
the atoms with the Raman laser light field and their free evolution in the absence of
light between the pulses
Φ = ∆φint + ∆φevol. (2.67)
For a detailed examination of the underlying processes, both contributions will be
discussed separately in section 2.2.2. Afterwards, a much shorter and easier to calculate
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matrices formalism is introduced in section 2.2.3 that yields the same result.
2.2.2 Separation of phase contributions
Raman pulses
We consider the individual terms that contribute to a shift in phase during the transfer
of atoms from one state to another as listed in table 2.1. Neglecting those terms that
will cancel out in our pulse sequence [69], we find the dominant term of the phase
change to result from φeff . This is due to the fact that this term is no longer constant
during different times of the interferometry sequence, as it changes with the position
of the atomic wave-packet inside of the Raman laser light field, which is different for
both paths and all three pulses. The complete term is written as
∆φ = ωefftc − keffz(tc) + φeff,0 (2.68)
with tc being the time at the center of the pulse, to approximate the linear change of
laser phase during the very short pulse. We write the terms imprinted onto the wave
function during the i-th pulse abbreviated as
φi = φeff(z(ti), ti) = ωeffti − keffz(ti) + φeff,0(ti) (2.69)
with i = A,B,C. We now assume the Raman lasers to exactly address the hyperfine
transition energy (achieved by laser detuning to compensate for Doppler shift) with
δ12 = 0 and light shift compensation δAC = 0 and all atoms initially in state |g,p〉.
From (2.56) and (2.57) we calculate the coefficients before, between and after the three
pulses.
c|g,p〉(t = t0) = 1 (2.70)
c|e,p+h̄keff〉(t = t0) = 0 (2.71)
















c|g,p〉(tC < t) =
1
2e
−i(2π+φB−φC∗) + 12 ie
−i(2π+φA−φB∗) (2.76)
c|e,p+h̄keff〉(tC < t) =
1
2e
−i(2π+φB) + 12 ie
−i(2π+φA−φB∗+φC) (2.77)
with ∗ denoting phase contributions along path II. The probabilities of finding the
atoms in each of the states are then given by
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|c|g,p〉(tC < t)|2 =
1
2C(1 + cos ∆φg) (2.78)
|c|e,p+h̄keff〉(tC < t)|
2 = 12C(1− cos ∆φe) (2.79)
with
∆φg = (φA − φB)− (φB∗ − φC∗) (2.80)
∆φe = (φA − φB + φC)− (φB∗) (2.81)
and 0 ≤ C ≤ 1 being the contrast of the measurement which can be reduced due to
non-ideal experimental parameters or an inhomogeneous gravity potential, leading to
imperfect overlap of the waves at the time of the final pulse. Assuming perfect control
of laser field phase offset and frequency, we can simplify these equations. In case of
uniform gravity z(ti) = v0ti − gt2i /2, the laser field phase offset experienced by the
atoms (2.69) during the three pulses calculates to
φA = 0 (2.82)
φB = keffgT 2/2 (2.83)
φC = keffg(2T )2/2, (2.84)
or, in case of an intentional change ∆φoffset in laser phase between pulses B and C,
φC = keffg(2T )2/2 + ∆φoffset (2.85)
hence
∆φint = ∆φg = ∆φe = φA − 2φB + φC = keffgT 2 + ∆φoffset, (2.86)
or, accounting for the finite length τ of Raman pulses and T denoting the time between
pulses [78],
φA − 2φB + φC = keffgT (T + 2τ) + ∆φoffset. (2.87)
This provides us with the fundamental relation for the determination of local gravity
acceleration g by measuring the population ratio at the output of an atom interferom-
eter.
In case of a Raman pulse setup where the Raman beams are not parallel to the
propagation direction of the atoms, i.e. keff × v 6= 0, the two atomic paths will
encompass a nonzero two-dimensional area. In that case, another phase contribution
∆φrot = 2 keff · (Ω× v)T 2 (2.88)
arises [79] which can be used as a tool to construct an atomic gyroscope for the mea-




Having derived the contribution of the Raman laser pulses to the phase difference
between the two paths of the atom interferometer, we now calculate the contribution
of the wave packet’s free evolution along the paths. A detailed treatment of this
formalism is found in [75]. The tool we need to derive is how to calculate the evolution
of the wavefunction Ψ(za, ta)→ Ψ(zb, tb) along a path between spacetime-points a and
b defined by positions za, zb and times ta, tb with ta < tb. To begin, we consider the
Lagrangian for a particle in a gravitational field, which is given by
L(z, ż) = 12mż
2 −mgz (2.89)








and is thereby conform to the principle of least action. We can now use the solutions
of the classical path
ż(t) = ża − g(t− ta) (2.91)












− mg2 (zb + za)(tb − ta)−
mg2
24 (tb − ta)
3.
(2.93)






These are the tools to describe the free evolution phase along the two paths of our
interferometer. We express zB, zB∗ and zC using equations (2.91) and (2.92). By
setting our time and reference frames so that tA = 0, zA = 0 and żA = 0 and inserting
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We can now calculate the difference in phase due to free evolution of the wavepackets
by splitting both interferometer paths into their two respective halves (AB, BC) and
(AB*, B*C) and inserting (2.93) and (2.94) into








Hence, the free evolution in a uniform gravity potential does not contribute to the
interference we observe at the output of the interferometer and
Φ = ∆φint. (2.101)
2.2.3 Matrices formalism
We can simplify the expressions presented in the previous section by introducing an
ABCD matrices approach. Coming back to the two state coefficients as derived pre-
viously in (2.56) and (2.57), we condense the time evolution of the coefficients into a
matrix formalism as(
Cg,p(t0 + τ)
Ce,p+h̄keff (t0 + τ)
)






with Ck = cke−iωkt and the interaction matrix M(t0, φeff ,Ωeff , τ) describing the inter-
action with the Raman laser light field for a time τ . Again, we assume the Raman
lasers to be detuned so that in the reference frame of the moving atoms, they exactly
address the hyperfine splitting ωeg so that δ12 = 0. Further, we assume that light shift
is compensated for (δAC = 0, ΩR = Ωeff) and that all atoms are initially in |g,p〉. The
interaction matrix is now written as
M(t0, φeff ,Ωeff , τ) =














During the free evolution phase of the interferometer, where no light field is present,
the matrix simplifies to






To calculate the populations of the two states at the output of the interferometer, we
can now simply apply five matrices to the initial states: three Raman pulse matrices
and two free evolution matrices. For reasons of simplicity, we set the time origin to
the middle of the center π pulse of length 2τ and denote T to be the time between
the end of one pulse and the beginning of the next. Hence, the three pulses start at
respective times tA0 = −T − 2τ , tB0 = −τ , tC0 = t+ τ . All five matrices are therefore
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given by
Mtotal = M(T + τ, φC ,Ωeff , τ)M(T )M(−τ, φB,Ωeff , τ)M(T )M(−T − 2τ, φA,Ωeff , τ).
(2.105)
Writing out the matrices and applying (2.102), we can calculate the probability of
finding the atoms in |e,p + h̄keff〉 at the output of the interferometer:
P|e,p+h̄keff〉 = |Ce,p+h̄keff |
2 = 12[1− cos(φA − 2φB + φC)] (2.106)
Inserting (2.87), we get
P|e,p+h̄keff〉 =
1
2[1− cos(keffgT (T + 2τ) + ∆φoffset)]. (2.107)
2.3 Sensitivity to noise
We have demonstrated how we can deduce the acceleration due to local gravity g by
measuring the accumulated phase difference Φ between the two arms of the interfer-
ometer. However, there are a number of noise sources that reduce the precision with
which we can determine Φ.
Residual noise is inherit between the two Raman lasers, caused by the intrinsic
laser noise that cannot completely be compensated for by the phase-lock loop (for
more details, see section 4.5.2). In addition, the phase-lock loop itself suffers from
residual electronic noise that is imprinted on the lasers. Furthermore, the laser beams
interact with many optical elements (acousto-optic modulators, mirrors, fibres) that are
subject to thermal and mechanical fluctuations. Additional phase errors can be caused
by imperfections of the surfaces of these optics components that lead to wavefront
distortions and hence a non-uniform phase. While we try to reduce all these effects
in the setup of our laser system, some residual phase noise will remain and limit
gravimeter sensitivity.
A second major contributor to phase noise is the mechanical setup. In our interfer-
ometer geometry, both Raman beams enter the vacuum chamber vertically from the
top and are retroreflected by a mirror at the bottom, so that the light field at the po-
sition of the atoms effectively consists of four laser beams – two from above, two from
below. We tune the Raman laser frequency difference so that due to Doppler shift the
two-photon Raman process is only on resonance for a counterpropagating beam pair
and keff = k1 + k2. In this geometry, phase noise is induced by a change in overlap
between the Raman beams coming from above and those from below, hence mechanical
vibrations of the bottom mirror will further limit the precision of the measurement.
In this section, the contribution of both Raman laser phase noise as well as mechan-
ical noise to overall gravimeter sensitivity is evaluated.
2.3.1 Raman laser phase noise
The advantage of a pulsed measurement such as our interferometer is the fact that
the atoms interact with the Raman beams only for brief amounts of time τ within a
time span of approximately 2T , hence the contribution of phase noise to interferometer
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sensitivity is highly frequency-dependent. Phase noise at frequencies much higher than
1/τ will average out within one pulse. On the other hand, the contribution of very low
frequencies is not significant either, as the change in phase is minimal if the period of
the fluctuation is large compared to the total interaction time of 2T . For frequencies
inbetween, however, the phase relation of the atoms to the light field that is established
by the first π/2 will be affected and any noise will create an unwanted offset to φB and
φC (see eq. (2.87)) that cannot be compensated for in post-correction of the data.
We now need to understand the resulting bandpass behavior of the interferometer
and derive the transfer function for Raman laser phase noise.
We assume that an infinitesimal step in Raman laser phase δφ has occurred at time
t during our interferometer sequence, resulting in a change δP (δφ, t) in the transition
probability at the output of the interferometer. We define the sensitivity function [82]
as





In normal operating mode, the atom interferometer is configured to work at mid-fringe
in order to be most sensitive to interferometric phase fluctuations. This means, ∆φoffset







In case of infinitesimally short Raman pulses, δφ can only occur either outside of the
interferometer (in which case gs = 0), between the first and the second Raman pulse
(gs = −1) or between the second and the third Raman pulse (gs = 1). For finite square
Raman pulses, we need to calculate the sensitivity function for a phase step δφ during
the course of one pulse. To do this, we split the corresponding transfer matrix from
(2.105) into two parts – one for the system evolution up to time t with laser phase φeff
and a second part for the rest of the pulse starting at time t with laser phase φeff + δφ.
The matrix for the first Raman pulse with a phase step at −T − 2τ < t < −T − τ
hence becomes
M(−T − 2τ, φA,Ωeff , τ)
= M(t, φA + δφ,Ωeff ,−T − τ − t)M(−T − 2τ, φA,Ωeff , t− (−T − 2τ)).
(2.110)
We derive the sensitivity function for the complete interferometer sequence as
gs(t) =

0 t < −T − 2τ
sin(ΩR(t+ T )) −T − 2τ < t < −T − τ
−1 −T − τ < t < −τ
sin(ΩRt) −τ < t < τ
1 τ < t < T + τ
sin(ΩR(t− T )) T + τ < t < T + 2τ
0 T + 2τ < t
(2.111)
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Figure 2.5: Sensitivity function of the interferometer plotted against the instant t at which
an infinitesimal step in phase δφ occurs.
which is plotted in figure 2.5. We can now calculate the effect that any phase evolution











We modulate laser field phase φ at a frequency ω0 in order to evaluate its contribution
to noise in the overall interferometer phase Φ:
φ(t) = A0 cos(ω0t+ ψ) (2.113)




gs(t) [−A0ω0 sin(ω0t+ ψ)] dt (2.114)
= A0ω0 [−<(G(ω0)) sin(ψ) + =(G(ω0)) cos(ψ)] (2.115)




gs(t) eiωt dt. (2.116)
As δΦ is dependent on the phase ψ of the modulation, we assume a random distribution
of the modulation phase and average by calculating the rms value of the interferometer
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|δΦ|2 dψ = A0√
2
ω0|G(ω0)|. (2.117)
From this comparison between interferometer phase fluctuation and phase modulation,
we deduce the transfer function
|Hφ(ω)|2 = ω2|G(ω)|2 (2.118)






with Sφ(ω) being the Raman phase power spectral density. Calculating the Fourier
transform G(ω) of the sensitivity function gs(t) given by (2.111), we get [82]
|Hφ(ω)|2 =

























|Hφ(2πf)|2 is plotted for typical operating parameters in figures 2.6. It clearly shows
the bandpass behavior predicted at the beginning of this section. Additionally, one
observes an oscillating behavior with a period of T +2τ . Changing both T and τ in the
interferometer sequence one can tune the interferometer’s transfer function to minimize
the effect that Raman laser phase noise has on overall precision. For instance, going to
shorter T would decrease the sensitivity to low-frequency noise. However, according to
(2.107), precision scales with T 2, hence a larger T is favorable. The compromise that
needs to be found depends very much on the Raman laser phase noise at hand and
is evaluated for our Raman laser performance in section 4.5.3. Likewise, long pulse
lengths τ are favorable so that high-frequency phase noise will not limit gravimeter
sensitivity. However, at long pulse lengths the Raman pulses will be highly velocity-
selective, reducing the number of participating atoms and hence the signal-to-noise-
ratio. A compromise based on atom numbers, atomic ensemble temperature, available
laser power and Raman laser phase noise needs to be found here as well. In case of
noise peaks at certain frequencies, one can also adjust the value of T and thereby shift
the zero points of the transfer function (see figure 2.6 bottom) in order to make the
interferometer impervious to noise at those specific frequencies.
2.3.2 Vibrational noise
As described at the beginning of this section, additional phase noise is induced if the
overlap between Raman laser beams coming from the top and Raman laser beams
coming from the bottom changes in time. This is caused by mechanical vibrations of
the bottom retroreflecting mirror. Any mechanical noise on optical components at the
top of the chamber or even the chamber itself will cause phase fluctuations that are
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Figure 2.6: Above: Double logarithmic plot of |Hφ(2πf)|2 calculated for T = 150 ms and
τ = 100 µs, averaged after 16 oscillations due to its highly oscillatory behavior.
Below: Single logarithmic plot for low frequencies.
common to all Raman beams and therefore do not contribute to the phase difference.
To calculate the sensitivity function due to mirror vibrations, we first consider an
infinitesimal displacement δz of the bottom mirror which causes a change between
upper and lower Raman beams of
δφ = 2|k1,2|δz ≈ |keff |δz. (2.121)
We can therefore replace the power spectral density of phase fluctuations Sφ by the
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Figure 2.7: Double logarithmic plot of |Ha(2πf)|2 normalized to limf→0 |Ha(2πf)|2 = 1 cal-
culated for T = 150 ms, τ = 100 µs and λ = 780.2 nm.
power spectral density induced by vibrations as




with Sz and Sa being the power spectral densities of position and acceleration fluctu-





with the resulting acceleration noise transfer function
|Ha(ω)|2 = |Hφ(ω)|2 · |keff |2/ω4 (2.124)
which is plotted in figure 2.7. As can be seen, this transfer function behaves like
a low-pass, making the overall interferometer phase most sensitive to low frequency
vibrations below 10 Hz.
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We now introduce the setup of the atom interferometer and characterize its subcompo-
nents. Since during the design and construction phase of the experiment, the primary
focus of this thesis was put on the laser system, chapter 4 is dedicated to the descrip-
tion and characterization of that system in its entirety. To offer the reader a complete
picture of gravimeter operation, all other major subsystems of the apparatus will be
presented briefly in this chapter.
3.1 Main chamber
Our mobility requirements limit the overall dimensions of the main physics package
(i.e. main vacuum chamber and attached optics and electronics, vibration isolation
system). Therefore, we have designed and built a robust, versatile vacuum chamber
that is large enough for the atoms to be launched 80 cm high, yet compact enough
for easy transport. Together with the necessary optics and electronics, the complete
package is mounted in a transportable cage setup of dimensions 193× 82× 127 cm3
and a total weight of about 160 kg. A photograph of the complete setup is shown in
figure 3.1.
The chamber itself is made mostly from titanium alloys for their high stiffness, low
density and non-magnetic properties. Ultra-high vacuum is achieved by a commercial
ion pump and a titanium sublimation pump. The main chamber of the interferometer
consists of three principal sections as shown in figure 3.2.
• MOT chamber: The lowest part of the vacuum chamber is the the loca-
tion where the atoms are trapped and cooled to sub-Doppler temperatures. As
gravimeter sensitivity scales with the square of the interaction time T , we aim
for T to be as long as possible. This is achieved by launching the atoms upwards
from the MOT position, thereby doubling their time in free fall within the limits
of our vacuum chamber. Cooling laser light enters this section through six beam
expanders designed for a 1/e2 beam diameter of 30 mm. The MOT magnetic
field is produced by two magnetic coils in Anti-Helmholtz configuration that are
placed close to the MOT position in order for a high magnetic flux at relatively
low currents, eliminating the need for water cooling. For the optical molasses
phase, residual magnetic fields need to be compensated for which is done by
three additional perpendicular coil pairs. The coil pair on the vertical z-axis is
used additionally to provide the atoms with a quantization axis during velocity
selection.
• Selection/detection zone: In the selection zone the atoms are prepared in
their desired internal and external state while traveling upwards. This section
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Figure 3.1: Physics package of the gravimeter. Left: During first laboratory measurements
(June 2010), right: Mounted in transportable setup ready for on-site measure-
ments (December 2010).
features 8 windows in the x/y-plane and can therefore be used for a large num-
ber of purposes including future modifications. For state selection, microwave
radiation enters the chamber via a coaxial-to-waveguide-adapter attached to one
of the windows. Blowaway laser light pulses are required which diverge into the
chamber through a hole in the back of the adaptor.
On their way downwards after the interferometry, the atoms are detected at the
same location where state selection took place. When detection light is applied
on the atoms, their fluorescence is detected via a photomultiplier tube that is
attached to a window perpendicular to detection beam propagation.
• Interferometry tube: The Raman pulses are applied while the atoms are
within the 750 mm long interferometer tube. This corresponds to a longest pos-
sible time T of about 275 ms. Raman beams enter the chamber from the top of
the tube via a beam expander designed for a 1/e2 beam diameter of 29.5 mm
and are retroreflected by a bottom mirror placed underneath the MOT cham-
ber. In our setup, beam overlap can be attained at a precision of about 20 µrad,
while beam verticality can be ensured with an error of about 150 µrad. To shield
the experiment from external influences, the interferometer tube is enclosed in a


















Figure 3.2: Sections of the main vacuum chamber. Vacuum chamber design from [84].
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Figure 3.3: Vibration isolation system, from [85].
typical magnetic disturbances. A coil on the inside of the magnetic shield cre-
ates a homogeneous magnetic field along the tube length of Bz ≈ 10 mG which
provides the atoms with a quantization axis during the interferometer pulses.
The exact sequence of trapping, launching, interference and detection is presented
in chapter 5, while all three main chamber sections plus many general aspects of the
physics package are discussed in great detail in the thesis of Alexander Senger who
designed the system [84].
3.2 Vibration isolation stage
Raman beams enter the chamber through the window at the top of the interferom-
eter zone and are reflected by a mirror that is placed below the chamber (see figure
3.2). During each two-photon transition, the atoms interact with one photon traveling
downwards and one photon traveling upwards. Only a displacement of the retrore-
flecting mirror will introduce a phase shift between the two Raman beams, as all other
critical optical components are common to both beams. Hence, we effectively measure
the relative acceleration of the free-falling atoms in respect to the bottom mirror. Any
mechanical noise on the mirror will therefore severely limit our measurement’s sen-
sitivity as derived in section 2.3.2. To reduce mechanical noise, the mirror is placed
on a vibration isolation system which has been developed by Christian Freier for his
diploma thesis [85]. As it is an integral component of the atom interferometer’s physics
package, the system is briefly presented here.
The vibration isolation consists of a commercial passive vibration isolation platform
(MinusK Technology 50BM-10) that was modified to include an active feedback sys-
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Figure 3.4: Bottom mirror vibration spectra, from [86].
tem, thereby reducing its effective resonance frequency from approximately 0.5 Hz to
0.025 Hz. The active system follows many ideas given in [87] and adapts them to make
the system fit in a smaller package. The feedback loop is implemented by measuring
the residual vibrations on the isolation platform. They are fed back into the vibration
isolator using voice coil actuators which exert a force between the platform base and
its payload (figure 3.3). The sensor is a Guralp CMG-3VL uni-axial force-feedback
accelerometer in a customized compact version. The feedback electronics are housed
in a separated control unit to keep the sensor small. Spectra of residual vibrations in
the lab where the atom interferometer was assembled (on the eighth floor of a busy
university building in central Berlin) are shown in figure 3.4.
Due to the nature of a pulsed measurement, not all noise frequencies contribute
equally to overall measurement noise. To evaluate the sensitivity limit that these
residual vibrations impose on our system, we recall the transfer function |Ha(ω)|2










































Inserting the power spectral density Sa(ω) of our residual vibration spectrum after
implementation of the active vibration isolation, we calculate a single-shot limit of
gravimeter sensitivity1 of
∆g = 23 µGal (3.4)
at a Raman pulse spacing of T = 230 ms and pulse length τ = 50 µs.
One has to take into account, however, that the vibration spectrum was recorded at a
very noisy site and gravimeter performance could therefore exceed this limit at typical
gravimetry measurement sites. Additionally, we found that the performance of the
vibration isolation system still suffers from crosstalk between horizontal and vertical
vibrations. After eliminating this crosstalk and further optimizing our feedback loop,
an improvement in sensitivity of a factor 3 or 4 and single-shot sensitivities below
10 µGal might be possible.
3.3 Control system
The electronics for controlling the interferometer sequence is based on commercially
available hardware. The central controller is a National Instruments PXI system that
includes a 1-Megagate FPGA (Field-Programmable Gate Array) card. Analog, digital
and frequency outputs, as well as analog inputs are realized by further commercially
available I/O modules and Direct Digital Synthesizer (DDS) boards. These channels
are therefore easily extendable for future modifications and reach speeds of up to 40
Megasamples per second.
An event-oriented user interface has been written specifically for this experiment in
which the interferometer sequence can be modified and triggered very quickly. After
configuration of the sequence (which can be done either manually or automatically), it
is loaded into the FPGA card, the individual I/O modules and the DDS boards. The
only significant time constant that has to be taken into account is the DDS program-
ming, since this is done via a serial interface. The complete process takes between 50
and 300 ms and is done during the MOT phase of the experiment. Sequence events
are then triggered by the FPGA card, hence sequence execution runs independent of
potential disturbances created by the operating system of the user interface computer.
As timing reference, a stable 10 MHz signal (for the FPGA card) as well as 100 MHz
and 300 MHz signals (for the DDS boards) are provided by the laser system’s frequency
chain which is described in section 4.5.2.
11 µGal = 10−8 m/s2
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The laser system of our atomic fountain interferometer needs to provide various optical
frequencies for use in the main chamber, some of which have very specific requirements
in tunability, power, linewidth and/or phase noise. In addition, the complete system
needs to be robust and “truckable”. In this chapter, all components, their performance
requirements and characterizations are discussed in detail.
4.1 Laser sources
As light sources in our system, we use commercial GaAs semiconductor laser diodes
mounted in an external resonator. An advantage of using rubidium-87 as an atomic
species in our interferometer is the fact that the 87Rb D2 transition has an energy
difference of 384 THz corresponding to a laser wavelength of 780 nm. Since lasers of
this wavelength are also used in CD writers, inexpensive mass-produced laser diodes
are easily available. For this thesis, Sharp GH0781JA2C diodes have been used that
are unfortunately no longer available. However, Sanyo DL7140-201S diodes have been
found to be a good substitute [88].
4.1.1 Linewidth
The disadvantage of semiconductor laser diodes is their large intrinsic linewidth which
is a result of phase fluctuations due to spontaneous emission processes [89] and will be
derived in this section. Furthermore, the reduction of linewidth due to the external
resonator setup of our laser light sources is described and characterized.
Linewidth of a semiconductor laser diode
We consider the time evolution of the laser’s electric field E(t) as a perfect oscillator
[90]
E(t) = <[E0 e−i(ωt+φ0)]. (4.1)
In case of a perturbation due to an interaction between the field and its environment
(for example spontaneous emission processes), the field experiences a change in ampli-
tude eN (t) and phase δφ(t). Assuming that we can distinguish between these two, the
electric field can be written as
E(t) = <[(E0 + eN (t)) e−i(ωt+φ0+δφ(t))]. (4.2)
In the frequency domain, amplitude noise will result in a higher noise floor level but
it will not broaden our spectral line. Phase noise on the other hand will cause an
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increase in linewidth. To calculate its effect, we consider the autocorrelation function
of an electromagnetic field E(t) = <[E0 exp(−iωt+iθ(t))] with a slowly changing phase
θ(t)
CE(τ) = 〈<[E(t)]<[E(t+ τ)]〉 . (4.3)









where we average only over the fluctuating part with ∆θ(t, τ) = θ(t + τ) − θ(t). In
order to be able to calculate 〈ei∆θ(τ)〉, we need to consider the statistics of our noise
source. The additional phase contribution δθ(t) of each spontaneous emission process
to the electric field is completely random, hence we are dealing with a random walk
problem. Accordingly, ∆θ(t, τ) is a symmetric normal distribution with zero average
and variance
(∆θrms)2 = θ20τRspont (4.7)
with θ20 being the average phase contribution of a single spontaneous emission and
Rspont the event rate. For reasons of symmetry, we only need to consider the real part
〈ei∆θ(τ)〉 = 〈cos ∆θ(τ)〉 = e−∆θrms/2 = e−θ20τRspont/2. (4.8)








We now apply the Wiener-Khintchin theorem that connects power spectral density




CV (τ) ei2πfτdτ. (4.10)
The power spectral density of the electric field can now be written as








with T being the integration time of the analyser. This is a Lorentz distribution whose
















Figure 4.1: Effect of a single spontaneous emission on the laser field, after [90].
In a laser cavity, the rate of the spontaneous emission Rspont is proportional to the
cavity photon loss rate γc = 2π ·∆νc (with ∆νc being the cavity linewidth) and to the






To calculate θ20, we consider the effect of a single spontaneous emission on the laser
field E geometrically as in figure 4.1. The magnitude of the complex electric field is
proportional to the square root of the steady-state number of photons in the cavity√
nPh. A single spontaneous emission will make a contribution to the laser field of
length 1 at random phase. Since nPh  1, the change in phase of the resulting electric
field can be approximated as δφ ' cosα/√nPh. The variance is then given by






























which has originally been derived by Schawlow and Townes in 1958 [91].
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In semiconductor lasers, the linewidth is broadened further by an additional coupling
of amplitude to phase: Besides the instantaneous change in phase and field intensity
caused by spontaneous emission, the laser will undergo relaxation oscillations in order
to restore the steady-state field intensity. These last about 1 ns and result in a change
of the complex refractive index ñ = n + iκ due to a change in carrier density. This
leads to a net gain change of
∆g(t) = (−2ω/c)∆κ(t). (4.17)
It can be shown that an additional phase shift is induced due to the change in n [92]
which consequently broadens the laser linewidth by a factor of (1 + α2) ≈ 30 with
α = ∆n∆κ. (4.18)





· (1 + α2) (4.19)
and is typically about 100 MHz.
Reduction of linewidth by extended cavity setup
The large linewidth of semiconductor laser diodes poses a problem, as for cooling
the atoms the optical linewidth needs to be below the atomic 87Rb D2 linewidth of
Γ/2π ≈ 6 MHz. Furthermore, for the low-noise Raman laser phase lock, the lasers’
intrinsic linewidth needs to be significantly below the locking bandwidth of the phase
lock loop which is around 4 MHz. Otherwise the lock would not be able to compensate
for the lasers’ intrinsic phase fluctuations which would ultimately lead to a reduction
in gravimeter sensitivity.
To reduce the linewidth of the laser diodes, we have mounted them in an external
resonator of length le by introducing an additional output beamsplitter. This Extended
Cavity Diode Laser (ECDL) setup is depicted in figure 4.7 and will be described in
more detail in the next sections.
The linewidth of a cavity scales linearly with the inverse of the mean lifetime of a
photon in the cavity τc [93]. It can be calculated by considering the laser field intensity
at a given point inside the cavity after one cavity round-trip
I(t1) = R1R2(1− Ti)2I0 (4.20)
with R1 and R2 being the reflectivity of the cavity mirrors, Ti the internal cavity losses
and I0 the initial intensity at t = 0. Because the mode retains its shape after each
round trip, the total number nPh(t) of photons in a given cavity mode scales linearly








where nPh,0 is the number of photons initially present in the cavity. Assuming cavity
losses Ti to be negligible and considering the fact that it takes a time t = 2nl/c for
a photon to make one cavity round trip (n being the refractive index of the cavity
material), we can calculate the average lifetime of a photon in the cavity given by





or, in the case of an internal plus an additional external resonator with an output







Unfortunately, we do not know the exact reflectivities of our laser diode facets, nor
are our cavity losses completely negligible. We can, however, estimate the factor of
improvement in linewidth due to the external resonator. Assuming typical values for a
laser diode of li = 250 µm, n = 3, R1i = 0.95, R2i = 0.3 and considering our external
resonator with R2e = 0.18, ne = 1 and le = 80 mm, the mean lifetime of a photon in
the cavity increases by a factor of about 45, resulting in an improvement in linewidth
according to eq. (4.19) of a factor of about 2000.
We have measured the linewidth of our ECDL lasers by overlapping light from two
identical ECDLs on a fast photodiode and observing the resulting beat frequency on
a Rhode & Schwarz FSL Spectrum Analyser [88]. By this method, we do not only
observe the Lorentzian line-broadening due to the laser’s intrinsic phase noise, but
also an additional Gaussian broadening caused by noise in laser diode temperature
and – more importantly – its current source [95]. We also have to take into account
that we are not observing one laser’s emission frequency profile but a combination of
two lasers, even if we assume them to be identical and uncorrelated. The convolution
of two Lorentzian profiles of full-width at half-maximum (FWHM) Γlaser is again a
Lorentzian profile of Γbeat = 2 ·Γlaser. In case of two Gaussian profiles of width Γlaser,
the convolution is Gaussian as well, but its resulting width is Γbeat =
√
2 ·Γlaser.
Hence, we fit a Voigt profile to our beat measurement in order to take both Lorentzian
as well as Gaussian broadening mechanisms into account (figure 4.2). Averaged over
six measurements, we calculate widths of
ΓLorentz = (1.3± 0.5) kHz (4.24)
ΓGauss = (41± 2) kHz (4.25)
which demonstrates that our ECDLs have an emission linewidth of significantly less





















Figure 4.2: Beat of two identical ECDLs for linewidth measurement at a resolution bandwidth
of 30 kHz, from [88].
4.1.2 Mode selection and tunability
The laser wavelength emitted by an ECDL depends on an interplay of both internal
and external cavity modes as well as the laser diode’s very broad gain profile. To
prevent the laser from oscillating on more than one internal cavity mode, an additional
frequency-selective element needs to be introduced into the cavity. This element filters
out all but one internal cavity mode and therefore needs to have a linewidth that is




> 150 GHz (4.26)
for standard laser diode chip lengths of li < 1 mm. For many years, Littrow-Configura-
tion ECDLs have been used in cold atom experiments [96]. These lasers use a grating to
feed the first diffraction order (typically 15-20 percent of the laser diode output power)
back into the laser, while the cavity length is controlled by mounting the grating onto a
piezo-electric element and changing the voltage applied to it. However, the dependence
of the selected wavelength on the grating’s incident angle is rather sensitive (typically
dλ/dθ ≈ 1.5 nm/mrad), and changing the cavity lengths also causes a slight output
beam displacement which decreases fiber coupling efficiency.
Instead, our ECDLs employ interference-filters manufactured by Research Electro-
Optics that have a linewidth of 0.3 nm (approx. 150 GHz) and transmit our required
wavelength of 780.23 nm at an incident angle of θ ≈ 6◦. These filters have first been
developed at the SYRTE group of the Observatoire de Paris for use in a cold-atom
gyroscope [97]. The interference filter is placed into the collimated beam between laser
diode and external cavity output coupler (see figure 4.7). For controlling the cavity
length, the output coupler is mounted on a piezo-electric element. By changing the an-
gle of the filter in respect to the laser beam, the filter’s transmission frequency changes
by only dλ/dθ ≈ 23 pm/mrad which is about a factor 60 less sensitive to misalignment
than Littrow-configuration ECDLs. This makes our setup ideal for implementation
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Figure 4.3: Laser diode modes, laser diode gain profile and filter transmission profile.
in mobile laser systems where mechanical stability is of paramount importance. Ad-
ditionally, the setup is linear, hence a change in cavity length does not displace the
laser’s output beam.
Figure 4.3 shows the interplay between internal resonator modes, filter profile and
laser diode gain profile. Since the linewidth of our filter is less or equal to the internal
mode spacing, only a single mode can be emitted at once due to its higher gain over
any other mode. For a set angle of the filter, changing the laser diode current will
change the internal mode spacing and therefore move the modes through the filter
transmission curve. After one mode moves out of the filter’s profile and the next mode
enters it, this one now becomes the forced mode and we observe a jump in the ECDL’s
emission frequency (figure 4.4).
This picture is not complete however, as we also need to consider the external cavity




≈ 1.9 GHz (4.27)
apart (le = 80 mm). Again, one of these external modes experiences a higher gain over
other modes due to the convolution of laser diode gain profile, filter profile and the
selected internal cavity mode. This setup forces the external mode to dominate over
the internal modes if the power that is retroreflected from the ECDL’s output coupler
back into the laser diode is sufficiently high. Otherwise, one will observe multi-mode
emissions. We have observed stable single-mode behavior with output couplers of both
18 and 30 percent reflectivity. The frequency of these external modes can be changed




Figure 4.4: ECDL tuning via laser diode current.
This can be done by either changing the laser diode current or displacing the output
coupler via piezo voltage. Temperature control would be a third alternative, however,
time constants are on the order of some seconds which makes this parameter unsuitable
for these purposes. Piezo voltage offers us a jump-free tuning of the output frequency
over the cavity’s FSR of 1.9 GHz until the next external mode experiences higher gain
and we will observe a jump in emission frequency (figure 4.5). Unfortunately, the
bandwidth of this tuning parameter is limited to the piezo resonance frequency of
about 9 kHz (45 kHz according to the piezo data sheet, reduced by a factor of 5 in
our setup due to the additional mass of the beamsplitter). Changing the laser diode
current instead offers a significantly higher bandwidth (up to GHz range), on the other
hand though, this will also displace the internal modes so that we can only tune the
external mode by about 60 MHz before the system jumps to the next external mode
(figure 4.4 insert) due to the change in gain profile. However, by controlling both piezo
voltage and diode current at a fixed gain ratio, we can move internal and external
modes simultaneously and prevent these mode-hops. We thus achieved a mode-hop
free tuning range of about 9 GHz and thereby over more than the complete 87Rb and
85Rb D2 lines (figure 4.6). For even higher tuning ranges, a more complex control of the
parameters would be required, as our assumption of a constant ratio of diode current
and piezo voltage does not hold anymore. For our purposes though, a tuning range of
9 GHz is more than sufficient. This symmetrical tuning parameter is, however, again
limited to the bandwidth of the piezo of 9 kHz.
4.1.3 Design and specifications
In order to prevent misalignments during transport of our gravimeter, the ECDLs have
been built in a very compact and robust block design. The setup is modular so that
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Figure 4.5: ECDL tuning via piezo voltage.
the components can be grouped into six principal sections (figure 4.7). The Laser
Diode Mount section (1) contains the actual light source, a 5.6 mm laser diode (Sharp
GH0781JA2C) of a wavelength of typically 784 nm at a maximum output power of
120 mW at an operating current of 167 mA. The laser diode is fixed tightly between
two circular copper pieces for good thermal conductance and to keep the laser from
misalignment by external forces. The copper mount also includes a 10 kΩ thermis-
tor and is mounted on a thermoelectric cooling (TEC) element that has a hole in
the middle for laser diode pin access. By reading out the thermistor and controlling
the current running through the TEC, the temperature of the laser diode’s copper
mount is stabilized using a self-made electronic circuit that includes a commercial
temperature controller chip. Section (2) houses an f = 3.1 mm mounted aspheric
collimating lens. For easy collimation, the lens mount features an external thread
which enables us to easily adjust the lens position in the z-direction (parallel to beam
propagation). For x/y-alignment, the relative position between sections (1) and (2)
can be shifted slightly. The output section (4) houses an 18 percent beamsplitter (30
percent for Raman system) optimized for 0◦ incidence beams that is mounted on a
tubular low-voltage piezoelectric element for cavity length control. The beamsplitter
is encompassed by two further aspheric lenses of f = 18.4 mm and f = 11 mm so that
the laser light is focussed on the position of the beam splitter. This so-called cats-eye
configuration further shields the setup from the influence of external forces, as any
tilt of the beamsplitter would only result in parallel position offset of the reflected
beam, not a different reflection direction. The output lens of the cats-eye is again
mounted in a separate section (5) that can be shifted slightly in respect to section (4)
for x/y-alignment.
All these sections plus the cylindrical Interference filter section (3) are housed in
the ECDL’s main block (6) which includes another 10 kΩ thermistor and is mounted
on two further TEC elements for temperature stabilization of the cavity. The resulting
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Figure 4.6: Mode-hop free scan over the complete 87Rb D2 line spectrum using one of our
ECDLs. Insert: 85Rb F=3 → F’ lines that we use to stabilise the reference laser.
cavity length of the complete setup is le = 80 mm. Because a significant fraction of
the laser light is retroreflected into the diode, we do not operate the laser diode at its
maximum current but rather at a current of around 80 mW in order to increase the
chip’s lifetime. The current is provided by a self-made low-noise current driver based
on [98]. At λ = 780 nm, the output power of these ECDLs is approximately 50 mW
(about 40 mW for ECDLs with 30 percent beamsplitters). As described in the two
preceding sections, the linewidth is less than 100 kHz and the free spectral range is
1.9 GHz.
4.1.4 Optical amplification
For a fast MOT loading rate and an effective Raman velocity selection, we need a laser
power significantly higher than that provided by the ECDLs. Therefore, additional
optical amplifiers have to be employed which results in a Master-Oscillator-Power-
Amplifier (MOPA) configuration. The amplifying element is an Eagleyard Tapered
Amplifier (TA) which is essentially a GaAs laser diode chip of a specific geometry
with non-reflecting facets. Running a current through the chip will create inversion
in the active medium, but in the absence of a resonator there will be no lasing, only
spontaneous emission. When this chip is seeded by another laser source, however, the
light will be amplified by stimulated emission, thereby retaining the seeding laser’s
spectral properties. Our TAs produce an output power of 1 Watt at an operational
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Figure 4.7: Extended Cavity Diode Laser (ECDL) setup. Details of optical components see
appendix A.
current of approximately 1.8 A (maximum 2.5 A) if seeded by a power of at least 10 mW
from an ECDL. The seeding beam needs to be focussed on the amplifier’s input facet,
for which we employ an aspherical lens of f = 3.1 mm. The amplifier’s output beam is
divergent and astigmatic, which is why we need both an aspherical lens for collimating
the beam on the vertical axis (f = 2.75 mm) as well as an additional cylindrical lens
for collimating the beam on the horizontal axis (f = 25 mm), as shown in figure 4.8.
For easy temperature stabilization, both aspherical lenses are mounted together with a
10 kΩ thermistor and the amplifier itself on a large copper piece that is mounted on a
vertical temperature sink (e.g. an aluminum wall) via a TEC element. The cylindrical
lens is mounted separately. TA current is provided by a self-made electronic circuit
that employs a commercial 5 Ampere current driver chip.
4.2 System concept
4.2.1 Mechanical requirements
Naturally, the laser system for a mobile atom interferometer has to be mobile and
compact as well. We designed our system to be easily transportable, requiring a











Figure 4.8: Tapered Amplifier setup. Details of optical components see appendix A.
erate at gravimetry reference points where the absolute gravity value is measured in
regular intervals [42]. These points are usually selected to be inside of buildings with an
environment that is relatively stable, as conventional mechanical gravimeters are sen-
sitive to changes in their operating environment (although harsher conditions can be
found at more unusual measurement sites). We can thus expect to typically encounter
environments with temperature variations of one or two Kelvin, low vibrational noise
level and no direct sun light. This is, however, still considerably worse than conditions
usually found in laboratory cold atom experiments. Standard laser systems for these
experiments are not only quite complex, but also can rarely endure significant mechan-
ical vibrations, thermal fluctuations of even a few Kelvin or electromagnetical noise
without losing laser frequency locks or a significant decrease in optical power output.
A first step in solving these problems was the redesign from scratch of almost all
optical mounts, as standard laboratory equipment rarely offers sufficient mechanical
stability and is in most cases simply too large for our purposes (figure 4.9). Many of
these new mount designs are adapted from the QUANTUS drop tower project [68, 63]
and have proven their stability even under extreme accelerations of up to 50 g. We
have mounted all optics in four closed, compact modules with 1 cm thick walls and a
beam height of 20 mm for high ruggedness. Light is transferred between the modules
by means of polarisation maintaining optical fibers. Except for the reference laser,
which is even smaller, each module’s base area is 42 by 42 cm with a height of a
few centimeters. The base plate of two of these modules is a custom made Thorlabs
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Figure 4.9: Custom-made miniaturized optical mounts. Beam height for all optics is 20 mm,
round optical components have a diameter of 0.5”. Top left to bottom right:
Raman laser module detail: Tapered Amplifier, reference laser module, cooling
laser module 2, Raman laser module detail: AOM stage. 5-Eurocent coin (d =
21 mm) as size reference.
aluminium honeycomb breadboard with a 1 cm grid of M3 threads which provides
stability as well as flexibility for possible future modifications. The other two modules
use 25 mm thick aluminum slabs as base plates with the four walls and two additional
divider walls mounted in a force-fit such that under mechanical stress the assembled
modules behave as if manufactured from one piece. Fibre and electrical connections are
mounted on the walls of each module, the total height of each module varies between
75 and 105 mm.
The four modules are mounted in a standard 19” electronics rack that we fitted with
inflatable air bags between its main body and its base plate which serve as a passive
vibration isolation and also as a shock absorber for transport over rough terrain. A test
transport over a snow-covered cobblestone surface has resulted in a decrease of fiber
coupling efficiency of less than 30 percent. The rack is dimensioned such that it can fit
through standard doors and is thereby easily transportable to different locations (figure
4.10). For easy access, the laser modules are mounted on telescopic rails. The complete
laser system and its control electronics could theoretically be mounted in just one rack
– we chose, however, to include also other gravimeter electronics such as computer
control, a backup power system, power supplies and diagnostic equipment. This made
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Figure 4.10: Photograph of laser system, cooling module 2 extended on telescopic rails. In
addition to the complete laser system, these two racks also contain the gravime-
ter’s computer, power supplies, emergency backup batteries, control electronics
and diagnostic equipment.
a second rack necessary and enabled us to move mechanically noisy equipment (i.e.
anything that includes cooling fans) away from the optics. To increase the system’s
insensitivity to changes in the environmental temperature, we enclosed the section of
the rack that contains the optics modules with temperature insulation walls. The
temperature inside of this box is stabilized by air circulation which is controlled by a
commercial air-conditioning unit based on Peltier elements.
The dimensions of the complete system are 177× 60× 60 cm3 (computer and control
electronics rack) plus 194× 80× 60 cm3 (laser rack), adding up to a total volume of










































































































Figure 4.11: 87Rb D2 transition hyperfine structure (relative hyperfine shifts are shown to
scale only within each hyperfine manifold) and laser frequencies required in our
setup. Values compiled from [100, 101].
4.2.2 Optical requirements
For the operation of our atomic fountain gravimeter, a total of eight different optical
frequencies are required whose photon energies E = hν correspond to different hy-
perfine transitions of the 87Rb D2 line (figure 4.11). The exact timing sequence in
which the laser system needs to produce these frequencies will be discussed in detail
in chapter 5.
• Cooling (Upper MOT, Lower MOT): For trapping, cooling and launching
the atoms, light on six optical fibers is required that is slightly red detuned in
respect to the F=2 → F’=3 resonance. The red detuning needs to shift from
about 17 MHz (during MOT phase) to up to 180 MHz (during molasses and
launch phase). For launching the atoms, the three upper MOT beams need to
be shifted 3 MHz further into the red, whereas the three lower MOT beams need
to be shifted 3 MHz into the blue. In order to achieve a high interferometer
repetition rate (and therefore higher gravimeter sensitivity), the MOT loading
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Figure 4.12: Modular concept of our laser system.
time needs to be as short as possible which requires high laser power of at least
six times 50 mW.
• Detection and Blowaway F=2: For the detection of the atoms after the
interferometry sequence, light on resonance with the cycling transition F=2 →
F’=3 is required. The same laser frequency is required on a separate fiber earlier
in the sequence to blow away unwanted atoms during the state and velocity
selection phase.
• Repumper: We need to be able to quickly transfer atoms from the F=1 to
the F=2 hyperfine ground state, both in the MOT phase and in the detection
sequence. A light pulse resonant with the F=1 → F’=2 transition achieves this,
as from the F’=2 state the atoms can decay into the F=2 ground state.
• Blowaway F=1: During state and velocity selection, blow away light for atoms
in the F=1 state is required as well. Light on resonance with the cycling transition
F=1 → F’=0 achieves this.
• Raman Master and Raman Slave: For the two-photon Raman transitions
that constitute our interferometer beamsplitter, mirror and recombiner, two
phase-locked lasers of an energy difference of exactly the 87Rb hyperfine ground
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splitting of 6835 MHz are required. Their resonance is a virtual level far de-
tuned from the P3/2 levels to prevent optical pumping in any of these levels. For
short Raman pulse lengths and therefore a less stringent velocity selection – and
ultimately a better signal-to-noise-ratio – high power is needed.
• Reference: In addition, one further laser is required that is stabilized to an
atomic transition. This provides an optical reference for the frequency stabi-
lization of all the other lasers. It is stabilized onto the 85Rb D2 F=3 → F’=4
transition which lies 1126.49 MHz below the 87Rb D2 F=2 → F’=3 transition.
Because of a 40 MHz offset in the spectroscopy (see below), this gives us a fre-
quency difference of 1086.49 MHz between reference laser and the 87Rb D2 F=2
→ F’=3 transition.
Since not all of these frequencies are required at the same time, we do not need
to construct eight different lasers but can tune the lasers during the course of the
sequence to fulfill different functions at different times. It would be possible to reduce
the complete system to only three different laser sources [53]. This would, however,
reduce flexibility for future enhancements of the atom interferometer such as quasi-
continuous operation (many clouds of atoms in flight at the same time). We therefore
chose to keep the Raman lasers independent from the cooling and detection lasers.
Consequently, a total of five ECDLs is employed in our system. They are organized in
four distinct modules: one reference laser module, two cooling laser modules and one
Raman laser module (figure 4.12).
4.3 Reference Laser
The reference laser module (figure 4.13) houses an ECDL that is stabilized 40 MHz
below the 85Rb F=3 → F’=4 transition by modulation transfer spectroscopy. Light
from this laser will be used as an optical reference for laser frequency stabilization in
the rest of the system.
4.3.1 Optical setup
Laser light generated by an ECDL passes through a 60 dB optical isolator. This isolator
houses a Faraday rotator and two polarizers which are oriented such that light can pass
the isolator only in one direction, whereas any light coming from the opposing direction
will be attenuated by 60 dB. This is to prevent any reflections from optics components
to reach the ECDL which would cause problems with the cavity modes and might
even damage the laser diode. Most of the laser power is coupled into two fibers for
frequency stabilisation of the cooling and Raman laser systems (P = 10.8 mW and
5.8 mW, respectively). A small fraction of the laser power is used for Doppler-free
spectroscopy. In order to eliminate Doppler broadening of the lines due to atomic
motion, the spectroscopy light is split into a pumping beam (P = 550 µW) and a
probe beam (P = 280 µW) that are overlapped in counter-propagating directions in
a rubidium gas cell. The pumping beam intensity exceeds the saturation intensity of





















































Figure 4.13: Reference laser optical setup (drawn to scale) and electrical control signal gen-
eration. Details of optical components see appendix A.
beams address the same atoms. Because of different Doppler shifts for both beams,
this is only true for atoms with zero velocity along the beam axis. Hence the Doppler
broadening mechanism is eliminated and the sub-Doppler hyperfine line structure is
revealed when observing the probe beam intensity on a photodiode (figure 4.6). We
additionally employ an acousto-optic modulator (AOM) in the probe beam to shift the
optical frequency by f = 80 MHz. This eliminates unwanted interference between the
probe beam and back-reflections of the pump beam but will also shift the spectroscopy
signal by f/2 = 40 MHz due to the resulting selection of a non-zero velocity class.
4.3.2 Frequency stabilization
We employ modulation transfer spectroscopy (MTS) for the frequency stabilization
of the reference laser [102, 103]. A single-frequency pump beam passes through an
electro-optic modulator (EOM) that is driven by an oscillator at ωm. The EOM
phase-modulates the light, thereby imprinting weak sidebands onto the light seperated
by ωm from the carrier frequency ωc
E = E0 sin [ωct+ δ sin(ωmt)] , (4.28)
δ < 1 being the modulation index. In the vapor cell, a four-wave mixing process
is induced between the probe beam and two frequency components of the counter-
propagating pump beam due to sufficient nonlinearity in the interaction with the
rubidium atoms. This creates a fourth wave in form of a sideband at ωm on the
unmodulated probe beam. This process occurs for each sideband of the probe beam.













Figure 4.14: Block diagram of the reference laser frequency control loop.
mixer is zero if both sidebands symmetrically encompass a peak in the spectroscopy
signal which gives us our error signal that we can use to stabilize the laser. In our
setup, ωM = 7.38 MHz has been found experimentally to produce the best compromise
between steep slope and large capture range. The advantage of this method of error
signal generation over the more common frequency modulation spectroscopy (FMS)
[104, 105] is a flat background. Signals generated by FM spectroscopy (where side-
bands are imprinted directly onto the probe beam) suffer from a sloped background
which is the derivative of the Doppler-broadened absorption profile. The MTS signal
background on the other hand is completely flat due to the fact that the modulation
transfer occurs only when the sub-Doppler resonance condition is satisfied. This makes
our laser lock significantly more stable on the long term as no offset needs to be sub-
tracted from the signal that can drift if laser power or beam alignment change slightly
over time.
The error signal is fed into an electronic circuit (“Lockbox”) that we designed specif-
ically for frequency stabilization of our ECDLs. In the Lockbox, a control signal is
generated from the error signal by a proportional-integral (PI) controller and then fed
into the laser for controlling the frequency. A block diagram of this control loop is





1 + F (ω)P (ω)C(ω)
)
·R(ω) (4.29)
where, in accordance with standard control theory denominations [106], C represents
the controller (in our case a PI-controller), P represents the plant (the laser), F rep-
resents the feedback or the sensor (the error signal generation employing MTS spec-
troscopy) and R represents the reference value (in our case zero, as we stabilize the








KI = 1/(RC) and KP = R2/R1 are constants given by the circuit design of the
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Figure 4.15: Bode plot of theoretical Lockbox frequency response.
operational amplifier of the integrator and proportional path, respectively. ωR =
KI/KP is the crossover frequency between the frequency regime dominated by the
integrator (gain slope of 20 dB per decade towards lower frequencies) and the frequency
regime dominated by the proportional path (constant gain), see figure 4.15. A detailed
scheme of the Lockbox’ circuit design can be found in appendix A. The resulting control
signal is then split into two parts. One fast path leads directly into the laser diode
current controller. However, as described in section 4.1.2, if we detune the ECDL
output by means of laser diode current by more than 60 MHz, the laser will experience
a mode-jump and the laser lock will be lost. Hence, a second, slower path with a
significantly larger tuning range is required to compensate for slow drifts of the laser
due to temperature variations or mechanical stress. This is achieved by the symmetrical
tuning parameter described in section 4.1.2 where the ECDL’s diode current and piezo
voltage are tuned simultaneously at a fixed gain ratio that gives us a mode-hop free
tuning range of up to 9 GHz (see figure 4.6). For this slow path to compensate for













The frequency response (Bode plots) of both paths at our resistor and capacitor values
is shown in figure 4.15. As can be seen, the additional integrator in the slow path
results in a gain slope of 40 dB per decade towards lower frequencies. At frequencies
below ωC = K∗I the slow path therefore always dominates over the fast path which has a
gain of only 20 dB per decade towards lower frequencies. At frequencies above ωC , the
fast path dominates due to the slow path additional integrator’s low pass behaviour.
The lockbox also features a scan mode, where a ramp is fed into the symmetrical









Figure 4.16: Reference laser lock open-loop and closed-loop reference transfer function.
spectrum.
Introducing a disturbance A(ω) on the system, we can characterize its performance
and measure the bandwidth of our lock. This can be done at the point of the reference
value AR(ω) in order to measure the reference transfer function which characterizes
the loop’s ability to follow a given change in the reference value. Alternatively, the
disturbance can be introduced behind the controller AC(ω) in order to measure the
disturbance transfer function, characterizing the loop’s ability to compensate for noise
coming from the laser, the electronics or their environments. Using a network analyzer,
we can measure the ratio of the transfer of the disturbance through the system –





AC(ω) + F (ω)P (ω)






1 + F (ω)P (ω)C(ω) . (4.33)
As we stabilize the laser onto a zero-crossing in our system, R becomes zero and the
ratio becomes independent of the size of the disturbance. To characterize the perfor-
mance of the lock, we compare the real parts of the system’s closed-loop disturbance
transfer function to the open-loop transfer function where the controller is inactive,
hence C = 0. This yields the same result for both the disturbance as well as the
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= 11 + F (ω)P (ω)C(ω) . (4.34)
The real parts of B(ω)/AR(ω) and B(ω,C = 0)/AR(ω) are plotted in figure 4.16. We
define our locking bandwidth to be the frequency at 3 dB below unity gain, yielding a
value of approximately fBW = 350 kHz.
We found that this bandwidth is limited by electronics and cable lengths and not by
the optical spectroscopy itself. Due to the system’s slow drift compensation, the laser
stays locked over days at its required frequency. In a laboratory test, the reference
laser stayed locked on the atomic transition even when slowly changing the module’s
temperature by 10 Kelvin over two hours. The reference laser is also impervious to
moderately strong hits of a metallic wrench to its base plate.
We chose to stabilize the reference laser onto the closed 85Rb F=3→ F’=4 transition
– or more precisely, 40 MHz below that transition due to the 80 MHz AOM in the probe
beam – as closed transitions generate the strongest signals in MTS spectroscopy. The
choice of a 85Rb line over a 87Rb line comes from the fact that for the detuning
of the cooling laser lock frequency during the interferometry sequence, a large beat
note scaling factor (required by a large frequency difference to the reference laser) is
advantageous, as described in detail in the next section.
4.4 Cooling Laser
In the two cooling laser modules, we generate all laser light that is needed for trapping,
cooling, launching, selecting and detecting the atoms, i.e. all light required in the
experiment except for the two Raman beams. A total of 11 separate fiber output ports
at different laser powers and frequencies is required for full functionality.
In our vacuum chamber we capture the atoms in a Magneto-Optical Trap (MOT).
Since the atom interferometer’s sensitivity scales with the square root of both the
repetition rate and the number of atoms, we aim to trap as many atoms as possible as
quickly as possible. To achieve this, we use a large MOT volume (1/e2 beam diameter
30 mm) at high laser power.
Required cooling laser power
As a rough estimation of the required laser power, we consider one atom of mass m
that is slowed down from its initial velocity to v = 0 by laser cooling at wavelength
λ = 780.2 nm over a distance corresponding to our MOT diameter of d ≈ 30 mm. The
average force exerted on an atom travelling within a counter-propagating laser wave
[107, 108] is the photon momentum pph times the average rate of absorbing photons
Rsc








where Γ = 2π · 6.07 MHz is the cooling transition linewidth, ∆ is the detuning of the
laser light from the cooling resonance and I is the light intensity. Isat is the saturation
intensity such that at I = Isat the transition is power broadened by a factor of
√
2.
This is the case when
I/Isat = 2Ω2/Γ2 (4.36)
where the Rabi frequency Ω is related to the transistion’s dipole moment and the laser
light’s electric field amplitude E0 =
√
2I/cε0 as







which calculates to Isat = 1.669 mW/cm2 for the 87Rb D2 line. If we assume ∆ = 0
in the moving frame of the atom due to Doppler shift and write the damping force as







We can now calculate the maximum velocity that atoms can have in order to still
















· Γ2 = 58.0
m
s (4.41)
for I/Isat  1 we determine I = Isat to be a good choice for laser intensity, as the gain
of higher intensities becomes stagnant. This will give us 1/
√
2 of the highest possible
maximum trapping velocity for our geometry which is vmax(I = Isat) = 41.0 m/s.























gives us a fraction of 0.4 % of all atoms that can be slowed down to zero velocity on
a distance corresponding to our MOT volume, assuming a rubidium gas temperature
of T = 300 K and I = Isat. Although the MOT trapping rate scales with the fourth
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Figure 4.17: Dependence of maximum trapping velocity on laser beam intensity.
power of the maximum trapping velocity [109]
Rtrap =
√





(V being the MOT volume), stimulated emission processes reduce cooling efficiency at
higher beam intensities, which has not been taken into account for these estimations.
At our beam diameter of 30 mm, the estimated required laser power per cooling beam
becomes P (I = Isat) ≈ 48 mW.
4.4.1 Module 1: Laser sources and frequency stabilization
Due to the large 87Rb ground state hyperfine splitting of 6835 MHz, light from the
F=1→F’ frequency class cannot easily (or with high efficiency) be shifted to F=2→F’
by means of acousto-optical modulators. Hence, we employ two ECDLs mounted in
the first cooling laser module, one for each frequency class (figure 4.18). To achieve
the high laser power required for cooling the atoms, the F=2→F’ light is split into two
halves and amplified by Tapered Amplifiers to 1 Watt each to be used as upper and
lower MOT beams. Light from both Tapered Amplifiers as well as the non-amplified
F=1→F’ light is mode-cleaned by optical fibers and guided into the second cooling
module. Due to imperfections in the Tapered Amplifiers’ output laser beam profiles
and mechanical limitations on the lenses used in the Tapered Amplifier mounts, fiber
coupling efficiency was as low as 20 to 30 percent. With the help of two lenses in a
telescope setup, the beam size was adjusted for better fiber injection, so that ultimately
a coupling efficiency of 50 to 60 percent was achieved.
For frequency stabilization of the F=2→F’ frequency class (figure 4.19 bottom), light
from the ECDL is overlapped with light from our reference laser on a fast photodiode
(Hamamatsu G4176-03 connected to a Bias-Tee to give the photodiode a 9 VDC bias).
This gives us a beat frequency of fF2beat = 926.5 MHz for output light resonant with
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Figure 4.18: Cooling laser module 1 optical setup (drawn to scale). Details of optical com-























































































Phase lock chain F=2 ECDL





































Figure 4.20: Block diagram of a phase-locked loop (PLL).
the second cooling module. After sufficient amplification, the beat signal is fed into a
Hittite HMC440QS16G digital phase-frequency detector that produces an error signal
as described below, which is used to close the phase-locked loop (PLL).
Phase-locked loop
A PLL is a feedback system that is implemented to minimize the phase difference
between two signals [110]. It stabilizes the phase of a noisy radio-frequency (RF) source
onto a local oscillator (LO) signal that is used as a reference. The block diagram of such
a system is shown in figure 4.20. The significant difference to an ordinary control loop
(figure 4.14) is the addition of the phase-frequency detector (PFD) and a loop filter
which enable control of the laser’s output phase and frequency via a sine wave input
signal fLO. These PFD circuits are designed for phase-frequency-locking of voltage-
controlled oscillators (VCO) to a reference oscillator but work equally well for our
purposes. At the RF input, the beat frequency is divided down – in case of the phase
lock for our F=2→F’ frequency class light by a factor of 10 to 92.65 MHz. The PFD
then compares the downconverted signal’s zero-crossings to those of the LO reference
signal fLO = fF2ref = 92.65 MHz provided by a stable Direct Digital Synthesizer
(DDS). The logic of the PFD determines whether the RF or the LO channel has a
zero-crossing earlier or more often than the other and generates pulses of a width
proportional to the amount of phase difference. Depending on the channel that has
phase lead over the other channel, the pulses are output at one of two output ports
(figure 4.21) that we subtract from one another. Within a limited range, the resulting
output signal ud(t) is proportional to the phase error as
ud(t) = Kd∆φe(t) = Kd(φLO(t)− φRF (t)) (4.45)
where Kd is the gain of the PFD. ud(t) consists of a DC component and a superim-
posed AC component. As the latter is undesired, it is filtered out by a loop filter,
implementing a standard operational amplifier in an integrator setup. Thus, the loop
filter generates an almost-DC signal that is proportional to the amount of phase differ-
ence between both channels for |∆φ| < 2π and saturates beyond this range, ensuring a






Figure 4.21: Input and output signals of a two-channel phase-frequency detector (PFD). Left:
LO has phase lead ∆φ over RF, right: RF has phase lead ∆φ over LO with
output pulse length ∆p ∝ ∆φ.
phase and frequency. It can therefore be used as the control signal to phase-frequency-
lock the beat signal to the DDS signal and therefore the ECDL to the Reference laser.
Equation (4.29) can be adapted to describe the closed loop transfer function of the
PLL and yields
Y (ω) = KdK0F (ω)
ω +KdK0F (ω)
(4.46)
with the loop filter transfer function F (ω) and the gain of our optical-electrical chain
from Lockbox to beat signal generation K0. The transfer function of the loop filter is
given by (4.30). Substituting this for F (ω), we can analyze the phase transfer function






ω2 + ωωRKdK0KI +KdK0KI
(4.47)
This can be written as
Y (ω) = 2ζωnω + ω
2
n




KdK0KI is the natural frequency and ζ = ωn/(2ωR) is the damping
factor which together characterize a PLL. For a good tracking performance, a high-
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gain loop is desirable, i.e. Kd and K0 are chosen so that K0Kd  ωn.
The Lockbox employed to generate the error signal is identical to the one described in
section 4.3.2, reaching a locking bandwidth of about 200 kHz. We can tune the exact
ECDL output frequency by tuning the DDS output fF2ref . Different configurations
required during our interferometry sequence are laid out in section 4.4.2. As our
DDS have a maximum output frequency of 171 MHz and the PFD requires an input
frequency higher than 18 MHz (10 MHz according to its data sheet but at our signal
amplitudes operation below 18 MHz became unstable), that gives us a tuning range of
1530 MHz thanks to the scaling factor of 10. In an earlier version of this laser system,
we had stabilized the reference laser to 40 MHz below the 87Rb F=2→F’=3 transition
which resulted in a significant reduction in tuning range due to a lower scaling factor.
The F=1→F’ ECDL is stabilized in a similar manner by overlapping its light with
light from the Reference laser on a fast photodiode and employing another Hittite
PFD. In this case though, the beat frequency of fF1beat = 5081.5 MHz is significantly
higher, hence we added a frequency divider (factor 8) into the chain and set the PFD’s
own input divider to its maximum scaling factor of 32. The resulting signal is stabilized
to another DDS running at fF1ref = 19.85 MHz.
4.4.2 Module 2: Light shifting and distribution
In the second cooling laser module the light is frequency shifted and switched using
acousto-optical modulators (AOMs), one for each of these three beams. This enables
separate frequency and switching control of upper MOT, lower MOT and repumper
beams. Not all eleven output ports will have to be used simultaneously, as for instance
blow-away beams and MOT light are not required at the same time. By directing the
light to different output ports at different times during the sequence instead of splitting
it up, we require only three AOMs in total and have more optical power available, as
nothing is wasted at output ports that are not in use at a given moment. The exact
timing sequence in which the different laser frequencies are needed in the experiment
will be discussed in chapter 5.
MOT and launch configuration
Light from each of the two F=2→F’ high-power fiber inputs goes through an AOM in
a double-pass setup (figure 4.22). Since the most light power is needed in the MOT
phase of our experiment, we have selected and adjusted the AOMs so that they operate
at their center frequency of fF2A1 = fF2A2 = 80 MHz and therefore peak efficiency of
about 80 percent (single-pass) in that configuration. We use the minus first diffraction
order, thereby shifting the light 160 MHz into the red at an efficiency of about 60
percent. Light is then split into three parts and coupled into fibers, the exact splitting
ratio can be adjusted by λ/2 waveplates for optimizing MOT beam balance. In order
to launch the atomic cloud upwards, both upper and lower MOT beams have to be
detuned with respect to each other to achieve a moving molasses configuration. We
achieve this by detuning the two AOMs by 1.5 MHz from their centre frequency in
opposing directions, thereby creating a 6 MHz difference in frequency between the two
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Figure 4.22: Cooling laser module 2 optical setup in MOT/launch configuration (drawn to








Figure 4.23: Attenuation of cooling laser light (measured in-fiber at fixed TA current) by
voltage-variable attenuator in the AOM RF chain.
shifts slightly. By focussing the laser light on the double pass retroreflecting mirror
in a cats-eye configuration, this will only result in a slight parallel beam displacement
and does not significantly affect fiber coupling efficiency at the output ports. At the
same time, this reduces the effect of misalignments of the retroreflecting mirror which
increases the system’s mechanical stability. In addition to laser frequency control, the
AOMs are also employed for fast switching, limited by the AOM rise time of about
100 ns. Using a voltage-variable attenuator in the AOM’s RF supply path, we can also
use the AOM as an optical attenuator for pulse shaping or well-controlled laser light
intensity ramps (see figure 4.23). The maximum total in-fiber cooling laser output
power is on the order of six times 60 mW. Considering a loss of 10 to 20 percent due
to the MOT chamber optics, this complies with our estimation of required cooling laser
power. Exact output powers after manual optimization of MOT shape and position
can be found in table 4.1. Detuning fF2A1 and fF2A2 by 1.5 MHz each, we lose about
one percent of optical power due to lower AOM efficiency.
The F=1→F’ light is detuned by 400 MHz into the blue using the plus first diffraction
order of an AOM operating at fF1A = 200 MHz in a similar double pass configuration.
Since AOM crystals at these frequencies have an aperture smaller than our beam
diameter (0.32 mm and 0.91 mm, respectively), light needs to be focussed on the AOM
crystal. The light is now resonant with the F=1→F’=2 transition and split into four
parts. Two parts are overlapped with light of two MOT beams and the other two parts
with detection beams in order to pump atoms from the F=1 hyperfine ground state
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Figure 4.24: Cooling laser module 2 optical setup in state selection configuration (drawn to
scale). Details of optical components see appendix A.
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State selection and detection configuration
During the atomic state selection, light resonant with the F=1→F’=0 and F=2→F’=3
transition is required on fibers separate from the MOT fibers (figure 4.24). We
make use of the change in first order diffraction beam angle by hitting different mir-
rors at different AOM frequencies. While one of the two F=2→F’ beams will be
retroreflected into the AOM for a double-pass configuration (as described above) at
fF2A1 = (80± 5) MHz, it will hit a different mirror at fF2A1 = 100 MHz for a single-
pass configuration. Single-pass efficiency is reduced to 50 percent when operating the
AOM this far from its center frequency of 80 MHz. As the resulting AOM detuning
is reduced from 160 MHz to 100 MHz, the ECDL frequency lock reference needs to be
detuned by 6 MHz to fF2ref = 98.65 MHz in order to compensate. The light is then
split into four parts coupling into one fiber each, two of them for use as blowaway light
during state selection, the other two (overlapped with repumper light) as detection
light.
We employ the same technique for the F=1→F’ light. Tuning its AOM from fF1A =
200 MHz to fF1A = 170.84 MHz, the light hits a different mirror for a single-pass
configuration at a diffraction efficiency of 60 percent. At this AOM frequency, the
resulting detuning of 229.16 MHz into the red corresponds to the difference in energy
between the F’=2 and F’=0 levels, hence the single-pass light is now resonant with
the F=1→F’=0 transition without further need to adjust fF1ref . Light is split into two
parts and overlapped with the F=2→F’=3 blowaway light.
To avoid unwanted scattered light, additional mechanical shutters are used at each
of the eleven output ports. We use Sunex SHT934 shutters that employ a small
electromagnet at a relatively high current for closing (I > 100 mA) and are open at
I = 0. We modified them so that they require only a short pulse of Ipeak = 100 mA,
τ = 1 ms and a small holding current of Ihold = 20 mA both for opening as well
as closing. Switching time is between 1 and 2 milliseconds. We have not observed
any influence of the shutters’ mechanical noise on the fiber coupling efficiency. For a
summary of output port logic and optical powers see table 4.1.
4.5 Raman Laser
In order to induce an optical Raman transition between the hyperfine ground states
of the atoms, a pair of two lasers with a fixed phase relation, a frequency difference
∆f = 6835 MHz corresponding to the 87Rb ground state hyperfine splitting and a
wavelength of λ = 780.2 nm is required to drive the two-photon transition via an
intermediate level, as seen in figure 4.11. While there are feasible alternatives such
as EOM [111] or diode current [112] sideband modulation or multiple high-frequency
AOMs [113], we chose to phase lock two lasers onto each other. This has become
the standard for cold atom experiments in various laboratories [114, 115, 53]. In this
section, we will describe our Raman laser system in detail and calculate the limit it
imposes on gravimeter sensitivity.
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Fibre Output frequency P Conditions[mW]
1
fF=2→F′=3 47
fF2A1 = 100 MHz
fF2ref = 98.65 MHz
fF=1→F′=2 0.24
fF1A = 200 MHz
fF1ref = 19.85 MHz
2
fF=2→F′=3 25
fF2A1 = 100 MHz
fF2ref = 98.65 MHz
fF=1→F′=2 0.41
fF1A = 200 MHz
fF1ref = 19.85 MHz
3 fF=2→F′=3 (alt. to Fibres 1+2) –
fF2A1 = 100 MHz
fF2ref = 98.65 MHz
4
fF=2→F′=3 − 2∆fF2A1 − 10∆fF2ref 52
fF2A1 = 80 MHz + ∆fF2A1
fF2ref = 92.65 MHz + ∆fF2ref
fF=1→F′=2 1.83
fF1A = 200 MHz
fF1ref = 19.85 MHz
5
fF=2→F′=3 − 2∆fF2A1 − 10∆fF2ref 53.5
fF2A1 = 80 MHz + ∆fF2A1
fF2ref = 92.65 MHz + ∆fF2ref
fF=1→F′=2 1.53
fF1A = 200 MHz
fF1ref = 19.85 MHz
6 fF=2→F′=3 − 2∆fF2A1 − 10∆fF2ref 38.3
fF2A1 = 80 MHz + ∆fF2A1
fF2ref = 92.65 MHz + ∆fF2ref
7 fF=2→F′=3 − 2∆fF2A2 − 10∆fF2ref 71.4
fF2A2 = 80 MHz + ∆fF2A2
fF2ref = 92.65 MHz + ∆fF2ref
8 fF=2→F′=3 − 2∆fF2A2 − 10∆fF2ref 62.8
fF2A2 = 80 MHz + ∆fF2A2
fF2ref = 92.65 MHz + ∆fF2ref
9 fF=2→F′=3 − 2∆fF2A2 − 10∆fF2ref 68.3
fF2A2 = 80 MHz + ∆fF2A2
fF2ref = 92.65 MHz + ∆fF2ref
10
fF=2→F′=3 4
fF2A1 = 100 MHz
fF2ref = 98.65 MHz
fF=1→F′=0 2
fF1A = 170.84 MHz
fF1ref = 19.85 MHz
11
fF=2→F′=3 3
fF2A1 = 100 MHz
fF2ref = 98.65 MHz
fF=1→F′=0 0.7
fF1A = 170.84 MHz
fF1ref = 19.85 MHz
Table 4.1: Cooling laser output logic. Fibers 1-2 are used for detection, fibers 4-6 for lower
MOT beams, fibers 7-9 for upper MOT beams and fibers 10-11 for blowaway
beams. Fiber 3 is used in an alternate detection scheme where all detection light
is coupled into fiber 3 and repumping light only is output on fibers 1-2. Pow-
ers of fibers 4-9 measured after manual beam-balance of Magneto-Optical Trap
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Similar to the cooling laser system, we employ two ECDLs (figure 4.25), one for each
required frequency, that we call Raman master (for F=2→ |i〉) and Raman slave (for
F=1→ |i〉). Each ECDL is used to seed a Tapered Amplifier. Rubidium vapor cells are
employed to suppress unwanted amplified spontaneous emissions on atomic resonances.
Both amplified beams are then overlapped at a polarizing beam splitter. Alternatively,
the Raman beams could also be overlapped before amplification without significant loss
in phase noise or total output power [116]. However, in that configuration it would
be difficult to control the power ratio between the two beams. An AOM in plus-
first diffraction order configuration is used for fast switching and pulse-shaping of the
Raman pulses. Identical pulse-shaping on both laser beams is ensured by an intra-
module fiber common to both lasers where the light is mode-cleaned before entering
the AOM. The Raman master laser ECDL is phase-locked to the reference laser using
a setup similar to the one employed in the cooling laser system (see section 4.4.1)
employing a PFD (input scaling factor 25), some amplifiers and a reference frequency
provided by a DDS (fRMref = 91.6 MHz), however the PFD we use here is an Analog
Devices ADF4108 (figure 4.26). This locks the Raman master laser at ∆f = 2.29 GHz
from the reference laser. Taking into account the 80 MHz detuning of the intermediate
level caused by the AOM, the resulting output light is detuned by 700 MHz below the
F=2→F’=1 transition.
4.5.2 Low-noise optical phase lock loop
The Raman slave laser ECDL is stabilised in frequency and phase in respect to the
Raman master laser. Any phase noise between the two Raman lasers will be imprinted
onto the atoms and will therefore directly limit the gravimeter’s sensitivity. This is
discussed in detail in section 4.5.3. Accordingly, the requirements in noise and locking
bandwidth are much higher here than for the locks of the Raman master or the two
cooling lasers.
Electrical setup
For this phase lock between the two ECDLs, light from both lasers is overlapped on
a fast photodiode (trise = tfall ≈ 30 ps) that is placed behind the intra-module fiber
so that all noise sources that are not common to both beams (i.e. anything before
overlapping and mode-cleaning done by the fiber) can be compensated for by the phase
lock. At our wavelength and applying a bias of +9 V via a bias-tee, the photodiode
sensitivity is 0.3 A/V, giving us an rms photocurrent of I ≈ 850 µV at a resistance of
R = 50 Ω at an optical power of P = 2 mW from each laser. To calculate our noise
level, we have to determine whether we are limited by shot noise or the thermal noise
of the 50 Ω resistor. Shot noise is a statistical process proportional to the current
flowing due to the finite number of charge carriers. Thermal noise on the other hand is
electronic noise generated by thermal agitation of the charge carriers which has a fixed
noise level for a given resistance at a given temperature. Preferably, the unavoidable
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Figure 4.26: Raman lasers phase lock scheme and frequency reference system.
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Pshot = 2qIR ·∆f (4.49)
Pthermal = 4kBT ·∆f (4.50)
with q = e being the charge of the carrier, kB the Boltzman constant, T ≈ 300 K the





≈ 52 mV. (4.51)
At our photocurrent, however, RI ≈ 42.5 mV, so we are slightly below the regime
where we would be shot noise limited. 42.5 mV corresponds to a power of −18 dBm,
or −20 dBm if we take bias-tee insertion losses into account. Thermal noise of a
50 Ω resistor is −168 dBm/Hz, giving us a theoretical signal to noise ratio (SNR) of
148 dB/Hz. As the beat signal frequency of 6835 MHz is too high for most low-noise
phase-frequency detectors (PFD), we need to employ a mixer and a stable frequency
reference in order to mix the frequency down to a usable regime. We employ a tunable
dielectric resonator oscillator (DRO) running at fDRO = 6745 MHz ± ∆fDRO (P =
+7 dBm) that is described in detail in the next section, reducing the resulting signal
to
fdownmix = fRSbeat − fDRO = 90 MHz∓∆fDRO (4.52)
According to the mixer data sheet, we can expect conversion losses around 5 dB at
6.8 GHz, which should reduce the resulting fdownmix signal to −25 dBm at an SNR of
143 dB/Hz. The measured signal of the real system was instead closer to −34 dBm at
a SNR of 125 dB/Hz, probably due to higher conversion losses than expected in our
electronics and cable/connector losses. Employing an output coupler for beat signal
monitoring (1 dB loss) and an amplifier (gain 24 dB, noise figure 3 dB) to match the
PFD input level requirements gives us a final signal at the PFD input of −11 dBm
at a signal-to-noise ratio of 121 dB/Hz. As phase-frequency-detector we employ the
low-noise On Semiconductors MC100EP140 and another DDS provides the reference
frequency of fRSref = 90 MHz. According to its data sheet, this PFD has a cycle-to-
cycle jitter of τ = 0.1 ps and a dynamic range of α = 2π. This should result in a phase
noise spectral density noise floor of
S2φ(f) = 2α2τ2fRSref ≈ 7.11 · 10−17/Hz = −164 dBc/Hz (4.53)
and should therefore not degrade our SNR of 121 dB/Hz any further.
Residual Raman laser phase noise will limit the sensitivity of our gravimeter and we
are especially sensitive to phase noise in the frequency range between 100 Hz and 60
kHz, as will be shown in detail in section 4.5.3. However, as phase noise of a phase
lock loop such as ours always increases to form a significant peak above the noise floor
at frequencies just below the locking bandwidth (a so-called servo bump), we need to
achieve a locking bandwidth as high as possible. A bandwidth of some hundred kilo-
hertz would already lead to a level of phase noise that significantly reduces gravimeter
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Figure 4.27: Raman laser, frequency chain and reference quartz (at 6.8 MHz) phase noise
spectral densities.
sensitivity, which is why for this Raman lock we require a locking bandwidth of some
megahertz. As the bandwidth of the cooling laser locks is largely limited by long ca-
bles, the laser diode current controller’s response time and poor phase matching, we
here employ an additional high frequency control path. It employs a small N-channel
field-effect transistor (FET) that acts as a voltage-controlled current sink between the
laser diode and its current source. By modulating the FET gate voltage, we effectively
modulate laser diode current. Total cable lengths for this fast path add up to less
than a meter. For phase matching, the circuit also includes a lag-lead compensation
network. By configuring the compensation network to increase gain at low frequencies
and gain phase at high frequencies, we achieved a locking bandwidth of 4 MHz and
a phase noise spectral density of less than −120 dBrad2/Hz (1 µrad/
√
Hz) between
100 Hz and 60 kHz. This has been measured by comparing the downconverted signal
with the 90 MHz DDS reference signal using an independent mixer and analysing the
output phase fluctuations between 0.1 Hz and 100 kHz by an FFT analyser and be-
tween 100 kHz and 10 MHz by an RF spectrum analyser. The phase noise spectral
density of this optical phase lock loop (OPLL) is plotted in figure 4.27.
In our setup, Raman laser light will enter the vacuum chamber from above and is
retroreflected by a mirror below the chamber, so that each atom that experiences a
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two-photon Raman transition will absorb one photon from a Raman beam coming
from above and emit another photon into the Raman beam coming from below (or
vice versa). Due to Doppler shift, we need to tune the frequency of the Raman lock
during the parabolic flight of the atoms such that in the moving frame of the atoms,
the frequency difference of both beams always corresponds to the hyperfine ground
state splitting of 6835 MHz. The required chirp rate calculates to
fD(t) = f0
(






= − 2 · f0 ·
g
c
≈ −25.1 MHzs (4.55)
where the factor 2 comes from the fact that we scan the difference in frequency between
upper and lower laser. We achieve this by tuning the DRO frequency around its center
frequency, hence fDRO(t) = 6745 MHz + t · 25.1 MHz/s with the atoms at the apex of
their parabolic flight at t = 0. By keeping fRSref = 90 MHz constant, the phase lock
will effectively sweep the frequency of the Raman slave laser in respect to the Raman
master laser. In order for the intermediate level |i〉 to stay constant during the sweep,
the Raman master laser frequency needs to be chirped as well at half that rate. We
achieve this by sweeing its PFD reference frequency directly, giving us (considering
that lock’s scaling factor of 25) fRMref = 91.6 MHz − t · 0.5 MHz/s. Additionally, we
need to be able to change the phase difference of the Raman lasers by up to 2π for
the last π/2 pulse (∆φoffset in eq. (2.107)), thereby scanning over one interferometer
fringe. We achieve this by changing the phase of fRSref .
Frequency reference
In this setup, the Raman lasers will include any phase noise present in the 6745 MHz
DRO signal, hence this needs to be provided by a low-noise source. Our frequency
chain uses a Spectra Dynamics DLR-100 system as a frequency reference. As no single
quartz fulfils our low phase noise requirements over the complete frequency range in
question, the DLR-100 employs a combination of two quartzes: An ultra-low noise
100 MHz quartz (Wenzel SC Premium) is locked at 400 Hz bandwidth to the 10th
harmonic of a frequency-doubled 5 MHz quartz (Wenzel Blue Top), thereby achieving
even lower phase noise at low frequencies. Its performance is shown in figure 4.28. To
compensate for long-term drifts of the 5 MHz quartz, plans are underway to stabilize
it at sub-Hertz bandwidth to the 10 MHz signal provided by a GPS antenna.
The 100 MHz signal is frequency doubled and then sent to a comb generator, pro-
viding us with frequencies at multiples of 200 MHz. We use a band pass filter to filter
out the 34th harmonic at fcomb = 6800 MHz. We mix this signal with the dielectric
resonator oscillator (DRO) signal, resulting in a beat frequency of
fbeatDRO = fcomb − fDRO (4.56)





Figure 4.28: 10 MHz and 100 MHz quartz reference phase noise spectral density. [by Spec-
traDynamics, Inc]
frequency provided by a DDS running at fDROref = 55.32 MHz∓∆fDRO results in
fbeatDRO = fDROref ⇒ fDRO = fcomb − fDROref = 6744.68 MHz±∆fDRO (4.57)
The DRO we use is a Raditek model M2 designed for an operating frequency of
6800 MHz and has a mechanical tuning range of 200 MHz (i.e. we are able to set its
center frequency to 6745 MHz) and an electrical tuning range of 20 MHz. As ∆fDRO
needs to chirp at a rate of 25.1 MHz/s for ∆t = 600 ms between first and last Raman
laser pulse (i.e. between velocity selection pulse and last π/2 pulse), giving us a required
tuning range of 15 MHz, this electrical tuning range is sufficient. As an alternative,
our frequency chain also includes a Yttrium-Ion-Garnet (YIG) oscillator for future
implementation which has a significantly larger electrical tuning range for alternate
interferometry schemes. As YIG oscillators produce a large magnetic field which could
disrupt other components in the system, however, we decided to use the DRO as the
baseline design of the instrument.
In our measurement of the OPLL phase noise any noise in either the frequency chain
or the reference quartz is cancelled out. Hence both of these noise sources have to be
taken into account additionally in order to evaluate the performance of the complete
system. In order to measure the phase noise of the frequency chain, we would require
a second identical system (or one that we are sure of to produce significantly less phase
noise). At the moment we do not have access to a system like that, so we trust the
data from SYRTE in France where the frequency chain was constructed and tested.
Figure 4.27 shows all three phase noise spectral densities of the frequency chain (as
described and characterized in [20]), the OPLL and the reference quartz system.
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Optical phase lock loop
dominated noise
Figure 4.29: Root-mean-square of OPLL, frequency chain and quartz weighted with the in-
terferometer’s transfer function |Hφ(2πf)|2 for T = 230 ms, τ = 20 µs. Step-like
artifacts at low frequencies are due to limited data point spacing. Frequency
regimes where quartz, frequency chain or OPLL is the primary contributor to
overall phase noise are indicated.
In addition to its implementation in the DRO phase lock, we have a second use
for fcomb: By mixing it with a DDS running at a frequency of fMWref = 34.68 MHz,
we have an electronic signal on exact resonance with the 87Rb ground state hyperfine
splitting of 6834.68 MHz. We amplify this signal to +30 dBm (1 W) and feed it into
our vacuum chamber via a coaxial-to-waveguide adapter and use microwave π pulses
for the selection of the atom’s magnetic substate as described in chapter 5.
The quartz system has additional 10 MHz and 100 MHz outputs that we use as a
reference frequency in the rest of the system, i.e. for frequency stabilization of all
twelve DDS channels in the laser system, the control computer and any diagnostic
equipment.
4.5.3 Phase noise limits to gravimeter sensitivity
In this section, we will calculate the limit to our gravimeter’s sensitivity due to phase
noise from the Raman laser system. The necessary tools have been derived in section
2.3.1. From (2.107) we know that in a setup like ours, the sensitivity ∆g with which
we are able to measure local g in a single measurement is limited by the uncertainty






The contribution of the Raman laser’s power spectral density Sφ affects ∆Φ via the





In our setup we employ three Raman pulses: One π/2-pulse, one π-pulse, and finally
another π/2-pulse. Assuming square Raman pulses of duration τ , separated by time
T , the explicit form for |Hφ(ω)|2 is given by equation (2.120) and plotted in figure
2.6. Due to a highly oscillatory behavior of Hφ(ω), however, after the 16th oscillation
only the average value is calculated in order to avoid aliasing effects due to our limited
data point spacing at higher frequencies. Also of note is the band pass filter behavior
of |Hφ(ω)|2 whose effective lower cutoff frequency scales with T−1, whereas the upper
cutoff frequency scales with τ−1.
To evaluate the limit that our laser system imposes on gravimeter sensitivity, we
calculate the root-mean-square of the spectra of the three contributing sources of phase
noise in our system (OPLL, frequency chain and quartz, see figure 4.27) and multiply it
with |Hφ(2πf)|2. Quartz data (figure 4.28) was recently provided by the manufacturer
SpectraDynamics, enabling us to improve upon the calculations presented in [99]. The
resulting spectrum is plotted in figure 4.29. Integrating over the complete frequency
spectrum, we obtain our limits for ∆Φ2 and consequently for ∆g. Assuming operating
parameters for our gravimeter of T = 230 ms and τ = 20 µs, our single-shot sensitivity1
will be limited to
∆g = 0.86 µGal (4.60)
by Raman laser phase noise. For different T and τ , the band pass behavior of the
weighting function changes and so does our sensitivity to certain phase noise frequen-
cies. The resulting sensitivity limits are shown in figure 4.30. To illustrate which
frequencies are the dominant contributors to these limit calculations, we have plotted
an accumulation integral for different pulse lengths (figure 4.31). In this diagram, ∆Φ





As can be seen in figure 4.31 (top), overall phase noise is almost completely accumu-
lated at frequencies below 10 Hz. Comparing this to figure 4.29, we find that the noise
contribution of our optical phase lock loop is at a level so low that quartz noise is our
dominating factor in overall phase noise. Increasing T will change our weighting func-
tion, making us even more sensitive to the quartz’ low frequency random walk noise.
However, the fact that gravimeter sensitivity scales with T−2 more than compensates
for this, resulting in an overall improvement in sensitivity, as can be seen by comparing
the two plots in figure 4.30 (top). So we still want T to be as large as possible.
Changing pulse length τ , on the other hand, makes largely no difference in overall
phase noise (figures 4.30 and 4.31 bottom). Only at very short pulse lengths of 5 µs
and below we observe a noticeable decrease in sensitivity. This is due to the fact
11 µGal = 10−8 m/s2
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that the upper cutoff of the weighting function reaches the frequency regime of some
MHz where phase noise is increased by the OPLL’s servo bump (see figure 4.27).
On the other hand, shorter Raman pulse lengths (and hence a larger Fourier width)
will lead to a less stringent atom velocity selection, thereby increasing atom numbers
and signal-to-noise-ratio. A compromise between these two effects needs to be found
experimentally which will usually be limited by available Raman laser light power. In
our setup, a Raman laser output of 80 mW gives us a pulse width of τ = 21 µs which
are the parameters that we worked with to produce the results presented in chapter 5.
All of these results are, however, well below the single-shot limit of ∆g = 23 µGal
imposed by mechanical vibrations of the bottom mirror as derived in section 3.2.
Hence, the Raman laser phase noise will not limit our single-shot sensitivity unless
vibrations can be further reduced by almost two orders of magnitude. Once this is
achieved, Raman laser phase noise can be reduced further by locking the quartz to a
stable GPS reference as described previously, which we estimate will improve ∆g by




















T = 230 ms
Figure 4.30: Sensitivity limit given by Raman laser phase noise for various values of T (top)
and τ (bottom) with the respective other value held constant. Both the error
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T = 230 ms
τ = 1 µs
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Figure 4.31: ∆Φ as a function of the upper limit in the Raman laser power spectral density
integration, displayed for various values of T (top) and τ (bottom) with the
respective other value held constant.
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A very specific sequence of events is executed by the gravimeter control system (see
section 3.3) each time the interferometer performs a gravity measurement. This se-
quence comprises trapping, cooling and launching the atoms, selecting the desired
internal and external states, performing the three-pulse interferometer sequence and
finally detecting the amount of atoms in each hyperfine state. In this chapter, we first
present all elements of this sequence in detail and demonstrate how we calculate a
gravity value from our measurement. Secondly, a first long term measurement of the
interferometer at a site outside the assembly laboratory is presented and evaluated.
5.1 Timing sequence
During the development of the experiment and its first measurements, the timing
sequence has undergone many changes. The sequence presented in this section is that
used in the first long term measurement in December 2010 and has been found to
produce the best results as of the writing of this thesis. In the following description
of the event sequence, all points in time are referenced to the moment t = 0 when the
atoms are launched upwards.
5.1.1 Magneto-Optical Trap
The sequence begins by trapping some 108 rubidium-87 atoms in a Magneto-Optical
Trap (MOT) [117, 118]. The MOT is loaded from rubidium background vapor within
slightly more than half a second, from t = −600 ms until t = −5 ms. Circular polar-
ized cooling laser light of six times 50 mW is injected into the main vacuum chamber
through the six MOT beam collimators. The cooling laser light is detuned into the
red by ∆ = 17.5 MHz (about three times the D2 linewidth) from the F=2 → F’=3
transition, a value that has been found experimentally to produce the highest number
of atoms participating in our sequence and consequently the highest signal-to-noise
ratio during detection. Additionally, 3.3 mW of repumper light resonant with the F=1
→ F’=2 transition is overlapped with two of the MOT beams. This is is required
due to the fact that during each cooling cycle, there is a finite probability of about
one per mill of atoms being pumped into the lower F=1 hyperfine ground state which
would exclude these atoms from further cooling and trapping. The repumper light can
transfer the atoms back into the upper hyperfine state and hence force them to rejoin
the cooling and trapping cycle. The MOT beams are arranged in a 1-1-1 configuration,
i.e. all three axes are tilted by an angle of cosα = 1/
√
3 to the vertical.
By running a current of I = 8 A through the Anti-Helmholtz coils, the MOT mag-
netic field is created which is zero at the chamber’s center position. The gradients in
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Figure 5.1: Sequence of events during atom launch and velocity selection.
axial (along z) and radial (along ρ) direction at center position can be derived from












≈ 4.5 Gcm (5.1)
with the permeability constant µ0, coil radius R, number of coil loops n and distance
of coil center from MOT position d.
5.1.2 Launch and velocity selection
The MOT coils are switched off 5 ms before the launch in order for stray magnetic
fields produced by eddy currents to decay, leaving the atoms in an optical molasses
state [119]. At t = 0, the atoms are launched by detuning the upper cooling beams in
respect to the lower cooling beams by means of the double-pass AOM in the respec-
tive beam path (see section 4.4.2). Since all beams within each triplet have the same
inclination to the vertical, they can all be detuned by the same difference in frequency.
The beam triplet travelling downward is detuned into the red by ∆launch = 3 MHz,
the triplet travelling upward is detuned by the same amount into the blue. Conse-
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quently, the equilibrium optical molasses state can now only be reached by atoms
travelling upwards, as due to Doppler shift their movement will compensate for the





≈ 4.05 m/s, (5.2)
corresponding to a launch height of 84 cm above the position where launching beams
are switched off. By detuning upper and lower cooling beams by the same absolute
value, we ensure that the effective cooling detuning experienced by atoms within the
reference frame moving upwards remains unchanged.
During the three interferometer pulses, only a very narrow atomic velocity class
(one dimensional, along the Raman beams) will be addressed by the Raman pulses
due to the Fourier width given by the finite Raman pulse length. For a sufficiently
high signal-to-noise ratio at detection we need firstly to populate this velocity class
with as many atoms as possible, and secondly to preselect this class to avoid a decrease
in measurement contrast caused by all the other atoms that would not (or even worse,
partly) participate in the interferometry sequence.
In the reference frame of the upwards travelling optical molasses, the one-dimensional
Gaussian velocity distribution is centered around zero. We can narrow down the
velocity distribution by using a far detuned, low intensity optical molasses [120, 121]
just before the end of the launch. At t = 1.8 ms, we detune the cooling lasers further
into the red to a detuning of ∆ = 153.5 MHz from the F=2 → F’=3 transition. In
order for the cooling laser frequency stabilization to follow this drastic change without
problems, we implemented an intermediate detuning of ∆ = 53.5 MHz at t = 1.5 ms.
Then, the atoms are cooled adiabatically by ramping down cooling laser intensity
starting at t = 3.4 ms, reaching zero at t = 4 ms. To ensure that all atoms are in the
F=2 hyperfine ground state after launch, repumper light is present during the complete
launching sequence, being the last laser to be switched off at t = 5 ms.
For velocity selection, we apply a long low-intensity Gaussian Raman pulse on the
atoms at t = 7 ms. Due to the Fourier width of the Raman pulse and the much larger
Doppler broadening of the atomic resonance, this pulse addresses only a very narrow
velocity distribution of the atoms [119]. Those atoms are transferred from F=2 into
the F=1 hyperfine ground state. The pulse we apply has a 1/
√
e width of σt = 56.25 µs
in the time domain, or σν = (2πσt)−1 = 2.8 kHz in the frequency domain. This will




= 1.1 mm/s, (5.3)





≈ 13 nK (5.4)
with the Boltzmann constant kB and atomic mass m. All faster atoms will remain in
the F=2 state and are eliminated from the measurement cycle during state selection.
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ΔE = 0.7 MHz/G
ΔE = 0.7 MHz/G
Figure 5.2: Characterization of residual magnetic field. Left: Relative population of F=1
state after Raman pulse. On the measurement shown the peaks are separated by
approximately 140 kHz, corresponding to a magnetic field strength of B = 0.1 G;
right: magnetic sublevel structure of both 87Rb hyperfine ground levels.
A graphical representation of the complete launching sequence can be found in figure
5.1.
Magnetic field and atom cloud temperature
This launching sequence provides us with a pulsed fountain of cold atoms. We need to
be careful, however, to compensate for or suppress any residual magnetic fields (e.g.
of the Earth or nearby equipment) which would otherwise heat up the atoms during
the molasses phase, leading to a very low number of atoms after velocity selection.
We compensate the magnetic field by additional coil pairs, but unfortunately it is not
feasible to place a magnetic sensor into the vacuum chamber at the position of the
molasses for determining the coil current required for exact field compensation. To
characterize the residual magnetic field, we hence apply a two-photon Raman π pulse
shortly after launch with both Raman beams applied in parallel propagation (bottom
mirror blocked) in circular polarization. In the complete absence of a magnetic field
at the moment of the pulse, the magnetic sublevels are degenerate. If a homogeneous
magnetic field B is present, however, magnetic sublevel mF will be Zeeman shifted by
∆E = µBgFmFB (5.5)
with Landé factor gF and Bohr magneton µB. For both rubidium-87 ground states,
this calculates to ∆E/h = 0.7 MHz/G ·mFB [100], however with different signs for
both hyperfine states, as illustrated in figure 5.2 (right). Consequently, a pulse on
resonance with the hyperfine splitting will only transfer atoms in mF = 0, which –
assuming an equal distribution of magnetic sublevels after launch – should be about
a fifth of all the atoms. Other transitions are reached by detuning the Raman laser
frequency difference as shown in figure 5.2 (left). As due to the two-photon process only
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.] 2σ = 130 kHz
Figure 5.3: Characterization of launch temperature. Measurement shown was performed af-
ter a microwave pulse for state selection and corresponds to a Gaussian velocity
distribution of σ = 2.5 cm/s or a temperature of T = 6.7 µK.
transitions with ∆mF = 0 are possible, we observe three distinct peaks (continuous
lines in figure 5.2 right), spaced 2∆E/h apart, giving us the magnetic field strength at
the moment of the Raman pulse. Applying the Raman pulse at different times during
the atoms’ flight parabola, we can use this tool both for reducing the magnetic field
in the MOT chamber as well as characterizing the magnetic field strength and quality
at different points inside of the chamber. In case of an inhomogeneous magnetic field
and the resulting absence of a well-defined magnetic field quantization axis, we observe
seven lines instead of three, as ∆mF 6= 0 transitions (dashed lines in figure 5.2 right)
become possible.
For fine tuning (i.e. zeroing the magnetic field strength and consequently reducing
atom temperature during the molasses phase), we measure the atom temperature af-
ter the launch via a velocity-selective Raman π pulse in a counterpropagating beam
configuration. Scanning the Raman lasers’ frequency difference, we transfer atoms
in different velocity classes between the hyperfine states, enabling us to measure the
width of the velocity distribution along the vertical z-axis as shown in figure 5.3. Using
these methods, we were able to achieve an atom cloud temperature of about T = 6 µK
out of which we select the coldest atoms via velocity selection of T = 13 nK (z-axis
velocity component only), corresponding to 4.4 percent of all the atoms launched.
It has to be noted that the quality of the atomic launch (i.e. atom number and
temperature, launch verticality) depends on a huge number of parameters, most sig-
nificantly cooling beam intensity balance, alignment and detuning, compensation coil
currents, length and cooling laser detuning of the launching stages and details of the
velocity selection. Many of these parameters had to be found in a lengthy process of
iterative optimizations. While it will not be necessary to repeat this entire process
after transport of the gravimeter to a new location, some small adjustments might still
be required, most significantly the zeroing of the local magnetic field and cooling beam
balance. However, better magnetic shielding of the MOT zone as well as an electronic
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Figure 5.4: Sequence of events during state selection (left) and detection (right).
beam balance control is already in preparation for the experiment.
5.1.3 State selection
Once the atoms have reached the selection and detection zone of our chamber t = 60 ms
after launch, a horizontal 1 ms blowaway pulse resonant with the F=2→ F’=3 cycling
transition is applied. Due to photon recoil, this exerts a force on all atoms in F=2
that is perpendicular to their flight direction, causing the atoms to hit the walls of our
vacuum chamber before reaching the detection zone at the end of the flight parabola.
After the blowaway pulse, only those atoms with low velocity along the Raman beam
axis remain, as they were transferred to F=1 by the velocity selection pulse.
Now that we have selected the desired external state of the atoms, we also need
to preselect the internal state: For the interferometry, we require all atoms to be
in the magnetically insensitive mF = 0 substate. This is necessary both because of
the first-order Zeeman shift that would otherwise be induced by the quantization axis
magnetic field, and also because we want the atoms to be insensitive to inhomogeneous
stray fields. A microwave RF π pulse of length τ = 27 µs is applied at t = 61.1 ms,
transferring F=1, mF = 0 atoms into the F=2, mF = 0 state at very high efficiency
(typically 95 percent or more). All atoms in mF 6= 0 remain in the lower hyperfine
state and are blown away by a horizontal 1 ms pulse at t = 61.2 ms that is resonant
with the F=1 → F’=0 cycling transition. Since the F=1 hyperfine level is threefold
degenerate (mF = −1, 0,+1), we lose another two thirds of the atoms at this stage.
However, all atoms that enter the interference tube after state selection are those in
the F=2, mF = 0 state at a vertical velocity distribution of σv = 1.1 mm/s. The
selection sequence is shown graphically in figure 5.4 (left).
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Figure 5.5: Scanning pulse length of a single Raman pulse for the determination of π pulse
length. Measurement shown corresponds to a π pulse length of 2τ = 38.4 µs.
5.1.4 Interferometer pulses
While the atoms are within the magnetically shielded interferometry zone, they are
subjected to the three Raman pulses: One π/2 pulse (length τ), one π pulse (length
2τ), and finally another π/2 pulse (length τ), as described in detail in sections 1.2 and
2.2. Both Raman beams enter the chamber from the top and are retroreflected by the
bottom mirror. The two-photon transition is driven by a pair of counterpropagating
beams so that both photon recoils exerted on the atoms during a two-photon transition
point in the same direction. The transition is allowed and has a non-zero transition
probability, if both Raman beams are either identically circularly polarized, or linear
polarized and retro-reflected in orthogonal polarizations (for a listing of individual
substate transition probabilities see [94]). We achieve the latter by inserting a λ/4
waveplate between vacuum chamber and bottom mirror. Alternatively, we also have
the option to block the bottom mirror and insert a λ/4 waveplate between Raman
laser fiber coupler and vacuum chamber, thereby effecting a Doppler-free configuration
with both beams coming from the top in identical circular polarization. While in
that configuration our sensitivity to gravity is five orders of magnitude smaller due to
keff = k1 − k2 instead of keff = k1 + k2, the two-photon transition becomes velocity-
independent. This produces a signal that is both much larger as well as vibration-
independent that we can use for tests and characterizations of the interferometer, such
as the zeroing of the magnetic field (see previous section).
Given a fixed amount of Raman laser power available, 2τ is determined by finding
the pulse length that completely inverts the population of the two rubidium hyperfine
ground states (figure 5.5). In our configuration τ is usually on the order of 20 µs. The
third pulse is applied at time tC = 650 ms and kept constant for different interrogation
times T in order for the atoms to always pass through the detection zone in the same
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manner (see following section). The second and first pulse are hence triggered at
tB = tC − T − 2τ and tA = tB − T − τ , respectively. In case of zero phase difference
accumulation between the two wave packets, the atoms will have effectively experienced
a 2π pulse and consequently exit the interferometry zone in the same internal state
that they entered it in.
During the interferometry, the difference in frequency between both Raman beams
is chirped at df/dt ≈ 25.1 MHz/s around its center frequency difference of about
6835 MHz (see section 4.5.2). The reason for doing this is threefold: Firstly, for the
two-photon transition to be resonant with the ground state hyperfine splitting of the
atoms, we need to compensate for the Doppler shift of the atoms that changes in
time during free fall. Secondly, we can use the consequent additional phase shift
to select the center interferometer fringe, as is described in section 5.2. Finally, as
described previously the atoms are required to interact with a counterpropagating
pair of Raman beams for a sufficiently large photon recoil. In the interaction tube four
light fields are present during the Raman pulses however – Raman master and slave
lasers from above, as well as both of them retroreflected from below. The Doppler shift
compensation chirp ensures that only one couterpropagating beam pair is on resonance
with the atoms, while the sign of the chirp determines which pair it is that we use and
consequently whether keff points upwards or downwards. At the apex of the parabolic
flight, however, this scheme does not work anymore and the atoms are resonant with
any given beam pair. Hence, we need to ensure that none of the three Raman pulses
occurs at at the apex which lies at t ≈ 413 ms. On the other hand, we still want
the center pulse to be as close as possible to the apex, so that the atoms are within
the magnetically shielded interferometer tube for the whole duration 2T + 4τ of the
pulse sequence with T being as large as possible. At the current configuration of the
interferometer, the center pulse occurs at tB ≈ 420 ms and T = 230 ms.
5.1.5 Detection
At t = 772.9 ms, a 500 µs long detection pulse is applied onto the atoms that are at that
moment passing the selection/detection zone on their way downwards (see figure 5.4
right). The light is red detuned by 4.5 MHz from the F=2 → F’=3 cycling transition,
a value that has been found experimentally to give the highest signal-to-noise ratio.
All atoms in the F=2 hyperfine ground state emit fluorescence light that is detected
perpendicular to detection beam direction. Then, a 150 µs repumper pulse is applied,
transferring all F=1 atoms into F=2. Finally, the first F=2 detection pulse is repeated,
now providing us with a measurement that includes both the atoms originally in F=1
as well as the atoms in F=2. Due to the difference in momentum, the two atom clouds
accumulate a separation of
∆h = h̄keff
m
·∆t = 1.4 mm (5.6)
between the time of the last Raman pulse (t = 650 ms) and the moment of detection
(t = 773 ms). While this is not enough for the clouds to separate, it still requires
us to carefully optimize the exact moment of detection to reach the best possible
measurement contrast.
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Figure 5.6: Detection signals. Measurement shown corresponds to an F=2 atom fraction of
45 percent.
At t = 820.1 ms, when the atoms have left the selection/detection zone, the detection
pulse sequence is repeated, giving us a reference measurement of background photons
that we subtract from the actual measurement data as shown in figure 5.6. We integrate
the corrected signal recorded during each pulse numerically, resulting in two values. As
the number of atoms is directly proportional to photodetector current, the ratio of these
two values is equal to the fraction of F=2 atoms at the output of the interferometer.
We can calculate the value of local gravity from this measurement with the help of
equation (2.107) that is repeated here to facilitate reading of the following section,
with an inverted sign of the cosine term to account for the fact that the atoms enter
the interaction zone in the F=2 hyperfine state:
PF=2 =
1
2[1 + cos(keffgT (T + 2τ) + ∆φoffset)] (5.7)
After background detection, the MOT is turned on again for the next measurement
cycle, resulting in a gravimeter repetition rate of about 0.7 Hz.
5.2 Deducing a value for g
5.2.1 Procedure and calculation
For large interrogation times T > 0.2 ms, the value of (keffgT (T+2τ)) on the surface of
the Earth will be significantly higher than 2π (in our case of T = 230 ms it will be six
orders of magnitude higher), preventing us from a straight-forward determination of g
from equation (5.7). We compensate by chirping the Raman laser frequency difference
as described in section 5.1.4. By variation of the chirping rate df/dt, we can find the
center fringe whose phase is independent of T . Effectively, this produces an additional
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Figure 5.7: First fringes detected in March 2010, without bottom mirror vibration isolation




2[1 + cos(keffgT (T + 2τ) + ∆φchirp + ∆φoffset)]. (5.8)
A broad scan of the chirp rate that resolves all individual fringes is shown in figure 5.7.
We are required to find a chirp rate so that |keffgT (T + 2τ) + ∆φchirp| < 2π. This can
also be interpreted as tracking the atoms’ acceleration due to gravity with the standing
laser wave at an accuracy so that (keff(g−gchirp)T (T +2τ)) < 2π. Once we have found
a corresponding chirp rate, we can then scan the center fringe by inducing a phase step
∆φoffset between the Raman lasers just before the final interferometer pulse. We find
the exact position of the center fringe ∆φoffset,0 as shown in figure 5.8. At this phase
offset, all phase contributions cancel out so that the atoms have effectively experienced
a 2π pulse and
keffgT (T + 2τ) + ∆φchirp + ∆φoffset,0 = 0. (5.9)






keffT (T + 2τ)
. (5.10)
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Figure 5.8: Single fringe during long term measurement in December 2010 with T = 230 ms,
τ = 21 µs, Raman laser chirp rate df/dt = 25.152 830 MHz/s and ∆ =
739.921 MHz.
From the fringe shown in figure 5.8 with ∆φoffset,0 = 0.121 rad, we calculate a local
and momentary gravity value1 of
g = 981 264 014.0 µGal (5.11)
with an error of
∆g = 2.0 µGal (5.12)
at a total fringe scan time of 102 s, corresponding to ∆g = 20.2 µGal/
√
Hz. Per-shot
sensitivity is ∆g = 16.9 µGal. This is even slightly better than our limit of 23 µGal
predicted in 3.2 and is due to the quietness of our measurement site.
There are a number of factors responsible for contrast reduction, the most significant
of them being the fact that the atoms still have a rather broad velocity distribution
perpendicular to the Raman beam axis. This causes a number of atoms to move away
from the center of the Gaussian Raman beams during the flight and experience a lower
light field intensity than those atoms at the center of the beam. Consequently, for these
atoms a pulse of length 2τ does not amount to a π pulse anymore, which causes many
atoms to be in the wrong state at the output of the interferometer. By choosing a large
Raman beam diameter and reducing atom temperature after launch as described above,
we were able to achieve a measurement contrast of about 50 percent. Further factors
that reduce contrast include imperfections in the overlap of the counterpropagating
Raman beams, their polarization or the detection scheme.
11 µGal = 10−8 m/s2
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5.2.2 Corrections and accuracy
For each measurement, there are uncertainties to take into account. In our case,
those uncertainties arise from both external (variations of local g) as well as internal
(systematic errors) gravity offsets that are presented in this section.
Variations in local gravity
The value of local gravity is of course not a constant. A number of time- and space-
variant effects have to be taken into account in order to perform any meaningful anal-
ysis of the measured value, as described in the introductory chapter and table 1.1. We
give a brief summary of the effects that we incorporate into our calculations.
• Tides, ocean loading and polar motion: The movement of the moon and
the sun in relation to the Earth produces by far the most significant time-variant
gravity signal at a maximal peak to peak amplitude of about 250 µGal [122].
This signal is also highly dependent on the location of the measurement site on
the surface of the Earth, a complete mathematical treatment can be found in
[123].
Tidal forces additionally lead to a secondary effect: The Earth responds to
changes in the gravitational potential as an elastic body. The distributions of
mass changes, most significantly the water mass of the Earth’s oceans, which
again has an effect on the local gravity field. Corrections due to ocean loading
are usually on the order of 2− 3 µGal, higher for measurement sites close to a
large body of water.
Thirdly, the Earth’s rotational axis is not completely stationary but moves
around at an amplitude of a few meters at the poles. This induces an addi-
tional gravity offset due to the resulting change in the centrifugal force at any
given gravity measurement site. The effect consists of two periodic components
of similar amplitudes: an annual circular motion (T = 365.25 d) and the so-called
Chandler wobble (T = 432 d). The resulting change in local gravity can be as
large as 10− 13 µGal [124].
As these three phenomena are well studied by the geodetic research community,
tools have been developed to model these effects. We use a software called
Tsoft [125] that has been specifically designed for the processing and modelling
of gravity data. Using parameters obtained from [126], we can also include
polar motion and ocean loading effects in the Tsoft simulations and calculate the
resulting change in gravity for the specific location and time of our measurement.
The result of these simulations is shown together with our measurement results
in section 5.3.2.
• Air pressure: The value of local gravity also changes with air pressure. This
is due to direct attraction between the test mass and the amount of air above
the site – the higher the air density, the lower the value of gravity. This effect
can easily be eliminated from the gravity data by a simultaneous measurement
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of local air pressure p(t) [127] using
∆g(t) = (p(t)− pn) · 3
µm
s2bar = (p(t)− pn) · 0.3
µGal
mbar . (5.13)
pn is the nominal air pressure at the elevation of the measurement site h which
can be calculated [78] using
pn =
(
1− 0.0065 h288.15 m
)5.2559
· 1013.25 mbar (5.14)
The resulting correction to g is usually less than 10 µGal. For our measurement
presented in 5.3, the air pressure induced changes in gravity are plotted in figure
5.11.
• Gravity gradient: Due to the 1/r2 dependency of the gravitational force, the
gravity gradient at the surface of the Earth is considerable at our levels of sen-
sitivity. This renders all gravity measurements extremely height-dependent. At









≈ −3.1 · 10−6 ms2m = −310
µGal
m (5.15)
with G being the gravitational constant and R⊕ and M⊕ denoting Earth radius
and mass.
We can determine the position of the atoms to h = 1.36 m at an uncertainty
of ∆h ≈ 5 mm by detecting the two moments in time when the atoms pass
the detection beam on their way upwards and downwards and combining this
information with the atomic velocity class we selected. This corresponds to an
uncertainty in absolute gravity of ∆g ≈ 1.5 µGal.
Furthermore, there are gravity offsets unknown to us. These include seasonal vari-
ations in local gravity, such as a change in ground water or changes in local mass
distribution due to construction sites or other movement of heavy equipment. These
corrections are usually on the order of 20 µGal and we have to expect a deviation
on this order of magnitude for gravity measurements performed at the same spot at
different times. There are, however, special gravity measurement sites set up by the
geophysics community that are well characterized. For the immediate future of the ex-
periment, a comparison campaign at such a location is envisioned in order to perform
a measurement with the least possible amount of external unknowns.
Systematic errors
During the work on this thesis, our instrument has been optimized for a measurement
at highest sensitivity. Little focus has so far been put on an improvement of the
instrument’s absolute accuracy. Nonetheless, a comparison measurement with an FG-
5 has been performed (see section 5.3) to give a first rough idea of the magnitude of
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systematic errors still present in the system. Before we proceed to a description of
that comparison, we present the most significant expected systematic errors.
• Coriolis force: All atoms that have a nonzero velocity component perpendicular
to Raman beam orientation will render the measurement sensitive to the Coriolis
force. When these atoms receive a photon recoil h̄keff from the Raman laser
beam, this additional momentum vector is not perfectly parallel to the direction
of their original velocity vector v. Effectively, this will span an area A between




·Ω ·A = 2T 2 keff · (Ω× v). (5.16)
While there are atom interferometer experiments that use this Sagnac effect to
measure inertial rotations Ω by applying the Raman beams perpendicular to the
direction of atomic propagation [15, 16], in our setup it produces an undesired
phase offset due to the Earth’s rotation. However, the resulting offset on our
measurement is caused by only those atoms that pass through our detection
beam, rendering this offset sensitive to the exact positioning of our detection
zone and the verticality of our launch direction. Assuming a worst-case-scenario
of a detection beam axis pointing north/south, the resulting error in gravity for
a measurement at latitude α is given by
∆g = 2 sinα · |v⊥| · |Ω| (5.17)
with an east-west atomic velocity component v⊥ which depends on detection
time ∆t and the horizontal offset between MOT and detection position d as
|v⊥| = d/∆t. Given the parameters of our setup for a location in Berlin, we have
to know d at an accuracy of 67 µm for a measurement offset of ∆g = 1 µGal.
By optimizing the MOT launch direction and observing both the detected signal
of atoms travelling upwards as well as downwards, we can minimize d to below
4 mm. This corresponds to an uncertainty in gravity of ∆g ≈ 60 µGal.
• AC Stark shift: As described in section 2.1.4 and [128], an additional phase
shift of (θ01−θ03) will be introduced into our interferometer due to a change in AC
stark shift. This is caused by a change in Raman laser beam intensity between
the first and the last pulse. While the actual change in laser output intensity is
comparatively small, this effect also largely results from a nonzero velocity of the
atoms: Due to the Gaussian Raman beam shape, any atoms with a velocity com-
ponent perpendicular to Raman beam propagation will experience an effective
change in laser beam intensity during the course of the interferometry. By setting
the correct Raman intensity ratio derived in (2.64), the system becomes inde-
pendent of changes in absolute Raman power. For the measurement presented in
5.3, however, Raman beams operated at an intensity ratio of 1:1. The resulting
gravity offset can be estimated to be on the order of ∆g = −80± 10 µGal using
equation (2.65). For future measurements, this offset needs to be reduced and
quantified experimentally.
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Room
Floor Reference g ∆g dg/dh
elevation height above [10 nm/s2] [10 nm/s2] [10 nm/s2/m]
[m] floor [m] [µGal] [µGal] [µGal/m]
0’701 35.270 1.250* 981 264 139* 3* −308± 50 981 264 524 7
0’703† 35.3 0 981 264 558 8 −313± 3
1’601 39.65 0 981 263 178 8 −301± 4
Ext. 35.2 0 981 264 589 9 n/a
Table 5.1: Summary of BKG measurement results in physics building of Humboldt Univer-
sität at Berlin-Adlershof in September 2010, from [129]. Floor elevation in reference
to DHHN92. External point on pavement outside of physics building. * denotes
the reference measurement performed by the absolute gravimeter FG-5, while all
other values are deduced from CG5 relative measurements to that point. † denotes
our measurement site.
• Group delay: The Raman laser phase is stabilized in respect to the phase of
a Direct Digital Synthesizer (DDS) board as described in 4.5.2. As a result,
any electronic phase delay accumulated in the signal path contributes to Raman
laser phase. When during the free fall of the atoms the Raman laser frequency
is chirped, this can become a problem due to frequency dependent phase shifts
inherent in the electronics. The resulting error in gravity can be as large as some
µGal. However, by alternating the pointing direction of keff (and therefore the
sign of the chirp rate) between two consecutive series of measurements, we can
average this effect out.
• Other effects: There are a number of further potential sources of systematic
errors in our system. These include quadratic Zeeman shifts, Raman beam wave-
front aberrations, Raman beam vertical alignment, nonlinear gravity gradients
and the finite speed of light. As the magnitude of these effects is significantly
less than those uncertainties already imposed by the Coriolis force and AC Stark
shifts, we will not discuss them here. A comprehensive treatment of a number of
systematic errors can be found in [78] and [51].
5.3 First on-site high-precision gravity measurement
After the completion of the mobile gravimetric atom interferometer in September of
2010, the complete setup was transported to a different location for the first time.
The new site was first characterized by gravimetry experts of the German Federal
Agency for Cartography and Geodesy (Bundesamt für Kartographie and Geodäsie,
BKG) before a long term measurement was performed with the atom interferometer.
5.3.1 Measurement site
The measurement site chosen for the first on-site measurement of the completed atom
interferometer was a laboratory room usually used for x-ray experiments on the ground
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Figure 5.9: Measurement at gravity reference point in room 0’701 using an FG-5, from [129].
floor of the physics building of the Humboldt-Universität zu Berlin in Berlin-Adlershof
(room 0’703, Newtonstraße 15, 12489 Berlin, Germany). As this room will not be
available for future measurements, the BKG installed an absolute gravity reference
point in the neighboring room 0’701 instead which is the machine shop of the univer-
sity’s Optical Metrology group. That point’s coordinates are 52.43337◦ N, 13.53062◦
E at an elevation of 35.27 m above the reference level of the German network of height
benchmarks DHHN92. An absolute measurement of local gravity was performed with
an FG-5 (serial number 101, see figure 5.9) over the course of three days at a mea-
surement height of 125 cm above the reference point. The value of local gravity was
determined in hourly data sets at a resolution of 3 µGal, or 180 µGal/
√
Hz [129]. Each
data set consists of a 15 minute measurement, followed by a 45 minute pause to reduce
wear and tear of the instrument. A continuous one-hour data set would have improved
sensitivity to 90 µGal/
√
Hz.
Two CG5 relative gravimeters (serial numbers 0496 and 3202) were employed for
linking the 0’701 reference point to our measurement site in 0’703 as well as to two more
points in and around the Adlershof physics building. Furthermore, the average gravity
gradient above each of these points was characterized with the CG5s by performing
relative gravity measurements at two different height levels (about 26 cm and 125 cm
above the floor). The results from these measurements after elimination of time-varying
components of the gravity field are listed in Table 5.1.
The atom interferometer and its subcomponents were assembled and tested from
2006 to 2010 in the then-laboratories of the Optical Metrology group in central Berlin
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Figure 5.10: Transport of gravimeter from assembly laboratory to first measurement site in
Berlin-Adlershof. Left: loading the gravimeter onto the truck, right: gravime-
ter during measurement at Berlin-Adlershof site (from left to right: electron-
ics/control rack, laser rack, physics package).
(Hausvogteiplatz 5-7, 10117 Berlin, Germany), a point-to-point distance of about 20
kilometers from the measurement site in Berlin-Adlershof. Transport from assembly
to measurement site was performed by loading all gravimeter components plus some
diagnostic equipment onto a small truck as shown in figure 5.10. The interferometer
was subsequently set up at the new site for a one-week measurement in December of
2010.
5.3.2 Results
During the setup and implementation of the gravimeter’s first long term measurement
outside of its assembly laboratory, the learning curve was steep. We performed a
one week measurement in early December of 2010, however, we were still able to
make some last-minute performance improvements during the week resulting in a much
better signal-to-noise-ratio towards the end of the week (and to some gaps in the
data). These improvements included optimization of cooling beam balance (leading
to higher atom numbers) and Raman beam pulse length (leading to higher contrast),
furthermore there were some problems with laser locks and also some small changes
in the control software and the vibration isolation feedback loop. The complete time
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t [days in December 2010]
Figure 5.11: Changes in local gravity due to air pressure variations. Air pressure data from
weather station Berlin-Pankow.
series is presented in figure 5.12, while data from the last (and hence best) day is
presented separately in figure 5.13. Each data point corresponds to 33.7 minutes of
gravity data, or 1404 atom launches.
Since the slope of the fringes is steepest at the flanks, those are the data points
where we gain the most information about the exact position of the center fringe.
Hence, during this long term gravity measurement, we track φoffset to stay at half
flank, thereby increasing sensitivity by a factor of
√
2. The procedure we follow is
first a fringe scan as shown in figure 5.8 (72 shots), followed by about 15 minutes
of measurements alternating between up and down fringe flanks (630 shots). This
provides us with two gravity values – one for the fringe, one for the flanks – out of
which a weighted average is calculated. Afterwards, the pointing direction of keff
is inverted and the whole procedure is repeated. Averaging over both sets of data
eliminates errors caused by group delay and the non-symmetry of our pulse sequence
around the flight parabola apex which are on the order of 10 µGal. This average gives
us the data points shown in the graphs corresponding to 33.7 minutes each.
Errors of individual half-hour data points are on the order of ∆g = 0.25− 1.5 µGal
(on the last day ∆g = 0.25− 0.4 µGal) and are consequently too small to be shown in
the tidal plots. In figure 5.14 (bottom), they are plotted around the residuals.
After elimination of the time-varying effects presented in 5.2.2 (for air pressure,
see figure 5.11), we still observed a linear drift of −0.19 µGal/h on our gravity data.
This can be attributed to a drift in Raman beam verticality or intensity (the latter
leading to a drift in AC Stark shift), both of which could not be compensated for or
recorded during our measurement. Implementation of sensors for both of these values
is projected for the system’s next test.
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t [days in December 2010]
Figure 5.12: First long term gravity measurement performed in December 2010. Data cor-
rected for air pressure, linear drift and measurement height (data points). Plot-
ted together with known time-varying effects of tides, polar motion and ocean
loading (continuous curve).
At our measurement height, we determined the value of local gravity to be
g = 981 264 079.58 µGal (5.18)
with an error of
∆g = 0.10 µGal. (5.19)
over a total measurement time of t = 11.8 h (i.e. ∆g = 21.6 µGal/
√
Hz, or 19.5 µGal
per shot). The absolute gravity value is corrected for time-varying gravity effects, the
error has been calculated after compensating for the linear gravity drift. This surpasses
the resolution of the FG-5 measurement three months earlier by a factor of 8.3.
We have tested the validity of this data treatment procedure by writing three al-
ternative evaluations that employ different fit routines and use different approaches
to data averaging. The agreement between calculations is better than 0.1 µGal. The
remaining difference was found to be a result of different weighting factors of phase
and amplitude deviations in the fit routines used. Still, this is a factor 5 below our
targeted accuracy and therefore negligible.
Calculating the corresponding gravity value at floor level, we get
g = 981 264 505.3± 1.6 µGal (5.20)
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t [hours on December 5/6, 2010]
Figure 5.13: Top: Data from last day of measurement series. Data corrected for air pressure,
linear drift and measurement height (data points). Plotted together with known
time-varying effects of tides, polar motion and ocean loading (continuous curve).
Bottom: Residuals of data points from tidal curve.
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Figure 5.14: Comparison of FG-5 residuals (top, data taken on 10/11 September 2010 [129])
with atom interferometer residuals (bottom, data taken on 5/6 December 2010)
at the same measurement location.
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where the large uncertainty results from our error in the determination of the measure-
ment height. Taking into account an AC Stark shift of −80± 10 µGal, we calculate
an absolute value of
g = 981 264 585± 10 µGal (5.21)
The difference in absolute value between our measurement in December 2010 and
the BKG measurement in September 2010 is therefore 27± 10 µGal. This error is a
result of both the systematic effects discussed in section 5.2.2, as well as environmental
changes during the time between the two measurements.
As described previously, our gravimeter has so far been optimized for the highest
possible sensitivity. Work to reduce systematic effects that lead to this 27± 10 µGal
offset in the absolute gravity value is projected for the immediate future of the experi-
ment. However, we have demonstrated a sensitivity of ∆g = 21.6 µGal/
√
Hz that is not
only comparable to the best published value for laboratory atom interferometers, but
also almost one order of magnitude better than a conventional mechanical gravime-
ter under the same measurement conditions. This is demonstrated by plots of the
residuals of the FG-5 September measurement and the atom interferometer December
measurement (figure 5.14). We note that in comparison with the atom interferometer,
the FG-5 error bars are a factor 6 larger and data point spacing is twice as large, the
latter due to the 45 minute pause during FG-5 measurement sets, implemented for
instrument preservation.
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We have conceptualized, designed, constructed and tested a mobile gravimeter based
on atom interferometry. At a first measurement outside of the assembly laboratory, it
has demonstrated a sensitivity of 0.1 µGal, or 10−9 m/s2 at 12 hours integration time,
which corresponds to 21.6 µGal/
√
Hz. This new sensor combines the high precision of
laboratory-based cold atom experiments with the mobility of traditional mechanical
gravimeters for field use. At measurements at sites of geophysical interest this new
measurement technology will significantly improve the quality of gravity measurements
and as a result increase our understanding of the Earth’s various systems.
During the work on this thesis, the mobile instrument has been pushed to achieve a
high sensitivity that has already surpassed that of conventional gravimeters by almost
an order of magnitude and is comparable to up to date stationary laboratory systems.
At the gravimeter’s first operation outside the assembly laboratory our learning
curve has been very steep – a number of ideas for facilitating field applications of
the gravimeter have sprung up and will be implemented at the earliest opportunity.
One of these improvements is the installation of MOT chamber magnetic shielding in
order to be less sensitive to the measurement site’s local magnetic field. Also, it is
planned to read out the laser light intensity at the MOT chamber windows for cooling
light intensity stabilization. Both of these modifications will make the atom launch
efficiency significantly more reproducible after gravimeter transport and additionally
reduce drifts in signal-to-noise ratio or measurement contrast due to a change in launch
performance over time.
In order to eliminate the 0.19 µGal/h drift that we have observed on our data,
either a control or a readout of Raman beam tilt and intensity needs to be installed.
Furthermore, the effective measurement height has been determined at a precision of
only 5 mm which needs to be improved by at least an order of magnitude in order to
match our intrinsic sensitivity.
For a meaningful determination of the value of local gravity, the systematic effects
still inherent in the system need to be identified and either quantified or eliminated,
the most significant two being Coriolis forces and AC Stark shifts. This process will be
aided by comparison campaigns where the atom interferometer is transported to well-
characterized gravity measurement sites set up by the geophysics community. There,
a direct comparison between our new gravimeter and conventional gravimeters can
help us identify the last systematic errors, eventually reaching our target accuracy of
0.5 µGal.
Another campaign that is envisioned for the future is the transport of the gravimeter
to an underground measurement site where vibrational noise is more than an order of
magnitude below conditions encountered at usual measurement sites. A measurement
here will help us determine the intrinsic sensitivity of the instrument and how far below
our current value of 21.6 µGal/
√
Hz it can be pushed under ideal conditions.
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An atom interferometer such as this could also be modified to operate in a helicopter
for a measurement of spatial variations of gravity. Absolute gravimeters for on-board
use are currently severely limited in performance by the fact that any turbulence or
change in flight path will have an effect on the integrated spring system. This system
needs a couple of minutes to reset before data can be taken again. Atom interferometers
do not suffer from mechanical disturbances like these. While our atom cloud might
not reach the detection zone during very heavy turbulences, the system will be ready
to take new data again at the moment normal flight has resumed. As mechanical
vibrations will be significantly higher than on ground and some further tradeoffs are
necessary (such as a post-correction of flight changes via GPS and a stiffer vibration
isolation system), sensitivity would probably be limited to some hundred µGal. This
would, however, still significantly exceed the performance of currently available on-
board gravimeters.
On the long term, there are a number of interesting developments already under-
way that will shape the next generation of gravimeters. Laser systems and control
electronics can be reduced significantly in size, first prototypes of integrated optics
microbenches have already been built and successfully tested [130]. In a collaboration
between the Humboldt Universität and the Ferdinand-Braun-Institut für Höchstfre-
quenztechnik (FBH), a cooling and Raman laser system of a volume of only four liters
is currently planned. At SYRTE in France, a new concept for an ultra-compact version
of the physics package has already been tested [131]. In combination, new technology
developments like these will make the construction of a high-precision atom interfer-
ometry gravimeter possible that should not exceed the size of a backpack.
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A Component listings and circuit design
Commercial components used in Extended Cavity Diode Laser (ECDL) setup
Component Manufacturer Model number
Laser diode Sharp GH0781JA2C
Mounted aspheric lens Thorlabs C330TM-B
f = 3.1 mm
Mounted aspheric lens Thorlabs C280TM-B
f = 18.4 mm
Mounted aspheric lens Thorlabs C220TM-B
f = 11 mm
Laser diode socket Thorlabs S7060R
Thermistor 10kΩ Thorlabs TH10K
6A TEC element with hole Thorlabs TEC1.4-6
TEC element Peltron PKE 72 A 0021
Ring actuator piezo Piezomechanik GmbH HPSt 150/14-10/12
Interference filter Research Electro-Optics Custom made
1/2” beamsplitter Laser Components Custom made
Commercial components used in Master-Oscillator-Power-Amplifier (MOPA)
setup
Component Manufacturer Model number
Tapered amplifier Eagleyard EYP-TPA-0780-01000-3006-CMT03
Mounted aspheric lens f = 3.1 mm Thorlabs C330TM-B
Mounted aspheric lens f = 2.75 mm Thorlabs C390TM-B
Thermistor 10kΩ Thorlabs TH10K
TEC element Peltron PKE 72 A 0021
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A Component listings and circuit design
Other commercial optical components used in laser system
Component Manufacturer Model number
λ/2 waveplate Laser Components 442WPL1225-L/2-780,cut into 5x5 mm2 pieces
λ/4 waveplate Laser Components 442WPL1225-L/4-780,cut into 5x5 mm2 pieces
Polarizer Codixx ColorPolVIS700 BC4 CW02
Isolator 60 dB low power Isowave I-80-U-2
Isolator 30 dB high power EOT WT-04-I-780-HP-00
Mirror CVI 1/2” 780 nm, 0-45◦
Polarizing Beamsplitter Linos 335-513-000
Rubidium vapor cell Toptica CE RB 50
Spherical Lens Linos 1/2” 780 nm, various f
Cylindrical Lens Thorlabs LJ1810L2-B,cut into 8.3x10 mm2 slices
AOM 80 MHz Crystal Technology 3080-125
AOM 200 MHz Crystal Technology 3200-121
EOM Linos LM13 PHAS 5W IR
Shutter Sunex SHT934
Fiber Coupler Schäfter+Kirchhoff 60SMS-1-4-A4.5S-02
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Lockbox controller section design
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B Rubidium 87 data
Rubidium 87 physical properties
Parameter Value according to [100]
Total nucleons Z +N 37 + 50 = 87
Atomic mass m 1.443 160 648(72) · 10−25 kg
Nuclear lifetime τn 4.88 · 1010 yr
Density at 25 ◦C ρm 1.53 g/cm3
Nuclear spin I 3/2
Rubidium 87 D2 line (52S1/2 → 52P3/2) properties
Parameter Value according to [100]
Frequency ω0 2π · 384.230 484 468 5(62) THz
Vacuum wavelength λ 780.241 209 686(13) nm
Hyperfine frequency shift of |F ′ = 1〉 ∆hfs1′ −229.851 8(56) MHz
Hyperfine frequency difference ∆3 423.597 0(114) MHz|F ′ = 1〉 → |F ′ = 3〉
Hyperfine frequency difference ∆2 156.947 0(70) MHz|F ′ = 1〉 → |F ′ = 2〉
Hyperfine frequency difference ∆0 −72.218 0(40) MHz|F ′ = 1〉 → |F ′ = 0〉
Hyperfine frequency shift of |F = 2〉 ∆hfs2 2.563 005 979 089 109(34) GHz
Hyperfine frequency shift of |F = 1〉 ∆hfs1 −4.271 676 631 815 181(56) GHz
Hyperfine frequency difference
ωeg 6.834 682 610 904 290(90) GHz|F = 1〉 → |F = 2〉
Effective Raman wavenumber
keff 1.610 574 779 769(35) · 107 m−1at ∆ = 700 MHz
Natural line width Γ 2π · 6.066 6(18) MHz
|F = 2〉 → |F ′ = 3〉 ,∆mF = ±1 Isat 1.669 33(35) mW/cm2cycling transition saturation intensity
Recoil velocity vr 5.884 5 mm/s
Recoil temperature Tr 361.96 nK
Doppler temperature TD 145.57 µK
Linear Zeeman shift |52S1/2, F = 1〉 δω/B −0.70 MHz/G
Linear Zeeman shift |52S1/2, F = 2〉 δω/B 0.70 MHz/G




The abbreviations used in this document are explained here.
AOM Acousto-Optic Modulator
BKG Bundesamt für Kartographie und Geodäsie
CG-5 A commercial spring-based relative gravimeter,
manufactured by Scintrex Ltd.
DDS Direct Digital Synthesizer
DRO Dielectric Resonator Oscillator
ECDL Extended Cavity Diode Laser
EOM Electro-Optic Modulator
FET Field-Effect Transistor
FFT Fast Fourier Transform
FG-5 A commercial free-fall absolute gravimeter,
manufactured by Micro-g/LaCoste
FMS Frequency Modulation Spectroscopy
FPGA Field-Programmable Gate Array
FSR Free Spectral Range
GOCE Gravity field and steady-state Ocean Circulation Explorer




MTS Modulation Transfer Spectroscopy
OPLL Optical Phase Lock Loop
PFD Phase-Frequency Detector
PI Proportional-Integral
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