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In this paper, a stochastic gradient descent algorithm is proposed for the binary
classification problems based on general convex loss functions. It has computational
superiority over the existing algorithms when the sample size is large. Under some
reasonable assumptions on the hypothesis space and the underlying distribution, the
learning rate of the algorithm has been established, which is faster than that of closely
related algorithms.
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1. Introduction
In this paper, we consider the binary classification learning problems.
Let X be a compact subspace of Rd and Y = {+1,−1}. We are given the data
z = {zi = (xi, yi) : i = 1, . . . ,m},
with each zi independently drawn according to a distribution ρZ on Z := X × Y. Denote its marginal distribution on X by ρX
and for each x ∈ X, the corresponding conditional distribution on Y is ρ(y|x).
The goal of classification problem is to find a real valued function f : X → R such that the associated misclassification
error defined by
R(f ) := P{y 6= sgn(f (x))},
is as small as possible. It is well known that (see [8]) the minimizer is Bayes rule given by sgn(fρ), where fρ is the regression
function defined by
fρ(x) :=
∫
Y
ydρ(y|x).
However, the conditional distribution is unknown in practice, so the purpose of statistical learning is to find a function,
from a pre-chosen class of functions F , based on z such that the misclassification error of it is close to that of Bayes
rule. A very successful method developed in the machine learning literature is to solve a convex optimization problem
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of regularization scheme based on a convex loss function, φ : R → R+ with φ(yf(x)) measuring the local error of f at the
point (x, y)(see [3,22]), namely,
fz,λ := argmin
f∈HK
{
Ez(f )+ λ2 ‖f‖
2
K
}
, (1.1)
whereEz(f ) := 1m
∑m
i=1 φ(yif (xi)) is called empirical risk andλ > 0 is the regularization parameter. The function K : X×X→ R
is a Mercer kernel (continuous, symmetric and positive semidefinite) andHK is the reproducing kernel Hilbert space (RKHS)
associated with the Mercer kernel K (see [1,12]) with the inner product 〈·, ·〉K satisfying 〈Kx, Ky〉K = K(x, y), where we use
the denotation Kx := Kx(·) = K(x, ·). The reproducing property takes the form
〈Kx, f 〉K = f (x), x ∈ X, f ∈ HK . (1.2)
Denote κ := supx∈X
√
K(x, x), then by (1.2)
‖f‖C(X) ≤ κ‖f‖K ∀f ∈ HK .
The algorithm induced by (1.1) has been extensively studied in the literature where it is implemented by solving a linear
system. Its error analysis is well done due to many results, see e.g. [14,5,7,22,3,13]. However, the algorithm might in practice
be challenging when the sample sizem is very large. For example, ifφ(x) = (1−x)+ = max{1−x, 0} or (1−x)2+ corresponding
to the support vector machines (SVM), the scheme (1.1) is a quadratic optimization problem. Its standard computational
complexity is about O(m3).
Nowadays, more and more large data sets appear in many science fields, such as physical and biological systems,
computation applications, etc. Improving the computatioal efficiency will help focus attention on actual issues. To reduce
the computational complexity toO(m2+s), s ∈ (0, 1), we propose an algorithm to solve the scheme (1.1). It is essentially the
classical gradient descent method.
Definition 1. The stochastic gradient descent algorithm for classification is defined by f z1 = 0 and
f zt+1 = f zt − ηt
{
1
m
m∑
i=1
φ′−(yif
z
t (xi))yiKxi + λf zt
}
, t = 1, 2, . . . (1.3)
Here {ηt} is the sequence of step size and λ is the regularization parameter.
Note that the left derivative φ′− of φ is well defined by the convexity of φ. We might construct a similar algorithm by
replacing φ′− with the right derivative φ′+.
The present paper is closely related to [19,9]. However, in contrast to our consideration on the gradient of the
regularization scheme, the authors of [19] only consider the gradient of empirical riskEz(f ) = 1/m∑mi=1(yi−f (xi))2 which has
a similar computational cost as ours. However, under some situations, the learning rate they get is not faster than ours. The
algorithm in [9] similar to (1.3) is designed to learn the gradient of the regression function. We intend to learn the regression
function itself by (1.3). Moreover, the error analysis in both articles relies on some operators, such as integral operator and
sampling operator (see [16]), etc. It works for the squared loss function. In our setting the loss function is more general.
Another way to improve the computational efficiency is to develop the following online learning algorithm (see [2,6,11,
15,21])
ft+1 = ft − ηt {φ′−(ytft(xt))ytKxt + λft} . (1.4)
While our algorithm (1.3) takes Ez(f ), all the local errors of f at m samples, into account, the online algorithm mainly focuses
on the instantaneous risk φ(ytft(xt)). The most superiority of the online algorithm (1.4) is that its computation complexity
is linear, namely O(m)when t = m. But as we will see later, its learning rate is also slower than that of our algorithm (1.3).
Throughout this paper we assume that the loss function φ has the following form.
Definition 2. We say that φ : R→ R+ is an admissible loss function if it is convex and differentiable at 0 with φ′(0) < 0.
We say that φ′− is locally Lipschitz at the origin if the local Lipschitz constant
M(a) = sup
{ |φ′−(x)− φ′(0)|
|x| : |x| ≤ a
}
(1.5)
is finite for any a > 0. Denote
N(a) = sup {max{|φ′−(x)|, |φ′+(x)|} : |x| ≤ a} .
We say that φ′− has incremental exponent q ≥ 0 if for some N1 > 0, we have
N(a) ≤ N1aq, for |a| ≥ 1. (1.6)
Assumption 1. Assume that the loss function φ is admissible, locally Lipschitz at the origin and that φ′− has incremental
exponent q ≥ 0.
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In this paper, under some technical assumptions, we establish learning ratesO(1/mθ) of (1.3) by appropriately choosing
t and λ according to m. To this end, besides Assumption 1, we assume that the RKHSHK has complexity exponent r ∈ (0, 2)
(Assumption 2) and that the underlying distribution ρZ satisfies a Tsybakov’s noise condition (Assumption 3).
The rest of this paper is organized as follows. Section 2 summarizes the main results. In Section 3, we bound the sample
error by Rademacher averages and some basic inequalities. Section 4 contributes to the bound of regularizing approximation
estimation.
2. Main results
Our first result shows that f zt+1 is a good approximation of a noise-free limit ft+1 defined by f1 = 0 and
ft+1 = ft − ηt
{∫
Z
φ′−(yft(x))yKx(·)dρZ + λft
}
. (2.1)
Since for t ∈ N, f zt relates to the sample z, we call the difference between f zt and ft as sample error. In order to bound the
sample error we need a complexity assumption for the RKHS given in Section 1. For 1 ≤ p < ∞ and x = {xi}mi=1 ∈ Xm, we
denote the `p empirical metric of two functions f , g as
dx,p(f , g) =
(
1
m
m∑
i=1
|f (xi)− g(xi)|p
) 1
p
,
and for p = ∞
dx,∞(f , g) = max
1≤i≤m
|f (xi)− g(xi)|.
Definition 3. Let G be a set of functions on X, 1 ≤ p ≤ ∞ and x = (xi)mi=1 ∈ Xm. The empirical covering number Np(G, x, ε)
is defined to be the minimal integer N such that there are N functions {gj}Nj=1 ⊂ G satisfying
min
1≤j≤N dx,p(g, g
j) ≤ ε ∀g ∈ G.
With this definition, we can put an assumption onHK in this paper.
Assumption 2. Let BH be the closed unit ball ofHK . We assume that there are constants r ∈ (0, 2) and ar > 0 such that for
any ε > 0
sup
x∈Xm
logN2(BH , x, ε) ≤ arε−r.
In this case, we say thatHK has complexity exponent r.
Denote Cφ,κ as a constant depending only on φ and κ satisfying
Cφ,κ ≥ max{1+ κ2‖[φ′−(x)− φ′(0)]/x‖L∞[−1,1],N1κ2p|φ′(0)|p−1 + κ2|φ′(0)| + 1}.
Now we estimate the sample error bound.
Theorem 1. Suppose that Assumptions 1 and 2 are satisfied. Let 0 < λ < 1, choose 0 < η1 < λ
max{p−1,0}
Cφ,κ
and 0 < α < 1, take
ηt = η1t−α, ∀t ∈ N. (2.2)
Then we have
Ez
[
‖f zt+1 − ft+1‖2K
]
≤ 4
λ
D(m,λ)+ η21C(λ)Cη1λ,α,2α(t + 1)−α,
where
D(m,λ) = 4c′(κ2|φ′(0)|/λ)qκ2−r/2 |φ
′(0)|
(2− r)λ√m +
2√
m
|φ(0)|, (2.3)
Cη1λ,α,2α =
 23α
η1λ
+
( 1+ 2α
ec(1− 2α−1)
) 1+2α
1−α
 , (2.4)
and
C(λ) = 4κ2(κ2|φ′(0)|/λ)2q. (2.5)
Its proof will be given at the end of Section 3.
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The second result is about the approximation behavior of ft to the regularizing function (see [20]) defined by
fλ := argmin
f∈HK
{
E(f )+ λ
2
‖f‖2K
}
,
where E(f ) := ∫Z φ(yf(x))dρZ is called expected error. Denote the minimizer of E(f ) over all measurable functions as fφρ . It
has been proved in [3,22] that fφρ has the same sign as regression function fρ when φ is admissible.
Theorem 2. Let ηt have the form of (2.2) and {ft}, Cη1λ,α,2α, C(λ) be given by (2.1), (2.4) and (2.5) respectively. Then for any
t ∈ N,
‖ft+1 − fλ‖2K ≤
2D(λ)
eλ
( 1
eη1λ
)1/(1−α)
(t + 1)−1 + η21C(λ)Cη1λ,α,2α(t + 1)−α,
where
D(λ) := inf
f∈HK
{
E(f )− E(fφρ )+
λ
2
‖f‖2K
}
= E(fλ)− E(fφρ )+
λ
2
‖fλ‖2K . (2.6)
Theorem 2 will be proved in Section 4.
To establish the learning rates, we assume further that the underlying distribution ρZ satisfies a Tsybakov’s noise
condition.
Assumption 3 (Tsybakov’s Noise Condition). There are some τ ∈ [0, 1] and c > 0 such that ρZ satisfies, for any measurable
function f
ρX(sgn(f ) 6= sgn(fρ)) ≤ c{R(sgn(f ))−R(sgn(fρ))}τ. (2.7)
Under the Tsybakov’s noise condition (2.7), a comparison relation
R(sgn(f zt ))−R(sgn(fρ)) ≤
{
2cφc(E(f zt )− E(fφρ ))
}1/(2−τ)
. (2.8)
between φ-risk and misclassification error is established (see [21,22,3]). With the comparison relation (2.8), Theorems 1 and
2, we can now prove the main result of this paper.
Theorem 3. Suppose that Assumptions 1–3 are satisfied for φ,HK and ρZ respectively. Moreover, assume that D(λ) given by
(2.6) satisfies
D(λ) ≤ D0λβ for some 0 < β ≤ 1 and D0 > 0. (2.9)
Choose 0 < α < min{1, 2 − 5
β+2q+3 }, 0 < s < min{1, 12α − 1−qα(4+6q+4β) } and the integer t ∈ [ms, 2ms]. Moreover, select
λ = m−γ with γ = αs1+4q+2β . Let ηt be given as in (2.2) with 0 < η1 < λ
max{p−1,0}
Cφ,κ
. Then we have for f zt constructed by the algorithm
(1.3)
Ez
[
R(sgn(f zt ))−R(sgn(fρ))
] ≤ Cκ,α,φ,q,r ( 1
m
)θ
, (2.10)
where
θ = βαs
(2− τ)(1+ 4q+ 2β) . (2.11)
Proof. From (2.6), we know
E(f zt )− E(fφρ ) ≤ E(f zt )− E(fλ)+ D(λ).
Since ‖f zt ‖K ≤ κ|φ′(0)|/λ by Lemma 1 and ‖fλ‖K ≤
√
2D(λ)
λ
by (4.2), for an admissible function φ, we have
E(f zt )− E(fλ) ≤ κ‖f zt − fλ‖K max{‖φ′_‖L∞(Iλ), ‖φ′+‖L∞(Iλ)} ≤ κ‖f zt − fλ‖KN(Cλ),
where Iλ = [−Cλ, Cλ]with Cλ := max{ κ2|φ′(0)|λ , κ
√
2D(λ)
λ
}. Therefore
Ez
[
E(f zt )− E(fφρ )
]
≤ Ez [E(f zt )− E(fλ)]+ D(λ)
≤ κN(Cλ) (Ez [‖f zt − ft‖K]+ ‖ft − fλ‖K)+ D(λ).
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When 0 < λ < 1 and D(λ) satisfies (2.9), from (1.6), we know that there exists a constant C′φ,κ, depending on κ,φ, such
that
N(Cλ) ≤ C′φ,κλ−q.
By Theorems 1 and 2, we get
Ez
[‖f zt − ft‖K] ≤ c1 1
λ
q
2+1m
1
4
+ c2 1
λ
1
2 m
1
4
+ c3 1
λq+
1
2 t
α
2
,
‖ft − fλ‖K ≤ c4 1
λ
1
2 (1−β+ 11−α )t
1
2
+ c5 1
λq+
1
2 t
α
2
,
with some appropriate choices of constants c1, c2, c3, c4, c5 depending on r,φ, κ,α, q.
Therefore, from the choices of the parameters α, s, γ, t, we have
Ez
[
E(f zt )− E(fφρ )
]
≤ κC′φ,κ
(
c1
1
m
1
4−γ( 32 q+1)
+ c2 1
m
1
4−γ(q+ 12 )
+ c3 1
m
αs
2 −γ(2q+ 12 )
)
+ κC′φ,κ
(
c4
1
m
s
2−γ(q+ 12 (1−β+ 11−α ))
+ c5 1
m
αs
2 −γ(2q+ 12 )
)
+ D0 1
mβγ
≤ Cκ,α,φ,q,rm−
βαs
1+4q+2β .
It together with (2.8) yields the desired learning rate (2.10). 
We present some commonly used examples of loss functions (see [3,7,22]) to illustrate the specific results.
Example 1. Let φ(x) = (1 − x)+, we have N( κ2|φ′(0)|λ ) = 1, therefore q = 0. For noise-free case, namely τ = 1, if we take αs
to be close to 1, then the power index θ given by (2.11) in the learning rate (2.10) can be arbitrarily close to β1+2β . While in
[19, Theorem 2.5], for α = τ = 1 and not sufficiently smooth fρ, that is r < β1+β , the learning rate is O(m−
r
1+r ), which is
slower than ours. And the learning order of the online algorithm 1.4 in [21] is β2(1+β) which is smaller than
β
1+2β .
Example 2. Let φ(x) = (1 − x)2, we have N( κ2|φ′(0)|
λ
) = 2 + 4κ2
λ
, then q = 1. Therefore the power index θ given by (2.11) is
βαs
(2−τ)(5+2β) .
Example 3. Let φ(x) = (1− x)γ+ with γ ≥ 1, we have N( κ2|φ′(0)|λ ) = γ(1+ γκ
2
λ
)γ−1, then q = γ − 1. Thus, the power index θ
given by (2.11) is βαs
(2−τ)(4γ−3+2β) .
3. Sample error analysis
In this section we mainly estimate the sample error Ez
[‖f zt+1 − ft+1‖2K] by means of the assumptions on the loss function
φ and the estimation on Rademacher average of Fλ := {f ∈ HK : ‖f‖K ≤ κ|φ′(0)|/λ} .
3.1. Bounding the learning sequence
First we show how a local Lipschitz condition on the loss function φ at the origin and some restrictions on the step size
{ηt} ensure the uniform boundness of the learning sequences {f zt } and {ft}.
Lemma 1. Let φ′− be locally Lipschitz at the origin and {f zt } be given by (1.3). If the step size ηt satisfies ηt(κ2M(κ2|φ′(0)|/λ)+λ) ≤
1 for each t, then
‖f zt ‖K ≤ κ|φ′(0)|/λ ∀ t ∈ N. (3.1)
Proof. We prove by induction. It is trivial that f z1 = 0 satisfies the bound (3.1). Suppose that this bound holds true for f zt .
Consider f zt+1. In fact, by the reproducing property (1.2), it can be rewritten as
f zt+1 = (1− ηtλ)f zt − ηt
1
m
m∑
i=1
[φ′−(yif zt (xi))− φ′(0)]yiKxi − ηtφ′(0)
1
m
m∑
i=1
yiKxi
= (1− ηtλ)f zt − ηt
1
m
m∑
i=1
φ′−(yif zt (xi))− φ′(0)
yif zt (xi)
〈f zt , Kxi 〉KKxi − ηtφ′(0)
1
m
m∑
i=1
yiKxi .
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The local Lipschitz condition (1.5) tells us that φ
′−(yi f zt (xi))−φ′(0)
yi f
z
t (xi)
is well defined and can be bounded by
0 ≤ φ
′−(yif zt (xi))− φ′(0)
yif zt (xi)
≤ M(κ2|φ′(0)|/λ),
where we use the result
|yif zt (xi)| ≤ κ‖f zt ‖K ≤ κ2|φ′(0)|/λ,
obtained from the induction hypothesis ‖f zt ‖K ≤ κ|φ′(0)|/λ.
Let the operator Li : HK → HK be Li(f ) = 〈f , Kxi 〉KKxi , i = 1, . . . ,m. Then each Li is a self-adjoint, rank-one, positive linear
operator and its norm can be upper bounded by κ2.
Therefore, φ
′−(yi f zt (xi))−φ′(0)
yi f
z
t (xi)
Li is a self-adjoint, positive operator onHK and its norm is upper bounded by κ2M(κ2|φ′(0)|/λ)
for each i ∈ {1, . . . ,m}. When ηt(κ2M(κ2|φ′(0)|/λ)+ λ) ≤ 1, the operator given by
Tt := (1− ηtλ)I − ηt 1
m
m∑
i=1
φ′−(yif zt (xi))− φ′(0)
yif zt (xi)
Li
is self-adjoint, positive and Tt ≤ (1− ηtλ)I. It follows that∥∥∥∥∥(1− ηtλ)f zt − ηt 1m
m∑
i=1
[φ′−(yif zt (xi))− φ′(0)]yiKxi
∥∥∥∥∥
K
= ‖Tt(f zt )‖K ≤ (1− ηtλ)‖f zt ‖K .
Thus
‖f zt+1‖K ≤ (1− ηtλ)‖f zt ‖K + κηt|φ′(0)|.
This in connection with the induction on ‖f zt ‖K proves the lemma. 
Using the similar techniques as in Lemma 1, we can bound the noise-free sequence {ft} uniformly.
Lemma 2. Assume that φ′− is locally Lipschitz at the origin. {ft} is given by (2.1). If the step size ηt satisfies ηt(κ2M(κ2|φ′(0)|/λ)+
λ) ≤ 1 for each t, then
‖ft‖K ≤ κ|φ′(0)|/λ ∀t ∈ N. (3.2)
Proof. Since f1 = 0, the case t = 1 is trivial. We suppose that (3.2) holds for t. Then for t + 1,
ft+1 = (1− ηtλ)ft − ηt
∫
Z
φ′−(yft(x))yKxdρZ
= (1− ηtλ)f zt − ηt
∫
Z
φ′(0)yKxdρZ
−ηt
∫
X
[
η(x)
φ′−(ft(x))− φ′(0)
ft(x)
+ (1− η(x))φ
′−(−ft(x))− φ′(0)
−ft(x)
]
Kxft(x)dρX.
Where η(x) = P(Y = 1|X = x) is the conditional probability. Let
LK,t(f ) =
∫
X
[
η(x)
φ′−(ft(x))− φ′(0)
ft(x)
+ (1− η(x))φ
′−(−ft(x))− φ′(0)
−ft(x)
]
Kxf (x)dρX.
By the convexity of φ, we know that φ′− is nondecreasing. Combing this with the induction hypothesis on ft , we have
0 ≤ φ
′−(ft(x))− φ′(0)
ft(x)
≤ M(κ2|φ′(0)|/λ), 0 ≤ φ
′−(−ft(x))− φ′(0)
−ft(x) ≤ M(κ
2|φ′(0)|/λ).
Hence LK,t is a self-adjoint, positive operator onHK with the norm bounded by
‖LK,t‖HK→HK ≤ κ2M(κ2|φ′(0)|/λ).
When ηt(κ2M(κ2|φ′(0)|/λ)+ λ) ≤ 1, the operator given by
Tt := (1− ηtλ)I − ηtLK,t
is self-adjoint, positive and Tt ≤ (1− ηtλ)I. It follows that∥∥∥∥(1− ηtλ)ft − ηt ∫
Z
[φ′−(yft(x))− φ′(0)]yKxdρZ
∥∥∥∥
K
= ‖Tt(ft)‖K ≤ (1− ηtλ)‖ft‖K .
Thus
‖ft+1‖K ≤ (1− ηtλ)‖ft‖K + κηt|φ′(0)|.
Then the conclusion of the lemma follows. 
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3.2. Rademacher average estimation
In order to bound the sample error, we need to bound the quantity Ez[E(f zt ) − Ez(f zt )] first. The explicit reason will be
illustrated in the next subsection. For this purpose, we utilize the recently developed estimation on Rademacher average.
Definition 4. Let F be a class of uniformly bounded functions defined on X. For any integer m, the Rademacher average of
F is
Rm(F ) := ExEε
[
sup
f∈F
∣∣∣∣∣ 1m
m∑
i=1
εif (xi)
∣∣∣∣∣
]
.
Here x = (xi)mi=1 ∈ Xm is a set with xi independently drawn according to ρX and ε = (εi)mi=1 with εi being i.i.d. Rademacher
random variable (that is P(εi = +1) = P(εi = −1) = 1/2).
Dudley ([10]) and Van der Vaart, Weller ([18]) gave an estimate method to upper bound the Rademacher average using
the `2 empirical metric covering number.
Lemma 3. Let F be a class of uniformly bounded functions defined on X. Then there exists an absolute constant C such that for
any sample x = (xi)mi=1, there holds
Rm(F ) ≤ C√
m
Ex
∫ δ
0
√
logN2(F , x, ε)dε,
where δ = supf∈F ‖f‖`2 with ‖f‖`2 :=
(
1
m
m∑
i=1
|f (xi)|2
) 1
2
.
We also need the following two properties of Rademacher average. The proof can be found in [4,21].
Lemma 4. Let F be a class of uniformly bounded functions defined on X and m ∈ N.
(1) For every c ∈ R, Rm(cF ) = |c|Rm(F ), where cF = {cf : f ∈ F }.
(2) If for each i ∈ {1, . . . ,m},φi : R→ R is a function with φi(0) = 0 having a Lipschitz constant ci, then for any x = (xi)mi=1
Eε
[
sup
f∈F
∣∣∣∣∣ 1m
m∑
i=1
εiφi(f (xi))
∣∣∣∣∣
]
≤ 2Eε
[
sup
f∈F
∣∣∣∣∣ 1m
m∑
i=1
ciεif (xi)
∣∣∣∣∣
]
.
With Lemmas 3 and 4, we can establish the main result of this subsection.
Lemma 5. Suppose that Assumptions 1 and 2 are satisfied. Let ηt be given by (2.2), then
Ez
[
E(f zt )− Ez(f zt )
] ≤ D(m,λ), (3.3)
where D(m,λ) has the form of (2.3).
Proof. Let BH be the closed unit ball of Hk, then ∀f ∈ BH , ‖f‖`2 ≤ ‖f‖∞ ≤ κ‖f‖K ≤ κ. Combining this with Lemma 3 and
Assumption 1, we have
Rm(BH ) ≤ C√
m
Ex
∫ κ
0
(arε
−r)1/2dε ≤ c
′κ1−r/2
(2− r)√m .
Since Fλ = {f ∈ HK : ‖f‖K ≤ κ|φ′(0)|/λ}, with Lemma 4(1), we have
Rm(Fλ) ≤ κ|φ
′(0)|
λ
Rm(BH ) ≤ c
′κ2−r/2|φ′(0)|
(2− r)λ√m . (3.4)
On the other hand, by Assumption 1, we know κ2M(κ2|φ′(0)|/λ)+ λ ≤ Cφ,κλ−max{p−1,0}. Therefore, Lemma 1 comes into
existence, namely, f zt ∈ Fλ, so
Ez
[
E(f zt )− Ez(f zt )
] ≤ Ex
[
sup
f∈Fλ
|E(f )− Ez(f )|
]
≤ 2ExEε
[
sup
f∈Fλ
∣∣∣∣∣ 1m
m∑
i=1
εiφ(yif (xi))
∣∣∣∣∣
]
. (3.5)
Define functions
φi(t) =

φ(yit)− φ(0), if |t| ≤ κ2|φ′(0)|/λ,
φ(yiκ
2|φ′(0)|/λ)− φ(0), if t > κ2|φ′(0)|/λ,
φ(−yiκ2|φ′(0)|/λ)− φ(0), if t ≤ −κ2|φ′(0)|/λ.
Then φi : R→ R has the Lipschitz constant ci = N(κ2|φ′(0)|/λ) and φi(0) = 0 for any i.
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We transform the inequality (3.5) into
Ez
[
E(f zt )− Ez(f zt )
] ≤ 2ExEε
[
sup
f∈Fλ
∣∣∣∣∣ 1m
m∑
i=1
εiφi(f (xi))
∣∣∣∣∣
]
+ 2Eε
[∣∣∣∣∣ 1m
m∑
i=1
εiφ(0)
∣∣∣∣∣
]
.
With Lemma 4(2) and Eε
[|∑mi=1 εi|] ≤ (Eε[(∑mi=1 εi)2])1/2 = (Eε[∑mi,j=1 εiεj])1/2 = √m,we have
Ez
[
E(f zt )− Ez(f zt )
] ≤ 4N(κ2|φ′(0)|/λ)ExEε
[
sup
f∈Fλ
∣∣∣∣∣ 1m
m∑
i=1
εif (xi)
∣∣∣∣∣
]
+ 2√
m
|φ(0)|
= 4N(κ2|φ′(0)|/λ)Rm(Fλ)+ 2√
m
|φ(0)|.
This in connection with (3.4) proves the statement. 
3.3. Bounding the sample error
To prove Theorem 1, we shall use the following basic inequalities established in [17, Lemma 2].
Lemma 6. (1) For c, b > 0, there holds
exp{−cx} ≤
(
b
ec
)b
x−b, ∀x > 0.
(2) Let ν > 0, and 0 < p1 < 1, p2 > 0. Then for any t ∈ N we have
t−1∑
i=1
i−p2 exp
{
−ν
t∑
j=i+1
j−p1
}
≤ Cν,p1,p2 tp1−p2 ,
where Cν,p1,p2 =
(
2p1+p2
ν
+
(
1+p2
ec(1−2p1−1)
) 1+p2
1−p1
)
.
Proof of Theorem 1. By (1.3) and (2.1), we have
‖f zt+1 − ft+1‖2K
=
∥∥∥∥∥(1− ηtλ)(f zt − ft)− ηt
{
1
m
m∑
i=1
φ′−(yif
z
t (xi))yiKxi −
∫
Z
φ′−(yft(x))yKxdρZ
}∥∥∥∥∥
2
K
= (1− ηtλ)2‖f zt − ft‖2K + η2t
∥∥∥∥∥ 1m
m∑
i=1
φ′−(yif
z
t (xi))yiKxi −
∫
Z
φ′−(yft(x))yKxdρZ
∥∥∥∥∥
2
K
+ 2ηt(1− ηtλ)
〈
ft − f zt ,
1
m
m∑
i=1
φ′−(yif
z
t (xi))yiKxi −
∫
Z
φ′−(yft(x))yKxdρZ
〉
K
.
From Lemmas 1 and 2 and Definition 1, we know that the second term of the last equality can be upper bounded by
η2t C(λ)with C(λ) given by (2.5). While the third term can be rewritten as〈
ft − f zt ,
1
m
m∑
i=1
φ′−(yif
z
t (xi))yiKxi −
∫
Z
φ′−(yft(x))yKxdρZ
〉
K
=
〈
ft − f zt ,
1
m
m∑
i=1
φ′−(yif
z
t (xi))yiKxi
〉
K
+
〈
f zt − ft,
∫
Z
φ′−(yft(x))yKxdρZ
〉
K
= 1
m
m∑
i=1
φ′−(yif
z
t (xi))yi(ft(xi)− f zt (xi))+
∫
Z
φ′−(yft(x))y(f
z
t (x)− ft(x))dρZ.
The last step above dues to the reproducing property (1.2).
By the definition of subgradient, we know that
φ′−(a)(b− a) ≤ φ(b)− φ(a) ∀a, b ∈ R. (3.6)
Therefore〈
ft − f zt ,
1
m
m∑
i=1
φ′−(yif
z
t (xi))yiKxi −
∫
Z
φ′−(yft(x))yKxdρZ
〉
K
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≤ 1
m
m∑
i=1
[φ(yift(xi))− φ(yif zt (xi))] +
∫
Z
[φ(yf zt (x))− φ(yft(x))]dρZ
= Ez(ft)− Ez(f zt )+ E(f zt )− E(ft).
Since ft is independent on z,Ez [Ez(ft)− E(ft)] = 0. Then
Ez
[
‖f zt+1 − ft+1‖2K
]
≤ (1− ηtλ)2Ez
[
‖f zt − ft‖2K
]
+ η2t C(λ)+ 2ηt(1− ηtλ)Ez
[
Ez(f
z
t )− E(f zt )
]
.
This in connection with (3.3) gives
Ez
[
‖f zt+1 − ft+1‖2K
]
≤ (1− ηtλ)2Ez
[
‖f zt − ft‖2K
]
+ η2t C(λ)+ 2ηt(1− ηtλ)D(m,λ).
Applying this relation iteratively, with f z1 = f1 = 0, we see that Ez
[‖f zt+1 − ft+1‖2K] is upper bounded by
t∑
j=1
η2j
t∏
i=j+1
(1− ηiλ)2C(λ)+ 2
t∑
j=1
ηj(1− ηjλ)
t∏
i=j+1
(1− ηiλ)2D(m,λ),
where for simplicity we set
∏t
i=t+1(1− ηiλ)2 = 1 and
∑t
i=t+1 ηiλ = 0.
Note that 1− x ≤ e−x for any x ∈ (0, 1), thus (1− x)2 ≤ e−2x < e−x. Then
Ez
[
‖f zt+1 − ft+1‖2K
]
≤ C(λ)
t∑
j=1
η2j exp
{
−
t∑
i=j+1
ηiλ
}
+ 2D(m,λ)
t∑
j=1
ηj exp{−ηjλ} exp
{
−
t∑
i=j+1
ηiλ
}
= C(λ)
t∑
j=1
η2j exp
{
−
t∑
i=j+1
ηiλ
}
+ 2D(m,λ)
t∑
j=1
ηj exp
{
−
t∑
i=j
ηiλ
}
.
When taking ηj = η1j−α,∀j ∈ N,
Ez
[
‖f zt+1 − ft+1‖2K
]
≤ η21C(λ)
t∑
j=1
j−2α exp
{
−η1λ
t∑
i=j+1
i−α
}
+ 2η1D(m,λ)
t∑
j=1
j−α exp
{
−η1λ
t∑
i=j
i−α
}
:= I1 + I2.
Applying Lemma 6(2) with ν = η1λ, p1 = α, p2 = 2α yields
I1 ≤ η21C(λ)Cη1λ,α,2α(t + 1)−α.
As for I2, we first note that
t∑
i=j
i−α ≥
∫ t+1
j
u−αdu = 1
1− α [(t + 1)
1−α − j1−α].
It follows that
I2 ≤ 2η1D(m,λ) exp
{
− η1λ
1− α (t + 1)
1−α
} t∑
j=1
j−α exp
{
η1λ
1− α j
1−α
}
.
When x ∈ [j, j+ 1], we have j1−α ≤ x1−α and x ≤ 2j which implies j−α ≤
(
x
2
)−α
. So we can upper bound j−α exp{ η1λ1−α j1−α}
by the integral
∫ j+1
j
(
x
2
)−α
exp{ η1λ1−α x1−α}dx. Therefore
t∑
j=1
j−α exp
{
η1λ
1− α j
1−α
}
≤
∫ t+1
1
(
x
2
)−α
exp
{
η1λ
1− α x
1−α
}
dx
= 2
α
η1λ
[
exp
{
η1λ
1− α (t + 1)
1−α
}
− exp
{
η1λ
1− α
}]
≤ 2
α
η1λ
exp
{
η1λ
1− α (t + 1)
1−α
}
.
Thus
I2 ≤ 2η1D(m,λ) 2
α
η1λ
≤ 4D(m,λ)
λ
.
This completes the proof of Theorem 1. 
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4. Regularizing approximation estimation
In this section, we prove Theorem 2. Firstly, we introduce a result in [21] as Lemma 2.
Lemma 7. Let φ be an admissible loss function and λ > 0. For any f ∈ HK , there holds
λ
2
‖f − fλ‖2K ≤
{
E(f )+ λ
2
‖f‖2K
}
−
{
E(fλ)+ λ2 ‖fλ‖
2
K
}
.
With Lemmas 7 and 6, we can prove Theorem 2.
Proof of Theorem 2. We first rewrite ‖ft+1 − fλ‖2K as following
‖ft+1 − fλ‖2K = ‖ft − fλ‖2K + η2t
∥∥∥∥∫
Z
φ′−(yft(x))yKxdρZ + λft
∥∥∥∥2
K
+ 2ηt
〈
fλ − ft,
∫
Z
φ′−(yft(x))yKxdρZ + λft
〉
K
.
Since ‖ft‖K ≤ κ|φ′(0)|/λ for each t ∈ N by Lemma 2, we can bound the second term of right hand side by η2t C(λ) as C(λ)
given by (2.5).
For the third term, we can reexpress it with the reproducing property ofHK ,〈
fλ − ft,
∫
Z
φ′−(yft(x))yKxdρZ + λft
〉
K
=
〈
fλ − ft,
∫
Z
φ′−(yft(x))yKxdρZ
〉
K
+ 〈fλ − ft,λft〉K
=
∫
Z
φ′−(yft(x))y(fλ(x)− ft(x))dρZ + λ〈fλ − ft, ft〉K .
By (3.6), we can upper bound the integral
∫
Z φ
′−(yft(x))y(fλ(x)− ft(x))dρZ by∫
Z
[φ(yfλ(x))− φ(yft(x))]dρZ = E(fλ)− E(ft). (4.1)
With (4.1), Lemma 7 and
〈fλ − ft, ft〉K = 〈fλ, ft〉K − 〈ft, ft〉K ≤ 12‖fλ‖
2
K −
1
2
‖ft‖2K,
we have
2ηt
〈
fλ − ft,
∫
Z
φ′−(yft(x))yKxdρZ + λft
〉
K
≤ 2ηt
(
E(fλ)− E(ft)+ λ2 ‖fλ‖
2
K −
λ
2
‖ft‖2K
)
≤ −ηtλ‖ft − fλ‖2K .
Therefore
‖ft+1 − fλ‖2K ≤ (1− ηtλ)‖ft − fλ‖2K + η2t C(λ).
Using this relation iteratively, we see that ‖ft+1 − fλ‖2K is upper bounded by
t∏
i=1
(1− ηiλ)‖f1 − fλ‖2K + C(λ)
t∑
i=1
η2i
t∏
j=i+1
(1− ηjλ).
From (2.6), there holds
‖fλ‖2K ≤
2D(λ)
λ
. (4.2)
Combing this with the facts f1 = 0 and 1− x ≤ e−x, ∀x > 0, we have
‖ft+1 − fλ‖2K ≤
2D(λ)
λ
exp
{
−
t∑
i=1
ηiλ
}
+ C(λ)
t∑
i=1
η2i exp
{
−
t∑
j=i+1
ηjλ
}
:= I1 + I2.
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When ηt = η1t−α, using the similar techniques as in the proof of Theorem 1, we can upper bound I1 by
2D(λ)
λ
exp
{
−η1λ
∫ t+1
1
x−αdx
}
= 2D(λ)
λ
exp
{
η1λ
1− α
}
exp
{
− η1λ
1− α (t + 1)
1−α
}
≤ 2D(λ)
eλ
( 1
eη1λ
)1/(1−α)
(t + 1)−1.
In the last step above, we use Lemma 6(1) with c = η1λ1−α , b = 11−α and the conditions on η1,λ,α.
For I2, by Lemma 6(2) with ν = η1λ, p1 = α, p2 = 2α, we get
I2 ≤ C(λ)η21Cη1λ,α,2α(t + 1)−α.
This proves Theorem 2. 
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