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Daehyok Shin (1) , Narendra Tuteja (3) and George Kuczera (4) dynamic modelling system ( Figure 1 ). Daily rainfall forecasts are input into a daily rainfall-runoff model 141 to produce "uncorrected" daily streamflow forecasts. These streamflow forecasts are then aggregated in 142 time and post-processed to produce monthly and seasonal streamflow forecasts, which are issued each 143 month. Two steps are involved: calibration and forecasting, discussed below. 144
Uncorrected streamflow forecasts procedure 145

Rainfall-runoff model
146
The rainfall-runoff model GR4J (Perrin et al., 2003 ) is used as it has been proven to provide (on average) 147 good performance across a large number of catchments ranging from semi-arid to temperate and tropical 148 humid (Perrin et al., 2003; Tuteja et al., 2011) . GR4J is a lumped conceptual model with four calibration 149 parameters: maximum capacity of the production store x1 (mm); ground water exchange coefficient x2 150 (mm); one day ahead maximum capacity of the routing store x3 (mm); and time base of unit hydrograph 151 x4 (days). 152
Rainfall-runoff model calibration
153
In the calibration step, the daily rainfall-runoff model is calibrated to observed daily streamflow using 154 observed rainfall (Jeffrey et al., 2001 ) as forcing. The calibration of the parameters is based on the 155 weighted least squares likelihood function, similar to that outlined in Evin et al. (2014) . Markov Chain 156
Monte Carlo (MCMC) analysis is used to estimate posterior parametric uncertainty (Tuteja et al., 2011) . 157
Following MCMC analysis, 40 random sets of GR4J parameters are retained and used in the forecast 158 step. A cross-validation procedure is implemented to verify the forecasts, as described in Section 3.4. 159
The calibration and cross-validation is computationally intensive; therefore, we use the High 160
Performance Computing (HPC) facility at the National Computing Infrastructure (NCI) in Australia. 161
Producing uncorrected streamflow forecasts
162
Prior to the forecast period, observed rainfall is used to force the rainfall-runoff model. During the 163 forecast period, 166 replicates of daily downscaled rainfall forecasts from the Bureau of Meteorology's 164 global climate model, namely the Predictive Ocean Atmosphere Model for Australia, POAMA-2 are 165 used (see Section 3.2 for details on POAMA-2). These rainfall forecasts are input into GR4J and 166 propagated using the 40 GR4J parameter sets to obtain 6640 (166  40) daily streamflow forecasts. The 167 daily streamflow forecasts generated using GR4J are then aggregated to monthly and seasonal time 168 scales to produce ensembles of 6640 uncorrected monthly and seasonal forecasts. The computationalwith the time required to calibrate and cross-validate the hydrological model, and is easily achieved in 171 an operational setting using HPC. Note that in this study the forecasting system does not use data 172 assimilation technique to update the GR4J state variables. This choice is based on the limited effect of 173 initial conditions after a number of days, which generally reduces the benefit of state-updating in the 174 context of seasonal streamflow forecasting. 175 2.3 Streamflow post-processing procedure 176
Post-processing model
177
The streamflow post-processing method used in this work consists of fitting a statistical model to the 178 streamflow forecast residual errors, defined by the differences between the observed and forecast 179 streamflow time series over a calibration period. Typically these errors are heteroscedastic, skewed and 180 persistent. Heteroscedasticity and skew are handled using data transformations (e.g. the Box-Cox 181 transformation), whereas persistence is represented using autoregressive models (e.g., the lag-one 182 autoregressive model, AR(1)) (Wang et al., 2012; McInerney et al., 2017) . We begin by describing the 183 two major steps of the streamflow post-processing procedure (Sections 2.3.2 and 2.3.3), and then 184 describe the transformations under consideration (Section 2.4). 185
Post-processing model calibration
186
The parameters of the streamflow post-processing model are calibrated as follows: 187
Step 1: Compute the transformed forecast residuals for month or season t of the calibration period: 188 
and unit standard deviation. 201
Step 3: Assume the standardised residuals are described by a first order autoregressive (AR (1) 
Producing post-processed streamflow forecasts
211
Once the streamflow post-processing scheme is calibrated, the post-processed streamflow forecasts for 212 a given period are computed. For a given ensemble member j, the following steps are applied: 213
Step 1: Sample the innovation +1, ← (0, ). 214
Step 2: Generate the standardized residuals +1, using equation (3). Here , t j  is computed using 215 equation (2) and , t j  is computed using equation (1), using the streamflow forecasts and observations 216 from the previous time step t. 217
Step 3: Compute the normalized residuals +1, by "de-standardizing" +1, : 218
Step 4: Back-transform each normalized residual +1, to obtain the post-processed streamflow forecast: 220
Steps 1-4 are repeated for all ensemble members (6640 in our case). 222
Note that the above algorithm may occasionally generate negative streamflow predictions, which we 223 reset to zero. In addition, the algorithm can generate predictions that exceed historical maxima; suchadjustment in this study. These aspects are discussed further in Section 5.6. 226
Transformations used in the post-processing model
227
The observed streamflow and median streamflow forecast are transformed in Step 1 of streamflow post-228 processing (Section 2.3.2), to account for the heteroscedasticity and skewness of the forecast residuals. 229
We consider three transformations, namely the logarithmic, log-sinh and Box-Cox transformations. 230
Logarithmic (Log) transformation
231
The logarithmic (Log) transformation is 232
The offset c ensures the transformed flows are defined when 0 Q = . Here we set c = 0.01 × (̃) 234
, where (̃)
is the average observed streamflow over the calibration period. The use of a small fixed 235 value for c is common in the literature for coping with zero flow events (Wang et al., 2012) . 236
Log-Sinh transformation
237
The Log-Sinh transformation (Wang et al., 2012 ) is 238
The parameters a and b are calibrated for each month by maximising the p-value of the Shapiro-Wilk 240 test (Shapiro and Wilk, 1965) for normality of the residuals, v. This pragmatic approach is part of the 241 existing Bureau's operational dynamic streamflow forecasting system (Lerat et al., 2015) . 
Summary of key terms
266
In the remainder of the paper, the term "uncorrected forecasts" refers to streamflow forecasts obtained 267 using steps in Section 2.2.3, and the term "post-processed forecasts" refers to forecasts based on a 268 streamflow post-processing model, which includes the standardization and AR(1) model from Section 269 2.3, as well as a transformation (Log, Log-Sinh or BC0.2) from Section 2.4. As the post-processing 270 schemes considered in this work differ solely in the transformation used, they will be referred to as the 271 Log, Log-Sinh and BC0.2 schemes. 272 3 Application downscaling + 1 ensemble mean) were generated. In operation, POAMA-2 forecasts are generated every 293 week by running 33 member ensembles out to 270 days. In this study we use rainfall forecasts up to 3 294 months ahead and produce 166 rainfall forecast ensembles through the analogue downscaling procedure 295 described above. 296
Catchment classification
297
The performance of the post-processing schemes is evaluated separately in dry versus wet catchments. 298
In this work, the classification of catchments into dry and wet is based on the aridity index (AI) according 299 to the following equation 300
where P is the total rainfall volume and PET is the total potential evapotranspiration volume. Catchments with AI < 0.5 are categorised as "dry", which corresponds to hyper-arid, arid and semi-arid 305 classifications suggested by the United Nations Environment Programme (Middleton et al., 1997) . 306
Conversely, catchments with AI ≥ 0.5 are classified as "wet". Overall, about 28% of catchments used in 307 this work are classified as dry. 308
Cross-validation procedure
309
The forecast verification is carried out using a moving-window cross-validation framework, as shown 310
in Figure 3 . We use 5 years data (1975) (1976) (1977) (1978) (1979) to warm-up the model and apply data from 1980-2008 for 311 calibration in a cross-validation framework based on a 5-year moving window. Suppose we arevalidating the streamflow forecasts in year j (e.g., 1990 j = in Figure 3 ). In this case the calibration is 313 carried out using all years except years j, j+1, j+2, j+3 and j+4. The four-year period after year j is 314 excluded to prevent the memory of the hydrological model from affecting model performance in the 315 validation window period. The process is then repeated for each year during 1980-2008. Once the 316 validation has been carried out for each year, the results are concatenated to produce a single "validation" 317 time series, for which the performance metrics are calculated. 318
Forecast performance (verification) metrics
319
The performance of uncorrected and post-processed streamflow forecasts is evaluated using reliability 320 and sharpness metrics, as well as the Continuous Ranked Probability Skill Score (CRPSS, see section 321
3.5.3). Note that the Bureau of Meteorology uses Root Mean Squared Error (RMSE) and Root Mean 322
Squared Error in Probability (RMSEP) scores in the operational service in addition to CRPSS, however 323 these metrics have not been considered in this study. 324
Forecast performance (verification) metrics are computed separately for each forecast month. To 325 facilitate the comparison and evaluation of streamflow forecast performance in different streamflow 326 regimes, the high and low flow months are defined using long-term average streamflow data calculated 327 for each month. The 6 months with the highest average streamflow are classified as "high flow" months, 328 and the remaining 6 months are classified as "low flow" months. The performance metrics listed below 329 are computed for each month separately; the indices denoting the month are excluded from Equations 330 (10), (11) and (12) below to avoid cluttering the notation. 331
Reliability
332
The reliability of forecasts is evaluated using the Probability Integral Transform (PIT) (Dawid, 1984 ; 333 Laio and Tamea, 2007) . To evaluate and compare reliability across 300 catchments, the p-value of the 334 Kolmogorov-Smirnov (KS) test applied to the PIT is used. In this study, forecasts with PIT plots where 335 the KS test yields a p-value ≥ 5% are classified as "reliable". 336
Sharpness
337
The sharpness of forecasts is evaluated using the ratio of inter-quantile ranges (IQR) of streamflow 338 forecasts and a historical reference . The following definition is used: 339
where is the value corresponding to percentile , and ( ) and ( ) are, respectively, the 341 q th percentiles of forecast and historical reference for year i. 342
An of 100% indicates a forecast with the same sharpness as the reference, an below 100% 343 indicates forecasts that are sharper (tighter predictive limits) than the reference, and an above 344 100% indicates forecasts that are less sharp (wider predictive limits) than the reference. We report 99 , 345
i.e., the at the 99 percentile, in order to detect forecasts with unreasonably long tails in their 346 predictive distributions. 347
CRPS skill score (CRPSS)
348
The metric quantifies the difference between a forecast distribution and observations, as follows 349 (Hersbach, 2000) , 350
where Fi is the cumulative distribution function (cdf) of the forecast for year i, y is the forecast variable 352 (here streamflow) and is the corresponding observed value. { ≥ } is the Heaviside step function, 353 which equals 1 when the forecast values are greater than the observed value and equals 0 otherwise. 354
The summarises the reliability, sharpness and bias attributes of the forecast (Hersbach, 2000) . 
Historical reference
362
The IQR and CRPSS metrics are defined as skill scores relative to a reference forecast. In this work, we 363 use the climatology as the reference forecast, as it represents the long-term climate condition. To 364 construct these "climatological forecasts", we used the same historical reference as the operational 365 seasonal streamflow forecasting service of the Bureau of Meteorology. This reference is resampled from 366 a Gaussian probability distribution fitted to the observed streamflow transformed using the Log-Sinh 367 transformation (Equation 7). This approach leads to more stable and continuous historical reference 368 estimates than sampling directly from the empirical distribution of historical streamflow, and can be 369 computed at any percentile (which facilitates comparison with forecast percentiles). Although the choice 370 of a particular reference affects the computation of skill scores, it does not affect the ranking of post-371 processing models when the same reference is used, which is the main aim of this paper. 372 interpretations. For example, two forecasts might have a similar sharpness, yet if one of these forecasts 375 is unreliable it can lead to an over-or under-estimation of the risk of 376 an event of interest, which in turn can lead to a sub-optimal decision by forecast users (e.g. a water 377 resources manager). 378
Given inevitable trade-offs between individual metrics (McInerney et al., 2017), it is important to 379 consider multiple metrics jointly rather than individually. Following the approach suggested by Gneiting 380 et al. (2007), we consider a forecast to have "high skill" when it is reliable and sharper than climatology. 381
To determine the "summary skill" of the forecasts in each catchment, we evaluate the total number of 382 months (out of 12) in which forecasts are reliable (i.e., with a p-value greater than 5%) and sharper than 383 the climatology (i.e., IQR99 < 100%). A catchment is classified as having high summary skill if "high 384 skill" forecasts are obtained 10-12 months per year (on average), and is classified as having low 385 summary skill otherwise. Note that CRPSS is not included in the summary skill, because it does not 386 represent an independent measure of a forecast attribute (see Section 3.5.3 for more details). 387
A table providing the percentage of catchments with high and low summary skills is used to summarise 388 forecasts performance of a given post-processing scheme. To identify any geographic trends in the 389 forecast performance, the summary skills are plotted on a map. The summary skills together with 390 individual skill score values are used to evaluate the overall forecast performance, and are presented 391 separately for wet and dry catchments, as well as separately for high and low flow months. 392
Results
393
Results for monthly and seasonal streamflow forecasts are now presented. and -15% (low flow months) to more than 10% (Figure 4c ) for both high and low flows. Visible 417 improvement is also observed in dry catchments for seasonal forecasts, however, the improvement is 418 not as pronounced as for monthly forecasts (Figure 5c ). 419
In terms of reliability, the performance of uncorrected streamflow forecasts is poor, with about 50% of 420 the catchments being characterized by unreliable forecasts at both the monthly and seasonal time scales 421 (Figure 4 and Figure 5 , middle row). In comparison, post-processing using the three transformation 422 approaches produces much better reliability, achieving reliable forecasts in more than 90% of the 423 catchments. 424
In terms of sharpness, the uncorrected forecasts and the BC0.2 post-processed forecasts are generally 425 sharper than forecasts generated using the other transformations (Figure 4g and Figure 5g ). The use of 426 post-processing achieves much better sharpness than uncorrected forecasts for low flow months, 427 particularly in dry catchments. For example, for low flow months in dry catchments (Figure 4i) , the 428 median IQR99 is greater than 200%, while similar values range between 40-100% for post-processed 429 forecasts. Similarly, for seasonal forecasts, post-processing approaches improve the median sharpness 430 from 150% (uncorrected forecasts) to 50%-110% (Figure 5i) . 431
Comparison of post-processing schemes: Individual metrics
432
In terms of CRPSS, Figure 4 (a, b, c) and Figure 5 (a, b, c) show considerable overlap in the boxplots 433 corresponding to all three post-processing schemes, both in wet and dry catchments. This finding 434 suggests little difference in the performance of the post-processing schemes, and is further confirmed by Figure 6 (a, b, c) and Figure 7 (a, b, c) , which show boxplots of the differences between the CRPSS ofthe Log and Log-Sinh schemes versus the CRPSS of the BC0.2 scheme. Across all catchments, the 437 distribution of these differences is approximately symmetric with a mean close to 0. In dry catchments, 438 the BC0.2 slightly outperforms the Log scheme for high flow months and the Log-Sinh scheme slightly 439 outperforms the Log scheme for low flow months. Overall, these results suggest that none of the Log, 440
Log-Sinh or BC0.2 schemes is consistently better in terms of CRPSS values. 441
In terms of reliability, post-processing using any of the three post-processing schemes produces reliable 442 forecasts at both monthly and seasonal scales, and in the majority of the catchments (Figure 4 and Figure  443 5, middle row). The median p-value is approximately 60% for monthly forecasts compared with 45% 444 for seasonal forecasts. This indicates that better forecast reliability is achieved at shorter lead times. 445
Median reliability is somewhat reduced when using the BC0.2 scheme compared to the Log and Log-446
Sinh schemes in wet catchments (Figure 6e ), but not so much in dry catchments (Figure 6f) . 447
Nevertheless, the monthly and seasonal forecasts are reliable in 96% and 91% of the catchments, 448 respectively. The corresponding percentages for the Log scheme are 97% and 94%, and for Log-Sinh 449 they are 95% and 90%. 450
In terms of sharpness, the BC0.2 scheme outperforms the Log and Log-Sinh schemes. This finding holds 451 in all cases (i.e., high/low flow months and wet/dry catchments), both for monthly and seasonal forecasts 452 post-processing approaches. The figure indicates that in terms of reliability, the uncorrected forecast has 465 a number of observed data points outside the 99% predictive range (Figure 8a ). This is an indication that 466 the forecast is unreliable. This finding can be confirmed from the corresponding p-value in Figure 9 , 467 which shows that the forecast is below the reliability threshold during most of the high flow months and 468 during some low flow months. In terms of sharpness, Log and Log-Sinh schemes produce a wider 99% Figure 10 and Figure 11 show the geographic distribution of the summary skill of the uncorrected and 472 post-processing approaches for monthly and seasonal forecasts respectively. Recall that the summary 473 skill represents the number of months with streamflow forecasts that are both reliable and sharper than 474 climatology. Table 1 provides a summary of the percentage of catchments with high and low summary 475 skill for the uncorrected and post-processing approaches for monthly and seasonal forecasts (see Section 476 3.5.5). 477
The findings for forecasts at monthly scale are as follows (Figure 10 and Table 1) : 478
• Uncorrected forecasts perform worse than post-processing techniques in the sense that they have 479 low summary skill in the largest percentage of catchments (16%). The percentage of catchments 480 where high summary skill is achieved by uncorrected forecasts is 40%. 481
• Post-processing forecasts with the Log and Log-Sinh scheme reduces the percentage of 482 catchments with low summary skills from 16% to 2% and 7% respectively. However, the 483 percentage of catchments with high summary skill also decreases (in comparison to uncorrected 484 forecasts), from 40% to 33% for both the Log and Log-Sinh schemes. 485
Post-processing with the BC0.2 scheme provides the best performance, with the smallest 486 percentage of catchments with low summary skills (<1%) and the largest percentage of 487 catchments with high summary skills (84%). As seen in Figure 10  488 • Figure 10 , the improvement achieved by the BC0.2 scheme (compared to the Log/Log-Sinh 489 schemes) is most pronounced in New South Wales (NSW) and in the tropical catchments in 490
Queensland (QLD) and the Northern Territory (NT). The few catchments where the BC0.2 491 scheme does not achieve a high summary skill are located in the north and north-west of 492
Australia. 493
The findings for forecasts at the seasonal scale are as follows ( Figure 11 and Table 1) : 494
• Log scheme has the largest percentage (19%) of catchments with low summary skill and a 495 relatively small percentage (9%) of catchments with high summary skill. 496
• Post-processing forecasts with the Log and Log-Sinh schemes reduces the percentages of 497 catchments with low summary skill from 19% to 18% and 17% respectively. The percentage of 498 catchments with high summary skill increases from 9% to 12% and 22% respectively. 499 forecasts with low summary skill in only 2% of the catchments, and achieves high summary skill 501 in 54% of the catchments. As seen in Figure 11 , similar to the case of monthly forecasts, the 502 biggest improvements for seasonal forecasts occur in the NSW and Queensland regions of 503
Australia. 504
Overall, Table 1 shows that, across all schemes, BC0.2 results in a larger percentage of catchments with 505 low summary skill and a larger percentage of catchments with high summary skill. It can also be seen 506 that the summary skills of post-processing approaches are lower for seasonal forecasts than for monthly 507 forecasts. Uncorrected forecasts have reasonable sharpness (except for in dry catchments), but suffer from low 520 reliability: uncorrected forecasts are unreliable at approximately 50% of the catchments. In wet 521 catchments, poor reliability is due to overconfident forecasts, which appears a common concern in 522 dynamic forecasting approaches (Wood and Schaake, 2008) . In dry catchments, uncorrected forecasts 523 are both unreliable and exhibit poor sharpness. Post-processing is thus particularly important to correct 524 for these shortcomings and improve forecast skill. In this study, all post-processing models provide a 525 clear improvement in reliability and sharpness, especially in dry catchments. The value of post-526 processing is more pronounced in dry catchments than in wet catchments (Figure 4 and Figure 5 ). This 527 finding can be attributed to the challenge of capturing key physical processes in dry and ephemeral 528 catchments (Ye et al., 1997), as well as the challenge of achieving accurate rainfall forecasts in arid 529
areas. In addition, the simplifications inherent in any hydrological model, including the conceptual 530 model GR4J used in this work, might also be responsible for the forecast skill being relatively lower in 531 dry catchments than in wet catchments. Whilst using a single conceptual model is attractive for practicaldifficult ephemeral catchments. In such dry catchments, the hydrological model forecasts are particularly 535 poor and leave a lot of room for improvement: post-processing can hence make a big difference on the 536 quality of results. 537
Interpretation of differences between post-processing schemes
538
We now discuss the large differences in sharpness between the BC0.2 scheme versus the Log and Log-539
Sinh schemes. The Log-Sinh transformation was designed by Wang et al. (2012) does not impact on the qualitative behaviour of the error models described earlier in this section. Overall, 560 when used for post-processing seasonal and monthly forecasts in a dynamic modelling system, the 561 BC0.2 scheme provides an opportunity to improve forecast performance further than is possible using 562 the Log and Log-Sinh schemes. 563
Importance of using multiple metrics to assess forecast performance
564
The goal of the forecasting exercise is to maximise sharpness without sacrificing reliability (Gneiting et CRPSS metric alone, all post-processing schemes yield comparable performance and there is no basis 568 for favouring any single one of them. However, once sharpness is taken into consideration explicitly, 569 the BC0.2 scheme can be recommended due to substantially better sharpness than the Log and Log-Sinh 570 schemes. 571
Similarly, comparisons based solely on CRPSS might suggest reasonable performance of the 572 uncorrected forecasts: 55%-80% of months have CRPSS > 0 (with some variability across high/low flow 573 months and monthly/seasonal forecasts). Yet once reliability is considered explicitly, it is found that 574 uncorrected forecasts are unreliable at approximately 50% of the catchments. Note that performance 575 metrics based on the CRPSS reflect an implicitly weighted combination of reliability, sharpness and bias 576 characteristics of the forecasts (Hersbach, 2000) . In contrast, the reliability and sharpness metrics are 577 specifically designed to quantify reliability and sharpness attributes individually. These findings 578 highlight the value of multiple independent performance metrics and diagnostics that evaluate specific 579 This was the major reason for considering the large set of 300 catchments in our study. This setup alsocatchments in Northern and North-Eastern Australia (Figure 10 and Figure 11 ). In contrast, the BC0.2 599 scheme performs well across the majority of the catchments in all regions included in the evaluation. 600
The evaluation over a large number of catchments in different hydro-climatic regions is clearly beneficial 601 to establish the robustness of post-processing methods. Restricting the analysis to a smaller number of 602 catchments would have led to less conclusive findings. 603
Implication of results for water resource management
604
The empirical results clearly show that the BC0.2 post-processing scheme improves forecast sharpness 605 (precision) while maintaining forecast accuracy and reliability. As discussed below, this improvement 606 in forecast quality offers an opportunity to improve operational planning and management of water 607 resources. 608
The management of water resources, for example, deciding which water source to use for a particular 609 purpose or allocating environmental flows, requires an understanding of the current and future 610 availability of water. For water resources systems with long hydrological records, water managers have 611 devised techniques to evaluate current water availability, water demand and losses. However, one of the 612 main unknowns is the volume of future system inflows. Streamflow 613 forecasts provide crucial information to water managers and users regarding the future availability of 614 water, thus helping reduce uncertainty in decision making. This information is particularly valuable to 615 support decision during drought events. In this study, forecast performance is evaluated separately for 616 high and low flow months -providing a clearer indication of predictive ability for flows that are above 617 and below average, respectively. A detailed evaluation of forecasts for more extreme drought events is 618 challenging as these events are correspondingly rarer. Limited sample size makes it difficult to make 619 conclusive statements: e.g. if we focus on the lowest 5% of historical data with a 30 year record, we may 620 hence could be subject to substantial uncertainty and/or over-fitting to the calibration period. In this 641 study, 29 years of data were employed in the calibration, making these problems unlikely. Importantly, 642 the use of a cross-validation procedure (Section 3.4) is expected to detect potential overfitting. That said, 643 as many sites of potential application may lack the data length available in this work, the sensitivity of 644 forecast performance to the length of calibration period warrants further investigation. 645
Finally, the forecasting system used in this study does not employ data assimilation to update the states 646 of the GR4J hydrological model. Gibbs et al. (2018) showed that monthly streamflow forecasting 647 benefits from state updating in catchments that exhibit non-stationarity in their rainfall-runoff dynamics. 648
Note that data assimilation of ocean observations has been implemented in the climate model 649 (POAMA2) used for the rainfall forecast (Yin et al., 2011 ) (see Section 3.2 for additional details). 650
Conclusions
651
This study focused on developing robust streamflow forecast post-processing schemes for an operational 652 forecasting service at the monthly and seasonal time scales. For such forecasts to be useful to water 653 managers and decision-makers, they should be reliable and exhibit sharpness that is better than 654 climatology. 655
We investigated streamflow forecast post-processing schemes based on residual error models employing 656 three data transformations, namely the logarithmic (Log), log-sinh (Log-Sinh) and Box-Cox with λ = 0.2 657 (BC0.2). The Australian Bureau of Meteorology's dynamic modelling system was used as the platform 658 for the empirical analysis, which was carried out over 300 Australian catchments with diverse hydro-659 climatic conditions. 660 both in terms of the dedicated reliability metric and in terms of the summary skill given by the 665 CRPSS; 666 3. From the post-processing schemes considered in this work, the BC0.2 scheme is found best 667 suited for operational application. The BC0.2 scheme provides the sharpest forecasts without 668 sacrificing reliability, as measured by the reliability and CRPSS metrics. In particular, the BC0.2 669 scheme produces forecasts that are both reliable and sharper than climatology at substantially 670 more catchments than the alternative Log and Log-Sinh schemes. 671
A major practical outcome of this study is the development of a robust streamflow forecast post-672 processing scheme that achieves forecasts that are consistently reliable and sharper than climatology. 673
This scheme is well suited for operational application, and offers the opportunity to improve decision 674 support, especially in catchments where climatology is presently used to guide operational decisions. 675
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