the pressure arising from language learning, and investigate whether simpler, more compressible kin categorization systems are indeed more learnable than less compressible alternatives.
To test this hypothesis, we ran an artificial language learning experiment in which participants were divided into two conditions and asked to learn two kinship terminologies that differed in their complexity but were matched in their expressivity and their similarity to English. Participants were familiarised with the family tree by introducing 3 members at a time and stating their relationship to each other by only using the primitives "child" and "parent". Once they had learned the set of family relationships to criterion, they were trained and tested on either the Simple or Complex kinship system (see Figure 1 ). Both kinship systems used 12 labels to individuate 16 possible relationships between relatives but differed in their complexity, where complexity was quantified using the metric proposed by Kemp and Regier (2012) , specifically counting the number of rules necessary to describe the system (i.e. the length of the grammar).
As predicted under accounts which assume that simpler kinship systems are easier to learn, we found that participants in the Simple condition learned significantly faster than participants in the Complex condition. We also found that participants in both conditions tended to produce final languages with fewer labels than their input language, collapsing some distinctions encoded in their input, as predicted under accounts of learning where communicative functionality is sacrificed in favour of simplicity (e.g. Kirby et al., 2015) .
These results support the claim that the learnability of a kin categorisation system (and by extension, other linguistic systems) depends on the complexity of the mental representation it requires, and that more compressible systems are more learnable than less compressible alternatives. In ongoing work we are testing whether the trade-off between simplicity and informativeness seen in natural languages can emerge from learning or use in isolation or whether (as predicted by Kirby et al., 2015) both learning and use are required to explain the structure of these linguistic systems. While the Simple kinship system underspecifies gender (e.g. using the same label for "brother" and "sister"), the Complex system assigns the same label to very different meanings (e.g. paternal grandfather and maternal uncle).
