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We study how polariton condensation modifies charge transport in organic materials. Typically,
organic charge transport proceeds via incoherent hopping of charges. We study how the hopping
rate depends on the condensate density, matter-light coupling, and cavity photon detuning. While
hopping may change the state — exciting the upper polariton, dark states, or vibrational sidebands
— we find ground state process dominate at all reasonable temperatures. We find that hopping
rates can be exponentially sensitive to detuning and condensate density, allowing an increase or
decrease of hopping rate by two orders of magnitude due to optical excitation.
In organic light emitting devices, charge transport
is an incoherent process of charges hopping between
molecules [1–4]. Understanding how such transport is
affected by material properties such as disorder and vi-
brational dressing of molecules is crucial to understand
how to design more efficient light emitting and light har-
vesting materials. Such organic materials also show large
oscillator strengths, making it possible to achieve the
strong matter-light coupling regime [5–9]. This strong
coupling changes the molecular energy levels and the na-
ture of the energy eigenstates. As a result, the effects of
strong matter-light coupling on material properties has
been extensively studied. Some examples include experi-
ments [10–12] and theory [13–16] considering how chemi-
cal reaction rates can be changed (reviewed in Refs. [17–
19]), and work on changing the superconducting transi-
tion temperature through matter-light coupling [20, 21],
building on a variety of experiments on light-induced su-
perconductivity [22–25]. The effects of strong matter-
light coupling on transport have also been explored both
experimentally [26] and theoretically [13, 27–32], in a va-
riety of contexts including ballistic and incoherent charge
transport, as well as energy transport.
In this paper, we discuss how strong matter-light cou-
pling affects incoherent hopping transport in the presence
of a polariton condensate. Polariton condensation [33–
35] refers to a transition to a state with a single, macro-
scopically occupied, polariton mode. In thermal equi-
librium this is akin to Bose–Einstein condensation; with
finite polariton lifetime this behavior is closer to that of
a laser, but with stimulated emission replaced by stim-
ulated scattering. Polariton condensation has been seen
in several organic materials [36–44]; for a review, see [45].
In most cases, polariton condensation is driven by opti-
cal pumping — i.e. using a laser to populate the conden-
sate — while electrical pumping has been realized with
inorganic materials [46, 47]. Understanding how incoher-
ent charge transport is modified by strong light-matter
coupling and macroscopic occupation is a key ingredient
toward realizing electrically driven organic polariton con-
densates. Macroscopic occupation of a condensed mode
changes material properties in a similar way to strong
external driving. As such, the physics we discuss here
goes beyond that of incoherent hopping transport “in the
dark” [13, 31].
-
FIG. 1. (a) Sketch of the system we consider: Or-
ganic molecules are placed in an optical cavity. Electron or
hole hopping (purple arrows) can occur between neutral and
charged molecules (shaded blue). The inset illustrates the
HOMO and LUMO levels of an organic molecule along with
the vibronic states. (b) Hopping processes between |D〉 and
|↑/ ↓〉: Electron hopping from a doubly occupied (−) molecule
to a singly occupied (neutral) molecule, via LUMO (top)
and HOMO (bottom) channel, with bare hopping amplitudes
JL/H . (c)–(d) Probabilities for hopping to result in a par-
ticular final state, neglecting vibrations, via a given channel
(L/H). For dark and UP final states, the result is indepen-
dent of channel. (c) vs excitation density ρex at N = 10
3. (d)
vs number of molecules N at ρex = 0.5. Plotted on resonance,
ω = ω0.
Model– Our model of organic molecules consists of two
electronic levels, the highest occupied molecular orbital
(HOMO) and the lowest unoccupied molecular orbital
(LUMO), see Fig. 1(a)–(b). For simplicity, we assume
all molecules are identical, and neglect electron spin. For
such a model, each molecule can take four different elec-
tronic states: Two neutral states, with a single electron in
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2the HOMO (|↓〉) or LUMO (|↑〉) levels, and two charged
states, a positive empty molecule (|0〉), or a negative
doubly occupied molecule (|D〉). We consider molecules
placed in an optical cavity, described as a single optical
mode, which couples to transitions between the |↓〉 and
|↑〉 states, as in the Tavis–Cummings model [48, 49]. The
cavity does not interact with the charged states.
To model vibrational dressing of the electronic states,
we include a single intramolecular vibrational mode. For
the optically active molecules we thus have the widely-
used Holstein–Tavis–Cummings (HTC) model [50, 51]:
HHTC = ωaˆ
†aˆ +
N∑
i=1
{
ω0σˆ
+
i σˆ
−
i +
ωR√
N
(
σˆ+i aˆ + σˆ
−
i aˆ
†)
+ ωv
[
bˆ†i bˆi − λσ+i σˆ−i (bˆ†i + bˆi)
]}
. (1)
Here aˆ describes cavity photons with energy ω, while
the optically active molecules labeled i = 1 . . . N , are
described by Pauli operators σˆi, acting in the |↑/ ↓〉 sub-
space, with energy splitting ω0. The collective Rabi split-
ting ωR parameterizes the matter-light coupling. The
operator bˆi describes a harmonic vibrational mode with
energy ωv, and vibronic coupling λ. Note that we take
the |↓〉 state as the reference for an undisplaced vibra-
tional mode. Since this model makes a rotating wave
approximation, the number of excitations Nex = aˆ
†aˆ +∑N
i=1 σˆ
+
i σˆ
−
i is conserved. We will denote the jth eigen-
state of Eq. (1) as |Ψj〉 in the following.
Incoherent charge transfer between molecules can oc-
cur due to non-zero tunneling matrix elements between
neighboring molecules. We will consider a single hopping
process at a time, thus we consider a single negatively
charged molecule along with N neutral optically active
molecules described by Eq. (1). If we instead were to
consider a positively charged molecule, the only change
in the following would be how the HOMO and LUMO
hopping channels are related to the states of the neutral
molecules. For the negatively charged molecule, we have
the Holstein model [52, 53],
HH = |D〉 〈D|
{
D + ωv
[
bˆ†bˆ− λD(bˆ† + bˆ)
]}
, (2)
where D is the bare energy of the doubly occupied state,
bˆ is the same vibrational mode of a molecule as consid-
ered in Eq. (1). The vibrational displacement λD is mea-
sured relative to the reference state |↓〉. In reality, organic
molecules have many vibrational and rotational modes,
and different electronic states displace different patterns
of these. Our model relies on the common observation
that a small number of modes dominate coupling to the
electronic state. Equation (2) can be diagonalized by the
Lang–Firsov (polaron) transformation [54, 55]; we denote
the kth such resulting eigenstate as |Φk〉.
Hopping processes– As shown in Fig. 1(b), hopping
can proceed via two channels, LUMO-LUMO (labeled
L) and HOMO-HOMO (labeled H), which interchange
|D〉 with |↑/ ↓〉 molecules. The contributions to the
Hamiltonian describing such hopping from molecule p
to q can be written as Vˆ Lpq = J
L |↓p Dq〉 〈Dp ↓q| and
Vˆ Hpq = J
H |↑p Dq〉 〈Dp ↑q|, where JL/H are the bare hop-
ping amplitudes in the two channels.
In the following we will calculate the probabilities and
energies of the final states of the hopping process, and
thus find how the overall hopping rate is modified by the
presence of a polariton condensate. Before each hopping
event, we assume the whole system is in the lowest en-
ergy state for the given Nex. Our starting state is thus
a condensate of lower polaritons, along with a charged
molecule, p, in its relaxed state. Using the notation for
eigenstates of Eqs. (1)–(2) introduced above, we write
this state as |Ψ0qΦ0p〉, and take the energy of this as a
reference ε0,0 ≡ 0. We have added subscripts p, q to the
states to indicate which of the sites p, q is optically active
and which is charged.
As well as changing which molecule is charged, the hop-
ping process causes transitions to various excited states,
which we denote |ΨjpΦkq 〉, at energies εj,k ≥ 0. As such,
most hopping processes require extracting energy from
a thermal reservoir — either delocalized phonon modes
in the organic solid, or low energy intramolecular vibra-
tional modes not explicitly included in our model. This
energy cost leads to Boltzmann weights for excited state
processes, giving an overall hopping rate [1–4]:
R =
∑
j,k,c
Mlj,k(c)e−εj,k/kBT . (3)
The hopping probabilities here take the form Mlj,k(c) ≡
| 〈ΨjpΦkq |Vˆ cpq|Ψ0qΦ0p〉 |2, with c ∈ {L,H} denoting the hop-
ping channels, and lj,k labeling the final state. From this,
we may note that the probabilities in a given channel sum
to give the probability of finding the appropriate initial
state, i.e.
∑
j,kMlj,k(L/H) = (JL/H)2p↓/↑, where p↓/↑ is
the probability to find the active molecule in the |↓/ ↑〉
state. Were we to have considered hopping of holes, the
relation between L, H and ↑, ↓ would be reversed. For
simplicity, we take JL/H = 1 hereon; the charge mobility
is proportional to the hopping rate R [1–4].
Without vibrations– To separate effects of delocaliza-
tion of excitons from those of polaron formation, we first
look at the problem without vibrations. This is equiva-
lent to setting λ = λD = 0, and taking all molecules to re-
main in the vibrational ground state, so Eq. (1) becomes
the Tavis–Cummings model [48, 49]. When ignoring vi-
brational dressing, the charged molecule has only a single
state |D〉. As such, the states before and after the hop-
ping event can be written as |Ψ0qDp〉 and |ΨjpDq〉. Eigen-
states of the Tavis–Cummings model can be written in
terms of three kinds of excitations: lower polaritons (LP),
upper polaritons (UP), and dark states. The polariton
states involve superpositions of photons and uniformly
delocalized matter excitations. Dark states involve only
the matter sector, and are constructed to be orthogonal
to the polaritons. There are N − 1 distinct (degenerate)
3dark states. When Nex  N , the many particle states
are closely approximated by acting multiple times with
the operators that create single LP, UP or dark states on
the vacuum, but at higher density the states are modi-
fied. Since the hopping process changes the state of only
one molecule, the possible final states involve Nex − 1
lower polaritons, and one excitation which is in either
the LP, UP, or one of the dark states.
In the limit of Nex = 1, there are simple analytical
forms for the probabilities, which also help explain the
behavior at general Nex. For a resonant cavity, i.e., ωc =
ω0, the Nex = 1 LP and UP states are:
|ΨLP/UP 〉 = 1√
2
(
1√
N
N∑
n=1
|0P ; ↑n⇓6=n〉 ∓ |1P ;⇓〉
)
,
where |0/1P 〉 labels only the photon states with 0/1 pho-
ton, and |↑n⇓6=n〉 means the nth molecule is excited. The
N − 1 dark exciton states can be written as:
|Ψdk〉 =
N∑
n=1
ei2pikn/N√
N
|0P ; ↑n⇓6=n〉 , k ∈ [1, N − 1].
The initial state for the hopping process in this nota-
tion is then |ΨLPq , Dp〉. We may then directly calcu-
late the probabilities for the L(H) channel by projecting
onto the space where molecule q is in the ↓ (↑) state.
This yields MLP (H) = 1/4N2, MLP (L) = (1− 1/2N)2.
For the UP and dark channels, we may note that
〈ΨjpDq|Vˆ Lpq + Vˆ Hpq |Ψ0qDp〉 = δj,0, since JL/H = 1 and
Vˆ Lpq + Vˆ
H
pq = 1 in the subspace of our initial and
final states, and so the matrix element reduces to
a state overlap (this is only true neglecting vibra-
tions). This means that for j 6= 0, we will have
Mlj(L) = Mlj(H). For the UP we find MUP (L/H) =
1/4N2, while for the dark states as defined above
we have Mdk(L/H) = 1/2N2 independent of k. Sum-
ming over all dark states we have a total probability
MDark(L/H) = (N − 1)Mdk(L/H) = (N − 1)/2N2. From
these expressions, we see that for Nex = 1, in the limit
N → ∞, the only allowed final state is the LP; this is
a manifestation of delocalization of excitations, as local
hopping only perturbs the state by an amount ∝ 1/√N .
We next consider behavior at finite ρex ≡ Nex/N .
Brute force calculations here are challenging, as the
Hilbert space of the TC model scales exponentially with
N . Fortunately, for identical molecules, we can exploit
permutation symmetry [51] (of those molecules not in-
volved in the hopping) to reduce the problem to O(N),
which makes efficient calculations even at N ∼ 103 pos-
sible, the supplemental material [56] for details. Fig-
ure 1(c)–(d) shows Mx as a function of excitation den-
sity ρex at fixed N , and vs N at fixed ρex respectively. In
Fig. 1(c) one sees that at small ρex, the state-changing
probabilities grow linearly with Nex, so MUP (L/H) '
Nex/4N
2 and MDark(L/H) ' Nex/2N . Increasing ρex
equalizes the probability of finding a given molecule ex-
cited or unexcited. As such, at large ρex MLP (L) de-
creases and MLP (H) increases, both tending to 1/4. In
this same limit, we find the probability MUP (L/H) van-
ishes as 1/4N . On the other hand,MDark(L/H) saturates
at 1/4, matching the LP state. For further details of all
these results, see [56].
Although the probabilities for hopping to cause transi-
tions to the dark states grow at large condensate density,
the dominant process in the hopping rate remains the
LP channel at all relevant temperatures. This is because
the Boltzmann weights in Eq. (3) suppress transitions to
higher excited states. As such, the LP state will domi-
nate the hopping rates, as long as kBT <∼ ωR.
With vibrations– Due to the different vibrational offset
of the electronic states |↑〉 , |↓〉 , |D〉, the hopping process
can excite vibrational modes of both the charged and
active molecules. Because polaritonic states are delocal-
ized, we must consider the effects of vibronic dressing of
the lower polariton on the final states [13, 51, 57, 58].
This does however raise an important question: is it pos-
sible to excite a single vibronic sideband of the lower
polariton condensate state? This question arises because
in previous work [51, 57, 59], one observes that, in the
absorption spectrum, there is only a single isolated lower
polariton peak, with no vibronic sidebands. We thus con-
sider next the excitations that can be created in the hop-
ping process, and how this differs to those seen in the
optical absorption spectrum.
0 1 2
ω/ωv
2.0
4.0
6.0
8.0
10
X↑
(ω
)
(a) N = 20
λ=λD=1
ρex = 0.05
ρex = 0.25
0 1 2
ω/ωv
0.1
1.0
10.0
A(
ω
)
(b)
ELP
N
10
20
50
100
1000
0.02 0.10 0.50
1/N
10−4
10−3
10−2
10−1
AL
P
1
,M
L
P
1
(c)
MLP1(ρex = 0.5)
ALP1(ρex = 0)
200 400 600
T (K)
0.9
0.95
1.0
R
L
P
0
/R
(d)
λD = −2
λD = 0
λD = +2
FIG. 2. (a) Vibrational sidebands near the LP state in-
duced by the electron hopping, seen via the response function
X ↑(ω). Lines correspond to varying ρex from 0.05 (bottom)
to 0.25 (top) in steps of 0.05. Plotted for N = 20; other pa-
rameters are taken as typical values: ω0 = ω, ωR = 1eV, λ =
λD = 1, ωv = 0.2eV. Frequencies measured from the LP en-
ergy ELP ≡ 0. A linewidth of 0.02eV is added to broaden the
peaks. (b) Vibrational sidebands near the LP state for optical
absorption. Lines correspond to N as indicated. Other pa-
rameters, including linewidth, as in (a). (c) Evolution of the
weight of the first vibronic sideband — (0−1) transition — for
both optical absorption, ALP1 and hopping MLP1 . Parame-
ters as for (a), with ρex = 0.5. (d) Ground state contribution
to total hopping rate vs temperature.
To illustrate the potential excitations created in
4the hopping process, we consider a hopping re-
sponse function, X σ(t) = 〈Φ0pΨ0q|Vˆ cqp(t)Vˆ cpq(0)|Φ0pΨ0q〉 =∑
j,kMlj,k(c)e−iεj,kt. Here c ∈ {L,H} labels the two
hopping channels, and σ ∈ {↑, ↓} labels the correspond-
ing electronic state. This is defined in direct anal-
ogy to the optical absorption spectrum, A(ω), which is
the Fourier transform of the response function A(t) =
〈0|aˆ(t)aˆ†(0)|0〉 = ∑j Aje−iεjt — note that this process
only involves the active sector, so energies are labeled by
a single subscript. Note also that this defines absorption
from the vacuum state, and so the conditions differ from
those we use for the hopping spectrum — we have also
checked absorption from the finite ρex. Figure 2(a) shows
the frequency domain hopping response function X ↑(ω)
for various values of ρex. Details of its evaluation are
given in [56]. Energies here are measured with respect
to the LP energy and one clearly sees vibronic replicas
in this spectral function. Such replicas can in principle
arise either from vibrational excitations on the charged
molecule or in the active sector. One may check that
both processes occur.
The appearance of replicas of the lower polariton is in
contrast with the known behavior of the optical absorp-
tion. We note however that vibronic sidebands of the
lower polariton do appear in the absorption spectrum
where ωR  ωv but N is small, as shown in Fig. 2(b).
i.e. such states exist, but their weight in the optical ab-
sorption vanishes as 1/N due to the delocalized nature
of the polariton. In contrast, for hopping, the excita-
tion process is localized to a single molecule, allowing
the weight to survive. We show this system-size depen-
dence in Fig. 2(c), by comparing the N -dependence of
MLP1(H) — the probability to create a single vibron on
the condensate — to ALP1 — the probability of creating
a vibron in optical absorption. This confirms that the
probability of creating a vibrational excitation survives
in the thermodynamic limit for hopping, while it vanishes
for optical absorption.
While the probability of occupying vibrational side-
bands via hopping survives, their contribution to the
overall hopping rate is still suppressed by a Boltzmann
factor. Prominent vibrational modes in organic materials
are typically around ωv ' 0.1–0.2eV, which is larger than
kBT at room temperature. As such, once again, the tran-
sition to the ground state dominates. This is illustrated
in Fig. 2(d), which shows the temperature dependence of
the contribution of the lowest energy final state, LP0, to
the overall hopping rate. We show this for various val-
ues of λD. Note that when λD = 0 (and so matches the
configuration of the ↓ molecules), there is a low proba-
bility of vibrational excitation at all temperatures. On
the basis of this analysis, we focus the remainder of our
discussion on the behavior of RLP0 , and how this rate
is affected by matter-light coupling. In particular, going
beyond [13, 31], we focus on how the presence of a macro-
scopically occupied polariton mode changes the hopping
rates. We find that for sufficiently different λ, λD, this
change can be significant.
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FIG. 3. Effects of matter-light coupling on normalized hop-
ping rate RLP0/R0 in the presence of the vibronic coupling.
(a) vs cavity detuning δ ≡ ω − ω0 at ρex = 1. (b) vs excita-
tion density ρex at δ = 0. For both panels, various values of
ωR are plotted, corresponding to the colorscale. In addition,
two sets of curves are shown for λD = ±2 as labeled. We use
N = 10, all other parameters as in Fig. 2.
Figure 3 shows the normalized hopping rate
RLP0/R0 =
∑
c=L,HMLP (c)/e−2λD
2
vs cavity detuning
δ ≡ ω − ω0 and excitation density at a variety of values
of matter-light coupling, and two different values of λD.
The reference value R0 is the hopping rate in the absence
of light-matter coupling. The dependence on detuning
and Rabi splitting in Fig. 3(a) can be understood from
the evolution of the ground state vibrational configura-
tion of the polariton [13, 51]. At large negative detuning,
the LP state is primarily photonic, and all optically ac-
tive molecules are approximately in their undisplaced vi-
bronic state, so the offset compared to the charged state
is similar for λD = ±2. In contrast, at positive detuning
(or at large enough Rabi splitting), there is a significant
fraction of excited electronic states in the active sector.
As such, the typical vibrational displacement for these
active molecules is somewhere between 0 and λ = 1 —
this means that if λD is positive, hopping is enhanced
by matter light coupling, while if λD is negative, hop-
ping is suppressed. The behavior of the state-dependent
effective displacement is discussed further in [56].
Figure 3(b) shows RLP0/R0 vs excitation density on
resonance (δ = 0). Much of the behavior seen follows
directly from the physics described above, with a gen-
eral trend that increasing excitation density increases
the fraction of excited active molecules, further ampli-
fying the increase (decrease) of hopping rate for positive
(negative) λD. One may however note that for smaller
ωR, the trend is not monotonic, with an extremal value
being seen near ρex = 1. This feature follows directly
from behavior of p↑, which first increases linearly with
ρex, reaches a maximum at ρex = 1, and then decreases
toward 1/2 at large ρex. The local maximum of p↑ at
ρex ' 1 is a feature known to occur at small ωR when
the cavity has an effective positive detuning [60, 61]. For
positive detuning, it is preferable to first fill the molec-
ular states before filling the photon. At very large ρex,
one then finds p↑ then decreases to its asymptotic value
of 1/2, corresponding to the ground state in the presence
5of a large coherent photon field [56]. In Fig. 3, while the
bare detuning δ ' 0, the vibronic reorganization energy
reduces the exciton energy, so δ˜ = δ + λ2ωv > 0.
Conclusions– We have found how the presence of a
polariton condensate affects charge transport in organic
materials. When a charge hops between a charged and a
neutral molecule, various excited states can be created,
such as transferring a lower polariton to an upper po-
lariton or dark state, or creating vibrational sidebands.
While these processes can have significant matrix ele-
ments, the ground state process dominates the hopping
at relevant temperatures. This process can however de-
pend strongly on parameters such as condensate density,
detuning and matter-light coupling, through modifica-
tion of the effective vibrational configuration of those
molecules forming the polariton condensate. This leads
to order-of-magnitude changes of transport rates, and po-
tentially more. An important question for future work
is to integrate these effects into modeling of electrically
pumped organic polariton condensates.
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1SUPPLEMENTAL MATERIAL FOR: “INCOHERENT CHARGE TRANSPORT IN AN ORGANIC
POLARITON CONDENSATE”
I. MATRIX ELEMENT CALCULATION AT
LARGE EXCITATION DENSITY
In the main text, when discussing the behavior of the
model without vibrations, we presented analytic forms
for the singly excited state, along with numerical re-
sults for arbitrary number of excitations Nex. Here we
present analytic results for the other extreme limit, where
Nex  N (where N is the number of molecules), to
give some understanding of why the probability of mak-
ing a transition to the dark states survives here. To
find the ground state in the limit Nex  N , we may
note that the photon mode will in this case be always
highly occupied, and moreover, the photon matrix ele-
ment between two photon number states will always be
approximately
√
Nex, as the difference between states
with Nex and Nex − N photons can be neglected. This
means that the Tavis–Cummings Hamiltonian becomes
HTC ' −g
√
NexS
x, where Sx =
∑
i σ
x
i /2 is a collec-
tive spin operator. As a result, the ground state takes a
simple form:
|Ψ0(Nex)〉 ' 1√
2N
∑
{σ}
(−1)N{σ} |Nex −N{σ}; {σ}〉 ,
(S1)
where we have used {σ} to denote a configuration of
the spin variables, and N{σ} = 〈{σ}|
∑
n σ
+
n σ
−
n |{σ}〉
counts the excited molecules. This state corresponds to
an equal-weight superposition of all spin configurations,
with photon numbers adjusted to match the required to-
tal excitation number. Since all spin configurations have
equal weight, the amplitude for any one spin to be up or
down is 1/2, so the channel-dependent transition proba-
bilities of going to the unexcited final state, MLP (L/H)
both become 1/4, as seen in Fig. 1(c) of the main text.
Using the above state, we can now consider the proba-
bilities for transitions to states with a single dark mode or
upper polariton excitedMDark(L/H) andMUP (L/H). As
noted in the main text, in the absence of vibrations, both
these amplitudes are independent of the channel label, as
V L + V H = 1 in the relevant subspace for hopping.
We first consider the amplitude for dark states. We
must first find the large excitation density limit of
these states, which we will label |Ψdk〉 for the kth
dark mode. We can then calculate the matrix element
〈Ψdk(Nex)|V L|Ψ0(Nex)〉. Making use of the Nex depen-
dent initial state, the dark states can be written as:
|Ψdk〉 ∝ 1√
N
N∑
n=1
ei2pikn/Nσ+n |Ψ0(Nex − 1)〉 .
Clearly this involves Nex−1 lower polaritons (as before),
and one excitation in a finite k state. By considering the
action of the spin raising operators we can rewrite this
in a more useful way as:
|Ψdk〉 =
∑
{σ}
(−1)N{σ}Pσ√
N2N−2
|Nex −N{σ}; {σ}〉 , (S2)
Pσ = 〈{σ}|
∑
n
ei2pikn/Nσ+n σ
−
n |{σ}〉
The factor Pσ sums up the phase factors that could arise
in producing a given final state. This form arises since
exactly one of the excited spins must come from the dark
state operator, so for each possible excited state, we must
add a copy of the state with the corresponding phase
factor. The normalization factor can be evaluated using:∑
{σ}
|Pσ|2 =
∑
p
p(N − p)
N − 1
NCp = N2
N−2.
With this state defined, we can then find the relevant
matrix elements:
〈Ψdk |V L|Ψ0〉 = 1√
N22N−2
∑
{σ}
Pσ 〈{σ}|σ−1 σ+1 |{σ}〉
=
−1√
N2N−1
∑
p
p
N − 1
NCp =
1
2
√
N
(S3)
Hence, summing over all dark states we find
MDark(L/H) = (N − 1)/4N , matching the result shown
in the main text.
For transitions to the upper polariton, we can proceed
in a similar way. To identify the state with exactly one
upper polariton excitation, we note that this state should
exist within the manifold described by the (symmetric)
collective spin operators Sx, Sy, Sz. As such, we can con-
sider the state with one upper polariton to be the first
excited state above the ground state defined in Eq. (S1).
This corresponds to acting once with the operator which
lowers the collective x spin by one unit. Ignoring pho-
tons, this state is:
1√
N
∑
i
∏
j
(
(−1)δij |↑〉+ |↓〉√
2
)
.
Rewriting in a more convenient form and re-introducing
the photons gives
|ΨUP (Nex)〉 ' 1√
N2N
∑
i
∑
{σ}
(−1)ni({σ})+N{σ}
× |Nex −N{σ}; {σ}〉 , (S4)
where ni({σ}) = 〈{σ}|σ+i σ−i |{σ}〉. One may easily check
this is normalized. The overlap can then be found to be
〈ΨUP |V L|Ψ0〉 =
1
2N
√
N
∑
{σ}
∑
i
(−1)ni 〈{σ}|σ−1 σ+1 |{σ}〉 =
1
2
√
N
, (S5)
2so MUP(L/H) = 1/4N , consistent with the vanishing
value at large N seen in the main text.
II. PERMUTATION SYMMETRIC BASES FOR
EXACT DIAGONALIZATION
In this section we describe the numerical method used
in the main text to calculate behavior at finite ρex.
This is based on exploiting permutation symmetry of
the Holstein–Tavis–Cummings (HTC) model under in-
terchange of molecules. This permutation symmetry, in
the single excitation subspace, was described in Ref. [51]
(see in particular the Supplementary Information of that
reference). Here we describe how to extend these ideas
to the case with multiple excited molecules.
The main point to note is that, in general, there are
many states that are equivalent when transformed by in-
terchanging molecules. Our approach is based on keeping
a single representative state for all states related to it by
such permutations. We will first discuss how we label
these representative states in Sec. II A, then discuss how
to write the Hamiltonian in terms of these basis states in
Sec. II B. Section II C then shows how to extract informa-
tion about the vibrational state of a given molecule, while
Sec. II D discusses calculation of the response functions
shown in the main text.
A. Permutation symmetric basis set
Let us first consider the electronic and photonic states
alone, temporarily ignoring vibrations. In such a case,
we know that the TC model could be efficiently solved
using collective spin operators. However, to provide the
framework for the general case, it is useful to consider
this explicitly through permutations.
For N molecules and Nex excitations, the num-
ber of excited molecules can range between zero and
min(Nex, N). If there are p molecules excited, there are
N − p molecules unexcited, and Nex− p photons; we can
write the excitonic part of this state in the form:
|p↑〉 ≡ 1√
NCp
N∑
i1>i2>...>ip
|↑i1↑i2 . . . ↑ip〉 |⇓6=i1,i2,...,ip〉 ,
(S6)
where ⇓6=i1,i2,...,ip denotes the state of the unexcited
molecules.
We next include vibrations. We first consider the vi-
brational state of the excited molecules. The set of unex-
cited molecules can then be treated in a similar fashion.
Given p excited molecules, there exist a set of vibrational
states which are related by permuting the vibrational ex-
citon numbers on each molecule. If we denote {ν} as the
set of vibrational excitations, then the permutation sym-
metric superposition of such states Sp({ν}), is given by,
|Sp{ν}〉 ≡
∑
P P[|{ν}〉]√Pp({ν}) , (S7)
where the sum over P indicates a sum over permuta-
tions, and Pp({ν}) counts the number of distinct per-
mutations, which will depend on the pattern of occupa-
tions in {ν}. If we label the frequency fνi as the num-
ber of times each value νi appears in the set {ν}, then
the number of permutations is the multinomial coeffi-
cient Pp({ν}) = p!/(
∏
i fνi !). For example, for the set
of occupations {0112}, the frequencies are 1, 2, 1 and so
P4({0112}) = 12, and the permutation symmetric state
is:
|S4{0112}〉 ≡
( |0112〉+ |1012〉+ |1102〉+ |1120〉
+ |0211〉+ |2011〉+ |2101〉+ |2110〉
+ |0121〉+ |1021〉+ |1201〉+ |1210〉)√
12
.
We can write the permutation symmetric state for the
unexcited molecules, with vibrational configuration {µ},
in the same fashion, |SN−p{µ}〉. Putting together the
photon, electronic, and vibrational states, we can write
a general states in the following form:
|{ν}p{µ}N−p〉 ≡
|(Nex − p)P 〉 ⊗ |p↑〉 ⊗ |Sp{ν}〉 ⊗ |SN−p{µ}〉 . (S8)
Here, the first ket labels the photon state, the second
the electronic states while the third and fourth are the
vibrational states of the excited and unexcited molecules
which have configurations {ν} and {µ} respectively. In
the following it is helpful to consider that such repre-
sentative configurations are chosen to be written with
increasing occupation from left to right. To perform nu-
merical calculations, the vibrational number states need
to be truncated. We thus introduce the vibrational cut-
off M , such that νi, µi ∈ [0,M ]. In the figures shown, we
always take M greater than 5, and in all cases we checked
the results were converged by the value of M used.
The size of the permutation symmetric subspace is ex-
ponentially smaller than the full Hilbert space. The to-
tal number of distinct permutation symmetric vibrational
states for p excited molecules is M+pCM compared to a
total of (M + 1)p states. (This counting comes from the
number of ways to pick p numbers in the range [0,M ]
ignoring order.) The size of the permutation symmetric
space is therefore
∑min(Nex,N)
p=0 1×M+pCM ×M+N−pCM
which increases only polynomially with N , much slower
than the exponential size of the full Hilbert space 2N ×
(M + 1)N . This far better scaling makes it possible to
calculate the lowest polariton eigenstate of HTC model
for large values of N,Nex,M to see the behavior of our
model in the thermodynamic limit. The downside of this
approach is that, as discussed next, the calculation of
the matrix elements of the Hamiltonian and the reduced
conditional vibrational density matrices are not trivial.
3B. HTC Hamiltonian in the permutation
symmetric basis set
1. Diagonal Terms
The diagonal terms of HTC model are straightfor-
ward. In the state |{ν}p{µ}N−p〉, the operators aˆ†aˆ and∑
i σˆ
+
i σˆ
−
i count number of cavity photons (Nex− p) and
excited molecules (p), respectively. The vibron number,∑
i bˆ
†
i bˆi, becomes
∑p
i=1 νi +
∑N−p
j=1 µj .
2. Vibrational Coupling
The term coupling the electronic and vibrational
states, Hλ =
∑
i σ
+
i σˆ
−
i (bˆ
†
i + bˆi), acts only on the excited
molecules and involves matrix elements of the displace-
ment operator. As such, we must find the off-diagonal
matrix elements in the |{ν}p〉 subspace.
We consider the vibron creation term, which we can
write as
∑
i σ
+
i σˆ
−
i bˆ
†
i =
∑
i∈excited bˆ
†
i ; the annihilation
terms follows by conjugation. By choosing the repre-
sentative state to have molecules i = 1 . . . p excited, the
matrix element can be written explicitly as a sum over
permutations:
〈{ν′}p{µ}N−p|
p∑
i=1
bˆ†i |{ν}p{µ}N−p〉
=
∑
P ′
P [〈ν′1ν′2 . . . ν′p|]
Pp({ν′})
p∑
i=1
bˆ†i
∑
P
P [|ν1ν2 . . . νp〉]√Pp({ν}) . (S9)
Consider
∑p
i=1 bˆ
†
i
∑
P P [|ν1ν2 . . . νp〉]. Each permutation
gives terms such as
√
ν1 + 1 times the state with ν1 →
ν1 + 1. In general this leads to overlaps of the form:√
νi + 1× P [〈ν′1ν′2 . . . ν′p|]P [|νi → νi + 1 in {ν}p〉],
which are non-zero only if {ν′} is the same as {ν} except
νi → νi + 1 — i.e., the multiset differences are {ν}p \
{ν′}p = {νi} and {ν′}p \ {ν}p = {νi + 1}. In other
words, the only difference between these two states is
that their frequencies of νi and νi + 1 are different and
related by fνi({ν}) = fνi({ν′}) + 1 and fνi+1({ν}) =
fνi+1({ν′})−1. If so, every ket in the permutations finds
its dual. Since, there are Pp({ν}) permutations of {ν},
we will get Pp({ν}) ×
√
νi + 1 for one such term. The
element νi may occur multiple times in the set {ν}; we
denote the frequency with which it occurs as fνi({ν}).
The matrix element then becomes
〈{ν′}p{µ}N−p|
p∑
i=1
bˆ†i |{ν}p{µ}N−p〉
=
√
Pp({ν})
Pp({ν′})fνi({ν})
√
νi + 1
=
√
(νi + 1)fνi({ν})(fνi+1({ν}) + 1), (S10)
where we have used the definition of Pp({ν}).
3. Matter-Light Coupling
The matter-light coupling
HR =
∑
i
(
σˆ+i aˆ + σˆ
−
i aˆ
†) , (S11)
couples the states with p excited molecules to the states
with p ± 1 excited molecules. While this term does not
change the vibrational state, the labeling of states before
and after this term differs, due to the changing excita-
tion number. We focus on the exciton annihilation term,∑
i σˆ
−
i aˆ
†, the other term follows by conjugation.
We first write out the matrix element in terms of the
explicit states, Eq. (S8),
〈{ν′}p−1{µ′}N−p+1|
∑
i
σˆ−i aˆ
† |{ν}p{µ}N−p〉 =
〈(Nex − p+ 1)P , (p− 1)↑|
∑
i
σˆ−i aˆ
† |(Nex − p)P , p↑〉
× 〈Sp−1{ν′},SN−p+1{µ′}|Sp{ν},SN−p{µ}〉
=
√
(Nex − p)(p+ 1)(N − p)×OV . (S12)
Here, OV ≡ 〈Sp−1{ν′},SN−p+1{µ′}|Sp{ν},SN−p{µ}〉 is
the vibrational overlap. It will be non-zero only when the
vibrational states of all molecules in the ket are the same
as those in the bra. This means that by taking a single
element ν∗ out of {ν}p, the rest should become equal
to {ν′}p−1, and, similarly, by adding the same element
ν∗ to {µ}N−p should make {µ′}N−p+1. In such a case,
the overlap is given by counting the number of non-zero
overlapping elements, and scaling by the normalization
of the initial and final states:
OV = Pp−1({ν
′})√Pp−1({ν′})Pp({ν}) PN−p({µ})√PN−p+1({µ′})PN−p({µ})
=
√
fν∗({ν})
p
fν∗({µ′})
N − p+ 1 . (S13)
Because the initial and final states here involve different
numbers of excited molecules, we need to establish a map
between the indexing of states in the two manifolds. We
will denote this mapMp−17→p. Let us introduce Ip({ν})
as the index of the state Sp{ν} in the manifold with p
excitations. We can then define a mapMp−17→p from the
pair of integers (ν∗, Ip−1({ν′})) which identifies which
state Ip({ν}) one achieves when adding ν∗ to the set {ν′}.
A similar map, MN−p 7→N−p+1, results from the second
condition. A brute force enumeration of these mappings
scales badly with the number of basis states and M . We
instead used an efficient O(N) algorithm that allows us
to reach large enough N,Nex,M , based on identifying
the patterns in the mapping for small values of p and M .
4C. Conditional reduced vibrational density
matrices
In this section, we discuss how one can determine the
reduced vibrational density matrices using the permu-
tation symmetric space. These density matrices can be
used to calculate hopping rates to the vibrational ground
state. In section II D below, we discuss how to calculate
the hopping rates in the general case.
We can write eigenstate r as follows:
|Ψr〉 =
min(Nex,N)∑
p=1
∑
kp≡Ip({ν})
lN−p≡IN−p({µ})
ψrkp,lN−p |{ν}p{µ}N−p〉 ,
(S14)
where kp, lN−p index the vibrational patterns of the ex-
cited and unexcited molecules, as introduced above. A
crucial step to calculating observables is to define an ob-
ject ρr↑/↓. This object describes the vibrational configu-
ration of a single molecule, conditioned on that molecule
being in the σ = ↑/ ↓ state, arising from the coherence be-
tween the ground state and the state |Ψr〉 written above.
This is defined by taking a trace over the electronic and
vibrational configurations of all molecules other than the
one in question. This can be written as:
(ρrσ)ν,ν′ = 〈Ψr|σiν′i〉 〈σiνi|Ψ0〉 (S15)
Here i is an arbitrary molecule (since states are permu-
tation symmetric), and ν, ν′ denote vibrational number
states on the molecule in question. Unless r = 0, this ob-
ject is not technically a reduced density matrix, however
for brevity we refer to it as such.
To evaluate this, we need to trace out the vibrational
state of the N − 1 other the molecules. This can be done
using the maps Mn−17→n defined above. This mapping
identifies which set of indices for the N − 1 molecules
we trace out combine with the state ν of the molecule of
interest to find a given index for the n molecule problem.
We can apply this either to the p excited molecules or
N−p unexcited molecules to find the conditional density
matrices. We discuss these two cases in turn.
1. Excited molecules, ρr↑
To find the element ρr↑ν,ν′ , we need to find all pairs of
states with p excited molecules which are reduced to the
same p − 1 molecule state when ν, ν′ are taken out. For
example, if we denote kp = Ip({ν}) and k′p = Ip({ν′}) as
the indices of a pair of states {ν} and {ν′} of p excited
molecules, that reduce to the same state {ν′′} of p − 1
excited molecules with index jp−1 = Ip−1({ν′′}), we can
write
kp =Mp−17→p(ν, jp−1),
k′p =Mp−1 7→p(ν′, jp−1).
(S16)
With these maps, we can then trace over jp−1, describing
the state of the other excited molecules. The trace over
the set of unexcited molecules is trivial.
Assuming the above relations between jp−1, kp, and k
′
p, the reduced density matrix for a state ψ
r
kp,lN−p takes the
form:
ρr↑ν,ν′ =
min(Nex,N)∑
p=1
N−1Cp−1√
NCp NCp
NN−p∑
lN−p=1
Np−1∑
jp−1=1
ψ0∗kp,lN−pψ
r
k′p,lN−p
Pp−1(jp−1)√
Pp(kp)Pp(k′p)
=
min(Nex,N)∑
p=1
p
N
NN−p∑
lN−p=1
Np−1∑
jp−1=1
ψ0∗kp,lN−pψ
r
k′p,lN−p
Pp−1(jp−1)√
Pp(kp)Pp(k′p)
. (S17)
Here Nq is the total number of the permutational symmetric vibrational basis states involving q molecules.
The factors in the denominator come from the normal-
ization of the permutation symmetric basis states. The
factor N−1Cp−1 in the numerator counts how many terms
in the permutation symmetric superposition of excited
molecules contain the specific molecule under consider-
ation. The final factor Pp−1(jp−1) counts the number
of matching terms in the permutation symmetric super-
position of the vibrational states kp, k
′
p — so give unit
overlap — after taking out the vibrational states of our
subject molecule.
2. Unexcited molecules ρr↓
We can use a similar approach to calculate ρr↓. The
indices of the basis states with N − p and N − p − 1
unexcited molecules can be written as,
kN−p =MN−p−1 7→N−p(ν, jN−p−1),
k′N−p =MN−p−17→N−p(ν′, jN−p−1).
(S18)
5Using the above definitions, the matrix elements of ρr↓ can then be written as,
ρr↓ν,ν′ =
N−1∑
p=0
N−1CN−p−1√
NCp NCp
Np∑
lp=1
NN−p−1∑
jN−p−1=1
ψ0∗lp,kN−pψ
r
lp,k′N−p
PN−p−1(jN−p−1)√
PN−p(kN−p)PN−p(k′N−p)
=
N−1∑
p=0
N − p
N
Np∑
lp=1
NN−p−1∑
jN−p−1=1
ψ0∗lp,kN−pψ
r
lp,k′N−p
PN−p−1(jN−p−1)√
PN−p(kN−p)PN−p(k′N−p)
. (S19)
D. Calculating hopping response function
In this section we discuss how to calculate the hopping
response function, X σ(ω), discussed in the text. We de-
scribe two approaches below; the first is the one we use
numerically. The second shows how this quantity can in
principle be related to the quantities introduced in the
previous section.
1. The time evolution method
We may find the hopping response function, X σ(ω),
by computing X σ(t) using direct time evolution. We
start with an initial state, |Ψ0qΦ0p〉 = |Ψ0q〉 ⊗ |Φ0p〉, where
|Ψ0q〉 and |Φ0p〉 are the ground states of H(q)HTC and H(p)HP ,
on molecules q and p respectively. Applying the hop-
ping operator we obtain a state |ζσ(0)〉 = Vˆ σpq |Ψ0qΦ0p〉.
We may then time evolve this state, formally |ζσ(t)〉 =
e−i(H
(p)
HTC+H
(q)
HP )t/h¯ |ζσ(0)〉, by numerical integration of
the Schrodinger equation below. The time-domain re-
sponse function is then: X σ(t) = 〈ζσ(t)|ζσ(0)〉.
The operator Vˆ σpq swaps the electronic states of
molecule p and q, and leaves their vibrational states un-
changed. As a result, the vibrational state of molecule
q, which becomes charged (thus optically inactive) after
the hopping, remains entangled with the state of all of
the active molecules (except molecule p) and the cavity.
Because of this, we cannot factorize |ζσ(0)〉 into active
and charged sectors, and so we have to perform the time
evolution in the combined space of H
(p)
HTC and H
(q)
HP .
In the following, we provide some technical details of
our numerical implementation of the above approach,
which uses the permutation symmetry of all molecules
not involved in the hopping process.
a. Hamiltonian. We focus on H
(p)
HTC , as the calcu-
lation of H
(q)
HP (acting on a single site) is trivial. First,
consider the relevant Hilbert space for H
(p)
HTC , which we
denote H(p)HTC . Suppose HNex6=p is the the permutation
symmetric subspace with Nex excitations distributed be-
tween the cavity mode and a set of active molecules ex-
cluding molecule p. We can then write the Hilbert space
as H(p)HTC = HNex6=p ⊗ {|↓p, νp〉} ⊕ HNex−16=p ⊗ {|↑p, νp〉},
where np is the number of vibrons on molecule p. Given
this structure, it is helpful to divide H
(p)
HTC into blocks in
the two subspaces with |↓p / ↑p〉:
H
(p)
HTC = H
Nex,↓p +HNex−1,↑p +HpLM , (S20)
where we have defined
HNex,↓p = HPS,Nex6=p + ωv bˆ
†
pbˆp,
HNex−1,↑p = HPS,Nex−16=p + ω0 + ωv
[
bˆ†pbˆp + λ(bˆ
†
p + bˆp)
]
,
HpLM =
ωR√
N
(aˆσˆ+p + aˆ
†σˆ−p ).
Here, HPS,Nex6=p is the HTC Hamiltonian acting on the
cavity mode aˆ and the permutation symmetric states of
N − 1 active molecules (excluding molecule p). Both
HPS,Nex6=p andH
PS,Nex−1
6=p can be written using the method
described in Sec. II B. The term HpLM has the effect of
connecting the ↓p / ↑p subspaces.
b. Initial state. Having defined the Hamiltonian, we
need next to specify how to find the initial state |ζσ(0)〉.
For clarity, and without loss of generality, we assign ex-
plicit labels to the two sites involved in the hopping. We
take molecule 1 to be active and molecule 2 to be charged
before the hopping event. The pre-hopping state can
then be found from H
(1)
HTC by using the Lanczos algo-
rithm to obtain |Ψ01〉. The single site H(2)HP can be an-
alytically solved to give |Φ02〉. We may then use these
to construct |ζσ(0)〉 = Vˆ σ21 |Ψ01Φ02〉 and the full Hamilto-
nian H21 = H
(2)
HTC +H
(1)
HP that determines the time evo-
lution. Some steps however are useful to simplify this.
As introduced above, H(p)HP is the Hilbert space of the
charged site, and the pre-hopping state lives in the space
H(1)HTC ⊗H(2)HP , while the state after the hopping |ζσ(0)〉
lives in the space H(2)HTC ⊗H(1)HP . Since all molecules are
are identical, we can employ a simple trick: Instead of in-
terchanging the electronic states of the hopping sites and
using H21 to evolve it, we swap the labeling of the sites.
As such, to obtain the vector |ζσ(0)〉, we take |Ψ01〉 ⊗ |Φ02〉
and interchange the vibrational states of the charged site
with that of the active site in the appropriate electronic
state manifold: |σ1, ν1〉 |D2, µ2〉 → |σ1, µ1〉 |D2, ν2〉 for all
ν, µ. We can then evolve using the pre-hopping Hamilto-
nian matrix H12 = H
(1)
HTC ⊗ I(2)HP + I(1)HTC ⊗H(2)HP where
I
(1)
HTC and I
(2)
HP are identities in the active and charged
subspaces.
6c. Numerical integration. We use the Runge-Kutta
algorithm to integrate the Schrodinger equation,
ih¯ ddt |ζσ(t)〉 = (H12 − iκ/2) |ζσ(t)〉, with the given initial
condition, |ζσ(0)〉, calculated as described above. Here,
κ is a small linewidth added so that the state and hence
correlation X σ(t) decays with time producing a smooth
Fourier transform X σ(ω).
2. Relation to vibrational density matrix elements
It is instructive to see how the response function,
X σ(t), can also be directly related to the reduced density
matrices mentioned above. We discuss this here.
Noting that the hopping operators can be written us-
ing a resolution of identity in the vibronic basis states,
Vˆ cpq =
∑
µν |σpµp, Dqνq〉 〈Dpµp, σqνq|, and using both the
HTC and HP Hamiltonians, the response function X σ(t)
can be written as,
X σ(t) =
∑
µνµ′ν′
〈Φ0p,Ψ0q|Dpν′p, σqµ′q〉 〈σpν′p, Dqµ′q| ×
e−i(H
(p)
HTC+H
(q)
H )t/h¯ |σpµp, Dqνq〉 〈Dpµp, σqνq|Φ0p,Ψ0q〉 .
(S21)
As in the main text we associate σ = {↑, ↓} with the
channels c = {L,H}. We can factorize this expression as
follows:
X σ(t) =
∑
µνµ′ν′
χσνµµ′ν′(t)× χDµνν′µ′(t), (S22)
χσµνµ′ν′(t) = 〈Ψ0 |σν′〉 〈σµ′| e−iHHTCt/h¯ |σν〉 〈σµ|Ψ0〉 ,
χDµνµ′ν′(t) = 〈Φ0 |Dν′〉 〈Dµ′| e−iHHt/h¯ |Dν〉 〈Dµ|Φ0〉 .
Here we have suppressed the molecule labels p, q, since
only one molecule appears in each factor. The behavior
on the doubly occupied site, χDµνµ′ν′(t) is straightforward
to obtain, as this single site evolves on its own. We
thus have χDµνµ′ν′(t) =
∑
k D†0,ν′Dµ′,ke−ikωvtD†k,νDµ,0,
with Dµ,k = 〈µ|Φk〉. The above relation can also be
written as, χDµνµ′ν′(t) =
∑
k e
−ikωvtρkDµνρ
k
D
†
µ′ν′ , where
ρkD = |Φ0〉 〈Φk|.
The behavior of the optically active site, χσµνµ′ν′(t) can then be obtained from the expressions ρ
j
σ. Inserting
resolution of identity 1 =
∑
j |Ψj〉 〈Ψj | after the exponential term in the expression for χσµνµ′ν′(t), we obtain
χσµνµ′ν′(t) =
∑
j
〈Ψ0 |σν′〉 〈σµ′|Ψj〉 e−iEjt/h¯ 〈Ψj |σν〉 〈σµ|Ψ0〉 =
∑
j
e−iEjt/h¯ρjσµνρ
j
σ
†
µ′ν′ .
The remaining sums and convolutions need to be evaluated numerically.
E. Evaluating spectral weights
In the main text, we plotted the system-size depen-
dence of the probability MLP1 . For calculating this,
we may use the expression Mlj,k(c) = |Tr(ρjσ[ρkD]T )|2,
in terms of the quantities (ρjσ)νµ = 〈Ψjp|σpµp〉 〈σqνq|Ψ0q〉,
and (ρkD)µν = 〈Φkq |Dqνq〉 〈Dpµp|Φ0p〉 which in general cor-
respond to off-diagonal blocks of the density matrix. As
above, channel c = {L,H} corresponds to σ = {↑, ↓}. For
j = 0 (k = 0) these expressions become the vibrational
density matrices of molecules in the |σ〉 (|D〉) states.
III. GAUSSIAN DISTRIBUTION FITTING
PARAMETERS
A. Parameter evolution with δ, ωR
To further understand the behavior shown in Fig. 3
of the main text, here we discuss how the vibrational
configuration of the lower polariton state evolves with
coupling ωR and detuning δ.
In Ref. [51] it was shown in detail that a Gaussian
ansatz for the vibrational configuration was very good.
However, the results there were only shown for the singly
excited state, Nex = 1. Figure S1(a) shows the proba-
bility density of the vibrational coordinate in the polari-
tonic state, conditioned on the electronic configuration
of a molecule, P↑/↓(x) =
∑
µν(ρ
0
↑/↓)µν
∫∞
−∞Wµν(x, p)dp,
where Wµν is the Wigner function for the density matrix
|µ〉 〈ν|. We clearly see that this fits a Gaussian state
very well. This fit has three fitting parameters: the
overall weight p↑/↓, effective width (trapping frequency,
ωv↑/↓), and vibrational displacement λ↑/↓. Only the dis-
placements, λ↑/↓ matters in controlling the hopping. We
discuss the other fitting parameters further in Sec. III B
below, along with their dependence on ρex. The effective
displacements in |↑/ ↓〉 conditional states extracted from
such fittings are shown in Fig. S1(b) as a function of δ.
The behavior seen in Fig. S1(b) can be explained as
follows. At large enough ωR, the vibrational configura-
tion is set by an average of the ↑ and ↓ potential surfaces,
i.e. there is polaron decoupling [13, 51, 58]. As such, the
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FIG. S1. (a) Vibrational coordinate probability density P↑(x)
conditioned on a molecule being excited. Red–yellow solid
lines are for various values of ωR (see colorscale at right). Blue
dotted lines are Gaussian fits. (b) Effective displacements,
conditioned on ground or excited state of the given molecule,
λ↑/↓. Black dotted lines show the behavior in the limit ωR →
0, found by perturbation theory (Sec. III C).
results are similar for both displacements λ↑/↓, and evolve
smoothly with δ. The results at small ωR are more sub-
tle. We focus first on negative δ where the ground state
is primarily photonic. As such, the displacement λ↓ sim-
ply follows the configuration for unexcited molecules, so
λ↓ = 0. For λ↑, the state here depends entirely on the
weak exciton contribution to the ground state, and the
vibronic configuration associated with that. As discussed
in Sec. III C, this configuration can be calculated pertur-
batively in ωR, as shown by the black dashed lines. At
large positive δ, because we are considering ρex = 1, the
scenario reverses: the ground state is purely excitonic, so
λ↑ = λ, and perturbation theory is required to extract λ↑.
Note that the switch between these points occurs when
the effective detuning discussed above crosses zero, i.e.
at δ = −λ2ωv. Because the hopping rate depends expo-
nentially on the difference between λD and the effective
offsets λ↑/↓, the significant variation of hopping seen in
Fig. 3 of the main text follows from the reconfiguration
discussed here.
B. Fitting parameter evolution with ρex
The results above considered the evolution of fitting
parameters for a special case where Nex = N . Here we
discuss how the behavior evolves with changing ρex. Fig-
ure S2 shows all three fitting parameters, p↑/↓, ωv↑/↓, λ↑/↓,
with δ and ωR dependence as in Fig. S1(b), but with each
row corresponding to a different excitation density, ρex.
We first we discuss the left-hand column, p↑/↓. By def-
inition, p↑ + p↓ = 1, so we focus on the evolution of p↑.
At large negative detuning, the polariton state becomes
purely photonic, so p↑ → 0. The behavior at at large
positive detuning depends on ρex = Nex/N . At ρex < 1,
there are insufficient excitations for all molecules to be
excited, so p↑ → ρex at δ → +∞, with p↑ reaching 1
only at ρex = 1. At ρex > 1, as discussed in Sec. I, there
will always be a photon density present, which cause hy-
bridization between excitonic states, so p↑/↓ < 1. Even-
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FIG. S2. Fitting parameters for the conditional reduced
density matrix ρ0↑/↓ of the lower polariton condensate. Plotted
as a function of δ at a various ωR as shown by the colorscale,
and different values of Nex (different rows). Left: Conditional
probability p↑/↓ = Tr[ρ
0
↑/↓]. Middle: conditional displacement
λ↑/↓. Right: conditional frequency ωv↑/↓. Unexcited state (↓)
parameters are thin lines, and excited state (↑) are thicker
lines. Other parameters N = 7, λ = 1, ωv = 0.2eV.
tually, at ρex  1, this pushes p↑/↓ towards 1/2.
The behavior of λ↑/↓ at ρex = 1 was discussed above.
At large ωR, the behavior of λ↑/↓ is similar for other val-
ues of ρex, with similar values for λ↑ and λ↓, and smooth
evolution with δ. At small ωR, the only qualitative differ-
ence introduced on changing ρex is in the behavior of λ↓
for δ > −λ2ωv = −0.2 and ρex < 1. This difference oc-
curs because the unperturbed state at large δ is no longer
a fully excited state. As such, there can be a significant
weight of undisplaced, unexcited molecules, so one sees
λ↓ → 0 as ρex → 0, even at positive δ.
The variation of ωv↑/↓ is relatively small (note the scale
in the right column of Fig. S2). The slight reduction
below one means the probability distributions are slightly
broadened.
C. Perturbation theory at small ωR
In this section, we provide details of how to calculate
the effective displacements λ↑/↓ using first order pertur-
bation theory, corresponding to the dashed lines shown in
Fig. S1(b). In the absence of matter-light coupling, the
eigenstates can be written as the vibrational sub-bands of
|(N − p)P 〉⊗ |p↑〉, with energies Ep,k = −pδ˜+kωv where
8k ∈ [0,∞] is the total number of vibrational quanta and
δ˜ ≡ δ + λ2ωv is the effective detuning between photon
and exciton states, including the reorganization energy.
In the following we will identify, depending on δ˜ and ρex
which state is the global minimum, and then consider the
first order change to the state due to light-matter cou-
pling. It is helpful to divide this discussion according to
the sign of δ˜.
1. δ˜ < 0
For negative detuning, the zeroth order lowest polari-
ton state is purely photonic, so we have:
|ϕ(0)LP 〉 = |(Nex)P ,⇓〉 ⊗ |0102 . . . 0N 〉 . (S23)
To first order in light-matter coupling, this state cou-
ples to the whole vibrational sub-band of the zeroth-order
one-exciton state,{|ϕ(0)1,k〉}, given by:
|ϕ(0)1,k〉 =
1√
N
N∑
i=1
|(Nex − 1)P , ↑i,⇓ 6=i〉 ⊗ |k˜i〉 ⊗
∏
j 6=i
|0j〉 ,
(S24)
where |k˜i〉 = Dˆ(λ) |k〉 = eλ(bˆ†−bˆ) |k〉 is a displaced num-
ber state, and all non-negative integer k are allowed.
The coupling between |ϕ(0)LP 〉 and |ϕ(0)1,k〉 due to the
light-matter coupling HLM =
ωR√
N
∑
i(σˆ
+
i aˆ+ σˆ
−
i aˆ
†) is
〈ϕ(0)1,k|HLM |ϕ(0)LP 〉 =
√
NexωRDk,0(−λ), (S25)
where Dk,0(−λ) = 〈k|Dˆ(−λ)|0〉 = (−λ)
k
√
k!
e−λ
2/2 is the
overlap between the coherent state |−λ〉 and the num-
ber state |k〉. The factor √Nex comes from the matrix
elements of the photon annihilation operator. Using this,
we can write the first order correction to the lowest po-
lariton state (unnormalized) as:
|ϕLP 〉 = |(Nex)P ,⇓〉 ⊗ |0102 . . . 0N 〉+
√
ρexωR
N∑
i=1
|(Nex − 1)P , ↑i,⇓6=i〉
∞∑
k=0
α↑k |k˜i〉 ⊗
∏
j 6=i
|0j〉 ,
(S26)
where we have introduced the coefficients
α↑k =
Dk,0(−λ)
δ˜ − kωv
.
When we consider the reduced density matrix condi-
tioned on being in state |↑〉, the relevant vibrational state
of that molecule is thus
∑
k αk |k˜〉. From this, we can
identify the parameter λ↑ by evaluating the expectation
of the displacement operator, xˆ = (bˆ + bˆ†)/2 for the ex-
cited state:
λ↑ =
∑
k,k′ α
↑
k′α
↑
k 〈k˜′|xˆ|k˜〉∑
k |α↑k|2
= λ +
∑
k=1
√
kαkαk−1∑
k |α↑k|2
.
(S27)
The offset λ comes form the effect of displacing the states
|k˜〉. By writing α↑k = −
∫
dxDk,0(−λ)e(δ˜−kωv)x, one can
evaluate the sums and then the integrals to find:
λ↑ = λ
[
1− F0(−δ˜/ωv, λ)− F0(1− δ˜/ωv, λ)
F1(−δ˜/ωv, λ)
]
, (S28)
where we have defined:
F0(a, b) =
∫ ∞
0
dx exp
(−ax+ be−x) , (S29)
F1(a, b) =
∫ ∞
0
dxx exp
(−ax+ be−x) . (S30)
Closed forms for these integrals can be written in terms
of incomplete gamma functions and hypergeometric func-
tions respectively. This depends on the detuning δ˜ as
shown by the dotted line in Fig. 3(b) in the main text.
For the reduced density matrix conditioned on being
in |↓〉, the state is just the unperturbed wavefunction,
so (up to linear order in ωR we have no displacement,
λ↓ = 0.
2. δ˜ > 0
For positive detuning, the zeroth order lowest polariton
state |ϕ(0)LP 〉 will be a highly excited molecular state. For
ρex ≥ 1, this will be the maximally excited state (with
any extra excitations going into photons). For ρex < 1,
there are only Nex < N excited molecules. We thus
consider these two cases separately.
a. ρex ≥ 1. For this case, the zeroth order state is
|ϕ(0)LP 〉 = |(Nex −N)P ,⇑〉 ⊗ |0˜10˜2 . . . 0˜N 〉 , (S31)
which, due to light-matter coupling, couples to the whole
vibrational sub-band {|ϕ(0)N−1,k〉} of states with N − 1
excitons:
|ϕ(0)N−1,k〉 =
1√
N
N∑
i=1
|1P , ↓i,⇑6=i〉⊗ |ki〉⊗
∏
j 6=i
|0˜j〉 . (S32)
Following the same procedure as for δ˜ < 0. we obtain the
conditional state for an unexcited molecule is
∑
k α
↓
k |k〉,
where now we have
α↓k =
Dk,0(λ)
δ˜ + kωv
,
Using the same methods as above, this gives the effective
displacement
λ↓ = λ
[
F0(δ˜/ωv, λ)− F0(1 + δ˜/ωv, λ)
F1(δ˜/ωv, λ)
]
, (S33)
with the same definitions in Eqs. (S29)–(S30). For the
conditional excited state, we have the same unperturbed
wavefunction, and so clearly have λ↑ = λ.
9b. ρex < 1. In this case, the maximum number of
excited molecules are restricted to Nex < N . The zeroth
order lowest polariton state is thus |0P 〉 ⊗ |Nex↑〉. This
expression introduces unexcited molecules in the zeroth
order lowest polariton state. This changes the expres-
sions for the reduced density matrices, as both the ↑ and
↓ states have a dominant contribution from the unper-
turbed wavefunction, i.e. λ↓ = 0, λ↑ = λ is expected at
small ωR. This can be seen in the top rows of Fig. S2.
