Abstract -In this paper, the problem of finding the set of all real solutions to a system of n nonlinear general form algebraic equations contained in a given n-dimensional box (the global analysis problem) is considered. A new iterative interval method for solving the global analysis problem is suggested. It is based on the following techniques: (i) transformation of the original system into an augmented system of n n m ' = + equations of n' variables by introducing m auxiliary variables, the augmented system being of the so-called semiseparable form; (ii) enclosure of the nonlinear augmented system at each iteration by a specific linear interval system of size n' x n'; (iii) elimination of the auxiliary variables; (iv) solution of the resulting reduced size n x n linear system, using the so-called constraint propagation approach. The overall efficiency of the method suggested is illustrated by several numerical examples.
I. INTRODUCTION
The problem of finding the set of all real isolated solutions to a system of n non-linear general form algebraic equations of n variables is one of the fundamental problems in science and technology. In the field of circuit and system analysis and design, typical applications are global analysis of resistive nonlinear circuits, synthesis of linear passive and active circuits, fault diagnosis of linear circuits, determination of equilibria in neural networks, load flow in power systems and computer graphics.
Solving systems of algebraic equations is also an integral part of many algorithms for global optimization.
Over the last few decades, numerous methods have been proposed for tackling the above global non-linear analysis problem. They can be categorized in the following two major groups: i). continuation (homotopy) methods [1] - [4] ; ii) interval methods [5] - [13] .
The methods of the first group solve the global analysis problem solely in the special case where the non-linear functions in the system considered are multipolynomials [4] ; in the general case of arbitrary functions they only are globally convergent to one or more solutions without guaranteeing localization of all solutions.
Presently, interval methods (methods based on interval analysis techniques [5] - [7] ) seem to be the only methods which are capable of infallibly solving the global analysis problem (GA problem) for arbitrary functions. The problem can be formulated as follows (cf. [13] and the references therein cited). 
The initial box (a n-dimensional rectangular region in R n with sides parallel to the co-ordinate axes) X ( ) 0 is chosen large enough to enclose all solutions to (1a) in R n . Recommendations as to how to choose X ( ) 0 in the case of non-linear resistive circuits are given in [14] , [15] .
However, at their present stage of development, all interval methods known to date suffer from a serious drawback which severely limits their applicability, namely their numerical complexity grows too rapidly with the dimension n of the system and the size of the initial search region X , a method suggested in [16] requires billions of functions evaluations in interval form to locate the unique zero of the GA problem considered and to prove uniqueness computationally.
Several attempts to improve the numerical efficiency of the interval methods have already been made. One is based on the use of the so-called modified interval extensions [17] of the functions involved which have reduced overestimation. An alternative approach is associated with using interval slopes [18] - [21] rather than interval derivatives in evaluating the interval extensions. However, experimental evidence showed that the overall improvement of the interval methods efficiency obtained along these lines is still not satisfying, especially for more complex problems of larger n and initial search region [12] , [22] .
Recently, a more efficient interval method for global analysis has been developed [13] for the class of non-linear circuits and systems described by systems of separable form
In this paper , a new interval method for solving the GA problem considered is suggested. It is based on the following approach. First, by adding a certain number m of auxiliary variables, the original general form system (1) is transformed into a larger system of the special form
defined in a n'-dimensional box, i.e, when
x X~(
(some of the terms f x ij j ( ) or/and some of the products x x k l may be missing). Expressions (3a) differ from (2) in that now they include additionally the products x x k l . If all the terms involving products are missing, we get a function in separable form. For this reason, the representation (3a) will be referred to as a system in semiseparable form. Next, the method [13] treating the separable form case (2) is generalized to cover the augmented size semiseparable form system (3). Finally, two important modifications in the computational scheme of the generalized method are introduced: (i) elimination of the auxiliary variables and (ii) improved solution of the resulting reduced size n x n linear system. The paper is organized as follows. Section II presents the transformation of the general form system
(1) to the system of semiseparable form (3). In Section III, the previous method [13] is extended for the case of semiseparable form system (3). The improvements in the computational scheme of the extended method are presented in the next section. The overall efficiency of the resulting method is illustrated by several examples. Concluding remarks are given in Section V.
II. TRANSFORMATION TO SEMISEPARABLE FORM
In this section, it will be shown how a system of general form algebraic equations (1) can be transformed into a system if semisepsrsble form (3). More specifically, the system's components f i are assumed to be composed of four arithmetic operations (+, -, *, /), unary operations (sin, exp, log, sqrt, abs, etc.) and the power operation ( ^ ).
The transformation of (1) to (3) includes two stages: (i) transforming (1a) to (3a) and (ii) transforming (1b) to (3b).
Transforming the system of equations
The approach herein adopted is to transform the general form system (1a) to the semiseparable form (3a). The theoretical basis for such a transformation is a famous theorem due to a Kolmogorov's paper [23] as early as 1957. However, its proof is not constructive and only recently has an algorithm been proposed [24] to convert general form functions into separable functions automatically by computer. The present approach is a simplification of the algorithm from [24] which takes into consideration the specificity of the semiseparable form.
Let f L and f R be subexpressions of f i containing at least one variable. Consider the following 
where the product in (9) must be transformed using (8) . It should be mentioned that (9) is only valid if f L > 0 for all values of its argument. If both f L and f R contain more than one variable we first introduce auxiliary variables and then apply the above approach. For instance, case (5) is transformed using (8) . Now, by representing f L and f R in semiseparable form, f can be put into semiseparable form.
In order to make f L and f R semiseparable, we perform the above transformation to f L and f R , regarding them as f . This process can be implemented as a computer program (see [24] for the more complex case of transformation to separable form).
To illustrate the above approach we shall consider an example. 
The problem is to transform (10) to an equivalent system of semiseparable form (3).
It is seen that only the first two equations of system (10a) are semiseparable. To transform the last two equations into semiseparable form, we introduce two auxiliary variables
On account of (10a) and (11), we get 
Transforming the initial box
We first consider the transformation of X ( ) bounds X 5 and X 6 on the auxiliary variables. Using (10b) and (11), it is easily seen that
Based of this example, we now proceed to considering the general case. Let the augmented system of separable form be denoted as
is the augmented vector of variables and n'=n+m, with m being the number of auxiliary variables needed to transform (1a) into (3a). For the above example n=4, m=2, n'=6 and
It is necessary to determine the initial box X ( ) 0 for x in order to complete (13a) with the condition
To do this, we partition the augmented vector x into two parts
corresponding to the original and the auxiliary variables, respectively. Thus, the augmented vector can be put in the form
In the general case, the auxiliary variables and the original variables are related by the function
In Example 1, the function f a is given by (11) . We can compute bounds X a on x a for any box
Thus, we can compute the interval vector
which determines the bounds on the auxiliary variables. Finally, the initial box is given in partitioned form by the interval vector X
Thus, it has been shown that the original problem (1) involving general form algebraic equations can be transformed into a corresponding augmented system (13) . The components f i in (13a) are in the semiseparable form (3a) and the initial box X ( ) 0 related to (13a) can be computed using (18) and (19) .
Once the transformation of (1) to (13) is completed, the solution of the original GA problem can be equated to that of finding all real solutions to (13) . Indeed, let x x x ã * ( *, *) = be a solution to (13) .
Clearly, the vector x* in x* provides a solution to the original problem (1). Thus, our next objective is to devise an efficient method for solving systems of semiseparable form.
III. SOLVING SEMISEPARABLE FORM SYSTEMS
In this section, an interval method for solving the semiseparable form system (3) will be suggested. It is an extension of a previous method [13] developed for the special case of separable functions. More specifically, the idea to enclose the separable terms in (3a) by an appropriate linear interval function [13] is generalized to encompass the terms representing products of two variables.
To simplify notation, the symbols x, X X ∈
, respectively, throughout this section.
Enclosures for semiseparable functions
To maintain completeness, first the linear interval approximation for the separable terms will be briefly presented.
where B ij is an interval while a ij is a real number. Both B ij and a ij (which, in fact, depend on X) are determined such that the following inclusion property holds
procedure for determining a ij and B ij which will be called Procedure 1 has been suggested in [13] . Remark 1. In the original paper [13] , no restrictions on the functions f x ij j ( ) are imposed except for the requirement that they be continuous. The procedure 1 therein suggested for determining the enclosure (20) is applicable for the case of continuously differentiable (CD) functions and piecewise linear (PWL) functions. It can, however, be easily shown (using simple geometrical considerations as in [13] ) that the linear interval enclosure (20) can also be constructed even in the case of discontinuous functions having bounded discontinuities.
B. Enclosure for x x k l
To simplify notation, we shall consider the product 
Thus, the product xy has been enclosed by a linear interval expression since , are real numbers while
is an interval.
Returning to the original term α kl
, it is easily seen that the 
The above procedure for determining the "slopes" α α ik il , and the interval B lk will be referred to as Procedure 2.
The generalized method
Using the semiseparable representation (3a) and the inclusions (21) and (26), it is seen that the following inclusion is valid
Now a real n' x n' matrix
is introduced and a n'-dimensional interval vector 29) is formed. Thus, (27a) can be put in vector form
If y is a solution of (3), then f y ( ) = 0 and by (30)
Now we can state the main result of the section. The proof of the present theorem is similar to that of Theorem 1 in [13] and will therefore be omitted.
Remark 2. It should be stressed that A and b I depend on the box X, i.e. (33) should read
To simplify notation, here and henceforth the shorter form A and b I is used.
Formally, Theorem 1 of this paper is an almost verbatim replica of Theorem 1 of the earlier paper [13] where the separable form equations case was considered. In reality, this paper's result is more general since it covers the case of equations in semiseparable form. The most important distinction is the inclu-sion (27) and, more specifically, the expressions (27b) and (27c) for the "slopes" a ij ' and the intervals b i I , respectively.
Based on Theorem 1, the method of [13] is readily extended to cover the semiseparable case.
Techni-cally, the only difference is that now the square real matrix A in (28) and interval vector b I in (29) are (n+m)-dimensional while their counterparts in [13] are n-dimensional. For this reason, only several facts, needed in the sequel, will be briefly presented here. Let
The generalized method applicable to system (3) is an iterative method. It is based, essentially, on the following procedure. [13] ). The iterative procedure is defined as follows
The algorithm of the generalized method which is based on Procedure 3 will be referred to as Algorithm 1.
Similarly to other interval methods the present method can be used as a computationally verifiable test for existence of solutions to (3a) in X . The proof of the theorem is given in the Appendix.
T h e o r e m 2. Let f D R R
The numerical performance of Algorithm 1 has been tested on several systems of equations of the form (3a). It will be illustrated by the following two examples. E x a m p l e 2. The problem is to find all real solutions to the system (10a) contained in the box
∈ defined by (10b).
According to the approach adopted in Section II of this paper, we have to find all real solutions to the augmented system (12a) which are contained in the enlarged initial box X In the example considered, the original system (10a) is related to solving a global minimization problem [20] for which
On account of (40) the intervals (12b) are reduced to
The augmented system (12a) has also been solved for the smaller box X The latter example has also been solved using Krawczyk's method [6] . [7] , [11] , [20] . 
where In this section, two modifications will be introduced into the computational scheme of Algorithm 1.
The first is associated with the elimination of all m auxiliary variables from the linear system (46).
Thus, (46) is transformed to a system
of reduced n x n size. The second modification consists of applying the constraint propagation approach (e.g. [28] ) to the reduced system (47). These modifications result in a considerable improvement of the numerical efficiency of Algorithm 1.
Eliminating the auxiliary variables
The computational efforts needed to solve (46) can be substantially reduced (for large n and m) if the auxiliary variables are eliminated from system (46). This possibility will be shown by way of Example 2. Indeed, from (38) 
It is seen that the new system (49) has only 4 equations of 4 variables while the augmented linear system (38) has 6 equations of 6 variables.
In the general case, by elimination of the auxiliary variables the linear interval system (46) of augmented dimension n+m is reduced to system (47) of dimension n. Solving (47) is a much easier problem than solving (46), especially for larger n and m.
It should be emphasised that the elimination of the auxiliary variables is carried out at each iteration, i.e. for each current box X . Therefore, we have to compute, at each iteration, bounds on the auxiliary variables. This can be done using (17) 
It is known (e.g., [27] ) that system (56) has two solutions 
The last equation of (75) is not in semiseparable form. It can, however, be easily transformed into such form by introducing an auxiliary variable 
The example considered was solved using Algorithm 1 (by solving the augmented system (59)) and Algorithm 2 (by eliminating x4 in (59) and solving a system of 3 equations). Both algorithms have located infallibly the two solutions (57) with ε = − 10 4 . Data illustrating the improved efficiency of Algorithm 2 as compared to Algorithm 1 are given in Table 1 . In Table 1 , N i is the number of iterations required to solve the problem considered within the given accuracy, t (in seconds) is the corresponding execution time for a Pentium 166 MHz computer and N cl is the number of cluster boxes (boxes generated additionally to the two solution boxes by the respective algorithm) [13] .
For comparison, the same example has been solved by Krawczyk's method also (its improved componentwise version [2] - [4] ). It is worthwhile noting that the latter method required N i = 1156
iterations to solve the GA problem considered.
Use of constraint propagation
The second modification is related to the application of the constraint propagation approach [28] to solving the reduced system (47). To simplify notation, it is written in the form
which actually stands for
Taking into account the fact that y must remain in the current box X, (62a) is to be completed with the ( , , ) :
The optimal interval solution Y * will be the smallest interval solution still containing S (A, B, X) . linear programming problems. Such an approach to tackling the GA problem considered seems to be rather costly since Y * is to be computed at each iteration k. Therefore, a simpler approach will be adopted here which is based on computing a tight interval solution Y in a cheaper manner. This is made possible by resorting to the constraint propagation approach as a preliminary stage in solving (62).
Several algorithms implementing the latter approach will be presented now.
Algorithm A3. This is an algorithm that is based on the following procedure involving two stages.
It is seen that this stage implements the known interval Gauss-Saidel scheme [2] - [4] (in fact, (66) is a simpler version since unlike other interval methods now all the coefficients a i j are real numbers rather than intervals).
Stage B. Now one iteration of Procedure 3 is applied to the box X obtained on exit from Stage A.
Algorithm A4. This is an extended version of the previous algorithm, in which the first stage is modified as follows.
(In actual computation, (67a) is implemented in a more efficient manner by first computing Algorithm 5. In this algorithm, stage A is modified in the following manner. Initially for i=1, we compute the first row of A and the first element of B using the current box X. We then apply (67) to (hopefully) reduce X to a new box X'. Now X' is renamed X and the second row of A and the second element of B are determined. Now (67) is applied with i=2. This process continues until i=n.
Stage B. The same as in algorithm A4.
To illustrate the efficiency of the above algorithms, a numerical example will be considered. Table 2 . 
Comparison with other methods
At the present stage of their development, the numerical efficiency of previous interval methods is relatively low for even moderate n and starting regions X ( ) 0 . There seem to be four major reasons for this.
1. All known interval methods for solving the GA problem are one or another form of the interval Newton method [5] - [8] , [16] , [18] , [20] . Thus, some interval extension J X I ( ) of the Jacobian J x ( ) of f x ( ) in X (which is relatively expensive to evaluate) is needed at each iteration of the method. At the initial iterations X is large and J X I ( ) is generally rather a crude overestimation of the range J X ( ) of
2. The second reason is that all methods of this group are associated with solving a linear interval
with respect to y for each iteration. Here b x ( ) is a real vector (ignoring for simplicity of presentation the interval arithmetic implementation of the method considered), x is usually the centre of X while A X I ( ) is an interval matrix which is either the interval extension J X I ( ) itself or is in one way or another related to it. For instance, in methods using preconditioning [25] A
where C is some real matrix. Typically [8] , [20] 
Since the exact (optimal) interval solution Y of (71) is extremely hard to determine, in practice an
⊃ is found which is, once again, rather a crude overestimation of Y .
Indeed, most often a componentwise Gauss-Seidel procedure is used to compute Y I and it can be easily seen that the overestimation of Y by Y I becomes more and more pronounced as n increases. Now let A X ( ) denote the interval matrix associated with the range J X ( ), i. e.
A X CJ X ( ) ( ) =
Obviously, this is the narrowest possible interval matrix for the current box X which can replace A X I ( ) in (71). Furthermore, let Ỹ denote the optimal interval solution of the "best" linear interval
On account of inclusion monotonicity
The new interval method suggested in this paper and implemented as Algorithm 5 exploits in an efficient manner the semiseparability property (3a) and reduces, essentially, to setting up and solving the linear interval system (47) at each iteration of the computational process. Now, unlike (71) A is a real matrix while B is an interval vector. In contrast to (71) the optimal interval solution Y to (47) Experimental data show that as regards computer time and memory volume requirements the present method outperforms the other known interval methods for solving the global analysis problem considered.
There seems to exist a possibility for further improvement of the numerical efficiency of the new method by incorporating into its scheme ideas and techniques from affine arithmetic [29] in order to automate the transformation of the original non-linear system (1) into the linear interval system (47). 
