This paper proposes a new closed-form approximation scheme for the representation of the forward-backward stochastic differential equations (FBSDEs) of Ma and Zhang (2002) . In particular, we obtain an error estimate for the scheme applying Malliavin calculus method of Takahashi (2001, 2003), Kusuoka (2003) , Takahashi and Yamada (2012) for the forward SDEs combined with the Picard iteration scheme for the BSDEs. We also show numerical examples for pricing options with counterparty risk under the local and stochastic volatility models, where the credit value adjustment (CVA) is taken into account.
Introduction
In this paper, we propose a new asymptotic expansion scheme with its error estimate for the forward-backward stochastic differential equations (FBSDEs). As an application, we derive recursive expansion formulas for the option price with CVA under the local and stochastic volatility models and show numerical examples. Bismut (1973) introduced the backward stochastic differential equations (BSDEs) for the linear case, and Pardoux and Peng (1990) initiated the study for the non-linear BSDEs. Since then, in addition to its theoretical researches, substantial numbers of numerical schemes for the solutions to the BSDEs have been proposed. The one of the main reasons is that the BSDEs are closely related to various valuation problems in finance (e.g. pricing securities under asymmetric/imperfect collateralization, optimal portfolio and indifference pricing issues in incomplete and/or constrained markets). They also become particularly useful for modeling credit risks (e.g. Duffie and Huang (1996) , Crépey (2012a,b) , Takahashi (2010, 2011) ) as well as for the study of recursive utilities (e.g. Duffie and Epstein (1992) , Nakamura et al. (2009) ). Their financial applications are discussed in details for example, El Karoui et al. (1997) , Ma and Yong (2000) , a recent book edited by Carmona (2009) , Crépey (2012a,b) , and references therein.
As for numerical methods, Ma et al. (1994) showed the four-step scheme for the BSDEs and its numerical method has been proposed in Douglas et al. (1996) . Bouchard and Touzi (2004) has developed a discrete-time approximation for Monte-Carlo simulation based on Malliavin calculus. Also, a least-square Monte-Carlo method for the BSDEs has been proposed by Gobet et al. (2005) . Moreover, Bender and Denk (2007) has presented a Picard-type approximation, and showed its theoretical and numerical validity. Recently, Gobet and Labart (2010) and Briand and Labart (2012) have extended the Monte-Carlo scheme for the BSDEs using the Picard-type iteration.
Although a large number of finite difference methods and simulation-based methods were proposed for numerical approximations of the solutions to BSDEs, their closed form approximation methods have been rarely discussed. Fujii and Takahashi (2012a,b,c) are exceptions, where they presented a simple analytical approximation with perturbation or/and interacting particle scheme for non-linear fully coupled FBSDEs without error estimate. Especially, Fujii and Takahashi (2012b) derived an approximation formula for dynamic optimal portfolio in an incomplete market with stochastic volatility, and confirmed its validity through numerical experiment.
This paper presents a new closed-form approximation method for the forward-backward stochastic differential equations based on a Picard-type iteration and an asymptotic expansion in Malliavin calculus. Also, our method can be regarded as an extension of the representation theorem by Ma and Zhang (2002) and the approximation method in Takahashi and Yamada (2012 Kusuoka (2003) , we obtain an error estimate of our scheme to show its mathematical validity.
The organization of this paper is as follows: The next section describes an idea for our method using a wellknown example. Section 3 generalizes the idea and summarizes our algorithm in a general setting. After Section 4 provides the notations and basic results used in later sections, Section 5 presents our main result with its proof. Applying our scheme, Section 6 provides a simple numerical example for pricing options with counterparty risk under the local and stochastic volatility model. Section 7 concludes.
Motivated Example
In this section, we show an idea for our approximation method using the BSDE appearing in a well-known example of mathematical finance, so called "hedging claims with higher interest rate for borrowing" (Cvitanic and Karatzas (1993) , El Karoui et al. (1997) ).
Specifically, let us consider the following FBSDE examined by Gobet et al. (2005) , Bender and Denk (2007) and Fujii and Takahashi (2012a) :
where f (y, z) = (R − r) max
When the borrowing rate R is higher than the lending rate r (i.e. R > r), the solution to the FBSDE above, Y = {Yt : 0 ≤ t ≤ T } represents the value process of a self-financing hedging strategy for a target payoff given by g(ST ), and Z stands for the hedging strategy where Zt/σ is the amount invested at time t in the risky asset whose price process is given by S. 1 In particular, we note that the specification of g(ST ) as an option spread creates both lending and borrowing in the strategy. Here, r, R, µ and σ are assumed to be positive constants. Y = {Yt : 0 ≤ t ≤ T } is represented as the following non-linear expectation:
where Ft is the filtration generated by W , i.e., Ft = σ(Ws; s ≤ t) . Next, define u as
Then, using this u, Z = {Zt : 0 ≤ t ≤ T } is obtained as follows:
The problem is considered under the physical measure and
represents the market price of risk.
Moreover, applying a representation result by Ma and Zhang (2002) , one has
Next, let us show an example of a closed form approximation for the BSDE using the Picard-type iteration. In the first place, define u 0 (t, s) as
Then, the Malliavin representation for the Delta under Black-Scholes model (3) is well-known, that is given by
See Fournié et al (1999) for the details. In this simple model, we are capable of its evaluation through one dimensional integrations. That is, given log St = x, set the density of log ST under (3) as p(t, T, x, y):
Then, we have
and
where the finite dimensional Malliavin weight w(t, x, y) is given by
Hence, we get the 0-th iteration (
Next, using the function u 0 (t, s), we define u 1 (t, s) as
where x = log s. Then, applying the same weight w as (11), we are able to evaluate
+e
Therefore, the first iteration is given by
Thus, for k ≥ 1 let us recursively define u k+1 (t, s) = u k+1 (t, e x ) (where x = log s) as
which leads to the evaluation of ∂ ∂s u k+1 (t, s) with the same weight w as (11):
Hence, the k + 1-iteration is obtained by
Finally, applying the same parameters as in an example of Gobet et al. (2005) so that S0 = 100, σ = 0.2, µ = 0.05, r = 0.01, R = 0.06, T = 0.25, K1 = 95, K2 = 105, let us show a numerical comparison of this iterated approximation scheme with their result.
• Benchmark value of Y0 by Gobet et al. (2005) : 2.95 with standard deviation 0.01, where they have tried various sets of basis functions in their regression-based Monte Carlo simulation to achieve this value.
• Our approximation values: 0-th iteration = 2.7864, the first iteration = 2.9671, and the second iteration = 2.9531.
It is observed that our approximation values become closer to the benchmark one as the more iterations are implemented. We also remark that a perturbed approximation method of Fujii and Takahashi (2012a) 2 has provided 2.7863, 2.968, and 2.953 for the 0-th, the first and the second order approximations, respectively, which are very close to our result. In the following sections, we extend our method in a more general setting.
Summary of Algorithm of Closed-form Approximation
In the example of section 2, we are able to make use of an explicit Gaussian density since the forward process is given by Black-Scholes model (3) . However, when we consider a more complex forward process, the explicit density is no longer obtained in general. For the case of general forward processes on a probability space (Ω, F, P ), let us introduce a perturbation parameter ε ∈ (0, 1] as
Then, for ε > 0 we are able to derive a semi-closed form density applying an asymptotic expansion around some simple modelX 0,t,x T under a suitable condition, that is, for N ∈ N,
with the density p 0 (t, T, x, y) ofX 0,t,x T and some Malliavin weights π
we define the function u as
We approximate u ε using a sequence (u ε,k,N ) k in the following way.
1. u ε,0,N (t, x): An approximation of the 0-th iteration
Here, the 0-th iteration is defined by
2 See their paper for the details.
Note that the Malliavin weights π Here, the first iteration is defined by
Firstly, definê
We can not computeû ε,1 (t, x) explicitly because the density p
has no closed-form expression. Then, using the approximation of the density in (20) again, we expandû ε,1 (t, x) with respect to ε as follows:
Since Y ε,1,t,x t = u ε,1 (t, x), we get an approximation using (24)
Here, Y
3. We iterate the procedure above. Then, in general we obtain the following numerical approximation for u
We prove this conjecture rigorously using Malliavin calculus in Section 5.
Notations and Basic Results
Hereafter, we use the following notations.
•
).
• C(T, x) stands for a generic non-negative, non-decreacing and finite function of at most polynomial growth in x depending on T > 0.
is the space of the k-times continuously differential functions on R d such that the partial derivatives are uniformly bounded.
• (Ω, H, P ) is the Wiener space. H is the Cameron-Martin subspace.
• D ∞ is the space of the smooth Wiener functionals in the sense of Malliavin, that is,
• D −∞ is the space of the Watanabe distributions (the dual of D ∞ ).
• We say
where n is some real constant.
Let D be the Malliavin derivative operator (a densely defined, closed linear operator from
where
. It is well-known that the Skorohod integral has the following property. For the proof, see Nualart (2006) , for instance.
In our algorithm summarized in section 3, we have to compute the asymptotic expansion u k,N recursively. From a numerical viewpoint, the stability of integration must be checked. In particular, the asymptotic behavior of our approximation is crucial when t ↑ T . Hence, we introduce the Kusuoka-Stroock functions (Kusuoka (2003) ) which help to clarify the order of a Wiener functional with respect to time t.
Definition 4.1 (Kusuoka-Stroock functions) Given r ∈ R and n ∈ N, we denote by
s. for any multi-index α of the elements of {1, · · · , d} with length |α| ≤ n.
For all
The above definition corresponds to Definition 2.1 of Crisan and Delarue (2012) of modified version of Kusuoka (2003) . We write
Lemma 4.2 [Properties of Kusuoka-Stroock functions]
The followings hold.
Proof. See Lemma 5.1.2 of Nee (2010) 
We assume that the UFG condition of Kusuoka (2003) holds. See p. 262 of Kusuoka (2003) for the definition of the UFG condition. Next, we summarize the Malliavin's integration by parts formula using Kusuoka-Stroock functions. For any multi-index
and let f be a function that belongs to the space C
with
G(t, x)) is recursively given by
and a positive constant C(T, x) is depending on T and x. Here, (γ 
Asymptotic Expansion for FBSDEs

Forward-Backward SDE
Let (Ω, F , P ) be a complete probability space on which a d-dimensional
be the natural filtration generated by W , augmented by the P -null sets of F . Consider the
where g :
We put some conditions below on the above forward-backward SDE.
Assumption 5.1
The coefficients of forward process b, σ are bounded Borel functions and C
∞ b in x. 2. There exist constants ai > 0, i = 1, 2 such that for any vector ξ in R d and any (t, x) ∈ [0, T ] × R d , a1|ξ| 2 ≤ d ∑ i,j=1 [σσ T ]i,j(t, x)ξiξj ≤ a2|ξ| 2 . (40) 3. The driver f : [0, T ] × R d × R × R d×d → R is
continuous in t and uniformly Lipschitz continuous in x, y, z with constant CL, i.e. for all t
Also, we assume
g is Lipschitz continuous function with constant
CL on R d and |g(x)| ≤ CL(1 + |x|) for x ∈ R d .
Small Diffusion Expansion
In this subsection, we deal with a small diffusion expansion which corresponds to the framework in Takahashi (2001, 2003) and derive a general approximation formula for FBSDEs. Consider the following
We introduce the associated BSDE as follows:
We put Assumption 5.1. Remark that for ε = 0, the
Let (Y ε,k ) k be a sequence of linear BSDEs :
It is well-known that this sequence converges to non-linear BSDE Y ε under a suitable norm:
where (X ε,t,x , Y ε,t,x , Z ε,t,x ) denote the adapted solutions to the SDE's (38) and (44) 
Also, under Assumption 5.1, remark that the solution to SDE X ε,t,x s (0 ≤ t < s ≤ T ) has a smooth density p ε (t, s, x, y) and then we define a sequence (
Asymptotic Expansion Formula
We approximate X ε t by an asymptotic expansion around the solution to ordinary differential equation
Hereafter, let us denote
In the first place, we provide a key result as the lemma below.
Lemma 5.1 For s ∈ (t, T ],
Hereafter, we derive an asymptotic expansion of density of X
Then,
Hereafter, we use abbreviated notations such as F Proof.
For a Lipschitz function g : R d → R with constant Cg, there exists C(T, N, x) depending on Cg, T , N and x such that
E[g(X ε,t,x T )] − { E[g(X 0,t,x T )] + N ∑ i=1 ε i E[g(X 0,t,x T )π 0,t,x i,T ] } ≤ ε N +1 C(T, N, x)(T − t) (N +2)/2 ,(56)
Let δy(·) be the delta function. Then, δy(F ε,t,x T
) ∈ D −∞ is expanded as follows:
Therefore, the density of F ε,t,x T is calculated as follows:
+ε N +1
Here, we use the integration by parts
and (N + 1) 
Remark that the following relation holds:
We have
+ε
whereX
Therefore, we have
The residual terms is estimated by the following inequality:
2. We have
We also obtain expansions for E[φ(X 
and Proof.
For a Lipschitz function g : R d → R with constant Cg, there exists C(T, N, x) depending on Cg, T , N and x such that
E[g(X ε,t,x T )N ε,t 0,T ]εσ(t, x) − { E[g(X 0,t,x T )N 0,t 0,T ] + N ∑ i=1 ε i E[g(X 0,t,x T )N 0,t i,T ] } εσ(t, x) ≤ ε N +1 C(T, N, x)(T − t) (N +1)/2 ,(80)
We differentiate the expansion of E[φ(X ε,t,x T
)] with respect to initial x as follows:
For a smooth sequence (φn) n∈N converges to φ, we have
Also, we have for 1
Here, we have for 1
and thenÑ
2. Let (gn) n∈N ⊂ C ∞ b be a mollifier converging to g. For i ∈ N, there exists ζ
Therefore, 
and let ∇xu ε,0,N σ be
x, y)dydsεσ(t, x).
and let ∇xu ε,k+1,N σ be
0,t,x s
). Here, the term 
Lemma 5.2 For
where C(T, x) denotes a generic non-negative, non-decreasing and finite function of at most polynomial growth in x depending on T .
Error Estimate
For any β, µ > 0, let H β,µ be the space of functions v :
We also define the space H β,µ,X , For any β, µ > 0 and any diffusion process Xs, 0 ≤ s ≤ T starting from x at time 0, let H β,µ,X be the space of functions v :
Remark that the following norm equivalence result holds (see Gobet and Labart (2010) for more details). Suppose that b and σ are bounded measurable functions on [0, T ] × R d and are Lipschitz continuous with respect to x, and σ satisfies the ellipticity condition. Then, there exist two constants c1, c2
The next theorem is our main result, which evaluates a global approximation error of (u ε,k,N , ∇xu ε,k,N σ) (in (93) and (94)) for (u ε , ∇xu ε σ) (in (45) and (46)). 
Proof.
Note that the following inequality holds:
First, we show the error ∥u
by using the norm equivalence, (99) and the similar argument in the proof of Theorem 2.1 in El Karoui et al. (1997) :
Therefore,
Next, we estimate the error ∥u
,N is represented as follows:
Remark that after the second equality, we add the terms ±
By Proposition 5.1 and Proposition 5.2, we have the following estimates
Here, c(T, x, N ), C(T, x, N ), r(T, x, N ) and R(T, x, N ) are some non-negative, non-decreasing and finite functions of at most polynomial growth in x depending on T and N . Therefore, we obtain 
Since f is Lipschitz with constant CL, again using the norm equivalence result, (99) and the similar argument in the proof of Theorem 2.1 in El Karoui et al. (1997) we obtain
Then, we have the following estimate for ∥u
where (105) and (106), we obtain
Remark that the differences u ε,0 − u ε,0,N and ∇xu ε,0 σ − ∇xu ε,0,N σ are given as follows:
Then, the term ∥u
is estimated by the asymptotic error, that is,
for some K0(T, N ). Therefore, we obtain
where (100) and (108) we obtain the global error
Remark 5.1 Consider the following small diffusion setting under a weaker condition:
with smooth coefficients and Hörmander's condition. Using Malliavin calculus, Ben Arous and Léandre (1991) showed the Varadhan estimate for the density
Here, Φ(h)t is a skeleton of the process X ε t
and γ(Ψ(h)t) is the deterministic Malliavin covariance
See Chapter 4 in Barlow and Nualart (1995) and Léandre (2006) 
Applications: Pricing Options with Counterparty Risk under the Local and Stochastic Volatility Models
This section applies our approximation algorithm to option pricing with counterparty risk in a simple FBSDE setting. Here, we omit a discussion on modeling and pricing issues under default risk, and concentrate on the concrete description of our approximation scheme with investigation of its validity by using a simple example.
3
Particularly, we use the local and stochastic volatility models for the underlying (forward) price process S under the risk-neutral measure. Let Y be the solution to the following non-linear BSDE:
Here, Y represents the value process with a target payoff g(ST ) taking the risky (substitution) closing out CVA into account; R ≥ 0 and β > 0 denote a constant recovery rate and a constant default intensity, respectively. Also, the risk-free interest rate and the dividend rate of the underlying asset are assumed to be zero for simplicity. Next, let (Y k , Z k ) k≥0 be a sequence of the following linear BSDEs:
which is an approximation sequence of the value process Y . 
Remark 6.1 Under the setting above, suppose we consider plain-vanilla options, that is g(ST
where 
Local Volatility Model
We consider the local volatility model
where W is an one dimensional Brownian motion and σ(t, x) is the local volatility function. For simplicity, we assume rt ≡ 0. In our framework, we assume the following perturbed model
Define
where N is the Malliavin weight for the delta for the local volatility model
is expanded as follows:
In this case, S 
Then, the density p LV,ε (t, T, s, S) of S ε,t,s T can be expanded as follows
where π LV t,T is the Malliavin weight for the local model in the small diffusion expansion
with the Malliavin derivative D for the Brownian motion W . Then,
are approximated by 
Then, π LV t,T is given as
Therefore, the conditional expectation of π LV t,T given S t,s 1,T = y is computed as follows:
Therefore, the approximated density of the CEV model is given as
We show numerical examples of our approximation scheme (128) for the option price u(t, x) under the CEV model with the call payoff function g(x) = (x − K) + . In this case, using (139) with ε = 1.0, we easily obtain u 0 approx (t, s) in (128) as follows:
where N (x) and n[x : µ, Σ] denote the standard normal distribution function, and the normal density function with the mean µ and the variance Σ, respectively. Also, y, Σt,T and ζt,T are defined in the following:
where π SV t,T is the Malliavin weight for the Heston's stochastic volatility model in the expansion
Here, D1 is the Malliavin derivative for the Brownian motion W 1 . Therefore, we have the following density approximation 
Σ(t, T ))
Applying the approximate density (150) derived above, we are able to take an approximation sequence (u 
where x = log S. Finally, in Table 4 -6 let us provide numerical examples of our approximation for the option price u(t, x) in the stochastic volatility model with the call payoff function g(x) = (x − K) + .
• The parameters of the model are specified as follows: 
where x = log S0 and CBS(x, Σ(t, T )) = e x N (d1(t, T, x)) − KN (d2(t, T, x)), 
Conclusion
This paper has developed a new general approximation method for forward-backward stochastic differential equations (FBSDEs). In particular, we have proposed a closed-form approximation based on an asymptotic expansion for forward SDEs combined with Picard-type iteration scheme for BSDEs. Based on Malliavin calculus, especially applying so called Kusuoka function (Kusuoka (2003) ), we have justified our method with its error estimate for the approximation. From a practical viewpoint, examination of our scheme under more complex examples is an important and interesting problem. Moreover, a challenging task is to develop mathematical validity of approximations with perturbation for fully coupled FBSDEs. Those topics as well as our approximation method under weaker mathematical condition will be discussed in our future researches. 
