A b s t r ac t . In this paper, we focus on the following question. Assume φ is a discrete Gaussian free field (GFF) on Λ ⊂ 1 n Z 2 and that we are given e iT φ , or equivalently φ (mod 2π T ). Can we recover the macroscopic observables of φ up to o(1) precision? We prove that this statistical reconstruction problem undergoes the following Kosterlitz-Thouless type phase transition:
A b s t r ac t . In this paper, we focus on the following question. Assume φ is a discrete Gaussian free field (GFF) on Λ ⊂ 1 n Z 2 and that we are given e iT φ , or equivalently φ (mod 2π T ). Can we recover the macroscopic observables of φ up to o(1) precision? We prove that this statistical reconstruction problem undergoes the following Kosterlitz-Thouless type phase transition:
• If T < T − rec , one can fully recover φ from the knowledge of φ (mod 2π T ). In this regime our proof relies on a new type of Peierls argument which we call annealed Peierls argument and which allows us to deal with an unknown quenched groundstate.
• If T > T + rec , it is impossible to fully recover the field φ from the knowledge of φ (mod 2π T ). To prove this result, we generalise the delocalisation theorem by Fröhlich-Spencer to the case of integer-valued GFF in an inhomogeneous medium. This delocalisation result is of independent interest and an interesting connection with Riemann-theta functions is drawn along the proof. This statistical reconstruction problem is motivated by the two-dimensional XY and Villain models. Indeed, at low-temperature T , the large scale fluctuations of these continuous spin systems are conjectured to be governed by a Gaussian free field. It is then natural to ask if one can recover the underlying macroscopic GFF from the observation of the spins of the XY or Villain model.
Another motivation for this work is that it provides us with an "integrable model" (the GFF) subjected to a KT transition. But what if f is an instance of a 2d Gaussian free field ? Analyzing this statistical reconstruction problem is the aim of this paper.
I n t ro d u c t i o n

Main result
We work on the graph Λ n := [−1, 1] 2 ∩ 1 n Z 2 and for functions f, g : Λ n → R, we denote f, g := x∈Λn f (x)g(x).
(1.1) 2 CHRISTOPHE GARBAN AND AVELIO SEPÚLVEDA For each n ≥ 1, φ n will denote a GFF 1 on Λ n . Recall that for any smooth function f :
where Φ is a continuous GFF in [−1, 1] 2 , and (Φ, f )" := Φ(x)f (x)dx". This tells us that the macroscopic observables related to φ n , are random variables of the form n −2 φ n , f . The main focus of this paper is to understand when we can recover the full macroscopic information of φ n by just knowing exp(iT φ n ), or equivalently, φ n (mod 2π T ). We will give several motivations which lead us to consider this problem later in Section 1.3. We now state our main result which shows that this statistical reconstruction problem undergoes a phase transition as T varies, which is reminiscent of the Berezinskii-Kosterlitz-Thouless transition (BKT transition) (see Section 2.3).
Theorem 1.1. Let φ n be a GFF on Λ n with Dirichlet boundary conditions. Then, there exists 0 < T − rec ≤ T + rec < ∞ such that (a) If T < T − rec , there exists a (deterministic) reconstruction function F T such that for any continuous function f : [−1, 1] 2 → R and any ε > 0, P |n −2 F T (exp(iT φ n )) − φ n , f | ≥ ε → 0, as n → ∞.
Furthermore, uniformly in n there exists a constant C > 0 s.t. for any point
(b) If T > T + rec , for any (deterministic) function F and any continuous non-zero function f , there exists δ > 0 such that lim inf n→∞ P |n −2 F (exp(iT φ n )) − φ n , f ) | ≥ δ > 0.
Also, for any x ∈ (−1, 1) 2 , there exists c = c(T, x) > 0 s.t. for any F lim inf n→∞ E (F (exp(iT φ n ))(x) − φ n (x)) 2 ≥ c(T, x) log n .
(1.
3)
The same result holds for a free boundary condition GFF.
Theorem 1.2. Let φ n be a GFF on Λ n := [−1, 1] 2 ∩ 1 n Z 2 with free boundary conditions and rooted at a vertex x 0 ∈ Λ n . Then, there exists 0 < T − rec ≤ T + rec < ∞ such that (a) If T < T − rec , there exists a reconstruction function F T , s.t. for any smooth function f with 0-mean (i.e., [−1,1] 2 f = 0) and any ε > 0, P |n −2 (F T (exp(iT φ n )) − φ n , f ))| ≥ ε → 0, as n → ∞.
(b) If T > T + rec , for any function F and any smooth non-zero function f with 0-mean there exists δ > 0 such that lim inf n→∞ P |n −2 (F (exp(iT φ n )) − φ n , f ))| ≥ δ > 0.
We now state two Corollaries of the above theorems. The first one rephrases this phase-transition in terms of the continuum GFF. The second one (which will give support to conjectures 3 and 4) shows that one can recover macroscopic interfaces from φ (mod 2π T ) when T < T − rec .
Corollary 1.3. Let φ n be a sequence of GFF in Λ n , such that, in probability, φ n → Φ a continuum GFF in [−1, 1] 2 . Then, if T < T − rec , the function F T (e iT φn ) converges in probability to Φ. Furthermore, if T > T + rec there is no deterministic function F such that F (e iT φn ) → Φ.
Corollary 1.4. Let φ n be a sequence of GFF in Λ n , let η (n) be the Schramm-Sheffield level line 2 of Φ (n) . Then, there exists a deterministic function L T , such that the Hausdorff distance between L T (exp(iT φ n )) and η (n) is o(1). In particular, L T (exp(iT φ n )) converges in law to an SLE 4 .
Our work naturally belongs to the class of statistical reconstruction problems which have been the subject of an intense activity recently. For example it shares similarities with the statistical reconstruction problems analyzed in [HS13, PS14, AMM + 17]. In particular in the later work, Groups synchronization on grids, the authors analyze the following problem: Imagine that each site x ∈ Z d carries a spin or group element θ x ∈ S, a compact group (for example {±1} or O(n)). The question they are interested in is the following one: what macroscopic information on {θ x } x∈Z d can be recovered from the knowledge of
where observations of neighboring spins θ i θ −1 j are subjected to a small noise. Our setting is very similar in flavour as we also have access to φ n (i) − φ n (j) when i ∼ j except the noise term is replaced in our case by the modulo operation (mod 2π T ). Similarly as adding a noise term, applying (mod 2π T ) is also reducing the information we have on φ n (i) − φ n (j), except it cannot be analyzed as a convolution effect. The second difference with [AMM + 17] is that our spins belong to R instead of a compact group S.
1.2 Fluctuations for integer-valued fields. Our present statistical reconstruction problem is intimately related to a generalization of the integer-valued Gaussian free field which plays a key role in the proof of the BKT transition for the Villain and XY models in [FS81] . Let us briefly recall the classical integer-valued GFF before introducing its generalisation.
For simplicity, in this subsection as well as in Sections 2.3, 4 and Appendix A, we will consider an arbitrary finite subset Λ ⊂ Z 2 , instead of the scaled box Λ n = 1 n Z 2 ∩ [−1, 1] 2 . This way, it matches the setup in [FS81, KP17] .
Definition 1.5. Let Λ ⊂ Z d be a finite domain 3 . The integer-valued GFF (IV-GFF) on Λ with Dirichlet-boundary conditions, i.e. 0 on ∂Λ, and inverse-temperature β is the β-GFF {φ(i)} i∈Λ conditioned on the singular event {φ(i) ∈ Z, ∀i ∈ Λ}. Equivalently, it can be defined as the probability measure P IV β,Λ on Z Λ defined as follows:
or also, to avoid any possible confusion, for any m ∈ Z Λ with 0 boundary conditions, we have that P IV β,Λ (φ = m) = 1 Z exp(− β 2 ∇m, ∇m ). The IV-GFF with free boundary-conditions is defined in the same manner except we replace m |∂Λ ≡ 0 by m(x 0 ) = 0 for any choice of root vertex x 0 ∈ Λ.
CHRISTOPHE GARBAN AND AVELIO SEPÚLVEDA
This integer-valued undergoes a roughening-phase transition as T increases (i.e. as β decreases) as it was proved by Fröhlich-Spencer in [FS81] (see also the very useful survey [KP17] ). Fröhlich-Spencer proved this striking phase transition for periodic and free boundary conditions on large square boxes Λ and explained in [FS81, Appendix D.] how to adapt their proof to the case of Dirichlet boundary conditions. Very recently, Wirth has written carefully in [Wir19, Appendix A] the details of this extension to Dirichlet boundary conditions. We will come back to it later in Section 2.3. (See also Figure 2 for an illustration of the IV-GFF in d = 1). Theorem 1.6 (Fröhlich-Spencer [FS81] ). There exists 0 < β + ≤ β − < ∞ 4 such that for any square Λ ⊂ Z 2 , if we consider the IV-GFF with free boundary conditions rooted at x 0 ∈ Λ then we have the following dichotomy:
• Delocalised regime (rough regime). If β < β + , then for any f : Λ → R, i∈Λ f (i) = 0,
. it is not hard to extract from this Laplace transform estimate, fluctuations bounds such as E IV β,{−n,...,n} 2 ,x0=0 φ(x) 2 ≥ c β log x 2 for any x ∈ {−n, . . . , n} 2 , see for example [KP17] ).
• Localised regime. If β > β − , then for any x ∈ Λ,
The relationship between our statistical reconstruction problem and integer-valued fields is due to the following explicit structure of the conditional law of a GFF given its values modulo 2π T . We stick for simplicity to the case of Dirichlet boundary conditions. Let us fix a ∈ [0, 1) Λ satisfying a |∂Λ ≡ 0. We will see in Lemma 2.8 that the conditional law of the GFF φ on Λ given φ (mod 2π T ) = 2π T a is a multiple of the following generalized integer-valued GFF with β = β T := (2π) 2 T −2 . (See Lemma 2.8 for a precise statement).
Definition 1.7. Let β > 0 and a = {a i } i∈Λ s.t. a |∂Λ ≡ 0 be any collection of real-valued numbers. We define the a-IV-GFF on Λ to be the GFF {φ(i)} i∈Λ (with Dirichlet b.c.s) conditioned to take its values in the shifted-fibers {a i + Z} i∈Λ for any i ∈ Λ. It corresponds to the following discrete probability measure on fields:
Equivalently, for any m ∈ Z Λ with m |∂Λ ≡ 0,
Notice that if a ∈ Z Λ , then the a-IV-GFF is nothing but the standard IV-GFF. See Figures 2,3. Finally, this definition extends readily to the case of free boundary conditions in which case a ∈ R Λ with a x0 = 0.
The proof of Fröhlich-Spencer ([FS81]) readily extends to some specific choices of the shift a which are sufficiently symmetric. (i.e. any a ∈ {0, 1 2 } Λ ). See Figure  2 for an illustration (in d = 1 only) of the cases which can be analyzed using the techniques from [FS81] and Figure 3 for the cases which need further analysis. See 4 This choice β + ≤ β − is made to highlight that these are inverse temperatures related to
STATISTICAL RECONSTRUCTION OF THE GFF AND KT TRANSITION 5 F i g u r e 2 . The picture on the left represents an instance of an IV-GFF in d = 1 on a unit interval {0, . . . , n} with Dirichlet Boundary conditions. In d = 2, the proof of the roughening phase transition for the IV-GFF in [FS81] (and [Wir19] for the extension to Dirichlet b.c.) easily generalizes to certain shifts and scaled versions on the vertical fibers Z as illustrated in the other pictures. In the middle one, some fibers are Z, some others are 2Z and one may also add fibers with arbitrarily fine meshes 2 −k Z along the interval. On the right, some fibers are Z while some others are 1 2 + Z. It is easy to check that in d = 2, any of these can be handled with the techniques from [FS81] .
also Remark 2.7. Our main result on such integer-valued fields is the following extension of the above theorem of Fröhlich and Spencer [FS81] .
where the inverse of the Laplacian is taken here according to the b.c. • If Λ = {−n, . . . , n} 2 with Dirichlet boundary conditions, the variance of the field φ a at the origin satisfies
Var φ a (0, 0) ≥ C β log n .
The analogous statement also holds for free b.c.
Remark 1.9. We wish to stress that the low-temperature regime (β 1) happens to be much less universal in the choice of the shift a. Indeed, when Λ = {−n, . . . , n} 2 equipped with Dirichlet boundary conditions, and if φ a ∼ P a,IV β,Λ then we expect that the following different scenarios may happen (by tuning suitably a in each case) as n → ∞. (See for example Figure 5 for the scenario (1)).
Remark 1.10. We do not obtain a lower bound on the Laplace-transform of P a,IV β only on its L 2 behaviour which is sufficient to detect localisation v.s. delocalisation. 5 with a |∂Λ ≡ 0 if Dirichlet b.c. and ax 0 = 0 for free b.c.
x → 1 3 x k → k 3 + Z F i g u r e 3 . As opposed to the examples in Figure 2 , those choices of fibers do not satisfy the sufficient symmetries to be readily analyzed by the techniques from [FS81] . The simplest such example is the picture on the left where Z fibers are shifted by {0, 1 3 , 2 3 } (here a := ( k 3 ) k∈Z ). In such a case, sin(kφ) functions appear in the Fourier transform of the periodic distribution i∈ 1 3 +Z δ i and this breaks the parity. For such linear shifts, Wirth obtained in [Wir19] some related bounds using a nice symmetrization trick (however a different control from the one we need here, (see Remark 2.7).
A key property used in [Wir19] is the fact that x → a x needs to be harmonic in Λ \ ∂Λ. Otherwise the symmetrization technique breaks and one cannot rely anymore on Jensen's inequality, a key step in the proof [FS81] . For example the picture on the right where fibers are shifted by a quadratic curve requires an additional analysis w.r.t [FS81] . This is also the case in the recent works mentioned below on localisation/delocalisation of integer-valued random surfaces.
As we will see in Section 4 and particularly in Appendix A, our proof of Theorem 1.8 involves an exact identity (Proposition (4.1)) which is closely related to the modular invariance identity for Riemann-theta functions. We briefly mention this connection here as it is interesting in its own and it allows us to rephrase Fröhlich-Spencer Theorem as well as our Theorem 1.8 easily in terms of those Riemann-theta functions.
Indeed, the following function of a ∈ R Λ\∂Λ :
can be easily written in terms of the classical Riemann-theta function θ(z | Ω) (see (A.4)). Furthermore, one can checkthat for any f : Λ → R and if φ a ∼ P a,IV β,Λ , we have
where σ := 1 β (−∆) −1 f . This expression clarifies the effect of the shift-vector a ∈ R Λ and reveals that it plays the role of an exterior magnetic field. We may now rephrase Fröhlich-Spencer as well as our main result from this Section as follows:
• (Theorem 1.6). If β is small enough, then uniformly in Λ = {−n, . . . , n} 2 , OF THE GFF AND KT TRANSITION   7 • (Theorem 1.8). If β is small enough, then uniformly in Λ = {−n, . . . , n} 2 ,
Finally, let us point out that over the last few years, there have been several important works which analyzed the roughening phase transition (i.e. localisation/delocalisation) for other natural models of integer-valued random fields, such as the square-ice model, uniform Lipschitz functions Z 2 → Z etc: see in particular the recent works [DCGPS17, CPST18, GM18, DCHL + 19]. These works do not rely on the Coulomb-gas techniques from [FS81] but rather on geometric techniques such as RSW.
Motivations behind this statistical reconstruction problem.
As we will see below, one of the main reasons which lead us to consider this statistical reconstruction problem on the GFF has to do with the statistical analysis of the XY and Villain models in d = 2. Each of these are celebrated models with continuous O(2)-symmetry. We briefly define what they are and we refer the reader to [FS81, Bau16, KP17, FV17] for useful background on these models.
Definition 1.11 (Villain and XY models). Let us fix a finite graph Λ ⊂ Z 2 and β > 0 to be the inverse temperature. Both models are Gibbs measures on the state-space (S 1 ) Λ . Let us parametrise this spin-space via its canonical identification with [0, 2π) Λ .
• XY model (or plane rotator model)
We may now list what are the main motivations which guided our work.
(1) Extracting macroscopic random structures from XY and Villain spins.
For spins systems such as the Ising model, Potts models or also percolation which all have discrete symmetries, it is clear how to associate natural macroscopic fluctuating objects such as interfaces which may then converge to suitable SLE κ as the mesh goes to zero. On the other hand, for spin systems with continuous symmetry such as XY or Villain models, given a realization of the Gibbs measure, say {σ x } x∈Λ with σ x ∈ S 1 , it is much less clear what macroscopic objects one may assign to {σ x }.
One consequence of our present statistical reconstruction problem is that it gives strong evidence to the fact that it is possible to extract a macroscopic GFF φ n from the observation of the spins {σ x } x∈{−n,...,n} 2 (up to small microscopic errors).
Indeed, at least in the case of the Villain model, it has been conjectured by Fröhlich-Spencer in [FS83, Section 8.1] that at low temperature (β 1), then up to "microscopic errors", one should have
where β = β(β) satisfies |β − β| ≤ e −Cβ and where φ n is a GFF on {−n, . . . , n} 2 with either free or 0 b.c. Once one realises that one may extract a GFF out of the spins {σ x } x∈Λn , it is then natural to extract level lines and flow lines from this GFF studied in [She05, Dub09, MS16a] . Corollary 1.4 is a proof of this concept. We discuss this further in Section 6.2 where we highlight how our work lead us to conjecture that when β is high enough, then the natural interface for the Villain model pictured in Figure 4 should converge to an SLE(4, ρ) process.
(2) A different interpretation of the KT transition.
The classical way of understanding the KT transition for spins systems such as the XY model is to notice that vortices (≡ discrete 2-forms) come into the energy-balance when analyzing the Gibbs measure (1.6). This present work gives the following different interpretation of the role of the S 1 -geometry within the BKT transition which does not explicitly involve vortices. When the temperature T is low, spins wiggle slowly around S 1 and one should be able to recover a macroscopic GFF as we have seen in the above item (1). If instead, the temperature T is large, the spins start wiggling too quickly around S 1 so that one cannot extract the whole macroscopic fluctuating Gaussian field φ which leaves on the top of the spin field.
(3) An integrable model for Integer-valued GFF.
The main tool we use for the regime T > T + rec is the proof of delocalisation for the generalized IV-GFF φ a ∼ P a,IV Λ from Definition 1.7. We think of a as the random vector {a i } i∈Λ ∈ [0, 1) Λ defined by
where φ is a GFF in Λ. As such, we may view the random measure P a,IV Λ as a quenched measure on (shifted) integer-valued fields. Interestingly these highly non-trivial quenched measures have (by construction) a very simple annealed measure. Indeed Lemma 2.8 readily implies that
where we denoted by P T (da) the law of the above random shift a and β T = (2π) 2 T 2 . If one now assumes that some properties (such as fluctuations) are not very sensitive to a, this identity gives a "useful laboratory" to analyze the classical integer-valued GFF (i.e. a ≡ 0). An illustration of this is given in Section 5 where we provide a new insight on the ε = ε(β) correction in the bound of Fröhlich-Spencer. (4) Imaginary multiplicative chaos.
In this work we focus on lattice fields φ : Λ → R or Λ n → R, but the question in the continuum is also interesting. Namely, given a Gaussian free field Φ on [−1, 1] 2 with 0-boundary conditions, can one recover Φ from : e iαΦ : ? This is the complex analog of the reconstruction procedure : e γΦ : → Φ studied in [BSS14] . We discuss this further in Section 6.1, where we show that the existence of a continuous reconstruction process in this case implies the existence of a discrete reconstruction process. However, let us highlight that even if this continuum process does exist, the discrete reconstruction process coming from it will converge much slower (o(1)) than the one we obtain in Theorem 1.1 using statistical mechanics (O(1/n 2 )).
Idea of the proof.
The first choice one needs to made in the proof is the reconstruction function F T . We have essentially two natural choices here (see Figure 5 for an illustration of both).
(1) First, if a := T 2π φ (mod 2π T ) , then there is an a.s. unique ground-state for P a,IV β which we may call m(exp(iT φ)) =m(exp(2iπa))
It is reasonable to guess that when T is small, the field φ should not fluctuate much aroundm(exp(iT φ)).
(2) A second natural choice is to consider instead the conditional expectation of the field given exp(iT φ). The quenched groundstatem(exp(iT φ)) does not have enough symmetries to apply classical tools from Peierls theory and they are too far from the perturbative regime where Pirogov-Sinai theory can be used (see [FV17, Chapter 7] ).
Therefore, for the low-temperature regime in the proofs of Theorem 1.1 and 1.2, we will see that one way to recover the GFF given its phase is to take the function second choice, i.e,
It is not so easy to study this function F directly. However, for any test function f we can use Markov's inequality to see that
(1.8)
This implies that to understand how well F approximates φ it is enough to bound the conditional variance of φ, f given exp(iT φ). Working with the conditional variance is much easier than to work with F , as one can study it by coupling
Here a k := k 3 on the L.H.S of the picture and then the slope is −k/3. It is easy to check that the ground-statem for the GFF conditioned to have its values in these shifted fibers is given by the purple curve β = ∞. Then, as β decreases, the expectation
in such a way that they are conditionally independent given exp(iT φ) (see Definition 3.1). This is useful because
As this function does not involve any estimate of the function F , and both φ 1 and φ 2 have the law of a GFF, we set up an appropriate annealed Peierl's argument to show, in Section 3 that (1.9) is small when T is small.
The second part of Theorems 1.1 and 1.2, also follows from similar ideas with a "statistical flavour". In fact, we are going to show that for any f there exists an ε > 0 such that for all n big enough
(1.10)
This, together with some basic tension argument, implies that the probability that φ 1 , f is macroscopically different from φ 2 , f is uniformly positive. To obtain equation (1.10), we need to modify the work of Fröhlich and Spencer [FS81] . In this seminal paper, the authors showed that the integer-valued GFF has variance similar to that of the GFF when the temperature is high enough. In our case, in Section 4 we will prove a result with a similar taste (Theorem 1.8) that will uniformly show that when T is high enough, for any realisation of exp(iT φ)
(1.11) This is read, in the context of [FS81] , as the study of integer-valued GFF in an inhomogeneous medium.
models of complex and disordered systems" for repeated invitation to Santiago were a part of this paper was written.
2 P r e l i m i n a r i e s 2.1 Discrete differential calculus. We start the preliminaries by discussing the basics of discrete differential calculus. As the only graph we work with in this paper is Λ n := [−1, 1] ∩ 1 n Z 2 with its canonical edge set, we only discuss the needed results in this framework. For simplicity we identify Λ n with its vertex set and we call and E Λn its edge set. For a deeper discussion on discrete differential calculus, we refer the reader to [Cha18] .
In this section, we study two types of functions. Functions on vertices S : Λ n → R and functions on directed edges A :
− → E → R. Functions on vertices can take any values, however functions on directed edges have to always satisfy that
Let us now present two canonical differential operators
Then, one can write the Laplacian of S as follows
For a pair of functions on vertices S 1 ,
Furthermore, we define
Let us remark that the differentials ∇ and −∇· are dual between them, i.e.,
(2.5)
Thanks to this, we can see easily that −∆ is a positive definite operator.
Definition 2.1 (Inverse of the Laplacian). We fix ∂Λ n ⊆ Λ n and we call it boundary. If ∂Λ n = ∅, then for any function S 1 : Λ n \∂Λ n → R there is a unique function on the vertices S 2 : Λ n → R such that
In this case, we call S 2 := (−∆ −1 )S 1 .
The inverse of the Laplacian operator can be understood thanks to the Green's function
(2.6)
When it is needed, we will add a superscript to make explicit the boundary conditions of G. Let us recall a classical bound result for the Green's function in dimension 2.
Proposition 2.2. We have that for the graph Λ n and for both free and 0 boundary condition and for any x, y ∈ Λ n
where C does not depend on any other parameter.
2.2
The Gaussian free field. In this subsection, we introduce the GFF and some of the properties we use throughout the paper. For a more detailed discussion of the GFF, we refer the reader to [She07, Szn12] . Let us fix a boundary set ∂Λ n , the GFF with 0-boundary condition is the random
We say that φ is a GFF with free-boundary condition if ∂Λ n = {x 0 }, for some x 0 ∈ Λ n . We say that φ is a GFF with 0 (or Dirichlet) boundary condition if
in other words, the points in Λ n that are in the boundary of [−1, 1] 2 .
An important equivalent characterisation of the GFF, is as the centred Gaussian process with covariance
where the boundary values of the Green's function are associated with the boundary values of the GFF.
A key property to understand the GFF is its Markov property.
Proposition 2.3 (Weak Markov property). Let φ be a GFF in Λ n with 0boundary condition in ∂Λ n . Furthermore, let B be a subset of the vertices of Λ n . Then, there are two independent random function φ B and φ B such that
Let us, now, define a white noise on the edges of Λ n .
Definition 2.4 (White noise). We denote W a white noise, if W is a function on the directed edges of Λ n such that (W ( − → e )) is a standard normal random variable
The discrete gradient of the GFF has an interesting relationship with the white noise. (See [Aru15] as well as [AKM19] for the same decomposition in the continuous setting).
Proposition 2.5. Let φ be a GFF in Λ n , then there exists a Gaussian process ζ( − → e ) such that
2.3 Integer-valued Gaussian free field and the KT transition. In this section, we briefly explain how Fröhlich and Spencer proved their delocalisation Theorem 1.6 as we will rely on the technology they developed (an expansion into Coulomb charges) later in Section 4. We refer the reader to the excellent review [KP17] from which we borrow the notations. See [KP17] for the relevant definitions. For simplicity, we fix a square domain Λ ⊂ Z 2 and we consider the case of free boundary conditions rooted at some vertex v ∈ Λ.
The proof by Fröhlich-Spencer can essentially be decomposed into the following successive steps:
1) The first step is to view the singular conditioning {φ i ∈ 2πZ, ∀i ∈ Λ} using Fourier series 6 thanks to the identity
To avoid dealing with infinite series, proceeding as in [KP17] , we consider the following approximate IV-GFF
In fact, more general measures are considered in [FS81, KP17] : they fix a family of trigonometric polynomials λ Λ := (λ i ) i∈Λ attached to each vertex i ∈ Λ. These trigonometric polynomials are parametrized as follows: for each i ∈ Λ,
Now given a family of trigonometric polynomials λ Λ , they define
We mention this degree of generality to keep the same notations as in [FS81, KP17] and also so that the reader will not get confused when opening these references. Yet, in our present case, we will stick to the case whereλ i (q) = 1 for all i ∈ Λ and 1 ≤ q ≤ N .
2) The second step in the proof is to fix a test function f : Λ → R such that i∈Λ f (i) = 0 and to consider the Laplace transform of φ, f , E β,Λ,λΛ,v e φ,f . As N → ∞ with our choice of trigonometric polynomials, this will converge to the Laplace transform E IV β,Λ e φ,f . (Except instead of conditioning the GFF to be in Z Λ as in Definition 1.5, our convention in this Section is to condition it to be in (2πZ) Λ . (Besides changing constants, this does not make much difference).
By a simple change of variables, this Laplace transform can be rewritten
where the function σ = σ f will be used throughout and is defined by
The main difficulty in the proof in [FS81] is in some sense to show that the effect induced by the shift σ does not have a dramatic effect compared to the exponential term exp( 1 2β f, −∆ −1 f ) so that ultimately,
From such a lower bound on the Laplace transform, one can easily extract delocalisation properties of the IV-GFF.
3) The third (and by far most difficult) step is to control the effect of the shift σ via a highly non-trivial expansion into Coulomb charges which enables to rewrite the partition function as follows:
We refer to [FS81, KP17] for the notations used in this expression and in particular for the concept of charges (i.e. ρ : Λ → R), ensembles (i.e. sets N of mutually disjoint charges ρ) etc.
One important feature of this expansion into charges is the fact that under some (very general) assumptions on the growth of the Fourier coefficients |λ i (q)| (see (5.35) in [FS81] ), it can be shown that the effective activities z(β, ρ, N ) decay fast.
As such we see that at high temperature, the partition function corresponds to a sum of positive measures. (Also the weights c N are positive and s.t. c N = 1).
Remark 2.6. In [KP17] , the authors have introduced a slightly different definition of the free b.c. GFF which makes the analysis behind this decomposition into charges more pleasant (their definition cures the presence of non-neutral charges ρ very easily). One can switch to their more convenient definition in our setting since in the limit N → ∞, both give the same integer-valued GFF.
This crucial third step thus allows us to rewrite the Laplace transform E β,Λ,λΛ,v e φ,f as follows:
.
We rewrite this ratio as follows (thus defining Z N (σ) and Z N (0))
4) The fourth step is an analysis for each fixed ensemble N ∈ F of the above ratio Z N (σ) Z N (0) . Trigonometric inequalities are used here to in order to obtain for each N :
Two crucial observations are made at this stage:
All together this simplifies tremendously the above lower bound, as by using Jensen, one obtains readily
From this lower bound together with the specific construction of the ensembles of charges N , it is then not very difficult to conclude the proof with the desired lower bound
As we will see in Section 4, the effect of shifting the Z fibers by a ∈ R Λ will translate as follows:
The difficulty for us will be that, generically, a is much less regular than σ (defined in (2.8)) which thus makes the Dirichlet energy ∇(σ − a), ∇(σ − a) typically huge. Because of this, we will not be able anymore to rely on the two symmetries above (in particular the use of Jensen is not longer possible except for very specific choices of a, see the discussion after Definition 1.7). We will come back to this in Section 4.
Remark 2.7. The case of Dirichlet boundary conditions has been outlined in the appendix D. in [FS81] and the details of the proof appeared very recently in the appendix in [Wir19] . The proof structure highlighted above for free b.c. still holds except the decomposition into charges needs to be adapted to the presence of a boundary. See the Appendix in [Wir19] .
We also point out that the nice symmetrization argument used in [Wir19] does not apply to our case (as a is far from being harmonic) and also because the symmetrized measure in most cases does not provide informations on the fluctuations we need.
2.4 Link with the a-shifted integer-valued GFF. In this section, we precise the link between our statistical reconstruction problem and the a-shifted IV-GFF introduced earlier (in Definition 1.7).
and where the T -dependent inverse temperature β T is given by
Equivalently, for any functional F :
Proof.
Recall from Definition 1.7,
Now, by desintegration, for any C 0 functional F :
where we have made the slightly unusual choice β T := (2π) 2 T −2 (in order to avoid dealing with √ T in most of the introduction).
L o c a l i s at i o n r e g i m e
In this section, we prove the first part of Theorems 1.1 and 1.2. That is to say, we show that one can recover a GFF knowing exp(iT φ), in fact the recovery function is fairly straightforward:
To show that this is the right function, we need to recall (1.8). It says that to prove the first part of Theorems 1.1 and 1.2, it is enough to show that if φ is a GFF in Λ n and f a fixed smooth function in f E Var φ, f | e iT h = o n 4 .
(3.1)
Let us note that this approach still does not look very useful, as to bound this conditional variance we need to compute the conditional expectation, which is a non-trivial function of exp(iT φ). To circumvent this issue, we write the conditional variance as follows.
where φ 1 , φ 2 are conditionally independent given e iT φ . Let us be more explicit about this law.
Definition 3.1. Let us take φ a GFF in Λ n with any given boundary. We denote (φ 1 , φ 2 ) a pair of GFF in Λ n with the same boundary condition such that a.s. e iT φ1 = e iT φ2 = e iT φ and φ 1 is conditionally independent of φ 2 given e iT φ . In other words
To prove (3.1), we use an averaged Peierls argument.
3.1 Large gradients are costly for a GFF. The first stage to implement Peierls argument, is to show that it is costly for a GFF to have many edges with big gradients. To do this we are going to use the Markov property, i.e. Proposition 2.3. In fact for a given deterministic set B ⊆ Λ n , we need to understand what is the law of the norm of φ B .
Lemma 3.2. Let us work in the context of Proposition 2.3 with B ∩ ∂Λ n = ∅.
(1) The law of φ B 2 ∇ is that of a χ 2 with |B| degrees of freedom.
(2) The law of φ B 2 ∇ is that of a χ 2 with |Λ n \(∂Λ n ∪ B)| degrees of freedom.
Proof. We start defining Harm(B) as the set of functions Λ n → R that are harmonic in Λ n \(B ∪ ∂Λ n ) and take value 0 in ∂Λ n . In fact, we have that Φ B is the orthogonal projection of φ to Harm(B) under the inner product ·, · ∇ (see for example Section 2.6 of [She07] ). One can, now, check that the subspace Harm(B) has dimension |B| from which (1) follows. As φ B is the orthogonal projection under Harm(B) ⊥ , (2) follows by a similar reason, as the space of functions with 0 boundary condition on B ∪ ∂Λ n has dimension |Λ n \(∂Λ n ∪ B)|.
We can now use this proposition to obtain the basic input we need for a Peierl's argument.
Lemma 3.3. Let φ be a GFF in Λ n with either 0 or free boundary condition. Then, there exist constants α, C, u 0 > 0 independent of Λ n such that for all a finite set F of edges and all u > u 0
Proof. We use the Markov property of the GFF (Proposition 2.3) with the subset of vertices B such that x ∈ B if there exists xy ∈ F . Let us note that |B| ≤ 2|F |. We have that
(3.2) has the law of a χ 2 with |B| degrees of freedom. Let us note that thanks to Proposition 2.3 (1), we have that
We can now use Lemma 3.2 (1), to continue and see that when u is big enough
where we used that |F | ≤ 4|B|.
The
GFFs φ 1 and φ 2 agree on a dense percolating set.
3.2.1
The 0-boundary case. Take φ a 0-boundary GFF in Λ n and assume we are given an instance of e iT φ . Let us sample two conditionally independent copies φ 1 , φ 2 given e iT φ as in Definition 3.1. Let us now introduce the following definition Definition 3.4 (I). We denote I := I(φ 1 , φ 2 ) the connected component connected to the boundary, ∂Λ n , of the random set {x ∈ Λ n , φ 1 (x) = φ 2 (x)}.
Recall that by definition, φ 1 , φ 2 are GFF with zero boundary conditions and as such one needs to have φ 1 ≡ φ 2 on ∂Λ n .
Our goal in this subsection is to show via an annealed Peierls argument, that with high probability when T is small, the random set I is percolating inside Λ n . To study this, for any x ∈ Λ n we define O(x) as the empty set if x ∈ I and as the connected component containing x of Λ\I if x / ∈ I. Our main observation is that having an edge connecting O(x) with Λ n \O(x) is costly in the sense that it forces either |∇φ 1 (e)| or |∇φ 2 (e)| to be larger than π/T . Indeed the values of φ 1 and φ 2 are fixed modulo 2πT , in other words for any x ∈ Λ n and i ∈ {1, 2},
This way, if φ 1 , φ 2 agree on x but disagree on y ∼ x, this means that either |φ 1 (x) − φ 2 (y)| ≥ 2π/T which implies that at least one gradient must be larger than or equal to π/T . We then have the following proposition.
Proposition 3.5. Using the definitions introduced above, for all T small enough there exists (T ) > 0 and C > 0 such that
Proof. Let us note that if diam(O(x)) ≥ L there is a subset of edges η of length at least L such that its dual is a connected path surrounding x and for every e ∈ η either |∇φ 1 (e)| ≥ π/T or |∇φ 2 (e)| ≥ π/T . This implies that
Let us fix η and suppose that for all e ∈ η, either |∇φ 1 (e)| ≥ π/T or |∇φ 2 (e)| ≥ π/T . This implies that there exists a F ⊆ η and i ∈ {1, 2} such that for all e ∈ F we have that |∇φ i (e)| ≥ π/T . This implies that
where we used Lemma 3.3 and that both φ 1 and φ 2 have the law of a GFF in Λ. Additionally,α := απ 2 /2 . Thus, (3.4) is less than or equal to
where we used that the amount of η such that |η| = k and η surrounds x is less than or equal to C3 k , and that T is such that αT −2 − log 6 > 0.
(3.5)
3.2.2
The free boundary case. We need to modify significantly the above definitions in order to analyze the free boundary case. We assume the free boundary GFF is rooted at some vertex x 0 ∈ Λ n . As in the Dirichlet case, (φ 1 , φ 2 ) will still denote two conditionaly independent copies of the GFF given e iT φ . The main difference w.r.t. Dirichlet is that when T is small, it is no longer true that with high probability φ 1 and φ 2 will agree on a large percolating set. Instead, we will find a large set, which we will call I again together with a random integer m I ∈ Z such that
Let us then introduce the following sets: for each m ∈ Z, let
If there are two of the same size, we choose one in a deterministic way. From these subsetsÎ m , we define the set I as well as the connected components {O(x)} x∈Λn as follows:
• If there is a unique m 0 ∈ Z s.t.Î m0 has (graph) diameter larger than n 2 , then we define I :=Î m0 and for any x ∈ Λ n , we define O(x) to be empty if x ∈ I and to be the connected component of x in Λ n \ I otherwise. • If on the other hand, one can find two integers m 1 , m 2 s.t. bothÎ m1 and I m2 have diameter greater than n 2 , then we define
We can now state the analogue of Proposition 3.5 for free b.c.
Proposition 3.6. Let φ 1 , φ 2 two free-boundary GFF such that exp(iT φ 1 ) = exp(iT φ 2 ) and conditionally independent given exp(iT φ 1 ). Then using the above definitions (for free b.c.), for all T small enough there exists (T ) > 0 and C > 0 such that for all x ∈ Λ n ,
Proof. The proof follows the same lines as in the Dirichlet case, as Lemma 3.3 does not care about the boundary conditions. The only difference is that we need to deal with the dichotomy entering into the definition of the set I. (Dichotomy which does not exist for Dirichlet). For this, note that in order to have two setŝ I m1 ,Î m2 with m 1 = m 2 and both have diameter ≥ n/2, there must exist at least one path η in the dual graph (Z 2 ) * which has diameter greater than n/2 and which satisfies the constraint that any e ∈ η is such that either |∇φ 1 (e)| ≥ π T or |∇φ 2 (e)| ≥ π T . By Lemma 3.3 and the same argument that in the Dirichlet case, such a case only happens with probability less than O(n) exp(−α 10T 2 n). Note that the same argument implies that there is at most one connected component of
T } with diameter at least n/2 Let us now see that with high probability there is one I m with size at least n/2. If this were not the case, there would be a dual path from the top to the bottom of Λ n such that that any e ∈ η is such that either |∇φ 1 (e)| ≥ π T or |∇φ 2 (e)| ≥ π T . As before, this case only happens with probability less than O(n) exp(−α 10T 2 n).
Note that after defining I, the argument of Proposition 3.5 implies that the possibility for any point x that O(x) is huge only arises with exponentially decaying probability in the diameter n. Because the event of existence of I does not hurt the uniform bound (in L ≤ n) in the proposition.
3.3
The conditional variance is small for 0-boundary GFF. We will now prove (3.1) for a 0-boundary GFF. Let us now study the law of (φ 1 , φ 2 ) conditionally on I and the values of φ 1 on I. We fix e iT φ , I, and the values of φ 1 on I and take (ϕ 1 , ϕ 2 ) a possible value of (φ 1 , φ 2 ) that satisfy the conditioning. Note that to check whether (ϕ 1 , ϕ 2 ) is a possible realisation, one just needs to check that (ϕ 1 ) |I = (ϕ 2 ) |I = (φ 1 ) |I , and that for any O connected component of Λ n \I, the pair (ϕ 1 , ϕ 2 ) restricted to O locally satisfies the conditions. Furthermore, if we defineŌ the graph induced by all the edges in Λ n that have at least one vertex in O we have that
(3.6)
As a consequence of (3.6), we have that under this conditional law the law
We can now just bound From the fact that exp(− (T ) x − y ) decreases exponentially as x − y goes to infinity, we have that
which proves (3.1).
3.4
The conditional variance is small enough for free boundary Gaussian free field. We will now prove (3.1) for a free-boundary GFF. The proof is very similar to that of the 0-boundary condition so we are going to do a sketch of the proof only highlighting the difference with the Dirichlet boundary case. Let us take (φ 1 , φ 2 ) a pair of GFF with 0-boundary condition in {x 0 } coupled as in Definition 3.1. Thanks to Proposition 3.6, we have that there exist a (random) set I and a (random) integer n such that for all y ∈ I, Φ 1 (y) = Φ 2 (y) + 2πm I /T , and furthermore for any x if we define O(x) as the connected component of Λ n \I containing x, we have that P(diam(O(x)) ≥ L) ≤ exp(− (T )L).
(3.9)
Let us note that the same argument as in Subsection 3.3 together with the estimate of Proposition 3.7 implies that for any smooth function f : [−1, 1] 2 → R we have that
Let us, now, note that for any continuous function f with f = 0, we have that
(3.10)
Which finishes the proof 3.5 The conditional variance at a given point is bounded. In this subsection, we are going to improve the result of (3.8) for the case f = 1 x .
Proposition 3.7. Let φ 1 and φ 2 two zero boundary (or free-boundary) GFF taken by the law of Definition 3.1. Then, for all T small enough there exists K > 0 such that for all n ∈ N E (φ 1 − φ 2 ) 2 (x) ≤ K.
(3.11)
Proof. We start with (3.11) and with φ a 0-boundary GFF as in Subsection 3.3. Let γ be a horizontal in Λ n from ∂[−1, 1] 2 to x. We say that the edge e belongs to γ ∩ O(x) if e ∈ γ and e ∩ O(x) = ∅. We then have that
(3.12) Thus,
We can now upper bound E (φ 1 − φ 2 ) 2 (x) by We conclude (3.11) by first noting that Var(∇(φ 1 −φ 2 )(e)) ≤ 4 thanks to Proposition 2.5, and by the fact that P [e, e ∈ O(x)] ≤ exp(−ω(T ) max{d(e, x), d(e , x)}).
To prove (3.11) in the free-boundary case with 0 value in z, we need to control the value of n := (φ 1 − φ 2 )(z)/(2πT ) at a point z ∈ I (recall that this value is a constant in I). This is done by using the same technique as above to prove that for any x
As φ 1 (x 0 ) = φ 2 (x 0 ) = 0, this implies that
We conclude, by putting together (3.13) and (3.14). Proof. The proof of the Proposition follows the same lines as the proof of (3.8). The main difference is that we now use that
The proof of (3.16), is close to that of (3.11). The only difference is that one needs to choose γ a straight line going from ∂[−1, 1] 2 to y in such a way that the distance from x to γ(·) is a decreasing function (in particular the distance from γ to x is equal to that of y to x).
D e l o c a l i s at i o n r e g i m e
We start by proving the roughening transition for generalized integer-valued fields (Theorem 1.8) and then, as a corollary, extract the delocalisation regime for our statistical reconstruction problem.
4.1 Proof of Theorem 1.8. In this proof, we focus on the case of Free boundary conditions (as in [FS81, KP17] ), however following the Appendix D. from [FS81] or the recent [Wir19] (see Remark 2.7), our proof works in the exact same way in the Dirichlet case.
Recall from Subsection 2.3 and from (1.13) in [KP17] the following series expansion for the Laplace transform of the discrete GFFs with periodic weights λ Λ = (λ j ) j∈Λ (we assume the same hypothesis as in Theorem 1.6 from [KP17] )
(4.1)
We will denote by E a β,Λ,λΛ,v or µ a β,Λ,λΛ,v the discrete GFF whose periodic weights are shifted by environment a, namely:
The shift by a easily translates into the following expression for the Laplace transform under µ a β,Λ,λΛ,v : Following the same analysis as in Section 3 from [KP17] (or also Section 5 in [FS81] ), we obtain the following lower bound on the ratio of partition functions,
As mentioned in Subsection 2.3, one major observation in [FS81] is that S(N , φ) := S(N , a ≡ 0, φ) = −S(N , −φ). Indeed this property together with the fact that the probability measure
is invariant under φ → −φ avoids controlling terms such as exp(S(N , φ)) thanks to Jensen:
Claim 3.2. in [KP17] then shows that when β is sufficiently small,
which thus ended the proof in [FS81, KP17] .
In our present setting, the functional φ → S(N , a, φ) introduced in (4.6) is no longer an odd functional of φ. Furthermore, the Lower-bound (4.5) suggests introducing the following a-reweighted probability measure
which is no longer invariant under φ → −φ. This lack of symmetry does not allow us to rely on Jensen and we are left with analyzing the quantity e S(N ,a,φ) dP a N (φ)
We will not succeed in controlling the full Laplace transform but will instead extract bounds on the first and second moments from the series expansion near α ∼ 0 of the Laplace transform α → E a β,Λ,λΛ,v e α φ,f .
CHRISTOPHE GARBAN AND AVELIO SEPÚLVEDA
For any α ∈ R, we have (recall (4.3), (4.5) and (4.7)) the lower bound
This Taylor expansion holds first because we are in the regime where β can be chosen small enough so that the denominators are uniformly ≥ 1/2 (see [FS81, KP17] ), and second because our parameters Λ, β etc. are fixed as α is going to zero.
First order analysis. At first order in α, we obtain combining (4.8) and (4.10) that for any f : Λ → R and as α → 0,
In particular, identifying order 1 terms (and recalling that σ := 1 β (−∆) −1 f , see (2.8)), we thus have for any f : Λ → R,
The key observation at this stage is that for each collection of charges N , the functional
is linear in f . Obviously the functional f → E a β,Λ,λΛ,v φ, f is linear as well. Now by using this linearity and plugging −f into the above inequality, we obtain a rather surprising exact expression for the mean value of φ, f under the measure µ a β,Λ,λΛ,v . We state this exact identity as a proposition below and we call it modular invariance identity for reasons which will be explained in Appendix A. 
(4.12)
Remark 4.2. This exact identity, as we shall see below, is a key step in our proof. Because it is so central and since it does not look like anything familiar, we added Appendix A to give a longer but more natural second derivation of this identity. It should not come as a surprise that our second derivation is longer as the above one relies in fact on several key parts of the proof of Fröhlich-Spencer [FS81] . Appendix A gives a complementary interpretation/explanation of the origin of such an identity. In particular in Appendix A, we shall view the shift vector a = {a x } x∈Λ as an exterior magnetic field and we will also explain why we call this identity "modular invariance" due to a relationship with the functional equation for Riemann-theta functions.
Second order analysis. The above identity for the first moment will be instrumental in bounding from below the desired second moment as we shall now see.
Again by combining (4.8) and (4.10), we find that
The first order term are equal by Proposition 4.1 and from the second order terms, we extract the following lower bound
first by applying Cauchy-Schwarz inequality to a suitable probability measure on the coupling (N , φ). And then we used Proposition 4.1 for the last equality, i.e. the modular invariance identity (4.12). This ends our proof.
Non-recovery phase (T > T + rec ).
In this subsection, we complete the nonrecovery phases of Theorem 1.1 and 1.2.
As in Definition 3.1, let (φ 1 , φ 2 ) be two conditionally independent instances of φ given φ (mod 2π T ) = 2π T a. By Lemma 2.8, the law of (φ 1 , φ 2 ) is given by 2π T (ψ 1 , ψ 2 ) where ψ 1 , ψ 2 are independently sampled according to P a,IV β T =2π 2 /T 2 .
CHRISTOPHE GARBAN AND AVELIO SEPÚLVEDA
Thanks to this, we have that for any continuous function f :
Furthermore, let us note that because both φ 1 and φ 2 are two GFF we have that
Therefore, using Paley-Zygmund inequality we have that
Now, we use that for any deterministic function F depending only on exp(iT φ), we have that F (exp(iT φ 1 )) = F (exp(iT φ 2 )). Using this we can compute
We conclude by noting that for any continuous non-zero function f , we have that f, (−∆) −1 f ≥ Cn 4 .
To finish, let us show (1.3). We start by noting that
We now see that
We now complete this Section by proving Corollary 1.3.
4.3
Proof of Corollary 1.3. Let us take φ n → Φ in probability for the topology of the space of generalised functions. Let us now analyze the two regimes T 1 and T 1.
Small
T . Let us note that thanks to part (1) of Proposition 1.1, we have that for any smooth function f (with 0-mean if we are in the free boundary case). We have that 1 n 2 F T (e iT φn ), f = φ n , f + F T (e iT φn ) − φ n , f → (Φ, f ).
From this we see that F T (e iT φn ) also converges in probability to Φ. 2 ) be two GFF coupled as in Definition 3.1, we see that in this case
2 )). have the law of a GFF in Λ n we see that the pair (φ
2 ) is tight. We can now take a subsequence of (φ
2 ), that we denote the same way such that (φ
. The second part of Theorems 1.1 and 1.2 imply that Φ 1 = Φ 2 . However, we have that (by the contradiction hypothesis)
which is a contradiction with (4.20).
T h e r e i s a lway s i n f o r m at i o n l e f t
The objective of this section is to prove that for any T > 0, exp(iαT φ) gives nontrivial (macroscopic) information of φ. More precisely, in this section we quantify how much information is preserved under the operation φ → φ (mod 2π T ). Let us note that Theorem 1.8, implies that for all possible values of exp(iT φ) and for all T big enough there exists ε(T ) such that
Let us remark that it is not clear whether this ε(T ) is a technical constant coming from the proof or whether it is telling us something meaningful about the model. In the following proposition we show that in the average case the existence of this ε(T ) is not technical. In fact, in Remark 5.2 bellow we give an interpretation of its meaning. See also Remark 5.3 for the link with the ε = ε(T ) correction in Fröhlich-Spencer.
Proposition 5.1. Let T > 0 and φ be a GFF with either free or 0 boundary condition in Λ n . Then, there exists ε (T ) > 0 such that
Furthermore, we have the following upper bound for ε (T ) when T 1
Remark 5.2. Proposition 5.1 should be interpret in the following way:
The field exp(iT φ n ) gives non-trivial information of the GFF φ n . This is because, if this were not the case we would have that for any continuous function f :
where G is the continuous Green's function in [−1, 1] 2 . In the Statistics world, we would say that Proposition 5.1 means that exp(iT φ) explains at least ε (T ) of the variance of φ.
where the last line comes from the independence between the value of W in different edges, and the fact that W ( − → e ) = −W ( ← − e ). The equality of this last line may seem innocent but it is the may reason why the problem simplifies when we work with the white noise. Let us note that the random variable E [W ( − → e ) | exp(iT W ( − → e ))] is centred and has the same law for all − → e . Furthermore, it is independent for all e = e . Let us define
We can now compute
from where we obtain (5.1).
To obtain (5.2), we remark that we set ε (T ) = σ(T ). When T 1, one can get (5.2) by estimating (5.5) using (A.1) and Lemma 2.8.
Remark 5.3. Proposition 5.1 is one of the reasons that this model is a laboratory for the IV-GFF. In this case, it allows us to conjecture that the best ε(T ) that one can obtain in the result of Fröhlich and Spencer at inverse temperature β 1 is Ω(βe −1/β ). The main focus of this section is to state several conjectures. However, we also prove some intermediate results which are interesting on their own and which will give support to each of these predictions.
6.1 Lower bound on the value of T − rec . The objective of this part is to justify the following conjecture:
We have two reasons to believe this conjecture, both of them related to the continuum Gaussian free field. The first reason concerns the so-called imaginary chaos and the second one is related to the flow lines of the continuum GFF.
6.1.1 Reason 1: Imaginary chaos. We will not introduce all the definitions here. We refer to [LRV14, JSW18] for context and the definition. Take Φ a 0-boundary continuum Gaussian free field in a domain D ⊆ C and let ν x ε be the uniform measure on ∂B(x, ε). We normalise Φ so that if d(x, y) ≥ ε
Let us take α and define V α as the imaginary chaos associated with α.
Here the limit is taken in the space of distribution, and it is only non-trivial in the case α < 2 √ π. Note that our normalisation is different from the one in these references, in which our α correspond toα = √ 2. We can now prove the following result. Proposition 6.1. Assume (H 1 ) There existsα such that for all α <α the GFF Φ can be measurably recovered from V α (Φ), i.e., that there exists a deterministic measurable function F such that a.s F (V α ) = Φ.
Then, we have that T − rec ≥α.
In fact, we expect that (H 1 ) holds forα = 2 √ π. Indeed, it is conceivable that a technique similar to the one developed by [BSS14] may apply in this case. However, let us emphasise that this case is more subtle as one needs to connect the local fluctuations all the way to the values of the boundary. To prove proposition 6.1, we need to show that the discrete imaginary chaos is converging to the continuous one. Proposition 6.2. Let φ (n) be a discrete 0-boundary GFF in Λ n and let
then for all α < 2 √ π, as n → ∞
, in law, for the topology of generalised functions. Here Φ is a 0-boundary GFF in [−1, 1] 2 .
As this section is concerned mostly with conjectures we will only do a sketch of the proof of this result. The main input is the fact that Theorem 1.3 of [JSW18] which states that (Φ, V α (Φ)) is characterised by its moments.
Proof. We start by recalling that, thanks to Theorem 1.3 of [JSW18] , the field (Φ, V α (Φ)) is characterised by its moments. By this, we mean that it is characterised by
where all f · are smooth functions in [−1, 1] 2 (with 0-mean if Φ is a free-boundary GFF). The function C(·, ·, ·) is called the correlation function of this model. By a simple (but lenghty) computation one can see that (6.1) also appears from the discrete setting
at least when all function f s have different support. This can be proven by noting that C is obtained only from the Green's function and that the discrete Green's function is converging to the continuum one (Corollary 3.11 of [CS11] ). To finish, one needs to show that (6.2) is true for all possible f s. This can be done using the dominated convergence theorem. To see that the sum coming from the LHS of (6.2) is uniformly dominated one uses Theorem 2.5 of [CS11] , i.e., that
and uses the same techniques as Section 3.2 of [JSW18] .
We can now prove Proposition 6.1.
Proof of Proposition 6.1. Take φ (n) 1 and φ (n) 2 two 0-boundary GFF coupled as in Definition 3.1. Thanks to Proposition 6.2, we have that the 4-tuple
, any accumulation point of the sequence and note that because for all n ∈ N, a.s. V α 1,n = V α 2,n we have that V α 1 = V α 2 . This equality implies, thanks to Assumption (H 1 ) that a.s. Φ 1 = Φ 2 . Then, as all accumulation points are the same we have that, in fact, as n → ∞ 
As this implies that E Var φ
, we conclude as in the beginning of Section 3. Remark 6.3. Let us note that even if we Assumption (H 1 ) is proven, this only shows that E Var φ (n) 1 , f = o(n 4 ), which is a weaker result than the one in Proposition 3.8 in which we showed that E Var φ (n) 1 , f = O(n 2 ). 6.1.2 Reason 2: flow lines. Flow lines of the Gaussian free field were introduced in [She05, Dub09] and were studied in depth in [MS16a, MS16b, MS16c, MS17] . Informally, they can be described as the curve which is the solution of
where Φ is a GFF in a simply connected domain D and u is a harmonic function. For us it is important to note that the curve η should only be determined by e i( √ 2π Φ χ ) . This will motivate Assumption (H 2 ).
Flow lines can be defined using the concept of local sets [SS13, Wer16] . In other words, η is a flow line of a GFF Φ if for any stopping time τ of the natural filtration of η we have
, Φ ητ has the law of a GFF of D\η τ and h ητ is a harmonic function in D\η τ . Let us remark that in this case the function h ητ is, in fact, a measurable function of η τ . In fact, it can be found in Theorem 1.1 of [MS16a] .
A generalisation of flow-lines is given by the angle-varying flow lines defined in Section 5.2 of [MS16a] , which can be roughly described as running a flow line with initial angle θ 1 until a stopping time 7 ) τ 1 , and then continue with an angle θ 2 until a stopping time τ w , and continue until finitely many iterations. This lines are called η τ1...τ θ1...θ and they are a measurable function of Φ, the GFF they are coupled with (Lemma 5.6 of [MS16a] ).
In fact, Proposition 5.9 of [MS16a] , shows that if χ ≥ 1/ In other words, Φ is a deterministic function of (η This allows us to show the following proposition.
Proposition 6.4. Take φ n a 0-boundary GFF in Λ n ,assume 6.2 Level line of exp(iT φ). In [SS09] , the authors showed that the level line of a zero boundary GFF with a special boundary condition converges in law to an SLE 4 . We believe a similar story holds for both exp(iT φ), and more importantly for the Villain model. Let us be more explicit.
We define u n as the bounded harmonic function in Λ n \∂Λ n with boundary condition λ = π/8 in ∂Λ n ∩ {x : Re (x) ≥ 0} and −λ = − π/8 in ∂Λ n ∩ {x : Re (x) < 0}. It is shown in [SS09] , that if φ n is a GFF in Λ n with 0-boundary condition and η the level line of φ + u n . That is to say η (n) (·) is a path in the dual of Λ n that has the following properties (see Figure 6 ):
• It goes from the dual of the edge (−i + 1/n, −i) to the dual of the edge (i − 1/n, i). • The primal edge associated to a dual edge in the path is such that φ n is negative to its left and positive to its right. Theorem 1.4 of [SS09] is that η (n) (·) parametrised by capacity converges in the uniform topology to an SLE 4 . This result is improved in [SS13] by showing that as n → ∞ (φ n , η (n) ) → (Φ, η) in law. Here (Φ, η) are such that Φ is a GFF in [−1, 1] and η is the so-called level line of the continuous GFF. More precisely, η is a measurable function of Φ and the law of Φ conditioned on η is such that
where Φ L , resp. Φ R , is a GFF in the domain to the left, resp. right, of η with −λ, resp. λ, boundary condition (see Figure 7) .
We now have the tools to prove Corollary 1.4.
Proof of Corollary 1.4. We assume that φ n → Φ a continuum GFF and define
Let us now prove that the set L (n) converges in probability to η the level line of φ. To do this, it is enough to show that for all q, L (n) (q) converges in probability to η(q). Thanks to Theorem 1.4 of [SS09] we have that η (n) (q) converges in law to η(q), now it suffices to show that as n → ∞
The image shows how the limiting curve η separates the domain in to two different domains, the left where the GFF has −λ boundary condition and the right where its boundary condition is λ.
To do this, we use the same trick as always. Let (φ
2 ) be two GFFs coupled as in Definition 3.1, we know that thanks to (1) of Theorem 1.1 (φ
Here the topology on the curves is that of the uniform distance for continuous curves. As a consequence of the convergence we have that for any q ∈ Q
Due to the fact that the set Λ n is bounded, we conclude that
This concludes the proof, as it proves (6.6).
Corollary 1.4 gives us a explicit way to recover the level line of the GFF given its e iT φn . However, this recovery does not locally depend on the field. We also believe that it is possible to recover the level line via an explicit local function of the e iT (φn+un) : its own level line. Now, we let T be small enough such that T λ < π, in this way the imaginary part of exp(iT u n (x)) has the same as sign as the real part of x. We also define η (n),T (·), the level line of the imaginary part exp(iT (φ n + u n )). We conjecture the following.
Conjecture 2. There exists a small enough T c such that for all T < T c , η (n),T converges in law to a SLE 4 . Furthermore, η (n) and η (n),T converge to the same limit.
A part from Corollary 1.4, we have two other reasons to believe in this conjecture. The first one is the fact that the gradient of φ n in its level line η (n) is, in mean, upper and lower bounded (see Lemma 3.1 of [SS09] ). Thus, one could expect that most edges in η have corresponding primal edges for which Im(exp(iT φ n )) is negative on its left vertex and positive on its right one.
The second reason is that level lines do not get close to each other, neither to itself. This can be seen in Section 3.4 and 3.5 of [SS09] , or by understanding their scaling limit as in Remark 1.5 of [WW16] .
As we said before, we conjecture that we have a similar result for the Villain model. In fact, Fröhlich and Spencer conjectured that the Villain model at low temperature T is close to the imaginary exponential of a GFF with a slightly different temperature T Vil := T Vil (T ) > T (see Section 8.1 of [FS83] ). This allows us to interpret Conjecture 2 as follows.
Conjecture 3. Take T small enough and let ψ n be a Villain model in Λ n with temperature T and boundary values given by exp(−iλ T Vil ) in the left side of the boundary, i.e. ∂Λ n ∩{x : Re (x) ≥ 0}, and exp(−iλ T Vil ) in ∂Λ n ∩{x : Re (x) ≥ 0}. If we take η (n) to be the level line of the imaginary part of ψ, then η (n) converges in law to an SLE 4 (see Figure 8 ). In fact, the result should hold for a more generally boundary values.
Conjecture 4. Take T small enough and let ψ n be a Villain model in Λ n with temperature T and boundary values given by exp(−ia) in the left side of the boundary, i.e. ∂Λ n ∩ {x : Re (x) ≥ 0}, and exp(a) in ∂Λ n ∩ {x : Re (x) ≥ 0}. Then for a small enough, we take η (n) to be the level line of the imaginary part of ψ, then η (n) converges in law to an SLE 4 (ρ), with ρ = a/(λ √ t) − 1.
6.3 Upper bound on the value of T + rec . In fact, the analysis of level lines of the GFF, makes us believe the following conjecture.
Conjecture 5. We have that T + rec ≤ 2 √ 2π.
Let us note that the value 2 √ 2π, it is the smallest value of T so that exp(iT λ) = exp(−iT λ). This is to say that this is the value for which we could not expect to recognize the macroscopic difference between the left and the right side of the level line η introduced in Section 6.2.
The level line η is fundamental to be able to recover the GFF. This is shown, for example, in the construction of the free-boundary GFF given in [QW18] .
There is another reason why we believe that one cannot recover φ when T = 2 √ 2π. It has to do with the level set of the GFF.
Although the GFF is not a function, one can still define A −a,b . This is informally, the (connected component connected to the boundary of the) preimage of [−a, b]. The case a + b = 2λ is special. These are the values such that exp(−iT a) = exp(iT b). Furthermore, in [AS18] , it is shown that these are the only values of a and b such that the following happens This property implies that the places where the GFF takes values −a and the ones where it takes values b are mesoscopically separated, i.e. they are not macroscopically far apart. As the function x → exp(i2 √ 2πx) cannot distinguish between −a and b, we believe it is not possible to recover A −a,b just by knowing exp(i2 √ 2πφ). This would make impossible to recover all the macroscopic information of the GFF.
A V i e w i n g t h e s h i f t a = {a i } i∈Λ a s a n e x t e r i o r m ag n e t i c f i e l d
The goal of this appendix is to provide a different proof of Proposition 4.1. The idea of this proof was inspired to us by an inspection of this exact identity in the simplest possible case of a Gaussian free field on a single point {x} with Dirichlet boundary condition, namely a Gaussian N (0, 1 β ). The appendix is organized as follows, first we investigate the case of one point, then we make a link with Riemanntheta functions (thus explaining the name modular invariance) and finally we give a second proof of Proposition 4.1.
A.1 Warm up: GFF with one point and Jacobi-theta function. Let us consider the GFF on a graph with two points {x, y} with 0-boundary conditions in y. The partition function of the a-shifted integer valued field (here the vector a is just one parameter which we call a) reads as follows:
In the limiting case where we plug the following infinite Fourier series
into the Fröhlich-Spencer expansion on one point, it can be checked that the identity (4.12) reads as follows
which is correct for any β > 0 and any real a ∈ (−π, π). (Note interestingly that it is degenerate for the L.H.S as β → 0 but not for the R.H.S!)
One way to prove this identity is to notice its link with Jacobi's theta function. Indeed the later is classically defined as follows (see for example [Mum83] ). Jacobi's first modular identity states that
. This identity gives us:
from which one can prove the identity (A.1) by taking a log-derivative in a. Note that one may also avoid using Jacobi's identity and reprove things using a Poisson summation formula. We indicate the link here as our shift-parameter a which is central to our work is naturally associated to the first argument z of the theta function θ (while the second argument τ is related to the inverse temperature).
The argument we just outlined bares some resemblance with the fact that, in an Ising model with an exterior magnetic field h, one can compute the average magnetization as a derivative w.r.t h of the free energy log Z. In our context, we used that n∈Z exp(− β 2 (2πn + a) 2 ) · (2πn + a) n∈Z exp(− β 2 (2πn + a) 2 ) = − 1 β ∂ a log (Z(β, a) ) .
This suggests that our key identity (4.12) for a general domain Λ ⊂ Z 2 should be reminiscent of the way to recover the average magnetic field of the Ising model from the derivative in h of its Free energy log Z. We implement this idea in the rest of the appendix by viewing the vector shift a = {a i } i∈Λ acting as an external magnetic field. We prove Proposition 4.1 along these lines in two steps:
A.2) First, as in the case of one-point, we work in the limiting case of infinite Fourier series at each vertex x ∈ Λ. This makes the analogy with an Ising-model clearer and makes a connection with the modular invariance of certain Riemann-theta functions. From the intuition gathered here, we notice that the key identity (4.12) is an appropriate log-derivative w.r.t a, namely − σ, ∇ a log Z = − 1 β (−∆) −1 f, ∇ a log Z . A.3) In the second part, we work in the finite cut-off case. Here it is not so clear how to recognise the integral against f, φ on the R.H.S of the identity (4.12). The reason comes from the fact that expansion into charges from [FS81] (and particularly the effect of the complex translation under spin-waves) somehow obfuscates the readability of E a β,Λ,λΛ,v φ, f . To end the proof, we first get around the blurring effect caused by the expansion into charges from [FS81] (using the matching of partition functions before and after expansions into charges) and then connect to an actual average of φ, f by running Gaussian integration by parts.
A.2 Riemann-theta function and a-shifted integer valued GFF.
In this section, we implicitly rely on expansions into infinitly many charge configurations in [FS81, KP17] by attaching to each vertex i ∈ Λ the following infinite trigonometric series λ i (φ i ) = 1 + 2 ∞ k=1 cos(k(φ i − a i )) .
We will not properly justify here that the series are well defined as our goal is to justify properly in the next section the key identity (4.12) which holds in the finite cut-off case 3), we know that for any function g : Λ → R, we have g, ∇ a log Z(β, a) = g, ∇ a logZ(β, a) .
As such, this implies with g = σ the following formula for E IV β,Λ,a φ, f : E IV β,Λ,a φ, f = − σ, ∇ a logZ(β, a) . Let us then compute this gradient ∇ a and check that it gives us the desired identity: We claim that the identity (4.12) is reminiscent of the suitable log-derivative (i.e. taking F (a) → − σ, ∇ a F (a) ) of the modular invariance identity for Riemann-theta function (see for example 5.1 in [Mum83] ) which states that θ(Ω −1 z, −Ω −1 ) = det(−iΩ) exp(iz T Ω −1 z)θ(z, Ω) .
(A.5)
A.3 Blurring effect of the decomposition into charges. In this subsection, we work with finite cut-off Fourier series (and therefore do not need to worry with convergences of series) and we end our alternative proof of Proposition 4.1. By running the same computation as the one outlined above for the infinite trigonometric series, we have that the R.H.S in the identity (4.12) is given by − σ, ∇ a logZ N (β, a) 40 CHRISTOPHE GARBAN AND AVELIO SEPÚLVEDA whereZ N (β, a) denotes here the rewriting by Fröhlich-Spencer of the finite-cutoff partition function (i.e.Z N (β, a) = N ∈F c N Z a N (0)). The key point here is that it is not clear how to recognise the expectation E a β,Λ,λΛ,v φ, f from the above log-derivative. To make that identification easier, one should rely instead on an easier expression of the partition functionZ N (β, a). Indeed we will instead work with the initial expression of the partition function before subtle expansions into charges are made. Namely, we consider .
We now wish to compare this with an expression for E a β,Λ,λΛ,v φ, f : which ends our proof as we obtained, as desired, the same expression as for − σ, ∇ a logẐ N (β, a) .
