ABSTRACT In order to improve the utilization efficiency of Internet of Things (IoT), more collaboration is preferable in the collection and exchange of data. When multiple applications/tasks request data from a sensor, we can make use of data sharing among the tasks as long as the data meets the time-sensitive QoS requirements of the tasks. This would in turn reduce both the total sensing time and the energy consumption, which is a significant concern in IoT systems. A practical question is how to design an efficient schedule to enable more data sharing and less sensing time. This paper addresses such a problem by developing algorithms with performance guarantees, respectively, for the offline and online scenarios. Two task models are studied, respectively, first-in first-out (FIFO) task model and arbitrary deadline (AD) task model. We first provide an optimal algorithm for FIFO tasks in the offline case, and then we study the online case, in which data requests arrive dynamically without prior information. For FIFO tasks, we develop an online twocompetitive algorithm that always incurs a total sensing time no more than two times of the optimal solution. For AD tasks, we devise an online algorithm that is O(log L) competitive, where L is the maximum length of the time duration of the tasks. Simulation results validate the efficiency of our online algorithms.
I. INTRODUCTION
Internet of Things (IoT) enables the data collection and exchange by connecting various objects/things, which has created many exciting applications, e.g., smart cities, smart grids, and mobile crowdsensing ( [1] , [7] , [18] , [23] ). In an IoT system, there is usually a group of sensors as data providers and a central platform as the coordinator. Multiple applications could submit their data requests to the platform and these requests would be allocated to the sensor nodes as tasks; then the sensor nodes would perform the sensing tasks and transmit the sensed data to the platform.
A platform simply connects the sensors without further collaboration among data provider and requester, and it may not be able to fully exploit its utilization and the efficiency of sensors, energy, data, etc. In order to improve data collaboration and increase the overall efficiency of the platform, many research efforts have been invested in the possible collaboration strategies. However, most of the previous works consider the sensing as an independent process and ignore the collaboration from the data sharing aspect. Although the arrival time and data amount required by each requester may be different, the sensed data can be shared by multiple requesters or applications as long as the data meets its timesensitive QoS requirements, which would further save energy as well as data traffic [8] , [13] . For example, in traffic monitoring sensor network systems, there are many applications in the control center platform, such as driving directions computation, traffic characterization, congestion prediction, cab fleet management or urban planning tools [12] , which may request remote data, such as volume and average speed of traffic sampled, from a road traffic sensor. These information may be requested (in different time or for different amounts) by different applications, therefore, the road traffic sensors could combine and share the sensed data among different requests. Besides, in participatory sensing systems, data sensed from smartphones may be shared or requested by multiple applications, which submit requests through tasks to the central platform [15] .
We use an example shown in Fig. 1 to illustrate that the collaboration via data sharing among requesters can be exploited to reduce the energy consumption and data traffic. There are two data sampling requests, where the first application/ task J 1 arrives at 8am and departs at 1am, and task J 2 arrives at 11am and departs at 15pm. Each task requires a sensing service in a continuous interval with a length of 2 hrs in its specified period. Fig. 1 shows two schedules. The first one schedules the sensing tasks by independent sampling in two isolated periods, which meets the sensing requirements of the tasks and incurs a total sampling time of 4 hrs. While the second schedule exploits data sharing between different requests by overlapping the sensing period of these two tasks, which results in a reduced sampling time of 3 hrs. We can see from Fig. 1 that, the first schedule incurs more sampling because no data sharing between the tasks is exploited, which indicates a longer sensing time in the sensing process (and also, more overhead in the data transmission) for the sensor node; while the second schedule exploits the data sharing between tasks and reduces the data sampling, resulting in less sensing time (and also, less overhead of data transmission).
The example above shows that the overhead of sensing and data transmission can be reduced by exploiting the data sharing among requesters. Thus, we refer to the sampling time caused by a schedule to be the active sensing time or sensing time for short in this paper, which measures the overhead of the sensor participating in the sensing and transmission of data. In this paper, we investigate the data sharing problem to minimize the total sensing time.
Recently, there are a few works that investigate the possible collaboration in Internet of Things [4] , [6] , [10] , [22] . For example, [10] proposes a collaborative framework to integrate real-time traffic information from different data sources of the intelligent transportation system; [22] proposes collaborative location-based sleep scheduling schemes to minimize the energy consumption for wireless sensor networks; [6] considers location-aware collaborative sensing and design auctions to stimulate the participants to join mobile crowdsensing applications; [16] considers probabilistic collaboration for multiple mobile users to minimize the overall cost when cooperatively performing a common sensing task; [9] introduces a collaboration protocol to share health information between IoT personal health devices; [4] proposes a collaborative sensing intelligence (CSI) framework to facilitate the cooperativity of data analytics and discusses the open issues and challenges; [21] , [24] introduce the methods/ types of sensor-cloud to deliver and process big data in internet of things. These works, however, have not exploited the collaboration in sensing process from the aspect of data sharing. In [12] , Tavakoli et al. first formulate the data sharing problem to minimize the total sampling time in wireless sensor networks [12] , where each application/request needs to sample discrete data at some time points, and these data can be shared by multiple requests. Zhao et al. [20] propose a 2-approximate algorithm to maximize the data sharing. Wu et al. [14] , [15] consider rate-adaptive scheduling policies to address the trade-off between the transmission redundancy and energy consumption. Fang et al. [5] further extend the work in [12] by considering continuous sampling requests that require a continuous interval of sampling data. The overlapped interval of data can also be shared by other requests. They develop an offline algorithm to reduce the total sampling time, which guarantees a factor 2 of approximation to the optimal solution. Zhao et al. [19] consider the fairness among sensors when scheduling tasks by optimizing the minmax aggregate sensing time.
In this paper, we investigate the data sharing problem to minimize the total sensing time under the scenario of continuous sampling requests. We note that no prior works have provided online algorithms with theoretical performance guarantee. In this paper, we provide optimal solutions for the offline scenario and further consider the practical online arrivals of tasks by developing online competitive algorithms with performance guarantee. We measure the performance of online algorithms with the paradigm of competitive analysis [2] , which guarantees that the total sensing time incurred by an online algorithm is always no more than a bounded factor of the optimal offline solution for all possible inputs.
We consider the following two task models, FIFO task model and AD task model. The former typically models the FIFO schedulers with first-in-first-out service rule that earlier arrival tasks have earlier deadlines [3] , [11] ; while the latter generalizes the setting in the former to deal with the tasks with arbitrary deadlines.
In this paper, we provide an optimal algorithm for the offline setting and develop online algorithms with proven worst-case performance bounds, in both the FIFO task model and AD task model. Due to the lack of information and the complicated structure of the optimal solution, it is difficult to directly bound the performance of online algorithms. To this end, we first propose decomposition methods to partition the tasks into subsets with well-characterized properties (e.g. pairwise intersecting, disjoint property); then, we devise novel algorithms/analysis to tackle the partitioned tasks and combine the results, which guarantees to have bounded approximation performance.
Our contributions are summarized as follows.
• This paper investigates the data sharing problem to minimize the total sensing time in collaborative Internet of Things. We provide optimal offline solutions and online competitive algorithms with theoretical performance guarantees under the continuous sampling request model.
• For the offline setting, we provide an optimal algorithm for FIFO tasks. The method is to develop a basic optimal procedure (named LAF) for pairwise intersecting tasks, based on which, we then develop a dynamic programming algorithm to compute the optimal solution for FIFO tasks.
• For the online setting, we develop a 2-competitive algorithm for FIFO tasks, which guarantees that the incurred total sensing time is no more than two times of the optimal solution. Our method is to decompose the input tasks online into two groups and apply LAF to compute the respective optimal solution for each of them.
• For online AD tasks, we develop an online algorithm that guarantees an O(log L)-competitiveness where L is the maximum length of the time duration of the tasks. The remains of this paper are organized as follows. In Section II, we formulate the model and introduce the undertaken problem. In Section III, we provide the optimal algorithm for the offline setting. In Section IV, we study the FIFO task model and develop an online algorithm with proven 2-competitiveness. We further investigate the generalized AD task model by developing an O(log L)-competitive algorithm in Section V. Section VI performs simulations for our online algorithms and validates their efficiency. Finally, we conclude the paper in Section VII.
II. PRELIMINARIES
In this section, we first introduce the system model, and then present the problem formulation.
A. SYSTEM MODEL
In an IoT system, there are usually a group of sensors as data providers and a central platform as the coordinator. Multiple applications could submit their data requests to the platform to request the data from sensors. We model a QoS-constrained data request as a task with an arrival time and a deadline, specifying the timeliness of the data request. The time is partitioned into discrete time slots, where the interval (t 1 
and it determines the starting time as well as the corresponding sensing interval allocated for task J i .
A scheduling algorithm should generate a schedule/ allocation S that specifies the sensing time period in interval (0, T ] to meet the workload requirement of the tasks. Let s(t) = 1 if time slot t is allocated to be a sensing time, and we say t is an active sensing time slot or sensing time slot for short; otherwise, s(t) = 0 and we say t is an idle/sleep time slot. Note that the total number of active sensing time slots can be used to measure both the overhead in the sensing and the transmission of data for the sensor.
In this paper, we consider two task models, FIFO task model and AD task model. The first one naturally models a FIFO scheduler ( [3] , [11] , [17] ) which follows the firstin-first-out service rule, i.e., where tasks have deadlines in the same order as their arrival times. That is,
The AD task model further generalizes FIFO model to tasks with arbitrary deadlines to model the most general QoS requirements.
B. PROBLEM FORMULATION
We introduce a data sharing problem where a sensor node needs to sample (and transmit) the data, shared by multiple tasks, to the central platform with the minimum sensing time.
The sensed data can be shared by multiple tasks as long as it fits in the time intervals of the tasks. A feasible schedule must fulfill the data requirements of all tasks within their delay constraints. That it,
Note that the data sensed at time slot t can be shared by (or equivalently used to meet the requirement of) any task J i alive at time t ∈ (r i , d i ]. By exploiting data sharing, the number of allocated sensing time slots can be reduced, which in turn would reduce the sensing overhead (as well as the transmission overhead) for the sensor node. The total sensing time incurred by an algorithm ALG, denoted as ALG(J ), is
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Here, the allocation function s(t) is an important variable to be determined in the schedule. Note that ALG(J ) measures how many sampling operations should be performed and how much data should be transmitted back to remote platform, both of which are significant for energy efficiency. Therefore, in this paper, we consider an energy-efficient scheduling problem to minimize the total sensing time, as defined below.
Definition 1: The energy-efficient data sharing problem is to determine the sensing time allocation function s(t) so as to minimize the total sensing time (2) while meeting all the delay constraints (1) .
We will investigate both the offline and online scenarios of the problem. In the offline setting, full task information is known, while in the online setting, tasks arrive over time without prior information. An online algorithm needs to decide the scheduling strategy on the arrival of tasks, without relying on any distribution or future information. We adopt the paradigm of competitive analysis, which is widely used to measure the worst-case performance of online algorithms, where an online algorithm ALG is compared with the optimal offline algorithm OPT with full information (as benchmark).
To simplify the presentation, we use OPT (or s opt (t)) to represent the optimal solution. An online algorithm is said γ -competitive if it always outputs a solution within γ times of the optimal offline solution for any input σ (which is a set of tasks to be served in this paper). That is,
where ALG(σ ), OPT (σ ) are the total sensing time incurred by the online algorithm and the optimal offline algorithm respectively for a given input σ . Thus, this paper aims at designing both offline algorithms and online algorithms with proven performance bounds to minimize the total sensing time.
III. FIFO TASKS: THE OPTIMAL ALGORITHM
In this section, we develop an optimal offline algorithm for FIFO tasks.
For ease of presentation, we first show some definitions and a basic lemma which will be used for all the cases throughout the paper. Proof: First, the starting time of the block cannot be later than ELST (Y) since it will violate some job's deadline. On the other hand, if the starting time of the block is earlier than ELST (Y), then we can push the starting time of the block to ELST (Y), by postponing every job's starting time by the same amount. This gives us a new block with the same length. However, moving every job's execution by the same amount may violate some job's deadline. When that happens, we just keep those jobs' starting time at their LST s. All these LST s are at least ELST (Y). This will give us a feasible schedule with a sensing time no more than the length of the original block, and meanwhile the block starts at ELST (Y).
In the following discussions, we will first propose a basic procedure for pairwise intersecting tasks, and then we will develop an optimal algorithm for FIFO tasks.
A. A BASIC PROCEDURE FOR PAIRWISE INTERSECTING TASKS
Given a set J of pairwise intersecting tasks, we propose a basic procedure to output the optimal schedule.
The proposed procedure, named LAF (Latest-and-Follow), works as follows. Given a task set J that is pairwise intersecting, we first compute the latest time ELST (J ). Suppose that J k achieves such a latest starting time among the tasks in set J . Then, J k will start its execution at the latest starting time, i.e., it is allocated to the period
For each task J m ∈ J \{J k }, it will be allocated to the period overlapping with J k as much as possible. i.e., the period (s m , s m + p m ] where s m = max{r m , ELST (Y)} for all m = k. That is, it will be executed as early as possible without being earlier than ELST (Y) or r m . Note that all tasks in set J intersect with J k since J is composed of pairwise intersecting tasks. Thus, LAF will generate a single block with continuous sensing time for pairwise intersecting tasks, i.e., it will execute all the tasks without idle time in between. Fig. 2 shows an exemplary schedule generated by LAF. The detailed implementation is presented in Algorithm 1.
Lemma 2: Algorithm LAF returns the optimal schedule for pairwise intersecting tasks.
Proof: By Lemma 1, there exists an optimal schedule that starts at ELST (J ). Assume that J k is the task that has the latest starting time, i.e., J k = arg min J i ∈J {LST i } and f k = d k . Note that LAF exactly starts the execution from ELST (J ). 
B. OPTIMAL ALGORITHM FOR FIFO TASKS
Now we develop an optimal algorithm for FIFO tasks. Our idea is to show that an optimal schedule can be found by grouping the tasks into different blocks sequentially and then picking the combination of blocks where the total length of the blocks is minimized. We first present a property for the optimal solution. Proof: Let J be the set of n jobs, where the tasks are sorted by arrival times such that r 1 ≤ r 2 ≤ · · · ≤ r n . For tasks with the same arrival time, they are sorted by increasing deadlines. Let S be an optimal schedule where the starting time of each block is ELST (Y), which does not follow the processing order of arrival times. In other words, there exists a pair of jobs, J i and J k , with r i < r k (or r i = r k and d i < d k ) and J k is scheduled before J i . We have two cases to discuss, which are p i ≤ p k and p i > p k .
In the first case, since r i ≤ r k and p i ≤ p k , it is feasible to start task J i at s k without exceeding its deadline d i . Because p i ≤ p k , if both tasks start at the same time point, the task execution of J k can cover up the whole execution of task J i . Therefore, we can always set s i to be s k without increasing the number of sensing time slots, as illustrated in Fig. 3(a) . In the second case, since p i > p k , the execution of task J i can cover up the whole execution of task J k . Since d i ≤ d k . we can start task J k at s i without exceeding its deadline d k . Therefore, we can schedule both tasks at the same time point s i without increasing the total sensing time in an optimal schedule, as illustrated in Fig. 3(b) .
Besides, as indicated by Lemma 1, we can push the starting time of the blocks to ELST (Y) by postponing every job's starting time by the same amount. Let J k be the task with the earliest latest-starting-time in a block. After pushing the jobs, the tasks J i with r i ≤ r k can always be scheduled at the same time with the task J k at ELST (Y). Hence, the tasks remain processed in the order of their arrival times. Thus, we show that in any case, an optimal schedule can be obtained where the tasks are processed in the order of arrival times and the starting time of each block is ELST (Y).
Based on the property above, we can see that each block in the optimal solution starts at a time ELST (Y) where Y is a subset of the input J ; moreover, the tasks in set Y have continuous index, e.g., Y = {J i , J i+1 , . . . , J k } since tasks are executed in the order of their arrival times. Thus, we can enumerate the set Y = {J i , J i+1 , . . . , J k } that consists a block in the optimal solution by enumerating indexes i and k. When these two indexes are correctly found, the total sensing time of that block can be calculated by applying LAF to the task set Y = {J i , J i+1 , . . . , J k }. Thus, we use LAF(i, k) to denote the minimum total sensing time used to execute tasks from J i to J k without idle time in between. We write LAF(i, k) = ∞ if the resulting schedule consists of more than one blocks, which is used for tackling the case that the input Y is not correctly enumerated. We use Block(i, k) to represent the block itself generated by LAF(i, k) . Now, we propose an algorithm to compute the optimal schedule for FIFO tasks. We use OPT (i, k) to represent the minimum total sensing time needed to execute tasks from J i to J k . Then, OPT (1, n) is the total sensing time of the optimal solution. By Lemma 3, the last block of the optimal solution starts at ELST (Y) where Y should be a subset of tasks with continuous indexes. Without loss of generality, we assume that Y = {J i |k + 1 ≤ i ≤ n}. Accordingly, the last block Block(k + 1, n) can be computed by LAF(k + 1, n). While for the remaining blocks of the optimal solution, they are disconnected with the block Block(k + 1, n);
Algorithm 2 DP(J )
sort the tasks by arrival times in increasing order, where r 1 ≤ r 2 ≤ · · · ≤ r n . for i = 1 to n, k = 1 to n do apply algorithm LAF over tasks from J i to J k to compute a block with continuous sensing time, where the resulting length of the block is denoted as LAF(i, k); if it results in more than one block, we set LAF(i, k) = ∞. end for for i = n to 1 do for j = i to n do
end for end for thus, these blocks can be returned by OPT (1, k) . Therefore, the total sensing time of an optimal schedule for all the tasks can be calculated as follows.
where OPT (i, i) is equal to the processing time of J i which is p i . After deriving the recursive function, we can implement it in a bottom-up manner to compute the optimal solution. Algorithm 2 presents the detailed implementation.
Theorem 1: Algorithm DP can compute an optimal schedule for FIFO tasks in O(n 3 ) time.
Proof: In the initialization step, the indices of tasks are sorted by arrival time in non-decreasing order, breaking ties by increasing deadlines. Then we implement the dynamic programming process in a bottom-up manner to calculate an optimal schedule. The optimality of the algorithm follows by the correctness of the derived recursive function.
The algorithm is conducted in two phases. In the first phase, the algorithm computes LAF(i, k) with different i and k in O(n 3 ) time since each block needs O(n) time to calculate. In the second phase, the algorithm calculates OPT (i, j) where each needs O(n) time to find the minimum. Therefore, the overall running time of the algorithm is O(n 3 ).
IV. FIFO TASKS: A 2-COMPETITIVE ONLINE ALGORITHM
In the previous section, we have provided an optimal algorithm for FIFO tasks in the offline setting. In this section, we develop an online algorithm for FIFO tasks that guarantees a competitive ratio of 2.
In the online setting, the information of J i is not available until r i . Therefore, the algorithm is based on the available jobs' information to find the best schedule. It is difficult to directly derive an online algorithm with performance guarantee.
Instead, our method is to decompose the tasks into two groups that consists of several disjoint sets first; then, we apply the schedule LAF proposed in the previous section to output an optimal online schedule for each group of tasks; finally, we obtain an online algorithm, named FFS (FIFO Schedule), by merging the results. Fig. 4 shows an example for the decomposition process, which works as follows. On the arrival of a newly arrived task, we mark its deadline to be t 1 . For all arriving tasks, if they intersect with t 1 , we move them to the set G 1 ; otherwise, we find the first task that does not intersect with t 1 and mark its deadline to be t 2 . Similarly, we can move the tasks that intersect with t 2 to set G 2 . Gradually, we can obtain several sets, say G 1 , G 2 , . . . , G z . Obviously, each set is composed of pairwise intersecting tasks. For these sets, we make the sets with odd index form a group G odd and the others form a group G even . Based on the decomposition, we apply LAF to the odd group G odd of tasks and the even group G even of tasks to generate two schedules, respectively. Assume that s odd (t) (and s even (t)) is the function specified by LAF when running on G odd (and G even ), indicating whether time slot t is active or idle. We note that the two groups can be obtained online in the decomposition step and LAF can also work online for pairwise intersecting tasks. Accordingly, we can have the values s odd (t) and s even (t) in an online manner, which satisfies the feasibility for tasks in the odd group and the even group, respectively. Finally, we combine these two schedules to generate a final schedule. That is, we simply specify the final function s(t) = max{s odd (t), s even (t)} in our schedule. Obviously, such a function can satisfy the workload requirements of all tasks in the two groups by the nature of the max operation. Algorithm 3 presents the detailed implementation. Now we show the theoretical guarantee of the proposed algorithm. We prove that the algorithm can guarantee a competitive ratio of 2. Given a set G of tasks, let I (G) = {(min J i ∈G r i , max J i ∈G d i ]} be the interval of that set. We first show that: 1) according to the decomposition process above, any decomposed set G l are formed by pairwise intersecting 
Proof: The first property can be easily verified since the decomposition always chooses a time slot and makes the tasks alive at that time form the same set.
We prove the second property as follows. Consider any two tasks J p , J q that belongs two sets G l , G l+2 respectively. Assume task J k in set G l+1 that has a deadline d k = t l+1 . It must arrive after t l since it is not selected in S l . Task J p arrives by time t l , i.e., r p ≤ t l < r k . Thus, d p ≤ d k = t l+1 since they follow first-in-first-out rule. Furthermore, r q > t l+1 . Therefore, we have d p < r q and hence the intervals of J p , J q are disjoint. Thus, we have I (G l ) ∩ I (G l ) = ∅ with l = l for any G l , G l in the same group.
Based on the property above, we then show our final schedule achieves a competitive ratio of 2. The intuition is that the schedule generated by LAF running on a single group (G odd or G even ) can be proved to be optimal, hence our final schedule that combines the results returned by these two groups uses at most two times of the optimal sensing time.
Theorem 2: Algorithm FFS guarantees a competitive ratio of 2.
Proof: Let OPT (J ) be the minimum sensing time in the optimal solution and FFS(J ) be the solution returned by algorithm FFS. The original tasks is grouped into two groups, the odd group and the even group. By Lemma 4, each set in the same group is composed of pairwise intersecting tasks. When applying LAF to such a set, it always outputs an optimal schedule with the minimum sensing time for that set. Moreover, the intervals of any two sets in the same group are disjoint by the second property of Lemma 4. Thus, LAF can always output an optimal schedule for tasks in the same group, which is s odd (t) for the odd group and s even (t) for the even groups. Therefore, we have OPT (J ) ≥ 0<t≤T s odd (t) and OPT (J ) ≥ 0<t≤T s even (t).
Note that FFS applies LAF on the odd group and even group respectively and returns a combined function s(t) = max{s odd (t), s odd (t)} in the final schedule. We have
Therefore, online algorithm FFS achieves a competitive ratio of 2.
V. AD TASKS: A LOGARITHMIC COMPETITIVE ONLINE ALGORITHM
In this section, we consider tasks with arbitrary deadlines. We will develop an online algorithm with logarithmic competitiveness.
For tasks with arbitrary deadlines, the optimal solution has much more complex structures since the time intervals of the tasks can intersect with each other in an irregular manner, which makes it difficult to design online algorithms with performance guarantee.
To address it, we will develop an online algorithm, named ADS (Arbitrary-deadline Schedule), by refining the instance of input tasks and developing a new decomposition method. Our idea is to refine the length of the interval of each task to be a value of two to a certain power first; then, we move the refined tasks with the same length of interval to the same group, and generate a virtual schedule by applying FFS to each group of refined tasks considering that they are actually FIFO tasks; finally, we generate a real schedule by doubling the allocated sensing time in a proper way to guarantee the feasibility, i.e., satisfying the requirements of the original tasks.
The detailed design is as follows. On the arrival of each task J i , we refine its interval (r i ,
. That is, the deadline is advanced and the duration of the request is shorten to be 2 log(d i −r i ) , an integer of two to a certain power that is closest to but no greater than the original length d i − r i . Accordingly, the workload requirement is modified to bep i = min{p i ,d i −r i }. Note that p i ≤ 2p i since the refined lengthd i −r i is at least one half of d i − r i . Let the tasks with the same refined length form the same group, which is denoted as G l = {J i |2 log(d i −r i ) = 2 l }. Accordingly, we can obtain log L +1 groups, each of which are formed with refined tasks that follows FIFO order. Note that the tasks can be assigned to its group in an online manner when the task arrives. Thus, we apply online algorithm FFS to tasks in each group to generate a virtual schedule and obtain the corresponding functionŝ l (t) for the refined tasks in the same group. Here,ŝ l (t) is always feasible to satisfy the refined tasks (each of which requirep i sensing time) but may be unfeasible for the original tasks (each of which require p i ≤ 2p i sensing time). Furthermore, we note that algorithm FFS will decompose the tasks in the same group into two subgroups (each of which is composed of disjoint sets of pairwise intersecting tasks) and call the basic procedure LAF to run over the pairwise intersecting tasks. Recall that the output of LAF over pairwise intersecting tasks is a single block with continuous sensing time, which guarantees to satisfy thep i workload requirement of the refined task J i . Thus, in order to satisfy the original p i workload of the original task, it is sufficient to extend each block (enlarging its end time) by doubling the length of the block; moreover, as the deadlined i is advanced in the refined task, the extension will not violate the original deadline d i of the task. Denoted by s l (t) the schedule that is obtained by extending the blocks returned in FFS. Finally, we determine our final schedule to be s(t) = max 0≤l≤ log L s l (t). Algorithm 4 presents the detailed implementation. 4 : run online Algorithm FFS over tasks in G l , which will call LAF to output the active blocks and determine the functionŝ l (t) at time t. 5: for each block that is generated by LAF, extend it by enlarging the end time of the block and doubling the length of the block; the resulting schedule is denoted as s l (t). 6: determine the schedule at time t to be s(t) = max 0≤l≤ log L s l (t).
Now we show the performance guarantee of the proposed algorithm. We prove that it guarantees a logarithmic competitive ratio.
Theorem 3: Algorithm ADS guarantees a competitive ratio of 4( log L + 1).
Proof: Let OPT (J ) be the minimum sensing time of the optimal solution with the input of tasks in J . Let FFS(J ) and ADS(J ) be the sensing time incurred by algorithm FFS and ADS running with the input of tasks J , respectively.
Note that each group G l is composed of refined tasks that have the same length of interval and follow the FIFO order. Denoted byĜ l the set of refined tasks in the group G l . By the competitiveness of FFS, we have FFS (Ĝ l 
In the extension process, the lengthes of blocks generated in FFS(Ĝ l ) are enlarged at most twice so as to satisfy the workload of the original tasks. That is, 0<t≤T s l (t) ≤ 2ŝ l (t). Furthermore, there are log L + 1 such groups. Combining these results, we have
where the last inequality holds by OPT (J ) ≥ OPT (G l ) ≥ OPT (Ĝ l ). Therefore, online algorithm ADS achieves a competitive ratio of 4( log L + 1).
VI. SIMULATION RESULTS
Our theoretical analysis has bounded the worst-case performance of the online algorithms. In this section, we perform simulations to further validate their average performances. In the simulation, we will compare our online algorithms with the optimal offline solution and two baselines, which are listed as follows.
• OPT, which is the optimal offline solution.
• Earliest-First, which is a greedy schedule that greedily starts the execution of the tasks on their arrivals.
• Latest-Schedule, which is a schedule that postpones the execution of the tasks to the latest possible time.
The default setting of the simulations is as follows. Task arrival time r i is assumed to be a random integer that follows uniform distribution U (1, 500). Arrival time points are sorted so that r 1 ≤ r 2 ≤ . . . ≤ r n . For each arrival time r i , the deadline is generated by randomly selecting an integer in (r i , r i + L] where L is set to be 100. All deadlines are sorted so that an earlier arrived task carries an earlier deadline,
The workload requested in each task is assumed to be the minimum one between d i −r i and a random variable following uniform distribution U (1, 30) . By default, the number of tasks is set to be 50. The maximum length of the time duration L and the mean value of the workload requested in tasks are set to be 100 and 15 if not specified, respectively.
We first perform simulations to evaluate our algorithm FFS for FIFO task model. Fig. 5 shows the simulation results of algorithm FFS. Each point in these figures is a mean value of 1000 random instances. We first evaluate the performance when the number of tasks increases from 10 to 100 with a step of 10. As it is shown in Fig. 5(a) , the total sensing time of different algorithms increases as the number of tasks increases. The total sensing time of our online algorithm is much less than those of algorithms EF and LS. Moreover, the total sensing time is no more than two times of the optimal offline solution, which is consistent to our theoretical analysis.
Then, we examine their performance when the maximum length of the time duration of tasks changes. Fig. 5(b) shows the simulation results. When the maximum time duration increases, the total sensing time of our online algorithm FFS is less than those of algorithms EF and LS. Moreover, the total sensing time is close to the optimal solution.
We further examine the effect of the average value of workload requested by tasks. As shown in Fig. 5(c) , when the mean value of the workload changes, the total sensing time of our online algorithm FFS is less than that of EF and LS. The difference between FFS and EF (or LS) becomes minor when the average value of workload is too large, which is because nearly all available time needs to be allocated as sensing time. In such case, the gap between our algorithm FFS and the optimal solution is quite small.
Next, we evaluate our algorithm ADS for AD task model. The setting is the same as above, except that tasks are allowed to have arbitrary deadlines. We compare our algorithm with the two algorithms EF and LS. Note that we have not compared it with the optimal solution as no optimal solutions are known in the literature. Fig. 6 presents the simulation results. We can see from the figures that the trends of different schedules remain unchanged, and our online algorithm ADS outperforms the two algorithms EF and LS in all simulations.
Therefore, the simulation results above validate the efficiency of our online algorithms.
VII. CONCLUSION
In this paper, we investigate a data sharing problem to minimize the sensing time in collaborate internet of things. We develop algorithms with performance guarantees in the offline and online scenarios, respectively. For FIFO tasks, we present an O(n 3 ) optimal algorithm and a 2-competitive online algorithm. For AD tasks, we provide a logarithmic competitive online algorithm. The proposed algorithms are validated to be efficient in reducing the overhead of sensing. In the future work, it is interesting to investigate the issue of load balancing over multiple sensors.
