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Abstract
(Partial) Unit Memory ((P)UM) codes provide a powerful possibility to construct convolutional codes based on block codes
in order to achieve a high decoding performance. In this contribution, a construction based on Gabidulin codes is considered. This
construction requires a modified rank metric, the so–called sum rank metric. For the sum rank metric, the free rank distance, the
extended row rank distance and its slope are defined analogous to the extended row distance in Hamming metric. Upper bounds
for the free rank distance and the slope of (P)UM codes in the sum rank metric are derived and an explicit construction of (P)UM
codes based on Gabidulin codes is given, achieving the upper bound for the free rank distance.
I. INTRODUCTION
A special class of rate k/n convolutional codes — the so–called Unit Memory (UM) codes — were introduced by Lee in
1976 [1]. UM codes are convolutional codes with memory m = 1 and overall constraint length ν = k. In [2], Lauer extended
this idea to Partial Unit Memory (PUM) codes where the memory of the convolutional code is also m = 1, but the overall
constraint length is ν < k.
(P)UM codes are constructed based on block codes, e.g. Reed–Solomon (RS) [3], [4], [5] or BCH codes [6], [7]. The use of
block codes makes an algebraic description of these convolutional codes possible. A convolutional code can be characterized
by its free distance and the average linear increase (slope) of the extended row distance. These distance measures determine
the error–correcting capability of the convolutional code. In [1], [2], [4], [8] upper bounds for the free (Hamming) distance
and the slope of (P)UM codes were derived. There are constructions that achieve the upper bound for the free (Hamming)
distance, e.g. [4], [5], [3]. A construction of (P)UM codes based on RS codes that achieves this optimal free distance and also
half the optimal slope was given in [3].
Rank metric codes recently have attracted attention since they provide an almost optimal solution for error control in random
linear network coding [9], [10]. Gabidulin codes are an important class of rank metric codes, they are the rank metric analogues
of RS codes and were introduced by Delsarte [11], Gabidulin [12] and Roth [13].
In the context of network coding, dependencies between different blocks transmitted over a network can be created by
convolutional codes. For multi–shot network coding, where the network is used N times to transmit N blocks, the dependencies
between the different shots help to correct more errors than using the classical approach based on rank metric block codes.
First approaches for convolutional rank metric codes were given in [14].
In this paper, we consider (P)UM codes based on rank metric block codes. We use the sum rank metric for our convolutional
codes that is motivated by multi–shot network coding [15]. For the sum rank metric, we define the free rank distance and
the extended row rank distance. We derive upper bounds for the free rank distance and the slope of the extended row rank
distance. Finally, we give a construction of UM and PUM codes based on Gabidulin codes. We prove that the proposed PUM
construction with dual memory mH = 1 achieves the upper bound for the free rank distance and half the optimal slope.
This paper is organized as follows. Section II provides notations and definitions concerning rank metric and convolutional
codes. In Section III, we give the definition of (P)UM codes and show restrictions on the code rate. In Section IV, we define
distance measures for convolutional codes based on the sum rank metric and derive upper bounds for the free rank distance
and the slope. We give an explicit construction of (P)UM codes based on Gabidulin codes in Section V and calculate the free
rank distance and the slope of the PUM construction. Section VI gives a conclusion.
II. DEFINITIONS AND NOTATIONS
A. Rank Metric and Gabidulin Codes
Let q be a power of a prime and let us denote the Frobenius q–power for an integer i by x[i] def= xqi . Let Fq denote the
finite field of order q and F = Fqs its extension field of order qs.
This work was supported by the German Research Council ”Deutsche Forschungsgemeinschaft” (DFG) under Grant No. Bo867/21-1. V. Sidorenko is on
leave from IITP, Russian Academy of Sciences, Moscow, Russia.
2Throughout this paper, let the rows and columns of an m× n–matrix A be indexed by 1, . . . ,m and 1, . . . , n.
Given a basis B = {b1, b2, . . . , bs} of F over Fq, for any vector a ∈ Fn there is a one-to-one mapping on an s× n matrix
A with entries from Fq. The rank norm of a ∈ Fn is defined to be the rank of A over Fq:
rankq(a)
def
= rank(A). (1)
A special kind of matrix that often occurs in the context of Gabidulin codes, will be introduced as follows. Let a vector
a =
(
a1 a2 . . . an
)
over F be given, denote the following m× n–matrix by Vm(a):
Vm(a) = Vm
(
a1 a2 . . . an
) def
=


a1 a2 . . . an
a
[1]
1 a
[1]
2 . . . a
[1]
n
.
.
.
.
.
.
.
.
.
.
.
.
a
[m−1]
1 a
[m−1]
2 . . . a
[m−1]
n

 . (2)
We call this matrix an m × n Frobenius matrix. If the elements {a1, . . . , an} ∈ F are linearly independent over Fq (i.e., if
rankq(a) = s)), then Vm(a) always has full rank min{m,n} over F and any min{m,n} columns are linearly independent
[16, Lemma 3.5.1].
Gabidulin codes are a special class of rank metric codes. They are the rank metric analogues of RS codes and hence, there
exist efficient decoding strategies similar to the ones for RS codes. A Gabidulin code is defined by its parity–check matrix as
follows.
Definition 1 (Gabidulin Code [12]) A linear (n, k) Gabidulin code G over F for n ≤ s is defined by its (n− k)× n parity
check matrix H:
H = Vn−k(h) = Vn−k
(
h1 h2 . . . hn
)
,
where the elements {h1, . . . , hn} ∈ F are linearly independent over Fq .
The minimum rank distance drk of a linear block code C over F is defined by:
drk
def
= min{rankq(c) | c ∈ C, c 6= 0}.
Gabidulin codes are Maximum Rank Distance (MRD) codes, i.e., they fulfill the rank metric equivalent of the Singleton bound
with equality and achieve drk = n− k + 1 [12].
B. Convolutional Codes
Definition 2 (Convolutional Code) A rate k/n convolutional code C over F with memory m (see Definition 3) is defined by
its k × n generator matrix in polynomial form:
G(D) =


g11(D) g12(D) . . . g1n(D)
.
.
.
.
.
.
.
.
.
.
.
.
gk1(D) gk2(D) . . . gkn(D)

 ,
where
gij(D) = g
(0)
ij + g
(1)
ij D + g
(2)
ij D
2 + · · ·+ g
(m)
ij D
m, g
(ℓ)
ij ∈ F, ℓ = 0, . . . ,m,
for i = 1, . . . , k and j = 1, . . . , n.
There exist different definitions of memory and constraint length in the literature; we denote the constraint lengths νi, the
memory m and the overall constraint length ν of the convolutional code C according to [17] as follows.
Definition 3 (Memory and Constraint Length) The constraint length for the i–th input of a polynomial generator matrix
G(D) is
νi
def
= max
1≤j≤n
{deg gij(D)}.
The memory is the maximum constraint length:
m
def
= max
1≤i≤k
{νi}.
The overall constraint length ν is defined as the sum of the constraint lengths νi:
ν
def
=
k∑
i=1
νi.
3A codeword c(D) = c0 + c1D + c2D2 + . . . of the convolutional code C is generated by
c(D) = u(D) ·G(D),
where u(D) = u0 + u1D + u2D2 + . . . is the information word.
A polynomial (n− k)× n parity–check matrix H(D) of C is defined such that for every codeword c(D) ∈ C,
c(D) ·HT (D) = 0,
where
H(D) =


h11(D) h12(D) . . . h1n(D)
.
.
.
.
.
.
.
.
.
.
.
.
h(n−k)1(D) h(n−k)2(D) . . . h(n−k)n(D)

 ,
with
hij(D) = h
(0)
ij + h
(1)
ij D + h
(2)
ij D
2 + · · ·+ h
(mH)
ij D
mH , h
(ℓ)
ij ∈ F ℓ = 0, . . . ,mH .
We can also represent G(D) and H(D) as semi–infinite matrices over F:
G =


G0 G1 . . . Gm
G0 G1 . . . Gm
.
.
.
.
.
.
.
.
.
.
.
.

 , H =


H0
H1 H0
H2 H1
.
.
.
.
.
.
.
.
.
HmH HmH−1
.
.
.
HmH
.
.
.
.
.
.


, (3)
where Gi, i = 0, . . . ,m are k×n–matrices and Hi, i = 0, . . . ,mH are (n− k)×n matrices. Note that in general the number
of submatrices in H and G, is not equal, i.e., mH 6= m. Let us denote mH as the dual memory of C. If both G and H are
in minimal basic encoding form, the overall number of memory elements, i.e., the overall constraint length ν is the same in
both representations [18].
c(D) and u(D) can be represented as causal infinite sequences:
c =
(
c0 c1 c2 . . .
)
, u =
(
u0 u1 u2 . . .
)
,
where cj ∈ Fn and uj ∈ Fk for all j. Then, c = u ·G and c ·HT = 0.
III. (PARTIAL) UNIT MEMORY CODES
(P)UM codes are a special class of convolutional codes with memory m = 1 [1], [2], i.e., the semi–infinite generator matrix
G is given by:
G =


G0 G1
G0 G1
.
.
.
.
.
.

 , (4)
where G0 and G1 are k × n matrices. For an (n, k) UM code, both matrices have full rank. For an (n, k | k1) PUM code,
rank(G0) = k and rank(G1) = k1 < k:
G0 =
(
G00
G01
)
, G1 =
(
G10
0
)
,
where G00 and G10 are k1 × n matrices and G01 is (k − k1)× n–matrix.
Hence, for both cases, we have the following encoding rule:
cj = uj ·G0 + uj−1 ·G1.
Note that the overall constraint length for UM codes is ν = k and for PUM codes ν = k1.
As will be shown in the following, there are restrictions on the code rate of (P)UM codes when a certain number of full–rank
submatrices Hi (3) should exist. This full–rank condition, rank(Hi) = n−k for all i = 0, . . . ,mH is used in our construction.
Lemma 1 (Rate Restriction for UM Codes) An (n, k) UM code with overall constraint length ν = k has rate
R =
(n− k) ·mH
(n− k) · (mH + 1)
4if the parity–check matrix H in minimal basic encoding form consists of mH + 1 full–rank submatrices Hi (3) for mH ≥ 1.
Proof: The overall constraint length ν has to be the same in representation of a code by G and H if both are in minimal
basic encoding form [18]. Since rank(Hi) = n− k for all i = 0, . . . ,mH , we have ν = mH · (n− k). On the other hand, the
UM code is defined by G such that ν = k, hence,
k = mH · (n− k) ⇐⇒ R =
k
n
=
(n− k) ·mH
(n− k) · (mH + 1)
.
Lemma 2 (Rate Restriction for PUM Codes) Let an (n, k | k1) PUM code with ν = k1 < k be given. Its rate is
R =
k
n
>
mH
mH + 1
,
if the parity–check matrix H in minimal basic encoding form consists of mH + 1 submatrices Hi (3) for mH ≥ 1.
Proof: The overall constraint length ν is the same in the representation of a code by G and H in minimal basic encoding
form [18]. Since rank(Hi) = n − k for all i, we have ν = mH · (n − k). The PUM code is defined such that ν = k1 < k,
hence,
mH · (n− k) < k ⇐⇒ R =
k
n
>
mH
mH + 1
.
If we use the parity–check matrix to construct (P)UM codes, the following theorem guarantees that there is always a
corresponding generator matrix that defines a (P)UM code.
Theorem 1 For each semi–infinite parity–check matrix H, where the (mH +1) submatrices Hi (3) are (n− k)× n matrices
of rank(Hi) = n− k, ∀i, and R ≥ mH/(mH + 1), there exists a generator matrix G such that G ·HT = 0 and G defines
a (P)UM code (4) with k1 ≥ (k + 1)/2.
Proof: For (P)UM codes, the generator matrix G consists of two submatrices G0 and G1. In order to show that there is
always such a G, we show that there are more unknown entries in these two matrices than equations that have to be fulfilled.
The condition G ·HT = 0 corresponds to the following equations:
G0 ·H
T
0 = 0,
G0 ·H
T
i +G1 ·H
T
i−1 = 0, ∀ i = 1, . . . ,mH ,
G1 ·H
T
mH
= 0.
Overall, there are at most (mH + 1)k(n− k) + k1(n− k) linearly independent equations with k1 ≤ k. Additionally, we have
to guarantee that rank(G0) = k. This is always fulfilled if an arbitrary k × k–submatrix of G0 is a lower or upper triangular
matrix. Thus, we need
∑k−1
i=1 i = k(k− 1)/2 zero entries at certain positions of G0 and hence we have additional k(k− 1)/2
equations that have to be fulfilled. There are (k+ k1)n unknown entries of G. Hence, the number of entries gfree that can be
chosen freely is given by:
gfree ≥ (k + k1)n− (mH + 1)k(n− k)− k1(n− k)− (k(k − 1))/2 = k
(
(mH + 1)k + k1 −mHn− (k − 1)/2
)
.
Since R ≥ mH/(mH + 1),
gfree ≥ k
(
(mH + 1)
mH · n
mH + 1
+ k1 −mHn− (k − 1)/2)
)
= k (k1 − (k − 1)/2) .
Hence, gfree ≥ 0 if k1 ≥ (k + 1)/2 and the statement follows.
IV. DISTANCE MEASURES FOR CONVOLUTIONAL CODES BASED ON RANK METRIC
A. Distance Definitions
In this section, we define distance measures for convolutional codes based on a special rank metric. This special metric is
the sum rank metric that is used in [15] for multi–shot uses of a network. In [15], they denote the sum rank metric by extended
rank metric and introduce furthermore the extended version of the lifting construction. They show that the sum rank distance
and the subspace distance of the extended version of the lifting construction have the same relation as the rank distance and
the subspace distance of the lifting construction [10]. Hence, a code constructed by the extended lifting construction keeps the
distance properties of the underlying code based on the sum rank metric and the use of the sum rank metric for multi–shot
network coding can be seen as the analogue to using the rank metric for single–shot network coding. This property motivates
the use of the sum rank metric. First, the sum rank weight is defined as follows.
5Definition 4 (Sum Rank Weight) Let a vector v ∈ Fℓn be given and let it be decomposed into subvectors:
v =
(
v0 v1 . . . vℓ−1
)
,
with vi ∈ Fn for all i. We define the sum rank weight wtrk(v) as the sum of the rank norms (1) of the subvectors:
wtrk(v)
def
=
ℓ−1∑
i=0
rankq(vi), (5)
for 0 ≤ ℓ ≤ ∞.
Hence, we define the sum rank distance between two sequences v(1),v(2) of length ℓn by
d(v(1),v(2))
def
=
ℓ−1∑
i=0
wtrk(v
(1)
i − v
(2)
i ) =
ℓ−1∑
i=0
rankq(v
(1)
i − v
(2)
i ) =
ℓ−1∑
i=0
drk(v
(1)
i ,v
(2)
i ). (6)
An important measure for convolutional codes is the free distance, and consequently we define the free rank distance dfree
as follows.
Definition 5 (Free Rank Distance) The minimum sum rank distance (6) between any two nonzero codewords c(1), c(2) from
a convolutional code C is called the free rank distance dfree:
dfree
def
= min
c
(1) 6=c(2)
{
d(c(1), c(2))
}
= min
c
(1) 6=c(2)
{
∞∑
i=0
drk(c
(1)
i , c
(2)
i )
}
. (7)
Note that this definition differs from the definition in [14] which is also called free rank distance.
Generally, the error–correcting capability of convolutional codes is determined by active distances. In the following, we
define the extended row rank distance which is an important active distance in the sum rank metric.
Let Cr(ℓ) denote the set of all codewords c(ℓ) corresponding to paths in the code trellis which diverge from the zero state
at depth j and return to the zero state for the first time after ℓ+ 1 branches at depth j + ℓ+ 1. Without loss of generality, we
assume j = 0 as we only consider time–invariant convolutional codes. (P)UM codes can be represented by a trellis where the
state at depth i is the information subvector ui−1, i.e., the zero state can always be reached in one step with the input ui = 0
[8]. Therefore, a path in the trellis is not merged with the zero part if and only if each information subvector ui is nonzero
(and hence also each ci). Thus, in order to reach the zero state for the first time in depth ℓ+1, for all codewords c(ℓ) in Cr(ℓ),
we have cℓ = 0 and:
c
(ℓ) =
(
. . . 0 c0 c1 c2 . . . cℓ−1 0 . . .
)
, (8)
with ci 6= 0 for i = 0, . . . , ℓ− 1 and the path corresponding to
(
0 c0 c1 c2 . . . cℓ−1 0
)
has length ℓ+ 1.
The extended row rank distance of order ℓ is defined as the minimum sum rank weight of all codewords in Cr(ℓ).
Definition 6 (Extended Row Rank Distance) The extended row rank distance of order ℓ = 1, 2, . . . is defined as
drℓ
def
= min
c∈Cr(ℓ)
{
wtr(c)
}
. (9)
The minimum of the ℓth order extended row rank distances gives the free rank distance (7):
dfree =
{
min
ℓ
drℓ
}
.
As for Hamming metric, the extended row rank distance drℓ can be lower bounded by a linear function drℓ ≥ max{αℓ+β, dfree}
where β ≤ dfree and α denotes the slope (the average linear increase). The slope is an important parameter for determining
the error–correcting capability and is defined as follows.
Definition 7 (Slope) The average linear increase of the extended row rank distance (slope) is defined as
α
def
= lim
ℓ→∞
{
drℓ
ℓ
}
. (10)
6B. Upper Bounds for Distances of (P)UM Codes Based on the Sum Rank Metric
In this section, we derive upper bounds for the free rank distance (7) and the slope (10) for UM and PUM codes based on
the sum rank metric (5), (6). The derivation of the bounds uses the well–known bounds for (P)UM codes based on Hamming
metric block codes [1], [2], [4].
Assume, the codewords of a convolutional code are considered in Hamming metric. Let us then denote the ℓth order active
row Hamming distance by dH,rℓ and the free Hamming distance of this convolutional code by dHfree. The following theorem
provides connections between the free rank distance dfree and the free Hamming distance dHfree and between the extended
row rank distances drℓ and the extended row Hamming distances d
H,r
ℓ .
Theorem 2 (Connection between Distances in Hamming and Sum Rank Metric) For the free rank/Hamming distance and
the extended row rank/Hamming distance, the following holds:
dfree ≤ d
H
free,
drℓ ≤ d
H,r
ℓ , ℓ = 1, 2, . . . .
Proof: Due to [12, Lemma 1], the following holds for the rank norm rankq(vi) and the Hamming norm wtH(vi) of a
vector vi:
rankq(vi) ≤ wtH(vi).
and hence also
ℓ−1∑
i=0
rankq(vi) ≤ wtH(v0 . . .vℓ−1).
and the statement follows with (5), (7), (9).
Consequently, the upper bounds for the free distance and the slope of (P)UM codes based on Hamming metric [8], [4] also
hold for (P)UM codes based on the sum rank metric.
Corollary 1 (Upper Bounds) For an (n, k) UM code, where ν = k, the free rank distance is upper bounded by:
dfree ≤ 2n− k + 1. (11)
For an (n, k | k1) PUM code, where ν = k1 < k, the free rank distance is upper bounded by:
dfree ≤ n− k + ν + 1. (12)
For both UM and PUM codes, the average linear increase (slope) is upper bounded by:
α ≤ n− k. (13)
V. CONSTRUCTION OF (P)UM CODES BASED ON GABIDULIN CODES
A. Construction
In this section, we construct (P)UM codes based on the parity–check matrices of Gabidulin codes. In Definition 8, we
give some properties that must be fulfilled for a (P)UM code based on Gabidulin codes and afterwards we show an explicit
construction using normal bases.
Definition 8 ((P)UM Code Based on Gabidulin Codes) For some mH ≥ 1, let a rate R = k/n = c ·mH/(c · (mH + 1))
UM code or a rate R = k/n > mH/(mH + 1) PUM code over F be defined by its semi–infinite parity–check matrix H (3).
Let each submatrix Hi, i = 0, . . . ,mH be the parity–check matrix of an (n, k) Gabidulin code G(i):
Hi = Vn−k(h
(i)) = Vn−k
(
h
(i)
1 h
(i)
2 . . . h
(i)
n
)
, ∀ i = 0, . . . ,mH .
Additionally, let
H
(c) def=


H0
H1
. . .
HmH

 define G(c), (14)
H
(r(i)) def=
(
Hi Hi−1 . . . H0
)
define G(ri), ∀ i = 1, . . . ,mH , (15)
7where G(c) is an (n(c), k(c)) Gabidulin code and G(ri) is an (n(ri), k(ri)) Gabidulin code with
n(c) = n, k(c) = n− (mH + 1)(n− k),
n(ri) = (i+ 1)n, k(ri) = i · n+ k, i = 1, . . . ,mH .
Hence, not only each submatrix has to define a Gabidulin code, but also the rows and columns of submatrices of H.
Note that Theorem 1 guarantees that for the parity–check matrix from Definition 8 there is always a generator matrix G
that defines a (P)UM code.
Now, we give an explicit construction that fulfills the requirements of Definition 8. To ensure that (14) is fulfilled and H(c)
defines a Gabidulin code, H1 has to be the continuation of H0, i.e., h(1) =
(
(h
(0)
1 )
[n−k], (h
(0)
2 )
[n−k], . . . , (h
(0)
n )[n−k]
)
. In
addition, h(2) has to be the continuation of h(1) and so on. Hence,
H
(c) = V(mH+1)(n−k)
(
h
(0)
)
= V(mH+1)(n−k)
(
h
(0)
1 h
(0)
2 . . . h
(0)
n
)
. (16)
In order to fulfill (15), we have to ensure that all elements from F in the set
H
def
= {h
(0)
1 , . . . , h
(0)
n , h
(1)
1 , . . . , h
(1)
n , . . . , h
(mH)
1 , . . . , h
(mH)
n }
= {h
(0)
1 , . . . , h
(0)
n , (h
(0)
1 )
[n−k], . . . , (h(0)n )
[n−k], . . . , (h
(0)
1 )
[mH(n−k)], . . . , (h(0)n )
[mH (n−k)]}
(17)
with |H| = (mH + 1) · n are linearly independent over Fq.
To obtain an explicit construction of such a (P)UM code, we can use a normal basis. A basis B = {b0, b1, . . . , bs−1} of F
over Fq is a normal basis if bi = b[i] for all i and b ∈ F is called a normal element. There is a normal basis for any finite
extension field F [16]. For our construction, we use a normal element b to define
h
(0) =
(
b[0] . . . b[n−k−1] b[(mH+1)(n−k)] . . . b[(mH+2)(n−k)−1] b[2(mH+1)(n−k)] . . . b[2(mH+2)(n−k)−1] . . .
)
.
(18)
This h(0) is used to define H(c) (16) and hence also H is defined (14), (3).
To make sure that also (15), (17) are fulfilled, we require a certain minimal field size. If (n− k) divides n, then h(0) can
be divided into subvectors, each of length (n − k) (18) and the field size has to fulfill s ≥ (mH + 1) · n to ensure that all
elements in H are linearly independent (17) and hence that (15) is fulfilled. If (n − k) does not divide n, the last subvector
in h(0) is shorter than n− k. Equations (17) and (15) can be guaranteed in general if
s ≥ (mH + 1) ·
⌈
n
n− k
⌉
· (n− k). (19)
This implies the restriction for (n− k)|n as a special case.
The following lemma shows that the parity–check matrix constructed in such a way is in minimal basic form.
Lemma 3 Let a (P)UM code based on Gabidulin codes be defined by its parity–check matrix H as in Definition 8. Then,
H(D) is in minimal basic form.
Proof: First, we show that H(D) is in basic form. According to [18, Definition 4], H(D) is basic if it is polynomial and
if there exists a polynomial right inverse H−1(D), such that H(D) ·H−1(D) = I(n−k)×(n−k), where I(n−k)×(n−k) denotes
the (n − k) × (n − k)–identity matrix. By definition, H(D) is polynomial. A polynomial right inverse exists if and only if
H(D) is non–catastrophic and hence if the slope α > 0 [19, Theorem A.4]. We will calculate the slope in Theorem 4, which
gives us α > 0. Hence, H(D) is in basic form.
Second, we show that H(D) is in minimal basic form. According to [18, Definition 5], a basic (n− k)×n matrix H(D) is
minimal if its overall constraint length ν in the obvious realization is equal to the maximum degree µ of its (n−k)× (n−k)–
subdeterminants. We have H(D) = H0+H1·D+· · ·+HmH ·DmH and hence deg(hij(D)) = mH for all 1 ≤ i, j ≤ n−k. Thus,
for each (n−k)×(n−k)–subdeterminant starting in column ℓ = 1, . . . , k+1, we know that deg[det(H(ℓ)(D))] ≤ mH(n−k).
The coefficient of DmH(n−k) of det(H(ℓ)(D)) is exactly det(H(ℓ)mH ), where H
(ℓ)
mH is the (n−k)× (n−k)–submatrix of HmH
starting in column ℓ. Since H(ℓ)mH is an (n − k) × (n − k) Frobenius matrix where the elements in the first row are linearly
independent, det(H(ℓ)mH ) 6= 0 [16] and deg[det(H(ℓ)(D))] = mH(n − k), ∀ℓ = 1, . . . , k + 1. This is equal to the constraint
length in obvious realization ν = mH(n− k) and hence, H(D) is in minimal basic form.
Our construction is demonstrated in an example with mH = 1 in the following.
Example 1 Let us construct an (6, 4 | 2) PUM code with mH = 1. Hence, s ≥ 12 (19) and we define the code e.g. over F212 .
In this field, there exists a normal element a such that a[0], a[1], . . . , a[11] are all linearly independent over F2 (i.e., this is a
normal basis).
8In order to guarantee also the continuation with n− k = 2, we choose h(0) as in (18) and h(1) is defined by (14), (16):
h
(0) =
(
a[0] a[1] a[4] a[5] a[8] a[9]
)
,
h
(1) =
(
a[2] a[3] a[6] a[7] a[10] a[11]
)
.
The semi–infinite parity–check matrix H is given by
H =


H0
H1 H0
H1
.
.
.
.
.
.

 =


a[0] a[1] a[4] a[5] a[8] a[9]
a[1] a[2] a[5] a[6] a[9] a[10]
a[2] a[3] a[6] a[7] a[10] a[11] a[0] a[1] a[4] a[5] a[8] a[9]
a[3] a[4] a[7] a[8] a[11] a[12] a[1] a[2] a[5] a[6] a[9] a[10]
a[2] a[3] a[6] a[7] a[10] a[11] . . .
a[3] a[4] a[7] a[8] a[11] a[12] . . .


.
As required by (14), (15) H0, H1,
(
H0 H1
)
and
(
H0
H1
)
define Gabidulin codes.
The corresponding generator matrix G consists of two submatrices G0, G1 which are (4×6)-matrices, where the submatrices
G00, G01, G10 are (2× 6)-matrices, since k1 = ν = mH(n− k) = 2. Hence, HT defines a PUM code based on Gabidulin
codes (to ensure that there exists such a PUM code see also Theorem 1). Note that the generator submatrices are not necessarily
generator matrices of a Gabidulin code.
B. Calculation of Distances
In this section, we calculate the extended row rank distance and hence, the free rank distance dfree and the slope α for the
construction of Definition 8 and dual memory mH = 1. We show that the free rank distance achieves the upper bound for
PUM codes (12) and half the optimal slope (13).
In order to estimate the extended row rank distance drℓ (9), let us consider all paths in the set C(r)(ℓ). As defined in (9), drℓ
is the minimum sum rank weight (5) of all possible words in C(r)(ℓ), where ci 6= 0 for i = 0, . . . , ℓ− 1 (8).
Let us denote r def= n− k and the rank distances for codes defined by the following parity–check matrices:
d0
def
= drk(H0), d1
def
= drk(H1), d10
def
= drk
(
H1 H0
)
.
Since all these matrices are Frobenius matrices (2) with n− k rows and the elements of the first row are linearly independent
over Fq (17), d0 = d1 = d2 = d10 = d210 = n− k + 1 = r + 1.
Theorem 3 Let an (n, k | k1) (P)UM code with mH = 1 be given where the submatrices of H define Gabidulin codes as in
Definition 8. Let the rate R ≥ 1/2, then the extended row rank distance drℓ (9) is given by
dr1 = 2r + 1 = 2(n− k) + 1,
drℓ ≥
⌈
ℓ+ 1
2
⌉
· (r + 1) =
⌈
ℓ+ 1
2
⌉
· (n− k + 1), ℓ = 2, 3 . . . .
(20)
Proof:
The analysis of the extended row rank distances for mH = 1 is similar to the analysis from [3].
1) For c(1) = c0, we have to consider the 2r × n parity–check matrix
H
(1) =
(
H0
H1
)
,
i.e., H(1) ·c(1)T = 0. Since H(1) defines a Gabidulin code with minimum rank distance drk = 2r+1, we have dr1 = 2r+1.
2) For c(2) = ( c0 c1 ), we have to consider the 3r × 2n parity–check matrix
H
(2) =

 H0H1 H0
H1

 ,
i.e., H(2) · c(2)T = 0. Hence, in particular the following equations must be fulfilled:
H0 · c
T
0 = 0, H1 · c
T
1 = 0,
and hence, dr2 ≥ d0 + d1 = 2(r + 1).
3) For c(3) = ( c0 c1 c2 ), we have the same and dr3 ≥ d0 + d1 = 2(r + 1).
94) For c(4) = ( c0 c1 c2 c3 ), we have to consider the 5r× 4n parity-check matrix H(4), for which H(4) · c(4)T = 0
and in particular the following holds:
H0 · c
T
0 = 0, H1 · c
T
1 +H0 · c
T
2 = 0, H1 · c
T
3 = 0,
and dr4 ≥ d0 + d10 + d1 = 3(r + 1).
Similarly, dr5 ≥ d0 + d10 + d1 = 3(r+ 1) and dr6 ≥ d0 + d10 + d10 + d1 = 4(r+ 1). In general, we obtain (20) with the same
strategy.
This yields the following results for the free rank distance and the slope of a PUM code based on Gabidulin codes constructed
as in Definition 8 with mH = 1.
Theorem 4 For R > 1/2, the (n, k | k1) PUM code based on Gabidulin codes with mH = 1 achieves the upper bound of
the free rank distance dfree and half the optimal slope α:
dfree = 2(n− k) + 1 = n− k + ν + 1,
α =
n− k + 1
2
.
Proof: The overall constraint length is ν = n− k. Hence,
dfree = min
ℓ
{drℓ} = d
r
1 = 2(n− k) + 1 = n− k + ν + 1.
The slope is calculated using (10):
α = lim
ℓ→∞
drℓ
ℓ
=
n− k + 1
2
.
VI. CONCLUSION
We considered (P)UM codes based on Gabidulin codes. We defined general distance measures for convolutional codes based
on a modified rank metric – the sum rank metric – and derived upper bounds for (P)UM codes based on the sum rank metric.
In addition, an explicit construction of (P)UM codes based on Gabidulin codes was given and its free rank distance and slope
were calculated for dual memory mH = 1. Our PUM construction achieves the upper bound for the free rank distance and
half the optimal slope.
For future work, a decoding algorithm for these codes is of interest – maybe similar to Dettmar and Sorger’s low–complexity
decoding algorithm for PUM codes based on Hamming metric block codes [20]. Also, a (P)UM construction where the generator
matrices define Gabidulin codes could be considered.
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