Abstract -Locally optimum detectors for weak random signals are derived for a generalized observation model incorporating signal-dependent and multiplicative noise. It is shown that the locally optimum random-signal detectors in the generalized observation model are interesting generalizations of those that would be obtained in the purely additive noisy signal model. Examples of explicit results for the locally optimum detector test statistics are given for some typical cases. Both asymptotic and finite sample-size performance of the locally optimum detectors are considered and compared with those of other standard detector structures.
I. INTRODUCTION HE PROBLEM of finding good detection schemes
T for signals buried in noise has been considered in various situations, especially for detection of known signals or of deterministic signals with a finite number of unknown parameters. Efforts have also been directed to problems of detecting random (stochastic) signals in noise. Random signals are of interest in a number of situations. For example, in underwater applications, it is often difficult to represent desired signals by known or deterministic models because of random dispersion resulting from turbulence and inhomogeneities in the propagation medium and because of the very nature of the signal source.
As in the case of known signal detection, problems of random signal detection have mostly been idealized as being those of detecting signals in additive noise. The use of an additive noise model, which is usually an approximation of the physical mechanism producing noisy observations, may cause a significant performance degradation in detection applications where the observations have significant nonadditive noise components such as signaldependent and multiplicative noise [ 11-[6] . Explicit use of nonadditive noise models is necessary in such situations. Manuscript received February 7. 1987; revised August 31, 1989 For example, additive signal and noise components may produce multiplicative or signal-dependent noise due to nonlinearities in the observation system. We have proposed a generalized observation model for noisy signals in which the effects of multiplicative or signal-dependent noise can be represented. This model was used in studying locally optimum detection of known signals in [71. In this paper, we will be concerned with finding detection schemes for weak random signals in observations governed by the generalized noisy signal model introduced in [7] ; specifically, we will find locally optimum detectors for the problem of random signal detection in the generalized observation model. It should be noted that although efforts have been devoted to the problem of locally optimum detection of random signals, most of the results are based on the additive noise model (e.g., [8]-[ 131) . The generalized observation model will be reviewed in Section 11, and in Section 111, we will derive the test statistics of locally optimum detectors for random signal detection based on this observation model. Some examples of the locally optimum detector test statistics for several common probability density function's (pdf s) will be considered in Section IV. The problem of detecting composite signals (signals with both deterministic and random components) will be briefly discussed in Section V. The performance of the locally optimum detectors is also considered and compared with that of other detectors in Section VI; asymptotic performance as well as finite sample-size performance of the detectors will be given to allow comparisons among these and other common detectors such as the polarity coincidence array (PCA) detector [14] and the square-law array (SQA) detector [13] .
Noisy SIGNAL MODEL
In [7] , a generalized observation model for noisy signals that is more flexible in modeling observations than the purely additive noise model was introduced. For an array of L receivers, the generalized observation model de- (1) wherei=1,2;..,n a n d j = 1 , 2 ; . . , L . H e r e , n isthesize of the sample collected at each input channel, T is the signal amplitude parameter, which may be zero (nullhypothesis) or nonzero (alternative hypothesis), W,, is the purely additive noise component in the jth channel at the ith sampling instant, e, is the deterministic signal component with amplitude (~( 7 ) at each channel at the ith sampling instant, and SI is a zero-mean random signal component with amplitude P(T) at each channel at the ith sampling instant, which is assumed to have variance uI2, i = 1,2;. .,n. The joint pdf of (S,,S,; . . , S l l ) will be denoted by fs(s>, and we will denote by r5(i,k) the covariance between S, and S,. The purely additive noise components W,, will be taken to be independent and identically distributed (i.i.d.) random variables with common pdf fw and means zero and variances U,$ with the signal and noise being statistically independent. The N,, are i.i.d. random variables independent of the S, but with N,, and W,, generally not independent. Let the finite variance of the N,, be U;, and let f N be the common pdf of the N,,. We will denote by fNw the common joint pdf of the (TI, W,,) , which are i.i.d. bivariate random variables for i = 1 , 2 ; . . , n and j = 1 , 2 , . . . , L .
The signal terms a(T)e, + P(T)S, multiply N,, when d = 1 to produce an additional multiplicative noise term, which is generally dependent on the purely additive components W,,. On the other hand, with d = 0 , we get the additional term Y(T)N,,, which is a signal-dependent noise term since T controls the signal strength through N ( T ) and P(T). We will assume that C Y ( T ) = @(TI = Y ( T ) = 0 at T = 0. Clearly, the combination (~( 7 ) = 0, P(T) = T , and U; = 0 with E{N,,} = 0 yields the usual zero-mean random signal and purely additive noise model. In this paper, we will focus on the random signal detection problem in the above generalized observation model for noisy signals, that is, a (~) will be assumed to be 0 throughout this paper; the case with P(T) = 0 and a (~) nonzero has been considered in [71. The case where both ( Y ( T ) and P(T) are nonzero will be considered briefly in Section V.
Consider, for example, a random signal emanating from a source and arriving at a receiver by a direct path and through a secondary path after undergoing a reflection. If the reflectivity is random and the propagation delay between the two paths is negligible, the multiplicative noise model is applicable with N,,, which is a positive random variable. An example of a situation in which the signaldependent noise model is useful occurs in the processing of images obtained from sensors for which the noise level at any pixel is directly related to the incident intensity at that location.
We can formulate our detection problem as a statistical hypothesis testing problem of choosing either a null hypothesis H or an alternative hypothesis K describing the joint pdf ~( x I T ) of the observation matrix X = {X,,}, where
x is a realization of X . Under H , we have T = 0, and under K , we have T > 0, with where 12 L and Only T > 0 is assumed to be unknown under the alternative hypothesis; T = 0 in (2) yields the null hypothesis pdf.
A. Assumptions
We will be assuming in the following development that the pdf's f N , fw, and f N w and the strength functions @ ( T > and Y ( T ) are smooth enough and satisfy regularity conditions justifying mathematical operations such as interchanges in the order of differentiation with respect to a parameter and integration of a function. We will also assume that f w ( x ) > 0 for all x. In computing the test statistics of the locally optimum detectors in Section 111 and in computing the efficacies of some detectors in Section VI for performance comparisons, the following assumptions will be made:
1 
and
2) The function P ( T ) is strictly increasing at the origin,
is also strictly increasing at the origin. The functions g,(x), h,(x), and h , ( x ) are generalizations of the usual locally optimum nonlinearities g , ( x ) and h , ( x ) and arise from the dependence of the two noise processes through the weighted conditional average U( x) and the weighted conditional variance v ( x ) . It should be noted that E{NIW) = 0 implies that N and W are uncorrelated, but the converse necessarily holds only if N and W are independent and E { N ) = O . We also note that 
TEST STATISTICS FOR LOCALLY OPTIMUM DETECTION OF RANDOM SIGNALS
In this section, we will find the locally optimum detector test statistics in the generalized observation model so that a test function for detecting random signals can be established. Two cases of interest will be considered separately in deriving locally optimum detector test statistics in the generalized observation model; one is the case of multip[icative noise (in addition to the purely additive noise), and the other is the case of signal-dependent noise (in addition to the purely additive noise). In tieriving the locally optiinum detector test statistics, we will first reparametrize the models with a new parameter 0 according to either O = P ( T ) or e = Y(T) so that the resulting model is more compact and easy to handle with all the original information retained.
If we denote the pdf of X after a reparametrization explicitly by writing it as 4(xlO), we have 4(xI0)= n: '= In:= ,f,,,(x,,) , which is the noise-only pdf of X . We also find that T > 0 corresponds to 8 > 0. Now, from the For random-signal detection in the purely additive noise model, which corresponds to the case g$ = 0, E ( N ) = 0, and P ( T ) = T in the generalized observation model, it can easily be shown that the locally optimal detector test
The detector whose test statistic is (24) 
For the model (26), it is shown in the Appendix that for the locally optimum detector test statistic in multiplicative (X,,)+2h2(x,,)+h,(X,,) ] (27) for the locally optimum detector test statistic in multiplicative noise, the following general observations can be made:
a) The locally optimum detector test statistic of (27) is of the same form as (24) and would be obtained in the additive noise model with gJx) replaced by gl(x)+ g, (x) and h , ( x ) replaced by h , ( x ) + 2 h 2 ( x ) + h , ( x ) . A similar observation has been made for the known signal detection problem in [7] .
b) The test statistic depends on the random signal through the covariance function rs(i, k ) and the variances U,, but does not depend on the exact functional form of the pdf of the signal. This is a consequence of the assumption that the signal is weak.
c) Since the function h , ( x ) will not generally vanish identically, it will generally always exist in the test statistic. This implies that the multiplicative noise term will in most cases have an effect on the locally optimum detector test statistic; it has an effect on the test statistic through g,, h,, and h, when E { N J W ) is not zero and through h,(x) even when E { N J W l is zero. d) In general, the test statistics (24) and (27) 
2) Structures of the Locally Optimum Detectors:
If the signal process is a white random process, that is, if r J i , k ) = 0 for i f k , the test statistic can be simplified to become
for which a block diagram of the corresponding locally optimum detector is shown in Fig. 1 . To find a structure of the locally optimum detector for the correlated signal, let us assume that the signal is stationary so that r, (i,k) = rs(li -kJ) and that r,(m) = 0 for m > N for some finite integer N such that N < < n. This is a reasonable approximation in many cases of interest. Let a discrete-time filter
;ll-$..w (28)).
with impulse response sequence {a,, I = 0, have a frequency response H ( w ) satisfying
where @,(U) is the signal power spectral density (psd). Under these assumptions, it can be shown as in [131 that
where
(31)
A block diagram of the structure of the corresponding locally optimum detector is shown in Fig. 2 , which is a generalized version of that which would be obtained for the purely additive noise model [13] . (30)).
B. Signal-Dependent Noise I ) Locally Optimum Detector Test Statistics in Signal-Dependent Noise:
We now consider locally optimum detection of random signals when the random signal is contaminated by signal-dependent noise as well as purely additive noise, that is, the underlying model in this subsection 
We now reparametrize by one of two rules, depending on whether EiNIW) is zero or not and depending on the value of A .
, we reparametrize according to 1); otherwise, we reparametrize according to 2).
P ( T ) . Y ( 7 ) .
With the reparametrization, we now have
as our model for which the locally optimum detector test statistic is to be found, with at least one of the two strength functions b(8) and c(8) being 8.
3) Test Statistics and Discussion:
In the Appendix, it is shown that the generalized Neyman-Pearson lemma leads us to the following locally optimum detector test statistic for several cases of particular interest:
The different cases for which (38) 
( T ) = T and Y ( T ) = T~) or if
A > 1 and E ( N I W } = 0, the locally optimum detector test statistic is exactly the same as that which would be obtained for the additive noise model, and only the first two summations containing g, and h , remain in the test statistic of (38). This implies that in such circumstances, the test statistic depends only on the random signal term P(T)S, and that the signal-dependent noise term -y(~)y, has no effect on the locally optimum detector test statistic. The case A > 2 or the case E ( N J W ) = 0 and A > 1 in (38) describes the situation in which the signal-dependent noise term is relatively unimportant in the generalized observation model.
2) On the other hand, if A < 1 or if A < 2 and E ( N I W } # 0, only the signal-dependent noise term has an effect on the test statistic through g, or h,, and the random signal term has no effect. This is because the random signal term is now weak compared with the signal-dependent term. This is quite an interesting result because it implies that information about the signal process is not used directly in detecting the signal, but rather, the statistics of the signal-dependent noise term are used to detect the random signal when it is weak compared with the signal-dependent noise. 
value of A = q / p , above which the random signal becomes the dominant factor and below which the signaldependent noise becomes the dominant factor in the test statistic, is one when E{NIW} vanishes; on the other hand, this critical value of A is two when E { N ( W ) is not zero. This means that the dependence between the two random processes N and W causes a shift in the critical value in such a way that the random process N becomes more significant than it is when N and W are independent and modifies the nonlinearity that arises from the signal-dependent noise term N,, from h , to g,. A similar observation has also been made for the known signal detection problem in [7] . 4) An interesting special case, which is obtained from these results, is the locally optimum detector test statistic for detection of a weak signal in purely additive but correlated noise. For example, suppose that in (33) It is also interesting to note that the test statistics (24) and (38) for which a block diagram of the corresponding locally optimum detector is shown in Fig. 3 . To find an explicit locally optimum detector structure for the correlated signal case, let us make the same assumptions as those made in Section 111-A. Under these assumptions, it can be (42)).
shown as in [131 that 
A block diagram of the structure of the corresponding locally optimum detector is shown in Fig. 4 , which is also a generalized version of that which would be obtained for the purely additive noise model. (43)). 
and h 3 ( x ) =~' { r~~~+ ( l -6 r ' )~~+ 3 r~-l ) .
Here, E{NIW) vanishes if and only if N and W are uncorrelated, and h 3 ( x ) with r = 0 has the Same functional form as g 2 ( x ) with r # 0 for this particular bivariate pdf. The locally optimum detector test statistics can expressions. For example, in the multiplicative noise environment, we get explicitly
, r is the correlation coefficient, k is a parameter that determines the algebraic rate of decay of the k > 2; if k = 2, (54) represents a bivariate Cauchy pdf, and for k +m, (54) tends to a bivariate Gaussian pdf. If we = s : k / ( k -2), now be found from (27), (38), (40), and (41) using these pdf, and the variances g; and are defined only for
(57) as the locally optimum detector test statistic. We can also find the test statistics in signal-dependent noise ( d = 0). For example, if A = 2 and r # 0, we get ( 5 8 ) 
For the bivariate t-distribution function, the locally optimum detector test statistics also have additional terms cmtaining the factors that represent the effect of the signal-dependent noise (if d = 0) or multiplicative noise (if d = 1). We observe that these results for the bivariate t distribution become those for the Gaussian case for k + W.
V. DETECTION OF COMPOSITE SIGNALS
When both (~( 7 ) and P ( T ) do exist simultaneously in the generalized observation model (l) , that is, when the signal has both deterministic and random components, we can also find the test statistics of the locally optimum detectors. From the results of [7] and those of Section 111, it can be expected that the test statistics will depend on the relative strengths of (~(71, P(T), and y (~) and on the dependence of the two noise processes through the conditional mean E{NIW) and the conditional variance EIN21WJ. Since the complete derivation of the locally optimum detectors for composite signals is rather lengthy, we will give two particular results to illustrate the possibility of more general derivations.
Let us consider the model (63) X,/ = e f e , + OqS, + erN,, + for which a reparametrization has already been made, and only the local case is of interest. It can be shown that the locally optimum detector test statistic for this model
c c c r s (~,~) g l ( x , f ) g l ( x ,~)
We see that the quadruple summation above together with the first term in the double summation constitutes the usual locally optimum detector test statistic for the purely random signal in additive noise, and the second term in the double summation is a locally optimum detector test statistic for the known signal in additive noise problem. The third term under the double summation arises from the presence of the signal-dependent noise term. When ( p , q , r ) = ( l , l , l ) , we find that
This test statistic is exactly the same as that which was obtained for the known-signal-only case in signal-dependent noise [7] ; the random signal is now so weak compared with the known signal and the signal-dependent noise that it has no effect on the test statistic. It is noteworthy that the general structure of these test statistics and other test statistics for the locally optimum detection of composite signals can be deduced by a direct synthesis of corresponding results in [7] and those of Section 111, based on knowledge of the values of p , q, and r in (63) and of E{NIW}.
VI. PERFORMANCE OF THE LOCALLY OPTIMUM DETECTORS
In this section, the performance characteristics of the locally optimum detectors whose test statistics were obtained in Section 111 will be considered. Their performance will be compared with that of other common detectors, specifically, the LO + detectors, the SQA, and O N INFORMATION TIIEORY. VOI.. 36, N O . 3, M,ZY 1990 
A . Asymptotic Perjormance Characteristics of the Locally Optimum Detectors
In comparing the asymptotic performance of two detectors, the asymptotic relative eficiency (ARE) will be employed. Under some regularity conditions [131, the A R E , , , of detectors D , and D , can be expressed as the ratio of the efficacies and 5, of the two detectors:
The efficacy 6 of a detector in our applications here is calculated as where with T,,(X) being the test statistic of a detector using sample size n and with E{T,,(X)IO} and V{T,JX)lO =O} being the expected value and variance of T,,(X) under the alternative and null hypothesis, respectively.
The efficacy expressions of (69) and (70) involve the uth derivative of the mean of the test statistic at the origin. The order v is the smallest order for which the derivative at 0 = 0 is not zero. For most random signal detection problems, as is well known, we have U = 2. This also may be explained by noting that this condition is equivalent to using the first derivative with respect to the signal strength parameter 0 2 , which is a more appropriate measure than 19 of the signal strength in the random signal case. With this intepretation, the efficacy is seen to exactly parallel that for the known signal problems 
For d = 0 , A < 2 , and E{NIW)#Oorwhen d = 0 , A < l , and E{NIW) = 0, the results for the efficacies can also be found in [16] .
D. AREs for Specific Noise Probability Density Functions
The AREs of the locally optimum detector with respect to the SQA, PCA, and LO+ detectors operating on observations modeled by (1) can now be calculated from the previous efficacies by specifying the pdf f N w . Let us assume in the following calculations that r J i , k ) = 0 for 
( L -1 ) and
2) Bivariate t-Distributed Noise: As another example, if we take the pdf corresponding to the bivariate t distribution t (0,0,s,l,r,k) for f N w , we have, in multiplicative noise ( d = 1) and for L we have for L -+cc Fig. 6 shows these AREs as functions of the parameter k .
3) Discussion of Results: It is observed from (88)-(99) that as the magnitude of the product rs becomes larger, the effect of the signal-dependent or muliplicative noise on the asymptotic performance of a detector also generally becomes significant. More specifically, from (88)- (90) and (94)- (96), it is observed that the LO detector considerably outperforms the SQA, PCA, and LO+ detectors when the data contains multiplicative noise components. Although Fig. 5 shows AREs only for L -+w, a similar effect of multiplicative noise can be expected for finite
and E{NIWj f 0 or when d 0, A = 1, and E{N IW) = 0, array size. From (91)- (93) and (97)- (99) $ 2 . Fig. 6 . AREs in bivariate t-distributed signal-dependent and additive noise.
.

k
observed that for signal-dependent noise, the relative performance of the LO detector compared with the other detectors becomes more significant as the array size L becomes small. This is because when the array size is large, the correlation terms that respond to the common signal of each input channel in the test statistics of the LO, SQA, PCA, and LO+ detectors will dominate over other terms, which respond to power of signals. These correlation terms for the LO, SQA, and LO+ detectors are identical. We also note that the expressions for ARE'S for the t distribution become those for the Gaussian pdf as k -m.
E. A R E S for the Additive Noise Model
The efficacies of the SQA, PCA, and LO + detectors in the purely additive noise model can be calculated easily from ( ',,.,., and (=ARE?fl.Lfl+ ) in Gaussian additive noise.
Note that R(0) = Q (1) Using (100)- (103), the AREs of the locally optimum detector designed for the multiplicative noise model in the purely additive noise situation can be calculated. For example, with a bivariate Gaussian pdf 7 ( 0 , 0 , s , l , r ) 
for L + m , which are shown in Fig. 7 . As another example, if the locally optimum detector is designed for the multiplicative noise model with the bivariate t distribution t (O,O,s,l,r,k) for f N W , we have L ( r . ; ) -( u 4 the purely additive noise model, depending on the specifications, including the values of the variance u i and the correlation coefficient r. It is possible to make some observations about the relative asymptotic performance of the LO detectors designed for the multiplicative noise model when the actual model is that purely additive noise model. First, the LO detector loses in the purely additive noise model as much as it gains in the multiplicative noise model compared with the LO+ detector. This is a natural consequence of the fact that the LO detector is optimum for detection of weak signals in the multiplicative noise model, whereas the LO+ detector is optimum for detecting weak signals in the purely additive noise model. Second, if the pdf of the purely additive noise is Gaussian, the LO detector then loses in the purely additive noise model as much as it gains in the multiplicative noise model when compared with the SQA detector. If, however, the pdf of the purely additive noise is not Gaussian but is of the type of heavy-tailed nonGaussian pdf we have considered, the LO detector loses in the purely additive noise model less than it gains in the multiplicative noise model when compared with the SQA detector. The LO detector designed for signal-dependent noise ( d = 0) can be shown to have similar performance characteristics when it operates in observations generated by the purely additive noise model. Although it is apparent that the locally optimum detectors for the generalized observation models can enjoy a significant performance advantage especially in multiplicative noise and in signal-dependent noise relative to detectors designed for purely additive noise, they may not have better performance than other detectors in the purely additive noise situation. The necessity of employing an adaptive or fixed robust detection scheme for good overall performance arises naturally from this observation. The investigation of such detectors would form an interesting direction for further consideration as an application of the generalized model.
F. Finite Sample-Size Performance
Using Monte Carlo simulations, we have obtained detection probabilities of the LO, SQA, and PCA detectors as a function of n and 8, which is the signal strength parameter, when the underlying model is, for multiplica-
x,, = es, + es,N,, + w,,. 
S i g n a l S t r e n g t h (8)
Finite sample-size performance of detectors in bivariate Gauss- Fig. 9 .
ian multiplicative and additive noise. 
The bivariate Gaussian variables (N,,, TI>, j = 1; . -, L ,
. ., n were generated by an IMSL subroutine for n = 20 and L = 2. Each point in Figs. 9-11 was obtained from 100000 runs to make the relative error less than 1%
for a false-alarm probability Pfa = lo-'.
Figs. 9-11 show the detection probability of the three LO detectors for the models (1111, (112), and (1131, respectively, with two combinations of r and U; in each figure. The performances of the SQA and PCA detectors are also shown. The LO detector in multiplicative noise and additive noise is not a UMP detector, as can be seen from Fig. 9 ; the SQA detector performs better than the LO detector for large SNR, which is not an unexpected result. The LO detectors for signal-dependent and additive noise, however, perform better than the other detectors at least for this particular example, as can be seen from Figs. 10 and 11. From Figs. 9-11, it is observed that the locally optimum detector does outperform other simpler detectors such as the SQA and PCA detectors for the finite number of samples used for the simulations. The SQA detector (which is the LO+ detector for Gaussiannoise pdf) has poor performance characteristics compared with the LO detector because it does not take the nonadditive noise terms into account in its test function. The severe degradation of the PCA detector in the generalized observation model can be explained as follows: The PCA detector responds to the correlation of input data resulting from common signals, which effect is greatly reduced because of the nonadditive noise terms.
VII. SUMMARY
In this paper, we employed the generalized observation model introduced in [7] and addressed the problem of locally optimum detection of random signals. Locally optimum detectors derived for the generalized observation model for detecting random signals were shown to be generalizations of those for the additive noise model. Performance comparisons of the locally optimum detectors and other detectors were made. It has been shown that the locally optimum detectors generally outperform other simpler detectors such as the square-law array detector and the polarity coincidence array detector in signal-dependent or multiplicative noise. For situations in which the strength of the multiplicative noise term is different from that of the signal term, the locally optimum detectors can be obtained after derivations similar to those given for signal-dependent noise situations in this paper.
Investigations of nonparametric, robust, and adaptive schemes for good overall performance when exact specifications of parameter values and of pdfs cannot be fixed in advance are interesting directions for further research. 
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In the sequel, for notational convenience, the dependence on 0 of y,,(0), &,(e), and their derivatives will not be shown explicitly. W e will also use ' and " to denote the first and second derivatives of +(xl0) with respect to 0, respectively. W e next calculate two expressions that will be used frequently in the derivation of the locally optimum detector test statistics: P ' ( 0 ) = - 
E{NIW)=Oand
< A < 2
We first note that g,(x) + 0 is equivalent to E { N ( W = x } f 0. 
