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We investigate the effect of the Berry phase on quadrupoles that occur for example in the low-energy descrip-
tion of spin models. Specifically we study here the one-dimensional bilinear-biquadratic spin-one model. An
open question for many years about this model is whether it has a non-dimerized fluctuating nematic phase. The
dimerization has recently been proposed to be related to Berry phases of the quantum fluctuations. We use an
effective low-energy description to calculate the scaling of the dimerization according to this theory, and then
verify the predictions using large scale density-matrix renormalization group (DMRG) simulations, giving good
evidence that the state is dimerized all the way up to its transition into the ferromagnetic phase. We furthermore
discuss the multiplet structure found in the entanglement spectrum of the ground state wave functions.
PACS numbers: 75.10.-b, 75.10.Jm, 75.10.Pq, 75.30.Kz, 75.40.Mg
How quantum fluctuations melt a classical order and cre-
ate novel quantum states is a fundamental question of modern
condensed matter physics. Among many phenomena, mech-
anisms involving topological effects [1] have been studied in
great detail in one-dimensional spin chains as minimal mod-
els [2, 3]. In particular, the Berry phase associated with rota-
tion of spins plays a crucial role [4], as its presence discrimi-
nates between antiferromagnetic Heisenberg chains with half-
integer and integer spins, making the excitations in the former
gapless and in the latter gapped [5].
A similar Berry phase appears for the spin quadrupoles
(nonmagnetic spin states) we investigate here. The quadrupo-
lar order can be found in the S = 1 Heisenberg model
HBB =
L−1∑
j=1
cos θ (Sj · Sj+1) + sin θ (Sj · Sj+1)2 , (1)
where θ parameterizes the ratio of the bilinear and biquadratic
terms and L is the length of the chain. The phase diagram of
this model is shown in Fig. 1(a) [8]. It is generally agreed that
the model exhibits a ferromagnetic phase, a gapped “Haldane”
phase [5], a gapless trimerized phase and a gapped dimerized
phase [9]. A long lasting debate has been going on about
the possible existence of a non-dimerized gapped phase above
the θF = −3pi/4 SU(3) symmetric point. This phase can be
thought of as a nematic phase that has become disordered on
account of quantum fluctuations (since the system is one di-
mensional). At θF the ground state is degenerate, and it has
no fluctuations: any state where each spin is in the same state
is a ground state. Slightly away from θF , nematic states of the
spins have lower energies than other states, so the state will
be approximately a uniform state of nematic spins. Due to
quantum fluctuations, the order will only last up to the corre-
lation length. There is no obvious reason that this state should
become modulated with a period of 2 near this point (there
is no minimum in the spin-wave dispersion near pi). Could
this be a fifth homogeneous phase? This question was first
raised in [8], which also calculated that this phase would exist
for θF < θ . −0.66pi [8]. This idea has attracted consid-
erable interest [10–14], and despite the progress in numerical
techniques, more recent simulations still are producing con-
tradicting results [15].
Refs. [16, 17] found a reason why the nematic phase
becomes dimerized, related to Berry phases associated with
quantum fluctuations of the quadrupoles, which we will test
here. We will find how the dimerization near θF varies using
a quantum rotor model, and then calculate the actual dimeriza-
tion numerically to check the prediction. We further explore
the entanglement spectrum for which we derive exact expres-
sions at θF .
Let us start from the ordered quadrupolar mean-field wave
function in the vicinity of θF with θ ≥ θF :
|ψMF〉=
L∏
j=1
|ψ〉j=
L∏
j=1
(
nx |x〉j+ny |y〉j+nz |z〉j
)
, (2)
where the coefficients are the components of the nˆ =
(nx, ny, nz) real unit vector. The states |x〉j = i(|1〉j −
|1¯〉j)/
√
2, |y〉j = (|1〉j + |1¯〉j)/
√
2 and |z〉j = −i |0〉j form
the time-reversal invariant basis of the S = 1 spins at site
l (|1〉, |0〉 and |1¯〉 are the Sz eigenstates). Being fully sym-
metric, |ψMF〉 is an exact ground state at the SU(3) symmet-
ric point θF . The |ψMF〉 does not have the full SO(3) sym-
metry. The order parameter can be thought of as an ellip-
soid, as shown in Fig. 1(b). It has a rotational symmetry
exp(iγnˆ · S)|ψMF〉 = |ψMF〉 with any angle γ around nˆ, as
well as an additional Z2 symmetry from flipping the direc-
tion axes nˆ → −nˆ. This extra symmetry distinguishes the
quadrupolar order from the ferromagnetic order. As a con-
sequence, the “director” nˆ lives in the projective plane RP2
formed by identifying antipodal points of the unit sphere.
Because of the Z2 symmetry, we can distinguish two topo-
logically distinct classes of closed adiabatic paths of the nˆ: the
paths can cross the boundary of the RP2 an even or odd num-
ber of times [see Fig. 1(c)]. Since the Berry phase for the time
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FIG. 1. (color online) (a) Phase diagram of the Hamiltonian (1). (b)
In the quadrupolar state |y〉 the spin fluctuates over the yellow region
perpendicular to the director (green) [6, 7]. (c) Rotating a director in
the projective plane, a Berry phase is picked up on the red path only
(the dashed red line connects equivalent points in RP2). (d) World
lines of directors in 1+1 dimensional space time. The directors tend
to align with adjacent ones in space (due to the spring constant K),
and they can rotate in time, with a moment of inertia I . Rotations of
a director as a function of time lead to a Berry-phase. Directors can
either rotate by an angle 0 or pi as shown in the two highlighted world
lines, picking up a phase pi in the latter case. To keep track of the
total rotation, we add a red dot onto the green ellipsoid. In between
domains of different windings, pi-vortices appear (black dots).
reversal invariant quadrupoles is quantized to 0 or pi [18], the
phase on homotopic paths is equal. In the case of even number
of crossings the path can be contracted to a single point, and
we expect no Berry phase. For an odd number of crossings
the path cannot be contracted, and the wave function acquires
a Berry phase pi for a spin-1 quadrupolar state. To see this,
we rotate the |z〉 around the y-axis by changing ϕ = 0 to pi as
|ψ(ϕ)〉 = cosϕ|z〉+sinϕ|x〉. In this gauge the Berry connec-
tion i〈ψ(ϕ)|∂ϕ|ψ(ϕ)〉 = 0 and the Berry phase is just given
by the change of the sign of the wavefunction which is −1.
On account of the Mermin-Wagner theorem, quantum fluc-
tuations are large enough to cause the state to become dis-
ordered. To understand the consequences, we will assume
that the low energy fluctuations are described by a rotor
model[10, 19]
Hrotor =
L∑
j=1
L2j
2I
− K
2
(nˆj · nˆj+1)2 . (3)
Here the first term is the kinetic energy of the directors (the
original spin Sl and the angular momentum Lj = I nˆj×∂tnˆj
coincide when averaged over enough sites), the second term
is the Z2 symmetric interaction between two adjacent direc-
tors. The energy of a twist in the director and the response to
a magnetic field can be calculated both from the rotor model
and the original spin model (using the mean-field approxima-
tion) [20], and comparing these tell us the spring constant and
moment of inertia, K =−2 sin θ, and I = 1/2(cos θ−sin θ)
[10, 19]. In the continuum description of the model, we
rescale the imaginary time t = t˜
√
I/K so that the action
becomes isotropic
S = 1
2g0
∫∫
dt˜dx
[(
∂t˜nˆ(t˜,x)
)2
+
(
∂xnˆ(t˜,x)
)2]
, (4)
where the dimensionless stiffness 1/g0 =
√
IK.
We now use space-time path integrals to show that, when
the Berry phase associated to the Z2 symmetry of Eq. (4) is pi
(as for the spin-1 case) the ground state becomes dimerized.
As illustrated in Fig. 1(d), the nˆ field in the two-dimensional
(x, t˜) space has topological defects in the form of vortices,
characterized by the fundamental group pi1(RP2) = Z2 [21].
Because of the continuous O(3) rotation symmetry nˆ does not
have long-range order. Since nˆ has three components, just
spin waves lead to exponentially decaying correlations [22]
(vortices are not necessary). This causes vortices to have a fi-
nite action, so “entropy” produces them at any stiffness, mak-
ing the entire phase dimerized. That is because the vortices
separate domains where worldlines of the directors have dif-
ferent winding numbers (and hence different Berry phases 0
and pi). Let us for clarity first assume that we have only one
pair of vortices. The sign of the path integral depends on their
distance: the sign is positive (negative) if the vortices are sep-
arated by an even (odd) number of sites. For 2Nv vortices,
the product over all pairs gives the total sign
∏2Nv
j=1 (−1)x
v
j ,
where xvj are the indices of bonds that vortices live on. This
gives rise to a dimerization of the system as path integrals
come with opposite signs depending on whether the vortices
are located on even or odd bonds relative to each other. From
this reasoning, we expect that the dimerization strength D is
proportional to the density of vortices.
We now apply this qualitative theory and predict the scal-
ing of the correlation length and dimerization strength. Based
on the fact that the O(3) symmetry is not broken, we find, as
noted in Ref. [22], that the renormalized stiffness 1/g(r) =
1/g0−(ln r)/2pi decreases for longer length scales (the dis-
tance r2=x2+ t˜2), eventually disappearing for r & ξ, where
ξ=exp
(
2pi
√
IK
)
≈exp
(
pi
√
2/∆θ
)
(5)
and ∆θ= θ−θF . The correlations also disappear for r & ξ.
This derivation is very similar to the argument in Ref. [10], up
to a factor of two in the exponential.
Supposing that the dimerization D is proportional to the
density of vortices, we are now able to estimate the dimeriza-
tion strength quantitatively. For a classical vortex shown in
Fig. 1(d), we find that |∇nˆ|2 = 1/4r2. To take into account
that the size of a vortex is ξ, we assume that the stiffness is
decreasing gradually from the core of the vortex out to ξ, so
that the action Sv=∫ ξ
1
dr2pir|∇nˆ|2/2g(r)=(ln ξ)2/16. The
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FIG. 2. (color online) (a) the correlation length ln ξ and (b) the bulk
dimerization lnD as a function of 1/√∆θ and 1/∆θ respectively.
The data is extrapolated to the infinite-m limit (blue open circles with
error bars). Red fitting lines: ln ξ=−2.180+3.596/√∆θ in (a) and
lnD=2.054− 1.047/∆θ in (b).
density of vortices is proportional to exp(−Sv) and thus
D∝exp
(
− ln
2 ξ
16
)
≈exp
(
− pi
2
8∆θ
)
. (6)
The gap has the same order as 1/ξ ≈ exp(−pi√2/∆θ), so
the dimerization is much smaller than the gap close to θF .
This is very different than usual behavior seen in spin chains:
for example, in the frustrated spin–1/2 Heisenberg chain, the
spontaneous dimerization is D ∝ 1/√ξ ∝ √∆dim [23].
We will now compare expressions (5) and (6) with numeri-
cal DMRG simulations [24, 25]. In order to reach sufficiently
large system sizes, we use an improved DMRG technique
with open boundary conditions [26]: We performed simula-
tions with up to m = 4000 kept states for system sizes up
to L = 20000 and extrapolate to the m → ∞ limit where
needed. The correlation length is obtained by diagonalizing
the transfer matrix [27] and the dimerization D measures the
energy difference between strong and weak bonds (the open
chain with even sites dimerizes). Our results, shown in Fig. 2,
confirm the scaling behavior of both the correlation length and
the dimerization predicted by the effective field theory in the
vicinity of θF . Based on numerical simulation we conclude
that the low-energy (i.e., long wavelength) behavior is de-
scribed by the rotor model together with Berry phases, yield-
ing a gapped and dimerized phase up to the transition to the
ferromagnetic phase.
After focussing on the physics at long distances, we will
now also consider shorter length scales. We find the three dif-
ferent regions shown in Fig. 3. The bipartite spin fluctuations
are given by F = 〈(SzL)2〉 [28] and the SE is the von Neu-
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FIG. 3. (color online) Three different regions can be distinguished
by the scaling of the (a) entanglement entropy SE and (b) bipartite
spin-fluctuationF as a function of lnL for different values of ∆θ/pi.
Converged (interpolated) data are marked by filled (open) symbols.
Fat green, yellow and red lines indicate the expected asymptotic be-
havior in the three regimes (see text for details).
mann entropy of the reduced density matrix ρL. Both quan-
tities are calculated for the bipartition of a chain of length L
into two (left, L, and right,R) half chains of equal length. At
short and intermediate distances, the ground state appears to
be critical. In particular, the entanglement entropy SE shows
a logarithmic growth as a function of system size. This is a
known hallmark of conformally invariant, critical systems for
which SE = (c/6) logL with c being the central charge, i.e.,
the number of linearly dispersing modes [29, 30]. Though our
system is not conformally invariant, we still use the notation
of c to characterize the behavior at shorter length scales. The
short distance region is described by an effective c = 6 and
the bipartite fluctuations F grow linearly with the system size
(green lines). Both properties are inherited from the exactly
soluble SU(3) point. Above a scale Lm ∝ 1/
√
∆θ, the mag-
netic healing length, but below ξ, the critical behavior changes
to an effective c = 2 and a logarithmic growth of F (yellow
lines), because there are two approximate Goldstone modes
of the rotors [31]. For L ξ the growth of the entropy is cut
off by the gap and the fluctuations saturate (red lines). The
fact that the correlation length ξ is of the order of thousands
of sites in the scaling regime near θF might explain why pre-
vious numerical studies predicted a critical phase instead of a
dimerized one.
For a number of different systems it was shown that conclu-
sive information about a state can be extracted from the entan-
glement spectrum (ES) [32–34], the set of eigenvalues {ργ} of
the reduced density matrix ρL. Figures 4(a) and (b) show the
spectrum as a function of ∆θ for the two inequivalent bonds.
The apparent multiplet structure reflects the SO(3) symmetry
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FIG. 4. (color online) Multiplet structures of the ES as a function of
∆θ for (a) even and (b) odd L/2. Levels originating from the SU(3)
point are colored and their multiplicity indicated. (c) and (d) ES as
a function of SL(SL + 1) for ∆θ/pi = 0.05. Black dashed lines
A0 + A1SL(SL + 1) are fitting to the lower edge of the sepctrum.
(a)-(d) are obtained with m = 4000. (e) The slope of tower edges as
a function of 1/∆θ. Each slope value is extrapolated to the infinite-
m limit with error bar less than the symbol size. The red solid line
gives 1/A1 = 0.745 + 0.432/∆θ. (f) Double logarithmic plot with
green dashed line showing the expected asymptotic slope of 1/A1 ∝
1/∆θ.
of the state. The lowest levels have the same multiplicites as
in a perfectly dimerized state, where cutting a strong bond
gives a three fold degenerate state as we cut a spin-1 singlet,
while cutting a weak bond gives a non-degenerate state. In the
limit θ → θ+F we can actually derive an exact expression for
the ES, as the ground state is the SO(3) singlet of the (L, 0)
Young tableau. The 2SL+1 degenerate eigenvalues of the re-
duced density matrix ρL for a bipartition into two half-chains
are [35]
ρSL (L, θF )=
[
2SL
√
L+1(L/2)![(L/2+SL)/2]!
(L/2+SL+1)![(L/2−SL)/2]!
]2
, (7)
where the allowed spins SL are even for L/2 even and odd for
L/2 odd. The short-range behavior in Fig. 3, SE ≈ lnL and
F/L ≈ L/6, is reproduced using Eq. (7).
As we move away from the θ = θF , additional states ap-
pear in the ES (grey levels in Fig. 4). Since the ground
state is SO(3) symmetric, we can plot the ES as a function
of SL(SL + 1), Figs. 4(c) and (d). The lower edge of the
spectrum graphed in this way is linear, similar to the Ander-
son tower found for the energy spectra of ordered spin sys-
tems [36] (see also [37]). The presence of every other spin
only is typical for a ferroquadrupolar phase [38, 39]. Un-
like for gapless systems, the linear slope A1 of the Ander-
son tower remains finite. Its states contribute roughly 1/A1
to the spin fluctuation of an infinite half-chain F [40]. Thus
we can estimate A1 from the bipartite spin fluctuations if we
assume other states do not change the order of magnitude of
the spin fluctuations. The spin correlation function is given by
Gs(x) = −(1/2pi2) ln(ξ/x)/x2, so the bipartite spin fluctua-
tions are F = − ∫ ξ
1
dx
∫ x−ξ
0
dyGs(x− y) ∝ ln2 ξ [41] in the
leading order. Thus we expect 1/A1 ∝ ln2 ξ ∝ 1/∆θ, and
this agrees with the numerical results shown in Fig. 4(e) when
L ξ, though the anticipated behavior is reached only in the
asymptotic limit as indicated in Fig. 4(f).
In this manuscript, we studied the effect of the Berry phase
on quadrupoles that occur in the effective description of the
one-dimensional bilinear-biquadratic spin-one model. From
the effective low-energy theory, we showed that quantum fluc-
tuations melt the nematic order to produce a gapped state,
while vortices and a Berry phase cause dimerization. The
scaling predicted by this theory was verified using large scale
density-matrix renormalization group simulations. Additional
insight into the nature of the ground state was obtained by
studying the ES. Beyond magnetic systems, our findings are of
relevance to cold spin one bosons, where dimerization would
occur quite naturally [14].
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SUPPLEMENTARY MATERIAL
The coefficients of the rotor model
In this section we describe how to calculate the spring con-
stant and momentum of inertia in the rotor model defined by
the Hrotor Hamiltonian, Eq. (3) in the main paper. The rotor
model describes the energy of the fluctuations starting from
the mean field solution of the spin-1 Heisenberg model, so
we will first give some details on the mean field solution, and
after that calculate the energy of the spatial and temporal fluc-
tuations.
Mean field wave function
To describe the ferroquadrupolar state, we assume a site
factorized wave function of the form
|Ψ〉 =
L∏
j=1
(
νxj |x〉j + νyj |y〉j + νzj |z〉j
)
, (S.1)
where we allow for the coefficients j = (νxj , ν
y
j , ν
z
j ) to be
complex numbers, furthermore we normalize the wave func-
tion, requiring 〈νj |νj〉 =
∑
α=x,y,z ν¯
α
j ν
α
j = 1. The ex-
pectation value with the HBB bilinear-biquadratic Heisenberg
model [Eq. (1) in the letter] is then
〈Ψ|HBB|Ψ〉 =
L∑
j=1
[
(sin θ − cos θ) |〈νj |ν¯j+1〉|2
+ cos θ |〈νj |νj+1〉|2 + sin θ
]
. (S.2)
The mean field ground state when −3pi/4 < θ < −pi/2 is the
ferroquadrupolar one, where the νj becomes the real nj = n,
with energy per site εFQ = 2 sin θ.
Spring constant
The coefficients of the effective Hamiltonian can be deter-
mined by considering two types of excitation. In the space
dimension the response to stresses at the ends of the chain is
a wave where the directors rotate in a plane, e.g. in the xy
plane as νj = (nxj , n
y
j , n
z
j ) = (cos kj, sin kj, 0) with a char-
acteristic wave number k. The |〈νj |νj+1〉|2 = |〈νj |ν¯j+1〉|2 =
cos2 k, and from Eq. (S.2) we get that the energy cost per site
of such an excitation is equal to
εk − εFQ = −(1− cos2 k) sin θ . (S.3)
Note that εk − εFQ is positive, as sin θ < 0 for θ values of
interest.
6The energy per site of this excitation in the rotor model
[Eq. (3) in the letter] is K2
(
1− cos2 k), as nˆj · nˆj+1 = cos k.
Equating the two energies, we find that they agree if we
choose
K = −2 sin θ (S.4)
for the spring constant.
Moment of inertia
The other term is like kinetic energy, so consider a ro-
tating state |Ψω(t)〉 that is rotating at a frequency, ω. The
energy changes because the rotation changes the state (sim-
ilar to how in a rotating system, there are changes of the
density from the centrifugal force). The change can be
found by using a rotating coordinate system; i.e. define
|Ψ˜ω(t)〉 = eiωt
∑
j S
z
j |Ψω(t)〉. Then i∂t|Ψ˜ω(t)〉 = (HBB −
ω
∑
j S
z
j )|Ψ˜ω〉. If the state is just rotating, then it is a station-
ary state, so it is an eigenstate of
H˜ = HBB − ω
∑
j
Szj . (S.5)
The ω is like a magnetic field along the z axis.
What is the energy? The pure quadrupolar state has vanish-
ing matrix elements with the spin operators, thus it does not
couple to magnetic field. However, once we apply the field,
the |ν〉 deforms and the spins develop magnetic moments. The
directors select a plane that is perpendicular to the field – in
this case, it is the xy plane. We choose the wave function in
finite field as νj = (ux, ivy, 0), so that (ux)2 + (vy)2 = 1
for the real numbers ux and vy . The energy per site in the
presence of the Zeeman term (i.e. rotating frame) is modified
to
εω = 2 sin θ + 4(cos θ − sin θ)(uxvy)2 − 2ωuxvy . (S.6)
Noting that m = 2uxvy is the magnetization of the spin, the
energy becomes εω = 2 sin θ+ (cos θ− sin θ)m2−ωm, with
a minimum achieved for m = ω/2(cos θ− sin θ). The energy
cost per site (we do not count the −ωm term) is then given as
δεω =
ω2
4(cos θ − sin θ) . (S.7)
Since by definition Lj = I nˆj×∂tnˆj , the corresponding term
in the rotor Hamiltonian is L2/2I = I(nˆj × ∂tnˆj)2/2 =
Iω2/2, and for the moment of inertia we get
I =
1
2(cos θ − sin θ) . (S.8)
Here we shall note that Lj = m, the magnetization of the
spin. As a consequence, the moment of inertia is equal to the
magnetic susceptibility of the ferroquadrupolar states.
Let us also mention that both our K and I agree with the
values given in Ref. [10] of our paper.
Schmidt decomposition and density matrix of the SU(2) singlet
in the SU(3) symmetric state
At the ferro-SU(3) point, the ground state of the bilinear-
biquadratic S = 1 chain is the fully symmetrical SU(3) irre-
ducible representation. For L sites, it is the Young-tableaux
with L boxes arranged in a row, denoted by (L, 0), and its
dimension is (L + 2)(L + 1)/2. Since the SU(2) is a sub-
groub of the SU(3), the states within a given SU(3) irreducible
representation can further be classified according the the irre-
ducible representation of the SU(2) subgroup. The fully sym-
metrical representation (L, 0) consists of S = 0, 2, . . . , L spin
states for L even and S = 1, 3, . . . , L for L odd. This has
important consequences for the ground state of the bilinear
biquadratic model as we go away from the SU(3) symmetric
point (but keeping the SU(2) symmetry): as we enter the fer-
romagnetic phase, the S = L high spin multiplet becomes the
ground state, while for θ → θF + 0+ the S = 0 spin singlet
is the ground state. Our aim is to find the Schmidt decompo-
sition of the latter state using the tools of group theory.
For example, on two sites there are two irreducible repre-
sentations: the antisymmetrical (0, 1) Young tableaux (two
boxes arranged vertically) of dimension 3, which is at the
same time an SU(2) triplet, and the symmetrical (2, 0) Young
tableaux (two boxes arranged horizontally) of dimension 6,
which contains the |11¯〉+ |1¯1〉− |00〉 SU(2) singlet (using the
Sz basis), and the SU(2) quintuplet, which contains the |11〉
Sz = 2 highest weight state.
The SU(3) group has 2 diagonal and 6 off-diagonal gener-
ators. The generators of the SU(2) subgroup are the diagonal
Sz and the off-diagonal S+ and S− operators, and the remain-
ing five generators of the SU(3) group can be represented by
the
Q+2j
Q+j
Q0j
Q−j
Q−2j
 =

S+j S
+
j
−S+j Szj − Szj S+j
1√
6
(
4Szj S
z
j − S−j S+j − S+j S−j
)
S−j S
z
j + S
z
j S
−
j
S−j S
−
j
 (S.9)
quadrupolar (rank–2 tensor) operators. They satisfy the[
Szj , Q
q
j
]
= qQqj ,[
S±j , Q
q
j
]
=
√
6− q(q ± 1)Qq±1j (S.10)
commutation relations, and the Hermitian conjugates are
(Qq)†j = (−1)qQ−qj . (S.11)
The scalar product
Qj ·Qj′ = 1
2
2∑
q=−2
(−1)qQqjQ−qj′ (S.12)
is SU(2) invariant and theQj ·Qj′+Sj ·Sj′ is SU(3) invariant.
In fact, to describe representations formed by all the spins we
can define the invariant
C2 =
1
4
(Q ·Q+ S · S) , (S.13)
7which commutes with all the 8 global generators (the S =∑
j Sj and the Q =
∑
jQj summed over sites) of the SU(3)
group. This is one of the two Casimir operators of the SU(3)
group (the other one is cubic in the generators). The irre-
ducible representation (n1, n2) is an eigenstate of the Casimir
operator,
C2|(n1, n2)〉 = 1
3
(
3n1 + 3n2 + n
2
1 + n2n1 + n
2
2
) |(n1, n2)〉 .
(S.14)
The irreducible representations of the SU(2) group are char-
acterized by the total spin value S as S · S|S〉 = S(S+1)|S〉.
The representations of SU(3) are made up of several dif-
ferent irreducible representations of SU(2). The states in a
representation can be generated by applying the S’s and Q’s
to a single state. While the Sz , S+, and S− operators lead
only to states within the same SU(2) irreducible representa-
tion, the Qq operators may generate states with different S’s
(but still in the same SU(3) irreducible representation), where
the initial and final total spin can differ by 0 or ±2.
Matrix elements of the quadrupole operators
Here we calculate the matrix elements of the quadrupole
operators between the states of the (n, 0) fully symmetrical
SU(3) irreducible representation. These states can be labeled
as |(n, 0), S,m〉 (where m is the eigenvalue of the Sz oper-
ator). For convenience, we consider the n even case, where
S = 0, 2, . . . , n. We will omit the (n, 0) labels from the states
when it is not confusing, so below we often write |S,m〉 in-
stead of |(n, 0), S,m〉.
Since the quadrupole operators are rank-2 tensors with re-
spect to the SU(2) operators, the Wigner-Eckart theorem ap-
plies to them:
〈S′m′|Qq|Sm〉 = 〈S′||Q||S〉〈S′m′|S2mq〉 . (S.15)
Here m′ = m+ q, the 〈S′m′|S2mq〉 are the Clebsch-Gordan
coefficients, and the 〈S′||Q||S〉 is the irreducible matrix ele-
ment we are after. Furthermore, from the Wigner-Eckart the-
orem we also learn that
〈S+2||Q||S〉2
〈S||Q||S+2〉2 =
2S + 1
2S + 5
, (S.16)
To calculate the irreducible matrix element, we first apply
the (S.13) Casimir operator, as from Eq. (S.14) we know that
the |(n, 0), S,m〉 is an eigenstate with eigenvalue n(n+3)/3):
n(n+ 3)
3
|S,m〉 = 1
4
[S(S + 1) +Q ·Q] |S,m〉 , (S.17)
so that
〈S,m|Q ·Q |S,m〉 = 4
3
n(n+ 3)− S(S + 1) . (S.18)
Inserting the identity
∑
S,m |(n, 0), S,m〉 〈(n, 0), S,m| be-
tween the Q operators in the dot product, and using the or-
thogonality relation of the Clebsch-Gordan coefficients, we
get
8
3
n(n+3)− 2S(S+1) =〈S||Q||S+2〉2 + 〈S||Q||S〉2
+ 〈S||Q||S−2〉2 , (S.19)
where S = 0, 2, . . . , n− 2, n. This is a set of (n/2) + 1 linear
equations (note 〈S||Q||S+2〉 = 0 for S = n and 〈S||Q||S−
2〉 = 0 for S = 0).
We can use the commutation relations between the
quadrupole operators to find other equations for the irre-
ducible matrix elements. For example, let us consider[
Q2−, Q+
]
= 2S−. Following the same procedure as above,
we get
0 =(S+1)(S+2)(2S+3)
(
2S − 〈S||Q||S−2〉2)
+ 3(2S−3)(S+2)〈S||Q||S〉2
+ S
(
2S2+S+3
) 〈S||Q||S+2〉2 , (S.20)
and this leads to another set of (n/2) + 1 linear equations.
Eqs. (S.19) and (S.20) together provide a set of linear equa-
tions from which we get the square of the irreducible matrix
elements as
〈S||Q||S〉2 = 2S(2S+2)(2n+3)
2
6(2S−1)(2S+3) ,
〈S||Q||S+2〉2 = (2S+2)(2S+4)(n−S)(n+3+S)
(2S+3)(2S+1)
,
〈S||Q||S−2〉2 = (2S−2)2S(n−S+2)(n+1+S)
(2S−1)(2S+1) .
(S.21)
Schmidt decomposition
We divide the system into a rightR and a left L subsystem,
with equal number of sites n. We will concentrate below in
the case when the total number of sites L = 2n is a multi-
ple of 4, since in this case the SU(2) singlet is also present
in the symmetrical (n, 0) SU(3) irreducible representations of
the subsystems. The Schmidt decomposition of the SU(2) sin-
glet of the (L, 0) SU(3) irreducible representation is given as
|(L, 0), 0, 0〉 =
∑
S
S∑
m=−S
α(n, S,m) |(n, 0), S,m〉L
⊗ |(n, 0), S,−m〉R ,
(S.22)
where the sum
∑
S is over the even S = 0, 2, . . . , n. Since
|(L, 0), 0, 0〉 is a singlet, it is annihilated by the S+ = S+L +
S+R operator, and this leads to α(n, S,m) = −α(n, S,m+1).
We can then write
|0, 0〉 =
∑
S,m
(−1)mαS |S,m〉L ⊗ |S,−m〉R . (S.23)
8Next, we use that the |(L, 0), 0, 0〉 state is an eigenvector of the
2 [C2(L+R)− C2(L)− C2(R)] = QL ·QR + SL · SR (S.24)
Casimir operator with an eigenvalue 4n2/3:(
4
3
n2 −QL ·QR − SL · SR
)∑
S,m
(−1)mαS |S,m〉L ⊗ |S,−m〉R = 0 . (S.25)
This gives a large set of linearly dependent equations. Multiplying from the left by 〈S′, S′|R 〈S′,−S′|L, the nonvanishing terms
are
0 =αS
(
4
3
n2 −
S∑
m=−S
(−1)m [〈S, S|QL |S,m〉 · 〈S,−S|QR |S,−m〉+ 〈S, S|SL |S,m〉 · 〈S,−S|SR |S,−m〉]
)
− αS+2
S+2∑
m=−S−2
(−1)m 〈S, S|QL |S+2,m〉 · 〈S,−S|QR |S+2,−m〉
− αS−2
S−2∑
m=−S+2
(−1)m 〈S, S|QL |S−2,m〉 · 〈S,−S|QR |S−2,−m〉 . (S.26)
Using the hermicity properties [Eq. (S.11)] for theQR operators we can eliminate the (−1)m factors, and using the orthogonality
relation for the Clebsch-Gordon coefficients, we get
0 =αS
(
8
3
n2 + 2S(S + 1)− 〈S||Q||S〉2
)
− αS+2〈S||Q||S + 2〉2 − αS−2〈S||Q||S − 2〉2 . (S.27)
Replacing the irreducible matrix elements for the Q given by
Eq. (S.21), we arrive to the following set of equations:
0 = 2αn−2 − (2n+1)αn ,
...
0 = (n−S+2)(n+S+1)(S−1)S(2S+3)αS−2
−(2S+1) [S(S+1)(2n2−2n+2S2+2S−3)− 2n2]αS
+(n−S)(n+S+3)(S+1)(S+2)(2S−1)αS+2 ,
...
0 = nα0 − (n+3)α2 . (S.28)
These equations are solved by the
αS =
n− S + 2
n+ S + 1
αS−2 (S.29)
recursion, which gives
αS = 2
S (n+ 1)![(n+ S)/2]!
(n+ S + 1)![(n− S)/2]! , (S.30)
assuming that α0 = 1.
The eigenvalues of the reduced density matrix are propor-
tional to the square of the normalized α’s:
ρS =
|αS |2∑ |αS |2 , (S.31)
and it can be expressed in a closed form as
ρSL=S = (2n+ 1)
(
2Sn![(n+ S)/2]!
(n+ S + 1)![(n− S)/2]!
)2
. (S.32)
This is the Eq. (7) in the paper.
Asymptotic expansion in the L→∞ limit
It is now straightforward to get the asymptotic behavior of
the eigenvalues of the reduced density matrix (i.e. entangle-
ment spectrum):
− ln ρS = ln L
4
+
3
L
+
2
L
S(S + 1) + · · · . (S.33)
The spacing between the levels in the spectrum grows linearly
with S, and each level is 2S + 1 fold degenerate.
The von Neumann (SE) and Re´nyi (SR) entropy are
SE = −
∑
S
(2S+1)ρS log ρS
= ln
L
4
+ 1 +
5
3
1
L
+ · · · (S.34)
9and
SR =
1
1− α
∑
S
(2S+1)ραS
= ln
L
4
+
lnα
α− 1 +
7α− 2
3α
1
L
+ · · · . (S.35)
As expected, for α→ 1 the SR → SE .
Finally, the bipartite spin fluctuations F =
〈
(SzL)
2
〉
are,
using the SU(2) symmetry,
F = 1
3
∑
S
(2S + 1)S(S + 1)ρS =
L
6
+
1
6
+
1
6L
+ · · · .
(S.36)
This behavior is shown by the green line in Fig 3(a).
