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Klasifikasi Player Mobile Legend Berdasarkan Statistik Permainan Pemain 
Menggunakan Metode K-Nearest Neighbors 
 
Oleh: 





Mobile Legend adalah salah satu game berjenis MOBA (Multi Player 
Battle Arena), dimainkan secara berkelompok 5 vs 5, mobile legend memiliki 
jumlah role hero sebanyak 6. Untuk mendapatkan kecocokan role hero yang 
digunakan, diperlukan sebuah metode yang dapat mengklasifikasikan role hero 
berdasarkan statistik. Dengan menggunakan data pemain sebanyak 312 baris 
dataset yang terdiri dari 15 atribut didapat hasil pengujian menggunakan 
confusion matrix mendapat akurasi sebesar 90% menggunakan metode KNN 
dengan nilai K=1.  
 
 
















Klasifikasi Player Mobile Legend Berdasarkan Statistik Permainan Pemain 
Menggunakan Metode K-Nearest Neighbors 
 
Oleh: 





Mobile Legend is a type of game MOBA (Multi Player Battle Arena), 
played in team of 5 vs 5, mobile legend has 6 hero roles. To get a match of the 
used hero, needed a method that can classify role heroes based on statistics. By 
using the player data as many as 312 rows of dataset consisting of 15 attributes 
obtained test results using confusion matrix obtained an accuracy of  90% using 
the KNN method with a value of K = 1. 
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