Abstract. The class of Matlis domain, those integral domains whose quotient field has projective dimension 1, is surprisingly broad. However, whether every domain of Krull dimension 1 is a Matlis domain does not appear to have been resolved in the literature. In this note we construct a class of examples of one-dimensional domains (in fact, almost Dedekind domains) that are overrings of K[X, Y ] but are not Matlis domains. These examples fit into a larger context of what we term "Prüfer sections" of Noetherian domains, a notion we also consider briefly, and with emphasis on Prüfer sections of two-dimensional Noetherian domains.
Introduction
In the monograph [1] , Fuchs and Salce remark that, "In the category of R-modules, there exists one module which has a tremendous influence on the entire category once its projective dimension is declared to be ≤ 1: this is nothing else than Q, the quotient field of R." A domain whose quotient field has projective dimension 1 is said to be a Matlis domain, in honor of Eben Matlis, who was the first to recognize the powerful consequences of this assumption. Matlis domains have been well-studied; see [1] for an overview. As we recall in Section 3, a remarkable theorem of Lee shows that these domains can be characterized in an entirely non-homological way by the property that Q/R is the direct sum of countably generated submodules. Thus examples of Matlis domains include countable domains, one-dimensional Noetherian domains, and integral domains having a nonzero element contained in every nonzero prime ideal. However, there does not seem to appear in the literature an example of a domain of Krull dimension 1 that is not a Matlis domain. In this note we exhibit a class of such examples. Our examples are in fact almost Dedekind domains, meaning that each localization at a maximal ideal is a Dedekind domain (equivalently, a rank one discrete valuation ring, or DVR). Our examples are also overrings of K[X, Y ], where K can be chosen to be any uncountable non-algebraically closed field. The rings are instances of what we term "Prüfer sections" of Noetherian domains. More precisely, they are Prüer domains formed by taking the intersection of valuation overrings of a Noetherian domain, each centered over a different maximal ideal of D. In Corollary 3.5 we give a somewhat organic construction of a Prüfer section of K[X, Y ] that is an almost Dedekind domain but is not a Matlis domain.
Notation. For a ring R, we denote by Max(R) the set of all maximal ideals of R. If I is an ideal of R, then Z(I) is the set of all maximal ideals of R containing I. Since we sometimes consider several rings at once (e.g. D ⊆ R), we always reserve the notation Z(I) for maximal ideals of the ring R (as opposed to, say, D).
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Prüfer sections of Noetherian domains
An integral domain R is a Prüfer domain if for each maximal ideal M of R, R M is a valuation domain. A domain R is a QR-domain if each overring of R is a quotient ring of R; i.e., a localization of R at a multiplicatively closed set. Thus a QR-domain is necessarily a Prüfer domain. Moreover, a Prüfer domain is a QR-domain if and only if the radical of each finitely generated ideal is the radical of a principal ideal [3, Theorem 27.5] . A special case of QR-domains are the Bézout domains, those domains for which every finitely generated ideal is a principal ideal.
Let D be a domain, and let Σ be a collection of valuation overrings of D. Then we say the ring R = V ∈Σ V is a Prüfer section of D if R is a Prüfer domain and each V ∈ Σ is centered on a different maximal ideal of D. (The center of V in D is the prime ideal of D that is the intersection of the maximal ideal of V with D.) We say that each V ∈ Σ is a representative of R, and that Σ is the set of representatives of R 1 .
We show in Theorem 2.3 that if R is a Prüfer section of D, then Σ is unique in the sense that it is irredundant (no member can be omitted), and it is the unique set of irredundant representatives of R. To motivate these notions, we collect in the next proposition some examples of how Prüfer sections arise. Versions of statement (1) can be found in [2] , [10] and [15] . Statement (2) is a special case of (1): see the discussion on pp. 332-333 of [12] . Statement (3) is contained in Theorem 6.6 of [14] , and statement (4) is proved in Lemma 4.2 of [13] . (2) If D contains a non-algebraically closed field K, and the residue field of each V ∈ Σ is contained in a purely transcendental extension of K, then R is a QRsection of D.
(3) If D contains a field K of cardinality greater than the cardinality of Σ, then R is a Bézout section of D.
(4) If Σ has finite character (meaning every nonzero element of D is a unit in all but finitely many members of Σ) and for each V ∈ Σ, each nonzero prime ideal of V contracts to a maximal ideal of D, then R is a Prüfer section of D.
Remark 2.2. Statements (1)-(3) of Proposition 2.1 remain true without the assumption that each valuation ring in Σ is centered on a distinct maximal ideal of D, in the sense that the resulting intersection is a QR-domain in the case of (1) and (2), and a Bézout domain in (3) . Of course in this more general setting, these rings need no longer be sections of D.
In Theorem 2.3 we make some general observations regarding Prüfer sections of Noetherian domains, most of which are consequences of results in [4] . We use the following notation throughout the rest of this article. For each
Theorem 2.3. Let D be a Noetherian domain, let R be a Prüfer section of D and let Σ be a (by (1) below, "the") set of representatives of R. Then:
(1) R = V ∈Σ V is an irredundant intersection of valuation rings, and it the unique representation of R as an irredundant intersection of of valuation overrings.
(2) For each V ∈ Σ, M V is a maximal ideal of R and it is the radical of a finitely generated ideal of R.
(3) A maximal ideal M of R contains a finitely generated ideal that is contained in no other maximal ideal of R if and only if M = M V for some V ∈ Σ. Moreover, for each V ∈ Σ, this finitely generated ideal can be chosen to be m V R.
(4) A maximal ideal M of R is the radical of a finitely generated ideal if and only if
(5) A maximal ideal M of R is finitely generated if and only if M = M V for some valuation ring V ∈ Σ having a principal maximal ideal.
Proof. Since R is a Prüfer domain, for each V ∈ Σ, we have 
Also, Lemma 1.6 and Theorem 1.7 of [4] show that {M V : V ∈ Σ} is precisely the set of maximal ideals M of R such that M contains a finitely generated ideal that is contained in no other maximal ideal of R, and for this finitely generated ideal, one may choose m V R, where V is such that M = M V . This proves (3). Moreover, Theorem 1.7 of [4] implies that R = V ∈Σ V is the unique irredundant representation of R, and hence proves (1) . Also, since a valuation overring of a Noetherian domain necessarily has finite Krull dimension [3, Theorem 25.8] , the fact that for each V ∈ Σ, the finitely generated ideal m V is contained in M V but no other maximal ideal implies easily that M V is the radical of a finitely generated ideal. This proves (2) and (4) .
We restrict next to Krull dimension 2, and derive stronger results in this case. The following technical lemma needed for Theorem 2.6 will also be crucial in the next section.
Lemma 2.4. Let D be an integrally closed Noetherian domain of Krull dimension 2, let R be a QR-section of D, and let Σ be the set of representatives of R.
(
(2) Each nonmaximal prime ideal of R is contracted from a nonmaximal prime ideal of a valuation ring in Σ.
Proof.
(1) Let M be a maximal ideal of R, and let
implies that M V is the only maximal ideal of R containing p, and this
Moreover, if p is contained in only finitely many members of {m V : V ∈ Σ}, then pR is contained in only finitely many members of
. Then the ideal pR + mR ⊆ M is a proper finitely generated contained in no M V , V ∈ Σ, which is impossible since every proper finitely generated ideal of R must be contained in at least one M V , V ∈ Σ. (This follows from the fact that R is a QR-domain with R = V ∈Σ R M V .) Therefore, p is contained in infinitely many members of {m V : V ∈ Σ}, and this proves (1).
(2) Let P be a nonmaximal prime ideal of R, and let M be a maximal ideal of R containing P . If M = M V for some V ∈ Σ, then P R M V is a prime ideal of the valuation ring R M V = V ∈ Σ, so P is contracted from a prime ideal of a valuation ring in Σ. Otherwise, if M = M V for all V ∈ Σ, then by (1), there exists a height 1 prime ideal p of D such that R M = D p , which forces M to have height 1. Yet P is a nonmaximal prime ideal of R contained in M , so necessarily P = 0, and hence P is contracted from the 0 ideal of any valuation ring in Σ. (4) Since the ideal (f, g)D of D has height 2, and the Krull dimension of D is 2, the ideal (f, g)D is contained in finitely many members of {m V : V ∈ Σ}. Thus if Z(g) is infinite, then by (3), there must exist V ∈ Σ such that g ∈ m V but f ∈ m V . But then f is a unit in V , so that r −1 = g/f ∈ M V , contrary to the assumption that r = f /g ∈ R ⊆ V . Therefore, Z(g) is finite, and since f = gr, we have
We also require a more general lemma, one that holds beyond the setting of QRsections:
Lemma 2.5. Let D be a Noetherian domain of Krull dimension 2, let Σ be a collection of valuation overrings of D, and let R = V ∈Σ V . If p is a height one prime ideal of D that is contained in infinitely many
Proof. Let r ∈ R, and write r = f /g, where f, g ∈ D. Suppose by way of contradiction that r ∈ D p . Then since D p is a valuation ring, g/f = r −1 ∈ pD p , so that we may assume g ∈ p and f ∈ D \ p. Now since D/p is a one-dimensional Noetherian domain, p is the intersection of any set of infinitely many maximal ideals of D that contain p. In particular, p is the intersection of the infinitely many m V that contain p. Thus since f ∈ p, there exists V ∈ Σ such that p ⊆ m V but f ∈ m V , and hence f is a unit in V . But then, since g ∈ p ⊆ M V , we have g/f ∈ M V , and at the same time, f /g ∈ R ⊆ V , a contradiction that implies R ⊆ D p . Since D p ⊆ R P and D p is a DVR, it follows that
Theorem 2.6. Let D be an integrally closed Noetherian domain of Krull dimension 2, let R be a QR-section of D, and let P be the set of height one prime ideals p of D such that p is contained in infinitely many
(1) Spec(R) = {P ∩ R : P is a prime ideal of some V ∈ Σ} ∪ {pD p ∩ R : p ∈ P}.
(2) If every representative of R has Krull dimension 1, then R has Krull dimension 1, every ideal of R can be represented uniquely as an irredundant intersection of irreducible ideals, and
(3) If every representative of R is a DVR, then R is an almost Dedekind domain such that every nonzero proper ideal of R can be represented uniquely as an irredundant intersection of powers of maximal ideals.
(1) The inclusion ⊆ is clear in light of Lemma 2.4(1) and (2) . To see that the reverse inclusion holds it is enough to observe that by Lemma 2.5, for each p ∈ P, pD p ∩ R is a prime ideal of R.
(2) and (3). By Lemma 2.4(1), a localization of R at a maximal ideal is either a representative of R or a DVR of the form D p , where p is a height 1 prime ideal of D. Thus if every member of Σ has Krull dimension 1, then R has Krull dimension 1, and if every representative of R is a DVR, then R is an almost Dedekind domain. Since the calculation of Max(R) in (2) is a consequence of (1), it remains to prove the assertions about ideal decompositions in (2) and (3). To verify the decomposition in (2), since R is a Prüfer domain of Krull dimension 1, it suffices by Corollary 2.10 of [5] to show that for each nonzero proper ideal I of R, the ring R/I has at least one maximal ideal that is the radical of a finitely generated ideal. If this last property is satisfied and also R is an almost Dedekind domain, then Theorem 2.8 and Corollary 3.9 in [5] show that every nonzero proper ideal of R is an irredundant intersection of powers of maximal ideals of R. Therefore, to complete the proof of both (2) and (3), we show that for every proper nonzero ideal I of R, R/I has a maximal ideal that is the radical of a finitely generated ideal.
Let I be a proper nonzero ideal of R. If I is contained in some M V , V ∈ Σ, then by Theorem 2.3(4), the maximal ideal M V /I of R/I is the radical of a finitely generated ideal. Otherwise, if I is not contained in any M V , V ∈ Σ, then by Lemma 2.4(1), every maximal ideal of R containing I is contracted from the maximal ideal of a ring of the form D p , where p is a height 1 prime ideal of D. Since the collection of all such localizations D p of D has finite character, it follows in this case that I is contained in only finitely many maximal ideals of R. Let M be a maximal ideal of R containing I, and choose m ∈ M such that m is not in any other maximal ideal of R containing I. Then the radical of (mR + I)/I in R/I is M/I, and the theorem is proved.
Remark 2.7. In Remarks 2.11 and 3.10 of [5] , it is noted that a construction from [11] can be used to create examples of interesting (= non-Dedekind) almost Dedekind domains such that each nonzero proper ideal is an irredundant intersection of powers of maximal ideals. These examples have nonzero Jacobson radical. By contrast the order holomorphy rings we consider in Corollary 3.5 of the next section have trivial Jacobson radical, and satisfy Theorem 2.6(2). Thus the rings in the corollary provide a new class of examples of non-Dedekind domains for which every nonzero proper ideal can be represented uniquely as an irredundant intersection of powers of maximal ideals.
Matlis domains
In this section we first characterize among QR-domains of Krull dimension 1 those that are Matlis in terms of their maximal spectra. It is this characterization we use later to give examples of one-dimensional domains that are not Matlis domains. Our characterization in Lemma 3.3 is a consequence of the following theorem, due to Sang Bum Lee; it allows us to completely avoid homological arguments in what follows.
Theorem 3.1. (Lee [9] ) A domain R with quotient field Q is a Matlis domain if and only if Q/R is the direct sum of countably generated submodules.
To prove Lemma 3.3, we need the following routine observation about QR-domains.
Lemma 3.2. Let R be a QR-domain with quotient field Q, and let 0 = q ∈ Q. Then there exists r ∈ R such that
Proof. Since R is a Prüfer domain, the ideal R ∩ q −1 R is finitely generated; see for example [4 (1) If R is a Matlis domain, then there exist a set A and nonzero elements r α,i ∈ R, where α ∈ A and i ∈ N, such that the sets
(2) Conversely, if R has Krull dimension 1 and there exist a set A and nonzero elements r α,i ∈ R, with α ∈ A and i ∈ N, such that the sets
Proof. (1) Suppose that R is a Matlis domain. Then by Theorem 3.1, there exist countably generated R-submodules T α of Q containing R such that Q/R = α T α /R. In such a decomposition, each T α is necessarily a ring [1, Lemma IV.4.2]. Thus by Lemma 3.2, there exist for each α, elements r α,i , i ∈ N, such that T α = R[1/r α,i : i ∈ N]. We show that the sets Z α := ∞ i=1 Z(r α,i ) form a disjoint partition of Max(R). Let M be a maximal ideal of R. Then α T α = Q ⊆ R M , so there exist β and j > 0 such that R[1/r β,j ] ⊆ R M , and hence r β,j ∈ M . Consequently, M ∈ Z(r β,j ), and this shows that Max(R) = α Z α . To see that this is in fact a disjoint union, suppose by way of contradiction that α, β ∈ A with α = β, and there is a maximal ideal M with M ∈ Z α ∩ Z β . Then there exist i, j > 0 such that M ∈ Z(r α,i ) ∩ Z(r β,j ), and consequently, T α ⊆ R M and T β ⊆ R M . However, R = T α ∩ ( γ =α T γ ), and so
The former case we have already ruled out, and the latter is also impossible, since T β ⊆ γ =α T γ , with T β ⊆ R M . Therefore, we conclude that the sets Z α , α ∈ A, form a disjoint partition of Max(R).
(2) Conversely, suppose that R has Krull dimension 1 and there exist a set A and nonzero elements r α,i ∈ R, α ∈ A, i ∈ N, such that the sets
We show that Q/R is a direct sum of the countably generated R-modules T α /R. If Q = α T α , then since R is a Prüfer domain, there exists a nonzero prime ideal P of R such that α T α ⊆ R P . But since R has Krull dimension 1, P is a maximal ideal of R, and hence by assumption there exist β ∈ A and j > 0 such that r β,j ∈ P . But then T β ⊆ R P , a contradiction that forces us to conclude Q = α T α . Next, fix β ∈ A. We claim that R = T β ∩ ( α =β T α ). To this end, it suffices to show that for each maximal ideal M of R, R M = T β R M ∩ ( α =β T α )R M . Let M be a maximal ideal of R, and suppose by way of contradiction that
which is impossible since the latter intersection is empty. Therefore, for each β ∈ A, R = T β ∩ ( α =β T α ), and we conclude that Q/R = α T α /R. Hence by Theorem 3.1, R is a Matlis domain.
We consider now the special case D = K[X, Y ], where K is an uncountable field. If E ⊆ K 2 , then we say that a Prüfer section with set of representatives Σ is over E when {m V :
Theorem 3.4. Let K be an uncountable field, let A and B be uncountable subsets of K, and let E be a subset of K 2 containing A × B. Then no QR-section of K[X, Y ] over E whose representatives have Krull dimension 1 is a Matlis domain.
, and suppose that R is a QR-section over E that is also a Matlis domain. Then by Lemma 3.3, there exists an index set A and a set of elements {r α,i : α ∈ A, i ∈ N} of R such that the sets Z α := i>0 Z(r α,i ) form a disjoint partition of Max(R). We prove a series of claims to show that such a decomposition of Max(R) is impossible. For each α ∈ A, i ∈ N, write r α,i = f α,i /g α,i for relatively prime elements f α,i and g α,i of D.
Claim 1. For each α, there exist at most countably many a ∈ A such that Z(X − a) \ Z α is finite and countably many b ∈ B such that Z(Y − b) \ Z α is finite.
Fix α ∈ A. To simplify notation for the proof of Claim 1, we let Z = Z α , r i = r α,i , f i = f α,i and g i = g α,i . First we verify that {a ∈ A : Z(X − a) \ Z is finite} ⊆ {a ∈ A : Z(X − a) ∩ Z(r i ) is uncountable for some i > 0}. Suppose that a ∈ A such that Z(X − a) \ Z is finite. Now
and since Z(X − a) is uncountable, it follows from the assumption that Z(X − a) \ Z is finite that Z(X − a) ∩ Z is uncountable. Therefore, since Z(X − a) ∩ Z is represented by a countable union of the sets Z(X − a) ∩ Z(r i ), there necessarily exists i > 0 such that Z(X − a) ∩ Z(r i ) is uncountable.
Thus, in light of the inclusion, {a ∈ A : Z(X − a) \ Z is finite} ⊆ {a ∈ A : Z(X − a) ∩ Z(r i ) is uncountable for some i > 0}, to prove the claim that there exist at most countably many a ∈ A such that Z(X − a) \ Z is finite, we need only verify that there are at most countably many a ∈ A such that Z(X − a) ∩ Z(r i ) is uncountable for some i. And to show this is the case, it suffices to show for each i, there exist at most finitely many a ∈ A such that Z(X − a) ∩ Z(r i ) is uncountable. To this end, suppose that a ∈ A and there exists i > 0 such that
is uncountable, so that X − a and f i are not relatively prime. Indeed, relative primeness would force (X − a, f i )D to be height 2, and hence contained in only finitely many maximal ideals of D; yet, as in the proof of Lemma 2.4(3), all but finitely many maximal ideals of R in Z(X − a, f i ) contract to a different maximal ideal of D, and hence if Z(X − a, f i ) is infinite, so is the set of maximal ideals of D containing (X−a, f i )D. This contradiction implies that X − a and f i are not relatively prime. But then since X − a is irreducible, it must be that f i ∈ (X − a)D. Yet since D is a Noetherian domain, f i is contained in only finitely many prime ideals of height 1, and so there are at most finitely many possible choices for a. This proves there exist at most countably many a ∈ A such that Z(X − a) \ Z is finite, and a similar argument shows that there are at most countably
Claim 2. For each a ∈ A, there exists a unique α ∈ A, which we denote by α(a), such that Z(X−a)\Z α is finite, and for each b ∈ B, there exists a unique
so that since B is infinite, we have by Lemma 2.5 that R ⊆ D (X−a) . Thus P X−a := (X − a)D (X−a) ∩ R is a prime ideal of R. By Theorem 2.6(2), P X−a ∈ Max(R), so there exist α and j such that f α,j = g α,j r α,j ∈ P X−a . Hence f α,j ∈ P X−a ∩ D = (X − a)D, and so
In fact, the choice of α is unique, since otherwise there exists α = α such that Z(X − a) \ Z α is finite. But if this were the case, then since Z α and Z α are disjoint, we would have
a situation which forces Z(X − a) to be finite, a contradiction. Therefore, for each a ∈ A, there exists a unique α = α(a) such that Z(X − a)/Z α is finite. A similar argument shows that for each b ∈ B, there exists a unique β = β(b) ∈ A such that Z(Y − b)/Z β is finite. This proves Claim 2. Claim 3. Let S = {α(a) : a ∈ A} and T = {β(b) : b ∈ B}. Then there exist uncountable sets S 1 ⊆ S and T 1 ⊆ T such that S 1 ∩ T 1 is empty.
By Claim 1, given α ∈ A, there are at most countably many a ∈ A such that Z(X − a) \ Z α is finite, and hence for any a ∈ A, there exist at most countably many a ∈ A such that α(a) = α(a ). Therefore, since A is uncountable, it follows that S is uncountable. Similarly, since B is uncountable, T is uncountable. Now we may choose two uncountable sets S 1 ⊆ S and T 1 ⊆ T such that S 1 ∩ S 2 is empty. For suppose that S ∩ T is countable; then necessarily since S and T are uncountable, S \ (S ∩ T ) and T \ (S ∩ T ) are uncountable. In this case, set S 1 = S \ (S ∩ T ) and T 1 = T \ (S ∩ T ), and observe that S 1 and T 1 are disjoint. Otherwise, if S ∩ T is uncountable, then it is a standard fact of set theory that we may write S ∩ T as a disjoint union of two uncountable sets, S 1 and T 1 [7, Theorem 13, p. 41 ]. This proves Claim 3. For each γ ∈ S 1 , we may choose a γ ∈ A such that γ = α(a γ ), and hence all but finitely many elements of Z(X − a γ ) are in Z γ . Similarly, for each δ ∈ T 1 , there exists b δ ∈ B such that all but finitely many elements of Z(Y − b δ ) are in Z δ . Let A 1 = {a γ : γ ∈ S 1 } and B 1 = {b δ : δ ∈ T 1 }. Then A 1 has the same cardinality as S 1 , since for any γ, γ ∈ S 1 , a γ = a γ implies γ = α(a γ ) = α(a γ ) = γ . Similarly, B 1 has the same cardinality as T 1 .
We claim that for every a ∈ A 1 and b ∈ B 1 , a ∩ b is empty. Indeed, the only
However, α(a) and β(b) are distinct (they are in the disjoint sets S 1 and T 1 , respectively), so Z α(a) and Z β(b) are disjoint. Hence a ∩ b is empty, and Claim 4 is proved.
Claim 5. R is not a Matlis domain. Now since each row of the matrix [t a,b ] has finitely many 1's, and since A 1 is uncountable, it follows that there exists n ≥ 0 such that infinitely many rows contain exactly n occurrences of 1. Moreover, n > 0, since otherwise there are infinitely many rows that consist entirely of 0's, which contradicts the fact that each column has at most finitely many 0's. In light of this, there exists a sequence of distinct elements {a i } i∈N of A 1 such that for each i, the i th row [t ai,b ] b∈B 1 has exactly n occurrences of 1 in it. Similarly, there exists m ≥ 0 such that infinitely many columns of [t a,b ] contain exactly m occurrences of 0. Note also that m > 0, since otherwise there are infinitely many columns consisting of all 1's, which would force the existence of rows having infinitely many 1's, contrary to the fact that each row has finitely many 1's. Thus there exists a sequence of distinct elements {b j } j∈N of B 1 such that for each j, the j th column [t a,bj ] a∈A 1 has exactly m occurrences of 0 in it. Now we form a (finite) matrix F = [t ai,bj ], where i = 1, 2, . . . , 2m and j = 1, 2, . . . , 2n + 1. Let k denote the number of occurrences of 1 in the matrix F . We will calculate k first by counting the number of 1's in the rows, then recalculate it by counting the number of 1's in the columns, and we will see that these two calculations cannot be reconciled. Now each row of F has at most n occurrences of 1, so, since there are 2m rows of F , the matrix F contains at most 2mn occurrences of 1; i.e., k ≤ 2mn. Next we count the number of 1's by using columns rather than rows. Each column has at most m occurrences of 0. In fact, since each entry of F is either 1 or 0, each column of F has at least 2m − m = m occurrences of 1. Since there are 2n + 1 columns of F , this means that the matrix F contains at least m(2n + 1) occurrences of 1. Thus m(2n + 1) ≤ k. But this shows that m(2n + 1) ≤ k ≤ 2mn, a contradiction to m = 0. This proves that R is not a Matlis domain.
It is not hard to use Theorem 3.4 to create examples of one-dimensional domains that are not Matlis domains. For example, one could choose a field K that has cardinality greater than the continuum, choose subsets A and B of K that have cardinality that of the continuum, and then choose for each point (a, b) ∈ A × B, a valuation over-
By Proposition 2.1(3), the intersection R of all these valuation rings is a Bézout section over A × B, and by Theorem 2.6, R has Krull dimension 1. Yet by Theorem 3.4, R is not a Matlis domain. Moreover, by choosing each representative of R to be a DVR, one obtains that R is an almost Dedekind domain (Theorem 2.6). In general, there are many ways to choose these one-dimensional valuation overrings; see for example [8] or [16] .
However, to illustrate the theorem in more concrete terms, we give a direct construction of an almost Dedekind domain that is not a Matlis domain. We first recall the notion of an order valuation: Let Now consider the setting of Theorem 3.4, so that K is an uncountable field and D = K[X, Y ]. Suppose also that K is not algebraically closed. If E is a subset of K 2 , then we say the order holomorphy ring with respect to E is the ring R = p∈E V p , where for each p = (a, b) ∈ E, V p is the order valuation ring of D (X−a,Y −b) . It is clear that each member of Σ := {V p : p ∈ E} lies over a different maximal ideal of D. Therefore, by Proposition 2.1(2), since the residue field of each V p is purely transcendental of transcendence degree 1 over the non-algebraically closed field K, we have that R is a QR-section of D. Moreover, by Theorem 2.6, R is an almost Dedekind domain. Making sure that E is large enough, we obtain by Theorem 3.4 that R is not a Matlis domain: Corollary 3.5. Let K be an uncountable non-algebraically closed field, let A and B be uncountable subsets of K, and let E be a subset of K 2 containing A × B. Then the order holomorphy ring R of K[X, Y ] with respect to E is an almost Dedekind domain that is not a Matlis domain.
Remark 3.6. It is not enough in Theorem 3.4 or Corollary 3.5 to assume simply that E is uncountable. For example, let D = R[X, Y ], let I be an infinite compact subset of R, and let E = {(t, e t ) : t ∈ I} (here e x is the usual exponential function). Then the uncountable set of maximal ideals {(X − t, Y − e t ) : t ∈ I} has the property that each nonzero element of D is contained in at most finitely many of these maximal ideals [13, Proposition 5.6] . Thus if we let R be the order holomorphy ring of D with respect to E, we have that R is an almost Dedekind domain for which every nonzero ideal is contained in at most finitely many maximal ideals, and therefore R is a Dedekind, hence Matlis, domain.
