Recently, different approaches for uncalibrated stereo have been suggested which permit projective reconstruction from multiple views. These use weak calibration which is represented by the epipolar geometry, and so no knowledge of the intrinsic or extrinsic camera parameters is required. In this paper we consider projective reconstructions from pairs of views, and compare a number of the available methods. Consequently we conclude which methods are most likely to be of use in applications that are dependent on 3 0 uncaiibrated reconstructions.
Introduction
Since the introductory papers of Faugeras [51 and Hartley, et ai. [9] on computing projective structure using uncalibrated cameras, there has been a keen interest in developing reliable algorithms for uncalibrated stereo. Examples of this type of work are the treatise by Mohr, et al. 1141, Beardsley, et al. [l] , and Shashua [18] . In this paper we collect together some of the different approaches that use pairs of views of a scene and compare their effectiveness at computing 3D structure. Consequently, we are able to determine which algorithms are likely to be of most use to a scene reconstruction or to a 3D object recognition system. With uncalibrated s t e~o (cf. traditional stereo), there is an equivalence to the epipolar structure [ 111 which is called weak calibration and is represented by F, the fundamental matrix [4, 6, 13] . F provides a correspondence structure between pairs of images that is discussed in detail in [ 131. However , for the purpose of this paper we will assume that F is known and is computed automatically using the algorithm of [4] . Additionally, we believe that computing structure without explicit camera calibration is more robust than using calibration because we need not make any (possibly incorrect) assumptions about the Euclidean geometry (remembering that calibration is itself often erroneous).
Given F, there are a number of ways to proceed towards the recovery of 3D structure. Within this paper we develop the algorithms for point correspondences, though they also work for lines [3, 171. In all, we examine five different approaches which are divided into two classes: explicit reconstruction and implicit reconstruction. The former compute the three dimensional coordinates of points directly using geometric arguments made within a three dimensional frame. The implicit methods compute the structure purely from functions of image measurements. More precisely, the functions are 3 0 invariants of the point sets and the camera configuration. They are functionally dependent on the 3D coordinates of the points and we actually compute ones which are precisely equal to the 3D coordinates. In this manner we demonstrate a degree of mathematical equivalence between the explicit and implicit approaches. In Section 2 we introduce the notation used in the paper. Then, in Section 3 we discuss the theory behind the three explicit reconstruction approaches. The details of the two implicit methods are given in Sections 4 and 5 respectively. In Section 6 we compare the five methods on real data.
Projective reconstruction
Here we summarize the camera geometry used. However, due to the limitations of space we omit many fundamentals of projective geometry and linear projection which form the framework of our computations; the reader is advised to refer to either [7, 15] for a complete introduction.
We use a pinhole camera model represented by a linear projection from 3D space into each image. These spaces are represented projectively as P3 and P2. The actual projection is:
where x is the planar image point (z, y, z)' and X the 3D world point (p, q, T , s )~. The projection matrix P (which is 3 x 4), is known as the camera matrix. Note that in a Euclidean frame we set E = 1 and s = 1; in the sequel we work in general projective space and so the only restriction we place on the coordinates is that x # 0 and X # 0. For the explicit reconstructions our goal is to derive a set of constraints on X based around eqn (1) once we have computed estimates for the unknown camera matrices. 
Projective constraints
Previous stereo algorithms have been developed with Euclidean frames and their implicit metrics. projective spaces do not immediately have metrics associated with them. The lack of a metric means that it is hard to formulate minimization procedures for the solution of overconstrained systems. In short, this will mean that any projective reconstruction process we employ involving a minimization is unlikely to be invariant to a change of projective frame. As we pick an arbitrary frame in which to do the reconstructions, we find Beardsley, et al. [ 1 ] overcome the lack of a metric through the introduction of a quasi-Euclidean frame which constitutes the use of an estimate of the camera calibration. However, we find that a variety of Merent minimization procedures actually produce results comparable to those of [l] without making any assumption about the camera calibration; these methods are discussed in Section 3.
One way to introduce a metric in our case would be to minimise the distance between the projection of each point in the images and their actual observations:
wherethe projectionof the3Dpoint ineachimageis (&, &).
Theimage observationsare (xi,yi). Thisminimizationisintuitively correct as without knowledge of the camera parameters, we know that the image is the only place in which we can the recover any metric information. In fact we need only minimize eqn (2) subject to xTF12x1 = 0, and hence work with (2;, &) rather than 3D coordinates (here Flz is the fundamental matrix between the first and second image). This has been considered in detail in the recent paper by Hartley and Sturm [lo] . Although we make use of this minimization procedure (for method 2 in Section 3.2), it represents only one route to the computation of structure, and is surprisingly in practice not the one with the best performance. Now we have discussed the preliminaries and noted some of the problems, we are free to review the Werent reconstruction methods in detail.
that the quality of the reconstructions can vary dramatically. Given two images and a set of image correspondences, our preliminary goal for all of the explicit reconstruction methods is to compute the camera matrices PI and Pz. A priori we have no knowledge of the form of these two matrices, though they can be derived projectively from a series of correspondences. In the first instance, the 3D projective In this section we review the three explicit reconstruction frame associated with the cameras is determined by fixing five world points (which are observed through known correspondences in each image) to the standard 3D basis. In each image the representations are defined so that the first four points project to the image standard image basis (considering onlythefirstimage),andsopie;=P1Ei,i E (1 ,..., 4).
The pi are non-zero scalars that account for the use of homogeneous coordinates. Note that we must ensure that the four chosen points are in fact noncoplanar. This places the following constraints on the camera matrix:
and similarly for the second camera. We then constrain the projections of the fifth point in each image and use Flz to determine the Pi uniquely. Full details are given in [5] .
Least-square structure estimation
From the pair of estimated camera matrices we use eqn (1) to construct a linear linear constraint system of the form A X3 = b. We then solve for the 3D structure X3 = (X, Y, Z)T using the left pseudo-inverse of the 4 x 3 matrix A (by minimising Ib -A X3 12) . Note that this provides no good understanding of the measure being minimized, except for certain special cases (for instance, if both cameras take on the form of affine projections [ 171).
So far, we have not indicated how the basis points are chosen, but have assumed that the initial correspondences are given and then used to constrain the rest of the solution. Proceeding in this manner places extreme reliance on the correct localization of the basis points, and so the reconstructions can be unstable. Later on we discuss how to choose a basis with far superior noise properties using the weak calibration or the computed camera matrices. The process makes use of a virtual basis that consists of a set of points that satisfy all of the pinhole camera imaging constraints, but are not actually observed in either image (and are thus h e from any imaging error). All of the methods we describe in this paper can make use of a virtual basis.
Intersecting camera rays -method 2
The second method is based on intersecting pairs of rays which emerge from the projective cameras on which the 3D points must lie. We give full details of the process in [17] , it is in essence sufficient to say that we choose the 3D point which lines simultaneously closest to the rays coming out of each camera (which intersect only in the noise-he case, and so are generally skew). The cameras are estimated as in Section3.1.
Once the point's coordinates have been estimated, they are refined using a minimization procedure based on the image distances between the projections of the estimated world point and the measured image projections (as discussed earlier). This minimisation makes the method equivalent (in solution, though not in the path taken) to that of Hartley and sturm [lo] .' 33 SVD -method 3
The first two methods made use of cameras derived from individual points correspondences. In the first instance, proceeding from raw image measurements tends to lead to significant instability in the results as the estimated cameras are unlikely to be projectively equivalent to the real cameras.
In fact, we are placing our entire trust on the correct measurement of the f h t five image points. Here we intrduce a method that defines the basis by taking every image measurement into account, and so for uncorrelated noise we expect to average out any measwment errors. The. camera matrices are computed directly from the weak calibration, which was itself computed using hundreds of image correspondences, and so can be assumed to be reliable.
From the fundamental matrices and epipoles between a pair of images we can derive a solution set for the cameras which is consistent with the epipolar geometry (the proof is given in [ 161 and is related to the result given by Luong and
The notation [a) represents the asymmetric matrix derived from the vector a that represents the cross product ([aJ b = a x b). e21 is the epipole in the second image, and G is an arbitrary 4 x 4 projection matrix. However, as the rcconstructions are embedded within the projective world we can immediately ignore the presence of this deformation and set G equal to the 4 x 4 identity matrix. Note also that the projectioncomposedoftheai,i E (1, ..., 4},hasnoeffecton the form of P1. The solution space represented by eqn (4) is four dimensional, and in theoq we may choose any of the solutions such that a 4 is non-zero (so that the right hqnd projectivity is not singular). In practice we have found that the choices of the ai really can be arbitrary.
Computing the structure
In Section 3.1, we computed the structure using a system of linear of constraints on X3, and then solving the system using the pseudo-inverse. However, this approach assumes that the point does not lie on the ideal plane as we have made the assumption that X = (X, Y, 2, l)T. This can be troublesome if the ideal plane passes through the data set, which
Hartley and Sturm's solution directly overcomes the presence of any local minima, whereas we rely on finding an initial solution sufficiently close to the optimal one. is possible as we compute only projective reconstructions. Consequently, the pseudo-inverse method can give poor estimates of structure for certain choices of the camera matrices.
Instead we consider X to the be projective point (p, q, T , s) T , and are led to a constraint system of the form AX = 0 for pairs of images, where A is a 4 x 4 matrix. The reconstruction is then found from the null space of A (using singularvalue decompositionas we are unlikely to find that the linear system is exactly equal to zero when there is image noise). In practice, this method provides more stable reconstruction than using the pseudo-inverse.
The Cayley algebra -method 4
Carlsson promoted interest in measuring invariants between pairs of images without the need for the explicit reconstruction [2]. The. process makes use of the Cayley or the double algebra [19] . As a brief summary of the process, projective invariants can be formed from the ratios of determinants of matrices composed of sets of homogeneous 3D points, and under projection these functions become rational functions of the fundamental matrix and certain other image measurements. Although we omit most of the mathematical details, a new interpretation of some of the measures is provided here that make use of the standard projective basis.
This development makes clear the relationship between 3D
structure and its associated invariants (an equivalence relaPrincipally, we place the first five points in the standard basis, and parametrize a sixth point by X6 = (p, q, T , s )~.
The different invariants of the configuration are simply functions of {p, q, T , s}, for instance, the first invariant is: tionship).
The other invariants and are similar. The form of the expression requires some explanation: the projection of X i into the first image is ai and into the second image is pi. The point a&cd is the intersection of the image lines < a,, ab > and < a,, a d >. Although the expressions for the two view invariants do not have a ready geometric interpretations, we find that they are homogeneous in the points considered, and in the structure of the image-line configurations.
The importance of the invariant relationships is quite profound: without having to compute a three dimensionalreconstruction of the world, or even having to derive camera matrices, we are able to compute the 3D coordinates of any point with respect to a five-point basis. Nominally the basis is defined by a set of five observed points, and the same basis is used for the reconstruction of all the image points.
However, using five observed points as the basis means that errors in their estimation are damaging, and can badly affect the invariant estimates. This problem has previously troubled other methods of estimating 3D structures, and is no less a problem here. When we derived the structure using an explicit use of the camera matrices (method 3), we overcame the reliance on using a specific basis through the use of an implicit basis that we derived directly from the epipolar geometry. We exploit the same technique here. The process involves the estimation of a set of virtual points in the images, that is, points that are not actually observed but that we know will be consistent with any measurement that we have or will make. These points are the projections of the standard 3D projective basis, and are derived using cameras as found for method 3.
Using only three invariants for the computation of the 3D point locations enforces only a " a 1 degree of constraint; this means that the world structure is susceptible to image noise. Ideally, we should attempt to average the measurements and hence minimizes the errors. Althougb the invariants given above are the only independent ones in the noisefree case, after the addition of image noise, a number of other invariants can be computed which are not strictly dependent. These can all be used to estimate the structure. Details are given in [ 171.
The cross ratio -method 5
A second implicit reconstruction process exploits invariance through the cross ratio. The method involves constructing the images of a pencil of planes that form a projective description of the 3D configuration (again a set of six points); Fig. 1 demonstrates the case. The cross ratios measured between various sets of planes through the six points are related to the 3D coordinates of the sixth point when the first five are in the standard basis. Consider first a pencil of planes whose axis is the line < X I , X2 >. Taking four members of this pencil IIi, i E (3,. . , 6 } , such that the plane ll; contains the points { 1,2, i } , yields a projective description of the six point configuration in conjunction with the cross ratio { I I 3 , II4; I I S , II6 }. In practice we might measure the actual cross ratio in 3-space by considering the four collinear points formed by the intersections of the line < X3, X4 > with the set of four planes; this would be expressed as {X3, X,; X,, Xb}.
In this case the value of the cross ratio { II3, I14; II,, II,} Figure 2 : The two images of the calibration grid used to test the digerent reconstruction methods.
is equal to TIS when x 6 is again the point (p, q, T , s )~. his is proved in [17] , where we also show how to measure this cross ratio using a pair of images of the configuration. Again we are able to measure cross ratios representing both the other projective coordinates, and also which over-constrain these estimates.
Results
The performances of the five reconstructionmethods have been evaluated on a large number of synthetic and real images. Here we are able to show only a small number of examples. Overall we have found that the approaches have different abilities to cope with image measurement errors, though they are all potentially useful for applications requiring uncalibrated stereo-scopic reconstructions. The results are presented in two series:
1. As assumed noise models are frequently uncharacteristic of real imaging situations, the algorithms have been applied to images of real scenes for which features are extracted using conventional early visual methods. So that we can recover a qualitative understanding of the algorithm performances, images of a precisely known object are used. The object is a camera calibration grid.
2. More general reconstruction examples are shown for a series of images containing a building and some cars. In this case we candetermine only a qualitative measure of the performance, but in fact it is still quite clear which methods perform better.
The algorithms recover the world structure projectively; this structure is often very different from the correct Euclidean shape of the scene (though the two are related by a 3D projectivity). To improve the visualisation of the results we map the reconstructions back into a Euclidean frame.
Calibration grid
Here we demonstrate the accuracy of the methods for images of a calibration grid whose geometry is known precisely, and hence we have ground-truth estimates of the 3D structure. We use edge detection to provide the point features for the reconstructions. A pair of sample images is given in Fig. 2 for which we compute the reconstructions Note that the pseudo-inverse (MI) and SVD (M3) methods have the best peflormance, the Cayley (M4) and cross ratio invariants (M5) having the worst. Figure 4 The two images used of the reconstruction. Note the similarity in viewpoint; we are in fact achieving remarkably good reconstructions using very small base-line stereo.
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2. Comer-based descriptions are relatively sparse, providing only a few hundred data points in a scene. They also ignore all of the topology that is present in the scene. We believe that recovering scene structure coherently is simpler when we make use of edge1 chain topology, rather than by attempting to reconstruct it using methods such as Delauney triangulation [81.
F i g u r e 3:
A bar graph of the data represented in Table 1 for the reconstruction of the calibration grid.
of the corners of the white squares. As shown in Table 1 and Fig. 3 , the SVD approach provides stable results with the pseudo inverse being comparable. Both the Cayley invariants and those based on the cross ratio have much larger errors. The errors are given in millimetres, and so we find that the best methods have a reconstruction accuracy of about 1 mm, which we believe to be good (each face of the calibration grid is 30cm by 3Ocm square).
More general objects
The main interest of our investigation into the differing stabilities of the reconstruction methods is to determine which method will work best for a range of reconstruction, navigation, and recognition tasks. Consequently, we demonstrate how well the approaches deal with images that would be typical for such applications: a building which has cars parked around it and other features in the background (see We have also concentrated on using edge based data for the experiments rather than corner features as used by [l ,8] .
There are two reasons for this: Fig. 4 ).
1. Comer detector technology is currently far behind the abilities of edge detectors as far as accuracy and reliability of detection go. Edges are consequently far more robust to the degradations in image quality we experience in practice. We therefore prefer to compute correspondences on edge data and then compute the 3D structure from these.
Reconstructions for the different methods based on the image pair in Fig. 4 are given in Fig 5. Note how little the viewpoint has changed between the two views. As the singular value decompositionmethod in general performs better than the other extrinsic reconstruction methods, we consider only methods 3,4, and 5 for this example. Observe how the explicit reconstruction method based on singular value decomposition is again far more stable than both the Cayley and the cross ratio invariant methods. However, the figures show that a significant amount of the data for all three methods has their structure estimated correctly, and the errors tend to be associated with a number of outliers. The data points cluster together to form the walls of the buildings, and the sides of the cars. Certainly, all of the results are sufficiently good to be used as a starting point for an iterative process that estimates the structure over many images. This type of processing constitutes the next step in the development of the algorithms.
Discussion
In this paper we have reviewed a number of stereo reconstruction algorithms which assume only knowledge of the weak calibration between the cameras; for all of the examples given in Section 6, the weak calibration was computed automatically using the algorithm of 141. The reconstruction algorithms have been divided into two distinct classes, explicit and implicit. The former class are relatively familiar within the domain of calibrated stereo, and the latter have strong connections with invariant theory.
We have found that projective reconstructions are accurate. Although we have not tested the algorithms directly against conventional calibrated stereo approaches, it appears that much can be gained from freeing the reconstruction process from calibration. In effect, the use of calibration (which is very likely to be erroneous) introduces incorrect assumptions that only detract from the qualities of the reconstructions (here we ignore non-pinhole camera distortions in the image). Perhaps introducing the calibration postreconstruction (rather than pre-reconstruction) actually leads to more robust scene measurements, though for our purposes we are interested only in projective reconstructions. More especially, we are actually able to choose the camera matrices for method 3 (which is the one that works best) almost arbitrarily, and certainly without the need to use a quasiEuclidean basis [l] .
The explicit reconstruction methods tend to produce more reliable reconstructions over the entire data set, with an approach based on using singular value decomposition to solve the constraint system in general providing the best results.
Furthermore, the implicit reconstructionmethods suffer from having a few outliers that detract from the overall quality of the reconstructions. These outliers actually result from a breakdown of some of the assumptions used in the computation of the invariants. (For example, the cross ratio computation assumed that we could extract four different planes from a pencil, for some point configurations we find only three distinct planes. Although this can most likely be fixed, it is at present a problem.)
The quality of the reconstructions is enhanced greatly when we use edge-based stereo rather than the output of a corner detector. Although we have not shown results for features derived from a comer detector, we have found that reconstructions that do use these features are far less accurate. Furthermore, as shown in [16] , fitting lines or potentially other features to the edge data sets improves the accuracy further. Additionally, through the use of the weakcalibration we can almost trivially extend the point-based algorithms to line segments.
Finally, we emphasize the fact that this investigation has studied only reconstruction algorithms for pairs of views. In any major application we would expect to integrate information over a large number of views and hence derive very reliable structure estimates. Details of the benefits of using a Kalman filter to track the structure a~ given by Beardsley, et al. [l] . Future project intentions are to include such a notion of temporal filter for ameliorating the projective structure.
