Sensors which measure this part of the spectrum cannot detect the wavelength minimum of a feature at ∼900 nm (F 900 ), indicative of ferric iron mineralogy. A method based on Gaussian processes (GPs) was developed and compared with multiple linear regression (MLR) to estimate the wavelength position of F 900 from SWIR data (1002-1355 nm). SWIR data with different signal-to-noise ratios were acquired from crushed rock samples by a nonimaging spectrometer and an imaging spectrometer. GP estimates of wavelength position were converted to the proportion of goethite using coefficients from a regression of the proportion of goethite determined from X-ray diffraction (XRD) on wavelength position measured directly from spectra. GP-estimated wavelength positions were within the 2-nm and ∼4-nm root-mean-square error of measurements made directly from spectra for nonimaging and imaging spectrometer data, respectively. Proportions of goethite derived from these estimates were respectively within 4% and 6% of the values measured by XRD. MLR performed poorly compared to GPs when applied to data with no added noise and failed when applied to data with added noise or to imaging spectrometer data. These findings indicate that the wavelength position of F 900 -an indicator of ferric iron mineralogy-can be estimated from data acquired at SWIR wavelengths (1002-1355 nm). This opens up possibilities for using a single (SWIR) sensor to acquire information on ferric iron mineralogy (using F 900 ) and other minerals with diagnostic absorptions between 1000 and 2500 nm.
detect light in this spectral region, specialized sensors are required which are technologically different to sensors used to measure visible and near-infrared (VNIR; 400 to ∼970 nm) light. Some imaging sensors are now sufficiently advanced that they are able to detect light across a broad region of the spectrum extending from ∼970 to 2500 nm. However, the sensitivity of these sensors does not extend far enough into the VNIR (i.e., to shorter wavelengths) to detect an economically important absorption feature related to ferric iron. This feature (hereafter termed F 900 ) has an absorption minimum located between ∼850 and 950 nm [9] [10] [11] [12] . Although this minimum is outside of the range sensed by a SWIR sensor, the feature has a long-wave slope which is detectable in the SWIR. For many mining operations, there are clear advantages to being able to obtain pertinent information about F 900 from data acquired by a SWIR sensor. First, information on F 900 and other economically important absorption features located between 1000 and 2500 nm could be acquired using only a single sensor, thus removing the requirement for several data processing steps required to intercalibrate and register imagery from physically separate VNIR and SWIR sensors [13] . Second, costs would be reduced by removing the need to purchase and maintain a separate sensor to detect VNIR wavelengths. Although some hyperspectral imaging sensors do cover the entire spectral range of F 900 , these sensors cannot generally measure wavelengths much beyond 1700 nm and would not therefore be able to detect diagnostic absorptions in the SWIR between 2000 and 2500 nm.
The F 900 feature is of economic significance because it enables ore minerals, including hematite and goethite, to be distinguished. Several studies have shown that the wavelength position of F 900 , in particular, provides important information about the identity of these absorbing minerals [14] , their proportional abundance [10] , [15] , [16] , or other chemical properties such as the degree of substitution by cations in the crystal lattice [11] , [14] , [17] . The proportion of hematite and goethite in samples is, among other things, an important variable in determining the quality (grade) of ore. This is normally determined by mining companies using expensive and labor-intensive laboratory assays. Nondestructive spectroscopic alternatives to laboratory methods offer rapid and significantly less expensive ways of determining this information in situ. The spectral range of F 900 starts at about 770 nm in the 0196-2892 © 2014 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. Fig. 1 . An image pixel spectrum showing wavelength regions used to estimate the wavelength position (λ min) of F 900 using GPs and MLR and to determine λ min for purposes of validating the GP estimates. The wavelength region used to measure λ min is indicated (downward arrows). The dotted line is the continuum used to normalize the data. Wavelengths used to estimate wavelength position of λ min are indicated (upward black arrows). The spectral regions sensed by different imaging sensors are represented in the spectrum as gray (VNIR) and black (SWIR) and are indicated at the top of the figure. A hull quotient spectrum derived from a fifth-order polynomial fitted to the spectrum between 770 and 1150 nm is shown with individual data points of the original spectrum (inset).
VNIR and ends at about 1355 nm in the SWIR, with its wavelength minimum located in the VNIR (see [16, Fig. 1] ). With increasing proportion of goethite, the wavelength minimum shifts to longer wavelengths [10] , [15] , [16] . A prerequisite to determining the wavelength position of F 900 is the removal of the spectral continuum across its entire wavelength range (i.e., between 770 and 1355 nm) or, at least, the majority of it, e.g., 770-1150 nm, as in [16] . The wavelength position of the minimum is then calculated as the wavelength of minimal reflectance. This approach cannot be used to estimate the wavelength position of F 900 from SWIR data because its wavelength minimum and its short-wave boundary are not contained within the data. In this case, the removal of the continuum from the data would result in the continuum-removed spectrum having values close to, or at, unity. Several other approaches have been used to determine the wavelength position of features in spectra, including derivative analysis [18] [19] [20] , the modified Gaussian method [21] , [22] , and the simple quadratic method [23] . The last method assumes that the true absorption center is located at, or close to, the deepest point in the spectrum after the removal of the continuum. Most of these methods are unsuitable in situations, as is the case here, where data are available from only one side (slope) of the absorption feature or where the data do not include wavelengths at either sides of the feature minimum. To estimate the wavelength position of F 900 from SWIR data, an alternative method is therefore required. The objectives of this paper are to develop and validate a method to estimate the wavelength position of F 900 from reflectance data acquired in the SWIR and which contain only the long-wave slope of the absorption feature (1002-1355 nm; Fig. 1 ). The method based on Gaussian processes (GPs) contains a covariance function-the observation angle-dependent (OAD) covariance function [24] . The OAD uses only information related to the shape of the spectral curve to determine the wavelength position while remaining insensitive to any variations in spectral brightness. GP estimates were compared to results from estimates made from a multiple linear regression (MLR) of wavelength position on reflectance (1002-1355 nm). MLR was selected as an appropriate benchmark because it is well understood, widely used, and has shown to provide excellent estimates of geochemical variables from reflectance data (e.g., [25] and [26] ). Unlike the proposed GP method, MLR is affected by changes in spectral brightness as well as changes in the shape of the spectral curve. To provide a fair comparison with the GP method, separate MLR analyses were done using reflectance data and the same data normalized to its arithmetic mean to remove brightness variations among the spectra.
Two experiments were done. The first (Experiment 1) compared the performances of GPs and MLR to estimate the wavelength position from data acquired from mixtures of crushed rock by a high-resolution nonimaging field spectrometer. These data had a high signal-to-noise ratio (SNR), so the wavelength position of F 900 could be determined precisely and directly from the spectra, thus providing the best quality data for training and estimation. Therefore, if wavelength position could not be estimated by GP or MLR from nonimaging data, it would be unlikely that the method in question could successfully estimate wavelength position from hyperspectral imagery. To evaluate the impact of noise on estimates, the GP and MLR were applied to data with different SNRs. Results were compared with measurements of wavelength position made directly from the spectra. The error with which the proportion of goethite could be derived from the estimated wavelength position was determined.
The second (Experiment 2) applies the GP and MLR methods to hyperspectral imagery. As in Experiment 1, the GP was trained using data acquired from a high-resolution nonimaging field spectrometer; however, estimates of wavelength position were made from imagery. Many studies employing machine learning methods like GPs use data acquired by the same sensor and, in many cases, the same data themselves, for both training and estimation, often with cross-validation [e.g., [27] and [28] ]. Experiment 2 provided therefore a more rigorous test of the GP to estimate the wavelength position of F 900 because data from different sensors were used respectively for training and estimation. For consistency, the coefficients used to estimate wavelength position using MLR were derived from the same data as were used to train the GPs. Results were compared with the measurements of wavelength position made from the data using the polynomial method used by Haest et al. [16] and later validated for hyperspectral imagery by Murphy et al. [29] .
Some studies have found that the spectroscopic determination of wavelength position and, hence, the proportion of goethite in samples is at least as accurate as laboratory-based assays (e.g., [10] ). In one of the most comprehensive studies to date on quantitative mineralogy using nonimaging spectroscopic methods, Haest et al. [16] were able to estimate the proportion of goethite to within a root-mean-square error (RMSE) of 9.0 wt% goethite from the wavelength position of F 900 . The proportion of goethite, derived from estimates of wavelength position made by GP and MLR, was therefore considered to be within acceptable limits if it fell within an RMSE of 9.0.
II. MATERIALS AND METHODS

A. Mixtures of Crushed Rock
Mixtures of crushed rock were commercially prepared from material sourced from an iron ore mine in the Pilbara, Western Australia. Six mixtures of crushed rock with different proportions of hematite and goethite were created. The size of fragments of rock in the crushed mixtures was ∼0.2-3 mm. Quantitative X-ray diffraction (XRD) analysis was done to determine the precise proportion of goethite in each sample (see Table I ). Crushed rock mixtures were placed into separate trays prior to the acquisition of laboratory spectra/imagery. To remove the effects of shading from the boundaries of the tray, the trays were filled so that the crushed rock mixtures were level with the rim of the container.
Four separate sets of measurements were made by a field spectrometer and the hyperspectral imagers. Between each set of measurements, each crushed rock mixture was placed into a container and thoroughly remixed before being returned to the trays for the next set of measurements. This enabled four replicate sets of data to be made from each crushed rock mixture by presenting a different "surface" of the voluminous mixtures for each set of spectral measurements.
B. Laboratory Spectra
Ten replicate reflectance spectra (350-2500 nm) were acquired from each of the six crushed rock mixtures using a field spectrometer (FieldSpec 3, Analytical Spectral Devices, Boulder, CO, USA; ASD). The spectrometer fiber optic was fitted with a reflectance probe with an integrated high-intensity light source. The light source uses an elliptical reflector, so the lines of flux converge at a focal point near the sample surface, illuminating it directly and by scattered light scattered off the reflector. The fiber optic is adjacent to the light source so that, when the probe window is placed into direct contact with the sample, the fiber optic is located about 2.5 cm above the sample surface. For each replicate, a separate measurement Fig. 2 . Reflectance spectra (400-2496 nm) of crushed rock mixtures (1-6), acquired using the ASD spectrometer and convolved to the bandpasses of the imaging sensors. Spectra shown here are averages (n = 10, ± Standard Deviation). The spectral region (1002-1355 nm) used to train the GPs and derive the regression coefficients for MLR is shown in black. The dotted line represents the spectral region from which the continuum was removed to determine the wavelength position (λ min) of F 900 . Directions of wavelength shift of F 900 with increasing amounts of hematite or goethite are indicated at the bottom. Sample numbers (see Table I ) are shown next to each spectrum.
was made from a calibration standard (∼99% Spectralon). In all cases, the reflectance probe was placed into direct contact with the surface being measured. Measurements were repeated for Surface 1 to Surface 4. Each recorded spectrum was an average of 40 individual spectra and was converted to units of absolute reflectance by dividing it by the reflectance of the calibration panel.
Spectra were of very high quality and contained very little noise. To ensure, however, that the determination of the wavelength position of F 900 was not impacted by any noise that was present, spectra were smoothed using the method of Savitzky and Golay [30] with a 100-nm smoothing window. Smoothed and unsmoothed spectra were convolved to the bandpasses of the imaging sensors using a Gaussian filter function generated from the full-width at half-maximum (FWHM) bandwidth of each image band. Averages of the spectra used to train the GPs are shown in Fig. 2 . Spectra acquired in this way are henceforth referred to as ASD spectra.
C. Hyperspectral Imagery
Separate imaging sensors were used to acquire hyperspectral imagery in the VNIR (400-970 nm) and SWIR (970-2500 nm). The VNIR and SWIR sensors (Specim, Finland) were configured to have the same spatial resolution and to record 125 and 246 spectral bands at an average width of 4.6 nm and 6.23 nm FWHM, respectively. The sensors are line scanners which disperse reflected light through a slit onto a 2-D sensor array, which describes the across-track spatial dimension and spectral (wavelength) dimension, respectively. The sensors were mounted side by side onto a metal frame with an integrated scanning platform which moved linearly beneath the sensors. The movement of the scanning tray beneath the sensors builds up the second (along-track) spatial dimension of the image to form a data cube with 320 samples, 780 lines, and 371 bands in total. The nominal distance from the sensors to the scanning platform was 730 mm, giving a spatial resolution of 0.96 × 0.96 mm per pixel. Illumination was provided by two arrays of seven halogen lights each, which illuminated the target from opposite directions.
Measurements were made from a calibration panel (∼99% reflective Teflon), separately by each sensor. The calibration panel was placed directly beneath each sensor so that the field of view of the sensor was within the calibration panel. The integration time of the sensors was set so that no measurements over the calibration panel were saturated (i.e., pixel values in all bands were less than the bit depth recorded by the sensor). Approximately 500 frames of data were recorded, without moving the platform. The crushed rock samples were then placed onto the scanning platform, and all six samples were imaged in a single scan. The speed of the scanning tray was adjusted so that the shape of the sample trays was preserved in the imagery. Image acquisition was done using the same integration time as was used for the calibration panels. Measurements were repeated for Surfaces 1 to 4 of the crushed rock mixtures.
Image data were corrected for the contribution of dark current by subtracting the dark current for each spatial element of the detector, on a line-by-line basis. VNIR data were corrected for frame transfer smear using the frame transfer rate of the sensor. Calibration to reflectance was done separately for the VNIR and SWIR sensors, on a line-by-line basis. This was done to compensate for small variations in incident light across the spatial dimension of the sensor array. The imagery from the VNIR and SWIR sensors was spatially registered using a simple shifting of one image relative to the other in order to adjust for the offsets caused by the sensors being mounted adjacently on the scanning frame.
D. Data With Different SNRs
To evaluate the effects of noise on the ability of the GPs and MLR to estimate the wavelength position, noise was added to ASD spectra and the hyperspectral imagery to simulate data of the same target with different SNRs, expressed in terms of decibels (dB). SNRs of 30, 40, and 50 dB were generated for data for all surfaces from the ASD spectra and hyperspectral imagery. Data with the smallest value of decibels had the greatest amount of noise (shown for image pixel spectra in Fig. 3 ). Thus, for each surface measured, there were four sets of data, including the original data. To provide a standard measure of the relative amounts of noise, a block of 700 pixels was extracted over the calibration panel for each image with different amounts of added noise. Relative amounts of noise were then calculated by dividing the standard deviation of the pixels by their mean. This value at 1650 nm is shown in parentheses in each graph (see Fig. 3 ).
E. Measurements of Wavelength Position
The wavelength position of F 900 was determined differently for ASD and image spectra. Wavelength position could be determined directly from ASD spectra because they were of high quality and contained little noise. A local correction for the spectral continuum was made by fitting a straight line between 770 and 1150 nm for each spectrum [16, Fig. 2] . The continuum was then removed by dividing the reflectance between these wavelengths by the reflectance of the straight line [31] . Wavelength position was determined from these normalized spectra as the wavelength of minimal reflectance.
Noise in hyperspectral imagery makes the determination of wavelength position more difficult than for laboratory spectra. Murphy et al. [29] showed that wavelength position is better determined from a polynomial fit to the original data, rather than from the original data themselves. The process first fits a fifth-order polynomial curve to the spectrum between 770 and 1150 nm. After the removal of the continuum from the polynomial, the wavelength position is determined in the same way as described for the laboratory spectra (see inset in Fig. 1 ).
F. Data Analyses 1) Data for Deriving the MLR Coefficients and Training the GPs:
For both experiments, ASD spectra were used to train the GPs and to derive the coefficients by MLR which describe the relationship between reflectance and wavelength position. The specific data used were as follows:
1) the wavelength position of F 900 ; 2) reflectance between 1002 and 1355 nm. The wavelength region used for training was limited to the range of 1002-1355 nm. Although the nominal short-wave limit of the SWIR sensor is 970 nm, data were often noisy at wavelengths less than 1002 nm. For this reason, 1002 nm was selected as the short-wave limit of the training data. The longwave limit of 1355 nm was selected because this wavelength corresponds to the approximate long-wave limit of the F 900 crystal field absorption (see Fig. 1 ). Reflectance between 1002 and 1355 nm is therefore closely tied to the physical-chemical processes that cause this absorption. Using the full spectral range sensed by the SWIR sensor (the upper limit of wavelengths detected by the sensor is 2500 nm) was not desirable because it would include information (e.g., absorptions by Al-OH bearing minerals between 2000 and 2500 nm) which was unrelated physically to the F 900 crystal field absorption.
Spectra from Surface 2, without added noise, were selected on a random basis to provide the training data for the GPs and the MLR (n = 60 spectra in total). This presented a more difficult test for estimating the wavelength position than would be the case if data from all Surfaces (Surfaces 1-4) had been used and enabled the performance and stability of the algorithms to be evaluated. MLR of wavelength position of F 900 on reflectance (1002-1355 nm) was used to derive the coefficients required for estimating wavelength position from the reflectance data [32] . Separate MLRs were done using the reflectance data before and after it was normalized to its arithmetic mean; thus, separate sets of coefficients were derived for normalized and unnormalized data. Each of the MLR analyses had a multiple linear correlation coefficient of > 0.99.
2) Data for Estimating Wavelength Position Using MLR and GPs: Experiment 1 used ASD data to compare the performance of GPs and MLR to estimate the wavelength position of F 900 . Because wavelength position could be determined precisely for each spectrum, the use of ASD spectra enabled methods to be compared using the best possible quality of data for validation. For Experiment 2, the wavelength position was estimated from SWIR hyperspectral imagery using GPs and MLR. For both experiments, reflectance data at the same wavelengths (1002-1355 nm) were used to estimate wavelength position using the GPs and the coefficients derived from the MLR analyses. For the GPs, unnormalized reflectance data were used. To estimate wavelength position using MLR, the derived regression coefficients were applied respectively to the original (unnormalized) and normalized reflectance data. Thus, for both experiments, wavelength position was estimated for each surface (Surfaces 1-4) of the crushed rock mixtures, separately for each SNR.
3) Validation: For Experiment 1, wavelengths estimated by the GPs and MLR were validated by comparing them to wavelengths measured directly from the spectrum. The RMSE was calculated between the estimated and measured wavelengths. The errors with which wavelength position estimated by each method could estimate the proportion of goethite in samples were determined by converting the estimated wavelength position to values representing the proportion of goethite. To do this, linear regressions of the proportion of goethite (derived from laboratory XRD analyses) on wavelength position (determined directly from ASD spectra) were done separately for each surface (1) (2) (3) (4) . Coefficients from these regressions were then applied to the wavelength positions estimated by GP and MLR to derive the proportion of goethite. The RMSE between proportions of goethite measured by XRD and those derived from the estimated wavelength position of F 900 was calculated.
For Experiment 2, the validation of estimated wavelength position was done in three ways. First, the wavelength positions of F 900 estimated by the GPs were compared, on a per-pixel basis, with the measurements of wavelength position made from a polynomial fit to the VNIR-SWIR data (770-1150 nm). This was done for all surfaces of the crushed rock mixture and for all levels of noise (SNRs). Statistics comparing estimate and measured wavelengths were generated, including differences between the GP-estimated and measured wavelengths (the former being subtracted from the latter). Second, for each surface, GP estimates of wavelength position were compared with measurements of wavelength position measured directly from ASD spectra. Third, as for Experiment 1, estimates of wavelength position derived from the GPs and MLR were converted to the proportion of goethite. The RMSE between these proportions and the proportions measured from XRD analyses was calculated.
G. GPs-Mathematical Framework
GPs provide a probabilistic Bayesian framework for modeling functional relationships between quantities of interest given a corresponding set of data. Mathematically, a GP is an infinite collection of random variables, any finite number of which has a multidimensional joint Gaussian distribution [33] .
Machine learning using GPs consists of two steps: training and estimation. GPs usually contain unknown hyperparameters, and the training step is aimed at optimizing those hyperparameters to result in a probabilistic model that best represents the training data. This is a nonparametric approach, where knowing the hyperparameters does not define the function. The hyperparameters define the function only when considered together with the training data. This is different to parametric approaches (e.g., MLR) where the function is defined directly once the parameters are known.
In the GP, an input is represented by a point in a Ddimensional space. Taking D as being equal to the number of bands or wavelengths in the spectra, we can represent each spectral curve as a single point in the D-dimensional space. For the training and estimation data, we use the notation x and x * to refer to reflectance vectors for training and estimation, respectively.
Once the hyperparameters are identified at the training stage, they can then be used to infer the predictive distribution f (x * ) of the function of interest f (x) at an arbitrary point x * given a training set T = ({x i }, {y i }) i = 1 : N of N input points
Here, x i is a reflectance vector, and y i is a scalar representing the corresponding measured wavelength position. Point x * is another vector of reflectance for which the wavelength position needs to be estimated.
The GP model places a multivariate Gaussian distribution over the space of function variables f (x) by mapping the input to the output spaces. The GP model is defined by its mean function m(x) and covariance function k(x, x ): k(x, x ) ). Denoting the inference set as T * = ({x * i }, {y * i }) i = 1 : N * , the joint Gaussian distribution with zero mean function is
where f and f * are the noise-free values of the function, N (μ, Σ) is a multivariate Gaussian distribution with mean μ and covariance Σ, and K is the covariance matrix computed between all the points in the set. In particular, the covariance matrix between the observations K(X, X) has the following form:
If we assume observations with Gaussian noise ε and variance σ 2 such that y = f (x) + ε, then the joint distribution becomes
In this model, the measurement noise is assumed to be unbiased independent and identically distributed. The key predictive equations for GP regression can be obtained by conditioning on the observed training points. The resulting predictive distribution for the points being estimated can be obtained as where the predictive mean and covariance are given via the following formulas:
The predicted mean value μ * in (4) is the main outcome of the GP regression. The diagonal of the matrix Σ * defines the variance representing the uncertainty for those predictions. Training a GP model is equivalent to learning the hyperparameters of the covariance function from a data set. In the Bayesian framework, this can be performed by maximizing the log of the marginal likelihood with respect to θ where |K(X, X) + σ 2 I| is the determinant of the matrix K(X, X) + σ 2 I. As the log marginal likelihood is a nonconvex function of the hyperparameters θ, only local maxima can be obtained. Local maxima were obtained using a gradient descent technique using multiple starting points [33] . For the purposes of this paper, the OAD nonstationary covariance function [24] was used.
The OAD covariance function [24] depends only on the angle at which the points of interest x and x are observed from an observation center x c in multidimensional space. The observation center x c is application specific, and in our case, it is set to the zero origin of the coordinate system. The general form of the OAD covariance functions is As the angle between the vectors x and x depends not on the difference x − x but on the spatial locations of x and x , the OAD covariance function is nonstationary. As this covariance function depends on the angle between the vectors and not on their amplitudes, in the hyperspectral context, it is invariant with respect to the illumination effect and therefore is a natural choice for the modeling of the hyperspectral reflectance spectra. Substituting x c = 0, the OAD covariance becomes
where α can be calculated using the dot product of the vectors x and x α = cos Table I ). Data are scaled for display to show the same wavelength range (902-935 nm).
where x is the Euclidean norm of the vector x. In contrast to MLR, regardless of the number of bands and the size of the training data set, the GP with the OAD covariance function has only three scalar parameters which are called hyperparameters: σ 
III. RESULTS
A. Experiment 1-Evaluation of GP and MLR Methods Using ASD Spectra
1) Comparison of Measured and Estimated Wavelength
Positions: The comparison of measured and estimated Fig. 8 . Normalized frequency distribution of differences between pixels representing wavelength position estimated by the GPs and measured from the image using polynomials. The wavelengths measured from the image were from the original image (i.e., from data without added noise).
wavelengths from the ASD spectra showed that the GPs provided a better estimate of wavelength position than did MLR (see Table II and Fig. 4) . MLR using the original (unnormalized) reflectance data gave the poorest estimates of wavelength position with large amounts of scatter, sometimes with bias, around the 1-1 line (e.g., Surface 1; Fig. 4 ; top row). Marginally improved estimates were provided from MLR using normalized data (see the middle row of Fig. 4 ). Surface 1, however, still showed a similar bias as was found with unnormalized data. GPs gave unbiased estimates of wavelength position which were tightly scattered around the 1-1 line (see the bottom row of Fig. 4 ). Because data from Surface 2 were used for both training and estimation, it had points which coincided almost directly to the 1-1 line, yielding very small RMSE (see Table II ); these data were not therefore shown in Fig. 4 .
RMSE was small for the estimates made by the GPs across all Surfaces and SNRs (see Table II ). Estimates of wavelength position made by MLR from the original data (without added noise) had a larger RMSE than did the GP estimates. RMSE for estimates made by MLR from unnormalized data was larger than for normalized data. The effects of increased noise on estimates of wavelength position derived from MLR were striking, with very large increases in RMSE, even for data with the smallest amount of noise (50-dB SNR). RMSE increased with increasing amounts of noise (smaller SNR) for all estimates made by MLR.
2) Variability in Proportions of Goethite Derived From Estimates of Wavelength Position:
Separate linear regressions of proportion of goethite on average wavelengths measured directly from spectra showed strong linear relationships (R 2 = 0.95, P < 0.001, and n = 6 for each surface; see Fig. 5 ). Pairwise analyses of covariance showed that the slopes and intercepts of the four regressions were highly nonsignificant (P > 0.55 and P > 0.20 for the slope and intercept, respectively). Data were therefore pooled into a single regression analysis to provide the regression coefficients to convert the estimates of wavelength position made by the GPs and MLR to the proportion of goethite. Results for Surface 2, using the original data (data without added noise), were the same for each of the methods (see Table III ). This was because wavelength position was being estimated from the same data that were used to train the GPs and derive the coefficients for the MLR-in effect, this represented an overfitting of the data for Surface 2.
Results from other surfaces for the original data were similar (Surface 1 is shown in Fig. 6 ). GPs provided the best estimates (i.e., they gave the smallest RMSE), followed by MLR using the normalized and unnormalized data. GPs gave consistent results across all SNRs (RMSE of 0.04, i.e., 4%); however, MLR estimated wavelength position so poorly that all estimates of the proportion of goethite exceeded unity, even for data with the smallest amount of noise (50 dB).
B. Experiment 2-Evaluating GPs and MLR Applied to Hyperspectral Imagery 1) Basic Statistics and Qualitative Comparison of Image Estimates From Surface 2:
Previous results from ASD spectra showed that MLR performed poorly compared to GPs when used to estimate wavelength position from the original data (without added noise) and failed to produce sensible results when applied to data with even a small increase in noise (i.e., 50-dB SNR). This suggested that the MLR would fail when applied to image data which were noisier than the ASD spectra. If MLR was going to work on any image data, it would therefore most likely work on Surface 2 (data from this surface were used to train the GPs) of the original image data (without added noise). Basic statistics from each sample for Surface 2 showed that estimates of wavelength position derived from MLR were invalid due to their very large standard deviations (see Table IV ). The qualitative examination of images describing measured and estimated wavelength positions showed that MLR was not able to discriminate samples with the smallest (sample 1) and largest (sample 6) proportions of goethite (see Fig. 7 ). Estimates of wavelength position made from GPs [see Fig. 7(d) ], however, showed clear separation between samples, with less spatial noise than wavelengths measured from the data. Due to the invalid results from MLR Fig. 9 . Relationships between wavelengths estimated by the GPs and wavelengths measured directly from ASD spectra. Data points are averages (± SD) of pixels over each surface of the crushed rock mixtures or averages of ASD spectra (n = 10). The 1-1 line is shown in each graph. Tabulated statistics for all surfaces are given in Table V. applied to the imagery of Surface 2, estimates made by MLR were not considered in the following analyses.
2) Comparison of GP-Estimated and Measured Wavelengths From Imagery:
Frequency histograms of differences between GP-estimated and measured wavelength positions showed a modal difference of 0 nm; this was the case for all surfaces and all SNRs (see Fig. 8 ). Statistics describing differences between estimated and measured wavelengths were largely consistent for each surface and different SNR (see Table V ). Errors measured by the mean difference and RMSE did not show consistent increases with increasing noise in spectra (i.e., decreasing SNR). For example, Surface 1 (30-dB SNR) had the smallest mean differences and RMSE (2.46 nm and 5.15, respectively), and Surface 2 (original data) had the largest (4.34 nm and 8.13, respectively). Mean differences were all positive, indicating that measured wavelengths were consistently greater than estimated wavelengths by as much as 4.34 nm (see Table V ). This was also consistent with the frequency distributions of differences, which were slightly right skewed (see Fig. 8 ). Preliminary tests (not shown here) which compared respectively the wavelength position measured directly from spectra and that from a polynomial fit to the same data suggested that the polynomial fit could overestimate the wavelength position by, on average, 4.38 nm. This is similar to the differences between estimated and measured wavelengths observed here (see Table V ).
3) Comparison of Wavelengths Estimated From Imagery
and Measured From ASD Spectra: Mean differences between estimated and measured wavelength positions ranged from 1.13 nm (Surface 1; 30 dB) to 3.47 nm (Surface 4; original data; Table VI ). RMSE ranged from 2.66 (Surface 1; original data and 50 dB) to 4.04 (Surface 4; original data and 50 dB). Differences between wavelengths estimated by GPs and measured directly from ASD spectra were smaller than the differences between wavelengths estimated by the GPs and measured from a polynomial fit (cf. Tables V and VI). The standard deviation and RMSE were also much smaller in the former than in the latter. Plots of measured and estimated values showed a similar distribution for each surface and SNR (see Fig. 9 ).
4) Comparison of Measured and GP-Estimated Proportions of Goethite With Proportions Derived From Wavelength Position Estimated by GPs:
Proportions of goethite derived from the GP image estimates of wavelength position showed little variability among surfaces and SNRs. RMSE between the proportions of goethite measured by laboratory XRD analyses and proportions derived from GP-estimated wavelength positions ranged from 0.05 (5%) to 0.06 (6%). These values are smaller than the error (9%) found by Haest et al. [16] which we defined earlier as the cutoff point for the acceptable accuracy of estimates.
IV. DISCUSSION
Estimating the wavelength position of F 900 using data only from its long-wave slope (1002-1355 nm) was challenging. The wavelength position of F 900 is important because it provides information about aspects of mineralogy that are related to the composition of ferric iron minerals, including the proportion of goethite. The motivation for doing this research was to develop a method to obtain information about wavelength position from F 900 , located in the VNIR, from data acquired by a SWIR hyperspectral imager. This would allow the same sensor to be used to acquire information about ferric iron minerals (absorbing in the VNIR) as well as information about many other minerals, including phyllosilicates and carbonates which have important absorptions between 2000 and 2500 nm [6] , [8] , [34] .
To estimate the wavelength position of F 900 from SWIR data, the efficacies of MLR and GPs were compared using data from a high-resolution nonimaging ASD spectrometer and a SWIR hyperspectral imager. MLR worked relatively well for ASD data where data with similar amounts of noise were used to derive the regression coefficients and then to estimate the wavelength position. However, when the same coefficients were applied to data with artificially added noise (decreased SNR), MLR failed to produce any meaningful estimates of wavelength position. Furthermore, MLR did not work when the coefficients, derived from ASD data, were used to estimate wavelength position from imagery. GPs gave good results, remaining relatively insensitive to noise across all SNRs and surfaces, with wavelength position being estimated within 2-nm RMSE for ASD spectra and within ∼4-nm RMSE for image data. These errors translated into errors in the proportion of goethite of 4% and 5%-6% RMSE for ASD and image data, respectively. These errors are within the error of 9% reported by Haest et al. [16] using a large number of paired measurements from quantitative XRD and high resolution laboratory (ASD) spectra. These results show that the use of MLR to estimate wavelength position is ineffective where amounts of noise differ between the training data (from which the regression coefficients were derived) and the data used to estimate wavelength position. Given these results, it is unlikely that MLR could be used to estimate wavelength position from field-based platforms using natural sunlight as the source of illumination.
The covariance function used for the GP estimates-the OAD-is invariant to changes in the brightness of the material being measured and considers only the shape of the spectral curve. By applying MLR to normalized data to derive the coefficients and estimate the wavelength position, we attempted to remove brightness effects with the objective of improving estimates. While this improved the performance of MLR when applied to ASD spectra without added noise, it was ineffective when applied to ASD spectra with added noise. This suggests that it is the differences in the amounts of noise between spectra used for training and estimation, respectively, which most strongly affect the performance of MLR and not the differences in their brightness.
The imagery of wavelength position estimated by the GPs had less spatial noise (i.e., within sample variability among pixels) than did imagery derived from data using a polynomial fit. Compared with the measurements made from the polynomial, wavelengths estimated by the GPs showed a better qualitative separation among the mixtures of crushed rock (see Fig. 7 ). Within-sample and between-sample variabilities in estimates were respectively decreased and increased in GP estimates of position compared to measurements derived from a polynomial fit. The rationale for using imaging spectrometry instead of discrete measurements of reflectance is to provide spatial context. Noise in the spectral domain can be translated into the spatial domain, degrading spatial patterns [29] . Estimates of the wavelength position of F 900 made by GPs can therefore provide less noisy and more spatially coherent measurements than measurements made from a polynomial fit.
This paper has demonstrated the use of GPs to estimate the wavelength position of a single ferric iron absorption feature, F 900 , using data from a single slope of the feature located longwave of the feature minimum of the feature minimum. The same approach could also be used to retrieve the wavelength position of absorption features where the feature minimum is not available either because it is not present in the data (as is the case here) or because it has become degraded by noise. This study has shown that GPs could be trained using data from one sensor-a nonimaging field spectrometer-to estimate wavelength position from imagery with different amounts of noise. Such an approach is uncommon in the application of machine learning methods. The GP method was demonstrated in this paper using laboratory data acquired under artificial light. It therefore has potential for use in operational mining applications which use the same type of illumination-for example, for the analysis of rock fragments on conveyor belts or in the processing of ore. Information about the compositional abundance of the common iron minerals hematite and goethite, as well as clay minerals, could be acquired using a single (SWIR) sensor, removing the need for VNIR imagery and the associated processing time required to integrate it into a unified data cube. This has the potential to significantly reduce costs in terms of purchasing the sensors, processing, and the use of expensive laboratory assays as a means of controlling the quality of ore.
Work is underway to extend the method to work on hyperspectral imagery acquired from field-based platforms under conditions of natural illumination. Data acquired from fieldbased platforms enable information to be acquired about the distribution of minerals on vertical outcrops of rock or on mine walls in open pit mines. Such imagery is generally less affected by atmospheric effects than data acquired from airborne or satellite platforms because reflected light does not have to travel through as much atmosphere on its return path to the sensor. Measurements made under natural sunlight are affected by atmospheric water vapor within the wavelength range used to estimate wavelength position in this study. Although mitigating atmospheric effects is beyond the scope of this paper, early results aimed at minimizing these effects in field-based data look very promising.
V. CONCLUSION 1) A method based on GPs was developed to estimate the wavelength position of F 900 , located between 850 and 950 nm, using reflectance data from the long-wave slope of the feature (1002-1355 nm). 2) Comparison of MLR and GP methods to estimate the wavelength position of F 900 showed that MLR was less effective than GPs when applied to data without added noise. MLR failed when applied to ASD data with added noise (decreasing SNR) or to hyperspectral imagery. 3) GPs were relatively insensitive to increases in spectral noise (decreasing SNR) up to the amount tested in the experiment (30-dB SNR). 4) The wavelength position was estimated by GPs to within < 2-nm RMSE from ASD data and to within ∼4-nm RMSE for hyperspectral imagery. This was the case for the original data and all SNRs. 5) Proportions of goethite derived from GP estimates of wavelength position were within 4% and 5%-6% of the measured proportion of goethite for ASD data and hyperspectral imagery, respectively. This is within the error (9%) found by a previous study using direct measurements of wavelength position which was used here as the benchmark for acceptable accuracy. 6) Qualitatively, GP estimates of wavelength position from hyperspectral imagery showed smaller within-sample variability and greater between-sample variability compared to measurements made from a polynomial fit to the data. 7) The proposed GP method opens up the possibility of using a single (SWIR) sensor to obtain information about iron minerals and other economically important minerals with diagnostic absorptions between 2100 and 2450 nm such as phyllosilicates. 8) The GP method may be applicable to absorption features in the spectrum caused by minerals other than ferric iron, for example to obtain information on wavelength position where the feature minimum is not present in the data or is degraded by noise.
