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SUMMARY
This work assesses the performance of reflector antennas under 
adaptive control. In this study, a conventional reflector antenna is 
given adaptive control by placing additional feeds in the reflector 
focal plane. The antenna effectively becomes a Multiple Beam Antenna 
(MBA). This configuration has received far less attention than the 
Sidelobe Canceller which achieves spatial discrimination by placing 
low gain elements in the periphery of the reflector.
The applications that motivate this work involve rotating radar 
antennas subject to main beam interference or multiple targets that 
must be resolved within a 3-db beamwidth. The possibility of the 
interference being correlated with the wanted signal is also 
considered.
Within the context of these applications the assessment addresses:
- The basic (main-beara and sidelobe) cancellation performance of this 
type of antenna.
- The influence of beam characteristics such as crossover levels, 
gain, sidelobe levels, etc. in performance.
- The Control Laws that avoid cancellation of a wanted signal while 
rejecting interference even if knowledge in signal direction is . 
only approximate.
- Algorithms to solve adaptively the above Control Laws at speedS 
consistent with rotating antennas and rapidly changing 
interference.
- The use of the beamformer output to generate a reference signal to 
avoid cancellation of the wanted signal.
- An algorithm, so far used in the frequency domain, applied in this 
work to the space domain with the purpose of avoiding cancellation 
of the wanted signal in the presence of correlated interference 
such as multipath.
The construction of an experimental antenna is also undertaken and^ it 
is demonstrated that adaptive nulling is readily achieved in 
practice. '
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1. PURPOSE OF PRESENT WORK AND REPORT ORGANISATION
1.1 Purpose of present work
Much of the work reported on adaptive antenna systems has
concentrated on arrays with a small number of isotropic radiating 
elements. The application of adaptive array theory to high gain, 
pencil or shaped beam, antennas has received little attention and 
been largely confined to sidelobe cancellation systems. These 
systems consist of a conventional high gain antenna (e.g. a dish) 
with additional low gain elements around the periphery of the dish or 
any other suitable place in the vicinity of the reflector. The large 
aperture size of the reflector constrains the auxiliary elements to 
be many wavelengths away from the phase centre of the main antenna. 
This condition introduces grating lobe effects and also limits the 
cancellation bandwidth achievable because the frequency transfer 
characteristics of the various paths taken by the signals are likely 
to be very different and therefore difficult to match. Another 
important limitation of this arrangement is the inability to reject 
main beam interference without excessive Signal-to-Receiver Noise 
degradation.
An alternative way of giving adaptive capability to high gain 
reflector antennas is to place multiple feeds in the reflector focal 
plane. Since each feed illuminates the reflector fully, each feed 
produces a high gain beam whose beamwidth, sidelobe level and 
directivity depends on the feed characteristics and its actual 
position in the focal plane. The antenna effectively becomes a 
Multiple Beam Antenna (MBA). The auxiliary beams thus created are 
used by the adaptive processor to cancel interference anywhere in 
space but most effectively in the main beam produced by the reference 
feed.
The purpose of this work is to investigate the suitability of this 
type of arrangement for two uses: To provide all round interference 
protection and to improve resolution within a 3-db beamwidth by 
rejecting energy from all targets except one as the antenna scans by 
it. The assessment involves the antenna's main beam nulling 
performance, its behaviour under sidelobe interference, the effect
the above modificaticna have on performance under ordinary conditions 
(i.e. no interference) and the influence of beam characteristics such 
as crossover levels, gain and sidelobe levels in performance.
The more familiEu: adaptive control laws falL on main beam control. 
Usually the beam is constrained at one or several points in space 
only., For high Signal to Receiver Noise ratios (SNR), these control laws 
give rise to cancellation of the wanted signal unless it aligns 
perfectly with one of the point constraints. For a rotating radar 
antenna this means that most of the target returns ( spread over the 
3-db antenna beamwidth) are rejected. It is also the purpose of this 
work to determine how effective recently introduced robust techniques 
are in avoiding signal cancellation under these conditions and how 
robustness affects interference cancellation.
Another aspect of adaptive theory which has been neglected in the 
past is the implementation of fast algorithms to solve control laws 
with multiple linear or non linear constraints. For the case of the 
robust control law only a simple algorithm based on gradient descent 
exists. This work also considers fast algorithms under these 
conditions.
1.2 Report organisation
Chapter 2 presents a careful review of adaptive array theory where 
the control laws and algorithms commonly used are introduced. The 
purpose being to clarify the concepts and lead the reader towards the 
concept of robustness. Also most of the necessary notation needed in 
this work is introduced in this chapter.
Chapter 3 determines the performemce of the system described above 
under several signal scenarios of interest as well as worst case 
interference conditions, the latter is obtained by optimising the 
interférera locations to reduce SINR^ as much as possible. To avoid 
the trivial solution (i.e. an interférer incident from the same 
direction as the wanted signal), in the optimisation process the 
interferers locations are constrained to a minimum separation from 
boresight. By using antenna models with different beam
characteristics thiâ study attempts to provide some understanding of 
1   ---SINR:Ratio of signal power to the combined interference plus 
receiver n o i s e  oower.
the dependence of this type of antenna on the characteristics of the 
constituent beams such as crossover levels, gain, sidelobe levels, 
etc.
The control law used to obtain the results of Chapter 3 accepts a 
signal incident from boresight and rejects signals arriving from any 
other direction however close to boresight. In radar applications, 
to Increase the SNR, target energy is collected over a range of 
angles roughly equal to the 3db beamwidth as the antenna sweeps by 
the object. An adaptive antenna under the boresight constraint would 
reject most of this energy considerably reducing the SNR. Chapter 4 
investigates various means of controlling the main beam region over 
which energy is let through. Two methods usually applied to low gain 
antennas are considered; multiple linear equality constraints and the 
weight norm constraint. Other, more efficient ways are also 
investigated, these make use of inequality constraints with upper and 
lower bounds as well as a weight norm constraint which is a function 
of the signal environment. The Evans-Ahmed processor is also 
investigated in the context of MBA's.
For simplicity the solutions obtained in Chapter 4 assumed the 
Covariance Matrix R was given. In a practical implementation, the 
optimal solution must be obtained in real time with no a-priori 
information of the signal environment based only on measurements 
taken at the feed ports and at the beamformer output. An adaptive 
algorithm is therefore required. Since the applications considered 
involve a rotating antenna and intentional interference, the speed of 
convergence and flexibility to change the algorithm parameters are 
the main requirements sought from the algorithm. For maximum null 
depth a closed-loop algorithm implementation is necessary. Chapter 5 
presents algorithms to meet these conditions. Other modifications to 
make the algorithms more robust are also considered. To demonstrate 
that signal cancellation does not occur, all the results are given in 
terms of the wanted signal waveform.
Chapter 6 investigates the possibility of obtaining a reference 
signal for the adaptive system. A suitable reference signal permits 
accurate tracking of the wanted signal resulting in an improved 
Signal-to-Interference plus Receiver Noise Ratio, SINR. In many 
applications, multipath returns of the wanted signal are the main
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source of interference. This type of interference is more difficult 
to cancel with an adaptive antenna due to being correlated to the 
signal of interest. In fact, unless additional features are added to 
the conventional adaptive system, the processor uses the correlated 
interference to cancel the wanted signal. This chapter also looks at 
ways in which the multipath problem can be solved.
Chapter 7 describes an adaptive array system built to demonstrate in 
practice adaptive nulling. Although this work is concerned mainly 
with MBA's, for simplicity and to reduce cost, low gain elements were 
used. The array consists of 4 dipoles radiating against a ground 
plane at 950 MHz. The beamformer is implemented at 70 MHz using 
in-phase and quadrature channels, further down conversion to baseband 
preserving the amplitude and phase information is carried out to 
permit sampling. The processor is a 16-bit microprocessor. The 
implementation is closed-loop.
Chapter 8 presents the summary and conclusions of the present work.
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2. REVIEW OF ADAPTIVE ARRAY THEORY
2.1 Beginnings
One of the first to demonstrate the spatial discrimination available 
from adaptive arrays was P.W. Howells (1965) with the invention of 
the Intermediate Frequency (IF) Sidelobe Canceller. Howells 
addressed the problem of a high gain antenna such as a reflector, 
subject to strong directional interference received through the 
antenna sidelobes. To spatially filter out this interference, a 
number of low gain elements were placed in the neighbourhood of the 
main antenna together with electronic controls to allow amplitude and 
phase adjustment of the signals induced at the auxiliary elements 
(Pig. 2-2.la). These modifications gave the system adjustable 
spatial discrimination over the entire sidelobe region of the main 
antenna. (Pig. 2-2. lb )
To obtain cancellation, the interference received through the 
auxiliary elements is subtracted from the interference present in the 
main antenna. Prior to this subtraction however, the auxiliary signal 
is adjusted in amplitude and phase to replicate the signal in the 
main antenna.
The key to the IF Sidelobe Canceller is the 'Correlation Loop' (Fig. 
2-2.2), which automatically provides the precise amplitude and phase 
adjustments for cancellation.
This principle of application was generalised by Applebaum ( 1966 ) to 
any type of array antenna. Applebaum considered what values should 
the amplitude and phase settings take to maximise, at the beamformer 
output (Pig. 2-2.3), the ratio of signal power to the power of the 
combined interference and receiver noise power.
For a practical implementa-^ion of the control law, Applebaum showed 
that Howell's Correlation Loop modified to include a steering vector 
approaches the optimal solution except for a bias which depends on 
the amplifers gains (Pig. 2-2.2).
12
At about the same time as Applebaum, Widrow ( 1967 ) provided an 
alternative form of an adaptive antenna with communications rather 
than radar applications in mind. To achieve reception of a wanted 
signal while rejecting any other signals possibly present in space, 
he introduced into the system a 'desired response signal* d(t) 
(Pig. 2-2.4), and considered a way of adjusting the set of weights 
that would reduce the error between the desired response signal and 
the actual output to the array.
There are many criteria that can be used to decide when a weighted 
sum of signals is a good approximation to a given signal. Widrow 
chose the Mean Square Error (MSE) crit erion which is a 
mathematically simple and yet useful way of providing the weight 
values.
Widrow also introduced the celebrated Widrow-Hoff algorithm, also 
known as the LMS (for Least Mean Square) algorithm, which is a simple 
and hardware compatible way of obtaining the minimum MSE in real 
time. This algorithm is based on the method of Steepest Descent of 
Optimisation Theory with the Gradient of the MSE function 
approximated by simple measurements at the antenna and beamformer 
ports.
Shortly after. Frost (197 2) introduced a different type of adaptive 
processor which obtains interference cancellation by minimising the 
total received power at the beamformer output under the constraints 
that the response of the array in L pre-established directions be 
maintained fixed at all times.
To obtain this solution adaptively. Frost introduced the 'Constrained 
IMS' algorithm, based on the Gradient Projection Method of 
Optimisation Theory but with the Power Gradient approximated by 
measurements at the antenna and beamformer ports.
13
Most of the existing theory of adaptive arrays! gyrates around these 
three control laws, the above three algorithms and a number of 
algorithms invented to either simplify the hardware implementation or 
to speed-up convergence. More recently the concept of robustness has 
received increased attention. All these topics are expanded below.
2.2 Maximum SINR
Applebaum considered what values should the amplitude and phase 
settings take to maximise at the beamformer output (Pig. 2-2.3), the 
ratio of signal power to the power of the combined interference and 
receiver noise power - the SINR,
SINR =
|m(t) s\|^
“ HE r, (t) j 
.1=1 " .
w + iwi
(2.1)
where SINR = Signal Power/(Interference Power + Receiver 
Noise Power). 
m(t) = The complex envelope of the wanted signal.
Ii(t) = The complex envelope of the i-th interference.
8 « A complex column vector whose k-th element is the
response of the k-th antenna element to a
plane-wave incident from the signal direction and 
with the signal polarization.
W = A complex column vector which has as its k-th
element, the weight control corresponding to the 
k-th antenna element.
Jj = A complex column vector whose k-th element is the 
response of the k-th antenna element to a plane 
wave incident from the i—th interference direction 
and with the i-th interference polarization.
Pn  = Receiver noise power. The same receiver noise 
power is assumed present on each antenna element.
M « Number of interferers
K ==■ Number of antenna elements
!superresolution techniques excluded.
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sH = Complex Conjugate transpose of S
IWI = Norm (magnitude) of the weight vector.
The overbar denotes either time or ensemble average depending on the 
assumptions made about the signals present.
The output of the array is defined as
y(t) “ X^(t)W
where
X(t) =
x^(t)
V t )
and Xi(t) represents the total voltage induced at the i-th element. 
Then if a signal and M interferers are present
M
X(t) « m(t) S + E I.(t) J. + N(t) - i-i 1 -1 - (2 .2)
where the vector N( t ) has as its i-th element the receiver noise 
signal present in the i-th antenna element. Noise signals in 
different antenna elements are assumed uncorrelated with each other.
We assume to be working with signal bandwidths sufficiently narrow 
for the modulation factors m(t), (t ) to remain constant from
antenna element to antenna element.
To maximise the SINR, Applebaum showed that the controls must take 
the values satisfying (Appendix 1, where for the sake of generality, a 
vector T instead of ^  is used)
M W - kS (2.3)
where k is an arbitrary real constant and M the KXK matrix:
M M
M = X(t)x“(t) = ( E I. (t) J ) ( E (t) J ) + I — — — _ r —i . _ 1 —1 w —1=1 1=1 (2.4)
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Where
I = Identity Matrix
Physically, the vector W of Eq. 2.3 achieves maximum SINR by
coherently adding to zero at the beamformer output, the interference 
1signals received. If the receiver noise power (Pn ) is large the 
weight values reach a balance between cancelling the external 
interference and maintaining overall receiver noise power (Pn  |W| ^  ) 
small, i.e. the value of Pn  effectively limits the norm of the weight 
vector W. Within the constraints of cancelling the interference and 
maintaining receiver noise power low, the optimal weight values 
(Eq. 2.3) produce high gain in the direction specified by S.
In a practical system, S is set ' a-priori ' from knowledge of the 
expected direction of arrival of the wanted signal. To emphasize 
that the expected direction and the true direction of incidence may 
not be the same denote the e:qpected direction by S'. The matrix M in 
turn is the result of measurements carried out at the antenna 
elements. If the wanted signal is present during these measurements, 
a matrix R instead of M will be obtained where R includes the wanted 
signal;
R = X(t)X^(t) = P S S^ + M , (2.5)
where
Pg = |m(t)|^
To express R as above, it must be assumed that the wanted signal is 
not correlated with the interference and noise.
In a practical system therefore one may involuntary be solving for
R W = k S'
1 Complete cancellation of the external interference is obtained only 
in the limit as the interference power is much greater than the receiver 
noise.
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rather than for Eq. 2.3. If this happens, the result for W is still 
the same as long as perfect alignment exists between S and S' and k *
p . Therefore, if the adaptive system is to operate while the wantedSsignal is present, exact knowledge of wanted signal direction and 
power are required. In the more likely case when signal power 
knowledge is not available and k is given an arbitrary value, the 
SINR is still maximised but there is a power inversion of the wanted 
signal: the signal power at the array output is inversely
proportional to the input power. If the vectors 8 and S' are not 
parallel, the wanted signal is rejected. The amount of rejection 
depends on the input Signal-to-Receiver Noise ratio, SNR (Zahm, 
1972).
Applebaum worked under the assumption the signal was not present 
during adaptation or its energy was sufficiently low for R % M. In 
these cases no signal cancellation occurs. These assumptions are 
realistic in many cases.
Applebaum also presented the modified control law
M W = T (2.6)
where T is an arbitrary column vector set by the designer as 
eaq>lained below.
Interpreting this equation in terms of radiation patterns one can 
prove that in the limit when the external interference is much 
stronger than the internal receiver noise, the vector W defines a 
radiation pattern which is the best root-mean-squared ( rms ) 
approximation to a pattern Es(G^O) subject to the multiple constraint 
of having a perfect null in the direction of each of the external 
signals present in M. Eg(©,0) is the pattern resulting when the 
weight vector takes the value T. When the internal receiver noise is 
significant, to decrease fhis noise the solution has a reduced 
weight norm which results in deterioration of the nulls depth.
In the same paper Applebaum showed that an adaptive array whose 
weights are driven by Howells Correlation Loops arrive at a 
Steady-State solution
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W = ( 1  + M) ^ kS (2.7)
where G is the amplifiers gain (Pig. 2-2.2), When G is large, Eq.
2.7 is a close approximation to the optimal solution given by Eq. 
2,3, He showed the weight transient behaviour to be governed by the 
differential equation
dW( t)T —  + ( I + G M ) W ( t )  = GkS (2.8)
where r is the time constant of the integrators which in practice are
single pole low-pass filters, i.e. have a transfer function of the
form where S is the Laplace Transform variable.TS+1
W.F. Gabriel (1976) analysed this differential equation in detail for 
an arbitrary number of Correlation Loops. The mathematical analysis 
involves expressing M in terms of its eigenvalues and eigenvectors 
fii so that the K differential equations of Eq. 2.8 can be decoupled. 
His analysis showed that the complete solution for Eq. 2.8 is
w(t) = ^
K fi. (fl.^ . S)—1 —i —
(2.9)
âl 1+C(1+A.)
Ti 1+G(1+Ai)
This expression consists of two parts. A transient state and a 
steady state. The transient behaviour follows a sum of exponentials 
with time constants that depend on the eigenvalues of the covariance 
matrix and the parameter G. In the steady-state the weights are 
linear combinations of all the eigenvectors of M weighted according 
“
1 + G (1 + A^)
so that eigenvectors corresponding to the larger eigenvalues do not 
contribute much to the weights.
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Another important aspect of Howells Correlation Loop and its relation 
to Eq. 2.3 was found by Brennan et al.(1971). They showed that 
Howells Correlation Loop do not give the theoretical minimum output 
power, M W but instead a power P
R W (2.10)
i.e. there is an excess power directly proportional to the constant G and 
inversely proportional to the time constant of the integrator r as well 
as B, the bandwidth of the system, where bandwidth is defined in terms of 
the time interval between independent samples of the input signals.
Another important characteristic of these control laws is the power 
inversion property. This property applies when M can be expressed in the 
form
M
M = PN I + C J- , p == II (t)l2 (2.11)— — . _ i —1 —X J. 11-1
which is the case for narrowband signals uncorrelated with each 
other. The power inversion property states that the amount of 
attenuation in the direction of the signal is directly proportional 
to the power of this signal relative to Pn * This is an approximation 
that holds good for many signal environments. The exact result also 
involves the relative location between the various signals present 
(Appendix 2).
It follows from this property that if Eq. 2.7 is used,the constant G 
can be used to control the amount of attenuation the signals present 
suffer. This cein be shown by writing;
“ H_ + M  = [|-+Pn] I + E PiJiJii=l
so that the 'effective' noise power is
1 +  Pm
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with G at the control of the designer. Very early on, Compton (1971) 
and Zahm ( 1973 ) made use of this property in the context of 
communication systems to receive a weak signal in the presence of 
strong interference.
The practical design of adaptive arrays of this type involves finding 
values for G,t and 8 to obtain a compromise between excess noise 
power, speed of adaptation and dynamic range over which signals are 
rejected. Notable uses of these properties are given by Mayhan (1976) 
and Compton (1979).
2.3 Minimum MSE
To achieve reception of a wanted signal while rejecting any other 
signals possibly present in space, Widrow (1967) introduced into the 
system a 'desired response signal' d(t) (Fig. 2-2.4), and considered 
a way of adjusting the set of weights that would reduce the error 
6(t) between the desired response signal d(t) and the actual output 
to the array y(t), i.e.
e(t) = d(t) - X H(t) W (2 .12)
Under the MSE criterion the best weight values are those that 
minimise
U  (t)| = |d(t) - X?(t)w| (2.13)
The optimum weight values satisfy
R W = r (2.14)
the matrix R has already been defined by Eq. 2.5 and r is
xi( t)d(t)
X2(t)d(t) (2.15)
aqj( t)d(t)
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Again, overbar denotes average. In his theoretical analysis Widrow 
assumed the signals to be stochastic processes, the average is then 
an ensemble average. In practical implementations however the 
average is a time average.
To obtain the optimal solution of Eq. 2.14 adaptively, i.e. in real 
time with no a-priori information about the signal environment based 
only on antenna port measurements, Widrow introduced the LMS 
algorithm which is based on the Method of Steepest Descent of 
Optimisation Theory.
This method solves for W by constructing a sequence Wq , W%, ..., Wj,
... that converges to the optimal solution.
For an arbitrary initial value Wo, any other value is given by
W k+1 = ^  - mAjc ( I e( t ) 12 )
where ( I <s( t ) 12 ) denotes the gradient of the Mean Square Error 
Function with respect to W, at
For the quadratic function considered.
Ak ( le(t)|2) = 2( R Wk “ r)
In a practical system, the matrix R and the column vector r — both 
needed to calculate the gradient-are not known 'a-priori'.
In the Widrow-Hoff algorithm these quantities are approximated at any 
sampling instant k as
5 = Xk gc®
r - xk dk
i.e., no ensemble or time average is carried out on the data. With 
this approximation the gradient becomes;
Ak ( le(t) |2)----2 Xk «k •
21
Widrow-Hoff algorithm is then
”k+l - " ^k
with n a positive real constant, The main properties of this
algorithm are;
1. The mean of the weight vector computed using this algorithm 
coverges to the optimal solution as long as the parameter p. 
satisfies
^ > fi > O (2.17a)'max
where
where Xmax is the largest eigenvalue of R.
2. The actual way in which W  converges to the optimal solution i-K ;follows a sum of exponentials with time constants rp; :
!
2,...,K (2.17b) ;P Z/iAp
3. Due to the gradient estimate not being exactly the true 
gradient, there is always an excess Mean Square Error above 
the minimum obtained using the exact gradient. This excess 
is given by
N
fjL (MSE) E X (2.17C)mln p =i  P
(MSE)jnin = Minimum Mean Square Error = |d(t)P - r^R ^r
22
These properties show the role of the constant and the basic 
limitation of the algorithm. (4. controls stability, speed of 
convergence and excess mean square error, unfortunately these three 
characteristics are also a function of the signal environment (the 
eigenvalues of R are directly given by the power of the signals 
present and their relative location) which is outside the control of 
the designer. In many cases unavoidable slow convergence occurs.
The behaviour of this algorithm is very similar to Howells 
Correlation Loop. The main difference is in the assumption about the 
integrator. Howells uses as integrator a low pass filter which to be 
properly defined requires two constants r and G. This makes Howells 
implementation always stable. Widrow assumes a true integrator which 
only requires one constant jit.
Howells Correlation Loop allows a power threshold to be set. Widrow 
( 1985 ) has shown that this control can also be given to the LMS 
algorithm by the simple modification
the parameter y is a positive constant chosen in the range
1 > y > O
To obtain the effect of a specified added input noise power or, y 
should be chosen according to y - 1 - 2fia2 ,
To provide the 'desired response signal' d(t) in practice, a 'pilot 
signal' completely known at the receiver is generated with spectral 
and directional characteristics similar to those of the incoming 
signal of interest. This pilot signal may be transmitted with the 
signal of interest or by an antenna located some distance from the 
array in the desired look direction, A more practical way is to 
generate the pilot signal at the receiver and implement it into the 
system as shown in Fig. 2-2.5.
To provide experimental evidence on Widrow's type of adaptive array, 
R.T. Compton produced several systems all of them implemented in 
analogue form. Compton did not use the Pilot Signal scheme suggested
23
by Widrow but instead in (Riegler and Compton, 1973) a CW signal at 
the carrier frequency of the wanted AM signal was used as the 
reference. In (Compton 1976) and for experimental purposes only, the 
reference signal was simply a sample of the wanted signal. Of more 
practical importance, Compton (1978) showed that for PN-coded Spread 
Spectrum communications systems, this code which is known at the 
receiver can be used to generate the desired signal response.
L.J. Griffiths (1969) showed that when the wanted signal is present, 
the pilot signal generator method leads in general to a biased 
solution. He then introduced a modified version of the Widrow-Hoff 
algorithm. The modifications consist of discarding the pilot signal 
generator and replacing the measured vector of cross-correlations 
(Eq. 2.15) by a fixed vector P set 'a-priori' on a digital processor. 
This vector takes the values
P =  I .. .12 S =  Pg  S|m( t )
and the algorithm of Eq. 2.16 becomes
and this algorithm converges to the result
R W = P-’ S (2.19b) S -
A power threshold can also be set with this algorithm by the
modification
-k+l " î?k +2"^  ( PgS - X y> (2.20)
and if
y = 1 — —T
this algorithm is identical to Howells when the latter is implemented 
digitally.
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For proper functioning of the implementations so far described; a) 
the wanted signal is assumed not present while adaptation takes place 
or b) the wanted signal is assumed to be of power much lower than 
that of the interferers, so that a useful power threshold can be set, 
or c) accurate knowledge of the wanted signal's directional and 
spectral characteristics is assumed.
2.4 Minimum Beamformer Output Power with Multiple Equality Linear 
Constraints
Frost (1972) introduced a different type of adaptive processor for 
which only wanted signal directional information is required. His 
implementation consists of obtaining the set of weight values that 
minimise the total power received at the beamformer output under the 
constraints that the response of the array in L pre-established 
directions be maintained fixed at all times. In mathematical terms
Min ^  R W (2.21)W
subject to =
which has a solution
W = r ”^ C ( r “^ C ) d (2.22)
C is a complex rectangular matrix K X L whose element in the k-th row 
and i-th column defines the response of the k-th antenna element in 
the i-th constrained direction, i=l, 2,...,L and d is a Lxl vector 
whose i-th element defines the beamformer response desired in the 
i-th constrained direction.
Note that the matrix R includes the wanted signal.
To obtain this solution adaptively. Frost introduced the 'Constrained 
LMS' algorithm. This algorithm is based on the Gradient Projection 
method of Optimisation Theory. In this method, the initial guess Wo 
must satisfy the constraints and any other weight vector value in the 
sequence is given by
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where (H) is the projected gradient. Frost's final result is
- E [W* - P 5 + îî°
where
P = I - C (C^C)
P is known as a projection matrix because premultiplication of any 
vector V by P results in removing the component of V which is 
perpendicular to the plane
cHw = d
only the component parallel to this plane remaining.
The initial weight vector value is usually chosen as
Wo ^ Ç (CH C)-l d
which clearly satisfies the linear constraints in Eq. 2.21,
Because Frost did not assume that the weight vector exactly satisfies 
the constraints at each iteration, his result, unlike the standard 
one, permits the correction of any small deviations from the 
constraints due to machine round-off errors and prevents their 
eventual accummulation and growth.
Finally, to make the algorithm adaptive the matrix R is approximated 
by X|ç X]^ H. The algorithm is then
The sufficient condition that the constant ju. must satisfy for the 
algorithm to converge is
O < /À < 1
rmax
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where y is the largest eigenvalue of the matrix ( P R P ). As formax — ------the Widrow-Hoff algorithm, the transient behaviour follows a sum of
exponentials but now with time constants
where y± is the i-th eigenvalue of P R P,
Takao and Kikuma (1986) have shown that a power threshold can be set 
with this algorithm with the modification
% + l  - E (2 24)
Where «2 ig the additional uncorrelated 'noise' power added.
2.5 Fast Convergence algorithms.
The control laws so far presented {Eqs. 2.3, 2.6, 2.7, 2.14 and 2.22) 
can be obtained by means other than the Correlation Loop or gradient 
descent algorithms whose convergence depend on the eigenvalues of the 
Covariance Matrix and therefore may not be under the designer's 
control.
Reed et al. (1974) showed that convergence independent of the 
eigenvalues of the matrix M can be obtained by direct inversion of an 
estimate of M. The estimate is given by
1 HMk = E x; X. <2.25)
^ 1=1
where Xi designates a sample of the vector X(t). M is denoted by ^  
to indicate that k vector samples have been used to approximate M. 
Once a new vector sample Xk+i is taken the matrix M is updated to
“k+i = “k 4 25k+i ïk+i” (: =6)
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When the locations of the external signals are slowly varying it is 
usual to give more exphasis to newly collected data. This can be 
achieved by the updating formulai
R =% + l  , k+l1—a +1 (2.26a)
Where
0 < a < 1
For the case when all signals present can be modelled as Gaussian 
processes, Reed et al. showed that the Signal-to-Interference plus 
Noise Ratio obtained by using k samples is
SNIR^ - (SNIR)^ (2.27)
where SNIRo is the optimal Signal-to-Interference plus Noise Ratio. 
If the external signals are deterministic convergence is even faster 
approaching one sample per signal present. Reed's results apply when 
the wanted signal is not present. If this signal is present while 
estimating more samples are needed to achieve the same
performance ( ngo and Miller, 1980), Ch.6.
Once the matrix M or R is formed, solving for the Control Laws 
becomes a matter of inverting a matrix. The procedure that obtains 
the optimum weight vector by first estimating the covariance matrix 
using Eq. 2.25 and then solving for W in Eq. 2.3 by direct inversion 
is known as the SMI (Sample Matrix Inversion) algorithm.
Since the matrices M, R and cH R c are all Hermitian and Positive 
Definite, it is possible to use much more efficient methods of matrix 
inversion than the general Gauss-Jordan procedure. Carlson and 
Culmone (1979) have used the Cholesky factorisation procedure which 
consists of factorizing M as
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M = ü D IJH (2.28)
where ü is a lower triangular matrix with unit diagonal elements and 
D is a diagonal matrix with positive or zero diagonal elements. Once 
U and D are computed from M, W can be determined without matrix 
inversion using back substitution.
Since in a practical implementation M is not computed all over again 
after a new vector sample is taken, but is instead updated using Eq. 
2.26, N.A. Carlson (1980) showed that higher precision, numerical 
stability and economy in the number of computations can be obtained 
if the square root factors CJ, D rather than the matrix M itself are 
updated after a new vector sample is taken. This technique is known 
as the Direct MSR (Matrix Square Root) algorithm.
The main disadvantage of algorithms that solve the Control Laws 
directly is their open-loop naturei in the optimisation sequence no 
use is made of the array output so that there is no way of 
compensating for any bias errors in applying the computed weights. 
Accurate matching of the beamforming path and measurement paths is 
also essential. Iterative algorithms such as the LMS which sample 
the array output can compensate for such errors. However, these 
gradient algorithms are slow.
At about the same time as Reed et al. work was published, Mantey and 
Griffiths (1969) and Baird and Rickard (1971) introduced algorithms 
to solve Eq, 2.3, which have the same convergence speeds of the SMI 
algorithm but can be implemented in closed-loop form. Mantey and 
Griffiths derived their algorithm by applying the Matrix Inversion 
Lemma (Tylavsky and Sohie, 1986):
^ __
(A + oOof )"^ = a“^ - (2.29)
- —  “
oc
to Eq. 2.26 and recognising that the new value for the weight vector 
is simply
29
\ + l  -k+l
For an initial weight vector guess Wo and an initial covariance 
matrix Ro - do do a large positive number (103 to 10?), the 
algorithm is
W K+t
-1 R  X— 1< — K + l
5k— 1 1— a 5kl-1 4 - 1
(2.30)
Baird and Rickard obtained essentially the same algorithm by solving 
the weighted least squares problem, based on k data samples :
MinW
k
Ei“l
the ei are samples of the error function previously defined.
Algorithms such as Eq. 2,30 are known as Recursive Least-Squares 
algorithms in the adaptive array literature. Algorithms similar to 
Eq. 2.30 can be easily derived to solve Eqs. 2.6, 2.7.
An algorithm based on the Square Root Matrix factorisation technique 
was used by N.A. Carlson (1980) to provide numerically stable and 
computationally efficient versions of Eq. 2.30. Carlson's algorithm 
consists on updating the square root factors U, D of the inverse of R 
after a new vector sample is taken. This method is called the
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Inverse MSR algorithm and was originally introduced by Bierman 
(1977 ). The Direct MSR and Inverse MSR algorithms are computatio­
nally very efficient and numerically very stable. These algorithms 
are used in this work and will be described in detail in the 
following chapters.
A Recursive Least Squares algorithm to solve Eq. 2,22 was introduced 
by Cantoni and Godara (1982). Hudson (1979) has presented a similar 
algorithm.
The latest development on the fundamental properties and limitations 
of adaptive antenna systems has been provided by Zohar ( 1982 ) * He 
showed that the weight vector that maximises the SINR, Eq. 2.1, can 
be given as a linear combination of the signal vectors 8, Jis
M
W — ü> S + 2. (2.31)® “ i+1 “
By expressing W in this way, one can obtain a closed form expression 
for the SINR and arrive at the important result (Zohar, 1983) that 
the adapted pattern can be expressed as the weighted sum of basic 
patterns, one for each source present during adaptation. The 
physical meaning of each basic pattern is as follows;
'The k-th basic pattern is the array pattern that maximises SNR when 
the k-th source is the only external source present.*
This result is used to clarify the concept of retrodirectivity. 
Zohar showed that for an arbitrary array configuration the basic 
patterns are not retrodirective ( in the sense of directly pointing 
towards the source). Only in the special case of equally spaced, 
isotropic radiators the k-th basic pattern has its maximum pointing 
directly towards the k-th source. Properties such as the power
inversion phenomenon can be shown using Eq. 2.31 (Appendix 2). Lin 
( 1982 ) obtained a similar expansion for the weights but in a less 
mathematically rigorous way. It is interesting to note that,
although not made clear there, Zohar has solved for the single point
constrained law of Eq. 2.22 while Lin has solved for the 'soft'
constrained law of Eq. 2.3
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2.6 The effects of errors in the assumed signal directions and
the Robustness concept
Of great practical importance has been the realisation that adaptive 
arrays using directional information to discriminate between the 
desired signal and interference suffer significant loss of 
performance if this information is in error.
The sensitivity of adaptive arrays to errors in assumed signal 
direction was first brought to this student's attention by his 
University Supervisor (Hodgart 1982) who found this problem while 
conducting adaptive antenna research some years ago.
To quantify the effect of this type of error, Zahm (1972 ) introduced 
the term Effective Beamwidth (EBW) and showed, for a uniform linear 
array of omnidirectional elements that
EBW = d 7T K A^-1 (S/N)in
where EBW is (half) the angular separation between the assumed 
direction of incidence and the direction of incidence at which the 
output SNR drops to one half of its maximum, d is the interelement 
distance in wavelengths of the RP signal and K the number of array 
elements.
This relation only applies with the wanted signal incident from 
boresight and no other external signals present.
Zahm obtained this result using as control law Eq. 2.19b. This 
expression shows that the larger the array and the input SNR the more 
accurate must the angular information be to avoid large performance 
degradation.
The need for high pointing accuracy in environments of large input 
SNR was also demonstrated by Compton (1980 ) through computer 
simulations of control law Eq. 2.7 for a two element array. Similar 
loss of performance occurs if the errors are independent 
uncertainties on the elements of the steering vector rather than 
misalignment. The presence of interference has little impact on the
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error when there are enough degrees of freedom to cancel both the 
interferers and the wanted signal. Neither of these authors suggest 
ways of alleviating this problem.
Takao et al. (1976) have found similar performance degradation for 
Frost's adaptive processor, Eq. 2.22 when the constrained direction 
is in error and the input SNR is large. They also showed that the 
weight vector takes very large values under these conditions, 
significantly increasing receiver noise. Cox (1972) also obtained 
this result and pointed out that if the purpose of the system is to 
plot a map of incoming signals, then the increase in the weights 
values (i.e. increase in receiver noise) compensates for the 
reduction in received signal power and therefore the array may still 
perform well.
To alleviate this signal cancellation problem Takao et al. introduced 
an additional directional constraint close to the original one. More 
generally^ a set of multiple linear constraints may be introduced 
including constraints on the derivatives with respect to the space 
coordinates of the radiation pattern,as explained by Vural (1977), 
Vural (1979), Applebaum and Chapman (1976), Hudson (1981). 
Unfortunately the more constraints one includes, the fewer the 
degrees of freedom left to cancel interference, the more difficult it 
becomes to cancel interference close to the constraints and the 
larger the increase in receiver noise.
A much more general, effective and physically satisfying approach to 
solving this problem has been introduced by Evans and Ahmed (1982).
The problem of interference rejection is approached in the following 
way: "Minimise total power subject to a satisfactory performance".
Satisfactory performance is defined by the relationship
I s"w - d 1 £ e
for all W belonging to the set W and for all S belonging to the set S
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where
W = { W :  i w - W j ^ S )
s = { S ; I S - 8 I < r }
That is, for the system to provide a satisfactory performance it must 
provide a response in a given direction 8 which departs from the 
desired value by no more than e (a small positive number) either way, 
even though the values of the weights may depart from those that 
minimise total power by as much as 8 and the elements of 8 may be in 
error by as much as r. The sets W and 8 place limits upon the changes 
allowed in W and 8 but they do not restrict the form of the changes. 
Consequently the array weights that solve this problem will account 
for errors in array geometry, waveform distortion, mutual coupling 
uncertainties as well as errors in setting the weights.
Just as important, Evans and Ahmed showed that this satisfactory 
response is equivalent to
I c"w - d I + r"| W I ^ e - I 8'I 8
where
s’ I =  i Ç  t +  r
This equivalence makes the problem mathematically tractable.
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3. ANALYSIS OF HIGH GAIN ANTENNAS WITH ADAPTIVE CONTROL.
3.1 Introduction.
This chapter investigates whether a system consisting of a reflector 
(or similar optical type aperture) illuminated by a collection of 
feeds located in its focal region (Pig. 3-1.1) is suitable for all­
round interference protection and improved resolution within a 3-db 
beamwidth for surveillance radars. The use of refector antennas for 
surveillance applications is attractive due to their hardware 
simplicity (N. Williams, 1982). An arrangement that adds feeds to an 
existing reflector antenna retains some of this hardware simplicity.
Some work has already been carried out in similar types of 
configuration (J.T. Mayhan, 1976). The previous work has
demonstrated that main beam nulling is readily achievable (R.N. 
Adams, et al. 1980) and that this arrangement has wider cancellation 
bandwidths than the Sidelobe Canceller (G.g. Chadwick, et al. 1981), 
(J.W. Coffer, et al 1981).
The purpose of this chapter is to obtain much more specific data to 
answer the following questions;
1. Under what conditions the main beam collapses.
2. What combination of beam crossover and constituent beams 
sidelobe levels give best performemce.
3. Under what conditions ( if at all ) do sidelobe interferers 
consume the very limited number of degrees of freedom 
available.
4. What performance can be guaranteed for a number of 
interferers and minimum separation between boresight and the 
closest interférer.
5. Performance under particular scenarios such as multiple main 
beam interferers, larger number of sources than degrees of 
freedom, interferers separated by less than a 3-db 
beamwidth.
Section 3.2. describes the antenna models used in the analysis. The 
models allow for different taper illuminations and beam crossover 
levels. Two basic models are used. The constituent beams of the
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first model are represented by analytical functions. In the second 
model these beams are formed using an approximate expression for the 
far-field derived by N.A. Adatia (1981). This expression is valid 
for feeds with circular symmetric far-field patterns, and it is a 
good approximation as long as the feed displacement is small relative 
to the focal length.
The control law governing the adaptive behaviour of the system is 
given in Section 3.3. This law is based on power minimisation which 
is simple to implement in practice and yet consistent with the 
applications considered here. The computer program is detailed in 
Section 3.4 and the results obtained, in Section 3.5. Finally,
\V=2tt p=1
B(m ,v ) = I  I  (3.1)
v|/ = 0 p *» 0
Where
jLt = k a sin 6 cos 4>
V » k a sin e sin ^
k 2it A
Section 3.6 presents the conclusions of this chapter. i
3.2. Antenna Models.
3.2.1. Ideal Multiple Beam Antenna
This section presents antenna models whose secondary patterns are 
expressed by closed form analytical functions. In this way the 
analysis is not complicated by large amounts of data and the basic 
properties are not obscured in the results.
Consider a circular aperture such as that produced by a paraboloid 
cut by a circular cylinder. The far-field B(/i,v) is the Fourier 
Transform of the aperture field A(p,vp) (Fig 3-2.1) . In polar
coordinates
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p,vj; are the normalised polar coordinates of the aperture and‘a’its 
radius,
To obtain a closed form expression for the far-field, assume the 
illuminating feed produces a circular symmetric aperture 
distribution, i.e. A(p,v|;) = A(p). Eq 3.1 then becomes (Silver, 
1949),
P=1
B(fl, V) / 2 2 jLt + V ) pdp
p=0
Where Jq ( p%i + ÿ ) is the Circular Bessel function of order zero. 
To take into account the effect on adaptive performance that patterns 
with different characteristics (i.e. gain, sidelobe levels, 
beamwidth) have, one needs to consider tapered illuminations. Typical 
tapers obtained in practice can be approximated by aperture 
illuminations of the type
A(p) = (1 - p2)P P = 1,2,... (3.2)
The far-field then becomes (Silver, 1949),
B(n,v) = (2 IT a^) 2^ pi Jp+1 ( (3.3)
where p determines the taper assumed.
Two typical patterns are shown in Fig 3-2.3. A maximum directivity 
pattern p = O and a low sidelobes pattern, p = 2.
To take into account feed displacement, the beams produced by the 
feeds are angularly shifted by an amount depending on the position of 
each feed relative to the focal point. The overall shape of the 
pattern is however assumed to remain undistorted, i.e. the i-th beam 
is represented by
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B (ja,u)=' (27Ta^)2^ pi Jp+1( i ) ^ u - v  )p+1
(3.4)
) ^  +  ^  j
(^if^i) is the peak position of the i-th beam. This representation 
is an idealised situation since in practice the off-boresight beams 
may be severely distorted. Note also that the Bi(jLt,v) are real 
functions, the phase of the far-field taking only the values 0® and 
180®. In this case amplitude control with sign reversal is 
sufficient to produce interference cancellation. Since in a real 
system the feeds cannot all be placed in the phase center of the 
reflector system, phase as well as amplitude control is necesseiry to 
obtain arbitrary radiation pattern shaping.
A parameter of importance in describing the antenna performance is 
the gain. If the total pattern is the weighted sum of the K multiple 
beams, that is
E(M/V) « E w , B: (jii,v) i=l = W"B (|Lt,V)
(3.5)
then the gain is
G(^,v) =
K4tt I E w. B, (m,v)
i=l ^ t (3.6)
K 2I E w. B, (^^u) I d/i dv1=1 ^ ^
the denominator of this expression can be written in matrix form as
TW A W
Where A is called the power matrix and is given by
A i j  =  j  j  B? .(jl,U)B? (jLl,U)djLL dv (3.7)
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The superscripts are included to distinguish between constituent 
beams with different tapers.
The integrals determining the elements of the power matrix A can be 
solved analytically by means of the time-frequency convolution 
theorem of Fourier Analysis. The final expressions are (Appendix 3)
A = 2^^(pfq)l Jptq /  j )^ +(ij J 'I j ^
p+q
In this work, the main interest is on multiple signals appearing in 
the main beam or perhaps the near-in sidelobe region of the original 
radiation pattern. To cover this area efficiently, the hexagonal feed 
arrangement shown in Fig. 3-2.2 is used (Mayhan, 1976a). This feed 
distribution minimises the drop in overall gain between the central 
beam and the surrounding ones; less weight excitation is then 
required to reject interferers appearing in these directions.
For this feed arrangement, Eq. 3.4 may be rewritten as
1^)2^ pi Jp+i [ J (M-Mn)^+ (v-vn,m)^ ]Bn,m (P^v) = (2Tra I /  ^  J (3.9)
 1
i U 2 . ________ 2 j•Mn) + ( v-^n,m)
where
ju-n = cx n IT
■^ n,m = <x rr (2m-n)/y3 (3.10)
The values of n and m that identify each beam are given in Pig. 3-2.2 
a is a parameter that allows for a variable crossover level to 
investigate the effect this has on performance. Physically, a is 
varied by changing the feed separation and the reflector parameters.
In terms of the spherical far-field coordinates (6,*) the first ring 
of auxiliary beams are positioned according to
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Sin © ^  £  ex (HPBW) 
✓3
and at 60® intervals on $ .HPBW is the Half-Power beamwidth of the 
auxiliary beams. The beams defined by Eq. 3.9 are applied in this 
chapter in 4 specific combinations:
a). All seven beams are of the type
[ +  ( v - u n , m ) 2  jJl (3.11)
each has therefore a maximum gain of (2ira)2 and -17.6 db 
sidelobes.
b) All seven beams are of the type
jQ 1 / + fv-vn.m)2 
^P-Mn)^ + C^vn,m)^ ] ^ H  (3.12)
[i/(P^n)^ + (v-vn,m)^
each with gain of 0.56 (2Tra)2 and -30.6 db sidelobes.
c) The central beam is of the type given by Eq. 3.12 while the
auxiliary beams are of the type given by Eq, 3.11
d) The central beam is of the type given by Eq. 3.11 while the
auxiliary ones are of the type given by Eq. 3.12
The beams generated by the central feed and the n = 0, m = -1 feed 
are shown in Fig. 3-2.4 for each of these combinations. For these 
specific cases, a was chosen such that the first naturally occuring
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null of the auxiliary beams coincides with boresight. This occurs 
when a = 1.05626 for (a) and (c) and a = 1.75878 for (b) and (d) 
above.
Note that all these arrangements are practical if overlapped 
subarrays are used as illustrated in Fig. 3-5.13.
The radiation patterns are needed to calculate the induced voltages 
by reciprocity. If the radiation patterns above are assumed to be 
the active radiation patterns, then the rms voltage induced at feed i 
by one wanted signal and M interferers is simply
MXi = / 3 T  Bi ( a , ) + E / T T  Bi (M., V,) (3.13)» 8 8 J J J
Where Pj is the power carried by the j-th incident plane wave with 
polarisation matched to that of the aperture distribution.
The matrix R defined by Eq.2.5 becomes
T ^ TR = P B (Ms, ^S) B (Ms, 'Ws) + E P; B (Mj, ^^) B (Mj, ^j ) (3.14)s - - j=i a
+ Pn  I
If Eq. 3.9 above is assumed to represent open-circuit patterns, the 
induced voltage is
Xi =
M[I + [ / Pg B (Ms,Vs) + E B (Mj, Vj) j . (3.15)
i
and the covariance matrix is
R - Ps [ I + Zg] 5 (^ 8 ' s'^ "s) [ I + +
[ I + [ I + Zg]'' + I (3.16)
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Eq. (3.16) is used in all the computer simulations in this work to 
consider mutual coupling. ' Zb = Rb + iXg is the matrix of mutual 
impedances.
In principle to obtain Zb , knowledge of the near and far-field 
patterns is required. In general it is difficult to compute
near-field distributions. In many practical situations however it may 
be assumed that the system is reactively matched, (Mayhan, 1976) i.e
Zl = Bo - jXB (3.17)
where Rq is the characteristic impedance matrix of the beamformer.
This assumption simplifies the computation of Eq. 3.15 and Eq. 3.16 
considerably because the real part of the matrix Zb  can be found 
entirely from knowledge of the far-field patterns through the
relationship (P.W. Dent, 1979).
Re [Zb ] = A (3.18)
3.2.2. Practical Multiple Beam Antenna
The ideal antenna configuration just described has a high degree of 
symmetry as well as constituent beams which are all in phase. These
two conditions may give rise to results which would not occur in 
practice. To check if any pathological effects do occur as well as to 
determine how the physical constraints due to feed size and realistic 
beam shapes affect the overall antenna performance, this section 
presents a more accurate model. The antenna is illuminated by a set 
of circular horns and the far-fields are computed numerically by 
means of an approximate expression for the far—fields (N. Adatia, 
1981).
The expression is
 ^r^(©)f(9)e E (j)J^
0
(A't) Jg^CP) cos2n(2a-<J>^)}de (3.19)
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all symbols are defined in the reference cited above.
The program requires the reflector geometry, feed positions and each 
feed radiated far-field:
E* (e,4>) = f(©> [0 + j $] e  ^ (Xr±<t>) (3 20)
i.e. the total far-field (of the feeds) is assumed circular symmetric 
and approximated by a smooth interpolation of the E- and H-plane 
patterns. In the analysis that follows these E- and H-plane patterns 
are taken to be of the form
f(0) = (cos0)^ q a positive real number (3.21)
These distributions (Eq. 3.21) follow closely the actual patterns of 
the most commonly used feed elements. The value of q is determined 
by the aperture size of the assumed feed which in turn must be 
consistent with the interelement spacing between feeds. All feeds 
are assumed to radiate identical patterns when excited by the same 
value.
With feed far-fields given by Eq. 3.20 and Eq. 3.21 as well as the 
assumptions of identical patterns, the closed form expressions 
derived by (P.T. Lam et al. 1985) can be used to compute the power 
matrix A. In this way the numerical computation of a large number of 
integrals is avoided. The closed form expression for the matrix A 
is
.P-1,
where
P,, “  VXX. - X  )^+ (y' -  y,ij  ^ ^ J
(X^,Y^ ) is the ith feed location, k = P = 9 + ^ and T( • ) the 
Gamma function.
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The radiation patterns obtained with a value of q = 3.2 corresponding 
to an aperture feed size of 1.48A diameter are given in Pig. 3-2.5 
for (a) the feed in the focal point and (b) the feed at Xi = -1.48A , 
yi « O.OA. Note that some of the naturally occuring nulls are filled 
due to phase errors.
3.3 Adaptive Control Law.
Apart from the basic antenna, 3 other components are required to 
complete the adaptive system (Pig 3-1.1): an electronically
controlled analogue beamformer, a digital adaptive processor and the 
conventional receiver. For narrow bandwidths, the beamformer 
arrangement of Fig. 3-3.1 can be used to control the amplitude of a 
received signal over the range 0 to 1 and the phase over 360® without 
the need for phase shifters.
The role of the adaptive processor is to adjust the beamformer weight 
values to keep a given figure of merit optimal at all times. In this 
study, the figure of merit chosen is output power at the receiver: 
The processor is programmed to take samples of the voltage induced at 
each feed and at the beamformer output at a rate consistent with the 
signal source dynamics and then use this data to obtain the 
beamformer that keeps power to a minimum. This figure of merit is 
easy to implement in practice and is consistent with surveillance and 
tracking radars.
For radar applications the signal of interest comes from boresight. 
To avoid rejection of this signal, the reflector and feed parameters 
are varied so that the first naturally occuring null of each 
auxiliary beam is positioned on boresight as illustrated on Fig, 
3-2.4 With this arrangement, a signal incident from boresight does 
not appear in the aiutiliary feeds and cannot be rejected. If in 
addition the weights are normalised so that the central feed weight 
value is always unity, the result is a system that has its response 
constrained on boresight. This arrangement may be seen as just a 
special case of the control law given by Eq. 2,22, with
48
and the vector d becomes a scala'r.
where g is the response of the central beam on boresight. the weight 
vector is then given by
)ll
(3.23)
For the ideal antenna model the value of a that produces auxilliary 
beams with a null on boresight can be found by taking the first zero 
of the relevant Bessel function and making it coincide with boresight 
for each beam. Since the auxilliary beams are all at the same radial 
distance from boresight it is only necessary to determine a for one 
of these beams. Table 3.1 presents the required <x value for the 4 
beam combinations of Section 3.2.1 together with the crossover level 
and mutual coupling between central feed and any of the auxiliary 
ones. For the practical antenna model the required feed locations and 
sizes are obtained by trial and error.
Unfortunately, any mutual coupling between the central feed and the 
surrounding ones induces some wanted signal on the auxiliary feeds 
resulting in signal cancellation. As long as a = 1,05626, there is 
no mutual coupling for beam combinations (a) and (d). For beam 
combinations (c) and (b) mutual coupling always exists. Beam 
positions with low mutual coupling were found and Eire shown in Fig. 
3-3.3 . The values of a for these cases are (a) 1.05626, (b)
2.45626, (c) 1.75878 and (d) 1.75878. Unfortunately the crossover
level had to be reduced considerably. Table 3.2.
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One may conclude that attempting to impose the constraints on 
hardware severely limits the freedom to adjust the parameters even 
for the ideal models described here. Inspection of Pig. 3-2.5 shows 
that practical antenna patterns have some of their naturally 
occurring nulls filled due to phase errors, with the consequence that 
some wanted signal is present in the auxiliary feeds, The need for 
multiple point constraints is demonstrated in Chapter 4.
For the above reasons it is considered, at the cost of making the 
adaptive algorithm more complex, that it is best to impose the 
constraints on software. In this case mutual coupling is never a 
problem as long as the feed responses that make up the constraint 
vector C have been measured with all the feeds in position and 
properly matched.
3.4 Description of computer program
With the antenna models described in Section 3.2 and the control law 
of the previous section, a computer program was developed to simulate 
the steady-state antenna perforxnEince. The object of the simulation 
is not to run a large number of arbitrary cases but instead to find 
those interference distributions for which the antenna performance is 
worst so that meaninful comparisons can be made between the various 
beam combinations. Knowledge of worst performance may also be used 
to determine if some guaranteed performance can be obtained.
The sequence in the simulation run is:
1. Characterise the antenna model. This involves choice of 
constituent beams and the parameter a for the ideal antenna 
model, or choice of reflector parameters and feed positions 
for the more realistic antenna model. The parameter q in 
eq. 3.21 is then automatically fixed by the largest feed 
aperture consistent with the feed spacing. (Rahmat-Samii et 
al. 1981)
2. The feed excitations due to an initial set of interferers 
defined by their powers P. and directions of incidence ju. ,
are found for the ideal model from Eq. 3.15 since mutual
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coupling is taken into account throughout. Eq. 3.19 is used 
for the practical case.The response on boresight needed in 
Eq. 3.23 is found in the same way assuming unit power in 
this case.
3. The matrix R given by Eq. 3.16 is computed and Eq. 3.23 is
then applied to reduce the interference.
4. Having computed the optimal weight values, the noise power
interference power and wanted signal power Pg are 
determined and the SINR figure of merit is formed ;
PSINR = (3.24)N I
which is function of the interference locations.
5. The location of the interferers is then varied to minimise 
this Figure of Merit.
6. Once the final interference locations have been obtained, 
the optimum weight vector is then found and the 
corresponding radiation pattern is taken.
3.5 Results
The main beam never completely collapses because Eq. 3.23 
automatically normalises the weight values. Large loss of boresight 
gain may however occur due to the distortion and displacement of the 
main beam that arises when rejecting interference.
The optimisation program was used to determine the worst case 
interference distributions for a different number of signals in each 
case. To compute the SINR, the wanted signal is assumed incident from 
boresight with a power advantage over receiver noise of 20 db as 
seen by an isotopic radiator . All interferers are incident from 
arbitrary directions with a power advantage of 40 db over receiver 
noise, as seen by an isotropic radiator.
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It is clear that unless the interference locations are constrained to 
a minimum separation from boresight, the optimisation routine 
produces least SINR when an interference reaches boresight. The 
minimum separation chosen was 0 = 1° which is approximately the 
elevation angle at which beam crossover occurs for auxiliary beams of 
the maximum directivity type when arranged to have a naturally 
occurring null on boresight (Pig. 3-2.4). Beam crossover is at the 
-4db point approximately.
The optimisation routine showed, for one interférer, that worst 
performance occurs when this signal is as close to boresight as 
allowed (0 = 1° in this case). This result is to be expected. The 
resulting SINR is 18.22 db which is close to the SNR resulting when 
there is no interference, (SINRo=20db)* The radiation pattern is 
illustrated in Fig. 3-5.1.
When applied to multiple interference the results are more 
interesting: for 2 interfering signals, the worst result occurs when 
these cluster together on <t> = 0° one on the permissible limit and 
the other only 0.15° away. Fig. 3-5.2. The SINR in this case is 9.41 
db. Similar, large degradation is obtained for other values of 4) as 
long as the 0 location remains the same as illustrated in Fig. 3-5,3.
On the other hand when the second interférer is separated in 4> (but 
not necessarily in 0) the degradation due to its presence is small 
even when the two interferers are in the main beam as high as the
crossover level (Pig. 3-5.4.). It is only when the two interferers
are roughly aligned in * that loss of performance is high. In fact, 
for all locations of the two interferers at the crossover level, 
except for the worst case given above, loss of performance is never 
more than 5 db. For other values of 0 but still in the main beam, 
SINR loss ( with respect to the ideal when no interferers are 
present), is never more than 3 db. The worst case is therefore of a 
localised nature making the likelihood of occurring in practice 
small.
Fig. 3-5.5a shows a contour plot of SINR vs. the location of one
interférer with the other fixed at 4> = 0° 0 = 1°. This plot was
created to clarify the way the relative location of the interferers 
affects the SINR.
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Contrary to what was expected, with the variable interférer well into 
the side lobe region, more loss of SINR may occur than when this 
interférer is in the main beam. A worst case area of 10 < SINR < 17 
db appears, but it is confined to the region where the two 
interferers are roughly aligned in <t>. This area extends into the 
near-in sidelobe region but not beyond. However an area of poor 
SINR, ( 14 db < SINR < 17db) extends quite widely in the sidelobe 
region and as the interférer moves deeper in the sidelobe region this 
area appears to grow. Therefore, the usual assumption that sidelobe 
interferers are of little consequence when a high gain reference beam 
is being used is not strictly true. For example a sidelobe 
interférer as far as 20.5° in theta gives rise to an overall SINR of 
16.7 db i.e. a further 1.52 db drop when compared to the SINR of a 
single interférer at 0 = 1° (18.22db). At 0 = 20.5° the response of 
the reference beam is -46 db i.e. the interférer is -5 dB below 
noise, and yet its presence is felt. This is because when cancelling 
the main beam interference the combination of the various beams give 
rise to a sidelobe level that is higher than that of the reference 
beam.
All these result were obtained using the beam arrangement (a) of 
Section 3.2. The use of a low sidelobe reference beam (beam 
combination ( c ) ae described in Section 3.2) which is often put 
forward as the most suitable type of reference beam, does reduce the 
influence of the sidelobe interférer but not significantly. The 
overall performance of this combination is in general slightly worse 
than that of combination (a). This is because boresight gain is 
being sacrificed to reduce the sidelobes. One must also bear in mind 
that the likelihood of an interférer being incident in the main beam 
is higher since it is broader. The results shown in Fig. 3-5.5b
demonstrates this arrangement performance. The other two beam 
combinations perform rather poorly when compared with these two.
For 3 interferers the worst case occurs when 2 of the interferers 
again cluster together on one side of the main beam, 0i = 1°, 02 = 
1.52° and 4>i = 4)2 = 0 ° but the third appears in the opposite side, 433 
= 180°, at 63 = 1°, Fig. 3-5.6. In this case the SINR is -9.6 db-
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Just 3 interferers therefore have effectively disabled the antenna 
even though there are 6 Degrees of Freedom.
For 4 interferers they again cluster together, this time in two pairs 
at opposite side of the main beam: ©x = ©3 “ 1°, ©2 ©3 "1.45°, 4>x -
02 = 0°, 03 = 04 =180°. A summary of these results for up to 6
interferers is given in Table 3.3.
Note that we are testing here the antenna under extreme conditions: 
The degrees of freedom are only 6 , the interfering signals are all 
strong, in the main beam, as high up as the crossover levels.
The degradation on SINR is due mostly to an increase in receiver 
noise and loss of gain on boresight rather than to interference 
filtering through.
The antenna gives poor performance under these worst case conditions. 
Is this poor performance likely to occur in practice however? This 
depends on how rapidly SINR changes when the source locations are 
slightly altered. It has been pointed out above for the two 
interferers case that worst performance is localised to 0 aligned 
signals. This is also the case for 3 interferers, compare for 
example Fig. 3-5.7 with Fig. 3-5.6 . In Fig. 3-5.7 the worst case
locations were slightly altered in 0. The improvement in SINR is 
significant.
A contour plot of the MBA performance is presented for the case of 3 
interferers in Fig. 3-5.8a. With 2 of these fixed on axial 
locations, the presence of the third affects performance 
significantly when it is positioned in the opposite side of the beam. 
However, if the 2 fixed locations are varied slightly on 0 so that 
they are not aligned, the antenna performs well as shown in 
Fig. 3,5.8b. It then appears that in general these worse conditions 
are limited to axially aligned interferers but not necessarily on 0 - 
0°. Although these locations are unlikely to occur in practical 
situations, worst case results imply that it is not practical then to 
attempt to design an antenna to guarantee a minimum loss of SINR 
since this would require an over pessimistic design.
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A result for near worst case conditions is shown in Pig* 3.5.9 for 4 
interferers.
Table 3.3 also includes results with the interference positions 
slightly altered from the worst cases, for comparison.
To illustrate why aligned interferers produce poor antenna 
performance, refer to Fig. 3-5.10 where one interférer intercepts 
the two beams in a point where they are in phase while the second 
interférer intercepts the same two beams in a point where they are 
180° out of phase. If the auxiliary beam tries to reject one 
interférer, at the same time increases the power recieved from the 
other source due to the 180° phase change. The auxiliary beam finds 
itself in a conflicting situation. In the optimal solution, this 
auxiliary beam shuts itself off and leaves the task of rejecting the 
interference to other beams which do not find themselves in this 
situation but which are further away from the interference and 
therefore need be excited much higher.
In the specific case shown in Fig. 3-5.lia, due to the symmetry of 
the arrangement two auxiliary beams (1,1) and (1,0) shut down to 26.4 
db leaving beams (-1,-1) and (-1,0) with the task of rejecting the 
interference through their sidelobes. It was shown before that for 
three interferers worst results occur when the third appear at the 
opposite side. In the example shown this would be the direction of 
the beams already engaged in rejecting the two previous interfering 
signals, the compromise reached involves large excitation of the 
auxiliary beams with considerable increase in receiver noise. Pig. 
3-5.11b.
To determine the best type of auxiliary beams, the 4 beam 
combinations described in Section 3.2. were used in the cases treated 
above. Neither (b) nor (d) which both have a low sidelobes reference 
beam performed better than (a). Beam combination (d) performance was 
particularly bad. In all cases (a) gave best performance with (c) 
not far behind. A typical result is shown in Fig. 3-5.12, Note that 
all these arrangements are practical if overlapped subarrays are used 
as shown in Pig. 3-5.13.
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Since it has been found that the performance of the antenna is 
strongly dependent on the relative location of the interferers which 
in practice may be incident from arbitrary, equally likely directions 
within certain angular areas, and it has also been found that 
attempting to guarantee a worst case performance would give rise to 
an overpessimistic design since these worst cases are confined to 
small angular areas, it is felt that the best way of assessing and 
comparing different designs is through a statistical analysis where 
for a given number of interferers a large number of cases are run, 
each case with the 6 and 0 locations of the interferers obtained from 
a uniform distribution with limits ©i,, ©u for © and another uniform 
distribution with limits 0l , 0u  for 0.
Typically the limits for the © coordinate being from ©%, = 1 ° (i.e. 
the crossover level) to © = 6° (i.e. up to the 3rd sidelobe included) 
while for the 0 coordinate the limits being 0& = 0°, 0u ^ 360°. Of 
course any other angular sector could be chosen if it is considered 
that interferers are more likely to occur in those directions.
With the specific limits given above the four beam combinations of 
Section 3.2 are compared for 2, 4 and 6 interferers. The statistical 
analysis is based in 1000 runs for each case and each combination. 
The results are presented in Pig. 3-5.14 through Pig. 3-5.16.
A guaranteed performance can be obtained for sidelobe interferers. 
The loss on SINR will be at most 3 db for 3 and 4 interferers as long 
as they are at least 5° away from boresight. For 5 and 6 interferers 
the guaranteed result is 6 db loss. it should be noted that this is 
worst case result and in practice much less SINR loss is likely to 
occur.
To determine if the worst cases were caused by the nature of the 
ideal beams, the antenna model described in Section 3.2.2. was used 
for the same interference situations. No significant differences 
were found. A sample result is shown in Fig. 3-5.17, to compare with 
Fig. 3—5.2.
Pig. 3-5.18 demonstrates the good performance that can be obtained 
even under a very large number of interferers (12).
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The 9 feed arrangement shown in Pig. 3-3.2 gave an improvement of 
about 10 db for most interference scenarios, Fig. 3-5.19. For this 
reason but mainly to accommodate the multiple constraints of the 
following chapters this 9 feed arrangement is used from now on.
3.6 Conclusions
In an attempt to obtain guaranteed performance from an adaptive 
array, this chapter analysed a number of Multiple Beam Antennas under 
worst case conditions through an optimisation routine which obtains 
those interference locations that give minimum SINR. To avoid the 
trivial solution, the location of all the sources were limited to a 
minimum separation from boresight chosen in this chapter to be the 
beam crossover level, i.e. the interferers can take locations as high 
as the beam crossover which is at about the -4 db point.
It was found that more than the number of interferers what causes 
worst performance is their relative location. For worst performance 
they tend to cluster in groups of two and where all interferers are 
aligned in 0 the loss on SINR is considerable. Fortunately however, 
performance quickly recovers away from these distributions. Although 
not shown, most multiple main beam distributions are rejected with 
comparatively little loss of performance. Contrary to what was 
expected however, sidelobe interference can be troublesome if the 
interferers appear aligned in 0 with each other. If one of the 
interferers is in the main beam, in this case the presence of the 
sidelobe interference is felt well into the sidelobe region.
Best performance was obtained not when a low sidelobe reference beam 
is used as advised in the literature but instead when all the beams 
including the reference are of the maximum directivity type. To 
minimise spillover these could be obtained in practice using high 
efficiency feeds. There was no indication that the peculiar behaviour 
obtained for axially located interference was due to the ideal nature 
of the beams since similar results were obtained from a more 
realistic model.
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A 10 db SINR improvement was obtained from a 9 feed antenna where the 
feeds are arranged in a rectangular grid Pig. 3-3.2 rather than the 
hexagonal grid used and this arrangement is used from now on.
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Beam Combination a Beam Crossover level 
(db)
Mutual
Coupling
(db)
(a) 1.05626 -4.5 0
(b) 1.75878 —6,0 -23.34
<c) 1.05626 -2.1 -17.46
(d) 1.75878 -10.5 0
TABLE 3.1
Crossover level and Mutual Coupling for 
the beam combinations of Section 3.2.1.
Beam Combination a Beam Crossover level 
(db)
MutualCoupling(db)
(a) 1.05626 -4.5 0
(b) 2.45626 -12.6 -60
(c) 1.75878 -10.8 0
(d) 1.75878 -10.5 0
TABLE 3.2
Crossover level and Mutual Coupling for beam 
combinations with reduced mutual coupling.
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Number
of
Worst case 
locations
SINR(db) 0 altered locations SINR(db)
Interferers 9 0 e 0
1 1° 0° 18.22 1° 5° 18.23
2 1°1.15° 0°0° 9.41 1°1.15° -4.2°3.8° 16.22
3 1°1.52°
1°
0°0°
0°
—9.6 1°
1.52°1°
5°
-4°
187°
9.6
4 1°1.45°
1°1.45°
0°0°
180°180°
-10.76 1°1.45°
1°1.45°
-4°3.8°
177°181°
3.8
5 1°
2.22°
1°2.19°1°
0°
0°
197.7°183.4°128.1°
-15.81 1°2.22°
1°2.19°1°
-4.2°3.8°
177°120°181°
1.75
6 1°
2.26°1°2.26°1°
1°
0°
0°180°
180°90°
270°
-17.3 1°
2.26°1°2.26°1°
1°
5°
-3.8°
183°173°94°267°
5.76
TABLE 3.3: SINR for worst case interference locations
and same interferers with their locations slightly altered.
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Fig.3-1.1: Adaptive antenna configuration considered in this work.
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Fîg.3.-2.1:  Coordinate system.
©
Fig.3-2.2: Hexagonal feed arrangement.
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Fig.3“3.2: 9-feed rectangular arrangement.
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Fig 3-3.3: Beam positions to reduce mutual coupling (a), (b) . (c) and (d) combinations of text
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Fig 3-5.4: SINR for two interferers at the beam crossover level as a function of their relative separation in PHI
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Fig.3-5.5: SINR vs location of interférer with another interférer fixedat 0 = 10, (f) = qo.
71
XDTJ
CDCD
-12 -
-48 -
-60
-3-9 93
XD"O
CDCD
-12  -
-36 —
-48 —
-60
-9 -3 3 9
-12 -
-24 -
-36 -
-48 —
-60
-9 -3 3 9
-12 —
-36 —
-48 —
-60
-3-9 3 9
t h e t a  ( d e g ) t h e t a  ( d e g )
Fig 3-5.6,: Worst case for 1 signal and 3 interferers (a) PHI=0? (b) PHI=35° (c) PHI=90? (d) PHI = 135*CONT: Adapted pattern DASHED: Quiescent pattern
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Fig 3-5.7; Slight change on PHI location of interferers results in considerable improvement (a) PHI=0? (b) PHI=35? (c) PHI=90f (d) PHI = 135°CONT: Adapted pattern DASHED: Quiescent pattern
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Fig 3-5.17; Results obtained with more accurate radiation pattern expression (eq. 3.19)(a) PHI-0? (b) PHI=35? (c) PHI-90? (d) PHI-135®
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4. PERFORMANCE OF THE ANTENNA UNDER MAIN BEAM CONTROL
4,1 Introduction
The previous chapter showed how a Multiple Beam Adaptive Antenna can 
effectively reject signals arriving from any direction of incidence.
Last chapter's results were obtained by means of a Control Law which 
accepts a signal incident from the antenna boresight and rejects 
signals arriving from any other direction however close to boresight 
(Pig. 4-1.1). The constraint that provides this filtering may be 
achieved in software or by proper arrangement of the overlapping 
beams in hardware though this may require optimisation of the 
reflector shape and/or overlapped subarrays.
In radar applications the energy absorbed from a target is not 
obtained from a single position in space but to increase the SNR, 
target energy is collected over a range of angles roughly equal to 
the 3-db beamwidth of the antenna pattern as the antenna sweeps over 
the object. An adaptive antenna under the boresight constraint would 
reject most of this energy reducing the SNR considerably.
To ensure that as many returns as possible are absorbed, the 
acceptance area must be widened. This widening limits however the 
ability of the system to discriminate between closely spaced signals.
A compromise between the amount of energy received and resolution 
has to be made.
The purpose of this chapter is to investigate effective and practical 
ways of controlling the main beam.
For arrays of low gain elements a popular way of widening the 
acceptance area consists of increasing the number of point 
constraints to cover the area of interest. In this chapter, we show 
that this technic[ue cannot guarantee the protection of signals of 
moderate incident SNR (>20db). A MBA is so effective at placing 
nulls even in the main beam, that it can place a deep null between 
two constraints if the power of the signal is sufficiently strong. 
Bringing the constraints closer together requires a larger number to 
cover the same area. This is not practical since each constraint
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takes one degree of freedom and the number of degrees of freedom is 
equal to the number of elements used which are very limited in the 
type of antenna investigated here.
Another type of main beam constraint commonly used with low gain 
elements is investigated. It consists of applying derivative 
constraints to the main beam. Their use is shown in this chapter to 
give some improvement over the previous type but the area protected 
is still very limited for moderate SNR.
Yet another known technique is to augment the diagonal elements of 
the covariance matrix at the adaptive processor by a positive 
quantity a. This has the effect of reducing the magnitude of the 
weight vector and the null depth in proportion to the value of a as 
explained in Chapter 2.
Consider for example an incident signal with a SNR of 30 db with 
respect to an isotropic radiator. As illustrated in Pig. 4-1.lb, 
this signal is rejected below noise level for most angles within a 
3 db beamwidth. Notice however that a signal with a SNR of 10 db is 
not attenuated so much (Fig. 4-1.la). Therefore if, to the software 
algorithm that computes the weight values, the incident signal is 
made to appear (by augmenting the diagonal elements of the covariance 
matrix) to have a 10 db SNR, Fig. 4-1.la would apply at the
beamformer output^to the incident signal but shifted upwards by 20 db 
since its true SNR is 30 db and not 10 db. This result is 
illustrated by the broken line in the same figure. In this way the 
output SNR is at least 10 db over receiver noise for all angles.
The disadvantage of this technique is that null depth is reduced not 
only in the direction of the wanted signal but also in the direction 
of the interference. Since, as explained in Chapter 2, the
interference appears at the beamformer output and after adaptation, 
with a power strength which is as many dbs below noise level as it is 
above noise level at the individual antenna elements, a reduction in 
the interference null depth can be tolerated. a is however usually
fixed 'a-priori* for worst case wanted signal conditions which may
unnecessarily restrict the null depth in the direction of the 
interference *
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Better performance could be obtained if cr is made a function of the 
signal environment as well as the magnitude of the weight vector.
This chapter gives an expression for a that allows for the signal to 
be received over an area of the mainbeam while at the same time 
rejecting the interference.
cr is made proportional to the norm of the weight vector so if the 
weights take large values, the value of a increases which when 
applied to the optimal solution tends to reduce the weight values. 
Usually after a number of iterations, u tends to a fixed value with 
the norm of W being considerably smaller than the initial value.
cr is also made proportional to the total power induced at the central 
feed to avoid rejection of very strong signals near boresight while 
inversely proportional to to reduce the influence of cr when
interference is present, so that this interference can be rejected, 
is the sum of the power induced at all the auxiliary feeds.
In this chapter we also investigate the possible improvement in 
interference cancellation that inequality constraints have over 
equality constraints.
The robust processing scheme recently introduced by Evans and Ahmed 
(1982), effectively combines a set of inequality constraints with a 
weight norm constraint in an elegant way (Section 2.6). Another 
objective of this chapter is to determine the performance of this 
solution in the context of high gain antennas for possible 
application.
This chapter is organised as follows : Section 4.2 shows the poor area 
coverage obtained with the standard type of constraints and shows the 
improvement obtained with the variable norm constraint. Section 4.3 
shows the performance of this constraint under interference 
conditions. Section 4.4 demonstrates the improvement obtained by the 
use of inequality constraints. Section 4.5 investigates Evans-Ahmed 
robust processor and finally Section 4.6 presents the conclusions of 
the chapter.
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4.2 Main beam control in multiple beam adaptive ajntennas
4.2.1 Multiple Linear Constraints
For arrays of low gain elements it is usual to control the main beam 
shape by means of Frost's adaptive processor (Section 2.4), i.e. 
total received power minimisation under a set of linear equality 
constraints which may be of zeroth order type ( no derivative ) or nth 
order type (n-th derivative). The performance of this implementation 
in the context of high gain antennas is investigated below.
For convenience the equations of Chapter 2 are given in terms of real 
variables. The mathematical problem is then
.TMinimise W R W 
s.t. TC W = d (4.1)
the solution is
—1 T —1 W = R C (C R C) d (4.2a)
For K  beams and L constraints, C is the 2.K x 2L matrix
C = El -El -£2
El El £2
-El
El
(4.2b)
Where if the ith constraint is of the zeroth order then the E . column 
vector, of dimension ( K x 1), has at its jth element a value equal 
to the real part of the response of the jth beam in the direction of 
the ith constraint. If the ith constraint is a derivative 
constraint, this value is instead the real part of the derivative of 
the jth beam with respect to the angle coordinate evaluated at the 
angular location where the ith constraint is to be enforced. 
Similarly for the F. but in this case involving the imaginary parts. 
The column vector d, of dimension (2L x 1), is
d = (4.2c)
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where the column vector g is of dimension L x 1 and its jth element 
has a value equal to the real part of the overall response 
(beamformer output) desired at the jth constrained direction. 
Similarly for the vector h but in this case involving the imaginary 
part of the overall response. In the case of the jth constraint 
being a derivative constraint then the jth element of g and of h are 
zero.
For the ideal beams of Section 3.2 the derivatives can be obtained 
analytically. It can be shown that the first derivative of Eq. 3.3 
with respect to the /i space coordinate is
[Æi p+1 (4.3a)
while with respect to the v space coordinate the first derivative is
V i [A - * * pfi (4.3b)
The computer program described in Section 3.4 was extended to take 
the Control Law given by Eq. 4.2 and the above constraints.
Prior to determining the performance of the antenna under multiple 
constraints, a suitable set of constraints to cover a required area 
need be obtained. As a compromise between main beam nulling and loss 
of target returns by cancellation, the constraints are to cover half 
a beamwidth, in this case 0.75°. The fewer the constraints needed 
the more degrees of freedom left to reject interference.
To compensate for the extra number of constraints, the 7 element 
hexagonal arrangement of the previous chapter is replaced by a 9 feed 
rectangular array. This adds 2 degrees of freedom to the system. It 
would be desirable to cover the acceptance area with 3 constraints
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only, in this case six degrees of freedom are left as before.
Performance however may not be the same because the additional
constraints are closer to the beam crossover level than the boresight 
constraint.
To determine how the actual angular location of the constraints 
determines the area covered, the solution of Eq. 4.2 under a variety 
of constraint distributions was obtained for a single signal in the 
main beam. The various distributions are listed in Table 4.1. The 
solutions are given in terms of the output SNR vs. the location of 
the wanted signal in the main beam area, with the input SNR as a 
parameter.
The criterion for area covered is that the output SNR should not drop 
by more than 3db of the input SNR. The results are shown in Pig.
4—2.1. In all cases the coverage area is strongly dependent on the
input SNR. As the SNR increases, the linear constraints cannot
guarantee protection of the wanted signal except in the immediate 
vicinity of a constraint.
Pig,4-2.lb shows the basic area covered. Clearly this arrangement 
would not be satisfactory if a SNR of 20 db or above were likely to 
occur. More uniform coverage is obtained by bringing the constraints 
together but then the main beam area covered is reduced. Fig. 4-2.la. 
Results involving boresight zero-th constraint and derivative 
constraints with respect to ix and v are shown in Fig. 4-2.Ic. The 
area covered is again very limited for moderate SNR. The area 
covered by the constraint arrangement involving 5 zero-th order 
constraints is shown in Fig. 4-2.Id. It is remarkable how little area 
even 5 constraints can cover.
As the above results demonstrate, a MBA under adaptive control is 
so effective at creating main beam nulls that when the power of the 
signal is large, the system can actually place a null between 
constraints as shown in Fig. 4-2.2. There is also large loss of gain 
due to the norm of the weight vector being too large. It is shown 
below that this norm is always very large when rejecting signals high 
up in the main beam while enforcing multiple constraints.
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It appears then that unless the coverage area is saturated with 
constraints a wanted signal of moderate SNR is rejected.
4.2.2 Norm Constraints
An alternative solution to linear constraints involves constraining 
the norm of the weight vector. If the norm of the weight vector is 
to be given an exact, fixed value (hard norm constraint) the optimum 
solution is complicated since it involves finding the eigenvalues and 
eigenvectors of the covariance matrix (Hudson, 1981), ch.6 . The 
computation load would be excessive for a practical system operating 
in real time under rapidly changing conditions due to antenna 
rotation.
Some limited weight norm constraint (soft norm constraint) can be 
obtained simply by augmenting the diagonal elements of the covariance 
matrix by a positive value a. In this case simple algorithms could 
be used as explained in Chapter 2, however the norm is only partly 
constrained and may still take large values.
For best performance the parameter cr should be a function of the 
signal environment and the magnitude of the weight vector rather than 
be set 'a-priori' as for the example presented in the introduction.
A value of (T that meets these conditions is given below. It consists 
of choosing <j to be
2 ?1e = Pn r- (4-4)Pj,
where IW| in the magnitude (or norm) of the weight vector. Pi the 
total power induced at the central feed, Pj^  the sum of the power 
induced at all the auxiliary feeds and Pn  the receiver noise power.
Once this value is found, the covariance matrix is augmented by it 
and a new optimal solution is obtained which has a reduced norm. If 
this cycle is repeated several times the norm tends to converge to a 
fixed value. Only one cycle may be used to obtain faster results.
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Several examples of convergence of the weight norm are given below. 
In Pig. 4-2.3 the signal is close to boresight and therefore a as 
given by Eq. 4.4 takes values which considerably reduce the norm 
after just 3 iterations. The resulting SINR is much better than that 
obtained in Pig. 4-1.1 for the same cases. Fig. 4-2.4 demonstrates 
that when the signal is too far from boresight, and therefore should 
be rejected, the norm of the weight changes little allowing 
cancellation
This value of <r has given better results than the previous 
constraints when applied with one zeroth and two first derivative 
constraints on boresight. It has the effect of making the covariance 
matrix strongly diagonal when the wanted signal but no interference 
are present. When interference is present the influence of cr 
decreases and the interference can be rejected. In all cases this 
constraint considerably reduces the norm of the weight vector.
The computer program described in Section 3.4 was again extended to 
take these modifications. Several examples of the performance of 
this constraint are shown in Fig. 4-2.5.
These results show that the wanted signal is protected for
misalignments as large as 0.55* in theta. Beyond this value, the
signal is considered interference and rejected (Fig. 4-2.5d>
Evans-Ahmed processor is also quite effective in protecting the 
wanted signal, as shown in Fig. 4-2*6 for the same examples of the
variable norm constraint (Fig. 4-2.5). In this algorithm, the
parameter that controls the norm of the weight vector is r. As 
explained in (Evans and Ahmed, 1982) £ should not exceed £ = 0.1 or 
the algorithm may go unstable. There is a limit therefore on how 
much the weight norm can be controlled. This algorithm is described 
in Section 4.5.
4.3 MBA interference rejection.
This section investigates through representative examples how the 
widening of the coverage area limits the main beam nulling 
capabilities of the antenna.
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Typical cases which may be considered difficult in maintaining a 
strong response towards the wanted signal occur when the latter is 
close to the border area and of high input SNR.
As a difficult case therefore, a location for the signal of © = 0.35® 
and 4> « 0® has been chosen with a SNR of 30 db. The interferers may
be located in the main beam or in the first side lobe with an INR of
40 db.
Three interference distributions of interest are considered:
1. An interference at <t>=0®, ©=1.05® (i.e. very close to the beam
crossover point)
2. Two interferers, at <J>i=0®, ©i=l.05® and <1)2=180° and ©2=1 .45° 
(i.e. both of them in the main beam)
3. Three interferes, at $i=0®, ©=1,05°, <1)2=180°, ©2=2 .45° and $3=90°
©3=2 .45°. (One interférer in the main beam and 2 in the first
sidelobes)
'Ihc ronultn arc presented in Pig. 4-3.1 through Pig. 4-3.3 and are 
compared with the 5-constraint arrangement of Table 4.1 and also with 
a system consisting of a single point constraint steered in the 
direction of the wanted signal.
In all three cases the variable norm constraint gives a stronger 
response in the wanted signal direction than the 5-point constraint. 
The nulls in the direction of the interference are deep and a 
significantly smaller weight norm value and consecjuently less 
beamformer receiver noise (Pn 1W|2) is obtained. The overall result 
is a SINR improvement when the variable norm constraint is used.
Table 4.2 presents the SINR results. Consider the results for the 
first case. Note the large weight norm values obtained with the 
single point boresight constraint and the 5-point constraint 
arrangement, The SINR obtained with these two configurations is very 
poor, partly due to reduction of antenna response in the direction of 
the wanted signal but mainly due to the large increase in receiver 
noise. The use of the variable norm constraint gives a large 
reduction in the norm, considerably improving the SINR. Also, the
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interference is still reduced well below noise level. the 
convergence of the weight norm is illustrated in Pig. 4-3.4. Note 
that very few iterations are required.
In Pig. 4-3.1-3 above, the steered constraint results are given for 
comparison. These are the best possible results that this particular 
antenna can provide. Unfortunately since the direction of the wanted 
signal is not known to the accuracy required (typically a tenth of a 
beam width), this steered constraint solution cannot be achieved in 
practice.
The SINR results obtained when a point constraint is steered 
accurately in the direction of the wanted signal are very good 
(Table 4.2), the best for this antenna and this signal/interference 
scenario. Note that the norm of the weight vector is quite small.
In Chapter 6 a scheme is described which attempts to reproduce these 
last results.
4.4 MBA performance under linear inequality upper and lower
bound constraints
In some radar situations it is possible to assume that the wanted 
signal is not present when adaptation takes place, however multiple 
main beam constraints are still needed to maintain a robust beam at 
all times.
It is reasonable to expect that some improvement in interference 
cancellation can be obtained by relaxing slightly the fixed 
constraints in the manner shown in Pig. 4-4.1 since, as long as the 
angular separation between constraints is not too large, the extra 
power reduction that this added flexibility permits, should more 
than compensate for any possible drop in main beam response.
To determine if the above reasoning is correct, the program of 
Section 3.4 was again extended, this time to accommodate the solution 
of the following problem.
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Minimise Vp R W
s.t. -dL < CT W < du (4.5)
where all the expressions above have already been defined except for 
the 2L X 1 column vectors d%, and du whose jth elements define the 
lower and upper bounds for the response values that the beamformer 
output is allowed to take in the jth constrained direction. These 
vectors are partitioned into real and imaginary parts in the same way 
as the vector d of the previous section.
For most interference situations equality and inequality constraints 
give very similar performance.
This control law gives noticeable improvement however when the
antenna is under maximum stress.
Pig. 4-4.2 shows the result obtained when 4 interferes are present, 2 
in the main beam and 2 in the first sidelobe. The inequality
constraints give deeper nulls in the interference directions and a 
stronger response in the boresight area (the wanted signal was
assumed absent).
Pig. 4-4.3 shows the antenna performance under 6 interferes, one in 
the main beam, 2 in the first sidelobe, 1 in the 2nd sidelobe and 2 
in the 3rd sidelobe. A 3.1 db SINR improvement is obtained by the 
use of the inequality constraints.
With the signal present, the signal distributions of the previous 
section have been run to determine the likely improvement. The
variable norm constraint is applied with boresight zeroth and first 
order constraint but instead of these having fixed response, they are 
allowed to vary by ± e (0 .1 ). The results are given in the last row 
of Table 4.2. The improvement is very small.
In conclusion, the improvement obtained, which is only marginal, has 
to be weighted against the need for a more complicated adaptive 
algorithm to implement the control law in practice.
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4.5 Evans-Ahmed adaptive processor
As explained in Chapter 2, R.J. Evans and K.M. Ahmed (1982) have 
proposed an algorithm that ensures that the beamformer response on 
prestablished directions is within ± e (e a small positive number) of 
a desired value while restricting the weights from taking large 
values.
The algorithm solves the problem.
Minimise ^  R W (4.6)
s.t. | C T w - d | + r T | W | < e  (4.6a)
e and £ are a vector and a matrix of small positive quantities 
respectively (e.g. 0.1 and 0.05). All the other variables have
already been defined. e is of the same dimension as d while r  is of 
the same dimension as C. By writing the constraints as
d - (e - rT| W I) < CT W 4 d + (e - r^| W I) (4.6b)
it is seen that the algorithm reduces the received power by as much 
as possible while ensuring the response departs from d by no more 
than a small amount which depends on the actual value taken by the 
weights. So, if cancellation of a signal close to boresight were to 
require very large weight values (the case usually), cancellation 
would not take place since large weight values bring closer together 
the upper and lower limits allowed. How large the weights may become 
depends on the elements of £. If £ is large the weights cannot take 
very large values before the system approaches the multiple point 
hard constraints case.
Above, the symbol |W| denotes the absolute value of each of the 
elements of the weight vector and not the norm of this vector.
The algorithm is:
?k+l - Ek - (2 * "k + Ç Ak + f [E Ek ' «k’> (4-7=)
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\ + i  = ^ + <=k [ s \  + - /] )
^ \  t c \  + r^iwi - £-])
(4.7b)
(4.7c)
where
X. if X >  O r ^ ^' O otherwise
and
and
[ f ( r  , w^)]
(4.8a)
(4.8b)
(4.8c)
[£ if w^> 0 or if w\ = 0
a n d 2 ^ y ^  +  ( Ç  A , ^ ) .  +  ( r  ^ > . >  0
0 if w = 0 and 12 X  Y + ( C Aj^)^l«(£ V - )
■CE if w. < 0  or if wi = 0 (4.8d)
and 2 %  + (S £k>i 4 <£ ik>i ‘ °
A result obtained with this control law is compared in Pig. 4-5.1 to 
one obtained with the variable norm constraint. This case considers
a wanted signal (©g = 0.25° , <j>g = 30° , SNR = 30db) and an
interférer (©i = 1.05° , 4>g = 0° , INR = 40db).
The algorithm parameters are:
e = 0.1 , r = 0,08 f a = 0,00001 , 0 = 0.005 with 3 linear
constraints at ©c = 0.35 and 4>c = 0° , 120° and 240°.
The elements of d were chosen to take the values corresponding to the 
response of the central beam in the constraint directions.
In terms of the SINR obtained the results are very similar, 21.17db 
for Evans-Ahmed Control Law and 23.28db for the control law with the 
variable norm constraint. The former however introduces much less
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distortion which is desirable. Unfortunately this control law can be 
exceedingly slow, for example it took 25,000 samples to obtain this 
radiation pattern. This slow convergence is due to the small value 
that had to be given to the parameter cx to avoid instability.
The transient response for the above case is shown in Fig. 4-5.2 as a 
function of the SNR. For an SNR of 30 db, convergence has not been 
obtained after 25^00 samples but the response is quite strong in any 
case. When SNR = 20db convergence of the wanted signal is resonably 
fast, approximately 6^ 500 samples. As the SINR is lowered ( lOdb and 
3db), the response in the direction of the wanted signal oscillates 
around the final value. Convergence of the response in the direction 
of interference is always very fast.
For each signal/interference distribution there are optimal values of 
a and S that achieve reasonable fast converge (<5^000 samples). 
Results for the same cases of the previous example are given in 
Fig. 4-5.3 this time with the value of a and S carefully chosen to 
speed up convergence as shown, unfortunately, these values would be 
difficult to obtain in a practical situation since they depend on the 
eigenvalues of the matrices,
C^R-lc
and
CT R C
In an effort to speed up convergence in a simple manner, as well as 
to reduce the large oscillations encountered at low SNR, the weight 
vector was started at the optimal solution of Eq. 4.1 i.e. 
corresponding to the same set of linear constraints, but as 
equalitites rather than inequalities and with no norm constraint.
Convergence is not improved but the large oscillations are 
considerably reduced (Fig. 4-5.4) making it worth while the 
additional complexity of initially obtaining the solution of the 
problem given by Eq. 4.1. If Evans-Ahmed were to be used adaptively
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therefore# the initial value for the weight vector could be found 
using the multiple linearly constrained algorithm presented in the 
following chapter.
4.6 Conclusions
This chapter has investigated a variety of ways of ensuring that as 
many target returns as possible are absorbed by the antenna when they 
do not appear aligned with the constraints. It was found that the 
conventional type of beam robustness i.e. multiple linear constraints 
of the zeroth order or first order cannot guarantee a suitable robust 
main beam when the wanted wignal has a moderate to high SNR# unless 
many constraints are used which is not practical for a system 
involving a small number of elements.
For arrays of low gain elements# weight norm constraints are often 
used to preserve the main beam. These are usually fixed and set 
'a-priori' and therefore performance suffers since they do not take 
the signal interference into account. A norm constraint was 
introduced which is variable and takes into account the signal 
environment. It was shown to improve performance significantly with 
or without interference present.
The study of a multiple linear inequality constraint with upper and lower 
bounds showed a slight improvement in cancelling interference when 
compared to the multiple equality constraints. This is particularly 
the case when the system is under stress.
Finally the robust signal processor introduced by Evans and Ahmed 
which combines multiple ineq^iality constraints with weight norm 
constraints was also investigated. The results obtained are 
comparable or better than those obtained with the variable norm 
constraint. Unfortunately convergence is extremely slow when a strong 
signal is present on boresight# which prohibits its use for the 
application considered in this work. The next chapter shows that the 
variable norm constraint can be implemented using a Recursive Least 
Squares algorithm which is very fast to converge.
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Constraint Type Number LocationArrangement e 0
1 linear. 3 0.25° 00zeroth order. 0.25°0.25°
12002400
2 linear# 3 0.450 Qozeroth order. 0.450
0.450
12002400
3 linear# 1 00 00zeroth order. 00 00
linear#1st order. 2
00 00
4 linear# 5 00 QOzeroth order. 0.450
0.450
0.450
0.450
900180027003600
TABLE 4.1 
Sets of Constraints considered.
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IDl ID2 ID3
Con f igurat ion 2IW| SINK(db)
2|W| SINK(db)
2|Wl SINK(db)
1 63.1 -8.9 40 10.9 120 3.82
2 280.5 4.13 282 4.0 429 0.5
3 3.3 21.9 25.6 9.9 18.5 15.5
4 1.9 26.4 1.93 26.4 2.0 26.2
5 2.8 21.7 22.1 10.33 15.2 15.5
Configuration 1 
Configuration 2 
Configuration 3
Configuration 4 
Configuration 5
Single point constraint on boresight
5-point constraint arrangement
Variable Norm Constraint with zeroth and first 
order point constraints 
Steered Constraint
Inequality linear constraints with variable norm.
IDl = Interferers at 0 «• 1.05°, 0 = 0®
ID2 = Interferers at 0 = 1.05*, 0 = 0* and 0 - 1.45*, 0 - 180*
ID3 - Interferers at 0 = 1.05*, 0 = 0°; 0 *» 2.45*, 0 « 180° and
0 - 2  45°, 0 = 90®
TABLE 4.2
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Fig 4-1.1: SINR vs Wanted Signal direction of arrivai(a) Input SNR=10 dB.(b) Input SNR=30 dB.
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F i g . 4 -2 .1 :  Area covered by constraints  vs power of  the wanted signal for
the examples of  Table 4 . 1 .
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Fig 4-2,3; C o nv ergence of the weight norm(a) Input SNR=30 dB. -e-=0. T  0=0.0° Output SNR=27.97dB(b) Input SNR=30 dB. 0 = 0 . 4 *  0=0.0= Output S NR=11.36dB
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5. ADAPTIVE ALGORITHMS
5.1 Introduction
The previous chapter demonstrated how a variable weight norm 
constraint considerably improves the performance of the antenna 
system over that obtained solely through the use of multiple linear 
constraints.
In the absence of interference the variable constraint ensures the 
wanted signal is not rejected over the coverage area.In the presence 
of interference, the variable constraint loses much of its influence 
and the interference can then be rejected. Evans-Ahmed Control Law 
gave also good results but its convergence is slow.
For simplicity, last chapter results were obtained assuming perfect 
knowledge of the signal environment, i.e. the matrix R was given. In 
practice however, the optimal solution must be obtained with no 
'a-priori' knowledge of the signal environment relying solely on 
calibrated data and real-time measurements made at the individual 
feed ports and the summed output. The applications considered 
here involve scanning and tracking antennas as well as sophisticated 
interference scenarios, in either case the signal environment is 
changing rapidly and an algorithm with fast convergence is essential.
The main purpose of this chapter is to extend Carlson's algorithm, 
which is unconstrained, to a multiple linearly constrained form. A 
further extension is made so that the variable norm constraint can 
also be implemented.
It has been recently noted that the wanted signal may be cancelled 
even if a linear constraint is perfectly aligned with the wanted 
signal vector. This cancellation occurs with the LMS algorithm under 
high adaptation rates (Widrow, 1982) or when the wanted signal and an 
interférer are highly correlated (Su, et al.j 1986). To determine if 
this type of signal cancellation or severe distortion is occurring, 
all results obtained in this chapter are given in terras of the 
desired signal waveform.
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Section 5.2 describes the signal model used. Section 5.3 the multiple 
linearly constrained algorithm. Section 5.4 presents the augmented 
Inverse MSR algorithm. Section 5.5 presents the results obtained 
with these algorithms showing that signal cancellation does not occur 
except when the interference and signal are of the same frequency and 
phase (real weights used only). Section 5.6 gives conclusions..
5.2 Signal model
The computer simulations are carried out as follows: The various
incident signals are assumed to be purely monochromatic of slightly 
different frequencies so that they are uncorrelated. Sine waves were 
chosen because it is then easy to identify the various signals as 
well as any distortion present. Since two monochromatic signals of 
the same frequency are perfectly correlated, they can be used to test 
if the wanted signal is always cancelled in the presence of 
correlated interference.
To compute the beamformer output, each waveform is sampled at a rate 
consistent with the Nyquist rate. At the Data Acquisition Unit level 
however, the same waveforms are sampled at a much slower rate
consistent with the dynamics of the interfering environment. These 
last samples are used to compute the weights. Receiver noise is
always assumed to be present and of Gaussian distribution. A complex 
noise sample nx is computed as explained by Rabiner and Gold (1975),
i.e.
Re {n^} = y^ cos [2ttu] (5.1a)
Im {n^} - y^ sin [2ttu] (5.1b)
where
and u, V are uniform random variables distributed between 0 and 1. 
r2 is the variance desired from the random process n.
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5.3 Adaptive Algorithms
5.3.1 The Inverse MSR Algorithm
Since as explained in Section 2.5, Recursive Least Squares algorithms 
combine the fast convergence rate of the Direct Matrix Inversion 
approach with the closed-loop implementation of the LMS algorithm 
they were chosen as the most suitable for the present work.
These algorithms however, are computationally expensive and in some 
cases may be unstable. These two drawbacks can be reduced if the 
Square Root Factorization technique is used. This method expresses 
the matrix R in terms of its square root factorsi
R = U D UH (5.2)
Where U is a lower triangular matrix with unit diagonal elements and 
D a diagonal matrix with real positive or zero diagonal elements. By 
factoring R in this way, high precision, numerical stability and 
economy in the number of computations is achieved.
For adaptive array applications the matrix R need be continuously 
updated as new data is acquired. Increased numerical accuracy is 
obtained if the square root factors are updated directly without 
computing R at all. An algorithm of this type introduced to Kalman 
filtering estimation by Bierman (197 7) has been applied to adaptive 
arrays by Carlson (1980). We wish to use this algorithm here too. 
To obtain the exact algorithm and to accommodate complex arithmetic, 
the algorithm had to be derived from first principles. The 
derivation is given in Appendix 4.
This algorithm is of the unconstrained type. Unfortunately all our 
implementations are constrained ones. If only a single point 
constraint is required. Section 2.4 showed that no constraints need 
be implemented in the algorithm if an arrangement with orthogonal 
beams could be achieved. In this case the control law is
iW = — - (5.3)
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where
1 -
The matrix R may he partitioned as
rr’^ I 
“s” I “ M
i.e. M is the (K-1) x (1\“1) covariance matrix of the auxiliary 
elements and S is a ( K-1 ) x 1 column vector obtained by the 
cross-correlation of each of the auxiliary antenna inputs with the 
signal received at the main or reference input.
Physically, this partitioning is equivalent to rearranging the 
antenna system to look as in Figure 5-3.1, In this case the weight 
equation may also be written as
(5.4)
In practice, M and S are formed from samples Xi taken directly from 
the signal environment at the auxiliary feeds and samples r± at the 
reference input.
If Xi is the ith vector sample taken, the matrix M is approximated by 
Mk where
and by
“k 1=1
H (5.5a)
i=l
(5.5b)
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where ri are samples of the signal received at the reference feed
The variable part of the weight vector at sample k is therefore
and at sample k+1
”)c+x - (2k + W k + I  >
The new weight vector value Wk+1 may be given in terms of the 
previous value ^  if the matrix part of the equation is expanded 
using the matrix inversion Lemma Eq. (2.29). In this case
-k+1 H —1 1 + X M , X ( + 2Ç r)
22k+i = Hk + « k ' ^ 2 ? ( - 2 ^ k >  + “ k'^ 25 ^ - îîk'^ 25 (2f 25»^
1 + X^ ^X 1 + X*Sl ^ X  Ik —
2?k+i " \  +
-125k " 25 < ^ - 2 5 “ î?k>
1 + X ^  \
Where the subscript k+1 has been dropped from the vector X for 
simplicity of notation. This last equation can also be written as
25k+i - *k + I y (S.6)
where
y - r - X?W
is the total output of the beamformer, and
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and
The object of the algorithm is to find the new values of h and 'a' 
once the new data sample X is obtained so that the weight vector can 
be updated to The routine to obtain h and 'a' is (Appendix 4)
di = do I
for k = 1, Number of Samples
h = O 
a = 1
for i = K, 1 by -1
e. - X i
for j = i+1, K
e . - e. + Ü*.. X. 1 1  ]i ]
next j
a' = a + d. e.e.* 1 1 1
d.' = d. a/a'1 1
for j « i, K.
*'■3 - + "1 ”ji
"il = "ii - —  
hj - h'j
next 2
a = a'
d. = d.'1 1
next i
next k
This is the algorithm given by Bierman (197 7) slightly modified to 
account for complex arithmetic. It can also be easily modified to 
take exponential deweighting in a manner similar to Eq. 2.30,
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5.3.2 A Constrained Inverse M5R algorithm
If the constraints are implemented in hardware the Inverse MSR 
algorithm can be used as above. Orthogonal beams are however 
difficult to realise in practice and in any case we showed in the 
previous chapter that the single point constraint that they provide 
is inadequate when the wanted signal is present at moderate SNR. It 
is then necessary to modify the above algorithm to accommodate an 
arbitrary number of constraints.
A simple modification that converts this algorithm to a multiple 
constrained type can be obtained by relating the implementation of 
Figure 5-3.1 to the more general array processor structure introduced 
by Jim (1977) which is depicted in Figure 5-3.2.
Inspection of this general structure gives as the weight vector
W =* Wi - aH W2 (5.7)
where W]_ is a fixed vector chosen to satisfy the constraints. It 
could for example be
Wi =» C (CHÇ)-I d (5.8)
where all symbols have already been defined in the previous chapter. 
W2 is an unconstrained variable vector of dimension (K~L) x 1 where L 
is the number of constraints. Although W2 is unconstrained, the 
overall vector W is constrained because the rectangular matrix A, of 
dimension (K.-L) x K is chosen so that (Jim, 1977)
CH AH = O (5.9)
that is
cH w = cH (Wi - aH W2 ) = d
In terms of Eq. 5.7 the expression for the total power can then be 
written as
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(Wi - A H  W 2 ) H  R  (W i  - A H  W2)
which is minimum when the variable part of the weight vector takes 
the value
î?2= ËZ (5-1°)
where
= Z (5.10a)2Z —
-z Zr* (5.10b)
and
Z “ A X  (5.10c)
r = X^ W , (S.lOd)
Since equation 5.10 is identical in form to the variable part of 
Eq.5.4 one should then be able to use the same algorithm to solve 
this problem. All one needs to do is to premultiply the X data by 
the matrix A and instead of having as r the input at the central feed 
it is now the weighted sum of all the inputs. Although the 
computation load increases by the need of premultiplying all data by 
A, this is compensated somewhat by the reduction in dimension of the 
problem, from K x K to (K~L) x (K-D*
5.3.2.1 How to obtain the matrix A in practice
The matrix A can be obtained by factorizing the matrix C into its Q R 
product, i.e.
RO (5.11)
where R is an upper triangular matrix of dimension L x L and Q an 
orthogonal matrix of dimension K x |\. The matrix Q may be
partitioned into a L x K matrix, Qi and a matrix (K~L) x K/ Q2‘
Now (Gill and Murray, 1977)
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c" = [ a" O]
°2
The product Qi Q2® is zero since the matrix Q is orthogonal, also for 
the same reason the product Q2 @2^ is a diagonal matrix of dimension 
(K-L) X (K-L) and
[ o ] o
hence Qz may be used as A.
5.4 The Augmented Inverse MSR Algorithm
In Section 4.3 it was demonstrated that to avoid ceince 1 lation of the 
wanted signal without the need for a large number of constraints, the 
diagonal elements of the R matrix should be augmented by a positive 
value. This procedure is a well known technique for reducing the 
norm of the weight vector, however while the conventional method 
simply adds a fixed value to the diagonal elements, in Chapter 4 the 
value added depended on the' actual norm value and the power received 
at the various feed elements. Also the solution was fedback at least 
once into the algorithm which reduces the norm of the weight vector 
significantly. If a number of iterations are carried out, the weight 
of the norm converges to a fixed value.
The algorithm used here does not compute the covariance matrix at all 
( not even its U, D factors ) so it is not straight forward to augment 
the diagonal elements.
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One possible way of augmenting the elements of the covariance matrix 
when only the U, D factors of the inverse of the covariance matrix 
are available is as follows: Assume that cr is the value by which we
want to augment the matrix, then
applying the matrix inversion Lemma;
or
R* ^ [ I—  O’ —
-1 -1 ( I + a R ■") ]^
( I + U (<tD
where the matrices U and D are the square root factors of the inverse 
of the covariance matrix which are available by applying the inverse 
MSR algorithm in its constrained form.
We see then that to obtain the new U, D factors the following steps 
must be taken;
1. Multiply the diagonal matrix D by the constant o;
D' = ff D
2. Add the matrix ^ to U D' tjH preserving this factorisation. This 
is not as straight forward as it may appear. A way consists on 
expressing the sum as
I + U D ’ = E I. + UD' U® = V E V ®
where
il =
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By expressing the sum in this way an algorithm (N.A. Carlson, 1980) 
used to update the U, D factors after a new vector sample X has been 
taken, can be applied here with X replaced by the l±. This algorithm 
is known as the Direct MSR algorithm and it is given below. The 
proof is presented in Appendix 5.
, for i = 1, K
^'ii = 1
d'i ^ di + b xi xi* 
t • i = b/di '
for j = i+1, K 
Xj = Xj - /iji Xi 
P/]i = Mji + (XjXi*)ti* 
next j 
b = dit’i
next i
the primes indicate the updated values.
3. Once the V, E factors have been obtained these have to be 
inverted.
( V E VH)“1 = (VH)-I (E~1)(V)-1
An algorithm to obtain is (J.H. Wilkinson and C. Reinsch, 1971); 
Denoting by T;
t.. = 1
t,. '^jk ‘ki (] = i+1. - ,K)
4. This step is the same as 2, but applied to a different matrix.
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5. The final step is to divide by the constant o,
5.5 Algorithm results
For Recursive Least Squares algorithms, an important parameter is the 
initial value given to the inverse Pq of the Covariance matrix.
It is comnon to set Pq to
£o * I
Where do is a positive number.
The effect of starting the recursion with this value of Pq is to 
initially add uncorrelated noise of power 1/do to the weight 
solution. For this reason it is usually stated that do should be as 
large as possible (>1000) to reduce the effect of Po in the final 
solution.
Particular care is given below to the value chosen for do since from 
preliminary work it was found that the solution may be unstable is 
do is chosen too large when the wanted signal is present.
The original, unconstrained algorithm of section 5.3.1 may be 
considered as a special case of the new constrained one and will not 
be tested separately.
Several cases covering all likely situations were considered. These 
are:
1. Receiver noise only.
2. Receiver noise plus wanted signal perfectly aligned.
3. Receiver noise plus interference.
4. Receiver noise, interference and a perfectly aligned wanted 
signal.
5. Receiver noise and misaligned wanted signal.
6. Receiver noise, interference and wanted signal (misaligned).
7. The use of the variable norm constraint to prevent wanted signal 
cancellation.
8. Cancellation among correlated signals.
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1. Receiver noise only. For a value of do = 1 the algorithm 
performs well, i.e. the auxiliary weights remain at zero value and no 
increase in receiver noise occurs. As the value of do is increased 
the auxiliary weights may temporarilly depart from zero increasing 
receiver noise, this situation did not occurred however for values of 
do as large as 1000, fig. 5-5.1.
2. Receiver noise plus aligned wanted signal (Fig. 5-5.2.).
In this case the initial value given to do is very important. Note 
that when signal and receiver noise exist and the signal is perfectly 
aligned, only noise appears in the cancelling path. The presence of 
this noise is detrimental to the algorithm. Although the effect of 
this noise is averaged out after many samples, the fact that 
convergence is achieved with a minimum of samples and the algorithm 
works in a sample by sample basis means that this noise is seen 
temporarilly as a directional signal with the result that the 
auxiliary weight may take very large values increasing receiver noise 
significantly. This detrimental effect reduces as do is decreased in 
value as shown in Fig. 5-5.2. In the processor path, receiver noise 
should be reduced by as much as possible and do must be chosen so 
that Piqdo < 1* The results are then satisfactory as shown in fig. 
5-5.3. The signal power does not affect this behaviour. In Pig.
5-5.3, the SNR has been increased to 60 db to maintain the same 
scale.
3. Receiver noise and interference.
In this case the performance of the algorithm is excellent. The 
choice of do is not as important as in the previous case although 
smaller values of do again mean smaller value for the weight vector 
which is desirable. Figure 5-5.4 clearly illustrates the cancelling 
process. The auxiliary weights take values which make the auxiliary 
path exactly reproduce the interfering signal appearing in the 
reference channel. For the type of signals being considered which 
are mainly deterministic only one sample per signal is required for 
cancellation. Pig. 5-5.5.
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4. Receiver noise plus interference plus perfectly aligned wanted
signal.
The signal is recovered as illustrated in Figure 5-5.6 but it takes 
at least six cycles to obtain a good recovery even though there are 
only two external signals in this case. Due to the large values 
taken by the weights the signal to noise ratio is degraded. A good 
SNR after cancellation requires a small value of do. Again a 
suitable value is P^do < 1.
5. Receiver noise and misaligned wanted signal.
Any misalignment gives rise to signal cancellation as illustrated in 
Figure 4-5.7a. Reducing do slows down cancellation of the wanted 
signal but does not prevent it. Fig. 5-5.7b.
6. Receiver noise, interference and wanted signal misaligned.
As in the previous chapter, unless enough constraints are included to 
protect the main beam, the signal will be cancelled together with the 
interference as illustrated in Figure 5-5.8.
7. The use of the variable norm constraint to prevent wanted signal 
cancellation.
For the same case considered in 5 above, the wanted signal is 
maintained if the variable norm constraint is used. Fig. 5-5.9.
8. Cancellation among correlated signals.
A case with 2 signals of the same frequency was run to determine if 
cancellation does occur. It does indeed occur (Fig. 5-5.10) but 
since only real weights are needed with the ideal MBA, if the initial 
phase of the two signals are different then only the in-phase part of 
the signal is cancelled (Pig. 5-5.10b).
5.6 Conclusions
This chapter has presented algorithms suitable for use with rapidly 
changing signal environments. The unconstrained. Inverse MSR 
algorithm derived by Bierman ( 1977 ) and used with adaptive arrays by 
Carlson (1980), was extended so that it can be applied to multiple
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linearly constrained Control Laws. A further extension was carried 
out to allow the variable norm weight constraint of the previous 
chapter to be used.
Particular care was given to testing the algorithms with the wanted 
signal present something hardly ever done in the literature. The 
steady state results of Chapter 3 were confirmed adaptively. When 
the signal vector and a linear constraint are aligned, in the 
presence of interference wanted signal cancellation occurs
only if the latter is of the same frequency and initial phase as the 
interference . The presence of the wanted signal can make the 
algorithms unstable and in all cases slows down convergence.
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Fig.5-3.2: General array processor structure.
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Receiver" Noise and 3 interferers. INR =40db, INR =INR =60dbNoise Power=0.01 units (a) Total output (b) Cancelling path
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Fig 5-5.6: Mult i p l e  Constrained Inverse MSR algorithm d=1.0
Receiver Noise, 1 signal and 1 interférer, SNR=40db, INR =60dbNoise Power=0.01 units (a) Total output (b) Cancelling path
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Fig 5-5.7: Mult ip 1 e Constrained Inverse MSR a l gorithm
Receiver Noise and misaligned wanted signal. SNR=40dbNoise Power=0.01 units (a) d =1000.0 (b) d =0.1
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Fig 5-5.9: The use of the Variable Weight Norm Constraint to prevent wanted signal cancellation. R e c e i v e r  N o i s e  and m i saligned wanted signal (as in Fig 5-5.7)Noise P o w e r = 0 .01 units. SNR=40 db
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6. FURTHER IMPROVEMENTS
6.1 Introduction
The best possible SINR that the antenna can provide occurs when the 
steering vector exactly aligns with the direction of arrival of the 
wanted signal. This fact was illustrated in Chapter 4. In practical 
situations, perfect aligment cannot be obtained 'a priori' since the 
wanted signal direction of arrival is only known approximately. In 
the previous chapters, this lack of knowledge was compensated for by 
introducing constraints to cover a main beam area, but the increase 
in the number of constraints results in a reduction on SINR 
performance.
Section 6.2 investigates the possibility of generating a steering 
vector that automatically aligns itself with the wanted signal 
direction. This steering vector is generated simply by
crosscorrelating the beamformer output with each input. The section 
shows that this vector considerably improves performance in the 
absence or presence of interference so that instead of having many 
constraints only two are required, the estimated one which varies 
continuously, and the weight norm constraint.
It is well known that an adaptive array operating in the presence of 
interference correlated with the wanted signal adjusts the amplitude 
and phase of the interference to cancel the wanted signal despite 
the main beam constraints. To decorrelate the various signals, a 
'spatial dither' technique has been suggested for linear arrays of 
omnidirectional elements. (Widrow et al, 1982). The technique 
consists of moving the complete array in a random manner. To avoid 
modifying the wanted signal in any way, the random motion is 
perpendicular to the direction of arrival of the wanted signal.
If we were to apply an analogous procedure to the MBA studied in this 
work, the required motion should be circular around the axis of the 
array since the wanted signal comes from boresight. It is however by 
no means clear that this technique would work with'an MBA for the 
following reasons: For phased arrays this motion introduces mainly 
phase modulation while foran MBA mainly amplitude modulation is 
introduced. Phase modulation can decorrelate signals better than
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amplitude modulation can. Also, the interferers in the reference 
beam (central beam) of the MBA are not modulated since the beam is 
circularly symmetric even for practical systems. Section 6.3 
assesses this decorrelation technique. Section 6.4 demonstrates that 
the constant modulus algorithm used in the frequency domain can be 
also used in the space domain in this case to avoid cancellation of 
the wanted signal. Section 6.5 gives the chapter conclusions.
6.2 Generation of tracking vector
Consider the case of a MBA with a single point boresight constraint 
plus the variable norm constraint described in previous chapters. 
Assume a signal incident on the beam as well as interference further 
away from boresight. The wanted signal is grossly misaligned with 
the boresight constraint. Despite this, the norm constraint ensures 
that the wanted signal is not cancelled, but the SNR obtained is 
poor (Pig. 6-2.la).
The SNR would be much improved if a vector T could be found which 
aligns closer with the direction of arrival of the wanted signal 
than the boresight constraint does (Pig. 6-2.lb). This vector
cannot be obtained from direct measurements at the feed ports because 
the presence of receiver noise and interference bias the measurements 
in an unknown manner. However, if a signal r (t) highly correlated 
with the wanted signal and uncorrelated with the interference could 
be obtained, then the vector formed as
T = 1 E rT X. (6.1)K i=l ^ ^
would be parallel to the wanted signal vector since
kT = 1 E r? (S. S + ji J + Ni)
k  1  1  -  -  -
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k k k1 E r ^ s . S  + 1 E r ^ j . J + I  E r ! ^ N i
k i=l ^ k~ i-=l ^ " k i=l ^ -
T = E rf s i=I  ^ ■ (6 .2 )
the last two terms are zero because of the reference signal r( t ) 
being only correlated with the wanted signal s(t)
We would like to determine if the beamformer output which contains 
mainly the wanted signal (although with a poor SNR) can be used as 
the reference signal r(t) to provide an accurate tracking vector T ,
i.e.
k1 E k i=l
(6.3)
The schematic arrangement of the new processor is given in Pig.
6-2.2. Note that the 2 weight computation boxes and the steering 
vector computation box are all implemented in software so that there 
is no increase in hardware complexity. There is however just over 
100% increase in the number of operations required. Whether this 
added computation load is justified depends on how significant the 
improvement obtained from this arrangement is.
Before proceeding, it should be remarked that the vector obtained 
through Es, 6.3 is at best an scaled version of the ideal steering 
vector S. The scaling factor is evident from Eq. 6.2. The question 
then arises: How is the Control Law given by Eq. 4.2 affected by 
arbitrary scaling of one or more of the constraints? For just one 
linear constraint, it is clear that a scaling factor affects neither 
the weight vector nor the' SINR. It was also determined through 
computer simulations that in the case of multiple constraints, the 
constraints may be individually scaled by arbitrary values and no 
change in the weight vector or the SINR occurs as long as the
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corresponding beamformer responses wanted (i.e. the elements of the 
vector d) are scaled by the same values. There is therefore no 
difficulty with using a scaled version of S rather than S itself.
Next, we need to determine what accuracy is required from the 
estimated vector T to obtain a SINR close to that obtained with the 
true vector 8. Some preliminary work showed that even small 
deviations from the true value in just one of the elements of the 
steering vector T is sufficient to reduce the SINR considerably. 
Fortunately, it was also found that the use of the variable weight 
norm constraint helps to reduce the performance sensitivity to this 
type of errors. Results that demonstrate these statements are given 
in Table 6.1.
Some tests were next carried out to determine what type of Control 
Law is more suitable for estimating the steering vector. Using the 
Multiple Linearly Constrained Control Law (Eq. 4.2) it was found that 
as long as the wanted signal aligns perfectly with one of the 
constraints, and there is therefore a high beamformer output SINR, a 
good estimate of the steering vector is obtained (Table 6.2). In 
Table 6.2, the steering vector T is not printed out but instead the 
SINR obtained when T is used is shown. Presentation of the results 
in this way is more meaningful since small deviations in T can give 
low SINR values and the performance also depends on other parameters 
of the Control Law.
If the signal were to come exactly from the direction of the original 
steering vectors however, there would be no need for an estimate in 
the first place. Therefore, cases where the wanted signal was 
misaligned were considered.
Not surprisingly, as the output SINR becomes poorer (due to increase 
in the norm of the weight vector and partial rejection of the wanted 
signal) the estimate becomes less accurate. Under these conditions, 
when T is used instead of the original pointing vector, only a slight 
improvement in performance is obtained. When the T vector is 
combined with the variable weight norm constraint however, results 
close to the ideal are obtained. It should be noted that the results 
are also better than those obtained with the variable weight norm
151
constraint plus the bores ignt zeroth and first order (in ^ and y ) 
linear constraints which is the best alternative as shown in previous 
chapters. All these results are shown in Table 6.2.
From this work it was therefore concluded that a good output SINR is 
required and that the variable weight norm constraint should also be 
included to reduce sensitivity to errors in the estimates. For these 
reasons the Control Law chosen for the weight computation box 2 has 
as constraints the variable weight norm constraint and the boresight 
zeroth and first order (with respect to the space coordinates ju and 
y) linear constraints. The output of this processor is then used to 
estimate the steering vector T in box 3. The weight computation 
box 1 has as Control Law the variable weight norm constraint plus 
this steering vector as the only linear constraint.
Computer simulations were then carried out. The purpose of these was 
to determine if the new processor improves performance sufficiently 
over that obtained with the variable norm constraints plus the 
boresight constraints to justify its use.
The results are shown in Table 6.3. for pactically all the cases 
considered, the SINR was improved by the use of the estimated vector. 
In particular, when only the wanted signal was present the 
improvement was in most cases substantial. The improvement obtained 
is however at the e^qpense of either an increase on the computation 
load or parallel processing in hardware.
The above results were obtained assuming the Covariance Matrix was 
given as in Chapter 3 and Chapter 4. To parallel Chapter 5 various 
cases where the Covariance Matrix is estimated from the received data 
were considered. These are presented below.
1. Wanted signal only (SNR = 40db ).
Thanks to the variable norm constraint, the performance of the system 
with the boresight constraint is near optimal for steering errors 
as
large as .
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The use of the vector T therefore does not provide any additional 
improvement. The improvement obtained is however evident for larger 
errors, as illustrated in Pig. 6-2.3 for an error of 0.5 BW. An 
output signal with a small SNR can give adequate performance. (Fig. 
6-2.4). When the wanted signal is 0.66BW away, it is totally rejected 
and the steering vector also becomes zero. This behaviour is 
consistent with radar applications since it is not desirable a signal 
should produce an output when it is outside the 3db beamwidth.
2. The wanted signal in the presence of interference.
The use of the vector T also improves performance under these 
conditions as illustrated in Fig. 6-2.5 for typical cases.
A comparison betweem the exact steering vector and the estimated one 
is shown in Pig. 6-2.6 for different output SNR.
Results of the antenna performance while scanning are shown in Figs. 
6-2.7 and 6-2.8. The Control Laws under Multiple Linear Equality and 
Multiple Linear Inequality Upper and Lower Bound Constraints are 
compared.
Two signals are present separated by 1 beamwidth, and 2/3 of a 
beamwidth respectively, ( ~ 1.5° in this case). The strength of the 
signals are 10 db and 40 db over noise level respectively. They are 
both in the same plane («|>=0o). The radiation pattern was fixed at 
three points in this same plane at 0°, ±0.5° for the off-boresight 
constraints, the response was allowed to depart from its fixed value 
by no more than ± 0.05 times its value. For the boresight
constraint, the response was allowed to vary only downwards i.e. by 
-0.05 times its value.
Several points can be noted from these results:
— The areas under the curves are larger for the inequality 
constraints than for the equality constraints.
- The equality constraint solution lets significant amounts of 
interference energy through at many scan angles so that false targets 
might be detected.
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- In contrast, the solution achieved with the inequality constraint 
does not let interference power through except when it is in the main 
beam (within the constraints). No false targets would therefore 
appear.
- The angle target estimation would be in error (in Fig. 5-2.6 case) 
by approximately 1/3 BW.
- One can increase the resolution by bringing the constraints closer 
together. The number of returned echoes received from each source 
reduces accordingly.
In the case of rotating antennas the transient response is obviously 
of great importance. To account for the movement of the antenna it 
is usual to either reinitialise the algorithms of Chapter 5 every 
say 0.1° in azimuth or add exponential weighting to the data 
collected so that new data is given more importance than old one. 
This last technique may make the algorithm unstable for even moderate 
weighting. Reinitialisation on the other hand gives rise to
transients.
Considerable reduction in the transients can be obtained for the 
architecture of Fig. 5-3.2 , if instead of using the constant vector
Wf - C (CH C)“^d (6.4)
\
it is replaced by
Wf = previous W opt
and the auxiliary weight vector is set to zero. In this case not 
only the weight vector Wf satisfies the main beam constraints but it 
also provides nulls close to the new relative direction of the 
interference which need only slight correction to ccanpensate for the 
rotation.
6.3 Performance under correlated interference
For low angle tracking, the main source of interference are the 
multipath returns from an object. Since these returns arise from the 
same source they are highly correlated with each other and with the 
direct path. It is well known that a conventional adaptive array
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fails to recover the signal in the presence of correlated 
interference. Since the various paths are of different lengths, Du 
Fort (1981) managed to decorrelate these signals by frequency hopping 
in a random manner from pulse to pulse and averaging over many 
returns. To make the path lengths as different as possible so that 
decorrelation is accomplished, a minimum height is required for the 
antenna.
This sch erne is useful for two way signals such as radar returns. 
However, correlated interference generated from other than the 
antenna's own transmitter may not be fully decorrelated. It is 
therefore important to assess alternative methods for use with NBAs.
A computer program was written to implement Widrow's 'spatial dither' 
technique. The whole array is rotated by a random tj> value at every 
sample. The results obtained with this implementation were identical 
to those obtained with no 'spatial dither'. Therefore, when applied 
to MBA of the type considered here, this technique does not seem to 
provide the solution to the signal cancellation problem. This is 
due to the fact the motion gives amplitude rather than phase 
modulation to the interference in the auxiliary feeds while, due to 
rotational symmetry, there is no change on the interference as it 
appears on the central feed.
Next section considers a different way of facing this problem.
6.4 Application of the Constant Modulus algorithm in the
space-domain
Recently, a new algorithm for adaptive frequency (FIR) filtering has 
been introduced by Treichler and Agee ( 1983 ). This algorithm is 
analogous to the IMS algorithm but deals with a performance measure 
distinct from the usual quadratic measures (e.g. Mean-Squared Error, 
Power ). In this case the cost function is used to reduce as much as 
possible deviations from a constant envelope and therefore is useful 
for Equalization and Interference Suppression problems in which the 
wanted signal has a constant envelope (angle modulation) as is the 
case with most radar waveforms. Since multipath gives rise to
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variations on the envelope of the wanted signal, this technique can 
also be used for multipath cancellation. A similar scheme was 
suggested by Hodgart, S.M. (1986).
In the frequency domain as used by Ferrara ( 1985 ) for interference 
suppression, it requires that the signals occupy different spectral 
regions. The object of this section is to determine if the same 
algorithm can be used in the space domain to cancel interference by 
virtue of the spatial rather than frequency separation.
We are seeking in particular cancellation of multipath returns. 
Since we are not attempting power minimisation, multipath should not 
give rise to wanted signal cancellation.
The main disadvantage of this algorithm is the need to know 
('a-priori' or if possible, by measurements) the absolute level of 
the wanted signal envelope. This knowledge however, should permit 
the cancellation of interferers which may also have constant envelope 
but of different absolute level. Another important disadvantage is 
that since the performance measure is nonquadratic the algorithm may 
converge to a local minimum.
In its most general form, the Performance Measure is
j =pq I ly^ l + A ^ h  (6.5)
where overbar denotes average, p and q are positive integers and A>0. 
The special case with p=2 and q*=2 is used here.
To minimise Jpq a steepest descent algorithm is used but with the 
gradient substituted by an instantaneous estimate of the gradient as 
for the LMS algorithm.
We have therefore.
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To avoid scaling of the interférer envelope, Ferrara (1985) had the 
center weight of the FIR filter constrained to unity, also the 
weights were made symmetric about the centre. As implemented in this 
section, the weight corresponding to the reference feed is kept fixed 
at unity. This is achieved simply by dividing all the elements of the 
weight vector by the reference feed weight value after each 
iteration. No other constraints are imposed.
To determine the performance of this performance measure in the 
context of MBAs and for spatial filtering rather than frequency 
filtering, a computer simulation was carried out on the same antenna 
models. These are presented below:
Pig. 6-4.1 demonstrates how this algorithm controls the envelope of a 
received signal. In (a) the envelope was set to 1.8 units while in 
(b) to 5.0 units. After some transient state which depends on the 
value of the parameter ju. and the power of the signal, these envelope 
values are achieved.
Pig. 6-4.2a demonstrates cancellation of an interference while 
retaining the wanted signal at a constant envelope. Since the 
interference is also a constant envelope signal, a plot of each of 
them is also given in the figure (Pig. 6-4.2b) to check that it is 
the wanted signal (2.3Khz) the acquired one and not the interference 
(3.3Khz). All relevant data is given in the figure.
Through these simulations it was found that some amplitude modulation 
of the wanted signal may occur. This modulation is a function of the 
parameter ju. as illustrated in Pig. 6-4.3. By keeping jit small the 
modulation can be removed to a great extent. Of course, small values 
of ju. slow the convergence rate.
The whole purpose of studying this algorithm is to determine if it 
can solve the very troublesome problem of correlated interference. In 
Pig. 6-4.4 two signals at the same frequency (3.3Khz) are present one 
in the main beam near boresight (0^0.6°) and the other on the first 
sidelobe. While the standard power minimisation performance measure, 
implemented through the LMS algorithm, cancels both signals, the 
performance measure of Eq. 6.5 has no problem in maintaining a 
constant envelope signal.
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Although this and similar results demonstrate that wanted signal 
cancellation can be avoided if the constant modulus performance 
measure is used, much more work is required to determine how good 
the interference cancellation performance of this algorithm is. The 
possible limitations must also be assessed.
6.5 Conclusions
This chapter has considered further improvements that can be made on 
a Multiple Beam Adaptive Antenna (MBAA). It was determined that the 
beamformer output can be used to obtain a steering vector that j
aligns closer with the wanted signal that a fixed vector does. The !
improvement obtained makes worthwhile the increase in complexity !
introduced. The MBAA system can operate therefore with the variable !
weight norm constraint and the variable steering vector introduced in •
this chapter. i
Interference perfectly correlated with the wanted signal gives rise 
to total failure of conventional adaptive antenna systems. in an 
attempt to solve this difficult situation, which may occur in radar 
applications such as Low-Angle Tracking, a performance measure used 
in frequency-domain applications was studied through computer 
simulations. This performance measure minimises any deviations 
arising from multipath or interference on the envelope of angle 
modulate signals. It was demonstrated that signal cancellation in 
the presence of correlated interference does not occur. Uncorrelated 
interference can also be rejected. In the context of MBA and spatial 
filtering, much more work is required to determine in detail the 
performance and possible limitations of this Control Law.
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SINR (dB)
Exact Exact with Error Exact with Error plus Variable Norm
Case 1 19.93 15.89 19.86Case 2 19.93 15. 15 19.85Case 3 19.93 16.92 19.88Case 4 19.93 16.90 19.89Case 5 19.93 -0. 10 17.85
Table 6.1S ensitivity of Steering vector to small errors and Robustness due to Variable Weight Norm Constraint
The Exact Steering Vector is:0.983972 0.004486 - 0 .0 6 2 9 6 4  0.0044860.004486 - 0 .062964 0 .004486 -0.062964 -0.062964
Case 1: The Exact Steering Vector has been truncated to2 decimal digits .Case 2: The First Element has been change to 0.883972Case 3: The Third Element has been changed to -0.072964Case 4; The Third and Fourth Elements have been changed to-0.072964 and 0.003486 respectively.Case 5: The Second Element has been changed to 0.104486 In all cases SNR=20 dB.
159
SINR (dB)
Exact Estimated Estimated plus Variable Norm
Case 1 19.93 19.35 19.92Case 2 18.43 18.07 18.28Case 3 19.89 3.29 18.62Case 4 18.06 8.09 13.91
Table 6.2Performance of Estimated Vector without and with Variable Weight Norm Constraint.
Case 1: Wanted Signal Incident Exactly from Boresight No Interference present.Case 2: Wanted Signal Incident Exactly from Boresight Interference at-e-=1.05^ ç6 =0° INR=40 dB Case 3: Wanted Signal Misaligned to -e-=0.1° 0 = 0 ®No Interference present.Case 4: Wanted Signal m i saligned to -e-=0. r  0 ^=0°  Interference a t - e - =1.05® 0 = 0 ®  INR=40 dB In all cases SNR=20 dB.
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Arrangement 1 Arrangement 2
SINR (db) IWI^ SINR (db) IWI^
Case 1 15.69 1.806 19.27 0.946
Case 2 27.05 1.687 29.70 0.964
Case 3 14.82 2. 127 15.58 1.928
Case 4 14.01 2.572 14.75 2.301
Case 5 14.90 22.340 18.88 9.290
Table 6.3Performance comparison between Variable Norm Constraint plus Estimated Vector Arrangement and Variable Norm Constraint with Boresight Zeroth and First Order Linear Constraints Arrangement
SNR=30 dB SNR=20 dB
SNR=20 dB
No I n t e r f . No Interf. Interf . at
Arrangement 1: Variable Weight Norm Constraint with Boresight Zeroth and First Order Linear Constraints. Arrangement 2: Variable Weight Norm Constraint Plus Estimated Steering Vector.Case 1: Wanted Signal at-e-=0.4° 0 = 0 °  SNR=20 dB Case 2: Wanted Signal at-G-=0.2 5 ° 0  =0°Case 3; Wanted Signal at-©-=0.4° 0 = 0 °-©-=1.05° 0  =0° INR=40 dB Case 4; Wanted Signal at-0-*O.4° 0=0^^Interf. at -©-=1.05° 0^=0° INR=40dB.Interf. at -©- = 1.45° 0 = 0 °  INR=40dB.Case 5; Wanted Signal at*©-=0.25° 0 = 0 °  SNR=30 dB Interf. at -©-=1. 05° 0  =0° INR=40dB.Interf. at -©-=2 . 45° 0 = 9 0 °  INR=40dB.Interf. at -©=2 . 45° 0  = 180 ° INR=40dB .
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Fig 6-2.1: Performance degradation when wanted signal is misaligned. Interference present at -G-^2.5? 0 = 9 0 9(a) Misaligned (b) Steering vector pointing exactly atwanted sional
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Fig 6-2.3: Improvment obtained with estimated steeringvector T. (a) Constraint on boresight (b) Constraint as estimated by T.
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Fig 6-2.4: Improvment obtained with estimated steering vector T. (a) Constraint on boresight (b) Constraint as estimated by T.
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Fig 6-2.5.: Improvment obtained with estimated steering vector T, in the presence of 3 interferers
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Comparison between exact steering vector and T Case 1 -O-=0° 0=0^ Case 2 -©-=0.45° 0 = 0 °Case 3 -e-=0.3® 0^=45° Case 4 -©-=0.3° 0 = 0 °
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Fig 6-2.6: Comparison between the exact steering vector and estimated one. Interférer at-0-=2.5° (6=0°.Sional at 0 = 0 .  3"^  (6=0° . SNR=40dB. INR=60db
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7. EXPERIMENTAL ADAPTIVE ARRAY
7.1 Introduction
This chapter describes, ah experimental array built to demonstrate 
adaptive nulling. The system built is a digital-analogue 
implementation where all data processing is carried out digitally but 
the beamformer is implemented in analogue form. This type of 
implementation requires a complete coherent receiver per antenna 
element plus one more for the beamformer output and is therefore 
quite complex to build. It was nonetheless chosen because it allows 
easy change of algorithm parameters for experimental purposes. It 
also provides the flexibility needed to test practically any adaptive 
algorithm. The beamformer was kept analogue to avoid slowing down 
the adaptive processor, reducing the bandwidth and to permit direct 
radiation pattern measurements.
Another important feature of this implementation is its closed loop 
nature which minimises performance dependence in component 
tolerances, mismatches between channels, nonlinearities in the 
weights control voltages, etc.
The RP frequency is 950 Mhz, the IP frequency is 7QMha, the baseband 
frequency is 1 khz and the cpu is a 16-bit machine with a 
mathematical unit that implements floating point arithmetic in 
hardware.
Section 7.2 describes the major hardware components. Section 7.3 
presents the basic algorithm used while Section 7.4 presents the 
experimental results obtained. Pinally, Section 7.5 presents the 
conclusions.
7.2 Description of the hardware
The system divides naturally in the following parts (Pig. 7.1)
1. The antenna array
2. The front end
3. The beamformer
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4. The Data acquisition unit
5. The Processing unit
6. The Local Oscillators.
7.2.1 The antenna array
The array consists of 4 elements spaced 1/2 of the RP wavelength 
apart and radiating against a ground plane as shown in Fig. 7.2. This 
number of elements was chosen as a compromise between complexity and 
degrees of freedom available for nulling. Each element is a 1/2 
wavelength long dipole matched to 500 by means of a balun arrangement 
as shown in Pig. 7.2. The large ground plane facilitates range
measurements because all the energy is concentrated in one 
hemisphere. The ground plane also serves to shield the box 
containing all the electronics which is mounted in the turntable 
together with the antenna array. The electronic box is a 6U subrack 
unit to suit standard Eurocard printed circuit boards.
A typical radiation pattern of the basic array is shown in Pig, 7.3. 
The signals induced at the dipoles are carried into the electronic 
box by semirigid 500 'Sealflex-2' microwave cables.
7.2.2 The front end
The purpose of the front end is twofold : To establish the SNR prior 
to any amplitude and phase adjustment of the induced signals and to 
downconvert the 950 MHz signals to an intermmediate frequency where 
beamforming can be carried out without the need for expensive 
electronics. In the present case the front end also serves as the 
first down conversion stage of the data acquisition unit. The 
intermediate frequency chosen was 70 MHz. The advantage of this 
frequency is that a large number of electronic components and designs 
are available which have been optimised to operate at this frequency. 
This frequency is also high enough to permit direct radiation pattern 
measurements with standard antenna receivers such as the Microtel 
1200 series available at ERA.
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The front end involves amplification, mixing and filtering. 
Amplification is provided by 500 broadband cascadable amplifiers. PC 
mounted AVANTEK devices were used throughout (Pig. 7.4). Mixing is 
provided by the MCL SRA-11 device which is a doubly balanced diode 
mixer. This type of mixer was chosen because it simplifies circuit 
construction ^  it does not require dc supply and is a 500 unit
ready for printed circuit mounting. The main disadvantage being the 
high conversion loss (6.Sdb typically) and the requirement for large 
local oscillator power (>4dbm). For best performance the device is 
matched at both the sum and difference frequencies by means of a 
diplexer (made out of discrete components) which diverts the sum 
frequency into a 500 load. All these components are soldered to 
double-side fiberglass pc boards with 500 wide tracks joining them.
The amplifiers and the mixer are all broadband devices. To provide 
selectivity a helical filter was used per channel . This type of 
filter was chosen because at 70 MHz it is difficult to provide high 
selectivity with any other type of filter except perhaps for active 
filters which are more complicated to build. The design is based on 
Zverev (197 0) design rules. An outline of the filter design and the 
filter parameters is given in Pig. 7.5. The return loss and
insertion loss of one of the constructed! filters is shown in Pig. 
7.6.
Prior to feeding the output of each front end into the beamformer, a 
sample is taken by means of printed circuit lOdb couplers (MCL 
TDC-10-1). These outputs are used, after further conversion, to 
provide the digital data required for the adaptive algorithm as 
explained below.
7.2.3 The Beeumformer
To obtain full radiation pattern control, the beamformer must be able 
to adjust the phase of the received signals over 360° and the 
amplitude over as large a dynamic range as possible. To avoid the 
use of phase shifters, the arrangement shown in Pig. 7.7 was used 
where each of the four front end outputs is split into in-phase and
iThe 4 filters were constructed by the University of Surrey student Richard Simpson, as part of his Industrial Year training.
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quadrature channels with a diode mixer unit (MCL PAS-3) providing 
attenuation as well as sign reversal at each channel. All the 
in-phase channels are then combined together by means of a summing 
amplifier made up of discrete components. The quadrature channels are 
similarly combined and the resulting two outputs combined again by 
means of a pc hybrid (MCLPSC-2-1).
To provide the feedback necessary to realise a closed loop system the
output of this hybrid is split again. One of the two outputs is
taken as the overall beamformer output ( at 70 MMz ). When taking 
radiation patterns this output is fed directly into the conventional 
antenna range receiver. The other beam-former output is further 
down-converted emd fed back into the digital processor as explained 
below.
The key component of the beamformer is the unit that provides 
amplitude control and sign reversal. The implementation used is
shown in Pig. 7.8. The amount of dc current through the diodes 
determines the attenuation according to Pig. 7.9 and the polarity of I
this current determines which pair of diodes conducts and therefore i
iwhether the output is in phase or 180° out of phase with the input. '
Initially the PAS-3 package alone was to be used. It turned out ;
however that its match is extremely bad for most attenuation values. ;
The addition of the transistor input and output solves this problem.
The common collector input buffer stage with its high input impedance 
provides a good input match if a 500 resistor is connected as shown.
The common base output stage provides high output source impedance in 
order to facilitate active summing.
Each control voltage is provided by a D/A converter. The device 
chosen (Analog Devices AD567) incorporates two buffers so that the 
weight values that make up the new weight vector can be set 
simultaneously. These buffers also facilitate interface to the 
adaptive digital processor.
The control current VS attenuation value curve is very nonlinear.
Although linearizer circuits could have been used, to reduce 
complexity these were dispensed with and instead full use is made of 
the 12 bits that the D/A provides. A digital calibration curve was 
incorporated into the system but it turned out that the closed loop
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nature of the system made this calibration unnecessary. Had the 
system been open-loop, null depth would have degraded considerably 
due to errors in the calibration curve and any mismatches between the 
beamformer channels and the data acquisition channels.
7.2.4 The Data acquisition unit
To control the beamformer adaptively, information about the external 
environment must be fed continuously into the adaptive processor. For 
this purpose each of the front end outputs needs be digitised. These 
outputs are at 70 MHz, a frequency too high for digitizing. Further 
down conversion to 1 KHz was therefore carried out at each channel. 
To obtain unambiguous phase information, in-phase and quadrature 
channels were again required. These were obtained in the manner 
shown in Fig. 7.10. Each front end output is split in two and mixed 
down with local oscillator signals in quadrature. After the diplexer 
needed to match the sum and difference frequencies, amplification and 
low-pass filtering was provided by Operational amplifiers arranged as 
active filters. A similar down conversion to IKHz was carried out 
for the beamformer spare output. At this point there are 10 outputs 
with in-phase and quadrature replicas of the antenna signals as well 
as the beamformer output all with their relative phases preserved.
Sampling of these 10 channels must be carried out simultaneously to 
preserve the phase information. The way chosen to achieve 
simultaneous sampling is also illustrated in Fig. 7.10. 10
Track-and-Hold amplifiers (Analog Devices AD-582) are triggered by 
the same command to hold the received waveforms, a counter then 
generates a sequence in which each of the held voltages is digitised 
in turn by an Analog Devices A/D Converter via a multiplexer. Once a 
complete complex vector sample and a complex sample of the beamformer 
output are obtained, all T & H amplifiers go into tracking mode and 
the processor feeds the new data into the adaptive algorithm. Both, 
the Track-and-Hold Amplifiers as well as the A/D Converter permit 
12-bit resolution.
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7.2.5 The adaptive processor
As the adaptive processor, a microprocessor board already available 
at ERA was used. This board consists of aa Intel 8086^p with an 
Intel 8087 mathematical unit plus all the auxiliary components 
required to make a complete microcomputer. The adaptive algorithm, 
the input and output interface and the control sequences were written 
in a high level language (PASCAL) and then a Development System was 
used to convert this source into machine code which was subsequently 
used to programme the microprocessor board EPROMs. A Logic Analyser 
was used to check the validity of the program.
7.2.6 Local Oscillators
To preserve the phase information a common Local Oscillator is used 
with each down conversion stage. Pig. 7.11 illustrates the first 
local oscillator, which operates at 1020 MHz. To obtain this 
frequency several stages were needed as illustrated in the figure. 
The actual oscillator source gives out a 510 MHz signal, this was 
then doubled by means of an PK-5 Minicircuits frequency doubler and 
filtered out by a microstrip filter made in the laboratory following 
the design given in Shuch (1978 ). Finally to obtain sufficient output 
power to drive the 4 mixers, a 500 cascadable amplifier was used.
A printed circuit board of the basic oscillator source used was 
obtained from the RSGB Microwave Committee. The only changes made 
involved the crystal used which for this application is a 7th 
overtone at 170 MHz and the trimmer capacitors to permit tunning at 
this higher frequency. This Oscillator is described in Jessop (1983) 
p. 9.5 and consists of a Butler Crystal Oscillator stage which 
directly gives the 3rd harmonic (510 MHz) without the need for extra 
stages.
The second Local Oscillator is a modified version of a design given 
by Jessop p.4.48, Pig. 122.1 This oscillator provided the +17 dbm 
required to drive the 10 mixers as well to overcome the loss in the 
power dividers.
iThis oscillator was constructed by University of Surrey student Richard 
Simpson as part of his Industrial Year Training,
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The oscillating frequency is 70 Mhz.
7.3 Adaptive algorithm
A simple algorithm was implemented experimentally. in the basic 
implementation used here, it can produce adaptive nulls but cannot 
create an adaptive directional beam i‘n pre-established directions. In 
an operational system this algorithm will only be useful if the 
assumption of a weak desired signal in the presence of strong 
interference were to hold.
The algorithm is the well known LMS algorithm. Given an initial 
weight value, the quiescent weight vector in this case, any other 
value is obtained from the recursion formula
rw(i ) « rw( i-l)- )x[rx( i)*ry( i)+ix(i)*iy(i)] 
iw(i) = iw(i'i)- jLt[ix(i)*ry( i)-ix( i)*iy( i)] 
where rx( i) denotes the present in-phase sample of the received 
signal at the i-th antenna element, ry(i) the present in-phase sample 
of the beamformer output, ix(i) and iy(i) the respective 
in-quadrature present samples and rw(i) and iw(i) the corresponding 
weight values.
This algorithm is imbedded into a computer program with the flow 
chart shown in Pig. 7.12. After turn on the sequence isi
1. Set all T & H amplifiers to track
2. Assign the quiescent weight value
3. Output this value into the beamformer 
In normal operation, route A is taken:
4. Take an input vector sample and beamformer output sample.
5. Compute weights according to the recursion equations given above.
6. Output the new value into the beamformer.
7. Go back to Step 4.
The use of the two switches shown in this figure is explained in the
following section.
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7.4 Es^rimental résulta
The construction of the system does not allow for direct interface 
between the system and the operator. 2U.1 changes are made by erasing 
the existing program in the EPROMs and reprogramming these with new 
software. This is due to the unavailability of the Development 
System at this stage.
A push-button switch (No.1) is available to reset the program and a 
toggle switch (No.2) is also available.
The combination of these two switches permit three modes of 
operation. The first mode allows a quiescent radiation pattern to be 
taken. For this case switch No.2 is in position B and swithch No.l 
is pressed to reset. The second mode allows for a continuously 
adapting pattern to be taken, this mode is obtained with switch No.2 
in position A and switch No.l pressed to reset. In the final mode 
the system is allowed to adapt and then the weight values are frozen 
simply by switching switch No.2 from A to B.
The experimental results are given below in terms of radiation 
patterns. All the radiation pattern figures show two patterns. One 
of them is the quiescent pattern a nearly omnidirectional pattern
typical of a communication system. This is obtained simply by
producing no attenuation in the in-phase channel of one of the 
antenna elements and full attenuation in all the other channels. 
Obviously this pattern does not provide any protection against 
cochannel interference. The second pattern shown is the pattern 
after adaptation with the weight values frozen. It shows a deep null 
in the direction of the interference. For the purpose of these 
experiments,to cancel a signal from a given arbitrary direction, the 
array is rotated in azimuth to this direction while the transmitter 
remains fixed. The second mode of operation is then activated and
after a short while the weights are frozen. A radiation pattern is
then taken with a null appearing in the direction of arrival 
previously set.
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Pig. 7.13 shows cancellation of a signal arriving from boresight. 
Fig. 7.14 shows cancellation of a signal coming close to endfire. For 
Fig. 7.15 only two elements were used at an interelement spacing of
1.5 wavelengths the pattern illustrates the grating nulls that this 
spacing gives rise to.
Pig. 7.16 shows a pattern taken with a transition from quiescent to 
adoptive pattern. Pig. 7.17 shows a pattern taken with the weights 
continuously changing to track the interference. The rotation rate 
is one revolution per minute.
7.5 Conclusions
This chapter has described an experimental array built to demonstrate 
adaptive nulling. The Control Law applied consists of minimising the 
total power received subject to the constraint the weight value of 
one array element remains fixed at unity at all times. The LMS 
algorithm was used to implement this Control Law.
Adaptive nulling was obtained without difficulty.
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8. Summary and Conclusions
The purpose of this work has been to clarify and demonstrate the 
potential of Multiple Beam Antennas (MBA) to provide large apertures 
with adaptive control, MBA are a cost-effective alternative to 
phased arrays and sidelobe cancellers. The assessment involved the 
antenna's main beam nulling performance, its behaviour under sidelobe 
interference, the effect adaptivity has on performance under ordinary 
conditions (i.e no interference), design guidelines, and a range of 
algorithms consistent with the constraints required and the dynamics 
of the system (rotating antennas, intentional interference, 
multipath ).
To determine the basic interference cancellation capabilities of this 
type of antennas. Chapter 3 assumed the wanted signal was either not 
present or its direction of arrival (DOA) coincided exactly with the 
antenna boresight. In this case, the full interference rejection 
capabilities of the antenna could be assessed. Two types of antenna 
models were used in this assessment.
First, an ideal model with constituent beams represented by real 
functions of the type
p+1 I i/^(pt - ^ i)^  + (v - vi)‘
p+1
The value of p allows for different tapered illuminations to 
determine the effect of changes on the beamwidth, sidelobe levels and 
gain of the constituent beams. The parameters p.±, vi in turn allow 
for different beam locations and therefore beam crossovers. Thus, 
performance dependence on all these parameters can be evaluated.
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The other antenna model used obtains the constituent beams through an 
approximate expression for the far-field which takes into account the 
distortion effects on the pattern due to feed displacement. For this 
model the beams are complex functions so that full amplitude and 
phase control is necessary.
An optimisation routine was used to determine worst case interference 
location with the object of guaranteeing a minimum SINR for a given 
design. Worst case performance turn out to be too poor and at the 
same time too localised to merit its use as a design guideline. Since 
the antenna performance quickly recovers away from these locations a 
design based on worst case conditions would be over pessimistic.
The main limitation of these antennas for interference rejection was 
found to be the localised nature of the constituent beams which cover 
different areas of the Field of View so that for the same number of 
interferers, the SINK varies over a considerable range depending on 
the location of the interferers.
Little loss of SINR occurs whenever the interference is evenly 
distributed over the field of view, even for main beam interference, 
especially if these align with the auxiliary beams. Worst case 
occurs when the interferers are aligned on <J>, in groups of two 
closely spaced signals, with the groups at opposite sides of the main 
beam. Sidelobe interference far enough to be below noise level at the 
reference port, can become troublesome for distributions where the 
antenna is attempting to null other interference in or close to the 
main beam. Beam crossover levels should be as high as possible since 
they determine the magnitude of the weight vector when rejecting main 
beam interference.
Comparison of several reference beam/auxiliary beams combinations 
showed that best performance is obtained when all beams are of the 
meucimum directivity type and not as usually suggested in the 
technical literature when the reference beam is a low sidelobe 
pattern.
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The more accurate model was then studied to determine if the use of 
the idealised model which is highly symmetrical and has only 
real-valued beams gave results not likely to occur in practice. No 
significant change on performance was obtained with this model.
In practical situations either, the DoA is not known with sufficient 
accuracy or as for radars, the full 3-db beamwidth is used to recover 
the target energy. In this case a robust main beam under adaptive 
control is required. Chapter 4 investigated several options often 
used with low gain elements to control the main beam; multiple 
equality linear weight constraints, including derivative constraints, 
and 'soft' norm constraints implemented by augmenting the diagonal 
elements of the covariance matrix by a positive constant a. These 
did not prove satisfactory unless a large number of constraints were 
used which is not practical with the limited number of degrees of 
freedom available. A better alternative was found. This consists of 
making the parameter a a function of the present weight norm value 
as well as the signal environment. Once this value is found, the 
covariance matrix is augmented by it and a new optimal solution is 
obtained which has a reduced norm. If this cycle is repeated several 
times the norm tends to a fixed value. Only one cycle may be used 
to obtain faster results. With this variable norm constraint the 
wanted signal is never rejected when it is the only signal present 
and appears anywhere on the 3 db beamwidth. When interference is 
present, the norm constraint has little influence unless large weight 
values are required to reject the interference.
The use of inequality upper and lower bound constraints to improve 
interference cancellation when multiple constraints are used, was 
shown to be useful when the array is under maximum stress. 
Evans-Ahmed adaptive processor which can combine multiple linear 
equality or inequality constraints with a fixed norm constraint was 
also investigated. The results were also very satisfactory although 
the use of this processor requires a more con^lex algorithm if fast 
convergence is required. The variable norm contrast in contrast 
requires a simpler algorithm.
Once the steady-state performance of the antenna was shown to be, at 
least in principle, good; Chapter 5 considered ways of obtaining this 
optimal solution adaptively, i.e. in real time with no 'a-priori'
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information about the signal environment, based on measurements taken 
at the feed ports and the beamformer output. Since the main 
application in mind involves rotating antenna systems and the 
interference is expected to be intentional, efficient and flexible 
algorithm are essential. Square root factorization has always been 
recognised as a very efficient, in terms of the number of 
computations, and numerically stable way of solving problems 
involving hermitian positive definite matrices. Chapter 5 therefore 
extended the unconstrained Inverse Matrix Square Root (IMSR) 
algorithm of Bierman to allow for multiple constraints. By relating 
the noise canceller configuration used in Chapter 3 to the more 
general array processor structure of C.W. Jim, this extension was 
accomplished. An algorithm that allows for the variable norm 
constraint introduced in Chapter 4 was also presented in Chapter 5.
All results were shown in terms of the wanted signal waveform to 
ensure no signal cancellation occurs. When the interference is of the 
same frequency although of different phase and amplitude, 
cancellation does occur. This is the case of the interference being 
correlated with the wanted signal. If the adaptive system is allowed 
to take only real values, then only partial cancellation occurs. The 
results demonstrated that although the algorithms are very fast when 
only interference is present, the presence of the wanted signal slows 
down convergence significantly. For this case it was also found that 
the value given to the parameter do determines whether suitable 
performance is obtained or not.
In an attempt to improve performance further. Chapter 6 investigated 
the use of a variable steering vector obtained by crosscorrelating 
the beamformer output with each of the antenna inputs. Even when the 
wanted signal is grossly misaligned, the variable constraint ensures 
that the wanted signal appears at the output with enough SNR to 
permit the generation of an accurate steering vector. One can then 
have a system that instead of having say 5 linear constraints relies 
on only 2, the variable weight norm constraint and a linearly 
constraint closely tracking the wanted signal. Performance as the 
antenna rotates in azimuth was also studied. For this case, instead 
of periodically reinitialising the weight vector or using exponential 
weighting as often suggested in the literature, a procedure was
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carried out in which the previous weight is used as the fixed part of 
the new weight vector. In this way nulls aligning closely with the 
interference exist at all times.
All the results so far described were obtained through computer 
simulations. The work could not be complete without experimental 
illustration of adaptive nulling. For this purpose a complete 
adaptive system wjas built. The description of the system and the 
antenna range results obtained were presented in Chapter 7. Although 
this work is concerned mainly with MBA, for simplicity and to reduce 
cost, low gain elements were used. The array consists of 4 dipoles 
radiating against a ground plane at 950 Mhz. The use of in-phase and 
quadrature channels per antenna permits amplitude and phase control 
without the need for phase shifters, by means of ring diode mixers 
with the IF port as the control port. The heart of the system is a 
16-bit microprocessor board (INTEL 8086/8087 processors) which 
implements in software the various algorithms. To obtain the data 
necessary to calculate the optimum weight vector each of the antenna 
channels is also down converted to a baseband frequency of IKhZ with 
the amplitude and phase preserved by using common local oscillators 
for down convertion. The various channels should not differ too much 
among, themselves but very close matching was not necessary. Apart 
from implementing the algorithm, the microprocessor controls the 
sampling and digitising sequence involving the control signal for 
Track and Hold amplifiers, an analogue multiplexer and an 
Analogue-to-Digital Converter. To preserve the phase information 
simultcineous sampling of all the channels was carried out. To obtain 
unambiguous phase information, each channel is split into in-phase 
and quodrature channels as for the beamformer. The algorithms 
interpret this data as the real and imaginary part of a complex 
vector of data. The microprocessor also periodically updates the 
beamformer weights through Digital-to-Analogue Converters that allow 
simultaneous loading. For maximum null depth and to avoid complex 
calibration sequences as well as linearises with the multipliers, the 
system is closed loop. The beamformer output is therefore sampled 
and digitised together with the input signals.
The results show nulls of over 33db depth for any direction of 
arrival over 180*. When only the 2 end elements are used, grating 
nulls are also evident
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APPENDIX 1 Proof of Eq. 2.3
The objective is to maximise the ratio
oc I T^ W 2
where a is an arbitrary constant and T an arbitrary vector, t) can also be 
written as
a ( T ^  )*(t\  ) a ^  ( T ^  ) W 
M W ^  M W
or
A W
n = -=---- (Al-2)^  M W
where
A - a T
The matrix A is a positive semidefinite Hermitian matrix, in fact a one
term dyad. M is the positive definite Hermitian Covariance matrix.
To find the maximum value of t) and the vector W that corresponds to it, 
one proceeds as follows : Differentiate r i with respect to each of the
variables Wj. and set the result equal to zero. Since each wi is in
general complex, one must differentiate n with respect to the real and 
imaginary parts of each wi :
^  . o and - 0 (Al-3)
X 1
for i = 1,2,...,N. Also
'^ i '^ i + jw^i
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W,
W W.
W.N
Equation (Al.3) is equivalent to
dr]awi = O and anaw.X
(Al-4)
for i “ 1,2,,..,N
The equivalence between (Al-4) and (Al-3) follows from:
*
an an
aWi
aw.
aw
- -  +  r an
aWi
aw. aw.X X
®a_ + £ naw. aw±
and
an _ an
aw. aw
aWi
i aw^
an ^ 1
* iaw. aw.
9naw.X
an
iaw.X
Inspection of these two equations implies that for Eq.(Al-3) to hold, 
equations (Al-4) must be satisfied.
Expanding Eq.(A-2) results in
n
C w , C Aik w-L k
E Mik w. (Al-6)
Prom this equation it is easy to differentiate n:
aw.X
I «k* \ i  k I «i* 11 “^ k ]  ' E w /  [E AUc w^j
E w /  [CMikw ^ j ] ^
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dr)
E Aik wLk
E w /  [E Mik w^] - E MLkwk k. E w *fE Aik w 1i (-k
E w / f E  Mik w, I i ^ ‘■k .
2dvr.
Making ■ and equal to zero Implies
i dvr.
E w Aki k ^
[ E M i k w J p k  “kik E w. "k] (ai-7)
and
E Aik vr. £ w. [E Mik W^J E Mik w. E W  i (E «k]
(Al-8 )
for i = 1 ,2 ,
These equations may be written in matrix form. For example Eq.(Al-8 ) is
A W  = n M w
where
(Al-9)
Ew. [EAlkWjJ 
E w /  [£ Mik w^]
Equation (Al-9) is an eigenvalue equation with eigenvalue n* Hence, the 
maximum value of n is the largest eigenvalue of (Al-9).
The eigenvalues of A - rj M are the roots of the Characteristic Equation 
det ( A - n M ) = 0
Since M is non-singular we can write
det (a m“  ^I - h = O
where I denotes a nxn identity matrix. Applying the following theorem —n
"If C and B are, respectively, mxn and nxm matrices, then
det (C B - X Im) = A*" det (B C - A In)
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Applying this theorem with
C = T
B = a ^
then
det (o M - ri in) « a” ^ det(a - h I^)
hence
A^ ^ det (a A  - ri I, ) = o
which implies that there are n-l zero eigenvalues and 1 non-zero 
eigenvalue,
with the corresponding eigenvector
W = a (Al-11)
as can be shown by substituting W in Eq.(Al-9).
With this value of W, the left hand side of Eq.(Al-9) becomes
2 H —1 a T T ( M T )
while the right hand side becomes
T) a T
but the optimum t) is given by Eq.(Al-lO), then
2 H -1 T}0( T — «Ttî — a T T  M T
hence both sides of Eq. (Al-9) are identical when t) is given by Eq.(Al-lO) 
and W by Eq.(Al-11).
T) = a M ^ T (Al-1 0 ) I
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APPENDIX 2 Proof of adaptive antennas properties.
A2.1 Expansion of the weight vector in terms of the incident signals. 
starting from Eq. Al-9
A W ^ r) M W (A2-1)
or
(A - T) M) W ^ O
assume W can be expanded in terms of the incident signals:
MW - E k. V. (A2-2)
- i»l ^ -1
where V_ is the desired signal vector and V , V V theJ^L —2 —3 —Minterfering signal vectors.
The objective is to find the k^. Substitute (A2-2) in (A2-1) then
lY  1 Ï  i “ -  1 (E  J iY  iY  i  « ) ]  Y i]  -  o
•"l Y i Yi“ [.E v j  -r, n[^E k. v j  -r, t^E V. v / [ ^ E  \  V.] -  oi=l i=l i=:2 i^l
after expanding the last term of this equation one obtains
“ r H 1 “ M M  f H 1.c, Y i Y i p i  Y i -n » .E k. V, -n  E k. E Yx Y x X  -  °1=1 1=1 1=1 k=2
(A2-3)
the 3 terms of this equation can also be written as 
“  f H 1 M M  r H  1
>^ 1 [YiTJ %  “ j:, E, =ki ’^ 1 h \ ]  \  \
and
M M M M
L n i=l
Nk. - E n N K  V - 
k-1 ^ ^
■ L  k=l Ei=l nNSki k.
M M
^k Yk (Yk" Yi) -
M M
T) E 
i=l
k E 
k«2 n Ei-l •‘i <^-®ki> ^k Ykk-1
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Eq.(A2-3) then becomes (the summation terms have also been interchanged)
M£k-1 'k ", ®ki \  'y /  Yi)1-1
M
£k-1
M
n £k=l
M HE (1 - 8^^) (V^ V. ) k^1=1
M M M k.1: =kiVYi"Yi)k=l i-1 V^'^klXY^Îi) ki1—1
hence for every k, 1 < k < M:
M
£i=l i [ A ]  -
for k=l
M
£i*=l (Yi® Yi) - ’T” 5 ^  lk ki - O (A2-4)
or
M
%i Yi'' Yi - n + E Yi® V, k.1 1=2 - -  O (A2-4b)
for k?il
M
£i-1 k. - o 1
or
M
£i-1 h  \ i  + [Yk" Yi] ki -  O
(A2-5)
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Eqs. A2-4b of A2-5 in matrix notation:
Ya“ Yi
Y:Yi
Yx"Yi
Yi“ Y2
Yz" Ya + J-
Yi" y„
Yz" Ym
Ym * ^  J,M
K 01
k O2
k •M o
One of the kjL must be set to an arbitrary value to make the system 
unique. Let k% = -1 , then (A2-5) in matrix notation is
Yz" Ya + J- Yz" y«
Y^Yz Ym" Y„+ I M "S.
Yz" Yi 
Yz” Yi
Y„"Yi
(A2-6)
The weight vector may then be written as
M
W = -V., + £ k. V.i=Z ^ ( A2-7)
also, from Eq.(A2-4b) with ki = -1
n W  Y iN
M
1 ~ Ei-2
(Yi^ Yi> (A2-8)
The maximum T) occurs when there is no interference or it falls in 
naturally occuring nulls of the reference radiation pattern. In this 
case
%niax N
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A normalised SINR y may then be defined as
\iax ' -i s
A2.2 Expressions for the Adapted Radiation Pattern
The Radiation Pattern in any arbitrary direction e is
g (e)  = VH (6 ) W
using Eq, (A2-7)
g ( G ) -V»( 0 )
H M Hg(0 ) = V"(0 ) V - E K, V (0 ) V
-1 i_2 " -"I (A2-9)
The term
V® (S) Yi
may be interpreted as the Radiation Pattern that results when the antenna 
is excited to match the desired signal. To this Radiation Pattern, a set 
of Radiation Patters
V® (0) Yi i = 2 ,  ... , M
are substracted, each of them matched to one of the incident interfering 
signals. How much is substracted from the first pattern depends on the 
ki coefficients which can be found from Eq.(A2-6).
The Radiation Pattern value g(0j ) in the direction of the j-th 
interference is
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«w - - « Mg (® j) = Y j-w  -  Y j"  Y i -  c K . v . V
From Eq. (A2-5) we have
M
j ,  < Y 3 " Y t >  k i  =  y /  Y i  -  ^  k . (A2-10)
hence
g (9.) - ^  kj (A2-11)
The radiation pattern value g ( in the direction of the wanted signal is
9( 9») -  Y i"  w -  Y i"  Y i
M H
^ k i  Y i Y i
using Eq.(A2-4b)
9(9») - n J (A2-12)
A3.3 After adaption the interferers are rejected below Noise level
The power received from the j-th jammer after adaptation is
“ Jj 9(9 ) g (9 )
after
the thermal noise
N after
Using Eq.(A2-11)
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after
N
|kji' (A2-13)
An expression for the thermal noise may be obtained as follows;
= N {
Ï1 - E V i - £ k. V.
-Yi
H
~-l + p .  V J  4- E k*. V® [-2^ H- E k^vj
Using Es. (A2-8)
®  ' 37 +  5 k * i  Y i "  Y i  -  [ E  k * .  v / ]  [ E k ^  v J  ) (A2-14)
but
A  ‘ ’i 1 A  “* - J
which, using Eq.(A2-10) becomes
^  * f H
"j [ - j
N
57 k, (A2-15)
Inserting (A2-15) in (A2-14) results in
1 ]=2 -a ' (A2-16)
if the interference power is much larger than receiver noise power, then
N 5-Ü = N y
With Eq.(A2-l6) the interference to noise ratio after adaptation is
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i l)N after
N
Nti
'j.
if the interference is much stronger than the internal noise.
J.
N
(N/Jj)
(N/J^) I M  N_ï i " ï i  y  '"■j
( A2-17 )
after
Equation (A2-17) shows that the jammer power is rejected with respect to 
the thermal noise power by as many dBs as it was over thermal noise. The 
result also depends on the coefficient kj and y. For interference power 
much larger than internal noise, these two parameters are weakly 
dependent on the jammer power.
Any two interferers can be compared as
PN after n
PN after
(N/J3 )
(N/J^)
lk.
then
after
i.e. The power inversion property
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APPENDIX 3 Calculation of the power matrix A.
The integrals determining the elements of the power matrix A can be 
solved analytically by means of the time-frequency Convolution Theorem of 
Fourier Analysis applied in this case to the Aperture Field - Far Field 
Fourier relationship. In two-dimensions the Convolution Theorem states;
"The Fourier Transform of the product h(t,s)x(t,s) is equal to the 
convolution H(t ,c )*X(t ,ct) where H(r,a) = F[h(t,s)] and X(r,a) -*
F[x(t,s)]"
Since the Fourier transform of h(t,s)x(t,s) is
00
h(t,8 )x(t,s)e^ ^ Tt+as)atdg
and the Convolution H(t ,a)*X(t ,c ) is defined
H(T,a)*X(T,a) =
00
-00
H(f,g)X(r-f, ff-y) dfdg
then this theorem states that
00
H(f,g)X(r-f, cr-g) dfdg = h(t,s)x(t,s)e dtds i(Tt+as) (a.1 )
—00
A typical element of the matrix A is
00
Aij y-Vj) du dw (A.2)
219
where p and q denote the taper given to generate these two far field 
beams.
Eqs A.l and A.2 then imply
Aij =
-“ I V i V ’* ‘v y 7  ^
-00 (A.3)
This basic relationship was first pointed out to this researcher by 
N.A. Adatia (1984).
The second integral can be solved easily for the taper distributions of 
Chapter 2 since these only differ by p and q, so that
b^(p) b^(p) = (l-pf)
The second double integral appearing in A.3 is then
■ , 2 ,p+q < "i-'j ]( 1-p ) -- ---- pdp
p/ )^+ ( w\-yj )^
which is simply
<zna^(2*^-î)(p4q)l
p+q+1
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By taking out the common factor 2fla2 the antenna gain Eq. 2.6 may be 
expressed as
2 K 4n X (na=) ' ®W A W
with the elements of A given by Eq. 3.8.
221
Appendix 4
Derivation of the Inverse MSR algorithm.
The weight vector is
W = P' S (A4.1)
where
N _P' - c E XiXiH ] = [ p-1 + X ] (A4.2)i-1
using the matrix inversion lemma:
P' - P - P X (XH p X + 1)“^ XH P
Make P  -  U  D uH and P' =  U' p ’ p'H then
U' D* U'H = p [ p - p p ^ X  (XH P X + 1)~^XH U p ] pH
U' D' U'H = U D U H - U D e  (eH D e + 1)~^ e D UH
where
e - pH X (A4.2a)
if a « 1 + eH D e then
U* D' U ' H = r p p p H - u p e  a~l eH p
or
U* D' p'H = U [ D - p e a~l eH p] pH 
also make
V = p e (A4.2b)
then
p' p' P'H = U [ p - a-lv vH ] UH (A4.3)
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Define the matrix in brackets as;
_  A  -1 HU D U  s D - a  y y
By multiplying out the various matrices of equation A4.3 and then making 
equal the individual elements on both sides, one can find an espression 
for the uknowns U, D 
Starting with first row one obtains
di - di - — ujl, VIa (A4.4)
U21 = (- r VI V2 )/ dl (A4.5)
U31 = (--- VI V3 )/ di (A4.6 )
Ü4I ( VI V4 )/a (A4.7)
Making equal the respective elements of the second row
d2 = d2 - ~ V2 V2 - a
1 V2 VI
a di dl
1 ^2 
" I T
A ^ * 1 1 * ,d2 " d2 - — V2 V2 - — — V2 V2 v% Vja a2 di
d2 = d2 ~ ~ V2 V2
1 11 4. _ - VI vi’
a di
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Using A4.4
d2 “ d2 - — V2 V2 a
■ di 
- di
(A4.8 )
hence
1 1 1 V2 VI 1 VI V3 ■U32 = - —  —  V2 V3 — di - ■d a a di a di
-* ^ 1 VI VIU32 = - --- V2 vg 1 + ------
d2 a a di .
Using A4.4
—  *U32 = -
1 V2V3
a d2
■ di 
- di
in the same way U42
1 1 ■ di ■
— — — V2V4 —
d2 a . di .
Making equal the respective elements of the third row
—— A — "f  ^ ^dg = dg - — V3V 3 - U32 d2 U32 - U31 di U31 a
(A4.9)
(A4.10)
d3 - dg - — vgvg - a
1 V2 *V3 di • ■ d2 ■ V2V3* dl ■
Aa d2 . di . ^ d2 - dl .
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1 VI V3 di
*1 V1V3
da =
a di • a di J
1 *V2 V2 1 ■ 1 vivida - — -U3 va a 1 + -----a - di . . d2 . + ---------a di
1da“ da - — vava
■ d2 1 —  + - vivi V2 V2 1 + ----- ■ dia . d2 a di d2 a . di .
Using A4.8
d3 = da - — v»ava a
d2 di
L d2 di
(A4.11)
U4a = %
da
-L *  ^ * _ *- — V3V4 - U32 d2 U42 - Ü3idi U41 a
replacing A4.9 and A4.10 in this last equation and rearranging
_*U43 - -
V3V4 1 V2 V2 ■ di ■ ■ VI VI ■
a da a d2 . di . a di .
Using A4.4 and taking (di/di) as common factor
1 V3 V4 di U43 = ---a d3 di
1 V2 V2 di 
1 +  —  — - —  — —a d2 di
Using A4.8
1 vav4 di ■ d2
a da . di . - d2 .
(A4.12)
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Making equal the respective elements of the fourth row and proceeding in 
proceeding in a similar way
d4 = d4 - - V4 V4a
■ di ■ ■ d2 • • da ■
. di . . d2 . . da .
(A4.13)
Inspection of equations A4.4. to A4.13 show that U and D 
can he found from D, a and u from the following algorithm:
for 3 = 1, N
dj - dj + Cj vj v*j
Cj + 1 = Cj dj / dj
for i »= i +1/ N 
Üij " Cj vj vj / dj 
next i
next 3 
From a4.14 and vj « dj ej
A *dj = dj + Cj vj vj = dj + Cj
A *dj ~ 1 + Cj dj ej ej
dj
hence A4.15 becomes
. 2 * dj ej ej
(A4.14) 
(A4.15)
Cj+1 - Cj 1 + Cj dj ej ej
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—  = —  + d-j ej e j . (A4.16)
Cj+1 Cj
Using A4.16 and
1 N= — a - = — 1 — E di ei e ± (A4.16a)
i=l
defining also
N *aj « 1 + E ei di ei (A4.16)
i=j
one can show that
1  - - aj j =1,2 , ..., N (A4.17)
Cj
Using Eq. A4.17 and Eq. A4.15
ai+1dj ■= dj ^ '—  (A. 4.18)
while A4.16 becomes
*aj = aj+i + dj ej ej (A4.19)
Now
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U = civi V2 
dl
fcCivi V3
dl
*Cl VI V4 
dl
C2V2 V3
d2
C2 V2 V4
d2
C3 V 3  V 4
da
or
Ü
AiV2
^1V3
ÂIV4
&2V3
X2V4 X3V4
+ r— u
where
Civi C2V2
Xi = — —  X2 = — ;--dl d2 X3 =
C3V3
d3
From Eq A4.3 in Eq A4.2c
U' = U U
and
D' = D
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Therefore
0 0 0
V2 0 0
U'= u + ^1 V2 ^32 + V3 X2 V3 X3 0 0
V2 U42 + V3 Ü43 + V4 V3Ü43 + V4 V4
in algorithm form 
hN = O
for i = N, 1 by - 1
Uj' = Uj + X-j hj
hj - 1 = hj + Vj CJj
next j
Finally
Xi =
CjVj
di
V j
ajdj
but
ajdj * dj aj+i
Xi
Vj * ej *
^ j+1
A4.20 can then be rewritten as 
hN = 0
for j *» N, 1 by - 1
(A4.20)
(A4.21)
ei
U'i = Uj - aj+i hj (A4.22)
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hj-i = h j + t/j Uj
next j
Eq. (A4.2a), (A4.2b), (A4.18), (A4.19) and (A4.22) make up the Inverse 
MSR Algorithm.
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APPENDIX 5
Derivation of the Direct MSR Algorithm
“  % " E X ^x"i1=1
Hk 2k 2k“ “ 2k-i 5k-i “it-i
Denoting U , D. by U , D and U by U , D then —ic —X — — —X —1 — —
(A5.1)
ü'i O
H'ZI y  22
" l l  o 
H21 "22
2-2
22
” • 1 1  " 2 1  ' 
2  2&2
"11 " H 21
22:
+ ' ' b
. 2^ 2 .
H
Multiplying out all these matrices results in
"'11 d'l "'11 = "11 %ii + %i b Xi' (A5.2)
^ ’2 1 ^ * 1  "'11 = H21 *1 "ii + %2 b %1* (A5.3) i
U'_ d' U' . + Ü*__ D'_ Ü' U__ d_ U _ + U _ D_ U t X_ b21 ”  1 -  21 - 2 2 - 2 - 2 2  -21 1 -21 -22 -2 -22 -2 -2(AS.4)
The triangular matrix has unit diagonal elements then
*'11 = ^
i can then be found from A5.2 and from AS.3.
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We would like to find an equation of the same form as A5.1 but reduced by one 
in dimension. This is achieved as follows :
that is,
2-21 (*'l O'li)" H'2i“ - H21 H21'* = ?2 X^X^X^“ + 3% b
Hzi® <^ 1 "11 + Hzi "11 B (A5.5)
The left hand side of this last equation may be written as
d'l O'll' [ 2-21 d'l 2 -21'^ - *1 U,!»] (AS.6 )
but from eq. AS.2
■"a "1/  = "'ii <>'1 °'ii - *1*
hence AS.6 becomes
^'1 "'11" C 2-21 "'21^ _ x’ [
and AS.5
^'1 "'ll' t 2-21 "I'l 2-2i“ - 22i‘’i22i"i - - %1 b %l' [ 221 '^1 221"]
+  V V * 1 ? 2 “  ^  Ï 2 V  2 ^ 1  * 1  " 1 1  +  2 2 1 < V i i ‘ > V 2 ^
Prom AS.4
2-21 2'i H'zi^ - 221 -^1 221“ “ 2-22 2-2 2-22" 22 222»
+ 222" 2z 2z2 + %2 f =)
232
Replacing A5.8 in A5.7
H22 2'2°'22^+ "22 22222" + %2 t ] = - *1» [ 22A22i3
+ Î2 *2" + %  b "ii »2l" + 221 (^1 "11 b
2'22 2'2 2-22" - 222 22 222" + %2 »  ^*1 % V  < 221 »1 22l“> "
Î2 ""l* "'l Î2 - Ï2 ^ ^1 “11 221“ - 221 C'l »11 b *1> ^2"]/
^'1 O'll (A5.9)
Define
X '2 2 ’ F 2H - 2  2 2 1  o 11 J
^  “i i » A i
"'ii^'Ai.
H
( A5 .10 )
^ "11 »i "11 
“ ’ll»'l O'll
= b VO'lld'lU'll
Then
X -2 b X 2H
X X b X * • 
, —
X, 1
. ^11 , Ï2 -
0 -1 — 
“ll.“ 'ii»'i"'ii.
(AS.11)
Expanding right hand side of AS.11
_ " " 1 1-2 O'li d'^ O'li -21 O11
„ ^1 , " l A ° l l  H , ^ ^  ^ H V  ^ “l l V l l-21 Oil U'i^d'iU'^ -2 -210^^-21 O'lid'iO'ii (AS.12)
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Using Eq. A5.12 in A5.9 we may write Eq, A5.9 as
2-22 O'z E'zz" - 222 °2 222" + F 2 b X-2"
where
FF  2  “  Ï 2  -  2 2 1  5 -11
and
b' = b °ii »i »iiU ' l l  » ' l  “ ' 1 1
Thus, we can compute d£ , U^^ , U^^ at step one (with = Uj^ =1.0)
From A5.2: d ' ^ = d ^ + X ^ b
d X *
From AS.3. 0-21 - 221 d ^  ^ %2 » dT[-
Then we modify the values b* , X'^ ,
= b ^  and X-^ = X^ - Ogi X^
