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ABSTRACT 
Computer Model of the Refrigeration System of an Ice Rink 
Gabriel Teyssedou 
During the past years, the increase of energy costs has led to the development of 
energy calculation models for the prediction of the energy performance of buildings. Ice 
rinks are buildings using significant quantities of energy because they have simultaneous 
refrigerating and heating needs. However, only a limited amount of information related to 
the simulation of ice rink refrigeration systems has been published so far. 
This thesis presents the development of a computer model for the simulation of 
the refrigeration system of an ice rink by using the TRNSYS environment. 
Thermodynamic principles and empirical relations are used to identify the parameters of 
the compressor and heat exchangers from manufacturer's data and measurements 
collected in an ice rink located in Montreal. The model used to simulate the chiller is 
based on the ASHRAE Toolkit-I. The ice-concrete slab is simulated using an analytical 
and a correlation-based model. The controller model uses empirical relations to determine 
the number of compressors in operation based on the brine temperature. 
The thesis present the analysis of the collected data and the mathematical 
description of the models developed for the refrigeration system. Simulations are 
performed using several days of measurements. The effects of a heat recovery system on 
the reduction of energy use and the corresponding CO2 emissions are also investigated. 
iii 
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Everyday, huge amounts of energy are used by all sectors of our economy. From 
transport to industries, energy constitutes the base of our development. But currently, 
energy demand is growing at such a tremendous speed, that we are now facing a global 
challenge. The energy needs of millions of people must be satisfied with resources that 
are depleting everyday. 
The energy issue has become so important owing to the fact that global energy 
demand is growing at two percent rate per year. This percentage is projected to double by 
2035 with limited energy resources (Friedman and Homer-Dixon 2004). The 
consequence of this increase is that in the last decade energy costs have grown extremely 
fast. Societies must now find a way of maintaining the actual social economical growth 
while reducing the energy demand to ensure sustainable development. 
1.1 Energy and environmental issues 
The energy issue can be divided into two categories: supply and demand. At the 
moment, the largest part of the energy produced comes from the burning of fossil fuels. 
In addition, the majority of the scientific community agrees that the combustion of fossil 
fuels is partially responsible of global warming. Fuel combustion releases carbon dioxide, 
an important greenhouse gas (GHG) that contributes to the global warming of the planet. 
1 
By signing the Kyoto protocol in 1997, 154 countries agreed to encourage 
policies, programs and new technologies to reduce the emissions of six greenhouses gas 
responsible of global warming such as carbon dioxide (CO2), methane (CH4) and 
Hydrofluorocarbons (HFC). For instance, Canada was expected to reduce by 5.2% the 
emissions of GHG from 1990 levels by the year 2012 (Environment Canada 2005). Since 
1990, Canada's GHG emissions have increased of 25%. Hence, to reach Kyoto's targets, 
the necessary reduction to respect the agreement is approximately of 30%. 
Improving the management of the energy use is the second challenge that must be 
attained. Energy efficiency contributes to this goal and also reduces the greenhouse gas 
emissions. To achieve higher levels of energy reduction, efficient measures are more 
desirable in areas where significant amounts of energy are used. 
Buildings are one of these areas. In Canada, about 30% of secondary energy (the 
energy used by final consumers) is used by building equipment (CANMET 2006). In 
2001, the use of energy in buildings led to 135 MT of equivalent CO2 emissions 
contributing by about 30% of the total emissions of Canada. Considering that 40% of 
existing buildings in Canada were constructed before the 1960's (NRCan 2003) using 
poor construction techniques, poor insulation and non optimized designs, the potential for 
energy savings in this sector is considerable. 
Two types of buildings show a high potential of reduction of energy use: 
supermarkets and ice rinks. These buildings are similar because they both require 
significant amounts of heating and cooling simultaneously. Furthermore, supermarkets 
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and ice rinks are characterised by a positive assessment; meaning that the refrigeration 
system rejects enough heat that might satisfy the heating requirements of the building. 
Several studies have been conducted in the field of energy efficiency of 
refrigeration systems. However, only a few publications covered the efficiency of 
refrigeration systems for ice rinks. There is a need of numerical models capable of 
predicting the energy use in those refrigeration systems. 
1.2 Ice rinks issues 
Ice rink refrigeration systems are not efficient due to the following reasons 
(Lavoie et al. 2000): 
- In Quebec, 70% of the arenas are more than 20 years old and use low efficiency 
technology; 
- Refrigeration systems often leak which means that they need to be refilled with 
expensive refrigerant; 
- The refrigeration system is not integrated to the HVAC system of the building. 
Lavoie et al. (2000) evaluated that, on an annual basis, arenas in Quebec consume 
on average 1,525,000 kWh/year of energy while rejecting 1,630,000 kWh/year of heat. 
Actual heating needs of arenas are approximately of 577,000 kWh/year, almost one third 
of the total heat rejected. Based on an evaluation of several energy efficient measures 
applied to refrigeration systems, the study has evaluated that the energy savings could 
reach 625,250 kWh/year (41% of the actual consumption). For the 435 arenas across 
Quebec, the possible energy savings are about 27 GWh/year, while the corresponding 
emissions reductions are 63 kT of equivalent CO2. 
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While the energy use by the refrigeration systems has an indirect impact on the 
GHG emissions, the leaks of refrigerants have a greater and direct impact. In 90% of 
Quebec's arenas refrigerant R-22 is used, which is a high GHG emitter (Lavoie et al. 
2000). Leaks of R-22 are evaluated to be of 60 kg per year per arena, which is equivalent 
to 114 tons of equivalent CO2 (total of 49 kT for the 435 arenas). 
The Montreal protocol signed in 1987 stipulates that starting in 2004 the 
production of R-22 must be phased out by 2030. Furthermore, in 1998, the Canadian 
government has adopted a regulation concerning the ozone-depleting substances with the 
aim to gradually reduce the use of HCFC. This is an important issue knowing that in the 
coming years, several refrigeration systems will be replaced with new generation systems 
that will have to operate with another refrigerant than R-22. 
1.3 Thesis proposal and layout of the study 
The purpose of this project consists in the development of a mathematical model 
of the refrigeration system with the goal of analyzing the energy use of the refrigeration 
system of an ice rink. TRNSYS (Klein et al. 2000) environment is used to perform the 
simulations of the refrigeration system. The model is calibrated using the data collected at 
a monitored ice rink in Montreal. The monitoring results are available from an ASHRAE 
project (Ouzzane et al. 2006) carried out by CANMET-Varennes with the collaboration 
of N. Galanis from Universite de Sherbrooke, R. Sunye from CANMET-Varennes and 
R. Zmeureanu from Concordia University. The impact of operating strategies on the 
energy use and the CO2 emissions are also evaluated. 
4 
Since the TRNSYS environment has a modular structure, the refrigeration 
simulation is developed in such a way to allow for the change of models of a particular 
component of the refrigeration system. The following components are developed and 
integrated in the model of the refrigeration system: 
i) the ice-concrete slab is modeled by two approaches: an analytical solution, 
and an inverse model; 
ii) the chillers is defined using the ASHRAE Toolkit for Primary Equipment 
(Bourdouxhe et al. 1997), and using manufacturer's data for parameters 
identification; 
iii) the controller is defined by using empirical rules. 
Components of the refrigeration system are programmed and compiled by using 
C++ language and the corresponding dynamic link library (DLL) models are generated 
and connected within TRNSYS. The simulation results obtained from the TRNSYS 
model are compared with measured temperatures and electric demand from the 
monitored ice rink. Finally, the potential energy savings due to the heat recovered from 
the condenser over the system life cycle are analyzed. An estimation of the reduction of 




The literature review skims through the studies related to the refrigeration systems 
of ice rinks. The information in this field is limited and scarce. A few studies have been 
done in similar refrigeration domains and the results of these studies are presented. 
This chapter introduces the vapour compression refrigeration cycle, which is the 
most used in Quebec's arenas. A discussion regarding the refrigerant industry is 
presented with a particular attention to the refrigerants used in ice rinks. Secondary 
coolants used in refrigeration systems are discussed as well. Operating conditions leading 
to more energy efficient systems in ice rinks are also discussed. The present literature 
review is focused on the use of TRNSYS and others simulation programs applied for the 
analysis of refrigeration systems. 
2.1 Refrigeration systems 
Refrigeration systems can be classified into two main categories: vapour 
compression systems and absorption systems (Qengel and Boles 2002). While 
compression systems use compressors to transform the refrigerant from a saturated 
mixture into superheated vapour, absorption systems operate with a generator. Because 
the vast majority of arenas employ vapour-compression systems (Lavoie et al. 2000), 
absorption systems will not be covered in this chapter. 
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A vapour compression refrigeration system is composed of four main components: 
a compressor, an expansion valve and two heat exchangers (evaporator and condenser) as 
presented in Figure 2.1 (£engel and Boles 2002). Each number stands for a 
thermodynamic state of the cycle, and the arrows indicate the direction in which the 
working fluid circulates. 












Figure 2.1: Vapour compression refrigeration cycle 
Here, Qc and QH are the heat absorbed and rejected by the system while W is the 
work input to the compressor. The vapour-compression refrigeration cycle can be divided 
into four processes: 
a - heat absorption (Qc) by the refrigerant from the cold sink while flowing through 
the evaporator (process 4-1); 
b - compression of the refrigerant from low pressure to high pressure (process 1-2); 
c - heat rejection (QH) when the refrigerant passes through the condenser (process 
2-3); 
d - expansion of refrigerant through the expansion valve (process 3-4). 
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Three types of compressors are commonly used in vapour compression 
refrigeration cycles: reciprocating, centrifugal and screw. Reciprocating compressors use 
a piston with a reciprocating motion in a cylinder as compressing element. The piston is 
driven by a crankshaft that allows the compression by increasing the pressure of the 
refrigerant. This type of compressor can be found in most of Quebec's arenas (Lavoie et 
al. 2000). 
A compressor can either be open or hermetic. Open compressors have an external 
driving motor connected by a driven shaft, whereas hermetic models have a driving 
motor sealed inside the compressor housing. Hence, in hermetic compressors, the motor 
has a direct contact with the refrigerant. These models are more often recommended 
when using toxic or dangerous refrigerants to avoid leaks. In Quebec ice rinks, open 
compressors are more often used (Lavoie et al. 2000). 
2.2 Refrigerant and environmental issues 
During the past decade, several studies have demonstrated the relation between 
the depletion of the ozone layer and the use of refrigerants that contain chlorine. 
Following the discovery in 1985 of a hole in the ozone layer over Antarctica, 
governments recognized the necessity to eliminate the production of chlorofluorocarbons 
(CFCs). These ozone-depleting substances contain either chlorine or bromine. The 
Montreal protocol, adopted in 1987, will gradually phase-out the consumption and 
production of CFCs and halogenated hydrocarbons (UNEP 2006). In 2000, they were in 
fact eliminated from the market. The protocol also called for a complete elimination of 
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hydrochloroflurocarbons (HCFCs) by 2030. HCFCs are still tolerated today because they 
have a shorter lifetime than CFCs. In fact, HCFCs are largely destroyed in the lower 
atmosphere. 
Depending on the molecular composition of a refrigerant, the related 
consequences on the environment are different. In order to characterize the environmental 
effects, the scientific community has introduced several measuring factors. Each factor 
targets a specific consequence allowing to compare the refrigerants based on identified 
criteria. Commonly used refrigerants with their associated chemical formula and 
environmental factors are presented in Table 2.1. 





































1100 years time horizon 
Table 2.1 introduces the ozone depletion potential (ODP) index that is used to 
measure the capacity of a refrigerant to destroy the ozone layer (EPA 2006). This factor 
is defined as the ratio impact between the mass of any gas over the same amount of 
refrigerant CFC-11. Hence, by definition, the CFC-11 has an ODP of one. Chlorine is the 
main element that increases the ODP factor, thus all refrigerants containing this element 
in their composition have an ODP between 0.01 and 1. 
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Table 2.1 also introduces the global warming potential (GWP) of some 
refrigerants. The GWP is a weighting factor comparing the global warming effect of 1 kg 
of a gas with the global warming effect of 1 kg of CO2. The GWP of a gas is obtained by 
integrating over a period of time the radiative forcing of the gas (AFg) and the fraction of 
the greenhouse gas remaining in the atmosphere after a time period, compared with 
carbon dioxide (EPA 2006). 
The Total Equivalent Warming Impact (TEWI), introduced in the early 1990s is 
an indicator that allows to evaluate the CO2 emissions of a refrigeration system or heat 
pump (CETIAT 2000). It considers both the global warming effect of the refrigerant 
leaked into the atmosphere (direct impact) and the global warming effect due to the 
energy used over the lifetime of the refrigeration system (indirect impact). Therefore, 
TEWI is more accurate than the GWP factor in refrigeration applications because it 
provides a more complete measure of the impact of a refrigerant over its lifetime. 
2.3 Refrigerants in ice rinks 
According to a study carried out by Lavoie et al. (2000) on ice rinks across 
Quebec, 90% of the refrigeration systems use refrigerant R-22, while the remaining use 
ammonia. Due to its low operating costs, refrigerant R-22 is preferred to ammonia even if 
ammonia has no effect on the ozone layer, has a significantly higher heat transfer 
coefficient and it is more economical. Although ammonia is probably the best refrigerant 
from an economical and physical point of view, it is also a powerful respiratory irritant 
that can affect people at very low concentrations (CCOHS 2003). 
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In average, an arena use approximately 750 kg of HCFC-22. Each kilogram of 
R-22 that leaks from the refrigeration system is equivalent to an emission 1900 kg of CO2 
(WMO 1999). Lavoie et al. (2000) have evaluated that almost 10% of the refrigerant in 
the arena's system leaks every year to the atmosphere. 
2.4 Secondary coolant in ice rinks 
Almost all refrigeration systems in ice rinks use secondary coolants to transport 
and transfer heat from a medium to another. The secondary coolant is cooled by passing 
through the evaporator of the refrigeration system, and then it absorbs heat by passing 
through the heat exchanger installed in the concrete slab under the ice sheet. While 
transferring heat from the ice sheet to the heat exchanger, the secondary coolant does not 
change phase. The mass flow rate is established as a function of the desired ice 
temperature, the number of passes through the concrete slab and the thermal load on the 
ice sheet. 
Two coolants are generally used in refrigeration applications: Calcium Chloride 
(CaCl) and glycol. In Quebec's arenas, Calcium Chloride is more often used. In terms of 
energy efficiency, Calcium Chloride is a better choice than glycol because it has a higher 
heat transfer coefficient. Properties of secondary coolants are presented in Table 2.2 
(ASHRAE 1998a). 





















Hence, systems operating with CaCl require smaller chillers and a smaller brine 
pump for the same heat transfer needs than systems using glycol. Smaller chillers and 
pumps are less expensive and use less energy leading to more economical systems. 
Although Calcium Chloride is the most energy efficient coolant, it is highly corrosive. 
This results into a shorter lifetime for the refrigeration system if it is not properly 
maintained. 
The secondary coolant circulates inside propylene or cooper pipes that are inside 
the concrete slab under the ice sheet, installed with two, four or six passes before 
returning to the evaporator. The material and diameter of the coolant pipes are factors 
that influence the energy demand of the system. In Quebec arenas, 90% of the systems 
use two passes configuration while the rest use four passes network (Lavoie et al. 2000). 
2.5 Energy efficient strategies for ice rink refrigeration systems 
Studies that examine the efficiency and performance of ice rink refrigeration 
systems are scarce. Most of these studies have been carried out by the refrigeration 
industry and information is rarely shared or accessible. Government and universities 
research centers have published a few studies. The following pages present a summary of 
the work accomplished in the sector of ice rink efficiency. 
2.5.1 Ice temperature control 
Each activity in an ice rink has its own optimum ice temperature, which is related 
to the hardness of the ice surface. Table 2.3 presents the optimum ice temperature for 
different types of ice sports (CANMET 2003a). 
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-6 °C to -5 °C 
-4 °C to -2 °C 
-2 °C to -2 °C 
-2 °C to -1 °C 
To avoid a continuous regulation of the refrigeration system, ice rink managers 
usually operate at a constant low ice temperature. Consequently, the ice temperature is 
often unnecessary low, which increases the electric demand of the system. A better 
energy strategy would consist of the use of variable ice temperatures as a function of the 
activity. However, the direct control of the ice temperature is not a simple task, since the 
control system must be tuned to consider several factors influencing the stability of the 
refrigeration system. A study carried out by CANMET (2003a) shows that the use of a 
floating ice temperature can lead to energy savings up to 2% of the annual energy use. 
More important savings can be realized by raising the ice temperature during the 
unoccupied hours (overnights and mornings) and by scheduling activities requiring 
higher ice temperatures in the morning and during the evenings. Ice temperature control 
is the key for a better control of the energy demand of ice rinks. 
2.5.2 Ice and concrete slab 
The heat transfer through the ice and concrete slab depends on the overall thermal 
resistance. The thicker the ice sheet and concrete slab, the greater is the thermal 
resistance. As revealed by CANMET (2003b), the ice and concrete slab thicknesses have 
considerable impact on the energy use of the refrigeration system. A reduction of 1 mm 
of the ice slab thickness leads to energy savings of 400 kWh/year, while a reduction of 1 
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mm of the concrete slab thickness leads to energy savings of 80 kWh/year. The thickness 
of ice sheet is usually maintained in a range varying between 20 to 40 mm. The thickness 




20 to 40 mm 
Concrete slab over 
cooling pipes: never 
thicker than 25 mm 
Cooling pipes 
-100 mm-H 
Figure 2.2: Schematic of the ice sheet, concrete slab and cooling pipes 
The use of different ice thicknesses might be considered depending on the 
activity. Indeed, hockey requires thicker ice than free skating. CANMET (2003b) 
suggests maintaining an optimal ice thickness of 25 mm. The concrete slab above the 
coolant pipes should never be thicker than 25 mm. 
2.5.3 Compressors 
The optimization of the performance of a refrigeration system depends on the 
ability to control the power needed by compressors. Because the refrigeration load of an 
ice rink is not constant, compressors must be able to operate in a wide range of 
conditions. A system retrofit carried out on an ice rink in Quebec has shown that screw 
compressors were more adapted for this type application (Tremblay 2001). When a small 
cooling load is required, screw compressors can be used at 10% of their maximum load, 
while reciprocating compressors can only operate at 50% of their maximum load. 
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For reciprocating compressors, the control of the condensing pressure (also called 
head pressure) constitutes an energy efficient strategy widely discussed in the literature. 
Usually, ice rinks are designed to operate at a high and constant head pressure. This 
ensures a safe and reliable operation at high outdoor temperatures. Brownell (1998) 
compared the efficiency of ice rink refrigeration systems operating with a fixed and a 
floating head pressure. The study reveals that a floating head pressure can lead to a 
reduction of the compressor power input and therefore, to the increase of the COP of 
system. However, in some cases, a floating head pressure can increase the condenser 
power input. This situation occurs when at high pressure the outdoor temperature is not 
sufficiently low to properly condensate the refrigerant. The author concludes that by 
combining a variable speed compressor and a variable speed fan at the condenser, it is 
possible to develop an efficient strategy to reduce the energy use. 
A study conducted by the Center for Energy and Environment (1998) targets the 
ideal condensing pressure leading to higher efficiency. The study recommends operating 
at a constant head pressure of 1030 kPa. The study also reveals that by reducing the 
condensing pressure by 140 kPa up to 170 kPa the resulting cost savings can reach 900 to 
1800 $US per year for an arena operating nine months per year. Most of the arenas can 
operate with a low condensing pressure without modifying the condenser for mild and 
cool weathers. 
2.5.4 Evaporators on the brine side: series against parallels 
Ice rinks refrigeration systems generally have more than one evaporator 
connected in series or in parallel on the brine side. When operating at 50% of the 
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refrigeration plant capacity, it is better to connect evaporators in series on the brine side 
because this configuration uses less energy (McQuay 2002). However, the total pressure 
drop for the series arrangement is usually greater than for parallel arrangement. 
Therefore, evaporators in series lead to higher electric input for the brine pump. 
McQuay (2002) has compared the energy input of chillers connected in series 
versus parallel in an office building. The study found that chillers in series consume less 
energy because the system has much more flexibility to operate under different load 
conditions. If chillers are connected in parallel, it is more difficult to regulate the 
refrigeration system. In fact, in a parallel configuration it is better to operate both chillers 
all the time, even if the plant load is less than 50% (McQuay 2002). 
2.5.5 Brine pump 
In ice rinks, the pumping needs may change as a function of the thermal load. 
However, constant speed pumps are generally chosen to provide the highest refrigeration 
capacity, contributing on average to 15% of the total energy used by the refrigeration 
system (CANMET 2003c). Well sized pumps are able to satisfy the peak loads without 
consuming large amounts of energy the rest of the time. It is possible to use a lower 
power pump to provide adequate cooling 75 to 95% of the time (Center for Energy and 
Environment 1998). 
The pumping power can significantly be reduced by using a variable speed pump, 
by cycling single or multiple pumps or by using a two-speed motor to power the pump. 
Moreover, pumping power can be reduced by using low specific gravity brine (Dumas 
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1996). The effect of smaller pump is also important on the total load of the chiller. A 
smaller pump releases less heat to the brine, which reduces the load on the evaporator and 
the power demand of the chiller. 
2.5.6 Pipe network 
The configuration of the pipe network below the ice sheet influences the ice 
quality and the electric demand of the refrigeration system. While the majority of actual 
systems use two passes configurations, there is a trend for designing distribution systems 
with four passes. Compared to traditional two passes and constant speed pump systems, 
four passes arrangements with a variable speed pump can lead to energy savings of 
93,000 kWh per year, representing 14% of the total energy consumption (CANMET 
2003c). Table 2.4 shows the energy consumption for different combinations of pumps 
and coolant network configurations. 
Table 2.4: Energy savings depending on the brine pipes configuration (CANMET 2003c) 
System configuration 
4 passes/two-speed pump 
5 passes/one-speed pump 
4 passes/one-speed pump 
2 passes/variable-speed pump 
2 passes/two-speed pump 
4 passes/one-speed pump (actual system) 
Energy consumption 
577,000 kWh (-14%) 
586,000 kWh (-12%) 
595,000 kWh (-11%) 
622,000 kWh (-7%) 
622,000 kWh (-6%) 
670,000 kWh (Ref.) 
It has been noticed that systems using more than four passes have less uniform ice 
temperature. This occurs because the potential for heat transfer (temperature difference 
between the brine and the ice) is less important during the fifth and sixth pass. 
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2.6 Computer modelling of thermal systems 
The aim of simulating a refrigeration system is to evaluate the energy use under 
different scenarios and then identify the optimum operating conditions. The literature 
review reveals that steady-state models are largely documented and are widely used, 
while transient models are rarer. Transient models are far more complicated due to the 
behaviour of the heat exchangers during the transient regime. 
2.6.1 Energy estimating methods 
A computer simulation is performed by using a software which can be based 
either on a forward or an inverse approaches. The forward approach, also known as the 
classical approach, is particularly useful when the system is under design. This approach 
presumes detailed knowledge not only of the various natural phenomena affecting the 
system behaviour but also of the magnitude of various interactions (ASHRAE 2005). 
Software such as BLAST (Hittle 1977), DOE-2 (1982), EnergyPlus (2001) and TRNSYS 
(Klein et al. 2000) are based on a forward approach. On the other side, when the system 
already exists, the inverse model or data-driven approach can be useful. By using utility 
bills or measurements, a mathematical model is determined and used to predict the future 
energy consumption of the system. An inverse model is simpler and more accurate than 
the equivalent forward model because the model is generated from the actual behaviour 
of a particular system. However, the model is only reliable for a specific system and for a 
certain range of operating conditions. This approach is used by the software called 
PRISM (1986) to extract the energy signature of houses and estimate the annual 
normalized energy used. 
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2.6.2 Modeling and simulating approaches 
A simulation model is articulated on components connected together or on a pre-
defined system. Component-based and system-based models can be classified into two 
categories: empirical and analytical models. Empirical models, commonly called black 
box models, are based on measurements performed on existing components or systems, 
and are developed using different statistical techniques (ASHRAE 2005). This type of 
model is easier to develop because no physical knowledge of the system is necessary. 
The empirical model is only reliable for the range of values obtained from the 
measurements. Analytical models, also known as white box, are based on the physical 
laws governing the components or the systems (ASHRAE 2005). This type of model 
requires less data for tuning and the model is valid for a wide range of operating 
condition. On the other hand, the model needs a good understanding of the physical 
phenomena taking place, which can demand significant work and the use of assumptions. 
Simulated systems can be described by using either a component-based or a 
system-based model. If a system is modeled based on a component approach, every 
component is mathematically described separately and connected together by appropriate 
energy and mass transfer equations. This approach is more flexible because it allows the 
user to independently control the characteristics of each component of the system. 
However, this method requires more time if complex systems are described. The system-
based approach consists in the use of predefined black-boxes defining systems. The user 
can control the general behaviour of the system without acceding to the particular 
characteristics of the components. This results into faster modeling, which is simpler to 
use by inexperienced users. 
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2.7 Literature survey of refrigeration simulation models 
With the increase in energy costs, the need for the prediction of the energy 
performance of refrigeration systems has become important and has led to the 
development of a number of refrigeration models. This section presents some of the 
models developed. On the other hand, literature on refrigeration models for the ice rinks 
is scarce especially in the modelling and validation aspects. 
Research groups have developed several simulation models for chillers for 
different applications: commercial, industrial and residential. Analytical and empirical 
models have been often used to simulate simple chillers. However, in more complex 
systems, combined models (both empirical and analytical) have presented greater 
accuracy (ASHRAE 2005). These models are advantageous because they combine both 
the physics and the particular behaviour of the system. In previous studies by Ge and 
Tassou (2000), Aprea and Renno (2004) and, Gordon and Choon (1994), the refrigeration 
system was composed of components, which were modeled with combined models 
separately and then linked together to obtain the complete model of the system. 
2.7.1 Supermarket refrigeration simulation 
Since supermarket refrigeration systems share several characteristics with ice rink 
refrigeration systems, some mathematical models developed for supermarkets are briefly 
presented in this section. 
Ge and Tassou (2000) have developed a mathematical model to simulate a 
supermarket refrigeration system by using TRNSYS. The model includes a multi-
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compressor pack, a multi-fan air-cooled condenser, a vertical multi-deck display cabinet 
with a direct expansion evaporator coil and a thermostatic expansion valve. The 
compressor model is based on the energy balance and efficiency parameters which are 
provided by the manufacturer. The model is part empirical, part analytical. It calculates 




where V is the volumetric flow, v is the specific volume and nv is the volumetric 
efficiency (given by Equation 2.2), which relates the discharge and suction pressure: 
( 
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/ \\ln 
EL 
- 1 (2.2) 
where Cc, Ce and n are constants. In the energy balance of the compressor, the heat loss to 
the ambient through the shell surface (Qsheii) is taken into account: 
"comp ~ mref ' ("ref.out "ref,in ) + Qshell (2.3) 
The heat exchangers models are based on the effectiveness-number of heat 
transfer units (NTU) approach for dry coils: 
s = \-e -NTU (2.4) 
This equation is only valid for sensible heat exchanges, thus the superheated and 
sub-cooled phases are simulated separately from the latent heat exchange that occurs with 
two-phase fluids. The thermostatic valve is modeled by analyzing all the forces acting on 
the valve to determine the mass flow rate. 
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Arias and Lundqvist (2005) have developed a model for a supermarket 
refrigeration system based on a system approach. The refrigeration system is simulated 
by using the software CyberMart, which models the heat exchanger with the effectivess 
(s) and the number of transfer units NTU. It is important to note that this study considers 
neither the sub-cooling nor the superheating in the heat-exchangers. Hence, the heat 
transfer coefficients of the evaporator and the condenser are assumed to be constant 
during the simulation. The life cycle costs (LCC) as well as the total equivalent warming 
impact (TEWI) are evaluated by using methods included in CyberMart. The model is 
validated by using measurements from a monitored supermarket in Sweden. The annual 
energy consumption obtained from the simulation and measurements differs by 2.5%. 
2.7.2 Simulation of industrial refrigeration systems 
A model developed by Jolly and Tso (2005) uses a component approach to 
simulate a refrigeration system in a shipping container. The model is one of the most 
complete because it considers the following features: coil geometry of heat exchangers, 
mass transfer in the evaporator and effects of changes of relative humidity in the heat 
exchanger. Furthermore, the model provides a list of compressors with correction factors 
for different degrees of superheating. Each component is modeled separately, based on 
the physical behaviour of the device or based on manufacturer's data. For the 
compressor, the behaviour is simulated by using a correlation relating the evaporating 
temperature (Te) and condensing temperature (Tc): 
Y = C0+ CxTe + C2TC + C3Te2 + CAT.Te + C5TC2 + C6Te2Tc + C7TeTc2 + C%T2T2 (2.5) 
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where Y represents either the mass flow rate, the capacity or the power demand. The 
equations developed are then combined into an algorithm that allows for evaluating the 
performance of the refrigeration system. The resulting model is then compared with data 
from an experimental unit. The simulated cooling capacity, evaporating and condensing 
pressures, compressor suction pressure, temperature and power draw, pressure losses in 
suction lines and compressor pressure ratio are compared with measurements. Results 
show that the model over-predicts the system's cooling capacity. Evaporating and 
condensing pressures are validated with the experimental results. 
2.7.3 Refrigeration control strategies 
Ge and Tassou (2000) used two control models. They used an on-off control 
model that reproduces the actual control system used in supermarkets. They also 
simulated the refrigeration system using a proportional plus integral derivative (PID) 
controller in order to determine the possible energy savings. The results show that the use 
of a variable head pressure instead of a constant head pressure at the discharge point can 
lead to a reduction of energy consumption up to 22%. Moreover, the study shows that a 
PID control can lead to smaller power fluctuations on small load periods. The PID 
controls the speed of the compressor so the power input increases smoothly with the 
charge. This measure leads to a reduction of 10% of the energy consumption. 
Different control strategies are considered in a study carried out by Buzelin et al. 
(2005). The authors investigate alternative solutions in order to reduce the energy 
consumption of industrial refrigeration systems. To reach this goal, they study the effect 
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of a closed-loop control system against the traditional on-off control system. Both control 
strategies where tested and compared on an experimental setup. The authors found that 
by using a closed-loop control strategy, the reduction of energy use could reach 25%. By 
controlling the exit pressure of the compressor, the system can more easily maintain a 
constant temperature, thus the periods of work are shorter resulting in energy savings. 
The gain is particularly important for long time intervals. 
Several studies have shown that controlling the head pressure and the compressor 
speed could lead to important energy reductions (Koury et al. 2001, Brownell 1998). A 
numerical simulation of a variable speed refrigeration system has been carried out by 
Koury et al. (2001). In their work, the authors present both a transient and a steady state 
model for the heat exchangers (condenser and evaporator). Steady state models were used 
to simulate the expansion valve and the compressor. Neither the compressor nor the 
expansion valve models consider mass variation of refrigerants. Since heat exchangers 
are very sensitive to transient states, a distributed model, which consists in a division of 
the heat exchanger into various small control volumes, is used. Energy, mass and 
momentum balance are applied to each volume together with the local heat-transfer 
coefficients. This method is particularly useful when the two-phase flow is considered in 
the heat exchanger. The behaviour of the system is simulated for three different 
conditions: the start-up of the system, the response of the system due to a step variation in 
the rotational speed of the compressor and the response of the system due to a step 
variation of the sectional area of the expansion valve while the system is under steady-
state conditions. The study revealed that a traditional on-off control system increases the 
energy consumption and reduces the life of the compressor. However, by varying the 
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rotational speed of the compressor, it is possible to improve the general performance of 
the system (Koury et al. 2001, Brownell 1998). Variation of the rotational speed of the 
compressor leads to a strong variation of the refrigerant superheat degree at the 
evaporator exit. Since the thermostatic valve has slow response, it is more adequate to 
choose an electronic valve when manipulating a variable speed compressor (Outtagarts et 
al. 1995). The results obtained during step variations of the compressor speed are 
particularly interesting. The increase of the compressor speed results in an increase of the 
mass flow rate and the reduction of the temperature of the secondary coolant. This causes 
an increase of the superheating of the refrigerant at the evaporator exit and reduces the 
COP of the system. 
2.7.4 Comparing different models of refrigeration systems 
A study carried out by Sreedharan and Haves (2001) evaluates different modeling 
approaches for their applicability for fault detection and diagnosis (FDD) of vapour 
compression chillers. FDD involves two steps: detecting that a fault is present, and then 
isolating and diagnosing it. Three chillers models are compared: ASHRAE Primary 
Toolkit Model (Bourdouxhe et al. 1997), Gordon-Ng Universal Chiller Model (Ng et al. 
1997) and CoolTools/DOE-2 Model (PG & E 2001). 
Toolkit and the Gordon-Ng are analytical models, while the CoolTools is an 
empirical model. All three models are for steady-state regimes. The Toolkit is a 
component-based model whose equations are solved iteratively, while the Gordon-Ng 
model is a system-based model of the chiller. The CoolTools model is an empirical 
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model of the chiller based on polynomial curve fitting. This model is not flexible, and as 
a consequence it is not convenient for the simulation of an ice rink refrigeration system. 
Since, component-based models are more flexible than system-based models, the Toolkit 
and the Gordon-Ng models are more interesting for the current application. 
The Gordon-Ng and Toolkit models are established based on the energy balance 
and the first law of thermodynamics. However, they differ in their approach and 
assumptions. Table 2.5 compares the assumptions used by the Toolkit and the Gordon-Ng 
models (Sreedharan and Haves 2001). 
Table 2.5: Comparison of ASHRAE Toolkit and Gordon-Ng models (Sreedharan and Haves 2001) 
Toolkit 
Neglects energy losses to environment in the 
energy balance 
Assumes isentropic compression 
Requires refrigerant thermo-physical properties 
Evaporator and condenser water flow rates are 
treated as variables (although the effect of flow rate 
on the convective heat transfer coefficient, and 
hence on the AlTs is ignored) 
Evaporator and condenser AVs are determined 
separately 
Electromechanical losses are proportional to the 
compressor power 
Gordon-Ng 
Includes energy losses to environment in the energy 
balance 
Estimates entropy generation 
Does not require refrigerant properties 
Evaporator and condenser water flow rates are 
treated as constants (and incorporated into the 
thermal resistance parameter), although there is a 
variable condenser flow rate version of the model 
A single effective thermal resistance is determined 
for the whole chiller 
Combined evaporator and compressor leaks are 
constant, independent of the compressor power 
Sensible heat exchanges are ignored in both models; consequently no superheated 
or sub-cooled refrigerant is modeled. This hypothesis is very crude for the condenser: it 
neglects all the effects of de-superheating, which results in an underestimated mean 
temperature difference between the refrigerant and the water or air (Sreedharan and 
Haves 2001). The ASHRAE Toolkit compensates this error by overestimating the 
corresponding heat transfer coefficient (A U). 
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The model developed by Gordon and Ng is relatively simple: it includes the 
essential thermodynamic equations to predict the functional relations among the key 
variables. Only a few numbers of selected measurements are necessary to determine the 
three coefficients necessary to predict the chiller performance. The Gordon-Ng model has 
the advantage of being linear in parameters. This allows more robust parameter 
estimation methods and facilitates estimation of the uncertainty in the parameter values. 
The ASHRAE Toolkit model is more interesting when temperature measurements of the 
refrigerant are available. Compared to the Gordon-Ng model, the Toolkit has the 
possibility to predict the performance of the compressor, the condenser, the evaporator 
separately with more confidence (Sreedharan and Haves 2001). The Toolkit model 
assumes isentropic compression at full and part load compressions. No heat losses are 
considered between the system and environment. 
A study carried out by Sreedharan (2001) compares the ability of three models 
(Toolkit, Gordon-Ng., CoolTools) to reproduce the behaviour of a centrifugal chiller 
operating in a commercial office building and of a centrifugal chiller in a laboratory. The 
author concluded that all three models have almost similar levels of accuracy. Table 2.6 
summarizes the modeling results (Sreedharan 2001). 
Table 2.6: Comparison of electric demand of a chiller using the AHSRAE Toolkit, Gordon-Ng, 















2.8 Conclusions of the literature survey 
Several models of refrigeration systems have been found in the literature mainly 
for buildings and industrial applications. However, models for the simulation of ice rink 
refrigeration systems are practically inexistent in the public domain. 
Refrigeration models usually combine manufacturer data, polynomial equations 
and thermodynamic equations. Models using correlations are only valid within the range 
of the working points that the equations were developed for. Therefore, these types of 
models have to be used with precaution because the extrapolation may lead to significant 
errors. Furthermore, some models are based on a system approach, which is less flexible 
than a component approach. From a simulation perspective, the component approach is 
more convenient for the ice rink refrigeration system, since each component can be 
analyzed separately. 
Based on the literature review, the ASHRAE Toolkit-I is the only model using a 
component-based approach and combining both thermodynamics equations and empirical 
relations. The Toolkit is an analytical model, which uses a few correlations to determine 
the parameters of the compressor from manufacturer data. This model is the most 
appropriate for the present study. Modifications will be brought to the ASHRAE-Toolkit 
in order to consider the sensible heat exchanges in the heat exchangers. 
Different simulation programs are available on the market; some software 
packages are based on an inverse approach while others use a forward approach. Both 
forward and inverse approaches will be integrated in the simulation. TRNSYS (Klein et 
28 
al. 2000) is probably the software offering the greatest flexibility in this domain. 
TRNSYS allows the development of new components or the modification of the pre-
established components by changing the source code or by changing the components 
parameters as obtained from the manufacture's catalogues. In addition, the version 16 of 
TRNSYS has the ability to manage external dynamic link libraries (DLL), providing an 
easier way to the user to incorporate external models in the TRNSYS library with an 
exported DLL. 
2.9 Objective of the study 
The objective of this study is to create a computer model of an existing ice rink 
refrigeration system, based on first principles, manufacturer's data and field 
measurements. The model is developed within the TRNSYS environment, and the 
mathematical models for chillers and heat exchangers are based on the ASHRAE Toolkit. 
The model is validated by using monitored data from an ice rink. 
Chapter 3 presents the analysis of the measurements collected at the monitored ice 
rink. The effects of several parameters on the power input to the refrigeration system are 
analyzed. Typical conditions of operation of the monitored ice rink are also defined. 
Chapter 4 presents the mathematical model for reciprocating chillers based on the 
ASHRAE Toolkit. Modifications are brought to the Toolkit to eliminate some limitations 
in their application for this study. The Toolkit is used to identify the parameters of the 
compressor and to simulate the chiller. The Toolkit model for chillers is integrated to 
TRNSYS model as an external DLL. 
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Chapter 5 presents the development of a thermodynamic model for the 
refrigeration system of the ice rink by using Engineering Equation Solver (EES) (Klein 
and Alvarado 1999). The purpose of this model is to identify the parameters of the heat 
exchangers based on the monitored data. 
Chapter 6 presents the development of two models to simulate the ice-concrete 
slab: an analytical model and a correlation model. Both models are compared and verified 
by using measurements from the monitored ice rink. This chapter also presents the 
development of a controller used to determine the number of compressors in operation. 
Based on the analysis of the collected data, empirical rules are defined for the controller. 
The slab models and the controller model are integrated to the TRNSYS environment as 
externals DLLs. 
Chapter 7 presents the simulation of the refrigeration system in TRNSYS 
environment. Simulations are performed for different days and the results are compared 
with the measurements made at the monitored ice rink. In particular, brine temperatures 
during each stage of the process are compared with measurements as well as the 
simulated power input of the system. Finally, the potential energy savings by heat 
recovery from the condenser are estimated when they are used for heating the sanitary hot 
water along with the reduction of CO2 emissions. 
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CHAPTER 3 
DESCRIPTION OF THE MONITORED ICE RINK 
This study is based on measurements collected by Ouzzane et al. (2006) in a 
monitored ice rink located in Montreal. The different components of the ice skating rink 
used in this study, and its refrigeration system and operation mode are presented. The 
measurements collected are presented and analyzed to characterize the performance of 
the refrigeration system. 
3.1 Description of typical ice rinks 
This investigation looks at an interior artificial ice surface surrounded by stands 
and generally used for sports (hockey, free skating, speed skating or figure skating) and 
on occasion as an auditorium. As most entertainment facilities, ice rinks have a high rate 
of occupancy. They are often used eighteen hours per day, seven days a week during 
eleven months each year (ASHRAE 1998b). Arenas are buildings with large floor 
surfaces that vary between 2000 and 4600 meters square depending on the occupancy 
capacity. Generally, the ice surface corresponds to 50% of the total surface occupied by 
the floor area of the arena (ASHRAE 1998b). The ice temperature is maintained in a 
range between -6.5°C and -2°C. The brine temperature that circulates inside the pipe 
network below the ice sheet varies from -11.5°C to -7°C. In Quebec, 90% of arenas use 
two pass brine loops under the ice slab while the rest use four passes. Furthermore, 70% 
of arenas in the province are more than 20 years old (Lavoie et al. 2000). 
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3.2 Description of the monitored ice rink 
The present research is based on the measurements collected at the Camillien-
Houde ice rink, located in the centre of Montreal (Ouzzane et al. 2006). The arena was 
constructed in the early 1980's with the following dimensions: 42 meters wide, 64 meters 
long and 9.36 meters high. The ice surface (61 m x 26 m) is used eleven months per year. 






4 2 n Ni 
Figure 3.1: Layout of the Camillien-Houde ice rink (Ouzzane et al. 2006) 
On the east side of the ice surface, six rows of stands run through entire length of 
the building with two offices at each extremity. There are about 200 seats for the public. 
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3.2.1 Refrigeration system 
The Camillien-Houde refrigeration system is composed of two chillers that 
function with refrigerant R-22 and that are connected in series on the brine side. Each 
chiller has three semi-hermetic reciprocating compressors driven by a 22 kW electric 
motor rotating at 1750 rpm. Compressors are connected in parallel on the direct 
expansion evaporators. Each compressor has a capacity of 53 kW of refrigeration 
(15 tons), and is connected to an air-cooled condenser located on the roof of the building. 
Each of the six condensers has six 1.6 kW fans that draw air through the cooling coil. 
Although there are six compressors installed, in order to limit the electric demand 
of the system, the maximum number of compressors in operation has been limited to five. 
Hence, modifications have been conducted on chiller #1 to reduce the maximum number 
of running compressors to two. To reach this goal, the third refrigerant line has been by-
passed to be reconnected on the second compressor. This change of configuration has an 
impact on the refrigerating effect of the second compressor of chiller #1, since it operates 
with a double mass flow of refrigerant. The rest of the third line is identical to the others, 
i.e., passes by a condenser, an expansion valve and through the evaporator independently. 
The configuration of the Camilen-Houde's refrigeration system is presented in 
Figure 3.2. 
The brine (calcium chloride (CaCl) solution with a 20% water concentration) 
circulates through the 32 mm polyethylene pipes in a four pass network within the 
concrete slab. An 11.2 kW pump is used to circulate the brine through the evaporators 

























































































































3.2.1.1 Description of components of the refrigeration system 
Table 3.1 lists the main components with the corresponding description. Because 
the system has been installed more than 25 years ago, the information regarding the 
components of the refrigeration system was not always available. 



























Based on slab and return 
brine temperatures 
Centrifugal 
Based on the manufacturer's information, a detailed description of the main 
components of the refrigeration system is presented. 
3.2.1.2 Compressors 
The six open reciprocating compressors installed at Camillien-Houde are sealed to 
avoid refrigerant leakage. Lubrication is provided by a large capacity pump equipped 
with a pressure regulator and an oil filtering system (Carrier 2001). The compressor 
suction pressure is approximately of 260 kPa, while the discharge pressure is of 1550 
kPa. During normal operation of the system, the number of compressors in operation 
change depending on the brine temperature at the slab exit (return brine temperature). 
3.2.1.3 Evaporators 
The evaporators installed at Camillien-Houde are of the direct expansion (DX) 
type. Direct expansion evaporators are typically used in low temperature refrigeration 
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applications (below 0°C). The degree of superheating depends upon the thermostatic 
valve which is controlled by the bulb sensing at the exit of the coil. 
3.2.1.4 Condensers 
The air-fluid condensers mounted on the roof of the Camillien-Houde arena reject 
the heat previously absorbed by the refrigerant, by blowing outdoor air through the coils. 
As heat is released to the atmosphere, the refrigerant change from superheated vapour to 
compressed liquid. Each condenser has six direct drive fans of 1.6 kW each rotating at 
830 rpm. Fans are staged by using pressure cycling controls leaving one or more fans to 
cycle as required. When a compressor is running, at least one fan of the connected 
condenser is turned on. The fan closer to the inlet heater runs continuously when the 
attached compressor is operating. This is done to prevent wide condenser temperature 
fluctuations that cause excessive expansion and contraction of the coil material and leaks 
due to metal fatigue. The condenser fan is set up using a 345 kPa (50 PSI) throttling 
range with the cut in set at 1379 kPa (200 PSI) and cut out set at 1034 kPa (150 PSI). 
This is the most economical method of controlling the head pressure, but it is also the 
most inefficient from an energy consumption point of view (Larkin 2006). 
3.2.1.5 Expansion valve 
The thermostatic expansion valve is mounted at the inlet of the coil evaporator. 
The expansion valve takes a high pressure liquid and throttles it down to a desired 
evaporator pressure. This pressure is maintained by a back pressure regulator mounted on 
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the evaporator outlet. The thermodynamic process in the expansion valves is assumed to 
be adiabatic; consequently the expansion process is isenthalpic. 
3.2.1.6 Control system 
The ice temperature is controlled by using a combination of the concrete slab 
temperature and the return brine temperature (Dumas 2004). For the start-up, two 
conditions are mandatory: if after 4:00 in the morning, the slab and the brine 
temperatures are beneath -5°C, the first compressor is turned on. Then, the controller 
increases in stages the number of compressors in operation in order to reach -9°C on the 
return brine temperature at 8:00. During the rest of the day, the controller changes the 
number of compressors to maintain the return brine temperature at approximately -9°C. 
3.2.2 Heating and ventilation system 
The primary ventilation system of the Camillien-Houde arena is composed of a 
100% exhaust/make-up system with a capacity of 4000 1/s operating continuously 
(Ouzzane et al. 2006). In the dressing rooms, a gas-fired furnace is used to maintain the 
minimum temperature of the make-up air at 21°C. Local heating is provided to players 
and scorekeeper benches by eight natural gas high-intensity radiant heaters of a capacity 
of 140 kW. The radiant heaters above the spectator stands have a capacity of 176 kW and 
are activated by motion sensors in order to maintain the air temperature at 15°C. The 
combustion products from the gas fired-heaters are rejected to the outside of the building 
by using four roof-mounted exhaust fans. The hot water (sanitary and resurfacing) is 
prepared by a gas fired boiler. 
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3.2.3 Lighting system and resurfacing schedule 
Lighting is provided above the ice sheet by several high density lights that have a 
power of 29 kW to ensure a lighting density of 18.3 W/m2 (Ouzzane et al. 2006). The 
lights are switched on between 6:00 to 24:00. The ice is resurfaced at one-hour intervals, 
between 10:00 and 13:00 during weekdays and between 6:00 and 13:00 on weekends. 
3.2.4 Distribution of total energy use 
Figure 3.3 presents the distribution of the energy use at the Camillien-Houde ice 
rink (City of Montreal 2004). The graph shows that the refrigeration system (refrigeration 
and brine pump) combined with the heating needs (space heating and sanitary hot water) 










Figure 3.3: Energy distribution at the Camillien-Houde ice rink (City of Montreal 2004) 
Knowing that part of the heating needs could be covered by recovering the heat 
rejected by the refrigeration system, the potential for energy savings is significant. By 
integrating various efficiency measures on the actual ice rink, the savings could reach 
41% (Lavoie et al. 2000), leading to a CO2 emissions reduction of 145 tons of per year. 
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3.3 Instrumentation and available data 
Camillien-Houde arena was equipped with sensors and data loggers to collect 
information on the operating conditions of its refrigeration system. Long and short term 
measurements were conducted by the CANMET-Varennes Energy Technology Center 
(Ouzzane et al. 2006). The long-term measurements were collected at one-minute 
intervals during several days of different months by permanently installed sensors. They 
were then transferred to a computer though an Internet connection. In contrast, short-term 
measurements were realised by using portable instruments. These measurements were 
performed with five compressors in operation, outside the regular hours of use of the ice. 
Long and short terms measurements and corresponding instruments with their accuracies 
are presented in Table 3.2 and Table 3.3, respectively. 
Table 3.2: Long-term measurements and instruments (Ouzzane et al. 2006) 
Measurement 
Surface temperature at several locations on 
the inside surface of walls and ceiling 
Temperature of the ice surface 
Dewpoint temperature at the dasher board 
Brine temperature at the pump inlet and 
outlet 
Brine temperature at the outlet of evaporator 
#1, inlet of evaporator #2 
Brine temperature supplied to the ice sheet 
Refrigerant temperature leaving the 
evaporator 
Refrigerant temperature entering the 
expansion valve 
Heat flux at four locations on the ice sheet 
Outdoor air temperature 
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Table 3.3: Short-term measurements and instruments (Ouzzane et al. 2006) 
Measurement 
Suction and discharge pressures 
Refrigerant mass flow rate 
Brine mass flow rate 
Vertical profile of air temperature above the 
centre of ice surface and above stands 
Vertical profile of velocity of air above the 












Ultrasonic flow meter 
Ultrasonic flow meter 
Thermocouple 
Air flow meter 
Accuracy 
-
± 0 . 1 - 2 % 
± 0 . 1 - 2 % 
±0.1°C 
-
Measurements on the refrigerant side of the system have been realised on the non-
modified compressor of chiller #1. Figure 3.4 presents the location of the instruments on 
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Figure 3.4: Location of the instruments on the refrigerant side 
It is important to mention that temperature measurements on the refrigerant side 
have been conducted by measuring the temperature on the surface of the pipe. Therefore, 
the actual temperature of the refrigerant should be slightly lower than the measured one. 
Traditionally, the mass flow rate is measured by using intrusive instruments which 
require cutting the pipe to install the sensor. Cutting a pipe where refrigerant circulates is 
always a delicate operation because the system must be purged, and then refilled with 
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refrigerant. This operation usually results in a loss of refrigerant in the environment and 
sometimes leaves permanent leaks in the system. To avoid this problem, the refrigerant 
flow rate was measured by using a transit-time ultrasonic flow meter, based on the fluid 
sonic velocity and known pipe dimensions. This equipment can accurately measure the 
flow rate, resulting in high accuracy data without intruding into the flow stream (Scott 
2003). The refrigerant volumetric volume flow of liquid was measured as 0.287 1/s, 
equivalent to a mass flow rate of 0.3348 kg/s (Ouzzane et al. 2006). 
3.4 Analysis of the experimental measurements 
The measurements taken on the refrigeration system were provided by CANMET-
Varennes. The analysis of the monitored data is performed in this study in order to 
characterize the behaviour of the refrigeration system. Among all the measurements taken 
on the arena, the following are used to perform the analysis: ice temperature, electric 
demand, heat fluxes on the ice sheet, brine side temperature, and refrigerant side 
temperature and pressure. 
3.4.1 Number of compressors in operation 
The controller of the refrigeration system determines the number of compressors 
to use as a function of the brine temperature at the slab exit (return brine temperature). 
The number of compressors in operation at each time interval can be determined by 
analyzing the measured electric demand of the refrigeration system. Figure 3.5 plots the 
power input on December 7th, 2005 from about 2:35, which is a few minutes before start-
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Figure 3.5: Power input during start-up: residual, pump and compressors on December 7 ,2005 
As it can be observed, when the compressors, condensers and pump of the 
refrigeration system are stopped during the night, the power input transmitter records a 
constant power use of approximately 1.15 kW. This residual electric demand is caused by 
a source that is permanently turned on. Because the transmitter monitors the electric 
demand of the mechanical room, it is assumed that the residual electric demand is caused 
by the lights and the control panel of the mechanical room. 
Three minutes before the system starts, the brine pump is switched on. The 
measured power input for the pump is of 12.5 kW. This value is 1.3 kW greater than the 
one provided by the manufacturer's catalogue, which is of 11.2 kW. At 3:00 the first 
compressor is turned on. The other compressors are switched on at an interval of 30 
minutes. 
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Figure 3.5 shows that the compressors do not require the same power to operate. 
Indeed, while compressor #2 and #3 have approximately the same electric demand 
(about 29 kW), a large difference separates the three others compressors. Two factors can 
explain these differences. On one side, one compressor in chiller #1 is by-passed. This 
change results into an increase of the refrigerant mass flow, hence it is expected that this 
compressor would require a different power. On the other side, the power demand 
transmitter also measures the power input of the condensers. Because the fans are not 
always used simultaneously on all condensers, the power demand fluctuates and can be 
different from one condenser fan to another. However, the capacity of the condensers 
depends upon the outdoor air temperature. Since all the condensers operating 
simultaneously are exposed to the same air temperature, they are expected to operate with 
approximately the same number of fans. According to the manufacturer's catalogue, each 
condenser has six fans of 1.6 kW, hence it is assumed that in average three fans are used 
per condenser, which is equivalent to a power 4.8 kW. Thus, the approximated power 
demand of each compressor can be established as follows: compressor #1: 22.1 kW, 
compressor #2: 24.4 kW, compressor #3: 24.1 kW, compressor #4: 16.3 kW and 
compressor #5: 20.0 kW. 
These results show a small difference, with respect to the electric demand, 
compared to the value provided by the manufacturer catalogue, i.e. 22.0 kW. Two 
compressors operate with a higher power while two others operate below the 
manufacturer's data. 
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Based on the analysis made from Figure 3.5, the number of compressors in 
operation is estimated from the total electric demand measured: 
NCU = TED-PP 
PCC 
(3.1) 
where: NCU = number of compressors in use; 
TED = total electric demand (kW); 
PP = power of the pump, the lighting system and the control panel of the 
mechanical room (12.5 kW+1.15 kW); 
PCC = power of one compressor-condenser unit (22 kW+4.8 kW). 
The numbers of compressors calculated with Equation 3.1 are rounded to the 
closer integer value. Figure 3.6 presents the variation of number of compressors in 
operation, as calculated by Equation 3.1 for March 16th, 2006. The maximum number of 
compressors is limited to five, while the minimum number of compressors in operation is 
limited to two. 
03:00 05:24 07:48 10:12 12:36 15:00 
Time 
17:24 19:48 22:12 
Figure 3.6: Number of compressors in operation on March 16 ,2006 
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3.4.2 Cooling load 
The cooling load is affected by several factors such as the outdoor air 
temperature, the type of activity practiced on the ice surface, the presence of people in the 
stands, and the ice resurfacing. The thermal mass of the ice-concrete slab delays and 
reduces the peak cooling load. Therefore, the instantaneous cooling load felt by the 
chillers is different from the heat flowing through the ice sheet. To avoid confusion, ice 
sheet cooling load is referred to the heat flowing through the ice sheet while the system 
cooling load is referred to the heat extracted by the refrigeration system. The system 
cooling load is used to determine the refrigerating capacity of one compressor. The 
cooling capacity of one compressor can be evaluated with four different methods: 
1 - The heat balance equation on the brine side (HBB); 
2- The heat balance equation on the refrigerant side (HBR); 
3- The heat flux measurements (CHF); 
4- The compressor manufacturer software called Carwin (Carlyle 2007). 
3.4.2.1 Heat balance on the brine side 
The heat balance on the brine side in the evaporator allows the determination of 
the cooling capacity of the refrigeration system. Applying the first law of 
thermodynamics for an open system under steady state, steady flow conditions, and by 
neglecting the change of potential and kinetic energy, the heat transferred is calculated 
with Equation 3.2. The brine specific heat (cpbrine= 2,957 J kg" °C" ) is assumed to be 
constant and the measured brine mass flow is 34.324 kg/s (Ouzzane et al. 2006). 
HHBB = mbrine ' Cp,brme ' \hrine,in ~ ^brme,out) @-2) 
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Figure 3.7 and Figure 3.8 presents the system cooling load based on the heat 
balance on the brine side for evaporator #1 and evaporator #2, respectively, on March 
16th, 2006. The step fluctuations of cooling load correspond to changes in the number of 
compressors in operation of the corresponding chiller. The analysis of these graphs shows 
the sequence used by the controller to switch on and off the compressors. Analyzing the 
increase of the system cooling load during the start-up period between 3:00 and 5:00 
helps understanding the sequence used by the controller for start-up. In Figure 3.7, it can 
be observed that between 3:00 to 4:00, two compressors are switched on in chiller #1 
because the cooling load supplied by this chiller increases in two steps. During this 
period, no compressors are turned on in chiller #2 (Figure 3.8). However, between 4:00 
and 5:00, the controller switches on two compressors in chiller #2 as observed in Figure 
3.8. At the end of the start-up period, the system operates with four compressors (two in 
chiller #1 and two in chiller #2). 
The sequence used by the controller after start-up can be observed in Figure 3.7 
and Figure 3.8 after 5:00. While the cooling load provided by chiller #1 does not change 
by steps, indicating that the number of compressors in operation is constant, the cooling 
load provided by chiller #2 fluctuates. This shows that the controller maintains constantly 
two compressors in chiller #1, while chiller #2 is used to increase the refrigerating 
capacity of the system by adding one, two or three compressors to the system. This can 
be seen in Figure 3.8 between 13:45 and 17:45. At 13:45, one compressor is turned on; 
hence chiller #2 operates with three compressors until 14:40. Then, three compressors are 
switched off at an interval of 10 minutes until all compressors are turned off in chiller #2 
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th Figure 3.8: Cooling load based on heat balance on brine side for chiller #2 on March 16 ,2006 
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It can also be observed that when the chillers operate steadily with the same 
number of compressors (between 4:30 and 13:45, two compressors in chiller #1 and two 
compressors in chiller #2), the load on evaporators #1 and #2 are not equal. The average 
system cooling load on evaporator #1 is equal to 116 kW (58.5 kW per compressor) 
while for evaporator #2, the average system cooling load is of 83 kW (41.5 kW per 
compressor). This shows that the operating conditions of the compressors are different in 
chiller #1 and chiller #2. 
However, due to the small brine temperature difference between inlet and outlet 
temperatures of the chillers, the HBB method is not precise. Ouzzane et al. (2006) 
suggest the use of enthalpy difference on the refrigerant side to obtain a more accurate 
measure of the cooling effect. 
3.4.2.2 Heat balance on the refrigerant side 
A procedure similar to the HBB is applied to determine the system cooling load 
with the heat balance on the refrigerant side. When the refrigerant undergoes a change of 
phase, the product between the temperature difference and specific heat (Equation 3.2) is 
replaced by an enthalpy difference in Equation 3.3. In this expression, the refrigerant 
mass flow rate measured by Ouzzane et al. (mref =0.3348 kg/s) is used while the 
enthalpies are evaluated in terms of the temperature by using built-in routines from 
Engineer Equation Solver (Klein and Alvarado 1999). 
QHBR ~ mref ' \"ref,in ~ "ref,out ) @.3) 
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The refrigerant temperatures have only been monitored on the non-modified 
compressor of chiller #1 (compressor #2 in Figure 3.2). Thus, the heat balance on the 
refrigerant side only allows to evaluate the capacity of one compressor in one of the two 
chillers. Figure 3.9 presents the variations of the refrigeration capacity of compressor #2 
during March 16th, 2006. The start-up period is not presented. The average cooling 
capacity of on compressor calculated by this method is 56.0 kW. 
57.3-1 • 1 
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Figure 3.9: Cooling load of one compressor based on heat balance on the refrigerant side for 
chiller #1 on March 16th, 2006 
From 4:00 to 13:40, the capacity of the compressor diminishes constantly. Then, 
the cooling load of the compressor reaches a constant level until the system is turned off. 
The constant fluctuations observed can be attributable to the noise of the instrumentation 
used during the monitoring of the refrigerant temperature. 
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3.4.2.3 Heat flux on the ice sheet 
The third method consists in calculating the ice sheet cooling load based on the 
heat flux measurements. To this aim, an average value of the four heat flux sensors is 
used. The mean heat flux is then multiplied by the area of the ice surface (61 meters by 
26 meters). Figure 3.10 plots the system cooling load calculated from the heat balance on 
the refrigerant side against the ice sheet cooling load calculated with the heat flux 








System cooling load 
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Ice sheet cooling load 
CHF 
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Figure 3.10: System cooling load from the energy balance on the refrigerant side and ice sheet 
cooling load from the heat flux measurements on March 16th, 2006 
The encircled peaks observed on the CHF curve correspond to ice resurfacing 
periods. At this moment, the ice cooling load increases punctually while the system 
cooling load remains constant. As observed, the ice sheet cooling load is approximately 
half of the cooling load delivered by the refrigeration system. Based on the CHF method, 
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the capacity of one compressor is evaluated by considering a period where the number of 
compressors in operation is constant. During the interval between 8:00 and 12:00, four 
compressors are in operation (see Figure 3.6), and the average CHF is 
124.8 kW; hence 31.2 kW of refrigeration per compressor. 
3.4.2.4 Manufacture's software 
The capacity of one compressor can also be evaluated by using the manufacturer's 
software. The compressor selection software called Carwin (Carlyle 2007) provides 
performance data on Carlyle compressors with commonly used refrigerants according to 
the operating conditions. The results obtained with the software can be considered as the 
most accurate because it was developed under laboratory conditions by the manufacturer. 
Based on the operating conditions at Camillien-Houde, the average refrigerating capacity 
calculated with the software for one compressor is of 56.3 kW 
3.4.2.5 Comparing the four methods 
A summary of the average refrigerating capacities obtained with the four different 
methods is presented in Table 3.4. Results from Ouzzane et al. (2006) are also presented, 
however, the paper does not mention for which chiller the capacity has been calculated. 
Table 3.4: Refrigerating capacity per compressor calculated with four different methods 
Method 
HB, brine side 
HB, refrigerant side 
Heat flux ice sheet 
Carwin 
















The results obtained in this study are very similar to those of Ouzzane et al. For 
the HBB method, the result from Ouzzane et al. is closer to the calculated load for 
chiller #2 than the one obtained for chiller #1. However, the results obtained for the HBR 
method are much closer: the difference is of 2.0 kW. This difference can be explained by 
the instruments setup used to measure the refrigerant temperatures. The Ouzzane et al. 
study used intrusive thermocouples, measuring directly the refrigerant temperature, while 
the calculations performed in this study are based on temperatures measured on the 
surface of the refrigerant pipes. Hence, the results obtained by Ouzzane et al. can be 
considered as more accurate. Table 3.4 also shows that the heat balance on the refrigerant 
side provides results slightly inferiors to those obtained with the compressor software. In 
light of these results, the heat balance on the refrigerant side method is considered to be 
the most accurate method. 
3.4.3 Coefficient of performance 
To evaluate the efficiency of refrigeration system, the coefficient of performance 
(COP) is used. The COP of the refrigeration system is defined as the ratio between the 
average cooling effect provided by one compressor (calculated with the heat balance on 
the refrigerant side) and the power of the compressor and connected condenser. The total 
electric demand (TED) measurements collected at Camillien-Houde are for the entire 
refrigeration system (compressors, condensers and pump) therefore, it is not possible to 
directly determine the power used by the condenser connected to the monitored 
compressor (compressor #2, in chiller #1). Hence, the average power input of the 





Equation 3.4 uses the number of compressor in operation calculated (NCU) to 
determine the electric demand of the compressor-condenser unit. This approach allows to 
obtain a variable COP, which reflects the real behaviour of the refrigeration system 
(compressor-condenser). Therefore, the COP is calculated as follows: 
COP Refrigerating capacity (one compressor) 
Electric demand (one compressor - condenser unit) (3.5) 
Since the brine pump is not installed on the refrigerant side, it is not considered in 
the COP. Figure 3.11 plots the COP of one compressor-condenser unit, the number of 
compressors in operation and the ice sheet cooling load calculated with the heat flux 
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Figure 3.11: Number of compressors in operation, COP of the refrigeration system and ice sheet 
cooling load on March 16th, 2006 
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When the system starts (3:00 to 5:00), the controller turns on a compressor every 
30 minutes. The slightly increase of the ice sheet cooling load in the morning is the due to 
the presence of people on the ice rink (activating the motion sensors which activates the 
radiant heating system) and the activities taking place on the ice. The peak ice sheet 
cooling loads correspond to resurfacing periods. 
From 3:00 to 3:30, the COP is not calculated, since the monitored compressor is 
switched on at 3:30. Two minutes after start-up, the COP of the unit is about 2. During 
this period the refrigerant tends to accumulate in the heat exchangers, decreasing the 
cooling capacity of the compressor and the COP. Then, the COP slightly increases until 
12:30. At that moment, the COP slightly decreases. This small variation as well as the 
others observed at 14:00, 15:00 and 17:00 are caused by an increase or decrease of the 
electric demand of the condenser. For that particular day, the daily average COP is 2.16. 
As observed in Figure 3.11, ice resurfacing has no significant effect on the COP of the 
system performance. 
3.4.4 Ice resurfacing 
The ice surface is redone almost every hour or after each activity to maintain its 
required quality. The resurfacing process consists of spreading a thin layer of about 
0.25 mm of hot water on the ice surface. Figure 3.12 presents the power input to the 
refrigeration system (including the pump), the ice temperature, and the brine temperature 
at the slab exit (return brine temperature) for March 16 , 2006. The peaks of ice 
temperatures correspond to the resurfacing periods. However, the instantaneous increase 
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Figure 3.12: Power input, ice temperature, and return brine temperature on March 16th, 2006 
When the ice is resurfaced (at 7:00, 15:00, 19:30 and 23:40), the ice temperature 
shows a sharp increase reaching almost -1°C. However, the increase of ice temperature 
does not increase in the same proportion the power input to the refrigeration system. 
Indeed, the controller maintains the same number of compressors in operation during 
resurfacing periods (see Figure 3.11). On the other hand, the ice resurfacing increases the 
return brine temperature. Due the thermal mass of the ice-concrete slab, the effect is 
smaller and it is delayed. As observed in Figure 3.13, the brine temperature increase is so 
small (~ 0.20°C) that it probably falls in the dead band of the controller or measurement 
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Figure 3.13: Effect of the thermal mass of the ice-concrete slab on the return brine temperature 
The increase of the thermal mass of the ice-concrete slab would absorb the 
variations of the ice temperature, which would diminish the impact of the ice resurfacing 
on the return brine temperature. However, the control of the chillers, and therefore of the 
ice temperature, would be more difficult if the thermal mass is increased because the 
changes in the refrigerating capacity would be more filtered and delayed by the ice-
concrete slab. 
3.4.5 Exterior temperature 
The exterior temperature has two major effects on the refrigeration system: (1) it 
influences the ice sheet cooling load due to the heat gain through the building envelope; 
and (2) as the exterior temperature increases, more fans are used by the condenser to 
compensate for reduction in temperature difference between the refrigerant in the 
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condenser and the outdoor air. This section analyzes the influence of the exterior 
temperature on the power used by the refrigeration system during the months of March 
and May 2006. 
Figure 3.14 shows the COP of the refrigeration system (compressor-condenser 
unit), the electric demand and the exterior air temperature on March 16th, 2006. For this 
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Figure 3.14: COP, power input and exterior temperature on March 16th, 2006 
While the COP of the system is almost constant when the exterior temperature 
fluctuates, the highest power input (five compressors between 13:45 and 14:45) occurs 
when the exterior temperature reach a maximum. The increase in number of compressors 
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could be the consequence of an increase of the ice sheet cooling load due to infiltration in 
the building. However, by looking at Figure 3.11, it can be seen that during this period, 
the ice sheet cooling load does not increase. Hence, it is not possible to establish a direct 
relationship between the exterior temperature and the electric demand of the chiller. 
The effects of the exterior temperature on the electric demand of the condensers 
are analyzed by looking at the COP. Because the operating conditions are almost constant 
(suction and discharge pressures are constants), the power input to a compressor and its 
refrigerating effect are also constant. Therefore, a fluctuation of the COP reflects a 
change in the power input to the condensers. Fluctuations are observed at 12:30, 14:00, 
15:00 and, 17:00. Furthermore, by looking to the power input curve, it is possible to see 
that for a constant number of compressors in operation (four compressors between 4:30 
and 13:50) the electric demand slightly varies, having an effect on the COP. For example, 
at 12:30, the electric demand increases of 3 kW, and the COP decreases of 0.1. At that 
moment, the exterior air temperature shows a sharp increase. This observation can be 
attributable to the start-up of two fans (1.6 kW per fan) on the condensers to compensate 
for the loss of heat transfer. 
To obtain a better perspective of the effect of the exterior temperature, the same 
analysis is performed for a different day in a different month. Figure 3.15 presents the 
variations of the COP and the electric demand in function of the exterior temperature on 
May 14th, 2006. 
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Figure 3.15: COP, power input and exterior temperature on May 14th, 2006 
During this day, the average exterior temperature is of 16.6°C with a maximum of 
22.3°C and a minimum of 11.8°C. The average COP is of 2.03, which is slightly less than 
the one calculated on March 16th, 2006 (COP = 2.16). The standard deviation of the COP 
during May 14th is equal to 0.03, while on March 16th, it is equal to 0.05. This indicates 
that the COP is practically constant during the day, and the difference between March 
and May is negligible. 
From 5:20 to 12:10 the system operates with four compressors while the exterior 
temperature increases. When the exterior air temperature reaches a maximum at 16:40, 
three compressors are in operation. Then, at 19:30, the system increases the number of 
compressors in operation to four while the exterior temperature decreases. Therefore, in 
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light of the analysis performed on March 16 and May 14 , it is not possible to directly 
relate the exterior temperature with the number of compressors in operation. 
Regarding the condensers, the COP is almost equal and constant for both months, 
even if the difference of the exterior air temperature is important. The small COP 
variation indicates that the power input to one compressor-condenser unit is greater if the 
exterior temperature is higher. In fact, during the month of March, the average electric 
demand of one compressor-condenser is of 27.5 kW while in May the same loop used 
31 kW. Because the electric demand of a compressor is almost constant, the increase 
power input is related to the condensers. Indeed, the electric demand difference for these 
two days (3.5 kW) corresponds approximately to the power use of by two fans, i.e. 
3.2 kW. Hence, it is possible to establish that the electric demand of the condenser is 
slightly higher if the exterior air temperature increases due to a higher number of fans in 
operation. 
3.4.6 Operating characteristics of the refrigeration system 
The operating characteristics of the refrigeration system are determined by 
analyzing the previous parameter for three different days. Table 3.5, Table 3.6 and 
Table 3.7 present a summary of the operating conditions at the Camillien-Houde arena 
for March 16th, May 14th and October 18th, 2006, respectively. Each parameter previously 
analyzed is presented with its corresponding average, maximum and minimum values and 
standard deviation. The night period, which corresponds to the moment when the 
refrigeration system is stopped, is not considered. 
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Table 3.5: Operating characteristics of the refrigeration system on March 16 ,2006 
Parameter 
Heat flux cooling load 
















































Table 3.6: Operating characteristics of the refrigeration system on May 14 ,2006 
Parameter 
Heat flux cooling load 
















































Table 3.7: Operating characteristics of the refrigeration system on October 18 ,2006 
Parameter 
Heat flux cooling load 
















































The highest average electric demand, 123.9 kW occurs on October 18th when the 
average exterior temperature is of 14.6°C. However, on May 14 , the average exterior 
temperature is of 16.6°C and the average electric demand is decreased by 21.9 kW. The 
average energy demand on March 16 is greater (123.9 kW) even if the average exterior 
temperature is the lowest one among the three days (-6.1°C). Therefore, the analysis of 
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the average values of electric demand and exterior air temperature shows that there is not 
a direct relation between these two variables. 
The average brine temperature at the slab exit for the three days is -8.3°C, while 
the average ice temperature is -6.3°C. It is interesting to see that the highest average ice 
temperature of the three days (-5.8°C on October 18th) occurs when the average return 
brine temperature is the lowest one among the three days (-8.6°C). This result is 
incoherent because the ice temperature should be proportional to the return brine 
temperature. However, variable factors such as the thickness of the ice layer and the heat 
absorbed by the brine from the ground could modify the heat exchange between the ice 
surface and the brine between the months. The average COP calculated for the 
compressor-condenser unit is almost equal to 2.0 for the three different days. 
3.5 Conclusions 
The collected data from the monitored ice rink have been analyzed in order to 
reach a better understanding of the operation and performance of the refrigeration system. 
The system cooling load felt by the compressors has been calculated following four 
different approaches. From the results obtained, the calculation of the cooling load based 
on the refrigerant energy balance is the most accurate method. The average refrigerating 
effect calculated with this approach for compressor #2 is 56 kW. The calculation of the 
capacity by using both the heat flux sensors and the heat balance on the brine side 
provide the worst results. The results obtained have been validated by using the 
compressor software and the results provided by Ouzzane et al. (2006). 
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The calculation of the heat balance on the refrigerant side has put in evidence the 
difference of refrigerating capacity of chiller #1 and chiller #2. Hence, a compressor 
operating in chiller #1 has an average refrigerating capacity of 58 kW, while in chiller #2 
the cooling capacity of a compressor is of 41.5 kW. This difference between the two 
chillers will be considered during the development of the simulation model. 
The analyses performed between the different variables have not allowed to make 
direct relations between them. This does not mean that the variables are independent, 
however other factors that have not been considered have an impact on the variables. 
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CHAPTER 4 
MATHEMATICAL MODEL OF CHILLERS 
The mathematical model of chillers used in the refrigeration system is presented 
in this chapter. The model is based on the ASHRAE Toolkit-I for Primary HVAC System 
(Bourdouxhe et al. 1997). This chapter begins with the presentation of the routine used 
for the identification of the compressor parameters. The equations and the procedure are 
presented in detail. The parameters identified are verified by using the Carwin 
compressor software. The chapter also presents the procedure proposed by the Toolkit for 
the identification of the heat exchangers parameters. The procedure is analyzed in detail 
and the limitations are discussed. The issues encountered during the identification 
procedure are explained and solutions are developed. At the end of the chapter, the 
routine proposed by the Toolkit for the simulation of the chillers is presented. Details on 
the modifications performed are also presented. These modifications led to a simplified 
simulation routine that is better adapted to the operating conditions of the refrigeration 
system installed at the Camillien-Houde ice rink. 
4.1 Toolkit modelling approach 
The mathematical model used to simulate the chiller is based on the ASHRAE 
Toolkit-I for Primary HVAC System (Bourdouxhe et al. 1997). The Toolkit contains a 
series of routines and subroutines written in Fortran to simulate the energy performance 
of several primary HVAC components. The models of the ASHRAE Toolkit-I are based 
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both on the thermodynamic analysis of the refrigeration process and on empirical 
equations. The thermal behaviour of each component of the refrigeration system is 
modeled separately and then connected together by the corresponding mass and heat 
transfer equations. The characteristic parameters of equipment are identified from the 
manufacturer's catalogue or measured data. Measurements collected at the monitored ice 
rink used in the development of the complete chiller model and in the identification 



















Figure 4.1: Simplified model of the refrigeration system and collected data 
Each component is modeled in two steps. First, the characteristics of the 
components are identified based on the analytical model and the manufacturer's 
catalogue or measured data. The Toolkit provides the routine PISCOMP1 and the routine 
PISCHIL1 for the identification of the compressor and heat exchangers parameters. Then, 
the components are simulated by using the routine PISSIM1 for given operating 
conditions by using the analytical model along with the identified parameters. 
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4.2 Refrigerant properties 
The thermodynamic properties of refrigerants are calculated in a subroutine called 
PROPERTY included in the Toolkit. The model assumes that a refrigerant is a perfect 
gas, a liquid or a mixture of both. This assumption is used to determine mean 
thermodynamic properties in a restrained domain of temperature. Concerning 
evaporation, the temperature range acceptable for accurate results is between 253.15 K 
and 283.15 K, while the acceptable condensation temperature covers a range between 
303.15 K and 333.15 K. For the liquid phase, the enthalpy is defined as: 
h = hfo+cr{T-T0)+v{P-PQ) (4.1) 
where: hf0 = enthalpy of the saturated liquid at the reference temperature (J kg"1); 
c~f = mean specific heat at constant volume (J kg"1 "C"1); 
T = given temperature (K); 
P = given pressure (Pa); 
T0 = reference temperature (273.15 K); 
P0 = reference pressure (Pa); 
O 1 
v = specific volume (m kg"). 
Because fluids are practically incompressible, the last term of Equation 4.1 can be 
neglected for the calculation of the liquid enthalpy leading to the following expression: 
h = hfo+cf-{T-T0) (4.2) 
For instance, for refrigerant R-22: hfo = 200,000 J kg"1, Ff = 1,144 J kg"1 °C _1. As for 
the vapour phase, the refrigerant is characterized by using the ideal gas approximation. 
The enthalpy of the superheated vapour is defined by the following relationship: 
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h = hfo+hfgo+cpiT-T0) (4.3) 
where: hfg0 = enthalpy of vaporization at the reference temperature (J kg"); 
c" = mean specific heat at constant pressure (J kg" K"). 
For example, for refrigerant R-22: hfg0 = 204,590 J kg"1, c~p = 710.4 J kg"1 K"1. The 
evaporation and condensation pressures (saturation pressures) are determined by means 
of the Clausius-Clapeyron equation: 
(AJL) 
Psat=l000-e{ TM) (4.4) 
where A and B are the first and second coefficients in the Clausius-Clapeyron equation. 
Hence, for refrigerant R-22 A ~ 15.070 and B = -2,421.94 K. These values are valid for 
temperatures ranging from 253.15 K to 333.15 K. 
4.3 Mathematical model of a reciprocating compressor at full 
load regime 
Compressors at the Camillien-Houde ice rink are always operating at full load 
regime when there are in use. All four pistons of each compressor are running if the 
compressor is in operation. The part load regime, which occurs when a reduced number 
of pistons are in operation, would be an interesting measure to reduce the electric demand 
of the system. However, the actual control system does not have the capability to control 
directly the number of pistons in operation. The ASHRAE Toolkit presents models for 
both full and part load regimes. 
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4.3.1 Compressor model 
For foil load regime, the compressor is modeled as an ideal mechanical machine, 
i.e., irreversibilities are not taken into account. Therefore, an isentropic compression is 
assumed by the model. On the other hand, the simplified model of the compressor 
considers the losses due to the "motor-transmission" of the reciprocating compressor. To 
do this, the model analyzes the behaviour of the "motor-transmission" and the behaviour 
of the reciprocating compressor separately. The conceptual scheme of the power 
distribution and losses throughout the compressor is illustrated in Figure 4.2 (a) while 
Figure 4.2 (b) presents the evolution of the refrigerant across the compressor in a 













Figure 4.2: (a) Conceptual scheme of a compressor in full-load regime 
(b) P-h diagram of compression process (points 1-2) (Bourdouxhe et al. 1997) 
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The model assumes that the refrigerant is heated-up by electromechanical losses 
(process 1 to 1' in Figure 4.2) before being compressed: 
W = Wl0+aWs+Ws (4.5) 
where: W = electrical shaft power (W); 
Wl0 = constant part of electromechanical losses (W); 
a =loss factor; 
Ws = compressor isentropic power (W). 
A reciprocating compressor operates in a cyclic manner described by a series of 
four reversible processes as shown in the P-V diagram Figure 4.3. 
isobaric aspiration of the refrigerant into the cylinders (process a-b); 
isentropic compression (process b-c); 
isobaric expulsion of the refrigerant from the cylinder (process c-d); 
isentropic expansion of the refrigerant which remained in the clearance 
volume at the end of the expulsion process (process d-a). 




Figure 4.3: Reciprocating compressor cycle description (Bourdouxhe et al. 1997) 
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In order to relate the cyclic behaviour of the compressor with the suction and 
discharge pressures and volumes, the empirical Equation 4.6 is introduced: 
V = V. 1 + C,-C, (4.6) 
3 -K 
where: V = volume flow rate entering the compressor (m s"); 
3 -K Vs = swept volume flow rate (see Figure 4.3 for reference) (m s"); 
Cf = clearance factor = clearence V \ swept J 
(see Figure 4.3 for reference); 
p 
— = cylinder pressure ratio (discharge pressure over the suction pressure); 
Y = mean isentropic coefficient. 




l o r - i where: R = is the gas constant. For instance, for refrigerant R-22, c = 710.4 J kg" °C", 
R = 96.1426 J kg" °C" and y = 1.114. Equation 4.6 can be rearranged and rewritten in a 
simplified form: 
V = Vs-CrVs-pfactor (4.8) 
f T>\ 
where: pfactor = 
KPU 
- 1 
Equations 4.5 and 4.8 are used for the identification of four parameters: Wlo, a, 
Vs and c f to characterize the reciprocating compressor. 
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4.3.2 Identification of the compressor parameters 
Based on the electromechanical model of the compressor and its cyclic 
description, the parameters of the reciprocating compressor are identified. The subroutine 
named PISCOMP1 is used to identify the four parameters of the compressor at full load 
regime. The subroutine considers the superheating in the evaporator and the sub-cooling 
in the condenser as illustrated on the P-h diagram in Figure 4.2 (b). The flow diagram 
presented in Figure 4.4 gives all the inputs and outputs used in this routine. 
Inputs 
Number of available 
working points: N 
Selection of refrigerant-
Ifluid 
( Load onevaporator: 
For each 
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Figure 4.4: Information flow diagram of PISCOMP1 (Bourdouxhe et al. 1997) 
4.3.2.1 PISCOMP1 mathematical description 
Based on the given evaporation and condensation saturation temperatures (SST 
and SDT, respectively), the temperatures at the evaporator and condenser exit (points 1 
and 3, respectively in Figure 4.2) are evaluated: 





where the degrees of superheating (ATsuPtheat) and of sub-cooling (ATsub,COod are of 6°C 
and 12.5°C, respectively. Experts from CANMET-Varennes have recommended these 
values. The refrigerant mass flow rate is determined by dividing the given load at the 
evaporator by the enthalpy difference between the inlet and outlet of the evaporator: 
zievap 
<f=^~ (4.1D 
The isentropic work of the compressor is given by the following expression: 
2s 
Ws = mref •(h2s-hl,) = mR- \vdP (4.12) 
i 
For isentropic compression: 
P • vr = constant (4.13) 
Therefore, Equation 4.12 becomes: 
Ws=mref(.K-K) = ™ref ~-{P2s 'V2, "/? -V,) (4.14) 
•> y - \ 
Assuming that the refrigerant is a perfect gas, a liquid or a mixing of both allows 
defining the product between the pressure and the volume by the equation of state for 
gases: 
P-v = <Z-R-T (4.15) 
where: C, - mean compressibility factor and R = gas constant (J kg" K"). 
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Introducing the equation of state into Equation 4.14 leads to a reformulated form 




. T v J i ' J 
(4.16) 
Assuming constant specific heats, the following relation is valid for an isentropic 





By introducing Equation 4.17 into Equation 4.16, the isentropic work becomes: 
W=rh r ref — 
r - i 
<-r-Tv 
r r, \ 
\pu 
-i N 
- 1 (4.18) 
where Pi is the saturation pressure of evaporation and P2 is the saturation pressure of 
condensation. When the refrigerant passes from state 1 to state 1' due to the 
electromechanical losses (see Figure 4.3), the enthalpy of point 1' after the heating-up is 
determined with the following expression: 
W -W hv =h,+ s (4.19) 
m ref 






The volumetric flow rate of refrigerant suctioned by the compressor is determined 





For each working point, the refrigerant volumetric flow rate V is determined by 
means of Equation 4.21. Equation 4.8 is then fitted to the experimental results by means 
of the least square technique to provide the values of Vs and Cf in function of the 
pfactor (Figure 4.5 (a)). Equation 4.20 is then used into Equation 4.18 to determine Ws. 
The values of Wlo and a (Figure 4.5 (b)) are estimated by using Equation 4.5 and the 





Figure 4.5: (a) Identification of Vs, and Cf 
(b) Identification of Wlo and a (Bourdouxhe et al. 1997) 
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4.3.2.2 Algorithm and flowchart of PISCOMP1 
In order to reach a better understanding of the calculation steps of the routine, the 
algorithm is presented (Bourdouxhe et al. 1997). 
i- First guess of the temperature after the heating-up (TV) 
ii- For each working point: 
Calculate the evaporating and condensing pressures; 
Calculate the temperature at the evaporator and condenser exit; 
Calculate the enthalpy at the evaporator and condenser exit; 
Calculate the refrigerant mass flow rate. 
hi- Begin loop 
1- Calculate the isentropic compression power; 
2- Calculate a new estimated value of the temperature after the heating-up; 
3- IF converged THEN leave loop; if not, then go to point 1. 
iv- End loop 
v- Final Calculations 
Calculate the refrigerant volume flow rate entering the compressor; 
Calculate the value of pfactor; 
Calculate the four parameters of the compressor (Vs Cf Wlo a); 
Calculate the dimensionless standard deviations (SEw, SEv). 
To complement the algorithm, Figure 4.6 presents the iterative flowchart with the 
corresponding equations employed in the identification process for the reciprocating 
compressor in a full load regime. The subroutine ERROR is called to calculate the 
standard deviation of the linear regression obtained. The standard deviations are then 
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Figure 4.6: Identification procedure flowchart of routine PISCOMP1 for the compressor 
(Bourdouxhe et al. 1997) 
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4.3.2.3 Application of PISCOMP1 
The identification of the compressor parameters by means of the subroutine 
PISCOMP1 is not a simple task due to its iterative procedures. Attention must be given to 
the input data provided to the routine in order to obtain consistent outputs. Hence, several 
tests were necessary before obtaining coherent results. Because the routine is based on an 
iterative procedure, it is necessary to use input data representing a wide range of 
operating conditions. However, the collected data at the Camillien-Houde ice rink have 
very small fluctuations since the compressors operate at approximately constant 
conditions. Therefore, using the collected measures as input data in the routine 
PISCOMP1 provides inconsistent results such as negative work losses. To avoid this 
problem, an input data file for a wide range of operating conditions is constructed based 
on simulated results obtained from the manufacture's software called Carwin (Carlyle 
2007). In order to create an input file based on the software, different compressor power 
and evaporation loads are calculated for different saturation suction and discharge 
temperatures. A superheating of 6°C at the evaporator and a sub-cooling of 12.5°C at the 
condenser are used for all operating conditions. An input file containing a total of 21 
working points is created by selecting values of the saturated suction temperature (SST) 
between -10°C to 2°C and the saturated discharge temperature (SDT) between 30°C and 
40°C. Calculations are performed by using a total of seven different SSTs and three 
different SDTs (30°C, 35°C and 40°C) for each SST. The input temperatures and the 
corresponding results (load on evaporator and electric demand) obtained from the 
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Figure 4.7: Results from the compressor software used to create the input file for PISCOMP1 
The compressor parameters identified by means of PISCOMP1 are presented in 
Table 4.1. 












In order to verify the accuracy of the identified parameters, Wlo and a are used in 
Equation 4.5 to calculate the actual power of the compressor. Figure 4.8 shows the 
electric demand of the 21 working points obtained from the compressor software versus 
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Figure 4.8: Validation of the compressor identified parameters with the Carwin software 
As the saturated suction temperature increases, the difference between the electric 
demand calculated with the compressor software and the routine PISCOMP1 tend to 
diminish. Different factors could explain this tendency; however, the largest difference of 
power is about 1 kW, or less than 5%. Therefore, the parameters identified with the 
routine PISCOMP1 can be used with confidence. Moreover, if the Toolkit is used with 
high saturation suction temperatures, the compressor parameters will provide results with 
higher accuracy. 
4.4 Mathematical model of heat exchangers 
Two types of heat exchangers are installed at Camillien-Houde: fluid/fluid for the 
evaporator and fluid/air for the condenser. Heat exchangers can operate in transient or 
steady states. When a compressor is turned-on or off, a certain amount of refrigerant 
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tends to accumulate in the heat exchanger during a short period, leading to a variable 
refrigerant flow rate. The two compressors in chiller #1 at the Camillien-Houde ice rink 
are started once per day, while the three others in chiller #2 are switched on and off only 
few times per day. Thus, steady state operating conditions are assumed for the entire day. 
4.4.1 Heat exchanger model 
Both the evaporator and condenser models are based on the first principle of 
thermodynamics. Energy balance equations are applied on the refrigerant and brine/air 
sides to determine the heat flow rate between the two streams. The Toolkit heat 
exchanger model assumes that on the refrigerant side, the fluid has an infinite heat 
capacity, leading to an isothermal latent heat exchange. On the brine and air sides, the 
fluid is considered to experience an increase or decrease of temperature without phase 
change. Figure 4.9 summarizes the model proposed by ASHRAE Toolkit. 
IT lb r ineOr ITlair 
I brine,out,pump O f I air 
I ref.out.evap ' 
brine or air 
CHILLER #1 
refrigerant 
orTa I brtne,out,chill1 U l I air,out,cond 
I ref.in.evap 
itlref 
I ref,out,evap - I ref.in.evap 
Figure 4.9: Heat exchanger model of the ASHRAE Toolkit 
Based on the measured inlet and outlet refrigerant temperatures at the evaporator 
and condenser, the refrigerating capacity (Equation 4.22) and the heat rejected at the 
condenser (Equation 4.23) are determined by: 
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Qevap = A Uevap ' ATref,evap ( 4 ' 2 2 > 
(4.23) 
where £)evap = heat exchanged in the evaporator (W); 
Qcond ~ n e a t exchanged in the condenser (W); 
AUevap = overall heat transfer coefficient of the evaporator (W °C"1); 
AUcond = overall heat transfer coefficient of the condenser (W °C_1); 
A7^ = refrigerant temperature difference at the evaporator (°C); 
&Trefcond = refrigerant temperature difference at the condenser (°C); 
For the evaporator, the isothermal assumption is approximate but acceptable, 
since the amount of heat exchanged during the superheating of the refrigerant (sensible 
heat) is small compared to the latent heat exchanged during the evaporation. However, 
the hypothesis of an isothermal heat transfer on the refrigerant side in the condenser 
neglects all the effects of de-superheating and sub-cooling. Consequently, the mean 
temperature difference between the refrigerant and the air is underestimated by the 
Toolkit model at the condenser. 
4.4.2 Identification of the heat exchanger parameters 
The overall heat transfer coefficients (AUevap, AU'cond) are identified as 
parameters characterizing the heat exchangers by using the collected data and a 
subroutine named PISCHIL1. Because the superheating in the evaporator and the de-
superheating and sub-cooling in the condenser are neglected, the heat transfer coefficients 
identified with routine PISCHIL1 are only valid for latent heat exchange. These 
coefficients can be used if the assumption of sensible heat exchange is suitable. The 
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Figure 4.10: Information flow diagram of PISCHIL1 (Bourdouxhe et al. 1997) 
Outputs 
Routine PISCHIL1 calls a subroutine named PISID1 to identify the compressor 
parameters. Subroutine PISID1 is similar to PISCOMP1 with the exception that the 
evaporator and condenser exit temperatures are equal to the evaporating and condensing 
temperatures. Subroutine PISID1 requires the same inputs as routine PISCOMP1, except 
the degrees of superheating and sub-cooling in the heat exchangers. The subroutine 
PISCHIL1 calls the subroutine PISSIM1 (section 4.5.1), which performs the numerical 
simulation of a chiller for steady state and full load regimes. This routine calculates the 
electric demand of the compressor, and the evaporating effect based on the parameters 
previously identified by PIS SID 1 and the heat transfer coefficient assumed during the 
iteration. The convergence is reached when the difference between the measured (input to 
the model) and calculated compressor power, as well as the difference between the 
measured and calculated refrigeration capacity is less than 0.0001. 
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4.4.2.1 PISCHIL1 mathematical description 
Two values of heat transfer coefficients between the inferior and superior bounds 
provided to the routine are chosen so that the evaporator and condenser effectiveness as 
well as the evaporating and condensing temperatures can be calculated for each operating 
point by means of routine PISSIM1. More details regarding routine PISSIM1 are given in 
section 4.5.1. The evaporating and condensing temperatures determined in routine 
PISSIM1 are then used by the subroutine PISID1 to identify the four compressor 
parameters. The mathematical model of the PISID1 is exactly similar to the mathematical 
model previously described for PISCOMP1, except that the superheating and sub-cooling 
levels are equal to zero. Therefore, the identified parameters from PISID1 differ from 
those obtained from PISCOMP1. Based on the identified compressor parameters, the 
compressor power and the refrigerating capacity are calculated for each working point by 
means of subroutine PISSIM1. Then, the calculated electric input is compared with the 
actual ones. This is achieved by establishing the value of the function F (Equation 4.24): 
*-Z 
(=i 
f • ~ \ 
Wt-Wt 
w, 





where: Wi and Wt are the actual and calculated values of the compressor electric input, 
respectively (W); 
Qevapt and Qevapj- a r e m e actual and calculated values of the refrigeration 
capacity, respectively (W). 
During each iteration, the calculated value of F is compared against the minimal 
value stored during the previous iterations. When F reaches a minimal value, the heat 
transfer coefficients corresponding to the values of Wi and Qevapi are stored in memory. 
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4.4.2.2 Algorithm and flowchart of PISCHIL1 
The different steps of routine PISCHIL1 are summarized in the algorithm 
described below (Bourdouxhe et al. 1997). 
i- Begin loop 
1- Initial guess of two heat transfer coefficients (AUevapM ,AUcondM); 
ii- For each working point: 
2- Calculate the evaporator and condenser effectiveness (subroutine PISSIM1); 
3- Calculate the evaporating and condensing temperatures (subroutine PISSIM1); 
4- Identify the four compressor parameters (subroutine PISID1); 
5- Calculate the estimated values of the refrigeration capacity and electric input to 
the compressor (subroutine PSSIM1); 
6- Calculate the value of F (Equation 4.24); 
7- IF F is lower than the smallest value found so far, THEN store the value of the 
parameters associated with the two heat transfer coefficients considered. IF 
not, then go to point 1 and increment AUevap and AUcond of dAUevap, 
dAUcmdTespectively. 
iii- End loop 
iv- Final calculations 
Calculate the dimensionless standard deviations (subroutine ERROR) for the 
compressor coefficients 
To clarify the procedure used by routine PISCHIL1, the flowchart is presented in 
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Figure 4.11: Identification procedure of routine PISCHIL1 for the heat exchangers 
(Bourdouxhe et al. 1997) 
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4.4.2.3 Application of PISCHIL1 
The identification of the heat exchanger parameters by means of subroutine 
PISCHILL1 is not a simple task due to the complex iterative procedures. Several tests 
have been conducted with routine PISCHIL1 and convergence was never reached with 
data measured at the Camillien-Houde ice rink. In order to understand the convergence 
problem, the source codes of the three routines involved in the identification process 
(PISCHIL1, PISSIM1 and PISID1) have been analyzed. It has been noticed that the 
convergence problem was related to an infinite loop involving the value of the function 
F. In fact, as the number of iterations increase, the value of F tends to decrease, providing 
a minimum value during each iteration. Therefore, the convergence condition was never 
reached. As previously experienced with routine PISCOMP1, convergence is hard to 
reach if the input file is based on the operating conditions prevailing at Camillien-Houde 
ice rink. The convergence problem lies in the fact that the actual monitored conditions 
cover a reduced range of values. Iterative routines are unable to converge if the working 
points provided in the input file are approximately constant. Consequently, each working 
point provided to the routine must represent a different operating condition of the 
refrigeration system for the algorithm to converge. 
An input file representing a wide range of operating conditions could be created 
by using the manufacturer's software. However, this approach was not used because 
routine PISCHIL1 does not consider the sensible heat exchange occurring in the 
evaporator and condenser. Thus, even by using appropriate input data, the heat transfer 
coefficients determined by means of PISCHIL1 would be only valid for heat exchangers 
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operating with latent heat exchanges. Since, the Toolkit procedure for the identification 
of heat exchangers parameters is not sufficiently accurate for this study it has not been 
used further. 
Because the refrigerant, brine and air temperatures have been measured at the 
inlet and outlet of the heat exchangers, the identification of parameters can be achieved 
using an approach based on the logarithmic mean temperature difference. Therefore, 
based on this method, coefficients for the latent and sensible heat transfers can be 
determined separately. This procedure is more accurate and representative of the actual 
operating conditions than the identification routine PISCHIL1 provided by the Toolkit. 
The new identification procedure for heat exchangers is developed in Chapter 5. The 
coefficients that will be identified in Chapter 5 will be used along with the compressor 
coefficients determined with routine PISCOMP1 in the Toolkit simulation routine 
PIS SIM 1. This routine is presented in the next section. 
4.5 Simulation of the refrigeration cycle 
In this section, the equations used by the Toolkit for the simulation of 
reciprocating chillers are presented. Before this, it is interesting to analyze the actual 
vapour-compression refrigeration cycle in a temperature entropy (T-S) diagram as 








Figure 4.12: T-S diagram of the simulated refrigeration cycle 
Starting the cycle from point 1, the superheated refrigerant is compressed to the 
actual point 2. The process from point 1 to point 2 is an irreversible compression process, 
and the entropy increases from state 1 to state 2. The compression process from point 1 to 
2" may be even more desirable than the isentropic process from point 1 to 2'. In fact, 
process 1 to 2" requires less work than both the actual and the ideal compression 
processes. Therefore, when it is possible, the refrigerant should be cooled during 
compression to diminish the work input. Furthermore, compared to the actual condensing 
process (2-3), process 2" to 3 requires less condensing capacity which results in a smaller 
condenser, which might use less electricity. When passing through the condenser, the 
pressure drops due to the energy dissipation caused by the friction between the refrigerant 





diminution of temperature while the pressure decreases. At the exit of the condenser, the 
refrigerant is sub-cooled, thus moving from point 3' to 3. At the exit of the condenser, the 
compressed liquid refrigerant is expanded through the expansion valve in order to reduce 
its temperature. The expansion valve is considered to be adiabatic, which indicates that 
the enthalpy is constant during the expansion. The irreversibility of the process is 
illustrated by the path between point 3 to point 4. From point 4 to point 1, the refrigerant 
is evaporated while passing through the evaporator. The refrigerant experiences a 
pressure drop due to the friction between the refrigerant and the heat exchanger. Thus, the 
temperature at the exit of the evaporator (point 1') is lower than the temperature at the 
inlet of the evaporator (point 4). To ensure that the refrigerant is completely evaporated, 
the refrigerant is superheated from point 1' (saturated vapour) to point 1 (superheated 
vapour). 
Mandatory conditions have to be respected while designing a refrigeration system. 
On one side, the refrigerant that flows in the compressor must be empty of liquid to avoid 
cavitations that reduces the total life of the machine. Thus, the refrigerant has to be 
superheated in the evaporator. The degree of superheating is calculated in function of the 
heat losses occurring in the pipe separating the compressor from the evaporator. If the 
length of the pipe is long, condensation can occur resulting into the aspiration of liquid 
bubbles by the compressor. On the other hand, a higher degree of superheated vapour at 
the exit of the evaporator results into a higher electric demand by the compressor, leading 
to a smaller COP for the system (Koury, 2001). Furthermore, the transfer of sensible heat 
into the refrigerant requires more heat exchange area in the evaporator than the transfer of 
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latent heat. The degree of superheated vapour is controlled by opening or closing the 
expansion valve which results into a decrease or increase of the evaporator pressure, thus 
changing the proportions of latent and sensible heat transferred. 
The second mandatory condition that needs to be respected is to have sub-cooled 
liquid at the exit of the condenser (point 3 in Figure 4.12). On one side, the expansion 
valve cannot deal with vapour, since expanding vapour is in practice difficult. On the 
other side, a higher degree of sub-cooled refrigerant allows to increase the temperature 
drop while the refrigerant passes through the expansion valve. Consequently, a higher 
degree of sub-cooled refrigerant increases the potential of heat absorption in the 
evaporator. 
4.5.1 Modified PISSIM1 mathematical description 
For the simulation of the whole refrigeration system, the Toolkit provides the 
routine PISSIM1. However, modifications were brought to the routine in order to adapt 
the simulation to the specific operating conditions of the Camillien-Houde ice rink. The 
original routine PISSIM1 has been modified to use the identified parameters as inputs. 
The compressors parameters have been identified in section 4.3.2. The heat exchangers 
parameters will be identified in Chapter 5 using the logarithmic mean temperature 
difference technique. Moreover, the refrigerating capacity of the compressors is known, 
since it has been calculated in Chapter 3 based on the heat balance on the refrigerant side 
(section 3.4.2.2). Therefore, modifications have also been brought to consider the 
evaporating load as an input value. Finally, the original routine has been adapted to 
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consider the measured refrigerant mass flow rate as an input to the model. These 
modifications led to a simplified routine PISSIM1 requiring less calculation time. The 
modified routine PISSIM1 calculates the temperatures of the brine and air at the heat 
exchangers exit as well as the electric demand of the compressor. The flowchart of the 
modified routine PISSIM1 is presented in Figure 4.13. 
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Figure 4.13: Information flowchart for the modified PISSIM1 
4.5.1.1 Simulation of compressors 
The simulation of the compressor is performed by using the parameters provided 
by the routine PISCOMP1 along with the saturation temperatures (Equations 4.37 
Equation 4.38). The compressor simulation is based on an iterative process in order to 
determine the refrigerant temperature after the heating-up due to the electromechanical 
losses (Point 1', Figure 4.2). The evaporation and condensing pressures are determined 
by means of the Clausius-Clayperon equation (see Equation 4.4). The volumetric 
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effectiveness of the compressor is defined by rearranging the volume flow equation 
(Equation 4.8), reintroducing the definition of pfactor along with the identified 
parameter C^: 
fp\Vr 
£voi - p> - 1 + Cf Cf 
s K*\j 
(4.25) 
The volumetric effectiveness can be used to determine the refrigerant mass flow 
rate: 
™*r = (4.26) 
C -r-T„ 
where vr = — is the volumetric flow and Tv is the guessed temperature after the 
heating up. For the first iteration, Tr is set equal to the saturation temperature determined 
by Equation 4.37. However, in this study the refrigerant mass flow rate measured on site 
is input to the model. Thereafter, the isentropic compression power is calculated as: 
W„=m r ref y-\ 
•C-r-Tv, 
f 7± \ 
A v x w 
(4.27) 
J 
Equation 4.27 is used along with the parameter Wlo in order to determine the 
actual electric input to the compressor: 
W = Wlo+aW.+W. s s (4.28) 
The temperature after the heating-up is then recalculated by applying the energy 
balance between the inlet and the outlet of the compressor: 
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Tr=Tl + W"+a-W- (4.29) 
Cp-mref 
The simulation converges when the relative error between the temperature after 
the heating up calculated in Equation 4.28 and the temperature after the heating up 
guessed is less than 10"5: 
(T —T ) 
Error = - ^ l— < 10"5 (4.30) 
Tr 
4.5.1.2 Simulation of heat exchangers 
The simulation of heat exchangers proposed by PISSIM1 is based on a 
combination of the effectiveness-number of transfer units method (e-NTU) along with the 
corresponding parameter A Us that will be identified in Chapter 5. The E-NTU method is 
based on a dimensionless parameter called the heat transfer effectiveness e, defined as 
(Holman, 1997): 
S= Qemp (4.31) 
zZevap,max 
where Q represents the actual heat transfer rate while QevapmsiL represents the 
maximum possible heat transfer rate. The actual heat transfer is obtained by calculating 
either the energy released by the hot fluid or absorbed by the cold fluid. To determine the 
maximum heat transfer rate in a heat exchanger, the maximum temperature difference 
must be used. The maximum temperature difference corresponds to the difference 
between the inlet temperatures of the cold and hot fluids, thus: 
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A 7 1 T7 T 1 
^ m a x ~ hot,in cold An (4.32) 
The fluid that might undergo the maximum temperature difference is the fluid that 
has the smaller heat capacity rate. The heat capacity rate is defined as followed (Holman, 
1997): 
^cold ~ Cp,cold ' mcold a n < ^ ("hot ~ Cp,hot ' mhot (4.33) 
When a fluid experiences a latent heat exchange (evaporation or condensation at a 
constant temperature) the value of the heat capacity tends to infinity. Hence, during latent 
heat exchange, the following s-NTU expression is used by Bourdouxhe et al. (1997): 
£ = l -exp( -MT/) (4.34) 
AU 
where NTU = . Equation 4.33 is only valid for vaporization and condensation. 
Therefore, the coefficient AU used in the NTU expression must correspond to the latent 
heat transfer of the evaporator and condenser. This is considered during the identification 
of the heat exchangers. By rearranging Equation 4.33, the evaporator and condenser 
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(4.35) 
(4.36) 
From Equation 4.30, the following formulation is obtained: 
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Qevap ~ S ' £Jevap,max ~ £'*"mm ' \*hi * c\) ( 4 - 3 7 ) 
where Cmin is either equal to c • mbrim for the evaporator or cp^ • mair for the 
condenser. Thus, the evaporating and condensing temperatures can be determined by 
rearranging Equation 4.36: 
SST - Tbrin out : (4.38) 
f • c 'fit 
evap p,brine brine 
SDT = Tair + ®cond (4.39) 
F • c ' fh 
cond p,air air 
This procedure allows obtaining the evaporating and condensing temperatures by 
means of the inlet brine and air temperatures and by determining the actual heat transfer 
in the heat exchangers. Once the condensing load and the refrigerant mass flow are 
determined, the brine and air temperatures at the exit of the heat exchangers are 
determined: 
T -T evap f4 4 ( t t 
brine,out,chilli brine,in,out,pump . V • " / 
C 't71 
p,brine l brine 
T - T + ^cond f4 4n 
air,out,cond brine,in . \ • / 
Cp,air ' mair 
Written in this form, Equations 4.37 and 4.39 are for chiller #1 , however they are 
also valid for chiller #2 if the related brine temperature at the evaporator inlet is used. 
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4.5.1.3 Algorithm and flowchart of PISSIM1 
The modified routine PISSIM1 consists of two imbricated loops. The first loop 
applies to the heat rejected by the condenser, and the second loop applies to the 
refrigerant temperature after the heating-up. The following operations are performed: 
i- For each working point: 
Select of the refrigerant (subroutine PROPERTY); 
Calculate the evaporator and condenser effectiveness; 
Calculate the evaporating temperature and pressure as well as the enthalpy at the 
evaporator exhaust from the evaporating capacity; 
ii- Begin first loop - Calculation of the heat rejected in the condenser 
A - Calculate the condensing temperature and pressure as well as the enthalpy at 
the condenser exhaust; 
B - Calculate the volumetric effectiveness of the compressor; 
iii- Begin second loop - Calculation of the temperature after heating-up 
1 - Calculate the refrigerant mass flow rate and the isentropic compression 
power; 
2 - Calculate a new temperature after heating-up; 
3 - IF converged THEN leave second loop. IF not, then go to point 1 and 
use the new temperature after heating-up calculated at point 2. 
iv- End second loop 
C - Calculate the power consumed by the compressor 
D - Calculate a new heat rejected in the condenser 
E - IF converged THEN leave first loop. IF not, then go to point A and use the 
recalculated temperature after the heating-up 
v- End first loop 
vi- Final calculations 
-Calculate the other outputs 
The corresponding flow chart is presented in Figure 4.14. 
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INPUTS AND PARAMETERS 
Refrigerant mass flow rate rfirnf 
Brine mass flow rate rhbrine 
Brine inlet temperature Tbrine,in,chill 
Air mass flow rate rhair 
Air inlet temperature Tair 
Evaporator load Q evap 
Condenser guess load Q cond.guess 
Evaporator heat transfer coefficient AUevap 
Condenser heat transfer coefficient AUcond 
Compressor parameter VsAWicCl 
Subroutine PROPERTY 
To, hfo, hfgo, Cf, Cp; 
Equation 4.4 — 
Equation 4.37 — 
Equation 4.38 — 
Equation 4.3 — 
Equation 4.2 — 
Equation 4.25 — 
r.zeta ,gamma, Acl, Bel 
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Figure 4.14: Simulation of the refrigeration system with the modified routine PISSIM1 flowchart 
(adapted and modified from Bourdouxhe et al. 1997) 
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4.6 Conclusions 
The models developed by the Toolkit are for steady state operating conditions; 
hence they are not valid immediately after compressor's start-up. The routine PISCOMP1 
was used for the compressor identification along with 21 working points corresponding to 
the actual compressor created with compressor software Carwin. The parameters 
identified from the new input file have been validated by using Carwin, and a good 
agreement was observed between the results. For the identification of the heat exchangers 
parameters, the Toolkit proposes the routine PISCHIL1. This iterative routine allows to 
determine the overall heat transfer coefficient by neglecting the sensible heat exchanges. 
This approximation is very crude for the current application. Therefore, based on the 
monitored temperatures, a modified approach will be used where the heat exchangers 
parameters will be identified by using the logarithmic mean temperature difference. This 
procedure will be developed in Chapter 5 by using the software EES. The simulation of 
the refrigeration system is described by the routine PIS SIM 1. Important modifications 
have been brought to routine PISSIM1 in order to consider the latent and sensible heat 
exchanges. Moreover, because the parameters are identified prior to the simulation, the 
routine has also been modified to use the compressor and heat exchangers as inputs 
instead of calculating them. A loop corresponding to the calculation of the evaporator 
load has also been modified to consider the refrigerating load calculated in Chapter 3 as 
an input to the model. The modified routine PISSIM1 will be programmed in C++ and 
incorporated as an external DLL into TRNSYS for the simulation of the refrigeration 
system in Chapter 7. 
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CHAPTER 5 
DEVELOPMENT OF THE REFRIGERATION MODEL 
USING THE ENGINEERING EQUATION SOLVER 
As presented in chapter 4, the sensible heat transfer in the evaporator and air-
cooled condenser is neglected by the Toolkit for the identification of the overall heat 
transfer coefficients of those heat exchangers. The logarithmic mean temperature 
difference method is used in this chapter to evaluate the overall heat transfer coefficients 
depending on the type of heat exchange occurring in the exchanger (e.g., sensible or 
latent). The overall heat transfer coefficients are calculated from temperature 
measurements of both fluids flowing through the heat exchanger. The measurements 
cover several days of operation of different months, and finally an average value of the 
overall heat transfer coefficients are used further in simulation. This chapter covers the 
development of the model, which is based on the measurements collected at the 
monitored ice rink. At the exit of each component of the chiller, the properties of the 
refrigerant are determined by using thermodynamic equations. 
5.1 Objectives of the refrigeration model 
The model is developed with two main objectives: to identify the parameters of 
the heat exchangers, and to have a reference model for comparison purposes during 
simulations in TRNSYS by providing the temperature of the refrigerant at the exit of each 
component. The model uses thermodynamic equations and empirical relations to describe 
the behaviour of the refrigeration system. 
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5.2 Development of the refrigeration model 
The model is developed using the Engineering Equation Solver (EES) (Klein and 
Alvarado 1999). This is a non-linear equation solver presenting the capability to calculate 
thermodynamic properties of commonly found substances such as air, water and several 
refrigerants. The EES environment allows to model thermodynamics processes such as 
refrigeration cycles. 
5.2.1 Model assumptions 
The model assumes that the temperature and pressure at the condenser exit are 
equal to the measured temperature and pressure at the expansion valve inlet. The heat 
losses and pressure drop in the pipe between the condenser outlet and the expansion valve 
are neglected. At the evaporator inlet, the conditions are assumed to be equal to those at 
the expansion valve exit. This assumption is realistic since the expansion valve is directly 
connected to the evaporator. It is also assumed that the chiller operates steadily. 
5.2.2 Mathematical model 
Among all measurements available from the Camillien-Houle ice rink (see 
section 3.3), the following data are used by the EES model: 
- Refrigerant temperature at the inlet of the expansion valve ( Tref in exp vahe); 
- Refrigerant temperature at the exit of the evaporator (Tref out evap); 
- Refrigerant mass flow (mref ); 
- Compressor suction pressure (Px); 
- Compressor discharge pressure (P2); 
100 
- Brine temperature at the inlet of the pump (Tbrineinpump); 
- Brine temperature at the exit of the pump (Tbrimoutpump); 
- Brine temperature at the exit of chiller #1 (Tbrineoutchm); 
- Brine temperature at the exit of chiller #2 (,Tbrineoutchm); 
- Brine mass flow (mbrjne); 
- Exterior air temperature (Tair). 
Based on the monitored data, the proposed model calculates the refrigerant 
properties at the inlet and outlet of each component (evaporator, compressor, condenser 
and expansion valve). 
5.5.2.1 Evaporator 
The saturation suction temperature (SST), which is also the evaporation 
temperature, is directly evaluated from the pressure measured at the inlet of the 
compressor because the pressure is considered constant during evaporation. Hence, for a 
saturation suction pressure Pi = 263.4 kPa (Ouzzane et al. 2006), the corresponding 
saturation temperature is of -18.14°C on March 16 , 2006. Although the refrigerant 
temperature is reduced as the refrigerant passes through the tubes of the evaporator due to 
pressure drop (see Figure 4.12), the SST is considered to be constant. At the end of the 
evaporation of the saturated mixture, the refrigerant is superheated. Based on measured 
data, the average refrigerant temperature at the exit of the evaporator is -12.32°C for 
March 16th, 2006. The average degree of superheating for the same day (Equation 5.1) is 
of 5.8°C. A rounded value of 6°C is used as an average value for several days. 
A-* supheat = * ref ,out,evap ~ ^ * (5.1) 
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5.5.2.2 Compressor 
Due to the pipe length separating the evaporator and compressor, some heat gain 
from surroundings takes place. The corresponding increase of temperature was evaluated 
by CANMET at about 3°C. Hence, the temperature at the compressor inlet (point 1 in 
Figure 4.12) is calculated as: 
ref,in,comp 1 ref,out,evap V 3"*/ 
The average compressor inlet temperature is of Trefincomp = -9.32°C on 
March 16th 2006. Therefore, the average enthalpy and entropy at the compressor inlet are 
determined based on the estimated temperature and measured pressure (hi = 403.0 kJ/kg 
and Si = 1.79 kJ/kgK). Because the compressor operates practically with constant suction 
and discharge pressures, the compression ratio is assumed to be constant. From the 
suction and discharge pressures measured on the monitored refrigeration system 
(Ouzzane et al. 2006), the mean compression ratio is evaluated as r = 5.8808. 
The isentropic work of the compressor is determined by assuming that the entropy 
during the compression process is constant (process 1-2' in Figure 4.12): 
^s=Kf(K~hi) (5-3) 
By using the measured discharge pressure P2 = 1549 kPa (Ouzzane et al. 2006), 
the temperature and the enthalpy at the exit of the isentropic compression are determined 
(hT = 449.9 kJ/kg and TT = 77.64°C). The mean isentropic work for March 16th, 2006 is 
evaluated at 15.68 kW. In order to determine the actual work done by the compressor, an 
empirical relation published by the Air-Conditioning and Refrigerating Institute (ARI 
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2004) is used. This third degree polynomial relation relates the brake-horse power (BHP) 
of the compressor with the saturation suction and discharge temperatures (SST and SDT): 
BHP = P. + P2-SST + P, -SST + P, -(SST2) + P5 -SST-SDT + 
(5.4) 
P6 • SDT2 + P7 • SST3 + P8 • SDT • SST2 + P9 • SST • SDT2 + Pl0 • SDT3 
The coefficients used in Equation 5.4 are determined from the manufacturer 
catalogue for the 5H40 reciprocating compressor used in the ice-skating rink (Carrier 
Corporation 2001). The actual mean compressor power input is evaluated at 20.6 kW. 
The isentropic efficiency allows to evaluate how far an irreversible mechanical 
system is from the equivalent reversible system. It is defined as the ratio between the 
ideal required work and the actual required work (Equation 5.5). The mean isentropic 
efficiency calculated for compressor #2 of chiller #1 is of tjs = 0.77. 
Vs =— (5-5) 
s
 W 
Two approaches can be used to determine the temperature at the exit of the 
compressor. The first method consists of using Equation 5.4 to determine the power input 
to the compressor and then determining the outlet enthalpy (hi) by applying the energy 
balance of the compressor; it is assumed that the whole work input is transferred to the 
refrigerant. This method is not accurate since the empirical relation 5.4 gives the actual 
electric demand of the compressor, but does not allow determining the energy transferred 
directly to the refrigerant. The second approach consists of employing an empirical 
equation provided by the manufacturer, which relates the discharge temperature 
(T2 in ° C), with the suction temperature 7/ (°C) (Carrier Corporation 2001): 
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T2 = [(7; + 273.33) C]-273.33 (5.6) 
Because Equation 5.6 was developed by the manufacturer, the discharge 
temperature calculated with this method is more accurate than the result obtained from 
the combination of the energy balance and the empirical relation 5.4. Constant C is 
calculated by combining the compression ratio with the compression exponent of 





V M J 
For instance, for a compressor operating with refrigerant R-22 and without water-
cooled heads, the compression exponent N is equal to 1.23224, leading to a constant 
C = 1.395232 (Carrier Corporation 2001). Therefore, by using Equation 5.6, the average 
discharge temperature of the compressor T2 is evaluated at 93.63°C. 
5.5.2.3 Condenser 
At the exit of the compressor, the superheated refrigerant is condensed by passing 
through the condenser. The saturation pressure of condensation (P2) was measured by 
Ouzzane et al. (2006) as 1549 kPa. The saturation discharge temperature (SDT) is 
directly evaluated from the pressure as 40.4°C. If pressure drop is neglected, the SDT can 
be considered as the condensing temperature during latent heat exchange. The 
temperature at the condenser exit is assumed to be equal to the measured temperature at 
the inlet of the expansion valve (Point 3 in Figure 4.12). For March 16th 2006, the 
average temperature is of 28.17°C. From the difference between the condensing 
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temperature and the temperature at the exit of the condenser, the degree of sub-cooling is 
evaluated to be of 12.23°C, rounded to 12.5°C. 
5.5.2.4 Expansion valve 
Because of the pressure drop that occurs when the refrigerant flows through the 
evaporator, the refrigerant temperature at the exit of the expansion valve is not exactly 
equal to the SST. Based on discussions with experts from CANMET-Varennes, they 
recommended to adjust this temperature to better fit the actual conditions at Camillien-
Houde. The refrigerant temperature at the exit of the expansion valve is evaluated to be 
equal to the SST plus one degree (Equation 5.8). From the measured SST, the mean 
temperature at the exit of the expansion valve is estimated at -17.14°C on March 16th, 
2006. 
Tref, out, exp.valve = ^ ^ + * (5-8) 
5.5.2.5 Calculation of thermal loads of heat exchangers 
The evaporation and condensing thermal loads are computed from the refrigerant 
enthalpy difference between the inlet and outlet of each heat exchanger. In order to 
identify the parameters of heat exchangers, the load is divided into latent load and 
sensible load. For instance, the latent evaporation load is of 54.6 kW and the sensible 
load of 1.3 kW leading to a total evaporation load of 55.9 kW. For the condenser, the 
mean de-superheating load is 15.7 kW, while the latent load is 55.3 kW and the sub-
cooling load is 5.7 kW. The total average condensing load is 76.7 kW. 
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The coherence of the model is evaluated by applying the first law of 
thermodynamics on the chiller. The heat rejected by the condenser as calculated above 
(76.7 kW) is almost equal to the sum of the heat absorbed by the evaporator (55.9 kW) 
and the energy supplied to the compressor (20.6 kW). The small difference between these 
two values (76.7 kW vs. 76.5 kW) can be caused by an over-estimation of the sub-
cooling at the condenser; the temperature at the condenser exit is not exactly equal to the 
temperature at the inlet of expansion valve. 
5.2.3 Verification of the EES model 
The results from the EES model are compared with the simulation performed with 
the Carwin software made by Carlyle (Carlyle 2007). The average values measured on 
the chiller along with the compressor characteristics are used in the Carwin software to 
simulate the chiller. A short presentation of input and output from Carwin software is 
given below. Table 5.1 presents the input values used to simulate the chiller with the 
manufacturer's software. 






Saturated suction temperature (SST) 
Saturated discharge temperature (SDT) 
Temperature leaving the condenser 
Temperature entering expansion valve 
Superheat level 













The Carwin software calculates the power input to the compressor, the 
compressor capacity, the refrigeration effect, the heat rejected at the condenser, the 
temperature of the refrigerant at the compressor exit, the refrigerant mass flow rate, and 
the COP of the chiller. 
The compressor capacity, a terminology frequently used by compressor 
manufacturers, must be carefully defined. The actual useful heat transfer occurs in the 
evaporator (refrigeration effect), which is almost completely unrelated to the compressor. 
The capacity of a refrigeration system depends on the mass flow of refrigerant and the 
enthalpy difference between the inlet and the exit of the evaporator. If any of the 
parameters that define the capacity change, the capacity of the compressor must be 
adjusted to account for this change. The maximum mass flow of a compressor occurs 
when the inlet gas is saturated vapour. Therefore, the manufacturer specifies the nominal 
conditions used to establish the capacity of the compressor: (i) 8.3°C of superheating in 
the evaporator, (ii) 0°C of sub-cooling in the condenser, and (iii) a saturated discharge 
temperature of 40.5°C. 
A good agreement is observed between results from Carwin and EES model for 
March 16th, 2006 (Table 5.2). 
Table 5.2: Comparison between results of EES and Carwin models 
Outputs 
Evaporator refrigerating effect 
Compressor capacity 
COP 
Refrigerant mass flow 

















0.39 kW (0.7%) 
-
0.1 (3.8%) 
0.0002 kg/s (0.5%) 
0.03 kW (0.1%) 
3.9°C (4%) 
107 
5.3 Identification of parameters of heat exchangers 
The EES model is used to identify parameters of heat exchangers by using the 
logarithmic mean temperature difference (LMTD) method. The temperature variation of 
fluids flowing through the evaporator and condenser, respectively, is presented in Figure 
5.1. The names used to identify the intermediate temperatures are also presented. 
' ref ,out ,comp 
T 
air .out xond T , A i r 
•* air,out,lat 
~ air ,out .subcool 
Length 
(b) 
Figure 5.1: (a) Temperature variation of the refrigerant and brine in the evaporator 
(b) Temperature variation of the refrigerant and air in the condenser 
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In the evaporator, the saturated mixture refrigerant is evaporated at constant 
temperature (latent heat) and at the end, slightly superheated (sensible heat). During this 
process, brine temperature decreases constantly (sensible heat). In the condenser, the 
vapour refrigerant is first de-superheated (sensible heat), then condensed (latent heat) to 
finally be sub-cooled (sensible heat) while the air temperature increases constantly 
(sensible heat). 
5.3.1 Definition of the overall heat transfer coefficient 
Heat exchangers are characterized by their overall heat transfer coefficient (U). 
By definition, the overall heat transfer coefficient is the inverse of the total thermal 
resistance between two mediums, for instance the refrigerant and the brine or air. This 
parameter considers both the convective and conductive heat transfer mechanisms. Both 
heat flows depend on several operating characteristics such as fluid properties, materials 
and design of the exchanger. Two methods can be used to determine the overall heat 
transfer coefficient. One choice is to use an analytical model to calculate the total thermal 
resistance to heat flow across the surface between the inside and outside flows. This 
method provides satisfactory results if proper relations are used to determine the 
conductive and convective coefficients. However, when dealing with two phase fluids, 
the calculation of the total thermal resistance is complex. Furthermore, if the heat 
exchanger is fouled with accumulation of deposits, an additional thermal resistance must 
be evaluated to take into account this effect. 
The alternative is to calculate the overall heat transfer coefficient by means of an 
inverse approach. Based on the collected data on the monitored ice rink, the logarithmic 
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mean temperature difference ( /STm ) between the hot and cold fluids over the entire length 
of the heat exchanger is estimated as: 
Ar,-Ar2 
&Tm = 1 i— (5.9) 
m
 ln(A7;/Ar2) 
where ATy and AT2 are the temperature differences between the two fluids at each end 
of the heat exchanger. Because the heat load on the evaporator and on the condenser is 
known, the overall heat transfer coefficient can be defined by the following relation 
(Holman, 1997): 
AIL 
U = - (5.10) 
A-Q 
where: A = the total heat transfer area (m2); 
U = average overall heat transfer coefficient (W m" °C") 
5.3.2 Calculation of the overall heat transfer coefficient 
The ASHRAE Toolkit uses parameter AU to characterize the evaporator and 
condenser respectively because the area of heat exchanger is constant. The same notation 
is used in this study. It is important to note that the overall heat transfer coefficient is 
variable along the heat exchanger. The variation is more important when the fluid 
experiences a change of phase (latent heat). For calculations, the heat exchanger is 
divided into one part that experiences sensible heat transfer and another part with latent 
heat transfer. Thus, two parameters AU are determined for the evaporator, and three 
parameters AU axe determined for the condenser. The intermediate temperatures of the 
refrigerant, brine and air (Figure 5.1) must be determined in order to apply Equation 5.9. 
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5.3.2.1 Evaporator 
For the evaporator, the coefficients A U are determined as follows: 
1- Calculation of the total evaporation effect of one compressor loop by applying 
the heat balance on the refrigerant side: 
y^evap =mref'\^ref,out,evap~'tref,m,evap) (5-H) 
2- Calculation of the sensible evaporation load of one compressor loop provided 
to superheat the refrigerant: 
Qevap,sens ^ ref ^J^ref ,out,evap ^ref,sat,vap,evap ) (5.12) 
3- Calculation of the latent evaporation load of one compressor loop: 
zievapjat xievap zZevap,sens 
(5.13) 
4- Calculation of the brine temperature after the latent heat exchange: 
9 . 0 
T =T ZCevapJat 
brine,out,sens brine,out,chilli • \?'*^) 
YYl ' C 
brine ^ p,brm 
Because the measured temperature correspond to effect of two compressors of 
chiller #1 (see Chapter 3), the latent load is multiplied by two in 
Equation 5.14. 
5- Calculation of the logarithmic mean temperature difference (Equation 5.9 and 
Figure 5.1 (a)) for the evaporator latent load, where: 
AT =T — SST 
1 brine,out,sens L-J*~J-t 
A T _ T — W T 
L11
 2 ~~ L brine,out,chilli 0 0 / 
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6- Calculation of the logarithmic mean temperature difference (Equation 5.9 and 
Figure 5.1 (a)) for the evaporator sensible load, where: 
A-M — * brine,out,sens ^ * 
A T"1 _ fTt T1 
2 brine,out,pump ref ,out,evap 
7- Calculation of coefficients A Uiatent and A Usensme by using Equations 5.15, 5.16. 
The load is multiplied by two in order to account for the two compressors in 
operation, and thus to obtain the overall heat transfer coefficient 
corresponding to one compressor: 
_±_QM 
evapjat . rp AUM=—*Z- (5.15) 
m,evapj.at 
AU„S = ^TQsem (5.16) 
m,evap,sens 
5.3.2.2 Condenser 
The mass air flow passing through the air-cooled condenser was not measured at 
the ice rink. The number of condenser fans in operation is variable depending on the 
condenser load and outdoor conditions. Therefore, based on the manufacturer's 
catalogue, an average constant air flow rate of 8.2 kg/s is used in the simulations. The 
coefficients AUCOnd are estimated as follow: 
1- Calculation of the condensing latent load of one compressor loop by using the 
saturated refrigerant enthalpy difference: 
lat ~mref ^farej,sat,vctp ,cond ^ref,sat,liq,cond 
) (5.17) 
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2- Calculation of the sensible load corresponding to the de-superheating load of 
one compressor loop: 
Qcond,sens-de sup heat ^ref (foref,out,camp ^ref,sat,vap,cond 
) (5.18) 
3- Calculation of the sensible load corresponding to the sub-cooling load of one 
compressor loop: 
Qcond,sens-subcool ^ref (firef,sat,liq,cond ^ref,in,exp.valve ) (5.19) 
4- Calculation of the air temperature after the de-superheating process: 
rp rp zCcond,sens—subcool ._ _ - ^ 
-* air,out,subcool ~ *• air "" '. (5.20) 
m -c 
aw p,air 
5- Calculation of the air temperature after the latent heat exchange 
20 
T —T J_ z^condjat „ . 
air.outjat air,out,subcool : l 3 " ^ 1 / 
m -c 
air p,air 
6- Calculation of the air temperature at the exit of the condenser: 
rp rp z-,cond,sens-de$apheat 
J
 air,out,cond air,out,lat '. IP '*AJ 
YYl -C 
air p,air 
8- Calculation of the logarithmic mean temperature difference (Equation 5.9 and 
Figure 5.1 (b)) for the de-superheating load, where: 
hIl=SDT-Tc air,out,lat 
i rp rp rp 
2 ref ,out ,comp air,out,cond 
113 
9- Calculation of the logarithmic mean temperature difference (Equation 5.9 and 
Figure 5.1 (b)) for the latent load, where: 
AT^SDT-Tail air,out,lat 
A i
 2 - SDl 1 air,out,subcool 
10- Calculation of the logarithmic mean temperature difference (Equation 5.9 and 
Figure 5.1 (b)) for the sub-cooling load, where: 
AT^SDT-TC air,out,subcooI 
JL rrt rrt rri 
2 ref,in,exp,valve * air 
11- Calculation of coefficients AUiatent and AUsensibies by using Equations 5.23, 
5.24, 5.25. 
2-0 
ATT - ^condjat , , - , . . 
AU
condjat - .rp &M) 
^ m,cond,lat 
2-D 
.JJ second, sens- de sup heat teiA\ 
cond,sens-desupheat ~ trp ^ ' 
m,sens-de sup heat 
2-D 
* j j zZcond,sens-subcool ,_ - _, 
cond\sens-subcool . rp \ • I 
m,sens-subcool 
5.3.3 Average overall heat transfer coefficient 
The calculation of the AU values is conducted for different days of different 
months to determine average coefficients for the evaporator and condenser. The results 
for the evaporator and the condenser, with the corresponding average exterior air 
temperature are presented in Table 5.3, and Table 5.4, respectively. The daily average 
sensible and latent heat exchange in the evaporator and condenser are presented as well. 
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The difference of AUempjat between the maximum of 14,752 W/°C (December 7 ) 
and minimum of 11,360 W/°C (May 14th) is of 2458 W/°C, or about 23%. The average 
value of AUeVap,iat over four different days is 13,238 W/°C. The results show that the 
AUconiitiat value is slightly more variable. The difference between the highest value of 
6829 W/°C (October 10th) and lowest of 3265 W/°C (December 7th) is of 3564 W/°C, or 
about 52%. The, AUCOnd,iat value increases when the exterior air temperature increases. 
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The average value of AUcond,iat = 4862 W/°C. The average latent heat transfers in the heat 
exchangers are constant for all the days because the condensing pressure is assumed to be 
invariable. The latent heat exchange is constant throughout the days, because the 
evaporation and condensing pressures (Pi and P2, respectively) are considered constant in 
the calculations. The sensible heat exchange is very small for the evaporator, since the 
superheating is of 6°C, while in the condenser, the sensible heat corresponds to the de-
superheating and sub-cooling of the refrigerant. The average values of sensible heats will 
be used in the chiller simulation (modified routine PISSIM1) as presented in Chapter 7. 
5.4 Conclusions 
Based on the experimental data, a refrigeration model was developed by using 
EES. The results obtained with the EES program were compared with the results from the 
compressor manufacturer software. A good agreement between the values was found. 
The EES model was used to identify two important parameters of the evaporator and 
condenser: iheAUevap andAUcond, respectively. These coefficients are more accurate than 
those that could be calculated from the Toolkit since they are specifically calculated for 
the type of heat exchange occurring in the heat exchanger. Because the Toolkit equations 
are only valid for latent heat exchanges, the overall latent heat transfer coefficients 
determined for the evaporator and the condenser will be used during the simulation of the 
modified Toolkit model presented in chapter 4 (modified routine PIS SIM 1). It is 
important to mention that the coefficients calculated are based on the refrigerant 
temperatures collected on compressor #2 in chiller #1 (Chapter 3). It is assumed that the 
other compressors operate in similar conditions than those measured on compressor #2. 
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CHAPTER 6 
MODEL DEVELOPMENT FOR THE SLAB 
AND THE CONTROLLER 
This chapter begins with the presentation of the slab model. The slab is 
thoroughly described and analyzed. Two types of models are developed: (1) an analytical 
model which is adjusted by using the experimental data; and (2) a correlation-based 
model between the return brine temperature and the ice and the slab inlet brine 
temperatures. The results obtained from both slab models are compared together by using 
measurements of four different days. The monitored brine and ice temperatures are 
analyzed along with the power input to chillers to understand the behaviour of the 
controller. Empirical rules are then determined and tested with measurements of two 
different days. 
6.1 Slab description and analysis 
The slab is composed of a 25 mm thick ice sheet with a surface area of 1586 m 
(Figure 6.1). Below the ice sheet, a 25 mm thick concrete slab covers polyethylene brine 
pipes that have 25 mm diameter at 100 mm centre-to-centre distance. Beneath the 100 
mm concrete slab, a 100 mm thick rigid polystyrene insulation is used. Under the 
polystyrene insulation, a layer of 1200 mm of sand covers the gravel. Heating pipes are 
placed at 300 mm below the insulation. This piping system, which carries warm brine 
independently of the cold brine, is designed to prevent frost heave at the subgrade. 
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Figure 6.1: Ice rink floor description 
Heat is conducted from the surface of the ice sheet to the surface of the cold brine 
pipes. The brine temperature increases by removing heat from the ice-slab structure. The 
brine delivered by the chiller circulates inside a four passes network before returning to 
the pump. Insulation is used between the concrete slab and the sand to minimize the heat 
flux from ground and from the heating pipes toward the cold brine. Table 6.1 summarizes 
the thermal properties of components. 
Table 6.1: Properties of principal elements of the ice-concrete slab 
Property 
Conductivity (k) 
Specific heat (C„) 
Density (p) 
Units 
















6.1.1 Mathematical model of the slab 
Different mathematical models can be used to describe the thermal performance 
of the ice-slab structure. The performance of the slab model is defined by the accuracy of 
the calculated return brine temperature, based on the ice and the inlet brine temperatures 
compared with the measured value, under the same conditions. One option is to use an 
analytical solution to describe the thermal performance of the slab. The accuracy of this 
type of model strongly depends on the assumptions used and on the thermal 
characteristics of the system. Another option is to define a correlation-based model using 
the measured variables. This type of model can provide accurate results; however, it is 
only applicable to the operative conditions of Camillien-Houde ice rink. 
6.1.2 Analytical model 
The accuracy of the analytical model is not always related to the precision of the 
mathematical description. In some cases, a crude approximation of the heat transfer 
processes can be sufficient to estimate the performance of a thermal system. Hence, the 
use of valid assumptions can lead to calculation time savings without affecting the 
accuracy of results. 
6.1.2.1 Assumptions 
It is assumed that the cooling load of the brine is equal to the cooling load at the 
ice sheet; therefore, no heat losses or gains from the bottom surface of the slab are added 
to the brine. Furthermore, there is no heat transferred from one pipe to another, nor in the 
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direction of the circulation of brine in pipes. The model does not consider the transient 
behaviour of the ice. This assumption is used because the ice layer is very thin and it is 
two times more conductive than the concrete. The concrete slab is modeled using a 
lumped-capacitance, with homogenous properties and no temperature gradient. 
6.1.2.2 Mathematical description 
The energy transfer between the concrete slab and the brine is calculated by using 
the heat exchanger effectiveness method. The effectiveness approach is a helpful 
simplification of the complex piping configuration and the heat transfer. The 
effectiveness of a heat exchanger is defined as the actual energy transferred divided by 
the maximum possible heat transfer between the two mediums (Holman 1997): 
_ actual heat transfer _ Qactuai 
maximum possible heat transfer Qmax 
The maximum possible heat transfer would occur if the brine exits the slab at the 
slab temperature or if the slab temperature decreases to the brine inlet temperature. The 
medium undergoing the maximum energy transfer is the one with the minimum 
capacitance because the energy balance requires that the energy received by one medium 
be equal to the energy given by the other medium. The capacitance is defined as the 
product between the mass flow rate and the heat capacity of the medium. The minimum 
capacitance is given by the following expression (TRNSYS Type 653, Klein et al. 2000): 
Cmin = MIN((mbrine • cpbrine), (mslab • cpslab)) (6.2) 
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The maximum heat transfer corresponds to the product between the minimum 
capacitance and the temperature difference between the slab and brine at the inlet of the 
S l a b \1 brine,out,chilli)'-
Umax = ^ mm'\* slab ~ * brine,out,chilli) ("•^) 
The actual heat transfer is calculated by applying the energy balance on the brine 
side between the inlet (TbrineouUcMll) and outlet (Tbrimtnpump ) of the slab: 
factual brine p,brine V brine,in,pump * brine,out,chilli) (**•*) 
Combining Equations 6.1, 6.3 and 6.4 leads to the following expression for the 
effectiveness of the slab heat exchanger: 
brine p,brine \ brine, in, pump brine, out, chilli) £ — (6.5) 
r .(T -T "> 
mm V slab brine,out,chilli J 
The minimum capacitance of the slab heat exchanger is given by: 
^ m i n = mbrine ' Cp,brine (**•<•) 
Thus, the effectiveness formulation can be rewritten in a simplified form: 
(T ~T ) 
V brine,in.pump brine,out,chill2 / ,^ „ 
£ = — (6.7) 
(T -T } 
V-1 slab -*• brine,out,chill2 J 
Since the value of the effectiveness depends on the slab temperature, which is not 
monitored at Camillien-Houde, it is assumed that the slab temperature is equal to the ice 
temperature. This assumption is only used for the calculation of the effectiveness. 
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Because the ice temperature fluctuates with time, the average effectiveness is 
calculated for March 16th, 2006 by using measurements collected at one-minute interval 
(Figure 6.2). 
10000 20000 30000 40000 50000 
Time (s) 
Figure 6.2: Effectiveness of the slab on March 16th, 2006 
60000 70000 
During resurfacing (circled points in Figure 6.2), the ice temperature increases 
rapidly to a higher temperature, leading to a low effectiveness. In order to calculate the 
average effectiveness, the resurfacing and the recovering periods are not considered. The 
daily mean effectiveness is estimated at s = 0.49 for March 16 , 2006. 
By applying the energy balance on the system presented in Figure 6.1, the 
following expression is obtained: 





In this expression, the ice load (Qice) is calculated from the heat conducted 
through the ice layer. Since the ice layer is thin, the thermal storage in ice is neglected. 
Mathematically, this is expressed in function of the temperature difference between the 
ice and slab at each time t. A thermal conductivity equal to k = 2.3 W m"1 °C"1, an ice area 
equal to A = 1586 m2 and an ice thickness equal to 25 mm have been used in Equation 
6.9 to estimate Qice: 
(T -T (t\) 
Qice = ( * * ) i c e > C \ S'ab (6 '9> 
Ax 
Equation 6.8 is a first order differential equation, of the form dTsia(/dt - aTiSiab + 
b, where a and b are two constants defined as: 
-(kA/Ax)lce-s(mc )brine 
a = (6.10) 
, _ \kAI l\X)ice -lice +£(.mCp)brjne • J-brine,out,chill2 
ipVcp)slab 
(6.11) 
Equation 6.8 is solved analytically leading to an exponential-type solution that is 
function of time, and constants a and b: 
TM,(t) = e™-(r5 + b/a)-b/a (6.12) 
An initial condition is necessary to resolve the differential equation. In this case, it 
is assumed that the temperature of the concrete slab at the time t = 0 is equal to brine 
temperature at the time t = 0. The temperature of -5°C is used as the initial condition by 
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selecting from measurements the ice temperature when the system starts. Therefore, 
Equation 6.4 can be rewritten in the following form: 
T =T + ^actual (6.13) 
brineJn.pump *• brine,out,chilli / • \ 
(m-cp)brine 
Equation 6.13 is further developed by using Equation 6.5 and replacing Qactual: 
* brine.in.pump ~ * brine,out,chill2 + S ' V slabW ~ * brine,out,chill2 ) ( * K l ' V 
Equation 6.14 allows to determine the return brine temperature (Tbrtneinpump) in 
function of the brine temperature at the slab inlet (Tbrinemtchill2), the slab temperature and 
the effectiveness of the heat exchanger. This relation considers the effect of the thermal 
mass of the slab and the variation of slab temperature in terms of the ice temperature. 
6.1.2.3 Ice resurfacing 
During resurfacing, a thin layer of hot water at approximately 70°C is spread on 
the ice sheet. The hot water melts the ice shavings and fills the cracks and holes created 
by the blades. As reported in Figure 6.2, the ice resurfacing influences the thermal 
behaviour of the slab during a short period. The increase of ice temperature has only a 
small effect on the actual thermal load felt by the refrigeration system. This additional 
load is calculated by using the mass of hot water spread and the temperature difference 
between the ice after and before the resurfacing (Table 6.2). From the analysis of 
measured data, the impact on the ice temperature lasts approximately 20 minutes. 
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Table 6.2: Water characteristics used for resurfacing 
Characteristic 
Water temperature 
Volume of water 
Thickness of the layer 
Value 
Between 60°C to 80°C 
379 L 
0.25 mm 
Equation 6.15 is introduced to calculate the load corresponding to the increase of 
ice temperature during resurfacing: 
a m water, resurf p ,water 
, (T -T } 
\ ice,after ice,before f 
resurf 60 
(6.15) 
The load is divided by 60 seconds, because the data was collected at one-minute 
intervals. The resurfacing load calculated with Equation 6.15 is added to the left side of 
Equation 6.8 resulting into a modified differential equation that leads to a new definition 
of constant b: 




Therefore, when resurfacing occurs, Qresurf is not zero, while the rest of the time it 
is equal to zero. In order to detect ice resurfacing periods, a routine is developed that 
calculates the value of two ice temperature slopes: 
Slope\ = Twe(t)-Tice(t-2) 
Slope2 = Tice{t-\)-Tice(t-2) 
(6.17) 
(6.18) 
Slope 1 is the difference between the actual ice temperature (t) and the ice 
temperature collected two minutes before, at (t-2). The routine detects the ice resurfacing 
when both Slope 1 and Slope! are greater than 2°C, based on observation of the monitored 
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ice temperatures. When ice resurfacing is detected, Boolean variables called Surfl to 
Surf20 are equals to one to take into account the effect during 20 minutes. In that case, 
the model uses into the differential equation (6.12) the redefined constant b (Equation 
6.16) for a period of 20 minutes. The value of ice temperature, which is stored before the 
resurfacing, is increased by 0.03°C after each iteration during the 20 minute interval in 
order to reach a total ice temperature increase of 0.6°C after resurfacing. Those two 
values, 0.03 °C and 0.6 °C, are based on observations of the measured ice temperature. 
6.1.2.4 Verification of the analytical model 
The model is verified by comparing the measured and simulated return brine 
temperatures (inlet of the pump), as presented in Figure 6.3 for March 16 , 2006. The ice 
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Figure 6.3: Measured against simulated return brine temperatures, and ice temperature on March 
16th, 2006 (E = 0.49) 
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The results provided by the slab model are coherent with the measured return 
brine temperature; however, simulated temperatures are lower by about 4.6%, on 
average. The difference between the measured and simulated brine temperature increases 
from the start-up of the system at 3:00 in the morning until 7:00. Then, the difference 
between the measured and simulated temperatures fluctuates around 0.37°C. This error is 
lower than the thermocouple accuracy (see section 3.3). 
As illustrated by the encircled areas in Figure 6.3, small ice temperature 
fluctuations have almost no effects on the measured return brine temperature while the 
modeled return brine temperature is more sensitive. The higher fluctuation of the 
simulated return brine temperature could lead to instable solutions of the refrigeration 
system. Greater sensitivity to variation of ice temperatures might be caused by an under-
estimation of the thermal mass of slab. 
The difference between simulated and measured results can be in part due to the 
transient behaviour of the slab after the start-up. In fact, when the system starts, the slab 
is at a temperature near -5°C. As time goes by, the temperature of the slab decreases until 
it practically reaches a constant temperature. Equation 6.12 considers that the transient 
regime only occurs at the start-up. In fact, the slab behaves transiently at the start-up and 
each time the ice temperature varies. Thus, the equation developed provides the solution 
for a transient slab with a constant boundary condition, while the actual boundary 
condition is not constant. The equation fitting is good immediately after start-up but it 
tends to provide lower temperatures as time pass. Because the boundary condition (ice 
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temperature) continually changes and cannot be predicted, it is very difficult to resolve 
this problem analytically. However, during normal operations (no start-up, no 
resurfacing) ice temperatures variations are less than 0.8°C. Since the variations of the 
boundary conditions are small, they are only responsible of a fraction of the difference 
observed between simulated and measured return brine temperature. 
Part of the difference can also be explained by the assumptions used in the energy 
balance equation (Equation 6.8). This equation considers that the flux from the ground is 
null. Simulation by Patil and Zmeureanu (2006) concluded that the heat flux from the 
warm pipes corresponds approximately to 14% of the total load absorbed by the cold 
brine. Increasing the actual load on the brine by adding heat from below increases the 
slab effectiveness from 0.49 to 0.57. 
The actual ice and concrete thermal conductivity might slightly differ from those 
provided in Table 6.1, since they have not been directly measured. Furthermore, the ice 
thickness is not constant throughout the ice rink (see Figure 6.1), because it depends of 
the activity, and it also varies after each resurfacing. 
In order to adjust the model based on the measured data, a correction factor Z is 
introduced. This factor multiplies the right hand term of Equation 6.9 and corrects the 
ratio between the ice thermal conductivity (kice) and the ice thickness (Ax). The 
introduction of the correction factor Z results into a new definition of the two constants of 
the differential equation 6.8: 
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a = 
-Z-(kA/Ax)ice-s(mc ) p ' brine 
(pVc„) p ) concrete,slab 
b = 





p / concrete,slab 
where Z is equal to 1.7. The value of Z has been determined to obtain the best fitting 
between the simulated and measured brine temperature. Figure 6.4 shows the return brine 
temperature calculated by the adjusted analytical model, the monitored return brine 
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Figure 6.4: Measured against corrected simulated return brine temperatures, and ice temperature on 
March 16th, 2006 (E = 0.57) 
Compared to the initial model, the corrected model provides more accurate results 
by diminishing the difference between the measured and simulated return brine 
temperatures. The model closely follows the trend of measurements. Indeed, the average 
error between the simulated and measured temperatures is of 0.18°C (2.25%). 
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6.1.3 Inverse model 
An inverse approach can also be used to predict the return brine temperature. This 
approach is interesting because it does not require the mathematical description of the 
thermal phenomena occurring in the slab. The correlation-based model reflects the 
relationship between inputs and output. 
6.1.3.1 Analysis of the measured data 
A relationship is developed in this section that predicts the return brine 
temperature (dependent variable) in terms of the ice temperature and the inlet brine 
temperature (independent variables). Figure 6.5 presents the return brine temperature 
versus the ice temperature from measurements taken at one-minute interval on March 
16th, 2006. The encircled areas present three different regimes of operation: the start-up 
of the system, the steady operation, and the ice resurfacing. 
Ice temperature (C) . 
Steady operation 
46-
Figure 6.5: Return brine temperature versus the ice temperature on March 16th, 2006 
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During the steady operation, the return brine temperature ranges between -8°C 
and -9°C while the ice temperature fluctuates between -5°C and -7°C. Thus, the relation 
between the two variables can be described by a nonlinear model or by linearizing the 
dependent variable with a proper transformation. 
Figure 6.6 presents the return brine temperature versus the inlet brine temperature 
from measurements taken at one-minute intervals on March 16 l , 2006. 
Inlet brine temperature (C) 
th Figure 6.6: Return brine temperature versus the inlet brine temperature on March 16 ,2006 
It can be observed that the relationship between the two variables is almost linear. 
However, the return brine temperature is equal to the inlet brine temperature when it 
fluctuates between -5°C and -6°C. This corresponds to the start-up period of the system. 
During steady operation, the relation is positive, meaning that if one variable tends to 
increase, the other one will also tend to increase. Thus, a positive coefficient should be 
used to relate the two variables. 
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6.1.3.2 Developing a correlation based on one day of operation 
In this section, a correlation-based model is developed based on the measurements 
collected on March 16 , 2006. Because the relationship between the inlet and the return 
brine temperatures is linear, only one coefficient is used to relate the two variables. On 
the other hand, the relation between the ice temperature and the return brine temperature 
is not linear. Hence, a polynomial equation of third degree is used. The polynomial 
correlation proposed has the following form: 
* brine,in,pump ~ ' brine,out,chilli + & * ice + ^ ' -*ice + ^ '' *•ice + & 
(6.21) 
where A, B, C, D and E are coefficients that have to be determined. The correlation is 
derived by using multiple correlation techniques in the Statgraphics program 
(Statgraphics 2006). Table 6.3 lists the regression coefficients, standard errors, 
T-Statistics and P-Values obtained from the program. 































As expected, the coefficient A relating the return brine temperature with the inlet 
brine temperature is positive indicating a positive relation between these two variables as 
observed in Figure 6.5. The standard errors are very small for all coefficients, and 
therefore the values given can be considered as accurate. The T-Statistic (Student) is used 
to test the hypothesis that two variables are correlated. The T-Statistic can range between 
minus infinity to plus infinity. A T-Statistic value near zero indicates that there is no 
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correlation between the two variables. On the other hand, a T-Statistic far from zero 
(either positive or negative) is evidence that there is correlation between the variables. 
Since all T-Statistics are significatly greater or less than zero, the correlation between 
variables is statistically significant. The P-Value indicates if the model can be simplified 
by removing a term without significantly degrading the accuracy. Since all P-Values are 
less than 0.05, each term is statistically significant at 95.0% confidence level. Thus, all 
coefficients and related variables should be kept in the model. Equation 6.21 takes now 
the form of: 
Tbrtne,in,pump =0.708352-Tbrine^chm -0.127861-7;, +0.0166354-7;/ 
+ 0.00484019-7;/ -1.40321 
(6.22) 
An analysis of variance (ANOVA) is conducted by using Statgraphics program. 
The analysis of variance consists of a decomposition of the variability of the dependent 
variable Y into a model sum of squares and a residual or error sum of squares (Table 6.4). 




















In Table 6.4, the F-Ratio is defined as follows: 
F - Ratio • 
Actual variation of the group averages 
Expected variation of the group averages (6.23) 
It is interesting to analyze the F-test (Fisher test) and the associated P-Value. In 
multiple regressions, F-test indicates if one of the coefficients is equal to zero. The null 
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hypothesis states that all coefficients are equal to zero, while the alternative hypothesis 
simply states that at least one of the coefficients is not equal to zero. If the null hypothesis 
is valid, an F-Ratio around one is expected. Since the F-Ratio is much larger (5022.43) it 
is possible to reject the null hypothesis. Furthermore, because the P-Value in the 
ANOVA table is less than 0.05, there is a statistically significant relationship between 
variables at a confidence level of 95.0%. 
Further statistical information is obtained from the Statgraphics program, 
including the R-Squared (R2), the adjusted R-Squared, the standard error of estimate 
(SEE), the mean absolute error (MAE), the Durbin-Watson Statistic (DWS) and the Lag 
1 residual autocorrelation (Table 6.5). 
Table 6.5: Statistical information for the slab correlation for March 16 ,2006 
Statistic information 
R-squared 
R-squared adjusted for the degree of freedom 
Standard error of estimate 
Mean absolute error 
Durbin-Watson autocorrelation 






0.422 (P = 0.0000) 
0.787 
The R2 indicates that the model as fitted explains 94.3% of the variability of the 
brine temperature at the outlet of the slab. The remaining 5.7% is attributable to 
deviations from the model, which may be caused by other factors such as measurement 
errors or simply by a failure of the current model to fit the data adequately. The adjusted 
R-Squared, which considers the number of coefficients in the model, is used to compare 
models with different numbers of coefficients. The adjusted R-squared is more suitable in 
this case because the model uses four coefficients. In this case, it is also of 94.3%. The 
standard error of estimate is an evaluation of the deviation of the residuals. This value is 
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usually used to create prediction limits for new observations. The standard error of the 
estimate shows the standard deviation of residuals to be 0.204°C. The mean absolute error 
of 0.168°C represents the average absolute value of the residuals. 
To detect outliers, which are values that are numerically distant from the rest of 
the data, the studentized residuals are used. Because the variances of the residuals are not 
constant, studentization is necessary to obtain residuals with equal variance. Studentized 
residuals take into account the change of variability by dividing the observed residual by 
an estimate of the standard deviation of the residual at that point. Figure 6.7 plots the 
studentized residuals versus the return brine temperature as predicted by the model. 
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Figure 6.7: Studentized residuals versus predicted return brine temperature 
The studentized residuals are approximately homogeneously spread about zero, 
and only few exceed the absolute value of two. The four studentized residuals exceeding 
the absolute value of three can be considered as outliers (Statgraphics 2006). These 
outliers probably correspond to the ice resurfacing. 
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The Durbin-Watson (DW) Statistic is a measure of serial correlation in the 
residuals. If the residuals vary randomly, this value is close to 2. The actual value of 
0.422 (see Table 6.5) signifies that residuals are related to the predicted brine 
temperature. Since the P-Value is less than 0.05, some trend or possible serial correlation 
of the residuals can be established at a 95% of level. 
The Lag 1 residual autocorrelation allows to estimate the correlation between the 
consecutive residuals on a scale of-1 to 1. Values far from zero indicate that significant 
structures remains unaccounted by the model. Because the Lag 1 residual autocorrelation 
is of 0.787, some structure is not considered by the model. 
6.1.3.3 Verification of the correlation-based model 
The measured return brine temperature is compared against the predicted value 
based on the correlation-based model built for March 16th, 2006 (Figure 6.8). Overall, the 
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Figure 6.8: Measured versus predicted return brine temperatures on March 16th, 2006 
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The return brine temperature calculated and measured are compared in Figure 6.9 
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Figure 6.9: Measured and simulated return brine temperatures based on the correlation-based 
model, and ice temperature on March 16th, 2006 
The agreement between the measured and simulated return brine temperatures is 
good. The average error of temperature is of 0.15°C (1.90%).Compared to the analytical 
model (Figure 6.4), the predicted values based on the correlation-model are less sensitive 
to the variation of ice temperature. 
6.1.3.4 Calculation of coefficients based on several days of operation 
In this section, new coefficients are determined for the same correlation-based 
model (Equation 6.21) by using measurements collected during five different days of 
different months: March 16th, May 14th, September 2nd, October 18th and November 10th, 
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2006. Table 6.6 lists the regression coefficients, standard errors, T-Statistics and P-
Values obtained from Statgraphics for the five days analyzed. 































The new correlation-based model is written as follows: 
W « = 0.696435- Tbncmn - 0.0174158- Tice - 0.0103419- Tj ^ 
+ 0.00052341- Tj - 0.92877 
In Table 6.6, the standard error for all the coefficients is very small, indicating 
that the estimated values are accurate. The T-Statistic, which indicates if two variables 
are correlated or not, is far from 0 (either positive or negative) for all coefficients. This 
indicates that the correlation between the dependent and independents variables is 
statically significant. However, it is interesting to note that the T-Statistic of parameter B 
is the one nearest zero (-1.67921).In determining whether the model can be simplified, it 
is possible to note that the highest P-Value is 0.0931. Since the P-Value is greater than 
0.05, the corresponding term is not statistically significant at the 95% confidence level. 
Therefore, the term B • Tice should be removed from the model. 
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The statistical analysis indicates that parameter B is less significant if it is 
determined using five days operation (Table 6.6) instead of one day (Table 6.3). 
Therefore, no further statistical analysis is conducted, because this would only confirm 
that coefficient B should be removed from the correlation. Hence, the correlation-based 
model developed in section 6.1.3.2 will be used in further analysis. 
6.1.4 Comparing the slab models 
The results previously presented show that the average error given by the 
analytical model for March 16th, 2006 is about 0.18°C (2.25%), while the correlation-
based model leads to 0.15°C (1.90%) (see Figure 6.4 and Figure 6.9). It is of greater 
interest to test both models using collected data from different days. Therefore, both 
analytical and correlation-based models are tested by using three others days: May 14th, 
September 2nd and October 18th, 2006. 
Figure 6.10 and Figure 6.11 presents the results obtained from the analytical and 
the correlation-based models for May 14th, 2006, respectively. As observed, both models 
provide similar results: the average error of the analytical model is 0.10°C (1.26%) while 
it is of 0.15°C (1.81%) for the correlation-based model. However, when looking to the ice 
temperature it is possible to see that it is approximately constant during this day. 
Therefore, the effect of the ice resurfacing cannot be analyzed during this day. 
Figure 6.12 and Figure 6.13 presents the results obtained from the analytical and 
the correlation-based models for September 2nd, 2006, respectively. For this day, the 
I-
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average error corresponding to the analytical model is of 0.16°C (2.04%), while for the 
correlation-based model it is of 0.18°C (2.22%). Hence, the difference between 
predictions of those two models is negligible. The correlation-based model is more 
sensitive to the ice resurfacing than the analytical model. At 11:15 and 11:40, the sudden 
increase of ice temperature has a greater effect on the predicted return brine temperature. 
Figure 6.14 presents the results from the analytical model while Figure 6.15 
presents the results from the correlation-based model using as input data measurements 
from October 18th, 2006. During that day, the ice is resurfaced several times. Both results 
follow the trend of the measured return brine temperature. However, the correlation-
based results are more accurate. The average error is 0.38°C (4.36%) for the analytical 
model, while it is of 0.22°C (2.55%) for the correlation-based model. 
Several factors explain the differences observed between the results of analytical 
and correlation-based models. The assumptions used for the analytical model only 
represent part of the actual heat transfer occurring (e.g. horizontal heat transfer is not 
considered), while the correlation directly takes into account all the thermal processes 
because it is completely based on the measured data. The correlation model is therefore 
chosen to be used in the next chapter for the ice rink refrigeration model, due to its 
greater capacity to reproduce the measured data. However, if the model is applied for 
another ice slab, the analytical model should be used instead because this model is 
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Figure 6.10: Measured and calculated return brine temperatures based on the analytical slab model 
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Figure 6.11: Measured and calculated return brine temperatures based on the correlation-based slab 
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Figure 6.12: Measured and calculated return brine temperatures based on the analytical slab model 
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Figure 6.13: Measured and calculated return brine temperatures based on the correlation-based slab 
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Figure 6.14: Measured and calculated return brine temperatures based on the analytical slab model 
on October 18th, 2006 
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Figure 6.15: Measured and calculated return brine temperatures based on the correlation-based slab 
model on October 18th, 2006 
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6.2 Controller description and analysis 
Traditionally, ice rink refrigeration systems are controlled through the temperature 
of the brine returning from the slab or the temperature of the underlying slab measured at 
one or several locations. The brine or floor temperature is continually adjusted to a level 
that ensures a satisfactory ice temperature. Recent developments in the ice-skating rink 
industry have led to improvements in the ice quality control domain. One of the leaders in 
this field, CIMCO refrigeration, has developed an infrared control system (CIMCO 
2006). By instantly measuring the ice temperature, the control system signals to the 
refrigeration plant to modify the supply brine temperature and therefore maintain the ice 
temperature within its set point. This new way of controlling rink's refrigeration systems 
has led to energy savings. However, this type of controller is not used in this study. 
6.2.1 Actual controller 
At Camillien-Houde ice rink, the ice temperature is controlled using a 
combination of the concrete slab temperature and return brine temperature (Dumas 2004). 
In the morning, the system starts if after 3:00 the slab and the brine temperatures are 
above -5°C. Then, the controller increases the number of compressors in operation in 
order for the return brine temperature to reach approximately -9°C at 8:00. During the rest 
of the day, the controller adjusts the number of compressors in order to maintain the 
return brine temperatures at the set point. 
6.2.2 Model description 
The model of the controller is based on the analysis of three monitored variables: 
the power input to the chillers and pump, the ice temperature, and the return brine 
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temperature. Empirical relations are determined between the return brine temperature and 
the power input while the measured ice temperature is employed to determine ice 
resurfacing periods (section 6.2.3). Figure 6.16 presents the return brine temperature, the 
power input and the ice temperature variations during the day of March 16th, 2006. 
3:00 5:24 
Figure 6.16: Return brine temperature, ice temperature, and power input on March 16th, 2006 
The step variations of power input correspond to changes in the number of 
compressors in operation. This number of compressors is identified beside the power 
input curve inside small boxes. When the system starts, compressors are switched on, one 
at a time at 30-minutes intervals, until the adequate return brine temperature is reached. 
Then, the number of compressors is adjusted following the variations of the return brine 
temperature. It can be noticed that between 7:00 and 13:50, when four compressors are in 
operation, the power input slightly varies. These variations are caused by variations of the 
condenser operating conditions due to changes of air temperature. The controller modeled 
in this study is only used to determine the number of compressors in operation. 
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Ice resurfacing, that is presented by the peak of ice temperature at about 7:10, 
17:10 and 19:30 (Figure 6.12), has a reduced and delayed effect on the return brine 
temperature. The electric demand of the refrigeration plant is not affected by the small 
increase of the return brine temperature. Hence, the cooling load added by the hot water 
spread on the ice sheet does not increase the number of compressors in operation. Due to 
the thermal mass of the concrete slab and of the brine circuit including the evaporator, the 
chillers do not react to the additional resurfacing cooling load. 
The method used by the actual controller is not available and is not easy to 
understand, since it is based on a combination of the return brine temperature (measured), 
the slab temperature (not measured) and human interaction. This section presents a new 
controller model by relating the number of compressors and the return brine temperature 
as presented in Figure 6.17. The encircled numbers roughly represent how the controller 
increases or decreases the number of compressors in function of the return brine 
temperature. The controller model is tested with measurements at the Camillien-Houde 
ice rink. 
Upper bound: -8.30 C 
Set point: -8.65 °C 
Lower bound: -9.00 C 
Lower bound 2: -9.20 °C 
Time 
Figure 6.17: Controller sequences in function of the return brine temperature 
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When observing the variations of the return brine temperature, it is noticed that 
the controller set point is around -8.65°C. The controller does not instantly react when the 
return brine temperature fluctuates around the set point. Hence, a dead band with an 
upper limit at -8.30°C and a lower limit at -9.00°C is defined (Figure 6.17). If the 
temperature is within the dead band and leaves through the upper or lower bound, one 
compressor is turned on (+1 in Figure 6.17) or off (-1), respectively. However, if the 
temperature is outside the dead band and crosses the boundaries towards the set point 
value, the number of compressors in operation is maintained constant. Further analysis 
allows to define a second temperature range, comprised between the lower bound of the 
dead band (-9.00°C) and a second lower bound defined at -9.20°C. If the brine 
temperature crosses with a negative slope the second lower bound, a compressor is turned 
off (-1). If it crosses with a positive slope, a compressor is turned on (+1). When the 
return brine temperature is maintained within the second temperature range, the number 
of compressors decreases every 10 minutes until a minimum of three compressors is 
reached. However, if the return brine temperature is below the second lower bound, the 
number of compressors is decreased every 10 minutes until it reaches a minimum of two 
compressors. Regardless of the brine temperature fluctuations, if the number of 
compressors is changed, the controller always waits for 10 minutes before changing again 
the number of compressors in operation. For the start-up of the system, the controller 
turns on a compressor every 30 minutes until the return brine temperature reaches -6°C 
(Figure 6.16). Based on the defined temperature boundaries, controller decisions are set 
based on a number of rules. Some of the rules are based on the calculations of brine 
temperature slope, which is a generic term used to define a tendency. More details on the 
controller algorithm are provided in section 6.2.3. 
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Rule! 
IF the return brine temperature is within the upper and the lower bounds, the number of 
compressors is kept CONSTANT. However, IF the brine temperature has a negative 
slope (Slopel & Slope2 & Slope3 < 0) ONE compressor is turned OFF. 
Rule 2 
IF the return brine temperature crosses the lower bound with a negative slope 
(Slopel < 0), ONE compressor is turned OFF. 
Rule 3 
IF the return brine temperature crosses the upper bound with a positive slope 
(Slopel > 0), ONE compressor is turned ON. 
Rule 4 
IF the return brine temperature is within the lower bound and the lower bound 2, and IF 
the temperature has a negative slope (Slopel < 0), ONE compressor is turned OFF every 
10 minutes until a MINIMUM of THREE compressors is reached. 
Rule 5 
IF the return brine temperature is between the lower bound and the lower bound 2, and IF 
the temperature has a positive slope, ONE compressor is turned ON every 10 minutes 
until a MAXIMUM of THREE compressors is reached. 
Rule 5 
IF the return brine temperature is below the lower bound 2, ONE compressor is turned 
OFF. 
Rule 6 
IF the number of compressors changes, the controller WAITS 10 minutes before making 
any new change. 
Rule 7 
Except during the start up of the system, the MAXIMUM and MINIMUM number of 
compressors that can operate at the same time is either FIVE or TWO, respectively. 
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6.2.3 Controller algorithm 
The controller takes into account current (at time f) and past (at time t-j) brine 
temperatures in order to determine the adequate number of compressors in operation. The 
controller stores in memory the brine temperature of the last eight minutes before the 
current reading at time t. The stored temperatures are used by the controller to calculate 
three parameters. 
Slopel = Tbrineinpump ( 0 - Tbrineinpump (t - 5) (6.25) 
Slope! = Tbrineinpump (t) - TbrineJnpump (t - 8) (6.26) 
Sloped = TbrineMpump ( 0 - Tbrineinpump (t - 2) (6.27) 
A Boolean variable named wait is used by the controller to identify any variations 
in the number of compressors in operation. When the number of compressors changes, 
the variable wait is equal to one and the controller waits 10 minutes before bringing any 
new changes to the system (Rule 6). The variable wait is also equal to one if the return 
brine temperature enters negatively the upper bound or positively the lower bound. Since 
at that moment the temperature fluctuates near the bounds, the controller waits for the 
system to stabilize. Another Boolean variable named start is utilized to identify the start-
up period. When start is equal to one, the start-up period is finished. From that moment, 
the rest of the controller algorithm is applied to make new changes. The Boolean variable 
out is used to recognize when the return brine temperature crosses the upper bound of the 
dead band. If out = 1, the temperature has crossed the upper bound and the controller 
must add one compressor to the system. However, this compressor is only turned on if 
only the three slopes (Equations 6.25, 6.26, 6.27) are less than 0.0001. This ensures that 
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the change is brought when the temperature profile has stop rising and has reached a local 
maximum. Finally, Boolean variables okl and nogol are employed to identify when the 
brine temperature is within lower bound and lower bound 2 or below lower bound 2. 
These variables are used to ensure that the order of changes is respected when the brine 
passes from the upper bound to a temperature below the lower bound 2. The following 
algorithm summarizes the different conditions of the controller model. 
Brine temperature exiting the upper bound 
IF (Tbrineinpump(t)>Upper bound AND TbrineMpump(t-V,>Upper bound AND 
?***»,„*,*<?-2)>Upper bound AND Tbrine.„ pump(t-3)>Upper bound AND 
TtnneM^it-^Upper bound AND TbrineJnpump(t~5) <Upper bound AND SlopeKO.l) 
THEN out - 1 
IF (out = 1 AND Abs(S/0/?ei)<O.OOOl AND Abs(S/o/?e2)<0.0001 AND 
Abs(S/o/?e5)<0.0001) 
THEN Rule 3 is TRUE and ONE compressor is turned ON 
Wait = 1 
Brine temperature entering negatively the upper bound 
IF {TbrimMpump(t)< Upper bound AND Tbrine4npump(t-\) <Upper bound AND 
Tbrine,in,pump(t-2)<Upper bound AND Tbrmeinpump(t-3)<Upper bound AND 
Tbrine,in,pump 0 " 4) >Upper bound AND Tbriminpump (t - 5) >Upper bound) 
THEN NO changes to the number of compressor 
Wait = 1 
Brine temperature exiting negatively the lower bound 
IF (Tbrineinpump(t)>Lower bound AND Tbrinetnpump(t-\)>Lower bound AND 
TbHne,in,Pump{t-'I)>Lo^er b°Und A N D Tbnne,in,Pump(t ~3)<LoWer bound A N D 
Tbnne,m,P«mP (f ~ 4) <Lowev bound AND Tbrineinpump (t - 5) <Lower bound) 
THEN Rule 2 is TRUE and ONE compressor is turned OFF 
Wait = 1 
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Brine temperature entering positively the lower bound 
I F
 (TbrineMpumpiO^ower bound AND Tbrineinpump(t-\)<Lower bound AND 
TbrineM,Pumpit-'1)^LoWer b°Und A N D Tbnnejn,pump 0 ~ 3) >LoWer boUYld A N D 
Tbri„e,in,pump (f - 4) >Lower bound AND TbrineJnpttmp (t - 5) >Lower bound) 
THEN NO changes to the number of compressor 
Wait = 1 
Brine temperature between the upper and the lower bounds 
IF (TbMpump(t)>Lower bound AND Tbrin^mpump{t)<Upper bound AND SlopeKO AND 
Slope2<0 AND Slope3<0 
THEN ONE compressor is turned OFF 
Wait = 1 
Brine temperature between lower bound and lower bound 2 
IF (Tbrine,in,pUmp(t)<Lower bound'AND TbrineMpump(t) =>Lower boundl) 
THEN 
IF (SlopeKO) 
THEN rule 4 is true and ONE compressor is turned OFF 
IF (Slopel>0) 
THEN rule 5 is true and ONE compressor is turned ON 
Wait=\ 
Brine temperature below lower bound 2 
I F
 (Tbrineinpump(t)<Lower bound!) 
THEN Rule 5 is TRUE and ONE compressor is turned OFF 
Wait = 1 
The controller verifies if the minimum or the maximum number of compressors is 
reached. If the number of compressors is greater than five or less than two, the controller 
maintains either five or two compressors in operation, respectively. When the controller 
ends the calculation process at each time step, it distributes the total number of 
compressors in operation between Chiller #1 and Chiller #2. The following algorithm is 
used to distribute the compressors between Chiller #1 and Chiller #2 
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IF (number of compressors = 2) 
THEN two compressors in Chiller #1 
IF (number of compressors = 3) 
THEN two compressors in Chiller #1, one compressor in Chiller #2 
IF (number of compressors = 4) 
THEN two compressors in Chiller #1, two compressors in Chiller #2 
IF (number of compressors = 5) 
THEN two compressors in Chiller #1, three compressors in Chiller #2 
6.2.4 Calibration and validation of the controller 
The model is calibrated by comparing the number of compressors in operation as 
calculated from measurements against the number predicted by the controller model. The 
controller model uses the return brine temperature calculated by the correlation-based 
model of slab (section 6.1.3.2). Figure 6.18 compares the simulated and measured 
number of compressors along with the return brine temperature measured and simulated 
with the correlation-based model for March 16
 ; 2006. 
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Figure 6.18: Number of compressors and return brine temperature. Measured versus simulated 
results on March 16th, 2006 
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At the start-up, the controller switches on one compressor every 30 minutes until 
the return brine temperature reaches the set point. The simulated number of compressors 
in operation is equal to the measurements until about 17:00. At that time, the controller is 
supposed to start a compressor to reduce the return brine temperature; however, it does 
not. This error of the simulated controller is due to an overestimation of the return brine 
temperature by the slab model. The results of the controller model are compared with 
measurements from another day, chosen randomly, May 14th, 2006 (Figure 6.19). 
Figure 6.19: Number of compressors and return brine temperature. Measured versus simulated 
results on May 14th, 2006 
On May 14 , the controller starts and stops compressors several minutes before or 
after these changes should occur. At 11:00, the controller model shuts off one compressor 
while the actual controller switches off one compressor around one hour later. At 12:50, 
the simulated controller turns off a compressor for about 10 minutes, while the system 
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maintains three compressors in operation. At 19:30, the controller model keeps the 
number of compressors constant while the actual controller turns on one compressor for 
30 minutes because of a small increase of the return brine temperature. These results 
demonstrate that the accuracy of the controller is not very good. The principal factor 
affecting the errors in the estimation of the number of simulated compressors in operation 
is the small fluctuations of the return brine temperature. Because the controller 
mechanisms are based on a set of rules depending on the return brine temperature, 
variations near the limits defined lead to sudden changes in the number of compressors. 
6.2.4.1 Noise reduction 
Most measuring instruments are affected by noise at different frequencies. 
Thermocouples are particularly sensitive to noise because the signal output is generally 
low. Noise has an impact on the quality of measurements by adding significant 
oscillations when a series of measures are taken. Adequate instrument set-up can be 
useful to reduce it. It is generally convenient to employ a filter to remove the noise. 
Low frequency noises have affected the collected data at Camillien-Houde ice 
rink for the ice, brine and refrigerant temperatures. In some cases, noise is responsible for 
oscillations of 0.1°C. Moreover, by using the correlation-based slab model to determine 
the return brine temperature, noise is amplified and reaches levels fluctuating around 
0.3°C. This is shown in Figure 6.18 and Figure 6.19. The presence of noise in the brine 
temperature leads to wrong decisions by the controller. When the temperature fluctuates 
near the boundaries of the controller model (Figure 6.17), the noise generates instabilities 
for the controller. In order to reduce these interferences, a low-pass filter is applied. 
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6.2.4.2 Low-pass filter 
Noise usually falls into the high frequency range of the signal. Hence, low-pass 
filters are appropriate to clean the signal from the high frequency components. A second 
order low-pass filter is considered in the current study. The transfer function between the 
signal and the output in the Laplace space is given by (Antoniou 1979): 
2 
W H(s) = — c- (6.28) 
s2-T2+2-%-wc-s + wc2 
where wc = 2 • n • fc (center frequency), fc is the cut-off frequency, T is the period and 
4 is the damping coefficient. Transforming the S space into the Z space leads to the 
following expression: 
2 (z-1) 
• $ • = — • - ( 6 . 2 9 ) 
T (z + 1) 
Hence, the square of the S space is then given by: 
,2-_ 4 (Z-1) 
T2 (z + 1) 
s
 =-zr-z—T: (6-3°) 
Considering that the product of the damping coefficient (2^) is equal to V2 , the 
transfer function of the signal in the Z space is given by the following relation: 
O wc2-T2z + wc2-T2 
I (wc2 -T2 +1.41-2-wc - r + 4 ) - z - ( 4 + 1.41-2-wc -T-wc2 -T2) 
or 
0 _ a-z + a 




where a = wc2-T\ b = wc2 -T2+\A\-2-wc-T+ 4 and c = 4 + 1.41-2-wc -T-w2 -T2. 
Rearranging Equation 6.32 brings to the following equation relating the filtered output 
signal (Ot) in terms of the three constants (a, b, c), the past input It_x and filtered output 
0,_!, and the actual input / , : 
b 
Before applying Equation 6.33, parameters and constants have to be defined. The 
period T is equal to the interval separating two measurements (60 seconds), while the 
cutting frequency is usually defined with respect to the frequency of the collected 
measures (f= 1/60 Hz). However, noise in temperature measurements obtained from the 
correlation-based slab model have a higher frequency oscillating near^ - 0.15/60 Hz. 
Hence, the center frequency, which is given by wc = 2 • it • fc, is equal to 0.016 Hz. Then, 
the three constants can be calculated and defined as followed: a = 0.888, b - 7.546 and 
c = 5.769. 
Figure 6.20 presents the filtered return brine temperature against the temperature 
directly obtained from the correlation-based model of slab for March 16 , 2006. The low-
pass filter presented in this section increases the smoothness of the temperature curve by 
eliminating the noise. This filter is used at the exit of the slab model in order to obtain 
less temperature fluctuations, for the benefit of the controller. 
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Figure 6.20: Return brine temperature simulated with the correlation-based model of slab with and 
without low-pass filter on March 16th, 2006 
6.2.4.3 Results with low-pass filter 
The controller model is tested using the predicted filtered brine temperature at the 
exit of the slab. Figure 6.21 plots the measured number of compressors in operation and 
the return brine temperature versus the simulated number of compressors in operation, 
tri 
and the filtered return brine temperature for March 16 , 2006. The agreement between 
the measured and simulated numbers of compressors in operation is increased when the 
simulated brine temperature is filtered. The change of number of compressors around 
17:00 follows better the measurements than in the case without a filter (Figure 6.18). 
Similar results are obtained for May 14th (Figure 6.22). One compressor is turned off 
about 30 minutes earlier (around 11:30), and the simulated controller does not turn on 
and off a compressor around 19:30. On the other hand, by looking to the brine 
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Figure 6.21: Number of compressors and return brine temperature. Measured versus simulated 
filtered results on March 16th, 2006 
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Figure 6.22: Number of compressors and return brine temperature. Measured versus simulated 
filtered results on May 14th, 2006 
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6.3 Conclusions 
The analytical slab model developed has allowed to evaluate the difficulties in 
describing accurately the heat transfer occurring between the ice sheet and the brine. In 
fact, parts of the differences between simulated and measured temperatures are caused by 
assumptions used to describe the model. Actual heat exchanges are far more complex and 
would need a deeper analysis to be modeled analytically. Even though, the analytical 
model provides good results. The correlation-based model developed for the slab is more 
accurate because it is completely based on the experimental measurements. The statistical 
investigation of the correlation has demonstrated its validity. The correlation-based 
model has been tested using four different days of operation. The analytical and 
correlation-based models have been compared together by evaluating their ability to 
reproduce measured brine temperatures on several days. In light of the analysis, the 
correlation-based model has provided better agreement with the measurements. 
Therefore, due to its higher accuracy (average error of 0.21°C (2.48%) for analytical 
model versus 0.18°C (2.12%) for the correlation-based model), the correlation-based 
model will be used throughout the simulations of the refrigeration system presented in 
Chapter 7. The controller model presented is based on a set of empirical rules allowing to 
determine the number of compressors in function of the brine temperature exiting the 
slab. Combined with the low-pass filter, the results obtained have shown good accuracy. 
The low-pass filter and the controller model will be integrated into TRNSYS 
environment to perform the simulation of the refrigeration system. Therefore, both 
models will be programmed in C++ and exported as DLLs. 
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CHAPTER 7 
SIMULATION OF THE ICE RINK REFRIGERATION 
SYSTEM WITH TRNSYS ENVIRONMENT 
In this chapter, the mathematical models of the components described in Chapters 
4 and 6 are coupled in the TRNSYS environment. The overall flowchart is presented 
where the computer models are integrated. Particular programming characteristics of the 
software are discussed: variable time management and values retrieve. The procedure 
used to import a DLL is also presented. The compressor parameters identified with the 
Toolkit (Chapter 4) and the heat exchangers coefficients identified with the EES model 
(Chapter 5) are defined and used into the chiller proformas. Each new component is 
described by presenting the inputs, parameters and outputs used. 
Open system simulations are performed by connecting all components together 
except the link between the chiller #2 model and the slab model. This arrangement allows 
to verify the performance of the mathematical model of the components. Closed system 
simulations are conducted by connecting all components together to verify the stability of 
the system. Simulated brine temperature and power demand are compared for both 
simulations. Finally, the heat recovery from the condenser is estimated. The reduction of 
electricity use for sanitary hot water by using the heat recovered from the condenser is 
estimated along with the corresponding reduction of equivalent CO2 emissions. 
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7.1 Modeling approach with TRNSYS 
A component approach is used for the simulation of the refrigeration system. 
Each component is described by a mathematical model, and all components are linked 
together by the corresponding energy and mass transfer equations. The complete 
refrigeration system is modeled based on the components available in the library of 
TRNSYS environment and by integrating new developed components presented in 
previous chapters: chillers, slab, and controller. 
7.1.1 TRNSYS structure 
The modular structure of TRNSYS is the key point of its flexibility. Each 
component is independent of the kernel and the source code is provided to the user if 
modifications are necessaries to fit the user's needs. The dynamic link library (DLL) 
based structure allows users to integrate new component to the existing library by using 
any common programming languages (C, C++, Fortran, etc.). TRNSYS facilitates the 
integration of new components by generating a Fortran or a C++ template and a compiler 
project. The TRNSYS project includes all the settings required to generate a DLL. 
7.1.2 TRNSYS overview 
The main visual interface of TRNSYS is called the Simulation Studio. A project 
is setup by dragging iconographical representations of components, referred as Types, 
from the components library into the Simulation Studio and connecting them together. 
The Studio creates and saves a project as a Trnsys Project File (*.tpf). Graphical 
connections between components give an easy overview of the interactions between the 
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selected Types. The mathematical model of each Type is incorporated into the TRNS YS 
simulation engine by a set of grey-boxes called Proformas. Proformas contain a brief 
description of the components by identifying the inputs, outputs and parameters. They 
establish the link between the user and the source code of the component. Parameters are 
inputs that do not change with time, while inputs are referred as time dependent variables. 
All outputs are assumed to be time dependent. When the user runs a simulation, the 
Studio creates a TRNSYS input file (text file) which contains all the information 
regarding the simulation. Users can control global simulations parameters (start time, 
stop time, time step, tolerances, etc.) by accessing to the Control Cards menu. The 
Simulation Studio also includes an output manager which facilitates the control of the 
variables printed and integrated. 
7.1.3 TRNSYS framework for the simulation 
The flowchart presented in Figure 7.1 helps identifying the variables and 
parameters used to drive the simulation. The inputs are based on the collected data from 
the monitored ice rink, while parameters are used for the compressors and the heat 
exchangers to characterize their behaviours. The compressor and heat exchangers 
coefficients have been determined in Chapter 4 and Chapter 5, respectively. 
Ice temperature 
Inputs { Exterior temperature 
Brine mass flow rate 
REFRIGERATION 
SYSTEM MODEL 






Figure 7.1: Flowchart for the simulation of the refrigeration system 
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Based on the inputs and parameters provided to the refrigeration system model, 
which includes the new components developed in this study and TRNSYS components, 
the temperature in key points of the refrigerant and brine circuits are estimated, and 
compressor and brine pump power input are calculated. The power used by the 
condensers is considered to be constant because the control of the fans is not modeled. 
The flowchart of the computer model of the refrigeration system is presented in Figure 
7.2. The brine temperature is written as Tb, and the number of compressors in operation 
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Figure 7.2: Flowchart of the simulation with TRNSYS 
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The input values from the monitored ice rink are in bold, while internal variables 
exchanged between the components are written inside dashed boxes. The components 
used to simulate the refrigeration system are in solid boxes. The outputs are encircled. 
Among all refrigeration system components, the pump and the calculator are used from 
the TRNSYS library while the rest of the components have been developed in the present 
study. The measured ice temperature and brine mass flow rate along with the predicted 
inlet brine temperature (Tb4) are provided to the slab model, which calculates the return 
brine temperature (Tbl) from the slab. This temperature is then used, along with the 
pump efficiency and the brine mass flow rate, by the TRNSYS pump model to calculate 
the brine temperature entering the first chiller (Tb2). The chillers model uses the 
predicted inlet brine temperatures (Tb2 and Tb3), and the measured air temperature along 
with the air mass flow rate to obtain the exit brine temperatures (Tb3 and Tb4) and the 
electric demand (Wx and W2). The chillers are connected in series on the brine side, and 
they are controlled by a controller that determines the number of compressors in 
operation {nl and n2) for each chiller. In addition, the controller is also driven by a 
schedule which decides whether the refrigeration system is in operation or not. At the exit 
of the second chiller, the calculated brine temperature (Tb4) is returned to the slab to 
complete the refrigeration loop. Finally, the total electric input to chillers ( WTOT ) and the 
coefficient of performance (COP) of chillers are calculated in the Type called calculator. 
7.1.4 Creating new components 
The TRNSYS modular structure allows the user to integrate self-written 
components into the standard library. Compared to other simulation software, TRNSYS 
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has the particularity that the kernel does not impose any hierarchy between the Types 
called during a simulation. The kernel treats equally the new components and the 
standard components: they are linked to the kernel as external DLLs. At the beginning of 
each simulation, TRNSYS loads all files with an extension *.dll corresponding to the 
Types used in the project. Thus, the user only needs to drop the new Type into the 
appropriate directory to be integrated into TRNSYS. The source code related to a DLL 
has to follow a particular syntax in order to be compatible with TRNSYS. Understanding 
the TRNSYS manipulations can be time consuming due to the kernel subroutines that are 
called by the components. 
This step can be avoided by directly using the New Component menu that is 
accessible in TRNSYS. This feature begins with the creation of a Proforma for the new 
component. The user defines the inputs, parameters and outputs that will be manipulated 
by the component. Then, the Studio: (1) creates a Fortran or C++ skeleton for the new 
Type; and (2) generates a project accessible by using Compaq Visual Fortran or 
Microsoft Visual C++ compilers; the project includes all the required TRNSYS settings 
to build the external DLL, along with the inputs, outputs and parameters defined in the 
Proforma. Then, the user writes the source code corresponding of the new component. 
The project must be compiled in order to build and export the external DLL into the right 
directory. The new component is accessible throughout the standard library components 
of TRNSYS and can be dragged and dropped into the studio as other components. 
At the beginning of the study, new components of the refrigeration system, based 
on ASHRAE Toolkit, where developed in Fortran since the routines of Toolkit are 
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written in this programming language as well as the TRNSYS kernel. TRNSYS manual 
ensures that the Fortran projects generated with the Studio are compatible with the 
Compaq Visual Fortran 6.6 (CVF). However, this compiler is discontinued and was 
replaced by the Microsoft Power Station (MPS), also discontinued, and ultimately by the 
Intel Visual Fortran (IVF). The migration path between the compilers is complex and an 
excellent knowledge of Fortran language is necessary. The quality of the migration 
depends upon different factors such as the internal settings, the version of IVF used and 
the complexity of the project. The MPS compiler was not able to compile the CVF 
workspace (*.dsp) because of several linking issues. After this, the migration from the 
Compaq Visual Fortran to the Intel Visual Fortran was tested. The IVF does not have a 
direct interface. It is accessible using Microsoft Visual Studio .NET (MVS). The IVF 
Version 9.1 was used with the MVS 2002 to convert the CVF workspace (*.dsp). This 
combination also engendered different conversion and linking problems during the 
compilation of the project. The difficulties encountered to access and convert the CVF 
project skeleton into a MPS or IVF workspace were time consuming and frustrating. 
Finally, the new component models where re-written in C++. Therefore, a C++ skeleton 
was generated in the Studio for each new component (chillers, slab, and controller) and a 
Microsoft Visual C++ Version 6.0 (MVC) compiler was used to open and compile the 
workspace files (*.dsw). Compilation of the project with the added code was successful, 
and DLLs where exported to the corresponding directory without any problem. It is 
important to note that the problems were met during the development of DLLs for 
individual new components. No attempt was made to generate the whole DLL of 
TRNSYS augmented with the new components. 
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7.1.5 Special programming considerations 
Special precautions are necessary when writing new components for TRNSYS. 
Since simulations are performed for certain time intervals, it is essential to understand 
how TRNSYS manages the value of time throughout iterations. The variable time is used 
by both TRNSYS kernel and by the self-written components, thus a perfect agreement of 
its value is necessary. 
7.1.5.1 Managing the variable time 
When performing simulations in TRNSYS, the user is prompted to enter, in the 
Control Cards menu, the starting and the ending time along with the time step of the 
simulation. Time can be specified in seconds, hours, days or any other unit defined by the 
user. In the current application, simulations are performed using 60 second time step to 
be consistent with the interval at which the measurements were collected at the 
Camillien-Houde ice rink. However, even if the time step of simulation is specified in 
seconds or minutes, the TRNSYS time variable is always defined in fractions of hours. 
Handling values of time in fraction of hours can be confusing. Consequently, a variable 
time in seconds is used by the new components, which were created and incorporated in 
the Studio. To do this, each new time dependent component calls an external file 
containing the value of time in seconds for each time step. This method permits to 
simplify the time management by components and reduce the possibility of errors. 
7.1.5.2 Storing and retrieving values 
Another characteristic of TRNSYS is the method employed by the software to 
store and recall values between the time steps. In the conventional programming 
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languages, values can be stored into a user defined array. In TRNSYS special precautions 
are necessary to ensure proper manipulations of values between iterations. A subroutine 
named getStorageVars is used by TRNSYS to retrieve stored values that are needed in 
calculations. This subroutine must be called before the component. During calculations, 
variables can be stored by the subroutine setStorageVars. Therefore, by using these two 
subroutines, values can be stored and recalled at each time interval. However, this 
procedure does not allow the control of number of times a variable is retrieved or on how 
long the component should wait before retrieving a variable. This major inconvenient is 
in fact a limitation for the user who needs to handle variables through time. 
In order to control the time separating each variable recall, Type 93 of the 
standard component library is used. This component allows recalling variables previously 
calculated at different user-defined time steps. Type 93 is also very useful in adding time 
delays to components that are sensitive to input changes or that are unstable. This 
component is widely used throughout the simulation of the refrigeration system to recall 
values of Boolean variables and to store variables during certain time periods. 
7.2 New components 
New components for the ice rink refrigeration system are created and added to the 
Simulation Studio. For each component, a Proforma containing the corresponding inputs, 
outputs and parameters is created. Then, a skeleton containing all the required settings is 
built and compiled using the C++ language. A Type number is assigned to each 
component following the TRNSYS nomenclature. Therefore, in order to avoid conflicts 
with the existing components, a number in the [201; 300] range is assigned to each 
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component. Several components were written during the development of the refrigeration 
system model. However, throughout different analyses, simplifications where possible, 
and the number of components was reduced. This section presents the variables defining 
the Proformas of each new component created. 
7.2.1 Type 203 - Chiller 
Based on the modified chiller model of the ASHRAE Toolkit (routine PISSIM1) 
described in Chapter 4, the new Type 203 for this component is created in TRNSYS. The 
total power input to all chillers is determined by multiplying the power of one compressor 
by the number of compressors in operation for the corresponding chiller, which is 
determined by the controller. The Proforma of Type 203 includes seven inputs. Six of 
them are presented in Table 7.1. 
















Mass flow rate of brine circulated through the 
evaporator 
Mass flow rate of air circulated though the 
condenser 
Temperature of the brine entering the 
evaporator 
Air temperature entering the condenser 
Number of compressors in operation 















As already discussed in Chapter 3, the capacity of the five compressors are not 
equal to each other. Based on the heat balance on the brine side, the capacity difference 
between compressors operating in chiller #1 and chiller #2 is important. Therefore, the 
capacity of each compressor is defined separately for chiller #1 (Qevl) and chiller #2 
(Qev2) (Table 7.2). 
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Capacity of one compressor for chiller #1 







Type 203 calculates the power input to one compressor in operation for the 
specified chiller, the brine temperature leaving the evaporator, the leaving air temperature 
from the condenser, and the COP of the system (Table 7.3). It is important to mention 
that this COP does not consider the power input to condensers and brine circulating 
pump; therefore, it does not reflect the efficiency of the entire refrigeration system. It is 
the COP of chillers in operation. Furthermore, in order to validate the chiller model, the 
mass flow rate of refrigerant is calculated, hence agreement can be verified with field 
measurements. 














Refrigerant mass flow 
Compressor power input 
Coefficient of performance 
Air temperature leaving the condenser 













Table 7.4 presents the parameters used by Type 203. Parameters of heat 
exchangers are identified in Chapter 5 based on the EES model while compressor 
parameters are identified by means of the ASHRAE Toolkit routines in Chapter 4. 
Several parameters are also necessary to establish the properties of refrigerant R-22. 
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Evaporator overall heat transfer coefficient 
(latent) (Chapter 5) 
Condenser overall heat transfer coefficient 
(latent) (Chapter 5) 
Superheating level in the evaporator 
Sub-cooling level in the condenser 
Average sensible heat transfer in the 
evaporator (Chapter 5) 
Average sensible heat transfer in the 
condenser (Chapter 5) 
Constant part of the electromechanical 
losses 
Loss factor defining another 
electromechanical loss 
Clearance factor of the compressor 
Geometric displacement of the compressor 
Brine specific heat 
Air specific heat 
Specific heat of vapour refrigerant 
Specific heat of liquid refrigerant 
Reference temperature 
Enthalpy of saturated liquid of refrigerant 














































7.2.2 Type 205 - Controller 
The empirical rules used by the controller are based on the return brine 
temperature leaving the slab. Type 205 uses a combination of inputs at current and past 
time steps. In order to recall previous values, two Type 93 components are connected to 
the controller. The first Type 93 is used to recall values at one time step, while the second 
one is used to conserve information during 10 minutes. More details on the connections 
between Type 93 and Type 205 are provided in section 7.3. Table 7.5 presents the inputs 
used by this component. Refer to Chapter 6 for an explanation on the Boolean variables 
used by the controller. 
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Table 7.5: Inputs for Type 205 - Controller 
Given name 
Tbrine outslab t 
Tbrine_outslab_t 1 
to 
Tbrine outslab tlO 
Ncomptot 















Brine temperature at the exit of the slab 
Brine temperature at one to ten minutes 
time step prior to the current time 
Number of compressors in operation at 
one time step prior to current time 
Values of wait at one time step prior to the 
current time 
1 minute time step prior the current time 
Value of ok at one and two time step prior 
current time 
Value of nogo one and two time step prior 
current time 



















The main outputs of Type 205 are the number of compressors in operation of 
chiller #1, chiller #2, and total of the system (Table 7.6). In addition, a Boolean variable 
is exchanged to identify if the chillers are in configuration of chiller #1 or chiller #2. The 
others outputs are internally used by the routine. The controller dead bands are defined as 
parameters in the Proforma (Table 7.7). The upper bound, the lower bound and the lower 
bound 2 are specified as parameters following the analysis presented in Chapter 6. 






















Number of compressors operating in chiller 1 
Number of compressors operating in chiller 2 
Total number of compressors in operation 
Identification of chiller #1 
Identification of chiller #2 
Value of variable wait for resurfacing 
Value of out, if the upper bound is crossed 
Value of okl 































Upper bound of the dead band 
Lower bound of the dead band 










7.2.3 Type 207 - Analytical slab model 
The analytical slab model is accessible in TRNSYS as Type 207 (Table 7.8). This 
component uses the ice temperature and the brine temperature entering the slab to 
determine the return brine temperature. The coefficients of the differential equation are 
calculated internally by the routine. In order to consider the ice resurfacing, the 
component uses several inputs provided by two Types 93. More details on the 
connections are provided in the next section 7.3. Type 203 does not use any parameter, 
because all the variables used are function of time. 

























Current time in seconds 
Temperature of ice at current time 
Ice temperature at one and two time step 
prior the current time 
Brine temperature entering the slab at 
current time 
Brine temperature entering the slab at one 
and two time step prior the current time 
New ice temperature after resurfacing 
Ice temperature at one time step prior to 
resurfacing 
Slab temperature at one minute prior to 
current time 





















The outputs of analytical slab component consist of the brine temperature exiting 
the slab and the different variables stored in Type 93 (Table 7.9). Refer to Chapter 6 for a 
more complete description of the variables used by this component. 
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Table 7.9: Outputs from Type 207 - Analytical slab model 
Given name 














Current brine temperature at the slab exit 
Value of Surf (1 if resurfacing, else 0) 
Ice temperature if resurfacing 
Ice temperature at current time 
Ice temperature before resurfacing occurs 















7.2.4 Type 208 - Correlation-based slab model 
The correlation-based slab model is simpler than Type 207 and requires fewer 
inputs (Table 7.10). Type 208 determines the brine temperature leaving the slab in terms 
of the ice temperature and the brine temperature entering the slab. Table 7.11 presents the 
coefficients of the correlation-based slab model, as calculated in Table 6.3. Table 7.12 
shows the only output provided by Type 208, which is the brine temperature leaving the 
slab, also called return brine temperature. 
Table 7.10: Inputs for Type 208 - Correlation-based slab model 
Given name 






Current brine temperature entering the slab 





















Coefficient of the correlation 
Coefficient of the correlation 
Coefficient of the correlation 
Coefficient of the correlation 













Table 7.12: Output from Type 208 - Correlation-based slab model 
Given name 










7.2.5 Type 212 - Low-pass filter 
Type 212 reduces the variation of the brine temperature leaving the slab to 
increase the accuracy of the controller (Table 7.13). The second order low-pass filter 
process the signal using brine temperature at the current and previous time leaving the 
slab. Refer to Chapter 6 for the explanation of the equations used by the low-pass filter. 
Table 7.14 presents the parameters while Table 7.15 shows the output of the component. 













Current ice temperature 
Brine temperature leaving the slab one 
time step prior current time 
Brine temperature leaving the filter one 




























Table 7.15: Output for Type 212 - Low-pass filter 
Given name 









7.3 Connecting components 
Components are connected together using the Link tool from the TRNSYS studio. 
The Link tool allows to connect components by connecting outputs of one component to 
inputs of another component. Careful attention is necessary when connecting components 
with Type 93 for data retrieving. Confusions regarding the information provided by this 
component can lead to errors during the simulation. 
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7.3.1 Connecting Type 203 - Chiller 
In order to respect the actual configuration of the refrigeration system, two 
Chillers (Type 203) are connected in series on the brine side (Figure 7.3). The brine 
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Figure 7.3: Connections for Type 203 - Chiller 
The 12.5 kW brine pump is simulated by using Type 3b from the standard library 
component. The pump is controlled by two parameters: the conversion coefficient and the 
power coefficient. The conversion coefficient (/) is the fraction of pump power converted 
into fluid thermal energy. Due to mechanical losses, the brine temperature increases 
while flowing through the pump. This is calculated in terms of the conversion coefficient: 
T =T + 
out,pump in,pump 
(f • Power) 
brine p,brine 
(7.1) 
The power coefficient is employed to specify a non-linear relationship between 
pump power input and brine flow rate. Since the pump operates at constant speed, this 
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coefficient is set to one. In order to take into account some small heat gains occurring 
between the exit of the pump and the inlet of chiller #1, a calculator (a special Type of 
TRNSYS) is utilized to increase the brine temperature by 0.1 °C. 
The controller output (Type 205) is connected to both chillers to control the 
number of compressors in operation. Type 9 (data reader) is used to read the exterior air 
temperature from the weather file, which was developed by CANMET. The chiller model 
uses the exterior air temperature to calculate the condensing temperature and the 
temperature of refrigerant leaving the condenser. 
At the exit of chiller #2, the brine circulates through a pipe before passing below 
the slab. The brine mass flow rate and temperature are used as inputs in Type 31 to model 
the pipe connecting the chiller and the slab. A heat transfer coefficient equal to 
3,000 J hr"1 m"2 °C"1) is used to simulate the thermal losses to the environment. The use of 
Type 31 helps reducing the temperature fluctuations in the brine loop. The total power 
input to the refrigeration plant is computed by a calculator which adds the power input to 
the pump, chiller #1 and chiller #2. 
7.3.2 Connecting Type 205 - Controller 
The controller (Type 205) decisions are based on the brine temperature at the exit 
of the slab and the time of simulation. Two Types 93 are used to recall past values of 
internal variables. More details on the connections between the components used with 











1 min. recall 
waitl to 
waitIO 
. Ncomp tot. 










• Ncomp chiller #1 
Ncomp chiller #2 




8 min. recall 
- T brine (t-45) -
TYPE 
93 
45 min. recall 
T brine 
from slab 
Figure 7.4: Connections for Type 205 - Controller 
Internal values used by the controller are handled by one Type 93 using a ten 
minute delay and another Type 93 using a one minute delay. Details on the interval 
values manipulated by the controller are provided in Chapter 6. Analysis of 
measurements shows that the controller decisions are delayed by 45 minutes when the 
return brine temperature crosses a boundary. In order to take into account this delay, the 
return brine temperature used by the controller is delayed by 45 minutes. The controller 
decisions are based on the delayed return brine temperatures at the current time (f) and on 
the temperatures of the eight minutes before the current time. Type 9 (data reader) is used 
to read the values of the variable time from an external file. The values of time are in 
seconds and they increase by 60 seconds at every time step. Time is used by the 
controller to determine if the system is in the start-up period. 
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7.3.3 Connecting Type 207 - Analytical slab model 
The analytical slab model (Type 207) determines the brine temperature at the exit 
of the slab in function of the ice temperature and the inlet brine temperature (Table 7.8). 
Because the analytical model resolves a differential equation, the value of time is 
provided in seconds. To do this, Type 9 (Data reader) reads the value of time from an 
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flow
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Ticestd.by(t-I) 
T ice surf (t) 




- T brine (t) - TYPE 
31 
Pipe 







20 min. recall 
Figure 7.5: Connections for Type 207 - Analytical slab 
Type 9 is also used to read the ice temperatures from an external file. This Type is 
connected to Type 93 to provide the current and past values of the ice temperature to the 
slab model. Type 93 also handles two variables of Type 207, in order to store, during one 
time step, the values of the ice temperature if resurfacing occurs (Tice, surf) and the new 
ice temperature increased after the resurfacing (Tice,std.by). Another Type 93 is 
employed to store the value of the variables Surf I to Surf20 during twenty minutes. When 
resurfacing occurs, the variables Surfl to Surf20 are equal to one and the model uses the 
modified constants to consider the effects of resurfacing. At the exit of the slab, the brine 
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passes through a pipe before being pumped to the evaporator of chiller #1. The pipe 
between the slab and the evaporator is modeled by Type 31. A heat transfer coefficient 
equal to 3,000 J hr"1 m"2 °C~1 is used. 
7.3.4 Connecting Type 208 and Type 212 - Correlation-based slab model 
and low-pass filter 
The correlation-based slab model (Type 208) uses the supply brine temperature 
and mass flow rate provided by chiller #2 and the ice temperature to determine the return 
brine temperature from the slab. The input brine temperature is simulated while the ice 
temperature is red from a file containing the measured ice temperature. Figure 7.6 shows 
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Figure 7.6: Connections for Type 208 and Type 212 - Slab correlation and low-pass filter 
The slab uses as inputs the brine temperature at the exit of chiller #2 and the ice 
temperature. Type 9 (data reader) is utilized to read the ice temperatures from an external 
file. At the exit of the slab, the brine passes through a pipe before being pumped to the 
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evaporator. A heat transfer coefficient equal to 3,000 J hr" m" °C" is used to simulate 
the thermal losses to the environment in Type 31. The brine temperature calculated by the 
slab is employed by the controller to determine the number of compressors in operation. 
However, this brine temperature is filtered by Type 212 before being used by the 
controller. Type 212 requires the current and precedent brine temperatures calculated by 
Type 208 and the precedent brine temperature filtered to obtain the current brine 
temperature filtered. Current brine temperatures are stored during one time step by Type 
93 before being provided to Type 212. The filtered brine temperature also passes through 
a pipe before being analyzed by the controller. A heat transfer coefficient equal to 
3,000 J hr"1 m"2 °C1 is used as well. 
7.4 Simulation of the refrigeration system 
Once the components are connected together in the Studio, the simulation can be 
performed. Depending on the user's preferences, outputs can be printed to the screen 
or/and into an external file. Proper connections are necessary between the component 
outputs variables and the appropriate plotter or/and printer (Type 65, Type 25). By 
turning to the Output manager, the organization of simulation results is facilitated. This 
feature is particularly useful when several components are interconnected in Studio. A 
friendly-user interface summarizes the connections and the possible outputs available. 
Tolerances must be defined in the Control Cards menu to control the iterations. 
The following tolerances are used throughout the simulations: tolerance integration = 
0.001 and tolerance convergence = 0.01. The Successive method is used as internal solver 
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method. The user must set the limits on the number of iterations that TRNSYS can 
perform during a time step before it determines that the differential equations and/or the 
algebric equations do not converge. If during a time step the limit is reached, a 
WARNING message is printed out. Simulations are conducted with a limit of 30 
iterations. The user must also specify the limits on the number of warnings that 
simulation can tolerate before TRNSYS terminates the simulation and print out an 
ERROR message. This limit is set to 30 warnings. 
In order to evaluate the quality of results from the refrigeration system model, two 
types of simulation are performed: open system and closed system simulations. The open 
system simulation assesses the component behaviours when interacting together. Once 
the components are validated, closed simulation is performed to verify the stability and 
the auto-regulation of the system. Throughout the simulations, the slab is modeled with 
Type 208 (correlation-based model) because, as discussed in Chapter 6, it provides more 
accurate results than Type 207. 
7.4.1 Open system simulations 
The open system simulations are performed to asses the accuracy of components 
when connected together. As shown in Figure 7.7, the open system simulation consists of 
simulating the refrigeration system composed only of the correlation-based model of slab, 
pump and chillers and leaving open the brine connection between the exit of chiller #2 
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Figure 7.7: Open system simulation 
The measured ice temperature and brine temperature entering the slab are used as 
inputs. The resulting brine temperature is compared with collected data at the exit of each 
component (encircled numbers in Figure 7.7). Hence, differences between measured and 
simulated results can be identified for each particular component. A schedule is input, 
instead of a controller, to reproduce the exact variation of refrigeration load provided by 
the chiller, regardless of the brine temperature variation. Therefore, when comparing the 
calculated brine temperature at the exit of each component against the measured data, 
both are at the same refrigeration load and differences are only due to the component 
model. By using a schedule, the results are not affected by the controller or by the 
number of compressors in operation. 
7.4.1.1 Verification of the pump model 
The pump model is verified by comparing simulated against measured brine 
temperatures exiting the pump. Based on the brine temperature calculated with the 
correlation-based slab model, the pump slightly increases the temperature of the brine. As 
presented in Figure 7.8, the simulated brine temperature at the exit of the pump fits well 
with the monitored temperatures for March 16th, 2006 (point 2 in Figure 7.7). 
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Figure 7.8: Open system simulation with schedule - Measured and simulated brine temperatures at 
the pump exit on March 16th, 2006 
The small differences between the measured and simulated temperatures are 
caused by a small error in the evaluation of the brine temperature exiting the slab by the 
correlation model (see Chapter 6). Noise is also amplified by the correlation explaining 
the oscillations observed in Figure 7.8. The average error between measured and 
simulated temperatures is of 0.18°C (0.03%), indicating an excellent agreement. 
7.4.1.2 Verification of the chiller model 
Open-system simulations are particularly useful to validate the chiller model. 
Because the controller is replaced by a schedule, it is possible to obtain a real measure of 
accuracy of the chiller model for a given number of compressors in operation. The 
analysis of the simulated and measured brine temperatures leads to assessment of the 
184 
effect of thermal inertia and the cooling capacity of compressors. The compressor power 
input, calculated by the chiller model, can also be verified with measurements. Figure 7.9 
presents the simulated brine temperature at exit of chiller #1 (point 3 in Figure 7.7), along 
with the number of compressors in operation in chiller #1 for March 16th, 2006. 
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Figure 7.9: Open system simulation with schedule - Measured and simulated brine temperatures 
leaving the chiller #1, and number of compressors in operation on March 16th, 2006. 
When the first compressor is switched on, the simulated temperature is higher 
than the measured temperature for about 30 minutes. This might be the effect of the 
transient behaviour of the compressor, which is not taken into account by the model. 
After the start-up period, chiller #1 operates steadily. The error of the average 
temperatures difference between the two curves is of 0.16°C (1.89%), demonstrating a 
good agreement. 
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Chiller #2 is evaluated in Figure 7.10, where the simulated brine temperature 
leaving the chiller #2 is plotted against the measured temperature (point 4 in Figure 7.7). 
The number of compressors in operation in chiller #2 is shown as well. 
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Figure 7.10: Open system simulation with schedule - Measured and simulated brine temperatures 
leaving the chiller #2, and number of compressors on March 16th, 2006 
At 14:35, the difference of about 0.3°C between the calculated and measured 
brine temperature at the exit of chiller #2 might be the result of the transient behaviour of 
the chiller when the number of compressors in operation changes. As observed, the 
transient effect seems to be more important when compressors are switched off. This 
difference can also be explained by the difference between the capacity of the third 
compressor compared to others. The estimates show that the capacity of the third 
compressor is slightly inferior to others. For chiller #2, the average error between the 
simulated and measured temperatures is 0.15°C (1.59%). Therefore, the model 
reproduces the actual brine temperature with a good accuracy. 
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The model used to estimate the compressor power input is verified by comparing 
the simulation results of both chillers against the measured power input. The data 
acquisition system installed in the arena measures simultaneously the power input to 
compressors, pump and fans of air-cooled condensers. Because no measurements on the 
condensers have been collected, each condenser is considered to use a constant power 
input of 7 kW when the connected compressor is in operation. Thus, the total power input 
simulated takes into account the compressor power calculated by the chiller model, the 
power of the TRNSYS pump model and the approximated condenser power input. 
Figure 7.11 compares the simulated power input to the measured input for March 












fW—i ' l l i l l l IlilMHiHiHWlilHllimiiiUliinnWDHiiW 
ll [' 
3:00 5:24 7:48 10:12 12:36 15:00 17:24 19:48 22:12 
Time 
Figure 7.11: Open system simulation with schedule — Measured and simulated power input on March 
16th, 2006 
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For the entire day, the simulated electricity use of the refrigeration system is of 
2,322 kWh/day while the measured electricity use is of 2,338 kWh/day. The average 
difference between the simulated and measured energy use is of 16.1 kWh/day (0.69%), 
showing an excellent agreement between the results. 
The open-system simulation also allows to verify the accuracy of the Toolkit 
model used for the chillers. The simulated power input of each compressor can be 
compared with the results obtained with the compressor Carwin software (Carlyle 2007). 
The average simulated power input to one compressor in chiller #1 is of 20.60 kW while 
in chiller #2 it is of 16.60 kW. The power input to one compressor as calculated with the 
manufacturer's software is of 20.57 kW (see Chapter 5). For chiller #1, the simulated 
results are practically the same as those obtained with the manufacturer's software since 
the error is only of 0.03 kW (0.15%). This indicates that the Toolkit method for the 
identification of the compressor parameters provide accurate results. Furthermore, the 
results show that the Toolkit compressor model reproduces very well the actual behaviour 
of the compressor. However, the simulated power input for one compressor in chiller #2 
(16.60 kW) is quite different from the result obtained with the compressor software 
(20.57 kW). Two factors explain this difference. First, the results from the compressor 
software are based on the measures collected on compressor #2, in chiller #1. Secondly, 
based on the heat balance on the brine side, it has been demonstrated in Chapter 3 that the 
refrigerating capacity of compressors operating in chiller #2 was inferior to those 
operating in chiller #1 (56,000 kW for chiller#l versus 41,000 kW for chiller #2). 
Because no data was collected on the refrigerant side of the second chiller, the power 
input to the compressor could not be evaluated and verified with the compressor 
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software. However, since the evaporation effect is inferior in chiller #2, the related power 
demand per compressor is also expected to be inferior. Therefore, the results obtained 
from the model are coherent with existing operating conditions. 
7.4.2 Closed system simulations 
Once the components are verified with the open configuration, the closed system 
simulation is performed. This arrangement consists of a closed refrigeration loop, by 
connecting the brine temperature leaving the chiller #2 to the brine temperature entering 
the slab (Figure 7.12). For the closed loop, the ice temperature is supplied to the 
refrigeration system model from an external file based on measurements. The encircled 










Figure 7.12: Closed system simulation 
Simulations are performed under two scenarios. First, the closed system 
simulation is performed employing a schedule of operation to test the stability of the 
numerical system. The temperature difference between measured and simulated results 
can lead to numerical instability that can be more easily identified if a common schedule 
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is used instead of a controller. In the second scenario, the closed system simulation is 
performed by using the controller model instead of the given schedule of operation. This 
type of configuration allows the evaluation of the auto-regulation of the refrigeration 
system when the only input supplied to the model is the ice temperature. The limits of the 
controller can then be tested. 
7.4.2.1 Closed system with schedule 
The response of the system is evaluated by comparing the temperatures of 
simulated brine leaving the slab, the chiller #1 and the chiller #2 with the measurements 
for March 16 , 2006. Figure 7.13 presents the simulated brine temperature against the 
measured temperature at the slab exit as well as the total number of compressors in 






3:00 5:24 7:48 10:12 12:36 15:00 17:24 19:48 22:12 
Time 
Figure 7.13: Closed system simulation with schedule - Measured and simulated brine temperatures 
leaving the slab, and total number of compressors in operation on March 16th, 2006 
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The difference between the measured and simulated temperature at the slab exit in 
a closed system arrangement is slightly greater than those observed in an open 
configuration. For closed system, the average error is of 0.35°C (4.45%), while in the 
open system (see section 6.1.3.3) it is of 0.15°C (1.90%). The difference in errors is 
negligible. 
Figure 7.14 compares the simulated brine temperature leaving chiller #1 to 
measurements for March 16th, 2006. The number of compressors in operation for 
chiller #1 is also plotted. The average error between the simulated and measured brine 
temperature leaving the chiller #1 is of 0.34°C (3.97%), while it is of 0.16°C (1.89%) in 
open system configuration. After start-up, chiller #1 operates steadily with two 
compressors. The difference is also negligible. 
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Figure 7.14: Closed system simulation with schedule - Measured and simulated brine temperatures 
leaving chiller #1, and number of compressors in operation on March 16th, 2006 
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Figure 7.15 compares the simulated brine temperature leaving chiller #2 to 
measurements for March 16th, 2006. The number of compressors in operation for 
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Figure 7.15: Closed system simulation with schedule - Measured and simulated brine temperatures 
leaving chiller #2, and number of compressors in operation on March 16th. 2006 
By superposing the temperatures exiting chiller #1 (Figure 7.14) with those 
exiting chiller #2 (Figure 7.15), it can be observed that the shape of the curves is quite 
different. This difference is particularly evident in the interval between 13:45 and 15:00 
when the number of compressors in chiller #2 changes several times. This result is 
coherent, because by switching on or off compressors in chiller #2, it decreases or 
increases the brine temperature. The average error between the simulated and measured 
brine temperatures leaving chiller #2 is of 0.33°C (3.54 %) in closed arrangement, while 
in an open system configuration it is of 0.15°C (1.59%). 
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Table 7.16 summarizes the absolute and relative errors calculated at the 
components exit between measured and simulated temperatures for open and closed 
system arrangements. The absolute errors are very small for both configurations; they are 
all equal or inferior to 0.35°C while the relative errors are all les than to 4.50%. 














Although the errors are negligible, a short discussion might be of some interest. In 
open system configuration, the errors are only attributable to the corresponding 
component. In the closed system, it is more difficult to determine which component is 
responsible for the increase of the errors. As observed in Table 7.16, in both open and 
closed configurations, the errors are more important at the slab and chiller #1 exits. As 
seen in Figure 7.15, the number of compressors in operation of chiller #2 changes several 
times during the day. These changes can result into a transient response of the evaporator 
and compressor. Transient regimes are characterized by amplification and delay effect. 
As explained in Chapter 4, the Toolkit chiller model was developed for steady state 
regimes; hence when the system behaves transiently, the model provides less accurate 
results. When compressors are turned on or off, the effect of the refrigerant's temperature 
variation is delayed on the brine side due to the thermal mass of the evaporator. Dynamic 
behaviour of the heat exchanger due to variations of the inlet temperature is a topic 
widely discussed in the literature as by Manish et al. (2006). Several solutions have been 
developed for heat exchangers submitted to step variations of inlet temperature, however, 
the models are complex and require deeper measurements on evaporators. Consequently, 
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no model is developed to take into account the transient effect of chillers. As observed, 
transient response is more evident when the system is simulated in a closed loop 
configuration than in an open one. Transient effects also occur in open system; however, 
the effects are less apparent. By closing the refrigeration loop, the temperature exiting 
chiller #2 is fed back into the system itself, creating a feedback effect. Feedback 
amplifies the errors, hence the transient effect is amplified and reused as system input. 
7.4.2.2 Closed system with controller 
In this section, the simulation is performed in a closed configuration along with a 
controller instead of a schedule. Figure 7.16 presents the number of compressors in 
operation calculated versus the number simulated, while Figure 7.17 illustrates the 
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Figure 7.16: Closed system simulation with controller - Measured and simulated number of 




Figure 7.17: Closed system simulation with controller- Measured and simulated brine temperatures 
leaving the slab on March 16th, 2006 
Although the simulated brine temperature leaving the slab experiences significant 
fluctuations (Figure 7.17), the resulting number of compressors determined by the 
controller approximately fits the actual number (Figure 7.16). At the start-up, the 
simulated controller turns four compressors on, at the same time intervals as those 
observed in the measurements. The controller switches on the fifth compressor (around 
13:00) and then turns off in sequence three compressors by following accurately the 
actual variation. The brine temperature during this interval fluctuates near the defined 
boundaries; hence, the controller makes good decisions. However, when only two 
compressors are in operation (around 15:00), the simulated brine temperature exiting the 
slab experiences an important drop that is larger than measurements (about 0.9°C). At 
that moment, the controller is not able to turn off more compressors because the 
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minimum number of compressors is limited to two. After the increase of brine 
temperature, the controller switched on two compressors. Even so, the brine temperature 
continues to increase but the controller waits until the temperature is stabilized. The error 
with respect to measured brine temperature at the slab exit is of 0.35°C (4.48%). Hence, 
the results obtained with the controller in a closed loop arrangement are satisfactory even 
if the simulated brine temperature does not follow exactly the measurements. On the 
other hand, this shows that the controller is able to provide good results based on brine 
temperature having greater fluctuations. More accurate results would be possible by re-
calibrating the controller for closed loop configuration. However, re-calibrating the 
controller based on bad simulated brine temperatures without trying to correct them (e.g. 
by considering transient regimes) would constitute a contradiction. 
When simulated and measured power input to the refrigeration system are 
compared for March 16th, 2006 (Figure 7.18), the computer model provides excellent 
results. The total power input includes the compressors, condensers and brine pump. 
Because the power input depends on the number of compressors in operation, the 
differences noticed in Figure 7.16 are also observed in Figure 7.18 between the measured 
and simulated power input. The total simulated electricity use by the refrigeration system 
is of 2353 kWh/day while the measured electricity use is of 2338 kWh/day. The average 
absolute difference is of 15.37 kWh/day and the average relative difference is of 0.60%. 
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Figure 7.18: Closed system simulation with controller- Measured and simulated power input exiting 
the slab on March 16th, 2006 
7.5 Heat recovery from condensers 
At Camillien-Houde ice rink, condensers reject to the environment the heat 
previously absorbed by the refrigerant during the evaporation and compression processes. 
Releasing heat to the outside air constitutes a waste of energy because, at the same time, 
electricity and gas are used to heat the building, the domestic hot water and the water 
used for resurfacing. Therefore, important energy savings are possible if the heat rejected 
by the condensers is recovered to be used for other heating applications. 
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7.5.1 Evaluation of the energy rejected by condensers 
To determine the potential heat recovery per compressor, it is necessary to 
establish the duration of operation of each compressor during one day. Table 7.17 
presents for each compressor, the average number of hours of operation for four different 
days of different months. 
Table 7.17: Daily operating hours of each compressor for different days 
Day 
March 16th, 2006 
May 14th, 2006 
October 18th, 2006 







































Compressor #1 has the highest average number of hours of operation per day. As 
long as the refrigeration system is switched on (for approximately 21 hours per day), 
compressor #1 operates. Compressor #2 and compressor #3 also operate during 
approximately the whole day (19.74 hours/day and 18.56 hours/day, respectively). 
However, compressor #4 and compressor #5 are used during short intervals to increase 
the refrigerating capacity of the system when it is necessary. This is particularly true for 
compressor #5, which in average operates only 2.15 hours/day. Moreover, results in 
Table 7.17 confirm that this compressor is not uniformly used: it is not used on May 14 , 
while it is used for 6.75 hours on October 10th. This can be explained by the variation of 
the ice cooling load during different days. 
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Based on the first law of thermodynamics, the total heat rejected by the 
compressor is equal to the work supplied to the compressor and the heat absorbed 
through the evaporator: 
zicond ~ " comp + Hevap (7.2) 
At Camillien-Houde ice rink, the evaporation and condensation pressures are 
practically constant. Hence, the amount of heat rejected by each compressor-condenser 
unit is also constant. However, as revealed by the energy balance on the brine side (see 
Chapter 3), the refrigerating effect of each compressor is quite different. Therefore, as 
shown in section 7.4.1.2, the power input of a compressor is different if it operates in 
chiller #1 or in chiller #2. By multiplying the heat rejected at each condenser by the 
corresponding number of hours of operation of the connected compressor (Table 7.17), 
the energy released to the environment by the connected condenser is determined. 
Table 7.18 summarizes the power input, the refrigerating effect and the total heat rejected 
per day by each compressor-condenser package. In this calculation, the heat loss through 
the pipes is neglected. 
Table 7.18: Power input, refrigerating effect and heat rejected for each compressor-condenser unit 
Power input (kW) 
Refrigerating effect (kW) 
Heat rejected (kW) 




























The average amount of heat rejected to the environment by the five condensers is 
of 4882 kWh/day. This amount of energy is considerable in the perspective that part of it 
could be re-used and therefore reduce the total energy used by the building. 
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7.5.2 Heat recovery 
Chillers are used in several applications where refrigeration needs occur at the 
same time as heating needs. Hence, the recovery of the heat rejected by the condensers is 
a common energy efficient measure used by the industry. Heat released by the chillers is 
commonly recovered to heat the hot water, which can be used for heating the building, or 
for preheating domestic hot water. Because the amount of energy released by the air-
cooled condensers installed at Camillien-Houde is significant, it is proposed to recover 
this energy to preheat the domestic hot water. To do this, a simplified system is used 
where part of the energy necessary to heat the water is provided by the recovery system, 
while the rest of the heating is supplied by an electric heating tank. Figure 7.19 shows the 
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Figure 7.19: Heat recovery system 
The water from the aqueduct (point 1) is pumped to the condenser where it is 
preheated (point 3). The heat gains from the pump are not considered; hence the 
temperature at point 1 is equal to the temperature at point 2. Then, the water is stored in a 
tank where heat is supplied to reach 60 °C (point 4). The water supplied by the city's 
aqueduct has a variable temperature depending on the time of the year. Dumas et al. 
(2004) have conducted measurements of the water temperature in Montreal's aqueduct 
for several years. Figure 7.20 presents data for two years only. During the summer, the 
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water reaches a temperature of 23 °C, while in the winter time, the temperature drops to 
2°C. The average temperature of the water supplied by Montreal's aqueduct is of 11°C. 
In the current study, the average temperature will be used and considered constant. 
25.0 i 1 
O.o -I , , , , , , , 1 
0 50 100 150 200 250 300 350 
Days 
Figure 7.20: Temperature variations of the water from Montreal's aqueduct (Dumas et al. 2004) 
For the present purpose, the domestic hot water is considered to only be used for 
the showers in dressing rooms. Because the volumetric flow of the hot water was not 
directly measured at the ice rink, the water consumption is based on recommended values 
for gymnasiums (ASHRAE 2007). It is assumed that the ice rink has 18 showers, each 
consuming 10 1/min of warm water at 45°C. Each shower is used during a period of 10 
minutes six times per day. Warm water is produced by mixing cold water from the 
aqueduct with hot water provided by the heating tank at 60°C. Therefore, a volumetric 
flow of 5.9 1/min of hot water at 60°C is necessary to obtain warm water at 45°C if the 
cold water is considered to be at 11°C. The heat required to increase the water 
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temperature from the aqueduct temperature up to the tank set point temperature is given 
by the following relation: 
zlwater ~ "^ water ' ^p,water ' v/tani ~ ^ aqueduct) (.'••*) 
where: Qwater = heat supplied to the water (kW); 
™water = m a s s A° w of water (5.9 kg min"1); 
c
'p.water = specific heat of water (4,181 J kg"1 °C"1); 
Ttmk = set point temperature of water in the tank (60 °C); 
T
aaueduct = aqueduct temperature (11 °C). 
Therefore, for one shower, 20.15 kW of heat is necessary to increase its 
temperature to 60 °C. For a shower that it is used six times per day during a period often 
minutes each time, the energy required is of 20.15 kWh per shower per day. For the 18 
showers installed, the total energy required is of 362.61 kWh per day. 
The actual heating tank uses electricity to provide this energy to the water. 
However, by using the recovery system, part of this energy can be provided by the 
condenser. In order to evaluate the potential for energy savings, it is necessary to 
determine the contribution of the condenser in the preheating process. Because the 
temperature of the sanitary water leaving the condenser (point 3, Figure 7.19) is not 
known, a sensitivity analysis is conducted to determine the contribution of the recovery 
system in terms of different water temperatures at the condenser exit. It is important to 
mention that the water temperature increases at the condenser exit is limited by the 
temperature of the refrigerant. Hence, the water cannot reach a temperature greater than 
the refrigerant temperature. The refrigerant temperatures during the condensation process 
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are of 93.6°C at the condenser inlet, 40.4°C during the latent heat exchange and of 
28.2°C at the end of the sub-cooling (see Chapter 5). Because the main heat exchange 
occur when the refrigerant condense (latent heat), the maximum temperature of the water 
at the condenser exit is set to 40°C. Therefore, electrical heating is always necessary to 
reach 60°C. Table 7.19 presents the different energy contributions of the condenser for 
different water temperatures at the condenser exit for an entire day. The related energy 
supplied to the heating tank is also presented. 
Table 7.19: Sensitivity analysis of the water temperature at the condenser exit for heat recovery 
Energy (kWh/day) 
Energy recovered from the 
condenser 
Energy supplied to the tank 
















As it can be observed in Table 7.19, independently of the water temperature at the 
condenser exit, the energy recovered is always less than to the total energy rejected by the 
condenser determined in section 7.5.1. The maximum potential energy recovered is of 
214.61 kWh/day while the total amount of energy rejected by the condenser is of 
4882 kWh/day (see Table 7.18). In the worst case, the energy savings are of 66.60 
kWh/day, while in the best case, the economies are of 214.61 kWh/day. 
7.5.3 C 0 2 emissions 
Due to the large amounts of energy used by the refrigeration system of the ice 
rink, the CO2 emissions are considerable. Furthermore, the refrigerant used in the 
refrigeration system also contributes to the total equivalent CO2 emissions. At Camillien-
Houde ice rink, the system operates with refrigerant R-22, a fluid having an important 
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global warming potential. Each kilogram of refrigerant leaking from the system is 
equivalent to 1900 kg of C02. CANMET (2004) has calculated that a typical ice rink 
emits in average 278 tons of CO2 per year. This evaluation includes the emissions from 
the leaks of refrigerant and those from the use of energy from electricity and fossil fuels. 
A possible way to diminish the total emissions is to decrease the energy use in the 
building. Therefore, it is interesting to analyze the possible reductions that could result 
from the use of a recovery system to preheat the sanitary hot water. Different criteria 
have been developed to evaluate the CO2 emissions of refrigeration systems such as the 
ozone depletion potential and the global warming potential. However, the total equivalent 
warming impact (TEWI), is the most complete and accurate criterion (Falcon 2000) 
because it considers both the direct and indirect impacts of the refrigerant over the 
lifetime of the system. This coefficient is used to evaluate the total emissions from the 
refrigeration and sanitary hot water systems. 
Two coefficients TEWI are calculated: one for the actual system installed at 
Camillien-Houde ice rink, and another for the modified system which use a heat recovery 
system to preheat the domestic hot water. The direct impacts are calculated by 
multiplying the global warming impact of the refrigerant by the mass of refrigerant 
assumed to leak from the refrigeration system. The indirect impacts are evaluated by 
considering the energy used to operate the system over its lifetime. This is obtained by 
multiplying the energy used by a coefficient that relates the CO2 emissions per kWh used. 
For instance, for Canada, this coefficient is equal to 0.26 kg of COi/kWh. The software 
developed by Falcon (2000) is used to evaluate the TEWI. Table 7.20 presents the inputs 
used in the program. 
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Table 7.20: Input values used in TEWI 
Input 
COP of the refrigeration system 
Power input to compressor 
Refrigerating capacity 
Refrigerant 
Mass of refrigerant 
Annual leak rate 
End of life charge loss 
Number of total leaks 
Lifetime of the system 
Annual operating time 
Value 
2.7 
Depends on the compressor 







Depends on the compressor 
Based on the results obtained in Chapter 5 with the EES model (and verified with 
the compressor software), the COP of the refrigeration system is set to 2.7. This COP is 
based on the ratio between the refrigerating capacity and the power input to one 
compressor. All compressors are considered to operate with the same COP. In Table 
7.20, a power input of 20.6 kW is used for compressors in chiller #1, while for 
compressors in chiller #2 a power input of 16.6 kW is used instead. Depending on the 
chiller, the refrigerating capacity is also different (see Chapter 3): the refrigerating 
capacity is of 56 kW for compressors in chiller #1, and of 40 kW for compressors in 
chiller #2. The refrigeration system operates with approximately 500 kg of refrigerant 
R-22. Thus, each compressor-condenser unit use 100 kg of refrigerant. Based on 
discussions with experts from CANMET-Varennes, the annual leak rate is evaluated at 
12%, while the end of life charge loss is of 20%. The lifetime of the refrigeration system 
is considered to be of 25 years. The annual operating time is different for each 
compressor. Therefore, calculations for the TEWI have been conducted for each 
compressor by multiplying the average daily time of operation of each compressor (Table 
7.17) by the 335 days (11 months). Table 7.21 presents the direct and indirect CO2 
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emissions calculated for each compressor. The annual operating time of each compressor 
is also presented. 
Table 7.21: Annual operating time, direct and indirect emissions of each compressor over lifetime 
Annual operating time (hours) 
Direct emissions (Tons of C02) 
Indirect emissions (Tons of C02) 




























The total emissions for both chillers over the entire lifetime of the system are of 
6237 tons of CO2. The emissions corresponding to the hot water heating system are 
determined by multiplying the lifetime energy use by the coefficient of emissions (0.26 
kg of COi/kWh). As previously determined, the total energy use per day by the domestic 
hot water system is of 363 kWh/day (all showers). Therefore, on a daily base, the total 
emissions are of 94.38 kg of CCVday. Over the entire lifetime of the system (335 days 
per year (11 months), during 25 years), the total emissions are of 790 tons of CO2. The 
total emissions for the refrigeration system and for the hot water system are obtained by 
adding both emissions during the lifetime of the system. Hence, the total emissions at 
Camillien-Houde ice rink during 25 years are of 7028 tons of CO2. 
If the heat recovery system is used, new emissions are calculated for the part of 
additional heating supplied by electricity to the hot water tank during the lifetime of the 
system (see Table 7.19). The part of energy recovered does not engender any new 
emissions, assuming that the recovering process does not modify the operation of the 
chillers. Because the temperature of the water at the exit of the condenser is not known, 
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the reduction of emissions is calculated for different water temperatures. Table 7.22 
presents the CO2 emissions associated to the domestic hot water heating tank if the 
recovery heating system is used with different water temperature at the condenser exit. 
The corresponding total CO2 emissions of refrigeration and hot water tank during the 
lifetime of the system are also presented. 
Table 7.22: C02 emissions of the domestic hot water with heat recovery and total emissions of the 
refrigeration and hot water systems over the lifetime 
C02 emissions of heating tank with 
recovery (Tons) 
Total C0 2 emissions (Tons) 
















If the temperature of the preheated water only reaches 20°C, the reduction of 
emissions is only of 7028 - 6882.56 = 145.44 tons. However, if the temperature of the 
water at the condenser exit reaches 40°C, the reductions of emissions are of 7028 -
6560.28 = 467.72 tons, which is equivalent to 1.5 years of operation of the ice rink. Thus, 
the reduction of emissions is less important than the reduction of energy. 
Therefore, heat recovery should be considered as a measure to reduce the energy 
use and the total emissions of the ice rink. Even with a low efficiency heat exchanger, it 
is better to recover the heat at the condenser than to reject to the exterior when heating is 
necessary for the domestic hot water. 
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7.6 Conclusions 
A detailed description of TRNSYS has been presented at the beginning of this 
chapter. The software overview allowed to present its characteristics and the procedure 
used to integrate new components. Based on the chiller simulation model (Chapter 4), the 
slab and the controller models (Chapter 6), proformas were developed by using the 
inputs, parameters and outputs of each component. 
Both open and closed system simulations were conducted. Open system 
simulations have shown that the mathematical model used to simulate the chillers and the 
slabs were accurate. Therefore, these components can be used with good confidence. 
However, as discussed in Chapter 6, the results provided by the controller are limited due 
to its algorithm, which is based on empirical rules using temperature boundaries. 
Closed system simulations were performed by using a schedule and a controller. 
Simulations with this type of arrangement and a schedule have shown that the 
fluctuations of the brine temperature at the exit of each component were greater than in 
open system configuration. In particular, the errors of the brine temperature at the exit of 
the slab and of chiller #2 were greater than in open system simulations. The fluctuations 
observed could be related to the transient behaviour of the slab and of the chiller #2, since 
these two components operate under variable conditions (variable ice temperature and 
variable number of compressors, respectively). The amplifications of the fluctuations 
observed could be explained by a feedback effect when simulating the system in a closed 
loop arrangement. The closed system simulation using the controller has provided good 
results. Moreover, the higher brine temperature fluctuations observed in closed system 
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simulations has only a slightly effect on the accuracy of the controller. The combinations 
of the controller and chiller models have lead to accurate evaluation of the electricity use 
during simulation in closed loop. For the entire refrigeration system, the difference is of 
0.66%. 
Because heat is rejected by the condenser to the exterior air, a heat recovery 
system was developed to use this energy to heat the domestic hot water. The calculations 
performed have shown that a recovery system would be an interesting measure to 
diminish the electricity use of the ice rink and the total equivalent CO2 emissions. Based 
on the TEWI criterion, the total emissions during the lifetime of the system are of 7028 
tons of CO2. The use of a recovering system could decrease the emissions by 467 tons of 





As one of the most important pieces of equipment in an ice rink, refrigeration 
systems performance highly affects the energy consumption of the building. Different 
models using different approaches are available to evaluate the energy performance of 
chillers used in buildings. However, models predicting the performance of ice rink 
refrigeration systems have not been researched as much. 
Therefore, a refrigeration system model of an existing ice rink has been developed 
in this study. Monitoring measurements were available from an ASHRAE project carried 
out by CANMET-Varennes. A component approach was used for the modelling. Hence, 
the rink's refrigeration system was divided into three components: chillers, ice-concrete 
slab and controller. Each component has been developed and programmed separately. 
The reciprocating chiller model is based on the ASHRAE Toolkit-I for primary 
HVAC system. By employing a component approach, the Toolkit combines 
thermodynamic equations and empirical relations to model the compressor and the heat 
exchangers. Each component is modeled in two steps: identification and simulation. 
The compressor parameters have been identified by combining the manufacturer 
software and the Toolkit procedures. The identified parameters have been validated by 
using the Toolkit compressor model and the manufacturer compressor software. 
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Due to crude approximations in the identification procedure of heat exchangers, 
the Toolkit was not used. A much more accurate identification method was developed by 
using the EES environment. Based on the collected measurements, a thermodynamic 
model was developed allowing to calculate the logarithmic mean temperature difference 
for each heat exchangers. Therefore, the evaporator and condenser overall heat transfer 
coefficients were determined for the latent and sensible heat exchanges separately. 
The simulation model of the chiller use a procedure that is based on a modify 
method provided by the Toolkit. Changes have been brought to consider the particular 
operating conditions of the monitored ice rink refrigeration system: superheating at the 
evaporator, de-superheating and sub-cooling at the condenser, and constant evaporation 
load. The modify Toolkit procedure use the identified parameters for the compressor and 
heat exchangers as inputs instead of calculating them. 
Two ice-concrete slab models were developed: analytical and correlation-based 
models. The analytical model is based on a differential equation to describe the heat 
transfer, while the correlation-based model use a polynomial equation based on the ice 
and brine temperature measurements. The validities of both slab models have been tested 
using several days of measurements. It appears from the results that the correlation-based 
model have higher accuracy. 
The controller model developed use a series of empirical rules that have been 
determined by analyzing measurements of the brine temperature and of the electric 
demand. The controller model was defined by using three temperature boundaries that 
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allows to determine the number of compressors in operation by means of the brine 
temperature at the slab exit. The model has been tested by using two different days of 
operation and has provided satisfactory results. However, because the model uses a set 
rules based on pre-defined boundaries, stronger temperature fluctuations than those 
observed can lead to incoherent results. 
By exporting the chiller, slab and controller models as DLLs, components have 
been integrated into TRNSYS simulation program. The software was used to connect the 
components with a brine pump used from the component library of TRNSYS. 
Simulations have been performed using two types of configuration: open and closed 
system. In open system arrangement, the connection between chiller #2 and the slab was 
left open, while in closed system configuration all the components were connected 
together. Open system simulations were performed by using a schedule to evaluate the 
performance of each component. For the correlation slab-model, an error of 0.15°C 
(1.90%) was obtained between the measured and simulated brine temperatures for March 
16th, 2006. This error was of 0.16°C (1.89%) at the exit of chiller #1 and of 0.15°C 
(1.59%) at the exit of chiller #2 for the same day. Closed system simulations have been 
conducted by using a schedule and the controller model. In closed system simulations 
with a schedule, it was remarked that the relative error at the exit of all the components 
was greater of approximately 0.19°C (2.20%). Simulations in closed configuration with 
the controller model have shown that the relative error for the electricity use was of 
0.66%o, indicating a good agreement between the simulated and measured values. 
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An evaluation of the energy savings that could result from the use of a heat 
recovery system at the condenser have shown that the savings in electricity use would be 
in the best case of 214.61 kWh/day. The corresponding CO2 emissions reduction based 
on the TEWI criterion would be of 467 tons for the complete refrigeration-hot water 
system over the lifetime of the system. 
The research accomplished in this study could be used to simulate another ice rink 
operating with reciprocating compressors. However, because the chillers, the ice-concrete 
slab and the controller models have been developed by using measurements collected at 
the Camillien-Houde ice rink, the identified parameters of the components are 
specifically valid for this arena. Hence, to perform the simulation of another ice rink, new 
parameters characterizing the compressors and the heat exchangers should be identified 
by using measurements from the refrigeration system studied. On the other hand, the 
analytical ice-concrete slab model should be used instead of the correlation-based model, 
since the coefficients of the polynomial equation developed are only valid for the 
Camillien-Houde ice rink. Finally, because the controller model is based on the analysis 
of the measured return brine temperature, the rules defined are exclusively valid for the 
Camillien-Houde ice rink. Therefore, if the controller model is used to simulate another 
ice rink, simulated results might be different from collected measurements. 
8.2 Recommendations for future work 
The mathematical model used to simulate the chillers was developed by the 
Toolkit for steady state regimes. Hence, this model is valid when the compressors and the 
213 
heat exchangers do not experience changes in their operating conditions. However, as 
observed in the measurements, the ice rink refrigeration system starts and stops 
compressors several times per day, thus the transient response of the system should be 
taken into account. The simulation of the refrigeration system in a closed loop 
arrangement has led to an increase of the errors in the evaluation of the brine 
temperatures. This indicates that the models did not consider some thermal effects. Part 
of these errors could provide from the transient response of the system. 
All the mathematical models developed for the components have provided good 
results. However, to really test the performance of the refrigeration system, it would be 
necessary to use a better controller. Furthermore, it would be interesting to develop a 
series of energy efficient measures by using different types of ice temperature control. 
Finally, it would be interesting to integrate into TRNSYS new components to recover the 
heat rejected by the condensers. 
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