Abstract-This paper aims at promoting a generalisation of the Golden-Section line-search algorithm, with better performances for functions locally symmetric around their optimum. Any line-search algorithm can be represented as a non-convergent dynamic system when a suitable renormalisation of the uncertainty interval is performed at each iteration. This allows a detailed study of the finite sample and asymptotic behaviour of the algorithm through a Markov-chain representation. We show that an expansion of the initial uncertainty interval improves this behaviour. Some asymptotic characteristics based on the evolution of the length of the uncertainty interval are shown to be related to classical ergodic characteristics of dynamic systems, such as Lyapunov exponent and Kolmogorov entropy. However, other ergodic characteristics, related to the Renyi entropy, are suggested as being more suitable in this context.
Introduction
We consider the minimisation of a uniextremal function f (.) on a given interval [A, B] using a "second-order" algorithm, as defined by Kiefer (1957) . Let x * be the unknown point at which f (.) is minimum, with f (.) monotonously increasing (resp. decreasing) for x > x * (resp. x < x * ). At iteration n we compare the values of f (.) at two points U n and V n in the current uncertainty interval [A n , B n ], with U n < V n . Then, if f (U n ) ≥ f (V n ) we delete [A n , U n ), otherwise we delete (V n , B n ]. Note that, in a practical implementation of the algorithm, both [A n , U n ) and (V n , B n ] can be deleted in the case where f (U n ) = f (V n ) (but the algorithm should then be reinitialised). This will not be considered here because it has no effect on the performance characteristics that are considered. The remaining part of the interval defines the uncertainty interval [A n+1 , B n+1 ] for the next iteration, see Figure 1 . On this figure, (R) and (L) stand respectively for Right and Left deletion. In each case, one of the two points U n , V n is carried forward to [A n+1 , B n+1 ]. Let E n+1 denote this point. At iteration n + 1 we thus only need to compare f (E n+1 ) to the value of f (.) at a new point E n+1 . Notice that the actual values of the function f (.) are not used, which makes it possible to optimize a function defined e.g. by a convergent series, for which arbitrary precise bounds can be constructed. A second-order line-search algorithm is therefore defined by the choice of the:
(iii) selection rule for E n+1 , n ≥ 0.
POSSIBLE LOCATION OF FIGURE 1
The most famous algorithm in this class is the Golden-Section (GS) algorithm, for which
where L n = B n − A n and where λ = + λ = 1 and is called the Golden-Section ratio. The key property of the algorithm is that E n+1 satisfies:
This algorithm is known to be asymptotically worst-case optimal in the class of all uniextremal functions, see [5] and [4] , Theorem 9.2.2, p. 181. The reduction, or convergence, rate at iteration n is defined as
so that
with L 0 = B − A. For the GS algorithm, r 0 = 1 and r n = λ, ∀n ≥ 1, so that
. When the number of function evaluations is fixed, say equal to N , the worst-case optimal algorithm in the sense of L N is the Fibonacci algorithm [5] , for which
where
is the Fibonacci sequence, defined by F 1 = F 2 = 1 and F n = F n−1 + F n−2 , n > 2.
This paper aims at promoting a generalisation of the GS algorithm, with four possible values for
, see (4) . This algorithm, which we call GS4, has better asymptotic and finite sample performances than the GS algorithm for functions locally symmetric around their minimum point x * , and is the best within a class presented in [7, 8] .
Outline of the paper
The algorithm GS4 is presented in Section 2. A key idea for the study of its behaviour is renormalisation, which is explained in Section 3, where we also introduce a dynamic system and Markov chain associated with the algorithm. Section 4 is devoted to the study of the finite sample behaviour of the algorithm GS4. Section 4.1 introduces some performance characteristics for line-search algorithms. The case of functions symmetric around x * is considered in Section 4.2. Robustness of the performance characteristics with respect to non-symmetry is investigated in Section 4.3. The study of the asymptotic behaviour of the algorithm GS4 is considered in Section 5. The invariant measure for the dynamic system associated with the algorithm is presented in Section 5.1. The ergodic properties of the algorithm are studied in Section 5.2. In Section 5.3 we establish relations between limits of the performance characteristics of Section 4.1 and various entropies of the dynamic system.
Although we only consider here the particular case of the GS4 algorithm, the methodology which is used for studying convergence can be applied to some other search algorithms, see, e.g. [7] . Among the results that will be presented we want to draw special attention on the following ones: (i) expansion of the initial uncertainty interval can improve finite sample and asymptotic performances, see Sections 4.2 and 5.2; (ii) classical ergodic characteristics of dynamic systems, such as Lyapunov exponent or Kolmogorov entropy may not be suitable as performance characteristics for search algorithms, see Section 5.2 and 5.3.
The GS4 algorithm
We generalise the property (1) of the GS algorithm to 
] coincide with the support of the invariant density of the dynamic system (x n , e n ) (9) of Section 3.2, conditional on e n = b. Also, this value happens to be close to the optimal values obtained numerically for different N and different performance criteria. The fact that the choice of ≥ 0, which corresponds to an expansion of the initial uncertainty interval, only affects the initialisation of the dynamic system presented in Section 3.2, has strong influence on some asymptotic performance characteristics will be enhanced in Section 5.2. For that reason, we also detail the behaviour of the algorithm with = 0.
3 Renormalisation and dynamic system
Renormalisation
The cornerstone of the study of the behaviour of the algorithm is renormalisation. After (L) or (R) deletion, we renormalise each uncertainty interval [A n , B n ] to [0, 1] . Thus introduce normalised variables in [0, 1]:
and u n = min(e n , e n ), v n = max(e n , e n ). Straightforward calculations then show that right and left deletions respectively give:
Moreover, from the definition of E n+1 , we obtain
In the case of the GS algorithm, (1) implies that e n ∈ {1 − λ, λ} , n ≥ 1, and the algorithm can be summarized as in Table 1 . Each ordered pair (e, e ) ∈ {(1 − λ, λ), (λ, 1 − λ)} can be interpreted as a state of the algorithm. Similarly, for the GS4 algorithm we obtain Table 2 , where a, b, c, d and a are defined by (5) (6) . 
Dynamic system representation
When the function f (.) is symmetric with respect to x * , the decision to left or right delete only depends on the position of x * with respect to En+E n 2
. In the renormalised form we thus obtain (R) if
For the GS algorithm, the updating rule (8) simply becomes
, which defines a dynamic system. Its ergodic behaviour was studied in [10] , and it was shown in [6] that this ergodic behaviour is the same when f (.) is only locally symmetric at x * . For GS4, the updating rule is
if e n = a and x n < a+a 2 , (
if (e n = b or e n = c) and
Due to the symmetry of the possible values of e n in [0, 1] and the symmetry of the possible choices of e n , see Table 2 and (6), the dynamic system can be simplified as
Since the rate of convergence of the algorithm is the same for the initial values x 1 and 1 − x 1 , we define
. Then the new system (y n , g n ) obeys the simplified updating rule:
The price for this simplification is that knowing (y n , g n ) we do not know whether
However, this has no consequence on the calculation of the performance characteristics presented in Section 4.1. In order to obtain a one-dimensional dynamic system on [0, 1], we now introduce
which gives
The transformation T (.) is presented on Figure 2 . Note that the convention used to define the mapping T (.) at 1/2 is arbitrary since 1/2 can be reached only if the process is initialised at x * = A 1 or B 1 , which is impossible if > 0.
POSSIBLE LOCATION OF FIGURE 2
In order to be able to base our study of the performances the GS4 algorithm on that of the dynamic system (11), we need to know the convergence rate (2) obtained at each iteration of (11) . This is given by:
Note that r n =
, that is r n corresponds to the inverse of the modulus of the slopes of the piecewise linear mapping T (.) (a term which appears in the Perron-Frobenius equation in Section 5.1).
Markov-chain representation
Consider the collection A of all points mentioned in the right-hand side of (11) , that is A = {0,
, 3 4 , 1} and define Figure 2 .
Let us take a Bayesian viewpoint, and assume that z 1 has a probability density φ 
by definition. The density induced on I 9 and I 10 is thus
Similarly, one obtains for = 0
The density of z n then remains constant on each interval
denote the probability P r(z n ∈ I i ). The interval I i , i = 1, . . . , 12, can be interpreted as the ith state S i of a finite Markov chain, with π (n) i the probability to be in state S i at iteration n. The transition probability π ij from state S i to state S j is simply given by:
where |I k | is the length of the interval I k and
Let P denote the transition matrix with elements π ij , i, j = 1, . . . , 12, it is given by
the other elements being equal to 0. This gives 
(15) The initial distribution, given by π 
Performance characteristics
We shall consider the following performance criteria, which are functions of and N :
where x * is assumed uniformly distributed on [A, B]. The criteria P GS N and P F N respectively correspond to the probability that the GS4 algorithm has a faster convergence (in terms of L N (x * )) than the GS and the Fibonacci algorithms. We shall also consider the worst-case performance criterion
and the following variants of lEL N :
Note that EL N and M L N are more classical criteria than ElL N for characterizing the precision of the localisation of x * . From (12), a reduction rate R i is associated with each state S i . Now, R i is the inverse of the modulus of the slope of the transformation T (.) on the interval I i ,
with Ω i defined by (14). The vector R of rates associated with the twelve states is thus
Finite sample behaviour of GS4 when f (.) is symmetric
From the values of the rates R i (18), we can easily compute the analytical expressions of ElL N and lEL γ N for any γ > 0.
Theorem 1 For the GS4 algorithm with initial distribution π
(1) 
and . The probability of visiting this particular sequence of states is
We thus have
From (13) and (17), we have
and substituting back in (23) from k = 1 to k = N − 2 we obtain
which can be written as (19).
Using similar arguments,
)} can be written as
which gives the result (21).
The expression for lM L N can be computed from the determination of the worst cases. The two choices = 1−a 2 and = 0 have to be considered separately.
The initial probabilities π
7 , π
8 and π (1) 12 are equal to zero, so that, from the structure of the Markov chain,
We can thus consider a reduced Markov chain with eight states,
and the associated eight intervals I i . Its transition probability matrix P is given by the corresponding submatrix of P . We also define the adjacency matrix for the states
that isP ij = 1 if and only if state S j is reachable in one step from state S i . The corresponding transition graph is presented on Figure 3 .
POSSIBLE LOCATION OF FIGURE 3
Theorem 2 For the GS4 algorithm with =
1−a 2
we have when f (.) is symmetric with respect to
Proof.
One can easily check that there are just two cycles which give the same asymptotic worst rate, namely:
with rate a c(1 − a) 2 for 4 iterations. The initial distribution is concentrated on I 6 and I 7 , i.e. the initial state is S 6 or S 7 . Starting at S 6 , where the rate is c, we go in one iteration to S 4 or S 5 , where the rate is 1 − a. In the next iteration we then respectively enter one of the worst cycles described above, or go first from S 5 to S 4 and then enter one of the worst cycles. The later case gives the worst case.
Starting at S 7 , where the rate is c, we first go either to S 1 or S 2 , which belong to the cycles above and have rate a .
The worst path thus starts at S 6 :
and stops at S 4 , S 3 , S 7 or S 8 depending on the value of N . Taking into account that the rate r 1 corresponding to the initial expansion of the interval is and for functions symmetric with respect to x * , we have: with rate 1 − a for 1 iteration. We then obtain the following property.
that is the GS4 algorithm performs better than the GS (respectively Fibonacci
)
Theorem 3
For the GS4 algorithm with = 0 and for functions symmetric with respect to x * , we have:
Proof.
The algorithm is initialised in S 8 or S 9 or S 10 . The worst path is
which gives the result.
The criteria lL
and P F N are difficult to compute analytically, but can be evaluated with any arbitrary precision for any reasonable N . We simply need to compute the value of L N and the probability π Table 3 stresses the importance of expanding the initial interval for the finite sample behaviour. The fact that this expansion is also important asymptotically will be demonstrated in Section 5.3. Table 5 presents the value of N required for the corresponding characteristic to reach the precision indicated. For instance, the Fibonacci algorithm requires 30 function evaluations to reduce the length of the initial interval by a factor 10 6 , while GS4 with = 1−a 2 requires respectively 25 and 28 evaluations to achieve the same precision, on the average and with probability 0.99. Figure 4 gives the evolution of some performance characteristics as function of N for GS4.
POSSIBLE LOCATION OF FIGURE 4

Robustness with respect to non symmetry
We consider the case where f (.) is only locally symmetric around x * , that is
with β > 0, ω > 0, C > 0, D ≥ 0. Since the algorithm only uses function comparisons, f (.) can be scaled down so that we can assume that C = 1. Figure 5 presents the graph of the functions f 0.
< z , which can be considered as the worst uniextremal function in the class above with respect to the symmetry condition, for a given value D, when β = 2, ω = 1. The functions f D (.) are constant for
, however, since we delete [A n , U n ] when f (U n ) ≥ f (V n ) this has no effect on the behaviour of the algorithm. at D 1.35. This jump corresponds to replacing one transition with rate a by another one with rate 1 − a in the worst path through the graph presented in Figure 3 . Figure 7 presents the evolution of the empirical probability P F N as a function of D and N . Again, the performances of the GS4 algorithm remain fairly stable while non symmetry increases.
POSSIBLE LOCATION OF FIGURE 6 POSSIBLE LOCATION OF FIGURE 7
Throughout the rest of the paper the function f (.) will be assumed symmetric with respect to x * .
Asymptotic behaviour of GS4
Invariant measure
The mapping T (.) (11) is expanding, see Figure 2 , which implies the existence of a Tinvariant measure µ z (.), absolutely continuous with respect to the Lebesgue measure (see [1] , p. 210). Its density, denoted in what follows by φ z (.), can be normalised and considered as a probability density, that is 
which is the reduction rate from state S j to state S i , see (24). The equationφ = Mφ thus givesφ
This means thatπ is the invariant distribution for the Markov chain with matrix P , given by the normalised eigenvector associated with the eigenvalue 1 for the matrix P T . Ergodicity of T (.) follows from the existence of a single absorbing class for the Markov chain consisting of states {2, 3, 4, 5, 6, 9, 10, 11}. This distribution π is given in Table 6 .
Asymptotic performance characteristics
We shall compute now the asymptotic values of the performance characteristics of Section 4.1. In particular, we shall see that lim N →∞ 
Lyapunov exponent and ergodic log-rate
The Lyapunov exponent of the dynamic system (11) is defined by
if this limit exists and is the same for almost all z 1 . Birkhoff's ergodic Theorem, see [2] p. 44, implies that Λ exists and is given by
whereπ i and R i respectively correspond to the invariant probability and reduction rate for state S i , given by Table 6 and (18). Since |T (z k )| =
for z k ∈ I i , the expression for Λ can also be written as
This last limit is called the ergodic log-rate in [7] , and it is the same for almost all x * and any fixed ≥ 0. This is a consequence of the piecewise linearity of the mapping T (.), see [7] . The next theorem relates Λ and the quantity 
Proof.
From the definition of the algorithm:
where a and a are defined in Section 2. This gives
Lebesgue's Theorem on dominated convergence then implies
In the case where x * has a prior distribution uniform on [A, B], the equality H = Λ could also have been obtained through the expression given in Theorem 1 for
with Q N −2 and l given by (22). Now, (π
The next result shows that the quantiles lL 
where H is defined by (32).
The asymptotic relation (30) implies that ∀δ, γ > 0, ∃N 0 (δ, γ) such that
Let t be any number larger than −Λ. We can show that
and thus
Similar arguments show that ∀t < −Λ, 
We showed in the proof of Theorem 5 that ∀δ, γ > 0, ∃N 0 (δ, γ) such that
Therefore, taking δ = −Λ + log λ > 0.148 one obtains
One then obtains for N ≥ N 1 :
.
Asymptotic behaviour of the expected length
As we shall see below, the asymptotic expression lim N →∞ We have the following property. . Then for any γ > 0, the algorithm GS4 is such that
where λ max (M ) denotes the maximal eigenvalue of the matrix M and where
with P the submatrix of P (15) associated with the eight states S i (26). In particular for γ = 1
where µ 0.54187 is the largest positive root of the equation 
Proof.
From Theorem 1, we have
with p γ , q γ and R γ given by (20). Since =
1−a 2
, (p γ ) 1 = (p γ ) 7 = (p γ ) 8 = (p γ ) 12 = 0, and from the structure of the matrix P we have
and R γ is given by (37). The matrix R γ satisfies the strong mixing condition, that is
for any n ≥ 8. Perron Frobenius Theorem, see [2] , Theorem 7.25 p.205, gives
where λ max is the (simple) maximum eigenvalue of R γ and u γ is the associated eigenvector, v γ is the eigenvector of (R γ )
T associated with the same eigenvalue λ max . Moreover, u γ and v γ have strictly positive elements and u
which gives (36).
In particular when γ = 1, elementary but tedious algebraic calculations give (38).
Case b: = 0 In that case we can only obtain a bound on lim inf N →∞ 
and therefore
Proof.
with p γ , q γ and R γ given by (20). When = 0, (p γ ) 1 = (p γ ) 12 = 0, and due to the structure of the matrix P we have
and R γ is the submatrix of R γ corresponding to the states S 2 , . . . , S 11 . We can reorder the states and rearrange S 7 and S 8 to the last positions, so as to obtain the following representation for R γ : takes the form
where G N −2 is a matrix with non-negative elements. With the same rearrangement of the states we define
Then, since all components involved are non-negative,
The matrix F can be decomposed into 
Note that the bound 2 log(1 − a) of Corollary 3 implies that the performances in terms of expected length of the uncertainty interval are significantly worse for the GS4 algorithm with = 0 than for the GS algorithm, for which
log λ, with log λ −0.48121.
Asymptotic behaviour of worst-case performances
We consider now the asymptotic worst-case characteristic lim N →∞ 1 N lM L N . Again, the two cases = 1−a 2 and = 0 must be treated separately.
Case a: =
1−a 2
From Theorem 2, we obtain the asymptotic expression
A crucial point here is that this value is less than log λ −0.48121, which corresponds to the performance of the GS algorithm.
Case b: = 0 Theorem 3 now gives the asymptotic expression
This value is now much larger that log λ. However, we still have convergence to 1 for P GS N and P F N , see Corollary 2.
Partitions and entropies
Some asymptotic performance characteristics of the GS4 algorithm are closely connected to various entropies of the associated dynamic system. The link is a consequence of the connections between the transition probabilities of the Markov chain, the lengths of the intervals of the partition S ∞ and the rates R i . These calculations are really of a general nature, but are presented here specialised to the GS4 algorithm. An important consequence is the contention that the second-order Renyi entropy is to be preferred to Shannon entropy for a wide class of search algorithms.
Consider the partition P 1 of the interval [0, 1] defined by the intervals I i , i = 1, . . . , 12. When applying the mapping T (.) n times we obtain another partition of [0, 1]:
The join of partitions P 1 , . . . , P n is then defined as
which contains all intersections of elements of partitions P 1 , . . . , P n , that is
Let µ(.) be a probability measure on Borel sets of [0, 1], P be a partition of [0, 1] and Φ 0 (Q n (P), µ) be the Shannon entropy of the partition Q n (P) = P ∨ T
if the limit exists. The limit certainly exists if µ(·) is the invariant measure µ z (·) for the mapping T (·). The Kolmogorov, or metric, entropy of the dynamic system with respect to the measure µ z (·) is defined as:
Since for any pair of points z 1 = z 1 there exists n such that z n = T n (z 1 ) ∈ I i n and
P i consists only of singletons. Thus, from [1] , Theorem 4.6 p. 215, P 1 is a generating partition and h 0 (T ) = h 0 (T, P 1 , µ z ).
From the Markov-chain representation of Section 3.3, the measure µ z (I i 1 ,. ..,in ) can be written as µ z (I i 1 ,. ..,in ) =π i 1 π i 1 i 2 . . . π i n−1 in , which, using (13) and (17), gives the following expression for h 0 (T ): In what follows we consider entropies of the dynamic system (11) based on the following functionals on partitions:
where |Q n | is the number of elements in the partition Q n and µ(.) is a fixed measure on [0, 1]. Φ γ (Q n , µ) belongs to the class of Renyi entropies for the partition Q n [9] . The topological entropy for the dynamic system T (.) with respect to P 1 , which is a measure of the complexity of the algorithm, is defined by
if the limit exists, and we define the expected-cost entropy of degree γ with respect to P 1 and µ(.) as
if the limit exists. When γ = 1, we simply call h 1 (T, P 1 , µ) the expected-cost entropy, which can be justified from the following property. 
independently of µ, where R γ is defined by (37).
Proof.
. . π i n−1 i n , with π ij the element i, j of the submatrix P of the matrix P associated with the eight states S i (26). From (40) and (42), this gives the following expression for h γ (T, P 1 , µ):
Since R γ is strong mixing, see the proof of Theorem 4, we obtain the result (43). That the existence of the limit for one measure implies the same limit for equivalent measures can also be established from ergodic considerations. we have for any γ > 0:
In particular, when γ = 1
Note that Theorem 8 may not be valid when the support of µ(.) is not restricted to the intervals I i , i = 1, . . . , 8 (e.g. when = 0 in the GS4 algorithm, see Theorem 7 for a lower bound on lEL γ N ). It should be stressed that although h 1 has more practical interpretation than h 0 in terms of performance characteristics, it does not seem to have been considered in the literature on dynamic systems.
Similarly to the definition of Kolmogorov entropy we can define
Since P 1 is a generating partition, we believe that h γ (T, µ) = h γ (T, P 1 , µ), even if this point requires further investigations.
Analogous considerations for the topological entropy yield the following property. and equals h * (T, P 1 ) = log λ max (P ) 0.65103 ,
whereP is defined by (27) and where λ max (P ) 1.9175 is the maximal root of t 
Proof.
The topological entropy counts the growth in the number of trajectories of the algorithm, and is given by
, the intervals I 1 , I 7 , I 8 and I 12 are never visited and h * (T, P 1 ) can be written as:
withπ ij defined by (27), i, j = 1, . . . , 8. Similarly to the proof of Theorem 6, we obtain
which give the result (44).
Note that (44) gives a lower bound for the topological entropy of the dynamic system T (.) (11) associated with the GS4 algorithm with = 0.
Discussion and conclusions
The asymptotic performances of the GS and GS4 algorithms are summarized in Table  7 .
The performances in terms of lim N →∞ ElL N is proved in [7] , and an algorithm that achieves this lower bound for locally symmetric functions satisfying (28) is detailed in [11] . The fact that − log 2 is a lower bound for lim N →∞ 1 N lEL N then follows from Jensen's inequality:
log
A family of algorithms with performances lim N →∞ 1 N lEL N arbitrarily close to the bound − log 2 for functions symmetric with respect to x * is presented in [8] . However, these algorithms are mainly of theoretical interest since their finite sample behaviour is inferior. The bound − log 2 for
The existence of second-order algorithms achieving this bound for functions symmetric with respect to x * remains an open question. Table 7 shows that the GS4 algorithm with = 1−a 2 has much better asymptotic performances than the GS algorithm. This alone is not enough, however, to give GS4 some practical interest. One should also consider Tables 4 and 5 which illustrate the superiority of GS4 over GS for finite N . The robustness of the performances with respect to non-symmetry of the function is illustrated by Figures 6 and 7 . All these results make GS4 a promising alternative to Golden-Section and Fibonacci algorithms. Table 5 : Number of functions evaluations required to achieve a given precision (L 0 = 1). 
