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ABSTRACT
The m u lt iv a r ia te  tim e s e r ie s  techniques in  th is  th e s is  were developed  
fo r  the  a n a ly s is  o f the e lectroencephalogram  (EEG), c h a ra c te r iz e d  by i t s  
n o n -s ta t io n a r ity  and m u l t ip l i c i t y  o f channels . N o n -s ta t io n a r ity  is  caused 
by b u rs ts  a t approxim ate ly  octave spaced fre q u e n c ie s . In  the absence o f 
a model w ith  p h y s io lo g ic a l param eters , EEG a n a lys is  aims to  reduce the d ata  
to  a re p re s e n ta tio n  which may be r e la te d  to the s u b je c t ’ s p h y s io lo g ic a l  
s ta te  by s t a t i s t i c a l  in fe re n c e . The re a l- t im e  a n a ly s is  o f many channels  
demands e f f i c ie n t  data  re d u c tio n .
Some n o n -s ta tio n a ry  th eo ry  is  examined, in  p a r t ic u la r  the concept o f  
an e v o lu tio n a ry  spectrum. The Haar tran s fo rm  is  seen to  p ro v id e  an 
e f f ic ie n t  but crude e v o lu tio n a ry  s p e c tra l decom position in to  octave  
frequency bands. The p h a s e -s e n s it iv ity  o f Haar s p e c tra l es tim ates  leads  
to  two new tran s fo rm s, the F o u r ie r -H a a r  (FHT) and the Hadamard-Haar (HHT), 
The s im i la r i t y  between sp ectra  produced by the FHT and th e  -much more 
e f f ic ie n t  HHT suggests th a t  fo r  h ig h ly  n o n -s ta tio n a ry  d a ta , th e  choice o f 
a s inuso id  or square wave decom position is  i r r e le v a n t .
S e n s itiv e  te s ts  fo r  bu rs ts  or changes in  le v e l can be based on the  
cum ulative sums o f H a a r - l ik e  es tim ates  fo r  p a r t ic u la r ’ fre q u e n c ie s . However, 
the jo in t  behaviour o f a l l  frequency components may be examined using  the  
m u lt iv a r ia te  a n a ly s is  o f v a r ia n c e  (MANOVA), MANOVA is  perform ed on 
d if f e r e n t  samples, corresponding to  d i f f e r e n t  experim en ta l c o n d it io n s , o f  
the  Hadamard-Haar re p re s e n ta tio n  o f a two channel EEG. A f l e x ib le  method 
fo r  d e r iv in g  d is c r im in a n t fu n c tio n s  is  described and is  used to  id e n t i f y  
d i f f e r e n t  p h y s io lo g ic a l s ta te s .
Although the new H a a r - l ik e  re p re s e n ta tio n s  are  s p e c ia liz e d , t h e ir  
usefu lness may extend to  a wide range o f h ig h ly  n o n -s ta tio n a ry  tim e s e r ie s .  
T h e ir  e f f ic ie n c y  and e x c e lle n t convergence p ro p e rtie s  make them w e ll s u ite d  
to  da ta  compression a p p lic a t io n s .
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NOTATION
is  ap proxim ate ly  equal to
is  ap proxim ate ly  d is t r ib u te d  as
= is  e q u iv a le n t to .  F u n c tio n  f  = g i f  f ( x )  =  g (x )  fo r
each, x in  the common domain o f f  and g
(^) Rronecker product (d e fin e d  on page 21)
X* the  transpose o f m a tr ix  X
x .  the  mean o f x^ over a l l  r e le v a n t  i
X  the complex conjugate o f X
X the nxn id e n t i t y  m a tr ix
n
♦
t r (  ) the  tra c e  o f m a tr ix  C )? ie  the sum of i t s  d iag o n a l elem ents
d ia g (  ) the  m a tr ix  haying the elem ents or square m a tr ic e s  l is t e d
in  (  ) on i t s  d iag o n a l and zeros elsewhere
N (y ,£ )  The m u lt iv a r ia te  normal d is t r ib u t io n  w ith  mean v e c to r  y
and covariance m a tr ix  Z
E (  ) The expected va lu e  o f th e  v a r ia b le  in  (  )  under i t s
d is t r ib u t io n ,  ie  i t s  mean.
2V a r (  ) v a r (x )  = E ( [x -E (x ) ]  ) ,  ie  the v a r ia n c e  o f x
s is a member of
(u, v) open interval. x e (u,v) if u < x < v
Cu, v3 closed interval, X £ Qi , v] if u<x<V
iv
ABBREVIATIONS
A .R .L . Average run  le n g th
ANOVA A n a lys is  o f v a r ia n c e
CHT C osine-H aar transfo rm
CUSUM Cum ulative sum
DF Degrees o f freedom
EEG E lectroencephalogram
ES E v o lu tio n a ry  spectrum
FFT F as t F o u r ie r  tran sfo rm
FT _ F o u r ie r  transfo rm
FWT Fast Walsh tran s fo rm
HHT . Hadamard-Haar tran s fo rm
HT Haar transfo rm
KLT Karhunen-Loeve tran s fo rm
LS Least squares
MANOVA M u lt iv a r ia te  a n a ly s is  o f v a ria n c e
MSS Mean sum o f squares
SS Sum o f squares
SSPM Sum o f squares and products m a tr ix
WT Walsh transfo rm
r . v .  Random v a r ia b le
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1 ,1 .  ANALYSIS OF THE ELECTROENCEPKALOGRAM (EEG)
The EEG is  a se t o f p o te n t ia l  d iffe re n c e s  recorded from  d i f f e r e n t  
s ite s  on the s ca lp . The genera l assumption th a t the EEG con ta in s  u s e fu l 
in fo rm a tio n  about the  s ta te  o f the b ra in , to g e th er w ith  i t s  a c c e s s ib i l i t y ,  
has generated many d iv e rs e  methods o f a n a ly s is  over the  past f i f t y  y e a rs .
As many as tw e lve  EEG channels are  recorded on analog m agnetic ta p e ,  
in  which form  they may be analysed d ir e c t ly  w ith  the he lp  o f an analog  
computer. However, w ith  the jo in t  advances in  d ig i t a l  e le c tro n ic s  and 
s ig n a l processing techniques (p a r t ic u la r ly  the advent o f th e  FFT) over the  
past f i f t e e n  years , s o p h is tic a te d  analyses o f the d ig i t is e d  EEG have 
become r e la t iv e ly  commonplace,
D esp ite  broad s im i la r i t i e s ,  EEG channels v a ry  over th e  scalp  and 
from  person to  person. They are  a lso  a ffe c te d  by the p h y s io lo g ic a l and 
p sych o lo g ica l s ta te  o f the s u b je c t. S ignal am plitudes r a r e ly  exceed 
100 m ic ro v o lts  and in te r e s t  is  u s u a lly  focussed on the frequency range  
from 0 .1  to  50 Hz. Common fe a tu re s  inc lude a p in k  no ise  background, 
a p p a re n tly  slow n o n -s ta tio n a ry  changes, and the occurrence o f t ra n s ie n t  
events such as b ursts  and sp ikes . Bursts occur a t  w e ll  d e fin e d  fre q u e n c ie s  
spaced a t approxim ate ly  octave in te rv a ls  : <5 a c t iv i t y  (cen tred  a t  about 
2 .5  H a); 6 a c t iv i t y  (5 H z); et. a c t iv i t y  (10 H z); 3 a c t i v i t y  (20 H z ). Much 
in fo rm a tio n  about the su b jec t’s s ta te  is  contained in  the d is t r ib u t io n s  in  
tim e and lengths o f b urs ts  (re fs  1- 4) .
As underly ing  b ra in  mechanisms are not w e ll understood, the above 
a c t iv i t i e s  have been d e fin ed  e m p ir ic a lly . EEG a n a ly s is  in v o lv e s  e x tra c t in g  
in fo rm a tio n  which can be r e la te d  to  the  s u b je c t ’ s s ta te .
CHAPTER 1; INTRODUCTION AND SUMMARY
1 •1 ♦1 * PREVIOUS EEG ANALYSIS
Both tim e domain and frequency domain methods have been fre q u e n tly  
employed in  the a n a ly s is  o f the  spontaneous EEG. Time domain methods 
in c lu d e  the e s tim a tio n  o f am plitude p r o b a b il i ty  d e n s ity  fu n c tio n s  
( r e fs  5 -8 )  and the  exam ination o f c h a ra c te r is t ic  wave p a tte rn s  ( re fs  9 
and 1 0 ) .  D esp ite  the  r e la t iv e  ease w ith  which tim e domain d e s c rip to rs  
can o fte n  be c a lc u la te d , many a p p lic a tio n s  demand th a t  d i f f e r e n t  frequency  
components be d is tin g u is h e d . Frequency domain methods a re  u s u a lly  based 
on th e  F o u r ie r  spectrum, o fte n  u n ju s t i f ia b ly  assuming th a t  long EEG 
records (sometimes exceeding 30 seconds: re fs  11 and 12) a re  s ta t io n a ry  
and n o rm a lly  d is tr ib u te d  (e rg o d ic ity  is  on ly  defined  fo r  s ta t io n a ry  
p ro c e s s e s ).
The common ro o t o f these problems is  the presence o f b u rs ts , A lthough  
am plitudes w ith in  bu rs ts  (re fs  5 -8 )  and those o f the n o is y  background are  
G aussian, to g e th e r they  are u s u a lly  not ( re fs  13 and 1 4 ) .  More serious  
is  th e  apparent n o n -s ta t io n a r ity  (see chapter 2) o f the d a ta . The 
c o n s id erab le  in fo rm a tio n  in  b u rs t envelopes is  lo s t  due to  the  inadequate  
tim e re s o lu t io n  o f n e a r ly  a l l  frequency domain methods.
Short tim e s p e c tra l a n a ly s is  ( r e f  15) provides the  bas is  fo r  many 
such methods. The sh o rt in te rv a ls  on which spectra are  c a lc u la te d  may 
be contiguous ( r e f  16) or o verlap p in g  ( r e f  17, appendix A ) .  For c e r ta in  
types o f s lo w ly  changing process, the e v o lu tio n a ry  spectrum may be g iven  
a p h y s ic a l meaning ( r e f  1 8 ) ,  W hile the e v o lu tio n a ry  spectrum o f the EEG 
is  no t s t r i c t l y  d e fin e d , i t s  content has an in t u i t iv e  meaning, in d ic a t in g  
the r e la t iv e  c o n tr ib u tio n s  o f d i f f e r e n t  fre q u e n c ie s . C lo s e ly  re la te d  is  
Complex Dem odulation (c a lc u la te d  v ia  the F F T ), which e f f e c t iv e ly  passes 
the s ig n a l through a bank o f bandpass f i l t e r s •ad justed  to  a p re s e le c te d  
set o f  c e n tre  freq u en c ies  ( r e f  1 8 ) ,  The analog e q u iv a le n t, fa s te r  but
f a i l i n g  to p ro v id e  phase in fo rm a tio n , is  to  c a lc u la te  v a r ia n c e  in te g ra ls  
(w ith  resp ect to  tim e) o f s ig n a ls  which have been d iv id e d  by f i l t e r s  in to  
d i f f e r e n t  frequency bands ( r e f  1 9 ) .
The above techniques a re  n o n -p a ra m e trie , ie  they m ere ly  p ro v id e  a 
s p e c tra l d e s c r ip t io n . Two attem pts have been made to  accommodate non- 
s t a t io n a r i t y  w ith  p a ram etric  techn iques . The f i r s t  ( r e f  20) is  f i t t i n g  
a mixed au to regressive /m oving  average (ARMA) model by means o f a Kalman 
f i l t e r .  A gain , th is  is  s a t is fa c to ry  on ly  fo r  s low ly  changing processes. 
The second ( r e f  21) uses a short-w ord  Kalman es tim a to r to  f i t  an au to ­
re g re s s iv e  (AR) s e r ie s 'o f  h igh  o rd e r. The s ig n a l v a r ia t io n  need not be 
slow , but u n fo rtu n a te ly  the computing costs are  h ig h . H ere , th e  f a i lu r e  
o f the data  to  be normal and l in e a r  ( re fs  22 and 23) is  im p o rta n t. In  
a d d it io n , the advantages o f a param etric  model are  not r e a l iz e d  un less  
the param eters can be g iven  a p h y s ic a l meaning,
1 .2 .  SUMMARY OF THESIS
The use o f the Haar transfo rm  (KT) fo r  b u rs t d e te c tio n  in  octave  
frequency bands has been suggested in  a m echanical en g ineering  a p p lic a t io n  
by Thomas ( r e f  2 4 ) . Th is  th e s is  presents and exp lores th e  th e o r e t ic a l  
p ro p e rtie s  o f severa l new H a a r - l ik e  transform s, and examines the  s u ita ­
b i l i t y  and e f f ic ie n c y  o f the  re s u lta n t  re p re s e n ta tio n s  o f the EEG, in  
which the tim e s e rie s  are  c ru d e ly  f i l t e r e d  in to  the  fo u r octave frequency  
bands corresponding to  the fundam ental a c t iv i t ie s  ( 5 , 0 , a , $) w ith  h igh  
tim e re s o lu t io n .
The rem ainder o f the  th e s is  considers a lte r n a t iv e  ways o f perform ing  
s t a t i s t i c a l  in fe re n c e  on the H a a r - l ik e  re p re s e n ta tio n s . In  a d d it io n  to  
ad hoc techniques fo r  d e te c tin g  bursts  and te s t in g  fo r  d iffe re n c e s  between  
data samples, m u lt iv a r ia te  a n a ly s is  o f varian ce  is  used to  d escrib e  the  
s tru c tu re  o f the EEG.
Chapter 2 presents some n o n -s ta tio n a ry  theory  and the e v o lu tio n a ry  
spectrum tech n iq u e . In  a d d it io n , c e r ta in  p ro p e rtie s  o f the  EEG are  
d escrib ed .
Chapter 3 presents some th eo ry  and a p p lic a tio n s  o f the  HT, showing 
why the  tran sfo rm  is  s u ita b le  fo r  EEG a n a ly s is . D e fects  in  the HT lead  
to  the development o f the  new H a a r - l ik e  transform s in  chapter 4 ,
Chapter 4 d efin es  th ree  new transfo rm s: the F o u rie r-H a a r (FHT) ; 
th e  C osine-H aar (CHT); the  Hadamard-Haar (HHT). The HHT, a phase- 
in v a r ia n t  v e rs io n  o f the  HT based on two square wave c y c le s , is  
developed e x te n s iv e ly .
Chapter 5 proposes v a rio u s  ad hoc methods fo r  perform ing s t a t i s t i c a l  • 
in fe re n c e  on H a a r - l ik e  re p re s e n ta tio n s . Bursts may be detec ted  w ith  a 
b u rs t th re s h o ld , or by the use o f cum ulative sum techn iques , d escribed  
in  d e t a i l .  The a n a ly s is  o f v a ria n c e  is  a lso  considered , bu t is  shown to  
be u n s u ita b le  fo r  th e  a n a ly s is  o f H a a r - l ik e  re p re s e n ta tio n s  o f th e  EEG.
Chapter 6 considers m u lt iv a r ia te  methods o f in fe re n c e , in  p a r t ic u la r  
th e  m u lt iv a r ia te  a n a ly s is  o f v a ria n c e  (MANOVA). A MANOVA a n a ly s is  is  
performed on Hadamard-Haar re p re s e n ta tio n s  o f a two channel decompression 
EEG, and an index o f c e re b ra l s ta te  during  decompression (th e  re d u c tio n  
o f p ressure to  th a t  experienced a t an a l t i tu d e  o f 27 ,000 f t )  is  d e r iv e d . 
Th is  index is  re la te d  to  the s u b je c t ’ s im paired perform ance o f a standard  
m ental ta s k .
Chapter 7 presents the conclusions o f the th e s is  and suggests fu r th e r  
developments o f the techniques fo r  data  re p re s e n ta tio n  and s t a t i s t i c a l  
in fe re n c e . Speculations are made about fu tu re  area o f a p p lic a t io n .
CHAPTER 2: NON-STATIONARY PROCESSES AND THE EEG
INTRODUCTION
I t  is  m eaningless to ask whether a r e a l  w orld  process shares the  
s t a t io n a r i t y  o f an a b s tra c t m athem atical model. However, many processes  
so n e a r ly  conform to the a b s tra c t model as' to v a l id a te  th e  use o f the  
co n s id e rab le  th e o r e t ic a l apparatus designed fo r  s ta t io n a ry  processes. T ests  
a re  needed to  decide i f  a process d eparts  s ig n i f ic a n t ly  from  s t a t io n a r i t y  
(see chapter 5 ) ,  to g e th e r w ith  an awareness of the consequences o f v io la t in g  
th e  assumption o f s t a t io n a r i t y .  For n o n -s ta tio n a ry  d a ta , p r io r  knowledge 
m ight lead to the te s t in g  o f a p a r t ic u la r  model and e s tim a tio n  o f i t s  
param eters; o th e rw ise , methods a re  needed which p ro v id e  a d e s c r ip t io n  o f
th e  n o n -s ta tio n a ry  behaviour o f the d a ta .
L i t t l e  can be sa id  in  genera l about n o n -s ta tio n a ry  processes, ie  a l l  
processes except a v e ry  r e s t r ic te d  c lass  which happen to be m a th e m a tic a lly  
t r a c ta b le .  The most w id e ly  a p p lic a b le  o f the e x is t in g  techniques fo r  
p a r t ic u la r  n o n -s ta tio n a ry  c lasses is  p robably  the E v o lu tio n a ry  Spectrum (ES) 
o f P r ie s t le y  ( r e f  2 5 ) ,  v a l id  fo r  most s low ly  changing processes. The ES 
approach, and c e r ta in  p ro p e rtie s  o f the EEG form th e 's u b je c t  m a tte r o f the  
p resen t ch a p te r.
2 .1 .  STATIONARITY
A tim e s e rie s  can be considered as a c o lle c t io n  {X t  : t  e T} o f
random v a r ia b le s . The jo in t  d is t r ib u t io n  fu n c tio n  o f a f i n i t e  se t o f
random v a r ia b le s  {Xf_ , X*. , . . .  , X t ) is  d efined  by
1 L2 n
FXt l , X t 2 , Xtn  ( x t l ’ x t 2 ’ • • • ’ K tn)
= P {X t l  < * t 1 , . . . .  x t n < x tn }
5.
A time s e r ie s  is  s t r i c t l y  s ta t io n a ry  i f
For a l l  e T and a l l  h such th a t  t-j+h e T . In d ic e s  tq ,  t 2 , * . . j  t n 
are  not n e c e s s a r ily  co n secu tive . Thus the jo in t  d is t r ib u t io n  fu n c tio n  
asso c ia te d  w ith  any se t o f tim es t-j_, t £ ,  . . . ,  t n is  the same as th a t  fo r  
any o th e r se t o f tim es obtained  by t ra n s la t in g  t-^, t 2 , t n forw ard
or backward by any h .
Weak s ta t io n a r i t y  on ly  re q u ire s  tim e in v a ria n c e  o f the  f i r s t  two 
moments o f Xj- (h e re , a complex va lued  r . v . ) ,  ie  mean Ej'Xj-] = p , .a  c o n s ta n t, 
and co varian ce
s t r i c t  s t a t io n a r i t y  ( r e f  2 6 ) .  R-s,t ^as a s p e c tra l re p re s e n ta tio n  o f the  form
F(to) has the p ro p e r t ie s  o f a d is t r ib u t io n  fu n c tio n . {X t ) has the corresponding  
s p e c tra l re p re s e n ta tio n
is  a fu n c tio n  o f |s ~ t]  o n ly . I f  {X t } is  Gaussian, weak s t a t io n a r i t y  im p lie s
/ (-.00 9 eo) f or a con
\  ( — i t ,  i t )  in  the d i
) fo r  a continuous param eter process. 
s c re te  case.
where §(m ) is  an orthogonal process (having u n c o rre la te d  increm ents) w ith
E[|d-2(w )|2]  » dF(co). I f  2(co) is  not o rthogonal, {Xt > is  a
’ harm onizable process' ( r e f  2 7 ) .
H ere , the complex e x p o n en tia l e“Wt g ives meaning to  w : i t  is
s e n s ib le  to speak o f the  (s in u s o id a l)  component in  {X t } w ith  frequency to . 
A ls o , E |d£(to) | 2 is  a measure o f energy a t  frequency to.' I t  can be
shown th a t  the le a s t  squares (LS) es tim ate  o f d2(to) is  p ro p o rt io n a l to  
the  F o u r ie r  transform
C orrespond ing ly , i t  can be shown th a t the e igenvecto rs  o f the  d is c re te  
form  o f  the  covariance m a tr ix  o f (X t ) a re  a fa m ily  o f complex e x p o n e n tia ls ,, 
which thus p ro v id e  an op tim al (LS) expansion o f {X t } .
2 .2 .  EVOLUTIONARY SPECTRA
Two obvious sources o f n o n -s ta t io n a r ity  are  a tim e v a ry in g  mean and a 
tim e v a ry in g  co varian ce . The mean can be removed e a s ily  i f  i t  v a r ie s  
s lo w ly , eg the  means o f EEG channels are  u s u a lly  removed by f i l t e r i n g  a t  the  
re c o rd in g  s tag e . A l l  n o n -s ta tio n a ry  processes considered w i l l  be assumed 
to  have zero mean.
F or n o n -s ta tio n a ry  processes, the complex exp o n en tia l fa m ily  no longer  
p lays  a c e n tra l r o le .  In  o rder to  g ive  some p h ys ica l meaning to  the n o tio n s  
o f ' lo c a l  d is t r ib u t io n  o f energy' over 'fre q u e n c y ', P r ie s t le y  ( r e f  25) 
examines s p e c tra l re p re s e n ta tio n s  o f the form
At (io) (a  fu n c tio n  o f t )  has a F o u r ie r  transform  whose ab so lu te  maximum
T
where 2 (to) is  an orthogonal process w ith
7 .
occurs a t the o r ig in .  At (o))e^Wt may be considered an am plitude modulated  
s in u s o id , w ith  At (w) the envelope. A process {X t ) a d m ittin g  such a 
re p re s e n ta tio n  is  c a lle d  an 'o s c i l la t o r y  p ro c e s s ',
The ES a t  tim e t ,  w ith  re s p e c t to  th e  fa m ily  {A t  (to) F Wt) , is  
d efin ed  by
dFt (w) = |At (io) | 2 y(dco) , a) e 0,
I f  the  measure y is  d i f f e r e n t ia b le ,  the e v o lu tio n a ry  s p e c tra l d e n s ity  
fu n c tio n  a t tim e t  is  d e fin ed  by
£t (fc>) -  F'CoO = K(<o) [2 §£
For a sample Xt , O^t^T, from a continuous param eter process, P r ie s t le y
estim ates f t (w) using the  'double window1 tech n iq u e . A window (or f i l t e r )  
g(u ) is  chosen so th a t
^00 j*
2 ir\ | g ( u ) |2du = \  | F (to) | ‘"do) = 1
-® ■'ft
where
r(w ) = j  g (u )e  ^Uc°du
g(u ) is  thus square in te g ra b le  and norm alised , and has frequency response  
fu n c tio n  T((d) .  g (u ) has a f i n i t e  (tim e ) ’w id th ’ , Bg, d e fin ed  by
^OO
Bg " \  | u | | g ( u) l du
''—00
For the es tim ate
■t
_4,,\ ft-—,i Y ^
U ( f ,u )  = f  g (u )X t _ue"-i “ ( t ' u )< 
J t -T
i t  may be. shown th a t
8.
r  9 ~
| u ( t , u ) r ■ - | r(x) |2f t (x+o))dx +
L _ j —  CO
B is  the c h a ra c te r is t ic  w id th  o f the process, which may be in te rp re te d  
as the maximum tim e in te r v a l  over which the process is  approx im ate ly  
s ta t io n a ry . Thus i f  Bg<<B,
e [  | u ( t , i o ) | 2]  2- f t (a))
Although U (t,io ) is  an approx im ate ly  unbiased es tim ate  c f  i t
is  not v e ry  u s e fu l in  p ra c t ic e  ( in  analogy w ith  the periodogram  fo r
2s ta t io n a ry  processes) . P r ie s t le y  estim ates  f t (w) by smoothing j u ( t , i o ) j  
over neighbouring values o f t ,  A second window (o r w eight fu n c tio n ) W -j,( t )  
is  chosen such th a t
( t )  £ 0 fo r  a l l  t , T T
Wji ( t )  0 as 11 } -*■ 00 fo r  a l l  T ’
i
f*-co
c
/[■
WT , ( t ) d t  -  1 fo r  a l l  T f
, ( t ) J 2d t < “  fo r  a l l  T 1
The w id th  o f ( t ) . dependent on T f , is  much la rg e r  than Bg, the w id th
o f g (u ) . f t (o3) is  then estim ated  by
t
f = Jw T ,(u )  |u ( t - u ,o ) ) |2du 
t -T
P r ie s t le y  shows th a t i f  the bandwidth o f | r ( 6 ) | ~  is  sm all compared w ith  the
frequency domain bandwidth o f f ^ w ) ,  and i f  the bandwidth o f r (u) is  sm all
compared w ith  the tim e domain bandwidth o f f^ c o ) , then
9.
For a d is c re te -t im e  process, the estim ates  become 
U ( t .« )  -  8 (u )x t _ue '3“ ( t - u)
u =s~00
A l 03 1 I 2
£t (co) = WT l (u ) |U ( t -u ,(o ) |
U = ~ c o
where g (u ) and , ( t )  a re  sequences.
In  es tim a tin g  e v o lu tio n a ry  s p e c tra , demands are  made on tim e and 
frequency domain re s o lu tio n s  ( r e f  2 8 ) .  U n fo rtu n a te ly , th e re  is  a funda­
m ental r e s t r ic t io n  on these re s o lu t io n s , a r t ic u la te d  in  the U n c e rta in ty  
P r in c ip le :  i t  is  im possib le to o b ta in  s im ultaneously  a h igh degree o f 
re s o lu t io n  in  both tim e and frequency domains, or
A t.A f £ K
where At and Af are  tim e and frequency domain re s o lu tio n s  and K is  some 
c o n s ta n t.
I f  a f ix e d  frequency domain re s o lu t io n  is  re q u ire d , th is  w i l l  determ ine
Bg. the minimum tim e bandwidth fo r  U ( t , io ) .  T* may then be chosen to
A
m inim ise the re la t iv e , mean-square e r ro r  o f f t (m) :
M (T ')  = jb ia s 2{ f t (m)> + v a r { f  (m) (w)
Note th a t ,  as T f in c re a s e s , b ias  increases and va ria n c e  decreases.
A l te r n a t iv e ly ,  i f  tim e domain re s o lu t io n  is  f ix e d ,  th is  determ ines T 1.
B (<CT’ ) may be chosen to m inim ise the corresponding r e la t iv e  mean-square  
g
e r r o r .  Here, as B in c re a s e s , b ia s  decreases and v a r ia n c e  in c re a s e s .
7 cr 7o
P r ie s t le y  has d e fin ed  p h y s ic a lly  m eaningful spectra  fo r  a comprehensive 
c lass  o f s low ly  changing processes (n e a r ly  a l l  s low ly  changing processes  
may be c lo s e ly  approximated by an o s c i l la to r y  p ro c e s s ), and has provided  a
10 .
method fo r  es tim a tin g  these s p e c tra . H is method corresponds c lo s e ly  
w ith  w id e ly  used, in t u i t i v e ly  s e n s ib le  procedures fo r  c a lc u la t in g  sp ec tra  
on a succession o f short in te r v a ls ,  whose lengths depend on the r a te  o f 
change o f the  process. In s tead  of ju s t  r e ly in g  on the  in t u i t i v e  id ea  o f  
an average spectrum in  some neighbourhood o f a p a r t ic u la r  tim e in s ta n t ,  
P r ie s t le y  has provided a m athem atical model which r ig o ro u s ly  d e fin e s  what 
he is  e s tim a tin g . Th is  enables the consequences (eg b ia s )  o f using  d i f f e r e n t  
windows to  be eva lu a te d . In te r v a ls  between sp ectra  depend on what the  sp ec tra  
a re  to  be used fo r :  to  te s t  s t a t io n a r i t y ,  es tim ates  need to  be s u f f ic ie n t ly  
f a r  a p a rt in  frequency 'and tim e to  guarantee independence ( r e f  29) .
The ES approach has been described  a t  len g th  because i t  is  c lo s e ly  
r e la te d  to  the re p re s e n ta tio n s  o f the  EEG proposed in  th is  th e s is . The n ex t  
s e c tio n  exp la in s  why a s t r i c t  ES re p re s e n ta tio n  o f th e  EEG is  n o t s u ita b le ,
2 ,3 .  MODELS FOR SPONTANEOUS EEG ACTIVITY
A p la u s ib le  model fo r  the  EEG (see r e f  30) is
4
lo=l
i  is  the channel in d ex .
k  (l< k < 4 ) is  the index fo r  d i f f e r e n t  a c t iv i t ie s  ( 6 , 0 , a , 3 ) .
Y* is  an o s c i l la to r y  process (s lo w ly  ch an g in g ),
( X ^ j a 1^) are  b u rs ts  o f a c t i v i t y  lc, centered a t  W^C, . t i mes
f —T 0t - x
o f b u rs t c e n tre s , occur as s ta t io n a ry  p o in t processes w ith  a Poisson
(random) d is t r ib u t io n  in  tim e . X1^ and a1^ a re  param eters fo r  the
mean len g th  and the mean am plitude o f the b u rs ts  ( le n g th  and am p litu d e  
d is t r ib u t io n s  and shape o f b u rs t envelopes a re  assumed known). M u l t i ­
channel s tru c tu re  may y ie ld  t 1^ = w ith  $£ f ix e d  or random phase.
11.,
vi ( b 1) are  tra n s ie n ts  (sp ikes ) which are a lso  tr ig g e re d  as a Poisson p o in t  
process, a t  times v3*, w ith  b 1 the mean am plitude param eter,
N1 is  a random e rro r  term com prising EEG no ise  and in s tru m e n ta tio n  n o is e , 
t
For a re s t in g  su b jec t in  a steady s ta te ,  th e re  is  some evidence
x * ♦ xlc • ■(ch ap te r 5) th a t  Y is  s ta t io n a ry  and th a t  W are tr ig g e re d  as a s ta t io n a ry
Poisson p o in t process. There is  a lso  evidence th a t ,  fo r  a changing s ta te
(decompression in  chapter 6) ,  Y^ is  s low ly  changing and b u rs ts  a re  tr ig g e re d
as a n o n -s ta tio n a ry  p o in t process. The p r o b a b il i t ie s  o f d i f f e r e n t  b u rs ts
o c cu rrin g  a re  changing though tim e (eg P |jS a c t iv i t y  occurs]] is  in c re a s in g ) ,
as a re  th e ir  am plitudes (a 1^ = a1 C^( t ) ) ,  eg 6 am plitude is  in c re a s in g .
Chapter 5 a lso  dem onstrates th a t  in s tru m e n ta tio n  no ise is  s ta t io n a ry  and
decreas ing  w ith  frequency .
Thus a steady s ta te  EEG, w ith  background a c t iv i t y  and no ise  a p p ro x im ate ly  
s ta t io n a ry  and bursts  occu rrin g  w ith  a constant (sometimes v e ry  low) probab­
i l i t y ,  has a w eakly s ta t io n a ry  m odel. Th is  c o n tra d ic ts  the im pression o f non- 
s t a t io n a r i t y  g iven  by a record  which appears d i f f e r e n t  in  d i f f e r e n t  sec tio n s  
due to  b u rs ts . However, the  model f a i l s  to  be Gaussian because o f the  b u rs ts .
D e s p ite  the weak s ta t io n a r i ty  o f the steady s ta te  EEG, F o u r ie r  sp ec tra  
on long in te rv a ls  c le a r ly  f a i l  to  p ro v id e  im portant in fo rm a tio n  about b u rs ts .  
They do y ie ld  estim ates  o f average power, but not o f the  d is t r ib u t io n  o f th is  
power in  b u rs ts . To be ab le  to  re s o lv e  b u rs ts  in  tim e , i t  is  necessary to  
use windows sh o rte r than the b u rs t le n g th s . U n fo r tu n a te ly , th e re  is  a 
c o r re la t io n  between b u rs t d u ra tio n  and c h a ra c te r is t ic  freq u en cy . The fo llo w in g  
approxim ate re la t io n s h ip  holds ( r e f  32)
ilr some constan t G,
ie  b u rs t le n g th , X1^ , is  ap p ro x im ate ly  in v e rs e ly  p ro p o rtio n a l to freq u en cy ,
, or a l l  bu rsts  have approx im ate ly  equal numbers o f w avelengths.
1 2 .
A method fo r  d e s c rib in g  b u rs ts  should estim ate  power a t  the octave  
in te r v a ls  o f the c h a r a c te r is t ic  a c t iv i t i e s  (2 ,5 ,  5 , 10, 20 Hz) using  sh o rt 
tim e windows, whose leng ths  a re  in v e rs e ly  p ro p o rtio n a l to  th e  fre q u e n c ie s  
( ie  *  8 , 4 , 2 , 1 ) .  Such a method would a lso  be capable o f d e s c rib in g  
changing b u rs t p a tte rn s  corresponding to  the  changing s ta te  o f a s u b je c t. 
The b as is  fo r  such a method is  found in  the Haar tra n s fo rm .
CHAPTER 3: THE HAAR TRANSFORM
INTRODUCTION
Recent in te r e s t  in  b in a ry  tran s fo rm s , which have a m a tr ix  t  = ( t £ j )  
w ith  t £j  = ± 1 , stems from th e ir  d iv e rs e  a p p lic a tio n s  ( r e f  33) and t h e i r  
ease o f com putation. A lthough not s t r i c t l y  b in a ry , the  Haar tran s fo rm  (HT) 
re q u ire s  on ly  a d d itio n s  and s u b tra c tio n s . The HT is  fa s te r  to  implement 
than the more commonly used Walsh transfo rm  (WT), but seems to have a more 
l im ite d  range o f a p p lic a tio n s  ( r e f  3 4 ) .
Th is  chapter p resents some th e o r e t ic a l  p ro p e rtie s  o f  Haar fu n c tio n s  
and the  d is c re te  HT, and shows how the transfo rm  may be used to  d e s c rib e  
b u rs ts  and o th er n o n -s ta t io n a r it ie s  o f a tim e s e r ie s . A lthough p a r t ic u la r ly  
s u ita b le  fo r  the  EEG, the  HT w i l l  be seen to  la c k  c e r ta in  d e s ira b le  
p ro p e rtie s  o f the F o u r ie r  tran sfo rm  (F T ) . An a lg o rith m  is  g iven  fo r  the  
e v a lu a tio n  o f the I1T, and comparisons are  made w ith  th e  WT and the  FT .
371. HAAR FUNCTIONS
The orthonorm al system o f Haar fu n c tio n s  (o r ig in a te d  in  r e f  35) 
co n s is ts  o f step fu n c tio n s  d e fin ed  on [p , l ]  , the  in te r v a l  o f o r th o g o n a lity
Y0 te ) = 1 • X £  [o , l ]
- 1 , x E [o , 1 /2 )
0 , x  = 1/2
■.-1 » I f  ( 1 /2 ,  l ]
Ym + l'x ' = ' 2m/2 , x e  ( { k - l } / 2m, { k - l / 2 } / 2m>
- 2m/  2 , x £ ( C k - l / 2} / 2m, k / 2" )
I
1 °  - x  £ ( U - l } / 2m, 4 /2 " )  fo r  # k ,
fo r  every in te g e r  m£l and l<lc^2m .
0 1
H
y o (x )
1
Yl (x) ©
- 1
2 Z
Y2 (x )
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Y (x )  2
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3
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Y 3  ( x )
4
Y , (x )
3
- 2
F IG . I ,  The f i r s t ,  e ig h t Haar fu n c tio n s
3 1c , t » *A t p o in ts  o f d is c o n t in u ity ,  Y (x) *-s d e fin ed  to  be the a r ith m e tic  mean o f
Tci t s  va lu es  in  the two a d jo in in g  in te r v a ls .  A t 0 and 1 , Y (x ) takes the  
same va lu es  as in  (0 , l / 2 ra) and ( l - l / 2 m, l )  r e s p e c t iv e ly . The f i r s t  
e ig h t  Haar fu n c tio n s  a re  shown in  f i g .  1 .
1cC le a r ly  y^ a re  normed:
k/2m" 1
]"[■£<»] dx - j dx = 1
(k -D /2 1"-1
O rth o g o n a lity  is  a lso  c le a r .  yQ and y1 a re  orthogonal to  a l l  y^ (m >l) as
♦ # Tc x Tth ey  are  constant fo r  the non-zero  domain o f each y . y and y a re  J 'm 'm 'm
orthogonal fo r  i ^ j , as t h e ir  non-zero  domains are d is jo in t .  For n>m, the
# i  » » inon-zero  domain o f y^ is  contained m  an in te r v a l  o f constancy o f y , and" 
th e re fo re
1 1
J" Y1 (x )y ^ (x )  = ±2^m 1^ 2 J" y * (x )d x
0 0
In  a number o f problem s, the Haar system has the best p ro p e r t ie s  
among com plete orthogonal systems. Roughly speaking, i f  a s e r ie s  d ivergence  
phenomenon occurs w ith  the Haar system, then such a phenomenon is  unavo idab le  
fo r  any com plete orthogonal system ( r e f  3 1 ) .  L e t f ( x )  be an L - in te g ra b le  
fu n c tio n  on [b , i j , ie  fo r  some p (x )  (a p o s it iv e ,  bounded, m onotone-increasing  
fu n c tio n  on {jo, l ] ) ,  f ( x )  is  p-m easurable and i t s  S t i e l t  jes-Lebesgue  
in te g r a l  s a t is f ie s  
1
| f ( x ) j yd y (x ) < «> fo r  some p(l<p<«>)f
0
Then f ( x )  has the fo llo w in g  expansion in  Haar functions;
,m-l 2__
f  (x ) a  cq yo (x ) + ^  cm Ym(x )
IIIs51 k = l
w ith  the p ro p e r t ie s  (see r e f  35 and 36 fo r  p ro o fs ):
1, I t  converges to f  Cx) alm ost everywhere.
2 , I t  converges to f  (x ) in  every p o in t o f c o n t in u ity  o f
f  (x ) , and converges u n ifo rm ly  in  every in te r v a l  in  which  
f ( x )  is  u n ifo rm ly  continuous.
2The Haar orthogonal system is  com plete, not ju s t  in  L ( l i k e  the F o u r ie r  
and Walsh system s), but fo r  a l l  L - in te g ra b le  fu n c tio n s .
Consider the fo llo w in g  f i n i t e  s e rie s  approxim ation  to  f ( x ) :
n
f n (x ) = ^ ~  C£ 0 i (x ) 
i = l
where 0 -^ x ) = Y0 (x ) , 02 (x ) = y £ (x ) , . . .  , 0n (x ) = Y ^ 2 (x ) and n = 2m. 
f n (x ) i s ,  in  g e n e ra l, a step fu n c tio n  w ith  n equal len g th  s tep s . The 
va lu e  o f f n (x ) on each step is  sim ply the mean v a lu e  o f f  (x ) over the. 
in te r v a l  covered by the s te p . Th is  is  the  c o n d itio n  fo r  the  b es t (s m a lle s t  
mean square e r ro r )  step fu n c tio n  approxim ation  o f £ (x )  ( r e f  3 4 ) ,  which  
exp la in s  the r e la t iv e ly  sm all number o f Haar terras necessary to  approxim ate  
a fu n c tio n  to  an a r b i t r a r y  accuracy. The g e n e ra lly  su p erio r convergence  
p ro p e rtie s  o f Haar fu n c tio n s  to tr ig o n o m e tric  and Walsh fu n c tio n s  g iv e  the  
form er an advantage in  compressing the in fo rm a tio n  con ten t o f a tim e s e r ie s .  
The advantage increases as the tim e s e rie s  becomes less  un ifo rm  over t im e , 
due to  the presence o f ' l o c a l ’ Haar fu n c tio n s .
3 .1 .1 .  ASSOCIATED TQEPLITZ MATRICES
A fu r th e r  im portan t p ro p e rty  o f the Haar system concerns i t s  asso c ia te d  
T o e p litz  m a tr ix . D e fin in g  the m idpoints  x  ?= (s + 1 / 2 ) 2 ” ^ o f th e  in te r v a l  
2 ' , (s+ l)2 ~ '^ j , P ~ 2^ i t  is  c le a r  th a t  the corresponding f i n i t e  Haar 
fu n c tio n s  share t h e i r  continuous c o u n te rp a rts ' o r th o g o n a lity :
>-1
6p v  = ^ y ^ x )  0 v ^ d x  *  P 1 \  0 y Gxs )
s=o
The fo llo w in g  f i n i t e  Haar m a tr ix  is  thus orthogonal:
Gn = {p"1^2 : i«v<p > o<v<p-i|
The T o e p litz  m a tr ix  M^Cf^) , w ith  p>n , is  d e fin ed :
>-l
{MpCfn)}pv = J  0u (x) 0v (x )fn (x)dx = P _ 1  0v (xg)0v (xs) f n (xs)
s=o
so
where
-  diag>^n(xo) ,fn (xp ,... ,fn (Xp_p^»
As p-** , x g (0 < s « p -l)  becomes u n ifo rm ly  d is tr ib u te d  over jO, l ] . Thus the  
e ig en va lu es , f n (x g) ,  o f Mp ( f n) a re  a s y m p to tic a lly  d is tr ib u te d  as f n ( x ) ,  w ith  
x un ifo rm  on [0 , l ] . A pp ly ing  the approxim ation  method ( r e f  3 7 ) ,  the  analogous  
f a c t  holds fo r  M p ( f ) ,  ie  th a t  the T o e p litz  m atrices  corresponding to  th e  Haar 
system have a canon ica l d is t r ib u t io n ,  namely th a t  one which is  u n ifo rm  over jo , 1 ]
The T o e p litz  m atrices  determ ine those covariance s tru c tu re s  fo r  which Haar 
fu n c tio n s  p rovide  the o p tim a l(L S ) re p re s e n ta tio n : the Haar fu n c tio n s  a re  
e igen vecto rs  o f the covariance m a tr ic e s .
3 .2 .  THE DISCRETE HAAR TRANSFORM '(HT)
The HT c o e f f ic ie n ts  Y = {Y^ : l<k<N = 2^} corresponding to  the sequence 
y = { y s : 0< s ^ N -l}  , a re  ob tained  from the equations:
N - l
Yk -  I T 1 y ~  y s 0k (xs ) l<k«H
Z __
s=0
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where 0^(xg) are, as preyiously defined, the values of the Haar functions 
0k(x) sampled at xg = (s + 1/2 )2 Yv are the coefficients of the discrete 
Haar functions in the expansion of y :
N _
ys ° Yk s W
k=l
or, in matrix terms :
Y = N"3^  y
with the inverse transform :
y = NG“ XY = G'Y
0<s^N- 1
is the NxN (N=2-^) matrix whose rows are the first N Haar functions, 
sampled at xg . G^ is orthogonal, but not symmetric, so :
Gj1 - N~4G’I
As an example:
1 1 1 1 1 1 1 1
1 1 1 1 - 1 - 1 - 1 - 1
22 2^ -22 i-22 0 0 0 0
0 0 0 0 22
l
22
i
-22
i
-2 5
2 -2 0 0 0 0 0 0
0 0 2 -2 0 0 0 0
0 0 0 0 2 -2 0 0
0 0 0 0 0 0 2 -2
Reverting to the original notation:
go
X
g1 '2
2 '
2
g1 '
g
g
g
3
2 '
3
3 '
3 . 
h 1
yl '’I
>N/2
Sequency
0
N/2 = 2 l ~ l
where the discrete Haar functions gl are the rows of the NxN matrix.J
The non-zero part of each gl represents a single square wave circle. The
X 0 0 0 0 0 0gj above have been partitioned into sets within which these square waves have 
the same sequency. Sequency, a generalisation of frequency., is defined as 
half the average number of zero crossings per unit time. Originally defined 
for Walsh functions, the meaning of sequency needs to be modified when applied 
to Haar functions'. For the latter, sequency is determined ;by the behaviour of 
the non-zero part of the function, ie on the length of■ the single square wave,
Taking the variable x, the domain of gj, as time, and the interval spanned
by the transform as the unit of time, the sequency corresponding to
jg^ : l^i$2.^ 41 is 2^  4 . Thus successive groups have sequencies increasing
in powers of two:
seT(gj+1) = 2 seq(g^ )
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3.2,1. RELATIONSHIP BETWEEN THE HAAR AND WALSH-HADAWARD TRANSFORMS
Hadamard matrices, representing a certain ordering of Walsh functions, 
may be defined recursively:
1 1
1 - 1
H£+1 ~ % ® H1
>k okwhere H^ is the 2. x 2 Hadamard matrix, and 6?)denotes the Kronecker product
a OOb = a. - B ... a. B 11 In
a -B ... a Bml mn
Thus
H2 = 1 1 1 1 II
1«
1 1 1
“
1
1 - 1 1 - 1 1 1 -I - 1
1 1 - 1 - 1 1 - 1 1 -1
1 - 1 - 1 1 1 ” 1 - 1 1
(•mn
Column 00 01 10 11 00 01 10 11
where H^ is the bit reversed version of H-^ either columns may
be reversed, as H^ is symmetric. In the example, column 01 has been 
interchanged with 1 0, its reversed form.
The relationship between Haar and Hadamard matrices may be expressed
Alternatively, Haar and Walsh functions may be related via Rademacher 
functions, a subset of ’the Walsh class. Rademacher functions may be 
obtained by summing Haar functions within sequency groups. Walsh functions 
may then be defined as products of Rademacher functions (ref 38).
3.2.2. THE USE OF THE HT FOR BURST DESCRIPTION OF THE EEG
The HT has been used by Thomas (ref 24) to detect bursts in time
* 2series measuring vehicle vibration. Taking y as the time series, (g. .y) }
the square of the (i, j)th coefficient of the HT of y, is a crude measure
of power at the frequency corresponding to sequency j. The window through
which g^ .y is' calculated is halved as the sequencvcorresponding to j is 
J
doubled, a consequence of the single square wave cycles of the HT. To
* 2 2 decide if a burst has occurred at sequency j, (gj.y) > approximately y.9 j-
is compared with some threshold value, tj, calculated from the past behaviour
of the jth sequency component,
The HT is particularly suitable for EEG analysis because the sequencies 
increase in powers of two, --.in parallel with the frequencies of the funda­
mental activities of the EEG, To accommodate the latter (2.5, 5, 10, 20 Hs) 
the longest wavelength in the HT must be 1/2,5 = 0.4 sec, determining the 
transform length. Also, the number of observations spanning the shortest 
square wave cycle, to describe the 20 Hz component, must allow sufficient 
degrees of freedom. A transform based on 128 points, Gy, spanning 0.4 sec 
(ie time series observations must be 0,003125 sec apart), has a 16 point
square wave of sequency 20 Hz, ensuring that g1 *y is approximately normal.
• ’ 4
The single wavelength resolution of the HT for different sequencies is suitable 
for bursts in the EEG, which tend to have a constant number of wavelengths 
independent of frequency.
In addition to bursts, artifacts may be identified. They are dis­
tinguished from bursts by their short duration and sequency spread, Slow 
non-stationary trends may be revealed by averaging many spectral estimates 
over time.
22.
3.2.3. A FAST ALGORITHM TO COMPUTE THE HT
The transform:
Y - g4 y
may be computed by setting: 
b 2 j  = X2 j  ^
b 2 j + l  = y 2 j + l J
and then performing the following iteration for i = 1
V -i+j = ^  ' b2j+1
b .  = b 0 . + b „ . _ J 2j 23+I
0<j<2£~i-l
and finally putting Y Q -  bQ .
The algorithm requires only 2(N~1) additions or
clthat the normalising factors, 2 , have been omitted, 
presented in flow-chart form (N = 8) :
-I
ft
Ya
Yr
subtractions. Note 
The algorithm may be
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3.2.4. 'A'COMPARISON-BETWEEN-' THE HAAR/ WALSH AND 'FOURIER - TRANSFORMS
KnoxvLedge of the statistical model underlying a time series usually 
leads to a preferred decomposition of the time series* eg the Fourier 
representation is appropriate for a stationary Gaussian process (chapter 2) . 
In the absence of a precise model, as with the EEG or speech waveforms, it 
is desirable to achieve an efficient description of the signal. With the 
EEG, the aim is not to estimate some theoretically defined model parameters, 
rather to detect differences and changes in records. HT, WT and FT all 
transform the signal into an orthogonal space, so that the number of dimen­
sions needed to specify the signal to an arbitrary degree of accuracy may be 
reduced : the information content of the signal is concentrated. Maximum 
concentration is achieved with the Karhunen-Loeve transform (KLT), whose 
basis vectors are the eigenvectors of the signal’s covariance matrix. 
Unfortunately, the KLT requires excessive computational resources for the 
EEG. The extremely efficient HT would seem to be suitable from the previous 
discussion, and this is confirmed by the results (appendix A) showing that, 
in general, fewer Haar terms than Walsh or Fourier are needed to approximate 
an EEG signal.
An advantage of square wave representations (eg HT and WT) over 
Fourier for non-stationary analysis, is due to the possibility of having a 
sequencv limited power spectrum corresponding to a finite time window 
(ref 39). Differences in performance between square wave and sinusoid based 
transforms are examined in later chapters. The WT is not simply a quantized 
FT. The Walsh functions represent the characters of a certain locally
9compact Abelian group, the dyadic group of 2 elements; the Fourier transform 
is based on the cyclic group mod N. However, by noting the existence of two 
classes of Walsh functions corresponding to the sine and cosine functions of 
the FT, it is possible to define a Walsh spectrum which is phase (cyclic 
shift), invariant (ref 40) . The FT ewes its phase invariance to the compen­
sator}7 contributions of the sine and cosine terms to the spectral estimates.
As an input wave moves out of phase with, say, the sine term, it moves into
phase with the cosine term (relatively phase shifted by tt/2), and 
2 . 2cos 0 + s m  0 = 1 ,  However, square waves m  the HT do not have phase shifted 
counterparts. The HT’s lack of phase invariance, its sensitivity to small 
shifts in time of the signal, led to the development of the new transforms 
presented in chapter 4. The other obvious defect in the HT, the 
sparsity of spectral estimates in the frequency domain, is a virtue for EEG 
analysis : frequency information is reduced to the set of relevant frequencies
The following table (taken from ref 41) gives some comparative 
figures for Fortran implementations on an ICL 1903 computer:
Transform Time (sec) Data storage (N = 1024)
Fourier 9,48 4K
Walsh 1.60 3K
Walsh ’in-place1 2.20 2K
Haar 0.29 4K
TABLE 1, Comparative transform times
CHAPTER 4: SOME NEW HAAR-LIKE TRANSFORMS
INTRODUCTION
A new transform is defined in which the square waves of the HT are 
replaced by sinusoids of the same frequency. A phase invariant spectrum 
may be calculated from the real cosine and imaginary sine parts. The 
Fourier-Haar transform (FHT) may be regarded as a Fourier transform having 
different windows for different frequencies, leading to a special sort of 
evolutionary spectrum (see 2.2). A FH cross-spectrum is defined for a 
bivariate time series, so that coherency, phase and gain may be estimated.
Unfortunately, the FHT is neither orthogonal nor complete. Another 
new transform, the Hadamard-Haar (HHT), has basis vectors which are sums 
and differences of adjacent Haar functions of the same frequency. The HHT 
possesses all the desirable properties of the HT : orthogonality; 
completeness; excellent convergence properties; computational efficiency. 
It is superior to the HT in providing a phase invariant spectrum. The 
spectral window and statistical properties of spectral estimates are 
derived. Hadamard-Haar cross-spectra may be defined in terms of the 
two phase shifted parts of spectral estimates. A class of covariance 
structures is specified for which the HHT is optimal in the LS sense.
4.1. THE FOURIER-HAAR TRANSFORM
An obvious way to combine desirable features of the FT and HT is to 
replace each square wave of the HT with real cosine and imaginary sine 
cycles of the same frequency. The resultant FHT (described in detail in 
ref 42, included in appendix A) is based on the following set of functions
= 1 X £ [b , l]
f*(x) = exp (-j 2irx) x e [o, l]
f2 “  ( e x p ( - j 2 12iTx) x e (0, 1/2)
' 0  x e (1/2 , l]
f2 (x) = /O x e [o, 1/2)
1 exp(-j21 2irx) x e (1/2 ,* 1)
f^(x) '= fexp(-j2^ ^2nx) x e ({k-l}/2^ k/2^
rl o x £ ({m'-l}/2^”'^ , m/2 "^"^ ) for m/k, l<ir1<2^‘ 
£- 1for every integer £^3 and l<k<2
At points of discontinuity, f^(x) is defined to be the arithmetic mean of its 
values in the two adjoining intervals. Note that f^Cx) are not normed.
Considering the real and imaginary pairts separately, it is clear that 
neither the set of cosine functions, -[re[f^(x)[]} j nor the set of sine 
functions, [imag [f^ (x)[j j , is orthogonal:
m/2J
£
,£+n-l
cos(2^ 1 2ttx)cos (2 +^n 1 2'irx)dx f  0 for n*>2
(m-l)/2it+n“ 1
m/2£+n~1
I sin(2^ 1 2,rrx) sin(2^+n 1 2,rrx)dx ^ 0 for n>2
(m-l)/2A+n“ 1
ie re [f^ (x)] , re [f™+n(x)] and imag [f (x)] , imag [f®+n(x)J
ate not orthogonal if the non-zero domain of f™+nCx) is contained in that of
f^(x) , and n^ -2 .
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To prove the incompleteness of the FH system, consider the expansion 
of the Haar function:
y4 (x) = f  1 x e fo, 1/2)
1 j
x - 1 /2  
x e (1/2 , l]
in terms of a linear combination of the set:
£ fQ (x> ; re[fk(x)] , imag[f ^(x)l : 1>1, l*k*2A 1 J
The only FH term not orthogonal to Y4 (x) Is
imag[f4 (x)] = sin 2ttx > x e [o, l]
fQ (x) H 1 and re|f^(x)] = c o s 2 t tx  are clearly orthogonal to y4 (x). The
orthogonality to y4 (x) of re[fk(x)]] and imag[f^(x)]] for Z p 2 } follows from I I *
the constancy of yj’Cx) over their non-zero domains, as
J  re|_f|(x)]dx = ^  imag jf|(x)*]dx = 0
whete S3 is the non-zero domain of f^(x) 
Incompleteness is now obvious, as there is no X for which:
Y^(x) = X imag[f^(x)J for all x e [o, l]
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4.1.1. ' THE DISCRETE FHT
A discrete FHT of length N = 2^ may be obtained by sampling f™(x):
F0 = {1 , 1 , , 1)
Fm = f’Fm (k), l<?k«N j Fm [ (ra-l)2 "^"n+1 + i] = n {_ n n >—
for l<$i<$2^  n+U  F™(k) - 0 otherwisej-
for l<n<A , l^m<2n  ^ ; to = exp (-j 2ir/N)
The Fm are the row vectors of the FHT matrix, n
The FHT may be generalised by replacing the single cosine and sine cycles
with a fixed whole number (K) of cycles. The basis vectors of the finite 
KFHT may be defined as above, with to = exp (-j 27TK/N) . Although continuous
FH functions do not form a complete system, FHT matrices are normally of
Kfull rank, and thus invertible. This is not the case for FHT with K>2.
2FHT (used in chapter 6) has a singular matrix, and only its first N/2 rows 
are linearly independent (see appendix A) . However, these rows are almost 
orthogonal, and they appear to provide the basis for a good description of 
essential EEG activity (see Chapter 6). The transform may be regarded as a set 
of digital filters on octave spaced frequencies.
4.1.2. 'DISCRETE FH SPECTRA’AND CROSS-SPECTRA
The finite FHT of a time series x = {x^ : l<i<N = 2 } produces the 
transform coefficients:
N
X* = F* . x = V  Fm (k) x, n n /  n k
k=l
For each n (l<n<&) , 2n  ^ estimates are produced through time. Thus, as n 
increases by 1 , frequency is doubled and the interval between estimates is 
halved. ’Raw1 estimates of power, analogous to the perxodogram, may be derived 
by squaring and adding real and complex pai-ts of X™ (|x^j2),
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If the transform is applied to successive sets of N values of the time 
series, each set spanning T seconds, the following filtered series are 
produced for frequencies A = 2n 4/t (l^n^Jl):
• 2
|x^| for 1 = 1 , 2 , ...
spaced at 1/A = T/2n 4 seconds. It is necessary to smooth these estimatesn
over time to obtain spectral estimates with better statistical properties, 
remembering the need to resolve EEG bursts. This is similar to the ES
approach and the method given by Welch (ref 15).
If, for a second simultaneous series y = {y^ : l<i=?N} :
Y” = . yn n J
it is possible to define the following cross-spectral estimate between the 
two series:
c - xi y*n /  n n
1=1
as suggested by Godfrey (ref 43) for perfodogram values, In choosing p,
similar considerations apply as to the smoothing of spectra. However, spectral
smoothness and cross-spectral smoothness are independent.
4.i.3. THE"FH SPECTRUM AS AN EVOLUTIONARY SPECTRUM
Assuming that the continuous FH functions f™ are defined on [o, 2'ifJ ,
FH estimates at time t for frequencies = 2l /2ir (n = 1, 2, ...) become:
t + u / a u  , , ,
f  n -ja)n (u-t+iv/wn)
U(t, un) = J  gn (u) x(u) e auwi l  ’  * '  '
t-ir7wn
If the window function, gn (u), for the continuous parameter process (x) 
satisfies Priestley’s conditions, then this equation for U(t, «n) has the 
same form as that of the ES estimate (before smoothing) given in chapter 2, 
Thus FH estimates are a special class of ES estimates, where the time
interval over which they are calculated, or the width of gn (u), is inversely 
proportional to ain . This may be illustrated in the following diagram, showing 
different representations of a time series in time and frequency.
Gabor Frequencydomain
Time
Domain
♦ f
FH
FIG. 2. Time/Frequency cells of equal areas
Note that Gabor’s decomposition of a time varying signal into ’elementary 
signals’ (ref 44) is an ES representation with the window:
gCu) = e-«2 (u-t) 2
having frequency/time cells of minimum area. The inequality of the ’Uncertainty 
Principle’ (chapter 2) becomes an equality (AtAf = K).
4.1.4. THE COSINS-HAAR TRANSFORM (CHT)
The CHT has real cosine cycles instead of the square waves of the HT.
Continuous CH functions are re[f0 (x)J and re K « ]  , an incomplete but nearly
o
orthogonal set. Sampling the. cosines symmetrically at N = 2 points:
°°
Cn ” 5 : c^(i) = vncos[(2i+l)2n“5!,“1'rrJ , (m-l)2*~1+ 1«U'm2*_n+1-l
-£/2 j
c™(i) « 0 otlierwisej for vn = 2 ^  i^n!g:£-i ; l^i^a*1""1
mcn are normed. The CRT matrix, C^, has N/2 rows : projects x onto a space of
dimension N/2. The LS estimate of x, given C x, is:Xj
X * c;.sx
As is so nearly orthogonal. (Cp^) is taken to be (see appendix A).N/2
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Phase invariant spectral estimates are normally constructed from transform 
pairs corresponding to phase shifted basis functions, A phase shifted 
counterpart, to a particular Haar function may be obtained as the difference 
of two adjacent Haar functions in the next (higher) sequency group, as shown in 
figure 3.
4.2 THE HADAMARD-HAAR TRANSFORM
2m - 1 
rn+l
2m
n^+1
2m~l _ 2m 
^n+l Yn+1
FIG. 3. Phase shifted Haar functions
2‘nv* X 2mUnfortunately, any set of basis vectors including Y^-^ t Yn+1 an^
(
2m_ ^ 2 ju \
Yn+1 ” Yn+l) not linearly independent. It is qot possible to derive
an orthogonal, complete system.based on Haar functions and their differences. 
However, the use of Y ^ ^  ~ Y ^ y  suggests the use of its orthogonal complement, 
Yn+1^ * Yn+1“ Hie,.Hadamard-Haar system consists of the first two Haar functions 
and (normalised) sums and differences of pairs of the remaining Haar functions;
Yo
Ql 1
i - Yi
X  -  2 -5  D f - 1 -  rf )  S ' ^  -  2 ' 4 e rf_1 - r f )
for n - 2, 3, .... ; l^m<2n 2
where 3 £ 3(x) and y H y(x), xe[o, Uj , as defined in 3,2.
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The system is orthogonal because of the orthogonality of the y a n d  thetl
orthogonality of (y2m 4 + y2m) ^Y2m 4 ~ Y.2™) • The completeness and 
convergence properties of Haar functions are also shared by the Hadamard-Haar 
system, as any expansion of a function in terms of N Haar functions may be 
expressed as an expansion in no more than 2N Hadamard-Haar functions. This is 
because yQ and y4 are Hadamard-Haar functions, and
n m_1 = d  (K1 + X
“  ■ =>-• (> r - !c )
for all n>2 and l<m<2n 2
4.2.1. PHASE INVARIANCE AND THE SPECTRAL WINDOW FOR HADAMARD-HAAR ESTIMATES 
Phase invariant spectral estimates may be calculated from sets of three 
Hadamard-Haar functions, as shown in figure 4.
2 2m-1 
n^+1
2 „ 2 m
n+1
FIG•4. Hadamard-Haar functions yielding a phase invariant spectral estimate
2 _2.it) —1 2 2 m
Note that p n+1 and p n +i are phase shifted by a quarter of a cycle
l_tnwith respect to , but have the same sequency. If 8n+^(x) > 8n ^ °  *
Yn+i(x) and Yn (y) are not zero, then:
Bn+1« l  - 25 lBnW
as Iy^iCx)] *-= 2 2 W n(y)|
1 Tfl
Scaling the interval spanned by (two square wave lengths) to 4tt, it
follows that:
2 „ . 24tt
2'fr
= 2<J~ ^ ( x )  sin(x+7r/2)dx j
The three integrals are transform components for sinusoids of the same 
frequency and in phase with , ^n+l^ and ^n+1 * This suggests that,
order to give equal weight to the two phase shifted parts (one originating
from the 3n term, the other from the two 8n+  ^ terms) , each term should be given 
equal weighting. Thus the spectral estimate for the general sinusoid, 
sin(a+Xx), is given by
9 9
2tt
(x) sin(ct+Xx)dx]> 
)
X ;L 1 Cx) s in (a+Xx) dx jf ?
U
J ~  ^ ( x )  sin(a+Xx)dx]
So, for some constant K,
KI
+ 2
+ 2
K  -
2tt
f  ♦
3tt
I
(o TT 2tt
I ?72 -
3tt/2 
r .
2tt
r
(o tt/2 3tt/2
5-rr/2 7tt/2 4tt
f  - r + r
2tt Sir / 2 7rr/ 2
4tt)
j ) sin(a+Xx)dx 
3tt )
sin (a+Xx)dx
sin(a+Xx)dx
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which eventually gives:
f 2
K X X = 27 - 1 6 c o sX it /2  -  28cosX'ir + 16cos3X tt/2  + 4cos2Xtt - 4cos3Xit + cos4Xtt
+ 8sinXr | cos (2a+4X'n)
for some constant, IC . This may be written:
I * X 2 {0(X) + i|»(X, a)}
where 0(X) = 27 - 16cosX 7t/2  -  28COSX7T + 16cos3X tt/2  + 4cos2X7r - 4cos3Xtt + cos4Xtf
^(X, a) vanishes for X = 1, 2, 3, .... , because of the multiplicative term,
sinXir. In particular, phase invariance results (I is independent of a) if -
X = 1, ie if the sinusoid has a frequency equal to the common frequency cf the
Hadamard-Haar functions in the transform, when 0(X) is a maximum. The effect
of i|j(X, a) is to produce small variations about 0(X). Integrating I over a
uniform distribution for a (phase), the ty(X, ct) term vanishes because of the
presence of the cos (2a + 4Xir) term in ^ „ Thus the spectral window is dominated 
-2by the term X 0(X), plotted in figure 5,
The spectral window consists of a main peak at X » 1, the principal frequency*
-2with a series of secondary peaks declining as X . The asymmetry is a con­
sequence of the superposition of two series of peaks produced by the phase 
shifted transform components, which are based on two different transform lengths 
(8n spans twice the time interval of $n+p  * The different harmonic structure 
of square waves results in larger side lobes than those for a sinusoid based
transform, Hovrever, if the time series has components which are not sinusoid, 
these side, lobes are irrelevant.
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frequency)
FIG. ,5. The Hadamard-Haar Spectral Window
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of 
power)
4.2.2. THE DISCRETE HADAMARD-HAAR TRANSFORM (HHT)
Discrete Hadamard-Haar functions may be defined from discrete Haar 
functions:
80^0
1 1 1bi = 8i
o"2 f 2 1 1 1 - 1  O . 2m\ .
\  -  2 C gn  +  g n  )  ; \
ii"™ 2for l<n<N and l^m^2
The HHT matrix of size N x N (N = 2 ) may be. written:
Bt = diag[l, 1 , 2" ^  , ... ,
N/2 - 1 terms
where is the HT matrix, as defined in 3.2, and
H1 - 1 1
1 - 1
Thus the HHT may be computed by first performing the HT, and then evaluating 
N-2 sums and differences of HT coefficients, requiring a total of 3N-4 additions 
or subtractions (see appendix.B). Because diag£] is symmetric and orthonormal:
r _i„ — 1—'
G£ = diag11 , 1 , 2 2HX , , 2
may be defined recursively:
Bi - Hi
Bi = B2-l ®  ^
2 («.-2) /2  x
for Z>2
where (^ ) is the Kronecker- product and the i x i identity matrix,
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The HHT is a member of a general class of orthogonal transforms, 
intermediate between the HT and the WT:
B° - G*
diag
diag
diag
1 , 1 , 2 1 /2H1, 2“1 /2H1, ...
1 , 1 , 2"1 /2hi, 2 \ 2f 2 XH2, ...
1, 1, 2~1/2H1, 2~1H0, 2_3/2H„, 2_3/2H
, 2“1/2H
2S k
.. , 2“3 /2H,
.£-1 = diag -1 /2— -1—1 , 1 , 2 H1, 2 iH2, ... £-1
—  i i . 0 , .where H. is the bit reversed 2 x 2 Hadamard matrix. B is the HT matrix,
2 .  A/
I .E the HHT matrix, and B the bit reversed Hadamard (Walsh) matrix
fb IL p iHf-1 .of size 2 x 2 „ B uses the shapes of the first 2 Walsh functions.
jL
The relationship between the HHT and the WT matrices may be expressed:
1 , 1 , 2_iHr  ... , 2+ ^ 1, 1, 2“^-, 2~1H0, , 2-(£-1 )/2—£-1
H£ » 1 , 1 , 2 “H^ 2“1H2, . £-1 1 , 1 , 2~^H1
or H. = diag
» 2- ( «~ 2 )/ 2  [ E l - 2 ®  a
V 2® (° l)l
The inverse HHT matrix satisfies:
Examples of HHT mat:rices 
B2
1 1 1 1  
1 1 - 1  - 1  
1 - 1  1 - 1  
1 -1 - 1  1
1 . 1
2
2 . 1
2
- 1 1  0
2 2 <g2 + gp
2X_1 i
2 2 Cgi 5-2/
Note that = H 2
1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 -1 -1 -1 - 1  - 1 - 1 - 1 - 1
1 1 1 1  - 1 - 1 -1 - 1 1 1 1 1  - 1 - 1 - 1 - 1
•1 - 1 •1 - 1 - 1 - 1 - 1
I i i
22 -25 -22 22 22 -22 *22 0 0 0 0 0 0 0 0
i JL 1 I »
22 2 2 -22 -22 -22 -2: ,t i22 22 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 22 2  ^-2  ^-22 22 22 -2 2 -2^
0 0 0 0 0 0 0 0
l l l l l l l i  
2 2 2 2 - 2 2 - 2 2 - 2 2 - 2 2 2 2 2 2
2 -2 2 -2 0 0 0 0 0 0 0 0 0 0 0 0
2 - 2 - 2 2 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0  2 -2 2 -2 0 0 0 0 0 0 0 0
0 0 0 0  2 - 2 - 2 2 0 0 0 0 0 0 0 0
0 0  0 0 0 0 0  0 2 -2 2 -2 0 0 0 0
0 0 0 0 0 0 0 0  2 - 2 - 2  2 0 0 0 0
0 0 0 0  0 0 0 0 0 0 0 0  2 -2 2 -2
0 0 0 0  0 0 0 0 0 0 0 0 2  - 2 - 2 2
1 , 1
2
2 b1
2
V 4
V 4
1h24
2. 2
4
1 h34
2 3 
4
iB44
2w44
W
hO
 
W 
N>
 
U 
H 
O
JI
-*
4.2 . 3 .  THE DISCRETE HADAMARD-HAAR SPECTRUM
The HHT of a time series x = {x^ : l<i<N} gives the coefficients of the
finite Hadamard-Haar functions in the expansion of x. The squares of the
coefficients may be collected into a phase invariant (N/2 + 1) point spectrum,
2as illustrated below. This spectrum is an approximation to the FHT spectrum 
(4.1.5.), itself a special sort of ES. In chapter 6 it will be seen that,
despite the larger side lobes of the HHT spectral window, HHT spectra are very
.. 2 .similar to FHT spectra for the EEG. The computational requirement for the HHT
2is much smaller than for the FHT or the FFT.
Writing for the coefficient of 1b™ in the expansion for x, ie
X m - . x, the table below shows how to form the (N/2 + 1) point spectrum
*
for N = 16, corresponding with B^ above.
Spectral Estimate
,, 1 . 2 ,2,1 , 2  
<V + ( 2
,1,1 . 2 ,2, 1 2  ,2,2. 2 ( b2) + ( b3) + ( b3)
(S 1 ) 2 + + ( \ 2) 2
2 ( V ) 24
2(lb2)2
4
( V ) 2 + (2bb 2 + (2b4)2
3 4 4 *
2( 1^ )2 
4 2 ( V ) 24
Sequency
time
TABLE 2. Hadamard-Haar estimates in time and sequency
4.2.4. STATISTICAL PROPERTIES OF SPECTRAL ESTIMATES
For spectral estimates of the form:
X )  + f c 1 + r Xn”l
each X is approximately normal, provided the transform component has been
calculated on a sufficient number (about 16) of points. It follows that X'
will be a scaled xx variable. Although the orthogonality of the estimates 
does not imply their statistical independence, the small covariances between 
estimates reported in the MANOVA analysis in 6.2.1 provides empirical 
grounds for assuming that the estimates are almost independent.
and
for the two phase shifted components of the estimate for sequency 2 
4.2.1. it was shown that:
n- 1 In
E
[ K f \  -  4 )^]. = 2E| f Xn” l)
2. 1 m ^  A 0 2 2 s.o assume I u^ 1 v  2a x^
2 2 2 2 ~ a X x + cr xx
Because of the independence of the estimates: 
2 m \ 2 „ 2 2
U J   ^ 0 X2
Now = 2a
- 2 a-1
and Var
Var
1 m un
f - j
= 8a
= 4a
ie the two phase shifted components have the same expected value, but the 
variance of the first component is twice that of the second (calculated from 
two shorter intervals).
2 2Approximating the distribution of the spectral estimate by n X s equating
the first two moments gives:
which gives V = 8/3 (the third moments differ by less than 10%) : the spectral
o
estimate may be considered a scaled * This is useful information when
comparing estimates, or testing for stationarity using raw estimates (see 
chapter 5).
4.2.5. HADAMARD-HAAR CROSS-SPECTRA
11 m 2 ro \Although the HHT is not complex valued, the ordered pair I u^ , I may
be treated like a complex number, where
1 m l__mu = X n n —i l
2 . 2  [2^ 2m )2 m u = n Xn+lj
Let t-he corresponding ordered pairs for the time series y
contemporaneous with x. The following cross-spectral estimate may be defined:
P ______ _
t - 1 n" ( l  m 2 m W l  m  2 m\C = p >  u , u v , v n X  \ n n/ \ n n/
m=l
P
- 1 X  / 1 m 1 m , 2 m 2 m 2 m 1 m 1 m 2 m \= p > u v + u v , u  v - u  vr X  \ n n  n n ? n n  n n /
m=l
from which coherency, phase and gain between x and y may be estimated.
4.2.6 . COVARIANCE MATRICES HAVING HADAMARD-HAAR FUNCTIONS AS EIGENVECTORS 
Toeplitz matrices associated with the Haar system were considered in
3.1.1. The optimal (LS) representation of a process is in terms of the 
eigenvectors of the covariance matrix of the process, le the principal 
components (ref 45). As a corollary, a given orthogonal transform 
M (MTM - k I^ , k>0) provides an optimal representation for a process having 
a covariance matrix C (symmetric and positive semidefinite) if:
MCM* « K diagCX1 f ... , X^) 
ie kC M ’ diag(X^ , ,
_i
The basis vectors (rows x k 2) of M are the eigenvectors of C. X^ are the 
characteristic roots, satisfying:
N
tr (C) = X.
1
i=l
The covariance matrix corresponding to the HHT:
- 1
C£ ” N diag(Xx , ... , X^B^
has the general form:
wi 5i *i *i 
+i +i
vi
1 2
1 2
1 2
1 2
y2 ^2 
y0
4m
U2 ? 2
w214
$ 214
* 214
Y214
1 1¥ $3 4 3 4
ml 
3 4
* 4  *4  
't'4 +4
P4 54
A
1$8
43.
§1  n tii
x x x * i.and Y are 2 x 2 matrices, whose elements are all the same : <J> andn m n m
n^m respectively. The following conditions are satisfied by the elements of 
the covariance matrix:
yi £ 0
yi > h* +i
V y 2 >
. 1 
1 2 * 1+2
P3» y4 3 * 4 ’
, 1
3+4
V y4 £
.2
1*4* 1+4
The covariance matrix corresponds to a non-stationary process, the 
variance of which may change every foutth value. Xt should be stressed that 
a class of correlation structures is specified, not a model.
CHAPTER 5: APPLICATIONS OF HAAR-LIKE TRANSFORMS AND TESTS FOR STATIONARITY
INTRODUCTION
Haar-like transforms of a time series generate new series at octave 
spaced frequencies. The improvement of statistical properties of the 
estimates by smoothing, averaging sets of estimates over time, must be 
reconciled with the need to retain a sufficiently high time, resolution for 
the detection and description of bursts. -Examples are given of uses of 
burst information. In addition to bursts, any long term changes in power 
within a particular frequency band may be detected, for which it is not 
necessary, or even desirable, to use estimates of high time resolution. 
Cumulative sum techniques are efficient at detecting changes and are 
particularly suitable for monitoring, when all the data are not immediately 
available and it is desirable to indicate changes in level soon after they 
occur.
When all the data are available, tests for stationarity may be made 
by performing analysis of variance (ANOVA), although care must be taken 
to ensure that relevant assumptions about the transformed data are justi­
fied. ANOVA is suitable for testing white noise, ie testing for differ­
ent means of spectral components over frequency and time. Unfortunately, 
correlations between different frequency components violate the assump­
tion of independence for ANOVA. Certain multivariate tests are more
2appropriate, eg the T test or tests based on multivariate analysis of 
variance (MANOVA).
5.1. SPECTRAL ESTIMATION BY TIME AVERAGING HAAR-LIKE ESTIMATES
Raw Haar-like estimates have the instability of the periodogram. 
Consider the raw Hadamard-Haar estimates defined in 4«2„4.
, 2  o 2zm « (lum) + (4U®) 
n n' n
where m is the time and n the frequency index, z™ may be approximated by a
2 . 2 scaled Xg/ 3  » slightly more stable and less skewed than the scaled x2 of the
periodogram. The stability may be increased and skewness reduced, at the
expense of time resolution, by averaging the raw .estimates over time. Averaging
over. K independent raw estimates, the smoothed estimate
,
2 = K zmn ^  n
m=l
2will be approximately distributed as a scaled Thus if K = 3, ie
sets of three raw HH estimates are averaged, the smoothed estimates will be 
2distributed like Xg > with a time resolution of six wavelengths. K must be 
chosen as large as possible for stability, but sufficiently small for the-' 
resolution of bursts.
5.2. BURST DETECTION AND DESCRIPTION WITH THE HHT
To detect bursts, some prior knowledge is required about typical 
burst lengths and the level of background activity against which the bursts 
occur. A window width of about half the average burst length is used.
A greater width would not guarantee that at least one estimate is 
calculated on an interval contained within an average burst, resulting in an 
increased risk of a burst going undetected. The improved resolution gained 
from a shorter window would not normally compensate for reduced stability, 
except where burst shape is interesting. Thus, if the average burst length 
in a particular EEG record is about eight wavelengths, pairs of HH raw 
estimates would be averaged for a window of four wavelengths.
The choice of a burst threshold will depend 011 the level of background
activity and the frequency with which bursts occur. From a sufficiently large
sample of smoothed HH estimates for background activity containing no visible
9bursts or artifacts, the mean of the appropriate x variate may be estimated.
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2 . . . . .X significance limits then specify the probabilities that future estimates
for background activity exceed certain multiples of that mean (it is necessary
2tc consider multiples of the mean as the x ?s are scaled). Thus the 
hypothesis that the current estimate corresponds to background activity 
may be rejected, at the chosen significance level, if the estimate exceeds 
the appropriate multiple of the estimated mean. As in the choice of window 
width, a flexible approach may be adopted in choosing the mean of the back­
ground estimate. Some previously determined value may be suitable. 
Alternatively, the mean may be continually updated from an initial estimate 
based on a section of the EEG declared free from bursts or artifacts by eye.
The assumed alternatives to the null hypothesis will be that a burst 
or artifact has occurred. The only artifacts considered are those caused 
by muscle, activity, characterized by their brevity and high frequency. An 
artifact is deemed to be present if no more than two successive 40 hz raw 
estimates exceed some fixed threshold. The short duration and frequency 
of artifacts ensure that smoothed estimates at lower frequencies (2 0, 1 0 ,
5, 2.5 hz), calculated on longer intervals, are very unlikely to exceed 
burst thresholds. No higher frequencies are examined as most of the EEG 
data considered are low pass filtered at 50 hz.
The choice of significance level for burst tests depends on prior
knowledge of the frequency of occurrence of bursts. If bursts are rare, 
an extreme significance level is needed, implying a threshold which is a 
high multiple of the mean. Otherwise, false alarms, detecting bursts that 
are not there, will be a high proportion of all bursts indicated. It is 
preferable that not more than 10% of the indicated bursts are false alarms. 
Thus if 1% of estimates correspond to actual bursts, the significance level
must be set at 0.001, Maximising the probability of detecting actual bursts
conflicts with minimising false alarms. In practice, even using the 0.001
level, and therefore a high threshold, almost all hursts recognised by eye 
are detected. Below is a table of thresholds for different significance 
levels and degrees of smoothing.
Number of raw HH 
estimates averaged
Degrees of freedom 
of x 2
Multiple of mean for 
significance levels
0 .0 1 0 .0 0 1
1 8/3 4.00 5.85
2 16/3 2.94 3.98
3 8 2.51 3.27
4 32/3 2.28 2 .8 8
5 40/3 2 .1 2 2.63
6 16 2 .0 0 2.45
9 24 1.79 2.13
12 32 1.67 1.95
TABLE 3, Burst thresholds for smoothed HH estimates
The number of consecutive estimates exceeding the threshold defines 
the length of a burst, which may, for some applications, be the only 
relevant information. The shape of a burst, reflected in the estimates, 
may be important in other applications. Figure 6, below, illustrates 
different representations of a burst.
w f A4 -----------
(Quantised
Estimates
at 10 hz) 1-------------- -------------------------
FIG. 6. Representation of a burst
5.2.1. TWO DIMENSIONAL TRANSFORMS OF BURST PATTERNS IN TIME AND FREQUENCY
In figure 6c, the quantised estimate is defined;
1 if gm £ BK n p
0 if gm << BK n p
Kwhere B^ is the appropriate burst threshold for significance level p, the
* in • * * ?estimates being averages over K raw estimates. In figure 6, B^ £ = 2.94.
Below, the index m refers to successive averages of disjoint sets of K
estimates, ie the time 'intervals do not overlap. K is constant for different
n, the frequency index.
The two dimensional transform of an array represented by the n^ x 
matrix X, may be defined (eg ref 45):
Y = T X T !
where T^ are orthogonal matrices of sizes n£ x ii£ , p£ = 2 (i =* 1 ,2). 
i
.mConsidering the estimates £• (n = 2,3,4,5), usually made to refer ton
mthe frequencies 2.5, 5, 10, 20 hz because of the singular properties of
,m „m2 2 
(x2k > not Xgk / 3 like ^2 > ^3 > • ••)> the following matrix represents the
quantised burst pattern in time and frequency:
2
> 2^ * * * CO
rH
( 4
2, 0)3 , > » f ( g ) ( I ) 4
2
* w4 » , » $ * )  0 ( i ) 2
( « j
2, , . . . « f >  0 (1 )
where (i)^ is the j long row vector, all of whose elements are i, and (R) 
is the Kronecker product, defined in 3.2.1. The lower the frequency index
(n), the more the square pulses corresponding to bursts are stretched 
out, due to the wider spacing of estimates. Thus the two dimensional 
transform of the burst pattern represented by £3^  is given by
“M ~ with 2^ = 8M
As the natural spectral representation of quantised (binary) data is 
in terms of a binary basis, the HHT and WT are suggested for T, A two 
dimensional spectrum may be derived from , a 4 x 8M matrix. The WT 
has been tried for resting EEGs, but for conditions under which burst 
patterns may change through time, the HHT has been used. As T2 for HHT 
and WT are identical 4 x 4  matrices, only non-stationarity in the time 
direction is accommodated. Although there is some evidence of frequency 
structure in most burst patterns, ie bursts are not distributed randomly 
over frequency, results have been confused and difficult to interpret, 
so are not reported here.
5,2.2, EXAMPLES OF BURST DETECTION AND DESCRIPTION
Looking only at bursts of a particular frequency, a complete description 
would include the distributions of their occurrence, amplitude, length and 
shape. Unfortunately, even under apparently constant conditions, eg a. 
resting subject, these distributions may change through time. There may 
be great variations in burst properties under different conditions, for 
different sites on the scalp, and for different subjects. Only a few aspects 
of variation are illustrated below.
The first example is a confirmation of the conjecture in 2.3 that 
bursts in a resting subject occur as a stationary Poisson process. Sixty 
seven 10 second samples were taken from the EEG of a single resting subject. 
The number of a-bursts (at 10 hs) in each sample were counted using HH 
estimates of four wavelengths resolution and a threshold for the significance 
level 0.001. A distribution was built up of the frequencies of samples haying
0, 1, 2, «» . bursts. From the mean number of bursts per sample, p , and 
the total number of samples, N, the frequencies with which lc bursts occur 
may be predicted, assuming that the bursts are randomly distributed, ie 
the frequencies follow a Poisson distribution:
■nt k
•  N 6 VNumber of samples with lc bursts = — k T —
The fit of the observed to the expected frequencies may be tested with a 
2X test, the mechanics of which are shown in table 4 below.
Number of 
bursts
Observed number 
of samples
Expected number 
of samples
Difference
A
a2
Expected2
0 6 3.6 2.4 1 .6
1 8 1 0 .6 -2 .6 0 .6
2 18 15.5 2.5 0.4
3 15 15.0 0 .0 0 .0
4 7 10.9 -3.9 1.4
5 7 6.3 0.7 0 .1
6 3" 3.1"
7 0 1.3
1 6
>5.1 0.9 0 .2
8 2 0.5
£9 1J 0 .2J
Totals 67 67.0 0 .0 4.3
TABLE 4, Testing Poisson model for burst occurrence
The parameters used to calculate expected numbers of samples were N — 67 
and p = 2,91. Under the null hypothesis, the sum of A2/Expec.ted2 is
, 2distributed as x^ • Two degrees of freedom are lost from the number of 
groups tested as p is estimated from the data and totals are made to agree. 
The value of 4.3 is not significant at the 0.05 (5%) level. While this is 
consistent with the null hypothesis that a-bursts occur randomly, the 
small number of samples does not justify great confidence in that hypothesi 
Long, steady-state EEG records are rare, and some have little a activity or 
long fluctuating bursts that are difficult to accommodate within objective
burst criteria (the decision that one burst has ended and another begun 
is arbitrary).
The second example shows that when a particular subject is performing 
a task at regular intervals, a-bursts do not occur randomly, but tend to 
recur with the same frequency as the task presentation. The EEG recording 
was made when the subject was performing the manikin task: pressing a button 
with his left or right hand depending on whether a figure, displayed every 
three, seconds in one of four orientations, is holding the disk of a
specified colour in his left or right hand. A visual inspection of the EEG
suggested that a-bursts were likely to occur just after the subject
performed the task. To test this, a Fourier spectrum was calculated on
50 seconds of log transformed raw HH estimates at 10 hz. The clear peak 
in the spectrum (figure 7, below) at 0,33 hz confirms the recurrence of 
a-bursts at 3 second intervals. That the spectrum is not flat indicates that 
a activity is not random. However, the physiological mechanism producing 
the observed burst pattern is not understood.
Sample of EEG
0 3' 6 9 secI 1 !__________________ L
Power 
(spectrum 
of log HH 
estimates 
at 10 hz)
0 0.3 0.6 hz
FIG. 7, Periodic recurrence of a-bursts
Although it seems reasonable to infer a causal connection between 
the performance of the task and the occurrence of a-bursts, there appears
to be no such link with 6-bursts, discussed in 6.3. There is evidence 
that, for a subject performing the same regular task, 6-bursts occur 
randomly, but with an increasing probability as the subject becomes more 
hypoxic.
The final example concerns changes in amplitude and length of a-bursts. 
Pre- and post-flight EEGs of pilots, made immediately before and after a 
three hour flight, w e r e available for days following a normal nights sleep 
and other days following nights of no sleep. Inspection of raw HH estimates 
at 10 hz suggested different patterns of a activity: amplitudes of a~bursts 
in fresh EEGs were higher than those of sleep deprived; (total a-burst 
length/unit time) was higher for post-flight than for. pre-flight records. 
Examples of typical records are given in figure 8a-d, below. Figure 8e,f' 
summarises the different patterns, suggesting criteria on which to 
discriminate between different states. No sound physiological explanation 
is known for the different burst properties associated with fatigue from 
lack of sleep and fatigue due to three hours continuous flying. As in 
previous examples, the results are less interesting per se than as 
illustrations of the descriptive use of Haar-like spectra.
b) Pre-flight, sleep deprived EEG d) Post-flight, sleep deprived EEG
e.) Summary of pre-flight bursts f) Summary of post-flight bursts
FIG, 8 'Brir^ t vpattetris vfdV different fatigue '.states
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5 *3 CUSUM TESTS FOR BURSTS AND LONG TERM CHANGES IN MEAN
Cumulative sum (CUSUM) tests, originated in ref 46 and elaborated in 
refs 47 and 48, are used to detect changes in the mean of a sequence of 
independent random variables, to determine the point of onset of such changes, 
and to estimate the current mean. The CUSUM is calculated by subtracting 
some fixed value, eg a target value or the overall mean, from each member 
of the sequence, and accumulating the residues. Even small shifts in the 
variables’ mean is shown up clearly by the accumulated differences. Graphical 
tests (eg the V-mask) "may be applied, or numerical tests made on the CUSUM 
sequence.
In this section, tests are proposed for single frequency bands of the 
EEG, ie on the sequence of Haar-like estimates for a particular frequencyi 
Sections 5.4.2 and 6.5 consider tests on variables that are combinations of 
all frequency bands. Independence of estimates may be ensured by averaging 
disjoint sets of raw estimates. Although most CUSUM tests assume normality,
O
Hsu (ref 49) suggests tests for variables to detect a variance shift at an 
unknown time point. Haar-like estimates are scaled x 2 variables, eg q = 8k/3 for 
HH estimates which are averages of k raw estimates.
Assume that N such HH estimates, (l<i^N) are available for a certain 
frequency. Then the following CUSUM may be calculated.
i
j=l
As there is unlikely to be a global reference value, it is taken to be zero 
for simplicity. Merely looking at the CUSUM graph is very informative. If
the mean of the estimates is unchanging, the graph will rise (Z-^0) with a
constant slope, with random deviations which will seem small for sufficiently 
large N„ If a step change in mean is suspected at point £, revealed as a
change in slope of the CUSUM, the hypothesis H^ ,
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H£ ; E(2«) = | p£ for 1<H.<&- 
j p^+6 for JKi^N
l^i.d-1
Px , 5 (VO) unknown
may be tested against the null hypothesis Hq ,
Hq : E (2^) = Pq for L-sSi^ N (Pq unknown)
by an F ratio test.
is compared with the tabulated Fv v at the chosen significance level,
1 > 2
the degrees of freedom being
vx = (N-£+l)8k/3 
V2 = U-l)8k/3
Most F tables only print values >1. Using such tables, the above test 
may be used specifically for a suspected increase in the mean (<5>0) , To 
test for a decrease, the value 1/f^ is compared with at fche chosen
significance level. The actual significance level of f^ is given by
possible change point, Hsu proposes a test statistic similar to the following
Unfortunately, the exact distribution of * is difficult to obtain, and 
Hsu derives the probability density function for his test statistic by 
Monte Carlo simulation. He also suggests that, if a step change is
When Hq is to be tested against an H^ which does not specify a
JL=2
suspected, the value of i  for which is a maximum be taken as an
estimate of the change point.
A test for bursts, equivalent to the threshold test in 5.2, may be 
made on each new estimate by comparing
"  C H / f t - l )
with an appropriate F value with 81c/3 and (&-l)8k/3 degrees of freedom.
The index 1 refers to the last time the mean'changed. This is a one sided 
test for an increase in the latest variable compared to the current mean.
Although satisfactory for testing specific hypotheses, the tests 
above do not have the flexibility of standard CUSUM tests for classifying 
unknown changes into bursts, artifacts and changes in mean. Ref 47 
examines the robustness of V-mask tests with respect to distribution 
shape. A.R.L. (average run length), the average number of points required 
for a false alarm, to indicate a change in mean that has not occurred, 
is used as the criterion. Provided the distribution is not extremely
skewed, eg X with a<5, the decrease in A.R.L, is usually acceptable. Thus
<3.
V-mask tests may be applied to HH estimates for which k>2. Alternatively, 
log transforming estimates brings them close to normality and stabilises 
variance.
Graphical tests on the CUSUM are made with the V-mask, illustrated 
in figure 9. Estimates are simply accumulated (nothing is subtracted) and 
each estimate is positive (s^O), so the CUSUM rises. Thus the reference 
value, specified by the null hypothesis under test, always corresponds to 
a positive slope. The axis of the V is pointed back along this slope. If
the CUSUM cuts the lower limb of the V, it indicates that the slope has
risen significantly; cutting the upper limb indicates a lower slope. The 
location of the cut is a convenient estimate of the change point, and an 
initial estimate of the new mean may be derived from the slope of the CUSUM
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between the change point and the current value. It is proposed that this 
continually updated estimate of the present mean be used as the reference 
value for the test. By pointing the axis of the V back towards the last 
change point, departures from the null hypothesis of no change since that 
point are tested.
FIG. 9. The V-mask for CUSUM tests
Short runs may deviate more from the slope of the current mean than
long runs, without cutting the limbs of the mask. For very long runs,
the limiting acceptable deviation is the slope of the limbs of the mask.
These properties suggest different tests for bursts and long term changes.
The V-mask allows for different changes in the slope up and down : d+ and
9+ determine the properties of tests for increases in mean; d and 0
2 ,determine tests for decreases. In testing x variables with low degrees
of freedom, it is appropriate to choose 0+ larger than O , as the longer
2 . . . .  , ,upper tail of the x distribution implies a greater average deviation from
the mean of samples of the variable exceeding the mean.
Consider the point P^ , the ith before B, the current point (figure 9) 
The mask indicates a significant increase in the mean when
(h.+d*)tan0*
tan 6 - >
hi
which shows that the test defined by the lower limb is an aggregate of 
N tests on P^ (l^i<N) , where Pj^  is the last change point.
In testing for bursts, short runs of high increases in mean (slope) 
must be detected, for which only the lower limb of a V-mask is needed,
9+ must be large to ensure that only sufficiently high increases are 
detected, and d must be small, to ensure that short runs are detected, A 
short term increase in mean by a (multiplicative) factor A would be detected, 
in the limiting case as d+-K), if
Xtanijj > tan0
where ip is the slope of the current mean (figure 9). To keep A constant
0 •  m <4-implies continually up-dating 0 . In practice, this is not necessary. 
Background activity does not vary much, and it was noted in 5.2 that even 
high thresholds detect almost all bursts. Therefore, it is possible to 
choose 8+ :
0 +  =  n m  t a n  ^0 .0 0 1 max
where X _ is found in table 3 and ^ is the largest reasonable value 0 .0 0 1 rmax &
for background activity slope. Again, artifacts may be distinguished from 
bursts by their frequency and extreme brevity.
Long term changes in the mean of background activity may be detected 
using a V-mask with different (0,d) for the two limbs, if necessary. Small 
shifts in the mean over long intervals must be detected, implying small 
(0^,9 ) and large (d+ ,d ), In theory, by choosing d sufficiently large,
it is possible to ensure that, for any small 0 (>O), no burst of finite 
length and mean cuts the mask. In practice, 0 is chosen to detect typical 
shifts in mean and d so that changes are indicated within typical periods 
over which the mean is constant, remembering that the lag introduced by 
d results in a bias of the current mean towards the undetected changed 
mean.
The possibility that bursts will cut the V-mask designed for long 
term changes suggests that the V-mask for bursts be applied first to 
each point. Only if no burst is indicated, is the V-mask for long term 
changes applied. These t wo tests are illustrated in figure 10.
FIG. 10. Different V-masks for bursts and long term changes
Numerical versions of V-mask tests are given in ref 4’7» These are 
obviously more suitable for automatic monitoring carried out by a computer 
program.
1
EEG with a burst
CUSUM of raw HH estimates at 10 hz 
V-mask has parameters:
0+ = tan_10 .9; d+ = * CUSUM interval
(= 0 .1 sec)
2 sec0
0 = tan 0.11; 0+ = tan_10.13;
d+ = d = 9 .  CUSUM interval (- 0.9 sec)
5.4 TESTS FOR STATIONARITY USING ANALYSIS OF VARIANCE
Consider the general linear model for the random variable
(Kirii) : 
m
n  - 2 .xjipj + ei 
j=l
where {Bj} are unknown quantities, {xj-jQ are known constant coefficients, 
and {e^} are error terms having zero expectation. If the {xj.j£ are values 
taken by continuous variables (eg time), { 3j} may be estimated by regression 
analysis. However, in cases where the {xjjQ only take the values 0 or 1,
(Bj) may be regarded as effects, absent or present depending on the values 
of {xj^}. The purpose of analysis of variance (ANOVA) is to make inferences 
about the effects, {Bj}, and the errors, (e^}. A model in which the {Bj} 
are unknown constants is called a fixed-effects model; one in which {Bj} are 
random variables, with the possible exception of one being a constant, is 
called a random-effects model. For the fixed-effects model, the variance 
of y^ is simply the variance of e^. For random-effects, the variance of 
is a sum of variances arising from the {Bj} and e^, called the components 
of variance. The general theory of fixed-effects ANOVA, described in ref 52, 
has no analogue for random-effects. Random-effects ANOVA is used less because 
its statistical methodology is less well developed. J
It may be noted that discrete Haar transforms have undeveloped potential 
for systematic treatment of orthogonal contrasts, which are linear combina­
tions of the parameters, 3j(l<j^m), the weightings of which, cj, sum to zero. 
The coefficients of the Haar transformed 3^ sequence are orthogonal contrasts.
The connection between random-effects ANOVA and spectrum analysis' is 
explored by Tukey in ref 50. Tukey’s treatment of the variance components 
corresponding to the different frequency estimates of a spectrum is questioned 
by Jenkins (ref 51), who contrasts components of variance for populations
sampled within a specific experimental design with the theoretically 
infinite number of spectral components for any sample of a time series, 
Jenkins states that, generally, the aim of spectrum analysis is to obtain 
as accurate a picture as possible of the spectral curve, fox which there 
are no a priori preferences for particular components of variance. However, 
there are cases in which the collection of spectral components into 
particular frequency bands is not arbitrary, eg the empirically suggested 
frequency bands of the EEG, or in which the arbitrariness is not important 
to the hypothesis under test, eg testing for white noise by comparing 
spectral values for arbitrary frequency bands of equal length*
The arguments about the treatment of a set of frequency bands as 
different levels of a frequency effect apply also to fixed-effects models. 
Below and in chapter 6, a fixed-effects model will be assumed for log- 
transformed spectral estimates derived from Fourier and Hadamard-Haar 
representations. Attention will thus be focussed on the particular effects 
selected rather than on the larger populations to which they belong, In 
order to test stationarity, time is also treated as an effect, Identical 
objections to those advanced against a frequency effect may be similarly 
countered by using time intervals determined a priori. Other effects 
considered, eg channels from different sites on the scalp, have conventional 
interpretations.
5.4.1 INVESTIGATION OF INSTRUMENTATION NOISE USING ANOVA
Priestley and Subba-Rao (ref £9) examine stationarity by performing 
a'two factor ANOVA to test the homogeneity of a set of evolutionary spectral
A
estimates, {f^^ioj) : l^j^j}, evaluated at different instants of time, 
t£(l<i*?X). The variance of spectral estimates (weighted x" variables) is 
stabilised by a logarithmic transform:
Yij = iog f t ^ j )
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The following linear model is assumed:
Hl! Yij = + Bj + Yij + eAj
where and 3j are the time and frequency effects and yij t*ie time X 
frequency interaction. The errors e-y are approximately mutually uncorrelated 
for sufficiently separated t^ and coj, As Y^j is approximately jointly 
normally distributed, e-jj are assumed to be independent normal variables 
with zero mean. Under the null hypothesis of stationarity, the model 
reduces to
V Yij Pj + ei j
s *Hq is rejected if a, the time effect, is found to be significant in the 
two factor ANOVA model, H^, As the error variance is known a priori,
* * Ocomparisons between mean squares (MSSs) are based on x rather than F-tests.
A similar approach is adopted below in the analysis of instrumentation 
noise, although it is necessary to test the effects’ MSSs against the 
highest level interaction MSS, Of the three assumptions made for ANOVA 
(see ref 52), normality and independence of errors approximately hold for 
log spectral estimates sufficiently separated in frequency and time. Equality 
of error variances may also be assumed for instrumentation noise, which is 
close to white noise. The three way ANOVA is used to indicate differences 
in mean for the main effects (frequency, time and channel).
The analysis aims to describe the noise added to an EEG when the signal 
is amplified and recorded on magnetic tape, which must be distinguished from 
the contamination already present when the signal is taken from the scalp. 
Normally, an EEG is amplified from a few millivolts to about half a volt 
before it is recorded onto magnetic tape. A further amplification is required
before analog to digital conversion. Noise similar to that usually super­
imposed on an EEG was generated by passing a constant voltage, produced across 
a resistance typical of those encountered on the scalp, through the same 
stages of recording and amplification.
Tape recorder output was taken as channel 1, Channel 2 resulted from 
passing channel 1 through an amplifier. Correlation between channels was 
avoided by calculating Fourier spectra on alternating disjoint intervals of 
4.096 seconds for channels 1 and 2, After sampling at intervals of 0,004 sec, 
both channels were digitally low-pass filtered (ref 54) at 40 hz. The frequency 
effect was represented by 32 levels in the range 0,37 to 30,64 hz, for which 
log transformed spectral estimates w e r e calculated. The time effect was 
represented by 15 contiguous 8.192 sec intervals. The time effect present in 
the channel effect, due to calculating spectra for channels 1 and 2 on the 
two halves of each 8.192 sec interval, was considered negligible.
A three way ANOVA was used to test the effects in the following linear 
model for > log transformed spectral estimates:
v 1 2 3 ^ 12 - 13 23 123« a. + a. + a, + a,. + a,- + + a,,, + e;1JK x i k n  ik -‘jk T xjlc T eijk
where 1 refers to the frequency (F), 2 to the channel (C), and 3 to the 
time (7) effects. The following ANOVA table resulted.
Source of 
Variation Sums of Squares
Degrees of 
Freedom "Mean Squares
F 16.766 31 0,541
C 19.688 1 19,688
FC 13.925 31 0,449
T 3.301 14 0,236
FT 123.058 434 0,284
CT 4.496 14 0,321
FCT 127.348 434 0,293
TOTAL 308.582 959
TABLE 5. ANOVA table for instrumentation noise
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T is not significant but F and C are both significant at the 1% (0.01) 
level. The FC interaction is significant at the 5% (0.05) level. Thus the 
noise is stationary, but not white. The significant C effect is clearly 
the result of the amplification changing the expected means of spectra. 
However, the significant FC interaction indicates that the shape of the 
spectra of the tape recorder output is altered when the output is amplified. 
Figure 11 shows that the fall-off in power for increasing frequency of the 
tape recorder output is exaggerated when the signal is amplified. The
Using the FCT interaction MS as an estimate of the error variance,
Y. 1  u. 2  A  1 2  ^a . + a. + a .. + ei 3 ij
12
ijk ijk
log® 
power 
2.0 -
Tape recorder 
output 
(Channel 1)
1.5 .
Amplifier 
output 
(Channel 2)
1,0
0 5 10 15 20 ?25 hz Frequency
FIG 11. Log spectra of tape recorder and amplifier noise
The average power of instrumentation noise is small compared with the 
average background (non burst) power for a typical EEG over the frequency 
range of interest, 0.5 to 30 hz. Even the highest noise levels, at low 
frequencies, are only about a third of background power. Such levels are 
unlikely to affect the detection of bursts, which are very high concentrations 
of power. Tests for changes in background power are also unlikely to be 
affected because of the stationarity of the noise,
5.4.2 VALIDITY OF ANOVA ASSUMPTIONS FOR THE EEG
ANOVA tests are superior to the CUSUM tests of 5,3 in considering all 
frequencies simultaneously, Subba Rao (ref 55) proposes CUSUM tests for the 
sum of log transformed powers over different frequencies, This method fails 
to provide frequency information, and does not allow for compensatory changes 
in power for different frequency components, eg a decrease in a compensated 
by an increase in 3 activity. An equivalent measure of stationarity may be 
obtained more simply by considering a CUSUM of total power, or ]amplitude|, of 
the original signal for successive time intervals, ANOVA tests are, in 
general, more informative and more sensitive than non-pararaetric tests, such 
as the ’runs test’ of Kawabata (ref 53), which only indicates that a change has 
occurred.
Although ANOVA has advantages in providing a systematic investigation of 
power over frequency and time, the failure of data from Haar-like representa­
tions of an EEG to satisfy assumptions for ANOVA may seriously affect inferences 
about means. In deriving different frequency estimates for a common time 
interval, different numbers (proportional to frequency) of Haar-like estimates 
must be averaged, resulting in different variances for different frequencies. 
However, inequality of error variances has little effect on inferences about 
means as there are equal numbers of observations in each cefl (ref 521, Much 
more serious is the effect due to correlation between observations.
The finiteness of time intervals on which all Fourier spectra are 
calculated results in correlations between different frequency components.
By choosing long time intervals (though non-stationarity increases corre­
lations, eg ref 43) and by frequency averaging, these correlations may be 
made very small for a Gaussian process. Neither method for reducing fre­
quency correlations is used for Haar-like representations. In addition, 
spectral windows for square wave representations have larger secondary 
peaks (see figure 5). However, there is evidence that the correlations 
between Hadamard-Haar estimates (see 6.2.2.) are considerably smaller 
than those between raw Fourier estimates. Examining the principal com­
ponents obtained for raw Fourier spectra of the EEG (appendix A), it is 
clear that groups of frequencies are highly inter-correlated, eg the 
Fourier components contributing significantly to the a component. The 
similarity in the shapes of the Hadamard-Haar windows (fig 5) and the 
principal components of the Fourier spectra, which are uncorrelated, shows 
that the Hadamard-Haar representation is more natural than the Fourier.
That the Hadamard-Haar is not the correct representation results in corre­
lations between frequencies which, though small, may.not be neglected.
Another source of correlation is non-linearity between channels, dis­
cussed by Dewan (ref 22). It is common for the power at a certain frequency 
for one channel to be highly correlated with, say, the power at double that 
frequency for another channel. Methods for examining such correlations, and 
those between the frequency components of a single channel, are described 
in 7.1.2. and 7.2.
The problem of frequency correlations disappears if certain multivariate 
tests are applied to the spectral vector (<$£, 0 ,^ cu, p.), of log frequency
components. There is no requirement that the variables be uncorrelated for
2 othe T test or for multivariate analysis of variance (MANOVA). The T test
may be used to test for differences in mean between two sets of (6 ., 8 .,
ai> fU) • MANOVA may be used to examine means for an experimental design
specifying many different sets of the spectral vector.
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CHAPTER 6: MULTIVARIATE ANALYSIS OF HAAR-LIKE REPRESENTATIONS
INTRODUCTION
Correlations between the different frequency components of Haar-like 
representations suggest the use of multivariate instruments of inference 
such as the T test and MANOVA. As a systematic means of examining 
variations in the spectral vector (6, 0, a, 0), MANOVA is preferable to 
the ad hoc techniques of chapter 5, In addition to indicating differences 
in mean, MANOVA provides ’discriminant’ functions for effects which are 
significant.
An illustrative MANOVA is described for a decompression experiment: 
Hadamard-Haar representations of a two channel EEG are analysed. During 
one of the three sessions in the experiment, the subject was rapidly 
decompressed to a pressure equivalent to an altitude of 27,000 ft. The 
aim of the analysis is to demonstrate and characterize changes in the 
spectral vector during decompression, and to relate these changes to the 
subject’s performance of the manikin task, assumed to be typical of tasks 
involved in flying an aircraft in terms of mental activity.
An important aspect of the Hadamard-Haar representation is its 
computational economy. Efficiency may be enhanced by rounding the original 
data and using special hardware to perform the additions and subtractions 
of the HHT: data may either be rounded to the nearest binary power 
(±1, 2, 4, ...) or binary truncated (±1). The effects of these two 
rounding procedures on the spectral representation and the characterization 
of spectral change wiil be examined.
6 *1 * THE T2 TEST FOR SPECTRAL DIFFERENCES
Hotelling’s. T^ distribution, a multivariate extension of the square of 
Student’s t, may be used in testing the equality of mean vectors with
: l<i«?N^} and {x2i : 3^ ^ N2  ^ 1,6 dndePendent^y distributed according
to N(y^, and N(p2> t*ie covariance matrices and £2 are
2identical, the sampling distribution of T has the same shape as the F
distribution. However, Xto and Schull (ref 56) show that differences
. . 2between and have little effect on the true significance ot the T
test if - N2 is large. Although little is known about the robustness
2of the T test with respect to departures from normality, it seems likely 
that log transformed Haar-like estimates are sufficiently close to 
normality for the effect on significance levels to be ignored.
2-T , which may be regarded as the square of the maximum possible 
univariate t value computed on any linear combination of the vector 
elements, may be calculated:
unknown covariance matrices. Let the sets of p dimensional vectors
where x^ and x2 are the mean vectors of the two samples (estimates of 
and y2) and S is an estimate of the joint covariance matrix for the 
samples:
As an example, a comparison is made between two EEG samples, both 
from eyes closed sessions, recorded on different days in an experiment to 
examine the EEC’s stability. Hadamard-Haar spectra were calculated for 
30 successive blocks of 1.6 sec for each of the two days. The mean log
Anderson (ref 57) shows that:
N^ +N^ -p-l
(Nx+N2-2)p p, N 1+N2-p-l
transformed vectors (6, 0 , a, 3) and the joint covariance matrix were:
2.39 2.48
1.45 Z • 1.47
2.71 2.65
1,30 1 .2 2
—
58S = 4.36 0.13 2.37 0 .2 0
0.13 2.34 0.96 0.82
2.37 0.96 5.51 2.19
0 .2 0 0.82 2,19 1.99
o 9 , , . .Thus T = 6.096 and (T x 55)/(4 x 58) = 1.45, which is not significant
(F, cc ” 2.05), providing a little reassurance to EEG analysts.
T 1 J
2 .If T indicates a difference between the two sample means, implying
two separate populations, then the linear combination of the vector’s
2 2elements yielding the highest univariate t value (t = T ) for the~ nicDc
difference between the two samples may be regarded as a linear discriminant 
function for deciding to which of the two populations a new sample vector 
belongs. This idea is used within the more general context of MANOVA 
in 6 .2 .2 .
6.2. THE MULTIVARIATE ANALYSIS OF VARIANCE
In cases where an effect, or source of variation, has more than two 
levels, ie there are more than two groups of samples for which possible
differences (not the random differences within a group) are anticipated,
2 .the T test, restricted to paired comparisons, is a clumsy way of examining
2inter-group differences. When other effects are present, the T statistic 
is impotent as a global indicator. However, if the observed (p dimensional) 
vectors conform to the linear model:
Y = XB + U
where Y (Nxp) represents N observed vectors, X (Nxq) the design matrix 
(whose elements are 0 or 1), B (qxp) the parameter matrix and U (Nxp) the
error matrix (with the usual conditions imposed), then 'MANOVA may be 
used to make inferences about the effects and their interactions.
The general M factor MANOVA model, with N observations/cell, may 
be written in terms of pxl vectors:'
M
1112* * * 1MV
p +
k»l
a. . . + e. .
1J 1 J 2
_  Jl J£-l
'3 122 * * * kwhere j = 1 , a is the k factor interaction for the j^th, th, ...
j^th factors, i^ 'is the level index and K i ^ I ^  = number of levels for the
f k
£th factor, and v the replication index (1<V<N); IT 2 denotes the
>=l(il)_
juxtaposition 2 2 ... 2 When N = 1, the error term e is replaced
a=D a=2) a=k>
by the M factor interaction .
1 1 1 2* * 'hi
Corresponding to each SS in ANOVA, a pxp sum of squares and products 
matrix (SSPM) is calculated: 2yy’. The total corrected sums of squares and 
products matrix is decomposed into SSPMs due to each of the main effects, 
their interactions and the residual error. As an example, consider the 
two factor MANOVA model in terms of pxl vectors:
1 2 12yi ■? « = P + a. + a. + a. . + e. ,
1 2  1l x2 1 1 1 2 1 1 1 2V
The SSPMs for the main effects (1 and 2 ) ,  their interaction (1 2 )  and
the residual error are:
12With no replication (N=l), a becomes the error term and the error 
SSPM.
By specifying a matrix H due to a main effect or an interaction
and also a relevant error matrix E, not necessarily the E above or the
highest order interaction, several tests are available for the effect H.
2Unlike the T test, different methods of test construction do not result 
in a unique statistic.
Roy’s union-intersection test is based on the statistic obtained by
maximising a'Ha/a’Ea with respect to a (a is pxl and H pxp). This is
equivalent to finding the direction a, in the space of observation vectors,
in which the univariate F ratio is greatest. Thus, analogously with the 
2T test, the p vector elements have been reduced to a linear combination 
of the elements which maximally discriminates between the groups specified 
by the different levels of the effect H. Unlike the usual estimation of 
multiple discriminant functions, it is possible to choose the error matrix 
E, ie to specify the ’metric’ in which H is measured. The test statistic 
is given by:
a ’Ha —1c = max — ~ max. eigenvalue of HE s a & aa
, * • . » —1The required direction a is specified by the eigenvector of HE associated
with the eigenvalue c . The ith largest eigenvalue is proportional to the 
maximum possible univariate F ratio obtainable from the p elements of the
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observed vector wbicb is uncorrelated with the first i- 1  ’discriminant 
functions1, the associated eigenvector giving the coefficients of the p 
elements which result in this F.
The distribution of c is difficult to obtain. However, tabless
- 1have been produced by Heck for 0 , the maximum eigenvalue of H(H+E)
and consequently
eS 1+C s
The null hypothesis of equal group means is rejected (the effect H is 
significant) if 0g is greater than the relevant tabulated value.
The second test statistic is an extension of the univariate F ratio. 
For the two factor MANOVA above, the statistic for effect is defined;
fp = (y - y _ ) '  E" 1 (y - y  )
V 1
It may be shown (ref 57) that f = trace (HE ), which is equal to the?
- 1sum of the eigenvalues of HE , and may thus be regarded as the sum of the
—1maximal univariate F ratios determined by the eigenvectors of HE , which
- 1
are mutually orthogonal and span the data space. N trace HE is
2distributed asymptotically as X » where (k-1) are the degrees of
freedom of the effect H in the univariate ANOVA for any of the p variables
The third test is the generalised likelihood ratio test* using 
the statistic;
. - 1-piE I r == j i + he”  ^I |H+Ef ' I
Asymptotically, [N-(p+k-2)/2] £nU is - This test is called Wilks’
criterion,
The choice of a test should depend on the experimental design, 
the sort of inferences to be made, and on likely effects on the test of 
departures of the observed data from the assumptions : independence (not 
of the elements of the observed vector); normality; common covariance 
matrix. Gabriel (ref 58) compares the above three tests and several 
others for different applications, showing the importance for the choice of 
a test of the family of hypotheses for which inferences are sought. Ito 
(ref 59) examines the effects of heteroscedasticity and non-normality on 
several tests: as in the univariate case, tests on mean vectors are little 
affected for large sample sizes, but tests on covariance matrices are 
seriously affected. Although, for the decompression experiment below, the 
sample size is not large, the design is balanced (equal numbers of observa­
tions/cell), and the log transformation results in near normality and only 
small variations in covariance matrices.
6*2 *1 * THE a n a l y s i s of a  d e c o m p r e s s i o n e x p e r i m e n t
Two channels of a single subject’s EEG were available for three 
four minute sessions, recorded on different days, during which the 
subject was performing the manikin task (see 5.2.2.). In the middle 
session, the subject was rapidly decompressed to a pressure equivalent to 
an altitude of 27,000 ft. The other two 1 control1 sessions provide a 
baseline for the measurement of decompression effects.
The EEG for the decompression session is shown in figure 12(a-d).
As in 5.2.2., recurrent a bursts (at 10 hz) occur with the same period 
as the presentation of the tasks. However, as the subject becomes more 
hypoxic (starved of oxygen) the a bursts decrease in amplitude until, after 
about 60 sec, they are difficult to detect by eye. The other obvious 
feature of the EEG is the increase in activity at lower frequencies, in 
particular of 5 activity (at 2.5 hz). It is also clear that soon affer 
the oxygen supply is turned on, 6 bursts disappear and a bursts look like
Start of
Occipital EEG decompression
Channel 1
Channel 2
iliiv
Hum 9 *
I
J |
30 sec. W
A mj h ^hiii r i* ( F w  1,,,i
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FIG. 12a. Two channel decompression EEG
FIG. 12b. Two channel decompression EEG 
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FIG. 12c. Two channel decompression EEG
4 seconds
FIG. 12d. Two channel decompression EEG
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FIG . 1 5 .  H adam ard-H aar s p e c t r u m  f o r  d e c o m p r e s s i o n  EEG.
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FIGURE 16. Hadamard-Haar spectrum fo r  decompression EEG. 
EEG d ata  b in a ry  tru n cated  to  ± 1 .
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those a t the beg inn ing  o f the decompression and in  the o th er two 
sess io n s ,
The f i r s t  stage in  the  a n a ly s is  was to o b ta in  a H a a r - l ik e  re p re s e n ta ­
t io n  o f the  d a ta , which shows c le a r ly  the changes in  each o f the  frequency  
bands ( 6 , 6 , a , 3) and a lso  reduces the d a ta . The EEG was d ig i t is e d  a t  a 
r a te  o f 1 6 0 /sec and d i g i t a l l y  low-pass f i l t e r e d  a t 40 hz (see appendix B 
fo r  the program ). S evera l H a a r - l ik e  re p re s e n ta tio n s  were d e r iv e d , each 
c a lc u la te d  from transform s o f contiguous sets  o f 128 p o in ts  (0 .8  sec 
lo n g ) .
Hadamard-Haar and F o u rie r-H a a r re p re s e n ta tio n s  were d e riv e d  fo r  the  
f i l t e r e d  d a ta  ( in te g e rs  between -127  and + 1 2 7 ), i l lu s t r a t e d  fo r  channel 1 
o f th e  decompression session in  f ig u re s  13 and 14. Hadamard-Haar 
re p re s e n ta tio n s  were a lso  d erived  fo r  f i l t e r e d  data  rounded to  the  n e a re s t  
b in a ry  power (± 1 , 2 , 4 , . . . )  and b in a ry  tru n cated  (± 1 ) ,  i l lu s t r a t e d  in  
f ig u re s  15 and 16 . I t  appears th a t  s ig n if ic a n t  in fo rm a tio n  is  lo s t  in  
b in a ry  tru n c a tin g  th e  da ta  (bu t see 6 . 2 . 2 . ) .  The o th er th re e  re p re s e n ta t io n  
are  v e ry  s im ila r .
The d e s c rip tio n s  above are  s u b je c t iv e , although the  H a a r - l ik e  
re p re s e n ta tio n s  show a c t iv i t y  in  the fo u r frequency bands w ith  g re a te r  
c l a r i t y  and economy than the  o r ig in a l  EEG. The second stage o f the  
a n a ly s is  is  an o b je c t iv e  d e s c r ip t io n  o f c e r ta in  s t ru c tu ra l fe a tu re s  o f the  
H a a r - l ik e  re p re s e n ta tio n s . MANOVA is  used to  make in fe re n c e s  about mean 
va lu es  o f the  ( lo g ) s p e c tra l v e c to r  ( 6 , 0 , a , 3) j  and a d is c r im in a n t  
fu n c tio n  is  derived  fo r  the d i f f e r e n t  stages o f decompression. The aim of 
the a n a ly s is  is  to dem onstrate and c h a ra c te r iz e  changes in  ( 6 , 6 , a ,  3 ) 
d uring  decompression and to  r e la t e  these changes to  the s u b je c t 's  im paired  
perform ance o f the m an ik in  ta s k .
The va lues fo r  ( 6 , 0 , cc, 0) were obtained by averag ing  H a a r - l ik e  
estim ates  over 1 ,6  sec (two tran sfo rm  le n g th s ). Thus two 2 .5  hz e s tim a te s , 
fo u r 5 h z , e ig h t 10 hz and s ix te e n  20 hz were averaged. Log tran s fo rm in g  
the averaged estim ates  g re a t ly  reduces the v a r ia t io n  o f ( 6 , 0 , cc, 3) ,  
p a r t ic u la r ly  3 > over d i f f e r e n t  stages o f the decompression and between the  
decompression and the o th e r two sessions. Log transform ed averages are  
a lso  much c lo s e r to  n o rm a lity  than the raw e s tim a te s . W hile  the  
independence o f es tim ates  c a lc u la te d  on d is jo in t  in te r v a ls  o f tim e is  a 
reasonable assumption, the independence of two channels from  the  back o f 
the head is  more q u e s tio n a b le . The suspicions aroused by the tendency 
of burs ts  in  the two channels to  occur about the same tim e is  confirm ed  
by the MANOVA r e s u lts .
Three periods o f s ix te e n  seconds, spaced a t  equal in te r v a ls  
(commencing a t  0 , 100 and 200 sec fo r  each s e s s io n ), were taken  to  
correspond to  the beg inn ing  o f the  decompression, acute hypoxia (b e fo re  th e  
oxygen was turned on) and re c o v e ry . The periods were d iv id e d  up in to  
ten  1.6  sec in te r v a ls ,  fo r  each o f which ( 6 , 6 , a , 3 ) was c a lc u la te d .
A lthough these in te r v a ls  were in troduced  fo r  r e p l ic a t io n ,  they were 
tre a te d  as a tim e e f fe c t  to  f i r s t  g a in  evidence th a t  the  e f f e c t  was not 
s ig n i f ic a n t .  Thus the fo u r fa c to r  MANOVA on the v e c to r  (o , 6 , cc, 3) 
has fa c to rs ;
1. Session ( S ) ; 3 le v e ls  (one decompression and two c o n tro l)
2 . P eriod  (P) : 3 le v e ls  (e q u a lly  spaced 16 sec in te r v a ls  in  sessions)
3 . Time (T) ; 10 le v e ls  (1 .6  sec in te r v a ls  w ith in  p e rio d s )
4 . Channel (C ) : 2 le v e ls  (reco rd in g s  from the back o f the  head)
The model fo r  th e  fo u r fa c to r  MANOVA w ith  no r e p l ic a t io n  is ;
where 1 re fe rs  to  the S e f f e c t ,  2 to  P , 3 to  T and 4 to C. Thus 
U i . p i 94 3 , l« i ,« 1 0  and Note th a t  the fo u r fa c to r  in te r a c t io n  term
cu28^. . may be taken as the e r ro r  term .
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6 .2 .2 .  MANOVA RESULTS FOR THE DECOMPRESSION EXPERIMENT
The u n iv a r ia te  ANOVA ta b le s  fo r  the 5 and a components o f the  
s p e c tra l v e c to r are  g iven  in  ta b le  6 .
6 a
Source SS DF MSS SS DF MSS
S 32 .23 2 16.11 3 .7 1 2 1 ,85
P 32 .93 2 16.47 8 .43 2 4 .2 1
T 11 .58 9 1 .29 11.41 9 1 .27
C 0 .7 9 1 0 .7 9 0.02 1 0.02
SxP 78.63 4 19.66 15.54 4 3 .8 9
SxT 11 .32 18 0 .6 3 21.07 18 1 .17
SxC 1 .1 8 2 0 .5 9 0 .0 8 2 0 .0 4
PxT 17.96 18 1.00 39 .21 18 2 .1 8
PxC 0 .8 2 2 0 .4 1 0.68 2 0 .3 4
TxC 3 .37 9 0 .3 7 0.66 9 0 .0 7
SxPxT 39 .14 36 1 .09 66.37 36 1 .84
SxPxC 1 .67 4 0 .4 2 0 .7 2 4 0 .1 8
SxTxC 12.12 18 0 .6 7 3 .5 9 18 0.20
PxTxC 4 .9 4 18 0 .2 7 1 .99 18 0 . 1 1
SxPxTxC 8.60 36 0 .2 4
■
4 ,67 36 0 .1 3
TABLE 6 U n iv a r ia te  ANOVA ta b le  fo r  the 6 and a components
The low values fo r  the C e f fe c ts  suggest th a t  the two channels are
c o r re la te d . The m u lt iv a r ia te  C e f fe c t  ( fo r  the s p e c tra l v e c to r ) ,  may be
te s te d  ag a in s t SxPxT, the h ig h est o rd er in te ra c t io n  not in v o lv in g  C, using
the g e n era lise d  l ik e l ih o o d  r a t io  te s t  (GLRT). The v a lu e  o f the te s t
2 2
s t a t i s t i c ,  which is  approx im ate ly  x^ » is  0 .7 0 2  (< X /[p .9 5 ]  = 0 .7 1 1 ) ,  
a su sp ic io u s ly  low v a lu e . Because o f the l i k e ly  in te r -c h a n n e l c o r r e la t io n
8 4 .
none o f the e f fe c ts  considered below in v o lv e  C, and are  thus based on 
v e c to r  va lu es  averaged over the two channels.
R eturn ing  to  the u n iv a r ia te  ta b le  6 , the S and P e f fe c ts  fo r  6 a re
both  h ig h ly  s ig n if ic a n t  when measured ag a in s t the e r ro r  s p e c if ie d  by the
SxPxT in te r a c t io n .  However, the MSS fo r  SxP is  even la rg e r  than fo r  S or
P , d e s p ite  i t s  h ig h er degrees o f freedom . Th is  r e s u lts  from  th e  la rg e  6
v a lu e s  in  the second q u a rte r  o f the  decompression sess ion , p resen t in  one
o f th re e  sessions and one o f th re e  p e r io d s . A l l  these e f fe c ts  f a i l  to
reach  s ig n if ic a n c e  fo r  a . T is  no t s ig n if ic a n t  fo r  6 o r a , and the  GLRT
9 9
produces a v a lu e  o f 39'.4 (x^g [p . 953<39.4<x2g [o .05£ ) . Thus d i f f e r e n t  
tim es may be regarded as r e p lic a t io n s  w ith in  s e s s io n /p e rio d  c e l ls .
The d ire c t io n  in  the space o f the s p e c tra l v e c to r  ( i e  the l in e a r
com bination o f elements o f the v e c to r )  which best in d ic a te s  change d u rin g
decompression is  d erived  from th e  SxP in te ra c t io n  measured in  the  m e tr ic
o f the SxPxT in te r a c t io n .  As the on ly  SxP c e l l  to  s ig n i f ic a n t ly  d e v ia te
from  the c o n tro l norm is  the  second p erio d  o f the  second (decom pression)
sess ion , th e  SxP in te r a c t io n ,  measuring the d ep artu re  from  c o n s ta n tly
d i f f e r in g  means of the th re e  periods over the th re e  sessions (th e  p e rio d
-and session e f fe c ts  are  not a d d i t iv e ) ,  is  a more ap t decompression index
than e ith e r  the S or P e f fe c ts .  Taking H and E to  be the  SSPMs fo r  th e
-1SxP and SxPxT in te ra c t io n s , the dominant e ig en vecto r o f HE s p e c if ie s  
the re q u ire d  d ir e c t io n .  H and E are  g iven  by:
H r 7s .6 38 .9 14.4 14.9 E = 3 9 .1 1.2 -1 7 .0 “ 2 .7
3 8 .9 2 2 .9 6.2 8.1 1. 2 2 3 ,3 14.4 11 .7
14.4 6.2 4 .6 2.1 -1 7 .0 14.4 82 .2 3 5 .8
[_14.9 8.1 2.1 3 . 1 - 2 .7 11 .7 3 5 .8 2 7 .9
N orm alis ing  E . the c o rre la t io n s  between d i f f e r e n t  frequency components 
may be expressed:
6 0 3
5 1.00 0 .0 4 -0 .3 0 -0 .0 8
e 0 .0 4 1,00 0 .3 3 0 .4 6
a -0 .3 0 0 .3 3 1.00 0 .7 5
e -0 .0 8 0 .4 6 0 ,75 1,00
The e igenvecto rs  and e igenvalues o f HE 1 are g iven  in  ta b le  7 .
C o e f f ic ie n t  o f component E igen­
v a lu e6 0 a 0
1 0 .7 5 0 .5 4 -0 .2 4 0 .2 8 0 .9 2
E igen­ 2 0 .3 3 - 0.66 0 .5 0 -0 .4 5 0 .0 6
v e c to r 3 0 .1 4 -0 .4 4 -0 .3 8 0 .80 0.02
4 0 .1 6 0 .1 3 - 0.22 -0 .9 5 0.00
-1TABLE 7 E igenvectors  and e igenvalues o f HE
The th re e  te s ts  performed on H (th e  SxP in te r a c t io n )  a l l  show the  
e f fe c t  to  be s ig n if ic a n t :
-1
1 . Roy’ s U n io n -In te rs e c tio n  t e s t .
0 = The maximum e igenva lue  o f H(H+E) A = 0 .4 7 8 .
The th ree  param eters fo r  0 are  s = m in(DF^, p ) , m = (|D FH~ p | - l ) / 2  and 
n = (DF - p - l ) / 2  : s = 4 , m = - 1 / 2 ,  n = 3 1 /2 .  Comparing 6
Et
w ith  Heck’ s ta b u la te d  percentage p o in ts , the v a lu e  above is  
s ig n if ic a n t  a t  the  0 .0 1  l e v e l .
2 . The extended F r a t io  te s t  
N trO ffi” 1) = 291 .8
2
Th is  s t a t is t ic  is  a s y m p to tic a lly  d is tr ib u te d  as X under
2 ^the n u l l  hypothesis o f equal means. As 2 9 1 .8 > X ^ (0 .0 0 1 ) ,  th e  H 
e f f e c t  is  h ig h ly  s ig n if ic a n t .
3 . The g en era lise d  l ik e l ih o o d  r a t io  t e s t .
U = [d e t ( I+ f f lT 1 )]  1 = 0 .1 9 6
2ie  W ilk s ’ c r i t e r io n  (a s y m p to tic a lly  X ^  has the  h ig h ly  
s ig n if ic a n t  (0 . 001 ) va lu e  o f 2 8 4 .0 .
Having e s tab lish ed  the s ig n if ic a n c e  o f the SxP in te r a c t io n ,  i t  is  
v a l id  to co n stru c t a (m u lt ip le )  d is c r im in a n t fu n c tio n  fo r  the groups
s p e c if ie d  by the in te ra c t io n  term . A ls o , as the norm alised e ig en va lu e  
associa ted  x<rith the f i r s t  e ig en vecto r o f HE is  0 .9 2 ,  n e a r ly  a l l  (92%) 
o f th e  v a r ia t io n  (SS) o f SxP, measured in  the m e tric  o f SxPxT, occurs  
in  th e  d ir e c t io n  s p e c if ie d  by the f i r s t  e ig e n v e c to r. An obvious  
decompression index is  thus the l in e a r  com bination o f 6 , 9 , a and 3 
s p e c if ie d  by the dominant e ig e n v e c to r;
D ( 6 , 0 , a , 3) = 0 .7 5 6  + 0 .549  -  0 .24a  '+ 0 ,283
The CUSUM of th is  in d ex , eva lu a ted  fo r  lo g  Hadamard-Haar es tim ates  
fo r  the  decompression session of channel 1 , is  shown in  f ig u r e  17 , to g e th e r  
w ith  a CUSUM o f the contemporaneous tim es fo r  the m an ik in  ta s k . The 
index CUSUM re v e a ls  severa l c le a r ly  d e fin ed  epochs. A t f i r s t ,  the  CUSUM 
fo llo w s  th e  downward slope e s ta b lis h e d  during  c o n tro l p e rio d s  (s ta te  I J .  
A fte r  about 17 seconds (p o in t V ) ,  th e  slope becomes alm ost h o r iz o n ta l  
(s ta te  2 ) ,  A f te r  45 seconds (W ), th e  CUSUM begins to r is e  a t  a r a te  th a t  
s lo w ly  in creases  as hypoxia advances (s ta te  3 ) .  F in a l ly ,  about 10 seconds 
a f t e r  the oxygen is  switched on, s ta te  1 is  re -e s ta b lis h e d .
The use o f a V-mask confirm s changes a t V and W and p rovides  
estim ates  o f the exact change p o in ts  which are  c lose  (w ith in  1 second) to  
estim ates  d erived  by f i t t i n g  s p l i t  l in e a r  re g re s s io n s . S ta te  2 (VW), an 
in te rm e d ia te  stage between s ta te  1 , the c o n tro l s ta te  which p e rs is ts  fo r  the  
f i r s t  17 seconds o f decompression, and s ta te  3 , corresponding to  acu te  
hyp o xia , was unexpected. V seems to  correspond w ith  th e  exhaustion  o f the  
re s e rv e  supply o f oxygen in  the b lood , which is  g e n e ra lly  agreed to  occur 
between 15 and 20 seconds a f te r  ra p id  decompression. However, W is  c lo se  
to  the  i l l  d e fined  p o in t a t which the  task  CUSUM in crease s  in  s lope ( ie  
perform ance is  im p a ire d ), as in d ic a te d  by a V-mask t e s t .  D uring  the 28 
seconds o f the  unexplained s ta te  2 , the b ra in  is  a b le  to  s u s ta in  ta s k  
perform ance in  s p ite  o f oxygen s ta rv a t io n , u n t i l  the  onset o f acute  hypoxia
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a t  W. S ta te  2 was not represen ted  in  the  th re e  16 second sample p erio d s  
fo r  th e  MANOVA.
The in c re a s in g  slope in  s ta te  3 and the  t r a n s it io n  back to  s ta te  1 
a re  not so c le a r ly  d e f in e d . S e n s it iv e  V-mask te s ts  in d ic a te  s e v e ra l sm all 
in c rease s  in  slope during  s ta te  3 .  The a r b i t r a r y  change p o in ts  suggest 
a g radual in c rease  in  s lo p e . About 5 seconds a f te r  oxygen is  tu rn ed ’ on, 
th e re  is  a p o o rly  d e fin ed  10 second in te r v a l  o f alm ost h o r iz o n ta l s lo p e , 
l i k e  -tha t o f s ta te  2 , b e fo re  the CUSUM descends a g a in . A lthough a d e f in i t e  
decrease is  in d ic a te d  by V~mask te s ts  about 15 seconds a f t e r  oxygen is  
turned on, the  r a te  o f ‘descent o f the  CUSUM g ra d u a lly  in c re a s e s , the  
u n d e rly in g  index decreases, u n t i l  about 200 seconds, when a slope s im ila r  
to  s ta te  1 has been a t ta in e d .
The CUSUM o f ju s t  the 6 component (lo g  Hadamard-Haar) is  shown in  
f ig u r e  18a . The shape is  v e ry  s im ila r  to  the CUSUM of the decompression  
in d e x , but the  in c rease  in  no ise  (v a ria n c e  o f CUSUM p o in ts )  makes i t
im possib le  to  es tim ate  change p o in ts  w ith  the same p re c is io n . Even so?
1 1the  es tim ates  o f V and W are  w ith in  about 2 seconds o f the  estim ates  
fo r  th e  decompression index . The CUSUM of the 6 component o f log  
Hadamard estim ates  fo r  b in a ry  tru n ca ted  da ta  (±1) is  shown in  f ig u r e  I 8b .  
Although the  CUSUM is  y e ry  n o is y , and i t  is  not p o ss ib le  to  d is t in g u is h
9
s ta te  2 , i t  is  easy to  d e te c t a change o f slope a t W", near (about 3 
seconds la t e r )  the f i r s t  es tim ate  o f W. Thus the HHT o f zero crossing  
in fo rm a tio n  about an EEG may be used to  p ro v id e  an index o f hyp o x ia . Log 
Hadamard-Haar estim ates  c a lc u la te d  from b in a ry  rounded d a ta  ( i l ,  2 , 4 , , . . )  
and log  F o u rie r-H a a r es tim ates  r e s u lt  in  CUSUM graphs v e ry  s im ila r  to  those  
fo r  log  Iladamard-Haar es tim ates  fo r  the o r ig in a l  d a ta . The CUSUM of t o t a l  
power in  the o r ig in a l  EEG is  a poor index o f change, having a v e ry  la rg e  
v a ria n c e  and a p o o rly  d e fin ed  in crease  where la rg e  am plitude 6 b u rs ts  f i r s t  
o ccu r.
The a n a ly s is  o f more decompression sessions is  re q u ire d  to  co n firm  
the d i f f e r e n t  s ta te s  and the suspected l in k  between the onset o f s ta te  3 
and the im pairm ent o f task  perform ance. Care is  needed in  p re d ic t in g  th e  
c a p a c ity  to  perform  tasks using the above' d is c r im in a n t fu n c t io n . The 
performance o f the  ta s k  c o n trib u te s  to  thac d is c r im in a n t fu n c tio n  through  
the re c u rre n t b urs ts  induced by the  ta s k . A lso , i t  is  l i k e l y  th a t  the  a 
component’ s c o n tr ib u tio n  to  the d is c rim in a n t fu n c tio n  w i l l  v a ry  g r e a t ly  
from  su b ject to  su b jec t due to  the  known v a r ia t io n  in  the  a component 
fo r  d i f f e r e n t  sub jects  under normal c o n d itio n s . F u rth e r  e f fe c ts  to  be 
considered in  an extended a n a ly s is  are  s u b je c ts , s e v e r ity  o f decompression  
( a l t i t u d e s ) ,  and a d d it io n a l channels.
The b as ic  approach o f d e te c tin g  changes in  a tim e s e r ie s  by te s tin g *  
th e  CUSUM o f a l in e a r  com bination o f s p e c tra l components o f the  tim e s e r ie s  
is  a m o d ific a tio n  o f Subba Rao’ s technique o f te s t in g  the CUSUM o f the sum 
o f th e  s p e c tra l components ( r e f  5 5 ) .  In  cases where n o n - lin e a r  data  
s tru c tu re s  are  suspected, canon ica l c o r re la t io n  a n a ly s is  ( r e f  60 shows th a t  
MANOVA may be regarded as a s p e c ia l case o f canon ica l c o r r e la t io n  a n a ly s is )  
may be used to  examine l in e a r  com binations o f s p e c tra l components m axim ally  
c o rre la te d  w ith  d i f f e r e n t  l in e a r  com binations o f the  s p e c tra l components 
o f o th e r channels.
CHAPTER 7: CONCLUSIONS
7 .1 .  HAAR-LIKE TRANSFORMS
H a a r - l ik e  transform s are an economical means o f reduc ing  tim e s e r ie s  
data  by a crude s p e c tra l decom position w ith  h igh tim e r e s o lu t io n . Of the  
new transform s in  chap ter 4 , the  HHT is  su p erio r to  th e  CHT (and th e  HT 
i t s e l f )  in  i t s  phase in v a r ia n c e , and to  the  FHT, which produces v e ry  s im ila r  
e s tim a te s , in  i t s  e f f ic ie n c y .  R e la t iv e  computing tim es fo r  H a a r - l ik e ,  Walsh  
and F o u r ie r  transform s c a lc u la te d  on 1024 data  p o in ts  a re  a p p ro x im ate ly :
HT HHT FWT FHT FFT
2 : 3 : 11 : 15 : 65
The h igh  tim e re s o lu t io n  o f H a a r - l ik e  es tim ates  a llo w s  even s h o rt  
b u rs ts  to  be d e te c te d , a lthough frequency re s o lu t io n  is  n e c e s s a r ily  p o o r. 
P re c is e  c r i t e r i a  may be s p e c if ie d  fo r  the d e te c tio n  o f  o u t l ie r s  in  th e  
o r ig in a l  tim e s e r ie s . The in te rv a ls  on which estim ates  a re  c a lc u la te d  
are  so sh o rt th a t  the  e f fe c t  o f a s in g le  o u t l ie r  ( in c re a s in g  fo r  h ig h e r  
frequency es tim a te s ) may be d e te c te d . Thus, in  averag ing  s p e c tra l es tim ates  
fo r  a p a r t ic u la r  frequency over tim e , any es tim ate  in d ic a t in g  an o u t l i e r  may be 
ig n o red . ?
The coarseness o f frequency re s o lu t io n  in to  octave bands s e v e re ly  
l im i ts  the a p p lic a t io n  o f H a a r - l ik e  transform s : i t  is  im possib le  to  o b ta in  
estim ates  e q u a lly  spaced in  frequency. H a a r - l ik e  transform s are  not 
s u ita b le  fo r  e s tim a tin g  f in e  s p e c tra l d e t a i l  fo r  long samples o f s ta t io n a ry  
d a ta .
7 .1 .1 .  HAAR-LIKE REPRESENTATIONS OF THE EEG
H a a r - l ik e  transform s are p a r t ic u la r ly  s u ite d  to  EEG a n a ly s is  because 
o f th e  occurrence o f b u rs ts , and because these burs ts  occur ap p ro x im ate ly  
o c ta v e ly . The r e a l- t im e  e s tim a tio n  o f sp ectra  and cross sp ectra  fo r  s e v e ra l
channels is  made p o s s ib le  by the  e f f ic ie n c y  o f  the  HHT, a lthough  th is  has 
not been, im plem ented. From th e  re s u lts  o f the  decompression experim ent 
( 6 . 2 . 1 . ) ,  i t  seems l i k e l y  th a t  a r e a l- t im e  index o f c e re b ra l s ta te  du rin g  
anaesthes ia  may be computed using  modest resources . P rev ious m o n ito rin g  
techniques (eg r e f  61) use r e la t i v e ly  ex travagan t resources to  c a lc u la te  
in d ic e s  based on estim ates  o f 5 , 0 , ot and 0 a c t iv i t y  d e riv e d  from  th e  FFT,
The i n a b i l i t y  o f  H a a r - l ik e  transform s to  d e te c t sm all s h if ts  in  th e  
frequency o f s p e c tra l peaks makes the  technique u n s u ita b le  fo r  c e r ta in  
a p p lic a t io n s . For example, the HHT would perform  b ad ly  a t  d e te c tin g  
s p e c tra l s h i f ts  caused by c e r ta in  drugs ( r e f  6 2 ) ,
7 .1 .2 .  EXTENSIONS TO HAAR-LIKE REPRESENTATIONS
The d i f f e r e n t  tim e re s o lu t io n s  fo r  H a a r - l ik e  es tim ates  o f  d i f f e r e n t
fre q u e n c ie s , found to  be u s e fu l in  re s o lv in g  b u rs ts , a re  awkward when
con s id erin g  th e  jo in t  p ro p e rtie s  o f es tim ates  fo r  d i f f e r e n t  fre q u e n c ie s .
Below, i t  w i l l  be assumed th a t  the ordered p a irs  o f phase s h if te d  H a a r - l ik e
e s tim a te s , TJ =  X u m , 2um) ,  have been d erived  (v ia  HHT or FHT) from  
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tim e windows o f the  same le n g th , ie  the estim ates  fo r  frequency index n 
are  averages o f tw ic e  th e  number o f raw estim ates  as fo r  index n - i ,  m is  
the  tim e in d ex .
In  ch ap ter 4 , H a a r - l ik e  cross—s p e c tra l estim ates  a re  d e fin ed  fo r  
two contemporaneous tim e s e r ie s  in  terms o f th e ir  H a a r r l ik e  e s tim a te s , 
and (w hich may be regarded as ordered p a irs  or complex numbers) : 
t
P
Coherency, phase and ga in  between the two s e ries  may be es tim ated  fi'om C ,n
although these have not y e t been used in  any a p p lic a t io n .
The re la t io n s h ip s  between d i f f e r e n t  frequency components o f a s in g le
tim e s e rie s  may be s im i la r ly  expressed in  the m a tr ix :
t
which expresses c o r re la t io n s  between d i f f e r e n t  frequency components fo r  
th e  two tim e s e r ie s . Thus the n o n -lin e a r  e f fe c ts  o f Dewan ( r e f  22 and
In  a d d it io n  to  these 'c ro s s -s p e c tra 1, h ig h er d im ensional tra n s fo rm s , 
l i k e  those in  5 .2 .1 ,  may be u s e fu l in  in v e s t ig a t in g  re la t io n s h ip s  between  
estim ates  over frequency , tim e and channel. The m u lt iv a r ia te  techniques  
in  7 .2 ,  which p rovide  more genera l methods fo r  in v e s t ig a t in g  such r e la t io n ­
sh ip s , may suggest the m o n ito rin g  o f c e r ta in  cross s p e c tra l o r o th e r e a s i ly  
o b ta in a b le  param eters fo r  p a r t ic u la r  a p p lic a t io n s . More e x p lo ra to ry  da ta  
a n a ly s is  is  re q u ire d  to  assess the usefu lness o f a l l  these tech n iq u es .
For a s ta t io n a ry  process ^ is  a d iagonal m a tr ix  ( r e f  4 3 ) ,  For a
1 2
harm onisable process ( r e f  27) H is  a band m a tr ix . Tests  on H
may thus lead  to  the  c la s s i f ic a t io n  o f the u n d e rly in g  process.
N o n -lin e a r  c ro s s -s p e c tra l es tim ates  fo r  two tim e s e r ie s  may be
d e fin e d :
t
P
C
m=t.1
5 . 4 . 2 . )  may be examined by te s t in g  C
7.2 . STATISTICAL INFERENCE BASED ON HAAR-LIKE' REP RESENTATIONS
Most o f the methods o f in fe re n c e  in  chapter 5 are  s p e c if ic  to  
t h e i r  a p p lic a t io n :  a p r io r i  knowledge suggested the m o n ito rin g  o f  
c e r ta in  param eters d e rived  from th e  Hadamard-Haar es tim ates  c o rre s ­
ponding to  the f a m i l ia r  6 , 9 , a and 0 components. CUSUMs p ro v id e  
s e n s it iv e  te s ts  fo r  b u rs ts  and changes in  le v e l  fo r  s in g le  frequency  
components; in  a d d it io n , they  a re  sim ple and v is u a l ly  in fo rm a tiv e .
However, such an ad hoc approach may miss s u b t le t ie s  and c o m p le x itie s  
in  th e  s tru c tu re  o f the d a ta .
A more system atic  approach is  provided by MANOVA ( 6 . 2 . ) .  The 
d e r iv a t io n  o f the m u lt ip le  d is c r im in a n t fu n c tio n  (decom pression index) 
is  more f le x ib le  than the usual methods (eg re fs  63 and 6 4 ) .  The 
decompression index ( 6 . 2 . 2 . )  is  dominated by the  6 component, a lre a d y  
known to  be an im portan t in d ic a to r  o f h yp o x ia . However, the  c o n tr ib u ­
t io n  o f the o th e r components leads to  a b e t te r  d is c r im in a n t fu n c tio n  
and perhaps a lso  to a b e t te r  understanding o f the EEG. MANOVA may thus 
focus a t te n t io n  on new sim ple param eters f o r  fu tu re  m o n ito r in g . The 
CUSUM o f the  d is c r im in a n t fu n c t io n , eva luated  a t  successive p o in ts  
throughout the decompression sess ion , re v e a ls  d i f f e r e n t  s ta te s  w ith  
g re a t c l a r i t y  by ta k in g  advantage o f the s ta te s ’ p e rs is te n c e , r a th e r  
than a l lo c a t in g  each p o in t  to a s ta te  according to  th e  v a lu e  o f  the  
d is c r im in a n t fu n c tio n .
U n fo rtu n a te ly , MANOVA may not be used to  in v e s t ig a te  th e  non - 
l in e a r i t i e s  discussed by Dewan ( r e f  2 2 ) ,  m an ifested  as h ig h  c o r re la t io n s  
between d i f f e r e n t  frequency components over channels . H ere , c a n o n ica l 
c o r re la t io n  a n a ly s is  is  a p p ro p r ia te , and the sm all number o f frequency  
components d erived  from  th e  HHT s im p lif ie s  the  a n a ly s is . N o n - l in e a r i t ie s  
o ccu rrin g  through tim e u s u a lly  lead  to  an o v e r -e s t im a tio n  o f the  dimen­
s io n a l i t y  o f the space o f v a r ia t io n :  the v a r ia t io n  l i e s  on a curved
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m a n ifo ld . For example, i f  the v a r ia t io n  o f the H e f f e c t  had not 
taken p lace  in  a s in g le  s t r a ig h t  l in e  throughout the  decompression  
session ( 6 . 2 . 2 . ) ,  no dominant e ig en vecto r o f HE 1 would have emerged. 
N o n -lin e a r  techn iques,, such as those in  r e f  65 , a llo w  ' lo c a l  dim ension­
a l i t y '  to be e s tim a te d , and p ro v id e  estim ates o f the changing d ir e c t io n  
o f v a r ia t io n  (tan g en t o f the curved m a n ifo ld ) . E xperience  o f these  
techniques is  necessary to  assess t h e i r  usefu lness in  EEG a n a ly s is .
7 .3 .  OTHER AREAS OF APPLICATION
H a a r - l ik e  transform s appear to  be ve ry  s p e c ia liz e d :  they  a re  appro­
p r ia t e  fo r  n o n -s ta tio n a ry  tim e s e rie s  whose components a re  o c ta v e ly  
spaced. However, fo r  h ig h ly  n o n -s ta tio n a ry  tim e s e r ie s , the frequency  
re s o lu t io n  o b ta in a b le  by any method which considers s h o rt in te r v a ls  is  
n e c e s s a r ily  low . In  such cases, H a a r - l ik e  re p re s e n ta tio n s  m ight p ro v id e  
an adequate basis  fo r  s t a t i s t i c a l  in fe re n c e , eg d e te c tin g  changes, 
although  the s p e c tra l es tim ates  a re  on ly  d e s c rip to rs  and do not p ro v id e  
estim ates  o f param eters s p e c if ie d  by a s t a t i s t i c a l  m odel.
In  many areas o f s ig n a l p ro cess in g , models a re  n o t a v a i la b le  o r 
in a p p ro p r ia te . An example is  image data  compression, where th e  aim is  
to  re p re s e n t the d a ta  (u s u a lly  a two dim ensional a r ra y  o f  numbers) in  
an e f f i c ie n t  way ( r e f  4 5 ) .  A lthough the LS s o lu tio n  to  th is  re p re s e n ta ­
t io n  problem is  to  expand the  d a ta  in  terms o f t h e i r  p r in c ip a l  components 
( i e  use the Karhunen-Loeve tra n s fo rm ), the com putational requ irem ent is  
u s u a lly  unacceptably h ig h  and a sub-optim al transfo rm  is  used. H a a r - l ik e  
re p re s e n ta tio n s  have the advantages o f e x c e lle n t convergence p ro p e r t ie s  
and extreme com putational e f f ic ie n c y .  A lthough th e  HT has p e rfo rm e d -w e ll 
in  such a p p lic a tio n s  ( r e f  66) ,  no such a p p lic a tio n s  o f  th e  HHT have been  
made.
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In tro d u c tio n
I t  is  d i f f i c u l t  to  d e fin e  a p e r io d  when th e  EEG can be s a id  to  be in  a 
" s te a d y -s ta te " , w hatever the  e f f o r t s  o f  d o c to rs , p a t ie n ts  and e x p e r i­
m enters; as a consequence, s t a t io n a r i t y  and e rg o d ic itv  are  conten­
t io u s  term s, and o f th e  p robab le  n o n l in e a r i t ie s  we know n o th in g .
There a re  however a g re a t many f r u i t f u l  o b je c t iv e  comparisons which 
may be made between s ig n a ls  from d i f f e r e n t  e le c tro d e  s i t e s ,  between 
th e  same s ite s  on d i f f e r e n t  o c c a s io n s ,’ and between any one p a t ie n t /  
s u b je c t and the  g en era l p o p u la tio n  o f  which he is  a member. I t  i s  
w ith  one procedure fo r  e s ta b lis h in g  these com parisons, and t h e i r  
s t a t i s t i c a l  s ig n if ic a n c e , th a t  we a re  here concerned; not on ly  as an 
e v a lu a tio n  fo r  a s in g le  epoch, but a lp o  as a continuum which does not 
lo s e  th e  dynamic n a tu re  o f  th e  o r ig in a l  . e le c t r ic a l  s ig n a ls .
Data. C o lle c t io n  . W h ils t we s t i l l  search fo r  th e  r ig h t  roads to  
A n a ly t ic a l  U to p ia  fo r  th e  EEG, i t  is  d e s ira b le  th a t  th e  o r ig in a l  
e le c t r ic a l  d a ta , and any concurren t p h y s ic a l s ig n a ls  w ith  which th ey  
m ight be c o r re la te d , should be recorded  on analogue m agnetic ta p e ; i t  
i s  from th is  tape th a t  re c o rd in g s  can be re p e a te d ly  an a lysed . On 
re p la y  the  tape recorded s ig n a ls  a re  u s u a lly  en te red  d i r e c t ly  in to  
th e  CPU v ia  an ADC; but ve ry  fa s t  programmes must be w r i t te n  to  d e a l 
w ith  the  continuous stream  o f  data .C onnected  to  th e  analogue tape  
re c o rd e r is  an in d e x in g  d ev ice  w hich, d u rin g  re c o rd in g  and re p la y ,  
decodes p re -re c o rd e d  t im in g  s ig n a ls  th a t  appear both  as a n u m erica l 
d i g i t a l  d is p la y , and as a k  d ig i t  BCD code on any t ra c e  re c o rd in g .
The same device  is  equipped to  change up to  k  d i g i t a l  lo g ic  le v e ls  in  
accordance w ith  a programme o f  numbers en te red  in to  i t  e i th e r  
m anually o r by the  com puter. The numbers re p re s e n t p o s it io n s  a long  
th e  tape and form th e re fo re  th e  nucleus o f an au to m atic  system, 
c o n tro lle d  by in s tru c t io n s  on a paper ta p e , which searches fo r  a 
p o s it io n  along  the  tape  and when i t  is  found, issu es  c o n t r o l l in g  
lo g ic  le v e ls  fo r  the  d i g i t a l  computer programme.
For o n - l in e  o p e ra tio n s  d a ta  is  t ra n s fe rre d ' d i r e c t ly  to  the computer 
core in  a double b u ffe re d  mode so th a t  c a lc u la t io n s  on one b u ffe r  
(one s p e c tra l epoch) may proceed w h ils t  the o th e r b u f fe r  is  being  
f i l l e d  by the autonomous c h a in in g  b u f fe r  system .
Output-. D is p la y  The ou tput system -  F ig  1 -  employs d i g i t a l  to  
analogue c o n v e rte rs , one fo r  each s p e c tra l channel; ag a in  c o n tro lle d  
by the CPU and an e x te rn a l pu lse  g e n e ra to r . Where continuous  
m u lt ip le  s p e c tra  a re  re q u ire d , the  fa s te s t  a v a i la b le  ou tput medium is  
analogue m agnetic ta p e , each s p e c tra l  channel be ing  tra n s fe r re d  v ia  a 
DaC to  one t ra c k  o f  the  tape -  ag a in  c o n tro lle d  a u to m a t ic a lly . These 
a c c u ra te ly  tim e r e la te d  s p e c tra  may be p resen ted  on a CRO as a
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dynamic s p e c tra l i l l .u r . t r a t io n ,  o r more perm anently but s t a t i c a l l y  on 
an xy p lo t t in g  ta b le .
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F ie  A n a lo g ic  ar.d D i g i t a l  O u tp u ts .  CKO f o r  d y n a o ic  v i s u a l  d i s p la y s  A n a lo g u e  T ape R p e o rd c r  and
XT i - l o i t o r  f o r  p e rm a n en t r e c o r d s .
S p e c tra l C a lc u la t io n s  The power s p e c tra  care c a lc u la te d  u s ing  the  
FFT, each raw s p e c tra l d e n s ity  e s tim a te  behaving a p p ro x im ate ly  as a 
chi- squared v a r ia b le  w ith  two degrees o f  freedom; th is  is  
in s u f f ic ie n t  to  p e rm it a reasonab le  e s tim ate  o f  th e  probab le  
d if fe re n c e  between s p e c tra , e i th e r  a t  th e  same frequency o rd in a te  in  
d i f f e r e n t  s p e c tra , o r d i f f e r e n t  o rd in a te s  o f  the  same s p e c tra . More 
s ta b le  es tim ates  may b e -o b ta in e d  by in c re a s in g  th e  tran s fo rm  le n g th  
in  p ro p o rtio n  to  th e  d e s ire d  in c re a s e  in  degrees o f  freedom: groups
o f raw s p e c tra l e s tim a te s  may then  be averaged and the  frequency  
re s o lu t io n  p re s e rv e d . The r a t io  o f  the new s p e c tra l es tim ates  behave 
ap p ro x im ate ly  as F v a r ia b le s  and may th e re fo re  be te s te d  a g a in s t  
ta b u la te d  F v a lu e s .
The s p e c tra l o rd in a te s  a re  d is c re te  va lues w ith  r e la t i v e ly  la rg e  
in te r v a ls  between them, and a "smooth curve" m ight reasonab ly  be 
drawn through th e  c a lc u la te d  p o in ts :  the same, but o b je c t iv e , o u t­
come may be o b ta in ed  by making use o f  s p lin e  in te r p o la t io n .  The 
procedure c o n s is ts  o f  f i t t i n g  a succession o f  cubic equations to  
successive p a irs  o f  s p e c tra l e s tim a tes  in  such a way th a t the  1s t and 
2nd d e r iv a t iv e s  a re  continuous a t  the c a lc u la te d  s p e c tra l p o in ts , and 
th e  in t e g r a l  o f  the 2nd d e r iv a t iv e  a minimum over the complete 
spectrum : th e  same va ria n c e  is  a s c rib e d  to  the s p lin e d  va lues  as to
the  o r ig in a l  e s tim a te s . The process is  too tim e consuming to  be 
employed in  r e a l- t im e  a p p lic a t io n s  and i t  adds no new in fo rm a tio n , 
but produces a much more a c c e p ta b le  d is p la y  -  F ig  2 . In  
c a lc u la t in g  the FFT on each o f  th e  o v e rla p p in g  in te r v a ls  fo r  an 
e v o lu tio n a ry  s e r ie s , the  F o u r ie r  c o e f f ic ie n ts  may be e f f i c i e n t l y  
re -e s t im a te d  u s in g  the methods d escrib ed  by B ongiovanni, C o rs in i and 
F ro s in i (1 9 7 6 );  o r the a lg o rith m  o f  Ahmed, N a ta ra ja n  and Rao (1973 )  
may be employed.
An E v o lu tio n a ry  S n o c tra l S c r ie s  The p rim ary  o b je c t o f  th is  s p e c tra l  
experim ent was to  r e ta in  the dynamic n a tu re  o f  the EEG ( i . e . ,  to make 
use o f  i t s  lo n g  term  non s t a t io n a r i t y )  and to  p ro v id e  an e q u a lly  
dynamic d is p la y  o f  s ig n i f ic a n t  changes between two s p e c tra . The 
l a t t e r  is  the on ly  source o f  r e a l  in fo rm a tio n  in  a process which is  
otherw ise , a t  i t s  best h e u r is t ic ,  o r a t  i t s  worst " in te r e s t in g " .  The 
p re fe r re d  v is u a l d is p la y  is  an o s c illo s c o p e , but fo r  the purpose o f
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dem onstration  we have produced, a s h o rt c in e  f i lm  by re p e a te d  photo­
graphy o f  the graphs produced by a d i g i t a l  p lo t t e r .  F ig u re  3 is  a 
s e le c t io n  o f frames from th a t  f i lm ,  from which much d e t a i l  has been 
removed: f ig u re  2 i s  a s in g le  com plete fram e.
T h is  s e r ie s  o f  s p e c tra  was produced by sam pling th e  d a ta  (one channel 
each from s im ila r  s i te s  on e i t h e r  s id e  o f  th e  head) in  8.-192 sec 
epochs a t  2 5 0 /s e c /c h a n n e l, w ith  a 32 Hz l o vi pass f i l t e r  in s e r te d  
between the  analogue m agnetic tape ou tpu t and the  ADC. The d a ta  were 
then shaped by cosine ta p e r . From these d a ta  b locks the  frequency  
re s o lu t io n  o f  th e  raw s p e c tra l e s tim a te s  is  th e re fo re  -g Hz; 3 such 
e s tim ates  were averaged fo r  each f i n a l  s p e c tra l o rd in a te  to  produce a 
re s o lu t io n  o f 1 Hz, and between each 1 Hz e s tim a te  were 3 cubic  
s p lin e  in te r p o la t io n s ,  the t o t a l  frequency range being  from 0 . 3  -  
32 Hz. D ata a re  d ig i t is e d  to  3 b i t s  ( 0 , 5/4’) , 1 b i t  re p re s e n tin g  
300 nV; each p a ir  o f  s p e c tra  is  advanced by 64 mSec w ith  r e la t io n  to  
i t s  p redecessor.
Averaging over 8 raw s p e c tra l e s tim ates  g ives  a s ca led  ch i squared  
v a r ia b le  w ith  16 degrees o f  freedom . The r a t io  o f any two such 
v a r ia b le s  is  d is t r ib u te d  ap p ro x im a te ly  as the  v a ria n c e  r a t io  F ^
For a s ig n if ic a n t  d if fe re n c e  a t  the  95$ confidence le v e l  i t  is  
necessary on ly  to  c a lc u la te  th a t  any two s p e c tra l e s tim a te s  have a 
r a t io  in  excess o f  2 . 3 3  -  i t  is  t h is  s ig n if ic a n c e  which is  d is p la y e d  
on the c e n tre  tra c e  between the  two s p e c tra  in  each fram e. One 
assumption is  th a t  the d a ta  have a Gaussian d is t r ib u t io n  and an o th er  
th a t  they a re  s ta t io n a ry  d u rin g  each 8 sec epoch. The f i r s t  o f  these  
assumptions is  reasonab le  w ith in  l im i t s  (Saunders i 960 ) ;  the second 
i s  reasonab le  d u rin g  the p e rio d  when th e  eyes a re  e i th e r  open, o r 
c lo sed , but c le a r ly  an epoch which spans the eyes open/eyes closed  
p o s it io n  -  F ig . 2 -  is  n o n -.s ta tic  n a ry . Hut wo a re  not concerned w ith
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d if fe re n c e s  w ith in  a s p e c tra , on ly  w ith  d if fe re n c e s  between the same 
o rd in a te s  in  two s im i la r  s p e c tra , each assumed to be independent o f  
the o th e r . Xt is  th e re fo re  p o s tu la te d  th a t  under those p a r t ic u la r
c o n d itio n s  the  use o f  the F r a t io  is  ju s t i f i e d  as a measure o f  s ig n i­
f ic a n t  d if fe re n c e  between those o rd in a te s ; but even hero a word o f  
cau tio n  -  the response o f  th e  f i l t e r  formed by the F o u r ie r  tran s fo rm  
and cosine smoothing is  such th a t  some o v e rla p  is  u n avo id ab le , i t  
could cause us to  question  th e  assum ption o f independence.
Dynamic S p e c tra l Comparisons F ig .  3 ~ the  fo llo w in g  is  an a b b re v ia ­
ted  d e s c r ip tio n  o f  some s a l ie n t  fe a tu re s  o f  comparisons between the  
psd ’ s fo r  the two BEG channels: much d e t a i l  lias been o m itte d .
1: P r in c ip a l  s p e c tra l peaks a re  both  i n i t i a l l y  a t  th e  same f r e q ­
uency, 10 Hz; th e re  is  a d if fe re n c e  a t  12 His.
20: That 12 Hz d if fe re n c e  is  e lim in a te d , the  two channels a re
s im i la r .
1+7• D if fe re n c e s  appear in  th e  8Hz, 14 Hz and 18 Hz bands.
69 : The- shape a t  the  base o f  th e  p r in c ip a l  peak in  th e  upper channel
changes and s im u lta n e o u s ly  both p r in c ip a l  peaks in c re a s e  in
frequency; d if fe re n c e s  a t  5 Hz and 22 Hz a re  added.
8 5 : D if fe re n c e s  a t  8 and 12 Hz ( th e  new peak) now ap p ear, 18 Hz is
removed. . A second change in  shape o f  th e  upper t ra c e  now takes  
p la c e ; i t  i s  no t on ly  e le v a te d  a t  the  lo w er end o f  the  peak but 
the  e le v a t io n  -is  ap p ro x im a te ly  a s t r a ig h t  l in e  w ith  a prom inent 
d is c o n t in u ity  a t  about h a l f  th e  maximum a m p litu d e . T h is  d is ­
c o n t in u ity  i s  no t r e f le c t e d  in  th e  lo w er t r a c e .
105: D iffe re n c e s  o n ly  in  th e  peak re g io n . From t h is  p o in t  both
p s d 's  d im in ish  in  a m p litu d e , th e  upner keeps i t s  changed sh are .
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T h is  p e d e s tr ia n , verbose but incom plete  d e s c r ip t io n  is  perhaps p ro o f  
enough th a t  many s u b tle  changes ta k e  p la c e  w ith  the  passage o f tim e ; 
they  a re  b e t te r  a p p re c ia te d  as a moving d is p la y .
D iscussion  The very  c o n s id e ra b le  volume o f l i t e r a t u r e  s e t t in g  out 
techn iques fo r  a n a ly s in g  th e  EEG is  ample w itness to  a need fo r  
o b je c t iv e  numeracy; numeracy in  a f i e l d  which is  s t i l l  dominated by 
s u b je c tiv e  v is u a l in te r p r e ta t io n s  as the  on ly  p r a c t ic a l  s o lu t io n  thus  
f a r  devised to  d ea l w ith  a problem  which is  so easy to  s ta te  in  
gen era l term s, but so d i f f i c u l t  to  so lve  in  an agreed and p ra c t ic a b le  
manner. Y/e have d e a lt  here w ith  on ly  th e  power s p e c tra l  d e n s it ie s ,  
but c le a r ly  s e v e ra l o th e r  a s s o c ia te d  s p e c tra l c h a r a c te r is t ic s  -  
coherence, ga in  and phase -  could a ls o  be d is p la y e d  as moving graphs: 
t h e i r  in te r p r e ta t io n  is  by no means so easy. The tec h n iq u e s , most o f  
which in  d i f f e r e n t  forms have been used e lsew here , may w e ll not 
produce what w i l l  e v e n tu a lly  be a c c e p ta b le , but a t  le a s t  th ey  can be 
debated in  a lo g ic a l  num erica l manner. The e s s e n t ia l  in g re d ie n t  o f  
what has been d escrib ed  here  fo r  reco rd s  having  lo n g  term  non- 
s t n t io n a r i t ie s  is  the continuous te s t  o f  s ig n if ic a n c e , w ith o u t which 
only the gross and la r g e ly  i r r e le v a n t  fe a tu re s  o f  s p e c tra  can be 
in te r p r e te d .  In  the  absence o f  such a te s t  we do no more than re p la c e  
discu ss io n  o f  th e  o r ig in a l  reco rd  by d iscu ss io n  around a second but 
d i f f e r e n t  re c o rd .
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SOME NEW DIGITAL TECHNIQUES FOR THE 
ANALYSIS OF NON-STATIONARY TIME SERIES
E R Adams
RAF In s t i t u t e  of A v ia t io n  M ed ic in e , Farnborough, Hampshire.
Summary. Two types o f d is c re te  transfo rm  are described  which are s u ita b le  fo r  
the a n a ly s is  o f E lectroencephalogram s (EEGs) and o th e r n o n -s ta tio n a ry  d a ta . 
E ff ic ie n c ie s  in  s ig n a l re p re s e n ta tio n  are compared fo r  the new H a a r - l ik e  tra n s ­
forms and e x is t in g  tran s fo rm s.
EEG a n a ly s is . The EEG is  a se t o f p o te n t ia l  d iffe re n c e s  recorded from d i f f e r e n t  
lo c a tio n s  on the s c a lp . D ig i t is in g  the s ig n a ls  produces a la rg e  mass o f d a ta .
The aim o f a n a ly s is  is  to e x t r a c t  in fo rm a tio n  which is  re la te d  to the s u b je c t ’ s 
p h y s io lo g ic a l and p s y c h o lo g ic a l s ta te :  exam ination  o f the m u lt iv a r ia te  s tru c tu re  
of the da ta  leads to data  re d u c tio n , a s im p lif ie d  d e s c r ip t io n  o f r e g u la r i t ie s  in  
terms of a few param eters; these param eters are  then r e la te d  to the s u b je c t 's  
s ta te  using s t a t i s t i c a l  techniques such a s 'd is c r im in a n t  a n a ly s is  and c lu s te r in g ,  
so th a t ,  from c e r ta in  fu n c tio n s  o f the param eters , in fe re n c e s  may be drawn about 
the s u b je c t 's  l i k e ly  s ta te .  The transform s described  below are  da ta  re d u c tio n  
te c h n iq u e s .
An im p o rtan t fe a tu re  of the  EEG is  i t s  n o n -s ta t io n a r i t y , due to  the presence  
of bu rs ts  and muscle' a r t i f a c t s .  R eference 1 proposes a model o f the EEG as a 
s e t o f s in u s o id a l b u rs ts  a t  c h a r a c te r is t ic  freq u en c ies  (6 a c t i v i t y  c e n tre d  on 
2 .5  Hz, 0 on 5 Hz, a on 10 Hz and 0 on 20 H z ) ,  superimposed on a no isy  back­
ground, the approxim ate d u ra t io n  o f the b u rs ts  being  in v e rs e ly  p ro p o rt io n a l to  
t h e i r  freq u en cy . R eference 2 sp ecu la tes  th a t i t  is  p r e c is e ly . th e  v a r i a b i l i t y  in  
tim e o f the c h a r a c te r is t ic  a c t i v i t i e s ,  ie  the time envelope o f b u rs ts , which is  
s ig n if ic a n t  in  p ro v id in g  in fo rm a tio n  r e f le c t in g  the s u b je c t 's  s ta te .
A p art from  v io la t in g  assumptions o f s t a t io n a r i t y  and gaussian d is t r ib u t io n ,  the  
c a lc u la t io n  o f F o u r ie r  s p ec tra  on long In te r v a ls  throws away in fo rm a tio n  about 
s h o rt d u ra tio n  even ts , which make on ly  a sm all c o n tr ib u t io n  to  s p e c tra  and are  
in d is t in g u is h a b le  from  a lower le v e l  o f a c t iv i . ty  fo r  a lo n g er d u ra t io n . P r in c i ­
p a l components o f log  F o u r ie r  sp e c tra  co n firm  the presence o f a few sim ple com­
ponents in  the frequency domain a t  the approxim ate octave spacing above ( f ig u r e  
1 ) ,  The fo llo w in g  transform s a re  a p p ro p r ia te  in  being based on components having  
f ix e d  numbers o f square or s in u so id  wave c y c le s , whose sequencies or freq u en c ies  
in c re a s e  in  powers o f two. Thus tim e re s o lu tio n s  in c rease  in  powers o f two and 
are  p ro p o rt io n a l to  the sequency or frequency o f the component; sequency or f r e ­
quency re s o lu tio n s  a re  in v e rs e ly  p ro p o r t io n a l to  sequency o r freq u en cy . The 
decom position o f a s ig n a l in to  a few broad sequency or' frequency bands w ith  h igh  
tim e re s o lu tio n s  a llo w s  te s ts  fo r  b u rs ts  or a r t i f a c t s .
Haar tra n s fo rm . The Haar fu n c tio n s  (re fe re n c e  3) form  a com plete o rth o g o n a l s e t
o f square fu n c tio n s  on a f i n i t e  in t e r v a l .  They converge r a p id ly  and u n ifo rm ly ,  
having su p e rio r p ro p e r t ie s  to Walsh fu n c tio n s  (re fe re n c e  4 ) .  The d is c re te  Haar 
tra n s fo rm -re q u ire s  on ly  2N-2 a d d it io n s . L e t G  ^ be the N * N  Haar m a tr ix  (N = 2*9 
and g^ be i t s  b as is  v e c to rs  (th e  d is c re te  Haar fu n c t io n s ) .
The Haar tran s fo rm  has been used (re fe re n c e  5) fo r  b u rs t d e te c t io n , comparing
the c o e f f ic ie n ts  w ith  a p re -s e le c te d  b u rs t th re s h o ld . For EEG a n a ly s is , the
tran s fo rm  lacks phase in v a r ia n c e  ( ie  is  s e n s it iv e  to the exact time a t  which i t
beg ins) and is  not based on s in u s o id s . Terms which a re  a p p ro x im ate ly  phase
in v a r ia n t  may be d e rived  from  the phase s h if te d  p a irs :
1 . 1 2  1 . 1 2  2 , 3 4
gx and g2 -  g2 ; g2 and &3 “ C3 » g2 and g 3 “ 83 «
U n fo rtu n a te ly  there  is  no com plete , o rth o g o n al tran s fo rm  based on gj and
th e ir  d if fe re n c e s  which y ie ld s  a phase in v a r ia n t  spectrum , a lthough  phase i .n v a r i-
i. i. Xan t f i l t e r s  may be d e r iv e d . The Hadam ard-Haar tran s fo rm  uses gj -  g. and 
th e ir  o rthogonal complements, gj* + g V 4 .
108,
Example: G
1 1 1 1 1 1 1 1 80
1 1 1 1 -1 -1 -1 - 1 1g l
/2 /2 ~ /2 ~ /2 0 0 0 0 1g2
0 0 0 0 /2 /2 - / 2 - / 2 28 2
2 -2 0 0 0 0 0 0
*
1
g 3
0 0 2 -2 0 0 0 0 28 3
0 0 0 0 2 - 2 0 0 3g 3
0 0 0 0 0 0 2 - 2 4go
Hadamard-Haar tra n s fo rm . The b as is  v e c to rs  o f B , the tra n s fo rm  o f le n g th
• £ , - *
N -  2 , a re  the fo llo w in g  l in e a r  com binations o f Haar fu n c tio n s :
b0 80
u 1 1 
b l  = 81 -
, 1 1  1 / 1  2. 
b2 ~ 72 <82 +
, 1 2
2
1
= 72 ( g2
, 11 _ 1 , 1 2 . 
3 72 3 83
, 1 2
3
1
= 72 ( g3
, 21  1 , 3  4. 
3 72 3 83 bf
1
“ 7 2
f 3 (g 3
«
bH  ,  1 ( 1  + g2)
8, 72 s^ 8 g82
•
1
“ 72 ( git
*•
,N /4  1 1 , N /2 -1  N /2 .
8 = 72 ( g8 + 88 }
. bN /4 2
7 2  (gl g7 2)
This can be expressed:
where IL =
= d i a g 1. 1, f  Hi
N/2-1 terms
1 1
1 - 1
15 may be d e fin ed  re c u rs iv c ly :X/
V i  ®  ( i  x)
,(l-2)/2 T
‘ „Jt-2 ®  llj ®  (1 -1)
fo r  I } 2
(££) denotes Kronecker product and 
Note th a t B = .
The Haar m a tr ix  may be w r i t t e n :
I  the n x n iden t i ty  matr i  x .
G£ = d iag
i ,  i ,  7 2  r , r  ^  H
I
2. " 2 ’ H,
where H. is  the column b i t  reversedl the
U - l ) / 2  £-1
21 x 21 Hadamard m a tr ix , re p re ­
s e n tin g  a p a r t ic u la r  o rd e rin g  o f the Walsh fu n c tio n s . Note th a t  11 ^  = II . 
can be shown th a t :
I t
= d iag
H. <g)
®  (1 0) 
(0 1)
(1 0) 
(0 1)
*4-2 0 (1 0)1
2 u - 2 )  n
> 2 (0 1)
Hadamard-Haar is  one o f a g en era l c lass  o f tran s fo rm s , in c lu d in g  Walsh and H aar, 
and is  r e la te d  to  the Complex Haar tra n s fo rm  (re fe re n c e  6) .
The tran s fo rm  is  o rthogonal and co m p le te , and y ie ld s  a phase in v a r ia n t  (N /2 + 1 )— 
p o in t spectrum , b^ 4 has a sequency tw ice  th a t  o f b^ 2 , w h ile  6* ^  ^as a 
sequency tw ice  th a t  o f In  g e n e ra l, except fo r  the extrem e sequencies , the
fo llo w in g  ap p ro x im ate ly  phase in v a r ia n t  spectrum  may be c a lc u la te d ;
2  ( b £  .  * ) -  +
2i - l  2
( , 2i.~ l 2 
1 k +1 k +1
x being  the data  v e c to r .
N o tic e  th a t  bk +1 and
2^ 2 *
b^+x are  phase s h if te d  w ith  re sp ec t to b ^ ■ b u t
have the same sequency. The tim e re s o lu t io n  o f th is  e s tim a te  is  on ly  h a l f  th a t
o f the Haar e s tim a te  o f correspond ing  sequency, a lthough  i t  is  more s ta b le .  I t s
2 2 2 2 
d is t r ib u t io n ,  K (2x^ + + X ^ ) , may be approxim ated by a sca led  Xgy3 > ie  a
X having  n o n - in te g ra l degrees o f freedom , which has id e n t ic a l  f i r s t  and second 
moments (mean and v a r ia n c e ) and a th ir d  moment (skewness) in  e r r o r  by on ly  10%,
The Hadamard-Haar tran s fo rm  can be e f f i c i e n t l y  c a lc u la te d  by f i r s t  using the fa s t  
Haar a lg o rith m  and then form ing sums and d if fe re n c e s , re q u ir in g  an a d d it io n a l  N-2  
a d d it io n s , ie  a to ta l  o f 3 N -4 ,
n o .
1 1 1 1  
i  1 - 1 - 1  
i - i  i - i
b 
b
1 - 1 - 1 1  b
Note th a t B„ = H
Examp les
fu n c tio n s
b0 = 80
1
11
2
12
61
1 , 1  2.
72 g2 + g2
„ 1 , 1 2.,/o* vfio So/2 72 b2
Sequency
0
1
2
1
2 *
B
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 b0
1 1 1 1 1 1 1 1 - 1 -1 - 1 - 1 - 1 -1 -1 - 1 b l
1 1 1 1 - 1 - 1 - 1 - 1 1 1 1 1 - 1 - i - 1 - 1 h U2
1 1 1 1 - 1 -1 -1 - 1 - 1 - 1 - 1 - 1 1 1 1 1 . 122
f2 /2 ~J2 J2 [2 -£ 0 • 0 0 0 0 0 0 0 i 113
J2 J2 -J2 -fi ~J2 f t ]2 O' 0 0 0 0 0 0 0 , 1 23
0 0 0 0 0 0 0 0 J2 a -J2 -J2 12 J5 -n ,r i2 B213
0 0 0 0 0 0 0 0 J2 1 2 * A2 12 12 h223
2 -2 2 - 2 0 0 0 0 0 0 0 0 0 0 0 0 B 1 1
4
2 -2 -2 2 0 0 0 0 0 0 0 '0 0 0 0 0 B 1 24
0 0 0 0 2 -2 2 -2 0 0 0 0 0 0 0 0 B 2 14
0 0 0 0 2 -2 -2 2 0 0 0 0 0 0 0 0 ,2 24
0 0 0 0 0 0 0 0 2 -2 2 -2 0 0 0 0 B 3 14
0 0 0 0 0 0 0 0 2 -2 -2 2 0 0 0 0 ,3 24
0 0 0 0 0 0 0 0 0 0 0 0 2 -2 2 -2 B 4 14
0 0 0 0 0 0 0 0 0 0 0 0 2 -2 -2 2 . 42 b,.
. . 2
fo llo w in g  spectrum may be c a lc u la te d  from x , w r i t in g  0\ ^ )  ^or  ! 2
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C osine-Haar tra n s fo rm . Th is  is  formed by re p la c in g  each square wave in  the Haar 
transform  by a s in g le  cosine c y c le .  Continuous C osine-H aar fu n c tio n s  d e fin e d  on 
a f i n i t e  in te r v a l  form a n e a r ly  o rth o g o n a l, com plete s e t (w ith  re s p e c t to  L2
£fu n c tio n s  on the in t e r v a l ) .  A d i g i t a l  fo rm -o f len g th  N = 2 , C^, may be 
d efin ed  by the N/2 b as is  v e c to rs ;
1  c . 
J
■ c
1
7n
2? ^  cos (2m+l) Kit
T n" N
( i - l ) N
K
iN
K 0 e lsew here
fo r 1 « j  < £ - i  ; 1 < i  ^ K = 2  ^ 1
Example
0 ,3 5 4 0 .3 5 4 0 .3 5 4 0 .3 5 4 0 .354 0 .3 5 4 0 .3 5 4 0 .3 5 4
0 .4 6 2 0 .1 9 1 -0 ,1 9 1 -0 ,4 6 2 -0 .4 6 2 -0 .1 9 1 0 .1 9 1 0 .4 6 2
0 .5 0 0 -0 .5 0 0 -0 .5 0 0 0 ,5 0 0 0 0 0 0
0 0 0 0 0 .5 0 0 -0 .5 0 0 -0 .5 0 0 0 .5 0 0
C le a r ly  the d is c re te  C osine-H aar tra n s fo rm  is  not com plete; C. p ro je c ts  the N 
dim ensional d ata  v e c to r  x onto a space o f dim ension N /2 , f i l t e r i n g  out h ig h e r  
frequency d e t a i l .  From re g re s s io n  th e o ry , the LS e s tim a te  o f x in  terms o f
N
the N /2 - tran sfo rm  v e c to r  C^ x , ie  such th a t  
given by ;
(x. - s.) is a minimum, is
denotes transpose .
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which may be regarded as a re co n s tru c t!.o n  of.  ^ x a f t e r  le a v in g  out h ig h er ^ fre ­
quency d e t a i l .  However ~ i j^ /2 ' ^3 ^3 " ^o r l a r lie N, j.s
N N
the '2 x Y  syninictric ,n a tr lx :
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 .
0 1 0 0 A 1A1 ~A1 4 A2 4 ~ 4 -4; - 4 A 22- A 12 4  •
0 0 1 0 0 0 0 0 a1i - 4 - 4 4 0 0 0 0 4  •
0 0 0 1 0 0 0 0 0 0 0 0 4 - 4 A 1-A1 A 1I 0 .
0 4 0 0 1 0 0 0 0 0 0 0 0 0 0 0 A 1  A1 •
0 - 4 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 O' 0 0 0 0 0 0 0
0 4 0 0 0 0 0 1 0 0 ' 0 0 0 0 0 0 0
0 4 Ai 0 0 0 0 0 1 0 . 0 0 0 0 0 0 0
xriiere A*
J
-0.042
( j + D / 2
i n / 2' 
r
J  \
( i —1) n /2
=  - 0.010
cos 0 cos 2^+ 1 0 d0
A2 = 0 .0 0 4 =  - 0.002
{ A  ^ , max A. : j  = 2 , 3 . . . }  is  a monotone (and r a p id ly )  d ecreas in g  sequence. 
1 . J .The e r r o r  in v o lv e d  in  ta k in g  as I ^ 2 is  a c c e p ta b ly  s m a ll:  the basis
v e c to rs  c* may be considered  o rth o g o n a l. Thus the m a tr ix  eq u atio n  fo r  x 
c o lla p s e s  to :
5 - ct c£ * .
By e x p lo it in g  the symmetry of the cosine wave, the tran s fo rm  may be e va lu a ted  w ith  
( £ - l ) N /4  m u lt ip l ic a t io n s  and £ N ~ N /2  a d d it io n s .
F o u r ie r - llaar  t r ansform . In c lu d in g  complex s ine terms w ith  the cosine terms leads 
to a m od ified  v e rs io n  of the F o u r ie r - l la a r  tran sfo rm  (re fe re n c e  7) w ith  improved 
o rth o g o n a lity  p r o p e r t ie s :
f 0 ■ [ t
,  ( l W ,  ■ ( 2m+l) Kii
. r?(n l ) / 2  J ^ ~ (i-j)N IN n i l
« j — -  e : •— ~K~ ~ 0 e lsew heren
fo r  I s  n S Z ; U  i  $ K = 2*1  ^ ; j  = /~1  .
Al thou gh a phase in v a r ia n t  spectrum may be c a lc u la te d , | f 4 • x j^  , the d ep artu re
of the s ine  terms from o r th o g o n a lity  re s u lts  in  a s ig n i f ic a n t  leve l, o f dependence
between estim ates  o f d i f f e r e n t  fre q u e n c ie s . An incom plete  but more n e a r ly  o rth o ­
gonal re p re s e n ta tio n  re s u lts  i f  the tran s fo rm  is  based on two cosine and sine  
cycles instead  of one. A cosine data ta p e r may be e f f i c i e n t l y  a p p lie d  w ith  the 
transform s, re s u lt in g  in  the frequency domain window shapes shown in_ f ig u re  2 .
C ro s s -s p e c tra l es tim ates  may be d e riv e d  by tim e -a v e ra g in g  products o f F o u r ie r -
Haar c o e f f ic ie n ts  fo r  s im ultaneous tim e s e r ie s .  Let f '*'1 = f 1 . x. and f 21 =n n _ 1_ n
f 1 . x_ fo r  the sim ultaneous s e r ie s  x. and x _ . The c ro s s -s p e c tra l e s tim a te  a t
•n _ 2_ _±_
frequency n is :
fc2
F = 7> f ^1 f 21 'deno tes  complex c o n ju g a te .n x  n n 
1 = tl
A l l  the transform s discussed perfo rm  a crude octave decom position o f the t im e /  
frequency p lane in to  c e l ls  .of a p p ro x im ate ly  equal a re a s , where the len g th  o f c e l l  
in  tim e is  in v e rs e ly  p ro p o r t io n a l to  frequency ( f ig u r e  3 ) .  Even in  the case o f  
C osine-Haar and F o u r ie r -H a a r , frequency domain windows o verlap  c o n s id e ra b ly  and 
have la rg e  s ide lo b es . In  the case o f the square'wave tra n s fo rm s , the presence  
of harmonics adds to the c o n fu s io n . The poor frequency in fo rm a tio n  is  an in e v i ­
ta b le  consequence o f the d e ta ile d  tim e in fo rm a tio n , necessary fo r  an adequate  
re p re s e n ta tio n  o f b u rs ts .
E f f ic ie n c y  in  s ig n a l re p re s e n ta t io n . The s u p e r io r ity  o f Hadamard-Haar to C o s in e - 
Haar m  re p re s e n tin g  EEGs and o th e r s im u la ted  s ig n a ls  c o n ta in in g  b u rs ts  p rov ides  
evidence, th a t phase in v a r ia n c e  is  more im p o rtan t than basing  the tran s fo rm  on 
a p p ro p ria te  basis  fu n c tio n s  (s in u s o id s ) fo r  such n o n -s ta t io n a ry  d a ta . The Haar 
tran s fo rm  does not perform  w e l l .  The C osine-H aar tran s fo rm , which rep laces  the  
square waves o f Haar w ith  s in u s o id s , does not perform  s ig n i f ic a n t ly  b e t t e r .  The 
Hadamard-Haar tran s fo rm , which may be considered  a phase in v a r ia n t  Haar tra n s fo rm , 
perforins s ig n i f ic a n t ly  b e t te r  than Haar and as w e ll as the F o u r ie r -H a a r  tra n s fo rm  
based on two s ine  and cosine c y c le s , which has phase in v a ria n c e  and the lu xu ry  o f  
being  based on a p p ro p ria te  waveforms (F o u r ie r -H a a r  may be considered  as a F o u r ie r  
tran s fo rm  w ith  d i f f e r e n t  tim e windows fo r d i f f e r e n t  fre q u e n c ie s ) . A l l  the tra n s ­
forms discussed have a s u p e r io r i ty  over the F o u r ie r  tran s fo rm  fo r  s ig n a ls  having  
la rg e  lo c a l co n cen tra tio n s  o f energy (b u r s ts ) ,  due to t h e i r  lo c a l s e n s i t i v i t y .
F ig u re  k i l lu s t r a t e s  convergence p ro p e r t ie s  o f the d i f f e r e n t  tran s fo rm s , showing 
the mean square, e rro rs  a f t e r  re c o n s tru c tin g  each o f 50 s ig n a ls  having  6A data
values from the appropria te , number o f tran s fo rm  term s. Hadamard-Haar is  on ly  mar­
g in a l ly  b e t te r  than Haar and C osine-H aar accord ing  to  th is  c r i t e r io n .  The Karhunen 
Loeve tran s fo rm , based on the p r in c ip a l  components o f the data  and thus o p tim a l a t  
every s tag e , is  inc luded  as a y a rd s tic k  (see re fe re n c e  8) .  F ig u res  5 and 6 show
spectrum estim ates  a t  10 Hz (ex a c t i v i t y )  fo r  one channel from an KEG, p lo t te d
a g a in s t tim e . The phase in v a r ia n t  transform s are in d is t in g u is h a b le , s h a rin g  a 
c le a r  s u p e r io r ity  in  t h e ir  f i d e l i t y  to  the EEC's a a c t i v i t y .
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Use o f the tran s fo rm s. Successive a p p lic a t io n s  o f the transform s g enerate  new 
time s e r ie s , which are es tim ates  o f the powers around the fundamental, freq u en c ies  
(say 2 .5 , 5 , 10, 20 H z ), whose in te r v a ls  are  in v e rs e ly  p ro p o r t io n a l Lo ( h e i r  f r e ­
quencies. The s e r ie s  may bo p a r t i t io n e d  in to  s ta t io n a ry  segments d u rin g  which no 
change may be d e te c te d , fo r  which s ta b le  estitivates may be d erived  by a v e ra g in g . 
Slow n o n -s ta tio n a ry  changes may be d is tin g u is h e d  from b u rs ts  and a r t i f a c t s ,  in d i ­
cated when some p re -s e le c te d  m ul.ti.ple o f the c u rre n t expected value (mean) o f the 
s e rie s  is  exceeded. Bursts may be d is tin g u is h e d  from  a r t i f a c t s  by t h e ir  frequency  
s p re a d /d u ra tio n  c h a r a c te r is t ic s .
The transform s provide  the basis  fo r  a tim e /fre q u e n c y  d e s c r ip t io n  w e ll s u ite d  fo r  
the b u rs t model of the EEG. D is c r im in a n t a n a ly s is  may be perform ed d i r e c t ly  on a 
reduced se t o f transfo rm  c o e f f ic ie n t s .  A l t e r n a t iv e ly ,  p h y s io lo g is ts  may suggest 
in te r e s t in g  param eters , c a lc u la te d  from  the c o e f f ic ie n ts ,  which a llo w  d is c r im in a ­
t io n  or c la s s i f ic a t io n .  Param eters c a lc u la te d  from the 1.0 Hz s e r ie s  o f an EEG 
channel, provided a method fo r  d is c r im in a t in g  between d i f f e r e n t  s ta te s  o f fa t ig u e .  
P hysio logy suggested d i f f e r e n t  p a tte rn s  o f b u rs ts : g re a te r  degrees o f fa t ig u e  pro ­
duced la rg e r  am p litude b u rs ts  o f s h o rte r d u ra tio n . F u rth e r  e x p lo ra t io n  is  needed 
o f the d i f f e r e n t  ways in  which the tran s fo rm  c o e f f ic ie n ts  may be used to d escrib e  
b u rs t p a tte rn s . F ig u re  7 is  the F o u r ie r  spectrum o f a log  ( to  s t a b i l is e  v a r ia n c e )  
10 Hz s e r ie s , showing the p e r io d ic  recu rren ce  o f b u rs ts  a t  3 second in t e r v a ls .
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NON-STATIONARY TIME SERIES 
THE FOURIER-HAAR TRANSFORM
E. R. Adams
Summary. A new c lass  o f transform s is  described  which is  s u ita b le  fo r  
the a n a ly s is  o f E lectroencephalogram s (EEGs) and o th e r n o n -s ta tio n a ry  
time s e r ie s . The new ’ F o u r ie r -H a a r ’ transform s are based,on f ix e d  
numbers o f s in u s o id a l cycles whose fre q u e n c ie s , and consequently time  
re s o lu t io n s , in crease  in  powers o f two. The decom position o f the in p u t  
s ig n a l in to  a few broad frequency bands w ith  high tim e re s o lu tio n s  a llow s  
te s ts  to be made fo r  b u rs ts  or changes in  le v e l of a c t iv i t y  w ith in  
frequency bands. The reduced d im e n s io n a lity  of the frequency space makes 
the problem o f n o n - lin e a r  cross s p e c tra l a n a ly s is  of the m u lt iv a r ia te  EEG 
more t r a c ta b le .
The Nature of the EEG. A lthough the EEG is  g e n e ra lly  though to co n s is t  
of almost s in u s o id a l components, the o fte n  p ra c tis e d  technique o f c a lc u ­
la t in g  F o u rie r  sp ec tra  on long (g re a te r  than 8 seconds) in te rv a ls  is  hard  
to j u s t i f y .  For long in t e r v a ls ,  the data is  u s u a lly  n o n -s ta tio n a ry  (eg  
C la rk , 1975) and non-gaussian (eg Persson, 1974 and B yfo rd , 1975 ), due 
m ain ly  to the presence o f b u rs ts  in  the EEG. S c ia r r e t ta  and E rc u lia n i  
(1975) suggest th a t the EEG is  a se t o f superimposed b u rs ts  on a no isy  
background, the approxim ate d u ra tio n  of the bu rs ts  being in v e rs e ly  p ro ­
p o r t io n a l to th e ir  freq u en cy . Short d u ra tio n  events make only a s l ig h t  
c o n tr ib u tio n  to the- spectrum fo r  a long in t e r v a l ,  and are  in d is t in g u is h ­
ab le  from a lower le v e l  o f a c t i v i t y  over a longer d u ra t io n . The 
presence o f a r t i f a c t s  (e .g .  la rg e  sp ind les  asso c ia te d  w ith  muscle spasms) 
adds to the co n fu s io n .
S evera l workers (e .g .  W a lte r e t  a l ,  1966) sp ecu la te  th a t i t  is  p re c is e ly  
the v a r i a b i l i t y  in  tim e of the c h a r a c te r is t ic  a c t iv i t i e s  ( i . e .  the tim e  
envelopes o f b u rs ts ) th a t  is  s ig n if ic a n t  in  p ro v id in g  in fo rm a tio n  
r e f le c t in g  the p h y s io lo g ic a l and p sych o lo g ica l s ta te  o f the s u b je c t,
Kunkel e t .  a l .  (1956) es tim ates  th a t n e a rly  70% of the v a r i a b i l i t y  is  
dependent on h ig h er nervous a c t i v i t y .
According to W iener (1 9 5 8 ), the c h a r a c te r is t ic  a c t i v i t i e s  o f the EEG have 
the fo llo w in g  shapes in  the frequency domain:
F ig u re  1. Wien er KEG model
Iprcvi ous Attemp ts at: N o n -s ta tio n a ry  Analy s ts . A lthough most a ttem pts  a t  
TFequency domain a n a ly s is  have ignored the. o fte n  h ig h ly  n o n -s ta tio n a ry  charac ­
te r  o f the. EEG, the fo llo w in g  methods have been used to accommodate non- 
s t a t io n a r i ty :
1 . M o d ified  F o u rie r methods. These in c lu d e  sh o rt tim e s p e c tra l a n a ly s is ,  
as described by Welch (1967) and a p p lie d  by Vo-Nagoc (1970) ; e v o lu tio n a ry  
spectra c a lc u la te d  from o verlap p in g  in t e r v a ls ,  as j u s t i f i e d  by P r ie s t le y  (1965) 
and a p p lie d  by Adams and Byford (1 9 7 6 ); ensemble averag in g  o f ins tan taneous  
power s p e c tra , e .g . Kawabata (1 9 7 3 ). Short time s p e c tra l a n a ly s is  has poor 
frequency re s o lu tio n  and produces in c o n s is te n t and unstab le  e s tim a te s , a lthough  
they can he improved by time or ensemble av e ra g in g . E v o lu tio n a ry  sp ec tra  are  
only s u ita b le  fo r  s low ly  changing time s e r ie s . In  p r a c t ic e ,  ensembles o f 
sample s ig n a ls  are  r a r e ly  o b ta in a b le .
2. . Complex dem odulation. This in v o lv e s  passing the signal, through a bank 
of bandpass f i l t e r s ,  ad ju s ted  to a. p re s e le c te d  se t o f c e n tre  fre q u e n c ie s , e .g .  
W alter (1 9 6 9 ). The method is  c lo s e ly  re la te d  to W elch 's sh o rt tim e sp ectra  
in  1 .
3. A u to reg ress ive  moving average (ARMA) models, e .g .  Fenwick (1 9 7 0 ).
Isaksson (1975) uses Kalman f i l t e r i n g  to f i t  an ARMA model to  EEG s ig n a ls .
4. V ariance in te g r a ls .  Byford  (1965) uses analog techniques to produce 
variance in te g ra ls  (w ith  re s p e c t to  tim e) o f EEG s ig n a ls  which have been 
d iv id ed  by f i l t e r s  in to  f iv e  frequency bands approx im ating  accepted ph ys io ­
lo g ic a l d e f in i t io n s .
An advantage o f 1 over 2 , 3 and 4 is  th a t  fu r th e r  cross s p e c tra l fu n c tio n s  can 
be c a lc u la te d  w ith  l i t t l e  a d d it io n a l e f f o r t ,
F o u rie r-H a a r Transform s. The F o u rie r -H a a r  (F-H ) transform s d escribed  here  
were evolved to remedy c e r ta in  d e f ic ie n c ie s  of the Haar Transform  (HT) fo r  
burst d e te c tio n .
The Haar fu n ctio n s  (H aar, 1910) form a complete orthonorm al set o f re c ta n g u la r  
functions on a f i n i t e  in t e r v a l .  They converge ra p id ly  and u n ifo rm ly , having  
superio r convergence p ro p e rtie s  to the Walsh fu n ctio n s  (A le x i t s ,  1 9 6 1 ). The 
d is c re te  HT is  very  f a s t ,  re q u ir in g  on ly  2 (N -1 ) a d d it io n s . The 8 x 8 HT 
m atrix  is :
1 1 1 1 1 1 1 1
1 1 1 1 -1 -1 -1 -1
/2 /2 . ~/2 - /2 0 0 0 0
0 0 0 0 /2 /2 “/2 ~/2
2 -2 0 0 0 0 0 0
0 0 2 ' -2 0 0 0 0
0 0 0 0 2 -2 0 0
0 0 0 0 0 0 2 -2
The HT has been used by Thomas (1973) fo r  b u rs t d e te c tio n .. The in p u t s ig n a l
is  sampled w ith  in c re a s in g  r e s o lu t io n , a llo w in g  b u rs ts  to  be lo ca ted  by 
te s t in g  the HT c o e f f ic ie n ts  a g a in s t some p re -s e le c te d  b u rs t th re s h o ld .
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IFor EEG a n a ly s is , the HT lacks phase in v a ria n c e  ( i . e .  is  s e n s it iv e  to the exac t 
time a t  which the tran s fo rm  beg ins) ancl is  not based on s in u s o id a l components. 
These d i f f i c u l t i e s  can be reso lved  by s u b s t itu t in g  each row v e c to r (Haar 
fu n c tio n ) o f the HT by a complex row v e c to r (F-H  fu n c tio n ) whose re a l and 
im aginary p a rts  rep lace  the re c ta n g u la r  pulse o f HT by s in g le  (hence the 1 in  
1F-H ) cosine and sine cyc les  r e s p e c t iv e ly .  Thus fo r  data v ec to r
9 . . 1 .x = ( x ( i )  : 0 < i< N - l ,  N = 2 ' ) ,  the f i n i t e  F—II - tran s fo rm  is  d e fin e d  by
* = V
1 1 1 x ( 0 ) ss y o
o 1(0 N - lto x ( l ) 1y i
0
(JO
2(0
N-2to 0 0 . 0 x ( 2) 1
y 2
o
O 
3
0
4(0 E z
1
o o
0
•
o 2 to to N-2. . to
0
•
2
y 2
0 0 . . . n °  **0 .co w . . N-4. to 0 0 . 0
0 0 . . . 0 o 4 to to N-4. . to 0 0 . . .  0
o' 0 n o 4 N-4  0 co to to
o
CO
N /2 nto. 0 0 . . . 0
0 0 « 1 •
c, 
5 
Z
3O• 3 
O
x (N -l) N/2
where to = exp ( - j  2ir/N) . (A)
The n
y m
can be norm alised ( l i k e the HT) by m u lt ip ly in g  by 2 ^m 3^ 2 g iv in g  the
fo llo w in g  norm alised  Y :
N - l
x ( i )
1 =  0
2^“m+l_£
yn = ^(m-1)/2 
m
. _  m-1 .  ,i2 p^f-rn+l, .. .-ito x [ 2  ( n- l ) - f - i j
i  « o.
fo r  1 C-Tirt i  ; Ua< 2m-1
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Iyn n an ~ 4ftn where a and 0 a re  the cosine  and s ine  c o e f f ic ie n ts  re s p e c t iv e ly ,  
iii in in ^ 2 n 7 m 2
A F-H spectrum can be c a lc u la te d :  |y  | ** (a^) + (0^)
1 KGe n e ra lis a t io n  o f F -H . F-H can be g e n e ra lis e d  to  F-H v b y  re p la c in g  the j in g le
cosine and s ine  cycles  w ith  a f ix e d  whole number (K) of c y c le s . Thus F ~ l^  can 
be d e fin ed  as in  (A ), but w ith  m = exp ( - j  2 ttK / N )  , Consider the tran sfo rm  of 
leng th  M = KN, where K (tim e  re s o lu t io n  in  w avelengths) is  an in te g e r  > 1. The 
N/2 + 1 th  to Nth rows o f the m a tr ix  a re :
{ o N /2  w (2 K - l)N /2  n(to w . ,  , w 0 0 )
tn n n 0 N/2 (2 K ~ l)N /2  n .(0 0 . . .  0 (0 w . . . tu 0 0 . . .  0 )
n o N /2  (2 K - l )N /2 .(0 0 , . . • 0 m w . . .  to )
As w = exp (—j  2ttK/M) = exp (—j  2rr/N) , the non-zero  p a rts  o f the above rows a re  
1 - 1  1 -1  . . .  1 - 1 .  However, the next N rows ( i . e .  rows N+l to  2N) a re :
(1 1 . . .  1 0 0   0)
(0 0 . . . 0 1 1    1 0 0 , . . . '  - 0)
( 0 0 . . .  0 1 1 . . .  1)
These rows, to g e th er w ith  the 1st row , a re  a l in e a r ly  dependent set o f v e c to rs , 
No more frequency in fo rm a tio n  is  c o n tr ib u te d  by the rows N + l, N+2, M.
The frequency space in to  which the d ata  are  transform ed is  not com plete: the  
e f fe c t  can be seen in  the gaps which appear in  the frequency range o f the  
spectrum due to the reduced bandwidths o f the e s tim a to rs . However, i f  K is  ^ 
r e s t r ic te d  to 2y (p '*= 0 , 1 , 2 , . . . )  then any p+2 ad jacen t frequency groups o f F-H  
fu n c tio n s  w i l l  be orthogonal and the o th er fu n c tio n s  n e a r ly  o r th o g o n a l. '
The m a tr ix  [F~H]k can be tru n ca ted  a f t e r  the. Nth row. The data  v e c to r  x *  -
, N 1 N /2( x ( i ) :  OcJissM-l) is  transform ed in to  the v e c to r 7  -  (y^ , ) o f
leng th  N, [f-1i]JJ xM = 7 1
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I1
p
-1
X. « s in  (2 ir i /1 6 )
{ N /Z “ 3 n /2  + 2  x ’.5 3CN/2 -2 N  +3 «n> required
Figure 2 . A l gorithro to c a 1 culato F-H Coef f lc ionta
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M u lt ip l ic a t io n s  can be reduced w ith  the fo llo w in g  method:
M -l
x ( i )
m
. 9m -l 
to1 x ' ( i )
where x ’ ( i )  = x £ (n - l)K p + jp + i]
J~0
p = 2A~m+1
m -l N = 2 '
The a lg o rith m  in  f ig u r e  2 is  used a f t e r  form ing the x ' ( i ) ,  Thus fo r  M d ata  
v a lu e s , an N p o in t (in co m p le te ) spectrum re q u ire s  ( K - l ) ( £ + l ) N  more a d d it io n s  
and no more m u lt ip l ic a t io n s  than in  the o r ig in a l  case ( K = l ) .
P ro p e rtie s  o f F~H. F-H is  p a r t ic u la r ly  w e ll s u ite d  to th e  a n a ly s is  o f s ig n a ls  
conform ing to the b u rs t model o f the EEG and the Wiener freq u en cy  domain model 
(both described  e a r l i e r ) . S ince i t  is  based on equal numbers o f s in u s o id a l 
c y c le s , whose fre q u e n c ie s  in c re a s e  in  powers o f two, i t s  tim e  re s o lu t io n  is  
in v e rs e ly , and frequency re s o lu t io n  d i r e c t ly ,  p ro p o rt io n a l to  the  freq u en cy . 
A fte r  s u ita b le  window c a rp e n try  (see b e lo w ), the F-H^ s p e c tra l windows g iven  
in  f ig u re  3 r e s u l t .
1,23,
IK=2
Function
K-4
Figure 3. F-li sp ec tra l  windows
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Although frequency in fo rm a tio n  has been s a c r if ic e d  to  tim e r e s o lu t io n ,  th a t  
rem ain ing corresponds w e ll w ith  the Wiener proposal ( f ig u r e  1 ) :  the F-H
tran sfo rm  imposes a r ig id  model w ith  two c o n tro l p aram eters . K (th e  window 
w id th  or tim e re s o lu t io n  fa c to r )  and the p re c is e  c e n tre  frequency  o f ,  say, 
a - a c t i v i t y  (th e  f ix in g  o f any one of the freq u en c ies  in  the s p e c tra l windows 
in  f ig u re  3 determ ines the o th e r fre q u e n c ie s ) a re  chosen to s a t is f y  some 
c r i t e r i a ,  e .g . o p tim a l s ig n a l re p re s e n ta tio n  or d is c r im in a to ry  power. In  
a d d it io n  the le n g th  o f the tran s fo rm  is  dependant on the approxim ate low est 
frequency of in t e r e s t ,  w h ile  the  in t e r v a l  between data  samples must be sm all 
enough to p ro v id e  s u f f ic ie n t  degrees o f freedom fo r  the e s t im a tio n  o f the  
h ig h es t frequency o f in t e r e s t .
Convergence p ro p e r t ie s  o f F -H . F ig u re  4 is  a comparison between the mean 
square convergence p ro p e r t ie s  o f F-H , F o u r ie r  tran s fo rm  (FT) and Karhunen- 
Loeve tran s fo rm  (KLT, see Ahmed and Rao, 1975) over a se t o f s h o rt EEG sam ples, 
showing averaged va lu es  fo r  th e  mean square d if fe re n c e  between the EEG1s and 
the s ig n a ls  re c o n s t itu te d  from  the a p p ro p ria te  number o f te rm s. The v e c to rs  
of KLT are  the e ig en vec to rs  o f the  covarian ce  m a tr ix  o f the  EEG samples ( i . e .  
the p r in c ip a l  components), thus w i l l  be o p tim a l a t  every  s ta g e ,
1F ig u re  4 . Mean Square Convergence P ro p e rtie s  o f FH , FT and KLT
It: is  c le a r  th a t fo r a f^w term s, F-H is  su p erio r to  FT, As more terms are  
taken , FT approaches F-H more c lo s e ly ,  and seems su p e rio r w ith  many terms 
(perhaps due to  e rro rs  in  re c o n s t i tu t in g  the s ig n a l from sets o f 'non-orthogonal 
F-H te rm s ). F -H ’ and F-H a ls o  converge w e ll in  the e a r ly  s tag es , d e s p ite  
th e ir  incom pleteness.
P r in c ip a l components o f Fou r ie r  (FT) S p e c tra . P r in c ip a l components were found 
fo r  v e c to rs  c o n s is tin g  o f 30 e q u a lly  spaced log  (to  s t a b i l is e  v a r ia n c e ) s p e c tra l 
e s tim a te s , c a lc u la te d  on each o f 50 d is jo in t  sets o f EEG samples. The re s u lts  
( f ig u r e  5) p rovide  in fo rm a tio n  which helps in  the choice o f F-H s p e c tra l  
windows. The dom inant, a - l i k e  component accounts fo r  n e a r ly  60% o f the  
v a ria n c e  o f s p e c tra . The a c t i v i t y  a t around 20 Hz in  th is  component suggests  
th a t  i t  is  m erely a harmonic o f a - a c t i v i t y .  The second component, e x p la in in g  
15% of the v a r ia t io n ,  is  a com bination  o f low frequency es tim ates .* The f i r s t  
fo u r components e x p la in  over 90% o f the  v a r ia t io n ,  in d ic a t in g  a h igh  redundancy 
in  the 30 element F o u r ie r  v e c to r .
1 .
F ig u re  5. P r in c ip a l Components fo r  Log F o u r ie r  Spectrum
S t a t is t ic a l  p ro p e r t ie s  o f F -II e s tim a te s . As noted by B a r t le t t  (1948) and 
Welch (1 9 6 7 ), i f  t o t a l  record  le n g th  is  segmented in to  s h o rte r  len g th s  and the  
periodogram s from these be averaged fo r  each frequency  component, the v a r ia n c e  
o f the e s tim ate  is  reduced and the r e s u l t  is  more s ta b le .  However, frequency  
re s o lu t io n  is  reduced and the  b ias  e r ro r  in c re a s e d ,
1
Comparing the  F-H  spectrum w ith  the FT periodogram  fo r  a sample o f N p o in ts  
from a s ta t io n a ry  gaussian process: l e t  the  F-H  spectrum  be h =(ct ) z
hm = ^ m ^2 *  ( O '  1^ 2n1 1) ,  = (a ? ) 2 (£  « lo g 2N, U n ^ " 1) ;  l e t
the FT periodogram  be I q = C2 , I?  « C2 + S2 C U is N /2 -1 ) ,  I N/2 = C2yr  The
d i f f e r e n t  fre q u e n c ie s  p resen t can be seen in  th e  fo llo w in g  ta b le :
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(The p o s it io n  o f the hn ’ s across the ta b le  in d ic a te s  th e  sub tim e in te r v a ls  to  
which they a p p ly ) .
M 2 M
Let M -  2m 1 . Note th a t  I q « hQ, = h1 and =( ^ / ^ am] +
n = l n-1
fo r  2<Jm<S£ ( 3^ -  0 ) .
Th is  subset o f the FT periodogram  would r e s u lt  from  a ’Fourier-R adem acher  
tran s fo rm  (o rth o g o n a l but not c o m p le te ).
IA l l  the es tim ates  (h 's  and I ' s )  a re  scaled % v a r ia b le s ,  L e t the tru e  power 
s p e c tra l d e n s ity  a t frequency M be f  , From B ri'L lin g e r (1 9 7 5 ):
2
(m/-0, £)
Thus the b ias  o f F-H  s p e c tra l es tim ates  a re  g re a te r  than those o f the p e rio d o - 
gram a t frequency M by a fa c to r  o f M, A s y m p to tic a lly  (assuming a l l  in te rv a ls  
over which s p e c tra l es tim ates  a re  c a lc u la te d  have s u f f ic ie n t  p o in ts  to make 
b ias  n e g l ig ib le ) :
E [h 0]  = E [ l o]  -  f Q, V a r (h o) -  V a r(X 0 ) = 2£2 
E [h "] -  E [ l M]  -  f M> V a r(h " ) = Var ( y  -  f 2 (,w O ,d )
’  E & N / 2 >  f N/2> -  V a r ( I H/2) -  2 f 2/ 2
For frequency M, consider the  average o f F-H estim ates  over the M sub tim e  
in te r v a ls :
E
M M
from the asym ptotic  independence o f the hn , s.• m
Thus the va ria n c e  o f averaged F-H es tim ates  is  lower than th a t o f th e ' per'iodo- 
gram, c a lc u la te d  over the same tim e in t e r v a l ,  by a fa c to r  o f M, The bandwidt 
of the F-H  e s tim a te , averaged or n o t, is  M times th a t o f the corresponding  
periodogram  e s tim a te . To ach ieve the same s t a b i l i t y  (low  v a r ia n c e ) as F -H , 
i t  would be necessary to  average the periodogram , producing a s im ila r  frequeue  
re s o lu t io n . Such an averaged periodogram  would have a b e tte r  window shape 
( t r a p e z o id a l)  and low er b ia s  e rro rs  than F -H . However these advantages couLd 
be e a s ily  outweighed by d is t o r t io n  due to  n o n -s ta t io u a r ity  o f the d a ta , when 
the su p e rio r tim e re s o lu t io n  o f the c o m p u ta tio n a lly  more e f f i c ie n t  F —11 a llow s  
g re a te r  f l e x i b i l i t y  in  grouping and averag ing  estim ates  over epochs in  which 
they a re  not changing s ig n i f ic a n t ly .
M M
S y / - >
n=l *M
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Data Windows. The in tro d u c tio n  o f a da ta  window (which accentuates the m iddle  
p a rt  o f each sample) reduces leakage due to la rg e  s ide  lobes in  the frequency  
domain. U n fo rtu n a te ly  i t  a lso  reduces the s t a t i s t i c a l  s t a b i l i t y  o f the
estim ates  by decreas ing  the e f f e c t iv e  len g th  of the data  sam ple. Welch (1967)
in v e s tig a te s  the e f fe c ts  on v a ria n c e  and bandwidth produced by two data  windows 
on h is  sh o rt in te r v a ls :  1- t ' and 1—111 fo r  - l < t < l .
Windowing F-H is  c o s tly  i f  perform ed in  the time domain, as the window must be
a p p lie d  to eacli s u b - in te r v a l .  However, the cosine b e l l ,  which is  very  c lo se  
in  shape to the f i r s t  o f W elch’ s windows, can be c o n v e n ie n tly  a p p lie d  in  the 
frequency domain by form ing new cosine and s ine terms b e fo re  squaring  and 
add in g :
, n J  n . 2n - l  2n s
•. ■ V  = v K 1+cv i  +«ia+i)
(e’V  = si1- ] ( b2"71+b2" )m in 1 v m+1 m+1
The cosine b e l l  has the shape \ [ l - c o s n ( l+ t )^  fo r  - I 4 t s l .
Ov e rla p p in g  windows in  tim e: p ro la te  s p h e ro id a l wave fu n c tio n s
N - l
L e t V = J> is  the D ira c  fu n c tio n  a t ab s issa  k) be a d is c re te  t ime
k=o
window on an N p o in t in te r v a l  o f le n g th  T . Eberhard (1973) f in d s  th a t y_ »
ensures the o p tim a l s e p a ra tiv e  c a p a c ity  o f the F o u r ie r  
power spectrum, i . e .  m axim izes:
Jl /T-1 / t 1 F E M 2<U .  l '  M l  (F [4 ]' is  the FT o f A)
P rN/2T| 
J-N/2T
F VJ(X) 2 / dA y ‘ y
where M , qk
2_ i f  q=k, 0<q<N -l
N
N i f  q *k , 0<k<N -ls m
IT (q -k )
6 is  maximal when Y is  the e ig e n v e c to r corresponding to the g re a te s t e ig e n v a lu e  
Aq o f [m] , when 0 =
For the analagous continuous case, S le p ia n  and P o lia k  (1961) show- th a t  the time  
window <}> which maxim izes:
J _ F | 0 ( f ) | 2df
=  — —  -r --------------  ( 0 ( f )  is  the FT o f <f.(t) )
|l*(f)| df
oo
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is  th a t  so lu t io n  of the in te g r a l  equation:
A « t)  ~ , s i n 2 iii7 ( t —r) . ' H r )    d  t
-T
i r ( t - t )
corresponding to the g re a te s t e ig en va lu e  A , when XQ= et. The s e t o f so lu tio n s  
of th is  in te g r a l  eq u atio n  is  the p ro la te  sp h ero id a l wave fu n c tio n s  (PSWFs).
Subsets o f d is c re te  PSWFs p rovide  o v e rla p p in g  time windows fo r the F o u r ie r  
. 7® - l
terms 1 and w1 (m=exp ( - j  2 r /N ) ,0 « i« N - l )  , m = 1 , 2 , . .  : A ; AU (l« n « 2 m~1) ,o m '
m = 1 , 2 , , .  . The c a lc u la t io n  o f the re s u lt in g  a l t e r n a t iv e  F-H spectrum
(V  Hm} v ia  PSWF windows is  c o m p u ta tio n a lly  expensive .
S ig n a l re p re s e n ta tio n s  in  frequency and tim e . Gabor (1946) g ives a 
re p re s e n ta tio n  o f time v a ry in g  s ig n a ls  as a sum o f 'e lem en tary  s ig n a ls )^  
which are s inusoids m odulated w ith  the p r o b a b il i ty  pu lse exp Q-a ( t - t  ) j .
The p r o b a b il i ty  pulse ac ts  l ik e  a d a ta  window: because i t s  form is  in v a r ia n t
under the FT, frequency and tim e domain windows have the same form , w ith  A t.A f  
a minimum (A t and Af are rms b a n d w id th s ). The s ig n a l is  decomposed in to  
non-orthogonal c e l ls  in  the tim e /fre q u e n c y  p la n e , whose s iz e  and aspect r a t io  
( le n g th  to  w id th  r a t io )  a re  f ix e d  ( f ig u r e  6) .  Lerner (1959) d iscards  the 
r e s t r ic t io n  on the aspect r a t i o ,  as do Landgrebe and Cooper (1 9 6 3 ), who use 
PSWFs as the basis  fo r  t h e ir  re p re s e n ta t io n . F-H provides the basis  fo r  a 
s im ila r  decom position, but one in  which a l l  boundaries occur not a t equal 
in te r v a ls  o f tim e and freq u en cy , as in  the o th er re p re s e n ta t io n s , but a t  
octave in te r v a ls .
F ig u re  6 : T im e/Frequency c e l ls  o f Equal Areas
- t
A.
GABOR LERNER F-H
Use o f F -H in  EEC, m o n ito r in g . When F-H is  a p p lie d  to  successive sec tio n s  of 
d a ta , new time s c r ie s  a re  generated  a t  frequenc ies  s e le c te d  accord ing  to 
c r i t e r i a  determ ined by, e .g . ,  p r io r  d is c r im in a n t a n a ly s is . These s e r ie s  can 
be tre a te d  in  d i f f e r e n t  ways. The F o u r ie r  spectrum o f F -il s e rie s  revea ls  
p e r io d ic  am plitude m odulations o f the frequency components. Tests o : the 
F-ll a -s e r ie s  have provided  a method fo r  d is c r im in a tio n  between d i f f e r e n t  
p a tte rn s  of b u rs ts , thought to bn asso c ia te d  w ith  d i f f e r e n t  degrees o f fa tig u e  
(which tends to  produce s h o rt, la rg e  am plitude n -b u rs ts  ra th e r  than lo n g , low 
am plitude ones). F igure  7 shows th a t the choice o f the b u rs t th resh o ld  is  
c r u c i a l .
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IF ig u re  7: D is c r im in a tio n  between d i f f e r e n t  b u rs t p a tte rn s
EEG 1
F—11 power |  
a t  10 Hz.
Burst time (>b) - 1 .6  sec
B urst time (>B) = 1 .0  sec
 __ >  Tiire
(Sec)
EEG 2
F -H 4 power^ 
a t 10 Hz. B urst time (>b) = 2 .9  sec 
B urst time (>B) = 0 sec.
Time 
^  (Sec)
Because of the in s t a b i l i t y  o f F-I1, on ly  non-param et^ic  te s ts  are  s u ita b le  fo r  
the te s t in g  o f s t a t io n a r i t y  o f the raw es tim ates  (x 2 v a r ia b le s ) ,  e .g . the runs 
te s t  or trends te s t  (Kawabata, 1973 ). Such te s ts  are  i n e f f i c i e n t  and do not 
pro v id e  in fo rm a tio n  about how the frequency component is  changing and when i t  
has changed. However, the log o f each e s tim a te  w i l l  have a s ta b i l iz e d  
varian ce  and w i l l  be ap p ro x im ate ly  norm al, p e rm it t in g  more s e n s it iv e  te s ts  o f 
s t a t io n a r i t y .
An autom atic  a n a ly s is  using cu m u lative  sum tech n iq u es . Cusum techniques  
prov ide  s e n s it iv e  te s ts  o f the hypothesis  th a t  the expected va lu es  o f a s e r ie s  
is  changing over time (see van Dobben de Bruyn, 1 9 6 8 ). Each va lu e  is  tes ted  
a g a in s t a b u rs t th re s h o ld , some m u lt ip le  o f the c u rre n t e s tim a te  o f the 
expected v a lu e . I f  the th resh o ld  is  not exceeded, the v a lu e  is  accum ulated  
and the graph o f the cusum te s te d : thus bursts  and slow n o n -s ta t io n a r i t ie s
can be d is tin g u is h e d .
IAssume th a t the process has been in  c o n tro l,  i . e .  no change d e te c te d , since  
the k-Lh v a lu e . The v a lu e  y  ^ ( lo g  F-H e s tim a te ) has ju s t  been co 1 le c te d ,
The expected va lue  o f y in  tht^ J^ange (k ,  i - ' l )  can be estim ated  by
p. « (s . . -  &. , ) / ( i  —k) « y . / ( i ~ k ) .  The steps to be taken are summarised
1 — L 1 “ X 1C ” 1 , —— lJ=k
in  f ig u re  8 .
i
F ig u re 8 : Autom atic procedure fo r  the de te c t io n  ‘o f b urs ts  and slow non-
s ta t io n a r i  t ie s
Each fi'equency component o f the EEG reco rd  is  c la s s i f ie d  in to  b urs ts  or segments 
d uring  which i t  is  s ta t io n a r y , over which the o r ig in a l  F-H components are  
averaged to produce s ta b le  e s tim a te s .
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APPENDIX B: COMPUTER PROGRAMS
1. P ro g ram to  compute the  HHT
The a lg o r ith m , re q u ir in g  o n ly  3N-4 a d d itio n s  
or s u b tra c t io n s , is  i l lu s t r a t e d  in  the  fo llo w in g  
f lo w -c h a r t  fo r  N=8;
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D ig i t a l  f i l t e r i n g  program
Convergence fa c to rs  (see p ,132  o f r e f  54) 
are  used.
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RAM (j 16Q )
i n p u t  irC Ro
OUTPUT 2=cP0 
OUTPUT 3zCP1 
OUTPUT 4=cP2 
, OUTPUT 5=cP3 
OUTPUT 6=cP4 
, OUTPUT 7=CP5 
i OUTPUT 8=CPG 
OUTPUT 9 =CP7 
OUTPUT 10=cP8 
OUTPUT 1 1 ~c P 9 
OUTPUT 12=CP*0 
OUTPUT 13=CP 1 1 
end
MASTER QQQQ 
i n t e g e r  nmc256> 
REAL A (128),S (65) 
DATA N / 128/
DO 4 LL = 1 >29 0 
READ(1,10)NM 
10 pORMAT (814)
KK = 1 
NN - I
1 DO 2 1 = 1, N 
K =2*1-NN
2 A <I)=NM(K)
CALL HHS (N>A)
....... CALCULATE HAD-HAAR SPECTRUM
L -2 
j  = l
DO 3 1=1,4
j= *2
DO 3 K - 1>J“ 1>2 
L -L + l
M = j+K
M2=2*M
M22rM2+2
3 SCL) = (A (M )*A (M)-FA CM2)»=A (M2)+A (M22)*A (M22))/ 1 6384 
S(l)=A(l)*A(l)/4096
S (2) = (A(2)*A(2)+A(4)*A(4))/8l92
136,
o
o
o
 
o 
o 
o
o
o
KK=KK + 1
WRITE (KK,11)S(1)
KK=KK+1
WRITE (KK,I1 )S (2)
KK=KK+1
WRITE(KK,11) S (3)
11 f ORMAT(8F8 . 1 )
KK=KK+l
WRITE (KK,11>S(4),SC5) 
KK=KK+1
WRI TD (KK , 1 1 ) (S (I), I =6,9) 
KK=KK+l
WRITE (KK, 1 1) (S (I),1 = 10,17) 
NM =0
If CKK-7)1,1,4 
4 CONTINUE 
STOP 
END
SUBROUTINE h h s  (N,A)
REAL A <jj) ,B 0 2 8 )
...... CALCULATE HAAR COEFFICIENTS (B)
M=N/2 
F =N**0 .5
1 DO 2 J = 1 ,M
B (M+j) = (A (2*J-1)-A (2*J ) )*F
2 A (j)=A (2*j~l )+A (2*J )
IF (M-1 ■)3,3,0
M=M/2
F = F / 1 .4142 
GO TO 1
...e.CALCULATE h a d -h a a r  COEFFICIENTS CA)
3 DO A j=4,N>2
A (j ) = (B (j -1) -B (j ) )* 0 , 70 71
4 A C j - 1 ) = ( B ( j - 1 ) + B ( j ) ) * 0  .7071 
A (2)=B (2)
RETURN
E nd
FlMlSH
1, 3 7 .
f i l
LIST ■
PROGRAM (j 1 <^ )
I n p u t  i = c . r o
i n p u t  2=c r i  
o u t p u t  3=CP0 
OUTPUT 4=LP0
E nd
m a s t e r  q q q q
I n t e g e r  n (2,38400) ,m w (2,38400) 
REAL W (1 00)
READ(2,12)NP>JS,FCUT 
12 FDRMATC2I 6 , F 0 . 0 )
w o =f c u t
DO 1 K=1,JS 
U =K*3,14159265 
H = (SIN(D*f CUT))/U 
V "2 ♦ 0*U/(2*jS + l)
1 WCK)=H*(SlN(V))/V
WRI TE (4,1 0 )W 0 , (W (K ) ,K = 1 ,jS ) 
10 FORMAT(8F7.4)
NR=NP+2*JS
R E A D C 1 , 11) C(N (I fJ) *1 =1,2) ,J = 1 ,NR)
DO 9 j = 1,2 
DO 9 I=JS + 1 ,JS+NP 
Z=N(j#I>*W0 
DO 5 K=1,JS 
F=NCj,I+K)+NCj,I-K) 
• 5 Z =Z+F*W(K)
9 MW(j,I-JS) =Z
WRI TE (3 ,1 1) ( (MW (J ,1 ) ,J = 1 ,2) ,1 = 1 ,NP) 
11 f ORMAT(8I4)
STOP
END
f i n i s h
