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3Abstract
In this PhD thesis the process of acoustic-seismic coupling and a method to reduce
acoustically induced soil vibrations by applying an acoustic shielding to seismic sensors
are investigated.
The research is motivated by the veriﬁcation of the Comprehensive Nuclear-Test-Ban
Treaty: During on-site inspections sensitive seismic measurements can be performed
to record seismic aftershocks created in the aftermath of a large, underground,
human-caused explosion. This aims to precisely localise the hypocentre of that explosion
to verify whether its origin was a nuclear or chemical one. However, these seismic
measurements can be disturbed by other seismic signals in the inspection area and
thus weak aftershock signals might go undetected. In this work disturbances caused
by airborne sources are analysed: When sound waves hit the ground they excite soil
vibrations which can mask weak aftershock signals. The ﬁndings of this work can be
used in the development of new guidelines to improve the sensitivity of seismic on-site
inspection measurements.
For this measurements of sound pressure and the acoustically excited soil velocity,
recorded with geophones places at the soil surface and in burying depths of up to 0.6m,
in ﬂat terrain with sandy soil, are presented. The acoustic excitation was realised
by broadband sound of jet-aircraft overﬂights, covering a broad range of incidence
angles and due to the large distance arriving as plane waves, and of noise artiﬁcially
produced by a speaker. By evaluating a multitude of overﬂight events it is shown that
the acoustic-seismic coupling coeﬃcient (i.e. the spectral ratio between soil velocity and
sound pressure) only depends on the angle of incidence of the acoustic wave and the
frequency. Thus, angle-dependent averaging of the coupling coeﬃcient, obtained from
the signals of several overﬂight events, can be performed which signiﬁcantly improves the
signal-to-noise ratio. While previous publications presented only pointwise measurements
in this work results for a wide range of angles of incidence and frequencies are presented.
In seismic spectral signal frequency bands of increased and decreased soil velocity are
observed. These are caused by interfering seismic waves: The directly acoustically
excited wave and waves which have been acoustically excited in a certain horizontal
distance and which have been reﬂected within the ground before reaching the sensor.
The seismic response to the broadband acoustic excitation with a range of incidence
angles is used to obtain near-surface soil properties e.g. the P-wave velocity and the
depth of the reﬂecting boundary. For this three theoretical models are introduced taking
into account contributions of diﬀerent numbers and types of the interfering waves. While
sensors placed at the surface generally lead to the most reliable results, buried sensors
are used to verify the models.
Additionally, during several measurements an acoustic shielding is placed over some
4sensors. Thus, the sound pressure of the incident acoustic waves is reduced signiﬁcantly.
From the soil velocity recorded with the shielded geophones and the reﬂection
characteristics the horizontal propagation range of acoustically induced seismic signals is
estimated. It is shown that treating the process of acosutic-seismic coupling as a local
eﬀect is an insuﬃcient approach.
Finally, ﬁrst suggestions for acoustic shieldings to reduce disturbing signals during
sensitive seismic measurements are presented and the applicability during on-site
inspections is discussed. An outlook for further research is given: Design and material of
a suitable acoustic shielding should be investigated to fulﬁl requirements of high acoustic
damping properties for signals of frequencies of a few Hz.
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Chapter 1
Introduction
1.1 Nuclear Disarmament and the Test-Ban Treaty
Even after the end of the Cold War era about 15,000 nuclear weapons still exist globally
[1]. On the one hand their total number has decreased over the last decades. On the
other hand a new member joined the club of nuclear weapon states (NWSs)1: North
Korea which performed test explosions of nuclear bombs for the ﬁrst time in 2006 and
again in 2009, 2013 and the two most recent ones in 2016 [3]. The main diﬀerence
between nuclear weapons and conventional weapons lies in nuclear weapons’ enormous
energy release of up to several megatons TNT equivalent and the radiation emitted
during their explosion. Thus, nuclear weapons are characterised as weapons of mass
destruction. The usage of only a fraction of the world’s nuclear arsenals could result
in tremendous fatalities and would be capable of making vast areas or even the whole
world uninhabitable for humankind. The latter would be caused by the radioactive
contamination of the hit areas, fallout of contaminated dust transported by wind or even
a nuclear winter [4].
Given the enormous power of these weapons and the long-term consequences of their
use, scenarios of a war involving the intentional use of nuclear weapons seem very
unlikely: The use of a nuclear weapon against another NWS or its military allies would
almost certainly result in nuclear retaliation and thus result in fatal consequences for
both sites – a scenario called mutually assured destruction. Furthermore, diplomatic and
public pressure would make it very unlikely to use these weapons against a non-NWS
nowadays.2 Thus, the main purposes of nuclear weapons seem to be a display of power
1The text of the Treaty on the Non-Proliferation of Nuclear Weapons (NPT) [2] recognises the following
states as nuclear weapon states: China, France, Russia, the United Kingdom and the United States.
Further states (not members to the NPT) possessing nuclear weapons are India, Israel (not declared
officially), North Korea and Pakistan. Unlike the NPT, in this work I refer to a state which de facto
possesses nuclear weapons as a NWS, i.e. all the states listed here. Consequently, non-NWS refers to a
state which does not possess its own nuclear weapons.
2It should be noted that such a use was considered several times, e.g. by the United States during the
Vietnam War. However, the fact that nuclear weapons have not been used in a war since World War II
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and deterrence, i.e. keeping potential opponents from using their nuclear warheads.
However, simply giving up one’s own nuclear arsenal seems not to be an option,
especially if other states refuse to do so as well. So far South Africa has been the only
state to completely dismantle its own nuclear weapons which it did under international
veriﬁcation in the 1990s.
The possession of nuclear weapons can be modelled with the help of the prisoners’
dilemma [5]: Each NWS has to decide either to keep its nuclear weapons or to abolish
them. The former is the most beneﬁcial strategy independent of the actions of the other
states: When other states decide to keep their nuclear weapons it is safer to also keep
one’s own. On the other hand, when they decide to abolish their nuclear weapons,
keeping one’s own gives oneself a strategic advantage over them – in the extreme case
a very substantial one, if one state became the only remaining actor possessing nuclear
weapons. On the ﬂip side abolishing nuclear weapons could result in a disadvantage with
respect to other NWSs deciding to keep their nuclear weapons. However, if all NWSs
decided to abolish their nuclear weapons, the global security level would be increased
signiﬁcantly. Consequently, this outcome would be beneﬁcial to all and thus the most
desirable one – but also would require mutual agreement and compliance of all involved
actors.
In conclusion, states have an incentive to maintain (or try to acquire) nuclear weapons
to feel protected from others and in general to protect their own interests. However,
with many actors capable of the use and the counter-use of nuclear weapons – posing
the imminent risk of an intended or accidental nuclear exchange – the worldwide level of
security is much lower than it would be without nuclear weapons.3 This contradiction is
called the global security paradox or security dilemma.
Already during the research and the development of the ﬁrst nuclear weapons
scientists raised concerns about them. After the actual use of two nuclear bombs during
World War II – in Hiroshima on 6th August 1945 and in Nagasaki on 9th August 1945 –
and especially since the nuclear arms race during the Cold War era, considerable eﬀorts
for a global nuclear disarmament were made by various actors. These include civil and
non-governmental organisations’ initiatives like the International Campaign to Abolish
Nuclear Weapons [7] and the Pugwash Conferences [8], bilateral agreements (for example
the Strategic Arms Limitation Talks [9] and the Strategic Arms Reduction Treaty4
[10] between the United States and the Soviet Union or Russia respectively) as well as
confirms the made statement.
3The argument might be raised that there has been no major war between NWSs due to nuclear
weapons’ effective deterrence, which indicates a high level of global security. However, this is a misleading
justification for nuclear weapons, since freeing the world of nuclear weapons need not mean it is open for
conventional wars again (discussed e.g. in [6]).
4The formal name of the treaty is The Treaty Between the United States of America and the Union
of Soviet Socialist Republics on the Reduction and Limitation of Strategic Offensive Arms.
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multilateral treaties. The most recent one of the latter is the Treaty on the Prohibition
of Nuclear Weapons adopted by a United Nations (UN) conference in July 2017 [11].
A more prominent multilateral treaty is the NPT [2] from 1968, the member states of
which agree to the following: The ﬁve oﬃcially recognised NWSs are prohibited from
providing other states with nuclear weapons, sharing their knowledge to build them as
well as guiding or assisting other states in doing so on their own. All non-NWSs parties
to the treaty are prohibited from trying to acquire nuclear weapons but in return should
be assisted in the civil use of nuclear power. Furthermore, all member states agree to
take serious measures for a complete nuclear disarmament under international control.
If a state attempts to develop nuclear weapons for the ﬁrst time without help from
other NWSs, testing is required. Testing is also required when NWSs strive to improve
their nuclear weapons. This is why there were more than 2000 nuclear tests conducted
by all NWSs since 1945 [12]. Consequentially, prohibiting such tests is an important
step towards nuclear disarmament and the prevention of nuclear proliferation. A ﬁrst
attempt to stop these tests was the Limited Test-Ban Treaty (LTBT) [13] from 1963,
which prohibits all nuclear test explosions except underground ones. At that time, it
was not possible to distinguish without doubt between the seismic signals of a buried
nuclear explosion and those of an earthquake. With advancing knowledge in geoscience,
seismology and geophysics these issues could be settled in the following decades clearing
the way for a ban of all nuclear tests. Thus, in 1996 the Comprehensive Nuclear-Test-Ban
Treaty (CTBT) [14] was adopted by the UN General Assembly. Since then, more than
180 states have signed it and more than 160 also ratiﬁed the treaty. However, even
though 2016 marked its 20th anniversary it still has not entered into force. This means
that it is not binding international law yet, even though with very few exceptions all
states have complied with it. In order to enter into force signature and ratiﬁcation of the
treaty by all states listed in Annex II are required: These are all states that operated
nuclear programs (regardless whether these were civilian or military ones) in 1996.
Among these China, Egypt, Iran, Israel and the United States have not ratiﬁed and
India, North Korea and Pakistan have neither signed nor ratiﬁed the treaty as of July
2017.
To ensure compliance with the treaty good will and trust is not enough. Rather strict
international veriﬁcation with scientiﬁcally sound measures is required so that no nuclear
explosion will go undetected. For this purpose an organisation was founded to monitor
compliance with the treaty by the member states.
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1.2 Verification of the Comprehensive Nuclear-Test-
Ban Treaty
In 1996 the Comprehensive Nuclear-Test-Ban Treaty Organization (CTBTO)5 was es-
tablished, which is tasked among other things with the veriﬁcation of the CTBT. This
organisation sets up the International Monitoring System (IMS) [15], a worldwide sensor
network to detect potential nuclear explosions. Additionally, it trains inspectors who can
carry out future on-site inspections (OSIs) [16] to check whether an underground explo-
sion that has been detected teleseismically is of nuclear or chemical origin. The IMS and
OSIs form the two pillars of the veriﬁcation regime for the CTBT. While the former is
almost completely functional, the latter can only be conducted once the treaty enters into
force. An additional task of the CTBTO is to promote the Test-Ban Treaty.
1.2.1 The International Monitoring System
The IMS is a sensor network designed to detect any potential nuclear explosion worldwide
with a yield of 1 kt TNT equivalent or more. When completed, the IMS will consist
of 321 sensor stations: 50 primary and 120 auxiliary seismic stations, 80 radionuclide
stations, 60 infrasound stations and 11 hydro-acoustic stations. Additionally, the IMS
facilities include 16 radionuclide laboratories to provide independent analysis of samples
collected at the radionuclide stations. About 90 percent of the sensor stations are already
certiﬁed and operating [17]. A detailed description of the IMS and the used technologies
is given in Part I of the Protocol to the CTBT. Additionally, all sensor stations are listed
in Annex 1 to the Protocol.
The seismic stations record elastic waves propagating through the Earth and along
its surface. It is a major achievement of seismology to be able to distinguish between
earthquakes and human-caused explosions. If seismic waves of the same event are
recorded at several stations its origin can be localised. Thus, seismic recordings play the
most important role in the detection of underground nuclear tests [18].
In radionuclide stations particles are ﬁltered from the surrounding air. These samples
are analysed for non-naturally occurring isotopes that might have been released into the
atmosphere during or after a nuclear test. The high sensitivity of these stations and
the distribution of the radionuclides all over the hemisphere almost certainly ensure the
detection of these isotopes. If speciﬁc radionuclides are detected, this technology gives
unambiguous evidence that an explosion was of nuclear origin [19].
Infrasound stations record low-frequency atmospheric pressure ﬂuctuations which would
be caused during atmospheric tests. These signals are reﬂected at high atmospheric
5Until entry into force of the treaty, the organisation’s official status is that of an interim organisa-
tion. While its official name is Preparatory Commission for the Comprehensive Nuclear-Test-Ban Treaty
Organization, I refer to it as Comprehensive Nuclear-Test-Ban Treaty Organization throughout this work.
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layers and at the ground and thus propagate over a long range around the globe [20].
For hydro-acoustic monitoring six hydrophones are positioned in a depth of about 750m
in the oceans and ﬁve T-phase geophones are placed at the shores of steep-sloped islands.
The former record hydro-acoustic waves and the latter detect seismic waves that are
excited when waterborne acoustic energy hits the land. Due to the very long range of
underwater sound waves in the so-called Sound Fixing and Ranging Channel – which acts
like an underwater waveguide formed by temperature, pressure and salinity gradients –
only 11 stations are suﬃcient to detect signs of underwater nuclear tests worldwide [21].
The importance of seismic monitoring can be understood when taking a closer
look at the diﬀerent possible locations for a nuclear test and the respective probability
of the nuclear test to be detected from outside of the territory of the state which
conducted the test. When tests are performed in the atmosphere or under water
radionuclides released into the atmosphere during the test will be transported over the
whole northern or southern hemisphere, respectively. These radionuclides can easily
be detected by the radionuclide stations. A test in outer space can be detected by
its emitted ﬂash via satellites and electromagnetic pulse as well as by the detection
of radiation. However, since the implementation of the LTBT in 1963 most tests
were carried out underground the detection of which is more challenging [22]. A
human-caused underground explosion can be distinguished from an earthquake e.g. by
the spectral characteristics of the seismic signals and the ground-motion directions at
the ﬁrst arrival of the signal at the globally distributed seismic sensors. However, in
order to distinguish from a distance whether an explosion was of nuclear or chemical
origin the detection of radionuclides by IMS stations is required. The release of those
might be prevented if the nuclear test is performed underground at a depth of several
hundred metres and beneath layers of clay, rock or other media that can contain
the gases. However, gases from the explosion might still escape through cracks in
the ground. If no radionuclides can be detected in the aftermath of an underground
explosion, the seismic stations will give the best evidence of such a potential nuclear
test. Therefore, more than half of the IMS stations are seismic ones forming a
dense global network. Considering the fact that the only feasible way to conceal a
nuclear test is to do it underground, the importance of these seismic sensors is highlighted.
Additionally, data of the IMS are used for other purposes beside the veriﬁcation
of the CTBT: After the accident in a Fukushima nuclear power plant on 11th March 2011
data from IMS radionuclide stations were used to track the spread of radioactive isotopes
around the globe in order to provide information and warning of potential hazards to
the public. Accordingly, atmospherically transported radioisotopes like Cs-137 and I-131
as well as noble gas isotopes like Xe-133 were detected one day after the accident at the
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radionuclide station RN38 in Takasaki, Japan, after nine days in North America and
after less than two weeks in Europe e.g. at the German radionuclide station RN33 near
Freiburg [23].
Furthermore, since 2006 seismic data from IMS stations are used for tsunami warning
mainly in the region of the Indo-Paciﬁc [24].
1.2.2 On-site-inspections for the CTBT
All of the data collected at IMS stations are transmitted to the International Data Centre
of the CTBTO in Vienna, where they are processed. The raw data and the processed
ones are then made available to all member states of the treaty for their own analysis.
The data are analysed for suspicious events indicating a potential nuclear test: Either an
unusually large human-caused explosion or the release of radionuclides. After entry into
force of the CTBT each member state can request an OSI in the area where a potential
underground nuclear explosion is suspected, indicated by recordings from the IMS or from
national technical means. If approved by the Executive Council of the CTBTO, the OSI
will commence quickly, as time is of the essence for the veriﬁcation. The inspection area
must not exceed 1000 km2, as speciﬁed by the Protocol to the CTBT, Part II, Article
3. Other speciﬁcations of an OSI are also strictly deﬁned in Part II of the Protocol to
the CTBT – like its duration (Article 4), the number of inspectors (Article 9) and the
approved equipment that can be used by the inspectors (Articles 36 - 40). Until today
several extensive OSI ﬁeld exercises were carried out – the last one in Jordan in December
2014 [25].
The main purpose of an OSI is to gain evidence whether the suspicious event was caused
by a nuclear or a chemical explosion. To be able to do this inspectors need to locate the
hypocentre of the explosion as precisely as possible and proceed to collect gas samples
either directly from the cavity of the explosion or at the surface above it. These gas
samples are analysed for short-lived radionuclides which would have been produced during
a nuclear explosion. The ﬁndings of the inspection are reported to the Executive Council,
which then has to decide whether a violation of the treaty was committed. A violation
will be reported to the UN, e.g. to the UN Security Council, which will decide about
further consequences.
The precision in the localisation of the hypocentre of an underground explosion by the
IMS is in the range of ten kilometres. However, during an OSI the aim is to localise
it with a accuracy of 0.1 km. To achieve this inspectors can use multiple techniques in
the inspection area, as for example overﬂights, multi-spectral imaging, gamma radiation
monitoring as well as magnetic and gravitational ﬁeld mapping.
An important method is the use of the so-called Seismic Aftershock Monitoring System
(SAMS), which uses a local network of seismic sensors placed in the inspection area to
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record aftershocks of the explosion. These aftershocks can be caused by a partial or full
cave-in of the cavity from the explosion. Cooling and decompression with the associated
fracturing in the surrounding rock will also lead to seismic aftershocks. When these
aftershock signals are recorded at several SAMS stations, the cavity can be localised
using triangulation methods. The number of such aftershocks will decrease rapidly: It
is estimated that only one single event of local magnitude ML = - 2.0 per day can be
detected two weeks after the explosion. However, other sources in the inspection area
might cause seismic signals of larger magnitude and therefore mask the weak aftershock
signals so that they might go undetected.
Acoustically induced disturbances form the motivation for the research performed in this
work (see Section 1.3). These signals can be caused by airborne sources such as aircraft or
helicopters that are used by the inspectors themselves to monitor the area. Additionally,
concerns have been raised that the OSI could be disturbed intentionally e.g. by jet-
aircraft overﬂights or by machinery for road-building. For an eﬀective performance of
SAMS measurements during an OSI disturbing seismic signals have to be minimised or
prevented.6
1.3 About this work
In the present work airborne acoustic signals and the resulting seismic responses are
investigated. In order to excite soil vibration by (nearly) plane waves of a wide frequency
range between few tens and several hundreds of Hz, the noise from jet aircraft passing
overhead was used. The large distance between the aircraft and the sensors of several
hundred metres made sure that the incident waves were plane over the range of the used
setup of less than 10m. From the trajectory of the aircraft a wide range of angles of
incidence and thus quasi-continuously changing excitation conditions are obtained.
Additionally, the method of acoustically shielding sensors from the directly incident
sound waves is presented and measurements with an experimental shielding design are
performed and analysed. It is shown that the amplitudes of acoustically induced seismic
waves can be reduced signiﬁcantly. This aims at developing guidelines to improve the
sensitivity of SAMS measurements during OSIs for the veriﬁcation of the CTBT.
The work was carried out in the working group Physics and Disarmament at the
Technische Universität Dortmund, Germany. Acoustic and seismic research has been
conducted by the members of the working group for several disarmament purposes.
Among them are investigations of the signals from military land and air vehicles for
veriﬁcation of disarmament and peace agreements [28, 29, 30], and of co-operative
6An alternative approach could be to remove such disturbances by post-processing. For periodic
signals this can be achieved by fitting and removing of spectral peaks (see [26] for mono-frequent signals
and [27] for an extension to signals with frequencies linearly varying in time).
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early-warning sensors for ballistic missile launches [31].7 Other measurements of the
working group aimed at monitoring nuclear ﬁnal repositories with seismic sensors to
detect attempts to unauthorisedly acquire ﬁssile material [32, 33]. In the context of
the CTBT an article [26] and a PhD thesis have been published [27] which present
algorithms to subtract periodic content from SAMS recordings.
The interaction of sound waves with the ground, where they can excite soil vi-
bration, has been investigated in several contexts, such as the seismic recordings of
meteor entries [34], thunder [35], sonic booms [36], rocket launches [37] or atmospheric
explosions [38] as well as in the ﬁeld of infrasound seismics [39].
The theoretical background of this ﬁeld of research is given by the theory of wave
propagation at a boundary between a ﬂuid and a solid [40], or in a porous solid with
ﬂuid-ﬁlled pores [41, 42]. The latter references predict three propagating waves in the
air-ﬁlled porous ground – one slow, strongly attenuated compressional wave mainly in
the air-ﬁlled pores (Biot type II, see [41]) and a P and an S wave where the soil matrix
and the air move in phase. P waves, which are most important for this work, as well as
S waves are caused by the friction of the air in the pores at the grain skeleton, building
up as the Type-II wave attenuates over a range on the order of 10 cm [43].
Acoustic-seismic coupling has been investigated systematically in several modes.8 Studies
with variation of the incidence angle used small distances (up to few tens of metres)
between a speaker, estimated as a point source, and the sensors. Thus, the wavefronts
hitting the ground had signiﬁcant curvature. Additionally, the source position was ﬁxed
or varied among a few locations resulting in pointwise measurements with respect to the
incident angle of the acoustic signal [45, 46, 47]. Although in one study geophones had
been buried during the measurements, only theoretical explanations for surface sensors
are provided [46]. Investigations to determine wave velocities were conducted under
laboratory conditions. They used very small samples of porous media with dimensions
of millimetres [48] up to tens of centimeters [43]. In [49] measurements and extensive
numerical modelling of seismic waves excited by a speaker are presented and the use of
acoustic sources for near-surface exploration is discussed.
Plane wavefronts of the acoustic signal as the result of long-range propagation over
hundreds of metres to a few kilometres were achieved by explosions at the ground; here
the incidence was grazing [44, 50]. One study used explosions at several kilometres
altitude [38].
Even though the plane acoustic wave hits the ground in a wide area exciting soil
vibrations, theoretical descriptions treat acoustic-seismic coupling as local eﬀect: The
7Some of the measurements were performed by the Bochum Verification Project at the Ruhr-
Universität Bochum, Germany. This work is since 2001 continued in the working group Physics and
Disarmament at the Technische Universität Dortmund, Germany.
8[44] provides references and an overview of the theory.
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recorded seismic signal is interpreted as excited directly at the sensor (for geophones
placed at the surface) or slantly above it (for buried geophones). Few references (e.g.
[46]) consider contributions from a seismic wave reﬂected once at an underground
boundary. In this work it is shown, that seismic waves reﬂected multiple times within the
soil contribute signiﬁcantly to the recorded soil vibration. Correspondingly, acoustically
induced soil vibrations excited in a horizontal distance of several metres around the
sensor need to be taken into account. Due to frequency-dependent absorption in the soil
the inﬂuence of multiply reﬂected waves decreases with frequency.
Additional to the investigation of the acoustic-seismic coupling process an acoustic
shielding was applied to several sensors to investigate the possibilities to reduce
acoustically-induced signals during sensitive seismic measurements. The process of
the reduction of sound pressure by porous absorbers and reﬂecting surfaces is treated
for example to reduce noise in inhabited areas [51]. No work is known to the author
which discusses the reduction of sound pressure to improve the sensitivity of seismic
measurements.9
1.3.1 General usability
Even though this work is motivated by the veriﬁcation of the CTBT the ﬁndings can be
applied to other sensitive seismic measurements: Acoustic signals might lead to disturb-
ing soil vibrations the amplitudes of which can be reduced by a suitable shielding of the
sensors.
The process of acoustic-seismic coupling can lead to signiﬁcant seismic amplitudes. Con-
sidering this, also signals in existing recordings might be interpreted as acoustically-
induced ones.
Furthermore, to obtain near-surface soil properties the introduced models of the propa-
gation of acoustically induced seismic waves and the associated algorithms can be used.
Thus, acoustic sources like aircraft or speakers might ﬁnd application for the exploration
of near-surface soil structures.
1.3.2 Outline of this work
Here the main contents of the chapters of this work are summarised:
Chapter 1: The political background for this work of nuclear disarmament and
especially the CTBT is presented. The veriﬁcation regime of the CTBT by the IMS
and OSIs is introduced. The problem of disturbing acoustically-induced seismic sig-
9The standard technique in seismology of putting seismic sensors underground uses the distance to
reduce disturbances from the surface, including acoustically produced ones. However, this is not easily
applicable in the short time for setting up a SAMS.
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nals during sensitive OSI measurements is raised which forms the motivation for this work.
Chapter 2: The fundamental equations of wave propagation in a solid and a
ﬂuid are given. A model of the layered soil used throughout this work and the respective
boundary conditions are presented. Furthermore, diﬀerent theoretical models to explain
the recorded interference pattern of seismic waves are derived.
Chapter 3: The measurement instrumentation and the acoustic sources used
during measurements conducted in the frame of the work are presented. The most
important measurements near the airport Münster-Osnabrück, Germany (FMO) are
described.
Chapter 4: Selected signals of various recorded events are shown in the time
and in the frequency domain and their characteristics are discussed. The acoustic-seismic
coupling coeﬃcient is introduced as an eﬀective method of the evaluations. The
inﬂuences of various seismic waves on the recorded signal are estimated. The ﬁt
algorithm to compare measured data and theoretical models is introduced. With it
near-surface soil properties are obtained. Furthermore, recordings using an acoustic
shielding of several sensors from the directly incident acoustic waves are discussed. From
this recommendations for the use during an OSI are derived.
Chapter 5: The ﬁndings of this work are summarised with respect to advances
in the ﬁeld of acoustic-seismic coupling and regarding their applicability for OSI
measurements. An outlook for further research is given including several aspects how
measurements and algorithms could be improved.
Appendix: In the appendices the equations of the phase diﬀerence between seis-
mic waves (Eq. (2.71)) and of the spectral amplitude distribution of any number of
interfering waves (Eq. (2.73)) are derived. Supplementary details on the analysed
aircraft overﬂight events as well as on the sensor setup are presented. The calculation
of the background level of the sensors used at the measurement site near the airport
FMO is demonstrated. Additional spectrograms of sound pressure and soil velocity of
various recorded events as well as plots of theoretically obtained interference amplitude
distributions are shown. Finally, an estimate of the damping coeﬃcient in unconsolidated
soil is made.
Chapter 2
Theory
The propagation of waves in isotropic, homogeneous media as well as the conditions of
reﬂection and refraction at a boundary between two such media have been investigated
and described in detail. A basic understanding of the various waves types, their boundary
conditions as well as their interaction is required for this work. Thus, in this chapter the
theoretical background is developed, mainly following [40], [41] and [52] using the notation
of the former.
Firstly, in Section 2.1 the equations of motion for an inﬁnitesimally small volume element
in an isotropic, elastic medium for a solid and a ﬂuid are derived. These equations give a
full characterisation of propagating seismic and acoustic waves. Additionally, the appli-
cability of the geometrically obtained approximations for spherical and plane waves are
discussed.
In Section 2.2 the soil model used throughout this work is introduced. For this wave
propagation at a boundary between homogeneous layers of diﬀerent elastic properties is
discussed. Then the equations necessary to calculate the required reﬂection and transmis-
sion coeﬃcients at these boundaries are provided. These coeﬃcients give also information
about the phase jump of the components of seismic waves upon reﬂection which are dis-
cussed afterwards.
Finally, in Section 2.3 the interference of seismic waves is described theoretically. Firstly,
a simple model of three interfering P waves is introduced. Then, the model is extended
to give a comprehensive description of the complex displacement ﬁeld caused by various
seismic waves propagating in the soil.
2.1 Wave equations in an isotropic, elastic medium
The response of a deformable body upon which an external force is acting can be described
as the superposition of translation, deformation and rotation. Consider a small volume
element containing two inﬁnitesimally neighbouring points O and Q. The Cartesian co-
ordinates of O shall be x, y, z and the respective components of its displacement (due to
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the force acting on the body) shall be u, v and w. The displacement of the neighbouring
point Q with the coordinates x+∆x, y+∆y, z+∆z can be expressed using a Taylor
expansion:
u+
∂u
∂x
∆x+
∂u
∂y
∆y+
∂u
∂z
∆z,
v+
∂v
∂x
∆x+
∂v
∂y
∆y+
∂v
∂z
∆z,
w+
∂w
∂x
∆x+
∂w
∂y
∆y+
∂w
∂z
∆z.
(2.1)
Here terms of higher order have been neglected which represents the assumption of small
strains in elastic waves.
Eq. (2.1) can be rewritten to separate the individual components of translation, rotation
and deformation:
u +(Ωy∆z−Ωz∆y)+(εxx∆x+ εxy∆y+ εxz∆z),
v +(Ωz∆x−Ωx∆z)+(εyx∆x+ εyy∆y+ εyz∆z),
w︸︷︷︸
translation
+(Ωx∆y−Ωy∆x)︸                 ︷︷                 ︸
rotation
+(εzx∆x+ εzy∆y+ εzz∆z)︸                              ︷︷                              ︸
deformation
.
(2.2)
The ﬁrst elements in Eq. (2.2) refer to the translation of the point O. The second sum-
mands represent a rotation around an axis through O and the third ones a deformation
of the volume element. For the terms of the deformation, the following expressions are
introduced:
εxx =
∂u
∂x
, εxy = εyx =
1
2
(
∂u
∂y
+
∂v
∂x
)
,
εyy =
∂v
∂y
, εyz = εzy =
1
2
(
∂v
∂z
+
∂w
∂y
)
,
εzz =
∂w
∂z
, εzx = εxz =
1
2
(
∂w
∂x
+
∂u
∂z
)
.
(2.3)
Now the strain tensor can be deﬁned:
E =

εxx εxy εxz
εyx εyy εyz
εzx εzy εzz
 (2.4)
with symmetric elements εij = εji. The components on the principal axes represent
expansion (|εii| > 0) or compression (|εii| < 0) parallel to the coordinate axis. The
elements εij for i , j refer to a shear deformation. The sum of the principal elements, the
dilatation, given by
θ = εxx+ εyy+ εzz =
∂u
∂x
+
∂v
∂y
+
∂w
∂z
, (2.5)
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is independent of the chosen orthonormal system.
Accordingly, the terms of the rotation in Eq. (2.2) are expressed by:
Ωx =
1
2
(
∂w
∂y
− ∂v
∂z
)
, Ωy =
1
2
(
∂u
∂z
− ∂w
∂x
)
, Ωz =
1
2
(
∂v
∂x
− ∂u
∂y
)
. (2.6)
Thus, the antisymmetric rotation tensor with its elements Ωij = - Ωji and its principal
elements Ωii = 0 can be deﬁned.
To describe the forces acting upon an inﬁnitesimal small volume element of a
body the traction at point O on all planes passing through it need to be speciﬁed.
The traction on any plane can be described as the superposition of the components of
traction across planes running parallel to three planes perpendicular to each other. For
this the planes normal to the Cartesian coordinate axis are used. Thus, the stress tensor
P can be deﬁned as the forces, acting upon the respective surfaces of the volume:
P =

pxx pxy pxz
pyx pyy pyz
pzx pzy pzz
 . (2.7)
Here the ﬁrst index of pij refers to the plane normal to the coordinate axis i and the
second one states the direction of the traction, parallel to the coordinate axis j. Again,
the stress tensor is symmetric with pij = pji.
In elastic theory (corresponding to only inﬁnitesimally small deformations), which is gen-
erally used for seismology, the components of the stress pij are linear functions of all εkl.
Thus, the stress-strain relations, the generalised Hook’s Law, is given by
pik = cijklεkl (2.8)
with 36 elastic constants cijkl. In the special case of an isotropic medium only two elastic
constants remain, known as Lamé’s constants λL and µ.
10 Depending on context Lamé’s
ﬁrst and second parameter might be given diﬀerent names – I will refer to the second one
µ as rigidity as in [40].
10Contrary to the general use in literature, I will use the expression λL (instead of λ) to distinguish
Lamé’s first constant from the wavelength λ.
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Using Lamé’s constants the strain-stress relations can be expressed as:
pxx = λLθ+2µ
∂u
∂x
, pxy = pyx = µ
(
∂u
∂y
+
∂v
∂x
)
,
pyy = λLθ+2µ
∂v
∂y
, pyz = pzy = µ
(
∂v
∂z
+
∂w
∂y
)
,
pzz = λLθ+2µ
∂w
∂z
, pzx = pxz = µ
(
∂w
∂x
+
∂u
∂z
)
.
(2.9)
With these expressions the equations of motion of the small volume element upon which
an external force is acting can be given:
ρ
∂2u
∂t2
= (λL+µ)
∂θ
∂x
+µ∇2u,
ρ
∂2v
∂t2
= (λL+µ)
∂θ
∂y
+µ∇2v,
ρ
∂2w
∂t2
= (λL+µ)
∂θ
∂z
+µ∇2w.
(2.10)
Here ρ is the density in the material and ∂/∂t is the time derivative. Thus, the left terms
in Eq. (2.10) refer to the respective components of the inertia term of the small volume
element. Note, that generally body forces and surface forces acting upon a small volume
element would need to be considered. However, for the treatment of seismic waves, body
forces play a minor role and therefore they are generally neglected in seismology. Thus,
in Eq. (2.10) only the forces acting upon a surface of the volume element are taken into
account.
2.1.1 Wave in an ideal elastic fluid
For an ideal ﬂuid the rigidity µ vanishes which strongly simpliﬁes above equations. From
Eq. (2.9) one ﬁnds, that only the principal elements of the stress tensor are non-zero:
pxx = pyy = pzz = λLθ =−p,11 (2.11)
where the value −p is identiﬁed with the hydrostatic pressure of the ﬂuid. This means,
that in a ﬂuid only a compressional wave can propagate, while shear waves are not possible
due to the vanishing shear components: pij = 0 for i , j.
To obtain the wave equation a velocity potential ϕ is deﬁned as follows:
∂u
∂t
=
∂ϕ
∂x
,
∂v
∂t
=
∂ϕ
∂y
,
∂w
∂t
=
∂ϕ
∂z
. (2.12)
11With µ = 0 the Lamé constant λL can be identified with the incompressibility of the fluid.
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Using the equation of motion Eq. (2.10) and the deﬁnition of the dilatation θ (Eq. (2.5))
one ﬁnds (see [53]):
∇2ϕ= 1
v02
∂2ϕ
∂t2
. (2.13)
For the velocity of the wave in a ﬂuid v0 =
√
λL/ρ the expression v0 is used in this
work, referring to the velocity of an acoustic wave in air. This is to distinguish it from
the velocities of seismic waves which are introduced in Section 2.1.2. The wave equation
Eq. (2.13) is not only fulﬁlled for the three components of the velocity potential but also
for the deviations from the static values of pressure and density in the ﬂuid. The ﬁrst
is called sound pressure and will be used throughout this work to characterise acoustic
waves propagating in air.
Using the assumption of an ideal gas the temperature dependency of v0 is given by:
v0 =
√
cp
cv
RT
M
. (2.14)
Here R = 8.3145 J/(K mol) is the molar gas constant [54], T is the absolute temperature
and, if the gas under consideration is air, M = 28.97 g/mol is the molar mass of air
[55]. The ratio between cp and cv (i.e. the speciﬁc heat capacities at constant pressure
and volume, respectively) is approximately cp/cv ≈ 1.40. It varies only slightly with
temperature. Thus, the wave velocity of sound in air v0 is approximately proportional to
the square root of the temperature:
v0 ≈ 20.05
√
T
K
m
s
. (2.15)
2.1.2 Waves in a solid elastic body
To derive the wave equations in a solid elastic body a scalar potential ϕ and a vector
potential ψ(ψ1,ψ2,ψ3) are deﬁned for the displacement:
u=
∂ϕ
∂x
+
∂ψ3
∂y
− ∂ψ2
∂z
,
v =
∂ϕ
∂y
+
∂ψ1
∂z
− ∂ψ3
∂x
,
w =
∂ϕ
∂z
+
∂ψ2
∂x
− ∂ψ1
∂y
.
(2.16)
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Eq. (2.16) can also be written in vector form, showing the separation in a pure deformation
and a pure rotation more clearly:

u
v
w
= grad ϕ+curl

ψ1
ψ2
ψ3
 . (2.17)
Eq. (2.10) is fulﬁlled, if the potentials ϕ and ψi are solutions of the wave equations
∇2ϕ= 1
vP2
∂2ϕ
∂t2
(2.18)
and
∇2ψi = 1
vS2
∂2ψi
∂t2
. (2.19)
The respective wave velocities are given by:
vP =
√
λL+2µ
ρ
and vS =
√
µ
ρ
.12 (2.20)
In a solid body two types of waves can propagate: The ﬁrst type are compressional waves,
also called primary or P waves, with the wave velocity vP. The second type are shear
waves, also called secondary or S waves, with the respective velocity vS. For P waves the
displacement of a volume element is in the direction of propagation of the P wave. On the
contrary, for S waves the displacement is perpendicular to its direction of propagation.
Therefore, in seismology two orthogonal S waves are deﬁned using the Earth’s surface as
a plane of reference: SH waves have a displacement parallel to the surface and SV waves
show displacement perpendicular to the propagation direction of the wave as well as to
that of the SH waves.
P and SV waves each excite only P and SV wave upon reﬂection or refraction at a
plane, horizontally aligned boundary. SH waves can be treated separately – and since the
investigated sources are compressional waves, SH waves play no further role throughout
the evaluation presented in this work. Thus, when talking about S waves, I generally
imply that the wave is an SV wave.
2.1.3 Approximations for spherical and plane waves
Both compressional and shear waves can also be characterised by the form of their wave-
fronts, which are the locations of the propagating wave having the same phase. The wave
vector ~k, generally pointing in the direction of propagation of the wave, is at each point
12Note: In literature often the Greek letters α and β are used for vP and vS, respectively. I use the
letters α and β for angles in this work.
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normal to the wavefront. A point source emits waves whose wavefronts are the surfaces
of spheres, therefore these wave are called spherical waves. Physical sources with ﬁnite
dimensions r′ > 0 can be treated as a point source in a distance r & 4 ·λ, depending on
the wavelength λ of the emitted wave. This distance is referred to as the far ﬁeld of the
source – here the wavefronts can be assumed to be spherical. A spherical wave has the
form
u(~r, t) =
1
r
f1(r− ct)+ 1
r
f2(r+ ct). (2.21)
Here r is the radial distance from the source, expressed in spherical coordinates
~r = (r,Θ,Φ) (expressed in Cartesian coordinates r is given by r2 = x2 + y2 + z2). c
is the velocity of the wave and f1 and f2 are general solutions of the wave equation,
representing outgoing and incoming spherical waves. From Eq. (2.21) it is obvious that
a spherical wave shows radial symmetry towards its (point) source and can be fully
described using only the dependency on r – without any further dependencies on the
polar angle Θ or the azimuthal angle Φ of the spherical coordinates.
The emitted power of a spherical wave is distributed equally over a sphere. Thus,
conservation of energy requires that the intensity (i.e. the power per area) decreases
proportionally to 1/r2. Accordingly, the amplitude of a spherical wave decreases
proportionally to 1/r, as indicated in Eq. (2.21).
For many considerations like reﬂection and refraction it is more convenient to
deal with plane wavefronts rather than with spherical ones. A plane wave has the form
u(~r, t) = g1(~k~r−ωt)+g2(~k~r+ωt) (2.22)
with the angular frequency ω = 2πf = c · |~k|. The function g1 represents a wave propagat-
ing in the direction of ~r and g2 a wave propagating in the opposite direction.
The approximation of a spherical wave (emitted at point O) as a plane one required that
the wave properties of a point S on the sphere match those of a point P on a plane (see
Fig. 2.1). For this two conditions need to be fulﬁlled: Firstly, the dimension of interest in
radial direction ∆r (i.e. parallel to the wave vector ~k) needs to be small compared to the
distance from the source r: ∆r≪ r. Thus, the decrease of the amplitude of the wave (see
Eq. (2.21)) within the distance ∆r can be neglected and the approximation 1r ≈ 1|r+∆r|
is valid. Secondly, the phase diﬀerence due to the curvature of the spherical wavefront
between any point S of interest on a sphere of radius r and the respective point P on a
plane tangential to the sphere on a ﬁxed point Q needs to be small. It is geometrically
determined by r and the length r⊥ perpendicular to ~k, as sketched in Fig. 2.1. The path
between S and P is given by
∆r =
√
r2+ r2⊥− r, (2.23)
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transmitted seismic waves into the second soil layer are generally neglected here. How-
ever, their respective wave velocities are required for the calculation of the amplitudes of
the reﬂected waves at the underground boundary. Lastly, the amplitude ratios between
the waves excited upon reﬂection at the free surface and the upwards-propagating seismic
waves are needed. They are denoted with RsPP, R
s
PS, R
s
SP and R
s
SS, with the superscript
"s" indicating that these reﬂection coeﬃcients refer to the surface.
To obtain the amplitude ratios between the excited and the incident waves, equations tak-
ing into account the respective boundary conditions (i.e. continuity or vanishing of certain
components of stress and displacement) need to be solved. These are given separately in
Section 2.2.2 for a boundary between two solids, in Section 2.2.3 for a free surface and in
Section 2.2.4 for a boundary between a ﬂuid and a solid. The amplitude ratios given in
these sections refer to the displacement amplitudes of the full wave while the respective
vertical components are used for the evaluation (as discussed in Section 4.3.1).
To solve the equations of the boundary conditions the displacement potentials ϕ and ψ,
introduced in Eq. (2.16), are used. Without loss of generality shall the boundary between
medium 1 and medium 2 be horizontally aligned and the incident plane wave hits it from
above, i.e. its components of the wave vector point in positive x- and z-direction. With
the respective wave equations Eq. (2.18) and Eq. (2.19) it can be shown that the potentials
in the ﬁrst medium have the form:
ϕ(x,z, t) = ainc · eiω
(
sin(κP)
vP
x+
cos(κP)
vP
z−t
)
+aref · eiω
(
sin(κP)
vP
x−
cos(κP)
vP
z−t
)
(2.25)
and
ψ(x,z, t) = binc · eiω
(
sin(κS)
vS
x+
cos(κS)
vS
z−t
)
+ bref · eiω
(
sin(κS)
vS
x−
cos(κS)
vS
z−t
)
. (2.26)
In the second medium only the waves propagating away from the boundary exist, thus
both potentials can be written as:
ϕ′(x,z, t) = atrans · e
iω
(
sin(κ′P)
v′
P
x+
cos(κ′P)
v′
P
z−t
)
(2.27)
and
ψ′(x,z, t) = btrans · e
iω
(
sin(κ′S)
v′
S
x+
cos(κ′S)
v′
S
z−t
)
. (2.28)
Here the coeﬃcients ainc and aref are identiﬁed with the displacement amplitudes of the
incident P wave and the reﬂected P wave in medium 1 and the coeﬃcients binc and bref
refer to the respective amplitudes of the SV waves. atrans and btrans are amplitudes of the
P and SV waves transmitted in the second medium, respectively. All primed terms refer to
the second medium. Thus, vP and vS are the wave velocities of P and SV waves in the ﬁrst
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medium and v′P and v
′
S those in the second one. The angles κP and κS are the incidence
angles (which equal the reﬂection angles) in medium 1 of P and SV wave, respectively.
The angles κ′P and κ
′
S are the corresponding angles of refraction in the second medium. ω
is the angular frequency of the waves. The trigonometrical expressions in the exponents
represent the components in x- and z-direction of the velocities of the compressional and
shear waves in the respective medium. The displacements are obtained by solving the
respective boundary conditions as demonstrated in the following sections: Depending on
the two media (i.e. solid - solid, solid - vacuum or ﬂuid - solid) the equations Eq. (2.25)
to Eq. (2.28) are applied to the respective layer of the introduced model.
For the used soil model and therefore for the potentials in Eq. (2.25) to Eq. (2.28) the
coordinate system is chosen in such a way that P waves and SV waves do not depend
on y, i.e. wave vectors and displacements of incident, reﬂected and refracted waves are
contained in the x-z-plane.
2.2.1 General law of reflection and refraction
The relations between the acoustic angle of incidence, the seismic angles of refraction and
reﬂection (all shown in Fig. 2.2) and the wave velocities of P and SV waves are given by
the general laws of reﬂection and refraction:
p=
1
vhor
=
sin(α)
v0
=
sin(βP)
vP1
=
sin(βS)
vS1
=
sin(βP2)
vP2
=
sin(βS2)
vS2
. (2.29)
The common parameter p, referred to in literature as horizontal slowness, can be inter-
preted as the inverse of the velocity vhor with which a plane wavefront propagates along
a horizontally aligned boundary.
Obviously, if the incident and reﬂected waves have the same type (i.e. P or SV wave),
the reﬂection angle is equal to the incidence one.
2.2.2 Boundary between two solids
The most general case arises when the media on both sides of the boundary support com-
pressional and shear waves as is the case at the underground boundary between the ﬁrst
and the second soil layer (see Fig. 2.2). Boundary conditions require that the components
of the displacements u and w as well as the components of the stress tensor pzz and pzx
are continuous across the boundary. Expressing pzz and pzx in terms of ϕ and ψ (= ψ2
in the notation of Eq. (2.16))15 one ﬁnds:
pzz = λL∇2ϕ+2µ
(∂2ϕ
∂z2
+
∂2ψ
∂x∂z
)
and pzx = µ
(
2
∂2ϕ
∂x∂z
+
∂2ψ
∂x2
− ∂
2ψ
∂z2
)
. (2.30)
15This is due to the choice of the coordinate system with all waves contained in the x-z-plane. Thus,
the partial derivatives ∂
∂y
of the potentials vanish.
36 Theory
The respective expressions for u and w are obtained from Eq. (2.16) by neglecting all
terms depending on y due to the suitable choice of the coordinate system:
u=
∂ϕ
∂x
− ∂ψ
∂z
and w =
∂ϕ
∂z
+
∂ψ
∂x
. (2.31)
At the boundary between soil layer 1 and soil layer 2 the four conditions to be solved are:
pzz,1 = pzz,2, pzx,1 = pzx,2, u1 = u2 and w1 = w2. At that boundary only the amplitudes
of P or S waves incident from the ﬁrst soil layer as well as of the waves reﬂected back
upwards are of interest. Using the two potentials in both media for an incident P wave
(binc = 0) the amplitude ratios are obtained. Throughout this work they are refer to as
the reﬂection coeﬃcients at the underground boundary. They are given (as in [56]16) by:
RPP =
aref
ainc
=
1
l5
[(
m2
cos(βP)
vP1
−m3 cos(βP2)
vP2
)
l2−
(
m1+m4
cos(βP)
vP1
cos(βS2)
vS2
)
l4p
2
]
(2.32)
and
RPS =
bref
ainc
=−2cos(βP)
vS1
p
l5
(
m1m2+m3m4
cos(βP2)
vP2
cos(βS2)
vS2
)
. (2.33)
Corresponding equations are obtained for an incident SV wave (ainc = 0):
RSP =
aref
binc
=−2cos(βS)
vP1
p
l5
(
m1m2+m3m4
cos(βP2)
vP2
cos(βS2)
vS2
)
(2.34)
and
RSS =
bref
binc
=− 1
l5
[(
m2
cos(βS)
vS1
−m3 cos(βS2)
vS2
)
l1−
(
m1+m4
cos(βP2)
vP2
cos(βS)
vS1
)
l3p
2
]
.
(2.35)
Here p is the horizontal slowness as introduced in Eq. (2.29). The used coeﬃcients are:
m1 = ρ2(1−2v2S2p2)−ρ1(1−2v2S1p2), m2 = ρ2(1−2v2S2p2)+2ρ1v2S1p2,
m3 = ρ1(1−2v2S1p2)+2ρ2v2S2p2, m4 = 2(ρ2v2S2−ρ1v2S1)
16Many different formulae are found in literature for the various reflection coefficients, both for the
amplitude ratios of the displacement and the potentials, respectively. In the primary reference [40] equa-
tions for the special case λL = µ (and thus vP =
√
3 · vS) are given. This assumption cannot be made
for the underground boundary investigated in this thesis (since vP2 is significantly larger than
√
3 ·vS2),
thus the more general equations is given here (taken from [56]). For the surface boundary the equations
from [40] can be used, since vP1 ≈
√
3 ·vS1.
Additionally, special care should be taken whether the respective reflection coefficients refer to the dis-
placement or to the potentials. Throughout this work the used coefficients refer to the displacement.
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and
l1 =m2
cos(βP)
vP1
+m3
cos(βP2)
vP2
, l2 =m2
cos(βS)
vS1
+m3
cos(βS2)
vS2
,
l3 =m1−m4 cos(βP)
vP1
cos(βS2)
vS2
, l4 =m1−m4 cos(βP2)
vP2
cos(βS)
vS1
l5 = l1 · l2+ l3 · l4p2.
For the calculation the soil properties (the wave velocities vP and vS of P and S wave and
the soil density ρ) as well as the angles of the P and S waves towards the normal to the
boundary in both soil layers are used.
2.2.3 Reflection at a free surface
When a wave propagating in a solid is reﬂected at the boundary towards air, the problem
can be approximately described as reﬂection at a free boundary, contrary to one where the
second medium shows resistance to deformation. Therefore, due to the large diﬀerence in
density of both media, the air is treated as vacuum. To calculate the reﬂection coeﬃcients,
the boundary conditions to be fulﬁlled are: pzz = pzx = 0.
Thus, for an incident P wave the reﬂection coeﬃcients at a free surface are given by
(following [40], with binc = 0):
RsPP =
aref
ainc
=
4cot(βP)cot(βS)− (1+3cot2(βP))2
4cot(βP)cot(βS)+(1+3cot
2(βP))2
(2.36)
and
RsPS =
bref
ainc
=
−4cot(βP)(1+3cot2(βP))
4cot(βP)cot(βS)+(1+3cot
2(βP))2
. (2.37)
The respective equations for an incident SV wave (with ainc = 0) are:
RsSP =
aref
binc
=
4cot(βP)(1+3cot
2(βP))
4cot(βP)cot(βS)+(1+3cot
2(βP))2
(2.38)
and
RsSS =
bref
binc
=
4cot(βP)cot(βS)− (1+3cot2(βP))2
4cot(βP)cot(βS)+(1+3cot
2(βP))2
. (2.39)
A negative sign of the reﬂection coeﬃcient corresponds to the same direction of the vertical
components of the displacements of incident and reﬂected waves as will be discussed in
detail in Section 2.2.5. For the case of perpendicular incidence (βP = 0
◦) of a P wave
towards a free surface the reﬂection coeﬃcient has an absolute value of 1: RsPP(βP = 0
◦) =
-1. This leads to a doubled displacement amplitude at the surface with respect to that of
the incident wave: a(z = 0m, βP = 0
◦) = ainc + aref = 2 ·ainc. For the boundary between
air and soil and for the full range of acoustic angles of incidence α investigated in this
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work RsPP is negative. Thus, the vertical components of the displacements of incident and
reﬂected P waves at the free surface superpose always constructively.
2.2.4 Boundary between a fluid and a solid
In a ﬂuid like air the rigidity µ and consequently the shear components of the stress tensor
are zero as discussed in Section 2.1.1. Therefore, only compressional waves can propagate
in it. When an incident acoustic wave from the air-ﬁlled half-space hits the soil surface P
and S waves are excited in the soil, representing the second half-space. The better part
of the energy is reﬂected and is not further considered here.
The boundary conditions to be fulﬁlled require continuity of the displacement in z-
direction w = w′ and of the zz-component of the stress tensor pzz = p
′
zz. Additionally,
the shear components of the stress tensor in the ﬂuid vanish pzx = pzy = 0.
The ratios between the amplitudes of incident (compressional) acoustic wave and trans-
mitted P and S waves are given by the transmission coeﬃcients (following [40]):
T sP =
2ρaircot(α)(1/sin
2(βS)−2)
ρaircot(βP)/sin
2(βS)+ρ1
vS12
v02
cot(α)sin2(α)
[
(1/sin2(βS)−2)2+4cot(βP)cot(βS)
] ,
T sS =−
4ρaircot(α)cot(βP)
ρaircot(βP)/sin
2(βS)+ρ1
vS12
v02
cot(α)sin2(α)
[
(1/sin2(βS)−2)2+4cot(βP)cot(βS)
] .
(2.40)
2.2.5 Phase jump upon reflection at a boundary
Not only the amplitude of the reﬂected wave (relative to that of the incident one) is of
interest, but also the direction of the displacement of a small volume element within the
reﬂected wave compared to its displacement in the incident wave. Depending on this di-
rection of the displacement either the vertical or the horizontal component of the reﬂected
wave experiences a phase jump π with respect to the incident wave. In this section these
phase jumps between the respective components of the incident and the reﬂected waves
are discussed.
For the P-P17 reﬂection coeﬃcients given in the previous sections the following sign con-
version is used (as in [56]): If the scalar product of wave vector ~k and displacement
vector has the same sign for the incident wave (directly before the reﬂection) and for the
reﬂected one (directly after the reﬂection) the reﬂection coeﬃcients are positive. This
corresponds to the displacement of reﬂected and incident wave being either both in prop-
agation direction of the respective wave or both in the opposite direction. Thus, the
17This is a common nomenclature in seismology e.g. in [56]. It refers to the wave types of incident
wave (first letter) and reflected/transmitted wave (second letter).
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ainc,‖ ainc,⊥ aref,‖ aref,⊥ ∆φ‖ ∆φ⊥
R > 0
→ ↑ → ↓
0 π
}
underground boundary← ↓ ← ↑
R < 0
→ ↑ ← ↑
π 0
}
free surface← ↓ → ↓
Table 2.1: Illustration of the direction of the horizontal and vertical displacement
components of incident and reﬂected waves as well as the corresponding phase jumps
for R > 0 and R < 0. For the presented measurements the former case corresponds
to the boundary between the two soil layers, i.e. the underground boundary. Here for
each reﬂection a phase jump of π needs to be taken into account, since the vertical
components of the soil velocity are of interest. The case R < 0 corresponds to the
free surface where no phase jump of the vertical components arises.
of a P wave at the free surface no phase jump arises. And consequently, there is either a
phase shift of π or of 0, but of no other value.
In the simple case of perpendicular incidence this can be understood in analogy to acous-
tics using the impedance Z, deﬁned as the product of wave velocity and density Z = v ·ρ.
Then, the reﬂection coeﬃcient18 is deﬁned as
R =
Z2−Z1
Z2+Z1
, (2.41)
where the indices refer to the properties of the media before and behind the boundary
[53]. A wave impinging on a boundary from a medium of lower impedance towards one
of higher impedance (R > 0) will experience a phase jump of π upon reﬂection. This
is clearly the case for the underground boundary: Wave velocity and density in the ﬁrst
medium (i.e. the upper soil layer) are smaller than those in the second medium (i.e. the
lower soil layer) and thus Z2 > Z1. If the ﬁrst medium has the higher impedance (i.e. R
< 0) the incident and the reﬂected wave have the same phase at the boundary. This is
the case for the reﬂection of upwards-propagating seismic waves at the free surface where
Z2 = 0. If no conversion of waves (i.e. from P to S waves or vice versa) takes place at
the boundary Eq. (2.41) can be generalised:
R =
Z2cos(κtrans)−Z1cos(κref)
Z2cos(κtrans)+Z1cos(κref)
. (2.42)
Here κref is the angle of the reﬂected wave in medium 1 which equals the angle of
incidence if no conversion of the wave type occurs. κtrans is the corresponding angle of
the wave transmitted into the second medium.
However, generally only for the reﬂection of SH waves no wave-type conversion occurs
18Note that there are different definitions of the reflection coefficient in literature, depending on whether
it refers to the amplitude ratio or the intensity ratio of reflected and incident wave. Throughout this
work I use the former definition. Using the latter one would result in the square of Eq. (2.41).
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[52]. Thus, for reﬂection of P and SV waves Eq. (2.42) does not hold but the equations
derived in Section 2.2.2 and Section 2.2.3 have to by applied.
The phase jumps of the vertical component of the displacement developed in
this section refer to P-P reﬂection only. For the sake of completeness the respective
phase jumps ∆φ⊥ for all possible reﬂections are given in Table 2.2, following [56].
P-P P-S S-P S-S
Rij > 0 π 0 0 π
Rij < 0 0 π π 0
Table 2.2: Values of the phase jump ∆φ⊥ of the vertical displacement components
for reﬂection of seismic waves at a boundary. The columns state the four possible
types of the reﬂection and the two rows refer to the respective reﬂection coeﬃcients
being either positive or negative. The column of the P-P reﬂection refers to the
case discussed for the vertical and horizontal components above (see Fig. 2.3 and
Table 2.1).
On the one hand, if the wave type is conserved upon reﬂection (i.e. P-P reﬂection
or S-S reﬂection) a phase jump of ∆φ⊥ = π between the vertical components of
incident and reﬂected wave is observed for R > 0. For R < 0 follows ∆φ⊥ = 0.
On the other hand, if the wave type changes upon reﬂection (i.e. P-S reﬂection
or S-P reﬂection) the opposite is the case: For R > 0 no phase jump is observed
between the vertical displacement components while for R < 0 the phase jump is ∆φ⊥ = π.
Similar considerations can be made concerning the transmission coeﬃcients
(given in Eq. (2.40)) of the acoustic wave exciting P and SV waves at the surface of the
soil. When calculating their values (see Section 4.3.4) one ﬁnds T sP > 0 and T
s
S < 0 in
the whole investigated range of angles of incidence α. Thus, no phase jump between
the vertical components of the incident acoustic and the two transmitted seismic waves
arises (see bold entries in Table 2.3). Therefore, also no phase jump between the directly
acoustically excited P and SV waves needs to be taken into account.
P S
T si > 0 0 π
T si < 0 π 0
Table 2.3: Values of the phase jump ∆φ⊥ of the vertical displacement components
for the transmitted P and SV wave at the soil surface, with respect to the incident
acoustic wave. The columns state the type of the excited seismic wave and the rows
refer to the respective transmission coeﬃcients being either positive or negative. The
two bold entries refer to the situations for no phase jump, which is found for the
calculated values in Section 4.3.4.
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2.3 Wave interference in a layered medium between
infinite half-spaces
In the model introduced in Section 2.2 (see e.g. Fig. 2.2) the air above the ground repre-
sents one half-space. The ground is described as an upper soil layer of thickness d over an
inﬁnite half-space. A plane acoustic wave impinges on the ground with incidence angle
α. When it hits the surface seismic P and SV waves are excited in a large area. These
waves have a phase diﬀerence with respect to each other depending on α and on the
lateral distance between their points of excitation. They propagate in the ground and
are reﬂected at both boundaries of the upper soil layer. With seismic sensors mounted at
various depths zS within the upper soil layer (0 m ≤ zS ≤ d) the soil velocity is recorded.
The recordings correspond to the spectral amplitude distribution atot caused by interfer-
ing seismic waves which were acoustically excited at various locations.
Here several models are introduced to explain the recorded interference patterns: Firstly,
in Section 2.3.1 the three P waves which contribute strongest to the seismic signal are
identiﬁed and their interference is described. In Section 2.3.2 the quasi-inﬁnite number
of P waves reﬂected multiple times within the upper soil layer are taken into account.
This model is advanced by introducing frequency-dependent absorption in Section 2.3.3.
For a comprehensive picture, in Section 2.3.4 the contributions of waves generated by
conversion of P to SV waves and vice versa are described.
Throughout this work I will make use of a intuitive nomenclature for seismic waves often
used in seismology (e.g. in [56]): A wave Ai reﬂected multiple times is indexed by a se-
quence indicating the wave types and the directions of propagation. Initially, the seismic
wave is acoustically created at the surface either as P wave or as SV wave and propagates
from there downwards. This is denoted as AP` or AS`, respectively. The grave accent indi-
cates a downwards-propagating wave – according to the assumption made in Section 2.2
that the horizontal component of the wave is in positive x-direction (see Fig. 2.2). When
hitting the underground boundary generally a P and an SV wave are reﬂected which
propagates upwards – indicated by the respective subsequent index P´ or S´. With each
additional reﬂection at either the surface or the underground boundary another index
stating wave type and propagation direction is added to the indices of the name of the
wave. Thus, when the wave ﬁnally reaches the point of investigation (i.e. the sensor) the
sequence of indices indicates the number of times the wave was reﬂected within the upper
soil layer. It also states the wave types and its changes during the propagation through
the soil. Furthermore, it tells whether the wave reaches the sensor propagating upwards
or downwards.
The full characterisation of a wave Ai is given by
Ai = ai · ei(~k~r−ωt+φi). (2.43)
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ai is the amplitude of the wave and φi its phase. Thus, using the introduced nomenclature,
the directly acoustically excited P wave is
AP` = aP` · ei(
~k~r−ωt+φ
P`
). (2.44)
This wave is used as reference, i.e. its amplitude is taken to be aP` ≡ 1 and its phase to
be φP` ≡ 0. The amplitude of any other wave Ai is given relatively to aP` as the product
of the respective reﬂection coeﬃcients. The phase of Ai is obtained from the geomet-
rically determined path diﬀerences between the waves Ai and AP` using the respective
wave velocity for each part of the distance Ai covered in the soil. This is demonstrated
exemplarily for the wave AS`P´ = aS`P´ · ei(
~k~r−ωt+φ
S`P´
) (which is acoustically excited as an
SV wave, is converted into a P wave upon reﬂection at the underground boundary and
reaches the sensor propagating upwards) in Appendix A.1.
Throughout this work the waves are investigated at ﬁxed locations (i.e. the locations of
the sensors in depth zS), thus the term ~k~r is generally neglected in the expression of the
wave (e.g. Eq. (2.43)). The measurand of interest is the spectral amplitude distribution
atot as the result of the interference between several waves Ai. It is independent on the
time as shown in Appendix A.2 and thus is determined by the amplitudes of the seismic
waves and the phase diﬀerences between each pair of them. The phase diﬀerences depend
on the frequency f and so does atot = atot(f).
2.3.1 Model of three-wave interference
In this model19 of wave propagation in the soil (sketched in Fig. 2.4) interference between
the three waves with the largest amplitudes is investigated. These are the following waves:
• The wave AP` is excited at point D directly by the acoustic wave and reaches the
sensor propagating downwards. The wave is described at the location of the sensor
by AP` = aP` · ei(ωt+φP`) (without loss of generality its phase is set φP` = 0).
• The wave AP`P´ was acoustically excited at point C, has propagated into the ground
and was reﬂected at point G which is located at the boundary in depth d. It reaches
the sensor propagating upwards and is described by AP`P´ = aP`P´ · ei(ωt+φP`P´).
• The wave AP`P´P` was acoustically excited at point B, has propagated into the ground
to be reﬂected at point F in depth d, has propagated upwards to the surface and
was reﬂected a second time at D. It reaches the sensor propagating downwards again
and is described by AP`P´P` = aP`P´P` · ei(ωt+φP`P´P`).
19This model was first introduced in [57] using a different nomenclature for the waves. For the sake of
consistency throughout this work I will refer to the waves using their type and direction of all parts of
their propagation path as introduced in Section 2.3.
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they are given by
∆φP`,P`P´ =
1
vP1
4πf · (d− zS)
√
1−
(vP1
v0
)2
sin2(α)+π,
∆φP`,P`P´P` =
1
vP1
4πf ·d
√
1−
(vP1
v0
)2
sin2(α)+π,
∆φP`P´,P`P´P` =∆φP`,P`P´P`−∆φP`,P`P´ =
1
vP1
4πf · zS
√
1−
(vP1
v0
)2
sin2(α).
(2.46)
The given phase diﬀerences take into account a phase jump of π (as discussed in Sec-
tion 2.2.5) that occurs upon reﬂection at the boundary in depth d, experienced by the
waves AP`P´ and AP`P´P`. Thus, the phase jump needs to be considered for ∆φP`,P`P´ and
∆φP`,P`P´P`, but cancels out for ∆φP`P´,P`P´P`.
The resulting signal at the sensor has a time-independent sum amplitude atot which is
derived from the phase-corrected summation of the three waves, given by:
atot =
√
|(AP`+AP`P´+AP`P´P`)|2
=
[
aP`
2+aP`P´
2+aP`P´P`
2+2aP`aP`P´cos(φP`,P`P´)+2aP`aP`P´P`cos(φP`,P`P´P`)
+2aP`P´aP`P´P`cos(φP`P´,P`P´P`)
]1/2
.
(2.47)
A detailed derivation of Eq. (2.47) is given in Appendix A.2 together with the more
general equation for any number of interfering waves.
Special case: Sensor at the surface (zS = 0m):
In the special case of a sensor placed at the surface (zS = 0m) the propagation
paths of the waves AP`P´ and AP`P´P` coincide, thus the phase diﬀerence ∆φP`P´,P`P´P`
vanishes. The problem is reduced to interference of the two waves AP` = aP` · eiωt and
A′
P`P´
= (aP`P´+aP`P´P`) · ei(ωt+φP`P´). The equation for the sum amplitude is reduced to:
atot,zS=0 =
√
aP`
2+(aP`P´+aP`P´P`)
2+2aP`(aP`P´+aP`P´P`)cos(φP`P´). (2.48)
Constructive interference occurs for frequencies at which the path diﬀerence between the
reﬂected wave and the direct wave is equal to an integer multiple k of the wavelength.
Only in the case of zS = 0m an analytic expression for the frequencies of constructive
interference can be derived using the law of refraction Eq. (2.29):
f theo,surfacemax,k (α) =
(k+1/2)vP1
2d
√
1− sin2(α) · (vP1/v0)2
. (2.49)
The integer k (with k ≥ 0) is the order of the constructive interference. The summand
1/2 originates from the phase jump of π of the vertical component of the seismic waves
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when reﬂected at the boundary to the second layer with a higher impedance. Eq. (2.49)
can be applied to destructive interference by replacing the term (k+1/2) by (k+1).
Since seismic waves generally experience a frequency-dependent absorption in
the soil an estimate of the absorption is introduced in Section 2.3.3.
2.3.2 Model of a quasi-infinite number of interfering waves
The approach introduced in Section 2.3.1 does not take into account waves reﬂected mul-
tiple times at the boundaries of the ﬁrst soil layer. However, these waves can contribute
signiﬁcantly to the recorded signals (as will be shown in Section 4.3). Thus, here the
equations for the amplitude distribution of multiply reﬂected, interfering waves are de-
rived. Since main contributions are only expected from P waves (see Section 4.3), in this
section only P-P wave reﬂection is considered. Of the reﬂection coeﬃcients introduced
in Section 2.2 those at the underground boundary and at the free surface are needed.
For convenience, I will refer to the one at the underground boundary as R (R ≡ RPP in
Eq. (2.32)) and to the one at the free surface as Rs (Rs ≡RsPP in Eq. (2.36)).
Each additional reﬂection at one of the boundaries reduces the amplitude of the waves
arriving at the sensor, either by the factor R or Rs. Furthermore, each reﬂection at the
underground boundary results in a phase jump of π of the vertical component of the waves
(see Section 2.2.5). Obviously, each pair of reﬂections increases the horizontal distance
between sensor and location of coupling of the acoustic wave into the ground. Therefore,
a quasi-inﬁnite number of waves interfere at the sensor that contribute with decreasing
amplitude (for increasing horizontal distance of coupling to the ground from the sensor)
to the recorded signal. This can be treated in analogy to optics where multiple reﬂections
can occur between two parallel, narrow mirrors e.g. to form a Fabry-Pérot resonator [58].
However, in the present case the sensor is placed between the reﬂecting boundaries, thus
waves propagating in both directions (i.e. down- and upwards) need to be taken into
account.
The upwards- and downwards propagating waves, respectively, can be treated as separate
sets of waves. The ﬁrst element in the set of downwards-propagating waves is the direct
wave AP`; the ﬁrst element in the set of upwards-propagating waves is the wave AP`P´.
With respect to the ﬁrst element, the second elements of both sets each have to cover the
additional path, referred to as ∆xP`,P`P´P` in Eq. (2.45), of
∆x= 2d
√
1−
(vP1
v0
)2
sin2(α). (2.50)
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In Table 2.4 the amplitudes (relative to that of the direct wave AP`: aP` = 1), the number
of π phase jumps and the resulting phase diﬀerence with respect to AP` are summarised
for the elements of both sets. To improve readability for a P wave propagating n times
consecutively downwards and upwards within the upper soil layer the subscript n · (P`P´)
is used. Correspondingly, the wave being reﬂected once more at the free surface after
already being reﬂected n times at both boundaries is referred to as An·(P`P´)P`.
An
relative path π phase resulting phase
amplitude diﬀerence jumps diﬀerence
AP` 1 0 0 0
AP`P´P` RR
s ∆x 1 ∆φ+π
A2·(P`P´)P` (RR
s)2 2∆x 2 2∆φ
A3·(P`P´)P` (RR
s)3 3∆x 3 3∆φ+π
...
An·(P`P´)P` (RR
s)n n∆x n n∆φ+n ·π
AP`P´ R δx 1 δφ+π
A2·(P`P´) R(RR
s) ∆x+ δx 2 ∆φ+ δφ
A3·(P`P´) R(RR
s)2 2∆x+ δx 3 2∆φ+ δφ+π
A4·(P`P´) R(RR
s)3 3∆x+ δx 4 3∆φ+ δφ
...
An·(P`P´) R(RR
s)n−1 (n−1)∆x+ δx n (n−1)∆φ+ δφ+n ·π
Table 2.4: Waves reﬂected n times within the upper soil layer: The upper half
of the table refers to the set of waves, reaching the sensor propagating downwards,
and the lower half to those, propagating upwards (as indicated by the sequences of
indices). The second column gives the relative amplitudes with respect to the direct
wave AP` using the notation R ≡ RPP and Rs ≡ RsPP. The third column states the
path diﬀerence between the waves AP` and An. In the fourth column the number of π
phase jumps of the vertical component is given which cancels out for even numbers.
The ﬁfth column shows the resulting phase diﬀerence between the waves AP` and An.
Taking a look at the resulting sum of waves arriving at a sensor using the contributions
from Table 2.4 (again aP` = 1 is used) one ﬁnds:
Atot =
eiωt
[
1+RRsei∆φeiπ+R2Rs2ei2∆φei2π+R3Rs3ei3∆φei3π+ ...
+Reiδφeiπ+R2Rseiδφei∆φei2π+R3Rs2eiδφei2∆φei3π+R4Rs3eiδφei3∆φei4π+ ...
]
.
(2.54)
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The equality einπ = (−1)n leads to alternating signs of consecutive summands in
Eq. (2.54):
Atot = e
iωt
[(
1−RRsei∆φ+R2Rs2ei2∆φ−R3Rs3ei3∆φ+ ...
)
−Reiδφ
(
1−RRsei∆φ+R2Rs2ei2∆φ−R3Rs3ei3∆φ+ ...
)]
.
(2.55)
The ﬁrst line corresponds to the waves reaching the sensor propagating downwards and the
second line to the waves reaching it propagating upwards. The expressions in parentheses
in both lines coincide. It can be noted, that it can be expressed using a geometric series
of the form
∞∑
n=0
qn =
1
1− q , (2.56)
converging for |q| < 1. Since for the product of the reﬂection coeﬃcients holds |RRs| < 1
and |eix| = 1 (for any real x), the condition of convergence is fulﬁlled with q = −RRsei∆φ.
Thus, the resulting wave can be expressed as:
Atot = (1−Reiδφ)eiωt
∞∑
n=0
(
RRsei∆φeiπ
)n
=
(1−Reiδφ)eiωt
1+RRsei∆φ
. (2.57)
The spectral amplitude distribution is now easily obtained as the square root of the
multiplication with the complex conjugate:
atot =
√
Atot ·A∗tot =
√√√√ 1+R2−2Rcos(δφ)
1+R2Rs2+2RRscos(∆φ)
. (2.58)
For the case of a sensor placed at the surface (zS = 0 m) the phase diﬀerence between
the ﬁrst element of the upwards-propagating set of waves and the second element of
the downwards-propagating set (i.e. between AP`P´ and AP`P´P`) vanishes. The situa-
tion is sketched in Fig. 2.6 where the consecutive upwards- and downwards-propagating
waves contribute to the signal recorded at the sensor. Hence, δφ (Eq. (2.53)) equals ∆φ
(Eq. (2.51)) and the resulting spectral amplitude distribution is given by:
atot(zS = 0m) =
√
Atot(zS = 0m) ·A∗tot(zS = 0m) =
√√√√ 1+R2−2Rcos(∆φ)
1+R2Rs2+2RRscos(∆φ)
. (2.59)
Even though the resulting interference amplitude clearly diﬀers from that obtained with
the model of three interfering P waves (see Section 2.3.1) in the special case of zS = 0m
the frequencies of constructive interference (calculated with Eq. (2.49)) coincide for both
models.
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for the n-th element in both sets one ﬁnds:
∂x↓,n =
2nd+ zS
cos(βP)
= n∂x+
zS
cos(βP)
and ∂x↑,n =
2d(n+1)− zS
cos(βP)
= n∂x+
2d− zS
cos(βP)
,
(2.63)
Absorption can be included into the model by multiplying each element of the set of waves
with the respective factors e−γ∂x↓,n or e−γ∂x↑,n . Thus, the extended form of Eq. (2.57) is
obtained as:
Atot =
(e
−γ
zS
cos(βP) −Reiδφe−γ
2d−zS
cos(βP) )eiωt
1+RRsei∆φe−γ∂x
. (2.64)
The corresponding spectral amplitude distribution is given by:
atot =
√
Atot ·A∗tot =
√√√√√e−2γ zScos(βP) +R2e−2γ 2d−zScos(βP) −2Re−γ∂xcos(δφ)
1+R2Rs2e−2γ∂x+2RRse−γ∂xcos(∆φ)
. (2.65)
2.3.4 Contributions from P-SV and SV-P conversion
So far only P waves contributing to the seismic signal have been considered. In this
section the additional inﬂuence of SV waves on it are discussed.
Generally, P and SV waves each excite both types of waves upon reﬂection at a boundary.
Thus, the actual seismic signal is much more complex than suggested by the simpliﬁed
models introduced in the previous sections: Additionally to the P waves (discussed in
Section 2.3.1 and Section 2.3.2), it contains contributions from waves that were converted
into an SV wave. These include the SV wave created directly by the acoustic wave at
the surface, the SV waves reﬂected multiple times only as SV waves and all waves which
propagated as a sequence of P and SV waves. The latter reach the sensor either as a P
wave or an SV wave but might have undergone several conversions of wave type before.
In this section at ﬁrst the phase diﬀerences ∆φtot,i at the sensor between the directly,
acoustically excited P wave AP` and an arbitrary wave Ai is developed. Then, the
amplitude ai of the wave Ai is given. With ∆φtot,i and ai the total amplitude distribution
of any number of interfering waves can be calculated.
The path diﬀerence between AP` and an arbitrary wave Ai is obtained geometri-
cally using the angles βP and βS for the respective distances covered as P waves and
as SV waves (sketched in Fig. 2.7). From this the phase diﬀerence is determined using
the corresponding wave velocities vP1 and vS1. For the time of reference I chose the
arrival of the direct wave AP` at the sensor (point S). Since the phase diﬀerence of the
plane acoustic wave arriving at diﬀerent points at the surface is easy to obtain, it is also
convenient to consider the phase of AP` upon arrival at the surface (point D). It is given
by φA
P`
,surface = −2πf ·DS/vP1 (using that the phase of AP` at the position of the sensor
is set zero).
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diﬀerences arising from the slant propagations through the whole upper soil layer of the
wave Ai with respect to the wave AP` at point D. Each of them are given by
22:
∆φP =∆φP` =∆φP´ = 2πf
[
d
vP1
√
1−
(vP1
v0
)2
sin2(α)
]
,
∆φS =∆φS` =∆φS´ = 2πf
[
d
vS1
√
1−
(vS1
v0
)2
sin2(α)
]
,
(2.66)
where the indices P and S indicate whether the slant distance d/cos(βP) was covered as P
wave or d/cos(βS) as SV wave. Regardless of the direction (i.e. upwards or downwards)
the phase diﬀerences are the same for the same wave type. Thus, the sum phase diﬀerence
is given by:
∆φI =m ·∆φP+n ·∆φS. (2.67)
Here the integers m and n are the number of times the wave covered the respective slant
distances as P wave and as SV wave.
The second part of the phase diﬀerence is calculated by
∆φII,i = 2πf
(∂xi
vi
−DS
vP1
)
, (2.68)
where ∂xi corresponds to the four cases for Ai and vi is the wave velocity of the respec-
tive wave type. Note that in the ﬁrst case of ∂xP` the phase diﬀerence ∆φII,i vanishes.
Therefore, the phase diﬀerences of the downwards-propagating waves corresponding to
∂xP` and ∂xS` are given by
∂φP` = 0,
∂φS` = 2πf
[
zS
vS1
√
1−
(vS1
v0
)2
sin2(α)− zS
vP1
√
1−
(vP1
v0
)2
sin2(α)
]
.
(2.69)
For the waves reaching the sensor propagating upwards the phase diﬀerences correspond-
ing to ∂xP´ and ∂xS´ are given by
∂φP´ = 2πf
[
(d−2zS)
vP1
√
1−
(vP1
v0
)2
sin2(α)
]
,
∂φS´ = 2πf
[
(d− zS)
vS1
√
1−
(vS1
v0
)2
sin2(α)− zS
vP1
√
1−
(vP1
v0
)2
sin2(α)
]
.
(2.70)
22Note that these phase differences refer to the waves propagating in one direction (i.e. either propa-
gating upwards or downwards) through the whole upper soil layer. This is due to the fact that the wave
type might change upon each reflection at a boundary. In contrast, the equations given in Section 2.3.2
refer to a pair of reflections (i.e. the wave propagating downwards and upwards) since only P waves were
considered.
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For an arbitrary wave Ai being reﬂected multiple times within the upper soil layer the
resulting phase diﬀerence with respect to AP` is obtained by
∆φtot,i =m ·∆φP+n ·∆φS+∆φII,i. (2.71)
Since the phase of AP` at the sensor is set zero, ∆φtot,i can be interpreted as the phase of
the wave Ai when reaching the sensor.
It is easy to see that ∆φtot,i of a pure P wave with n = 2 reproduces Eq. (2.51). For the
example of Ai as given in Fig. 2.7 the total phase diﬀerence is obtained for m = 2, n = 1
and ∆φII,i = ∂φS´. The derivation of the phase diﬀerence between AP` and AS`P´ is given
in more detail in Appendix A.1 to show exemplarily the steps to obtain the terms in
Eq. (2.66), Eq. (2.69) and Eq. (2.70).
The amplitude ai of the wave Ai, relative to AP`, is obtained from the respec-
tive reﬂection coeﬃcients. The four possible combinations of the types of incident and
reﬂected waves lead to four reﬂection coeﬃcients at the underground boundary (given in
Section 2.2.2) and four reﬂection coeﬃcients at the free surface (given in Section 2.2.3).
The general equation for the amplitude of Ai is
ai =(RPP)
mPP · (RPS)mPS · (RSP)mSP · (RSS)mSS
· (RsPP)nPP · (RsPS)nPS · (RsSP)nSP · (RsSS)nSS · (T sS/T sP)k.
(2.72)
The integersmij refer to the times the wave is reﬂected at the underground boundary with
the indices i and j stating the type of the incident and the reﬂected wave, respectively.
The integers nij count the number of corresponding reﬂections at the free surface. Some
of the integers mij and nij might be zero. The amplitude of AP` is treated to be aP` = 1.
This is accounted for by the term (T sS/T
s
P)
k using the transmission coeﬃcients from the
acoustic wave to either a seismic P or S wave given in Eq. (2.40). If the type of Ai upon
ﬁrst excitation by the acoustic wave is a P wave the integer k equals zero. If it is an SV
wave the value is k = 1.
Using the phase ∆φtot,i (given by Eq. (2.71)) and the amplitude ai (given by Eq. (2.72))
of an arbitrary wave Ai reaching the sensor, the total spectral amplitude distribution of
M interfering waves can be calculated with
atot =
[ M∑
j
(
aj
2+
M∑
k,j
ajakcos(∆φtot,j−∆φtot,k)
)]1/2
. (2.73)
The derivation of Eq. (2.73) is presented in Appendix A.2.
Chapter 3
Experimental Work
Several measurement campaigns were performed in the frame of this work during which
the sound pressure and the soil velocity caused by various sources were recorded. During
these the same sensors, measurement instrumentation and software were used but the
setup changed according to the measurement site. During several campaigns sensors were
shielded from the incident acoustic signals by a wooden box coated with acoustic damping
foam or with mats of damping foam on the ground above the sensors.
In this chapter, ﬁrstly, the general setup of the measurement system and its components
is outlined and the process of data acquisition is described. Afterwards, the speciﬁc sensor
setup and the used sources of the measurement near the airport FMO are presented.
3.1 Measurement instrumentation and data acquisi-
tion
All data were recorded using up to four analogue-digital converters (ADCs) from Data
Translation (DT9841 with 8 channels each, resolution 24 bits) running synchronously.
The signals were sampled with 10 kHz with a digital low-pass ﬁlter in each channel with
corner frequencies of 4530Hz for all geophones and of 3000Hz of an additional analogue
ﬁlter for all microphones, respectively.
For the presented measurements Brüel & Kjær (BK) microphones were used to record
the sound pressure: 4166 with preampliﬁer 2639, 4188 with preampliﬁer 2639, and 4198
(capsule 4189, preampliﬁer 2669C). To record the soil velocity geophones of the types
SM-6B (Sensor Nederland) and L28 (Sercel) were used. They have an eigenfrequency of
4.5Hz and produce reliable signals up to several hundred Hz as calibration measurements
showed.
To synchronise all data an antenna was used to record GPS time which was converted
to DCF77 clock pulses. The pulses were stored in one bit of a binary channel, usually
channel 8 (see Table A.1). A sketch of the setup of the used hardware is given in Fig. 3.1.
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operator.
The evaluations, described in Chapter 4, were performed with the program Eingabe (de-
veloped by the working group Physics and Disarmament) as well as with scripts written
in MATLAB.
3.2 Acoustic-seismic measurement near the airport
Münster-Osnabrück
This measurement site was situated approximately 4 km west-southwest of the airport
FMO, in a lateral distance from the runway line of approximately 300m.23 Fig. 3.2
shows the location of the measurement site (black x in lower left corner) as well as the
airport FMO. The vegetation was sparse grass on a meadow in a bend of the river Ems
(closest distance between measurement setup and river approximately 200m). The site
is ﬂat for at least 150m and without any trees to all directions except for the east and
southeast where in 60 m distance a wooded slope rises to about 3m above the measurement
level. The ground consists of sandy soil with no visible layering up to 0.6m depth. With
seismic refraction methods a boundary in a depth of approximately 1.8m was determined.
Additionally, the values of the velocities of the P-wave in the upper layer of vP1 ≈ 200m/s
and in the lower layer of vP2 ≈ 1400m/s are derived (the high P-wave velocity probably
is caused by groundwater in that layer) [60].
The equipment was set up on 13th May 2013 and the measurements presented were done
from 14th to 15th May 2013. The air temperature varied between 10◦C and 18◦C; the
sky was mostly overcast with light winds and occasional rain.
3.2.1 Measurement setup
Microphones to record the sound pressure were put at 6.5 cm above ground. Geophones
to record the soil velocity were placed at the surface or buried in diﬀerent depths
(0.15m, 0.30m, 0.45m and 0.60m). In the setup one-dimensional vertical geophones and
three-dimensional assemblies (one vertical and two horizontal one-dimensional geophones
mounted on the same holder) were used. Of the latter only the vertical components are
used for the present evaluation. The geophones were connected to the soil by a conical
spike of approximately 7 cm length. Thus, the actual coupling depth to the ground might
be slightly larger than the stated values. For burying, quadratic holes of about 25 cm
side length were dug. After mounting the geophones or the three-dimensional assemblies,
the holes were backﬁlled, using nearly all the material dug out before. Some eﬀorts were
made to compress it, but the original conditions existed only for the soil beneath the
23GPS coordinates of the measurement site: 52◦ 7′ 16′′ N, 7◦ 36′ 16′′ E, altitude: 37m. GPS coordinates
of the weather station at the airport Münster-Osnabrück: 52◦ 7′ 58.1′′ N, 7◦ 41′ 8.2′′ E, altitude: 48m.
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German Air Traﬃc Control (DFS).
The sound pressure recorded during the jet-aircraft overﬂights originated from mostly
two jet engines, mainly excited by the turbulent mixing of the exhaust gases with the
air [61]. This resulted for most overﬂights in a broadband signal with signiﬁcant sound
pressure amplitudes for frequencies from few Hz up to more than 1 kHz. Due to the large
distance of the aircraft from the sensors and the relatively small sensor arrangement the
aircraft are treated as point sources. This is justiﬁed because a ﬁxed phase relation was
found between the acoustic signals recorded at each pair of microphones. Also because
of the distance, the incident acoustic waves are approximated as plane waves, according
to Section 2.1.3.
Noise artificially produced by a speaker:
Artiﬁcial acoustic signals were produced with a speaker suspended by a crane at diﬀerent
positions above the ground (sketched in Fig. 3.4). The speaker had twelve membranes
to provide a optimal spherical wave-emission characteristic. Via a noise generator and
ampliﬁer broadband noise could be replayed by the speaker. The noise signal was
supposed to represent pink noise which has equal noise power in every octave and whose
power density is inversely proportional to the frequency f . However, the emitted noise
signal diﬀered for two reasons from theoretical pink noise. Firstly, in the low frequency
range the emitted power was signiﬁcantly smaller, due to the limited dimensions of the
speaker and its membranes. The maximum of the power is recorded for frequencies
between 155Hz and 170Hz (see the spectrum of the sound pressure in Fig. 4.11, left).
Secondly, in the frequency range 200Hz ≤ f ≤ 750Hz the spectral power density is
proportional to f−4 (instead of f−1 for pink noise). Thus, the measurements will be
simply referred to as "noise replay". Regardless of the precise spectral characteristics of
the noise signal, it represents an acoustic broadband signal which is used as reproducible
reference. Thus, the noise replay from the speaker has been used at various measurement
sites with and without acoustic shielding of the sensors. Usually it was replayed from
several speaker positions for the time of 30 seconds. Thus, the spectral amplitudes of
multiple calculated spectra corresponding to the same excitation conditions are averaged
to increase signal-to-noise ratio (SNR).
3.2.3 Box used for acoustic shielding
A box (see Fig. 3.5) of the dimensions 1.00m * 1.00m * 0.50m (width * length * height)
could be placed over several sensors to reduce the incident sound pressure. Its walls and
lid consist of 19mm thick plywood coated on the inside with acoustic damping foam26 of
thickness 0.1m. At the measurement site near the airport FMO the sensors were aligned
26The used acoustic damping foam has a density of about 120 kg m−3 and is suitable for sound insulation
as stated by the manufacturer [62].


Chapter 4
Analysis
In this chapter the ﬁndings of the measurements are evaluated and discussed. Firstly,
in the Introductory assumptions several basic assumptions used throughout the evalua-
tion are stated. The sound pressure and the respective acoustically excited soil velocity
of aircraft overﬂight events and artiﬁcial noise replays are shown in Section 4.1 for the
time domain and the frequency domain. Afterwards, in Section 4.2 the acoustic-seismic
coupling coeﬃcient is introduced which is used as a powerful method to achieve event-
independent data.
In Section 4.3 the amplitude ratios between incident and reﬂected waves are determined
which represent the reﬂection coeﬃcients theoretically introduced in Section 2.2. They
are used to obtain the relative amplitudes of seismic waves reﬂected multiple times within
the upper soil layer taking into account that each reﬂection might change their wave types.
The three models of wave interference (introduced theoretically in Section 2.3) are com-
pared and discussed in Section 4.4. Using these models from the recorded interference
patterns of seismic waves soil properties are derived. In Section 4.5 the interference pat-
tern recorded with sensors shielded from the incident acoustic waves are investigated.
Comparing the interference patterns of sensors placed outside of the acoustic damping
box and under it conclusions about the frequency-dependent absorption in the soil can
be drawn.
In Section 4.6 the horizontal propagation range of acoustically induced seismic waves is
estimated and the ﬁndings of this work are discussed with respect to the use for sensi-
tive seismic measurements during OSIs. Finally, in Section 4.7 a brief comparison with
recordings of a diﬀerent measurement site is made and the possibility of constructively
superposing Rayleigh waves created by acoustic signals is discussed.
Introductory assumptions
Throughout the evaluation I have to make some general assumptions for the soil at the
measurement site. Some soil properties were not determined by measurements thus
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values valid for many soils will be used.
The ﬁrst assumption concerns the ratio between P- and S-wave velocity in the upper soil
layer:
vP1
vS1
=
√
3. (4.1)
This is the assumption of a Poisson solid (i.e. λL = µ in Eq. (2.20)) which applies to
many Earth materials [63].
Secondly, I use assumptions for the ratios of the densities as well as of the S-wave velocities
of the ﬁrst and the second soil layer:
ρ2
ρ1
= 1.25,
vS2
vS1
= 1.15. (4.2)
Both assumptions are justiﬁed by the usual increase of density and wave velocity with
depth in soil. These common values are often used in [64] and also in [40].27 The usage
of diﬀerent ratios would change the value of the reﬂection coeﬃcients and therefore the
amplitude ratios between P and SV waves as well as these between interference maxima
and minima. Therefore, it could also change the frequency of the interference maxima of
buried sensors. However, it would not aﬀect the frequencies of the maxima of pure P-wave
interference for sensors at the surface. These were used to obtain the best ﬁt results for
d and vP1, which are used throughout the evaluation as stated below.
Use of the final results throughout the evaluation
For many of the calculations I use fundamental ﬁndings of the evaluation, namely the
depth of the underground boundary d = 2.35m and the P-wave velocity in the upper soil
layer vP1 = 230m/s. For the ﬁt algorithm presented in Section 4.4.1 both were treated
as free parameters for all calculations. The graphs given in this chapter were produced
afterwards using the ﬁnal results. So it shall not come as a surprise that d and vP1 are
used prior to their determination by the ﬁt algorithm, the results of which are presented
in Section 4.4.2.
4.1 Characteristics of the investigated signals
During the measurements acoustic and seismic signals produced by various sources were
recorded, as described in Section 3.1. In the evaluation mainly the signals caused by jet-
27In another approach I estimated the ratio of the densities ρ2/ρ1 from the volume of the pores, which
are filled with air in the upper soil layer and with water in the second one. Using the values of the
pore-volume share of approximately 50% and the densitiy of the porous soil of 1.2 g/cm3, given in [65]
for sandy soil in the upper layers, this led to ρ2/ρ1 ≈ 2.9. The use of this ratio resulted only in minor
changes of the calculated values of the respective reflection coefficients, presented in Section 4.3.3. Thus,
I will use the values given in Eq. (4.2) throughout this work.
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aircraft take-oﬀs are used but also those of artiﬁcially produced noise played by a speaker.
Both types of signals were systematically recorded during the measurement campaign near
the airport FMO, described in Section 3.2.
Here, ﬁrstly, the analysis methods used during the evaluations are speciﬁed: In Sec-
tion 4.1.1 those for the time signals and in Section 4.1.2 those in frequency space. In each
section representative signals caused by the various sources are shown and their charac-
teristics are discussed. To give a better understanding of the signal quality additionally
the spectral background amplitude at the measurement site near the airport FMO are
presented. The calculation of the background spectra is discussed in Appendix A.5.
4.1.1 Time-signal analysis
The time signals recorded with fS = 10 kHz sampling rate are used unprocessed with
the signal values for every time point a(t) or as root mean square (RMS) values aRMS
in a certain time interval. For the calculation of the RMS values the mean value a in
the respective time interval was subtracted. Usually one would expect the mean value
to be zero, but in some cases a diﬀerent value was observed: One example of these
cases would be, if the voltage of the two 9V batteries, used as power supply for the
geophone preampliﬁers, diﬀered. This resulted in a constant oﬀset of the recorded soil
velocity. Another example is the measurements of the sound pressure: The used BK
microphones recorded considerable infrasound signals caused by wind resulting in a low-
frequency modulation of the signal. Thus, data show a non-zero oﬀset which can change
for subsequent time intervals.
The RMS value of the signal values ofN samples in a time interval of length T is calculated
by
aRMS =
√√√√ 1
N
N∑
i
(ai−a)2 with a= 1
N
N∑
i
ai. (4.3)
For a set of statistically distributed measurement data the deﬁnition of the standard
deviation σ of an underlying Gaussian distribution is used which is also used by the
internal MATLAB-function std. The standard deviation is calculated for RMS amplitudes
aRMS,i of n diﬀerent time intervals during which signals under similar conditions were
recorded. Thus, it is given by:
σ =
√√√√ 1
n−1
n∑
i
(aRMS,i−aRMS)2. (4.4)
The mean value of the n RMS amplitudes aRMS can be calculated following the second
equation in Eq. (4.3).
Together with the location of the source the angle of incidence α of the respective acoustic
signal at each time can be calculated. This is of special interest for the jet-aircraft
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Figure 4.1: Time signals of the jet-aircraft overﬂight number 13 (see Table A.2).
The time when the signal, emitted by the aircraft at its cpa, was recorded is indicated
with a red line at the top of each graph. Additionally, the time interval during which
the angle of incidence α was smaller than 60◦ is deﬁned by two blue lines.
Left: Sound pressure, recorded with the microphone of channel 29.
Right: Vertical soil velocity, recorded with a geophone at the surface, channel 24.
overﬂights: Due to the large distance between sources and sensor the incident signals are
treated as plane waves impinging on the soil surface under the angle α. When using the
trajectory of the respective aircraft special care has to be taken when synchronising the
signals. The acoustic signal emitted by the aircraft had to propagate for several seconds
before being recorded at the sensors near the soil surface. The fast moving aircraft had
reached a diﬀerent location by then. Thus, the propagation time of the signal is taken
into account when determining the actual location of the source at the time of signal
emission.
4.1.1.1 Representative time signals
In this section exemplarily the acoustic and seismic time signals caused by diﬀerent
airborne sources are shown. In Fig. 4.1 the sound pressure (left) and the vertical soil
velocity at the surface (right) recorded during the jet-aircraft overﬂight number 13 (see
Table A.2) are shown. Fig. 4.2 shows the corresponding vertical soil velocities recorded
with geophones in a depth of 0.30m (left) and in a depth of 0.60m (right).
To provide a better comparability, the same y-range of approximately 20 µm/s is used
for the graphs of the vertical soil velocity in Fig. 4.1 (right) and Fig. 4.2 (both graphs).
This range is adjusted in each graph to compensate for an oﬀset of the data. Thus, the
time signals appear centred in the respective graphs.
The jet aircraft (in this case a Boeing 737-800) passed the sensors at its cpa in a
distance of approximately 725m at an angle α ≈ 34◦. The time of the cpa was at
9:26:57 (UTC) while the corresponding signals – taking into account the propagation
time of the acoustic signal – were recorded a little more than 2 s later around 9:26:59.
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Figure 4.2: Time signals of the vertical soil velocity recorded with buried geophones
corresponding to the same aircraft overﬂight as shown in Fig. 4.1. Left: Geophone in
a depth of 0.30m, channel 6. Right: Geophone in a depth of 0.60m, channel 13.
The latter time is indicated in the graphs by the red line at the top. The signals reach
their maximal amplitudes after the cpa due to the emission characteristics of the aircraft
mainly determined by its turbines. Thus, the largest amplitudes of sound pressure and
soil velocity are recorded behind the aircraft, i.e. after it had passed the sensor setup.
The largest amplitudes of the sound pressure (at the microphone of channel 29) are
recorded around 9:27:04 with values of 4.3 Pa (peak to peak) and 0.54Pa (RMS). For
the soil velocity at the surface (channel 24) one ﬁnds at 9:27:06 16.4 µm/s (peak to
peak) and 2.6 µm/s (RMS). In a depth of 0.30m at that time slightly larger amplitudes
are recorded with 19.3 µm/s (peak to peak) and 2.8 µm/s (RMS). The soil velocity in
the depth of 0.60m has decreased to 14.4 µm/s (peak to peak) and 2.2 µm/s (RMS).
The RMS values are calculated for time intervals of 0.8192 s. The particular amplitudes
strongly depend on the trajectory of the aircraft, especially its distance from the sensors.
In Section 4.2 it is shown how the ratio between the spectral amplitudes of soil velocity
and sound pressure – the acoustic-seismic coupling coeﬃcient – can be used to obtain
event-independent data.
The start of the time shown in the graphs of Fig. 4.1 and Fig. 4.2 corresponds to a
distance between aircraft and sensors of about 1800m and α ≈ 75◦ and the end of the
time to a distance of about 4000m and α ≈ 72◦. To determine the soil properties (see
Section 4.4.2) signals of angles up to 60◦ were used. The corresponding time interval is
deﬁned by two blue lines at the top of the graphs.
The soil velocity recorded in the depth of 0.60m (Fig. 4.2 right) is visibly smaller than
the values recorded at the surface (Fig. 4.1 right) and in a depth of 0.30m (Fig. 4.2 left).
However, few diﬀerences can be observed between the soil velocities of the latter two in
the time signals alone. The diﬀerences will become more obvious when analysing the
respective spectral amplitudes in Section 4.1.2.1.
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Figure 4.3: Time signals of artiﬁcial noise replay by the speaker. The shown data
were recorded for the speaker at the position, referring to the used local coordinate
system (see Section 3.2.1): x = 0.0m, y = -1.15m and in a height of 3.0m above the
surface (z = -3.0m). As clearly visible in the graphs, the noise replay started around
10:53:15 and ended after about 30 s. Additionally, the RMS values are plotted (red
curves) that were calculated for time intervals of 0.8192 s with Eq. (4.3).
Left: Sound pressure, recorded with the microphone of channel 27.
Right: Vertical soil velocity, recorded with a geophone at the surface, channel 23.
On the right of the graph four short signals of high amplitude are visible. It is
believed that they originate from adjustment work at the crane: This might have
caused seismic shocks but no sound, thus they are not observed in the recordings of
the sound pressure. These signals were in no way considered for the acoustic-seismic
coupling.
In Fig. 4.3 the sound pressure (left) and the vertical soil velocity at the surface
(right) of noise replay by a speaker are plotted. The corresponding vertical soil velocities
recorded with buried geophones are shown in Fig. 4.4 for the depth of 0.30m (left) and
the depth of 0.60m (right).
As above, the y-axis of the graphs of the soil velocity shows a range of about 20 µm/s,
centred for each signal. Data of both graphs in Fig. 4.4 show a signiﬁcant oﬀset caused
by a diﬀerence in the voltage of the batteries used in the geophone preampliﬁers.
Together with the time signals the RMS values are plotted (red curves; shifted RMS
value in Fig. 4.4 (right) in blue). They are calculated with Eq. (4.3) for subsequent time
intervals of 0.8192 s, i.e. for 8192 data points. Since the data of the geophone in 0.30m
depth (Fig. 4.4, right) show a large oﬀset, for the plot 20 µm/s was subtracted from the
RMS values.
The average amplitude of the sound pressure during the noise replay is approximately
3.4Pa (peak to peak) and 0.47Pa (RMS). Diﬀerently from the ﬁndings of the aircraft
overﬂight presented above, the surface geophone shows smaller amplitudes of the vertical
soil velocity than the buried ones. At the surface the soil velocity has an averaged
amplitude of 9.0 µm/s (peak to peak) and 1.2 µm/s (RMS). In the depth of 0.30m one
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Figure 4.4: Time signals of the vertical soil velocity corresponding to the same time
of the noise replay as shown in Fig. 4.3. Left: Vertical soil velocity, recorded with a
geophone in a depth of 0.30m, channel 3. Due to the large oﬀset of the data, for the
plot 20 µm/s was subtracted from the RMS values (blue), i.e. the RMS zero line is at
-20 µm/s. Right: Vertical soil velocity, recorded with a geophone in a depth of 0.60m,
channel 0.
ﬁnds 14.8 µm/s (peak to peak) and 1.9 µm/s (RMS) and in the depth of 0.60m even
17.2 µm/s (peak to peak) and 2.2 µm/s (RMS). These values are calculated by averaging
the respective amplitudes during the whole time of the noise replay.
The increase of the soil velocity with depth (which is not found for the aircraft
overﬂight) is counterintuitive. One reason might be the spherical wavefronts of
the signals emitted by the speaker instead of plane waves for the aircraft signal.
The spectral analysis of the signals, presented in Section 4.1.2.1, will give addi-
tional information. For the buried sensors the background amplitude (before and
after the noise replay) is also higher than for the sensor at the surface (see Appendix A.5).
In Fig. 4.5 the sound pressure (left) and the vertical soil velocity at the surface
(right) of 40ms around the start of the noise replay (full replay time in Fig. 4.3) are
shown to demonstrate in more detail the correlation between acoustic and seismic time
signals. Fig. 4.6 shows the corresponding time signals of geophones buried in the depths
of 0.30m (left) and 0.60m (right).
The general characteristics of the acoustic time signal are also found in the signals of
all seismic sensors. With increasing depth the signals start later due to the increased
distance between source and sensors. In all seismic signals, short impulsive disturbances
are visible (e.g. at the times of about 694ms, 700ms and 704ms). They are caused
by mains hum, which aﬀected the seismic measurements. This is discussed in detail in
Section 4.1.2.1.
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Figure 4.5: Time signals of an interval of 40ms around the beginning of the noise
replay, shown in Fig. 4.3. Left: Sound pressure, recorded with the microphone of
channel 27. Right: Vertical soil velocity, recorded with a geophone at the surface,
channel 23.
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Figure 4.6: Time signals of the vertical soil velocity of an interval of 40ms around the
beginning of the noise replay, shown in Fig. 4.4. Left: Vertical soil velocity, recorded
with a geophone in a depth of 0.30m, channel 3. Right: Vertical soil velocity, recorded
with a geophone in a depth of 0.60m, channel 0.
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4.1.2 Analysis in frequency space
With the fast Fourier transform (FFT) time intervals of a signal of N samples can be
converted into a frequency spectrum. The theory of the FFT, described e.g. in [66],
usually requires that N = 2n (with the integer n > 0). Mathematically the limitation of
the time signal to a ﬁnite interval T represents its multiplication with a rectangle function
(with value 1 in the time interval T and 0 outside) in the time domain. Additionally, the
discretisation of the signal is – in mathematical terms – the multiplication with a Dirac
comb. Both eﬀects can lead to spectral leakage: The spectrum of e.g. a pure, continuous
sine function contains only two δ-peaks at the frequency f of the sine and at its negative
value −f , while the spectrum obtained for the discretised, ﬁnite sine shows a broadening
of these peaks and contains oscillations around f and −f . To limit the eﬀects of the
spectral leakage, additionally a window function can be multiplied to the time signal. In
the presented evaluations a Hann window is multiplied to the time signal of each interval
before performing the FFT. All spectral values are multiplied by the normalisation factor
fnorm =
√
8/3
N
. (4.5)
Of this the ﬁrst component 1/
√
N follows from the periodogram normalisation to make
the sum of the N squared spectral magnitude values equal to the mean-square value of
the N values of the time signal in the interval used for the FFT. The second component,√
8/3/
√
N , is the inverse of the sum over the squares of the N values of the Hann window,
to approximately compensate for the decrease of the signal values in the time domain from
the multiplication by the window. The precise expression of the Fourier transform of a
time signal, multiplied with a rectangle function, a Dirac comb and a Hann window is
given in [26] and [27].28
Using the FFT a real-valued time signal of length T consisting of N samples is converted
to a complex spectrum with N spectral points. The frequencies of the spectrum cover the
range 0Hz ≤ f < 0.5 ·fS with N/2 spectral points (neglecting negative frequencies) where
fS is the used sampling rate of the time signal. The sampling rate directly determines
how many samples N will be used for the FFT in a chosen time interval T :
N = fS ·T. (4.6)
In frequency space the resolution of the spectrum is given by
∆f =
fS
N
=
1
T
. (4.7)
28Note that in [26] a different sign convention for the FFT and a slightly different normalisation had
been used. The equation as used in the evaluation program Eingabe is given in [27, p. 41]. However, the
normalisation factor in [27, p. 57] has to be corrected to
√
8/(N · √3).
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These equations show a fundamental problem of the Discrete Fourier Transform: To
obtain a higher resolution in frequency space the number of samples N needs to be
increased which will also increase the length of the time interval T . The FFT gives the
complex amplitudes of the diﬀerent frequencies that contribute to a time signal, averaged
over the time interval T . The challenge is to ﬁnd a good ratio between a high frequency
resolution and a short time interval used for the FFT. For most evaluations in this work
a time interval of T = 0.8192 s was used, corresponding to N = 8192 samples recorded
with a sampling rate of fS = 10 kHz. This leads to a frequency resolution of ∆f ≈
1.22Hz. The FFT was performed using the software Eingabe which provides the real and
imaginary parts, the values of the spectral amplitude a(f) and the phase φ(f), deﬁned
in Eq. (4.8), as well as the power a(f)2. Additionally, with Eingabe single spectra and
sequences of spectra can be plotted. For the latter so-called spectrograms consecutive
spectra of the length T each were calculated without overlap of the single time intervals.
With the FFT complex spectral values are calculated
a˜(f) = a(f) · eiφ(f) (4.8)
with the amplitude
a(f) =
√
(ℜ(a˜(f)))2+(ℑ(a˜(f)))2 (4.9)
and the phase
φ(f) = arctan
(ℑ(a˜(f))
ℜ(a˜(f))
)
. (4.10)
ℜ and ℑ depict the real and imaginary parts of a˜(f), respectively. In this work by the term
spectral amplitude – either in plots or in the discussion – it is referred to the real values
a(f). Occasionally, the power a(f)2 is shown in the plots of spectra and spectrograms.
4.1.2.1 Representative spectra and spectrograms
Here the spectra and spectrograms corresponding to the time signals shown in
Section 4.1.1.1 are presented.
All spectra were calculated for time intervals of T = 0.8192 s, corresponding to N =
8192 samples. With the sampling rate of fS = 10 kHz this results in frequencies of the
spectra of up to 5 kHz with a spectral resolution of ∆f ≈ 1.22Hz. However, the range
of all plots is limited to the interval 0Hz ≤ f ≤ 1000Hz. Above that upper limit the
seismic amplitudes usually have dropped to the background level (or are close to it).
Thus, frequencies f > 1000Hz are of no further interest for the evaluations. All plots
show the normalised power of sound pressure and vertical soil velocity, respectively.
In Fig. 4.7 and Fig. 4.8 spectra of the aircraft overﬂight number 13 (see Table A.2)
are plotted. The beginnings of the time intervals used for the calculation of the shown
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Figure 4.7: Normalised power spectra of jet-aircraft overﬂight number 13 calculated
for the following times, the corresponding incident angles of the signal α and the
distances between aircraft and setup r:
Black spectra: 9:26:51 (UTC), α≈ 60◦, r ≈ 950m,
red spectra: 9:26:59 (signal of the cpa of the aircraft), α≈ 34◦, r ≈ 725m,
blue spectra: 9:27:32, α≈ 72◦, r ≈ 4000m.
The dashed, grey spectra depict the averaged background power at each sensor. The
plots are limited to the frequency range 0Hz ≤ f ≤ 1000Hz.
Left: Sound pressure, recorded with the microphone of channel 29.
Right: Vertical soil velocity, recorded with a geophone at the surface, channel 24.
spectra in each graph are: Black spectra: 9:26:51 (UTC), corresponding to α ≈ 60◦ at
a distance of 950m between sensors and the approaching aircraft; red spectra: 9:26:59,
corresponding to the signals of the cpa of the overﬂight (α ≈ 34◦, distance between
aircraft and setup of about 725m), and blue spectra: 9:27:32, corresponding to α ≈ 72◦
at a distance between departing aircraft and sensors of about 4000m.
In Fig. 4.7 and Fig. 4.8 the spectra recorded around the cpa (red spectra) show for all
sensors and nearly all frequencies the largest spectral amplitudes. For the approaching
aircraft (black spectra) the amplitudes are systematically smaller and for the departing
aircraft in a distance of about 4000m (blue spectra) only for low frequencies signiﬁcant
amplitudes are recorded. For the latter at frequencies f & 400Hz the soil velocities
recorded at all geophones approximately reaches values of the background amplitudes
indicated by the dashed, grey spectra. The calculation of the averaged background
amplitudes is discussed in Appendix A.5.
In the single spectra strong ﬂuctuations of the amplitudes are visible. This is a usual
characteristic of the spectral values. If multiple spectra, corresponding to time signals
recorded under similar conditions, are calculated, their spectral values can be averaged.
This is demonstrated in Fig. 4.11 for the signals of the noise replay. For a single aircraft
overﬂight excitation conditions (i.e. the angle of incidence α) changed too fast for
successful averaging. Sound pressure and soil velocity of diﬀerent aircraft overﬂights
cannot be averaged due to diﬀerent trajectories of the aircraft. These resulted in
diﬀerent distances between source and sensor, in diﬀerent angles of incidence α as well
74 Analysis
0 500 1000
Frequency / Hz
10−20
10−19
10−18
10−17
10−16
10−15
10−14
10−13
N
. 
P
. 
S
p
. 
o
f 
S
o
il
 V
el
. 
/ 
(m
/s
)2
0 500 1000
Frequency / Hz
10−20
10−19
10−18
10−17
10−16
10−15
10−14
10−13
N
. 
P
. 
S
p
. 
o
f 
S
o
il
 V
el
. 
/ 
(m
/s
)2
Figure 4.8: Normalised power spectra of the vertical soil velocity recorded with
buried geophones for the times as in Fig. 4.7 for the frequency range 0Hz ≤ f ≤
1000Hz. Left: Geophone in a depth of 0.30m, channel 6. Right: Geophone in a
depth of 0.60m, channel 13.
as diﬀerent angles from the engines of the aircraft to the sensors. Additionally, each
aircraft has a speciﬁc sound-emission characteristics. All these are reasons for diﬀerent
recorded amplitudes for each overﬂight event. However, as shown in Section 4.2, by
using the ratio between vertical soil velocity and sound pressure independence of the
speciﬁc overﬂight event can be achieved. Thus, the spectral coupling coeﬃcient can be
averaged in corresponding intervals of α.
In the spectra of the vertical soil velocity, especially in the blue ones of the sensor buried
deepest (zS = 0.60m), narrow spectral peaks are visible at odd multiples of 50Hz. These
stem from mains hum in the used equipment.
Instead of spectra calculated for a single time interval of length T = 0.8192 s in Fig. 4.9
and Fig. 4.10 the normalised power spectrograms of the overﬂight are shown. They
represent the time evolution of the spectral amplitudes, i.e. they show spectra of
consecutive time intervals. Fig. 4.9 gives the spectral sound pressure (top) and the
vertical soil velocity at the surface (bottom) of the overﬂight shown in Fig. 4.1. In
Fig. 4.10 the respective vertical soil velocities recorded with a geophone in depth 0.30m
(top) and that recorded in depth 0.60m (bottom) are given, corresponding to the time
signals in Fig. 4.2.
In the graphs the time 9:26:59 (corresponding to the time when the signals of the cpa
were recorded) is marked with a red line at the top. Additionally, the time during which
the angle of incidence α of the acoustic signal was smaller than 60◦ – and which was
later used for the determination of the soil properties – is deﬁned by two blue lines.
The acoustic signal emitted by the aircraft is a broadband one with considerable
amplitudes for frequencies up to 1 kHz (and even above – not shown here). The largest
signal amplitudes were recorded around the cpa. In general the spectral amplitudes
decrease with frequency and with increasing angle of incidence α – the latter is
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Figure 4.9: Normalised power spectrograms of jet-aircraft overﬂight number 13. The
spectra are recorded for consecutive time intervals of T = 0.8192 s. The signals of the
cpa are recorded at 9:26:59 (red line at the top). The time interval during which α
was smaller than 60◦ (which is used for the ﬁt, see Section 4.4) is marked with blues
lines at the top. The plots are limited to the frequency range 0Hz ≤ f ≤ 1000Hz.
Top: Normalised power spectrogram for the sound pressure, recorded with the micro-
phone of channel 29.
Bottom: Normalised power spectrogram for the vertical soil velocity at the surface,
recorded with the geophone of channel 24.
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Figure 4.10: Normalised power spectrograms of the vertical soil velocity for a jet-
aircraft overﬂight (as shown in Fig. 4.9) recorded with buried geophones. Top: Geo-
phone in the depth of 0.30m, channel 6. Bottom: Geophone in the depth of 0.60m,
channel 13.
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mainly caused by the increasing distance between aircraft and sensors. The broadband
characteristics of the signal hold true for the whole time of the overﬂight. There is no
notable modulation of the spectral amplitudes with frequencies aside from the usual
signal ﬂuctuation (see Fig. 4.7, left). As visible in the spectrogram (Fig. 4.9, top) and
especially in the single spectra (Fig. 4.7, left) the amplitudes of higher frequencies
decrease with increasing distance of the aircraft from the sensor setup. For frequencies
of up to about 100Hz the amplitude of sound pressure hardly changes for distances
between aircraft and sensors of up to 4 km.
The spectral amplitudes of the vertical soil velocity in various depths follow the general
tendencies of the sound pressure: They decrease with frequency and with increasing
α. Additionally, with increasing depth especially the amplitudes of higher frequencies
decrease faster. This is due to the frequency-dependent absorption in the soil. The
fundamental diﬀerence to the spectral amplitudes of the sound pressure lies in a spectral
modulation of the soil velocity. This leads to consecutive frequency bands of increased
and decreased soil velocity which are visible in the spectrograms of all geophones
(Fig. 4.9, bottom, and Fig. 4.10, both graphs). The frequencies of the increased and
decreased soil velocity change over time – this change is better explained as a dependency
on the angle of incidence α (see also Section 4.2): The frequencies have their smallest
values at the cpa (i.e. the smallest values of α for the presented overﬂight) and they
increase with increasing α. These frequency bands are caused by interference of various
seismic waves excited at diﬀerent locations at the surface by the incident, plane, acoustic
wave. This interference will be evaluated in detail in Section 4.4 using the theoretical
models introduced in Section 2.3.
In the spectrograms of the soil velocity lines at frequencies of 50Hz and its odd
multiples are visible. These are the artefacts caused by mains hum visible as narrow
spectral peaks in the plots of the single spectra. Since their frequency does not
change over time, they show up in the spectrograms as horizontal lines of constant
frequencies and approximately constant amplitude. They might be masked by the acous-
tically induced soil velocity of stronger amplitude (around the cpa) or at lower frequencies.
In Fig. 4.11 averaged, normalised power spectra of the noise replay (time sig-
nals shown in Fig. 4.3 and Fig. 4.4) are plotted: For consecutive time intervals of the
length T = 0.8192 s single spectra are calculated and their spectral amplitudes are
averaged. These spectra are calculated for the time interval from 10:53:15 to 10:53:44,
corresponding to 35 consecutive spectra. Fig. 4.11 (left) shows the spectrum of the sound
pressure. The right graph shows spectra of the vertical soil velocity recorded with a
geophone at the surface (black) and with buried geophones in the depth of 0.30m (red)
and in the depth of 0.60m (blue).
The spectral power of the sound pressure of the acoustic signal emitted by the speaker
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Figure 4.11: Normalised and averaged power spectra of the noise replay, corre-
sponding to the time signals shown in Fig. 4.3 and Fig. 4.4. For time intervals of T
= 0.8192 s 35 consecutive spectra are calculated whose spectral amplitudes are aver-
aged.
Left: Power spectrum of the sound pressure, recorded with microphone of channel
27. The background level for all frequencies is signiﬁcantly smaller than the recorded
sound pressure (see Fig. 4.7, left), thus it is not plotted here.
Right: Power spectra of the vertical soil velocity: Black: Geophone at the surface,
channel 23; red: Geophone in depth of 0.30m, channel 3; blue: Geophone in 0.60m
depth, channel 0. The dashed, grey spectrum shows the background level at the
geophone in 0.60m depth.
in the frequency range 200Hz ≤ f ≤ 750Hz shows a monotonous decrease without
signiﬁcant ﬂuctuations proportional to f−4. For lower frequencies it deviates from that
proportionality for technical reasons, as stated in Section 3.2.2. The maximal spectral
power of the broadband signal is recorded between 155Hz and 170Hz.
The spectra of the vertical soil velocities recorded with geophones in various depths
show a more complex behaviour. For all geophones several local minima and maxima of
the spectral amplitudes can be identiﬁed. For many of them the frequency diﬀerence
between successive local minima or maxima, respectively, is approximately constant.
They are caused (as discussed for the signals of the aircraft overﬂight) by constructive
and destructive interference of seismic waves excited at various locations by the acoustic
signal. Due to the small distance of few metres between the speaker and the sensors
the wavefronts of the acoustic noise signal are spherical. Thus, the treatment of the
interference of acoustically excited seismic waves is much more complicated than for the
plane waves during the aircraft overﬂight events. Hence, it is discussed only qualitatively
in this thesis.
The spectra of the buried geophones (blue: zS = 0.30m, red: zS = 0.60m) show the
maximal soil velocity around 170Hz similar to the acoustic spectrum. However, the
spectral amplitude decreases much faster with increasing frequency. For the geophone
in depth of 0.60m at around 500Hz the signal has decreased to the background level
(dashed, grey spectrum). The geophone placed at the surface shows no signiﬁcant
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maximum of the soil velocity around 170Hz. This is believed to be caused by destructive
interference of various seismic waves excited at the location of the sensors and in its
vicinity.
Again, the lines of the mains hum at 50Hz (and its odd multiples) are clearly visible in
the spectra of the geophones.
There is little variation over time in the sound pressure and the soil velocity
during the replay of the broadband noise. For the sake of completeness the spectrograms
of the four sensors are shown in Appendix A.6.
4.2 Acoustic-seismic coupling coefficient
Here the acoustic-seismic coupling coeﬃcient is introduced as a fundamental method of
the evaluation of the aircraft overﬂights. It is a measure for the strength of the excited
soil vibrations by an acoustic signal. As shown in this section it can be used to achieve
independence on a speciﬁc recorded event. Thus, the coupling coeﬃcients calculated for
diﬀerent overﬂight events can be averaged.
Because the coupling from acoustic to seismic waves depends on the frequency
f and changes with time t, the coupling coeﬃcient is deﬁned as the ratio of the spectral
amplitude of vertical soil velocity over the spectral amplitude of sound pressure29:
C˜c(f, t) =
SoilV elocity⊥(f, t)
SoundPress.(f, t)
. (4.11)
The calculated coupling coeﬃcient C˜c(f, t) of overﬂight number 13 of a geophone at the
surface, channel 24, and the microphone next to it, channel 29, (respective spectrograms
shown in Fig. 4.9) is plotted in Fig. 4.12.
The frequency bands of increased and decreased coupling strength are the result of cor-
responding frequency bands in the recordings of the vertical soil velocity, as shown in
Fig. 4.9 (bottom). The spectral coupling coeﬃcient and the frequencies of the construc-
tive and destructive interference strongly changes as the aircraft passes the setup. To
compare and even average diﬀerent overﬂight events (as is shown in Section 4.2.1) the
trajectories of each overﬂight is used to calculate the angle of incidence α of the acoustic
wave from the normal to the ground surface. Thus, Eq. (4.11) can be re-written replacing
the time by the corresponding angle α:
C˜c(f, t)→ Cc(f,α) = SoilV elocity⊥(f,α)
SoundPress.(f,α)
. (4.12)
29For the calculation of the coupling coefficient the sound pressure of the microphone closest to the
geophone was used (see sensor setup in Fig. 3.3). Thus, usually only the depth of the geophone is stated.
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Figure 4.12: Spectral coupling coeﬃcient in (m/s)/Pa over time calculated with
Eq. (4.11). The time interval of 50 s, starting 09:26:43 on 15th May 2013 corresponds
to the aircraft overﬂight number 13. The corresponding spectrograms of the sound
pressure and the vertical soil veloctiy are shown in Fig. 4.9. Lines of mains hum are
still visible.
The resulting spectrally resolved coupling coeﬃcient Cc(f,α) is given in Fig. 4.13. The
whole range of α was divided in small intervals ∆α ≈ 1.35◦ (see Section 4.2.1). For this
plot all spectra recorded at a time corresponding to such an interval ∆α were averaged.
This includes both spectra from the approach towards and the departure from the setup
of the aircraft which both cover approximately the same range of angles of incidence.
As shown in Fig. 4.13 the pattern of frequency bands of increased and decreased coupling
strength can be correlated to the angle of incidence α. This becomes even clearer when
averaging several overﬂight events.
4.2.1 Averaging of signals of corresponding angle intervals to
achieve event-independent values
For 16 aircraft-overﬂight events the coupling coeﬃcient Cc(f,α) was calculated with
Eq. (4.12), using the trajectories of each overﬂight to obtain the corresponding α. To
determine the averaged coupling coeﬃcient data were grouped according to the angle of
incidence α of the acoustic signal: For a given frequency all coupling coeﬃcients were
averaged that correspond to the same α intervals obtained by dividing the range 11.8◦ ≤
α < 80◦ into 50 equally-spaced intervals, resulting in a resolution of ∆α ≈ 1.35◦. Addi-
tionally, the standard deviation at each data point was calculated for all values used for
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Figure 4.13: Spectral coupling coeﬃcient in (m/s)/Pa of the aircraft overﬂight
number 13, calculated with Eq. (4.12), plotted over the angle of incidence α. Around
α approximately 40◦, 45◦ and 53◦ as well as below 34◦ no data points are available
for this particular overﬂight. Additionally, lines of mains hum were excluded from the
calculation, ﬁlling in averages from neighbouring frequencies.
averaging.
The observed pattern of consecutive bands of increased and decreased coupling strength
is consistent for all overﬂights recorded. This is veriﬁed by looking at the standard devia-
tion of the 16 overﬂight events divided by the averaged coupling coeﬃcient for each data
point shown in Fig. 4.14. A reversed pattern of frequency bands can be observed: The
variation in the measured data between diﬀerent events is small in all regions where strong
signals can be observed – especially for the bands of increased coupling strength. This is
indicated by a ratio of standard deviation over averaged coupling coeﬃcient of about 0.1.
Stronger ﬂuctuations with a ratio of around 0.5 to 0.7 (and for single points even above
1 up to 5.5) are observed in the frequency bands of decreased coupling strength, for low
frequencies and for large angles of incidence. In all these ranges the acoustic and seismic
signals are weak and minor ﬂuctuations lead to a large relative standard deviation.
After averaging of 16 jet-aircraft overﬂights and by using the angle of incidence α to ob-
tain event-independent values the averaged and spectrally resolved coupling coeﬃcient is
shown in Fig. 4.15. The pattern of six to seven consecutive frequency bands of increased
and decreased coupling strength between about 70Hz and about 400Hz can be observed
clearly.
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Figure 4.14: Standard deviation of the coupling strength from 16 diﬀerent overﬂight
events of jet aircraft relative to the averaged coupling coeﬃcient. A reversed pattern
of consecutive frequency bands can be seen in such a way that the bands of increased
coupling strength show much less variation while the bands of small coupling strength
show higher ﬂuctuations due to their small overall signal strengths. The colour scale
was limited to the interval [0,1].
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Figure 4.15: Averaged coupling strength in (m/s)/Pa of 16 events of jet aircraft
passing nearly overhead for a geophone at the surface (channel 24). The pattern
of consecutive frequency bands of increased and decreased coupling coeﬃcient can
be seen which is caused by constructive and destructive interference in the ground.
Values at odd multiples of 50Hz are excluded from the plot and replaced by the
average from neighbouring frequencies.
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4.2.2 Frequency averaging and determination of the frequency
course of the bands of increased coupling strength
To determine the frequencies of the bands of increased coupling strength for all angles
fmeasmax,k(α)
30 precisely, small ﬂuctuations in the measured data needed to be corrected.
Thus, frequency-distance-weighted smoothing is applied to the data: The spectrally re-
solved coupling coeﬃcient for each frequency fi is replaced by a weighted average of the
coupling coeﬃcient in the interval [fi−2,fi+2] as given by:
Cc(fi,α) =
1
δi
Cc(fi,α)+ 2∑
j=−2;j,0
Cc(fi+j ,α)
(|fi−fi+j |)η
 with δi = 1+ 2∑
j=−2;j,0
1
(|fi−fi+j |)η .
31
(4.13)
Here Cc(fi,α) is the smoothed value of the coupling coeﬃcient and Cc(fi,α) corresponds
to the value obtained as ratio of the measured vertical soil velocity and the sound pressure
at the frequency fi and for a given α. η is a weighting exponent that was set to η = 0.8
empirically. Fig. 4.16 shows the spectrum of the coupling coeﬃcient (angle-averaged over
16 overﬂight events) in blue and the eﬀect of the frequency-distance-weighted smoothing
in red to suppress ﬂuctuations. The graph refers to the coupling coeﬃcient obtained from
the vertical soil velocity recorded with a geophone at the surface (channel 24) and the
sound pressure, recorded with the microphone of channel 29 and the angle α≈ 17◦.
Now, starting with the spectral coupling coeﬃcient of the smallest angle of incidence (α≈
12◦) each local maximum of the coupling coeﬃcient is identiﬁed.32 For subsequent larger
angles the respective adjacent local maximum in a small frequency interval around the
previously found maximum were determined. This results in the courses of the frequency
values fmeasmax,k(α), which are shown dotted in Fig. 4.24 for the angles of incidence used for
the ﬁt algorithm.
30The index k refers to the number of the frequency band of increased coupling strength. Its value is
of no importance for any calculation, but it is merely used to specify the particular bands. Thus, the
band in Fig. 4.15 starting at f ≈ 70Hz at α ≈ 12◦ and reaching frequencies of f ≈ 91Hz at α ≈ 60◦ is
referred to by k = 1. The next band with f(α≈ 12◦)≈ 116Hz and with f(α≈ 60◦)≈ 146Hz is referred
to by k = 2. The band of the highest frequencies still visible in Fig. 4.15 starts at f(α ≈ 12◦)≈ 316Hz
and is referred to by k = 6.
31This equation describes the frequency averaging of the coupling coefficient. In [57] is was falsely
stated that it refers to calculations for the vertical soil velocity only.
32A manual selection form the list of all found local maxima was necessary: So only those corresponding
to the frequency bands caused by interference were further processed. Those corresponding to local
maxima due to smaller fluctuation in the measured data were excluded.
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Figure 4.16: Spectrum of the coupling coeﬃcient for a geophone at the surface
(channel 24) and an angle of incidence α ≈ 17◦. Blue: Values of 16 overﬂight events
averaged in small angle intervals. Red: Additional application of frequency smoothing
to suppress ﬂuctuations.
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4.3 Relative amplitudes of P and SV waves
Before using the pattern of interference (see Fig. 4.15), which is caused by various seismic
waves, to determine the soil properties in Section 4.4, here the relative amplitudes of the
seismic waves reaching the sensor are discussed. They are needed to estimate the inﬂu-
ence on the overall seismic signal of P and SV waves, which might have been reﬂected
and undergone conversion of the wave type several times. Thus, the main contributors to
the interference can be identiﬁed and waves hardly contributing at all can be neglected
for the calculations.
Each reﬂection at one of the boundaries reduces the amplitude of a wave. Thus, the am-
plitudes of the seismic waves interfering at a sensor can be obtained from the equations
of the reﬂection coeﬃcients at the underground boundary (given in Section 2.2.2) and at
the free surface (given in Section 2.2.3). For the calculation of the coeﬃcients at the free
surface the velocities of P and S waves in the upper soil layer need to be known. Addi-
tionally, for the reﬂection coeﬃcients at the underground boundary the respective wave
velocities in the second soil layer as well as the ratio of the densities of both layers are
required. The P-wave velocities were approximatively determined by a seismic refraction
survey to be vP1 ≈ 200m/s and vP2 ≈ 1400 - 1700m/s [60]. The high velocity of vP2
is believed to be caused by ground water contained below the boundary. Additionally,
with the performed ﬁt algorithm (described in Section 4.4.1 and its results given in Sec-
tion 4.4.2) the P-wave velocity in the ﬁrst layer vP1 was determined much more precisely
as vP1 = 228m/s (+2m/s/-4m/s). Thus, for all calculations the more realistic value of
vP1 = 230m/s will be used here. For vP2 the value vP2 = 1400m/s is used.
For the other required values the following assumptions are used that were discussed in
the Introductory assumptions: The S-wave velocity in the ﬁrst layer is vS = vP/
√
3 ≈
133m/s. In the second layer S waves can propagate only in the soil matrix (but not in
the contained water), thus the approximation vS2=vS1·1.15 ≈ 153m/s is used. For the
ratio of the density of both layers the common value ρ2/ρ1 = 1.25 is assumed.
In this section, ﬁrstly, the inﬂuence of the use of vertical-component geophones on the
recorded, relative P- and SV-wave amplitudes is discussed in Section 4.3.1. Then the
calculations of the reﬂection coeﬃcients at the free surface (in Section 4.3.2) and at the
underground boundary (in Section 4.3.3) are given. The ratio between the amplitudes
of acoustically excited P and SV waves are estimated in Section 4.3.4. Finally, in Sec-
tion 4.3.5 the resulting relative amplitudes of the various seismic waves reaching the sensor
are presented.
4.3.1 Vertical and horizontal components of the seismic signals
With the used setup of geophones at several positions the vertical component of the
soil velocity together with two horizontal components were recorded. At other positions
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tion 4.3.3) and directly by the acoustic wave (Section 4.3.4) is much smaller than that
of P waves, at least for smaller α. This eﬀect is ampliﬁed by the usage of vertical-
component geophones decreasing the relative ratio between P waves and SV waves as
given in Eq. (4.14). Thus, SV waves will play a minor role in the interpretation of the
recorded interference patterns – and if at all only at higher angles α.
Note that an SH wave has no displacement in vertical direction, thus it cannot be mea-
sured with a vertical-component geophone and should not be excited by an incoming
(compressional) sound wave in the ﬁrst place. Thus, in the evaluation SH waves are not
considered and the nomenclature S waves refers to SV waves only.
4.3.2 Reflection coefficients at the free surface
An upwards-propagating seismic wave, stemming from reﬂection at an underground
boundary of an acoustically excited seismic wave, shall be reﬂected at the surface of the
soil, treated as free surface. Depending on the type of the seismic wave it impinges on
the boundary under the angle βP (if it is a P wave) or the angle βS (if it is an SV wave).
In both cases upon reﬂection generally both wave types are excited. Thus, four diﬀerent
reﬂection coeﬃcients have to be considered resulting from the four combinations of
the types of incident and reﬂected waves. They can be calculated using Eq. (2.36) to
Eq. (2.39) in Section 2.2.3. For the used values v0 = 340m/s, vP1 = 230m/s and vS1 =
133m/s the reﬂection coeﬃcients are plotted in Fig. 4.18 versus the acoustic angle of
incidence α.
The ﬁrst subscript of the reﬂection coeﬃcients refers to the type of the incident wave
towards the free surface and the second one to the type of the reﬂected wave. Thus,
RsPP is the amplitude ratio between a reﬂected P wave and an incident P wave; R
s
PS that
between a reﬂected SV wave and an incident P wave. As becomes obvious from Eq. (2.36)
and Eq. (2.39) the values of the reﬂection coeﬃcients RsPP and R
s
SS are identical – even
though for perpendicular incidence (α = 0◦) neither an incident nor a reﬂected SV wave
can exist.
The negative sign of the reﬂection coeﬃcients in Fig. 4.18 shows that the displacements
in the incident and in the reﬂected wave have the same direction with respect to the
propagation directions. Consequently, there is no phase jump between the respective
vertical components as was discussed in Section 2.2.5. This is important to keep in mind
when evaluating the resulting wave amplitude, shown in Section 4.3.5.
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Figure 4.18: Reﬂection coeﬃcients at the free surface for the full range of acoustic
angles of incidence α. The values are calculated with Eq. (2.36) to Eq. (2.39). For
the calculation the values v0 = 340m/s, vP1 = 230m/s and vS1 = 133m/s are used.
The subscripts of the four coeﬃcients state the types of incident and reﬂected wave.
4.3.3 Reflection coefficients at the underground boundary
For a seismic wave impinging from above on the boundary between the upper soil layer
and the second one, again four reﬂection coeﬃcients are needed.33 They are given by
Eq. (2.32) to Eq. (2.35) in Section 2.2.2. For the calculation additional to the values of
v0, vP1 and vS1 the respective wave velocities in the second soil layer are required as well
as the ratio of the densities of both layers. Here the following values are used: vP2 =
1400m/s, vS2 = 153m/s and ρ2/ρ1 = 1.25. The real parts of the calculated reﬂection
coeﬃcients are shown in Fig. 4.19.
Here, again, the ﬁrst subscript refers to the type of the incident wave and the second one
to the type of the reﬂected wave.
At the angle αc ≈ 14.1◦ the P-P reﬂection coeﬃcient has the absolute value of nearly RPP
= 1. At this critical angle total internal reﬂection occurs at the boundary for a downwards
33For the evaluation the four reflection coefficients for a wave hitting the boundary from below as well
as the eight transmission coefficients are of no interest. This holds true since, firstly, no seismic source
below the boundary is considered for the explanation of the recordings. The sources of interest are the
airborne aircraft whose signals hit the surface and the underground boundary from above. Secondly,
the lower soil layer is treated as an infinitely extending half-space. The energy transmitted at the
underground boundary does not contribute further to the recorded seismic signals. During the evaluation
of the measurements no evidence of an additional, deeper boundary, where seismic waves might have
been reflected upwards, was found.
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Figure 4.19: Reﬂection coeﬃcients at the underground boundary versus the acoustic
angles of incidence α. The values are calculated with Eq. (2.32) to Eq. (2.35). For
the calculation the following values are used: v0 = 340m/s, vP1 = 230m/s, vS1 =
133m/s, vP2 = 1400m/s, vS2 = 153m/s and ρ2/ρ1 = 1.25.
The subscripts of the four coeﬃcients state the types of incident and reﬂected wave.
The plotted values show the real parts of the reﬂection coeﬃcients, since above the
critical angle of total reﬂection (e.g. for RPP αc ≈ 14.1◦) the coeﬃcients are generally
complex.
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propagating P wave. Thus, no P wave is transmitted into the second soil layer for angles
larger than αc ≈ 14.1◦. However, still an SV wave can be transmitted into the second soil
layer, since vS2 is smaller than vP1 in the investigated case and thus no critical angle for
these two velocities exist. Additionally, an SV wave is reﬂected into the upper soil layer,
indicated by the non-zero value of RPS. The critical acoustic angle αc corresponds to a
critical seismic one, which can be calculated by βc = arcsin(vP1/vP2) ≈ 9.5◦ for the given
velocities. The absolute value of RPP for angles α . 68
◦ is much larger than that of the
other three reﬂection coeﬃcients. This indicates, that the P-P reﬂection is the dominant
contribution to the resulting signal at the sensor as will be shown in Section 4.3.5.
The positive sign ofRPP for most αmeans that the displacement of a small volume element
in the incident and in the reﬂected wave both point in the same direction with respect
to the respective wave vectors. Therefore, the vertical component of the displacement
undergoes a phase jump of π upon reﬂection (see also Section 2.2.5). The other three
reﬂection coeﬃcients are negative, indicating no phase jump of the vertical component
upon S-S reﬂection, but a phase jump of π upon P-S reﬂection as well as upon S-P
reﬂection (see Table 2.2).
The real part of RPP gets negative for angles α & 82.6
◦, corresponding to β & 42.2◦.
For grazing incidence of the P wave (βP = 90
◦) the real part of RPP would approach
-1. However, this range of angles βP is of no interest for the evaluation, since for the
acoustically induced seismic signals βP is limited to βmax ≈ 42.6◦ (see Fig. 4.17, right).
4.3.3.1 Simple estimate of the P-P reflection coefficient
The calculations presented in the previous sections and especially in Section 4.3.3 use
assumptions for the properties of the second soil layer. In [57] an estimate for RPP
34 was
presented and it was argued that it is not necessary to know this parameters precisely.
Here the made estimate using the simple model of the two-wave interference is outlined
(see Section 2.3.1 for a sensor at the surface, zS = 0m) and its applicability is discussed.
The soil velocity recorded at the surface is determined by the interference of the waves
AP` with relative amplitude aP` = 1 and the eﬀective wave A
surf
P`P´
with relative amplitude
asurf
P`P´
= aP`P´ + aP`P´P` (see Section 2.3.1).
35 The latter amplitude can be expressed using
the reﬂection coeﬃcients RPP and R
s
PP: a
surf
P`P´
= RPP(1 + R
s
PP). The maximal amplitude
of the interference is given by amax = aP` + a
surf
P`P´
and the minimal one by amin = aP` -
asurf
P`P´
. The same equations can be used when evaluating the maxima Ccmax and minima
Ccmin of the coupling coeﬃcient, calculated from the averaged recorded data. Using the
ratio F = Ccmax/Ccmin between the coupling coeﬃcients at the frequencies of maximal
34In [57] RPP was referred to simply as R, since wave type conversion of P waves upon reflection was
neglected.
35Since at the surface the waves AP`P´ and AP`P´P` have the same phase the vertical components of their
displacement sum up reinforcingly. Thus, in order to treat the problem as two-wave interference, the
effective wave Asurf
P`P´
with the sum amplitude of AP`P´ and AP`P´P` is used here.
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Figure 4.20: Reﬂection coeﬃcient RPP at the boundary, estimated from the ratio
of minimal over maximal coupling strength with Eq. (4.15) (coloured data points)
and calculated (black) as in Section 4.3.3, plotted here versus the seismic angle βP as
in [57]. For the estimate the ratios F = Ccmax/Ccmin of four pairs of neighbouring
frequency bands of local maxima and minima of the coupling strength with the given
indices kmax and kmin were used. All estimates result in similar values of RPP for the
investigated range of βP with little dependency on the angle and the frequency.
and minimal coupling strength and the calculated values of RsPP (see Section 4.3.2), one
ﬁnds for the reﬂection coeﬃcient RPP:
RPP =
F −1
(1−RsPP)(F +1)
. (4.15)
In [57] this calculation was performed for the wide range of angles βP to obtain the angle
dependency of RPP(βP). However, the angle dependency of RPP was considered to be so
weak that it was neglected. Additionally, multiple pairs of adjacent minima and maxima
of the coupling coeﬃcient (at diﬀerent frequencies) were used. The decrease of RPP with
frequency, i.e. for larger indices kmin and kmax, was mentioned but not further considered.
Thus, the reﬂection coeﬃcient RPP was assumed to be constant RPP = const. ≈ 0.4 for
all made calculations. In Fig. 4.20 RPP is shown for the estimation from the data points
as in [57] and for the calculated values from Section 4.3.3.
A strong deviation between the calculated and the estimated values can be observed.
The strong angle dependency of the former can indeed not be found for the latter. For
the estimate only for large angles βP (corresponding to the acoustic angle α approaching
grazing incidence) a slight tendency of decreasing RPP can be observed, which is, however,
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signiﬁcantly smaller than that of the calculated values. Also no maximum of RPP around
a critical angle of total reﬂection can be identiﬁed for the estimated values.
Reasons for the deviation can be the following: For the estimate only P waves were
taken into account. However, the seismic signal contains contributions from SV waves
as will be shown in Section 4.3.5. Furthermore, it was assumed that the amplitudes of
maximal and minimal coupling strength are solely given by constructive and destructive
interference between two waves, respectively. The seismic background at the measurement
site was not taken into account. However, it increases the recorded soil velocity and thus
the coupling strength (see Eq. (4.12)). For destructive interference the overall coupling
strength is small, thus the background amplitude increases Ccmin while it has minor eﬀects
on Ccmax. This leads to a systematic error in the used ratio F .
Regardless of these limitations of the estimate the simple interference model (Section 2.3.1)
with a constant value of RPP can be used to successfully determine the frequencies fmax of
constructive and fmin of destructive interference for a sensor at the surface. This is valid,
because these frequencies (see Eq. (2.49) for fmax and the modiﬁcations of the equation
for fmin, given in Section 2.3.1) do not depend on the relative amplitudes of the interfering
waves. With the use of the more sophisticated calculation of RPP (as has been presented
in Section 4.3.3) the relative amplitudes of the coupling strength between destructive and
constructive interference can be explained better.
For buried sensors, the waves AP`P´ and AP`P´P` have to be treated separately with their
respective relative amplitudes and their phase diﬀerence. Thus, the frequencies of maximal
and minimal coupling strength depend on the values of the reﬂection coeﬃcients. The
determination of fmax for buried sensors, used for the determination of the soil properties
presented in [57], is aﬀected by this error. This is another reason for the better results
in [57] obtained for surface sensors than those for the buried ones. A comparison of the
various interference models is given in Section 4.4.
4.3.4 Transmission coefficients from air to the upper soil layer
A compressional acoustic wave will generally excite a compressional and a shear wave in
the soil, when hitting the boundary between the air-ﬁll half-space and the upper soil layer.
The amplitudes of P and SV wave are given by the respective transmission coeﬃcients T sP
and T sS calculated with Eq. (2.40) in Section 2.2.4. The amplitude of the wave propagating
mainly in the air-ﬁll pores of the soil, i.e. the Biot-type II compressional wave (see [41]),
decreases rapidly while its energy is transferred to that of the P and SV waves in the soil
matrix. With the use of Eq. (2.40) immediate energy transfer from the sound wave to the
seismic waves is assumed.
For the calculation of the transmission coeﬃcients the densities of air and soil are re-
quired. For this the approximate values ρair ≈ 1.2 kg/m3 and ρsoil ≈ 1.2 t/m3 [65] are
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Figure 4.21: Transmission coeﬃcients T sP (blue, solid line) and T
s
S (blue, dashed
line) from air to the upper soil layer, calculated with Eq. (2.40) for the parameters v0
= 340m/s, vP1 = 230m/s, vS1 = 133m/s and ρair/ρsoil = 1/1000. Both transmission
coeﬃcients refer to the values of the left y-axis. The red curve shows the ratio between
T sS and T
s
P, referring to the values of the right y-axis.
used, leading to their ratio of ρair/ρsoil ≈ 1/1000. The calculated values are plotted in
Fig. 4.21 together with their ratio T sS/T
s
P.
Throughout the evaluation the directly acoustically excited P wave AP` is used as a ref-
erence and the amplitude of any other wave is given relatively to AP`. Thus, the term
T sS/T
s
P has to be considered, depending on the type of the acoustically excited wave (see
Eq. (4.16) in Section 4.3.5).
4.3.5 Contributions of arbitrary seismic waves to the seismic
signal
As discussed in Section 2.3.4 a seismic wave Ai can be reﬂected several times within the
upper soil layer before reaching the sensor. Upon each reﬂection its wave type might
change. Additionally, each reﬂection reduces its initial amplitude by the respective re-
ﬂection coeﬃcient. With the reﬂection and transmission coeﬃcients given in the previous
sections, the resulting amplitude ai can now be calculated using Eq. (2.72), which is
94 Analysis
repeated here:
ai =(RPP)
mPP · (RPS)mPS · (RSP)mSP · (RSS)mSS
· (RsPP)nPP · (RsPS)nPS · (RsSP)nSP · (RsSS)nSS · (T sS/T sP)k.
(4.16)
In the following calculations the values of reﬂection coeﬃcients at the free surface Rsij
and at the underground boundary Rij obtained in Section 4.3.2 and in Section 4.3.3 are
used. The integers mij and nij refer to the number of times the wave Ai undergoes the
respective reﬂection. With the term (T sS/T
s
P)
k it is taken into account whether the type
of the ﬁrst excitation of Ai by the acoustic wave is a P wave or an SV wave: If it is a P
wave k = 0 and if it is an SV wave k = 1 (see also Section 2.3.4).
Due to the use of vertical-component geophones, the respective component of the soil
velocity has to be calculated using Eq. (4.14). For this only the wave type of Ai upon
arrival at the sensor is of interest, regardless of any previous changes of its wave type.
In Fig. 4.22 (top) the relative amplitudes of selected seismic waves at the sensor
are shown calculated with Eq. (4.16). In Fig. 4.22 (bottom) the respective vertical
components are given. I will make use of the intuitive nomenclature introduced in
Section 2.3 to indicate the types and the direction of the waves Ai that are reﬂected
within the upper soil layer.
In Fig. 4.22 the amplitudes only of some of all possible seismic waves are shown: I
have chosen those with the overall largest amplitude in a wide range of α. There are
more waves (not shown here), resulting from further P-wave reﬂections, that have a
larger amplitude around αc than any wave propagating partially as SV wave. The latter
(namely AS`, AP`S´ and AP`P´S`) are shown to stress the dominance of the P waves on
the seismic signal. These three waves have the largest amplitude of any wave Ai that
propagated as an SV wave at any part of its path. Their amplitudes reach signiﬁcant
values only for large angles α, especially when looking at their vertical components
(Fig. 4.22, bottom).
The sign of the amplitudes given in Fig. 4.22 results from the multiplication of the
values as they were calculated in Section 4.3.2, Section 4.3.3 and Section 4.3.4. It does
not represent the direction of the displacement for a conclusion about the resulting
interference amplitude. For this the respective phase diﬀerences between the waves,
following from the path-length diﬀerences of both waves at a given frequency, need to be
used that are calculated with Eq. (2.71).
As shown in Fig. 4.18 for the reﬂection of a wave at the free surface all four
reﬂection coeﬃcients are negative. Correspondingly, for the special case of a sensor
positioned at the surface there is no phase jump of the vertical component of the dis-
placement between an upwards- and the reﬂected, subsequently downwards-propagating
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Figure 4.22: Relative amplitudes of selected seismic waves at the sensor, calculated
with Eq. (4.16). The plots show the waves which have the highest amplitudes for a
wide range of angles α. This includes mainly the waves created by P-P reﬂection at
the free surface and the underground boundary. Additionally, the amplitudes of three
waves that covered a part of the path in the soil as SV wave are shown: The directly
acoustically excited SV wave AS`, the upwards-propagating SV wave AP`S´, excited by
P-S reﬂection at the underground boundary and the SV wave AP`P´S`, that was excited
at the surface by a P wave which passed the upper soil layer in both directions. Their
overall amplitude is weak compared to the amplitudes of the pure P waves, especially
when looking at the vertical components. They reach signiﬁcant values only for large
α.
Top: Full wave amplitudes calculated with Eq. (4.16), relative to that of AP`.
Bottom: Vertical components, given by the multiplication of the full wave amplitudes
with cos(βP) (if the wave reaches the sensor as a P wave) or with sin(βS) (if it reaches
the sensor as SV wave), see Eq. (4.14).
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Figure 4.23: Vertical components of the relative, eﬀective wave amplitudes of various
seismic waves at a sensors placed at the surface (zS = 0m). The ﬁrst wave AP` + AS`
refers to the P and the SV wave excited acoustically at the location of the sensor.
For all other waves the eﬀective amplitude contains the vertical components of the
amplitudes of the wave that propagated through the upper soil layer as indicated by
the subscripts and the two waves (P and SV) excited upon its reﬂection at the free
surface.
P wave. Thus, the vertical components of their amplitude can be summed up. The same
is true if incident and reﬂected wave are SV waves. If the wave type changes, there is a
phase jump of π between the vertical components of incident and reﬂected wave, thus
the eﬀective amplitude is given by their diﬀerence. The phase jumps for the diﬀerent
kinds of reﬂection were given in Table 2.2 and the values of the reﬂection coeﬃcients
were calculated in Section 4.3.2. Using them the vertical components of the absolute
amplitudes for a sensor at the surface are plotted in Fig. 4.23.
The ﬁrst curve corresponding to the waves AP` and AS` gives the sum of the vertical
components of the amplitudes of the directly acoustically excited P wave and S wave at
the location of the sensor. All other curves refer to the eﬀective wave amplitudes at the
surface which is given by the sum of the vertical components of the amplitude of a wave
that propagated through the upper soil layer as indicated by the sequence of indices
and that of the two waves created by the upwards-propagating wave upon reﬂection at
the free surface. The phase jump of π is taken into account for each wave the type of
which changed upon reﬂection. Exemplarily, the amplitude of the wave Asurf
P`P´
is given
as the sum of the vertical components of the amplitudes of the waves AP`P´, AP`P´P` and
AP`P´S` (plotted in Fig. 4.22, bottom) under consideration of the phase jumps between
them. Thus, it will not come as a surprise that the eﬀective amplitude at the surface is
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larger than 1 for angles α of high reﬂectivity. It can reach values of twice the amplitude
of the incident wave (e.g. for reﬂection at the free surface of a P wave at perpendicular
incidence). The eﬀective amplitude of Asurf
P`P´
is calculated by:
asurf
P`P´,⊥
=RPP ·
[
cos(βP)+cos(βP) ·RsPP− sin(βS) ·RsPS
]
(4.17)
The factor RPP results from the reﬂection at the underground boundary. The ﬁrst sum-
mand in the brackets refers to the upwards propagating P wave AP`P´. The second one
corresponds to the P wave AP`P´P` created upon reﬂection at the free surface. The third
term gives the amplitude of the SV wave AP`P´S` created as well upon reﬂection at the free
surface. Of all amplitudes the respective vertical components are used, calculated with
Eq. (4.14). Since the vertical component of the displacement in the SV wave is in the
opposite direction compared to those of the P waves (see Table 2.2), i.e. its phase is
shifted by π with respect to the other two waves, the respective summand has a negative
sign.
In Fig. 4.23 again it can be noted that the amplitudes of the waves that passed the upper
soil layer at least in one direction as an SV wave, i.e. Asurf
P`S´
, Asurf
S`P´
and Asurf
S`S´
, have very
small amplitudes, compared to the waves that propagated as P waves only.
4.4 Comparison of the fit results of the theoretical
interference models
In this section the ﬁt of the interference pattern of the averaged coupling coeﬃcient (dis-
cussed in Section 4.2) to the theoretically determined frequencies of increased coupling
strength is presented. For this the three theoretical models introduced in Section 2.3 will
be used and compared. In the ﬁrst model interference between three P waves is investi-
gated. The second one takes into account multiple reﬂections of the P waves within the
upper soil layer. The comprehensive description of the third model (see Section 2.3.4) uses
contributions of any P and SV wave propagating within the upper soil layer. Here only
the additional contribution from the directly acoustically induced SV wave is taken into
account. Further SV waves are neglected in the scope of this work since their contribution
to the overall signal is weak, as is shown in Section 4.3.5.
Firstly, in Section 4.4.1 the ﬁt algorithm is described. Then the case of a sensors at the
surface (zS = 0m) is discussed in Section 4.4.2 which leads to identical results for the three
theoretical models. From this ﬁt soil parameters, namely the depth of the underground
boundary d and the P-wave velocity in the upper soil layer vP1, are obtained. In Sec-
tion 4.4.3 the results for buried sensors (zS > 0m) of the diﬀerent models are compared.
Finally, in Section 4.4.4 the reliability of the results is discussed.
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4.4.1 Description of the used fit algorithm
Using the MATLAB2012a function fminsearch the relative root-mean-square deviation
D(d,vP1) between theoretical and experimental data for all angles αi is minimised itera-
tively. Its minimum is identiﬁed with the best ﬁt parameters for d and vP1. D(d,vP1) is
given by:
D(d,vP1) =
√√√√√ 1
K
∑
k
∑
i
f theomax,k(αi,d,vP1)
fmeasmax,k(αi)
−1
2. (4.18)
Here f theomax,k(α) corresponds to the theoretical expressions of the frequencies of maximal
coupling strength over α calculated with the respective model for a given pair of (d,vP1).
fmeasmax,k(α) are the respective frequency courses of the measured data determined as pre-
sented in Section 4.2.2. The index k speciﬁes the number of the frequency bands of
increased coupling strength. With the index i all angles αi ≤ αmax36 are included in the
calculation, leading to the total number K of used data points.
For a sensor at the surface for all presented models the frequencies of the constructive
interference can be expressed with Eq. (2.49). For a given angle α the frequency diﬀerence
between consecutive maxima f theomax,k(α) and f
theo
max,k+1(α) is constant for each k.
For buried sensors Eq. (2.49) cannot be applied to determine the theoretical frequencies
of local maxima because the beat between the waves causes the frequencies of maximal
amplitude to shift with respect to those at the surface. Thus, the frequency diﬀerences
between the consecutive maxima f theomax,k(α) and f
theo
max,k+1(α) change with the order of the
maximum k. The theoretical frequency courses f theomax,k(α) have to be determined numeri-
cally from Eq. (2.73) and need to be assigned to the corresponding determined fmeasmax,k. For
each iteration of the ﬁt the theoretical spectral amplitude distribution is calculated for
the used values of d and vP1. Then the local amplitude maxima of the smallest angle are
determined and with a similar algorithm as for the measured data (shown in Section 4.2.2)
the courses f theomax,k(α) are obtained.
4.4.2 Fit results for sensors at the surface
For a sensor at the surface (zS = 0m) the problem of the interference reduces for all
three models to that of only two waves A1 and A2. However, depending on the applied
model, they have diﬀerent contributions: The ﬁrst wave A1 consists of the directly
acoustically excited seismic waves and the second one A2 of the P waves that have been
reﬂected within the upper soil layer. More precisely, the amplitude of wave A1 in the
ﬁrst and the second model is given by the vertical component of the directly acoustically
excited P wave (i.e. wave AP`). For the third model (taking into account the acoustically
36αmax refers to the largest angle of incidence used during the fit. It is specified in the sections of the
respective fits.
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excited SV wave) the amplitude of A1 is determined by the vertical components of the
P wave and of the SV wave, which both are directly acoustically excited, i.e. the waves
AP` and AS`. As shown in Fig. 4.21 the transmission coeﬃcients from air to soil have
opposite signs for the P wave and the SV wave and thus their ratio is always negative.
However, as discussed in Section 2.2.5 (see e.g. Table 2.3) no phase jump between AP`
and AS` arises. Thus, the vertical components of their displacements point in the same
direction and their vertical amplitudes sum up reinforcingly.
In the ﬁrst model the second wave A2 has the sum amplitude of the vertical components
of the upwards- and downwards-propagating, reﬂected waves (i.e. the waves AP`P´ and
AP`P´P`). At the surface the vertical displacement components of both waves are in
phase (see Table 2.1) and thus the vertical components of their amplitudes sum up
reinforcingly. For the second and the third model, the amplitude of A2 is obtained as a
geometric series resulting from the superposition of the quasi-inﬁnite number of P waves
acoustically excited at various locations.
The amplitudes a1 of the waves A1 and a2 of the waves A2 are summarised for all three
models in Table 4.1 relative to that of the directly acoustically excited P wave. They
are expressed in terms of the P-P reﬂection coeﬃcients at the free surface RsPP (see
Fig. 4.18) and at the underground boundary RPP (see Fig. 4.19) as well as of the ratio of
the acoustic-seismic transmission coeﬃcients T sS/T
s
P (see Fig. 4.21). The terms cos(βP)
and sin(βS) stem from the expressions of the respective vertical components.
model 1, of three P waves
model 2, of multiply model 3, taking into account
reﬂected P waves the directly excited SV wave
a1 cos(βP) cos(βP) cos(βP) + |T sS/T sP|·sin(βS)
a2 RPP · (RsPP+1) · cos(βP) RPP·cos(βP)1−(RPP·RsPP)
RPP·cos(βP)
1−(RPP·R
s
PP)
Table 4.1: Amplitudes of the two waves A1 and A2 interfering at a sensor at the
surface. The models correspond to those theoretically introduced in Section 2.3 and
speciﬁed at the beginning of Section 4.4.
Each model with its respective amplitudes a1 and a2 results in a diﬀerent ratio of
the amplitudes of constructive and destructive interference. Taking into account
also the phase diﬀerences between the two waves, depending on d and vP1, the
spectral amplitude distribution can be calculated. The frequencies of constructive
interference between two waves, calculated with Eq. (2.49), do not depend on the
amplitudes of these waves. Thus, for each of the models the same theoretical frequen-
cies f theomax,k(α) are found. This is illustrated in Fig. 4.25 for d = 2.35m and vP1 = 228m/s.
Minimizing the relative root-mean-square of the deviation between theoretically
determined and measured frequencies of local maxima of the coupling coeﬃcient,
the depth of the reﬂecting boundary d and the soil velocity in the ﬁrst layer vP1 are
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determined by the three models:
d= 2.35 m
(
+0.05 m/−0.03 m
)
,
vP1 = 228
m
s
(
+2
m
s
/−4 m
s
)
.
(4.19)
This result represents a stable solution for a wide range of starting values and only dif-
fers with changed data used for the ﬁt. The relative root-mean-square deviation has a
value of D(d = 2.35m, vP1 = 228m/s) = 0.0126, that represents the overall minimum
of the deviation. However, in an interval around the solution only slightly larger values
are obtained, leading to a range where adequate solutions can be found. The uncertainty
values of the results given in Eq. (4.19) refer to values of D(d,vP1) being 50% larger than
the found minimum. They are obtained for vP1 for a constant value of d and vice versa.
However, the area (in the d-vP1-space) of 50% increased values of D(d,vP1) is a slant
ellipse (see Fig. 4.29), thus the uncertainties of d and vP1 depend on each other. This is
discussed in detail in Section 4.4.4.
In Fig. 4.24 the frequency-averaged coupling coeﬃcient of a surface sensor (channel 24) is
shown together with the data points of the tracked local maxima (black dots), correspond-
ing to the values k = 2 to k = 6, that were used for the calculation. Data of angles above
αmax > 60
◦ were excluded due to low SNR. In certain bands where the tracked maxima
deviated strongly from the obvious course more data points were excluded manually from
the ﬁt (e.g. for k = 6 and α > 50◦). The band with k = 1 (theoretical values shown
as dashed line) was excluded, even though it had a good SNR, because the frequency
resolution of ∆fmeas ≈ 1.22Hz caused an artiﬁcially high deviation between measured
and theoretical values. Other bands were excluded completely due to low SNR (k = 0
and k ≥ 7). The theoretical frequencies of the maxima calculated for the values given in
Eq. (4.19) are shown in Fig. 4.24 (black lines) for the whole range of α.
To compare the three interference models the theoretical spectral amplitude distributions
calculated for the values d = 2.35m and vP1 = 228m/s for a sensor at the surface are
shown in Fig. 4.25: The left plot shows the spectral amplitude distribution of the three-
wave interference, the middle one that of the interference of multiply reﬂected P waves
and the right one that of the interference between multiply reﬂected P waves and the
directly excited SV wave. The spectral amplitude distributions are given relative to the
amplitude of the directly acoustically excited wave AP`, i.e. for all calculations aP` = 1.
Note that the colour scale in Fig. 4.25 is limited to the interval [0,5] for all plots. Thus,
also diﬀerences of small amplitudes are visible.
The spectral frequency maxima of the consecutive bands of constructive interference are
the same for each of the models. They can be analytically determined by Eq. (2.49).
However, the amplitudes of the interference maxima diﬀer strongly and so does the ratio
between the maxima and minima. For small α the maximal amplitudes of the second and
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Figure 4.24: Mean coupling coeﬃcient of 16 overﬂight events measured at the surface
(channel 24) showing frequency bands of increased and decreased coupling strength.
The local frequency maxima marked with black dots were used for a ﬁt to determine
the depth of the reﬂecting boundary d and the P-wave velocity vP1. The theoretical
frequencies of the constructive interference for the obtained values d = 2.35m and vP1
= 228m/s are plotted as well (black lines). The frequency band with k = 1 was not
used for the ﬁt; its theoretical values are shown with a dashed black line.
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Figure 4.25: Theoretical spectral vertical-amplitude distributions, calculated for the
values d = 2.35m, vP1 = 228m/s and zS = 0m for the three diﬀerent models:
Left: Model 1, of the three-wave interference. Middle: Model 2, of the interference
between multiply reﬂected P waves. Right: Model 3, of the interference of multiply
reﬂected P waves and the directly excited SV wave.
The colour scale is the same for all plots and it is limited to the interval [0,5].
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Figure 4.26: Relative interference amplitudes at α = 14◦ (left) and α = 90◦ (right).
The graphs correspond to the calculated values for the three models: Model 1 of
the three-wave interference (blue), model 2 of multiply reﬂected P waves (green) and
model 3 taking into accout the contribution from the directly excited SV wave (red).
For α = 14◦ the values calculated with the second and the third model coincide while
for α = 90◦ the ﬁrst two models lead to the same values.
the third model are approximately the same and exceed those of the ﬁrst model by far
for certain angles: At the critical angle of total reﬂection (αcrit ≈ 14◦) of the P waves
at the underground boundary the relative maximal amplitudes have a value of amax,1 ≈
2.9 for the ﬁrst model, but of amax,2 ≈ amax,3 ≈ 37.3 for the second and the third model
(see Fig. 4.26, left). The diﬀerence of the relative amplitudes of the latter two models
can be neglected for small angles (e.g. at αcrit ≈ 14◦ it is about 0.02). For larger an-
gles the relative amplitudes of the ﬁrst and the second model become the same, while
those of the third model are signiﬁcantly larger. At α = 90◦ the maximal amplitude is
amax,1 ≈ amax,2 ≈ 0.75 for the ﬁrst and the second model; for the third model amax,3 ≈
0.94 is found (Fig. 4.26, right).
At smaller angles the second and the third model lead to the same values. Both mod-
els calculate the amplitude distribution of the multiply reﬂected P waves. The additional
contribution from the SV wave used in model three has an insigniﬁcant inﬂuence for small
α as dicussed in Section 4.3. For larger angles the P-P reﬂection coeﬃcients decrease con-
siderably. Therefore, the inﬂuence of P waves reﬂected several times becomes insigniﬁcant
and the models one and two yield the same results. On the other hand, the contribution
of the direct SV wave reaches its largest values. Thus, the overall interference amplitude
obtained with the third model is larger than those obtained with the other two models.
This is so, since the amplitude for the third model is determined by the sum between the
vertical amplitude components of the directly excited P wave and the directly excited SV
wave.
Additionally, for the second and third models which consider P waves reﬂected multiple
times within the upper soil layer, the full width at half maximum (FWHM) of the spectral
peaks (i.e. the maxima of the constructive interference) is signiﬁcantly reduced for high
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reﬂectivity (see Fig. 4.26, left). This can be seen in analogy to a Fabry-Pérot resonator:
With increasing number of waves contributing coherently to the interference pattern the
FWHM of the spectral peaks decreases. For larger angles α (due to the strongly decreased
reﬂectivity at both boundaries) the spectral peaks are sine-shaped (see Fig. 4.26, right).
This indicates, that only few waves contribute to the observed interference pattern.
4.4.3 Comparison of the interference models for buried sensors
As discussed in Section 2.3.1 only for the surface sensor the analytic expression Eq. (2.49)
can be used to determine the theoretical values of f theomax,k(α). For buried sensors (zS > 0m)
these values need to be determined numerically from Eq. (2.73). This is performed for the
three introduced models of interference. With the algorithm described in Section 4.4.1
the minima of the root-mean-square deviation D(d,vP1) between f
theo
max,k(α) and f
meas
max,k(α)
are determined for the values zS = 0.15m, zS = 0.30m, zS = 0.45m and zS = 0.60m –
in accordance to the ﬁt for zS = 0m presented in Section 4.4.2. All ﬁts for zS = 0.30m,
zS = 0.45m and zS = 0.60m were performed for angles up to αmax = 60
◦. The ﬁts for zS
= 0.15m were performed with αmax = 70
◦ which resulted in signiﬁcantly better results.
The corresponding values of d and vP1 are compared in Table 4.2 for the three models
and for all depths of the used sensors.
zS / m
model 1 model 2 model 3 data points
d / m vP1 / (m/s) d / m vP1 / (m/s) d / m vP1 / (m/s) used for ﬁt
0 2.35 228 2.35 228 2.35 228 150
0.15 2.60∗ 240∗ 2.42 231 2.41 230 119
0.30 2.23 209∗ 2.38 225 2.38 225 146
0.45 2.34∗ 230∗ 2.25 226 2.24 225 57
0.60 2.14∗ 210∗ 2.17 208 2.20 210 55
Table 4.2: Results of the ﬁt for the three models of interference as speciﬁed at the
beginning of Section 4.4. For sensors in various depths zS the obtained values of vP1
and d are given. Additionally, the numbers of data points used for the respective ﬁts
are shown in the last column.
The values in the cells with green margins correspond to ﬁts with the models 2 and
3 which produced better results compared to those obtained from the ﬁt with model
1. For this comparison the ﬁt results for zS = 0m are used as reference.
The results marked with ∗ diﬀer from those given in [57] (only model 1 is discussed
therein).
The ﬁts using multiply reﬂected waves (models 2) and additionally the direct SV wave
(model 3) generally yield better results than those obtained with the ﬁt taking into ac-
count only the main contribution of the three strongest P waves (model 1). For this
conclusion the results of the ﬁts using the sensors at the surface are used as reference.
The results of model 2 and model 3 that are signiﬁcantly better (i.e. closer to the results
of the surface ﬁt) are framed with green in Table 4.2. Only for the ﬁt in the depth zS =
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0.45m slightly better results are obtained with model 1 compared to the ﬁts with model
2 and model 3. All other ﬁts with model 2 or model 3 result in signiﬁcantly better results
(cells with green frame) or comparable results (i.e. the results of d obtained with model 2
and model 3 for zS = 0.60m) with respect to those obtained with model 1. A discussion
of the reliability of these results is given in Section 4.4.4.
In the columns of the results of model 1 in Table 4.2 the values for zS = 0.15m, zS =
0.45m and zS = 0.60m are marked with
∗. This indicates that these values diﬀer from
the results given in [57] for the corresponding ﬁts. The reason for that deviation is the
following: In [57] the reﬂection coeﬃcient at the underground boundary was estimated to
be RPP(α) = constant ≈ 0.4. As shown in Section 4.3.3 for several angles RPP(α) diﬀers
strongly from that value. For all ﬁts presented here RPP(α) was calculated with Eq. (2.32)
using the corresponding soil wave velocities. Thus, the relative amplitudes of the waves
reﬂected at the underground boundary (i.e. AP`P´ and AP`P´P`) are diﬀerent compared to
those used in [57]. This also leads to diﬀering theoretically obtained frequency maxima
f theomax,k(α) and consequently do diﬀering ﬁt results.
For the ﬁts outlying points were excluded iteratively to obtain better results. With in-
creasing burying depth of the sensors zS, generally more data points had to be dismissed
due to lower SNR. In Table 4.2 also the number of data points used for the ﬁts is given for
each depth. Note that the data points for the ﬁt originate from averaging of 16 overﬂight
events, so the processed number of data is signiﬁcantly larger.
For sensors at the surface the three models yield identical ﬁt results as is visible in Ta-
ble 4.2 in the row for zS = 0m and as already stated in Section 4.4.2. This is so, since the
frequencies of constructive interference f theomax,k(α) are not aﬀected by the diﬀerent relative
amplitudes of the interfering waves for zS = 0m (see also Fig. 4.26). For zS > 0m these
diﬀerent relative amplitudes lead to a beat between the waves and thus a modulation of
the signal. This also results in diﬀerent values of f theomax,k(α) for each of the used models –
depending on the order of the maximum k or on the frequency f – as is shown in Fig. 4.27
examplarily for α = 55◦, zS = 0.30m and for the results of the surface ﬁt d = 2.35m and
vP1 = 230m/s.
The beat between the upwards- and downwards propagating interfering waves becomes
clearly visible in Fig. 4.27 (top), resulting in an overall minimum of the amplitude of
the envelope around 240Hz for the shown depth zS = 0.30m. The diﬀerent relative
amplitudes of the interfering waves for each model result in a shift of the frequencies
of the spectral interference maxima. This is shown in more detail exemplarily for the
ﬁrst spectral maximum (Fig. 4.27, bottom, left) and the ﬁfth one (Fig. 4.27, bottom,
right). Generally, the absolute frequency diﬀerences between the spectral maxima in-
crease with increasing frequency. More importantly, the frequencies of the maxima cal-
culated with the three models change relatively to each with frequency. For the ﬁrst
spectral maximum model 2 yields the smallest value f theomax,1(55
◦)|model 2 ≈ 30.7Hz, the
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Figure 4.27: Theoretical interference amplitudes (vertical component) for the three
models. The graphs are calculated for α = 55◦, zS = 0.30m, d = 2.35m and vP1
= 230m/s. Top: Full investigated frequency interval [0Hz, 600Hz]. Bottom, left:
Detailed plot of the ﬁrst spectral maximum; frequency interval [10Hz, 55Hz]. Bottom,
right: Detailed plot of the ﬁfth spectral maximum; frequency interval [290Hz, 335Hz].
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third model produces a slightly larger value of f theomax,1(55
◦)|model 3 ≈ 30.8Hz and with
the ﬁrst model the ﬁrst spectral maxima is found at the frequency f theomax,1(55
◦)|model 1 ≈
31.9Hz. Looking at the values of the frequencies of the ﬁfth spectral maximum one ﬁnds
in ascending order: f theomax,5(55
◦)|model 1 ≈ 310.6Hz, f theomax,5(55◦)|model 2 ≈ 315.6Hz and
f theomax,5(55
◦)|model 3 ≈ 316.6Hz. The relative frequency diﬀerences between the maxima of
the second and third models are approximately the same for the ﬁrst and the ﬁfth spec-
tral maxima in this example, but they might change under diﬀerent conditions. This is
clearly the case for the maxima calculated with the ﬁrst model: While the frequency of the
ﬁrst spectral maximum f theomax,1(55
◦)|model 1 is larger (compared to f theomax,1(55◦)|model 2 and
f theomax,1(55
◦)|model 3), that of the ﬁfth spectral maximum f theomax,5(55◦)|model 1 is signiﬁcantly
smaller than f theomax,5(55
◦)|model 2 and f theomax,5(55◦)|model 3. Of course, the frequencies of the
bands of increased coupling strength determined from the recorded data fmeasmax,k(α) are the
same for each ﬁt, regardless of the used model. Thus, the diﬀerences in the theoretical
values f theomax,k(α) discussed here are the reason for the diﬀering ﬁt results (see Table 4.2).
Using these solutions of each ﬁt the theoretical amplitude distributions calculated for the
three models are plotted in Fig. 4.28 exemplarily for zS = 0.15m. Respective graphs for
the depths zS = 0.30m, zS = 0.45m and zS = 0.60m are shown in Appendix A.7. The
upper left graph of Fig. 4.28 shows the averaged coupling coeﬃcient and the data points
(black dots) used for the ﬁts. The upper right graph shows the theoretical amplitude
distributions calculated with model 1 (for the values d = 2.60m and vP1 = 240m/s), the
lower left graph that calculated with model 2 (for d = 2.42m and vP1 = 231m/s) and
the lower right graph that calculated with model 3 (for d = 2.41m and vP1 = 230m/s).
All these values represent the ﬁt result corresponding to the minimum of the root-mean-
square deviation D(d,vP1) (see Eq. (4.18)).
The frequencies of the numerically determined interference maxima f theomax,k(α), which are
ﬁtted to the measured data, are plotted as black lines in the three graphs of the theo-
retical amplitude distribution. These f theomax,k(α) increase monotonously until they reach
a (local) maximum at a certain α. At this angle the reﬂection coeﬃcient RPP becomes
negative (as was stated in Section 4.3.3). The value and sign of RPP and consequently
the angle at which the sign changes depend on the soil velocities in the upper and lower
soil layer. Thus, the ﬁt result of vP1 (from which the other velocities are derived) directly
inﬂuences this angle. The change of the sign of RPP corresponds to a phase shift of π
of waves reﬂected at the underground boundary. This ultimately causes the f theomax,k(α)
to shift by half of the diﬀerence between consecutive f theomax,i(α) and f
theo
max,i+1(α). This is
visible in Fig. 4.28 (top, right) for α . 78◦. The apparent decrease of the frequencies
f theomax,k(α) (i.e. in Fig. 4.28, top, right for 72
◦ ≤ α ≤ 78◦) is an artefact of the algorithm
to track the frequency of a single interference maximum for increasing α. If the tolerance
interval for the tracking of the maxima had been chosen wide enough, f theomax,k(α) would
jump immediately when the sign of RPP changes. This change of the sign of RPP does not
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Figure 4.28: Top, left: Mean coupling coeﬃcient measured in depth zS = 0.15m
(channel 10) together with the data points used for the ﬁts (black dots). Top, right:
Theoretical spectral amplitude distribution calculated with model 1 for the values d
= 2.60m and vP1 = 240m/s. Bottom, left: Amplitude distribution calculated with
model 2 for the values d = 2.42m and vP1 = 231m/s. Bottom, right: Amplitude
distribution calculated with model 3 for the values d = 2.41m and vP1 = 230m/s.
The plots of the theoretical amplitude distribution also show the data points fmeasmax,k(α)
used for the respective ﬁt (black dots) as well as the numerically determined fre-
quencies of maximal interference amplitude f theomax,k(α). The colour scale of the three
theoretical plots is limited to the interval [0,5].
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aﬀect the ﬁt since usually the angle range was limited to αmax = 60
◦. Moreover, |RPP|
approaching 0 corresponds to the vanishing of the reﬂected wave at the underground
boundary. Accordingly, no interference pattern would be observed in the measured data.
Additionally, with increasing α the distance between source (i.e. the aircraft) and sensors
increases and thus the overall signal amplitude decreases. Both eﬀects lead to a decrease
of the ratio between maxima and minima of the interference pattern and ultimately to
its vanishing for high α. This can be observed more clearly for increasing depths of the
sensors zS and for increasing frequency f .
4.4.4 Reliability of the solution
With the ﬁt algorithm (see Section 4.4.1) the minimum of the relative root-mean-square
deviation D(d,vP1), given by Eq. (4.18), is determined. These values are shown in Ta-
ble 4.3 for each of the used models and for each depth zS.
zS / m D(d,vP1)|model 1 D(d,vP1)|model 2 D(d,vP1)|model 3 data pointsused for ﬁt
0 0.0126 0.0126 0.0126 150
0.15 0.0279 0.0287 0.0288 119
0.30 0.0333 0.0333 0.0340 146
0.45 0.0555 0.0415 0.0460 57
0.60 0.0417 0.0344 0.0336 55
Table 4.3: Relative root-mean-square deviation D(d,vP1) between the measured fre-
quencies of maximal coupling strength fmeasmax,k(α) and that of the theoretically obtained
ones f theomax,k(α) for each of the used models and all depths zS. The given values are
calculated for the ﬁt results d and vP1 (see Table 4.2) and represent the respective
minimum of D(d,vP1).
In the last column again the numbers of data points used for the ﬁts in the respective
depths are given.
The values of D(d = 2.35m, vP1 = 228m/s) = 0.0126 for zS = 0m are identical for the
three used models. Again, this can be understood easily since the theoretical frequency
maxima f theomax,k(α)|zS = 0m are the same for each model. Additionally, these values repre-
sent the overall minimum of D(d,vP1) for all ﬁts. This indicates that the results of the
ﬁts for zS = 0m can be given most credibility. Additional explanations are that at the
surface the SNR is best and that here the highest number of points for the ﬁt exists.
For the depths zS > 0m the values of D(d,vP1) are larger, but still represent very satis-
factory results. The reasons for the larger values (compared to those for zS = 0m) are
the following: With increasing depth the SNR of the measured data decreased. Thus,
the determination of the frequencies of the maxima of the coupling coeﬃcient fmeasmax,k(α)
is less reliable. This also results in a higher number of outlying data points that had to
be excluded from the ﬁtting.
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Comparing the values of D(d,vP1) at constant zS for the three models one ﬁnds similar
results with all models for depths up to zS = 0.30m. For larger depths the values ob-
tained with model 1 are signiﬁcantly larger than those of the ﬁts with model 2 and model
3. Between model 2 and model 3 only minor diﬀerences of the values of D(d,vP1) are
found – with the slight tendency, that the values calculated for model 2 are smaller than
those calculated for model 3. Since the data used for the ﬁts correspond to angles α ≤
60◦ only minor diﬀerences between the two models are expected. This is so, since model 2
and model 3 diﬀer by taking into account SV waves (in the latter) the inﬂuence of which
increases with increasing α. Only for the ﬁts for zS = 0.15m αmax = 70
◦ is used – and
even for these ﬁts hardly a diﬀerence between model 2 and model 3 can be observed.
Generally, the found values of d and vP1 lead to a good explanation of the measured in-
terference patterns and therefore conﬁrm the used models: By considering only the major
contributions of the three P waves already good results are obtained. The evaluation of
the signals recorded at the buried sensors shows that additionally waves reﬂected multiple
times within the soil contribute to the seismic signal. In comparison with the additionally
performed seismic refraction survey (evaluation in [60]) these values represent a satisfac-
tory result.
However, calculating D(d,vP1) at zS = 0m for a wider range around the obtained solution
shows (see Fig. 4.29, top, left) that accepting e.g. values of D = 0.015 (representing an
increase by 20% compared to the minimum) leads to solutions in the range from d =
2.16m and vP1 = 212m/s to d = 2.54m and vP1 = 242m/s. Fig. 4.29 (top, left) shows
the found solution for zS = 0m marked with an X together with the contour of 10%,
20% and 50% increased values with respect to the minimum of D(d = 2.35m, vP1 =
228m/s) = 0.0126. Corresponding calculations were performed for all depths zS and for
all used models for 2.00m ≤ d ≤ 2.60m (with increment 0.01m) and 200m/s ≤ vP1 ≤
250m/s (with increment 1m/s). For each model, the solution of the ﬁt (i.e. the minimum
of D(d,vP1)) is displayed together with the range of 20% increased values relative to the
respective minima: Fig. 4.29 (top, right) shows the solution ranges for all zS obtained
with model 1, Fig. 4.29, (bottom, left) that calculated for model 2 and Fig. 4.29, (bot-
tom, right) the corresponding plots for model 3.
For zS = 0m the position of the solution (dark blue X) and the range of the 20% increased
values of D(d,vP1) (dark blue ellipse) are identical in all plots. The results obtained with
model 1 at all other depths deviate more strongly from the solution of zS = 0m, which is
taken as reference, (see also Table 4.2) than the results of model 2 and model 3. Accord-
ingly, the corresponding solution ranges are wider for model 1 than those of model 2 and
model 3. The ﬁt results for zS = 0.45m resulted in the largest values of D(d,vP1) (see also
Table 4.3). The solution ranges (black lines) are the widest for all of the three models,
compared to the other depths zS. The ﬁts for zS = 0.45m used only few data points and
only data up to α ≈ 42◦ (see Fig. A.8) while for all other depth angles up to αmax =
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Figure 4.29: Positions of the solution corresponding to the minima of the relative
root-mean-square deviation D(d,vP1) between the frequencies of measured and theo-
retical interference maxima together with an uncertainty range around the solutions.
Top, left: Solution of the ﬁt of the surface sensor: The minimum D(d = 2.35m, vP1
= 228m/s) = 0.0126 is marked with a dark blue X. The ranges of 10%, 20% and
50% increased values of D(d,vP1) with respect to the minimum are shown.
Top, right: Solutions obtained with model 1 for all zS with the ranges of 20 % in-
creased values relative to the respective minima. Bottom, left: Solutions obtained
with model 2 and the respective ranges of 20% increased values. Bottom, right:
Solutions obtained with model 3 and the respective ranges of 20% increased values.
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60◦ were used. Additionally, it can be noted, that the ranges of 20% increased values of
D(d,vP1) for zS = 0.45m obtained with model 2 and model 3 show discontinuities around
the solution. They result from two local minima in the observed range of the solution.
Consequently, the solutions for zS = 0.45m are given least creadibility.
The parameters d and vP1 are not independent but linked by the phase terms in Eq. (2.73)
or by Eq. (2.49) (for the special case zS = 0m). Thus, the shape of the solution space
can be explained. The found solutions represent stable minima37 of the relative deviation
between measured and theoretical data. However, in a wider range around the solution
in which vP1 varies approximately linearly with d only slightly larger values of D(d,vP1)
are obtained – these solutions are nearly as likely as the solution found for the minimum
of D(d,vP1). A discussion of further improvements and suggestions to enhance reliability
is given in Chapter 5.
4.5 Acoustic-seismic coupling with applied acoustic
damping
In the previous sections acoustic-seismic coupling has been evaluated and conclusions
about the propagation of acoustically-induced seismic waves in the ground have been de-
rived. It is the aim of this work to derive recommendations to reduce or even prevent
such disturbing seismic signals during sensitive measurements. Therefore, in this section
measurements are presented and discussed during which an acoustic shielding was used
to locally reduce the sound pressure hitting the ground.
During ten of the recorded overﬂight events (i.e. overﬂights number 7 to 16, see Table A.2)
an acoustic damping box was placed over several sensors: Two microphones at the surface
and one geophone in each depth zS = 0m, zS = 0.15m, zS = 0.30m, zS = 0.45m and zS =
0.60m were shielded by the box from the incident acoustic signals. The characteristics of
the box are described in Section 3.2.3 and its setup above the respective sensors is shown
in Fig. 3.3.
Firstly, in Section 4.5.1 the eﬀects of the acoustic shielding on the measured signals are
presented and consequences for the evaluation are discussed. Then, in Section 4.5.2 the
amplitude reduction and the phase shift of the acoustic signal are analysed in detail. In
particular, it is demonstrated that the amplitudes of the acoustically-induced seismic dis-
turbances can be reduced strongly in a wide frequency range. Afterwards, in Section 4.5.3
the observed interference patterns under the box are discussed and the theoretical models
are applied to explain the ﬁndings.
37with the exception of the fits for zS = 0.45m with the models 2 and 3
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4.5.1 Physical influence of the acoustic damping on the signal
and consequences for the evaluation
When the box is placed over several sensors, the incident acoustic signal is aﬀected in
several ways:
• Reflection: A share of the energy of the incident acoustic signal is reﬂected at the
solid plywood surface of the box. If reﬂected at the lid of the box, the direction of
the reﬂected wave is upwards into the air-ﬁlled half-space. Thus, the signal does
not contribute in any way to the recordings at the sensor. If reﬂected at the side
walls of the box the acoustic signal still hits the soil surface where it excites ground
motion. However, the horizontal component of the propagation vector points away
from the sensors placed under the box. Thus, the inﬂuence on the recorded signal
is small and is neglected for the theoretical explanation.
• Absorption: Another share of the incident acoustic wave propagates into the ply-
wood and the acoustic damping foam on the inside of the box. In the porous foam
a part of the energy of the wave is absorbed. Thus, the amplitude of the acoustic
wave penetrating the box and reaching the sensors inside is reduced strongly. The
absorption coeﬃcient increases with frequency as discussed in Section 2.3.3. Thus,
signals of low frequency (i.e. few tens of Hz) experience only little absorption while
those of frequencies of several hundred Hz are nearly completely absorbed.
The reduction of the amplitude aﬀects only the directly acoustically excited waves
AP` and AS`. For waves reﬂected multiple times (i.e. AP`P´, AP`P´P` and so on) the loca-
tion of excitation is outside of the box for all angles α and all aircraft trajectories.
However, if a seismic wave is acoustically excited close to the box – and therefore
the exciting acoustic plane wavefront is disturbed by the latter –, the wavefront of
the seismic wave is no longer planar.
• Phase shift: Due to diﬀerent acoustic wave velocities in the plywood and in the
damping foam (compared to v0), the acoustic wave reaching the sensor experiences
an eﬀective phase shift ∆φbox with respect to the wave that would reach the sensor
undisturbed. ∆φbox depends on the distance which is covered inside of the damping
material and thus on α and the orientation of the box with respect to the aircraft
trajectories. It is treated as an eﬀective value since in the scope of this work the two
phase shifts due to the propagation through the plywood and through the damping
foam are not treated separately.
In Section 4.5.2.1 ﬁrstly the reduction of the signal amplitude in the time domain and of
the spectral amplitude values due to reﬂection and absorption at the box are presented.
The phase shift caused by the box is discussed in Section 4.5.2.2.
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Figure 4.30: Time signals of the jet-aircraft overﬂight number 13 (see Table A.2).
Both graphs show the signal of one sensor which is shielded by the acoustic damping
box (black signal) and the envelope of the signal of a corresponding sensor outside of
the box (red curves). The time when the signal, emitted by the aircraft at its cpa,
was recorded is indicated with a red line at the top of each graph. Additionally, the
time interval during which the angle of incidence α was smaller than 60◦ is deﬁned
by two blue lines.
Left: Sound pressure, recorded with the microphone of channel 27 under the shielding
box (black signal) and with the microphone of channel 29 outside of the box (red
envelope).
Right: Vertical soil velocity at the surface, recorded with the geophone of channel 23
under the box (black signal) and with the geophone of channel 24 outside of it (red
envelope).
4.5.2 Signal characteristics with applied acoustic damping
4.5.2.1 Amplitude reduction caused by the box
Fig. 4.30 (left) shows the sound pressure recorded with a microphone under the box
(channel 27) during overﬂight number 13 (black signal). The corresponding soil velocity
at the surface, recorded with a geophone under the box (channel 23), is shown in
Fig. 4.30 (right) in black. To compare these signals to the respective ones recorded
with sensors outside of the box the envelope of the latter are additionally plotted as red
curves in Fig. 4.30. The envelope corresponds to the respective minima and maxima of
the time signal in time intervals of 0.1 s. The full signals of the sensors outside of the box
are shown in Fig. 4.1.
As visible in the time signals the sound pressure is signiﬁcantly reduced by the box,
but only a slight reduction can be observed for the soil velocity: The ratio between the
peak-to-peak amplitudes of the signals recorded outside of the box and inside of it is
about 4.5 to 5 around the cpa for the sound pressure, but only about 1.6 to 1.7 for the
soil velocity. At the beginning and the end of the shown time interval (corresponding to
a distance between aircraft and sensor of about 1800m and about 4000m, respectively)
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this ratio drops to approximately 2 to 2.5 for the sound pressure and to 1 for the soil
velocity. The former indicates that the box also reduces background sound-pressure
ﬂuctuations. Such signals (especially wind) have a high share of amplitudes at low
frequencies. Thus, the reduction factor for the background signals is signiﬁcantly smaller
than that of the aircraft overﬂights the amplitudes of which range to several hundreds
of Hz. The local acoustic shielding reduces the amplitudes of the directly acoustically
excited, seismic waves AP` and AS` but not those of seismic waves excited outside of
the box and reﬂected inside the upper soil layers. Thus, the seismic reduction ratio of
the amplitudes at the cpa is smaller than that of the respective acoustic signals. The
background soil velocity is determined by sources in a larger area around the sensors
and thus approximately the same soil velocities are recorded with geophones outside and
inside of the box. The local shielding by the box of the geophones hardly reduces the soil
velocity of background signals.
The ratios of the signal amplitudes of geophones buried outside of the box and under it
have approximately the same values as for the surface geophones. This can be observed
more clearly when evaluating the spectral amplitudes (shown in Fig. 4.31).
Taking a look at the respective spectra in Fig. 4.31 (calculated exemplarily for
the cpa of the overﬂight number 13, the time of which is marked in Fig. 4.30 at the
top in red) the reduction of the spectral amplitude can be investigated.38 All graphs
in Fig. 4.31 show spectra of a pair of corresponding sensors – one placed inside of the
box (black spectra) and the other one outside of it (red spectra): Spectra of the sound
pressure (top, left) and of the soil velocity at the surface (top, right), in the depth of zS =
0.30m (bottom, left) and in the depth of zS = 0.60m (bottom, right). The spectrograms
of the overﬂight corresponding to the whole time interval shown in Fig. 4.30 are given in
Appendix A.8.
As visible from Fig. 4.31 the reduction of the spectral amplitude by the used box is
strongly dependent on the frequency. To characterise it the reduction factors for sound
pressure and soil velocity, respectively, can be calculated as the ratio between the
amplitude recorded outside of the box and that recorded under it.39 For the acoustic
spectra a reduction can be observed for frequencies larger than f ≈ 30Hz. The amplitude
of the sound pressure is reduced approximately by the factors 3 at 50Hz, 4.9 at 100Hz,
10.2 at 250Hz and 30.8 at 500Hz. The acoustic damping factor is shown in Fig. 4.32
(blue curve).
38In Fig. 4.7 and Fig. 4.8 spectra calculated for different times of sensors outside of the box were
compared. In Fig. 4.31 only spectra calculated for the cpa are shown and the comparison between
sensors inside and outside of the box is made. The relative spectral amplitudes of the shown pairs of
sensors are similar for spectra calculated for different times during the aircraft overflight.
39Note that Fig. 4.31 shows power spectra while the reduction factors given here refer to the amplitudes,
i.e. the square root of the power values.
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Figure 4.31: Normalised power spectra of jet-aircraft overﬂight number 13 calcu-
lated for the time 9:26:59 (corresponding to the cpa of the aircraft). Black spectra
correspond to sensors under the acoustic damping box and red spectra to sensors
without shielding – the red spectra were already shown (also in red) in Fig. 4.7 and
Fig. 4.8 and are given here again as comparative values. The dashed, grey curves
show the background for the respective sensors.
Top, left: Sound pressure, recorded with the microphones of channel 27 (black) and
channel 29 (red).
Top, right: Vertical soil velocity, recorded at the surface zS = 0m with the geophones
of channel 23 (black) and channel 24 (red).
Bottom, left: Vertical soil velocity, recorded in the depth zS = 0.30m with the geo-
phones of channel 3 (black) and channel 6 (red).
Bottom, right: Vertical soil velocity, recorded in the depth zS = 0.60m with the
geophones of channel 0 (black) and channel 13 (red).
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Figure 4.32: Reduction factors of the amplitudes of sound pressure (blue) and soil
velocity, recorded at the surface (green).
The seismic reduction factors are much smaller, since not only the local acoustic
excitation contribute to the recorded soil velocity but also waves propagating inside of
the ground which are excited outside of the box. Thus, up to f ≈ 100Hz no signiﬁcant
reduction of the soil velocity is observed. Additionally, the modulation of the spectral
amplitudes due to the discussed interference of seismic waves is also found for the
reduction factors: The local interference minima and maxima – the frequencies of which
do not necessarily match for signals outside and inside of the box – lead to a ﬂuctuation
of the reduction factors of about one order of magnitude. Thus, the given reduction
factors represent a rough estimate averaged around the stated frequencies. In the scope
of this estimate for all burying depths the same reduction factors are found: 1 at 50Hz,
1 at 100Hz, 1.6 at 250Hz and 2.5 at 500Hz. Furthermore, the discussed ﬂuctuations of
the soil velocity lead for some frequencies to an apparent increase of the soil velocity for
sensors placed under the box, i.e. a reduction factor smaller than 1.
Exemplarily, the reduction factor of the soil velocity at the surface is shown in Fig. 4.32
(green curve) – the respective factors for the signals of the other depths plotted in
Fig. 4.31 show similar values.
4.5.2.2 Additional phase shift introduced by the box
A second – unwanted and disturbing – eﬀect of positioning the damping box above the
sensors is an additional phase shift ∆φbox of the acoustic wave penetrating the box. This
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phase shift is caused by the smaller eﬀective wave velocity inside of the wall or the lid
of the box40 compared to that in air v0. ∆φbox depends on the distance the wave has
to cover through foam and plywood which is determined by the orientation of the box
(see Fig. 3.3) with respect to the direction of incidence of the acoustic signal. Thus, no
longer only the angle of incidence α (i.e. the angle towards the normal to the ground)
aﬀects the signal but also the azimuthal angle of the acoustic signal. As a consequence
for the evaluation averaging of signals of several aircraft overﬂights of corresponding α
is not possible for sensors placed under the damping box.41 While this was done in the
previous evaluations without box as discussed in Section 4.2.1, the spectral evaluation of
the interference pattern of acoustically shielded sensors is performed on signals of single
overﬂight events without averaging.42 In this section it is demonstrated that the phase
shift caused by the used damping box varies strongly during the overﬂight events and
thus an averaging of signals cannot be applied.
Since the phase of a signal for a given time and frequency may have any value, it is
necessary to look at the phase diﬀerence between two sensors. If a correlation between
the signals at both sensors exists – that is, both signals agree except for a time shift and
an amplitude factor – there is a linear relation between phase diﬀerence and frequency.
This linear relation is theoretically given by Eq. (2.24) with the proportionality factor
m∆φ,theo =
2πr‖
v0
. (4.20)
Here v0 is the wave velocity of the undisturbed acoustic wave and r‖ is the projected
distance between both sensors in direction of propagation of the wave. Since the wave
velocity inside of the foam and the plywood of the box are unknown and the distance
covered inside both changes as the aircraft moves, the undisturbed acoustic wave propa-
gating with v0 is used as reference here. The measured phase diﬀerence is the diﬀerence
of the phases at both sensors which are obtained from the respective complex spectral
values with Eq. (4.10).
In Fig. 4.33 for the two microphones of channel 27 and 29 the measured phase diﬀerences
(blue curves) and those calculated theoretically for the wave speed v0 (red dashed curves)
are shown. The left graph corresponds to overﬂight number 2 during which the acoustic
40The walls and the lid of the box are made of 18mm plywood and 0.1m damping foam on the inside.
While the wave velocity in the plywood is larger than v0, it is significantly smaller in the damping
foam. The wave velocity during the penetration the box and the corresponding phase shift are treated
as effective values in the scope of this work.
41Taking into account the angle of incidence α and the azimuthal angle of the acoustic signal with
respect to the orientation of the box the signals recorded under the same conditions could be averaged
to increase the SNR. From this also characteristics depending on the azimuthal angle could have been
derived. However, for the presented measurements too little data are available to achieve this successfully.
42If the acoustic shielding would have been hemispherical and centred above the sensor the additional
phase shift ∆φbox would be the same for signals incident from any direction. Thus, averaging would have
been possible.
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Figure 4.33: Phase diﬀerence of the signals recorded at the two microphones of
channel 27 and 29 (blue curves) at the angle α ≈ 33◦. The left graph corresponds
to overﬂight number 2 for which no acoustic shielding was used. Thus, the acoustic
waves propagated with the velocity v0 between both microphones. The right plot
corresponds to overﬂight number 9 during which the acoustic damping box was placed
over the microphone of channel 27. Thus, the acoustic waves were delayed between
both microphones and the eﬀective wave velocity was smaller than v0.
The red curves show the theoretical phase delay between both sensors calculated with
Eq. (2.24) for the wave velocity v0.
damping box was not used. The right graph corresponds to overﬂight number 9 during
which the acoustic damping box was placed over the microphone of channel 27. The
measured phase diﬀerences of both events are obtained from spectra recorded at approx-
imately the same angle α≈ 33◦.
During overﬂight number 2 (Fig. 4.33, left) the acoustic wave propagated undisturbed
between the two microphones. Thus, the measured phase diﬀerence follows the theoreti-
cally determined one and – disregarding some ﬂuctuations – a clear linear relation can be
observed between phase diﬀerence and frequency. With increasing frequency the ﬂuctua-
tions of the phase diﬀerence become larger indicating a decrease of that correlation. This
can be explained by the decreasing spectral amplitude of the acoustic signal and thus a
lower SNR.
For overﬂight number 9 (Fig. 4.33, right) the acoustic damping box placed over the micro-
phone of channel 27 caused an additional phase shift of the acoustic wave. Consequently,
the phase diﬀerence between the signals recorded at the microphones of channel 27 and
channel 29 diﬀers strongly from that calculated for the undisturbed acoustic signal. Still,
it shows a clear linear relation between phase diﬀerence and frequency for most frequen-
cies. Thus, despite the strong reduction of the spectral amplitude by the box (presented
in Section 4.5.2) the correlation between both signals is preserved.43 The red dashed
43Comparing the phase differences of the overflight events without box (Fig. 4.33, left) and that one
with the box (Fig. 4.33, right) with increasing frequency stronger fluctuations are found for the former
one. This is counter-intuitive since due to the decrease of the sound pressure by the box one would expect
smaller correlation between the signals and thus stronger fluctuations in the linear relation in Fig. 4.33
(right). The stronger fluctuations in Fig. 4.33 (left) could be explained by a smaller sound pressure
emitted during the respective overflight and due to higher background noise (compared to the overflight
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curve shows the theoretical phase diﬀerence between the signals recorded at both sensors
if the acoustic waves would have propagated undisturbed with the velocity v0. Since the
eﬀective wave velocity while penetrating the box is smaller, the proportionality factor
m∆φ,meas (which is inversely proportional to the wave velocity) is signiﬁcantly larger than
m∆φ,theo (used as reference).
Now, the diﬀerence between the two proportionality factors
∆m∆φ =m∆φ,meas−m∆φ,theo (4.21)
can be used to characterise the phase shift by the box for diﬀerent angles of incidence
α and diﬀerent overﬂight events. From the measured data m∆φ,meas is determined as
the slope of a linear ﬁt in a suitable frequency interval. For this the phase jumps of 2π
are corrected by adding multiples of 2π to the phase diﬀerence. The phase diﬀerence of
outlying points the values of which diﬀered by more than ±π from the averaged one of
neighbouring frequencies were iteratively corrected likewise. Then the frequency intervals
for the ﬁt were selected manually – the ﬁts usually were performed for intervals of several
hundreds of Hz. Frequencies f > 800Hz were not used for these ﬁts due to the general
decrease of the SNR. Generally, the assumption is made, that there is only a linear relation
between phase and frequency. At some frequencies a deviation from that proportionality
can be observed e.g. for overﬂight number 9 at f ≈ 335Hz the phase jumps (see Fig. 4.33,
right). These higher order dependencies on the frequency are neglected here.
Thus, for the aircraft overﬂights for consecutive spectra (calculated for time intervals of
T = 0.8192 s) values of m∆φ,meas are determined for the two microphones of channel 27
and 29. The values of m∆φ,theo are obtained from the position of the aircraft at the
time of signal emission which determines the respective r‖ and the wave velocities for
each overﬂight v0 (stated in Table A.3). Thus, ∆m∆φ can be calculated with Eq. (4.21).
In Fig. 4.34 ∆m∆φ is plotted for several overﬂight events: One example of an overﬂight
without box – overﬂight number 2 (black curve) – and three selected ones during which the
box was placed over several sensors: Overﬂight number 8 (green curve), overﬂight number
9 (red curve) and overﬂight number 12 (blue curve). All shown values correspond to the
approach of the aircraft towards the sensors – after passing the cpa the orientation of the
box also diﬀered for respective α. Correspondingly, approach towards and departure from
the sensor setup have to be treated separately as well.
For acoustic waves propagating undisturbed by the box between two sensors the measured
phase diﬀerence and that calculated theoretically for the wave velocity v0 show only slight
diﬀerences (see Fig. 4.33, left). Thus, the diﬀerence of the respective proportionality
factors between phase diﬀerence and frequency ∆m∆φ is approximately 0 (black curve
in Fig. 4.34). When the box is placed over one of the microphones the values of ∆m∆φ
during which the box was placed over one sensor).
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Figure 4.34: Diﬀerence of the proportionality factors between phase diﬀerence and
frequency of measured and theoretical values ∆m∆φ. For overﬂights during which the
damping box was not used, these values are close to 0 for all α (black curve). When the
damping box was placed over one of the microphones ∆m∆φ changes during a single
overﬂight with α as well as for a ﬁxed α between various overﬂight events (compare
green, red and blue curves).
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which are a measure for the additional phase shift by the box are signiﬁcantly larger than
0. More importantly, these values change with α during one overﬂight and they diﬀer
for a given α between overﬂights during which the box was used. Exemplarily, for α
around 20◦ the values of ∆m∆φ for overﬂight number 8 (Fig. 4.34, green curve) are nearly
twice as large as that of overﬂight number 12 (Fig. 4.34, blue curve): At α ≈ 19◦ for
overﬂight number 8 ∆m∆φ,#8 ≈ 0.014 rad/Hz and for overﬂight number 12 ∆m∆φ,#12 ≈
0.008 rad/Hz are found. This means that the additional phase shift by the box is by
(∆m∆φ,#8−∆m∆φ,#12) ·f larger for the acoustic waves penetrating the box of overﬂight
8 compared to that of overﬂight 12. To further exemplify this, for these values the phase
shift by the box is at f ≈ 100Hz by 0.22 ·π, at f ≈ 225Hz by π/2 and at f ≈ 450Hz
by π larger comparing overﬂight 8 to overﬂight 12. Consequently, signals of the various
overﬂight events during which the acoustic damping box was used are not averaged.
The values of ∆m∆φ show small ﬂuctuations due to an uncertainty in the selection of the
ﬁt interval and ﬂuctuations of the phase diﬀerence values (see also Fig. 4.33). However,
these do not contradict the conclusions made here since the modulation of ∆m∆φ with
α holds despite these ﬂuctuations and the diﬀerences in ∆m∆φ for certain α between
the shown overﬂights with box are clearly observable. For higher α stronger ﬂuctuations
occur (e.g. α & 60◦ for overﬂight 12) which are given no credibility. They are caused
by the decreasing correlation of the signals recorded at diﬀerent sensors due to the low
signal amplitude and thus the low SNR at high α and large distances between aircraft
and sensors. Therefore, also the ﬁt to determine m∆φ,meas yielded unreliable results at
these angles.
4.5.3 Interference pattern with applied acoustic damping
In Section 4.4 the interference patterns of seismic waves reﬂected within the upper soil
layer are investigated. For this the acoustic-seismic coupling coeﬃcient Cc(f,α) (deﬁned
by Eq. (4.12)) is used. Correlating signals by the angle α the coupling coeﬃcients of
several aircraft overﬂights are averaged to increase the SNR.
However, when analysing the interference of seismic waves recorded with sensors placed
under the acoustic damping box it is more convenient to use the soil velocity instead of
the coupling coeﬃcient: In Section 4.5.2.1 it was shown that the reduction of the ampli-
tude by the used box is much stronger and depends more strongly on the frequency for
the sound pressure than for the soil velocity. Thus, if the coupling coeﬃcient (i.e. the
ratio between soil velocity and sound pressure) would be used, these diﬀerences of the
reduction factors would have to be taken into account. Furthermore, due to the phase
shift of the acoustic signal (discussed in Section 4.5.2.2) averaging is not possible for the
coupling coeﬃcient calculated for signals recorded at sensors under the acoustic damping
box. Thus, the advantage of evaluating signals of several overﬂight events using the cou-
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Figure 4.35: Frequency-averaged, vertical soil velocity recorded at the surface during
overﬂight number 8 over the acoustic angle of incidence α:
Left: Geophone not shielded by the acoustic damping box, channel 24.
Right: Geophone placed under the acoustic damping box, channel 23.
Additionally, the theoretical frequencies of maximal interference amplitude f theomax,k(α)
(for 0 ≤ k ≤ 6) obtained from the evaluation without shielding box (see Section 4.4)
are shown as black dashed lines in both graphs.
pling coeﬃcient does not apply here.
With the use of the soil velocity of single overﬂight events the interference of the seismic
waves can be evaluated. However, since the trajectories of the aircraft and consequently
the distance between the aircraft and the sensors varied strongly between the overﬂights,
the recorded soil-velocity amplitudes of diﬀerent events are not comparable. While the
observed interference patterns are consistent for all overﬂights (see Fig. 4.35 (right) and
the additional ﬁgures presented in Appendix A.9), the recorded values of the soil velocities
diﬀer for each event.
The diﬀerences in the soil velocity recorded during overﬂight 8 at the surface are illus-
trated in Fig. 4.35: The left graph shows the vertical soil velocity recorded outside of the
box (geophone of channel 24) and the right graph that recorded under the box (geophone
of channel 23).44 Additionally, the theoretically obtained frequencies of maximal inter-
ference amplitude without acoustic shielding f theomax,k(α) are plotted as black dashed lines
(also shown in Fig. 4.24). Their values are calculated with Eq. (2.49) (which is the special
case of Eq. (2.73) for zS = 0m) for vP1 = 230m/s, d = 2.35m and 0 ≤ k ≤ 6.
The recorded soil velocities of the single overﬂight show a signiﬁcantly lower SNR com-
pared to that of the averaged values of the coupling coeﬃcient, e.g. in Fig. 4.24. Still, the
frequencies of the interference maxima of the soil velocity at a sensor without acoustic
shielding (Fig. 4.35, left) match the theoretically obtained ones. The observed interfer-
44The averaged coupling coefficient calculated for the surface geophone of channel 24 is shown in
Fig. 4.24. The frequencies of the maxima of the coupling coefficient (in Fig. 4.24) correspond to that of
the soil velocity (in Fig. 4.35, left). The frequencies of the maxima of the coupling coefficient calculated
for the surface geophone of channel 23 for the overflight event during which the box was not placed over
this sensor (overflight numbers 1 to 6) correspond to the respective frequencies obtained for the geophone
of channel 24.
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ence pattern of the soil velocity recorded at the sensor under the acoustic damping box
(Fig. 4.35, right) is more complex: At small α and low frequencies the theoretically ob-
tained frequencies of the maxima f theomax,k(α) correspond to the recorded ones. However,
the frequencies at which maxima of the soil velocity are found shift with increasing α as
well as with increasing f . This shift is so signiﬁcant that maxima of the soil velocity are
even found for approximately those frequencies which show interference minima outside
of the box. Exemplarily, this can be observed for f theomax,3(α), starting at f ≈ 170Hz: For
the shown range of α local minima of the soil velocity are observed at these frequencies,
while at sensors outside of the box maxima were recorded. For f theomax,2(α) up to α ≈ 35◦
the recorded interference maxima coincide with the theoretically obtained ones – while
for larger α decreased values of the soil velocity are found at f theomax,2(α). For f
theo
max,1(α)
similar observations are made with the respective angle α≈ 45◦.
Additionally, the ratio between interference maxima and minima is strongly decreased
compared to that recorded outside of the box. This can be explained easily: The spectral
amplitude of the directly acoustically induced seismic signal is reduced by the box. Thus,
at frequencies of constructive interference maxima of smaller soil velocity and at frequen-
cies of destructive interference minima of larger soil velocity are observed, compared to
the respective interference pattern without box. Similar observation are made for all
overﬂight events during which the acoustic damping box was placed over the respective
sensor. Exemplarily, signals recorded during three of these events in various depths zS
are shown in Appendix A.9.
The characteristics of the signal recorded under the damping box can be understood
by examining the theoretical expressions of the two sets of upwards- and downwards-
propagating, interfering waves: In Eq. (2.55) the ﬁrst line described the waves propagat-
ing downwards and the second line those propagating upwards. With the box placed over
the sensors, the directly acoustically excited wave AP` is aﬀected (i.e. the ﬁrst term of
the set of downwards-propagating waves). For all angles of incidence α used during the
measurements all other waves (i.e. those acoustically excited in a certain horizontal dis-
tance from the sensor) reach the sensor being reﬂected within the upper soil layer without
being aﬀected by the box. In Section 4.5.2.1 it was shown that the sound pressure of
the acoustic wave that penetrated the box is reduced signiﬁcantly. Consequently, also the
amplitude of the directly acoustically excited wave aP`
45 is reduced by the reduction factor
of the sound pressure. Furthermore, as discussed in Section 4.5.2.2 there is an additional
phase shift of that wave φP`,box
46. Thus, the ﬁrst term in Eq. (2.55) of the set of the
45In the theoretical models the amplitude of the directly acoustically excited wave AP` is treated to be
aP` ≡ 1 and the amplitudes of all waves are calculated relatively to aP`.
46In the theoretical models the time of the arrival of AP` at the sensor is used as reference. Thus, the
phase of that wave φP` is treated to be 0 (see also Section 2.3.1).
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downwards-propagating waves becomes:
aP`e
i(ωt+φ
P`
)→ aP`,box(f,α)e
i(ωt+φ
P`,box
(f,α))
. (4.22)
According to Section 4.5.2.1 the amplitude aP`,box(f,α) changes slightly with α but de-
creases strongly with f . The dependency of the phase shift φP`,box(f,α) on the frequency
is given by the assumed, linear relation φP`,box(f,α) = ∆m∆φ(α) · f (discussed in Sec-
tion 4.5.2.2). Here a potential dependency of ∆m∆φ(α) on the frequency was neglected.
Thus, the dependency of φP`,box(f,α) on α is solely given by ∆m∆φ(α) (see Fig. 4.34).
Due to the strong reduction of the amplitude of the acoustic waves penetrating the box a
ﬁrst approach with aP`,box = 0 was made. This corresponds to completely neglecting the
directly acoustically excited wave AP` and therefore also the phase term φP`,box. However,
this approach does not explain the observed interference pattern: Using model 1 (intro-
duced in Section 2.3.1) no interference pattern would have been observed at all, since the
remaining waves AP`P´ and AP`P´P` are in phase at the surface. The theoretical model 2 (see
Section 2.3.2) and model 3 (see Section 2.3.4) yield identical results in this case, since
neither a P- nor an SV-wave would be acoustically excited under the box. For angles of
high reﬂectivity at the boundaries the relative amplitude of the wave AP` (i.e. aP` = 1) is
much smaller compared to the resulting amplitude of the constructively interfering waves
reﬂected within the upper soil layer (see e.g. Fig. 4.26, left).47 Thus, neglecting this term
would for a wide range of α result in only a minor reduction of the amplitudes of the
theoretical interference pattern. Consequently, the interference maxima would be found
at the same frequencies under the box as well as outside of it.
The observed shift of the frequencies of the local maxima of the soil velocity can be ex-
plained taking into account two assumptions: Firstly, the directly acoustically excited
wave under the box contributes to the seismic recordings. This can be implemented in
the models with Eq. (4.22) using the reduction factor of the acoustic wave penetrating
the box (given in Section 4.5.2.1) and the phase shift of that wave (discussed in Sec-
tion 4.5.2.2). Secondly, the sum amplitude of the waves reﬂected in the upper soil layer is
signiﬁcantly larger than aP`,box at low frequencies but decreases strongly with increasing f .
This is fulﬁlled when taking into account frequency-dependent absorption in the soil (as
theoretically discussed in Section 2.3.3). The absorption coeﬃcient (deﬁned in Eq. (2.61))
is proportional to f with the value of γ1 in the range of 1 · 10−3 to 3 · 10−3Hz−1m−1 for
unconsolidated soil (see [59] and the discussion in Appendix A.10).
In Fig. 4.36 (top) again the soil velocity recorded under the acoustic damping box (surface
geophone of channel 23) is shown together with the frequencies of the interference maxima
found outside of the box (black dashed lines). Fig. 4.36 (middle) shows the theoretical
47As shown in Section 4.3.3 total P-P reflection occurs at αc ≈ 14.1◦. Up to α≈ 40◦ the maximal sum
amplitude of the multiply reflected waves is more than five times larger than aP`.
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Figure 4.36: Top: Interference pattern of the soil velocity, recorded under the
damping box at the surface (geophone of channel 23) during overﬂight number 8.
Middle: Theoretical relative interference amplitude using the acoustic reduction factor
(derived in Section 4.5.2.1) as aP`,box, the phase shift φP`,box as given in Section 4.5.2.2
and frequency-dependent absorption with the value γ1 = 0.002Hz
−1m−1.
Bottom: Theoretical relative interference amplitude calculated with a proportionality
factor of the phase shift which is assumed to be constant ∆m∆φ(α) = 0.015 rad/Hz.
The same values as above of aP`,box and γ1 are used.
In all graphs the theoretical frequencies of maximal interference amplitude f theomax,k(α)
(for 0 ≤ k ≤ 6) of a sensor outside of the box are shown.
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relative soil velocity calculated with model 2: For the amplitude of the directly acousti-
cally excited wave aP`,box(f,α) the reduction factor of the acoustic signal (as derived in
Section 4.5.2.1) is used. The additional phase shift of that wave φP`,box(f,α), depending
linearly on the frequency f , is calculated by φP`,box(f,α) = ∆m∆φ(α) ·f . The proportion-
ality factor ∆m∆φ(α) is that obtained by the linear ﬁts presented in Section 4.5.2.2. Its
value ranges from approximately 0.004 rad/Hz to 0.016 rad/Hz and changes with α (see
Fig. 4.34, green curve of overﬂight number 8). Since these ﬁts to obtain ∆m∆φ(α) repre-
sent a rough estimate large deviations are observed between f theomax,k(α) and the frequencies
of the calculated interference maxima. Better results are obtained in Fig. 4.36 (bottom):
The theoretical relative soil velocity is calculated using the same values of aP`,box(f,α)
(as derived in Section 4.5.2.1) but an assumed constant proportionality factor ∆m∆φ(α)
= const. = 0.015 rad/Hz for the phase shift φP`,box(f,α). For both theoretical plots the
frequency-dependent absorption coeﬃcient γ = γ1 ·f with the value γ1 = 0.002Hz−1m−1
is used.
The use of the recorded acoustic reduction factor to calculate the amplitude of the directly
acoustically excited wave leads to ﬂuctuations of the theoretical soil velocity at single data
points. These can be especially observed at large angles α and at high frequencies (several
yellow and dark blue data points in the otherwise light blue area) as well as for the whole
range of α at low frequencies (several red data points in the otherwise yellow area).
Using the reduced amplitude of the directly acoustically excited wave AP`, an additional
phase shift of that wave caused by the box and the frequency-dependent absorption of
the seismic waves in the soil, the observed interference pattern of a sensor placed under
the acoustic damping box can be explained theoretically. For low frequencies the seismic
waves multiply reﬂected within the upper soil layer contribute most strongly to the in-
terference pattern. Thus, the maxima are found at the same frequencies as for a sensor
outside of the box (black dashed lines in the graphs of Fig. 4.36). With increasing f the
sum amplitude of the multiply reﬂected waves decreases and the relative inﬂuence of the
directly acoustically excited wave AP` rises. Since the phase of AP` is additionally shifted
due to the penetration of the box, the frequencies of maximal (and minimal, respectively)
interference amplitude shift compared to the respective frequencies f theomax,k(α).
The phase shift of AP` caused by the box calculated with the values of ∆m∆φ(α) (obtained
from the linear ﬁts in Section 4.5.2.2) leads to a shift of the interference maxima48 large
enough to explain the recordings. However, uncertainties in these ﬁts and the negligence
of a frequency dependency of ∆m∆φ(α) lead to artiﬁcial ﬂuctuations of the theoretical
interference pattern (see e.g. Fig. 4.36 (middle) at α ≈ 30◦). With a constant value of
∆m∆φ(α) = 0.015 rad/Hz more satisfactory results in explaining the interference pat-
tern are obtained: The frequencies of the recorded (Fig. 4.36, top) and the calculated
48Exemplarily, at the frequencies of the theoretical interference maximum f theomax,3(α), starting at f ≈
170Hz, in Fig. 4.36 (middle) an interference minimum of the soil velocity is observed for most α.
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(Fig. 4.36, bottom) interference maxima and minima, respectively, match.
Better results could be obtained by additionally considering the dependency on the az-
imuthal angle of the incident acoustic signal and averaging signals recorded under corre-
sponding excitation conditions to increase the SNR.
4.6 Relevance for on-site inspections under the
CTBT
In this section the ﬁndings of this work are discussed with respect to sensitive seismic
measurements with the SAMS conducted during an OSI under the CTBT. To increase
the sensitivity of these measurements disturbing signals such as the discussed acoustically
excited ones should be reduced or at best be prevented. The presented method of shield-
ing sensors from acoustic signals created by airborne sources can help to achieve this.
The horizontal distance around a sensor from which acoustically-induced soil vibrations
contribute to the recorded seismic signal is discussed in Section 4.6.1. From this distance
conclusions about the size of a potential acoustic shielding of the sensors are derived.
Further requirements for such an shielding for the use during an OSI are discussed in Sec-
tion 4.6.2. For this the acoustic damping box introduced in this work is brieﬂy compared
to another shielding method.
4.6.1 Horizontal propagation range in the ground
As shown in the previous sections the soil vibration recorded at a sensor contains contri-
butions from directly acoustically excited waves at the location of the sensor or above it
as well as waves reﬂected within the upper soil layer. The horizontal propagation range
rhor of an acoustically excited seismic signal can be understood as the distance between
the surface point vertically above the sensor and the point at which a multiply reﬂected
wave that contributes signiﬁcantly to the signal has been excited.
Using the models of multiply reﬂected waves (see Section 2.3.2 and Section 2.3.4) the total
signal amplitude atot is obtained from the summation over the inﬁnite number of reﬂected
waves (see Eq. (2.57) and Eq. (2.58)). The sum amplitude aM of the directly acoustically
excited waves and the ﬁrst M multiply reﬂected waves gives the contribution to the total
signal caused by this ﬁnite number of waves. The ratio between the sum amplitude aM
and the total amplitude atot (caused by the inﬁnite number of waves) is calculated by:
aM
atot
=
M∑
n=0
ai
∞∑
n=0
ai
. (4.23)
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Figure 4.37: Ratio between the sum amplitude aM and the total signal amplitude
atot over the number of multiply reﬂected waves M . The ratio at M = 0 corresponds
to the directly acoustically excited wave.
All curves are calculated for the values of the reﬂection coeﬃcients at αc ≈ 14◦.
Absorption is considered using the absorption coeﬃcient γ = γ1 · f with γ1 =
0.002Hz−1m−1.
In Fig. 4.37 aM/atot is plotted over the number of waves M which contribute to the
sum amplitude. The black curve corresponds to the case without frequency-dependent
absorption. The curves of the calculations taking into account absorption (according to
Eq. (2.60) with γ = γ1 · f and γ1 = 0.002Hz−1m−1) are shown for the frequencies f =
10Hz (blue), f = 50Hz (green) and f = 100Hz (red). Note that the absolute values of
atot diﬀer for each case since the amplitudes ai decrease rapidly with increasing frequency
when taking into account absorption. The ratio aM/atot is used to indicate how many
multiply reﬂected waves contribute to a certain share of the total signal amplitude.
All values are calculated for constructive interference of the M waves. For destructive
interference the ratio aM/atot converges alternatingly towards 1, while the values aM/atot
< 1 are identical to the respective values shown in Fig. 4.37.
When absorption is neglected the amplitude of the M -th wave is reduced solely by re-
ﬂection at the underground boundary and at the free surface. The respective reﬂection
coeﬃcients depend on α (see Section 4.3.2 and Section 4.3.3). Here the calculations are
performed using the reﬂection coeﬃcients of the critical angle of total reﬂection at the
underground boundary αc ≈ 14◦. At this angle the product of both reﬂection coeﬃcients
has the largest value and thus it results in the largest number M for a given value of
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aM/atot – for other angles the ratio aM/atot would converge faster towards 1.
Without absorption 16 reﬂected waves are required for the sum amplitude to reach half
of the total signal amplitude (aM/atot ≥ 0.5) and more than 50 waves are needed to reach
aM/atot ≥ 0.9. These numbers decrease when absorption is considered: For f = 10Hz
the directly acoustically excited wave and the ﬁrst four reﬂected waves nearly contribute
to aM/atot = 0.5 and for M = 16 the value aM/atot ≥ 0.9 is reached. For f = 50Hz
these ratios are reached for M = 1 and M = 4, respectively. For f = 100Hz the directly
acoustically excited wave (M = 0) already contributes to about 63% of the total ampli-
tude while the ratio aM/atot ≥ 0.9 is obtained for M = 2.
For a given ratio aM/atot the obtained value M can be used to calculate the respective
horizontal propagation range of the M -th wave in the soil:49
rhor = (2 ·M ·d+ zS) · tan
(
arcsin
(vP1
v0
sin(α)
))
. (4.24)
In Table 4.4 the horizontal range rhor around a sensor from which acoustically induced
seismic signals aﬀect the measurements calculated with model 2 without and with fre-
quency dependent absorption are given. The values are calculated with Eq. (4.24) for
αc ≈ 14◦, the depth of the reﬂecting boundary d = 2.35m, the velocity of the P wave
vP1 = 228m/s and for a sensors placed at the surface zS = 0m. Since rhor of multiply
reﬂected waves depends of the ratio aM/atot, exemplarily, the values of rhor,0.5 (for the
ratio aM/atot ≥ 0.5) and rhor,0.9 (for aM/atot ≥ 0.9) are given. The respective values of
rhor are exemplarily calculated for the frequencies f = 10Hz, f = 50Hz and f = 100Hz.
Since M can take only integer values the given values of rhor refer to the ﬁrst value M
for which the stated ratio aM/atot is reached or exceeded.
f / Hz
model 2, no absorption model 2 with γ1 = 0.002Hz
−1m−1
rhor,0.5 / m rhor,0.9 / m rhor,0.5 / m rhor,0.9 / m
10
12.5
41.5
3.9 12.5
50 0.8 3.1
100 0 1.6
Table 4.4: Horizontal propagation range rhor in the ground of acoustically-induced
seismic vibrations calculated for model 2 with as well as without frequency-dependent
absorption in the soil. For f = 100Hz the directly acoustically excited wave alone
causes more than 50% of the total signal amplitude (see also red curve in Fig. 4.37),
thus the respective value of rhor,0.5 is zero.
All values are calculated for αc ≈ 14◦, d = 2.35m, vP1 = 228m/s and zS = 0m.
A reﬂecting boundary at greater depth will lead to correspondingly larger values of rhor
if absorption would be neglected. With absorption the respectively increased slant prop-
49The expression of Eq. (4.24) can be understood by looking at a sketch of the propagation of seismic
waves, e.g. Fig. 2.4: rhor is the distance between the point at the surface vertically above the sensor and
the point B in Fig. 2.4 (for M = 1) or the point D (for M = 0), respectively.
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agation distance through the ground would counteract this eﬀect. The same is true for
increased angles α. For diﬀerent soil parameters (i.e. diﬀerent relative velocities of P and
SV waves in the ﬁrst two soil layers) the conditions for total reﬂection and thus the value
of αc will change.
The amplitude ratio calculated with Eq. (4.23) indicates that the ﬁrstM multiply reﬂected
waves cause at least the speciﬁed ratio of the total recorded amplitude. Consequently, the
horizontal propagation range corresponds to the area around the sensor that has to be
completely acoustically shielded to reduce the amplitudes of acoustically induced signals
respectively. Thus, using the results obtained with absorption an area of radius 3.9m
around the sensor has to be shielded to reduce the spectral amplitude of signals of f =
10Hz by the factor 2. A reduction by the factor 10 requires an acoustic shielding of an
area with radius 12.5m.
Thus, it seems prudent to assume that at the site of a potential OSI acoustically induced
seismic vibrations can propagate over several metres in the ground and can aﬀect and
disturb sensitive seismic measurements. While the soil velocity of acoustically induced
signals is strongest for small angles α during the measurements signiﬁcant signals for α up
to 80◦ were recorded. Depending on the height of an aircraft passing the inspection site
– intended or accidentally – sensors in a large area can be blinded by such an overﬂight.
4.6.2 Acoustic shielding of sensors during an on-site inspection
For the actual use of the an acoustic shielding during an OSI several technical and
practical requirements may be of great importance which are not treated in the scope
of this work. Since for the detection of seismic aftershock signals mostly signals of
frequencies f . 100Hz are of interest the reduction of disturbing signals of these
frequencies is of highest importance. For this a suitable damping material is required.
Additionally, the design of the shielding should guarantee good damping properties
as well as easy and fast handling during its use by the inspectors. Other practical
aspects should be considered like its weight and volume, the time to deploy the shielding
during an OSI and the question whether it should be used at all sensor stations or
just at selected ones. Another aspect which could be achieved by the shielding is the
reduction of disturbing inﬂuences of weather (i.e. wind or rain). Thus, the beneﬁts of
the achievable enhancement of sensitivity and additional eﬀort of the use of an acoustic
shielding should be carefully evaluated.
The acoustic damping box used during this work served mainly experimental
purposes. Sensors and equipment were placed inside of the box i.e. between the acoustic
shielding and the ground surface. By this the sound pressure of the acoustic signals
(outside and inside of the box) could be recorded and thus its reduction by the shielding
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could be calculated.50 Furthermore, geophones could be positioned at the surface to
record the soil velocity under the damping box. Thus, the damping material was not
placed on the ground directly (except at the bottom of the box walls). However, placing
mats of a suitable damping material on top of shallowly buried geophones might be
an easy, fast and eﬀective way to achieve an acoustic shielding. To deploy the acoustic
shielding it only would have to be placed on the ground above the sensors. No assembling
of a box or some other kind of shielding would be required.
In a measurement campaign at a site near the Technische Universität Dortmund,
Germany, mats of acoustic damping foam of the thickness 0.1m of diﬀerent sizes (about
1.0m * 1.0m and 1.7m * 1.7m) were placed over buried geophones. In Fig. 4.38 the
averaged spectra of the soil velocity caused by the noise replay from a speaker suspended
in the air are shown for the two sizes of the foam mats, the acoustic damping box and
without acoustic shielding. Each shielding is placed centred over the buried geophones:
In Fig. 4.38 (top) the spectra for a geophone in the depth zS = 0.15m are shown and in
Fig. 4.38 (bottom) the respective spectra for a geophone in depth zS = 0.30m.
51
All curves represent averaged values of consecutive spectra calculated for time intervals of
T = 0.8192 s each during the replay time of the noise of 30 s. During each measurement
the speaker was suspended by a crane in the hight of 3m above ground centred vertically
above the geophone and the middle of the respective shielding. Due to this small
distance between the speaker and the surface the wavefronts of the acoustic signal have a
signiﬁcant curvature when hitting the surface. Thus, the wavefronts of the seismic waves
reaching the respective sensor are not plane either. This has already been discussed in
Section 4.1.2.1 where similar spectra of the soil velocity caused by noise replay have been
shown (see Fig. 4.11, right). Thus, the spectrally narrow frequency intervals of reduced
soil velocity might be caused by destructively interfering waves excited at various points
at the surface around the acoustic shielding. Such frequencies of reduced soil velocity
can be observed e.g. for zS = 0.15m around f ≈ 209Hz for the shielding by the foam
mat of about 1m2 (Fig. 4.38, top: Red curve) or for zS = 0.30m around f ≈ 133Hz and
f ≈ 141Hz for the foam mat of about 2.9m2 (Fig. 4.38, bottom: Green curve).
The soil velocity recorded without acoustic shielding is signiﬁcantly larger for frequencies
f & 240 Hz (for zS = 0.15m) and f & 190 Hz (for zS = 0.30m), respectively, compared to
all spectra recorded with acoustic shielding. At certain lower frequencies the soil velocity
recorded without shielding is even smaller than that recorded with some shieldings. A
reason for this might be slight diﬀerences of the position of the speaker during these
50Currently, the recording of sound pressure is not part of the OSI measurement regime. However,
this might be an effective way to identify acoustically induced seismic signals caused by airborne sources.
Thus, the efficiency of the signal analysis during an OSI could be increased. It is beyond the scope of
this work to recommend such measurements. The possibility of these recordings could be considered in
the future if need be.
51More details of the respective measurements and their evaluation are given in [67].
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Figure 4.38: Averaged spectral soil velocity caused by noise played by a loudspeaker,
recorded with geophones in the depths zS = 0.15m (top) and zS = 0.30m (bottom),
while diﬀerent acoustic shieldings were placed above them on the ground. The back-
ground spectra of both sensors are shown as dashed black curves.
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recordings and thus diﬀerent conditions for constructive and destructive interference of
the seismic waves.
The shielding by the foam mats of the size 1.7m * 1.7m results for most frequencies in
smaller soil velocities compared to the shielding of the smaller area 1.0m * 1.0m. Some
exceptions can be found for the discussed narrow frequencies intervals of destructive
interference. The used damping box shows for most frequencies the strongest reduction
of the soil velocity. This does not come as a surprise since additionally to the damping
foam of thickness 0.1m its walls and lid consist of plywood of thickness 19mm.
To match the requirements for the use during OSI measurements further re-
search on a suitable damping material is recommended. The presented box as well as
the mats of the used thickness show little reduction of the sound pressure for frequencies
up to f ≈ 100Hz which are of main interest to detect seismic aftershock signals during
OSI measurements. Thus, most importantly, a suitable material with high damping
properties especially at these low frequencies should be identiﬁed. Additionally, the
geometry and the dimensions of the damping material i.e. its thickness and the covered
area should be part of future research. For large lateral areas a modular setup might be
of use. Other kinds of acoustic shielding alignments might be required, i.e. if burying of
the geophones is not possible at an inspection site and thus mats of damping material
cannot be placed directly on top of them.
4.7 Further aspects of the evaluation
Here two additional aspects of the evaluations are discussed brieﬂy: In Section 4.7.1 the
measurements of an interference pattern in the seismic signal recorded at a diﬀerent site
is presented. In Section 4.7.2 the possibility of coherently superposing Rayleigh waves
contributing to the seismic recordings is discussed.
4.7.1 Interference pattern observed at another measurement
site
The spectral modulation of the recorded soil velocity as well as of the respective coupling
coeﬃcient can be explained as interference pattern of seismic waves being reﬂected within
the upper soil layer. The measurements presented and discussed in the previous sections
were conducted at the site near the airport FMO (described in Section 3.2). During these
measurements several aircraft overﬂights were recorded systematically. Additionally, with
the trajectories of the aircraft (provided by the DFS) the angle of incidence α of the
acoustic signals was calculated which was used for the evaluations.
During various other measurement campaigns at diﬀerent sites broadband acoustic signals
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of jet-aircraft overﬂights were recorded by chance. For these signals the information of
the trajectories is not available and thus no evaluations with respect to the angle α
are performed. A suitable aircraft overﬂight was recorded on 12th June 2015 among
measurements at a site near the Technische Universität Dortmund, Germany.52 The
aircraft passed the sensor setup at its cpa in a height of few kilometres and at a small angle
of incidence α – the positions of the aircraft during the overﬂight represent estimates made
from sight. The acoustic signal was clearly audible. In Fig. 4.39 for the duration of the
overﬂight of 90 s starting at 10:02:00 (UTC) the respective soil velocity (top), recorded in
the depth zS = 0.45m, the sound pressure (middle) and the calculated coupling coeﬃcient
(bottom) are shown. For this overﬂight spectral modulations of the soil velocity are
veriﬁed – similar to those observed during the measurements near the airport FMO. Thus,
it is plausible that similar eﬀects can be expected at various sites which show a layering
of the soil near the surface. Therefore, the presented measurements and evaluations are
not a speciﬁc characteristic of the measurement site near the airport FMO.
In the graphs of the soil velocity (Fig. 4.39, top) and of the sound pressure (Fig. 4.39,
middle) tonal components of the overﬂight can be observed. The frequencies of these
signals decrease due to Doppler shift while passing the sensors. Additionally, for the
ﬁrst 20 seconds, subsequent signals of constant frequencies f ≈ 70Hz and f ≈ 60Hz,
respectively, stemming from mono-frequent replay by a speaker are visible. All these
signals vanish when calculating the ratio between soil velocity and sound pressure, i.e. the
acoustic-seismic coupling coeﬃcient (Fig. 4.39, bottom). Frequency bands of constructive
and destructive interference can be best identiﬁed in the graph of the soil velocity. The
sound pressure shows the characteristic broadband signal which is strongest at the cpa
around the time t = 40 s. In the graph of the coupling coeﬃcient frequency bands of
increased coupling strength can be identiﬁed at f ≈ 140Hz, f ≈ 215Hz and f ≈ 320Hz
with the respective bands of decreased coupling strength at the intermediate frequencies.53
Comparing these ﬁndings to the interference patterns observed during the measurements
near the airport FMO (see e.g. Fig. 4.15) several diﬀerences are obvious: Firstly, in the
plots of Fig. 4.39 the SNR as well as the ratios between the interference maxima and
minima are smaller. This is mainly caused by the much greater distance between aircraft
and sensors and thus by the smaller amplitude of the exciting acoustic signal. Secondly,
the frequencies of the interference maxima and minima are nearly constant during the
time of the overﬂight. Due to the large height of the aircraft α changes only slightly
during the times in which signiﬁcant signals are recorded. Thus, only minor changes of
the respective frequencies can be expected.
52This measurement campaign is the same during which the recordings with the mats of damping foam
were performed, see Section 4.6.2.
53The frequency bands of increased coupling strength are indicated by black arrows at the times when
they are best visible in Fig. 4.39 (bottom). They extend nearly vertically (i.e. at constant frequencies)
with time.
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Figure 4.39: Soil velocity (top), sound pressure (middle) and the calculated cou-
pling coeﬃcient (bottom) of a jet-aircraft overﬂight recorded near the Technische
Universität Dortmund, Germany. The soil velocity is recorded in depth zS = 0.45m.
Frequency bands of increased coupling strength are highlighted by black arrows.
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Finally, constructive and destructive interference are observed at diﬀerent frequencies
compared to the respective frequencies of the measurements near the airport FMO. This
is to be expected since wave velocities, depths of reﬂecting boundaries and reﬂection
coeﬃcients diﬀer at both measurement sites. During this overﬂight, all geophones were
buried in the depth zS = 0.45m. Recordings from diﬀerent depths would provide useful
references, especially since the interference pattern can be observed most clearly in the
recordings of a geophone at the surface. However, such recordings are not available for
this overﬂight event.
4.7.2 Influence of coherently superposing Rayleigh waves
During the evaluations the possibility of Rayleigh waves acoustically excited over a long
stretch in front of the sensor has been considered. It might have been possible, that
under a certain angle of incidence α and for a certain frequency these Rayleigh waves
superpose coherently, leading to a signiﬁcantly larger seismic signal [68]. Rayleigh waves
are formed at the soil surface as superposition of upwards- and downwards-propagating
P and SV waves [52, 63]. In layered soil they show dispersion: The low-frequency (or
long-wavelength, respectively) components of the surface wave, comprising deeper soil
layers with usually larger wave velocities, have the highest group velocities.
The constructive superposition of acoustically excited Rayleigh waves would have required
that the velocity of the Rayleigh wave is equal to the apparent speed of the sound wave
along the ground surface vhor. The Rayleigh-wave speed is typically in the range of 0.90·vS1
to 0.95·vS1 [63]. Thus, with a P-wave speed of vP1 = 228m/s and the assumed S-wave
speed vS1 = vP1/
√
3 the Rayleigh-wave velocity in the upper soil layer is approximately
120m/s. However, vhor is given for a certain angle α and the velocity of the sound wave
v0 ≈ 340m/s by:
vhor =
v0
sin(α)
& 340m/s. (4.25)
Thus, the conditions of the coherent superposition of acoustically excited Rayleigh waves
are not fulﬁlled at the investigated measurement site near the airport FMO.
Larger velocities of Rayleigh waves can be expected for the case of longer-wavelength
components comprising the second soil layer. However, if the made interpretation is
correct that the high compressional-wave speed there stems from ground water, then the
shear- and Rayleigh-wave speeds in the lower layer should not be much above the values of
the top ground layer. Thus, the large values of vhor would not be reached by the velocity
of these Rayleigh-wave components.
Chapter 5
Conclusion and outlook
In this work acoustic-seismic measurements of jet-aircraft overﬂights for a wide range
of angles of incidence of the exciting acoustic signals and for frequencies up to several
hundreds of Hz are presented (Section 4.1). For their evaluation the acoustic-seismic
coupling coeﬃcient is introduced in Section 4.2. With it the excited soil vibrations
can be analysed independently of the speciﬁc characteristics of the exciting acoustic
signal. The seismic response to the incident sound waves can be explained to be caused
by interference of seismic waves excited locally as well as propagating in the ground
and being reﬂected at an underground boundary and at the surface before reaching the
sensor. Three theoretical models using diﬀerent numbers and types of seismic waves are
introduced (Section 2.3) to explain the amplitudes and the frequencies of constructive
and destructive interference. The inﬂuence of seismic waves, which have taken various
paths in the ground before reaching the sensor, on the resulting seismic signal is presented
in Section 4.3. It is shown in Section 4.4 that the resulting interference patterns can
be used to calculate near-surface soil properties such as the P-wave velocity in the ﬁrst
soil layer, the depth of the underground boundary and the reﬂection coeﬃcient at that
boundary. The recordings with geophones placed at the surface generally lead to the
most reliable results. Furthermore, signals from sensor buried in various depths in the
ground are analysed and used to verify the theoretical models.
By shielding some sensors from the incident sound waves (presented in Section 4.5) the
frequency-dependent absorption coeﬃcient can be estimated. Using these ﬁndings the
horizontal propagation range of acoustically induced seismic signals in the ground is
derived in Section 4.6. Additionally, it is discussed that with a suitable shielding the
amplitudes of seismic signals caused by airborne sources can be reduced strongly which
could otherwise disturb sensitive seismic measurements.
Due to ﬂuctuations mostly in the seismic recordings the analysis of the interfer-
ence patterns observed in the calculated coupling coeﬃcients remains challenging. For
the presented ﬁts to obtain the soil properties from the recorded interference patterns
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only data recorded with one sensor are used, even though data of diﬀerent sensors in
corresponding depths showed very similar characteristics. Thus, better results may be
reached by using multiple sensors at diﬀerent positions as well as in various depths at
once in an adapted ﬁt algorithm. With the increase of the amount of analysed data
points the computational eﬀort will rise but the SNR and the reliability of the obtained
results can be increased signiﬁcantly. Additionally, for the ﬁts the relative spectral
amplitudes of the interference maxima are not taken into account. The beat of the signal
of multiple interfering waves causes modulations of the spectral amplitudes which are
clearly observable in the measured signal. Their implementation might strongly improve
the quality of the results.
Even after averaging of several overﬂight events the measured coupling strength shows
ﬂuctuations which can lead to erroneous determination of the frequencies of constructive
interference. Thus, the selection and exclusion of data points for the ﬁt which were
mostly done manually for the shown calculations remain critical and can strongly aﬀect
the results. Furthermore, for low frequencies (i.e. small orders k of the interference
maxima) the frequency resolution of ∆fmeas ≈ 1.2Hz, given by the used FFT, is in the
range of the absolute deviation between measured and ﬁtted data. For this reason the
band of k = 1 of the surface sensor (with a very good SNR) was excluded from the
calculations. Bands of higher frequencies are less aﬀected by the errors caused by the
discretisation in frequency space and ﬂuctuations lead to smaller relative deviations.
However, the SNR decreases with frequency, so especially for buried sensors only bands
at low frequencies could be used for the ﬁt. Probably the centre frequency of the bands
could be determined with higher accuracy from a curve ﬁt through the three to ﬁve
points of the highest spectral values at each angle. Thus, one would not be limited to
the frequency resolution of the FFT of the recorded data. Consequently, the interference
maxima of low frequencies could be included into the ﬁt algorithm leading to a signiﬁcant
increase of the precision of the calculations.
To calculate the frequencies of maximal interference amplitude for surface sensors the
analytic expression Eq. (2.49) can be used giving an advantage in computation eﬀort
and in precision. For the numerical calculation of the spectral amplitude distribution
with Eq. (2.73) both depend on the steps of discretisation of f . For the used frequency
resolution of 1/10 of ∆fmeas the computation time is in acceptable limits and the
relative deviations of the calculated values of the depth of the reﬂecting boundary d and
the P-wave velocity in the ﬁrst soil layer vP1 are less than 1%. These can be neglected
regarding the ﬂuctuations of the measured data discussed above.
A potential source of inconsistencies is the mounting of the geophones buried in dug-out
holes. The soil at the bottoms of the holes into which the spikes were pressed was
undisturbed, but the backﬁlling around and above the geophones by the excavated
soil could not reproduce the status before digging. An additional modiﬁcation was
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introduced by the relatively massive (about 3.4 kg) holders for the three-dimensional
geophone arrangements. Furthermore, the position of the sensors in the ground are
assumed to be precisely at the given values zS = 0m, zS = 0.15m, zS = 0.30m, zS =
0.45m and zS = 0.60m, respectively. However, the geophones have ﬁnite dimensions
and the spikes with which the geophones were pushed into the ground represent an
extended coupling length of the geophones to the ground. Thus, an integration over the
full dimension of the spike could increase the precision of the results.
The inﬂuence of the acoustic shielding box on the measurement of the soil velocity is
not completely clariﬁed. It might be possible, that the box itself causes soil vibrations
when hit by an acoustic wave or even wind. The purpose of the protruding damping
foam on the bottom of each wall of the box (described in Section 3.2.3) was to mitigate
such excitations. During all performed measurement campaigns no clear evidence of soil
vibrations caused by a movement of the box were found. However, since no suitable
reference is available this inﬂuence of the box on the measurement cannot be completely
excluded. Furthermore, the box distorts the acoustic wave front of the wave penetrating
its walls and lid. Thus, for the measurements of the aircraft overﬂights, the signals of
which have plane wavefronts, the acoustic wave inside of the box has a more complex
wavefront. This was not taken into account when treating the seismic wave acoustically
excited under the box. With a simpler alignment of the acoustic shielding (e.g. the mats
of damping material discussed in Section 4.6.2) of a suﬃciently large size the inﬂuence of
the distorted wavefronts can be diminished.
In the context of the CTBT acoustically excited soil vibrations can disturb
sensitive SAMS measurements. If acoustic sensors would be allowed during OSI
measurements in addition to seismic ones, this could help to identify acoustic
disturbances. However, very faint seismic aftershock signals masked by such disturbances
might go undetected nevertheless. While in this work I focus on the excitation of seismic
signals by sound waves caused by aircraft the ﬁndings can be applied to a other acoustic
sources like vehicles. Disturbing, directly seismically induced signals are not treated in
the scope of this work. These signals could be artiﬁcially created by heavy machinery
like from construction work in the inspection area, if the inspected state party intended
to disturbed the OSI. To guarantee an eﬀective performance of the SAMS measurements
despite such disturbances further research is recommended.
The evaluations in this work show that the acoustically induced soil vibrations propagate
within the ground. Their amplitudes decrease due to reﬂection at boundaries and due
to frequency-dependent absorption in the ground. Therefore, the horizontal propagation
range in the ground is up to several metres. With increasing frequency of the signals the
propagation range decreases. Due to signiﬁcant signal strengths even for large angles of
incidence from the normal to the ground aircraft passing the inspection area – either
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helicopters used by the inspectors or even intended aircraft overﬂights to disturb an
OSI – will aﬀect the sensitivity of seismic sensors placed in a wide area. To achieve
an eﬀective shielding from disturbing airborne signals an area of many square metres
above the sensors would have to be covered with a suitable damping material. Doing
so can reduce the spectral amplitude of acoustically induced soil vibrations. Thus,
the sensitivity of the SAMS can be increased and the detection probability of weak
aftershock signals can be improved.
An example of an acoustic shielding by a plywood box coated with acoustic damping
foam is discussed in detail in this work. However, the reduction factor of the sound
pressure of the used shielding is low for signals of frequencies up to f ≈ 100Hz which are
of main interest to detect seismic aftershock signals. Thus, regarding a suitable damping
material, its design and its dimensions, further research is recommended. Other practical
aspects for the use during an OSI have to be considered as well.
The presented measurements were conducted mainly on sandy soil. Research should
be carried out to which extent the ﬁndings of this work apply to soil of diﬀerent
characteristics.
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wave velocity vP1. Thus, the phase diﬀerence between both waves is given by:
∆φ= 2πf
[
BC
vS1
+
CS
vP1
−DS
vP1
]
. (A.1)
The distance DS is easily obtained from
DS =
zS
cos(βP)
(A.2)
as is the distance CS
CS =
(d− zS)
cos(βP)
. (A.3)
The distance BC is obtained from BC = AC - AB. Again, the distance AC is easily
found
AC =
d
cos(βS)
. (A.4)
For the determination of the distance AB the right triangle ABD with the angle ∠ADB
= βS has to be used. AB is given as AB = AD·sin(βS) and AD is given by AD = EC +
CF - GD. These single distances can be expressed as
EC = d · tan(βS), (A.5)
CF = (d− zS) · tan(βP), (A.6)
GD = zS · tan(βP). (A.7)
Now Eq. (A.1) can be re-written as:
∆φ= 2πf
[
1
vS1
(
d
cos(βS)
− sin(βS)
[
d · tan(βS)+(d− zS) · tan(βP)− zS · tan(βP)
])
+
1
vP1
(d− zS)
cos(βP)
− 1
vP1
zS
cos(βP)
]
.
(A.8)
With the law of reﬂection Eq. (2.29) the relation between the two seismic angles is given:
sin(βS) =
vS1
vP1
sin(βP). (A.9)
Using the equality tan(β)=sin(β)/cos(β) Eq. (A.8) becomes:
∆φ= 2πf
[
1
vS1
(
d
cos(βS)
−dsin
2(βS)
cos(βS)
− (d− zS)sin
2(βP)
cos(βP)
vS1
vP1
+ zS
sin2(βP)
cos(βP)
vS1
vP1
)
+
1
vP1
(d− zS)
cos(βP)
− 1
vP1
zS
cos(βP)
]
.
(A.10)
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Eliminating the parenthesis in the ﬁrst line and sorting the terms according to their
dependencies on βP or βS one ﬁnds:
∆φ= 2πf
[
d
vS1
√
1− sin2(βS)+ (d−2zS)
vP1
√
1− sin2(βP)
]
. (A.11)
Finally, this can be expressed using only the dependency on the acoustic angle α:
∆φ= 2πf
[
d
vS1
√
1−
(vS1
v0
)2
sin2(α)+
(d−2zS)
vP1
√
1−
(vP1
v0
)2
sin2(α)
]
. (A.12)
It is convenient to notice that the ﬁrst term in the brackets of Eq. (A.12) represents the
phase diﬀerence between the wave AP` at point D and the wave AS`P´ at point C. This
means, it corresponds to the wave AS`P´ having propagated once through the whole upper
soil layer as an SV wave. This is the expression ∆φS given in Eq. (2.66). If the distance
AC would have been covered as a P wave (i.e. AP`P´ instead of AS`P´), the respective
term ∆φP from Eq. (2.66) would have been obtained. Then the phase diﬀerence would
reproduce that of ∆φP`,P`P´ in Eq. (2.46) without the phase jump of π.
Similar observations can be made for the second term in the brackets of Eq. (A.12) which
corresponds to the phase diﬀerence resulting from the respective distances both waves
have to cover to reach the sensor. It is the expression ∂φP´ in Eq. (2.70). Consequently,
the ﬁndings of Eq. (A.12) can be written as ∆φ = ∆φS + ∂φP´. If the second part of the
wave would have been an SV wave (i.e. AS`S´ instead of AS`P´), the term obtained in the
derivation would have been the term ∂φS´ from Eq. (2.70).
If an arbitrary wave Ai reaches the sensor propagating downwards, it is of relevance
whether the type of the wave during the propagation from the surface to the sensor is a
P wave or an SV wave. In the ﬁrst case, the waves AP` and Ai cover the same path DS
and the resulting phase diﬀerence vanishes, corresponding to ∂φP` ≡ 0. In the latter case,
the wave Ai reaches the sensor from point D’. The respective phase diﬀerence is given as
∂φS` in Eq. (2.69). Thus, the total phase diﬀerence between AP` and an arbitrary wave Ai
can be written as, reproducing Eq. (2.71):
∆φtot,i =m ·∆φP+n ·∆φS+∆φII,i. (A.13)
The integers m and n are the number of times the wave Ai passed the whole upper soil
layer in one direction as P wave and as SV wave, respectively. The expression ∆φII,i
refers to the respective term from Eq. (2.69) or Eq. (2.70) depending of direction and
type of the last part of the wave Ai.
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A.2 Derivation of the equation of the spectral ampli-
tude distribution
Here detailed descriptions of the calculations leading to the equations of the spectral
amplitude distributions of the wave interference, i.e. Eq. (2.47) in Section 2.3.1 as well as
the more general equation Eq. (2.73) in Section 2.3.4, are given.
Using model 1 (see Section 2.3.1) each of the waves AP`, AP`P´ and AP`P´P` has the form
Aj = aj · ei(ωt+φj), with the amplitude aj and the phase φj . The investigated broadband
signals contain a wide range of frequencies, but in a linear problem the superposition
can be treated for each frequency separately and therefore it retains the same frequency
dependency. Thus, all three waves interfere at the sensor forming a new wave given by
the phase-corrected summation of the three single waves: Atot = AP`+AP`P´+AP`P´P` =
atot ·ei(ωt+φtot). Its time-independent amplitude atot is obtained as the square root of the
multiplication with its complex conjugate and depends only on the phase diﬀerences ∆φjk
between the waves Aj and Ak for a given frequency and path diﬀerence:
atot =
√
Atot ·A∗tot (A.14)
=
√
(AP`+AP`P´+AP`P´P`)(AP`+AP`P´+AP`P´P`)
∗ (A.15)
=
(
aP` · eiωt+aP`P´ · ei(ωt+φP`P´)+aP`P´P` · ei(ωt+φP`P´P`)
)1/2
·
(
aP` · e−iωt+aP`P´ · e−i(ωt+φP`P´)+aP`P´P` · e−i(ωt+φP`P´P`)
)1/2 (A.16)
=
(
aP`
2+aP`P´
2+aP`P´P`
2+2aP`aP`P´cos(φP`P´)+2aP`aP`P´P`cos(φP`P´P`)
+2aP`P´aP`P´P`cos(φP`P´−φP`P´P`)
)1/2
.
(A.17)
In Eq. (A.15) the symbol ∗ refers to the complex conjugate of the waves, aﬀecting only
the exponential terms. From Eq. (A.16) to Eq. (A.17) the relation e(iφ) · e(−iφ) = 2
cos(φ) was used. The time dependency, given by the term e(iωt), cancels out in the
multiplication with its complex conjugate: e(iωt) · e(−iωt) = 1.
The same calculation can be applied to any number M of interfering waves Aj .
Eq. (A.16) will then become:
atot =
√√√√√( M∑
j
aj · ei(ωt+φj)
)
·
( M∑
k
ak · e−i(ωt+φk)
)
. (A.18)
Thus, the more general equation for the spectral amplitude distribution of M interfering
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waves is given by:
atot =
[ M∑
j
(
aj
2+
M∑
k,j
ajakcos(∆φtot,j−∆φtot,k)
)]1/2
. (A.19)
Here the phase diﬀerences ∆φtot,j and ∆φtot,k between the respective wave and the refer-
ence wave AP` are used. The inner sum takes into account the phase diﬀerences between
a certain pair of waves Am and An. The terms of the phase diﬀerence are symmetric
due to the cosine: cos(∆φmn) = cos(∆φnm). The factor 2 (compare to Eq. (A.17)) of
the term 2amancos(∆φmn) will be reproduced when performing the outer sum for both
values j =m and j = n.
A.3 List of the local sensor coordinates
Sensor Ch. x / m y / m z / m Sensor Ch. x / m y / m z / m
Geo11_v 0 0.00 0.00 0.60 Geo21_v 17 -0.45 5.50 0.30
GeoE_h⊥ 1 0.00 0.00 0.60 GeoP_h⊥ 18 -0.45 5.50 0.30
GeoF_h‖ 2 0.00 0.00 0.60 GeoQ_h‖ 19 -0.45 5.50 0.30
Geo4_v 3 -0.45 0.00 0.30 Geo13_v 20 0.45 5.50 0.45
GeoC_h⊥ 4 -0.45 0.00 0.30 Geo15_v 21 0.00 5.90 0.15
GeoD_h‖ 5 -0.45 0.00 0.30 Geo19_v 22 -0.45 8.00 0.30
Geo3_v 6 1.74 0.00 0.30 Geo5_v 23 0.00 0.23 0.00
GeoH_h⊥ 7 1.74 0.00 0.30 Geo20_v 24 1.93 0.23 0.00
binary 8 - - - GeoL_h⊥ 25 1.98 0.24 0.00
GeoJ_h‖ 9 1.74 0.00 0.30 GeoM_h‖ 26 1.88 0.24 0.00
Geo9_v 10 2.15 0.00 0.15 BK1 27 -0.23 0.00 -0.065
Geo2_v 11 0.00 0.45 0.15 BK5 28 0.23 0.00 -0.065
Geo6_v 12 0.45 0.00 0.45 BK2 29 1.87 0.00 -0.065
Geo1_v 13 -2.20 0.00 0.60 BK6 30 -1.98 0.00 -0.065
Geo7_v 14 -1.75 0.00 0.45 BK3 31 0.22 5.50 -0.065
Geo8_v 15 -0.45 3.00 0.30 BK4 32 -0.22 3.00 -0.065
Geo10_v 16 0.00 5.50 0.60
Table A.1: Local coordinates of the sensors used during the measurements near the
airport FMO. Sensors are named "BK" for Brüel & Kjaer microphones and "Geo" for
4.5-Hz geophones with attached numbers for vertical or capital letters for horizontal
geophones and their orientation: "v" (vertical), "h‖" (horizontal and parallel to the
runway line of the airport FMO, sensor facing in positive y direction) and "h⊥" (hor-
izontal and perpendicular to the runway line, sensor facing in positive x direction).
Column 2 states the channel number. The burying depth of the geophones z refers
to the depth of the dug hole in which the geophones were pushed into the soil with
a conical spike of approximately 7 cm length, thus the actual coupling depth to the
ground might be slightly larger than the stated values. Channel 8 recorded GPS time
converted to DCF77 clock pulses.
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A.4 Table of aircraft overflights
# Aircraft Type Lat. Dist./m Height/m Vel./(m/s) α/ ◦ Turbines
1 Embraer ERJ 190-100 350 760 89.7 24.8 2
2 Boeing 737-800 355 540 112.7 33.3 2
3 Embraer ERJ 190-100 384 807 93.0 25.5 2
4
Bombardier BD-100
278 1315 99.4 11.8 2
Challenger 300
5
Bombardier Regional
288 714 95.4 21.9 2
Jet CRJ-700
6 Dassault Falcon 7X 418 1645 103.9 14.4 3
7 Embraer ERJ 190-100 420 740 84.3 29.5 2
8
Gulfstream Aerospace
452 1543 88.1 16.3 2
Gulfstream 5
9 Boeing 737-800 465 707 104.0 33.4 2
10 Embraer ERJ 190-100 368 820 90.2 24.3 2
11 Boeing 737-800 413 630 103.7 33.2 2
12
Bombardier Regional
220 800 93.0 15.5 2
Jet CRJ-700
13 Boeing 737-800 409 600 106.9 34.1 2
14
Bombardier Regional
375 910 92.9 22.4 2
Jet CRJ-700
15
Bombardier Regional
494 851 92.1 30.1 2
Jet CRJ-700
16 Embraer ERJ 190-100 352 795 66.2 23.8 2
Table A.2: Overview of the evaluated overﬂight events, recorded on 14th and 15th
May 2013 near the airport FMO. Column 1 gives the event number of the overﬂights.
The values of lateral distance, height, ground speed of the aircraft (columns 3 - 5) as
well as the angle of incidence of the acoustic signal α (column 6) refer to the aircraft
at its cpa. All presented overﬂight events are takeoﬀs.
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Overﬂight # Temperature / K v0 / (m/s)
1 9.7 337.1
2 11.8 338.4
3 12.1 338.5
4 11.6 338.3
5 11.6 338.
6 12.3 338.7
7 12.0 338.5
8 12.0 338.5
9 11.3 338.1
10 12.4 338.7
11 12.4 338.7
12 12.4 338.7
13 17.8 341.9
14 15.7 340.7
15 14.3 339.8
16 15.0 340.3
Table A.3: Temperature for each overﬂight and the corresponding sound velocity
calculated with Eq. (2.15). The temperature was recorded each hour at the weather
station of the airport FMO by the German Meteorological Service (DWD) who pro-
vided the data for the evaluation. For each overﬂight event the respective previously
recorded temperature is used.
A.5 Calculation of the background level at the used
sensors
During the measurement campaign at the airport FMO soil velocity and sound pressure
induced by airborne sources were recorded. Exemplary time signals of an aircraft over-
ﬂight and artiﬁcial noise replay are shown in Section 4.1.1.1 and their respective spectral
values in Section 4.1.2.1. Various other seismic and acoustic sources in the vicinity of the
measurement site generated a background for the recorded data. The background level of
the microphones is mainly determined by wind in the low-frequency range. Rarely other
disturbing acoustic signals were audible at the site. Geophones recorded additional seis-
mic signals in the vicinity of the measurement site. These could be generated for example
by agricultural machinery or vehicles passing a bridge in a distance of about 500 m to the
west from the sensor setup. Additionally, movement of the operators at the measurement
site and especially adjustment work at the crane for the speaker caused signiﬁcant soil
vibrations. For all recordings great care was taken to minimise these disturbing signals.
Occasionally, measurements of the noise replay were repeated if during the replay time
signals of another source were detected.
The background level at each sensor was calculated separately. A time of two minutes
in the night of 16th May 2013 from 0:58:00 to 1:00:00 (UTC) was chosen during which
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Figure A.2: Time signals of the acoustic and seismic background at the measurement
site, recorded for two minutes in the night of 16th May 2013 from 0:58:00 to 1:00:00
(UTC).
Left: Sound pressure, recorded with the microphone of channel 29.
Right: Vertical soil velocity, recorded with a geophone at the surface, channel 24.
only very few and weak disturbing signals were recorded. In Fig. A.2 the time signals of
the sound pressure, recorded with microphone of channel 29 (left) and the soil velocity,
recorded at the surface with geophone of channel 24 (right) are shown. For both plots
the same y-ranges as for the time signals of the aircraft overﬂight and the noise replay in
Section 4.1.1.1 are used.
The time signals are used to obtained averaged spectra of the background signals: Single
spectra are calculated for consecutive time intervals of T = 0.8192 s and their spectral
amplitudes are averaged as plotted in Fig. A.3 and Fig. A.4. The averaged, normalised
power spectrum of the sound pressure (microphone channel 29) is given in Fig. A.3 (left).
Those of the vertical soil velocity in various depths zS are shown in Fig. A.3, right (geo-
phone channel 24, at the surface), in Fig. A.4, left (geophone channel 6, zS = 0.30m) and
in Fig. A.4, right (geophone channel 13, zS = 0.60m).
In all background spectra of the geophones clearly sharp spectral peaks at 50 Hz and its
odd multiples are visible, which are caused by mains hum. They were also recorded at
times of lower signal amplitude during the aircraft overﬂights. Thus, frequency intervals
of 50 Hz (and its odd multiples) ± 2 Hz were excluded from most calculations during the
evaluation.
Additionally, such peaks are visible in the acoustic background spectrum (Fig. A.3, left).
Furthermore, in the seismic background spectra peaks of much lower magnitude are visi-
ble at frequencies of the even multiples of 50 Hz. Both are usually too weak to be detected
during the measurements and thus were not further considered during the evaluation.
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Figure A.3: Averaged, normalised power spectra of the background signals recorded
for two minutes in the night of 16th May 2013 from 0:58:00 to 1:00:00 (UTC).
Left: Sound pressure, recorded with the microphone of channel 29.
Right: Vertical soil velocity, recorded with a geophone at the surface, channel 24.
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Figure A.4: Averaged, normalised power spectra of the background signals recorded
for two minutes in the night of 16th May 2013 from 0:58:00 to 1:00:00 (UTC).
Left: Vertical soil velocity, recorded with a geophone in the depth zS = 0.30m, channel
6.
Right: Vertical soil velocity, recorded with a geophone in the depth zS = 0.60m,
channel 13.
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A.6 Spectrograms of broadband noise replay by a
speaker
Here I show the spectrograms of the artiﬁcially produced noise played for 30 seconds by
the speaker. They show the replay time as well as about 5 s before and after the replay,
as already shown in corresponding time signals (Fig. 4.3 and Fig. 4.4 in Section 4.1.1.1).
Using only the time of the noise replay averaged spectra were calculated which are shown
in Fig. 4.11 in Section 4.1.2.1.
Fig. A.5 (top) shows the spectrogram of the sound pressure, recorded with the microphone
of channel 27 and Fig. A.5 (bottom) that of the vertical soil velocity at the surface,
recorded with the geophone of channel 23. In Fig. A.6 the vertical soil velocity for buried
geophones are shown: A geophone in the depth of 0.30m, channel 3 (top) and a geophone
in the depth of 0.60m, channel 0 (bottom).
Over the whole time of the noise replay the spectral amplitudes show approximately the
same values, thus averaging of the single spectra led to the good results shown in Fig. 4.11.
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Figure A.5: Normalised power spectrograms of broadband noise replay correspond-
ing to the time signal shown in Fig. 4.3.
Top: Sound pressure, recorded with the microphone of channel 27.
Bottom: Vertical soil velocity, recorded with a geophone at the surface, channel 23.
152 Appendix
10 15 20 25 30 35 40 45Time / s
Start: 10:53:10
on: 16.05.2013
0
0.5
1
F
re
q
u
en
cy
 /
 k
H
z
P
o
w
er
 S
p
. 
o
f 
(S
o
il
 V
el
./
(m
/s
))
2
 1.35e−23
 5.99e−23
 2.65e−22
 1.18e−21
 5.21e−21
 2.31e−20
 1.02e−19
 4.54e−19
 2.01e−18
 8.91e−18
 3.95e−17
 1.75e−16
 7.75e−16
 3.44e−15
 1.52e−14
 6.75e−14
 2.99e−13
 1.33e−12
 5.87e−12
 2.60e−11
 1.15e−10
10 15 20 25 30 35 40 45Time / s
Start: 10:53:10
on: 16.05.2013
0
0.5
1
F
re
q
u
en
cy
 /
 k
H
z
P
o
w
er
 S
p
. 
o
f 
(S
o
il
 V
el
./
(m
/s
))
2
 2.99e−23
 1.20e−22
 4.83e−22
 1.94e−21
 7.82e−21
 3.14e−20
 1.26e−19
 5.08e−19
 2.04e−18
 8.22e−18
 3.30e−17
 1.33e−16
 5.34e−16
 2.15e−15
 8.64e−15
 3.47e−14
 1.40e−13
 5.62e−13
 2.26e−12
 9.08e−12
 3.65e−11
Figure A.6: Normalised power spectrograms of the vertical soil velocity recorded
with buried geophones of broadband noise replay corresponding to the time signal
shown in Fig. 4.4. Top: Geophone in the depth of 0.30m, channel 3. Bottom:
Geophone in the depth of 0.60m, channel 0.
A.7 Additional fit results of buried sensors 153
A.7 Additional fit results of buried sensors
In Section 4.4.3 the ﬁt results of the three used interference models for buried sensors
(zS > 0m) are discussed. The results for each ﬁt are summarized in Table 4.2. The
comparison between measured data and theoretically obtained amplitude distributions is
shown exemplarily for zS = 0.15m in Fig. 4.28. Here the corresponding plots for zS =
0.30m (Fig. A.7), zS = 0.45m (Fig. A.8) and zS = 0.60m (Fig. A.9) are shown. All plots
were generated for the parameters d and vP1 corresponding to the minimum of the root-
mean-square deviation D(d,vP1) as given in Table 4.2. The models of interference used
for the ﬁt are the following (see also Section 4.4): Interference between the three P waves
AP`, AP`P´ and AP`P´P` which generally show the largest amplitudes (model 1); interference
between the quasi-inﬁnite number of P waves reﬂected within the upper soil layer (model
2); interference between the quasi-inﬁnite number of P waves and the directly acoustically
excited SV wave AS` (model 3).
Each graph shows the averaged coupling coeﬃcient together with the data points used
for the ﬁt as black points (top, left). The theoretically obtained amplitude distributions
(vertical components) as well as the data points used for the ﬁt and the theoretical fre-
quency maxima f theomax,k(α) (corresponding to the data points) are shown for each model:
Model 1 – top, right; model 2 – bottom, left and model 3 – bottom, right.
In the plots of the theoretical amplitude distributions in the depths zS = 0.30m (Fig. A.7)
and zS = 0.45m (Fig. A.8) it can be observed that some interference maxima with sep-
arate frequencies at small α merge into a single interference maximum at larger α. This
conﬂuence of the theoretical f theomax,k(α) is an artefact of the tracking algorithm (described
in Section 4.2.2) and the change of the relative amplitudes of the interfering waves: With
the algorithm the frequency of each local maximum at the lowest value of α is obtained.
For subsequent larger α the frequency of maximal amplitude in a small interval around
the found frequency of the previous value of α is determined. However, a change of the
relative amplitudes of the interfering waves, caused by the angle dependency of the re-
ﬂection coeﬃcients, leads to a shift of the frequencies of the interference maxima with
respect to each other. If the spectral distance between two maxima becomes too small
both merge into a single eﬀective maximum at a certain α. For the subsequent α the
algorithm will determine the maximal amplitude values in the given frequency interval
around the previously found frequencies of both maxima (which actually might be the
value at one boundary of these intervals) until the frequency of the real maximum is
found. This has little inﬂuence on the ﬁt results to determine d and vP1 since hardly any
eﬀected data points are used for the ﬁts.
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Figure A.7: Top, left: Mean coupling coeﬃcient measured in depth zS = 0.30m
(channel 6) together with the data points used for the ﬁts (black dots). Top, right:
Theoretical spectral amplitude distribution calculated with model 1 for the values d
= 2.23m and vP1 = 209m/s. Bottom, left: Amplitude distribution calculated with
model 2 for the values d = 2.38m and vP1 = 225m/s. Bottom, right: Amplitude
distribution calculated with model 3 for the values d = 2.38m and vP1 = 225m/s.
The plots of the theoretical amplitude distribution also show the data points fmeasmax,k(α)
used for the respective ﬁt (black dots) as well as the numerically determined frequen-
cies of maximal interference amplitude f theomax,k(α) (black lines) for the values 1 ≤ k ≤
5. The colour scale of the three theoretical plots is limited to the interval [0,5].
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Figure A.8: Top, left: Mean coupling coeﬃcient measured in depth zS = 0.45m
(channel 20) together with the data points used for the ﬁts (black dots). Top, right:
Theoretical spectral amplitude distribution calculated with model 1 for the values d
= 2.34m and vP1 = 230m/s. Bottom, left: Amplitude distribution calculated with
model 2 for the values d = 2.25m and vP1 = 226m/s. Bottom, right: Amplitude
distribution calculated with model 3 for the values d = 2.24m and vP1 = 225m/s.
The plots of the theoretical amplitude distribution also show the data points fmeasmax,k(α)
used for the respective ﬁt (black dots) as well as the numerically determined frequen-
cies of maximal interference amplitude f theomax,k(α) (black lines) for the values 1 ≤ k ≤
4. The colour scale of the three theoretical plots is limited to the interval [0,5].
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Figure A.9: Top, left: Mean coupling coeﬃcient measured in depth zS = 0.60m
(channel 13) together with the data points used for the ﬁts (black dots). Top, right:
Theoretical spectral amplitude distribution calculated with model 1 for the values d
= 2.14m and vP1 = 210m/s. Bottom, left: Amplitude distribution calculated with
model 2 for the values d = 2.17m and vP1 = 208m/s. Bottom, right: Amplitude
distribution calculated with model 3 for the values d = 2.20m and vP1 = 210m/s.
The plots of the theoretical amplitude distribution also show the data points fmeasmax,k(α)
used for the respective ﬁt (black dots) as well as the numerically determined frequen-
cies of maximal interference amplitude f theomax,k(α) (black lines) for the values k = 2
and k = 3. The colour scale of the three theoretical plots is limited to the interval
[0,5].
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A.8 Spectrograms recorded with acoustically
shielded sensors
Here the spectrograms of sensors placed under the acoustic damping box are shown. The
signals were recorded during the jet-aircraft overﬂight number 13. The evaluation of these
signals is presented in Section 4.5.2.1.
In Fig. A.10 (top) the spectrogram of the sound pressure, recorded with microphone of
channel 27, is shown. Spectrograms of the soil velocity are recorded with geophones placed
in diﬀerent depths: zS = 0m (Fig. A.10 (bottom)), zS = 0.30m (Fig. A.11, top) and zS
= 0.60m (Fig. A.11, bottom). In each graph the time when the signal from the cpa of
the overﬂight is recorded is indicated by a red line at the top of the graph. Additionally,
the times during which the angle of incidence of the acoustic signal α was smaller than
60◦ is marked with blue lines at the top.
Corresponding spectrograms recorded at sensors outside of the box are shown in Fig. 4.9
and Fig. 4.10.
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Figure A.10: Normalised power spectrograms of the jet-aircraft overﬂight number
13. The corresponding time signals are shown in Fig. 4.30.
Top: Sound pressure, recorded with the microphone of channel 27.
Bottom: Vertical soil velocity, recorded with a geophone at the surface, channel 23.
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Figure A.11: Normalised power spectrograms of the jet-aircraft overﬂight number
13. Top: Geophone in the depth of 0.30m, channel 3. Bottom: Geophone in the
depth of 0.60m, channel 0.
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A.9 Interference patterns recorded with and without
acoustic shielding
In Section 4.5.3 the interference patterns of the soil velocity recorded at sensors placed un-
der the acoustic damping box are discussed. Here plots of the frequency-averaged, vertical
soil velocity of additional aircraft overﬂight events are presented. Fig. A.12 shows the soil
velocity recorded at the surface (geophone of channel 23). The soil velocity recorded with
buried sensors under the box is shown in Fig. A.13 for zS = 0.30m and in Fig. A.14 for zS
= 0.60m. Due to diﬀerent trajectories for each overﬂight the angle of incidence α of the
acoustic signal reaches diﬀerent minimal values at the cpa. For the sake of comparison
the same abscissae 15◦ ≤ α≤ 80◦ are used for all plots.
The absolute values of the soil velocity vary at the same sensor from overﬂight to overﬂight.
Furthermore, the SNR is much smaller compared to that of the interference patterns of
the averaged coupling coeﬃcient of sensors placed outside of the box (see Section 4.4.2
and Section 4.4.3). Nevertheless, for a given depth zS at all overﬂight events the frequen-
cies, at which increased values (and decreased values, respectively) of the soil velocity are
observed, are approximately the same. Deviations in the interference patterns between
overﬂight events can be explained by a diﬀerent phase shift of the directly acoustically
excited wave AP` caused by the acoustic damping box as discussed in Section 4.5.2.2. The
frequencies of the observed maxima deviate strongly from the theoretically obtained ones
f theomax,k(α)
54 for sensors not shielded by the box (shown in each plot as black dashed lines).
This is discussed in detail in Section 4.5.3.
During overﬂight number 12 a narrow spectral line of increased soil velocity can be ob-
served (clearly visible in Fig. A.12, top but also in Fig. A.14, middle). Its frequency rises
from f ≈ 435Hz at α ≈ 22◦ to f ≈ 490Hz at α ≈ 60◦ and drops again to f ≈ 470Hz
at α ≈ 75◦. It can be observed in the sound pressure signals at all microphones as well
as in the signals of the soil velocity: For geophones placed at the surface or buried out-
side of the box its amplitude is large enough to be clearly visible compared to the other
characteristics of the signal. For the geophones buried under the box, its amplitude is
signiﬁcantly smaller. This signal might be caused by a tonal turbine component of that
aircraft while changing thrust. Using the coupling coeﬃcient (i.e. the ratio between soil
velocity and sound pressure) this signal can be nearly suppressed.
The conﬂuence of the theoretical interference maxima f theomax,k(α) (i.e. in Fig. A.13 for the
values k = 3 and k = 4 and in Fig. A.14 for the two cases k = 1 and k = 2 as well as
k = 4 and k = 5) is an artefact of the determination of the values of f theomax,k(α). This is
discussed in Appendix A.7.
54The values of f theomax,k(α) are calculated for each depth zS using the fit results of model 2 (given in
Table 4.2).
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Figure A.12: Frequency-averaged, vertical soil velocity recorded at the surface geo-
phone of channel 23, placed under the acoustic damping box:
Top: Soil velocity recorded during overﬂight number 12.
Bottom: Soil velocity recorded during overﬂight number 13.
The theoretical frequencies of maximal interference amplitude f theomax,k(α) (for 0 ≤ k ≤
6) obtained from the evaluation without shielding box (see Section 4.4) are shown as
black dashed lines in both graphs.
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Figure A.13: Frequency-averaged, vertical soil velocity recorded in the depth zS
= 0.30m with geophone of channel 3, placed under the acoustic damping box: Soil
velocity recorded during overﬂight number 8 (top), overﬂight number 12 (middle) and
overﬂight number 13 (bottom).
The theoretical frequencies of maximal interference amplitude f theomax,k(α) for 0 ≤ k ≤
6 (also shown in Fig. A.7) obtained from the evaluation without shielding box are
shown as black dashed lines in both graphs. The ﬁt results of model 2 for zS = 0.30m
are used to calculate f theomax,k(α): d = 2.38m and vP1 = 225m/s.
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Figure A.14: Frequency-averaged, vertical soil velocity recorded in the depth zS
= 0.60m with geophone of channel 0, placed under the acoustic damping box: Soil
velocity recorded during overﬂight number 8 (top), overﬂight number 12 (middle) and
overﬂight number 13 (bottom).
The theoretical frequencies of maximal interference amplitude f theomax,k(α) for 0 ≤ k ≤
6 (see also Fig. A.9) obtained from the evaluation without shielding box are shown as
black dashed lines in both graphs. The ﬁt results of model 2 for zS = 0.60m are used
to calculate f theomax,k(α): d = 2.17m and vP1 = 208m/s.
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A.10 Estimate of the absorption coefficient
The values in Table A.4 and Table A.5 of the absorption coeﬃcients γ at certain frequen-
cies f are taken from the graph given in [59, page 183]. From these values the linear
factor γ1 between γ and f is derived (see also Eq. (2.61)), which is used in Section 4.5.3
to include the absorption into the model of interference. Table A.4 states values for un-
consolidated sediments and Table A.5 gives values for slightly consolidated sediments.
f / Hz γ / m−1
33 1.0·10−1
38 5.5·10−2
42 2.0·10−2
60 1.7·10−1
65 3.2·10−2
90 1.4·10−1
130 3.9·10−2
150 6.5·10−1
170 2.5·10−1
180 1.6·10−1
Table A.4: Absorption coeﬃcient γ at certain frequencies for unconsolidated sedi-
ments, taken from [59].
f / Hz γ / m−1
10 1.0·10−5
24 1.3·10−4
24 3.0·10−4
24 1.8·10−3
25 1.8·10−4
25 2.3·10−4
43 1.0·10−3
50 6.0·10−4
70 2.3·10−2
90 7.8·10−4
90 1.5·10−3
105 5.0·10−4
110 2.5·10−1
170 1.6·10−2 1.8·104 2.8 3.5·104 11
1·106 300
Table A.5: Absorption coeﬃcient γ at certain frequencies for slightly consolidated
sediments, taken from [59]. The last three entries are not used for the estimate of γ1
since the frequencies are much larger than those under investigation in this work.
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The values obtained by a linear ﬁt are in the range of
γunconsolidated1 ≈ (2±1) ·10−3m−1Hz−1 (A.20)
for unconsolidated sediments and in the range of
γslightly cons.1 ≈ (3±2) ·10−4m−1Hz−1 (A.21)
for slightly consolidated ones. Since all data obtained from log-log graphs in [59] contain
errors (smaller ones at the lower end of each decade and larger ones at the upper end), the
obtained values of γ1 represent rough estimates which are, however, suﬃcient to develop
a good understanding of the eﬀects of absorption on the recorded data.
Fig. A.15 shows plots of the spectral amplitude distributions at a surface sensor (zS = 0m)
using model 2 and taking into account absorption in the soil. The coeﬃcients used are
γ1 = 2·10−3m−1Hz−1 (top), γ1 = 1·10−3m−1Hz−1 (middle) and γ1 = 0.5·10−3m−1Hz−1
(bottom). As can be seen when comparing the graphs with Fig. 4.15 as well as in Fig. A.16
with the value γ1 = 1·10−3m−1Hz−1 (corresponding to unconsolidated sediments) a good
agreement with the recorded data can be reached.
In Fig. A.16 the normalised spectra at α = 25◦ for the three used values of γ1 are plotted
together with the corresponding spectrum recorded with the surface geophone channel 24
(normalised to the maximum for f > 100Hz).
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Figure A.15: Theoretical interference patterns including frequency-dependent ab-
sorption. From top to bottom: Strong absorption with γ1 = 2·10−3m−1Hz−1,
medium absorption with γ1 = 1·10−3m−1Hz−1 and weak absorption with γ1 =
0.5·10−3m−1Hz−1. These values roughly refer to absorption coeﬃcients found in
unconsolidated sediments. Note the diﬀerent colour scale of all graphs.
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Figure A.16: Normalised spectra calculated theoretically for various absorption
values γ1 and the corresponding spectrum of the coupling coeﬃcient recorded at the
surface sensor channel 24 (dashed black) normalised to the maximum for f > 100Hz.
For the value γ1 = 1·10−3m−1Hz−1 the ratios between minima and maxima in the
interval 75Hz ≤ f ≤ 250Hz match the recorded data well.
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