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Abstract
We call a partial Steiner triple system C (conguration) t-Ramsey if for large
enough n (in terms of C; t), in every t-coloring of the blocks of any Steiner triple
system STS(n) there is a monochromatic copy of C.
We prove that conguration C is t-Ramsey for every t in three cases:
 C is acyclic
 every block of C has a point of degree one
 C has a triangle with blocks 123; 345; 561 with some further blocks at-
tached at points 1 and 4
This implies that we can decide for all but one congurations with at most four
blocks whether they are t-Ramsey. The one in doubt is the sail with blocks
123; 345; 561; 147.
Advisor of a 2016 summer research experience class at Budapest Semesters in Mathematics
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1 Introduction
A Steiner triple system of order n, STS(n), is an n-element set V , called points and
a set B of 3-element subsets of V called blocks, such that each pair of elements of
V appears in exactly one block of B. A partial Steiner triple system of order n,
PTS(n) is dened by requiring only that each pair of elements in V is in at most one
block. Sometimes a PTS(n) is referred to as a conguration on n points. Also, in
hypergraph theory, a PTS(n) is called a 3-uniform linear hypergraph on n vertices.
As is customary, we assume that every point of a PTS(n) is in at least one block.
The number of blocks containing v 2 V is called the degree of v. A set S  V in an
STS(n) is independent if jS \Bj  2 for all B 2 B.
A conguration C is unavoidable if there is an n0 = n0(C) such that every STS(n)
with n  n0 must contain C. It is known ([1, 4]) that all but two congurations with
at most four blocks are unavoidable. The two exceptions are the Pasch conguration
with blocks 123; 345; 561; 246 and the one with blocks 123; 345; 561; 267. To decide
whether a conguration is unavoidable can be very dicult. The most spectacular
example is the following conjecture of Erd}os.
A conguration is called r-sparse for some r  4 if it does not contain any con-
guration with i+ 2 points and i blocks for all 2  i  r. Erd}os conjectured [5] that
for every r  4 there exists r-sparse STS(n) for every large enough admissible ( 1; 3
(mod 6)) n. Thus, supposing that this conjecture is true, unavoidable congurations
have at most as many blocks as the number of points minus three.
We call a conguration C t-Ramsey if there exists a constant n0(C; t) such that
for all admissible n  n0(C; t) there is a monochromatic copy of C in every t-coloring
of the blocks of any STS(n). If C is t-Ramsey then the smallest possible value of
n0(C; t) is denoted by R(C; t). Clearly, a conguration is 1-Ramsey if and only if it
is unavoidable.
Notice that the nature of R(C; t) diers slightly from classical Ramsey numbers.
For example, proving that in any 2-coloring of the edges of K6 there is a monochro-
matic triangle, establishes that the 2-color Ramsey number of a triangle is at most 6.
However, although in every 2-coloring of the blocks of STS(7) (the Fano plane) there
is a monochromatic triangle (a triangle is the conguration with blocks 123; 345; 561),
the blocks of STS(9) can be 2-colored without having monochromatic triangles.
Assume that the blocks of an STS(n) are colored with t colors. This coloring
denes a natural induced coloring on the complete graph with vertex set V by coloring
every pair of V with the color of the block containing the pair. A natural tool to
establish bounds on R(C; t), one can use results of Ramsey theory on graphs. This is
illustrated with the next result.
Proposition 1. Let C be the triangle. Then R(C; 2) = 13.
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Proof. Suppose that n  13 and consider a 2-coloring of the blocks of any STS(n).
We apply the result R(K4   e;K4   e) = 10 ([3],[7] Table III.) for the complete 2-
colored Kn in the induced coloring (K4   e denotes the graph obtained from K4 by
deleting an edge). We obtain a monochromatic, say redK4 e in the induced coloring,
say with vertex set W = f1; 2; 3; 4g and with edges as the pairs of W except (3; 4).
If there is a block B 2 B covering three edges of K4   e, without loss of generality
B = f1; 2; 3g, then B together with the blocks through the pairs (1; 4); (2; 4) form
a red triangle. If there is no block covering three edges of K4   e, then the three
blocks through the pairs (1; 2); (1; 3); (2; 3) dene a red triangle. This proves that
R(C; 2)  13.
To prove that R(C; 2)  13 we exhibit a 2-coloring of STS(9) (the ane plane of
order 3): color the blocks in two parallel classes red and the blocks in the other two
parallel classes blue, there is no monochromatic triangle. 2
We can prove that a conguration is t-Ramsey in two basic cases. The rst case is
when C is acyclic dened recursively as follows. A conguration C = (V;B) is acyclic
if either jBj = 1, or it can be obtained from an acyclic conguration C 0 by adding a
new block which intersects V (C 0) in at most one point.
Theorem 1. Acyclic congurations are t-Ramsey for every t. In fact, R(C; t) 
6tjV (C)j.
Our other result is for graphlike congurations, where every block contains a point
of degree one. To a graphlike conguration C we associate a graph GC , obtained from
the blocks of C by removing a point of degree one from each block.
Theorem 2. Every graphlike conguration is t-Ramsey for every t with R(C; t) =
O((Rt(GC))
3), where Rt(GC) denotes the t-color Ramsey number of the graph GC.
The two theorems above show that all but four of the (24) congurations with at
most four blocks are t-Ramsey for every t. The two natural exceptions are the avoid-
able ones mentioned before. There are two further small congurations that are un-
avoidable but neither acyclic nor graphlike. One of them has blocks 123; 345; 561; 478.
We shall apply the induced matching lemma of Ruzsa and Szemeredi [9] to show that
it is also t-Ramsey. In fact, we prove this for a more general family, Dp;q, obtained
from the triangle with blocks 123; 345; 561 by attaching p blocks at point 1 and q
blocks at point 4. For details on the 24 small congurations and the two avoidable
ones among them see [4, 6].
Theorem 3. For xed non-negative integers p; q, the conguration Dp;q is t-Ramsey
for every t.
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Theorems 1, 2, 3 leave only one (unavoidable) small conguration for which we
could not decide wether it is even 2-Ramsey: the sail with blocks 123; 345; 561; 147.
Corollary 1. The unavoidable congurations with at most four blocks, except possibly
the sail, are t-Ramsey for any t  1.
2 Acyclic congurations
The density of a conguration C, denoted (C), is dened to be the number of blocks
divided by the number of points. For the proof of Theorem 1 we need two lemmas.
Lemma 1. Let C = (V;B) be any conguration.
(a) There exists a point v 2 V such that deg(v) > (C).
(b) There exists a subconguration (V 0;B0) such that deg(v) > (C) for every v 2
V 0.
Proof.
(a) Suppose to the contrary that deg(v)  (C) for every v 2 V . Then
3jBj = X
v2V
deg(v)  jV j(C) = jBj;
which is absurd, since jBj > 0. Hence, there must be some point v with deg(v) >
(C).
(b) Proceeding by induction on jBj, clearly the claim holds for the conguration
consisting of exactly one block. Suppose it also holds for all congurations with
fewer than n blocks, and let C = (V;B) be a conguration with n blocks.
If deg(v) > (C) for every v 2 V then we are done, so suppose that for some
v0 2 V we have deg(v0)  (C).
Removing v0 from C yields a subcongurationD = (V
0;B0). Then jV 0j = jV j 1
and jB0j = jBj   deg(v0), since we must remove each block containing v0 when
removing v0. Yet D must have at least one block, since it follows from (a) and
(C)  deg(v0) that some point has degree larger than deg(v0). It remains to
show that (D)  (C). Then it would follow by induction that there exists a
subconguration D0 of D such that the degree of each point exceeds (C).
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Now since deg(v0)  (C), we have jB0j  jBj   (C). It follows that,
(D) =
jB0j
jV 0j 
jBj   (C)
jV j   1 :
But
jBj   (C) = jBjjV jjV j  
jBj
jV j =
jBj(jV j   1)
jV j :
Thus, (D)  jBj=jV j = (C), as desired. 2
Lemma 2. Let C be an acyclic conguration, and let S be a PTS(n). If deg(v) 
jV (C)j for every v 2 V (S), then there exists an injective hypergraph homomorphism
f :V (C)! V (S). Hence, some subconguration of S is isomorphic to C.
Proof. We will proceed by induction on jV (C)j. Clearly, if jV (C)j = 3, then the
claim is true.
Now assume that the claim is true for acyclic congurations C such that jV (C)j <
m for some integer m. Let C be an acyclic conguration with jV (C)j = m, and
suppose S is a PTS(n) such that for every point v, deg(v)  jV (C)j.
Since C is acyclic, there is an A = fp; q; rg 2 E(C) such that deg(p) = deg(q) =
1. Remove A from E(C) to yield another acyclic conguration D. Then for every
v 2 V (S), deg(v)  m > jV (D)j. It follows from the induction hypothesis that there
exists an injective homomorphism f :V (D)! V (S).
Suppose deg(r) = 1 in C . Since every point in S has degree at least m, clearly
S must have at least 2m + 1 > m points. But jf [V (D)]j = jV (D)j < m, so V (S) n
f [V (D)] must be nonempty. Choose any x 2 V (S) n f [V (D)]. Since deg(x)  m
and jf [V (D)]j < m, there must be a block B 2 E(S) such that B = fx; y; zg with
y; z 62 f [V (D)]. Then the function ~f :V (C) ! V (S) dened by ~f(p) = x, ~f(q) = y,
~f(r) = z, and ~f(v) = f(v) for v 2 V (D), is clearly an injective homomorphism as
desired.
Finally, suppose deg(r) > 1 in C, then r 2 V (D). Proceeding as before, since
deg(f(r))  m and jf [V (D)]j < m, there must be a block B 2 E(S) such that B =
ff(r); y; zg with y; z 62 f [V (D)], and dene an injective homomorphism ~f :V (C) !
V (S) by ~f(q) = y, ~f(p) = z, and ~f(v) = f(v) for v 2 V (D). 2
Proof of Theorem 1. Let C be an acyclic conguration and let S = (V;B) be an
STS(n) with n  6tjV (C)j. Color B with t colors. Using the fact that jBj = n(n 1)=6,
it follows that there exists a subconguration T = (V 0;B0) of S such that all blocks
of T have the same color, and
jB0j  1
t
jBj = n(n  1)
6t
:
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Then
(T ) =
jB0j
jV 0j 
1
n
jB0j  n  1
6t
:
Now by Lemma 1(b), there exists a subconguration U of T such that for every point
v in U ,
deg(v) > (T )  n  1
6t
:
But n  6tjV (C)j, so it follows that,
deg(v) >
6tjV (C)j   1
6t
 jV (C)j   1:
Hence, deg(v)  jV (C)j for every point v in U . It follows from Lemma 2 that U , and
therefore T , contains a subconguration isomorphic to C.
Thus, for n  6tjV (C)j, every t-coloring of an STS(n) results in a monochromatic
copy of C. 2
To nd the exact value of R(C; t) is a dicult problem, even for the congurations
with two blocks. Let A be the conguration of two intersecting blocks. To nd R(A; t)
is equivalent to the problem of nding the chromatic index of STSs, the minimum
number of colors needed to color the blocks so that blocks of the same color must be
disjoint. In fact, R(A; t) is the minimum n such that every STS of order at least n
has chromatic index larger than t. It follows from an important result of Pippenger
and Spencer [8] that the chromatic index of STS(n) is asymptotic to n=2 (see [4] p.
366). This translates into the statement that R(A; t) is asymptotic to 2t.
Let B be the conguration of two disjoint blocks. Then R(B; t) is the minimum n
such that the blocks of any STS of order at least n cannot be decomposed into t parts
so that these parts contain pairwise intersecting blocks. It seems that this problem is
not investigated yet. It is not dicult to see that R(B; 2) = 9 because STSs of order
at least 9 contain three pairwise disjoint blocks. For larger t we give the following
bounds.
Theorem 4. For t  3, 2t  1  R(B; t)  3t+ 1.
Lemma 3. For n  9, the maximum number of pairwise intersecting blocks in any
STS(n) is n 1
2
.
Proof. In any STS(n), any point is in exactly n 1
2
blocks, so equality is possible in
the lemma.
Suppose that A is a set of pairwise intersecting blocks. We may assume that
n  13 since STS(9) has exactly four parallel classes so we cannot have more than
four blocks in A. Let v be a point of maximum degree, say k, in A.
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Observe that if k  4 then all edges of A must contain v, proving the lemma. If
k = 1 (k = 2) the A has at most one (four) blocks and the proof is nished. Thus
k = 3 and in this case all blocks of A must be inside the union of the three blocks of
A containing v. Thus jAj  7  n 1
2
except when n = 13 and the proof is nished
since none of the two STS(13) contain STS(7). 2
Proof of Theorem 4. First we give the proof for R(B; t)  3t+ 1.
An STS(n) with n  9 has 1
3

n
2

blocks, which means a t-colored STS(n) has at
least 1
3t

n
2

blocks in one color. Lemma 3 implies that if 1
3t

n
2

> n 1
2
, i.e. if n > 3t,
then there exists two disjoint monochromatic blocks. So if n  3t+ 1, we will have a
monochromatic B in a t-colored STS(n). Thus R(B; t)  3t+ 1.
For the lower bound we need the result of Sauer and Schonheim [10] who proved
that for every admissible n, there always exists a STS(n) = (V;B) with a maximum
independent set I of size at least n 1
2
. Then there are at most n  n 1
2
= n+1
2
vertices
in J = V nI. Assuming J = fv1; : : : ; vtg, we can partition B by placing a block Z 2 B
in class i if i is the smallest integer for which vi 2 Z. Clearly, blocks in the same class
intersect. So n+1
2
 t therefore 2t  1  R(B; t). 2
3 Graphlike Congurations
A set S  V in an STS is scattering if it is independent and for any two blocks B1; B2
such that jB1 \ Sj = jB2 \ Sj = 2, the points B1 n S;B2 n S are dierent. Note that
any subset of a scattering set is a scattering set. The blocks dened by the pairs of
a scattering set S with s = jSj determine

s
2

points in V n S. This implies that any
scattering set S in STS(n) satises

s+1
2

 n and Colbourn, Dinitz and Stinson [2]
proved that for all admissible n there is an STS(n) with a scattering set S that gives
equality.
We need that any STS(n) has a large scattering set.
Proposition 2. Within any STS(n) there exists a scattering set of size s such that
n 
 
s
2
!
(s  1) + s:
Proof. Clearly every STS(n) has a non-empty scattering set, so let S be a maximal
scattering set, jSj = s. Note that two distinct points in S uniquely determine a block
with a point outside of S. Let T  V be the set of points outside S contained in a
block with two elements from S. Then jT j =

s
2

. Now consider the set U = V n(S[T ).
Fix u 2 U and consider all of the blocks fu; s; xg where s 2 S. Then x cannot be
in S, or else u would be in T . Also, x cannot be in U for all such blocks, or else S
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would not be a maximal scattering set. Thus x 2 T for at least one block. This gives
an injection from U to S  T . However, we have over-counted the pairs (s; x) where
s 2 S and x 2 T which lie in blocks containing two points of S and one point of T .
We counted each of these twice, but none of them may lie in a block with a point
from U . Thus jU j  s

s
2

  2

s
2

. This gives
n = jSj+ jT j+ jU j  s+
 
s
2
!
+ s
 
s
2
!
  2
 
s
2
!
=
 
s
2
!
(s  1) + s;
as desired. 2
Proof of Theorem 2. Let C be a graphlike conguration. By Proposition 2, we
can choose N = O((Rt(GC)
3)) such that n  N guarantees every STS(n) will have
a scattering set of size s = Rt(GC). Then, in the coloring induced on Ks by the
blocks containing the pairs of the scattering set in a t-colored STS(n), there must be
a monochromatic copy of GC . By the denition of a scattering set, the blocks whose
coloring induces this copy of GC all have a point of degree one, and thus constitute
a monochromatic copy of C in the STS(n). 2
4 The conguration Dp;q
A matching in a graph G is a set of pairwise vertex disjoint edges. An induced
matching M in G is a matching which is an induced subgraph of G, i.e., within the
vertex set of M the only edges of G are the edges of M . We need the following
well-known result.
Theorem 5. (Ruzsa and Szemeredi, [9]) If the edge set of a graph on n vertices is
the union of at most cn induced matchings (where c is a xed constant), then the
graph has o(n2) edges.
Proof of Theorem 3. Assume we have a t-coloring on the blocks of a STS(n) =
(V;B), V = fv1; : : : ; vng. Let Bi  B denote the set of blocks containing vi whose
color appears most frequently among the blocks containing vi. For example if t = 2
and v1 is in more red blocks than blue, than B1 consists of all red blocks containing
v1. Moreover, if v2 appears in more blue blocks than in red, then B2 consists of the
blue blocks containing v2. Note that distinct Bi-s may be of dierent colors. Also, in
case of ties, the color can be selected arbitrarily. Now, at least n=t of the Bi-s consists
of blocks of the same color, so without loss of generality, B1; : : : ;Bm are of same color
c, where m  n=t.
We dene a graph G on V with edge set E = E1 [ E2 [ : : : [ Em where
Ei = f(vj; vk) : fvi; vj; vkg 2 Big:
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Note that each Ei is a matching, jEij  n 12t and jE(G)j  m

n 1
2t

 n(n 1)
2t2
. Suppose
that n is large enough to satisfy
jEij  n  1
2t
> 2p+ q + 4: (1)
Since we have a quadratic number of edges in G, Theorem 5 implies that for every
suciently large n, some Ei is not an induced matching. Thus there exists j 6= i for
which we have a three-edge path e; f; g in G such that e; g 2 Ei; f 2 Ej. Condition
(1) implies (applied for i) that jEij  p + 3 thus we can nd p edges e1; : : : ; ep 2 Ei
dierent from e; g and not containing vj. Now we apply condition (1) for j which
gives that jEjj > 2p + q + 4 ensuring q edges f1; : : : ; fq 2 Ej so that these edges are
disjoint from the 2p vertices of e1 [ : : : [ ep and also disjoint from the edges of the
path e; f; g and from vi (at most three edges of Ej can intersect the path efg since
f 2 Ej). Now the blocks dened by vi with the pairs e; g; e1; : : : ; ep and the blocks
dened by vj with the pairs f; f1; : : : ; fq give a Dp;q conguration in color c. 2
5 Concluding remarks
It seems reasonable to conjecture that unavoidable congurations are t-Ramsey for
every t. However, we could not decide whether the sail is t-Ramsey (even for t = 2).
It seems that certain properties that are trivial in Ramsey theory become dicult
for Steiner systems. For example, we do not see how to prove that if C is 2-Ramsey
then two disjoint copies of C is also 2-Ramsey.
Acknowledgement. Careful work of the referees is appreciated, it led to signicant
improvement of the manuscript.
9
References
[1] A. E. Brower, Steiner triple systems without forbidden congurations, Mathe-
matisch Centrum Amsterdam, ZW 104/77,8. Z 367.05011.
[2] C. J. Colbourn, J. H. Dinitz, D. R. Stinson, Spanning and scattering sets in
Steiner triple systems, Journal of Combinatorial Theory Ser. A 57 (1991) 46{
59.
[3] V. Chvatal, F. Harary, Generalized Ramsey Theory for graphs II. Small diagonal
numbers, Proceedings of of the American Mathematical society 32 (1972) 389{
394.
[4] C. J. Colbourn, A. Rosa, Triple systems, Oxford Mathematical Monographs, Cal-
endron Press, Oxford, 1999.
[5] P. Erd}os, Problems and results in combinatorial analysis, Creation in Math. 9
(1976) 25.
[6] Handbook of Combinatorial Designs, C. J. Colbourn, J. H. Dinitz, editors, CRC
press.
[7] S. P. Radziszowski, Small Ramsey numbers, Electronic J. of Combinatorics, Di-
namic surveys DS1, http://www.combinatorics.org/issue/view/Surveys.
[8] N. Pippenger, J. Spencer, Asymptotic behavior of the chromatic index for hy-
pergraphs, Journal of Combinatorial Theory Ser. B 51 (1989) 24{42.
[9] I. Z. Ruzsa, E. Szemeredi, Triple systems with no six points carrying three trian-
gles, in: Combinatorics, Vol. II. Coll. Math. Soc. J. Bolyai 18 North-Holland,
1978, 939{945.
[10] N. Sauer, J. Schonheim, Maximal subsets of a given set having no triple in
common with a Steiner triple system on the set, Canadian Math. Bulletin 12
(1969) 777{778.
10
