Abstract. The article gives a necessary and sufficient condition for a Frobenius manifold to be a CDV-structure. We show that there exists a positive definite CDV-structure on any semi-simple Frobenius manifold. We also compare three natural connections on a CDV-structure and conclude that the underlying Hermitian manifold of a non-trivial CDV-structure is not a Kähler manifold. Finally, we compute the harmonic potential of a harmonic Frobenius manifolds.
Introduction
Cecotti and Vafa [1] [4] considered moduli spaces of N = 2 supersymmetric quantum field theories and introduced a geometry on them which is governed by the tt*-equations. By the work of K. Saito and M. Saito, it was previously known that the base space of a semiuniversal unfolding of a hypersurface singularity can be equipped with the structure of what is now called a Frobenius manifold, after [5] . By the work of Cecotti and Vafa it can be equipped with tt* geometry if the singularity is quasi-homogeneous. tt* geometry generalizes the notion of variation of Hodge structures. Inspired by the papers [5] , [1] and [4], C. Hertling combines these two structures together into a structure which he calls a CDV-structure.
The purpose of the first part of this article is to give a necessary and sufficient condition for a Frobenius manifold to be a CDV-structure. This condition plays an important role in constructing examples of CDV-structures, and in the existence CDV-structures on any semisimple Frobenius manifold. The purpose of the second part of this article is to compare three natural connections on a CDV-structure and conclude that the real structure κ cannot be flat and the underlying real (1, 1)-form of a nontrivial semi-simple CDV-structure can not be a symplectic form. In particular, the underlying Hermitian manifold Key words and phrases. Frobenius manifold, Saito structure, tt*-geometry, CDV-structure, harmonic Frobenius manifold.
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of a nontrivial semi-simple positive CDV-structure cannot be a Kähler manifold.
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Frobenius manifold and tt* geometry
In this section we recall the notion of a Frobenius manifold and CDV-structure. This will mainly serve to fix notation.
1.1. Saito structure and Frobenius manifold structure. Frobenius manifolds were introduced and investigated by B. Dubrovin as the axiomatization of a part of the rich mathematical structure of the Topological Field Theory (TFT): cf. [6, 7, 9] A Frobenius manifold (also called Frobenius structure on M) is a quadruple (M, •, g, e, E). Here M is a manifold in one of the standard categories (C ∞ , analytic, ...), g is a metric on M (that is, a symmetric, non-degenerate bilinear form, also denoted by , ), • is a commutative and associative product on T M and depends smoothly on M, such that if ∇ denotes the Levi-Civita connection of g, all subject to the following conditions Good reference is the last chapter in [10] .
There are several equivalent ways to describe a Frobenius structure. One way, called Saito structure, is recalled here: Definition 1.5. Let M be a complex analytic manifold of dimension m. A Saito structure on M (without metric) consists of the following data: 1) a flat torsion free connection ∇ on the tangent bundle T M ; 2) a symmetric Higgs field Φ on the tangent bundle T M , that is, Φ is an O M -linear map Φ:
3) two global sections (vector fields) e and E of Θ M , respectively called unit field and Euler field of the structure.
These data are subject to the following conditions: a) the meromorphic connection ∇ on the bundle π * T M on P 1 × M defined by the formula
is integrable; b) the field e is ∇-horizontal (i.e., ∇e = 0) and satisfies Φ e = − Id (i.e., the product • associated to Φ has e as a unit field). Definition 1.6. Let M be a complex analytic manifold of dimension m. A Saito structure on M with metric consists of a Saito structure (∇, Φ, e, E) and of a metric g on the tangent bundle, satisfying the following properties:
(1) ∇g = 0 (hence ∇ is the Levi-Civita connection of g); (2) Φ * = Φ, i.e., for any local section X of Θ M , Φ * X = Φ X , where * denotes the adjoint w.r.t. g; (3) there exists a complex number d ∈ C such that Locally, given a Frobenius manifold structure on open subset U ⊂ C m , then we can find a function F = F (t), t = (t 1 , t 2 , . . . , t m ), such that its third derivatives
satisfy the following equations 1) Normalization:
is a constant non-degenerate matrix. Let
2) Associativity: the functions
define a commutative and associative algebra on T t M by
3) Homogeneity: The function F must be quasi-homogeneous, i.e.,
where
If the eigenvalues of ∇E are simple, then the Euler vector field can be reduced to the form
where all r j are complex numbers, and all d i are the eigenvalues of ∇E. Moreover, if g(e, e) = 0, we have and in these coordinates
for some function, the sum
does not depend on i, and
If the degrees are normalized in such a way that d 1 = 1 then they can be represented in the form
where q 1 , q 2 , . . . , q m , d satisfy
So, under the assumption of Proposition 1.8, we can choose a flat holomorphic local coordinates t 1 , t 2 , . . . , t m of M such that g ij = δ i+j,m+1 , e = ∂ t 1 and
Hertling considers the notion of a CVstructure on any C ∞ vector bundle K → M. He also considers the notion of a CDV-structure on a manifold, which is a CV-structure on the tangent bundle of a Frobenius manifold M satisfying some compatibility conditions. We now recall these structures and their basic properties.
Definition 1.16 ([8])
. Let M be a complex analytic manifold. A DC C-structure is a C ∞ vector bundle K → M together with a connection D on it and two C ∞ M -linear maps
with the following properties. Let D ′ and D ′′ be the (1, 0)-part and the (0, 1)-part of D, then
a) In this definition, the equations (1.18) and (1.19) are called tt*-equations in [1, 2, 3] . b) by (1.17), we have a family flat (0, 1)-connections D ′′ + z C on K for any z ∈ C, so K comes equipped with a family of holomorphic structures.
Definition 1.21 ([8])
. Let M be a complex analytic manifold. A CV-structure is a quadruple (K → M, D, C, C, κ, h, U, Q) such that (K → M, D, C, C) is a DC C-structure, and the other objects have the following properties: a) κ is a fiberwise C-anti-linear automorphism of K as a C ∞ -bundle with
b) h is a Hermitian pseudo-metric on K; that is, it is linear on the left, semi-linear on the right, non-degenerate, and satisfies h(b, a) = h(a, b). It also has the three properties: If we combine the Frobenius manifold structure and CV-structure together, then we get the following structure.
Definition 1.36 ([8])
. Let M be a complex analytic manifold. A CDVstructure on M is a CV-structure (T
for some d ∈ R and such that the following equivalent conditions hold
Given a Frobenius manifold, giving a CDV-structure on it amounts to giving a real structure on T 
(4) Let Q be the endomorphism of T 
and let π :
1.3. Kähler manifolds. We recall classical results in order to fix notation (see e.g. [13] ). Any complex analytic manifold M comes equipped with an almost complex manifold (M R , J), where M R is the underlying real manifold of M, and J is the complex structure induced by i. We get two complex vector bundles on M R : on one hand, (T
is a complex vector bundle on M R ; on the other hand, (T M R , J) is another vector bundle, where T M R is the real tangent bundle of M R . These two complex vector bundles are isomorphic. Let us recall the isomorphism.
Let z 1 , z 2 , . . . , z m be a system of holomorphic local coordinates on M, and set z j = x j + iy j , ∀j.
Then x 1 , . . . , x m , y 1 , . . . , y m is a system of real local coordinates of M R and
Define a map Re as follows:
We note that the map Re defined above is an isomorphism of real vector bundles on M R , and satisfies
where • is the composition of endomorphisms. So it is an isomorphism of complex vector bundles. Moreover, Re induces a dual isomorphism
So we have an induced isomorphism from Re and Re * −1 :
Any Hermitian pseudo-metric h on M can be decomposed as
where g (resp. − ω) is the real part (resp. imaginary part) of h. Then g is a Riemannian pseudo-metric(that is, a symmetric, non-degenerate bilinear form) and ω is a real 
Main results
We first give a simple necessary and sufficient condition on a real structure κ to produce a CDV-structure on a Frobenius manifold M.
Theorem 2.1. Let (M, g, •, e, E) be a Frobenius manifold, and let κ be an anti-linear involution of T
We also denote by Q † and Φ † the h-adjoints of Q and Φ.
Assume moreover that
Clearly, the assumptions of Theorem 2.1 are necessary to get a CDVstructure. When a Frobenius manifold is trivial (cf. Definition 2.5 below), we can find the discussion of the Hermitian metric in Dubrovin's paper [5] . As a consequence, we show that CDV⊕-structures exist on all semi-simple Frobenius manifolds by giving an explicit example:
. . , u m ) be a system of canonical local coordinates of M and let η be the associated metric potential. Define a matrix K of functions on M by
be the C anti-linear endomorphism defined by
is a CDV⊕-structure on M with Q = 0, and
Moreover the connection forms ω 
In the second part of this article we compare three natural connections on a non-trivial CDV-structure. Given any CDV-structure (T
e, E, κ) on a complex analytic manifold M, we have three connections on the tangent bundle. The first one is the LeviCivita connection ∇ for g, which is a holomorphic connection, that we extend to a (1, 0)-connection on T Definition 2.5. A Frobenius manifold (M, g, •, e, E) is said to be trivial if, locally, the potential function is a polynomial of degree three when expressed in some holomorphic ∇-flat local coordinates t 1 , . . . , t m . A CDV-structure (resp. a CDV⊕-structure) is non-trivial if the underlying Frobenius manifold is non-trivial.
We have the following easy criterion for triviality. We first show that ∇ and D ′ do not coincide on a non-trivial semisimple CDV-structure.
(1) The following properties are equivalent: Let us check that 2.7(1) holds. Because κ defines a CDV-structure, we have
Conversely, if κ is ∇-flat, then (∇ + ∂)(κ) = 0 and Proof. Assume that D ′ is torsion-free. Because of the relation D ′ (g) = 0, which is deduced from relations (1.23) and (1.27) in the definition of a CDV-structure, we conclude that D ′ is the Levi-Civita connection of g. So we have D ′ = ∇, in contradiction with corollary 2.8.
We will also compare D ′ and ∇ with the Levi-Civita connection ∇ of the Riemannian pseudo-metric g (cf. §1.3). In [12] , Atsushi Takahashi shows that the matrix h of a CDV⊕-structure of dimension two with d = 0 is diagonal when expressed in holomorphic ∇-flat local coordinates. In dimension bigger than two, we show that the opposite conclusion holds.
3. Proof of the theorems 3.1. Necessary and sufficient condition: proof of Theorem 2.1.
In this subsection, we will use a system of holomorphic ∇-flat local coordinates t 1 , t 2 , . . . , t m of the Frobenius manifold. We will then use the following notations:
Because of h(X, Y ) = g(X, κY ) and Φ * = Φ, we have, for all X, Y ,
This is expressed by
Let D h be the Chern connection of h and let ω j i := k ∂h ik · h kj be the connection forms for D ′ in the local holomorphic ∇-flat coordinates t i .
Proof of Theorem 2.1. We just need to prove that
is a CV-structure and D ′ e e = 0. Firstly, we will prove that
which is given by the following two lemmas.
Lemma 3.4. If h(a, b) = g(a, κb) and κ 2 = Id hold, then we have
where K is the matrix of κ given by (3.1) and h ij = h(∂ t i , ∂ t i ), that is,
and thus
Now we will compute K −1 .
So we have
Therefore,
Lemma 3.
Under the assumptions of Theorem 2.1, we have
Clearly, the right-hand term is zero, hence proving D h (κ) = 0 amounts to proving
From Lemma 3.4, we get
and thus,
which gives (3.6).
Let us continue the proof of Theorem 2.1.
and since κ is an involution, we deduce
So, together with the assumption (2.3), we conclude that ( 
Proof of Lemma 3.7. We first show that, under the conditions of Theorem 2.1,
This relation is linear with respect to X, so it holds for all X ∈ T
(1,0) M if and only if it holds for all X ∈ Θ M , hence (3.8). Now we will prove the lemma by proving
Under the assumptions of the theorem, we have Q † = Q, that is,
So ∀W ∈ Θ M we have
Similarly, we have
. The relations (3.10) and (3.11) imply
hence (3.9), and this ends the proof of Lemma 3.7.
Let us continue to prove the theorem 2.1.
, the other direction holds similarly.
Since D is the Chern connection of h, we have
If D h (κ) = 0, by h(X, Y ) = g(X, κY ) and κ 2 = Id we get
This will prove that Q + Q * = 0 holds under the assumption of Theorem 2.1, according to Lemma 3.5 and Claim 2, since the relation L E (g) = (2 − d) · g is included in the definition a Frobenius manifold.
Proof of Claim 3. In fact, by definition, Q + Q * = 0 is equivalent to
Computing the left hand side of the above relation, we get
However Q + Q * = 0 together with the assumption Q = Q † imply
is a CV-structure. It remains to prove D e e = 0. As e is holomorphic, it is enough to prove 
On the other hand, D ′ (g) = 0 holds as a consequence of Lemma 3.5 and Claim 2, hence
and therefore 
3.2.
Existence of a CDV⊕-structure: proof of Theorem 2.4. Let (u 1 , u 2 , . . . , u m ) be a system of canonical local coordinates of M. We will denote e α = ∂ u α for α = 1, . . . , m. The matrix K defined in Theorem 2.4 obviously satisfies
Therefore, the associated anti-linear endomorphism κ is an involution of T (1,0) M . We will check this κ together with the Frobenius manifold structure define a CDV⊕-structure on M.
Let h be the sesquilinear form associated to κ and g as in Proposition 1.41(1). Then
Since g is non-degenerate, η α := g(e α , e α ) does not vanish and h is a Hermitian metric on M. Let D ′ be the Chern connection of h. Then the matrix ω of connection forms of D ′ satisfies
By a straightforward computation we get (3.14)
So all ω 
that is, to
Assume that α, β, γ are pairwise distinct. Then, because (u α ) are canonical, Φ eα (e γ ) = 0 and Φ e β (e γ ) = 0, so Proof. Straightforward computation.
The quadruple (M, D ′ , Φ, Φ † ) we defined above satisfies the assumption of Lemma 3.17, so by Lemma 3.17 applied with canonical coordinates, we are reduced to proving
where the matrices C (α) and C (β) are defined by (3.2) and (3.3) in canonical local coordinates.
Firstly, we will compute the right hand side of (3.18). Obviously, in a system of canonical local coordinates of the Frobenius manifold, the matrices C (α) satisfy
Now we will compute C (β) .
Now we just need to check e β ω(e α ) = 0, ∀α, β.
Since all η α = g αα are nonzero holomorphic functions, we get that all ω Id = 0, that we now prove. We again use a system of canonical local coordinates u α . We can normalize it in such a way that
Therefore, (3.20) L E e α = −e α , ∀α.
Let us now recall:
Lemma 3.21 ( [9] : Theorem 3.6, p.31). Let (M, •, g, e, E) be a semisimple Frobenius manifold and let u 1 , u 2 , . . . , u m be a system of canonical local coordinates of M such that E = α u α e α . Then
Since the relation L E (g) = (2 − d)g is included in the definition of a Frobenius manifold, by lemma 3.21, we have
Hence, for all α, we get
By Theorem 2.1, we conclude that (M, g, •, e, E, κ) is a CDV⊕-structure on M with Q = 0.
Remark 3.22. For dimension two, under the assumptions of Theorem 2.4, we get a CDV⊕-structure on M which is contained in the discussion of [12] .
Comparison of three connections and non-Kähler property.
In the proof of theorem 2.7, we will use a system of canonical local coordinates u 1 , u 2 , . . . , u m . We normalize the canonical local coordinates u 1 , u 2 , . . . , u m in such a way that E = α u α e α .
Proof of theorem 2.7. We assume that κ is ∇-flat.
Claim. The matrix of connection forms
By a straightforward computation, we get
Using (3.19), (3.23) implies
Taking ν = α, γ = α, we get (3.24) K αβ · K βγ = 0, ∀α, β, γ with α = γ.
By the non-degeneracy of κ, for any β there exists an index µ β such that K µ β β = 0. From relation (3.24), we have
Hence we get
That is, for any β, there exists a unique µ β , such that K βµ β = 0. Similarly, for any γ, there exists unique ν γ , such that K νγγ = 0. Assume that there exist α such that ν α = µ α . We will deduce a contradiction. By relation (3.24), we get
Hence we get that either K ναα = 0 or K αµα = 0. This gives a contradiction.
So we conclude that for any α, there exists a unique ν α such that
Since the relation (1.23) is included in the definition of a CDV-structure, by straightforward computations, we have
By relations (3.24), (3.25) and (3.26), we get (3.27) ω
Let η be the metric potential in the coordinates u α , i.e.,
We want to prove that e 1 , e 2 , . . . , e m are ∇-flat, so we just need to prove all η α are constants, i.e.
e α η β = e α η β = 0, ∀α, β.
Claim. e α η β = 0, ∀α, β.
Proof. We have shown that ω is diagonal, hence
Let us recall:
Lemma 3.28 ( [9] , proof of Theorem 3.3, p. 28-30). Let (M, g, •, e, E) be a semi-simple Frobenius manifold, and let u 1 , u 2 , . . . , u m be a system of canonical local coordinates of M. Then
For α = β we have
By Lemma 3.28, for α = β, we have
e α η β = 0, ∀α = β.
Lemma 3.28 and (3.29) give (3.30)
Recall also that the unit e = e α is ∇-flat, i.e.
(3.32) ∇ eα e = 0, ∀α.
By relations (3.30), (3.31) and (3.32), we get From the claim, we get
Since all η α are holomorphic, we get ∂η α = 0, ∀α, i.e.
(3.34) dg αα = dη α = 0, ∀α.
Hence we conclude that u 1 , u 2 , . . . , u m are ∇-flat holomorphic local coordinates of M. Arguing now as in Theorem 2.4, we conclude that Q = 0.
Moreover, if h is positive, since h αα = K αα · η α > 0, we get
So we conclude that h αβ = δ αβ · |η α |.
Arguing now as in Theorem 2.4, we conclude that the matrices of κ and h are expressed as in Theorem 2.4 in (u α ), which ends the proof of Theorem 2.7.
Proof of Theorem 2.10 (1). Recall that we set h = g − i ω and we have ω = g(·, J·). The relation d ω = 0 is a consequence the following lemma. 
Proof. Let t 1 , . . . , t m be any system of holomorphic local coordinates of M. Then
It follows that (3.37)
Similarly, we get
Since h is Hermitian, this implies ∂ ω = 0 ⇔ ∂ ω = 0, and therefore
which is equivalent to (3.39)
Denote by ω j i the connection forms of D ′ with respect to (t i ). Since (t i ) are holomorphic, we have
By relation (3.40), we conclude that relation (3.39) is equivalent to
So, by Corollary 2.9 and Lemma 3.35, we conclude that d ω = 0, i.e. ω is not a symplectic form on M R .
Proof of theorem 2.10 (2). Assume that ReD ′ = ∇Re, we will derive a contradiction. Proof. Since ReD ′ = ∇Re, then for any X, Y ∈ T
The sixth equality holds because of ReD ′ = ∇Re and X 1 , X 2 ∈ T M R . Similarly, we get
Since ∇ is a torsion-free connection, i.e.
That is, D ′ is torsion-free.
By Corollary 2.9, D ′ is not torsion-free. However, by Lemma 3.41, we get that D ′ is torsion-free. This gives a contradiction. In order to end the proof of Theorem 2.10 (2), it remains to see that ∇ and ∇ cannot coincide. Let us now assume that t 1 , t 2 , . . . , t m are ∇-flat holomorphic local coordinates of M. Set t j = x j + iy j , then
. . , y m is a system of real local coordinates of M R .
Claim. If Re∇ = ∇Re, then x 1 , . . . , x m , y 1 , . . . , y m are ∇-flat.
Proof. Indeed, for any X in T
(1,0) M , we then have Re(∇X) = ∇Re(X). Applying this to X = ∂ t j (resp. X = i∂ t j ) gives the ∇-flatness of ∂ x j (resp. ∂ y j ).
By relation (3.36), we conclude that all h kl are constant and from (3.37) and (3.38) this implies d ω = 0. We conclude as above to a contradiction.
Proof of Corollary 2.11. Let t 1 , t 2 , . . . , t m be a system of ∇-flat holomorphic local coordinates of M such that e = ∂ t 1 . Denote by ω j i the connection forms of D ′ with respect to t i . Assume that the matrix h = (h ij ) is diagonal. We will derive a contradiction. The matrix h Under the condition ω
By the non-degeneracy of g, we know that, for any j, there exists a k j such that g jk j = 0. So from (3.43), we deduce
Claim. ω j j = 0, ∀j. Proof of the claim. For any j, set K j = {ℓ | g jℓ = 0}. If j ∈ K j , the claim follows from (3.44). Assume now that j ∈ K j . The above claim can be deduced from the following lemma. 
, the matrices C (j) are defined by the relations (3.2), and ω(k) are defined by
For any k, because dim C M ≥ 3, there exists j = k such that there exists k j ∈ K j with k j = k (otherwise, there would exist k such that, for any j = k, we have K j = {k}; this would imply that the matrix (g jℓ ) has zero entries except in the kth line and the kth column, so its rank is at most two, which contradicts its invertibility when dim M ≥ 3). Then, by (3.44) and (3.47),
The claim implies
Hence we have
However, by Corollary 2.8, we know that D ′ = ∇. This gives a contradiction.
4. Applications 4.1. Some consequences of Theorem 2.1. Given any Frobenius manifold M of dimension m, if we suppose that g(e, e) = 0 and that the eigenvalues of ∇E are simple, then by Proposition 1.8, we can choose ∇-flat holomorphic local coordinates t 1 , t 2 , . . . , t m of M such that the relations (1.9), (1.10), (1.11), (1.12), (1.13), (1.14) and (1.15) hold. We will give a local expression of the relations given in the definition of CDV-structure in these local coordinates. Let us denote by ω the matrix (ω 
in any system of holomorphic local coordinates t 1 , t 2 , . . . , t m of M. 
Proof. By definition,
So we get
Now we compute ω j i first. we get ∀i, j ∈ {1, 2, . . . , m}, ω
hence we have 
Because ω(e) = 0, we just need to compute ω(∂ t 2 ) and ω(∂ t 3 ). From Lemma 3.45, we know that D ′ (Φ) = 0 is equivalent to T jk = T kj ∀j, k ∈ {1, 2, . . . , m}.
Because when j = k, the above relations hold automatically, so the non-trivial cases are that j = 2, k = 3 or j = 3, k = 2. However j = 2, k = 3 and j = 3, k = 2 give the same relations.
Step 1 • Take p = 3. We have
Step 2
• Take p = 2. we have
Step 3
• Take p = 1. we have
If i = 1, then computing it directly we have 
So we just need five relations (4.6), (4.7), (4.8), (4.11) and (4.14), i.e., ω So computing directly we prove that relations (4.15), (4.16) and (4.17) imply relations (4.11) and (4.14). 
where the matrix A ij = δ ij d i . That is
4.2. Application to harmonic Frobenius manifolds. In this section, we exhibit a harmonic potential P (in the sense of [11]) for the CDV⊕ structures given by Theorem 2.4, from which we keep the notations. Recall that P is an endomorphism of T (1,0) M which is in particular a solution to D ′ P = Φ,
We denote by (P β α ) the matrix of P in the fixed system of canonical local coordinates, i.e. P e α = 
By a similar computation, we get
Hence we get (4.28)
By relations (4.27) and (4.28), we conclude that
So we have proved
Proposition 4.29. The CDV⊕-structure constructed from Theorem 2.4 is a harmonic Frobenius manifold with the harmonic potential P given by (4.25).
