I. Introduction
The general second order Initial Value Problems (IVPs) of Ordinary Differential Equations (ODEs) of the form:
where f is continuous in [a,b] , is often encountered in areas such as satellite tracking/warning systems, celestial mechanics, mass action kinetics, solar systems and molecular biology [1] . Many of such problems may not be easily solved analytically, hence numerical schemes are developed to solve (1) . These equations are usually reduced to a system of two first order ODEs and numerical methods for first order differential equations are used to solve it. For such systems of first order ODEs, Linear Multistep Methods (LMMs) are powerful numerical methods.
Some researchers have attempted the solution of (1) using LMMs without reduction to system of first order ODEs. They include [2] , [3] , [4] , [5] to mention a few. [6] , proposed a continuous scheme based on collocation which was found to have better error estimate and provided approximation at all interior points of the interval of consideration. The main setback of the scheme proposed by [6] is in the need to develop computer sub-programs needed to initialize the starting values; hence, much time is lost and the cost of implementation is high. In view of these disadvantages, many researchers concentrated efforts on advancing the numerical solution of IVPs in ODEs. One of the outcomes is the development of a class of methods called Block method. The method, which shall briefly be discussed in the next section simultaneously generates approximations at different grid points in the interval of integration and is less expensive in terms of the number of function evaluations compared to the LMMs or Runge-Kutta methods.
II.

Block Methods
Block methods are formulated in terms of LMMs. They provide the traditional advantage of one-step methods, e.g., Runge-Kutta methods, of being self-starting and permitting easy change of step length [7] . Another important feature of the block approach is that all the discrete schemes are of uniform order and are obtained from a single continuous formula in contrast to the non-self starting predictor-corrector approach. In what now immediately follows, we shall develop the new method with Chebyshev polynomial as basis function.
III.
Development Of The Method
In this section, we intend to derive a continuous representation of a one-step method which will be used to generate the main method and other methods required to set up the block method. We set out by approximating the analytical solution of problem (1) with a Chebyshev polynomial of the form:
on the partition a = x 0 <x I < … <x n < x n+1 < …<x N = b on the integration interval [a,b] , with a constant step size h, given by h = x n+1 -x n ; n = 0, 1, …, N-1.
Convectionally, we need to interpolate at at least two points to be able to approximate (1) and, to make this happen, we proceed by arbitrarily selecting an offstep point, x n+v , vϵ(0,1), in (x n , x n+1 ) in such a manner that the zero-stability of the main method is guaranteed. Then (2) is interpolated at x n+i , i = 0, v and its second derivative is collocated at x n+i , i = 0, v and 1 so as to obtain a system of five equations each of degree four i.e. k = 4 as follows:
In what follows, let us arbitrarily set 
Substituting (6) into (2) yields a continuous implicit hybrid one-step method in the form: (7): 
Equations (9), (11), (12) 
IV. Numerical Examples
We consider here two test problems for the efficiency and accuracy of the one-step method implemented as a block method. 
VI. Conclusion
The desirable property of a numerical solution is to behave like the theoretical solution of the problem which can be seen in the result above. It is obvious from TABLE 1 that the new method is more efficient and accurate. However, even though the multiple finite difference method of [8] seemed to have produced a better results at most of the points of evaluation in TABLE 2b, it should be noticed that the method had step number k = 5 against the new method of step number k = 1. Also, the investigation, through the new method reveals the viability of this approach to solve higher order problems. In view of this, we intend to extend the work to step number k = 2 and also consider more offstep points.
