ESTRO 35 2016 S441 ________________________________________________________________________________ After acquisition, each image was coupled to a navigator signal and assigned to a respiratory bin with either phase or amplitude binning. A complete 4D MRI consisted of 110 assigned image states (10 bins, 11 slices). For phase binning, bins are determined by dividing each endexhale peak to peak position into evenly distributed bins. For amplitude binning, bins were determined according to the navigator based breathing amplitude range. The range was defined per volunteer and divided into bins. The minima and maxima were the mean values of end-inhale and end-exhale amplitudes, respectively. The two strategies were used to reconstruct 4D MRI images for 5 volunteers (4 female, mean age 30 years) obtained on a 3T scanner. The position and superior-inferior (SI) motion of the diaphragm were quantified by registering the diaphragm to the begin-inhale image of a series (bin 1). Sorting images into respiratory bins often resulted in multiple images assigned to the same state. From this set, the image with the median diaphragm position was selected for 4D MRI reconstruction. Sometimes, when no images could be assigned to a state, an incomplete 4D MRI resulted. The 4DMRIs were evaluated on data completeness (filled states of 4D MRI data set) and intra-bin variation of diaphragm position (mean standard deviation (SD) and maximum SD). The variation was calculated over all bins from 3 central slices covering the largest diaphragm motion.
Results: 4D MRI data sets were acquired using a T2-weighted sequence, facilitating abdominal tissue contrast. Figure 1 shows for one volunteer the SI position of the diaphragm for all bins for one central slice, the selected median showing a representation of the respiratory motion. Table 1 summarizes mean and maximum SD of the intra-bin variation as well as data completeness. Phase binning resulted in a more complete (6.9%) dataset, whereas amplitude binning had lower variation (difference of 1.6 (3.5) mm for mean (max) SD).
Conclusion:
We demonstrated the feasibility of 4D MRI as an alternative for 4D CT by creating fast T2-weighted 4D volumetric images. The more accurate amplitude binning can lead to 4D MRI that can be implemented in the clinical workflow.
PO-0914
Adjustment of CT calibration in presence of titanium implants by pencil beam proton radiography R. Righetto ESTRO 35 2016 ______________________________________________________________________________________________________ 2 Ion Beam Applications IBA, IBA, Louvain-la-Neuve, Belgium Purpose or Objective: To implement an adjustment method for conversion of CT numbers to stopping power ratio (SPR) for proton therapy planning in presence of titanium implants, using pencil beam proton radiography (PR) that is acquired by utilizing a multilayer ionization chamber (MLIC).
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Material and Methods:
A head phantom containing a titanium implant in the cervical region was used. Lateral PR was obtained by delivering spots uniformly positioned at 5.0mm distance in a square of 11x11 spots and collecting the exit dose by MLIC. Spot by spot, the integral depth dose (IDD) measured by MLIC was compared with the reference IDD in air (i.e. without the phantom in the beam path) to assess the corresponding water equivalent thickness (WETMLIC). CT scan of the head phantom was acquired, based on which SPR map was determined (through mass density), to compute the corresponding WET along the beam path (WETCT), assuming a Gaussian spot with uniform size of about 3 mm along the path. CT numbers to mass density conversion was conventionally obtained by scanning a number of tissue equivalent materials (TEM) of known properties. To this multiline curve, an additional extrapolated point and one titanium point were added. Mass density to SPR conversion was performed by published relationships (Fippel and Soukup, Med Phys 2004; 31:2263-73 ) tuned on human tissue properties. Since the titanium caused CT image to be saturated, an artificial mass density was initially assigned to the maximum value supported by the CT scanner, so that the corresponding SPR is equal to the SPR of titanium. The mass density of this point in the calibration curve was varied and the corresponding WETCT computed. The optimal calibration was selected by comparing the corresponding WETCT with the measured WETMLIC.
Results:
The values of the initial and the optimal calibrations are reported in Table. The corresponding differential WET maps (WETMLIC-WETCT) are shown in figure. By the initial calibration (fig.B ) the WET of the implant was overestimated. The WET error was around 6-8 mm in the thicker portion of the implant along the lateral direction. On the contrary, the optimized CT calibration showed small difference on the differential WET map (fig.C) . In fig.A a maximum intensity projection of the CT scan was computed to show the box were the PR was acquired.
Conclusion:
It has been previously reported that the size of the titanium implants can be overestimated on CT scans (Huang et al, Phys Med Biol 2015; 60:1047) . This can produce range overshooting in phantoms (Farace et al, Phys Med Biol 2015;60:N357-67). In patients, it can cause considerable errors when the proton beam crosses through the implants before stopping close to an organ at risk. With the described method, the potential errors were compensated by an optimized calibration so that a more accurate range can be computed in treatment planning. Purpose or Objective: The purpose of this study was to investigate the appropriateness of a new commercial iterative metal artifact reduction reconstruction (MAR) algorithm (iMAR, Siemens Healthcare) for use in radiotherapy (RT) CT scans in our clinic.
PO-0915 Evaluation of a metal artifact reduction algorithm for radiotherapy CT scans
Material and Methods:
A combination of phantom and patient scans were used for analysis. Phantom scans were performed with and without metal and MAR reconstruction. Phantoms used included an electron density phantom and home-made phantoms with removable metal and low contrast objects. The HU values and geometric accuracy of low contrast objects were evaluated. The artifact index (AI) was calculated as the ratio of artifact pixels to total pixels, where artifact pixels were defined as greater than noise after subtracting a no artifact scan from an artifact scan. Differences in dose calculation were also determined in one phantom scan (hip) and for 10 patient scans with metal implants (2 bilateral hips, 1 unilateral hip, 2 shoulder, 1 dental, 4 spine).
Results: HU values were found to be improved with MAR relative to no MAR, and the accuracy of low contrast object next to the metal implant that was previously obscured by artifact was within 1 mm with MAR. In a phantom scan with a hip prosthesis, the use of MAR reduced the AI from 0.62 to 0.35 and the median error of artifact pixels from 155 to 41 HU. The difference in dose between calculation on the MAR phantom scan and the scan with no metal was 0.3%. For the patient scans, the mean difference in dose calculated on the MAR scan and the original scan with HU override of artifacts was 0.06% (range -0.47 to 0.92%) (figure 1). However, when the MAR algorithm was incorrectly applied (e.g. "dental" MAR setting applied to a spine implant) it was observed that new artifacts can be introduced, including new streaking or loss of image contrast near metal. These induced artifacts could potentially cause inaccuracies in the dose calculation or contouring.
Conclusion: The MAR algorithm tested was found to be suitable for use in RT CT scans and has been implemented in our clinic. It increases our confidence in contouring near metal artifacts and reduces the time required during contouring for manual correction of HU values. However, due
