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たのはキーボード入力によるコマンド実行で動作命令をする Character User Interface 方式であっ
た．この方式はコマンド入力を行うためには多くの専門知識が必要である．そのため，利用でき
る人が限られた．その後，大きな変革が生じた．1 つ目は現実世界の 2 次元と画面上の 2 次元を
対応させる入力インタフェース，マウスの登場である． 2つ目はコンピュータグラフィックスと
ポインティングデバイスを組み合わせ，アイコンなどにより 2 次元の情報表示をする Graphical 



































と現実世界の 3次元位置情報をすべて取得できるため，精度を出しやすい．しかし，文献[4]で Intel 
i7 950 CPU, 6 GBs RAM, Nvidia GTX 580 GPU with 1581 GFlops processing power, 1.5 GBs メモリで
15 [fps]と示されているように，その情報量の大きさから高性能のコンピュータを用いても速度が
遅くなる．主原因は 2 つある．1 つは奥行き方向を取得するセンサのノイズが強く，大きなフィ










































































2.1 単眼 RGBカメラを用いた手指形状推定に関する研究 














 マーカを使用しない非装着型の形状推定は，主に 2つの方式に分かれる．1つは 3D model-based








ある．文献[7]では 2.16GHz デュアルコア CPUで 10.2 [fps]であった．Erol et. alが 2007 年にまと












































































分光反射率に ICA を行い，画像から算出した ICAの結果と比較することで光散乱の影響を求め，
その影響を除することで更に正確な色素を表す軸を生成し，肌色表現を可能とした[18]． 

































て特徴量化する Histograms of Oriented Gradient (HOG)特徴量[27]や，エッジの勾配ごとの画像を生
成して 2方向のエッジ強度の比を特徴量とする Edge of Orientation Histograms (EOH)特徴量[28]，
エッジの繋がりに着目し，連続するエッジ情報を特徴量とする Edgelet 特徴量[29]が挙げられる．
さらに，２つのセル領域で作成した色ヒストグラムを特徴量とする Color Self-Similarity (CSS)特徴
量[30]と HOG を組み合わせ，エッジ勾配に色の類似度情報を含めるようにした CS-HOG 特徴量
[31]のように組み合わせによる特徴量も多数提案されている． 





































































複数パターン用い，低周波成分を抜き出す Multi-Scale Retinex (MSR) [49]やより高速な 2次計画法
(QP 法)[50]などが提案されている． 
 抽出対象のテクスチャに普遍的特徴がある場合，学習により，照明変化や影に対し，ロバスト
















2.6 単眼画像からの 3次元形状および姿勢推定の研究 
単眼画像を用いて 3 次元形状・姿勢の推定を行う場合，2 次元情報から 3 次元推定を行う不良
設定問題が存在する．この問題を解決するには，何かの情報を付加する必要がある． 








































の概要を述べる．図 3-1 はシステムの簡略的な概要である．入力は手画像，出力は指 20自由度（屈

















グで使用する．上端－基準点間距離と上端－下端間距離の比率 heavytopr  を上長度，右端－基準点
間距離と左端－右端間の距離の比率 biasedrightr  を右長度，矩形枠の周の長さの半分と上端－左端間
距離の比率 tallr を縦長度と，定義する．そして，以下の 3 つの式(3-1)，式(3-2)，式(3-3)が全て満 
たされたとき，参照データセットは入力画像と類似した性質を持っていると判定する． 
 
talltalltall RiRth  ][                (3-1) 
 
heavytopheavytopheavytop RiRth   ][             (3-2) 
 
biasedrightbiasedrightbiasedright RiRth   ][            (3-3) 
 
ここで， 
][iRtall ：データセット番号 i の縦長度 
][iR heavytop ：データセット番号 i の上長度 








まず，図 4-2のように，64×64ピクセルの正規化画像を 8×8ピクセルの 64ブロックに分割する．
HLAC は 2次，25 パターンまでを用いる．ゆえに HLAC 特徴量は合計 1600次元となる．評価関
数 ][ jE の式は式(3-4)となる． 
 


















lchcurrentx _ ：入力画像の画像特徴量 






図 3-2 HLAC特徴量を使用したデータマッチング用 1600次元ベクトルの算出 
 
との比較で，式(3-4)の右辺が最小になったデータセットを最類似形状のデータセットと判定し，






















冨田らの手法[11]は図 3-3 と図 3-4 に示す 6種類の形状の違いを区別することが困難である．図
3-3 は輪郭線形状が類似して判別できないことが主原因であり，図 3-4 はマッチングに用いる
































3.2.2 マッチングに用いる HLAC アルゴリズムが持つ性質に関わる問題 




入力とデータセットの輪郭線が一致している場合である．図 3-5 (a) のように同じような形状でも
撮影距離や個人差などで手の大きさが異なるなどの理由で大きなズレが生じることがある．これ









振動的に移動する．それは正規化画像にした際にも影響を及ぼし，一部の輪郭は 1k 番目のブロ 
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(a) 輪郭線の一致が少ないが似ている画像    (b) 輪郭線の一致が多いが似ていない画像 
図 3-5 HLACを用いたアルゴリズムにより生じる問題の概要図 
 














































































































































kl xPxpxE rr                    (3-5) 
 
ここで， 
 xpkl ：データベース内の x番目のデータセットの k 番目のブロックに関する HLAC 番号 l の 
特徴量 
kl
inputp ：取得画像の k 番目のブロックに関する HLAC番号 l の特徴量 
M ：爪の数 
 mmm yx ,r ：データベース内の x番目のデータセットのm番目の爪の位置 
 mm
m
















































































































                              (3-7) 
 
























k ： k 番目のブロックに関する曲率によって設定された輪郭線情報の重みパラメータ 
k ：爪領域の大きさに基づいて設定された爪に関する重みパラメータ 
mean
k ： k 番目のブロックに属する輪郭線が持つ曲率の平均 
mean




2 ：関数値が 0.5になる時の面積値 
 
式(3-6)の第 1項は HLAC特徴量の差分に関する項，第 2項は爪の重心座標の距離に関する項，第
3 項は入力画像の爪の個数に対してデータセットの爪の個数が多い時に与えられるペナルティの
項である．本論文では，ペナルティの大きさを決める定数を 10000 と大きくとった．輪郭線番




















































大の 1.0 とした． max を超える平均曲率となった場合， k の値を 1.0 とした．提案した評価関数

































3-11 に示す．使用したカメラは Point Gray Research 社製高速カメラ Flea3である．画像サイズは
648×488 [pixel]，撮影速度は 60 [fps]とした．照明は天井の蛍光灯で色温度 5000 [K]であった．推
定結果の出力は 23 個の関節角度データではなく，データベース作成時に実際に撮影された手画
像を出力した．この画像を目視で確認し，指を間違えるような大きなミスをした回数を計測した．
データベースが持つデータセット数は 12500 枚，入力画像は掌側が主に写る手画像 2100 枚，手
の甲側が主に写る手画像 350枚とした．入力画像には図 3-3，図 3-4の形状を持つ手画像を含めた．
確認した出力結果は(1)HLAC のみの時，(2)HLAC と曲率による重み付けを行った時，(3)HLAC と
爪による重み付けを行った時，(4)HLACと曲率と爪による重み付けを行った時の 4種類，および
それらに対してまたぎ防止処理を付加した4種類の合計8種類で確認した．パラメータは 0.40A ，
7.01 ， 1.01 ， 502  ， 0.2max  ，とした．このパラメータ値は調整した中で最も良いふ
るまいを見せたものである． 





図 3-11 構想システムの計測実験時における撮影環境 
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図 3-13 爪の情報が推定ミスを防いだ例 
 
図 3-14 指の曲げの浅さ・深さに関する推定の改善 
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3.7 第 3章のまとめ 

































































して肌領域と爪領域の分布を UV 空間内で調査した．その結果，V 軸に対して 86.41°傾いた軸が
分離するのに最適な軸という結果が現れ，それが 90°に近似できることから，爪は U 軸の負方向
を正にした軸で表せることを述べた．この研究では手の甲側が写る画像を対象とし，16 人のアジ
ア人を対象として VGA サイズの画像で 48 枚実験したところ，98.7%の確率で爪による指先検出
に成功している[70]． 










ばよいと定め，かつ各環境下での実験が 5 枚の爪を含んだ VGA サイズの画像を 3 枚でしか実験
していない．また，手の表裏，前腕回旋の有無の記載がなく，どこまで対応できるシステムか不
透明である． 





は爪領域画素が持つ RGB値を既知とした．その既知の RGB値に対して，±2 の誤差を許可し
て画素を抽出し，メディアンフィルタをかけて，ノイズ除去と領域生成を行った場合，爪検





5×5×5=125 色を 1 色と同じ色として許容したことになる．画像は爪が一枚写る手画像を各回
旋角度 100 枚，合計 1900 枚を使用した．前腕回旋は掌領域がカメラ平面と平行になる角度を
－90°，手の甲領域がカメラ平面と平行になる角度を 90°と定義した．0°は掌側が写る手画像








































































































図 4-1 色情報のみで爪検出を行った場合における前腕回旋角度と爪検出率の関係 
 
 


























































図 4-3 手領域画素が作る画素分布 (1) 
 









標  yx, を持つ画素 xyの画素値 xyx を縦に並べたデータ行列 XDを式(4-1)のように定義して生 
成し，その分散共分散行列 Σを式(4-2)から求める． 
 















基底とする新しい座標 PCAxyx は式(4-3)で定義される行列 PCAP を用いて式(4-4)により算出する． 
 
 thirdondfirstPCA eeeP sec                (4-3) 
 
  meanxyPCAPCAxy xxPx  1              (4-4) 
 
 
図 4-5 画素分布取得に用いる手画像 
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(a) 第 1－第 3主成分ベクトル方向の写像結果 
 
(b) 第 2－第 3主成分ベクトル方向の写像結果 
図 4-6 主成分ベクトルを基底に採用した場合の画素分布 
 





















PCAP             (4-5) 
 
また，原点を画素分布の重心としてベクトルがどのような色を表すか解析すると図(4-7)のように









で比較した表色系は RGB 表色系，XYZ 表色系，YIQ 表色系，YUV 表色系，HSV 表色系，HLS
表色系，L*a*b*表色系，L*u*v*表色系，YSaSb 表色系[62]，第 1・第 2 主成分軸，線形判別分析
軸である．YSaSb表色系，主成分軸と判別分析軸以外は CIE で定められた表色系である．  
 YSaSb 表色系は 4.1 節で触れた，玉城らの個人別肌色軸に関する表色系である．Y は輝度軸，
Sa は肌色軸，Sb は輝度と肌色の傾向に左右されない軸として定義されている．ここでは，参考
文献[62]に従い，各軸を定義する． 
 Sa，Sb軸の交点は I,Q軸の交点と一致する．原理としては，R, G, Bの各値を 255で除し，0か








































           (4-6) 
 
そして，R’G’B’を YIQ に変換する．この時に得た Y 軸が YSaSb軸の Y軸となる．最後にキャリ
ブレーションによって得た変換パラメータを基に回転変換を行う．キャリブレーションでは，十
分多い量の掌領域の肌画素を取得する．そして肌画素の座標を縦軸 I，横軸 Q としたときの画素
分布の重心（Q’, I’）を求める． 
 原点からこの重心までを結ぶベクトルの単位ベクトルが Sa軸の基底となる．  IQ, 座標か 
ら  ba SS , 座標へ変換する，回転変換のパラメータ は式(4-7)となる． 
 

















































（以下，爪画素）をあらかじめ 5000 [pixel]以上取得する．そして，クラス内分散 wS を式(4-9)， 


























mmmmS                        (4-10) 
 
ここで， 
iC ： i 番目のクラス 
lx ： iC に属する l 番目の画素の RGB座標 
im ： iC に属する全画素の平均 RGB座標 
in ： i 番目のクラスの画素数 
N ：全画素数 
 
線形判別分析軸を色解析した結果を図 4-8 に示す．図 4-7 と図 4-8 を比較すると，線形判別分析
軸のベクトルは第 3主成分ベクトルに輝度成分が含まれたような軸であることがわかる．  







これが ROC 曲線である．偽陽性率が低く，真陽性率が高いほど，ROC 曲線は左上に急峻に立ち
上がる．よって，係数の大きい逆指数関数上の形になるほど，その軸が抽出に優れていることを
表す．被験者として学生 7 人分の手を用意した．被験者 1 から 5 が男性，6 と 7 が女性である．
表 4-1は爪，掌領域，手の甲領域の肌の平均 RGB値をまとめたものである．画像は各被験者 100 
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図 4-8 線形判別分析によって得られたベクトルが示す色 
 
図 4-9 ROC曲線の概要 
 
表 4-1 軸評価のための予備実験に参加した被験者と手に関するデータ 
 
 
枚である．各画像には爪が 1 枚含まれるものを使用した．この予備実験前，被験者 1 のヒストグ
ラムデータを確認し，明らかに爪が正しく抽出できないものは除外した．ここでは，正しく抽出
できる可能性があるとした．U，H，b*，v*，Sb，第 3 主成分軸 (Third)および判別分析軸(LDA)
のみを対象とする．それぞれの軸の変域の大きさの違いが評価に影響を及ぼさないように，ヒス
トグラムは，手領域画素が持つ最小値が 0，最大値が 1 となるように正規化をかけた．閾値の分
解能は 0.02とした．(0,0)から(1,1)へ変化する際のプロット数が一か所に固まっているほど，閾値
設定をピンポイントな値で行わなければならず，パラメータ調整が難しいことを示す． 































本論文で述べるシステムが動作する環境を図 4-11に示す．カメラは Point Gray Research 社製の
Dragonfly Expressを使用した．画像サイズは 640×480 [pixel]，撮影速度は最大 120 [fps]である．
黒布は背景分離を行った後に本システムを使用することを想定しているため，背景分離がしやす















  (Palm side)
 Elimination of color noises
Creation of an indexof
nail color




























別する際に使用する注目点を設定する．まず，各画素の第 3主成分得点を算出する．画素 ipixel の










































図 4-13 爪として誤検出しやすい肌領域の分布位置 
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 図 4-15 に第 3主成分得点を可視化した画像を示す．この図では第 3主成分得点が 8.0 以上の時
255，－10 以下の時 0 とし，その間の範囲は 0 から 255 の間の整数値に等間隔で振り分けた．上
限8と下限－10という値は，爪の可能性が高い画素値と爪の可能性がほとんどない画素値として，









像を生成する．4.5.2項と 4.5.3 項で述べる処理は ROI画像ごとに行う．ROIは正方形状で爪領域








域が肌ならば，周辺とそれほど色に差がない領域に ROIの中心が来る確率が高い．ゆえに，ROI  
  
 
図 4-15 第 3主成分得点を可視化したマップ画像 
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  (a) 初期領域          (b) 注目画素     (c) 1周分の抽出結果    (d) 平均値の更新 








 実際の処理は，図 4-16 のように行う．まず ROI 画像の中央を中心とした 5×5 の領域を初期の
「結合領域」と定義する．その際，結合領域の平均の第 3主成分得点の平均値を算出する．次に， 
注目点から  3j 番目の外周上を内側から順に探索する．j番目の外周上の画素 iを注目画素とす 











iThird ： j番目の外周上の画素 iの第 3主成分得点 
1j













Attention Point     
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域・掌側領域の 3 つが ROI画像内に存在し，抽出画素が拡散しやすくなることを考慮した．実験
結果を図 4-19と図 4-20に示す． 
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図 4-18 中心付近の画素と中心から離れている画素の持つ色の分布の違い 












































                        (4-14) 
ここで， 
N ： j番目の ROI画像中で抽出される手領域画素の数 
 
表 4-2 抽出比率の違いによる密集度調査に用いる被験者の性別と手の色 
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(a) 被験者 1 























(b) 被験者 2 























(c) 被験者 3 
図 4-19 被験者 1から 3における肌色画素の除去率と密度の関係 
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(a) 被験者 4 























(b) 被験者 5 























(a) 被験者 6 
図 4-20 被験者 4から 6における肌色画素の除去率と密度の関係 
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図 4-21 上位 20%の第 3主成分得点を持つ画素の抽出結果 











また，図 4-19と図 4-20で述べたように，個人差により指腹の方が密集する人も存在する． 
密集度を数式化して爪か肌か判別する．式(4-13)と式(4-14)のような画素すべてを対象にした計
算法だと，ROIの範囲の小ささから元々密集しやすく，画素数が少ないことから数値変化も大き
い．ゆえに，図 4-19 と図 4-20 のような平均では差が出ても，実際には誤検出することが多かっ
た．よって，著者は別の手法として，密集画素と拡散画素の比を特徴量とする手法について提案
する．この特徴量は画素の位置関係の情報を含む．まず，k 番目の ROI 画像内で爪尤度が高い上 
位 upperRate %の画素を抽出して，2 値画像に白色点を打つ．この２値画像を kO と定義する．そし 



















CN ： kC 内の白色点数 
k




















































が小さい被験者は 41×41 [pixel]，爪が大きいために足りなかった被験者は 51×51 [pixel]とした．
その他の値は著者の経験を基にした最適値を設定した．撮影時刻は外部光の入らない夜間とした. 
撮影距離は 60cm とした．掌がカメラ正面を向くときを－90°とした．前腕角度は－90°から 90°
までを 10°刻み，19 パターンで変化させた．－90°から 0°の間では曲げた指の爪を，10°から 90°
の間では伸ばした指の爪を検出した．指を曲げる際は完全に曲げきり，指を伸ばす際は完全に伸
ばしきった．１人あたり，各回旋角度で合計 500 枚，総合計 9500 枚の画像から評価した．爪が











図 4-22 評価実験で用いた手の例 












































(a) ROIサイズが 41×41となった被験者の爪検出結果 











































(b) ROIサイズが 51×51となった被験者の爪検出結果 





















































































図 4-24 爪検出システムの概要図と着目点 
 
  
(a) 閾値が高い時 ( 0.6thirdTh )            (b)画像に対して閾値が低い時( 0.4thirdTh )   
図 4-25 爪領域候補の抽出時における問題 
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         (a) マップ画像                    (b)マップ画像を平滑化した画像 













 著者は喜多[34]のように，2 次元濃度共起ヒストグラム(Co-occurrence Histogram：CH)画像[74]
を応用することによって，実現を試みた．まず，式(4-16)を用いて画素値を整数にする．そして，






























      
図 4-27 二次元共起ヒストグラム画像 図 4-28 CH画像を用いた画素の除去結果












xyValue ：正規化画像の座標  yx, が持つ値 
smoothing









角度  だけ傾けた直線を引き，その直線よりも外側に位置する画素をマップ画像から除去，すな 









学生 2名とした．表 4-5 に被験者の性別，領域別の RGB 平均色，及び各パラメータの値を示す．
なお，被験者 1は 4.6節の被験者 1，被験者 2は 4.6節の被験者 4である． 
 図 4-30 に実験結果を示す．実験結果から本節提案手法の全体性能は－90°から－50°の間で
90%以上，50°から 90°の間で 85%以上の爪検出率となった．図 4-31が 4.6節までに述べたシ 
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図 4-29 新しい抽出手法による爪領域候補の抽出結果 


















ある．式(4-11)の RGB 平均値を第 3 主成分軸の生成に用いた輝度を落とした掌側だけの画像の 
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図 4-30 爪領域候補抽出の改善手法を用いた時の爪検出率 



















































図 4-31 爪領域候補抽出の改善手法の有無による爪検出率の増減 
 
 
図 4-32 爪領域と指の側面領域の結合による爪領域候補抽出の失敗 
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Palm side Dorsal side 
 
図 4-33 回旋角度の変化による平均第 3主成分得点の変遷 
 
RGB平均値である calmeanx を基準として用い，平均第 3主成分得点 aveThird を式(4-18)で定義する． 
 

































































































の 4 つである．(1) はジェスチャ関連の技術で多数の研究がある．(2) は第 4章で述べた研究に該

























































関するパラメータは図 5-3に示す 5つである． i 以外は画像から取得するパラメータであり， i
は指のモデルを考えて推定する．本章では，ネイルチップ重畳手法の本質的な性能評価を行うた
め，爪は緑色のマニキュアをマーカとして利用した．また，ネイルチップは一般的な縦長の形状
のものと想定した．カメラは Point Gray Research社製の高速カメラ Firefly MVを使用した．画像
































図 5-2 仮想ネイルアートシステムの処理の流れ 
 





座標  ii yx , を取得する．そして，その座標をデータとして主成分分析し，2本の主成分ベクトル
を得る．主成分ベクトルを導出するためのデータ行列 nailChipDX は式(5-1)で表される． 
 
  nailChipTiiiTinailChipD Ciifyx  ,|xxX                         (5-1) 
 
この後は 4.2.2 項の式(4-2)を，データ行列と平均値を変更して用いることで分散共分散行列を生
成し，分散共分散行列を固有値分解することで第 1，第 2 主成分ベクトルの 2 つを取得すること
ができる．図 5-4は取得した主成分ベクトルを，領域の重心を原点にとって描画した画像である．
第 1 主成分ベクトルは図 5-4(a)に示す長軸，第 2 主成分ベクトルは同図に示す短軸に平行なベク
トルである．画像に対して回転中心をネイルチップ領域の重心，回転角を第 1主成分ベクトルの
傾きの負方向としてアフィン変換をかけることで，爪の長軸が画像の y 軸と一致する図 5-4(b)の




          
      (a) 主成分分析により得た軸                (b) 回転補正後のネイルチップ画像 
図 5-4 回転変換後の座標 
                
図 5-5 標準化ネイルチップ画像 
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5.4 ネイルチップ画像重畳のためのパラメータ設定手法 
本節では，画像平面内を対象として取得するパラメータ である，重畳の中心点 iC ，指の基準
長軸長さ iLongWidth ，指の基準短軸長さ
i
ShortWidth ，指の傾き角 i ，および奥行き方向の回転角 i を
設定する手法について述べる． 
 初めに，各指の軸を取得する手法を述べる．まず，図 5-6 のように i 番目の指の領域が中心
座標上にある 1辺 81 [pixel]の正方形 ROIを設定する．そして ROI内に存在する指領域をシル
































               (5-2) 
 
本論文では，重畳中心 iC を爪領域重心と指先の中点と定義した．爪領域重心を通り，第 1主成分
ベクトルに平行な直線を引き，指先を取得し，中点を求める．長軸長さ iLongWidth は爪領域重心と




図 5-6 指領域ごとの ROI設定と ROI内の 2値化画像 
Expansion and binarization             
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       (a) 円による切断         (b) 指領域の選択         (c) 指領域のスリム化 
図 5-7 指の回転軸取得のための処理 
 
図 5-8 指の回転軸方向から見た指のモデル 
 
奥行き方向の回転角 i を図 5-8に示す指のモデルを基として近似する．画像から得られる値は
il と ir である．しかし，指の正確な幅が既知でないため， i とこれらを結ぶ解析的な式を得るこ
とはできない． i は右回旋の場合，式(5-3)のように，未知の長さ AB と il と ir の和である AC を










AC1cos                                 (5-3) 
 
ADG は AG を斜辺とする直角三角形である．故に AG  AD が成立する．また，AEG は AE を斜




ilAGAD                           (5-4) 
 



















































































奥行き座標 z を与えて，その問題を解決する．概要を図 5-10に示す．実在するネイルチップの形
状は中心が最も z 座標が高く，ネイルチップの端が最も低くなる．そこで，画像の x軸のみに着
目して，中央の 100centerx で最大値 maxz を，ネイルチップ領域の左端，および右端で最小値 0min z
となるように z 座標を生成する．最も滑らかになるのは円弧を描く三角関数となるため，式(5-8)























zz                     (5-8) 
 
次に y 軸回転による奥行き方向への変形を行う．変換式は式(5-9)で表される． 
 
 
図 5-9 奥行き座標を持たない画像を奥行き方向に回転した時の変化 
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奥行き変換を行った後は  yx, 座標のみの画像空間に戻す必要がある．この時，複数の画素が同














図 5-11 5max z としたときの回転変換の様子 
 
図 5-12 10max z としたときの回転変換の様子 
 75 
 
図 5-13 15max z としたときの回転変換の様子 
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図 5-15 ネイルチップの重畳結果（右回旋時） 
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実験結果は図 5-17に示すように，平均に標準偏差を加えても 3 [pixel] 程度の検出精度を達成


















図 5-17 推定値と実測値のユークリッド距離の差 
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図 5-18 指先座標の振動性と推定ブレの様子 
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付録 A 一般表色系 
 ここでは，国際照明委員会(CIE)にて定義された表色系の中で，本論文で扱ったものについて述
べる．また，RGB 表色系から表色系変換を行う時の変換式を示す．まず初めに，RGB 表色系に
ついて述べる．次に，RGB 表色系を線形変換して得られる XYZ表色系，YIQ 表色系，YUV表色
系について述べる．そして，RGB 表色系を非線形変換して得られる HSV 表色系，HLS 表色系，
L*a*b*表色系，L*u*v*表色系について述べる．なお，本付録中で使用される図は色度図作成用の
フリーソフト，Color ACを用いて作成されている． 
 RGB 表色系は色を赤(700 [nm])，緑(546.1 [nm])，青(435.8 [nm])を原色として色を表現する表色
系である．この 3 原色を均等な強さで重ねると白色になる．それぞれの色の定義は人が 2度視野
角にて試料の色と，3 色の光を一か所にあてて加法した時の色が同じか判定する等色実験により
定義した．この表色系は人間の視覚の錐体と感受する波長が近い．また，カメラの標準的な表色
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付録図 2 色相・彩度平面 
 






 HSV 表色系は色相 H ，彩度 S ，明度 V で構成される．彩度の基準は明度の値が最大値の所
で設定されている．変換式は式(A-4)から式(A-7)となる．ここで，式(A-7)は肌と爪の色相が CIE
の定義軸では変わり目をまたぐ，という問題を考慮し，画素値の連続性を確保するために色相 H
の変域を定義し直す式である．それぞれの変域は 180180  H ， 10  S ， 10  V となる． 
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HH  180                               (A-7) 
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 95 













L                     (A-12) 
 
    YfXfa 500*                        (A-13) 
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                            (A-17) 
 
 19793843.013*  uLu                        (A-18) 
 
 4831096.013*  vLv                        (A-19) 
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