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EQUIDISTRIBUTION OF ZEROS OF RANDOM HOLOMORPHIC SECTIONS
TURGAY BAYRAKTAR
Abstract. We study asymptotic distribution of zeros of random holomorphic sections of high
powers of positive line bundles defined over projective homogenous manifolds. We work with a
wide class of distributions that includes real and complex Gaussians. As a special case, we obtain
asymptotic zero distribution of multivariate complex polynomials given by linear combinations of
orthogonal polynomials with i.i.d. random coefficients. Namely, we prove that normalized zero
measures of m i.i.d random polynomials, orthonormalized on a regular compact set K ⊂ Cm, are
almost surely asymptotic to the equilibrium measure of K.
1. Introduction
In this paper we study limit distribution of zeros of random holomorphic sections of high powers
L⊗n of a positive holomorphic line bundle L defined over a projective manifold X. Given a regular
compact set K ⊂ X, a continuous weight function q : K → R and a smooth positively curved
hermitian metric h on L → X one can define a scalar L2-product on H0(X,L⊗n) (see §2.9 for
details). For a fixed orthonormal basis of H0(X,L⊗n) with respect to this L2-product, we consider
linear combinations in which coefficients are i.i.d. real or complex random variables. Multivariate
polynomials with random coefficients (with respect to a suitable orthonormal basis) as well as their
spherical counterpart (spherical harmonics) arise as a special case for the appropriate choice of
L → X. Zero distribution of random holomorphic sections with i.i.d. Gaussian coefficients was
studied by Shiffman and Zelditch [30, 32, 33]. The setup of the later papers correspond here to the
special caseK = X and q = 0. In the present setting, we allow coefficients to be i.i.d random variables
of bounded density with logarithmically decaying tails (see (1.3)). Our main result (Theorem 1.1)
asserts that in any codimension normalized zero currents of i.i.d. random holomorphic sections are
almost surely asymptotic to external powers TK,q ∧· · ·∧TK,q of an extremal current TK,q associated
to (L, h,K, q). In particular, when K = X and q = 0 the current TK,q coincides with the curvature
form ω = c1(h) of the smooth positively curved hermitian metric h on L, hence we recover [30,
Theorem 1]. Therefore, these results can also be considered as a global universality of distribution
of zeros in the sense that they extend earlier known results in the setting of Gaussian random
holomorphic sections (as well as polynomials) to a more general setting.
If X := Pm is the complex projective space and L is the hyperplane bundle O(1) → Pm with
a suitable choice of a hermitian metric (see §1.2) the present geometric setting reduces to random
multivariable holomorphic polynomials. A classical result due to Kac and Hammersley [25, 23]
asserts that normalized zeros of Gaussian random univariate polynomials of large degree tend to
accumulate on the unit circle. Recently, Ibragimov and Zaporozhets [24] provided a necessary and
sufficient condition for global universality of zero distribution for Kac ensembles (see (1.4)). More
generally, zero distribution of random multivariate polynomials has been studied in [6, 8, 29] and
it was proved that normalized simultaneous zero measures of i.i.d. Gaussian random polynomial
systems, orthonormalized on a regular compact set K ⊂ Cm, is asymptotic to the equilibrium
measure of K. However, beyond the Gaussian ensembles not much is known about the asymptotic
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zero distribution of random polynomials in higher dimensions. More recently, Bloom and Levenberg
[7] studied this problem for absolutely continuous distributions that have polynomially decaying
tails and they proved that expected normalized zero measures of i.i.d. random polynomials converge
to equilibrium measure of K as their degree grow. Moreover, they posed the almost everywhere
convergence of normalized zero measures of i.i.d random polynomials to the expected distribution as
an open problem. We address this question in the affirmative for a more general class of distributions
that have logarithmically decaying tails (Theorem 1.2).
Recently, authors of [12] obtained another generalization of [7, Theorem 5.2]. Namely, for a
given bounded positive singular hermitian metric h = e−ϕ it is proved in [12, Corollary 5.6] that
normalized zero currents of Gaussian random holomorphic sections in H0(X,L⊗n) converge almost
surely to the curvature current ω + ddcϕ. We remark that the scalar L2-product used in [12] is
different than the one used in [7] and this paper.
1.1. The setting. Let X be a projective manifold of complex dimensionm and L→ X be a positive
holomorphic line bundle. We also let ω be a smooth positive (1, 1) form representing c1(L), the first
Chern class of L. Recall that an usc function ϕ ∈ L1(X) is called ω-psh if ω+ ddcϕ ≥ 0 in the sense
of currents. We denote the set of all ω-psh functions by PSH(X,ω).
Given a non-pluripolar compact set K ⊂ X and a continuous weight function q : K → R weighted
global extremal function V ∗K,q of K is defined to be usc regularization of
(1.1) VK,q := sup{ϕ ∈ PSH(X,ω) : ϕ ≤ q on K}.
By definition we say that (K, q) is a regular weighted compact set if VK,q is continuous on X.
Throughout this work, we assume that VK,q is continuous and hence VK,q = V
∗
K,q. Recall that a
sufficient condition for continuity of VK,q is local regularity of K ([34, 3]). It is well-known that
TK,q := ω+dd
cVK,q defines a positive closed (1, 1) current representing the class c1(L) in H
1,1(X,R).
Since TK,q has locally bounded potentials, it follows from Bedford-Taylor theory [2] that the exterior
powers T kK,q := TK,q ∧ · · · ∧ TK,q (k-times) are well defined positive closed bidegree (k, k) currents
for each 1 ≤ k ≤ dimX. In particular, the top degree self-intersection (after normalizing) defines a
probability measure on X.
Given a measure τ onK and a smooth positively curved metric h on L, one can define an L2-norm
on H0(X,L⊗n) by
‖s‖L2q,τ :=
( ∫
K
‖s(x)‖2hne−2nq(x)dτ(x)
) 1
2 .
We fix an orthonormal basis {Snj }dnj=1 for H0(X,L⊗n) induced by this norm. Throughout this paper,
we assume that the point-wise norm of restriction of Bergman kernel to the diagonal
‖Sn(x, x)‖hn :=
dn∑
j=1
‖Snj (x)‖2hn
has sub-exponential growth (see §2.5 for details). Such measures τ , called Bernstein-Markov (BM)
measures in the literature, and they always exist on regular weighted compact sets ([27, 3]). We
remark that although the inner product on H0(X,L⊗n) depends on the choice of the Bernstein-
Markov measure τ, the limiting distribution of zeros does not depend on it (see Theorem 1.1).
Every sn ∈ H0(X,L⊗n) can be uniquely written as
sn =
dn∑
j=1
a
(n)
j S
n
j .
We assume that a
(n)
j are real or complex valued i.i.d random variables whose distribution law is of
the form P := φ(z)dλ(z) satisfying
(1.2) 0 ≤ φ(z) ≤ C for some C > 0
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(1.3) P{z ∈ C : log |z| > R} = O(R−ρ) as R→∞
where λ is the Lebesgue measure on C and ρ > dimCX+1. If φ is a function defined on real numbers
then we replace φ(z)dλ by φ(x)dx. We remark that our setting includes standard real and complex
Gaussian distributions.
We identify Sn = H0(X,L⊗n) with Cdn where dn := h0(X,L⊗n) and endow it with the dn-fold
product probability measure µn induced by P. We also consider S∞ :=
∏∞
n=1 Sn as a probability
space endowed with the product measure µ :=
∏∞
n=1 µn. For a system S
k
n = (s
1
n, s
2
n, . . . , s
k
n) ∈ Skn of
i.i.d. random holomorphic sections with 1 ≤ k ≤ m, we denote their common zero locus by
ZSkn := {x ∈ X : s1n(x) = · · · = skn(x) = 0}
and define the normalized zero currents
Z˜Skn :=
1
nk
[ZSkn ]
where [ZSkn ] denotes the current of integration along the variety ZSkn . Then the expected zero current
is defined by
〈E[Z˜Skn ],Φ〉 :=
∫
Skn
〈Z˜Skn ,Φ〉dµkn(Skn)
where Φ is a bidegree (m− k,m− k) test form on X and µkn = µn × · · · × µn is the k-fold product
measure.
Theorem 1.1. Let L→ X be a positive holomorphic line bundle over a projective manifold X and
(K, q) be a regular weighted compact set. Then for 1 ≤ k ≤ dimCX
E[Z˜Skn ]→ T kK,q
in the sense of currents as n→∞. Moreover, if the ambient space X is complex homogeneous then
almost surely
Z˜Skn → T kK,q
in the sense of currents as n→∞.
The proof of Theorem 1.1 is based on induction on bidegrees. To prove almost everywhere
convergence for k = 1, we use Bergman kernel asymptotics together with Kolmogorov’s strong
law of large numbers. The later requires a variance estimate (Lemma 4.2). To this end we make
use of exponential estimates for qpsh functions which can be considered as a global version of
uniform Skoda integrability theorem. Finally, we use extremal property of VK,q to dominate quasi-
potentials of limit points of random sequence of zero currents {Z˜sn}n≥1. In higher bidegrees, we work
with super-potentials of positive closed currents. Recall that the super-potentials of positive closed
currents were introduced by Dinh and Sibony [16, 17] which extends the notion of quasi-potentials
of positive closed (1, 1) currents.
Recall that the randomization in [30] is obtained by taking K = X and endowing PH0(X,L⊗n)
with the Fubini-Study volume form. In particular, if the ambient space is homogenous our results
generalizes that of [30, 29]. Note that our proof is partly based on resolution of ∂∂¯-equations with
qualitative estimates (see Theorem 2.1) which requires the ambient space to be homogenous. It
would be interesting to know if one can prove such equidistribution results on arbitrary projective
manifolds. More recently, Dinh and Sibony [15] studied this problem by endowing PH0(X,L⊗n)
with moderate measures. Recall that Monge-Ampe`re measure of a Ho¨lder continuous qpsh function
is among the examples of moderate measures (see [19] for details).
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1.2. Multivariate orthogonal polynomial ensembles. In this section we explain how multivari-
ate complex polynomials arise as a special case in the above general geometric setting. Let K ⊂ Cm
be a compact set and q : K → R be a continuous function. Recall that the weighted global extremal
function V ∗K,q is defined as usc regularization of
VK,q := sup{u ∈ Psh(Cm) : u ≤ q on K and u(z) ≤ log+ ‖z‖+O(1) as ‖z‖ → ∞}.
In the unweighted case (i.e. q ≡ 0), we write VK for short. We say that K is regular if VK is
continuous on Cm. A set K is called locally regular at z if K ∩ B(z, r) is regular for every r > 0
where B(z, r) denotes the ball centered at z with radius r. If K is locally regular at every z ∈ K we
say that K is locally regular. Polydisc and round sphere in Cm are among the examples of locally
regular compact sets. It follows from [34, Prop. 2.16] that for a locally regular compact set K,
the function VK,q is continuous for every continuous weight q and hence VK,q = V
∗
K,q. Then by
Bedford-Taylor theory [2] the exterior powers
(
i
π
∂∂VK,q)
k :=
i
π
∂∂VK,q ∧ · · · ∧ i
π
∂∂VK,q
are well defined positive closed bidegree (k, k) currents for 1 ≤ k ≤ m. In particular, the top degree
intersection µK,q := (
i
π
∂∂VK,q)
m is a probability measure. We write µK for short when q ≡ 0. The
measure µK is called the equilibrium measure of K in the literature. We refer the reader to the
text [28] for details and background on weighted pluripotential theory (see [28, Appendix B] for
multivariate case).
Recall that complex projective space X := Pm is defined as the quotient Cm+1 − {0}/C∗ and
its elements are represented by homogenous coordinates [Z0 : · · · : Zm] where (Z0, . . . , Zm) → [Z0 :
· · · : Zm] is the standard projection π : Cm+1 − {0} → Pm. The fibers of π are complex lines in
Cm+1 and hence defines a line bundle (called tautological bundle) over Pm. The dual of this line
bundle is called hyperplane bundle which we denote by L := O(1). Then we can identify Cm with
the affine piece U0 = {Z0 6= 0} via the embedding z → [1 : z]. Note that by definition of O(1)
homogenous coordinates Zi define sections of O(1). As a result we may identify H0(Pm,O(n)) with
homogenous polynomials in m+1 variables of degree n. In particular, restricting them on the affine
piece Cm ≃ U0, the space H0(Pm,O(n)) gets identified with the space of polynomials on Cm of
degree at most n. Next, we endow O(1) with the Fubini-Study metric h := hFS which can be
represented by the weight function 12 log(1+ ‖z‖2) on the affine piece Cm. We also denote the Chern
form of hFS by ωFS . Then the function VK,q− 12 log(1+‖z‖2) extends uniquely to a ωFS-psh function
on Pm and the extension coincides with (1.1) (see [22]). Hence, applying Theorem 1.1 we obtain:
Theorem 1.2. Let K ⊂ Cm be a locally regular compact set, q : K → R be a continuous weight
function. Then for 1 ≤ k ≤ m
E[Z˜f1n,...,fkn ]→ (
i
π
∂∂VK,q)
k
in the sense of currents as n→∞. Moreover, almost surely
Z˜f1n,...,fkn → (
i
π
∂∂VK,q)
k
in the sense of currents as n→∞.
Finally, we remark that conditions (1.2) and (1.3) with ρ > 2 are not optimal in the case of
X = P1 and K = S1 the unit circle in C with q ≡ 0. It was observed in [24] that the normalized
zero measures Z˜fn of i.i.d random polynomials fn(z) =
∑n
j=0 ajz
j converges almost surely to the
Lebesgue measure 12πdθ if and only if the distribution law of aj satisfies
(1.4)
∫
C
log(1 + |a|)dP(a) <∞.
In our setting, an easy computation shows that (1.4) holds for ρ > 1 in (1.3)
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1.3. Examples. In this section we provide ensembles of random polynomials for which Theorem
1.2 applies. We let Pn denote the space of polynomials of degree at most n.
Example 1.3 (Kac Ensemble). Let K := {(z1, . . . , zm) : max |zj | ≤ 1} be the unit polydisc in
Cm. Then the unweighted global extremal function of K is VK := max log
+ |zj| and the equilibrium
measure µK =
1
2πdθ1 . . .
1
2πdθm where dθ is the angular measure on the unit circle S
1. Note that
equilibrium measure is a BM measure and supported on the torus (S1)m. In this case, the monomials
zJ := zj11 . . . z
jm
m with |J | ≤ n form an orthonormal basis for Pn with respect to L2(µK) and a random
polynomial is of the form
fn(z) =
∑
|J|≤n
aJz
J .
Example 1.4. Let Ω be a bounded open set in Cm with C1 boundary. Then the set K := Ω is regular
[26, 5.3.13]. It follows from [27] and [26, 5.6.7] that the equilibrium measure µK is a BM measure.
For instance, if K = {‖z‖ ≤ 1} is the unit ball in Cm then the (unweighted) global extremal function
of K is VK(z) = log
+ ‖z‖ and the equilibrium measure dσ = ( i
π
∂∂ log+ ‖z‖)m is the surface area
measure on the unit sphere S2m−1. Moreover, the scaled monomials
cJz
J := (
(j1 + · · ·+ jm +m− 1)!
(m− 1)!j1! . . . jm! )
1
2 zj11 . . . z
jm
m
form an orthonormal basis for Pn (see [8, §4]) with respect to L2(µK) where we use the multidimen-
sional notation J = (j1, . . . , jm). Thus, a random polynomial in this setting is of the form
fn(z) =
∑
|J|≤n
aJcJz
J
Then, applying Theorem 1.2 we obtain scaling limits of zeros of random polynomials orthonormalized
on S2m−1.
In particular, if Ω ⊂ C is a simply connected domain with real analytic boundary then τ = |dz|
satisfies the BM inequality. Corresponding asymptotic distribution of zeros of Gaussian univariate
polynomials are studied in [31].
Example 1.5 (Elliptic Polynomials). Let X = K = Pm and h := hFS Fubini-Study metric on
the hyperplane bundle L := O(1). As explained above H0(X,O(n)) can be identified the set of
homogenous polynomials of degree n in m+ 1 variables. Then SnJ := z
j0
0 . . . z
jm
m form an orthogonal
basis for H0(X,O(n)) where [z0 : · · · : zm] denotes the homogeneous coordinates on Pm. Moreover,
an easy computation shows that
‖SnJ‖ = (
m!(n− |J |)!j0! . . . jm!
(n+m)!
)
1
2
(see [30, §4] for details). Applying Theorem 1.1 we obtain that almost surely
Z˜Skn → ωkFS
where ωFS denotes Fubini-Study form on P
m.
In particular, if m = 1 then the restriction of Sn’s to C gives
fn(z) =
n∑
j=1
aj
√
(n+ 1)
(
n
j
)
zj
which are called elliptic polynomials in the literature. In this setting, almost surely
1
n
∑
{z:fn(z)=0}
δz → 1
π
dz
(1 + |z|2)2
weak* as n→∞.
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The next example, motivated from theory of toric varieties, allows us to describe asymptotic
distribution of systems of random sparse polynomials:
Example 1.6 (Sparse Polynomials). By an integral polytope we mean convex hull of a non-empty
finite set in Zm. Let P ⊂ Rm be a Delzant integral polytope (see [13] for precise description). It
is well know that such a P induces a triple (XP , LP , hP ) where XP is an m complex dimensional
projective toric manifold which contains the complex torus (C∗)m as a Zariski dense open set such
that the action of (C∗)m on it self extends to a (C∗)m-action on XP . Moreover, LP → XP is a
positive holomorphic line bundle endowed with an invariant (under the action of real torus) smooth
positive hermitian metric hL (see [13, 1] for details). Furthermore, we can identify H
0(XP , L
⊗n
P )
with the space Poly(nP ) spanned by multi-monomials zJ with multi-index J ∈ nP ∩ Zm where nP
denotes the scaled polytope. Now, letting K ⊂ (C∗)m be a compact set as in Theorem 1.1 and taking
q ≡ 0, we obtain asymptotic distribution of i.i.d. systems of random sparse polynomials (f1n, . . . , fmn )
such that f in ∈ Poly(nP ) for i = 1, . . . ,m.
Acknowledgement
I am grateful to Norm Levenberg for many stimulating conversations on the content of this work.
I also want to thank Thomas Bloom and Norm Levenberg for their suggestions on an earlier draft.
Finally, I would like to thank the anonymous referee for his comments which improve the presentation
of this article.
2. preliminaries
2.1. Positive closed currents and super-potentials. Let X be a connected compact complex
manifold and Aut(X) denote the group of holomorphic automorphisms of X. Following Bochner
and Montgomery [9], Aut(X) is a complex Lie group. We say that X is homogeneous if Aut(X)
acts transitively on X. In the sequel, we let (X,ω) be a compact Ka¨hler homogeneous manifold of
dimension m and ω is a fixed Ka¨hler form. It follows from [10] that X is a direct product of a
complex torus and a projective rational manifold. In particular, complex projective space Pm and
(P1)m are among the examples of such manifolds.
For 1 ≤ k ≤ m, we let Ck denote the set of all positive closed bidegree (k, k) currents on X which
are cohomologous to ωk. This is a compact convex set. For a current T ∈ Ck, we denote its action
on a test form Φ by 〈T,Φ〉. For a smooth (p, q) form Φ denote by ‖Φ‖Cα the sum of C α-norms of
the coefficients in a fixed atlas. Following [16], for α > 0 we define a distance function on Ck by
distα(R,R
′) := sup
‖Φ‖Cα≤1
|〈R−R′,Φ〉|
where Φ is a smooth bidegree (m−k,m−k) form on X. It follows from interpolation theory between
Banach spaces [35] that
distβ ≤ distα ≤ Cαβ [distβ ]
α
β
for 0 < α ≤ β <∞ (see [16, Lem. 2.1.2] for the proof). Moreover, for α ≥ 1
distα(δa, δb) ≃ ‖a− b‖
where δa denotes the Dirac mass at a and ‖a− b‖ denotes the distance on X induced by the Ka¨hler
form ω. We also remark that for α > 0 topology induced by distα coincides with the weak topology
on Ck (cf. [16, Prop. 2.1.4]). In particular, Ck is a compact separable metric space.
Let T ∈ Ck with 1 ≤ k ≤ m then by ddc-Lemma [21] there exists a real (k − 1, k − 1) current U,
called a quasi-potential of T which satisfies the equation
(2.1) T = ωk + ddcU
where d = ∂ + ∂ and dc := i2π (∂ − ∂) so that ddc = iπ∂∂. In particular, if k = 1 a quasi-potential is
nothing but a qpsh function. Note that two qpsh functions satisfying (2.1) differ by a constant. When
k > 1 the quasi-potentials differ by ddc-closed currents. For a real current U and 0 < r ≤ ∞, we
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denote the sum of L r norms of its coefficients for a fixed atlas by ‖U‖L r . The quantity 〈U, ωm−k+1〉
is called the mean of U. The following result provides solutions to (2.1) with quantitative estimates.
Theorem 2.1. [16] Let X be a compact Ka¨hler homogenous manifold and T ∈ Ck then there exists
a negative quasi-potential U of T which depends linearly on T such that for every 1 ≤ r ≤ m
m−1 and
1 ≤ s < 2m2m−1 we have
‖U‖L r ≤ cr and ‖dU‖L s ≤ cs
where cr, cs are positive constants independent of T. Moreover, U depends continuously on T with
respect to the L r topology on U and weak topology on T.
The quasi-potential U is obtained in [16] by using a kernel which solves ddc-equation for the
diagonal ∆ of X × X (see also [20, 11]). More precisely, the current of integration [∆] along the
diagonal ∆ ⊂ X × X defines a positive closed (m,m) current. It follows from Ku¨nneth formula
that [∆] is cohomologous to a smooth real closed (m,m) form Ω which is a linear combination of
smooth forms of type β(z) ∧ β′(ζ) where β and β′ are closed real forms on X of bidegree (r,m− r)
and (m − r, r) respectively (cf. [17, §2.1]). Then by [16, Proposition 2.3.2] there exists a negative
(m− 1,m− 1) form K on X ×X, smooth away from ∆ such that
ddcK = [∆]− Ω
satisfying
(2.2) ‖K(·)‖∞ . −dist(·,∆)2(1−k) log dist(·,∆) and ‖∇K(·)‖∞ . dist(·,∆)1−2k
where ‖∇K‖∞ denotes the sum
∑
j |∇Kj | and Kj’s are the coefficients of K for a fixed atlas of
X ×X. This implies that for T ∈ Ck, the (k − 1, k − 1) current
U(z) :=
∫
z 6=ζ
(T (ζ)− ωk(ζ)) ∧K(z, ζ)
is well defined (cf. [16, Theorem 2.3.1]). Moreover,
ddcU = T − ωk.
Indeed, let πi : X ×X → X denote the projection on the ith coordinate with i = 1, 2. Note that
U = (π1)∗(π∗2(T − ωk) ∧K)
and since T − ωk is closed
ddcU = (π1)∗(π∗2(T − ωk) ∧ ddcK)
= (π1)∗(π∗2(T − ωk) ∧ [∆])− (π1)∗(π∗2(T − ωk) ∧ Ω)
= T − ωk
where the last equality follows from observing that the cohomology class {T−ωk} = 0 in Hk,k(X,R)
and Ω is a linear combination of smooth forms of type β ∧ β′ with β and β′ are closed.
Super-potentials of positive closed currents were introduced by Dinh and Sibony [16] in the
setting of complex projective space Pm (see also [17]). The approach of [16] can be easily extended
to compact Ka¨hler homogeneous manifolds. If T is a smooth form in Ck, super-potential of T of
mean c is defined by
UT : Cm−k+1 → R ∪ {−∞}
(2.3) UT (R) = 〈T, UR〉
where UR is a quasi-potential of R of mean c. Then it follows that (see [16, Lemma 3.1.1])
(2.4) UT (R) = 〈UT , R〉
where UT is a quasi-potential of T of mean c. In particular, the definition of UT in (2.3) is independent
of the choice of UR of mean c. Note that super-potential of T of mean c
′ is given by UT +c′−c.More
generally, for an arbitrary current T ∈ Ck super-potential of T is defined by UT (R) on smooth forms
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R ∈ Cm−k+1 as in (2.3) where UR is smooth. Then the definition of super-potential can be extended
in a unique way to an affine usc function on Cm−k+1 with values in R ∪ {−∞} by approximation
(see [16, Proposition 3.1.6] and [16, Corollary 3.1.7]). Namely,
UT : Cm−k+1 → R ∪ {−∞}
UT (R) = lim sup
R′→R
UT (R
′)
where R′ ∈ Cm−k+1 is smooth.
Remark 2.2. It follows from Theorem 2.1 that for each T ∈ Ck there exists a negative super
potential UT of T such that its mean satisfies
|UT (ωm−k+1)| ≤ C
where C > 0 is independent of T ∈ Ck.
Another feature of super-potentials is that for each 1 ≤ k ≤ m, one can define a function
Uk : Ck × Cm−k+1 → R
Uk(T,R) := UT (R) = UR(T )
where UT and UR are super-potentials of T and R of the same mean. Moreover, Uk is u.s.c. (cf.
[16, Lemma 4.1.1]):
Lemma 2.3. Let Tn ∈ Ck, Rn ∈ Cm−k+1 be sequences of positive closed currents such that Tn → T
and Rn → R in the sense of currents as n→∞. Then
lim sup
n→∞
UTn(Rn) ≤ UT (R).
Next result indicates that super-potentials determine the currents:
Proposition 2.4. Let T, T ′ be currents in Ck with super-potentials UT ,UT ′ of mean c. If UT = UT ′
on smooth forms in Cm−k+1 then T = T ′.
Proof. Let Φ be a smooth (m−k,m−k) form. Then there exists C > 0 such that Cωm−k+1+ddcΦ ≥
0. Thus,
UT (Cω
m−k+1 + ddcΦ) = UT ′(Cωm−k+1 + ddcΦ)
which implies that
〈T,Φ〉 = 〈T ′,Φ〉.

2.2. Currents with continuous super-potentials. In this section we consider currents T ∈ Ck
with continuous super-potentials.
The space DSHm−k(X): Following [15, 16], a real (m − k,m − k) current Φ of finite mass is
called dsh if there exists positive closed currents R± of bidegree (m − k + 1,m− k + 1) such that
ddcΦ = R+ −R−. Then one can define
‖Φ‖DSH := ‖Φ‖+min ‖R±‖
where ‖R±‖ := | ∫
X
R± ∧ ωk−1|. Note that since R+ and R− are cohomologous we have ‖R+‖ =
‖R−‖. We consider the space DSHk−p(X) with the weak topology: we say that Φn converges to Φ
if
• Φn → Φ in the sense of currents
• ‖Φn‖DSH is bounded
It follows from Theorem 2.1 that if Rn → R weakly in Ck then there exists negative quasi-potentials
Un, U of Rn, R such that Un converges to U in DSH
k−1(X). A positive closed current T ∈ Ck is
called PC if T can be extended to a linear continuous form on DSHm−k(X). We denote the value
of the extension by 〈T,Φ〉. Since smooth forms are dense in DSHm−k(X) the extension is unique.
The following result is a consequence of Theorem 2.1 (see [16, Proposition 3.3.1]).
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Proposition 2.5. A positive closed current is PC if and only if T has continuous super-potentials.
The next result is also adapted from [16] that relates continuity of quasi-potentials to that of
super-potentials of a positive closed current. We provide a proof for convenience of the reader.
Proposition 2.6. Let T ∈ C1
(1) T is PC if and only if T has continuous quasi-potentials.
(2) Let R ∈ Ck be a PC current and T = ω + ddcu for some continuous qpsh function u. Then
T ∧R is a PC current. In particular,
T k := T ∧ · · · ∧ T
is PC for 1 ≤ k ≤ m.
Proof. (1) Let T = ω + ddcu where u is continuous and Φ be a current in DSHm−1(X). We
write ddcΦ = ν+ − ν− for some measures ν± ∈ Cm. If Φ and ν± are smooth then
〈T,Φ〉 = 〈ω,Φ〉+ 〈u, ddcΦ〉
= 〈ω,Φ〉+ 〈u, ν+〉 − 〈u, ν−〉
since right hand side is well-defined and depends continuously on Φ ∈ DSHm−1(X) we
conclude that T extends to a continuous linear form on DSHm−1(X).
Conversely, for x ∈ X let Φx be a (m− 1,m− 1) current satisfying ddcΦx = δx − ωm. Then
using a regularization of Φx we see that
〈T,Φx〉 = 〈ω,Φx〉 − 〈u, ωm〉+ u(x)
since Φx and 〈T,Φx〉 depend continuously on x we conclude that u is continuous on X.
(2) Since T has locally bounded potentials the current T ∧ R is well-defined [2]. Now, if Φ ∈
DSHm−k−1(X) is a smooth form then one can define
〈T ∧R,Φ〉 := 〈R,ω ∧ Φ〉+ 〈R, uddcΦ〉
When Φ is not smooth the right hand side is still well-defined and depends continuously on
Φ. Indeed, since R is PC, for every positive closed (m−k,m−k) current S the measure R∧S
is well-defined and depends continuously on S. This is because for every smooth function ϕ
the current ϕS is DSH. Thus, we can define
〈R ∧ S, ϕ〉 := 〈R,ϕS〉.
Hence, T ∧R extends to a continuous linear form on DSHm−k−1(X).

2.2.1. Super-potentials of intersection products. Let T1 and T2 be two positive closed current of
bidegree (1, 1) and (k, k) respectively and assume that 1 ≤ k ≤ m − 1. We also let T1 = ω + ddcϕ
where ϕ is a qpsh function and UT1 denote the super-potential of T1 of mean zero. Recall that the
wedge product T1 ∧ T2 is well-defined in the sense of currents if and only if ϕ ∈ L1(T2 ∧ ωm−k) (see
[14, Chapter 1]). In this case, by [16, §4] the super-potential of T1 ∧ T2 of mean zero is given by
UT1∧T2 : Cm−k → R
(2.5) UT1∧T2(R) = 〈T1 ∧ T2, UR〉 = 〈T2, ω ∧ UR〉+ UT1(T2 ∧R)−UT1(T2 ∧ ωm−k)
whenever R is a smooth form and UR is a smooth quasi-potential of R of mean zero.
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2.3. Holomorphic sections. Let X be a projective manifold of complex dimension m. Given a
holomorphic line bundle π : L→ X we can find an open cover {Uα} of X and biholomorphisms ϕα :
π−1(Uα)→ Uα×C, trivializations of π−1(Uα). Then the line bundle L is uniquely determined (up to
isomorphism) by the transition functions gαβ : Uα ∩ Uβ → C defined by gαβ(z) = (ϕα ◦ ϕ−1β )|π−1(z) .
The functions gαβ are non-vanishing holomorphic functions on Uαβ := Uα ∩ Uβ satisfying{
gαβ.gβα = 1
gαβ .gβγ .gγα = 1
Recall that a singular metric h is given by a collection {e−ψα} of functions ψα ∈ L1(Uα) which are
called weight functions with respect to the trivializations ϕα satisfying the compatibility conditions
ψα = ψβ + log |gαβ | on Uαβ. We say that the metric is positively curved if ψα ∈ Psh(Uα) and the
metric is called smooth if ψα ∈ C∞(Uα) for every α. In the sequel, we assume that L admits a
smooth positively curved metric h = {e−ψα}. Then its curvature form is locally defined by
ω := ddcψα
which is a globally well-defined smooth closed (1, 1) positive form representing the class c1(L) where
c1(L) is the image of the Chern class of L under the mapping i : H
2(X,Z) → H1,1(X,R) induced
by the inclusion i : Z→ R and dV := ωm induces a volume form on X.
A global holomorphic section s = {sα} of L⊗n is a collection of holomorphic functions satisfying
the compatibility conditions sα = sβ.g
n
αβ on Uαβ . We denote the set of all global holomorphic
sections by H0(X,L⊗n). For s ∈ H0(X,L⊗n) we also set
||s(x)||hn := |sα(x)|e−nψα(x)
on Uα. By compatibility conditions this definition is independent of α.
For s ∈ H0(X,L⊗n) we let [Zs] denote the current of integration along the zero divisor of s. Then
by Poincare´-Lelong formula, locally we can write
[Zs] = dd
c log |sα|
on Uα hence,
[Zs] = nω + dd
c log ||s||hn
on X where the equality follows from compatibility conditions. Thus, we conclude that Z˜s :=
1
n
[Zs]
is a positive closed (1, 1) current representing the class c1(L) that is Z˜s ∈ C1.
On the other hand, if X is complex homogeneous then for each s ∈ H0(X,L⊗n) we let
(2.6) ϕs(z) :=
∫
z 6=ζ
(Z˜s(ζ)− ω(ζ)) ∧K(z, ζ).
Then by Theorem 2.1 we have
Z˜s = ω + dd
cϕs
where ϕs ≤ 0 and
|
∫
X
ϕsdV | ≤ C
where C > 0 independent of s ∈ H0(X,L⊗n) and n ∈ N. Note that since ϕs ≤ 0 the L1(ωm)-norms
of ϕs are uniformly bounded; thus, by Hartog’s lemma [14] the set {ϕs : s ∈ ∪∞n=1Sn} is pre-compact
in L1(ωm).
In the sequel, we denote the super-potential of Z˜s by
U
Z˜s
: Cm → [−∞, 0]
(2.7) U
Z˜s
(ν) =
∫
X
ϕsdν
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We remark that above definition of U
Z˜s
depends on the choice of the Kernel K(z, ζ) which is fixed
throughout this paper. On the other hand, for smooth ν ∈ Cm and Uν is a smooth quasi-potential
of ν of mean equal to
∫
X
ϕsdV then by (2.4) we have
(2.8) U
Z˜s
(ν) = 〈Z˜s, Uν〉.
2.4. Global extremal function. A subset K is said to be (locally) pluripolar if K ∩ Uα ⊂ {u =
−∞} for some u ∈ Psh(Uα). We say that K is globally pluripolar if K ⊂ {ϕ = −∞} for some
ϕ ∈ PSH(X,ω). It follows from [22, Theorem 7.2] that locally pluripolar sets are PSH(X,ω)-
pluripolar. Throughout this paper we assume that K ⊂ X is a non-pluripolar compact set. We
also let q : K → R be a continuous function. Following [22] we define the weighted global extremal
function V ∗K,q as usc regularization of
VK,q := sup{ϕ ∈ PSH(X,ω)| ϕ(x) ≤ q(x) for x ∈ K}.
It follows from [22, §5] that V ∗K,q ∈ PSH(X,ω), that is,
TK,q := ω + dd
cV ∗K,q
defines a positive closed (1, 1) current. Throughout this paper we assume that VK,q is continuous
so that VK,q = V
∗
K,q. It is well know that if K is locally regular compact set in C
m then VK,q is
continuous [34, Proposition 2.16]. The argument in [34] ((see also [3]) can be adapted to our setting.
Moreover, we have the following version of Siciak-Zaharjuta theorem:
Theorem 2.7. Let (K, q) be as above then
VK,q = sup{ 1
n
log ‖s(x)‖hn : s ∈ ∪∞n=1H0(X,L⊗n) and max
x∈K
(‖s(x)‖hne−nq(x)) ≤ 1}
Theorem 2.7 was proved in [22, §6] for unweighted case (i.e. q ≡ 0) and the argument in [22]
carries over to the setting of a continuous weight function q.
2.5. Bernstein-Markov inequality. Let K ⊂ X be a non-pluripolar compact set, q be a contin-
uous weight on K and τ be a measure supported on K. We say that the triple (K, q, τ) satisfies the
weighted Bernstein-Markov inequality if
max
x∈K
(‖s(x)‖hne−nq(x)) ≤Mn(
∫
K
‖s(z)‖2hne−2nq(z)dτ)
1
2
for all s ∈ H0(X,L⊗n) and lim sup
n→∞
(Mn)
1
n = 1.
It follows that such a triple induces a weighted L2-norm on H0(X,L⊗n) defined by
(2.9) ‖s‖L2q,τ :=
( ∫
K
‖s(x)‖2hne−2nq(x)dτ(x)
) 1
2
and we fix an orthonormal basis {Snj }dnj=1 for H0(X,L⊗n) with respect to the inner product defined
by (2.9). Then a section sn ∈ H0(X,L⊗n) can be written uniquely as
sn(x) =
dn∑
j=1
a
(n)
j S
n
j (x).
where dn := dimH
0(X,L⊗n). Recall that since L is positive there exists a constant C > 0 such that
C−1nm ≤ dn ≤ Cnm for n ∈ N.
In the sequel, we assume that a
(n)
j are i.i.d. complex (or real) valued random variables whose
distribution P = φ(z)dλ is absolutely continuous with respect to the Lebesgue measure λ on C and
its density function satisfies
0 ≤ φ(z) ≤ C for all z ∈ C
P{z ∈ C : |z| > R} ≤ C
(logR)ρ
for sufficiently large R > 0
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where ρ > dimX + 1.
In what follows, we consider the coefficients a(n) := {a(n)j }j as points in Cdn and (Cdn ,Pn) as a
probability space where Pn is the dn-fold product measure induced by P. We also denote
‖a(n)‖ := (
dn∑
j=1
|a(n)j |2)
1
2
is the ℓ2 norm on Cdn . Finally, we define C := ∏∞n=1Cdn endowed with the product measure
P :=
∏∞
n=1Pn and consider the probability space (C,P). The following lemma will be useful in
the sequel:
Lemma 2.8. For P-a.e. {a(n)}n≥1 ∈ C
lim
n→∞
1
n
log ‖a(n)‖ = 0.
Proof. We fix ǫ > 0 such that ρ(1 − ǫ) > m+ 1. First, we show that with probability one,
‖a(n)‖ ≤ dnen
1−ǫ
for sufficiently large n. Indeed,
P{a(n)j ∈ C : |a(n)j | > en
1−ǫ} ≤ C
n(1−ǫ)ρ
which implies that
Pn{a(n) ∈ Cdn : ‖a(n)‖ > dnen
1−ǫ} ≤ Cdn
n(1−ǫ)ρ
where the later defines a summable sequence. Thus, the claim follows from Borel-Cantelli lemma.
Since dn = O(n
m) we conclude that
lim sup
n→∞
1
n
log ‖a(n)‖ ≤ 0
with probability one.
On the other hand, since |φ(z)| ≤ C by independence of a(n)j ’s
Pn{a(n) ∈ Cdn : ‖a(n)‖ < 1
n
} ≤ P{z ∈ C : |z| < 1
n
} ≤ Cλ{z ∈ C : |z| < 1
n
}
=
Cπ
n2
thus, again, by using Borel-Cantelli lemma we obtain
‖a(n)‖ ≥ 1
n
with probability one. Hence,
lim inf
n→∞
1
n
log ‖a(n)‖ ≥ 0.

2.6. Bergman kernel asymptotics. A triple (K, τ, q) satisfying the Bernstein-Markov inequality
induces an inner product (2.9) on the space of global sections with values in L⊗n. Recall that
Bergman kernel for the Hilbert space H0(X,L⊗n) is the integral kernel of the orthogonal projection
from L2-space of global sections with values in L⊗n onto H0(X,L⊗n). It is well-known that it can
be represented as a holomorphic section
Sn(x, y) =
dn∑
j=1
Snj (x)⊗ Snj (y)
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of the line bundle L⊗n ⊠ L⊗n over X × X. The point-wise norm of restriction of Sn(x, y) to the
diagonal is given by
‖Sn(x, x)‖hn =
dn∑
j=1
‖Snj (x)‖2hn .
The following result is well-known in the Cm setting [8, Lemma 3.2] and the argument in [8] can be
adapted to our setting. (cf. [4, Theorem 1.5] for the case K = X).
Proposition 2.9. Let Sn(z, z) denote the Bergman kernel on the diagonal then
lim
n→∞
1
2n
log ‖Sn(x, x)‖hn = VK,q(x)
for every x ∈ X. Moreover, if VK,q is continuous then the convergence is uniform on X.
The next observation will be useful in the sequel.
Proposition 2.10. For µ-a.e. {sn} ∈ S∞
lim sup
n→∞
1
n
log ‖sn(x)‖hn ≤ VK,q(x)
for every x ∈ X.
Proof. We write sn =
∑dn
j=1 a
(n)
j S
n
j then by Cauchy-Schwarz inequality
1
n
log ‖sn(x)‖hn ≤
1
2n
log
dn∑
j=1
|a(n)j |2 +
1
2n
log
dn∑
j=1
‖Snj (x)‖2hn
thus the assertion follows from Lemma 2.8 and Proposition 2.9. 
3. Expected distribution of zeros
In this section we prove the first part of Theorem 1.1. For this, we assume that X is merely
projective and L → X is a positive holomorphic line bundle. The following lemma is an improved
version of [7, Proposition 7.2]:
Lemma 3.1. Let u ∈ Cdn be a unit vector then∫
Cdn
| log |〈a, u〉||dPn(a) = O(n1−ǫ)
for some small ǫ > 0.
Proof. We fix ǫ > 0 such that (ρ− 1)(1− ǫ) ≥ m. First, we prove that
(3.1)
∫
{log |〈a,u〉|>mn1−ǫ}
log |〈a, u〉|dPn(a) ≤ Cm
where Cm > 0 is a constant which depends only on m. Note that for k ∈ N
{a ∈ Cdn : log |〈a, u〉| > kn1−ǫ} ⊂ {a ∈ Cdn : ‖a‖ > ekn1−ǫ} ⊂
dn⋃
j=1
{aj ∈ C : |aj | ≥ e
kn1−ǫ
√
dn
}
Hence, by (1.3) for sufficiently large n we obtain
(3.2) rk(n) := Pn{a ∈ Cdn : log |〈a, u〉| > kn1−ǫ} ≤ Cn
m
kρn(1−ǫ)ρ
for every k ≥ m. Now, letting
Rk(n) := {a ∈ Cdn : kn1−ǫ < log |〈a, u〉| ≤ (k + 1)n1−ǫ}
then
Pn(Rk(n)) = rk(n)− rk+1(n)
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and we see that∫
{log |〈a,u〉|>mn1−ǫ}
log |〈a, u〉|dPn(a) ≤
∞∑
k=m
(k + 1)n1−ǫ(rk(n)− rk+1(n))
≤ n1−ǫ((m+ 1)rm(n) +
∞∑
k=m+1
rk(n))
≤ n1−ǫ((m+ 1) Cn
m
mρnρ(1−ǫ)
+
Cnm
nρ(1−ǫ)
∞∑
k=m+1
k−ρ)
≤ Cn
m
n(ρ−1)(1−ǫ)
(
m+ 1
mρ
+
∞∑
k=m+1
k−ρ).
Since (ρ− 1)(1 − ǫ) ≥ m the claim follows.
Next, we show that
(3.3)
∫
{log |〈a,u〉|<−mn1−ǫ}
| log |〈a, u〉||dPn(a) ≤ Cm
where Cm > 0 is a constant which depends only on m. To this end we show that
lk(n) := Pn{a ∈ Cdn : |〈a, u〉| ≤ e−kn
1−ǫ} ≤ Cdne−2kn
1−ǫ
.
where C > 0 constant as in (1.2), in particular, independent of n. Indeed, since u is a unit vector
we may assume that |u1| ≥ 1√dn where u = (u1, u2, . . . , udn). Following [7, Lemma 2.8] we apply the
change of variables α1 =
∑dn
i=1 aiui, α2 = a2, . . . , αdn = adn and we obtain
lk =
∫
Cdn−1
∫
|α1|≤e−kn1−ǫ
1
|u1|2φ(
α1 − α2u2 − · · · − αdnudn
u1
)φ(α2) . . . φ(αdn)dλ(α1) . . . dλ(αdn)
≤ Cdne−2kn
1−ǫ
Next, for k ≥ m we let
Dk(n) := {a ∈ Cdn : e−(k+1)n
1−ǫ
< |〈a, u〉| ≤ e−kn1−ǫ}
then
(3.4) Pn(Dk(n)) ≤ Pn{a ∈ Cdn : |〈a, u〉| ≤ e−kn
1−ǫ} ≤ Cnme−2kn1−ǫ
and ∫
{log |〈a,u〉|<−mn1−ǫ}
| log |〈a, u〉||dPn(a) =
∞∑
k=m
∫
Dk
| log |〈a, u〉||dPn
≤
∞∑
k=m
(k + 1)nm+1−ǫe−2kn
1−ǫ
≤ nm+1−ǫ
∫ ∞
m
(x+ 1)e−2xn
1−ǫ
dx
≤ Ce−2mn1−ǫnm
where C > 0 depends only on m which proves (3.3).
Combining (3.1) and (3.3) we conclude that∫
{| log |〈a,u〉||>mn1−ǫ}
| log |〈a, u〉||dPn(a) ≤ Cm
since Pn is a probability measure this finishes the proof. 
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Theorem 3.2. Let X be a projective manifold, L → X be a positive holomorphic line bundle and
K ⊂ X is a locally regular compact set together with a continuous function q : K → R then
E[Z˜s]→ TK,q
in the sense of currents as n→∞.
Proof. We need to show that for every smooth (m− 1,m− 1) form Φ on X∫
Sn
〈Z˜s,Φ〉dµn(s)→ 〈TK,q,Φ〉
as n→ ∞. We may assume that supp(Φ) ⊂ Uα for some α. The general case follows from covering
the supp(Φ) by Uα’s and using the compatibility conditions. Following [30], let eα : Uα → L be a
holomorphic frame for L over Uα then for s ∈ H0(X,L⊗n) we may write
s =
dn∑
j=1
ajfje
⊗n
L
on Uα and denote
〈a, f〉 :=
dn∑
j=1
ajfj
where Snj = fje
⊗n
L and f = (f1, f2, . . . , fdn). Then by Poincare´ Lelong formula
Z˜s =
1
n
ddc log |〈a, f〉|
on Uα. Evidently,
log |〈a, f〉| = log |〈a, u〉|+ log |f |
where f = |f |u and |u| ≡ 1 on Uα. Then it follows from Lemma 3.1 that
(3.5)
∫
X×Cdn
| log |〈a, u〉|ddcΦ|dPn(a) ≤ Cmn1−ǫ‖ddcΦ‖∞
for large n. Hence, by Fubini’s Theorem we obtain∫
Sn
〈Z˜s,Φ〉dµn(s) =
∫
Cdn
∫
X
1
n
ddc log |〈a, f〉| ∧Φ dPn(a)
=
∫
X
∫
Cdn
1
n
log |〈a, u(x)〉|dPn(a) ddcΦ(x) +
∫
X
1
2n
log
dn∑
j=1
|fj |2ddcΦ
= I1(n) + I2(n)
Note that by (3.5) we have I1(n)→ 0 as n→∞. On the other hand, by Proposition 2.9 we obtain
I2(n)→ 〈TK,q,Φ〉 as n→∞. This completes the proof. 
We remark that if a
(n)
j are standard complex Gaussians then the integral I1(n) in the proof of
Theorem 3.2 is equal to zero (see [30, Lemma 3.1]). In particular, the expected zero current is given
by
(3.6) E[Z˜sn ] = (Φ
S
n)
∗ωFS
where
ΦSn : X → Pdn−1
x→ [Sn1 (x) : · · · : Sndn(x)]
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is the Kodaira map defined by the orthonormal basis S = {Sn1 , . . . , Sndn} and ωFS is the Fubini-Study
form on the complex projective space Pdn−1. In our setting this is no longer the case. In fact, it
follows from Theorem 3.2 that
E[Z˜sn ] = (Φ
S
n)
∗ωFS +O(n−ǫ)
for some small ǫ > 0 where by O(n−ǫ) we mean a real closed (1, 1) current Tn such that
|〈Tn,Φ〉| ≤ Cn−ǫ‖ddcΦ‖∞
where C > 0 is independent of n and the smooth form Φ. If a
(n)
j are standard complex Gaussian
then it is classical that (see [32, 33, 8]) the identity (3.6), Proposition 2.9 and Theorem 3.2 implies
that for 1 ≤ k ≤ m
E[Z˜s1n,...,skn ] = ((Φ
S
n)
∗ωFS)k → T kK,q
in the sense of currents as n → ∞. We prove the analogue result in our setting. We utilize some
arguments from [33] to prove the following:
Corollary 3.3. Let X be a projective manifold, L → X be a positive holomorphic line bundle and
K ⊂ X be a locally regular compact set together with a continuous function q : K → R. Then
E[Z˜s1n,...,skn ] = E[Z˜s1n ] ∧ · · · ∧ E[Z˜skn ].
Moreover,
E[Z˜s1n,...,skn ]→ T kK,q
in the sense of currents as n→∞.
Proof. Note that for systems (s1n, . . . , s
k
n) in general position, by Bertini’s theorem their zero sets
are smooth and intersect transversally and [Z˜s1n,...,skn ] = [Z˜s1n ] ∧ · · · ∧ [Z˜skn ] is a positive closed (k, k)
current of mass one and hence E[Z˜s1n,...,skn ] is well-defined.
We prove the assertion by induction on k. Note that the case k = 1 was proved in Theorem 3.2.
Assume that the the claim holds for k − 1. We fix s1 such that X ′ := Zs1 is a smooth hypersurface
in X. We also denote the restriction s′ := s|X′ for generic s ∈ Sn and define the restriction map
χ : Sn → S ′n where S ′n = Sn|X′ . We endow S ′n with the probability measure µ′n := χ∗µn. Then by
induction hypothesis applied on X ′ = Zs1∫
Sk−1n
〈Z˜s1,s2,...,sk ,Φ〉dµn(s2) . . . dµn(sk) =
∫
(S′n)k−1
〈Z˜s′2,...,s′k ,Φ|X′〉dµ′n(s′2) . . . dµ′n(s′k)
= 〈E[Z˜s′2 ] ∧ · · · ∧ E[Z˜s′k ],Φ|X′〉
=
∫
Zs1
E[Z˜s2 ] ∧ · · · ∧ E[Z˜sk ] ∧ Φ
then taking the average over s1 we obtain the first assertion.
To prove the second assertion, we let
(3.7) αn := ω +
1
2n
ddc log ‖Sn(x, x)‖hn
and we claim that
〈E[Z˜s1,...,sk ],Φ〉 = 〈αkn,Φ〉+ CΦ,n
where CΦ,n is the “error term” which satisfies the uniform estimate
|CΦ,n| ≤ Cn−ǫ‖ddcΦ‖∞
where ǫ > 0 small as in Lemma 3.1 and C > 0 is independent of smooth form Φ and sufficiently
large n. Note that the case k = 1 was proved in Theorem 3.2. Now, using the above notation and
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by applying induction hypothesis on X ′ = Zs1∫
Zs1
〈Z˜s2,...,sk ,Φ〉dµn(s2) . . . dµn(sk) = 〈E[Z˜s′2,...,s′k ],Φ|X′〉
=
∫
Zs1
αk−1n ∧ Φ+ CX′,Φ,n
where
|CX′,Φ,n| ≤ Cn−ǫ‖ddcx′(Φ|X′)‖∞ ≤ Cn−ǫ‖ddcΦ‖∞
∫
X′
ωm−1 = Cn−ǫ‖ddcΦ‖∞
where the later equality comes from computing the integral in cohomology. Now, taking the average
over s1 and using the estimate in proof of Theorem 3.2 we obtain
〈E[Z˜s1,...,sk ],Φ〉 = 〈αn, αk−1n ∧Φ〉+ C′Φ,n +
∫
Sn
CX′,Φ,ndµn(s1)
= 〈αkn,Φ〉+ CΦ,n
where
|CΦ,n| ≤ |C′Φ,n|+
∫
Sn
|CX′,Φ,n|dµn(s1) ≤ Cn−ǫ‖αk−1n ∧ ddcΦ‖∞ + Cn−ǫ‖ddcΦ‖∞
Thus, the assertion follows from the above estimate and the uniform convergence of Bergman kernels
to weighted global extremal function (Proposition 2.9) together with a theorem of Bedford and Taylor
[2, §7] on convergence of Monge-Ampe`re measures. 
4. Almost everywhere convergence to the expected limit distribution
In this section we prove the second assertion in Theorem 1.1 for the case k = 1.
Theorem 4.1. Let X be a projective homogeneous manifold, L→ X be a positive holomorphic line
bundle and K ⊂ X be a locally regular compact set with a continuous weight q. Then for µ-a.e.
{sn}n≥1 ∈ S∞
Z˜sn → TK,q
in the sense of currents as n→∞.
Proof. By [16, Lemma 3.2.5] and Proposition 2.4, it is enough to show that for µ-a.e. {sn} ∈ S∞ the
sequence of super potentials {U
Z˜sn
} converges to the super-potential of TK,q on smooth measures
in Cm. To this end, for a fixed smooth measure ν ∈ Cm we define the sequence of random variables
Xn : S∞ → (−∞, 0]
Xn({sj}j≥1) = UZ˜sn (ν)
where U
Z˜sn
denotes the super-potential of Z˜sn defined by (2.7). Thus, {Xn} is a sequence of
negative independent random variables (but they are not identically distributed). Note that since ν
is smooth, VK,q is ν-integrable and by Theorem 3.2
E[Xn] =
∫
Sn
〈Z˜sn , Uν〉dµn(sn)→ 〈TK,q, Uν〉 = UTK,q (ν)
as n→∞ where Uν is the quassi-potential of ν defined by (2.8). This in turn implies that
(4.1) lim
n→∞
E[
1
n
n∑
k=1
Xk] = UTK,q (ν).
On the other hand, the variance of Xn is given by
V ar[Xn] = E[X
2
n]− (E[Xn])2.
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Note that the second term in the variance of Xn is bounded by a constant independent of n. We
will show that the first term is also bounded by a constant independent of n:
Lemma 4.2. Let ν and Xn be as above. Then
V ar[Xn] ≤ CL,ν
where CL,ν > 0 depends only on ν and L→ X.
Proof. It is enough to show that E[X2n] ≤ CL,ν . Indeed, since ν is smooth, Uν is Lipschitz on C1
with respect to distα. Then by [15, Proposition A.3] and [18, Theorem 3.9] (see also [19, Theorem
1.1]) there exists constants α > 0, C > 0 (depending only on L → X and ν) such that for every
sn ∈ H0(X,L⊗n) and n ≥ 1 ∫
X
exp(−αϕsn)dν ≤ C
where ϕsn is the quasi potential of Z˜sn defined by (2.6). Now, by using e
x ≥ x22! for x ≥ 0 we
conclude that
‖ϕsn‖L2(ν) ≤ CL,ν
for some constant CL,ν > 0 which depends only on L → X and ν but independent of sn. Thus, by
Jensen’s inequality we obtain
E[X2n] =
∫
Sn
X2ndµn
=
∫
Sn
(U
Z˜sn
(ν))2dµn
=
∫
Sn
(
∫
X
ϕsndν)
2dµn
≤
∫
Sn
(
∫
X
ϕ2sndν)dµn
≤ Cω,ν

Hence, by Lemma 4.2, Kolmogorov’s strong law of large numbers [5] and (4.1) we obtain that for
µ-a.e. {sn} ∈ S∞
(4.2)
1
n
n∑
k=1
U
Z˜sk
(ν)→ UTK,q (ν)
as n → ∞. Note that since ν is a probability measure, L2(ν) norm dominates L1(ν) norm. In
particular Xn’s are bounded. Next, we use the following lemma:
Lemma 4.3. [36, Theorem 1.20] Let {bj} be a bounded sequence of negative real numbers. TFAE:
(1) There exists a subsequence {bjk} of relative density one (i.e. kjk → 1 as k → ∞) such that
bjk → 0.
(2) lim
n→∞
1
n
n∑
j=1
bj = 0.
Thus, we conclude that µ-a.e. {sn} ∈ S∞ has a subsequence {snj} of density one such that
U
Z˜snj
(ν)→ UTK,q (ν).
We will show that in the above case, in fact, the whole sequence {U
Z˜sn
(ν)}n converges to UTK,q (ν).
Indeed, since U
Z˜sn
≤ 0 by a variation of Hartogs Lemma [16, Prop 3.2.6] either U
Z˜sn
converges
uniformly to −∞ or there exists a subsequence Z˜snk such that Z˜snk → T weakly for some T ∈ C1
EQUIDISTRIBUTION OF ZEROS OF RANDOM HOLOMORPHIC SECTIONS 19
and U
Z˜snk
→ UT on smooth measures. However, by Remark 2.2 we know that the means UZ˜sn (ω
m)
are uniformly bounded. Hence, the later occurs. Next, we prove the following lemma:
Lemma 4.4. For µ-a.e. {sn} ∈ S∞
lim sup
n→∞
U
Z˜sn
(σ) ≤ UTK,q (σ)
for every smooth σ ∈ Cm where UTK,q denotes the super-potential of TK,q of mean lim supn→∞ UZ˜sn (ω
k).
In particular, for µ-a.e. {sn} ∈ S∞, if Z˜snk → T in the sense of currents then
UT ≤ UTK,q
on smooth probability measures in Cm.
Proof. For smooth σ ∈ Cm by (2.8) we have
U
Z˜sn
(σ) = 〈Z˜sn , Uσ〉
= 〈ω + 1
n
ddc log ‖sn‖hn , Uσ〉
= 〈ω,Uσ〉+ 〈 1
n
log ‖sn‖hn , ddcUσ〉
where Uσ is smooth and dd
cUσ = σ − ωm. Now, using
1
n
log ‖sn(x)‖hn ≤
1
2n
log
dn∑
j=1
|a(n)j |2 +
1
2n
log
dn∑
j=1
‖Snj (x)‖2hn
by Lemma 2.8 and uniform convergence of Bergman kernels in Proposition 2.9 we obtain
lim sup
n→∞
U
Z˜sn
(σ) ≤ 〈ω,Uσ〉+ 〈VK,q , ddcUσ〉
= 〈TK,q, Uσ〉
= UTK,q (σ)

Now, by Proposition 2.6 the super-potential UTK,q is continuous on Cm. If, UT (ν) 6= UTK,q (ν)
then by [16, Proposition 3.2.2]
U
Z˜snk
(ν) < UTK,q (ν)
for large k. Since U
Z˜snk
are negative this contradicts (4.2). Thus, UT and UTK,q agrees on smooth
measures. Hence, T = TK,q by Proposition 2.4.
So far, we have proved that for every smooth measure ν ∈ Cm there exists a set Sν ⊂ S∞ of
probability one such that for every {sn}n∈N ∈ Sν
U
Z˜sn
(ν)→ UTK,q (ν)
as n→∞. Now, we fix a countable dense subset of smooth measures {νj}j∈N ⊂ Cm with respect to
the distα for some fixed α > 0 and define
S := ∩∞j=1Sνj .
Note that S has probability one. We claim that for every smooth ν ∈ Cm
UTK,q (ν) = lim
n→∞
U
Z˜sn
(ν)
for every {sn}n≥1 ∈ S . Indeed, let ν′ → ν in (Cm, distα) with ν′ ∈ {νj}j∈N then
|U
Z˜sn
(ν) −UTK,q (ν)| ≤ |UZ˜sn (ν − ν
′)|+ |U
Z˜sn
(ν′)−UTK,q (ν′)|+ |UTk,q (ν′ − ν)|
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where the second term tends to 0 by above argument and the third terms tends to 0 by Proposition
2.6. Finally, since ν and ν′ are smooth the first term can be bounded
|U
Z˜sn
(ν − ν′)| = |〈ϕsn , ν − ν′〉| ≤ |
∫
ϕsnfdV |
where f := fν′,ν is a smooth function with ‖f‖∞ → 0 as ν′ → ν. Since |
∫
ϕsndV | ≤ C for every
sn ∈ Sn and n ∈ N this finishes the proof. 
Remark 4.5. Finally, we stress that one can work with quasi-potentials of positive closed (1, 1)
currents rather than super-potentials to prove Theorem 4.1. In particular, the assertion of Theorem
4.1 is still valid if X is merely projective manifold but not homogenous. We refer the reader to [7]
for such a treatment.
5. Almost everywhere convergence for bidegree (k, k)
Let Skn = (s
1
n, s
2
n, . . . , s
k
n) be a k-tuple of i.i.d random holomorphic sections s
j
n ∈ Sn for j =
1, 2, . . . , k where 1 ≤ k ≤ m. We are interested in distribution of simultaneous zeros:
ZSkn := {x ∈ X : s1n(x) = · · · = skn(x) = 0}
We denote set of all such k-tuples (respectively sequences of k-tuples) by Skn :=
∏k
j=1 Sn (respectively
by Sk∞ :=
∏k
j=1 S∞) endowed with k-fold the product measure µkn (respectively µk) induced by µn
(respectively µ). By Bertini’s theorem [21, pp 137] with probability one the zero sets of Z
s
j
n
are
smooth and intersect transversally. In particular, for generic Skn ∈ Skn the zero set ZSkn is a complex
submanifold of codimension k. Moreover, almost surely the current of integration along the set ZSkn
is given by
[ZSkn ] = [Zs1n ] ∧ · · · ∧ [Zskn ].
Next, we may write
(5.1) Z˜Skn :=
1
nk
[ZSkn ] = ω
k + ddcUSkn
where
(5.2) USkn(z) =
∫
z 6=ζ
(Z˜Skn(ζ)− ωk(ζ)) ∧K(z, ζ)
is the negative (k − 1, k − 1) current given by Theorem 2.1.
Theorem 5.1. Let X be a projective homogeneous manifold, L→ X be a positive holomorphic line
bundle and K ⊂ X be a locally regular compact set with a continuous weight q. Then for µk-a.e.
{Skn}n≥1 ∈ Sk∞
Z˜Skn → T kK,q
in the sense of currents as n→∞.
Proof. We will prove the theorem by induction on k. Note that the case k = 1 was proved in
Theorem 4.1. Let’s assume that the assertion holds for k − 1.
Now, given Z˜Skn ∈ Skn we let UZ˜Skn be as in (5.2) then by Theorem 2.1
(5.3) |〈U
Z˜
Skn
, ωm−k+1〉| ≤ C
where C > 0 is independent of Skn and n ∈ N. We denote the super-potential of Z˜Skn by
U
Z˜
SKn
(R) = 〈U
Z˜
Skn
, R〉
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whenever R is a smooth form in Cm−k+1. Note that by [16, Lemma 3.2.5] and Proposition 2.4 it is
enough to show that with probability one, U
Z˜
Skn
(R) converges to UTk
K,q
(R) for every smooth form
R ∈ Cm−k+1. To this end we fix a smooth form R ∈ Cm−k+1 and define the random variables
Xn : Sk∞ → (−∞, 0]
Xn({Skj }j≥1) = UZ˜Sn (R)
Note that Xn are independent (but not identically distributed) random variables. We will need the
following lemma, proof of which is deferred until the end of this section.
Lemma 5.2. Let Xn be as above then the variance of Xn satisfies
V ar[Xn] ≤ CL,Rn−ǫ
where ǫ > 0 small and CL,R > 0 depends only on the Chern class of the line bundle L→ X and the
smooth form R.
Then by Kolmogorov’s strong law of large numbers we conclude that for µk-a.e. S ∈ Sk∞
1
n
n∑
j=1
Xj(S)− E[ 1
n
n∑
j=1
Xj]→ 0
as n→∞. On the other hand, by Corollary 3.3
E[Z˜Skn ]→ T kK,q
in the sense of currents as n→∞. Thus, we infer that with probability one
(5.4) lim
n→∞
1
n
n∑
j=1
U
Z˜Sj
(R) = UTK,q (R).
Note that since R is smooth by (5.3)
|Xn({Skj }j≥1)| ≤ CR
where CR > 0 depends on R but independent of S
k
n ∈ Skn and n ∈ N. Thus, by Lemma 4.3 we
conclude that µk-a.e. {Skn}n≥1 has a subsequence {Sknj} of density one such that
U
Z˜
Sknj
(R)→ UTkK,q (R)
as j →∞. Next, we will show that in this case in fact the whole sequence {U
Z˜
Skn
(R)}n≥1 converges.
Indeed, since U
Z˜
Skn
≤ 0 on Cm−k+1 by [16, Prop 3.2.6] either {UZ˜
Skn
}n≥1 converges uniformly to
−∞ or {Skn}n≥1 has a subsequence Skni such that
Z˜Skni
→ T
for some T ∈ Ck in the sense of currents as ni →∞ and
U
Z˜
Skni
→ UT
on smooth forms in Cm−k+1 whereUT is the super-potential of T of meanm := limni→∞〈UZ˜
Skni
, ωm−k+1〉.
However, the former is not possible as the means {〈U
Z˜
Skn
, ωm−k+1〉}n≥1 are uniformly bounded by
(5.3). Hence, the later occurs. Next, we prove the following lemma:
22 TURGAY BAYRAKTAR
Lemma 5.3. For µk-a.e. {Sn} ∈ Sk∞,
lim sup
n→∞
U
Z˜Sn
(Φ) ≤ UTkK,q (Φ)
for every smooth form Φ ∈ Cm−k+1 where UTk
K,q
denotes the super-potential of T kK,q of mean
lim supn→∞ UZ˜Sn (ω
m−k+1). In particular, for µk-a.e. {Skn} ∈ Sk∞, if Z˜Skni → T for some T ∈ Ck in
the sense of currents then
UT ≤ UTkK,q
on smooth forms in Cm−k+1.
Proof. We let U denote the super-potential of mean zero. We prove the lemma by induction on k.
Note that the case k = 1 was proved in Lemma 4.4. Assume that the assertion holds for k − 1. By
Bertini’s theorem [21] for generic Skn = (S
′
n, s
k
n) we may write
Z˜Skn = Z˜S′n ∧ Z˜skn
where S′n ∈ Sk−1n . Then by (2.5) almost surely the super potential of Z˜Skn of mean zero is given by
U
Z˜
Skn
(Φ) = 〈Z˜S′n , ω ∧ UΦ〉+ UZ˜skn (Z˜S
′
n
∧ ddcUΦ)
where UΦ is a smooth quasi-potential of Φ ∈ Cm−k+1 of mean zero. Moreover, by induction hypoth-
esis for generic sequences Z˜S′n → T k−1K,q and Zskn → TK,q in the sense of currents. Then by Lemma
2.3 we have
lim sup
n→∞
U
Z˜
skn
(Z˜S′n ∧ ddcUΦ) ≤ UTK,q (T k−1K,q ∧ ddcUΦ)
On the other hand, by induction hypothesis again
lim sup
n→∞
US′n(ω ∧ Φ) = lim sup
n→∞
〈Z˜S′n , ω ∧ UΦ〉 ≤ UTk−1K,q (ω ∧ Φ) = 〈T
k−1
K,q , ω ∧ UΦ〉
Thus, combining these and using (2.5) we conclude that
lim sup
n→∞
U
Z˜Sn
(Φ) ≤ UTk
K,q
(Φ)
for every smooth form Φ in Cm−k+1. 
Now, by Proposition 2.6, the super-potential UTK,q is continuous on Cm−k+1. If UT (R) 6=
UTk
K,q
(R) then
UT (R) < UTkK,q (R)
thus, by [16, Prop 3.2.2]
U
Z˜
Sknj
(R) < UTkK,q (R)
for large nj but this contradicts (5.4) as UZnj are negative. Hence, we conclude that for every
smooth R ∈ Cm−k+1 there exists a set SR ⊂ Sk∞ of probability one such that
UTkK,q
(R) = lim
n→∞UZSkn
(R)
for every {Skn}n≥1 ∈ SR. Finally, applying the density argument given at the end of the Proof of
Theorem 4.1 completes the proof. 
Next, we prove Lemma 5.2. The proof is based on induction on bidegree. For k = 1, we provide
a different proof than the one given in Lemma 4.2 which provides some precision on the bound of
the variance of X ′ns. We utilize some ideas from [30, 29].
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Proof of Lemma 5.2. First, we prove the case k = 1 : we use the same notation as in Lemma 3.1
and Theorem 3.2. Note that
V ar[Xn] = E[X
2
n]− (E[Xn])2
where
E[X2n] =
∫
Sn
〈Z˜s, Uν〉2dµn(s)
and ν is a smooth measure in Cm and Uν is a smooth quasi-potential as in (2.8). We claim that
E[X2n] = 〈αn, Uν〉2 +O(n−ǫ‖ddcUν‖∞)
where αn as in (3.7) and ǫ > 0 as in Lemma 3.1. On the other hand, by Theorem 3.2
E[Xn] = 〈αn, Uν〉+O(n−ǫ‖ddcUν‖∞)
hence, the assertion follows for k = 1. Next, we prove the claim. Following [30] we write
E[X2n] =
1
n2
∫
X
∫
X
ddcUν(z)dd
cUν(w)
∫
Cdn
log |〈a, f(z)〉| log |〈a, f(w)〉|dPn(a)
The later integrant can be written as
log |〈a, f(z)〉| log |〈a, f(w)〉| = log |f(z)| log |f(w)| + log |f(z)| log |〈a, u(w)〉|
+ log |f(w)| log |〈a, u(z)〉|+ log |〈a, u(z)〉| log |〈a, u(w)〉|
where f and u as in the proof of Theorem 3.2. Thus, we may write
E[X2n] =: I1(n) + I2(n) + I3(n) + I4(n).
It follows from Theorem 3.2 that
I1(n) = 〈αn, Uν〉2
and for j = 2, 3
|Ij(n)| ≤ Cn−ǫ|〈αn, Uν〉|‖ddcUν‖∞.
Finally, we claim that
(5.5) |I4(n)| ≤ Cmn−2ǫ‖ddcUν‖2∞
where Cm > 0 is independent of n. Indeed, by Cauchy-Schwarz inequality
|I4(n)| ≤ 1
n2
‖ddcUν‖2∞ sup
z∈X
∫
Cdn
(log |〈a, u(z)〉|)2dPn(a)
thus, it is enough to show that for every unit vector u ∈ Cdn∫
{(log |〈a,u〉|)2>mn2−2ǫ}
(log |〈a, u〉|)2dPn(a) ≤ Cmn1−ǫ.
where Cm depends only on m. We let
Lj := {a ∈ Cdn : jn2−2ǫ < (log |〈a, u〉|)2 ≤ (j + 1)n2−2ǫ}.
Note that
Lj ⊂ R√j ∪D√j
where R√j and D√j as in the proof of Lemma 3.1. Then by (3.2) and (3.4) we have
Pn(Lj) ≤ r√j(n)− r√j+1(n) + Cmnme−2
√
jn1−ǫ
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which implies that for sufficiently large n∫
{(log |〈a,u〉|)2>mn2−2ǫ}
(log |〈a, u〉|)2dPn(a) ≤
∞∑
j=m
(j + 1)n2−2ǫ[(r√j(n)− r√j+1(n) + Cmnme−2
√
jn1−ǫ ]
≤ n2−2ǫ[(m+ 1)r√m(n) +
∞∑
j=m+1
r√j(n) + Cmn
m
∞∑
j=m
(j + 1)e−2
√
jn1−ǫ ]
≤ Cmnm+2−2ǫ[ 1
n(1−ǫ)ρ
+
∞∑
j=m+1
1
j
ρ
2n(1−ǫ)ρ
+
∞∑
j=m+1
(j + 1)e−2
√
jn1−ǫ ]
Thus, using (ρ− 1)(1− ǫ) ≥ m we obtain∫
{(log |〈a,u〉|)2>mn2−2ǫ}
(log |〈a, u〉|)2dPn(a) ≤ Cmn1−ǫ.
Since, Pn is a probability measure we conclude that∫
Cdn
(log |〈a, u〉|)2dPn(a) ≤ Cmn2−2ǫ
which proves (5.5) and this completes the proof of the case k = 1.
Now, we assume that the assertion holds for k − 1. We denote Skn = (S′n, sk) where
S′n = (s1, . . . , sk−1) ∈ Sk−1n . Then by Corollary 3.3
E[Z˜Skn ] = E[Z˜S′n ] ∧ E[Z˜skn ].
and by (2.4)
U
Z˜
Skn
(R) = 〈Z˜S′n ∧ Z˜skn , UR〉
where UR is a smooth quasi-potential of the smooth form R ∈ Cm−k+1 of mean 〈USkn , ωm−k+1〉.
Note that
V ar[Xn] = E[X
2
n]− (E[Xn])2
=
∫
Skn
(〈Z˜Sn , UR〉)2dµkn − (〈E[Z˜S′n ] ∧ E[Z˜skn ], UR〉)2
We define J1 and J2 such that
J1 + J2 := 〈Z˜Skn , UR〉2 − 〈E[Z˜S′n ] ∧ E[Z˜skn ], UR〉2
where
J1(S
′
n, s
k
n) = 〈Z˜Skn , UR〉2 − 〈Z˜S′n ∧ E[Z˜skn ], UR〉2
J2(S
′
n) = 〈Z˜S′n ∧ E[Z˜skn ], UR〉2 − 〈E[Z˜S′n ] ∧ E[Z˜skn ], UR〉2
which are well-defined for a.e. S′n and s
k
n (see proof of Corollary 3.3). Note that
V ar[Xn] = E[J1] + E[J2]
For a generic S′n ∈ Sk−1n the set V := {S′n = 0} is a complex submanifold (not necessarily
homogeneous!) of codimension k − 1. Moreover, Z˜S′n ∧ Z˜skn = Z˜skn |V for generic skn. Thus,
U
Z˜
Skn
(R) = 〈Z˜skn |V , UR|V 〉
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Then applying the induction hypothesis with k = 1 to (V, 1‖R|V ‖R|V ) and µ′n in place of (X, ν) and
µn where ρ : Sn → S ′n is the restriction map and ρ∗µn = µ′n, we obtain∫
Sn
J1(S
′
n, s
k
n)dµn(s
k
n) =
∫
Sn
〈Z˜skn |V , UR|V 〉2dµ′n(skn)− 〈E[Z˜skn |V ], UR|V 〉2
≤ C‖R|V ‖2n−ǫ‖ddc(UR|V )‖∞
≤ CL‖R‖2n−ǫ‖ddcUR‖∞
where ‖R|V ‖ (respectively ‖R‖) denotes the mass of restriction of R on V (respectively the mass of
R on X) with respect to ω|V (respectively ω). Thus, taking the average over S′n we obtain
E[J1] =
∫
Sk−1n
∫
Sn
J1(S
′
n, s
k
n)dµn(s
k
n)ndµ
k−1
n (S
′
n) ≤ CL,Rn−ǫ.
On the other hand, for a random variable Yn of mean m we have E[(Yn −m)2] = E[(Yn)2] −m2.
Applying this argument to the random variables
Yn({S′j}j≥1) := 〈Z˜S′n ∧ E[Z˜skn ], UR〉
we obtain
E[J2] =
∫
Sk−1n
(〈Z˜S′n ∧ E[Z˜skn ], UR〉2dµk−1n (S′n)− 〈E[Z˜S′n ] ∧ E[Z˜skn ], UR〉2
=
∫
Sk−1n
(〈Z˜S′n ∧ E[Z˜skn ]− E[Z˜S′n ] ∧ E[Z˜skn ], UR〉)2dµk−1n (S′n)
=
∫
Sk−1n
[ ∫
Sn
(〈(Z˜S′n − E[Z˜S′n ]) ∧ Z˜skn , UR〉dµn(skn)
]2
dµk−1n (S
′
n)
≤
∫
Sn
∫
Sk−1n
(〈(Z˜S′n − E[Z˜S′n ]) ∧ Z˜skn , UR〉2dµk−1n (S′n)dµn(skn)
where the last inequality follows from Jensen’s inequality and Fubini’s theorem. Now, letting W :=
{skn = 0} since W is a smooth hypersurface for generic skn we have
〈(Z˜S′n − E[Z˜S′n ]) ∧ Z˜skn , UR〉 = 〈(ZS′n − E[Z˜S′n ])|W , UR|W 〉
and applying the induction hypothesis for k − 1 on W we obtain that
E[J2] ≤ CL,Rn−ǫ‖ddcUR‖∞
and this finishes the proof. 
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