ABSTRACT. This article deals with trace operators on anisotropic Lizorkin-Triebel spaces with mixed norms over cylindrical domains with smooth boundary. As a preparation we include a rather self-contained exposition of Lizorkin-Triebel spaces on manifolds and extend these results to mixed-norm LizorkinTriebel spaces on cylinders in Euclidean space. In addition Rychkov's universal extension operator for a half space is shown to be bounded with respect to the mixed norms, and a support preserving right-inverse of the trace is given explicitly and proved to be continuous in the scale of mixed-norm Lizorkin-Triebel spaces. As an application, the heat equation is considered in these spaces, and the necessary compatibility conditions on the data are deduced.
INTRODUCTION
The present paper departs from the work [JS08] of the first and third author dealing with traces on hyperplanes of anisotropic Lizorkin-Triebel spaces F s, a p,q (R n ) with mixed norms. The application of these spaces to parabolic differential equations is to some extent known. It was outlined in the introduction to [JS08] how they can apply to fully inhomogeneous initial and boundary value problems: for such problems the F s, a p,q -spaces are in general inevitable for a correct description of the boundary data. Previously, a somewhat similar conclusion was obtained in works of Weidemaier [Wei98, Wei02, Wei05] (and also by Denk, Hieber and Prüss [DHP07] ). He discovered the necessity of isotropic Lizorkin-Triebel spaces (for vector-valued functions) for an optimal description of the time regularity of the boundary data. However, with integral exponents p x and p t in the space and time directions, respectively, Weidemaier worked under the technical restriction that p x ≤ p t .
For the reader's sake, it is recalled that the main purpose of [JS08] was to extend the classical theory of trace operators to the F s, a p,q -scales. However, because the mixed norms do not allow a change of integration order, this meant that the techniques had to be worked out both for the 'inner' and 'outer' traces given on, say smooth functions as
When u ∈ F s, a p,q (R n ), then in the first case the trace was proved to be surjective on the mixed-norm Lizorkin-Triebel space F s−a 1 /p 1 ,a ′′ p ′′ ,p 1 (R n−1 ) having the specific sum exponent q = p 1 , while in the second case the trace space is (as usual) a Besov space, namely B s−a n /p n ,a ′ p ′ ,p n traces), and existence and continuity of right-inverses. Furthermore, Weidemaier's restriction on the integral exponents was never encountered with the framework and methods adopted in [JS08] .
These investigations in [JS08] are in this work followed up with a general study of trace operators and their right-inverses in the scales In doing so, it is a main technical question to obtain invariance of the spaces F s, a p,q (U ) under the map f → f • σ , when U ⊂ R n is open and σ is a C ∞ -bijection. We addressed this question in our joint paper [JSH13b] , where we proved invariance e.g. under the restriction that σ only affects groups of coordinates x j for which the corresponding p j are equal in the vector of integral exponents p = (p 1 , . . . , p n ); and similarly for the moduli of anisotropy a j .
This was done by generalising Triebel's method in [Tri92, 4.3.2] . Indeed, having reduced to large s using a lift operator, it relies on Taylor expansion of the inner and outer functions, whereby most terms are manageable when the F s, a p,q -spaces are normed via kernels of localised means developed in [JSH13a] ; an underlying parameter-dependent estimate obtained in [JSH13a] finally gives control over the effects of the Jacobian matrices.
In this paper, we proceed to develop the consequences for trace operators. E.g. the trace r 0 at {t = 0} of u ∈ F s, a p,q (Ω × I) is given a meaning in a pedestrian way using an arbitrary extension of u to R n+1 and applying the trace at {t = 0} from [JS08] . In terms of the splitting p = (p ′ , p t ) with all entries in p ′ being equal to p 0 and likewise for a, we can abbreviate our result for r 0 as follows: The classical borderline s = 1/p is recovered from this in the isotropic case, as a = (1, . . . , 1) then. But the full statement in Theorem 6.1 below requires s to be larger (by a 0 p 0 − a 0 ) if 0 < p 0 < 1, so for such p 0 even the borderline s = a t /p t is shifted upwards.
Theorem. When s >
It is more involved to give meaning to the trace γ of u at the curved boundary Γ × I, since it requires to work locally first and then observe that the local pieces together give a globally defined trace. Using the splitting p = (p 0 , p ′′ ), where p ′′ = (p 0 , . . . , p 0 , p t ) and likewise for a, we may state the Here Theorem 6.8 contains a stronger condition on s if any of p 0 , p t or q are given in ]0, 1[ . Note that the sum exponent of the codomain inherits the value q = p 0 after the normal variable (say x 1 or x n ) has been eliminated by restriction to the boundary. While that is analogous to the case for r 0 above (q = p t ), we should emphasise that for p t = p 0 the trace space for γ does not just have a mixed-norm, it is moreover outside the Besov scale because it equals the Lizorkin-Triebel space F s−a 0 /p 0 ,a ′′ p ′′ ,p 0 .
TRACES AND MIXED NORMS 3
The operator K γ is constructed using the right-inverse in [JS08, Thm. 2.6] to the trace at {x 1 = 0} and Rychkov's universal extension operator [Ryc99] . The latter is modified to a version E u with good properties in anisotropic, mixed-norm Lizorkin-Triebel spaces over half-spaces in Theorem 5.6 below.
As a novelty, from the construction of E u , we derive in Theorem 6.7 an explicit construction of an operator Q Ω going from R n to R n+1 , which in Ω has r 0 as a left-inverse and yet it preserves support with respect to the x-variable:
This is important for reduction of parabolic problems to homogeneous ones: e.g. surjectivity of γ allows to get zero data on Γ × I, and Q Ω gives a further reduction to zero initial data; cf. Remark 6.13.
Indeed, after an analysis of traces at the curved corner Γ × {0} of the cylinder Ω × I, we follow up in Theorem 6.12 by extending the necessity of the compatibility conditions of Grubb and Solonnikov [GS90] to solutions in the mixed-norm Lizorkin-Triebel spaces of the heat equation.
Contents. Section 2 contains a review of our notation and the definition of anisotropic Lizorkin-Triebel spaces with mixed norms is recalled, together with some needed properties and a pointwise multiplier assertion. Moreover, a basic lemma for elements in F s, a p,q with e.g. compact support on cross sections of the cylindrical domain is proved.
In Section 3 sufficient conditions for f → f • σ to leave the spaces F s, a p,q (R n ) invariant for a certain range of the parameters, including negative values of s, are recalled.
Section 4 contains first a preparatory treatment of unmixed Lizorkin-Triebel spaces on general C ∞ -manifolds and these results are then extended to F s, a p,q -spaces on the curved boundary of a cylinder. Rychkov's universal extension operator in [Ryc99] is modified to F s, a p,q (R n + ) in Section 5. Moreover, its properties on temperate distributions are analysed in addition.
Finally, Section 6 contains a discussion of the trace at the flat as well as at the curved boundary of a cylindrical domain, including applications to e.g. the Dirichlet boundary problem for the heat equation.
2. PRELIMINARIES 2.1. Notation. The Schwartz space S (R n ) consists of the rapidly decreasing C ∞ -functions and it is equipped with the family of seminorms, using
By duality, the Fourier transformation F g(ξ ) = g(ξ ) = R n e −ix·ξ g(x) dx for g ∈ S (R n ) extends to the dual space S ′ (R n ) of temperate distributions. u, ψ denotes the value of u ∈ S ′ on ψ ∈ S . Throughout, inequalities for vectors p = (p 1 , . . . , p n ) are understood componentwise; likewise for functions, e.g. p ! = p 1 ! · · · p n !, while t + := max(0,t) for t ∈ R. For 0 < p ≤ ∞ the space L p (R n ) consists of the Lebesgue measurable functions such that
in case p j = ∞, the essential supremum over x j is used. When equipped with this quasi-norm, L p is a quasi-Banach space (normed if p ≥ 1); it was considered e.g. by Benedek and Panzone [BePa61] .
In addition, we shall for 0
with supremum over k in case q = ∞. For brevity,
Generic constants will be denoted by c or C, with their dependence on certain parameters explicitly stated when relevant. Lastly, the closure of an open set U ⊂ R n is denoted U and B(0, r) is the ball centered at 0 with radius r > 0; the dimension of the surrounding Euclidean space will be clear from the context or otherwise stated explicitly.
Anisotropic Lizorkin-Triebel Spaces with Mixed
Norms. This section only contains the Fourier-analytic definition of the mixed-norm Lizorkin-Triebel spaces and a few essential properties used below. For an introduction to these spaces we refer the reader to [JS07] and [JS08, Sec. 3] .
First we recall the definition of the anisotropic distance function |·| a , where a = (a 1 , . . . , a n ) ∈ [1, ∞[ n , on R n and some of its properties. Using the quasi-homogeneous dilation t a x := (t a 1 x 1 , . . . ,t a n x n ) for t ≥ 0, |x| a is for x ∈ R n \ {0} defined as the unique t > 0 such that t − a x ∈ S n−1 (|0| a := 0), i.e.
For basic properties of | · | a we refer to [JS07, Sec. 3] or [Yam86] . The Fourier-analytic definition also relies on a Littlewood-Paley decomposition, i.
The number q is a sum exponent (sometimes called the microscopic or fine index) and the entries in p are integral exponents, while s is a smoothness index. In case a = (1, . . . , 1), the parameter a is omitted.
Let 
When studying traces on the flat boundary of a cylinder, Besov spaces are inevitable: 
Different choices of the anisotropic decomposition of unity give the same space (with equivalent quasinorms) and there are continuous embeddings
where S is dense in F In view of Lemma 2.3, one could envisage that most results obtained for the scales when a ≥ 1 can be extended to the range 0 < a < ∞. For details on this we refer to [JSH13a, Rem. 2.6].
The Banach space C b (R n ) of continuous, bounded functions is equipped with the sup-norm, while the subspace L 1,loc (R n ) ⊂ D ′ (R n ) of locally integrable functions is endowed with the Fréchet space topology defined from the seminorms u → |x|≤ j |u(x)| dx, j ∈ N.
Lemma 2.4 ([JSH13b, Lem. 1]). Let s ∈ R and α ∈ N n 0 be arbitrary.
Next, we recall a paramultiplication result and refer to [JSH13b, Sec. 2.4] for details.
Lemma 2.5. Let s ∈ R and take s 1 > s such that also
The characterisation of F s, a p,q (R n ) by kernels of local and localised means as developed in [JSH13a, Thm. 5.2] is utilised below, hence it is included here for convenience, using the notation 
We equip F s, a p,q (U ) with the quotient quasi-norm, which is a norm if p, q ≥ 1,
p,q (U ) is seen to be so too, using the usual arguments for quotient spaces modified to exploit the subadditivity in (2).
In (7) it is tacitly understood that on the left-hand side ϕ is extended by 0 outside U . For this we henceforth use the operator notation e U ϕ. Likewise r U denotes restriction to U , whereby u = r U f in (7). We shall refer to such f as an extension of u. 
That is, the infimum is for such f attained at e U×R f .
Proof. For an arbitrary extension f of f , it holds for g := f − e U×R f that supp e U×R f ∩ supp g = / 0, hence by (8), 
A similar equality holds for extension from
Proof. The inequality ≤ follows immediately, since the distributions considered in the infimum on the right-hand side in (9) also are considered on the left-hand side.
To prove equality we assume that < holds. Then there exists an extension f of f which is not among the distributions considered in the infimum on the right-hand side, and which, with an infimum over
Actually, it suffices to consider those h for which h ≡ 0 on
, has a smaller quasi-norm than h. This can be verified similarly to the proof of Lemma 2.9, using that the distance between supp h ∩ (R n−1 × ] − ∞, a[ ) and supp (1 − χ)h is at least 2r.
Now for such h we have supp h ⊂ R n−1 × [b + 2r, ∞[ , and since f (t) ≡ 0 for a < t < b it is easily seen by the proof strategy of Lemma 2.9 that f |F
, which contradicts (10). For simplicity of notation the * on the quasi-norm is omitted in the following.
INVARIANCE UNDER DIFFEOMORPHISMS
To introduce Lizorkin-Triebel spaces on manifolds, it is essential that the spaces F s, a p,q (U ) for certain open subsets U ⊂ R n are invariant under suitable C ∞ -bijections σ . An extensive treatment of this subject can be found in [JSH13b] , but for convenience we recall the needed results. These hold for 0 < p < ∞, 0 < q ≤ ∞ and s ∈ R unless additional requirements are specified. First a result on isotropic spaces:
holds for a constant c depending only on σ and the set supp f .
In the anisotropic situation it cannot be expected, e.g. if σ is a rotation, that f • σ has the same regularity as f , nor that f • σ ∈ L p when f ∈ L p . We therefore restrict to p of the form
and a having the same structure. For traces at the curved boundary of cylinders, the next special case is useful:
When a, p satisfy (12) with m = 2,
The above three theorems can be found with proofs as Theorems 6-8, respectively, in [JSH13b] . As needed, we shall tacitly apply these results in situations with n + 1 variables; when the last of these is interpreted as time, then we let t = x n+1 .
FUNCTION SPACES ON MANIFOLDS
To develop Lizorkin-Triebel spaces over cylinders and to settle the necessary notation, we first review distributions on manifolds, for the reader's convenience. 1. An n-dimensional manifold X is a second-countable Hausdorff space which is locally homeomorphic to R n . The manifold X is C ∞ (or smooth), if it is equipped with a C ∞ -structure, i.e. a family F of homeomorphisms κ mapping open sets X κ ⊂ X onto open sets X κ ⊂ R n , with X = κ∈F X κ , such that the maps
are diffeomorphisms, and F contains every homeomorphism κ 0 : X κ 0 → X κ 0 , for which the compositions in (13) with κ = κ 0 are diffeomorphisms. A subfamily of F where the X κ cover X is called a (compatible) atlas, and F 1 ⊂ F 2 means that every chart κ in F 1 is also a member of F 2 . (The definition of a C ∞ -manifold X means that a maximal atlas has been chosen on the set X .)
Unless otherwise stated, X denotes an n-dimensional C ∞ -manifold and F is the maximal atlas. A partition of unity 1 = ∑ j∈N ψ j (x) with ψ j ∈ C ∞ 0 (X ) and ψ j (x) ≥ 0 for x ∈ X is said to be subordinate to F (instead of to the covering X = κ∈F X κ ), when for each j ∈ N there exists a chart κ( j) ∈ F such that supp ψ j ⊂ X κ( j) . It is locally finite, when 1 = ∑ ψ j (x) for every x ∈ X has only finitely many non-trivial terms in some neighbourhood of x. Note that for each compact set K ⊂ X , this finiteness extends to an open set U ⊃ K.
We recall the definition of a distribution on a C ∞ -manifold, using the notation ϕ * u for the pullback of a distribution u by a function ϕ [Hör90] ; when u is a function then ϕ * u = u • ϕ. 
(D ′ (X ) only identifies with the dual of C ∞ 0 (X ) if there is a positive density on X ; cf. [Hör90, Ch. 6].)
Each u ∈ C k (X ), k ∈ N 0 , can be identified with the family
In (14) restriction of e.g. u κ to κ(X κ ∩ X κ 1 ) is tacitly understood. To ease notation we will in the rest of the paper, when composing with a chart, suppress such restriction to the chart's co-domain. 
So if an open set U ⊂ R n is seen as a manifold X , then A
and it is easily seen that for any atlas
The space
an "extension by 0"; even locally in a chart:
Proof. In the case that supp
is an atlas, since its domains cover X . Setting v κ = u κ and v κ 1 = 0 for the other κ 1 ∈ F 1 , the family {v κ 1 } κ 1 ∈F 1 clearly transforms as in (14), hence defines a v ∈ D ′ (X ), cf. Lemma 4.3. From (16) it is clear that supp v = supp u; and r Y v = u is evident in the atlas F 1 .
In the general case, we use that any u ∈ E ′ (Y ) can be written as a finite sum u = ∑ ψ j u, where 1 = ∑ ψ j is a locally finite partition of unity subordinate to the atlas
is compact for each summand, the above gives the existence of a v j ∈ D ′ (X ) such that r Y v j = ψ j u and supp v j = supp ψ j u. Because the restriction operator is linear, taking v = ∑ v j proves the statement.
For the last part, consider X κ as a manifold with the atlas containing only the chart κ. Lemma 4.3 gives a w ∈ D ′ (X κ ) such that w κ = u κ , hence the special case above applied to w and Y = X κ gives the existence of some v ∈ E ′ (X ) such that v κ = w κ , and supp v = supp w.
Isotropic Lizorkin-Triebel Spaces on Manifolds.
Since we later need a few isotropic results, and since the proofs are much cleaner for isotropic spaces, we shall fix ideas in this section by working with arbitrary s ∈ R, 0 < p < ∞ and 0 < q ≤ ∞. Let us add that most references on isotropic spaces over manifolds just describe the outcome without referring directly to the general definitions in [Hör90, Ch. 6], thus being inadequate for our generalisations here. 
Manifolds in General. We first recall that when
, a partition of unity yields a reduction to the case where supp (ϕ • κ) ⊂ X κ ∩ X κ 1 , and the transition rule in (14) gives
as it according to the above suffices to consider the atlas {id U }. For a partition of unity 1 = ∑ ∞ j=1 ψ j subordinate to F , we shall for brevity use
The partition is of course already subordinate to F 1 := { κ( j) | j ∈ N}, which by the above suffices for determining F s p,q;loc (X ). This is moreover true, when the cut-off functions ψ j of a locally finite partition of unity are invoked:
Proof. Since ψ j ∈ C ∞ 0 ( X κ( j) ), this condition is necessary for u to be in F s p,q;loc (X ). Conversely, for an arbitrary ϕ ∈ C ∞ 0 ( X κ ) we obtain ϕu κ = ∑ j∈I ψ j • κ −1 ϕu κ with summation over a finite index set I ⊂ N, because (ψ j ) j∈N is locally finite. As supp
After multiplication with χ j ∈ C ∞ 0 ( X κ( j) ) chosen such that χ j ≡ 1 on supp ψ j , we obtain by applying Lemma 2.5 with some s 1 > s satisfying (4) and suppressing extension by 0 to
The right-hand side is by (17) finite, hence u κ ∈ F s p,q;loc ( X κ ) for each κ ∈ F . The space F s p,q;loc (X ) can be topologised through a separating family of quasi-seminorms,
Indeed, if u is non-zero in F s p,q;loc (X ), then there exists κ ∈ F and ϕ ∈ C ∞ 0 ( X κ ) such that ϕu κ = 0, i.e. ϕu κ |F s p,q ( X κ ) > 0. So (19) gives that µ j (u) > 0 for at least one j ∈ N. Going a step further, one obtains an equivalent family of quasi-seminorms even for a "restricted" family {v κ 1 } κ 1 ∈F 1 : Lemma 4.7. Let 1 = ∑ ϕ k be a locally finite partition of unity subordinate to some atlas
with maximum over k ∈ N for which supp ψ j ∩ supp ϕ k = / 0, cf. (15).
Proof. There exists a unique distribution u ∈ D ′ (X ) such that u κ 1 = v κ 1 for all κ 1 ∈ F 1 , cf. Lemma 4.3, and using (19) with ϕ = ψ j and 1 = ∑ ϕ k as the partition of unity readily shows (21). Consequently u ∈ F s p,q;loc (X ). Since the opposite inequality of (21) can be shown similarly from (18) As a preparation we include an obvious consequence of the proof of Corollary 4.4:
When an open set U ⊂ R n is seen as a manifold X , then F s p,q;loc (U ) obviously coincides with F s p,q;loc (X ), since it by Corollary 4.8 suffices to consider F 1 = {id U } and any partition of unity 
and the arguments there immediately yield that d ′ defines the same topology as
Clearly v κ( j) ∈ E ′ ( X κ( j) ), hence it follows from Corollary 4.9 that there exists a
To find a limit for (u m ), we note that
, since on every compact set K ⊂ X κ( j) there are only finitely many non-trivial terms. This family transforms as in (14),
Since
κ( j) has finitely many summands, hence yields an element of F s p,q ( X κ( j) ), existence of u ∈ F s p,q;loc (X ) with u κ( j) = u κ( j) for all j follows from Lemma 4.7. To show the convergence of u m to u in F s p,q;loc (X ), we rely on extra copies of the locally finite partition of unity to estimate by finitely many terms,
. Using Theorem 3.1, each term can then be estimated by,
By means of a cut-off function equal to 1 on the compact supports, one can extend by 0 to R n and apply Lemma 2.5 and [JSH13b, Lem. 8], which yields
Each term converges to 0, cf. (23), hence F s p,q;loc (X ) is complete.
Compact Manifolds.
For trace operators on cylinders, compact manifolds are of special interest, since the intersection of the curved and the flat boundary is often of such nature. When X is compact there exists a finite atlas F 0 and a partition of unity 1 = ∑ κ∈F 0 ψ κ such that supp ψ κ ⊂ X κ is compact for each κ ∈ F 0 . The space F s p,q;loc (X ) is in this case just denoted F s p,q (X ), since the elements satisfy a global condition according to
and
Proof. Positive homogeneity and subadditivity are inherited from the quasi-norms on the F s p,q ( X κ ) and then the quasi-triangle inequality follows for d < 1 by using dual exponents
Completeness follows from Theorem 4.10, since we for X compact have a partition of unity with only finitely many non-zero elements, hence the topology there is equal to the one defined from (25). For small s, the lift operator Thus it should be natural to work in the scale of mixed-norm Lizorkin-Triebel spaces F s, a p,q (Ω × I), in which t is taken as the outer integration variable in the norm of L p ; i.e. we take t = x n+1 with associated weight a t and integral exponent p t (when it eases notation, they will be written with n + 1 as index).
The results in Section 4.2 can be carried over to F s, a p,q (Ω × I) under the assumptions that a 0 := a 1 = . . . = a n ,
and that Ω is C ∞ in the sense adopted e.g. by [Gru09]:
Definition 4.
13. An open set Ω ⊂ R n with boundary Γ is C ∞ (or smooth), when for each boundary point x ∈ Γ there exists a diffeomorphism λ defined on an open neighbourhood U λ ⊂ R n such that λ : U λ → B(0, 1) ⊂ R n is surjective and Locally finite partitions of unity 1 = ∑ ψ j (x) and 1 = ∑ ϕ l (t) subordinate to F , respectively to N give a locally finite partition of unity 1 = ∑ ψ j ⊗ ϕ l on Γ × I. Note that we formally should sum with respect to a fixed enumeration of the pairs ( j, l) in N × N, but for simplicity's sake we avoid this. (The sums are locally finite anyway.) As above, we use the notation
Since the maximal atlas on Γ × I contains charts that do not respect the splitting into t and the xvariables, it is not obviously useful for the anisotropic spaces. We have therefore chosen to adopt Lemma 4.6 as our point of departure for the F s, a p,q -spaces on the curved boundary. Because Γ is of dimension n − 1, it is noted that the parameters a, p for these spaces only contain n entries. 
The family in (20) and Corollary 4.8 adapted to this set-up, cf. Theorem 3.2, give that
is a separating family of quasi-seminorms and that Completeness follows as in the isotropic case, but with application of Theorem 3.2 instead of Theorem 3.1 when showing the convergence.
Curved Boundaries in the Compact
Case. When Γ is compact, a finite atlas on the boundary can e.g. be obtained from the composite maps κ = γ 0,n • λ , where γ 0,n : (x 1 , . . . , x n ) → (x 1 , . . . , x n−1 , 0) in local coordinates. Indeed, according to Definition 4.13 and the compactness of Γ there exists on Γ a finite open cover {U λ }, where λ runs in an index set Λ, which together with Ω gives an open cover of Ω. Each λ ∈ Λ induces a diffeomorphism κ : Γ κ → B ′ on Γ κ := U λ ∩ Γ by κ = γ 0,n • λ . These maps form an atlas F 0 on Γ and thereby an atlas {κ × id R } κ∈F 0 on Γ × R.
A partition of unity is obtained by using a function χ ∈ C ∞ (R n ) such that χ ≡ 1 on Ω \ λ U λ to slightly generalise [Gru09, Thm. 2.16]. This yields a family of functions {ψ λ }∪ {ψ} with ψ λ ∈ C ∞ 0 (U λ ) and ψ ∈ C ∞ (R n ) with supp ψ ⊂ Ω such that ∑ λ ψ λ (x) + ψ(x) = 1 for x ∈ Ω. (Existence of such χ is similar to [Gru09, Cor. 2.14], where K need not be compact.)
In addition, the functions ψ κ := ψ λ | Γ ∈ C ∞ 0 (Γ κ ) constitute a finite partition of unity of Γ subordinate to F 0 . Hence 1 = ∑ κ∈F 0 ψ κ ⊗ ½ R , with ½ R denoting the characteristic function of R, is a partition of unity on Γ × R.
Recalling that F s, a
p,q;loc (Γ × I) is equivalently defined from any atlas F 1 × N 1 , where F 1 ⊂ F and N 1 ⊂ N , we obtain Theorem 4.16. Let Γ be compact and J ⊂ R be a compact interval. The space
is closed and a quasi-Banach space (normed if p, q ≥ 1), when equipped with the quasi-norm
This implies that each summand in (31) is finite, since the factor ½ R can be replaced by some χ ∈ C ∞ 0 (R) where χ = 1 on J; and this χ can be chosen as a finite sum of the ϕ l from Definition 4.14.
Proof. By the same arguments as in Theorem 4.11, the expression in (31) is a quasi-norm. It gives the same topology on 
where the prime indicates that the summation is over finitely many integers. Indeed, Theorem 3.2 yields that µ j,l (u) d is bounded from above by
Using for each κ ∈ F 0 some function χ κ ∈ C ∞ L ∞ (R n ) chosen such that χ κ = 1 on supp ψ κ ∩ supp (ψ j • κ −1 ) and supp χ κ ⊂ κ(Γ κ( j) ∩ Γ κ ), we extend by 0 to R n+1 and apply Lemma 2.5 to obtain the left-hand inequality in (33).
The right-hand inequality can be shown similarly by first replacing ½ R in (31) with some χ ∈ C ∞ 0 (R) where χ = 1 on J, as discussed above.
To prove that 
RYCHKOV'S UNIVERSAL EXTENSION OPERATOR
A key ingredient in our construction of right-inverses to the trace operators is a modification of Rychkov's extension operator, introduced in [Ryc99] for bounded or special Lipschitz domains Ω ⊂ R n ,
The linear and bounded operator E u,Ω works for all 0 < p < ∞, 0 < q ≤ ∞, s ∈ R, cf. [Ryc99, Thm 4.1]; and it also applies to Besov spaces (p = ∞ included). Thus it was termed a universal extension operator. In Section 6.3 below it will be clear that we for Ω = R n + also need an extension operator for anisotropic spaces with mixed norms. We therefore modify E u,Ω accordingly, relying on the proof strategy in [Ryc99] , yet we present significant simplifications in the proof of Proposition 5.2 and add e.g. Proposition 5.3. The reader may choose to skip the proofs in a first reading.
We take another approach than Rychkov when defining S ′ (R n + ); this can be justified by We define the convolution ϕ * f (x) for x ∈ R n + , when f ∈ S ′ (R n + ), cf. Definition 5.1, and when ϕ ∈ S (R n ) has its support in the opposite half-space R n − , that is ϕ ∈ • S (R n − ). This is done by using an arbitrary extension f ∈ S ′ (R n ) of f , i.e.
which is well defined, since it as a function on R n + clearly does not depend on the choice of extension f . First of all this is used in a variant of Calderón's reproducing formula (cf. Proposition 5.2 below),
to give meaning to each ψ j * (ϕ j * f ); cf. (5) for the subscript notation. Indeed,
is an extension of ϕ j * f by (35), so (35) also yields that by definition
The idea in Rychkov's extension operator E u is to use another extension of ϕ j * f , namely
+ ; for brevity, we use e + = e R n + and r + = r R n + . Indeed, e + (ϕ j * f ) is C ∞ for x n = 0, hence measurable, and in L 1,loc (R n ). Moreover e + (ϕ j * f ) is in S ′ (R n ), because it is O ((1 + |x| 2 ) N ) for a large N. So, using (35), we obtain the alternative formula
Here we can exploit that ψ j * e + (ϕ j * f ) is defined on all of R n , hence by substituting this into the right-hand side of (36), E u is obtained simply by letting x run through not just R n + , but R n , i.e.
To make this description more precise, we first justify (36). So we recall that a function ϕ ∈ S (R n ) fulfils moment conditions of order L ϕ , when
Proposition 5.2. There exist 4 functions
. Proof. We shall exploit the existence of a real-valued function g ∈ S (R) with 
Thus the support of ϕ := ϕ 0 − 2 −| a| ϕ 0 (2 − a ·) lies in R n − , and L ϕ = ∞ since for |α| ≥ 0,
Since ϕ j (ξ ) = ϕ(2 − j a ξ ) = ϕ 0 (2 − j a ξ ) − ϕ 0 (2 (1− j) a ξ ) for j ≥ 1, we obtain by basic algebraic rules,
This gives a telescopic sum:
using that ϕ 0 (0) = 1. As the convergence is in S ′ (R n ), the inverse Fourier transformation yields
The fact that L ψ = ∞ is obvious from (40), since D α ϕ 0 (0) = 0 for all α ∈ N n 0 . The inclusion supp ψ 0 ⊂ R n − is clear, because ψ 0 = ϕ 0 * (2δ − ϕ 0 * ϕ 0 ). Similarly supp ψ ⊂ R n − , since ψ is a sum of convolutions of functions with such support.
To show (36), we note that when f ∈ S ′ (R n ) fulfils r + f = f , then (42) entails
More precisely, to circumvent that the summands in (42) need not have compact supports, one can show that ∑ j<N ψ j ϕ j F f converges to F f in S ′ (R n ) by using (41) and a function in S (R n ). Then (37) gives,
in view of the continuity of r + :
As a novelty, one can now show directly that E u has nice properties on the space S ′ (R n + ) of restricted temperate distributions:
, and the induced map E u : Proof. It suffices according to the limit theorem for S ′ to obtain convergence of the series
whereψ(x) = ψ(−x) as usual. Since L ψ = ∞, it follows at once from [JSH13a, Lem. 4.2] that the second entry tends rapidly to zero, i.e. for any seminorm p M one has
For the first entries, a test against an arbitrary φ ∈ S (R n ) gives, for some M,
Here p M (ϕ j ) = p M (2 j| a| ϕ(2 j a ·)) = O(2 j(| a|+Ma 0 ) ) grows at a fixed rate. Therefore the choice φ =ψ j * η shows via (45) that the series has rapidly decaying terms, hence converges.
To obtain continuity of E u , it clearly suffices to show that
To this end we may let ½ R n + act first in (46), which via (44) gives
The integral is in S (R n ) as a function of y (cf. the theory of tensor products), and since supp ϕ j ⊂ R n − it is only non-zero for y n ≥ x n > 0. Hence the summands in T η belong to
, so T has range in this subspace, if its series converges in S (R n ). But by the completeness, this follows since any seminorm p M applied to ψ j * η(x)½ R n + (x)ϕ j (x − y) dx is estimated by cp M (φ j )p M+n+1 (ψ j * η), which tends rapidly to 0 as above.
Finally, (48) now yields (47) by summation in the second entry.
In the next convergence result, the familiar dyadic corona condition, cf. e.g. [JS08, Lem. 3 .20], has been weakened to one involving convolution with a function ψ satisfying a moment condition of infinite order. It appeared implicitly in [Ryc99] .
Lemma 5.5. Let (g j ) j∈N 0 be a sequence of measurable functions on R n such that
where for some r > 0,
with a constant c q,s independent of (g j ) j∈N 0 .
Proof. By assumption
Thereby, g j belongs to L 1,loc (R n ) and grows at most polynomially, thus g j and therefore also ψ j * g j are in S ′ (R n ).
Using Φ l from (1), the following estimate holds for l ∈ N 0 , x ∈ R n ,
where For M = ε + |s|, where ε > 0 is arbitrary, we obtain from (50),
which implies, using | j − l| ≥ j − l,
This yields for d := min (1, p 1 , . . . , p n ), 
which shows (49).
We recall a variant ϕ + j of the Peetre-Fefferman-Stein maximal operators induced by (ϕ j ) j∈N 0 , where ϕ 0 , ϕ ∈ S (R n ) are supported in R n − ; i.e. for f ∈ S ′ (R n + ) and r > 0,
Now we are ready to state the main theorem of this section:
functions as in Proposition 5.2, then
is a linear extension operator from
Moreover, E u is bounded for all s ∈ R, 0 < p < ∞ and 0 < q ≤ ∞,
Proof. First it is shown using (52) that for any f ∈ F s, a p,q (R n + ) and r > min(q, p 1 , . . . ,
Besides ϕ + j f , we shall use the well-known maximal operator ϕ * j f , where the supremum in (52) is replaced by supremum over R n . Hence for every g ∈ F s, a p,q (R n ) such that r + g = f , we get from (35) that
This yields (54) when combined with the following, obtained from techniques behind [JSH13a, Thm. 5.1]: inf
More precisely, since we only have L ϕ = ∞ available, it is perhaps simplest to exploit that the Tauberian conditions are fulfilled by the functions F −1 Φ 0 , F −1 Φ appearing in the definition of To apply Lemma 5.5, we estimate (e + (ϕ j * f )) using the extension of (52) to R n , that is
with which it is immediate to see that
. A splitting of the integral on the right-hand side in one over R n + , respectively one over R n − yields, using the obvious inequality ϕ
− and (54), cf. Lemma 5.5,
together with (38) and Proposition 5.2 give
In the study of trace operators, it will be necessary to extend from more general domains. Indeed, using the splitting x = (x ′ , x n ) on R n and writing
is an involution easily gives a universal extension from the half-line ] − ∞,C[ : Corollary 5.7. For any C ∈ R, the operator
is a linear and bounded extension from F
, and under the reflection Ru = u(·, −·), when Φ 0 , Φ are invariant under R, as we may assume up to equivalence. So, clearly u(x ′ ,C − x n ) is in F s, a p,q (R n ) with the same quasi-norm as u. By Definition 2.7 this readily implies that the change of coordinates is also continuous from the space F s, a
and the linearity of E u,C follows directly from the linearity of E u .
In comparison with the well-known half-space extension by Seeley [See64] we note that the above construction is applicable for all s ∈ R, even in the mixed-norm case. Also it has the advantage that several results from [JSH13a] can be utilised, making the argumentation less cumbersome.
TRACE OPERATORS
Under the assumption in (28), we study the trace at the flat boundary of a cylinder Ω × I, where Ω ⊂ R n is C ∞ and I := ]0, T [ , possibly T = ∞. The trace at the curved boundary is studied only for T < ∞ and under the additional assumption that ∂ Ω is compact. The associated operators are
As a preparation (for a discussion of compatibility conditions), the chapter ends with a discussion of traces on both the flat and the curved boundary at the corner ∂ Ω × {0} of the cylinder.
For the reader's sake, we recall some notation from [JS08] , namely that the trace at the hyperplane where x k = 0 is denoted by γ 0,k :
It will be convenient for us to use p ′ := (p 1 , . . . , p k−1 ), p ′′ := (p k+1 , . . . , p n , p t ), analogously for a, and to set r l = max(1, p l ). Furthermore, we recall that x n+1 = t, a n+1 = a t , p n+1 = p t , hence we shall work with a, p of the form, cf. (28),
where the finiteness of p is assumed in order to apply the results in [JS08] .
6.1. The Trace at the Flat Boundary. The trace r s , defined by evaluation at t = s, is for each s ∈ I well defined on the subspace,
where the embedding can be seen by modifying the proof of [Joh00, Prop. 3.5]. On the smaller subspace C(I, D ′ (Ω)) consisting of the elements having a continuous extension in t to R, even the trace r 0 is well defined (and it induces a similar operator also denoted r 0 ). Indeed, for u ∈ C(I, D ′ (Ω)) all extensions f are equal in Ω × I and by continuity therefore also at t = 0, hence
Now, it was shown in [JS08, Thm. 
To define a right-inverse of r 0 when applied to F s, a p,q (Ω × I), we recall that a bounded right-inverse K n+1 of the analogous trace γ 0,n+1 on Euclidean space, cf. [JS08, Thm. 2.6],
is given by the following, where ψ ∈ C ∞ (R) such that ψ(0) = 1 and supp
A right-inverse was given in this form by Triebel [Tri83] in the isotropic case.
Theorem 6.1. When a, p fulfil (58) and s satisfies the inequality in (61), then
is a bounded surjection and it has a right-inverse K 0 . More precisely, the operator K 0 can be chosen so
Proof. 
Choosing f in (62) so the right-hand side is bounded by 2c u |F s, a p,q (Ω × I) , we obtain boundedness of r 0 , since r Ω (γ 0,n+1 f ) = r 0 u, cf. (57).
A right-inverse K 0 is constructed using K n+1 in (63) and Rychkov's extension operator in (34):
(Since (34) applies only to isotropic spaces over Ω ⊂ R n , one can exploit (58) to make rescalings (s, a ′ ) ↔ s/a 0 , cf. Lemma 2.3.)
It is bounded for all s ∈ R, because K n+1 and E u,Ω are so. Finally, (62) yields for any
hence K 0 is a right-inverse of r 0 .
A Support Preserving Right-Inverse.
Having treated the trace at {t = 0}, we now construct an explicit support preserving right-inverse of it. It is useful for parabolic problems e.g. in the reduction to homogeneous boundary conditions. At no extra cost, general a and p are treated in most of this section. It is known from [JS08] that whenever s >
The particular right-inverse in (64) shall now be replaced by a finer construction of a right-inverse Q having the useful property that
Roughly speaking the idea is to replace the use of Littlewood-Paley decompositions by the kernels of localised means (k j ) j∈N 0 ; cf. Theorem 2.6. That is, we tentatively take Q of the form
Hereby the auxiliary function η ∈ S (R) is again chosen with η(0) = 1 and such that supp η ⊂ [1, 2]. The main reason for this choice of Qu is that the property (66) will eventually result when the kernels k j are so chosen that
By the support rule for convolutions, this follows if supp k j ⊂ R n + . However, in order to choose the k j , we shall first draw on the construction of E u in Section 5 and take functions ϕ 0 , ϕ, ψ 0 , ψ in S (R n ) with support in R n + and satisfying
in such a way that by setting e.g. ψ j (x) = 2 j| a| ψ(2 j a x) for j ≥ 1, one has Calderón's reproducing formula
Existence of these functions may be obtained as in the proof of Proposition 5.2, simply by omitting the reflection in the definition of ϕ 0 and proceeding with the argument for (43) in the proof there. Now we obtain supp k j ⊂ R n + by choosing
Then (70) states that u = ∑ j≥0 k j * u, which together with the condition η(0) = 1 will imply that Q is a right-inverse of r 0 .
Since the supports of the k j are only confined to be in the half-space R n + , we refer to the k j as kernels of localised means. (Triebel termed them local in case the supports are compact.)
In addition we need to recall an S ′ -version of [Joh00, Prop. 3.5].
Lemma 6.2. There is an (algebraic) embedding C
Proof. By the boundedness, the family { f (t)} t∈R is equicontinuous, so for some M > 0 we have | f (t), φ | ≤ cp M (φ ) for all t ∈ R and φ ∈ S (R n ). Hence the integrand is continuous and estimated crudely by cp M+2 (ψ)/(1 + t 2 ), so Λ f makes sense and
Using this lemma, we can now improve on (67) by giving Qu a more precise meaning as an element
This will be clear from the proof of Proposition 6.3. The operator Q is a well-defined w * -continuous linear map
It is a right-inverse of r 0 preserving supports in R n + in the strong form
In particular, Q :
Remark 6.4. We can of course add that (72) =⇒ (66), for we may apply Lemma 6.2 to f = Qu and consider the ψ(x,t) that vanish for x n ≥ 0: when (72) holds, the integrand is identically 0. (Unlike (72), property (66) is meaningful also without continuity of Qu with respect to t.)
Proof. It is first noted that ∑ k j * u, φ converges absolutely for each test function φ ∈ S ′ (R n ). In fact, using the notationǩ Hence ∑ k j * u, φ η(2 ja t t) is a Cauchy series for each φ ∈ S (R n ) as η(2 ja t t) is a bounded sequence for fixed t. Since it converges, Qu is defined in S ′ (R n ) for each t.
The convergence is absolute and uniform in t, so t → Qu(t), φ is continuous; and bounded by c ∑ | k j * u, φ |. Therefore Qu is in the subspace C b (R t , S ′ (R n x )); cf. Lemma 6.2. Consequently r 0 Qu is defined by evaluation at t = 0, which gives ∑ η(0)k j * u(x), hence gives back u because of (70). Using the convergence in S ′ (R n ), the support preservation in (72) is immediate from (68) by test against any φ ∈ C ∞ 0 (R n ) vanishing for x n ≥ 0.
Finally, continuity of Q follows at once if Qu,
Here the sum is a Cauchy series in the space S (R n+1 ), for a seminorm p M applied to the general term is less than p M (η(2 ja t t)) = O(2 ja t M ) times p M (ǩ j * ψ), which decays rapidly as L k = ∞. Denoting the sum by S(x,t), also x → S(x,t) dt is a Schwartz function, so T ψ is well defined and by the definition of tensor products we get
using (71) and Lemma 6.2.
Before we go deeper into the boundedness of Q in the scales of mixed-norm Lizorkin-Triebel spaces, we first sum up the fundamental estimate in the next result. In the isotropic case it goes back at least to the trace investigations of Triebel [Tri83, p. 136] . 
whenever (v j ) is a sequence of measurable functions on R n and f ∈ C(R) is such that t N f (t) is bounded for some N > 0 satisfying Nr > 1.
Proof. To save a page of repetition from [JS08, Sec. 4.2.3], we leave it to the reader to carry over the proof given there with a few notational changes. (Note that f itself is bounded, so the arguments there extend to our case without any Schwartz class assumptions on f .) Theorem 6.6. The operator Q is for 0 < p < ∞, 0 < q ≤ ∞ and a ≥ 1 a bounded map
Q :
Proof. The property in (74) is a direct consequence of (73) and Proposition 6.3. As for (73), by means of an auxiliary function Fη ∈ C ∞ 0 (R) taken so that Fη = 1 on [1, 2] ⊃ supp η and supp Fη ⊂ ]0, ∞[ , we rewrite Qu in terms of convolutions on R n+1 , using that k j = ψ j * ϕ j ,
Hereby it is understood for j = 0 that the first factor is ψ 0 ⊗η. Now we may invoke Lemma 5.5 as the function ψ ⊗η has all its moments equal to 0, because its Fourier transformed function is supported in a half-plane disjoint from the origin in R n+1 . This gives an estimate of the Lizorkin-Triebel norm as follows,
Here the maximal function (·) 
if we set
To invoke Proposition 6.5, we note that v j , f are continuous (by an argument similar to e.g. [Joh11, (6)- (7)]) and, moreover, sup |t N f (t)| < ∞ for 0 < N ≤ r t . We therefore apply the proposition for r = p t , a = a t and note that if we fix the above parameter r t such that r t p t > 1, then N p t > 1 is fulfilled at least for N = r t . This gives
So by writing the v j in terms of the Peetre- The operator Q above is now used to replace the particular right-inverse to r 0 in (65) by an operator Q Ω that preserves support in Ω.
The construction uses the partition of unity 1 = ∑ λ ψ λ + ψ on Ω constructed in Section 4.2.2 as well as cut-off functions η λ ∈ C ∞ 0 (R n ), λ ∈ Λ, chosen with supp η λ ⊂ B and η λ = 1 on supp ψ λ ; and some
, such that supp η Ω ⊂ Ω with η Ω = 1 on supp ψ. For convenience we let u (λ ) = e B (ψ λ u) • λ −1 , which enters the definition of the operator Q Ω :
Theorem 6.7. Let Ω ⊂ R n be a smooth set with compact boundary ∂ Ω as in Section 4.2.2. When a, p satisfy (58), 0 < q ≤ ∞ and s ∈ R, then Q Ω is a bounded linear map
which on the subspace
(Ω) has r 0 as a left-inverse:
Moreover, Q Ω has range in C(R t , D ′ (R n x )) and preserves supports in Ω in the strong form 
As supp η λ ⊂ B, Lemma 2.9 gives that extension of this composition by 0 belongs to F 
This shows that Q Ω u ∈ F s+a t /p t , a p,q (R n+1 ) and by applying the quasi-norm estimates in the theorems and lemmas referred to above, we obtain
Furthermore, it follows from Proposition 6.3 that Q Ω u ∈ C(R t , D ′ (R n x )) and therefore the effect of r 0 on Q Ω u is simply restriction to t = 0, cf. (60).
Since Q according to Proposition 6.3 is a right-inverse of r 0 , this sum equals the following by using (78) as well as the properties of η λ , η Ω , and in the final step that supp u ⊂ Ω,
This shows (76). Finally, the support preserving property in (77) follows from (72). Indeed, when supp u ⊂ Ω, then the support of each u (λ ) is contained in R n + and therefore supp (η λ Qu (λ ) )•(λ (·),t) ⊂ Ω for all t ∈ R, which immediately gives that supp Q Ω u(·,t) ⊂ Ω. 6.3.1. Preliminaries. The trace is first worked out locally and then it is observed that the local pieces define a global trace. In this process we use that the trace γ 0,1 is a bounded surjection, cf. [JS08,
This is also valid for γ 0,n in view of (58) and we prefer to work with this, for locally the boundary Γ is defined by the equation x n = 0, as usual. For the s in (79), we have by [JS08, Thm. 2.1], since
So when u ∈ F s, a p,q (Ω × I) for such s, an extension f in the corresponding space on R n is a function and for this we right away get f
(81) Moreover, if we work locally with cut-off functions ψ ∈ C ∞ 0 (U λ ), ϕ ∈ C ∞ 0 (R), then Lemma 2.5 yields
Strictly speaking, we should have inserted the extension by 0, namely e B×R , before applying γ 0,n , but we have chosen not to burden notation with this. Now restriction to B ′ × R gives an element in
, and since it is easily seen using (80) that restriction to {x n = 0} and e B×R can be interchanged, we obtain Using r I , we also introduce a space of restricted distributions (in the time variable only), 
6.3.2. The Definition. To give sense to γu in D ′ (Γ × I), it is first observed that (81) induces invariantly defined functions. Indeed, in view of the identity κ −1 (·) = λ −1 (·, 0), we set
and as distributions they transform as in (14), since
Hence by Lemma 4.3 there exists a unique v ∈ D ′ (Γ × R) with
That v is in F s−a 0 /p 0 ,a ′′ p ′′ ,p 0 ;loc (Γ × R) is a special case of (82), cf. Definition 4.14. Note that the distribution v does not depend on the atlas F 0 , for when another atlas F 1 in the same way induces a distribution v 1 , then formula (85) read with κ running through F 0 and κ 1 running through F 1 implies that both v and v 1 result by "restriction" from the distribution w induced by F 0 ∪ F 1 . Now we define the trace γu in D ′ (Γ × I) by γu = r I v.
Indeed, to verify that γu is independent of the chosen f , it suffices to derive that for any two extensions f 1 , f 2 ∈ F s, a p,q (R n+1 ), the following identity holds for each λ ∈ Λ and (x ′ ,t) ∈ B ′ × I:
To do so, we choose ψ ∈ C ∞ 0 (U λ ), ϕ ∈ C ∞ 0 (R) such that ψ(λ −1 (x ′ , 0)) = 0 and ϕ(t) = 0. Since f 1 , f 2 coincide in Ω × I, the functions e B×R (ψ ⊗ ϕ f j ) • (λ −1 × id R ) (x,t), j = 1, 2 are identical for (x,t) ∈ B × I with x n > 0. Letting x n → 0 + therefore gives the same limits in L r ′′ (R n−1 × I), cf. (80), in particular they coincide in L r ′′ (B ′ × I). As (ψ ⊗ ϕ) • (λ −1 (·, 0) × id R )(x ′ ,t) = 0, this yields (88). Furthermore, (88) can be used to show that γ does not depend on the Lizorkin-Triebel space satisfying (79). For when u belongs to two different Lizorkin-Triebel spaces, we can take f 1 above to be an extension in one of the spaces and f 2 to be an extension in the other. The identity in (88) then gives that γu belongs to the intersection of the corresponding Lizorkin-Triebel spaces over the curved boundary.
We also note that the trace γ has the natural property that r I • γ = γ • r I on Finally, γ applied to any u ∈ r Ω×I C(R n+1 ) gives the expected, namely r Γ×I u for any extension u ∈ C(R n+1 ) of u. Indeed using (87), 
given by, cf. just above (64) for the ψ, (Γ × I), cf. (83), does not depend on how the compact interval J ⊃ I is chosen, it is fixed in the following. Moreover, γu does not depend on the extension f of u, thus we take f such that supp f ⊂ R n × J. By (86) and (83), γu = r I v is in F s−a 0 /p 0 ,a ′′ p ′′ ,p 0
(Γ × I).
To prove boundedness, note that v according to (16) belongs to 
To verify that K γ is indeed a right-inverse, we use that an extension of K γ w is
Hence the definition of γ, cf. (87), gives that γ(K γ w) = r I h, where h κ 1 ×id R = f • (λ −1 1 (·, 0) × id R ). We shall now prove that r B ′ ×I h κ 1 ×id R = w κ 1 ×id I for each κ 1 ∈ F 0 . Indeed,
where extension by 0 from κ 1 (Γ κ 1 ∩ Γ κ ) × R to B ′ × R in each term is understood. Using that K n is a right-inverse of γ 0,n and that w κ ext = w κ on κ(Γ κ 1 ∩ Γ κ ) × I, each summand in (94) equals, cf. also (92), (14),
1 (·, 0) × id R )v κ 1 ×id R . As η λ • λ ≡ 1 on supp ψ κ and ∑ ψ κ ≡ 1 on Γ, we finally obtain, using that r I v = w,
hence K γ is a right-inverse of γ.
6.4. The Traces at the Corner. The trace from either the flat or the curved boundary to the corner Γ × {0} ≃ Γ cannot simply be obtained by applying r 0 and then γ, or vice versa, since these operators are defined on spaces over the whole cylinder.
In the following, under the assumptions that I = ]0, T [ is finite and Γ compact, the trace operators r 0,Γ , γ Γ will therefore be introduced (the subscript Γ indicates that we end up at Γ × {0} ≃ Γ). We note that focus will not be on optimality regarding the co-domains, since the purpose of this section merely is to prepare for a discussion of compatibility conditions in connection with PDEs; and from this point of view the interesting question is whether the following identity holds in D ′ (Γ),
Recall that when working with spaces on the boundary, the anisotropy and the vector of integral exponents only have n entries. Since it is different entries that need to be left out, depending on whether we are studying Γ × I or Ω, it will in the following be convenient to use a ′′ = (a 1 , . . . , a n−1 , a t ) as well as a ′ = (a 1 , . . . , a n ); and likewise for p ′ , p ′′ . Moreover, (58) is a standing assumption on a, p.
We assume that s satisfies the inequality in (61) adapted to vectors of n entries, i.e. for the trace from the curved boundary Γ × I, s > a t p t + (n − 1) a 0 min(1, p 0 ) − a 0 ,
and for the trace from the flat boundary Ω, This follows if for every compact set K ⊂ B ′ , the map t → v κ×id R (·,t) is continuous with values in L 1 (K).
In Theorem 4.16 we may, if necessary, change the partition of unity (using some ϕ ∈ C ∞ 0 (B ′ ) equalling 1 on K) such that ψ κ ≡ 1 on κ −1 (K). Then ψ κ v κ×id R is in F s,a ′′ p ′′ ,q (B ′ × R), which because of (61) and (96) is contained in C b (R t , L 1 (B ′ )). Hence v κ×id R is in L 1 (K), continuously in time.
6.4.1. The Curved Boundary. For w ∈ F
