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1. Introduction
In 1937, Kolmogorov [1] asked the question: When is a given complex number an eigenvalue of some (entry-wise)
nonnegative matrix? The answer is: Every complex number is an eigenvalue of some nonnegative matrix [2]. Suleimanova
([3], also see [4]) extended Kolmogorov’s question in 1949 to the following problems, the nonnegative inverse eigenvalue
problems (NIEPs).
Problem 1 (NIEP). Determine necessary and sufficient conditions for a set of n complex numbers to be the eigenvalues of a
nonnegative matrix of order n.
Problem 1 is open for n ≥ 4. The case n = 2 is easy, while the case n = 3 has been considered by Loewy and London [5].
In the same paper [3], Suleimanova also considered the following real nonnegative inverse eigenvalue problem and gave
a sufficient condition.
Problem 2 (RNIEP). Determine necessary and sufficient conditions for a set of n real numbers to be the eigenvalues of a
nonnegative matrix of order n.
Problem 2 is open for n ≥ 5. Fiedler [6] posed the following symmetric nonnegative inverse eigenvalue problem in 1974.
Problem 3 (SNIEP). Determine necessary and sufficient conditions for a set of n real numbers to be the eigenvalues of a
symmetric nonnegative matrix of order n.
Problem 3 is open for n ≥ 5.
Throughout the article, R denotes the set of real numbers, and C denotes the set of complex numbers. Problems 1–3
have not yet been solved. These problems have been studied for the past 70 years (refer to the references) to find the
realizability conditions; the achievements made and their limitations and practical applications were evaluated in [7]
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and [8]. Readers also may refer to [9–25,4,26] for some previous results. In some articles, some necessary conditions and
sufficient conditions for the three problems above have been given under some small dimension or special cases [7]. Also
see the survey paper [26] and the book [2, Chapter VII]. The earliest study on the subject of the NIEP was perhaps due
to the Russian mathematician Suleimanova [3] on stochastic matrices, followed by Perfect [22], Perfect (1955). The first
systematic treatment of eigenvalues of symmetric nonnegative matrices can probably be attributed to Fiedler [6]. A more
comprehensive study was conducted by Boyle and Handelman [10] using the notion of symbolic dynamics to characterize
the conditions under which a given set is a portion of the spectrum of a nonnegative matrix or primitive matrix. General
treatises on nonnegative matrices and applications include the classics by Berman and Plemmons (1979) andMinc [2]. Both
books devote extensive discussion to the NIEP as well.
As [7, p. 94] says, most of the discussions in the literature center around finding conditions to qualify a given set of values
as the spectrum of some nonnegative matrices. A short list of references giving various necessary or sufficient conditions
includes Barrett and Johnson (1984), Boyle and Handelman [10], Friedland (1978), Friedland and Melkman (1979), Loewy
and London [5], de Oliveira (1983), and Reams [24]. The difficulty is that the necessary condition is usually too general and
the sufficient condition too specific. Under a few special sufficient conditions, the nonnegative matrices can be constructed
numerically (Soules, 1983).
In this paper, we will use a general method to give the realizability conditions of Problems 1–3. Our approach is quite
straightforward, and it offers an effective way to judge whether a given NIEP is realizable.
To facilitate the discussion, we will integrate the NIEP with the inverse eigenvalue problem (IEP), which is the following
Problem 4.
Problem 4 (Inverse Eigenvalue Problem—IEP). Given a list of complex numbers Λ = {λ1, λ2, . . . , λn}, investigate whether
there is an n× n real matrix with spectrumΛ and how to determine such a matrix.
2. Basic requirement of realizability of the IEP and the NIEP
For any given list of numbers Λ = {λ1, λ2, . . . , λn}, if it has odd number elements which are pure complex numbers
(a complex number a + bi is said to be a pure complex number if b ≠ 0) or even number pure complex numbers with at
least a complex number’s conjugation are not in the list, we can assert that no n × n real matrix can satisfy the demand of
Problems 1–4. This is because any real matrix’s spectrum always depends on a real coefficient polynomial, but the complex
roots of a real coefficient polynomial always come in pairs.
This means that for the existence of the matrices which are present in Problems 1–4, the listΛ = {λ1, λ2, . . . , λn}must
appear as follows:
Λ = {r1, r2, . . . , rk, z1, z2, . . . , zl, z¯1, z¯2, . . . , z¯l}, (2.1)
where ri ∈ R(0 ≤ i ≤ k, 0 ≤ k ≤ n), zj ∈ C, z¯j is the conjugation of zj(0 ≤ j ≤ l, 0 ≤ l ≤ n), k+ 2l = n. When k = 0, all of
λ1, λ2, . . . , λn are pure complex numbers. When l = 0, all of λ1, λ2, . . . , λn are real numbers. That is,Λ = {λ1, λ2, . . . , λn}
must be closed under complex conjugation. The closed conception has been presented in some articles (see, for example, [3,
p. 476], [7, p. 93]).
Next, we will begin our work with a basic result related to Problem 4.
3. An answer to the IEP
Compared with the NIEP, the IEP seems to be easier, so we discuss it first.
Theorem 3.1. For a given list of complex numbersΛ = {λ1, λ2, . . . , λn}, if it has the closed property under complex conjugation,
there must be at least one real matrix A with spectrumΛ.
Proof. Since Λ = {λ1, λ2, . . . , λn} has the closed property under complex conjugation, it has the form (2.1). So, we can
construct the following polynomial:
f (x) =
n
i=1
(x− λi). (3.1)
We note that (3.1) is a symmetric real coefficient polynomial. By expanding, merging similar items, and simplifying, (3.1)
becomes
f (x) = xn + a1xn−1 + · · · + an−1x+ an. (3.2)
Then a1, a2, . . . , an are real numbers, and (3.2) has roots λ1, λ2, . . . , λn.
J. Wu / Applied Mathematics Letters 25 (2012) 907–913 909
If we use a1, a2, . . . , an to construct the companion matrix of (3.2),
A =

0 1 0 · · · 0 0
0 0 1 0 · · · 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 0 1
−an −an−1 −an−2 · · · −a2 −a1
 , (3.3)
then it is not difficult to test that the characteristic polynomial of A is (3.2) and (3.1) exactly. This means that A has spectrum
Λ = {λ1, λ2, . . . , λn}.
Thus, we can draw the conclusion. The proof is complete. 
We note that using n given numbers to determine n × n unknown variables (an n × n matrix) may be a problem of
indeterminate equations, which shows that there may be the relation of many to one between the two of n × n unknown
variables and n given numbers. That is, the solution of the IEP and its formmay not be unique. In fact, we have the following
theorem.
Theorem 3.2. For a given list of complex numbersΛ = {λ1, λ2, . . . , λn}, if it has the closed property under complex conjugation
and there exists an n× n invertible real matrix P that makes P−1AP = B, then B also has spectrumΛ = {λ1, λ2, . . . , λn}, where
A is the matrix which is constructed in the proof of Theorem 3.1.
4. An answer to the NIEP: the realizability of Problems 1–3
In this section, we will answer the key problem, that is, the realizability of Problems 1–3. We note that the difference
between the IEP and the NIEP is that the NIEP needs one to find at least one nonnegative matrix with a given list of complex
numbersΛ = {λ1, λ2, . . . , λn} as its spectrum rather than others. Based on this requirement,we give the following theorem.
Theorem 4.1. For a given list of complex numbersΛ = {λ1, λ2, . . . , λn}, if it has the closed property under complex conjugation,
then the sufficient condition that has at least one nonnegative matrix A with spectrumΛ is that
λ1 + λ2 + · · · + λn ≥ 0
λ1λ2 + λ1λ3 + · · · + λn−1λn =
n
i,j=1
i<j
λiλj ≤ 0
λ1λ2λ3 + λ1λ2λ4 + · · · + λn−2λn−1λn =
n
i,j,k=1
i<j<k
λiλjλk ≥ 0
· · ·
λ1λ2 · · · λn
≥ 0 n is a odd number
≤ 0 n is a even number.
(4.1)
Proof. Similarly to the proof of Theorem 3.1, we use Λ = {λ1, λ2, . . . , λn} to construct the following symmetric real
coefficient polynomial:
f (x) =
n
i=1
(x− λi). (4.2)
By expanding and merging similar items, (4.2) becomes
f (x) = xn + a1xn−1 + · · · + an−1x+ an. (4.3)
Then a1, a2, . . . , an are real numbers and (4.3) has roots λ1, λ2, . . . , λn.
According to a basic algebraic theorem of real coefficient polynomials, we can get the following equalities:
λ1 + λ2 + · · · + λn = −a1
λ1λ2 + λ1λ3 + · · · + λn−1λn =
n
i,j=1
i<j
λiλj = a2
λ1λ2λ3 + λ1λ2λ4 + · · · + λn−2λn−1λn =
n
i,j,k=1
i<j<k
λiλjλk = −a3.
· · ·
λ1λ2 · · · λn = (−1)nan.
(4.4)
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It is clear that, if (4.1) holds, we can deduce that−a1 ≥ 0,−a2 ≥ 0, . . . ,−an ≥ 0.
If we use a1, a2, . . . , an to construct real matrix A as (3.3), A is a nonnegative matrix, and its characteristic polynomial is
the same as (4.3) and (4.2). That is, A has spectrum
Λ = {λ1, λ2, . . . , λn}.
Thus, the proof is complete. 
Obviously, Theorem 4.1 gives a realizability condition of Problem 1 and the verifiable terms are simple and easy to obtain.
For instance, if we let λ1 = −1+ 12 i, λ2 = −1− 12 i, λ3 = 3, λ4 = −1, we have
λ1 + λ2 + λ3 + λ4 = 0 ≥ 0
λ1λ2 + λ1λ3 + λ1λ4 + λ2λ3 + λ2λ4 + λ3λ4 = −234 ≤ 0
λ1λ2λ3 + λ1λ2λ4 + λ1λ3λ4 + λ2λ3λ4 = 172 ≥ 0
λ1λ2λ3λ4 = −154 ≤ 0.
And thenwe constructmatrix A =
 0 1 0 00 0 1 00 0 0 1
15
4
17
2
23
4
0
. Obviously, A is a nonnegative, and it has spectrumΛ = {−1+ 12 i,
−1− 12 i, 3,−1}.
By the proof of Theorem 4.1, the following corollary is obvious.
Corollary 4.1. For a given list of complex numbersΛ = {λ1, λ2, . . . , λn}, if it has the closed property under complex conjugation,
then the necessary and sufficient condition that it has at least one nonnegative matrix A in the form of (3.3) and with Λ as its
spectrum is that
λ1 + λ2 + · · · + λn ≥ 0
λ1λ2 + λ1λ3 + · · · + λn−1λn =
n
i,j=1
i<j
λiλj ≤ 0
λ1λ2λ3 + λ1λ2λ4 + · · · + λn−2λn−1λn =
n
i,j,k=1
i<j<k
λiλjλk ≥ 0
· · ·
λ1λ2 · · · λn
≥ 0 n is a odd number
≤ 0 n is a even number.
If Λ = {λ1, λ2, . . . , λn} is a given list of n real numbers, it is the special case of a list of complex numbers, so we have the
following theorem and corollary.
Theorem 4.2. For any given list of real numbersΛ = {λ1, λ2, . . . , λn}, the sufficient condition that it has at least one nonnegative
matrix A with spectrumΛ is that
λ1 + λ2 + · · · + λn ≥ 0
λ1λ2 + λ1λ3 + · · · + λn−1λn =
n
i,j=1
i<j
λiλj ≤ 0
λ1λ2λ3 + λ1λ2λ4 + · · · + λn−2λn−1λn =
n
i,j,k=1
i<j<k
λiλjλk ≥ 0.
· · ·
λ1λ2 · · · λn
≥ 0 n is a odd number
≤ 0 n is a even number.
The proof of Theorem 4.2 is similar to that of Theorem 4.1, so it is omitted here. 
Theorem 4.2 gives a realizability condition of open Problem 2.
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Corollary 4.2. For a given list of real numbers Λ = {λ1, λ2, . . . , λn}, the necessary and sufficient condition that it has at least
one nonnegative matrix A in the form of (3.3) and withΛ as its spectrum is that
λ1 + λ2 + · · · + λn ≥ 0
λ1λ2 + λ1λ3 + · · · + λn−1λn =
n
i,j=1
i<j
λiλj ≤ 0
λ1λ2λ3 + λ1λ2λ4 + · · · + λn−2λn−1λn =
n
i,j,k=1
i<j<k
λiλjλk ≥ 0
· · ·
λ1λ2 · · · λn
≥ 0 n is a odd number
≤ 0 n is a even number.
Theorem 4.3. For a given list of complex numbersΛ = {λ1, λ2, . . . , λn}, if it has the closed property under complex conjugation
and there exists an n× n invertible real matrix P that makes P−1AP = B and makes B nonnegative, then B also has spectrumΛ,
where A is the matrix which is constructed in the proof of Theorem 4.1.
Theorem 4.3 also shows the fact that the solution to NIEP may not be unique.
Next, we will discuss Problem 3.
According to Theorems 4.2 and 4.3, we know that as long as Λ = {λ1, λ2, . . . , λn} satisfies (4.1), there must be at least
one nonnegative matrix Awith spectrumΛ = {λ1, λ2, . . . , λn}. Further, if there exists an n× n invertible real matrix P that
makes P−1AP = B and also makes B nonnegative, then B also has spectrum Λ, where A is the matrix which is constructed
in the proof of Theorem 4.1. If that were true, a realizability condition of Problem 3 would be obtained. The following three
new topics of matrix theory need to be studied further.
(1) For any given n × n nonnegative matrix A, is there an n × n invertible real matrix P that makes P−1AP = B and also
makes B a nonnegative matrix?
(2) For any given n × n nonnegative matrix A, is there an n × n invertible real matrix P that makes P−1AP = B and also
makes B a symmetric matrix?
(3) For any given n × n nonnegative matrix A, is there an n × n invertible real matrix P that makes P−1AP = B and also
makes B both a nonnegative matrix and a symmetric matrix?
From the evidencewe have heard so far, there are no existing conclusions for the above problems. Butwe conjecture that,
for each of these three questions, the answer is positive. In fact, since A is a known nonnegative matrix, in numerous real
matrices, there must be an invertible real matrix P making P−1AP = B and B both a nonnegative matrix and a symmetric
matrix.
To avoid drifting from the subject of this paper, we leave these questions to our readers first.
Finally, we must point out that, although Theorems 4.1 and 4.2 and their corollaries give necessary and sufficient
conditions to determine the realizability of NIEPs, these are not the sole conditions. For instance, for a list of nonnegative
real numbers, we have the following.
Theorem 4.4. For any given list of nonnegative real numbers Λ = {λ1, λ2, . . . , λn}, there must be at least one symmetric
nonnegative matrix A with spectrumΛ.
Proof. Without loss of generality, we assume that λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0. According to the density of real numbers, there
must be at least a list of real numbers, c1, c2, . . . , cn−1, such that λ1 ≥ c1 ≥ λ2 ≥ · · · ≥ cn−1 ≥ λn ≥ 0. We first define
d =ni=1 λi−n−1i=1 ci (obviously, d ≥ 0) and then we construct an n×n symmetric nonnegative real matrix A = Λc bbT d,
suchthatAhas spectrumΛ, whereΛc = diag(c1, c2, . . . , cn−1) is a nonnegative diagonalmatrix, b is a (n−1)×1nonnegative
real vector, and d is a nonnegative real number. As the premise ofΛc and d, the crux of the matter is to explore nonnegative
vector b. We suppose that such a matrix really exists; and then its characteristic polynomial is
ϕA(λ) = det(λIn − A) =
λIn−1 −Λc −b−bT λ− d

=
 In−1 0(λIn−1 −Λc)−1 bT 1

λIn−1 −Λc −b
−bT λ− d

In−1 (λIn−1 −Λc)−1 b
0 1

= (λ− d)− bT (λIn−1 −Λc)−1b det(λIn−1 −Λc)
=

(λ− d)−
n−1
i=1
b2i
λ− ci

n−1
i=1
(λ− ci). (4.5)
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Next, we explore the existence of nonnegative vector bwhich makes ϕA(λi) = 0, i = 1, 2, . . . , n. We write
ψ1(λ) =
n
i=1
(λ− λi), ψ2(λ) =
n−1
i=1
(λ− ci).
Asψ1(λ) andψ2(λ) are n-order and n− 1-order polynomials, respectively, there exist constant c and polynomialψ3(λ),
such that
ψ1(λ) = ψ2(λ)(λ− c)+ ψ3(λ), (4.6)
where the order of ψ3(λ) is less than or equal to n− 1.
By direct computation, we know that c = ni=1 λi − n−1i=1 ci = d. As ψ2(ci) = 0, i = 1, 2, . . . , n − 1, we
have ψ1(ci) = ψ3(ci), i = 1, 2, . . . , n − 1. Thus we know the values of ψ3(λ) at points c1, c2, . . . , cn−1: they are
ψ1(c1), ψ1(c2), . . . , ψ1(cn−1), respectively.
We first discuss the case when λi ≠ λj (i ≠ j, i = 1, 2, . . . , n; j = 1, 2, . . . , n). Applying the Lagrange interpolation
formula, we have
ψ3(λ) =
n−1
i=1
ψ1(ci)
ψ2(λ)
ψ ′2(ci)(λ− ci)
, where , ψ ′2(λ) denotes derivative of ψ2(λ).
Combining the equality (4.6), we have
ψ1(λ)
ψ2(λ)
= (λ− d)+ ψ3(λ)
ψ2(λ)
= (λ− d)−
n−1
i=1
−ψ1(ci)
ψ ′2(ci)(λ− ci)
.
Combining ψ1(λi) = 0, i = 1, 2, . . . , n, we have
(λj − d)−
n−1
i=1
−ψ1(ci)
ψ ′2(ci)(λi − ci)
= 0, j = 1, 2, . . . , n. (4.7)
Comparing (4.5) with (4.7), if we take
b2i = −
ψ1(ci)
ψ ′2(ci)
, i = 1, 2, . . . , n− 1, (4.8)
then ϕ(λi) = 0; that is, λ1, λ2, . . . , λn are eigenvalues of A. So, the only remaining problem is how to prove that
ψ1(ci)
ψ ′2(ci)
≤ 0 (i = 1, 2, . . . , n− 1). (4.9)
In fact, as λ1 ≥ c1 ≥ λ2 ≥ · · · ≥ cn−1 ≥ λn ≥ 0, we have
ψ1(ci) = (−1)i
n
j=1
ci − λj
ψ ′2(ci) = (−1)i−1
n
j=1
j≠i
ci − cj .
Thus, (4.9) is proved. And then if we take nonnegative real roots of

−ψ1(ci)
ψ ′2(ci)
, then bi ≥ 0 (i = 1, 2, . . . , n − 1). As we
know that λ1 ≥ c1 ≥ λ2 ≥ · · · ≥ cn−1 ≥ λn ≥ 0 and d ≥ 0, so A =

Λc b
bT d

is a nonnegative real symmetric matrix.
In the above proof, a particular case is worth discussing; that is, in the listΛ = {λ1, λ2, . . . , λn}, it is likely to occur that
λi = λj (i ≠ j, i = 1, 2, . . . , n; j = 1, 2, . . . , n). In this case, among the list of nonnegative real numbers c1, c2, . . . , cn−1,
there are at least twonumbers that are the same.Without loss of generality,we assume that c1 = · · · = ck ≥ ck+1 ≥ · · · (2 ≤
k). As λ1 ≥ c1 ≥ λ2 ≥ · · · ≥ cn−1 ≥ λn ≥ 0, we have λ2 = · · · = λk−1 = c1, and thus a factor ofψ1(λ) is (λ−λ1)(λ−c1)k−1
and a factor ofψ2(λ) is (λ−c1)k.Moreover, c1 is a kmultiple root ofψ2(λ), sowe canuse g1(λ) = ψ1(λ)(λ−c1)k−1 , g2(λ) =
ψ2(λ)
(λ−c1)k−1
and g3(λ) = ψ3(λ)(λ−c1)k−1 to replaceψ1(λ), ψ2(λ) andψ3(λ), respectively. Thus, c1 is only a simple root ofψ2(λ). We can repeat
the discussion of the problem above just as we have done.
The proof is complete. 
Theorem 4.4 shows that, for any given list of nonnegative real numbers Λ = {λ1, λ2, . . . , λn}, we can always construct
at least one symmetric nonnegative matrix A, such that A has spectrumΛ. Though this is different from Theorems 4.1–4.3,
it has partly answered Problem 3 of the set of nonnegative inverse eigenvalue problems from a different angle.
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