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Abstract: Device-independent self-testing allows a verifier to certify that potentially
malicious parties hold on to a specific quantum state, based only on the observed corre-
lations. Parallel self-testing has recently been explored, aiming to self-test many copies
(i.e. a tensor product) of the target state concurrently. In this work, we show that n
EPR pairs can be self-tested in parallel through n copies of the well known CHSH game.
We generalise this result further to a parallel self-test of n tilted EPR pairs with arbi-
trary angles, and finally we show how our results and calculations can also be applied
to obtain a parallel self-test of 2n EPR pairs via n copies of the Mermin-Peres magic
square game.
1 Introduction
Device-independent self-testing commonly refers to the certification, based only on the ob-
served correlations, that potentially malicious parties possess a certain quantum state and
are performing specific measurements on it. We refer to the potentially malicious parties as
Alice and Bob, or the provers, and to whoever administers the test as the verifier.
Self-testing is a unique feature of the quantum setting, and does not have a parallel in the
classical world, namely because the correlations which can self-test a quantum state are neces-
sarily non-local. On top of being of theoretical interest, self-testing has found applications in
several device-independent tasks, such as entanglement testing, key distribution and random
number generation [1, 2], and even verified delegation of quantum computation [3, 4].
This has prompted a line of research attempting to find more efficient and robust self-tests
[5](robustness is necessary for practical applications simply because self-testing is based on
observed statistics).
One of the very first self-testing results was the proof by Popescu and Rohrlich [6] that a strat-
egy winning the CHSH [7] game with ideal probability must be isometric to the ideal strategy,
which requires the provers to share a pair of maximally entangled qubits. The majority of the
work in self-testing since then has focused on self-testing one or two pairs of qubits [8, 9], with
the Mayers-Yao self-test [8] being one of the kickstarting works in the field. We now know
that it is possible to self-test one or two pairs of maximally entangled qubits, but also any
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pair of partially entangled qubits through maximal violation of what is commonly referred to
as tilted CHSH inequality [10].
More recently, the attention has turned to the possibility of self-testing many copies of the
same state at once in parallel, i.e. with the verifier sending out all the questions at once and
the provers sending back all their answers at once, and we know that it is possible to self-test
any number of maximally entangled pairs of qubits in parallel [11].
In his recent work [11], McKague presents two parallel self-tests. The first is based on the
well-known Mayers-Yao test and allows to self-test n EPR pairs with a question set specified
by O(log(log(n))) bits, with robustness bound O(
√
n2
1
2 + n
1
4 ) when the correlations are
-close to optimal in each subtest (we clarify the meaning of this bound below). The second
test draws both from Mayers-Yao and CHSH, and is strictly parallel, in the sense that it
consists of n copies of the same subtest and the arbiter picks the questions for each sub-test
independently and with the same distribution. It is also phrased as a non-local game, with
a winning condition for each round of the test and a robustness bound on the distance of
a strategy from ideal based on its winning probability. However, the robustness bound is
exponential in the number of EPR pairs tested.
We make the following contributions. By generalising ideas from [9] and expanding on ideas in
[11], we show that it is indeed possible to self-test n maximally entangled pairs of qubits by us-
ing n copies of CHSH strictly in parallel. More precisely, we show that two non-communicating
parties Alice and Bob, receiving n-bit questions (corresponding to n sets of CHSH games) that
are able to reply so that their n-bit answers have optimal (or close to optimal) correlations
in each of the n copies of the CHSH game must be (close to) sharing a tensor product of n
EPR pairs.
Specifically, if the strategy of Alice and Bob is such that each of the n sets of questions and
answers has correlations that are -close to optimal (for instance, for CHSH this means that
the value of the violation in each of the n copies is at least 2
√
2 − ), then their joint state
must be O(n
3
2
√
)-close to a tensor product of n EPR pairs.
This certainly improves on the robustness bound for the second parallel test in McKague’s
work [11], mentioned earlier, and also on the robustness bound for the first test, with respect
to the dependence on .
We generalise our result further to tilted EPR pairs (i.e. partially entangled pairs of qubits),
showing that if each of Alice and Bob’s n pairs of answers violates maximally a tilted CHSH
inequality for some angle θi, then they must be holding on to a tensor product of tilted EPR
pairs characterised by angles θi, i = 1, .., n. In this case, our robustness bound is O(n2
√
).
A nice direct consequence of having a self-test for a product of n tilted EPR pairs is that
we are now able to self-test a n-dimensional subfamily of the family of all pairs of partially
entangled qu-N its, where N = 2n, namely the subfamily of all bipartite partially entangled
states that have the form of product of tilted EPR pairs. One can see that this is the case
through the natural isomorphism between the space of a single qu-N it and that of n qubits
(more details on this are provided at the end of section 4).
At the time of writing of this work, very little was known about self-testing entangled quN it
states for N > 2. The CGLMP inequality [12] was known to self-test a certain pair of partially
entangled qutrits [13], but no more general results were known. Ours was, hence, a step for-
ward towards answering the question of whether all pure bipartite partially entangled states
2
can be self-tested. Very recently, however, the latter question has been answered affirmatively
by Coladangelo, Goh and Scarani [14].
Self-testing proofs can typically be broken down into two parts. The first involves showing
that the existence of unknown operators satisfying certain identities when acting on the un-
known state guarantees the existence of a local isometry from the unknown state to the state
that we are self-testing. The second involves finding correlations which imply the existence
of operators satisfying such identities.
In our analysis, one can deduce the existence of the desired isometries by using a straightfor-
ward generalisation of Mayers-Yao’s test to n sets of operators and to the tilted scenario, for
which we include a proof in the ideal case. However, for our robustness results we will make
use of results from [15], which almost directly imply the robust theorems required.
Thus, we are effectively providing the missing correlations needed to deduce the existence of
operators satisfying the hypothesis of Theorem 2.1 and A.1 from [15].
Finally, we also apply our results and calculations to deduce a strictly parallel self-test based
on the Mermin-Peres magic square game [16, 17]. The latter game is particularly interesting
because the optimal quantum strategy wins the game with certainty. Our robustness bound
here is O(n
3
2
√
). In this context, we wish to mention the independent work of Coudron
and Natarajan [18], which also achieves a robust parallel self-test based on the magic square
game. aA few other works on self-testing in parallel appeared at a similar time: [15] contains
a Lemma which we use here, giving sufficient conditions for self-testing tilted EPR pairs in
parallel (this is Lemma 4.6 from section 4), [19] gives an XOR game with number of inputs
scaling only quadratically in the number of EPR pairs tested, [20] gives the first parallel self-
test in which robustness doesn’t depend on the number of EPR pairs tested, with number of
inputs still exponential.
The simplicity of our parallel self-tests (they are just parallel repetitions of well-studied
games) makes them well-suited for certain cryptographic applications. One application that
we have in mind is to constructing delegation protocols that run in a constant number of
rounds. For instance, one advantage of our first self-test is that it is a strictly parallel ver-
sion of precisely CHSH. Thus, it might be possible to employ ideas from our parallel self-test
to modify the protocol of Reichardt et al. [3] (in which the CHSH self-test is sequential,
and which thus requires a polynomial number of rounds) to reduce the number of rounds
to constant. We should emphasize, however, that this application doesn’t appear to follow
straightforwardly from our results, but requires at least some adaptation. Thus, we leave
exploring this direction for future work.
The paper is organized as follows. In section 2, we include some background results. In
sections 3 and 4, we analyse the case of n copies of respectively CHSH and tilted CHSH in
parallel. Subsections 3.1 and 4.1 deal with the ideal cases, while subsections 3.2 and 4.2, make
the respective results robust. In section 5, we apply our results and calculations to deduce a
parallel self-test of 2n EPR pairs via n copies of the magic square game.
We choose to present the analysis of the ideal cases before their robust extensions (even though
the latter imply the former) because this aids exposition and makes the proofs easier to read
at a small price in terms of content length.
aWe heard from the authors about their work, at the time in preparation, just before submission of the first
version of this paper.
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Our main robust results are stated in Theorems 3.4, 4.4 and 5.1.
1.1 On the notion of a Parallel Self-Test
Before we proceed further, we wish to clarify, informally, what is meant by a self-test and,
consequently, what it means for a self-test to be parallel.
There are two notions (or formulations) of self-testing that are often referred to interchange-
ably. The first kind is that of self-tests based on correlations, where one asserts that a point or
a locus of points in a certain quantum set of correlations self-tests a state and measurements
if and only if this point or locus of points can be achieved uniquely (up to isometry) by said
measurements on that state. Here, robustness amounts to showing that if the correlations
produced by Alice and Bob are close (in some sense) to the point or locus of points that
self-test a state, then the state and measurements achieving those correlations are close to
the ones that are being self-tested.
In this context, the notion of parallelising a self-test is inherent in the choice of the quantum
set of correlations. Now, we denote by (l,m, d) the quantum correlations set corresponding to
l parties, m measurement choices each and d possible outcomes for each measurement. Then,
for instance, for Theorems 3.1 and 3.4 (our parallel CHSH self-tests), what we are asserting is
that the locus of points in the (2, 2n, 2n) quantum correlations set such that the expectation
values on the n individual CHSH games are all optimal, or close to optimal, self-tests the
state of n singlets. The notion of parallel self-test of two singlets from the work of Wu et al.
[9], of which our present work is a generalisation, is also of this kind.
The second notion of self-test is more operational. It is framed in terms of a test which
has an acceptance condition checked by the verifier in terms of the questions it sent to and the
answers it received from the provers. Here, the state and measurements constituting an ideal
strategy are said to be self-tested with robustness if any strategy that leads to acceptance in
the test with probability close to ideal is shown to be close to the ideal one. Self-tests of this
kind are found in [11] and [15].
In this context, a parallel self-test is simply characterised by the verifier’s questions being sent
out all at once, and the provers’ answers being sent back all together. All the answers are
then checked by the verifier against one overall acceptance condition and the verifier outputs
a single bit 1 (accept) or 0 (reject).
It is easy to see, then, that any self-test of the second kind immediately gives a self-test of the
first kind, but the converse is not immediate. Note, however, that even though the second
notion of self-testing is phrased in terms of acceptance in a test, it is still obviously not enough
for an experimentalist to run the test once. Both notions of self-testing require, in practice,
the experimentalist to run the test multiple times in order to be able to assert with statistical
confidence that the strategy employed by the provers is accepted with probability close to
ideal.
Moreover, for some parallel self-tests of the first kind, namely the ones that are based on
copies of some non-local game (like CHSH or the magic square game), it is possible to come
up with an operational formulation of the second kind as follows. The verifier sends out all
the n sets of questions at once, and picks k ∈R {1, .., n}. When it receives the answers back,
the verifier accepts if the provers won at least k of the n copies of the game, and rejects
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otherwise. It is clear then (at least in the ideal case) that the provers’ strategy is accepted
with optimal probability if and only if the provers’ correlations are such that they win each
of the n copies of the game with optimal probability, which brings us back to a self-test of
the first kind. This approach is used also by McKague in [11].
2 Preliminaries
In this section, we clarify notation and include some background results.
H denotes a Hilbert space. Subscript A corresponds to Alice’s system and B to Bob’s. Sub-
scripts attached to operators indicate the space that the operator acts on. For instance, ZA
acts on HA.
We use |Φ+〉 to indicate the state of a maximally entangled pair of qubits. We refer to this
equivalently as an EPR pair.
Now, we state a variant of the Mayers-Yao self-test found in [21]
Proposition 2.1. ([21]) Let |ψ〉AB ∈ HA ⊗ HB be a bipartite state. Suppose there are
unknown reflections {XA, ZA;XB , ZB , DB} satisfying:
〈ψ|ZAZB |ψ〉 = 〈ψ|XAXB |ψ〉 = 1 (1)
〈ψ|XAZB |ψ〉 = 〈ψ|ZAXB |ψ〉 = 0 (2)
〈ψ|ZADB |ψ〉 = 〈ψ|XADB |ψ〉 = 1/
√
2 (3)
Then there exist a local unitary U = UA ⊗ UB, where UD ∈ L(HD ⊗ (C2)D′), with D either
A or B, and a state |junk〉AB such that
U(|ψ〉AB |00〉A′B′) = |junk〉AB
∣∣Φ+〉
A′B′ (4)
U(MD |ψ〉AB |00〉A′B′) = |junk〉AB (σmD′
∣∣Φ+〉)A′B′ (5)
for M ∈ {X,Z}, where σmD′ is a Pauli operator (the superscript indicates which one) acting
on subsystem D′ (an identity is implied on the other subsystem).
A concise proof of this can be found in [22].
What Proposition 2.1 is saying is that, given operators satisfying its hypothesis, there exists a
local isometry, which adds a qubit in the zero state to Alice and Bob’s systems, mapping the
unknown joint state to a maximally entangled pair of qubits and the action of the unknown
operators on |ψ〉 to that of Pauli operators.
Something that emerges from the proof is that the operator DB only serves the purpose of
proving the relations ZAXA |ψ〉 = −XAZA |ψ〉 and ZBXB |ψ〉 = −XBZB |ψ〉. Thus we can
write the following variant of the Mayers-Yao test (technically the Mayers-Yao test starts
from correlations, as does Theorem 2.1 above, whereas in the following we start directly from
operator identities, so we are slightly abusing nomenclature):
Proposition 2.2. Let |ψ〉AB ∈ HA ⊗ HB be a bipartite state. Suppose there are unknown
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reflections {XA, ZA;XB , ZB} satisfying:
ZA |ψ〉 = ZB |ψ〉 (6)
XA |ψ〉 = XB |ψ〉 (7)
ZAXA |ψ〉 = −XAZA |ψ〉 (8)
ZBXB |ψ〉 = −XBZB |ψ〉 (9)
Then there exist a local unitary U = UA ⊗ UB, where UD ∈ L(HD ⊗ (C2)D′), with D either
A or B, and a state |junk〉AB such that
U(|ψ〉AB |00〉A′B′) = |junk〉AB
∣∣Φ+〉
A′B′ (10)
U(MD |ψ〉AB |00〉A′B′) = |junk〉AB (σmD′
∣∣Φ+〉)A′B′ (11)
(12)
for M ∈ {X,Z}, where σmD′ is a Pauli operator (the superscript indicates which one) acting
on subsystem D′ (an identity is implied on the other subsystem).
For our results in the following sections, we will be making use of important generalisations
of Proposition 2.2 to n sets of observables self-testing n EPR pairs, and even to tilted EPR
pairs, with robustness.
3 Self-Testing via n copies of CHSH in parallel
We show, first, how playing n copies of the CHSH game in parallel with ideal winning prob-
ability can self-test the unknown state of a bipartite system into n singlets (Theorem 3.1).
We’ll then extend our analysis to obtain robustness as well (Theorem 3.4).
3.1 Ideal self-testing of n EPR pairs
The typical setting for self-testing is the following. Two non-communicating parties Alice and
Bob share a quantum state ρAB on HA⊗HB and are queried respectively with questions x, y
to which they reply with answers a, b. The Hilbert space dimension is not known a priori and
not bounded, so we can assume that they obtain their answers via projective measurements
{Πa|x} for Alice, and {Πb|y} for Bob, on their portions of the quantum state. Moreover, from
now on, we take Alice and Bob’s state to be pure for ease of exposition, but we remark that
one can check that all of the proofs go through in the same way starting from a generic mixed
state. A given strategy determines the correlations
P (a, b|x, y) = 〈ψ|Πa|xΠb|y|ψ〉 (13)
Now, for the case of n copies of CHSH, naturally expanding on the proof for the case of double
CHSH in [9], and in a similar fashion to [11], we have a, b, x, y ∈ {0, 1, .., 2n − 1}, and we set
x = 2n−1x1 + ..+ 2xn−1 + xn y = 2n−1y1 + ..+ 2yn−1 + yn (14)
a = 2n−1a1 + ..+ 2an−1 + an b = 2n−1b1 + ..+ 2bn−1 + bn (15)
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with the ai, bi, xi, yi ∈ {0, 1}. The idea is that we are splitting the inputs and outputs as if
they were received from n different CHSH tests.
In what follows, for a w = (w1, w2, .., wn) ∈ {0, 1}n, we will denote w = 2n−1w1 + ..+2wn−1 +
wn. Next, generalising the setup of Wu et al. [9] (in a similar fashion to what is also done by
McKague in [11]) we introduce the operators
Z
(k)
i =
∑
a=(a1,..,ai−1,0,ai+1,..,an)
ΠAa|x −
∑
a=(a1,..,ai−1,1,ai+1,..,an)
ΠAa|x (16)
where x is the kth smallest element of the set {x : x = (x1, .., xi−1, 0, xi+1, .., xn)}, and
X
(k)
i =
∑
a=(a1,..,ai−1,0,ai+1,..,an)
ΠAa|x −
∑
a=(a1,..,ai−1,1,ai+1,..,an)
ΠAa|x (17)
where x is the kth smallest element of {x : x = (x1, .., xi−1, 1, xi+1, .., xn)}.
In the above i = 1, .., n, and k = 1, .., 2n−1.
Here, Z(k)i is the operator that Alice measures to get her ith output bit when her ith input
bit (i.e. question) is 0, and the other n − 1 input bits are such that the overall question
x is the kth smallest element of the set {x : x = (x1, .., xi−1, 0, xi+1, .., xn)} (this is just a
convenient-to-state choice of ordering of questions, but there is no other particular reason for
choosing this). There are 2n−1 possible choices for the remaining n − 1 input bits once the
ith one is fixed to be zero, and that is why k ranges from 1 to 2n−1. Similarly, X(k)i is the
operator that Alice measures to get the ith output bit when her ith input bit 1 (instead of
zero), and the index k has a meaning analogous to that for Z(k)i .
Now for i = 1, .., n we define
V ′i =
1
2n−1
2n−1∑
k=1
Z
(k)
i , W
′
i =
1
2n−1
2n−1∑
k=1
X
(k)
i , (18)
Intuitively, one can think of V ′i as the operator that Alice measures to obtain her ith output
bit when her ith input bit is 0 and she forgets about the other input bits, but assumes that
they are uniformly distributed. W ′i is similarly defined with the difference that the ith input
bit is 1.
Construct V ′i and W ′i analogously for Bob, but let the subscript i run from n + 1 to 2n (we
avoid defining the Xi’s and Zi’s on Bob’s side just yet, as we’ll use these symbols differently
in a moment).
Notice, now, that the condition of Alice and Bob having optimal CHSH correlations in the
ith game can be written as:
〈ψ|[Vi(V ′n+i +W ′n+i) +Wi(V ′n+i −W ′n+i)]|ψ〉 = 2√2 (19)
Now, we can state our first parallel self-test.
Theorem 3.1. Consider the setup (and the notation) described in this section, with Alice
and Bob each receiving n-bit questions and producing n-bit answers, and suppose that each of
the n pairs of Alice and Bob’s answers has optimal CHSH correlations, i.e. for i = 1, ..n
〈ψ|[Vi(V ′n+i +W ′n+i) +Wi(V ′n+i −W ′n+i)]|ψ〉 = 2√2 (20)
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Then there exist reflections {X(i)A , Z(i)A , X(i)B , Z(i)B }i=1,..,n and a local unitary U = UA ⊗ UB,
where UD ∈ L(HD ⊗ (C2)⊗nD(1)..D(n)) for D either A or B, and a state |junk〉AB such that
U(|ψ〉AB |0〉⊗2nA(1)B(1)..A(n)B(n)) = |junk〉AB
∣∣Φ+〉⊗n
A(1)B(1)..A(n)B(n)
(21)
U(M
(i)
D |ψ〉AB |0〉⊗2nA(1)B(1)..A(n)B(n)) = |junk〉AB (σmD(i)
∣∣Φ+〉⊗n)A(1)B(1)..A(n)B(n) (22)
where (M,m) ∈ {(X,x), (Z, z)} and σx
D(i)
and σz
D(i)
are Pauli operators acting on qubit sub-
system D(i).
In the rest of this subsection, we will be proving Theorem 3.1.
Now, for each of the n subtests, the optimal CHSH correlations give, for i = 1, .., n:
1
2n−1
〈ψ|
[ 2n−1∑
k=1
Z
(k)
i (V
′
n+i +W
′
n+i) +
2n−1∑
k=1
X
(k)
i (V
′
n+i −W ′n+i)
]
|ψ〉 = 2
√
2 (23)
where we have only substituted in the definition of Vi and Wi on Alice’s subsystem.
We also have n · 2n−1 separate CHSH inequalities (one for each pair (i, k)):
〈ψ|[Z(k)i (V ′n+i +W ′n+i) +X(k)i (V ′n+i −W ′n+i)]|ψ〉 ≤ 2√2 (24)
It’s easy to see that since equality holds in (23), equality must also hold in all of the above
n · 2n−1 separate CHSH correlations. This will be exploited shortly.
First, for i = 1, .., n, let Z ′n+i :=
V ′n+i+W
′
n+i
|V ′n+i+W ′n+i| and X
′
n+i :=
V ′n+i−W ′n+i
|V ′n+i−W ′n+i| . As is noted in [9],
some care must be taken in defining the above operators since |V ′n+i±W ′n+i| might have zero
eigenvalues. But we can just change these from 0 to 1 without affecting anything because,
since the quantum limit of CHSH is achieved, these cannot have an effect when the opera-
tors are applied to |ψ〉. Hence, we have ensured that Z ′n+i and X ′n+i have eigenvalues only ±1.
Now, we state a generalisation of Proposition 2.2 to n sets of observables and n singlets.
The extra condition we require is that operators on the same side, but corresponding to dif-
ferent indexes i and j, commute. Actually, and this is a crucial point for what we will be able
to derive in our analysis in the next sections, we only require that they commute on |ψ〉.
Proposition 3.2. Let |ψ〉AB ∈ HA ⊗HB be a bipartite state. Suppose there are reflections
{X(i)A , Z(i)A ;X(i)B , Z(i)B }i=1,..,n (acting on subsystems A and B as indicated by the subscripts),
such that ∀i, j(i 6= j) M (i)A N (j)A |ψ〉 = N (j)A M (i)A |ψ〉 where M,N ∈ {X,Z}, and similarly for
subsystem B. Suppose, moreover, that the conditions of Proposition 2.2 are satisfied for each
i, i.e.
Z
(i)
A |ψ〉 = Z(i)B |ψ〉 (25)
X
(i)
A |ψ〉 = X(i)B |ψ〉 (26)
Z
(i)
A X
(i)
A |ψ〉 = −X(i)A Z(i)A |ψ〉 (27)
Z
(i)
B X
(i)
B |ψ〉 = −X(i)B Z(i)B |ψ〉 (28)
8
Then there exist a local unitary U = UA ⊗ UB, UD ∈ L(HD ⊗ (C2)⊗nD(1)..D(n)) for D either A
or B, and a state |junk〉AB such that
U(|ψ〉AB |0〉⊗2nA(1)B(1)..A(n)B(n)) = |junk〉AB
∣∣Φ+〉⊗n
A(1)B(1)..A(n)B(n)
(29)
U(MD(i) |ψ〉AB |0〉⊗2nA(1)B(1)..A(n)B(n)) = |junk〉AB (σmD(i)
∣∣Φ+〉⊗n)A(1)B(1)..A(n)B(n) (30)
for (M,m) ∈ {(X,x), (Z, z)}, where σm
D(i)
is a Pauli operator on qubit subsystem D(i) and an
identity is implied on the other subsystems.
Proof: We include a proof of this proposition in the Appendix. Note that this is an ideal case
result (meaning that the operator relations required in the hypothesis are exact). For our
robust result, we will make use of a robust version of this Proposition, which follows almost
directly from results in [15].
Next, we appeal to the following Lemma from [21]:
Lemma 3.3. ([21]) Let |ψ〉AB ∈ HA ⊗ HB be a bipartite state. Suppose the reflections
Z ′A, X
′
A, V
′
B ,W
′
B satisfy
〈ψ|Z ′A(V ′B +W ′B) +X ′A(V ′B −W ′B)|ψ〉 = 2
√
2 (31)
Then, defining Z ′B =
V ′B+W
′
B
|V ′B+W ′B | and X
′
B =
V ′B−W ′B
|V ′B−W ′B | (again after changing 0 eigenvalues to 1),
we have
Z ′A |ψ〉 = Z ′B |ψ〉 (32)
X ′A |ψ〉 = X ′B |ψ〉 (33)
Z ′AX
′
A |ψ〉 = −X ′AZ ′A |ψ〉 (34)
Z ′BX
′
B |ψ〉 = −X ′BZ ′B |ψ〉 (35)
Applying this Lemma n times for i = 1, .., n with Z(k)i , X
(k)
i , V
′
n+i and W ′n+i, gives
Z
(k)
i |ψ〉 = Z ′n+i |ψ〉 (36)
X
(k)
i |ψ〉 = X ′n+i |ψ〉 (37)
Z
(k)
i X
(k)
i |ψ〉 = −X(k)i Z(k)i |ψ〉 (38)
Z ′n+iX
′
n+i |ψ〉 = −X ′n+iZ ′n+i |ψ〉 (39)
where the first three hold for k = 1, .., 2n−1.
Now, we will use the above Lemma to prove some commutation relations (on |ψ〉) between
operators corresponding to different subscripts. This will allows us to exploit Proposition 3.2,
stated earlier. Recall, also, that we already have commutation between the operators indexed
with subscripts up to n and those indexed from n + 1 to 2n, since the former act on Alice’s
side and the latter on Bob’s side.
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Now, consider subscripts i, j, (i 6= j). Then notice, for example, that Z(0)i commutes with
Z
(0)
j (this is actual commutation, not just on |ψ〉), because, by construction, both operators
are sums of the same set of orthogonal projections (the ones corresponding to question x =
0), appearing possibly with a different sign. In fact, there are 2n−2 pairs of superscripts (k¯, l¯)
such that [Z(k¯)i , Z
(l¯)
j ] = 0. Consider one such pair. Then
⇒Z(k¯)i Z(l¯)j |ψ〉 = Z(l¯)j Z(k¯)i |ψ〉 (40)
⇒Z(k¯)i Z ′n+j |ψ〉 = Z(l¯)j Z ′n+i |ψ〉 by Eq. (36) (41)
⇒Z ′n+jZ(k¯)i |ψ〉 = Z ′n+iZ(l¯)j |ψ〉 (42)
⇒Z ′n+jZ ′n+i |ψ〉 = Z ′n+iZ ′n+j |ψ〉 by Eq. (36) (43)
And this holds for all i, j ∈ {1, .., n}. But it’s easy to see that this then implies
Z
(k)
i Z
(l)
j |ψ〉 = Z(l)j Z(k)i |ψ〉 ∀k, l ∈ {1, .., 2n−1} (44)
Similary, we also get, for all i, j ∈ {1, .., n},
X ′n+jX
′
n+i |ψ〉 = X ′n+iX ′n+j |ψ〉 (45)
⇒ X(k)i X(l)j |ψ〉 = X(l)j X(k)i |ψ〉 ∀k, l ∈ {1, .., 2n−1} (46)
and
X ′n+jZ
′
n+i |ψ〉 = Z ′n+iX ′n+j |ψ〉 (47)
⇒ Z(k)i X(l)j |ψ〉 = X(l)j Z(k)i |ψ〉 ∀k, l ∈ {1, .., 2n−1} (48)
Now, we have all we need in order to apply Proposition 3.2.
As our testing measurement operators we choose
{X(1)i , Z(1)i ;X ′n+i, Z ′n+i} for i = 1, .., n (49)
Notice that there is no particular reason for choosing superscript 1, and we could replace it
with any other k ∈ {1, .., 2n−1}.
Now, for each i, the conditions of Proposition 2.2 are met:
Z
(1)
i |ψ〉 = Z ′n+i |ψ〉 (50)
X
(1)
i |ψ〉 = X ′n+i |ψ〉 (51)
Z
(1)
i X
(1)
i |ψ〉 = −X(1)i Z(1)i |ψ〉 (52)
Z ′n+iX
′
n+i |ψ〉 = −X ′n+iZ ′n+i |ψ〉 (53)
Moreover, for each i, j (i 6= j), we have the commutation relations (on |ψ〉) required by
Proposition 3.2:
Z
(1)
i Z
(1)
j |ψ〉 = Z(1)j Z(1)i |ψ〉 by Eq. (44) (54)
X
(1)
i X
(1)
j |ψ〉 = X(1)j X(1)i |ψ〉 by Eq. (46) (55)
Z
(1)
i X
(1)
j |ψ〉 = X(1)j Z(1)i |ψ〉 by Eq. (48) (56)
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and
Z ′n+iZ
′
n+j |ψ〉 = Z ′n+jZ ′n+i |ψ〉 by Eq. (43) (57)
X ′n+iX
′
n+j |ψ〉 = X ′n+jX ′n+i |ψ〉 by Eq. (45) (58)
Z ′n+iX
′
n+j |ψ〉 = X ′n+jZ ′n+i |ψ〉 by Eq. (47) (59)
So we can apply Proposition 3.2 to deduce that there exists a local unitary U = UA⊗UB and
a state |junk〉AB such that
U(|ψ〉AB |0〉⊗2nA(1)B(1)..A(n)B(n)) = |junk〉AB
∣∣Φ+〉⊗n
A(1)B(1)..A(n)B(n)
(60)
Φ(MD(i) |ψ〉AB |0〉⊗2nA(1)B(1)..A(n)B(n)) = |junk〉AB (σmD(i)
∣∣Φ+〉⊗n)A(1)B(1)..A(n)B(n) (61)
for M ∈ {X,Z}, where σm
D(i)
is a Pauli operator on qubit subsystem D(i). Thus, we have
proved Theorem 3.1.
3.2 Robust self-testing of n EPR pairs
In this subsection, we will make the self-testing result of the previous section robust. We
will show that if Alice and Bob’s answers have close-to-optimal correlations in each of the n
copies of the CHSH game, then the state that they share is close to n EPR pairs. Just as
we constructed operators satisying the conditions of Proposition 3.2 exactly, in the case that
Alice and Bob’s correlations are perfect in each of the n copies of the CHSH game, we will
show, next, how to construct operators that are close to satisfying those conditions when Alice
and Bob exhibit close-to-optimal correlations. We will find such operators by looking (more
carefully) amongst the ones we constructed earlier. We will then call on a robust version of
Proposition 3.2, namely Theorem 3.5, to deduce the existence of the desired isometry.
Here, we will assume without loss of generality that Alice’s and Bob’s spaces HA and HB
are of even dimension, and that their observables are balanced (meaning that the +1 and
−1 eigenspaces have equal dimension). This assumption is required in the proof, and notice
that it can always be satisfied by taking the direct sum with another space of appropriate
dimension on which |ψ〉 has no mass, and extending the original operators via a direct sum
with an appropriate reflection.
We state, for completeness and clarity, the robust version of the self-test of Theorem 3.1 that
we will prove.
Theorem 3.4. Consider the same setup (and the notation) of Theorem 3.1, with Alice and
Bob each receiving n-bit questions and producing n-bit answers, and suppose that each of the
n pairs of Alice and Bob’s answers has CHSH correlations that are -close to optimal, i.e. for
i = 1, ..n
〈ψ|[Vi(V ′n+i +W ′n+i) +Wi(V ′n+i −W ′n+i)]|ψ〉 ≥ 2√2−  (62)
Then there exist reflections {X(i)A , Z(i)A , X(i)B , Z(i)B }i=1,..,n, a local unitary U = UA ⊗UB where
UD : HD ⊗ (C2)⊗2nD′ → (C2)⊗nD ⊗ HˆD for D either A or B, and a state |junk〉 ∈ HˆA ⊗ HˆB
such that, letting |ψ′〉 = |ψ〉 ⊗ |Φ+〉⊗nA′ ⊗ |Φ+〉⊗nB′ ∈ HA ⊗ (C2)⊗2nA′ ⊗HB ⊗ (C2)⊗2nB′ , we have
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that ∀i
‖U |ψ′〉 − ∣∣Φ+〉⊗n
AB
⊗ |junk〉 ‖ = O(n 32√) (63)
‖UX(i)D |ψ′〉 − σxD(i)
∣∣Φ+〉⊗n
AB
⊗ |junk〉 ‖ = O(n 32√) (64)
‖UZ(i)D |ψ′〉 − σzD(i)
∣∣Φ+〉⊗n
AB
⊗ |junk〉 ‖ = O(n 32√) (65)
where D(i) is the ith qubit subsystem of (C2)⊗nD , and σxD(i) and σ
z
D(i)
are Pauli operators acting
on subsystem D(i).
Note that here the local isometry adds, as ancillae, n EPR pairs to Alice’s subsystem and n to
Bob’s (these EPR pairs are not shared between the two provers, but each prover has n pairs
separately), while in Theorem 3.1, instead, the isometry added simply a product of zeros.
In the remainder of this subsection, we will prove Theorem 3.4.
Let S denote the correlation value of a CHSH game corresponding to a certain quantum
strategy. Recall that −2√2 ≤ S ≤ 2√2 and that S = 4[2Pr[Win]− 1], where Pr[Win] is the
winning probability of said strategy.
Now, let Si denote the correlation value of the ith CHSH game, which is given by the LHS of
equation (62).
So, with S(k)i given by the LHS of equation (24), we have Si =
1
2n−1
∑2n−1
k=1 S
(k)
i , and also
Pr[Win game i] = 12n−1
∑2n−1
k=1 Pr[Win game i|k].
Now, by hypothesis we have that Si ≥ 2
√
2 −  for i = 1, .., n, i.e. for each of the n games
Alice and Bob win with probability Pr[Win game i] ≥ 12 (
√
2
2 + 1) − 8 := p∗ − 8 where p∗ is
the ideal winning probability for CHSH.
Claim: ∀i there are at most 2n−3 − 1 values of k s.t. Pr[Win game i|k] < p∗ − 58.
Proof: Suppose for a contradiction that there are at least 2n−3 values of k s.t. Pr[Win game i|k] <
p∗ − 58. Then
Pr[Win game i] ≤ 1
2n−1
[(2n−1 − 2n−3)p∗ + 2n−3(p∗ − 5
8
)] (66)
= p∗ − 5
4

8
< p∗ − 
8
(67)
which is a contradiction.
Hence, for each i, there are at least 2n−2 + 2n−3 + 1 values of k s.t. Pr[Win game i|k] ≥
p∗ − 58⇒ S(k)i ≥ 8p∗ − 5− 4 = 2
√
2− 5.
For each i denote by Gi this set of "good" values of k.
Now, we call on a special case of Lemma 4.2, whose proof is found in [10] (we will use this
Lemma again in its full generality in section 4).
The setup and notation is the same as in subsection 3.1, and again let Z ′n+i =
V ′n+i+W
′
n+i
|V ′n+i+W ′n+i|
and X ′n+i =
V ′n+i−W ′n+i
|V ′n+i−W ′n+i| . Then, Lemma 4.2, with θ =
pi
4 , implies that for each i = 1, .., n and
for each k ∈ Gi we have
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‖X(k)i −X ′n+i |ψ〉 ‖ ≤ 1 ‖Z(k)i − Z ′n+i |ψ〉 ‖ ≤ 1 (68)
‖(Z(k)i X(k)i +X(k)i Z(k)i ) |ψ〉 ‖ ≤ 1 ‖(Z ′n+iX ′n+i +X ′n+iZ ′n+i) |ψ〉 ‖ ≤ 1 (69)
where 1 = O(
√
).
Now, consider i, j in {1, .., n} with (i 6= j). Just as we mentioned in the analysis of the
ideal case, there are 2n−2 pairs of superscripts (k¯, l¯) such that [Z(k¯)i , Z
(l¯)
j ] = 0, (in each pair
the two superscripts correspond to the same overall questions, so for any two different pairs
(k¯, l¯) and (k¯, l¯) it is also the case that k¯ 6= k¯ and l¯ 6= l¯).
It is easy to see, then, that since there are at most 2n−3 − 1 values of k ∈ {1, .., 2n−1} such
that k /∈ Gi and at most 2n−3 − 1 values of l ∈ {1, .., 2n−1} such that l /∈ Gj , there must be
at least one pair (k¯, l¯) such that [Z(k¯)i , Z
(l¯)
j ] = 0 and such that both k¯ ∈ Gi and l¯ ∈ Gj .
So, Z(k¯)i Z
(l¯)
j |ψ〉 = Z(l¯)j Z(k¯)i |ψ〉 and using equation (68) and triangle inequalities we have
‖(Z(k¯)i Z ′n+j − Z(l¯)j Z ′n+i) |ψ〉 ‖ ≤ 21 (70)
‖(Z ′n+jZ ′n+i − Z ′n+iZ ′n+j) |ψ〉 ‖ ≤ 41 (71)
⇒ ‖(Z(k)i Z(l)j − Z(l)j Z(k)i |ψ〉 ‖ ≤ 81 ∀k ∈ Gi, l ∈ Gj (72)
Similarly we also find
‖(X ′n+jX ′n+i −X ′n+iX ′n+j) |ψ〉 ‖ ≤ 41 (73)
⇒ ‖(X(k)i X(l)j −X(l)j X(k)i |ψ〉 ‖ ≤ 81 ∀k ∈ Gi, l ∈ Gj (74)
and
‖(X ′n+jZ ′n+i − Z ′n+iX ′n+j) |ψ〉 ‖ ≤ 41 (75)
⇒ ‖(Z(k)i X(l)j −X(l)j Z(k)i |ψ〉 ‖ ≤ 81 ∀k ∈ Gi, l ∈ Gj (76)
Now, we state a robust version of the generalisation of the Mayers-Yao test of Proposition
3.2, which follows almost directly from results in [15], upon straightening out small details.
The results from [15] are stated precisely in the Appendix (Theorems A.1 and A.2).
Theorem 3.5. Let |ψ〉AB ∈ HA ⊗ HB be a bipartite state, where HA and HB have even
dimension. Suppose there are balanced reflections {X(i)A , Z(i)A , X(i)B , Z(i)B }i=1,..,n such that, for
D either A or B and for all i 6= j, they satisfy
‖M (i)A |ψ〉 −M (i)B |ψ〉 ‖ ≤  (77)
‖{X(i)D , Z(i)D } |ψ〉 ‖ ≤  (78)
‖ [M (i)D , N (j)D ] |ψ〉 ‖ ≤  (79)
where M,N ∈ {X,Z}.
Then, letting |ψ′〉 = |ψ〉⊗|Φ+〉⊗nA′ ⊗|Φ+〉⊗nB′ ∈ HA⊗(C2)⊗2nA′ ⊗HB⊗(C2)⊗2nB′ , there exist a local
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unitary U = UA⊗UB where UD : HD⊗(C2)⊗2nD′ → (C2)⊗nD ⊗HˆD and a state |junk〉 ∈ HˆA⊗HˆB
such that ∀i
‖U |ψ′〉 − ∣∣Φ+〉⊗n
AB
⊗ |junk〉 ‖ = O(n 32 ) (80)
‖UX(i)D |ψ′〉 − σxD(i)
∣∣Φ+〉⊗n
AB
⊗ |junk〉 ‖ = O(n 32 ) (81)
‖UZ(i)D |ψ′〉 − σzD(i)
∣∣Φ+〉⊗n
AB
⊗ |junk〉 ‖ = O(n 32 ) (82)
where D(i) is the ith qubit subsystem of (C2)⊗nD , and σxD(i) and σ
z
D(i)
are Pauli operators acting
on subsystem D(i).
Proof: Except for one small detail (which is dealt with in the Appendix), this Theorem follows
already from results in [15]. These are stated precisely in the Appendix (as Theorems A.1,
A.2), although we refer the reader to their source ([15]) for their proof.
We are now in the position to apply Theorem 3.5 to the following choice of operators.
For each i = 1, .., n fix a ki ∈ Gi. The choice of operators is then {X(ki)i , Z(ki)i , X ′n+i, Z ′n+i},
for i = 1, .., n.
These, as we have shown, satisfy all conditions of Theorem 3.5, with O(1) bound. Now,
recall that 1 = O(
√
). This implies, by Theorem 3.5, that there exists a local isometry,
which adds n EPR pairs on each side (separately) as ancillae, sending |ψ〉 to a state that is
O(n
3
2
√
)-close to a product of n EPR pairs shared between Alice and Bob, with the action of
the constructed operators on |ψ〉 mapping to that of the appropriate Pauli operators.
This completes the proof of Theorem 3.4.
4 Self-Testing via n copies of tilted CHSH
In this section, we will turn to the natural question of whether it is possible to generalise the
idea of self-testing n EPR pairs in parallel via n copies of CHSH to self-testing n tilted EPR
pairs, using n copies of tilted CHSH. We answer this question affirmatively. To aid exposition,
we will treat the ideal case (Theorem 4.1) before the robust case (Theorem 4.4).
4.1 Ideal self-testing of n tilted EPR pairs
First recall that we already know ([24], [10]) how to self-test a single pair of partially entangled
qubits |ψθ〉 := cos θ |00〉+ sin θ |11〉. In fact, observing maximal violation of the tilted CHSH
inequality, i.e.
αAo +A0B0 +A0B1 +A1B0 −A1B1 =
√
8 + 2α2 (83)
self-tests the state |ψθ〉, where sin(2θ) =
√
4−α2
4+α2 .
We naturally extend this to the parallel setting, and ask whether observing n pairs of answers
that individually maximally violate the tilted CHSH inequality for some θi’s (possibly differ-
ent) self-tests a tensor product of tilted EPR pairs with the corresponding angles θi, namely⊗n
i=1 |ψθi〉.
Define V ′i and W ′i for i = 1, .., 2n in the same way as in section 3. Then, our self-testing
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Theorem in the ideal case is the following.
Theorem 4.1. Consider the setup (and the notation) of section 3, with Alice and Bob each
receiving n-bit questions and producing n-bit answers. Suppose that there are angles θi, i =
1, .., n, such that the ith of the n pairs of Alice and Bob’s answers has optimal tilted CHSH
correlations with angle θi, i.e. for i = 1, .., n
〈ψ|[αiVi + Vi(V ′n+i +W ′n+i) +Wi(V ′n+i −W ′n+i)]|ψ〉 = √8 + 2α2i (84)
where sin(2θi) =
√
4−α2i
4+α2i
.
Then there exist reflections {X(i)A , Z(i)A , X(i)B , Z(i)B }i=1,..,n and a local unitary U = UA ⊗ UB,
where UD ∈ L(HD ⊗ (C2)⊗nD(1)..D(n)) for D either A or B, and a state |junk〉AB such that
U(|ψ〉AB |0〉⊗2nA(1)B(1)..A(n)B(n)) = |junk〉AB
( n⊗
j=1
∣∣ψθj〉 )A(1)B(1)..A(n)B(n) (85)
U(M
(i)
D |ψ〉AB |0〉⊗2nA(1)B(1)..A(n)B(n)) = |junk〉AB
(
σmD(i)
( n⊗
j=1
∣∣ψθj〉 )A(1)B(1)..A(n)B(n)) (86)
where (M,m) ∈ {(X,x), (Z, z)} and σx
D(i)
and σz
D(i)
are Pauli operators acting on qubit sub-
system D(i).
Now, by hypothesis each of the n pairs of answers maximally violates the tilted CHSH in-
equality for some angle θi. Then, recalling the definitions of Z
(k)
i and X
(k)
i from section 3,
we have, for i = 1, .., n:
1
2n−1
〈ψ|
[ 2n−1∑
k=1
αiZ
(k)
i +
2n−1∑
k=1
Z
(k)
i (V
′
n+i +W
′
n+i) +
2n−1∑
k=1
X
(k)
i (V
′
n+i −W ′n+i)
]
|ψ〉 =
√
8 + 2α2i
(87)
where sin(2θi) =
√
4−α2i
4+α2i
.
We also have n · 2n−1 separate tilted CHSH inequalities (one for each pair (i, k)):
〈ψ|[αiZ(k)i + Z(k)i (V ′n+i +W ′n+i) +X(k)i (V ′n+i −W ′n+i)]|ψ〉 ≤√8 + 2α2i (88)
But we deduce that, since equality must hold in (87), then equality must hold in all of the
above n · 2n−1 tilted CHSH inequalities. We will exploit this thanks to the following Lemma
from Bamps and Pironio [10] (this is the ideal case):
Lemma 4.2. ([10])Let |ψ〉AB ∈ HA ⊗ HB be a bipartite state. Suppose that reflections
Z ′A, X
′
A, V
′
B ,W
′
B satisfy
〈ψ| αZ ′A + Z ′A(V ′B +W ′B) +X ′A(V ′B −W ′B)|ψ〉 =
√
8 + 2α2 (89)
Then, defining Z ′′B :=
V ′B+W
′
B
2 cosµ and X
′′
B :=
V ′B−W ′B
2 sinµ , and letting Z
′
B :=
Z˜′′B
|Z˜′′B |
and X ′B :=
X˜′′B
|X˜′′B |
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(here Z˜ ′′B is Z
′′
B with the 0 eigenvalues changed to 1, and similarly for X˜
′′
B), we have
Z ′A |ψ〉 = Z ′B |ψ〉 (90)
sin θX ′A(I + Z
′
B) |ψ〉 = cos θX ′B(I − Z ′A) |ψ〉 (91)
Z ′AX
′
A |ψ〉 = −X ′AZ ′A |ψ〉, Z ′BX ′B |ψ〉 = −X ′BZ ′B |ψ〉 (92)
where sin(2θ) =
√
4−α2
4+α2 and tanµ = sin(2θ).
Now, define Z ′′n+i :=
V ′n+i+W
′
n+i
2 cosµi
and X ′′n+i :=
V ′n+i−W ′n+i
2 sinµi
, and let Z ′n+i :=
Z˜′′n+i
|Z˜′′n+i|
and
X ′n+i :=
X˜′′n+i
|X˜′′n+i|
, where tanµi = sin(2θi) (here Z˜ ′′n+i is just Z ′′n+i with the 0 eigenvalues
changed to 1, and similarly for X˜ ′′n+i). Then, by Lemma 4.2 we have that for each i = 1, .., , n
and k = 1, .., 2n−1 the following two relations are satisfied:
Z
(k)
i |ψ〉 = Z ′n+i |ψ〉 (93)
sin θiX
(k)
i (I + Z
′
n+i) |ψ〉 = cos θiX ′n+i(I − Z(k)i ) |ψ〉 (94)
We will also make use of the following further generalisation of Proposition 3.2.
Proposition 4.3. Let |ψ〉AB ∈ HA ⊗HB be a bipartite state. Suppose there are reflections
{X(i)A , Z(i)A , X(i)B , Z(i)B }i=1,..,n, and angles θi, i = 1, .., n, such that the following conditions are
satisfied for each i:
Z
(i)
A |ψ〉 = Z(i)B |ψ〉 (95)
sin θiX
(i)
A (I + Z
(i)
B ) |ψ〉 = cos θiX(i)B (I − Z(i)A ) |ψ〉 (96)
Suppose, in addition, that ∀i, j(i 6= j) we have M (i)A N (j)A |ψ〉 = N (j)A M (i)A |ψ〉 where M,N ∈
{X,Z}, and similarly for subsystem B.
Then there exist a local unitary U = UA ⊗ UB, where UD ∈ L(HD ⊗ (C2)⊗nD(1)..D(n)) for D
either A or B, and a state |junk〉AB such that
U(|ψ〉AB |0〉⊗2nA(1)B(1)..A(n)B(n)) = |junk〉AB
( n⊗
j=1
∣∣ψθj〉 )A(1)B(1)..A(n)B(n) (97)
U(M
(i)
D |ψ〉AB |0〉⊗2nA(1)B(1)..A(n)B(n)) = |junk〉AB
(
σmD(i)
( n⊗
j=1
∣∣ψθj〉 )A(1)B(1)..A(n)B(n)) (98)
where (M,m) ∈ {(X,x), (Z, z)} and σx
D(i)
and σz
D(i)
are Pauli operators acting on qubit sub-
system D(i).
Proof: See the Appendix.
We have already argued above, that Z(k)i , X
(k)
i , Z
′
n+i and X ′n+i as defined earlier satisfy
conditions (95) and (96) for i = 1, ..n and k = 1, .., 2n−1.
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Recall, that we already know that operators indexed with subscripts from 1 to n commute
with those indexed from n+1 to 2n, since they act on Alice’s side and Bob’s side respectively.
So, it is sufficient for us to show that for each i we can make a choice of k˜ (possibly depending
on i) such that the commutation relations of Proposition 4.3 are satisfied for each i 6= j when
we set Z(i)A = Z
(k˜)
i , X
(i)
A = X
(k˜)
i , Z
(i)
B = Z
′
n+i and X
(i)
B = X
′
n+i, for i = 1, .., n. This is
what we will show next, in a similar (although slightly more involved) fashion to the case of
non-tilted CHSH in section 3.
First, notice, just as in section 3, that for each i 6= j one can pick k¯,l¯ ∈ {1, .., 2n−1} such that
[Z
(k¯)
i , Z
(l¯)
j ] = 0 (there are 2
n−2 such pairs k¯, l¯). Then
⇒Z(k¯)i Z(l¯)j |ψ〉 = Z(l¯)j Z(k¯)i |ψ〉 (99)
⇒Z(k¯)i Z ′n+j |ψ〉 = Z(l¯)j Z ′n+i |ψ〉 by Eq. (93) (100)
⇒Z ′n+jZ(k¯)i |ψ〉 = Z ′n+iZ(l¯)j |ψ〉 (101)
⇒Z ′n+jZ ′n+i |ψ〉 = Z ′n+iZ ′n+j |ψ〉 by Eq. (93) (102)
But then equation (102) implies, by condition (93), that
Z
(k)
i Z
(l)
j |ψ〉 = Z(l)j Z(k)i |ψ〉 ∀k, l ∈ {1, .., 2n−1} (103)
and this holds for all i 6= j.
The same exact trick, as one can easily see, doesn’t quite work for pairs X,Z and X,X
and things are slightly trickier.
First, we will show that ∀i 6= j and ∀k, l
X
(k)
i (I − Z(k)i )Z(l)j |ψ〉 = Z(l)j X(k)i (I − Z(k)i ) |ψ〉 (104)
X
(k)
i (I + Z
(k)
i )Z
(l)
j |ψ〉 = Z(l)j X(k)i (I + Z(k)i ) |ψ〉 (105)
For any i 6= j one can pick k¯,l¯ ∈ {1, .., 2n−1} such that [X(k¯)i , Z(l¯)j ] = 0. Then
⇒X(k¯)i (I − Z(k¯)i )Z(l¯)j |ψ〉 = Z(l¯)j X(k¯)i (I − Z(k¯)i ) |ψ〉 (106)
since we have already shown that Z(k)i Z
(l)
j |ψ〉 = Z(l)j Z(k)i |ψ〉 ∀k, l.
Now, notice that by multiplying both sides of (94) by X(k)i X
′
n+i we also have
sin θiX
′
n+i(I + Z
′
n+i) |ψ〉 = cos θiX(k)i (I − Z(k)i ) |ψ〉 (107)
Hence, using (107) and (93) in (106), we get
tan θiZ
′
n+jX
′
n+i(I + Z
′
n+i) |ψ〉 = tan θiX ′n+i(I + Z ′n+i)Z ′n+j |ψ〉 (108)
⇒X(k)i (I − Z(k)i )Z(l)j |ψ〉 = Z(l)j X(k)i (I − Z(k)i ) |ψ〉 again by (107) and (93); (109)
where the last line holds for all k, l.
Finally, if we start from
X
(k¯)
i (I + Z
(k¯)
i )Z
(l¯)
j |ψ〉 = Z(l¯)j X(k¯)i (I + Z(k¯)i ) |ψ〉 (110)
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where we have only changed a plus to a minus from (106), then we similarly obtain
cot θiZ
′
n+jX
′
n+i(I − Z ′n+i) |ψ〉 = cot θiX ′n+i(I − Z ′n+i)Z ′n+j |ψ〉 (111)
and the latter implies (105).
Relations (104) and (105) also hold for subsystem B, as we have obtained along the way in
(108) and (111).
Hence now, summing up (104) and (105) gives precisely
X
(k)
i Z
(l)
j |ψ〉 = Z(l)j X(k)i |ψ〉 ∀k, l (112)
and similarly we obtain
Z ′n+jX
′
n+i |ψ〉 = X ′n+iZ ′n+j |ψ〉 (113)
We are left to obtain the X,X commutation.
For any i 6= j one can pick k¯,l¯ ∈ {1, .., 2n−1} such that [X(k¯)i , X(l¯)j ] = 0. Then X(k¯)i X(l¯)j |ψ〉 =
X
(l¯)
j X
(k¯)
i |ψ〉.
Now, apply (I + Z ′n+i)(I + Z ′n+j) to both sides, to obtain
X
(k¯)
i (I + Z
′
n+i)X
(l¯)
j (I + Z
′
n+j) |ψ〉 = X(l¯)j (I + Z ′n+j)X(k¯)i (I + Z ′n+i) |ψ〉 (114)
where we have used commutativity of Z ′n+i and Z ′n+j on |ψ〉.
⇒X(k¯)i (I + Z ′n+i)[cot θjX ′n+j(I − Z ′n+j)] |ψ〉 = X(l¯)j (I + Z ′n+j)[cot θiX ′n+i(I − Z ′n+i)] |ψ〉
⇒ [cot θjX ′n+j(I − Z ′n+j)][cot θiX ′n+i(I − Z ′n+i)] |ψ〉
= [cot θiX
′
n+i(I − Z ′n+i)][cot θjX ′n+j(I − Z ′n+j)] |ψ〉
⇒

cot θi cot θj [X
′
n+jX
′
n+i |ψ〉 −X ′n+jZ ′n+jX ′n+i |ψ〉 −X ′n+jX ′n+iZ ′n+i |ψ〉+X ′n+jZ ′n+jX ′n+iZ ′n+i |ψ〉]
=
cot θi cot θj [i↔ j] (115)
where to get the second line we used Z,Z and X,Z commutativity and the simple trick from
appendix A which allows to commute operators when they are not in front of |ψ〉.
Now, if we start from X(k¯)i X
(l¯)
j |ψ〉 = X(l¯)j X(k¯)i |ψ〉 by applying (I − Z ′n+i)(I − Z ′n+j) to both
sides instead, then we obtain, in a similar fashion,
((((
(tan θi tan θj [X ′n+jX
′
n+i |ψ〉+X ′n+jZ ′n+jX ′n+i |ψ〉+X ′n+jX ′n+iZ ′n+i |ψ〉+X ′n+jZ ′n+jX ′n+iZ ′n+i |ψ〉]
=((((
(tan θi tan θj [i↔ j] (116)
And now,
(115) + (116)⇒X ′n+jX ′n+i |ψ〉+X ′n+jZ ′n+jX ′n+iZ ′n+i |ψ〉
= X ′n+iX
′
n+j |ψ〉+X ′n+iZ ′n+iX ′n+jZ ′n+j |ψ〉 (117)
Now, similarly starting by applying (I +Z ′n+i)(I −Z ′n+j) to X(k¯)i X(l¯)j |ψ〉 = X(l¯)j X(k¯)i |ψ〉, we
obtain
((((
(cot θi tan θj [X ′n+jX
′
n+i |ψ〉+X ′n+jZ ′n+jX ′n+i |ψ〉 −X ′n+jX ′n+iZ ′n+i |ψ〉 −X ′n+jZ ′n+jX ′n+iZ ′n+i |ψ〉]
=((((
(cot θi tan θj [X ′n+iX
′
n+j |ψ〉 −X ′n+iZ ′n+iX ′n+j |ψ〉+X ′n+iX ′n+jZ ′n+j |ψ〉 −X ′n+iZ ′n+iX ′n+jZ ′n+j |ψ〉]
(118)
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And similarly, starting by applying (I − Z ′n+i)(I + Z ′n+j) to X(k¯)i X(l¯)j |ψ〉 = X(l¯)j X(k¯)i |ψ〉, we
obtain
((((
(tan θi cot θj [X ′n+jX
′
n+i |ψ〉 −X ′n+jZ ′n+jX ′n+i |ψ〉+X ′n+jX ′n+iZ ′n+i |ψ〉 −X ′n+jZ ′n+jX ′n+iZ ′n+i |ψ〉]
=((((
(tan θi cot θj [X ′n+iX
′
n+j |ψ〉+X ′n+iZ ′n+iX ′n+j |ψ〉 −X ′n+iX ′n+jZ ′n+j |ψ〉 −X ′n+iZ ′n+iX ′n+jZ ′n+j |ψ〉]
(119)
And so,
(118) + (119)⇒X ′n+jX ′n+i |ψ〉 −X ′n+jZ ′n+jX ′n+iZ ′n+i |ψ〉
= X ′n+iX
′
n+j |ψ〉 −X ′n+iZ ′n+iX ′n+jZ ′n+j |ψ〉 (120)
And finally,
(117) + (120)⇒ X ′n+jX ′n+i |ψ〉 = X ′n+iX ′n+j |ψ〉 (121)
And from this, simply by running the same calculations swapping the roles of subsystems A
and B we are able to also obtain
X
(k)
i X
(l)
j |ψ〉 = X(l)j X(k)i |ψ〉 and this holds ∀k, l (not just k¯, l¯ !) (122)
Thus, we have shown that the commutation conditions of Proposition 4.3 are satisfied for
both subsystems A and B ∀i, j(i 6= j) when we set Z(i)A = Z(k)i , X(i)A = X(k)i , Z(i)B = Z ′n+i,
X
(i)
B = X
′
n+i and Z
(j)
A = Z
(l)
j , X
(j)
A = X
(l)
j , Z
(j)
B = Z
′
n+j and X
(j)
B = X
′
n+j . And this is true
for any choice of k, l ∈ {1, .., 2n−1}.
Hence, for instance, the set of operators {Z(1)i , X(1)i , Z ′n+i, X ′n+i}i=1,..,n satisfies the hypothesis
of Theorem 4.3, and this implies the existence of the desired isometry, completing the proof
of Theorem 4.1.
4.2 Robust self-testing of n tilted EPR pairs
In a similar vein to subsection 3.2, we will show that that if the correlations of Alice and Bob
are close to maximally violating n tilted CHSH inequalities for some angles θi, i = 1, .., n,
then the state that they possess must be close to a tensor product of n tilted CHSH pairs.
Again, we assume without loss of generality that Alice and Bob’s spaces HA and HB are of
even dimension, and that their observables are balanced.
The precise self-testing statement is the following:
Theorem 4.4. Consider the setup (and the notation) of section 3, with Alice and Bob each
receiving n-bit questions and producing n-bit answers. Suppose that there are angles θi, i =
1, .., n, such that the ith of the n pairs of Alice and Bob’s answers has -close to optimal tilted
CHSH correlations with angle θi, i.e. for i = 1, .., n
〈ψ|[αiVi + Vi(V ′n+i +W ′n+i) +Wi(V ′n+i −W ′n+i)]|ψ〉 ≥√8 + 2α2i −  (123)
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where sin(2θi) =
√
4−α2i
4+α2i
.
Then, there exist reflections {X(i)A , Z(i)A , X(i)B , Z(i)B }i=1,..,n, a local unitary U = UA⊗UB where
UD : HD⊗(C2)⊗2nD′ → (C2)⊗nD ⊗HˆD for D either A or B, and a state |junk〉 ∈ HˆA⊗HˆB such
that, letting |ψ′〉 = |ψ〉 ⊗ (⊗ni=1 |ψθi〉 )A′ ⊗ (⊗ni=1 |ψθi〉 )B′ ∈ HA ⊗ (C2)⊗2nA′ ⊗HB ⊗ (C2)⊗2nB′
we have that ∀i
‖U |ψ′〉 − ( n⊗
j=1
∣∣ψθj〉 )AB ⊗ |junk〉 ‖ = O(n2√) (124)
‖UX(i)D |ψ′〉 − σxD(i)
( n⊗
j=1
∣∣ψθj〉 )AB ⊗ |junk〉 ‖ = O(n2√) (125)
‖UZ(i)D |ψ′〉 − σzD(i)
( n⊗
j=1
∣∣ψθj〉 )AB ⊗ |junk〉 ‖ = O(n2√) (126)
where D(i) is the ith qubit subsystem of (C2)⊗nD , and σxD(i) and σ
z
D(i)
are Pauli operators acting
on subsystem D(i).
In proving Theorem 4.4 we will naturally need robust versions of Lemmas 4.2 and 4.3. The
former is from [10], given below as Lemma 4.5, while the latter follows almost directly from
results in [15], given below as Theorem 4.6.
Lemma 4.5. ([10])Let |ψ〉AB ∈ HA ⊗ HB be a bipartite state. Suppose that reflections
Z ′A, X
′
A, V
′
B ,W
′
B satisfy
〈ψ| αZ ′A + Z ′A(V ′B +W ′B) +X ′A(V ′B −W ′B)|ψ〉 ≥
√
8 + 2α2 −  (127)
Then, defining Z ′′B :=
V ′B+W
′
B
2 cosµ and X
′′
B :=
V ′B−W ′B
2 sinµ , and letting Z
′
B :=
Z˜′′B
|Z˜′′B |
and X ′B :=
X˜′′B
|X˜′′B |
(here Z˜ ′′B is Z
′′
B with the 0 eigenvalues changed to 1, and similarly for X˜
′′
B), we have
‖(Z ′A − Z ′B |ψ〉 ‖ ≤ O(
√
) (128)
‖ sin θX ′A(I+Z ′B) |ψ〉 − cos θX ′B(I − Z ′A) |ψ〉 ‖ ≤ O(
√
) (129)
‖(Z ′AX ′A +X ′AZ ′A) |ψ〉 ‖ ≤ O(
√
) ‖(Z ′BX ′B +X ′BZ ′B) |ψ〉 ‖ ≤ O(
√
) (130)
where sin(2θ) =
√
4−α2
4+α2 and tanµ = sin(2θ).
Theorem 4.6. Let |ψ〉AB ∈ HA ⊗ HB be a bipartite state, where HA and HB are of even
dimension. Suppose there are balanced reflections {X(i)A , Z(i)A , X(i)B , Z(i)B }i=1,..,n and angles θi,
i = 1, .., n, such that, for D either A or B and for all i 6= j, they satisfy:
‖Z(i)A |ψ〉 − Z(i)B |ψ〉 ‖ ≤  (131)
‖ sin θiX(i)A (I + Z(i)B ) |ψ〉 − cos θiX(i)B (I − Z(i)A ) |ψ〉 ‖ ≤  (132)
‖{X(i)D , Z(i)D } |ψ〉 ‖ ≤  (133)
‖ [M (i)D , N (j)D ] |ψ〉 ‖ ≤  (134)
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where M,N ∈ {X,Z}.
Then, letting |ψ′〉 = |ψ〉⊗(⊗ni=1 |ψθi〉 )A′⊗(⊗ni=1 |ψθi〉 )B′ ∈ HA⊗(C2)⊗2nA′ ⊗HB⊗(C2)⊗2nB′ ,
there exist a local unitary U = UA ⊗ UB where UD : HD ⊗ (C2)⊗2nD′ → (C2)⊗nD ⊗ HˆD and a
state |junk〉 ∈ HˆA ⊗ HˆB such that ∀i
‖U |ψ′〉 − ( n⊗
j=1
∣∣ψθj〉 )AB ⊗ |junk〉 ‖ = O(n2) (135)
‖UX(i)D |ψ′〉 − σxD(i)
( n⊗
j=1
∣∣ψθj〉 )AB ⊗ |junk〉 ‖ = O(n2) (136)
‖UZ(i)D |ψ′〉 − σzD(i)
( n⊗
j=1
∣∣ψθj〉 )AB ⊗ |junk〉 ‖ = O(n2) (137)
where D(i) is the ith qubit subsystem of (C2)⊗nD , and σxD(i) and σ
z
D(i)
are Pauli operators acting
on subsystem D(i).
Proof: All the ingredients are already present in [15], and we only straighten out one small
detail. We refer the reader to the Appendix for the precise statements of the Theorems from
[15] (included as A.1 and A.2) and full detail.
Now, the operators {Z(k)i , X(k)i } and V ′n+i,W ′n+i are defined just as in the ideal case of sub-
section 4, and from the latter also Z ′n+i and X ′n+i, in the same way, by setting Z ′′n+i :=
V ′n+i+W
′
n+i
2 cosµi
and X ′′n+i :=
V ′n+i−W ′n+i
2 sinµi
, and then Z ′n+i :=
Z˜′′n+i
|Z˜′′n+i|
and X ′n+i :=
X˜′′n+i
|X˜′′n+i|
, where
tanµi = sin(2θi). Let Si be the correlation value of the ith game, i.e. the LHS of equation (87)
and let S(k)i be given by the LHS of equation (88). Then, again, we have Si =
1
2n−1
∑2n−1
k=1 S
(k)
i .
Now, denote by I(i)∗ =
√
8 + 2α2i the maximum violation achievable by Si, then by hypothesis
we have Si ≥ I(i)∗ −  for every i = 1, .., n.
Then we claim that for each i there are at most 2n−3−1 values of k such that S(k)i < I(i)∗ −5.
Proof: Suppose for a contradiction there were at least 2n−3 values of k such that S(k)i <
I
(i)
∗ − 5. Then
Si ≤ 1
2n−1
[(2n−1 − 2n−3)I(i)∗ + 2n−3(I∗ − 5)] (138)
= I
(i)
∗ − 5
4
 < I
(i)
∗ −  (139)
which is a contradiction.
Hence for each i, there are at least 2n−2 + 2n−3 + 1 values of k s.t. S(k)i ≥ I(i)∗ − 5.
Again, mimicking subsection 3.2, let Gi be the set of such "good" values of k. By Lemma
4.5, then the above implies that ∀k ∈ Gi
‖Z(k)i |ψ〉 − Z ′n+i |ψ〉 ‖ ≤ O(
√
) (140)
‖ sin θiX(k)i (I+Z ′n+i) |ψ〉 − cos θiX ′n+i(I − Z(k)i ) |ψ〉 ‖ ≤ O(
√
) (141)
‖(Z(k)i X(k)i +X(k)i Z(k)i ) |ψ〉 ‖ ≤ O(
√
) ‖(Z ′n+iX ′n+i +X ′n+iZ ′n+i) |ψ〉 ‖ ≤ O(
√
) (142)
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And now, by the same argument used in subsection 3.2, we deduce that ∀i 6= j there must be
at least one pair (k¯, l¯) of superscripts such that [Z(k¯)i , Z
(l¯)
j ] = 0 with both k¯ ∈ Gi and l¯ ∈ Gj ,
and similarly for the X,Z and X,X commutation.
And by running the same calculations as in the ideal case of subsection 4.1, just by using
triangle inequalities where we don’t have exact relations, much like we did in subsection 3.2,
we deduce that ∀i 6= j
‖(Z(k)i Z(l)j − Z(l)j Z(k)i ) |ψ〉 ‖ ≤ O(
√
) (143)
‖(Z(k)i X(l)j −X(l)j Z(k)i ) |ψ〉 ‖ ≤ O(
√
) (144)
‖(X(k)i X(l)j −X(l)j X(k)i ) |ψ〉 ‖ ≤ O(
√
) (145)
for all k, l such that k ∈ Gi and l ∈ Gj .
Now, for each i = 1, .., n pick a ki ∈ Gi. Then our choice of operators is {X(ki)i , Z(ki)i , X ′n+i, Z ′n+i}
for i = 1, .., n.
We have shown that these satisfy the hypothesis of Theorem 4.6 with O(
√
) bound, and
this implies that there exists a local isometry sending |ψ〉 to a state that is O(n2√)-close
to a product n tilted EPR pairs with angles θi, and maps the action of our choice of oper-
ators on |ψ〉 to that of Pauli operators appropriately. This concludes the proof of Theorem 4.4.
As a corollary, we can deduce that all pure bipartite partially entangled states of arbitrary
dimension with the specific form of product of tilted EPR pairs can be self-tested. We make
this more precise below.
Pick any set of θi, i = 1, .., n. Then, we have just shown that we can self-test the state
|ψ〉 = ⊗ni=1 ( cos θi |00〉 + sin θi |11〉 ). More explicitly, this state is |ψ〉 = ∑x∈{0,1}n αx |xx〉,
where αx = Πni=1ti with ti =
{
cos θi, if xi = 0
sin θi, if xi = 1
,
and this is equivalent (under isomorphism) to the bipartite state of partially entangled qudits∣∣∣ψ˜〉 = ∑d=2nk=1 αk¯ |kk〉 where k¯ is the binary representation of k.
We refer to bipartite states of partially entangled qudits like the latter as having the form
of product of tilted EPR pairs. It follows then, from our results, that all such states can
be self-tested. This family of states is an n-dimensional subfamily of the family of partially
entangled qu-Nit states, where N = 2n.
It is not entirely clear if being able to self-test partially entangled pairs of qudits of this
form can help us self-test more general states of partially entangled qudits. Yang and Navas-
cués [24] provide a set of identities, which if satisfied by operators acting on the unknown
state, implies the existence of an isometry from the unknown state to a partially entangled
state of two qudits, but they don’t provide correlations implying the existence of operators
satisfying those conditions. So, to the best of our knowledge, no self-tests of partially entan-
gled qudits for d > 3 were known.
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5 Self-Testing in parallel via n copies of the Magic Square game
We show, now, how the techniques and calculations of the previous sections can be applied
to deduce self-testing of 2n singlets in parallel via n copies of the Mermin-Peres magic square
game ([16], [17]). The result is precisely stated in Theorem 5.1.
The magic square game has the desirable property that the optimal quantum strategy wins
with certainty (while the best classical strategy only achieves a winning probability of 89 ).
Recall that for a single magic square game the verifier asks each of Alice and Bob one of
three questions in {0, 1, 2} (intuitively respectively corresponding to the rows and columns of
a 3×3 square), and each prover replies by filling the questioned row/column. This amounts to
a two-bit answer (each entry can be ±1, and we assume that the third entry is automatically
fixed by the first two so that the product of the three is correct).
In an equivalent reformulation of the original magic square game, the winning condition is
that the product of Alice’s answers corresponding to each row equals 1 and the product of
Bob’s answers for each of the first and second column equals 1 (as opposed to −1 in the
original formulation) and −1 for the third column. Moreover Alice’s and Bob’s replies should
agree on the common entry.
Now, using the notation in [9], we let Alice and Bob’s unknown measurement operators for a
single game be X1, X2, Z1, Z2,W1,W2 and X3, X4, Z3, Z4,W3,W4 respectively (so subscripts
1 and 2 are on Alice’s side, while 3 and 4 are on Bob’s side), and |ψ〉 be the unknown shared
state.
These unknown operators are constructed in a natural way from projection operators as in
[9] (actually, we will rename some X’s into Z’s and swap some subscripts from their original
construction in [9] for convenience; hence, we clarify the meaning of our measurement opera-
tors in Fig. 1).
A close-to-optimal strategy in the game must then satisfy the following conditions (these can
be found in [9] but we report them here for clarity):
〈ψ|Z ′1Z ′3|ψ〉 ≥ 1−  〈ψ|Z ′2Z ′4|ψ〉 ≥ 1−  (146)
〈ψ|X ′1X ′3|ψ〉 ≥ 1−  〈ψ|X ′2X ′4|ψ〉 ≥ 1−  (147)
〈ψ|Z ′1Z ′2W ′3|ψ〉 ≥ 1−  〈ψ|X ′1X ′2W ′4|ψ〉 ≥ 1−  (148)
〈ψ|W ′1Z ′3X ′4|ψ〉 ≥ 1−  〈ψ|W ′2X ′3Z ′4|ψ〉 ≥ 1−  (149)
−〈ψ|W ′1W ′2W ′3W ′4|ψ〉 ≥ 1−  (150)
We refer to these correlations as being -close to optimal.
As usual, a parallel self-test via n copies of the magic square game requires sending the
questions for the n games all at once and the provers sending their answers back all at once
(intended in the sense discussed in subsection 1.1). Now, the verifier’s question to each prover
is chosen uniformly from a set of 3n possible questions, and each prover has to produce a
2n-bit answer (two bits for each copy of the game).
Again, assume without loss of generality that Alice and Bob’s spaces HA and HB are of even
dimension, and that their observables are balanced.
Then, let Z(k)2i−1 and Z
(k)
2i be the operators that Alice measures to obtain, respectively, her
first and second bits of answers for the ith copy of the game, when the ith question is a 0, and
the question on the remaining n − 1 copies of the game is indexed by k (we can choose, for
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instance, the same indexing as for the parallel CHSH case, but with a ternary representation
instead of binary).
Similarly, define X(k)2i−1 and X
(k)
2i , except that the ith question is a 1, and also W
(k)
2i−1 and
W
(k)
2i when the ith question is a 2.
Note, just to clarify, that all of these measurement operators are defined in terms of projection
operators, by extending the construction found in ([9]) in a natural way to n copies of the
game, similarly as we did for CHSH.
From the above, we can construct the "averaged" operators
Z ′2i−1 :=
1
3n−1
3n−1∑
k=1
Z
(k)
2i−1, Z
′
2i :=
1
3n−1
3n−1∑
k=1
Z
(k)
2i (151)
and similarly for X and W . Define these similarly on Bob’s side according to the layout of
Fig. 1, with the subscripts running from 2n+ 1 to 4n.
These operators are the ones giving the expectation values on the individual copies of the
game. In fact, note that the condition of close-to-optimal correlations (i.e. provers winning
with probability close to 1) in the ith copy of the game is that operators
{X ′2i−1, X ′2i, Z ′2i−1, Z ′2i,W ′2i−1,W ′2i, X ′2n+2i−1, X ′2n+2i, Z ′2n+2i−1, Z ′2n+2i,W ′2n+2i−1,W ′2n+2i} sat-
isfy conditions (146)-(150).
Then, our precise self-testing statement is the following.
Theorem 5.1. Consider the setup (and notation) we just described, with the two provers
receiving questions for n copies of the magic square game at once, and producing 2n-bit an-
swers.
Suppose that their answers have -close to optimal correlations in each copy of the game, i.e.
conditions (146)-(150) hold ∀i for operators
{X ′2i−1, X ′2i, Z ′2i−1, Z ′2i,W ′2i−1,W ′2i, X ′2n+2i−1, X ′2n+2i, Z ′2n+2i−1, Z ′2n+2i,W ′2n+2i−1,W ′2n+2i}.
Then, there exist reflections {X(2i−1)A , X(2i)A , Z(2i−1)A , Z(2i)A , X(2i−1)B , X(2i)B , Z(2i−1)B , Z(2i)B }i=1,..,n,
a local unitary U = UA ⊗ UB where UD : HD ⊗ (C2)⊗4nD′ → (C2)⊗2nD ⊗ HˆD for D either A
or B, and a state |junk〉 ∈ HˆA ⊗ HˆB such that, letting |ψ′〉 = |ψ〉 ⊗ |Φ+〉⊗2nA′ ⊗ |Φ+〉⊗2nB′ ∈
HA ⊗ (C2)⊗4nA′ ⊗HB ⊗ (C2)⊗4nB′ , we have for all i = 1, .., 2n:
‖U |ψ′〉 − ∣∣Φ+〉⊗2n
AB
⊗ |junk〉 ‖ = O(n 32√) (152)
‖UX(i)D |ψ′〉 − σxD(i)
∣∣Φ+〉⊗2n
AB
⊗ |junk〉 ‖ = O(n 32√) (153)
‖UZ(i)D |ψ′〉 − σzD(i)
∣∣Φ+〉⊗2n
AB
⊗ |junk〉 ‖ = O(n 32√) (154)
where D(i) is the ith qubit subsystem of (C2)⊗2nD , and σxD(i) and σ
z
D(i)
are Pauli operators
acting on subsystem D(i).
The remaining of this section will be devoted to proving Theorem 5.1.
Given conditions (146)-(150), Wu et al. ([9]) show that X ′1, X ′2, Z ′1, Z ′2, X ′3, X ′4, Z ′3 and Z ′4
satisfy the following conditions for all i 6= j ∈ {1, .., 4} (taking into account our renaming of
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the measurement operators):
‖X ′i |ψ〉 −X ′i+2 |ψ〉 ‖ ≤ ′, ‖Z ′i |ψ〉 − Z ′i+2 |ψ〉 ‖ ≤ ′ (155)
‖X ′iZ ′i |ψ〉+ Z ′iX ′i |ψ〉 ‖ ≤ ′ (156)
‖M ′iN ′j |ψ〉 −N ′jM ′i |ψ〉 ‖ ≤ ′ where M,N ∈ {X,Z} (157)
where ′ = O(
√
) and addition in the subscripts is modulo 4.
Some of the commutations in (157) are even exact because they simply follow from the fact
that the two measurement operators involved correspond to the same question, but this
doesn’t really matter for our analysis.
Notice that (155)-(157) are precisely the conditions needed to self-test two maximally entan-
gled pairs of qubits according to the results from section 3 (this is the case n = 2).
Hence, all that seems to be missing in order to obtain a proof of parallel self-testing is to
"glue" together n blocks of eight such operators, i.e. deriving the required commutation re-
lations between the measurement operators of any two different blocks of eight. As we will
see, though, some care is required since such operators need to be reflections, and we are not
immediately provided with such.
Now, recall the definition of operators {X(k)2i−1, X(k)2i , Z(k)2i−1, Z(k)2i }i=1,..,n given earlier in this
section.
We proceed in a similar vein to subsection 3.2.
Let LHSt,i, for t = 1, .., 9 and i = 1, .., n, be the LHS’s of the nine conditions in (146)-(150)
for the set of operators
{X ′2i−1, X ′2i, Z ′2i−1, Z ′2i,W ′2i−1,W ′2i, X ′2n+2i−1, X ′2n+2i, Z ′2n+2i−1, Z ′2n+2i,W ′2n+2i−1,W ′2n+2i}.
So, for example, LHS1,i = 〈ψ|Z ′2i−1Z ′2n+2i−1|ψ〉. Naturally define LHS(k)t,i for t = 1, .., 9
so that LHS(k)1,i = 〈ψ|Z(k)2i−1Z ′2n+2i−1|ψ〉, and similar other expressions. Then LHSt,i =
1
3n−1
∑3n−1
k=1 LHS
(k)
t,i . Notice then that, by hypothesis, for all i = 1, .., n and t = 1, .., 9,
LHSt,i ≥ 1− .
Claim: For each i = 1, .., n, there are at most 3n−3−1 values of k such that LHS(k)t,i < 1−90
for at least some t ∈ {1, .., 9}.
Proof: Suppose for a contradiction that for some i there were at least 3n−3 values of k such
that LHS(k)t,i < 1− 90 for at least some t ∈ {1, .., 9}.
Then, there is at least one t∗ ∈ {1, .., 9} that was the "culprit" at least one ninth of the times.
More precisely, we can assert that, for at least one t∗ ∈ {1, .., 9}, LHS(k)t∗,i < 1 − 90 for at
least 193
n−3 values of k.
Hence
LHSt∗,i ≤
1
3n−1
[(3n−1 − 1
9
3n−3) · 1 + 1
9
3n−3(1− 90)] (158)
= 1− 10
9
 < 1−  (159)
which is a contradiction, thus the claim is true.
Hence, in a similar fashion to subsection 3.2, letting Gi be the set of "good" values of k, i.e.
the ones for which LHS(k)t,i ≥ 1−90 for all t = 1, .., 9, we can easily see that, as a consequence
of the above claim, ∀i 6= j ∈ {1, .., 2n} one can always find one pair of superscripts {k¯, l¯} such
that [Z(k¯)i , Z
(l¯)
j ] = 0 with both k¯ ∈ Gi and l¯ ∈ Gj , and similarly for the other commutations.
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From here, one can run the same argument as in subsection 3.2 to obtain a set of operators
{X(ki)2i−1, X(ki)2i , Z(ki)2i−1, Z(ki)2i , X ′2n+2i−1, X ′2n+2i, Z ′2n+2i−1, Z ′2n+2i}i=1,..,n (where ki is a choice of
superscript in Gi) which satisfy ∀i 6= j ∈ {1, .., 2n} (omitting to write the superscripts ki for
ease):
‖M ′iN ′j |ψ〉 −N ′jM ′i |ψ〉 ‖ = O(
√
) (160)
‖M ′2n+iN ′2n+j |ψ〉 −N ′2n+jM ′2n+i |ψ〉 ‖ = O(
√
) (161)
where M,N ∈ {X,Z}. And for each i, the block of eight operators also satisfies conditions
(155) and (156), with the obvious identifications, as we mentioned earlier.
There is still one hitch though, and we can’t apply Theorem 3.5 just yet. In fact, X ′2n+2i−1,
X ′2n+2i, Z ′2n+2i−1 and Z ′2n+2i are not guaranteed to be reflections! This issue can be resolved
in an elegant way, as follows.
Notice first, that now the operators
{X(ki)2i−1, X(ki)2i , Z(ki)2i−1, Z(ki)2i ,W (ki)2i−1,W (ki)2i , X ′2n+2i−1, X ′2n+2i, Z ′2n+2i−1, Z ′2n+2i,W ′2n+2i−1,W ′2n+2i}
satisfy conditions (146)-(150) for each i = 1, .., n, with bound 1− 90, by definition of Gi.
So, all we need to do is run the same argument that we ran above swapping the roles of
Alice’s and Bob’s operators. More precisely, X(ki)2i−1, X
(ki)
2i , Z
(ki)
2i−1 and Z
(ki)
2i now take the role
that was previously held by X ′2n+2i−1, X ′2n+2i, Z ′2n+2i−1, Z ′2n+2i, in the argument above, and
the latter, instead, are decomposed into the operators X(k)2n+2i−1, X
(k)
2n+2i, Z
(k)
2n+2i−1, Z
(k)
2n+2i for
k = 1, .., 3n−1. Then, it is easy to see that by running the same argument above (similarly
going through defining the "good" sets Gn+i, i = 1, .., n etc.) we can finally deduce that if
for each i we pick a k′i ∈ Gn+i, then the operators
{X(ki)2i−1, X(ki)2i , Z(ki)2i−1, Z(ki)2i , X(k
′
i)
2n+2i−1, X
(k′i)
2n+2i, Z
(k′i)
2n+2i−1, Z
(k′i)
2n+2i}i=1,..,n satisfy conditions 160
and 161 (where the superscripts are omitted in these), and, moreover, for each i, the block
of eight operators satisfies conditions (155) and (156), with the obvious identifications. And
this time, all of the operators in this set are reflections.
Hence, just as in subsection 3.2, we have found a set of operators satisfying the conditions
of Theorem 3.5 with O(
√
) bounds, and this allows us to conclude that, as promised, there
exists an isometry that sends the unknown shared state of Alice and Bob to a state that is
O(n
3
2
√
)-close to a tensor product of 2n maximally entangled pairs of qubits, and maps the
action of the constructed reflections on |ψ〉 to that of the corresponding Pauli operators. This
completes the proof of Theorem 5.1.
6 Conclusions
We have shown that it is possible to self-test n EPR pairs in parallel via n copies of the CHSH
game, generalising the results of [9], where self-testing in parallel is shown for two singlets
using two copies of CHSH.
We generalised this further to the case of n tilted EPR pairs with arbitrary angles. As a direct
consequence, this implies that it is now possible to self-test a d-dimensional subfamily of the
family of all partially entangled pairs of qu-Dits, for any d, where D = 2d. Prior to this work,
very little was known about self-testing higher dimensional partially entangled states. After
the first version of this work, however, Coladangelo, Goh and Scarani settled the bipartite
scenario, showing that all pure bipartite entangled states can be self-tested [14]. Our results
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Fig. 1. Alice’s questions correspond to the rows and Bob’s to the columns; in each square the
measurement operator on the left is Alice’s and the one on the right is Bob’s. Recall that we are
assuming that the third entry of each row is already determined for Alice to make the product
correct, and similarly for Bob with the third entry of each column; that is why there are some
empty spaces.
and calculations can also be extended to the Mermin-Peres magic square game, showing that
it can be parallelised to self-test 2n EPR pairs.
Moreover, the robustness bounds that we obtain significantly improve on those of previous
parallel self-tests.
The simplicity of our parallel self-tests (they are just parallel repetitions of well-known games),
makes them well-suited for certain cryptographic applications. As mentioned earlier, one po-
tential application that we have in mind is to constructing delegation protocols that run in a
constant number of rounds. For example, it might be possible to employ ideas from our paral-
lel CHSH self-test to modify the RUV protocol ([3]), in which the CHSH self-test is sequential,
and which thus currently requires a polynomial number of rounds, to reduce this number to
constant. Making this application work, however, does not seem to follow straightforwardly
from our results and would require some adaption. We leave this exploration for future work.
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Appendix A
Proof of Proposition 3.2: We first prove the generalisation to a self-test of two singlets. The
leap to a self test for n singlets will be easy enough to see after that.
Given a bipartite state |ψ〉AB and operators {X(1)A , Z(1)A ;X(1)B , Z(1)B } and {X(2)A , Z(2)A ;X(2)B , Z(2)B }
satisfying the conditions of Proposition 3.2, we will construct an appropriate local unitary
U = UA ⊗ UB that achieves the claim of the proposition.
The construction of the isometry is inspired by the "SWAP" method found in a few recent
papers ([9], [25], [23]). The idea is to extract the entanglement from the unknown system
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AB into a known system of four qubits A(1)A(2)B(1)B(2) by performing a circuit that would
simply swap the content of A with that of A(1)A(2) (if A were actually a system of two qubits)
and similarly for B.
The explicit unitary UA (or rather the part of it that matters when the ancilla qubit is in the
state |0〉) is then
UA =
1
4
[
(I + Z
(1)
A )⊗ |0〉 〈0|A(1) +X(1)A (I − Z(1)A )⊗ |1〉 〈0|A(1)
]
·
[
(I + Z
(2)
A )⊗ |0〉 〈0|A(2) +X(2)A (I − Z(2)A )⊗ |1〉 〈0|A(2)
]
=
1
4
[
(I + Z
(1)
A )(I + Z
(2)
A )⊗ |0〉 〈0|A(1) ⊗ |0〉 〈0|A(2)
+ (I + Z
(1)
A )X
(2)
A (I − Z(2)A )⊗ |0〉 〈0|A(1) ⊗ |1〉 〈0|A(2)
+X
(1)
A (I − Z(1)A )(I + Z(2)A )⊗ |1〉 〈0|A(1) ⊗ |0〉 〈0|A(2)
+X
(1)
A (I − Z(1)A )X(2)A (I − Z(2)A )⊗ |1〉 〈0|A(1) ⊗ |1〉 〈0|A(2)
]
UB is then similarly defined. So, we have
U |ψ〉AB |0000〉A(1)B(1)A(2)B(2) = UA ⊗ UB |ψ〉AB |0000〉A(1)B(1)A(2)B(2)
=
1
16
[
(I + Z
(1)
A )(I + Z
(2)
A )(I + Z
(1)
B )(I + Z
(2)
B ) |ψ〉 |0000〉
+ (I + Z
(1)
A )(I + Z
(2)
A )(I + Z
(1)
B )X
(2)
B (I − Z(2)B ) |ψ〉 |0001〉
+ (I + Z
(1)
A )(I + Z
(2)
A )X
(1)
B (I − Z(1)B )(I + Z(2)B ) |ψ〉 |0100〉
+ (I + Z
(1)
A )(I + Z
(2)
A )X
(1)
B (I − Z(1)B )X(2)B (I − Z(2)B ) |ψ〉 |0101〉
+ (I + Z
(1)
A )X
(2)
A (I − Z(2)A )(I + Z(1)B )(I + Z(2)B ) |ψ〉 |0010〉
+ (I + Z
(1)
A )X
(2)
A (I − Z(2)A )(I + Z(1)B )X(2)B (I − Z(2)B ) |ψ〉 |0011〉
+ (I + Z
(1)
A )X
(2)
A (I − Z(2)A )X(1)B (I − Z(1)B )(I + Z(2)B ) |ψ〉 |0110〉
+ (I + Z
(1)
A )X
(2)
A (I − Z(2)A )X(1)B (I − Z(1)B )X(2)B (I − Z(2)B ) |ψ〉 |0111〉
+X
(1)
A (I − Z(1)A )(I + Z(2)A )(I + Z(1)B )(I + Z(2)B ) |ψ〉 |1000〉
+X
(1)
A (I − Z(1)A )(I + Z(2)A )(I + Z(1)B )X(2)B (I − Z(2)B ) |ψ〉 |1001〉
+X
(1)
A (I − Z(1)A )(I + Z(2)A )X(1)B (I − Z(1)B )(I + Z(2)B ) |ψ〉 |1100〉
+X
(1)
A (I − Z(1)A )(I + Z(2)A )X(1)B (I − Z(1)B )X(2)B (I − Z(2)B ) |ψ〉 |1101〉
+X
(1)
A (I − Z(1)A )X(2)A (I − Z(2)A )(I + Z(1)B )(I + Z(2)B ) |ψ〉 |1010〉
+X
(1)
A (I − Z(1)A )X(2)A (I − Z(2)A )(I + Z(1)B )X(2)B (I − Z(2)B ) |ψ〉 |1011〉
+X
(1)
A (I − Z(1)A )X(2)A (I − Z(2)A )X(1)B (I − Z(1)B )(I + Z(2)B ) |ψ〉 |1110〉
+X
(1)
A (I − Z(1)A )X(2)A (I − Z(2)A )X(1)B (I − Z(1)B )X(2)B (I − Z(2)B ) |ψ〉 |1111〉
]
(162)
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Now, if we had actual commutativity relations, rather then just commutativity on |ψ〉, it
wouldn’t be hard to see that the expression above reduces to
U |ψ〉AB |0000〉A(1)B(1)A(2)B(2) =
1
16
[
(I + Z
(1)
A )(I + Z
(2)
A )(I + Z
(1)
B )(I + Z
(2)
B ) |ψ〉 |0000〉
+ (I + Z
(1)
A )X
(2)
A (I − Z(2)A )(I + Z(1)B )X(2)B (I − Z(2)B ) |ψ〉 |0011〉
+X
(1)
A (I − Z(1)A )(I + Z(2)A )X(1)B (I − Z(1)B )(I + Z(2)B ) |ψ〉 |1100〉
+X
(1)
A (I − Z(1)A )X(2)A (I − Z(2)A )X(1)B (I − Z(1)B )X(2)B (I − Z(2)B ) |ψ〉 |1111〉 (163)
i.e. the only the terms to survive are the ones in which the subsystems A(1), B(1) have the
same value for their qubit, and so do subsystems A(2),B(2). This is because
(I − Z(1)A )(I + Z(1)B ) |ψ〉 = (I − Z(1)A )(I + Z(1)A ) |ψ〉 since Z(1)A |ψ〉 = Z(1)B |ψ〉 (164)
=
(
I − (Z(1)A )2
) |ψ〉 = 0 since(Z(1)A )2 = I (165)
and similar other expressions.
But the above result holds, in fact, also when the commutativity relations are only on |ψ〉.
The reason for this is the following. Operators on A and operators on B always commute
with each other, and notice that we can transform operators on A into operators on B and
viceversa (if they are immediately in front of |ψ〉) using the relations Z(i)A |ψ〉 = Z(i)B |ψ〉 and
X
(i)
A |ψ〉 = X(i)B |ψ〉. So for instance, if we look at the term corresponding to |1000〉 in (162),
we have (spelling out the calculation for the sake of clarity):
X
(1)
A (I − Z(1)A )(I + Z(2)A )(I + Z(1)B )(I + Z(2)B ) |ψ〉 (166)
= X
(1)
A (I − Z(1)A )(I + Z(2)A )(I + Z(2)B )(I + Z(1)B ) |ψ〉 using Z(1)B Z(2)B |ψ〉 = Z(2)B Z(1)B |ψ〉
(167)
= (I + Z
(2)
B )(I + Z
(1)
B )X
(1)
A (I − Z(1)A )(I + Z(2)A ) |ψ〉 (168)
= (I + Z
(2)
B )(I + Z
(1)
B )X
(1)
A (I + Z
(2)
A )(I − Z(1)A ) |ψ〉 using Z(1)A Z(2)A |ψ〉 = Z(2)A Z(1)A |ψ〉
(169)
= (I + Z
(2)
B )(I + Z
(1)
B )X
(1)
A (I + Z
(2)
A )(I − Z(1)B ) |ψ〉 using Z(1)A |ψ〉 = Z(1)B |ψ〉 (170)
= (I + Z
(2)
B )(I + Z
(1)
B )(I − Z(1)B )X(1)A (I + Z(2)A ) |ψ〉 since operators on A and B commute
(171)
= (I + Z
(2)
B )(I + Z
(1)
B )(I − Z(1)B )(I + Z(2)A )X(1)A |ψ〉 using X(1)A Z(2)A |ψ〉 = Z(2)A X(1)A |ψ〉
(172)
= (I + Z
(2)
B )(I + Z
(1)
B )(I + Z
(2)
A )X
(1)
A (I − Z(1)B ) |ψ〉 (173)
= (I + Z
(2)
B )(I + Z
(1)
B )(I + Z
(2)
A )X
(1)
A (I − Z(1)A ) |ψ〉 again using Z(1)A |ψ〉 = Z(1)B |ψ〉 (174)
= (I + Z
(2)
B )(I + Z
(2)
A )X
(1)
A (I − Z(1)A )(I + Z(1)B ) |ψ〉 (175)
= (I + Z
(2)
B )(I + Z
(2)
A )X
(1)
A (I − (Z(1)A )2) |ψ〉 (176)
= 0 (177)
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It is clear, then, that using this technique we can permute the order of the operators on A
at our will, and similarly for those on B. And since operators on A and B commute with
each other, we can essentially permute all operators. Hence, for the purpose of our analysis,
commutation relations on |ψ〉 behave exactly as commutation relations on the whole space.
Hence, going back to equation (163) it’s not difficult to see, using the ability to permute
operators and the fact that X(i)A |ψ〉 = X(i)B |ψ〉 ⇒ X(i)A X(i)B |ψ〉 = |ψ〉, that
U |ψ〉AB |0000〉A(1)B(1)A(2)B(2) (178)
=
1
16
(I + Z
(1)
A )(I + Z
(2)
A )(I + Z
(1)
B )(I + Z
(2)
B ) |ψ〉AB ⊗
( |0000〉+ |0011〉+ |1100〉+ |1111〉 )
(179)
= |junk〉AB
∣∣Φ+〉⊗2
A(1)B(1)A(2)B(2)
(180)
where |junk〉AB = (I + Z(1)A )(I + Z(2)A )(I + Z(1)B )(I + Z(2)B ) |ψ〉AB up to normalization. This
completes the proof for the case n = 2.
It is straightforward to see that the proof for arbitrary n follows in a very similar way. The
unitary (or rather the part of it that matters) naturally becomes U = UA ⊗ UB with
UA =
1
2n
n∏
i=1
[
(I + Z
(i)
A )⊗ |0〉 〈0|A(i) +X(i)A (I − Z(i)A )⊗ |1〉 〈0|A(i)
]
(181)
and UB similarly defined.
It’s easy to convince oneself that the order of all operators can be permuted at our will, just
like it was possible for n = 2. Just as in the case n = 2, the only terms that don’t vanish in
U |ψ〉AB |0〉⊗nA(1)B(1)A(2)B(2)..A(n)B(n) are the 2n terms in which each pairs of subsystems/qubits
A(i), B(i) have the same value (either both 0 or both 1). As one expects, the |junk〉AB state
we end up with is, up to normalization,
|junk〉AB =
n∏
i=1
(I + Z
(i)
A )(I + Z
(i)
B ) |ψ〉AB (182)
The proof of equation (61) also follows without difficulty.
Proof of Proposition 4.3: Given a bipartite state |ψ〉AB and operators {Z(1)i , X(1)i ;Z ′n+i, X ′n+i :
i = 1, .., n} satisfying the conditions of Proposition 4.3, we will show how to construct an ap-
propriate local unitary U = UA ⊗ UB that achieves the claim of the proposition.
Again, the unitary is just a "SWAP" from the unknown system A to a system of n qubits
A(1)..A(n) and similarly for B. It is defined in exactly the same way as in the case of maximally
entangled qubits. We then apply the local unitary to the state |ψ〉AB⊗|0〉⊗nA(1)B(1)A(2)B(2)..A(n)B(n) .
We obtain a sum that includes all terms in the computational basis.
Now, for the terms such that for some i the values on subsystems Ai and Bi are different,
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let i∗ be the largest such index (i.e. the one whose operators are further to the right). Then
we can commute the operators corresponding to i∗ all the way to the right (in this case the
operators are Xi∗A (I−Zi∗A )(I+Zi∗B ), or this with A and B swapped) since to the right of these
there are only Z operators, and so we can apply the same commutation trick that we used
in the proof of 3.2. But Xi∗A (I − Zi∗A )(I + Zi∗B ) |ψ〉 = 0 simply because terms like this vanish
even in the case n = 1, for which we know that the unitary works [24].
Now, for the terms in which the values on subsystems A(i) and B(i) are equal for all i, we
know, from the proof of the case n = 1 in [24], that
1
4
(I + Z
(i)
A )(I + Z
(i)
B ) |ψ〉 =
(I + Z
(i)
A )
2
|ψ〉 (this is the 00 case) (183)
X
(i)
A (I − Z(i)A )X(i)B (I − Z(i)B ) |ψ〉 = tan θi
(I + Z
(i)
A )
2
|ψ〉 (this is the 11 case) (184)
Thus, if we factor out a 1cos θi , we see that a "00" term contributes a factor of cos θi, while a
"11" term contributes a factor of sin θi, which is precisely what we need.
Hence, we conclude that
U |ψ〉AB ⊗ |0〉⊗nA(1)B(1)A(2)B(2)..A(n)B(n) (185)
= |junk〉 ⊗
n⊗
i=1
(
cos θi |00〉+ sin θi |11〉
)
(186)
where |junk〉 = ∏ni=1(I + Z(i)A ) |ψ〉AB up to normalization.
We state, here, the Theorems from [15] that, upon fixing one detail, with the help of Lemma
A.3 from [19], directly imply the Theorems (3.5 and 4.6) that we used in subsections 3.2 and
4.2 to deduce the existence of the desired isometries, with robustness, from the operators we
constructed in the "non-tilted" and in the tilted case respectively. For the proofs of these
Theorems we refer the reader to their original source [15].
Merging the hypothesis of Theorem 2.1 and the conclusions of Corollary 2.2 from [15], we can
state the following:
Theorem A.1. ([15]) Let |ψ〉AB ∈ HA⊗HB be a bipartite state. Suppose there are reflections
{X(i)A , Z(i)A ;X(i)B , Z(i)B }i=1,..,n acting on subsystems A and B respectively, such that, for D
either A or B and for all i 6= j, they satisfy {X(i)D , Z(i)D } = 0 and
‖M (i)A |ψ〉 −M (i)B |ψ〉 ‖ ≤  (187)
‖ [M (i)D , N (j)D ] |ψ〉 ‖ ≤  (188)
32
where M,N ∈ {X,Z}.
Then, letting |ψ′〉 = |ψ〉⊗|Φ+〉⊗nA′ ⊗|Φ+〉⊗nB′ ∈ HA⊗(C2)⊗2nA′ ⊗HB⊗(C2)⊗2nB′ , there exist a local
unitary U = UA⊗UB where UD : HD⊗(C2)⊗2nD′ → (C2)⊗nD ⊗HˆD and a state |junk〉 ∈ HˆA⊗HˆB
such that ∀i
‖U |ψ′〉 − ∣∣Φ+〉⊗n
AB
⊗ |junk〉 ‖ = O(n 32 ) (189)
‖UX(i)D |ψ′〉 − σxD(i)
∣∣Φ+〉⊗n
AB
⊗ |junk〉 ‖ = O(n 32 ) (190)
‖UZ(i)D |ψ′〉 − σzD(i)
∣∣Φ+〉⊗n
AB
⊗ |junk〉 ‖ = O(n 32 ) (191)
where D(i) is the ith qubit subsystem of (C2)⊗nD , and σxD(i) and σ
z
D(i)
are Pauli operators acting
on subsystem D(i).
We’ve adapted notation in the original statement to fit ours. And we also applied an extra
triangle inequality to obtain equations (190) and (191).
In a nutshell, Theorem A.1 says that given operators satisfying its hypothesis, there exists an
isometry, which adds an extra ancilla state to both Alice’s and Bob’s systems, namely n EPR
pairs for each of Alice and Bob, which maps the unknown quantum state to a state that is
close to a tensor product of n EPR pairs between Alice and Bob, and maps the action of the
unknown operators on |ψ〉 to that of Pauli operators accordingly. Note that the ancilla EPR
pairs are not shared between Alice and Bob, but each of the two provers has n EPR pairs
separately.
The only difference between Theorem 3.5 in subsection 3.2 and the Theorem we just stated is
that the latter requires exact anticommutation between X and Z operators on the same side
corresponding to the same superscript, while the former requires just approximate anticom-
mutation when acting on |ψ〉.
We will show how to bridge this gap by using Lemma A.3 stated below, from [19].
The following result, is the generalisation of the Theorem above to tilted EPR pairs, and we
state it by combining the hypothesis of Theorem A.1 from [15] and the conclusions of Corollary
A.3 from [15]. The robustness bound is slightly worse than that of Theorem A.1 stated above.
Theorem A.2. ([15]) Let |ψ〉AB ∈ HA⊗HB be a bipartite state. Suppose there are reflections
{X(i)A , Z(i)A ;X(i)B , Z(i)B }i=1,..,n acting on subsystems A and B respectively, such that, for D
either A or B and for all i 6= j, they satisfy {X(i)D , Z(i)D } = 0 and, for some angles θi,
i = 1, .., n,
‖Z(i)A |ψ〉 − Z(i)B |ψ〉 ‖ ≤  (192)
‖ sin θiX(i)A (I + Z(i)B ) |ψ〉 − cos θiX(i)B (I − Z(i)A ) |ψ〉 ‖ ≤  (193)
‖ [M (i)D , N (j)D ] |ψ〉 ‖ ≤  (194)
where M,N ∈ {X,Z}.
Then, letting |ψ′〉 = |ψ〉⊗(⊗ni=1 |ψθi〉 )A′⊗(⊗ni=1 |ψθi〉 )B′ ∈ HA⊗(C2)⊗2nA′ ⊗HB⊗(C2)⊗2nB′ ,
there exist a local unitary U = UA ⊗ UB where UD : HD ⊗ (C2)⊗2nD′ → (C2)⊗nD ⊗ HˆD and a
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state |junk〉 ∈ HˆA ⊗ HˆB such that ∀i
‖U |ψ′〉 − ( n⊗
j=1
∣∣ψθj〉 )AB ⊗ |junk〉 ‖ = O(n2) (195)
‖UX(i)D |ψ′〉 − σxD(i)
( n⊗
j=1
∣∣ψθj〉 )AB ⊗ |junk〉 ‖ = O(n2) (196)
‖UZ(i)D |ψ′〉 − σzD(i)
( n⊗
j=1
∣∣ψθj〉 )AB ⊗ |junk〉 ‖ = O(n2) (197)
where D(i) is the ith qubit subsystem of (C2)⊗nD , and σxD(i) and σ
z
D(i)
are Pauli operators acting
on subsystem D(i).
Here the isometry adds an extra ancilla state of n tilted EPR pairs on Alice’s side and n
on Bob’s side, with the appropriate angles. Again, note that these ancilla tilted pairs are
not shared between Alice and Bob, but they each have n separately (as stated in [15], the
angles θi are all equal; however, the theorem is easily seen to hold true also when the θi
are different). Again, this Theorem requires exact anticommutation between X,Z operators
with the same superscript, while 4.6 that we used in subsection 4.2 requires just approximate
anticommutation when acting on |ψ〉.
So, we can almost apply theorems A.1 and A.2 directly to our analysis, except that for the
set of operators that we construct in subsections 3.2 and 4.2 the anticommutation that we
achieve is only approximate.
The following Lemma, from [19], helps bridge this gap.
Lemma A.3. ([15] [19]) Let X,Z be balanced reflections on a space of even dimension HA,
and let |ψ〉 ∈ HA ⊗HB be such that ‖{X,Z} ⊗ I |ψ〉 ‖ ≤ .
Then there exists a balanced reflection Z ′ on H such that {X,Z ′} = 0 and ‖(Z−Z ′)⊗I |ψ〉 ‖ ≤√
3/2.
Now, we just need to show that Theorem A.1 +Lemma A.3 imply Theorem 3.5, and that
Theorem A.2 +Lemma A.3 imply Theorem 4.6.
The only detail that we need to take care of in order to do so is the following.
As we have mentioned earlier, the hypotheses of Theorems 3.5 and 4.6 are the same as those
of Theorems A.1 and A.2 respectively, except for the fact that the anticommutation required
between X,Z operators with the same superscripts in the latter is exact.
Now, given operators satisfying the hypothesis of Theorem 3.5 (or Theorem 4.6), we can make
use of Lemma A.3 to replace the operators {Z(i)D }i=1,..,n with operators {Z ′(i)D }i=1,..,n such
that the exact anticommutation conditions hold, and the existence of these is guaranteed by
Lemma A.3.
However, in order to apply Theorem A.1 (or Theorem A.2) to the new set of operators, we
need to check that this still satisfies all other conditions in the hypothesis (most of them are
immediate). We will do this check for the tilted version (Theorems 4.6 and A.2), and then
the "non-tilted" version follows, being just a particular case.
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Claim A.4. Suppose that |ψ〉 and the set of operators {X(i)A , Z(i)A , X(i)B , Z(i)B }i=1,..,n satisfy
the hypothesis of Theorem 4.6 with bound . For each i = 1, ..n, and for D either A or B,
let Z ′(i)D be reflections such that {X(i)D , Z ′(i)D } = 0 and ‖(Z(i)D − Z ′(i)D ) |ψ〉 ‖ ≤ . The existence
of such operators Z ′(i)D is guaranteed by Lemma A.3. Then, |ψ〉, together with the new set of
operators {X(i)A , Z ′(i)A , X(i)B , Z ′(i)B }i=1,..,n satisfies the hypothesis of Theorem A.2.
Proof: Conditions (192) and (193) of Theorem A.2 hold for the new operators by applying
triangle inequalities, the fact that X(i)A and X
(i)
B are unitary and that ‖(Z(i)D −Z ′(i)D ) |ψ〉 ‖ ≤ .
Next, we need to check that the commutation between operators on the same side with dif-
ferent superscripts still holds for the new operators. Obviously, commutation between X
operators holds as we haven’t changed those.
For Z,Z commutation, we have ‖Z ′(i)A Z ′(j)A |ψ〉−Z ′(j)A Z ′(i)A |ψ〉 ‖ ≈ ‖Z ′(i)A Z(j)A |ψ〉−Z ′(j)A Z(i)A |ψ〉 ‖ ≈
‖Z ′(i)A Z(j)B |ψ〉−Z ′(j)A Z(i)B |ψ〉 ‖ ≈ ‖Z(j)B Z(i)A |ψ〉−Z(i)B Z(j)A |ψ〉 ‖ ≈ ‖Z(i)A Z(j)A |ψ〉−Z(j)A Z(i)A |ψ〉 ‖ =
O(), where the approximate equalities are up to an O() error brought by the application of
triangle inequalities. Recall that that both Z and Z ′ are reflections and, hence, unitary. The
second approximate equality is by condition 131, and the final equality is by hypothesis.
X,Z commutation is slightly more involved. We have
‖Z ′(i)A X(j)A |ψ〉 −X(j)A Z ′(i)A |ψ〉 ‖ (198)
≈ ‖1
2
(I + Z
(j)
B )Z
′(i)
A X
(j)
A |ψ〉+
1
2
(I − Z(j)B )Z ′(i)A X(j)A −X(j)A Z(i)A |ψ〉 ‖ (199)
≈ ‖1
2
cot(θj)Z
′(i)
A X
(j)
B (I − Z(j)B ) |ψ〉+
1
2
tan(θj)Z
′(i)
A X
(j)
B (I + Z
(j)
B )−X(j)A Z(i)A |ψ〉 ‖ (200)
≈ ‖1
2
cot(θj)Z
(i)
A X
(j)
B (I − Z(j)B ) |ψ〉+
1
2
tan(θj)Z
(i)
A X
(j)
B (I + Z
(j)
B )−X(j)A Z(i)A |ψ〉 ‖ (201)
≈ ‖1
2
Z
(i)
A X
(j)
A (I + Z
(j)
B ) |ψ〉+
1
2
Z
(i)
A X
(j)
A (I − Z(j)B )−X(j)A Z(i)A |ψ〉 ‖ (202)
≈ ‖Z(i)A X(j)A |ψ〉 −X(j)A Z(i)A |ψ〉 ‖ = O() (203)
The second approximate equality follows by equation 132.
Hence, we have shown that the new set of operators {X(i)A , Z ′(i)A , X(i)B , Z ′(i)B }i=1,..,n, indeed,
satisfies the hypothesis of Theorem A.2.
It follows, then, under the hypothesis of Claim A.4, that the conclusion of Theorem A.2 holds
for |ψ〉 and the operators {X(i)A , Z ′(i)A , X(i)B , Z ′(i)B }i=1,..,n. But it is clear that if this holds for |ψ〉
together with the new set of operators, then it also holds for |ψ〉 together with the original set
of operators {X(i)A , Z(i)A , X(i)B , Z(i)B }i=1,..,n, simply by a few triangle inequalities. Notice that
the conclusion of Theorem A.2 is the same as that of 4.6 (just the hypothesis of the former is
stricter)
Hence, this completes the proof of Theorem 4.6.
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