I. INTRODUCTION
Ultrafast electron microscopy (UEM) is a set of techniques for studying dynamical processes on the femtosecond and picosecond time scales. A wide range of physical and chemical phenomena can be examined this way. 1, 2 Examples from ultrafast electron diffraction (UED) include gas phase molecular motion, 3 electron-phonon coupling in solids, 4 and thin film lattice dynamics. 5, 6 UED is complementary to timeresolved x-ray scattering, and in some cases, it is actually the preferred technique due to its larger cross section of interaction and less sample damage per scattering event. Additionally, the two techniques probe materials differently. Electrons mainly interact with nuclei whereas X-rays primarily interact with the surrounding electrons.
The temporal resolution of UEM is limited by spacecharge effects within the electron beam. For relativistic electron beams, the transverse and longitudinal space-charge effects scale as 1/γ 3 and 1/γ 5 , respectively, where γ is the relativistic beam energy. 7 In order to reduce these effects, a radio-frequency (RF) photocathode gun can be used to quickly accelerate the electrons to MeV energies before temporal broadening can occur. 8 This generates the highest charge possible in as temporally short a pulse as possible. The benefits of this approach can be seen in the recent success of MeV UED studies of gas phase dynamics. 3, 9 Another advantage of MeV UEM is that it eliminates the velocity mismatch between the pump laser and the electron beam that can limit temporal resolution. 10 Improving the temporal resolution to better than 100 fs is a key objective for the time-resolved electron microscopy community.
At the MeV UED facility in SLAC National Accelerator Laboratory, an RF gun is used to launch a few fC of charge a) Author to whom correspondence should be addressed. Electronic mail:
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at up to 5 MeV with less than 100 fs RMS bunch length at a 180 Hz repetition rate. The beam is delivered to a sample using sets of solenoid and corrector magnets with a pinhole for spatial filtering between them. The beam drifts after the sample before being recorded by one of two different detectors. One is the existing phosphor-based imaging system and the other is the new direct electron detector, both of which are shown in Figure 1 . More detailed information on this facility can be found in Ref. 11 . The existing phosphor-based imaging system consists of a 50 µm thick P43 phosphor screen. The screen is imaged on a cooled Andor iXon Electron Multiplying Charge Coupled Device (EMCCD) camera using a 50 mm f/1.2 telephoto lens on an extension tube. The photon collection efficiency of the imaging system is a few percent and the camera is capable of single photon detection. If each incident MeV electron generates several hundred photons, then the system is almost capable of single electron detection. However, this imaging system has several undesirable features that negatively affect the UED program. First, the P43 phosphor suffers from image burn in. Even though the fluorescence 1/e lifetime is 0.7 ms, intense fluorescence can persist at a low level for minutes afterwards. This is disadvantageous when analyzing subtle differences in diffraction patterns. Faster phosphors are available but they have reduced quantum efficiency and fluoresce at different wavelengths. Second, in time-resolved pump-probe experiments, it is important to keep scattered pump light from reaching the detector. This can be done using optical filters but doing so adds the constraint that the pump laser wavelength cannot match the wavelength at which the phosphor fluoresces. Therefore, some experiments require different types of phosphors with lower quantum efficiency and worse temporal performance. Third, phosphor screens generally have a spatial resolution on the order of about 100 µm. This comes from a combination of the minimum grain size and the film thickness. Ultimately this limits the reciprocal space resolution of the system. This can be detrimental to some biological experiments where very high reciprocal space resolution is needed.
Readers who are interested in other imaging systems used under similar experimental conditions are referred to Refs. 12 and 13. The introduction of direct electron detectors played a critical role in the structural biology revolution of cryogenic electron microscopy. 14 This revolution occurred in part because of the development of advanced algorithms for 3D reconstruction and in part because single-shot direct electron detectors were developed that permitted images to be aligned using post processing, thereby removing the blurring associated with sample motion. This dramatically reduced the amount of time required to collect high quality data. The revolution in structural biology was the motivation to develop a direct electron detection system at the MeV UED facility in SLAC.
II. DIRECT ELECTRON DETECTOR
The major challenge encountered in developing the direct electron detection system was that there are no commercially available sensors designed to operate at MeV beam energies. As a result, a new system had to be engineered by colleagues at Lawrence Berkeley National Laboratory (LBNL). The system is based on a complementary metal-oxide-semiconductor (CMOS) active-pixel sensor (APS) array that was originally developed for the TEAM project. 15 The sensor consists of n+ diodes implanted into moderately resistive p-type epitaxial silicon, grown on a low-resistivity p-type silicon substrate. The sensor includes back end of line (BEOL) interconnects consisting of metal and insulating SiO 2 . The thickness of the active epitaxial region, t epi , is 14 µm and the pitch of the individual sensors in the array is 9.5 µm, as illustrated in Figure 2 . The sensor array is 1024 × 1024 in size with a 500-µm diode in the middle that can be used to monitor the electron beam intensity (small black circle in Figs. 7 and 9 ). Commercial sensors 16 have about three times thinner active epitaxial regions than this in order to minimize multiple scattering of incident keV electrons. 17 MeV electrons have less multiple scattering and approximately five times lower energy deposited per unit length of active region. Therefore, the thicker epitaxial region of the TEAM sensor significantly increases the signal collected for MeV electrons.
The energy an incident electron deposits per unit length of absorbing material, dE/dx, is given by the Bethe-Bloch formula. 18 Empirically parameterized values for this formula are available online from the National Institute of Standards and Technology (NIST) website. 19 For 2.2 MeV electrons, traversing silicon dE/dx is 368 eV/µm, almost entirely due to ionization. At 3.7 MeV, the value increases moderately to 391 eV/µm. Because there is only 14% variation in dE/dx over the range from 1 to 5 MeV, the detector is expected to have an essentially flat response with respect to the beam energy. The energy of creation of an electron-hole pair in silicon, η, is 3.66 eV. According to Equation (1) 
The direct detector system consists of three main components, each of which is shown in Figs. 1 and 5 . There is an in-vacuum TEAM1k CMOS APS array, an external Sensor Interface Assembly (SIA), and an external MicroTCA® Data Acquisition (DAQ) computer. To minimize noise, all three components are placed in close proximity to each other, inside of the UED radiation bunker. The TEAM1k sensor is Ultra High Vacuum (UHV) compatible. It is mounted to a silicon carbide (SiC) substrate and attached to a Kapton Polyimide printed circuit board with Al bond wires. The SiC substrate is mounted to a Cu cooling block using glass-filled nylon screws and a vacuum rated thermal sinking compound. This allows the sensor to be cooled to 20 • C by a regulated water chiller and a TE Technology Peltier thermoelectric cooler. Additionally, a 25 µm Kapton foil was placed over the sensor to shield it from ambient light. Because this foil blocks all visible light, the system is compatible with any UED pump laser configuration. Figure 3 shows images of the sensor as it is installed.
The TEAM1k sensor is expected to be tolerant to radiation damage at MeV beam energies. Anecdotal evidence is that the sensor has been exposed to MeV radiation for about one year and so far only small changes in leakage current have been observed. Nothing has been done to mitigate or reverse these changes (e.g., sensor annealing). This sensor was originally developed for the TEAM project, and its performance characteristics and radiation hardness were previously reported in Refs. 15 and 20. More detailed investigation of radiation hardness at MeV beam energies is planned in the future. Figure 4 shows the linearity of sensor response as a function of beam energy.
The dynamic range of the direct electron detector is 15 bits. If one conservatively assumes that each electron deposits enough energy into a single pixel to generate 400 ADC counts, then the maximum number of electrons that can be detected by a single pixel without saturating is about 80. With uniform beam coverage, the 1 cm 2 detector will completely saturate at 10 pC. Alternatively, a fC beam will saturate the detector if it is focused onto a diameter of less than 10 pixels (95 µm). Under nominal UED operating conditions, the direct detector has never saturated.
The SIA includes 16 analog amplifier channels, 12 channels of configurable constant current and voltage sources, a timing and configuration interface signal path, an external trigger input, a connection to the diode at the center of the TEAM1k sensor, and switchable linear power sources for the sensor. The vacuum interface that connects the APS to the SIA uses two custom built cables that provide physical isolation between the sensor analog and digital signals. The SIA interfaces the DAQ computer Peripheral Component Interconnect Express (PCIe) bus via the VadaTech AMC52 that contains a Xilinx Virtex-7 Field-Programmable Gate Array (FPGA) and eight dual-channel 250 megasamples per second (MSPS) high speed analog-to-digital converters (ADCs). Pixel data from the 16 ADC channels are selected and arranged into a cpu-optimized (x,y) sequential fashion then transferred over a Direct Memory Access (DMA) to the CPU. Each ADC channel corresponds to 64 columns of pixel data. The DAQ computer includes an Advanced Mezzanine Card (AMC), a Solid-State Drive storage AMC, a 2 channel 10GbE Fabric AMC, and an AMC521 custom DAQ AMC that are all built by VadaTech Inc. The DAQ computer also includes an event receiver (EVR) AMC that is compatible with SLAC's lab-wide timing infrastructure. The EVR was included for future time stamping of images in order to make correlated measurements with other machine parameters and to correct for temporal jitter.
Three software interfaces to the data are available: a standalone system where the data are stored locally on a hardware RAID-0 in the DAQ computer, network data streaming using ZeroMQ, and through a C++ driver that provides low level integration at the DMA level. Slow controls are either sent over human-readable transmission control protocol/internet protocol (TCP/IP) commands or directly through the low-level C++ driver. Integration into the UED facility has been achieved using an Experimental Physics and Industrial Control System (EPICS) interface that communicates with the detector using the low-level C++ driver.
Finally, a special double exposure acquisition mode is used to capture a dark image in the non-illuminated period just before electrons arrive at the detector. In this mode, the readout sequence for every trigger event is first to reset all pixels and then to wait 2 µs. Next comes a readout of the non-illuminated dark image followed by another 2 µs wait. Then the exposure integration (0-1.5 µs variable) is triggered and the exposed image is read out. There is no pixel reset between the dark image and the exposed image so that they both have the same pixel reset levels. Thus, pixel reset noise is eliminated by subtracting the first dark image from the second exposed image. The 1024 × 1024 signed 16 bit integer images recorded by the direct detector system are actually the subtraction of these double exposures. The pixel noise that is left behind is a small amount of leakage current per pixel that must be dealt with using background subtraction during image analysis. Typically, this is on the order of 20 ADC counts RMS.
III. UED SYSTEM INTEGRATION
The integrated direct detector system captures single images at 180 Hz, producing an uncompressed data stream of 360 MB/s. The major technical challenge that had to be overcome in commissioning the new system was to efficiently handle such large amounts of data. The architecture designed for this is illustrated in Figure 5 . The architecture converged over a series of iterations and is one of the multiple possible strategies that could have been implemented.
The system is configured such that when images are captured they are broadcast as a process variable (PV) by an EPICS input/output controller (IOC) on the DAQ computer. A dedicated 10 Gb fiber network brings the data out of the bunker to the analysis, control, and archiving computers located in the UED control room. Images from the direct detector are continuously broadcast but are not always saved. An archiving computer records the images when instructed to do so. The archiving computer was built by Supermicro and has 40 TB of disk space in a striped RAID 0 configuration optimized for fast I/O. The RAID capacity is sufficient to store 30 h of continuous uncompressed raw data. In practice this is adequate for an experimental run over the course of a week. Simultaneous reading and writing at high-speed is not possible using platter based hard drives so a PCIe flash disk is also included in the archiving subsystem. When images first arrive, they are temporarily stored on the flash disk and can be simultaneously read from and written to at high speed-facilitating online analysis. The images are then copied to the RAID array using a fast data transfer script before they are deleted from the flash disk. The analysis computer mounts the archiving computer's flash disk using the Network File System (NFS) protocol. The advantage of this approach is that much of the underlying infrastructure is transparent to users if they wish to implement their own data analysis routines.
The Hierarchical Data Format (HDF5) is used for storing the images. This is the same format used at the Linac Coherent Light Source (LCLS) and allows the UED program to leverage existing computational resources at SLAC. Several hundred TB of longer-term storage space is available on LCLS servers and a slow data transfer script copies the data over as network resources are available. The space is accessible from the worldwide-web so visiting scientist can view their data externally for a limited time after having completed an experiment. Current plans are to store all data for up to six months.
IV. DATA ANALYSIS
The intention of the new detector is to replace the existing phosphor-based imaging system. In practice this is actually more complex than it might seem. The reason for this is that each exposure from the direct detector is read out individually. Alternatively stated, the direct detector is not able to accumulate data over multiple exposures the way that a CCD camera can. The problem is that readout noise occurs in every single image captured by the direct detector instead of occurring only once-as it does in the phosphor-based imaging system. Generally speaking, the sum of images acquired through single exposures will have significantly more noise than a single image acquired from an accumulation of exposures, all other parameters being equal. The best way to counteract this is to process each image one at a time to remove as much noise as possible prior to image summation.
The image processing algorithm developed for this relies on a process called "clustering" 21 and a statistical interpretation of the data resulting from two physical observations. The first is that single electrons at several MeV passing through 14 µm of absorbing material have a point-spread function that exceeds 9.5 µm. This means that single electron events will be observed in no less then 4 pixels that are grouped together and that large single pixel fluctuations can be treated as noise. The second is that the loss of energy of a charged particle as it passes through an absorbing material can be statistically modeled by a Landau distribution. 22 The formalism for the derivation of the Landau distribution is similar to that used to derive the Bethe-Bloch formula referred to in Section III. For MeV electrons incident on the direct detector, the sum of isolated clusters of pixels representing single electron events can be fit with
On the other hand, a Gaussian distribution more closely models the statistical distribution of clusters of pixels originating from noise
TABLE I. The steps for analyzing individual images to reduce noise before an image sequence is summed.
Step Name Procedure 1 Background initialization Average a set of images acquired under similar conditions to the image being analyzed without incident electrons in order to create a background image. This image is the result of variations in pixel leakage current during the exposure sequence 2
Background subtraction Subtract the background image from the image being analyzed 3
Mask image Mask known artifacts by setting the values of the pixels in these regions to zero 4
Single pixel filtering Replace each pixel with the average value of their 8 neighbors if the pixel exceeds this value by a predetermined multiple of its standard deviation, σ. This step removes single pixel noise that cannot originate from single electron events 5
Cluster identification (a) Identify potential clusters by locating all single pixels that exceed a predetermined identification threshold. The threshold is most conveniently a multiple of the RMS distribution of the pixel values in the background image, i.e., 5σ where σ ∼ 20 ADC counts (b) Analyze the potential clusters one at a time in order of descending peak value. This allows potential clusters with larger peak values to absorb adjacent ones with smaller peak values if there is no sufficient pixel separation to distinguish them (c) Each cluster starts as a single pixel and grows in size independently in each direction until the outermost pixels in that direction are all below the statistically predetermined threshold used in (a). Disregard clusters with peak values below this threshold (d) Add each identified cluster to the independently stored set of accepted clusters and replace all of the pixels within the cluster in the original image with zeros (e) Stop image analysis when the remaining potential cluster peaks are all below the identification threshold used in (a). This may occur sooner than expected because potential clusters identified in (a) can be absorbed into larger clusters in (d) (f) Return the set of accepted clusters, creating a new image to replace the original 6 Cluster summation Optional: Replace each cluster with a single value at the peak position equal to the cluster sum. This step is useful for statistical analysis but is not necessary for final discretization 7
Cluster acceptance Optional: Reject clusters with values below an acceptance threshold. This step can be used to further reduce the probability of clusters originating from noise 8 Cluster discretization Represent all clusters with a value of one located at the cluster's peak position, all other cluster pixels set to zero. The value of one represents a single electron event Table I as they are applied to a sample image. The steps proceed from left to right with the leftmost image representing unprocessed data and the rightmost image representing fully processed data. The data are all plotted with a log scale in intensity of arbitrary units in order to emphasize low-level features.
FIG. 6. Illustration of select steps outlined in
For convenience, the scale, width, and location parameters used in Equations (2) and (3) are being functionally defined by Equations (2) and (3). The advantage to this is that it avoids repeating a somewhat complex discussion of the Landau distribution in an attempt to give physical interpretations to the parameters. The fitting methods are commonly used so that readers who wish to have a deeper understanding of the parameters are encouraged to refer to Refs. 21, 23, and 24. The steps involved in individual image analysis are given in Table I and are partially illustrated in Figure 6 . In order to validate the performance of the direct detector, data with sparse electron hits per image were taken at different incident beam energies. 200 s of data (∼36 000 images) at beam energies of 2.2 MeV, 2.7 MeV, 3.2 MeV, and 3.7 MeV were acquired both with and without an electron beam. The images were analyzed according to the steps outlined in Table I . Furthermore, a separate analysis was performed by summing the statistical distributions of single image clusters The black lines are the total cluster ensemble histograms. The light red curves are estimations of statistical noise using the Gaussian distribution given in Equation (3). The light blue curves are fits of the Landau distribution of single electron events using Equation (2) . The figure is composed in a tabular fashion so that the results can be easily compared. In each case, sums of the histograms of the clustered data from each individual image are plotted on an arbitrary but fixed scale with scale numbers explicitly given to aid comparison. For instance, the vertical scale on the lower right image is 12 times smaller than the vertical scale in the upper left image. The horizontal axes of each plot are the same. In each case, the fit parameters for the individual statistical distributions that contribute to the total cluster ensemble histogram are given, as are the estimated percentages of total electrons detected and the percentages of detected events that can be attributed to noise. The signal-to-noise ratio improves dramatically from left-to-right and from top-to-bottom.
extracted by terminating the analysis at step 6. Histograms of these distributions were taken and then summed to create cluster ensemble histograms for each incident beam energy. The range of parameters used to fit the resulting statistical distributions according to Equations (2) and (3) is given in Table II. A detailed evaluation of the data recorded at 3.2 MeV using the steps identified in Table I is given in Figs. 7 and 8 . Using a 5σ cluster identification threshold combined with 3σ single pixel filtering produces images that when summed both visually appear to have very low noise and statistically match distributions that are modeled almost entirely by the single electron events with very low noise. The conclusion is that this is most likely the optimum set of parameters for analyzing individual images prior to summing them and that no additional cluster acceptance threshold is needed. Figs. 9 and 10 show the result of repeating this analysis on data taken at other incident beam energies using the same 5σ cluster identification threshold and 3σ single pixel filtering. Generally 40% of all single electron events have been recorded and only a few percent of the identified clusters are likely to have originated from noise. The results make a compelling case that the detector is working as expected and is capable of producing low noise images after image processing.
One interesting thing to note is that the peak of the Landau distributions representing single electron clusters occurred at 345 ADU counts across all incident beam energies and using different forms of noise reduction. The peak of the distribution is not equivalent to a mean energy deposited but it is very close to the 360 counts predicted in Section II. This indicates that the analysis methods used give results that are consistent with expectations. FIG. 9 . The results of the image processing following the analysis steps outlined in Table I on example electron beam data taken at different beam energies (round objects). The analysis used a 5σ cluster identification threshold combined with 3σ single pixel filtering. The sum of the original background subtracted images without processing is shown on the left-hand side of each row and the final result following cluster discretion is shown on the right-hand side of each row. The data are all represented using a log scale in intensity to emphasize low-level features. The vertical color scaling of each plot is independent and arbitrary. The black disk is a diode that is implanted in the middle of the sensor.
Separate analysis of the clusters at each beam energy produces point spread functions for single electron events that are characterized by RMS widths of σ = 0.58/0.70 pixels (x/y) without single pixel filtering and σ = 0.67/0.79 pixels with 3σ single pixel filtering. This result was independent of incident beam energy. The 0.12 pixel x-y RMS width asymmetry is explained by a small nearest neighbor pixel correlation in FIG. 10 . The results of the image processing following the analysis steps outlined in Table I on example data taken at different beam energies. The black lines are the total cluster ensemble histograms. The light red curves are estimations of statistical noise using the Gaussian distribution given in Equation (3). The light blue curves are fits of the Landau distribution of single electron events using Equation (2) . The fit parameters used in each case are given in the plots. The analysis on the right-hand column used a 5σ cluster identification threshold combined with 3σ single pixel filtering and illustrates the dramatic removal of noise when compared to the images in the left-hand column using a 3σ cluster identification threshold combined and no single pixel filtering. In general, 40% of all single electron events have been successfully identified and only a few percent of the identified clusters can be attributed to noise, regardless of incident beam energy. the direction of the channel readout. As expected there is a 0.09 RMS pixel width increase with 3σ single pixel filtering because the contributions from sharp pixel fluctuations attributed to noise have been removed. Because it is possible to resolve two single electron clusters with peaks separated by three pixels, the detector is stated to have better than 30 µm spatial resolution. These measurements show that the majority of single electron clusters are 3 × 3 in size. If execution speed becomes a critical issue in the future, this could present an opportunity to optimize analysis routines by initially defining all clusters to be 3 × 3 in size. Doing so could simplify the cluster acceptance routine at the cost of introducing some statistical error. The tradeoff might make sense though if algorithm execution times become prohibitively long.
Finally, for single shot alignment of diffraction images, the position of the direct beam is used as the spatial reference for the alignment procedure. Due to the large dynamic range of the detector, there is no need for a beam stop. However, the clustering algorithm cannot be used on regions where charge pileup has occurred. The image analysis must first exclude these regions, such as in the vicinity of the direct beam. For the clustering algorithm to succeed, the direct detector should not be exposed to electron beam current densities greater than 7 fC/cm 2 (1 electron/25 pixels). In the case of some crystalline samples, such as the single shot single crystal gold diffraction pattern shown in Figure 11 , when illuminated with a few fC direct beams, the Bragg peaks are still too strong for clustering. In this case, the charge in the main beam must be attenuated until the threshold condition for clustering in the Bragg peaks is reached.
V. CONCLUSIONS
Successful commissioning of the new direct electron detector is a major technological accomplishment. The system performs as expected, recording individual images at 180 Hz.
A significant subset of these images can be analyzed in real time and current strategies for data management are working satisfactorily. The detector has a 15-bit dynamic range, better than 30-µm spatial resolution and less than 20 counts RMS pixel noise. The direct detector system is also capable of identifying MeV single-electron events. When the direct detector is exposed to electron beam current densities of less than 7 fC/cm 2 , then there is little chance of charge pileup and single electron events can be statistically identified with high probability. Although the majority of single electron clusters are 3 × 3 pixels in size, it is recommended to analyze clusters with a 5σ identification threshold and 3σ single pixel filtering as demonstrated in Section IV. No additional acceptance threshold is needed. With this analysis, approximately 40% of single electron events are recorded and only a few percent of the recorded events are likely to have originated from noise.
The introduction of direct electron detectors played a critical role in the structural biology revolution of cryogenic electron microscopy. There are several reasons why the direct electron detector is similarly expected to have a dramatic impact on time-resolved MeV electron microscopy. First, the direct electron detector possesses higher spatial resolution and faster temporal response than the phosphor-based EMCCD imaging system. Second, the direct electron detector is capable of recording single electron images at 180 Hz while the imaging system is only capable of 10s of Hz. Recording each individual image makes it possible to correct both temporal and spatial jitter through post processing, similar to the technique now routinely used for cryogenic electron microscopy. Correcting electron beam jitter is important in diffraction experiments where spatial resolution translates to q-space resolution. Likewise, correcting sample jitter is important in imaging where sample motion can blur the image and limit spatial resolution. Third, one unique feature of the direct electron detector is that it includes a custom built timing system that allows each image to be time-stamped. An online diagnostic will be developed in the future to measure the temporal jitter of each exposure. The image timestamp will then make it possible to correct for temporal jitter with post processing. This will be especially important for studying phenomena that occur on the fs time scale. The approach is similar to that being used at the LCLS to achieve less then 10 fs time resolution. 25 Fourth, the direct detector is compatible with all pump laser wavelengths and does not suffer from phosphor image burn in. Finally, the direct detector has a very large dynamic range, allowing the main beam to be recorded during diffraction experiments. Because the main beam is present, intensity fluctuations in single-shot images can be accurately normalized. For these reasons, it is expected that the direct electron detector will have a dramatic impact on time-resolved MeV electron microscopy.
VI. LOOKING FORWARD
Commissioning of the direct detector has completed and regular operations are beginning. However some future improvements will be needed in order to keep pace with aggressive scientific program planned at the UED facility. The following is a summary of future improvements that are being discussed.
Current image analysis routines are able to process 110 images/s relying on parallel CPU execution. Because the rate of analysis is slower than the rate of acquisition, not all of the data can be analyzed in real time. To provide users with better online image analysis, other paradigms need to be considered. This includes using high performance computing clusters or converting algorithms to run on graphics processing units (GPUs).
The direct detector has 16 independent ADC channels, each of which has slightly different signal amplification. As a result, if the channels are not independently analyzed then image artifacts can be created. One way to improve this is to adjust the individual ADC channel responses, producing more uniform images without unnecessarily complicating the analysis routines. Another way is to incorporate individual channel gains in the image analysis.
The detector, external amplifier, and DAQ computer are all subject to significant external noise in a high radiation RF environment. This can manifest itself in low-level correlated pixel noise. Increasing the shielding on all of the components in the system will reduce this effect.
Eventually the UED facility will run at 360 Hz and the next generation of sensor array is expected to have 4 times as many pixels (2048 × 2048). Together these changes will increase the required bandwidth of the system by a factor of 8. The 10 Gb fiber network currently used can handle the 760 MB of bandwidth needed to transfer the data from the DAQ computer to the archiving computer and again to the analysis computer but the network will not be able to keep up with an order of magnitude increase in the amount of data. At some point, a reevaluation of the system architecture will be required, focused primarily on increasing network performance.
Finally, managing the amount of data generated is a challenge that will only continue to grow. It is reasonable to expect that both storage and computational resources will increase in time but relying on this is not a legitimate strategy for long-term data management. Rather, work needs to begin on reducing the actual amount of data saved. This involves both improvements to the analysis algorithms used as well as changes to the format the data are stored in. For example, currently each image is saved independently. The disk space required for this could be reduced significantly by compressing image sequences both spatially and temporally-analogous to lossless video compression. Alternatively, orders of magnitude reductions in the required disk space are possible by saving only the coordinates of single electron events-provided that it is acceptable to dispose of the original data. The topic of data reduction in particular will require a significant investment in the future. 
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