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This paper presents a speech enhancement method based on the tracking and denoising of the formants of a linear pre-
diction (LP) model of the spectral envelope of speech and the parameters of a harmonic noise model (HNM) of its exci-
tation. The main advantages of tracking and denoising the prominent energy contours of speech are the eﬃcient use of the
spectral and temporal structures of successive speech frames and a mitigation of processing artefact known as the ‘musical
noise’ or ‘musical tones’.
The formant-tracking linear prediction (FTLP) model estimation consists of three stages: (a) speech pre-cleaning based
on a spectral amplitude estimation, (b) formant-tracking across successive speech frames using the Viterbi method, and (c)
Kalman ﬁltering of the formant trajectories across successive speech frames.
The HNM parameters for the excitation signal comprise; voiced/unvoiced decision, the fundamental frequency, the har-
monics’ amplitudes and the variance of the noise component of excitation. A frequency-domain pitch extraction method is
proposed that searches for the peak signal to noise ratios (SNRs) at the harmonics. For each speech frame several pitch
candidates are calculated. An estimate of the pitch trajectory across successive frames is obtained using a Viterbi decoder.
The trajectories of the noisy excitation harmonics across successive speech frames are modeled and denoised using Kalman
ﬁlters.
The proposed method is used to deconstruct noisy speech, de-noise its model parameters and then reconstitute speech
from its cleaned parts. Experimental evaluations show the performance gains of the formant tracking, pitch extraction and
noise reduction stages.
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Enhancement of noisy speech improves the quality and intelligibility of voice communication in noisy
environments such as for mobile and hands-free phones used in noisy public venues as in busy streets,
moving cars and trains, noisy conference halls, cafe´s, noisy shops/markets, airports, factory ﬂoors, etc.
Since the method proposed in this paper is based on the explicit estimation of the parameters of a linear
prediction (LP) model and a harmonic noise model (HNM) of speech, it also has applications in speaker
identiﬁcation/veriﬁcation and speech recognition in noise. However, the focus of this paper is on speech
enhancement.
A desirable property of speech enhancement is that it should not replace the noise by processing artefacts
which may be just as detrimental to the quality or intelligibility of speech as the original noise. A main advan-
tage of the method proposed here is a mitigation of a commonly occurring processing artefact, known as
‘musical noise’ or ‘musical tones’, composed of random short duration bursts of narrowband (tonal) noise that
are often an undesirable byproduct of noise reduction methods.
In the development of the speech enhancement method described here, the main objective was to utilize the
statistical models of the trajectories of the prominent energy contours of speech, namely those of formants and
harmonics (Lim and Oppenheim, 1978; Stylianou, 1996). This is motivated by the observations that formants
and HNM parameters, which represent the peak energy contours of speech, usually have relatively higher than
average signal to noise ratio (SNR) and that speech can be reconstructed from these parameters. It may be
that the robustness of human speech recognition is partly due to the structure of speech where valuable infor-
mation resides in the high SNR parts of speech and in particular in the formants and the harmonics of
excitation.
The proposed method integrates a formant-tracking linear prediction (FTLP) model of spectral envelope
with a HNM of excitation. LP and HNM (Lim and Oppenheim, 1978; Stylianou, 1996; Vaseghi, 2006) are
the two main methods for modeling speech waveforms; they oﬀer complementary advantages; LP model pro-
vides a good ﬁt for the spectral envelope of speech whereas HNM is good at modeling the details of the har-
monic plus noise structure of speech excitation.
For noisy speech enhancement the proposed approach is diﬀerent to conventional methods such as spectral
subtraction (Vaseghi, 2006; Boll, 1979) minimum mean squared error spectral amplitude (Ephraim and Van
Trees, 1995; Ephraim, 1985); the variants of Wiener ﬁlters (Hansen and Clements, 1987; Sameti et al., 1998;
Ephraim, 1992; Ephraim et al., 1989; Chen et al., 2000) and speech enhancement methods based on linear pre-
diction models (Lim and Oppenheim, 1979). In conventional speech enhancement methods often individual
spectral samples are modeled in isolation without fully utilizing the information on the wider spectral-tempo-
ral structures that may be used to good eﬀect in the de-noising process to obtain improved speech enhance-
ment results.
Speech processing systems normally segment speech into a sequence of frames with a duration of about 20–
30 ms. Two major issues in speech signal processing are: (1) the modeling of the intra-frame correlation of time
(or frequency) samples within each speech frame and (2) the modeling of the inter-frame correlation of speech
samples across successive frames of speech. The proposed FTLP-HNM model, with Viterbi trackers and Kal-
man ﬁlters, provides a suitable framework for modeling the intra-frame and inter-frame non-stationary tem-
poral variations of speech parameters across successive speech frames and this can reduce the errors and
uncertainty in estimation of speech model parameters.
The FTLP model obtains enhanced estimates of the LP parameters of speech along the formant trajecto-
ries. Formants are the resonances of the vocal tract and their trajectories describe the contours of energy con-
centrations in time and frequency. Although formants are mainly deﬁned for voiced speech, characteristic
energy contours also exist for unvoiced speech as concentrations of energy at relatively higher frequencies.
In the context of noisy speech processing, the use of speech features at formants is particularly interesting
because at the formants the SNRs are relatively high and furthermore much of the discriminative information
regarding phonemic labels and some of the speaker characteristics are encoded in the spectral features at
formants.
In this paper, HNMs are used to model the trajectories of the excitation of LP model. This makes good
sense given that LP-based speech coders (such as mobile phone speech coders) also use a combination of
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and music coding and text to speech synthesis (Stylianou, 1996). The main issues in HNM are voiced/unvoiced
classiﬁcation and the estimation of fundamental frequency (pitch) value, the harmonic amplitudes and a
model of the noise component of speech excitation.
For pitch estimation in noise a modiﬁed version of Griﬃn’s method (Griﬃn and Lim, 1988) is
introduced. The method is based on frequency domain estimation of the pitch from discrete Fourier
transform (DFT) of speech and allows the use of estimates of SNRs at the harmonics for improved
performance. The criterion used for pitch estimation is based on searching for the peaks of the spectral
energy at the harmonics of speech. The pitch estimate is derived through searching a grid in a range
of proposed pitch values. Errors in pitch estimation are corrected by the use of a Viterbi estimation algo-
rithm. Further smoothing and improvement in pitch trajectory estimates may be obtained by the use of a
Kalman ﬁlter.
The remainder of this paper is organized as follows. Section 2 provides a brief overview of the proposed
FTLP-HNM model estimation method. Section 3 presents a review of the method for extraction of formant
features and introduces the probability model used for formant features. Section 4 introduces HNM of exci-
tation and presents a new method for pitch estimation over harmonics. Section 5 discusses Kalman ﬁlters and
their application in the modeling and smoothing of the trajectories of formants and the denoising harmonics
of speech excitation. Section 6 describes performance measures for speech enhancement and presents evalua-
tion results. Finally, Section 7 concludes the paper.
2. An overview of formant-tracking LP model with HNM of excitation
The proposed FTLP-HNM for enhancement and de-noising of noisy speech is illustrated in Fig. 1 and
consists of the following sections:LP Model
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Fig. 1. Overview of the FTLP-HNM model for enhancement of noisy speech.
72 Q. Yan et al. / Computer Speech and Language 22 (2008) 69–83(1) A pre-cleaning module for de-noising speech prior to estimation of the LP model and formant
parameters.
(2) A formant-tracking method incorporating Viterbi decoders and Kalman ﬁlters for tracking and smooth-
ing the temporal trajectories of signiﬁcant formants and poles of the LP model of speech.
(3) A pitch extraction method incorporating Viterbi decoders and Kalman ﬁlters for pitch tracking and
smoothing.
(4) A harmonic noise model estimation method using Kalman ﬁlters for modeling and denoising the tem-
poral trajectory of noisy excitation.
The z-transform of a linear prediction model of speech X(z,m) may be expressed asX ðz;mÞ ¼ Eðz;mÞV ðz;mÞ ð1Þ
where E(z,m) is the z-transform of the excitation and V(z,m) is the z-transform of a LP model of the combined
eﬀect of the vocal tract, the glottal pulse and the lip radiation. The vocal tract model V(z,m) can be expressed
as a cascade combination of a set of second order resonators and a ﬁrst order model asV ðz;mÞ ¼ GðmÞ 1
1þ r0ðmÞz1
YP=2
k¼1
1
1 2rkðmÞ cosðukðmÞÞz1 þ r2kðmÞz2
ð2Þwhere rk(m) and /k(m) are the time-varying radii and the angular frequencies of the poles of the LP model
respectively, P + 1 is the LP model order and G(m) is the gain of the LP model. In Eq. (2) speech is modeled
by a cascade of time-varying second order resonator models of the formants and a ﬁrst order model of the
slope of speech spectrum. For voiced speech, the resonators are associated with the formants of speech.
For unvoiced speech, the second order resonators model the energy concentrations of speech.
The speech excitation can be modeled as a combination of the harmonic and the noise aseðmÞ ¼
XLðmÞ
k¼1
AkðmÞ cosð2pðkF 0ðmÞ þ DkðmÞÞmþ ukðmÞÞ þ vðmÞ ð3Þwhere F0(m) is the time-varying fundamental frequency of speech excitation, Ak(m) are the magnitude of exci-
tation harmonics, uk(m) are the phase of harmonics, Dk(m) is the deviation of the kth harmonic from the nom-
inal value of kF0 and v(m) is the noise part of the excitation. It is assumed that phase distortion is inaudible. In
the following sections, we explain the estimation of FTLP model coeﬃcients and the HNM parameters of the
excitation.3. Estimation of a formant-tracking LP model from noisy speech
The spectral envelop of speech is modeled by the frequency response of the LP model. This section describes
the formant-tracking LP model (FTLP) estimation process composed of three stages of; pre-cleaning of speech
spectrum, formant classiﬁcation and Kalman ﬁlters for smoothing formant trajectories.
3.1. Initial-cleaning of spectral amplitudes of noisy speech
Before formant estimation, pre-cleaning of noisy speech, is accomplished through estimation of the spectral
amplitude of speech using a MMSE spectral amplitude estimation method (Ephraim and Van Trees, 1995).
The MMSE method of estimation of the spectral amplitude of speech is a Bayesian estimation method
employing a mean squared error cost function. In the MMSE formulation of Ephrahim and Mallah (Ephraim,
1985) used here, it is assumed that the prior probability density function (pdf) of the complex spectrum of
clean speech is Gaussian. This assumption leads to a Rayleigh pdf for the magnitude spectrum of clean speech
and a uniform pdf for its phase. It is further assumed that the complex spectrum of noise has a Gaussian pdf
(Ephraim, 1985).
After pre-cleaning the spectral amplitude of speech is converted to a correlation function from which an
initial estimate of the LP model of speech is obtained. The poles of the LP model are obtained through a
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an improved estimate of the LP model parameters as described in the next section.3.2. HMM-based formant tracking
The poles, obtained from factorizing the LP model polynomial of pre-cleaned speech, are the formant can-
didates represented as formant feature vectors, Vk comprising the frequency, Fk, bandwidth, Bk and magni-
tude, Mk, of the resonance at formants together with their velocity derivatives asVk ¼ ½F k;Bk;Mk;DF k;DBk;DMk k ¼ 1; . . . ;N ð4Þ
where the number of formants is typically set to N = 5. Velocity derivatives are denoted by D and are com-
puted as the slope of the features over time (Rentzos et al., 2003; Weber et al., 2001; Kim and Sung, 2001).
There are two main issues in the accurate modeling of formants; (i) modeling the probability distributions
of formants using a probability model such as an HMM or GMM and (ii) tracking and smoothing the tra-
jectory of each formant using a combination of Viterbi classiﬁer followed by Kalman ﬁlter for smoothing
of the formant trajectories.
The pdfs of the trajectories of the formants can be modeled by HMMs as described in detail in a number of
papers to which the interested reader is referred to Rentzos et al. (2003), Weber et al. (2001) and Kim and Sung
(2001). Formant HMMs are trained on formant feature vectors of speech obtained from Eq. (4). Given a set of
observations of the resonance (pole) frequencies of a speech frame, On, the maximum likelihood (ML) decoder
of the associated formant labels is obtained asbF 1; bF 2; . . . ; bF Nh i ¼ argmaxF 1;F 2;...;F N P ðOn; ½F 1; F 2; . . . ; F N jKmÞ k ¼ 1; . . . ;N ð5Þ
where On is obtained from the poles of an LP model of a speech frame and sorted in terms of the increasing
frequency, bF k is the ML estimate of the kth formant, Km is an HMM of the formants of phoneme m and
N = 4–6 is the number of formants. Eq. (6) is implemented using a Viterbi algorithm on HMMs of formants
(Rentzos et al., 2003; Weber et al., 2001; Kim and Sung, 2001).
The HMM-based formant classiﬁer may associate two or more formant candidates (poles of LP model)
Fi(t), with the same formant label k. In these cases, formant estimation is achieved through minimization of
a weighted MMSE objective function as (Turunen and Vlaj, 2001)bF kðtÞ ¼ argminF kðtÞXNkðtÞ
i¼1
wkiðtÞ ðF kiðtÞ  F kðtÞÞ
2
BkiðtÞ2
 !
k ¼ 1; . . . ;N ð6Þwhere Fki(t) is the frequency of the ith pole classiﬁed as the kth formant, wki(t) = P(Fki(t)jkk) is the probability
that the ith pole frequency is labeled as the kth formant, kk is a Gaussian mixture model of the kth formant
and Nk(t) is the total number of poles of the tth speech frame classiﬁed as formant k. In Eq. (6) the distance of
each pole frequency candidate from the formant estimate is weighted by a probabilistic weight wki(t) and a
perceptual weight 1=B2i where Bi is the formant bandwidth. Note that Nk(t) is usually one or two. For the case
when Nk(t)=1 then bF kðtÞ ¼ F k1ðtÞ. For the case when Nk(t) = 2, taking the derivative of Eq. (6) with respect to
Fk(t) yields a MMSE interpolated estimate of the kth formant at time t asbF kðtÞ ¼ ak1ak1 þ ak2 F k1ðtÞ þ ak2ak1 þ ak2 F k2ðtÞ k ¼ 1; . . . ;N ð7Þ
where aki ¼ wkiðtÞ=B2kiðtÞ.3.3. Formant tracking using viterbi decoder with MSE criterion
For speech enhancement applications, in systems where probability models of formants (such as HMM of
formants) are not available, the classiﬁcation of the poles into formant tracks may be achieved with a Viterbi
decoder using a minimum squared error (MSE) distance. In such cases a simple yet eﬀective method to take
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sample from the M past best estimates where MP 2.
In cases where the Viterbi decoding associates two poles with the same formant then a weighted mean of the
poles is obtained using Eq. (7) where the weight for each pole may be obtained from aki ¼ wkiðtÞ=B2kiðtÞ with
wki(t) = exp(ci(Oi  Fi)2), where ci is a control variable, ci can be set to the inverse of an estimate of the var-
iance of Fi to produce a measure that is similar to Gaussian probability. The Viterbi-based method of formant
tracking, together with HMM of formants, is implemented and evaluated in this paper for speech
enhancement.
3.4. Investigation of the eﬀect of noise on formant estimation
The database used to investigate the eﬀect of noise on formants is the Wall Street Journal (WSJ) speech
database. Speech is degraded by either car noise (the example used here is a BMW 3 series at 112 kmph)
or train noise, with an average SNR in the range from 0 to 20 dB. Formant tracks of clean and denoised
speech are obtained via LP-based formant extraction and HMMs reviewed in Section 3.2. To quantify the
eﬀects of the noise on formants, a local formant signal to noise ratio measure (FSNR) is introduced (Yan
et al., 2004). It is deﬁned asFSNRðkÞ ¼ 10 log
X
l2ðF kBk=2Þ
X 2l
" , X
l2ðF kBk=2Þ
N 2l
#
ð8Þwhere Xl is the magnitude spectrum of clean speech, Nl is the magnitude spectrum of noise and Fk and Bk are
the frequency and bandwidth of the kth formant. Fig. 2 displays the FSNRs of noisy speech in moving car and
train environments. It is evident that the FSNRs are higher than the overall average SNR, which may be a
contributing factor to the fact that humans can recognize speech under severe noisy conditions.
The eﬀects of noise on the observations of the formant frequencies of the vowels at diﬀerent SNRs are
shown Fig. 3 which displays the average percentage formant track errors as a function of average SNR. Note
that the ﬁrst formant is most aﬀected by noise due to a greater concentration of the energy of car/train noise at
its vicinity.
Fig. 4 illustrates an example of formant tracks of speech in train and car noise at a SNR of 0 dB. The for-
mant tracks are superimposed on LP model spectrogram of clean speech. The formant tracks are obtained
from 2D-HMMs. As expected, due to the relatively broader spread of the energy of the train noise in fre-
quency domain compared to that of the car noise, the estimates of formant tracks of noisy speech in the
car noise are more robust to noise than those from the train noise. Note that, the ﬁrst formant track, which
is the closest to the concentration of noise in frequency domain, is most aﬀected by noise and this eﬀect on the
ﬁrst formant is even more pronounced in train noise than in car noise. Furthermore, in both cases the ﬁrst
formant F1 is more aﬀected by train/car noise than other formants.
To quantify the aﬀects of noise on speech, an average formant track error measure, deﬁned as the normal-
ized diﬀerence between the formant tracks obtained from clean (reference) speech and noisy speech is calcu-
lated as follows:0
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Fig. 2. Variation of speech SNR at formants in (a) car noise (b) train noise at average SNR = 0 dB.
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Fig. 4. Illustration of the impact of car/train noise on estimates of the formant tracks of a speech segment ‘‘time in years’’ (SNR = 0 dB).
The formant tracks are superimposed on spectrogram of LP model of clean speech. Solid lines: clean speech; dashed lines: formant track in
train noise; doted lines: formant track in car noise.
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F kðmÞ  bF kðmÞ 
F kðmÞ
24 35 100% k ¼ 1; . . . ;N ð9Þ
where Fk(m) and bF kðmÞ are the formant tracks of clean and noisy speech respectively, m is frame index and L is
the number of frames over which the error is measured. In Fig. 5 the percentage formant track errors are aver-
aged over 135 speech sentences contaminated with train noise. It is evident from Fig. 6 that formant tracking
performance degrades with the decreasing SNR.0
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Fig. 6. Comparison of clean formant tracks (thin solid) and cleaned formant tracks (dash dot) and noisy formant tracks (thick solid) for a
segment of speech ‘time in years’. The background is spectrogram of LP model of clean speech.
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Kalman ﬁlters are Bayesian Gaussian–Markov models that (Kalman, 1960) can be used for the modeling
and smoothing of a correlated trajectory such as those of the formant trajectories. The application of Kalman
ﬁlter in formant estimation requires a model of the transition matrix of the formant trajectories and knowl-
edge of the covariance matrices of the process noise and the observation noise.
In this application, the input signals to the Kalman ﬁlters are the formant features obtained from clas-
siﬁcation of the poles of the LP model of pre-cleaned speech as illustrated in the block diagram of Fig. 1.
The Kalman transition matrix model of the formant trajectories consists of a low order AR process of
order 2–5; the process noise is the random process that drives the AR model of the formant trajectory;
the observation noise is the noise-induced disturbance in formant track after the initial pre-cleaning of
speech. It is worth noting that after pre-cleaning with MMSE, the eﬀect of additive residual noise on
the poles of a signal is rather complicated. However, in this work it is assumed that the residue noise after
pre-cleaning manifests itself as an additive disturbance on the poles of the LP models. Kalman ﬁlters are
described in Section 5.
3.6. Performance evaluation of formant tracking LP model
A formant-track percentage error measure, deﬁned in Eq. (9), is used for the evaluation of the performance
of the Kalman-based formant tracker described in Sections 3.1–3.5 for restoration of the formants of noisy
speech. The reference formant tracks are obtained via a formant HMM trained on clean speech. The results
of formant estimation with and without noise reduction and Kalman smoothing are shown in Fig. 5. The
application of MMSE noise reduction results in signiﬁcant improvement in reduction of formant tracking
error. Further improvement in formant track estimation is obtained through application of Kalman ﬁltering.
Over 60% improvement in format track error through noise reduction has been achieved in the tracking the
ﬁrst formant, which is most aﬀected by the noise. In less aﬀected higher formants (F2–F5), the Kalman-based
method recovers the formant track with an average of 15% improvement. Fig. 6 illustrates an example of for-
mant recovery using a spectrogram of clean speech superimposed with the formant tracks of clean speech and
the formant tracks, recovered from the noisy speech.
4. Estimation of harmonic noise model (HNM) of excitation
In this section, a harmonic plus noise model (HNM) of speech excitation, Eq. (3), is introduced. The HNM
of noisy speech excitation is denoised with Kalman ﬁlters. Note that in the method proposed here an estimate
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ing the speech excitation can be obtained by inverse ﬁltering of the noise spectrum with the inverse LP model
of noisy speech. The noisy excitation is then modeled by an HNM model and denoised by a Kaman ﬁlter
which utilizes the temporal dependency of the trajectory of the excitation signal across speech frames.
The estimation and denoising of the parameters of the HNM of excitation, Eq. (3), of the LP model
includes the followings steps:
(a) Voiced/unvoiced classiﬁcation.
(b) Estimation, tracking and smoothing of the fundamental frequency and harmonic frequency tracks.
(c) Kalman ﬁltering and smoothing of the noisy amplitudes of the harmonics.
(d) Denoising and estimation of the noise components of the speech excitation signal.
The estimation of HNM parameters is discussed next.
4.1. Fundamental frequency (pitch) estimation
Traditionally pitch is derived from the autocorrelation function as the inverse of the autocorrelation lag
corresponding to the second largest peak of the autocorrelation function (Secrest and Doddington, 1983), note
that the largest peak happens at the lag zero and corresponds to the signal energy. Since autocorrelation of a
periodic signal is itself periodic, all the periodic peaks of the autocorrelation function can be usefully employed
in the pitch estimation process as in Griﬃn’s methods (Griﬃn and Lim, 1988). Other examples of pitch esti-
mation include Friedman’s work on development of a pseudo-maximum-likelihood pitch extraction method
(Friedman, 1977) and Tucker’ work on a voice activity detection based on periodicity detection (Tucker,
1992).
The pitch estimation method proposed in this work is an extension of the autocorrelation method to the
frequency domain, it also incorporates signal to noise ratio at the harmonics. A pitch estimation error crite-
rion over the speech harmonics is deﬁned asEðF 0Þ ¼ E  F 0
Xmax F
k¼1
XkF 0þM
l¼kF 0M
W ðlÞ log jX ðlÞj ð10Þwhere X(l) is the DFT of speech at discrete-frequency l, F0 is a proposed value of the fundamental frequency
(pitch) variable, E ¼Pmax Fl¼0 log jX ðlÞj and 2M + 1 is a band of values about each harmonic frequency. The use
of the logarithmic compression in Eq. (10) provides for a more balanced inﬂuence, on pitch estimation, be-
tween the high-energy low-frequency harmonics and the low-energy high-frequency harmonics. The weighting
function W(l) is a SNR-dependent Wiener-type weight given byW ðlÞ ¼ SNRðlÞ
1þ SNRðlÞ ð11ÞFig. 7 shows an example of the variation of E(F0) curve with a range of pitch values. For each speech frame N
pitch candidates are obtained as the N minimum values of E(F0) calculated on a grid of values of F0min <
F0 < F0max. The Viterbi algorithm is subsequently used to obtain the best pitch trajectory estimate through
the given N candidates. Fig. 8 shows an example of speech and pitch and harmonic frequency tracks.
Fig. 9 shows a comparative illustration of the performance of the proposed pitch estimation method
described here with Griﬃn’s autocorrelation method, at diﬀerent SNRs for car noise and train noise. It can
be seen that as the SNR decreases, the autocorrelation-based method is less robust and degrades more than
the proposed frequency-domain method. The proposed frequency method with SNR weighting provides
improved performances in all cases we evaluated.
4.2. Estimation of harmonic amplitudes of excitation
The harmonic part of speech excitation signal of Eq. (3) is modeled as
Fig. 7. An illustration of the variation of E(F0) curve with the proposed values of pitch frequency F0.
Fig. 8. An illustration of pitch tracks of a speech segment at sampling frequency of 8 kHz.
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AkðmÞ cosð2pðkF 0ðmÞ þ DkðmÞÞmþ ukðmÞÞ þ dðmÞ ¼ ATS þ dðmÞ ð12Þwhere L(m) denotes the number of harmonics and F0(m) denotes the pitch, A and S are the harmonic ampli-
tude vector and the harmonically related sinusoids vectors respectively and d(m) is the noise contaminating the
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speech.
Q. Yan et al. / Computer Speech and Language 22 (2008) 69–83 79excitation. The maximum signiﬁcant harmonic number L(m) is obtained from the ability of the harmonic
model to synthesis speech locally at the higher harmonics of the pitch (Seltzer et al., 2003). Note that the devi-
ation of the harmonic frequencies, Dk(m), from the nominal value can be obtained from a search for the peak
amplitudes about the nominal harmonic frequencies.
Given the harmonics frequencies, the harmonic amplitudes can be obtained either from searching for the
peaks of the speech DFT spectrum or through a least square error estimation method as described in Stylia-
nou (1996). To denoise the noisy excitation harmonics, to obtain estimates of the amplitudes of clean excita-
tion harmonics, one can either apply a Kalman ﬁlter directly to the noisy excitation harmonics as in this paper,
or alternatively the excitation can be denoised ﬁrst with an eigen-based analysis method for estimation of sinu-
soids in noise (such as Esprit or Music, Vaseghi, 2006) and then the denoised harmonics can be smoothed
using a set of Kalman ﬁlters. The Kalman ﬁlter method of denoising incorporates the temporal correlations
of the successive samples of each harmonic in the denoising process.
4.3. Estimation of noise component of HNM
For unvoiced speech the excitation of the speech signal is a random noise-like process across the entire
speech bandwidth. For voiced speech the excitation is mixture of harmonic and noise components.
Since after whitening of the signal with the inverse LP ﬁlter, the main eﬀect of the background noise on the
estimate of the noise component of the excitation is an increase in its variance; hence the noise part of the
excitation may be de-noised by restoring its variance. Alternatively the noise part of the excitation signal
may be replaced by a Gaussian random process of a similar variance to that of the noise component of speech
excitation. In experiments on the use of FTLP-HNM model for speech synthesis we have obtained perceptu-
ally transparent results by replacing the noise part of the excitation to the LP model with a Gaussian noise of
the appropriate variance, where the variance is estimated as the gain of the LP model of clean speech. Finally,
the synthesized HNM of the excitation signal is obtained as the sum of the harmonic eˆh(m) plus noise eˆn(m)
parts ase^ðmÞ ¼ e^hðmÞ þ e^nðmÞ ð13Þ
The synthesized excitation is combined with the formant-tracking LP model to reconstruct speech.
5. Kalman ﬁltering of trajectories of formants and harmonics
Kalman ﬁlters (Kalman, 1960) are Bayesian models with a Markovian state transition matrix and Gaussian
pdfs of process noise and observation noise. Kalman ﬁlters are used here to model, and smooth the trajectories
of the LP–HNM namely; the formants, the pitch, the amplitudes of the harmonic tracks and the variance of
unvoiced excitation. The Kalman ﬁlter formulation for all speech parameters is essentially the same, for this
reason we describe the Kalman ﬁlters for estimation of formant tracks. Similar theory and equations hold for
the smoothing of pitch, harmonics and the variance of unvoiced excitation.
80 Q. Yan et al. / Computer Speech and Language 22 (2008) 69–83Using the Kalman ﬁlter theory, the kth formant track sequence bF kðmÞ ¼ ½bF kðmÞ; bF kðm 1Þ; bF kðm 2Þ; . . .
is estimated from the trajectory of the formant track up to time m  1, bF kðm 1Þ, and the current formant
observation of the associated pole pk(m). The model used here to construct the Kalman state equation for
the kth formant trajectory is an AR process deﬁned asbF kðmÞ ¼XP
i¼1
ckibF kðm iÞ þ ekðmÞ ð14Þ
where P is the model order (typically 4–5), and ek(m) is a zero mean Gaussian noise process;
p(ek(m))  N(0,Qk). Note the AR model coeﬃcients cki are the coeﬃcients of the Kalman transition state ma-
trix. The variance of the process noise Qk is estimated recursively from the previous estimates of ek. The use of
a low order AR model follows from the observation that the trajectories of the formants are generally char-
acterized by slow variation. The kth formant observation is obtained from the kth pole pk(m) modeled aspkðmÞ ¼ bF kðmÞ þ dkðmÞ ð15Þ
where dk(m) is the noise in the estimates of the poles of the LP model due to residues left after pre-cleaning of
speech spectral amplitude. The noise dk(m) is assumed to be a Gaussian zero mean process with variance of Rk,
p(Rk)  N(0,Rk). The variance of dk(m), Rk, is estimated recursively as the diﬀerence between the observed
values of formants and the de-noised Kalman ﬁltered estimates of formants. The algorithm for the dis-
crete-time Kalman ﬁlter (Kalman, 1960) adapted for formant track estimation is as follows:
Time update (Predict) equationsbF kðmjm 1Þ ¼ C bF kðm 1Þ ¼
1 0 0    0
0 1 0    0
0 0 1    0
..
. ..
. ..
. . .
. ..
.
cP cP1 cP2    c1
0BBBBBBB@
1CCCCCCCA
bF kðm P ÞbF kðm P þ 1ÞbF kðm P þ 2Þ
..
.
bF kðm 1Þ
0BBBBBBBB@
1CCCCCCCCA
ð16Þ
Pðmjm 1Þ ¼ Pðm 1Þ þQ ð17Þ
Measurement update equationsKðmÞ ¼ Pðmjm 1ÞðPðmjm 1Þ þ RÞ1 ð18ÞbF kðmÞ ¼ bF kðmjm 1Þ þ KðmÞðpkðmÞ  bF kðmjm 1ÞÞ ð19Þ
PðmÞ ¼ ðI  KðmÞÞPðmjm 1Þ ð20Þwhere bF kðmjm 1Þ denotes a prediction of Fk(m)from estimates of the formant track up to and including time
m-1, C is the state transition matrix composed of the AR model coeﬃcients; P(m) is the formant estimation
error covariance matrix, P(mjm  1) is the formant prediction error covariance matrix, K(m) is the Kalman
ﬁlter gain, R is the measurement noise covariance matrix, estimated from the variance of the diﬀerences be-
tween the noisy formant observation and estimated tracks. The covariance matrix Q of the process noise is
obtained from the prediction error of formant tracks.
5.1. State-dependent Kalman ﬁlters
Kalman ﬁlter theory assumes that the signal and noise trajectories can be described by linear systems driven
with random Gaussian excitation. A Kalman ﬁlter is unable to deal with the relatively sharp changes in the
spectral characteristics of the signal process, for example when speech moves from a voiced to a non-voiced
segment. State-dependent Kalman ﬁlters can be used to train and specialize Kalman ﬁlters to operate on dif-
ferent states of speech signal. In the simplest method used here, a two-state voiced/unvoiced classiﬁcation of
speech is used to employ two sets of Kalman ﬁlters; one set of Kalman ﬁlters for voiced speech and another set
for unvoiced speech. It is worth noting that within voiced segments the formant trajectories are continuous
Q. Yan et al. / Computer Speech and Language 22 (2008) 69–83 81and furthermore often there is some continuity between the formant trajectories of voiced speech on the two
sides of an unvoiced segment.
6. Performance evaluation for speech enhancement
The databases used for the evaluation of the performance of formant trackers and speech enhancement sys-
tems are a subset of ﬁve male speakers and ﬁve female speakers from Wall Street Journal (WSJ). For each
speaker, there are over 120 sentences. Speech signals are down sampled to 10 kHz from an original sampling
rate of 16 kHz. The speech signal is segmented into overlapping frames of length 250 samples (25 ms) with an
overlap of 150 samples (15 ms) between successive frames and hence a frame rate of 100 Hz.
6.1. Speech distortion measurements
The distortions measures used for evaluations of the speech enhancement method are Itakura-Saito Dis-
tance (ISD) and the harmonicity measure. The ISD measure (Deller et al., 1993) is deﬁned asFig. 10
SNR =ISD12 ¼ 1L
XL
j¼1
ða1ðjÞ  a2ðjÞÞ  R1ðjÞ  ða1ðjÞ  a2ðjÞÞT
a1ðjÞ  R1ðjÞ  a1ðjÞT
ð21Þwhere a1(j) and a2(j) are the linear predication model coeﬃcient vectors calculated from clean and transformed
speech at frame j and R1(j) is an autocorrelation matrix derived from the clean speech. The ISD criterion is a
more balanced measure of the distance between an original clean speech signal and a distorted speech signal as
speech frames with relatively large SNRs do not dominate the overall distance measure to the same extent as
in the more conventional SNR measures.
An important aspect of the quality of voiced speech is its harmonicity deﬁned as the ratio of the harmonic
energy to noise energy of speech at and around each harmonics. The harmonicity parameter has been empol-
yed in a diﬀerent form and context in speech synthesis, bandwidth extension and speech interpolation (Vaseghi
et al., 2006). In general random noise degrades the harmonicity of speech. In this paper, for the purpose of
measurement of the distortions of the harmonic structure of voiced speech, a harmonic contrast function is
deﬁned as the ratio of the peak signal power at harmonics to signal power in the troughs between the harmon-
ics asHarmonicity ¼ 1
NH  N frames
X
N frames
XNH
k¼1
10log10
Pk þ Pkþ1
2Pk;kþ1
ð22Þwhere Pk is the power at harmonic k, Pk,k+1 is the power at the trough between harmonics k and k + 1, NH is
the number of harmonics and Nframes is the number of speech frames.
Fig. 10 shows a comparison of ISD of noisy speech and speech restored with MMSE noise reduction
method and speech restored with LP–HNM method. The FTLP-HNM method performs better than MMSE
in improving the ISD of noisy speech relative to the clean speech.0
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Fig. 11. Comparison of the harmonicity of MMSE and FTLP-HNM systems on noisy speech (train noise) at diﬀerent SNRs.
82 Q. Yan et al. / Computer Speech and Language 22 (2008) 69–83Fig. 11 shows the improvement in the harmonicity that can be obtained with FTLP-HNMmodel compared
to that of noisy speech and speech enhanced with MMSE. The ﬁgure shows that a consistent improvement in
harmonicity is obtained from LP–HNM model denoised with Kalman ﬁlters.
Fig. 12 shows the improvement in the perceptual evaluation of speech quality (PESQ) (PESQ) of restored
speech resulting from application of FTLP-HNM model in comparison to noisy speech and speech cleaned
with the MMSE method. It is signiﬁcant that in all cases evaluated the FTLP-HNM model delivers improved
results.
7. Conclusion
This paper presented a parameter-tracking LP model combined with a harmonic and noise model of the
excitation for enhancement of noisy speech. The proposed method utilizes the spectral-temporal structures
of speech. An important feature of the proposed method is the tracking of the dominant energy contours
of the spectral envelop and the harmonics of the excitation of speech using Viterbi trackers followed by Kal-
man ﬁlters. The estimates of clean LP model are smoothed with Kalman ﬁlters and the noisy excitation is
denoised with Kalman ﬁlters. Evaluations of the de-noising system shows that it delivers improved results
compared to MMSE method with signiﬁcantly less artifacts such as ‘musical noise’ also known as ‘musical
tones’.
The speech enhancement method described here can be implemented for real-time and non-real-time appli-
cations. The total delay is the sum of the segment delay plus the processing delay. The segment delay is the
frame duration which is usualy 20 ms. The processing delay depends on the order (number) of the past samples
used in Kalman ﬁlter and the Viterbi sequence estimator and also on whether tracking is based on use of
HMMs or on the use of a simple MMSE distance of the current sample value of a paramter trajectory from
its past values. Note that in non-real-time applications the future values of trajectories of various parameters
can be usefully employed.
The method is currently extended to restoration of speech signals where signiﬁcant parts of the speech spec-
trum are missing or lost to noise.
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