Abstract A Solovay function is an upper bound g for prefix-free Kolmogorov complexity K that is nontrivial in the sense that g agrees with K, up to some additive constant, on infinitely many places n. We obtain natural examples of computable Solovay functions by showing that for some constant c 0 and all computable functions t such that c 0 n ≤ t (n), the time-bounded version K t of K is a Solovay function.
Introduction and Overview
The Kolmogorov complexity [12] of a binary string is defined as the length of a shortest description of the string with respect to an appropriate universal Turing machine. The two most relevant variants of Kolmogorov complexity are plain Kolmogorov complexity C and prefix-free complexity K, where in the latter case the set of possible descriptions is required to be prefix-free. Both variants are neither computable, nor do they allow for unbounded computable lower bounds, as can be seen by the following argument resembling the Berry Paradox: Given such a lower bound f , the least natural number n such that f (n) > k would have complexity of at least k but would have effective descriptions of size at most 2 log k + O(1) for both the plain and the prefix-free variant, which yields a contradiction for large enough k.
On the other hand, for both the plain and the prefix-free variant of Kolmogorov complexity there exist computable upper bounds g that are nontrivial in the sense that g(n) agrees with C(n) and K(n), respectively, up to some additive constant, for infinitely many places n. Such an upper bound is easily obtained by letting g(n) = n in the case of plain Kolmogorov complexity, while in the case of prefix-free complexity a corresponding construction that goes back to Solovay [4, 7, 16] will be reviewed in Sect. 2. The term Solovay function will refer to any not necessarily computable nontrivial upper bound of K.
For any computable time-bound t, the time-bounded version K t of K is obviously a computable upper bound for K, and we show that K t is indeed a computable Solovay function in case c 0 n ≤ t (n) for some appropriate constant c 0 . As a corollary, we obtain that the Martin-Löf randomness of the various variants of Chaitin's extends to the time-bounded case in so far as for any t as above, the real number
is Martin-Löf random. The corresponding proof exploits the result by Bienvenu and Downey [4] that a computable function g such that g = 2 −g(n) converges is a Solovay function if and only if g is Martin-Löf random. In fact, this equivalence extends by an even simpler proof to the case of functions g that are just rightcomputable, i.e., effectively approximable from above, and one then obtains as special cases the result of Bienvenu and Downey and a related result of Miller where the role of g is played by the fixed right-computable but noncomputable function K.
An open problem that received some attention recently [1, 7, 14] is whether the class of K-trivial sets coincides with the class of sets that are g(n)-jump-traceable for all computable functions g such that 2 −g(n) converges. This question was raised because the class of strongly jump-traceable sets is a proper subclass of the K-trivial sets which in turn is a proper subclass of the jump-traceable sets [1, 5, 6] .
As a step in the direction of a characterization of K-triviality in terms of jump-traceability, we demonstrate that a set A is K-trivial if and only if A is O(g(n) − K(n))-jump traceable for all computable Solovay functions g. Furthermore, this equivalence remains true when the universal quantification over all computable Solovay functions in the second statement is restricted either to all functions of the form K t for some function t as above or to a single function K t of this form.
Finally, we consider the time-bounded and unbounded Kolmogorov complexity of the initial segments of sets that are computably enumerable (c.e.). The initial segments of a c.e. set A have small Kolmogorov complexity, more precisely, by Barzdins' lemma it holds that C(A m) ≤ 2 log m + c for some constant c. By Kummer's celebrated gap theorem [7, 10] , any array noncomputable c.e. Turing degree contains a c.e. set B such that there are infinitely many m such that C(B m) ≥ 2 log m, whereas all c.e. sets in an array computable Turing degree satisfy C(A m) ≤ (1 + ε) log m for all ε > 0 and almost all m. Theorem 21, the main result of Sect. 4, has a structure similar to Kummer's gap theorem in so far as it asserts a dichotomy with respect to the complexity of initial segments between high and nonhigh c.e. sets. More precisely, every high c.e. Turing degree contains a c.e. set B such that for any computable function t there is a constant c t > 0 such that for all m it holds that C t (B m) ≥ c t · m, whereas for any nonhigh c.e. set A there is a computable time bound t and a constant c such that for infinitely many m it holds that C t (A m) ≤ log m + c. By similar methods it can be shown that any high degree contains a set B such that C t (B m) ≥ m/4 + c for some constant c. The constructed sets B have low unbounded but high time-bounded Kolmogorov complexity, and accordingly we obtain an alternative proof of the result due to Juedes, Lathrop, and Lutz [9] that every high degree contains a strongly deep set.
Notation We identify strings with natural numbers by the order isomorphism between the length-lexicographical order on strings and the usual order on N, and we write |σ | for the length of the string σ , where then |σ | is roughly log m in case the string σ corresponds to the natural number m. A Turing machine is prefix-free if it has prefix-free domain and an oracle Turing machine is prefix-free if it has prefix-free domain for any fixed oracle.
Given an oracle Turing machine M, for any oracle A and string x, let C A M (x) be the plain Kolmogorov complexity of x with respect to M relative to oracle A, i.e., C A M (x) = |σ | for the shortest string σ such that M A (σ ) = x, and usually we write K A M (x) in place of C A M (x) in case M is prefix-free. In order to define plain and prefix-free Kolmogorov complexity, we fix an additively optimal oracle Turing machine V and a prefix-free oracle Turing machine U that is additively optimal for all prefix-free oracle Turing machines. We let C A (x) denote the Kolmogorov-complexity of x with respect to V relative to oracle A, let C(x) = C ∅ (x), and similarly define prefix-free Kolmogorov complexity K A and K with respect to U.
For a computable function t : N → N and a machine M, the Kolmogorov complexity relative to M with time bound t is 
is defined likewise by considering only prefixfree machines and the corresponding universal machine U in place of V. In connection with the definition of time-bounded Kolmogorov complexity, we assume that V can simulate any other Turing machine M that runs in t (n) steps in O(t (n) · log(t (n))) steps and even in O(t (n)) steps in case M has only two work tapes, and that a corresponding statement is true for simulations of prefix-free machines by U. For the existence of U and V with these properties, see the references [12] .
Given two functions f and g, we write f (n) ≤ + g(n) to denote that there exists a constant c such that
. By abuse of notation, we will occasionally say that f (n) ≤ + g(n) (or f (n) = + g(n)) holds for all n in some subset I of N, with the obvious meaning that for some constant c and all n in I we have f (n) ≤ g(n) + c.
Solovay Functions and Martin-Löf Randomness
Definition 1 A function f : N → N is an A-Solovay function if K A (n) ≤ + f (n) for all n and K A (n) = + f (n) for infinitely many n. In case A = ∅, we say that f is a Solovay function.
Solovay [4, 16] 
where the right-hand side of this equation is meant as concatenation of the string 1 s 0 and the string that is identified with the natural number σ, n .
Let M be a Turing machine with two tapes that on input σ uses its first tape to simulate the universal machine U on input σ and, in case U(σ ) = n, to compute σ, n , while maintaining on the second tape a unary counter for the number of steps of M required for these computations. In case eventually σ, n could be computed with final counter value s, the output of M is z = [s, σ, n], where by construction in this case the total running time of M is in O(s).
Call z of the form [s, σ, n] a Solovay triple in case M(σ ) = z, σ is an optimal code for n, i.e., K(n) = |σ |, and s is the number of steps it takes until the computation of M on input σ stops. For some appropriate constant c 0 and any computable function t that eventually is at least c 0 n, for almost all such triples z it then holds that
because, given a code for M and σ , by assumption the universal machine U can simulate the computation of the two-tape machine M on input σ with linear overhead, hence the simulation by U uses at most time O(s), i.e., at most time O(|z|).
Next we derive a unified version of results by Bienvenu and Downey [4] and by Miller [13] where the former result characterizes computable Solovay functions in terms of Martin-Löf randomness of the corresponding -numbers and the latter one asserts that the notions of weakly low and low for coincide. First we review some standard notation and facts relating to -numbers.
Definition 3 For a function
As usual, given any set A, we write
In connection with numbers, recall that a real number with binary expansion 0.a 0 a 1 . . . can be identified with the infinite binary sequence a 0 a 1 . . . , which in turn can be identified with the subset of the natural numbers that contains i if and only if a i is equal to 1. By this identification, concepts and notation such as Martin-Löf randomness extend from sets to real numbers or vice versa.
Definition 4 A function f : N → N is an information content measure relative to a set A in case f is right-computable with access to the oracle A and f converges; furthermore, the function f is an information content measure if it is an information content measure relative to the empty set.
The following remark describes for a given information content measure f an approximation from below to f that has certain special properties. For the sake of simplicity, in the remark only the oracle-free case is considered and the virtually identical considerations for the general case are omitted.
Remark 5
For a given information content measure f , we fix as follows a nondecreasing computable sequence a 0 , a 1 , . . . that converges to f and call this sequence the canonical approximation of f .
First, we fix some standard approximation to the given information content measure f from above, i.e., a computable function (n, s) → f s (n) such that for all n the sequence f 0 (n), f 1 (n), . . . is a nonascending sequence of natural numbers that converges to f (n) where we assume in addition that f s (n) − f s+1 (n) is always equal to either 0 or 1. Then in order to obtain the a i , let a 0 = 0 and given a i , and with some ordering of pairs understood, define a i+1 by searching for the next pair of either the form (n, 0) or the form (n, s + 1) where in addition it holds that f s (n) − f s+1 (n) = 1, let
respectively, and let a i+1 = a i + d i . Furthermore, in this situation, say that the increase from a i to a i+1 of size d i occurs due to n.
It is well-known [7] that among all right-computable functions exactly the information content measures are, up to an additive constant, upper bounds for the prefixfree Kolmogorov complexity K, and the same applies relative to any oracle A.
Theorem 6 unifies two results by Bienvenu and Downey [4] and by Miller [13] , which are stated below as Corollaries 7 and 11. The proof of the backward direction of the equivalence stated in Theorem 6 is somewhat more direct and uses different methods when compared to the proof of Bienvenu and Downey, and is quite a bit shorter than Miller's proof, though the main trick of delaying the enumeration via the notion of a matched increase is already implicit in the latter [7, 13] . Note in this connection that Bienvenu has independently shown that Miller's result can be obtained as a corollary to the result of Bienvenu and Downey [7] .
Theorem 6 Let f be an information content measure relative to a set A. Then f is an A-Solovay function if and only if f is Martin-Löf random relative to A.
Proof We first show the backwards direction of the equivalence asserted in the theorem, where the construction and its verification bear some similarities to Kučera and Slaman's [11] proof that left-computable sets that are not Solovay complete cannot be Martin-Löf random. We assume that f is not an A-Solovay function and construct a sequence U 0 , U 1 , . . . of sets that is a Martin-Löf test relative to A and covers f . In order to obtain the component U c , let a 0 , a 1 , . . . be the canonical approximation to f where in particular a i+1 = a i + d i for increases d i that occur due to some n. Let b i,n be the sum of the first i increases d j that are due to n. Say that b i,n is cmatched if it holds that
For every b i,n for which it could be verified that it is c-matched, let j be the largest index such that d j contributes to b i,n . Now add an interval of size 2d j to U c , where this interval either starts at the maximum place that is already covered by U c or at a , whichever is larger. Here is the number of steps in the approximation of f that we have made, where we need to make sure that is at least j (if it is not we can just approximate f further until it is). By construction, for all b i,n that are c-matched, (1) together with the trivial bound 
Hence for any fixed c, for any j large enough the b i,n 's to which d j contributes will eventually become c-matched, resulting in the addition of an interval to U c . This makes sure that almost every a is contained in one of the intervals from which U c is built.
For ease of reference, we review the proof of the forward direction of the equivalence asserted in the theorem, which follows by the same line of standard argument that has already been used by Observe that the approximation f (n, s) will eventually reach the correct value f (n); so for each n, there is an axiom of the form (f (n) − |σ c | + 1, n). Also, since we only add axioms to the KC set when the approximation of f (n) has actually changed, the sum of all terms 2 −k over all axioms of the form (k, n) is less than 2 −f (n)−|σ c | .
Now
as needed.
As special cases of Theorem 6 we obtain the following results by Bienvenu and Downey [4] and by Miller [13] , where the former is immediate and for the latter it suffices to apply the known fact that the definition of the notion low for in terms of 
Corollary 11 (Miller) A set A is weakly low for K if and only if A is low for .
Proof In order to see the latter result, it suffices to let f = K and to recall that for this choice of f the properties of A that occur in the two equivalent assertions in the conclusion of Theorem 6 coincide with the concepts weakly low and low for K . But the latter property is equivalent to being low for by Remark 10.
By Corollary 7 and Theorem 2 it is immediate that the known Martin-Löf randomness of K extends to the time-bounded case.
Corollary 12 There is a constant c 0 such that
is Martin-Löf random for any computable function t where c 0 n ≤ t (n) for almost all n.
Solovay Functions and Jump-Traceability
In an attempt to define K-triviality without resorting to effective randomness or measure, Barmpalias, Downey and Greenberg [1] investigated into characterizations of K-triviality via jump-traceability. They demonstrated that K-triviality is not implied by being h-jump-traceable for all computable functions h such that n 1/h(n) converges. Subsequently, the following question received some attention: Can Ktriviality be characterized by being g-jump traceable for all computable functions g such that 2 −g(n) converges, that is, for all computable functions g that, up to an additive constant term, are upper bounds for K?
We will now argue that Solovay functions can be used for a characterization of K-triviality in terms of jump traceability. However, in doing so we will not be able to completely avoid the notion of Kolmogorov complexity.
Definition 13
A set A is K-trivial if K(A n) ≤ + K(n) for all n.
Definition 14 Let h : N → N be a computable function. A set A is O(g(n))-jumptraceable if for every function Φ partially computable in A there is a function h ∈ O(g(n)
) and a sequence (T n ) n∈N of uniformly c.e. finite sets, which is called a trace for Φ, such that |T n | ≤ h(n) for all n, and Φ(n) ∈ T n for all n where Φ(n) is defined.
Theorem 15
There is a constant c 0 such that the following assertions are equivalent for any set A.
jump-traceable for all computable functions t where c 0 n ≤ t (n) holds for almost all n. (iv) A is O(K t (n) − K(n))-jump-traceable for some computable function t where c 0 n ≤ t (n) holds for almost all n.

Proof Fix a constant c 0 as in Theorem 2. Then the implication from (ii) to (iii) is immediate by choice of c 0 , while the implication from (iii) to (iv) is trivial. (i) implies (ii):
Let A be K-trivial and let Φ A be any partially A-computable function. Let ., . be some standard effective pairing function. Since A is K-trivial and hence low for K (Nies [14] , see Downey and Hirschfeldt [7, Chap. 11 .4]), we have
whenever Φ A (n) is defined. Observe that the constant that is implicit in the relation = + depends only on A in the case of the first and the last equality in (2), but depends also on Φ in the case of the middle one. Let d be a constant such that
By the coding theorem [7] there can be at most constantly many pairs of the form (n, y) such that K( n, y ) exceeds K(n) at most by a given constant, and given n, K(n) and the constant, we can enumerate all such pairs. So let c be a constant such that for all n,
If we knew K(n), we could build a trace T n for Φ A (n) by simply trying to compute U(σ ) for all strings σ of length at most K(n)+d and, whenever one such computation converges and outputs some string of the form n, y , putting y in T n . Then all T n would have size at most c by (3) and Φ A (n) ∈ T n would follow by (2) . Since K(n) is not computable, this strategy will not work. Instead, we computably approximate K(n) from above by a decreasing sequence K s (n). Here, as we know that K(n) ≤ g(n) + O(1), and since this upper bound is computable, we may as well assume that K 0 (n) ≤ g(n) + O(1). As soon as a value K s (n) is reached in the approximation, we apply the strategy for enumerating T n as described, but with K s (n) in place of K(n). We can stop the enumeration for the current value K s (n) as soon as c elements have been enumerated into T n . As soon as a new value K s+1 (n) < K s (n) is reached, we start the strategy anew, again enumerating up to c elements etc. Eventually, K s (n) will drop to the true value K(n) and by (2) we can be sure that Φ A (n) will be enumerated if it is defined. Since the value of K s drops at most g(n) − K(n) + O(1) times and for each change we enumerate at most c elements, the size of the trace thus enumerated can be at most c · (g(n) − K(n) + O(1)), hence is in O(g(n) − K(n)).
(iv) implies (i): Let c 0 be the constant from Theorem 2 and let t be a computable time bound such that (iv) is true for this value of c 0 . Then K t is a computable Solovay function by choice of c 0 .
Recall the tripling function [., ., .] and the concept of a Solovay triple [s, σ, n] from the proof of Theorem 2, and define a partial A-computable function Φ that maps any Solovay triple [s, σ, n] to A n. Then given an optimal code σ for n, one can compute the corresponding Solovay triple z = [s, σ, n], where then K t (z) and K(z) differ only by a constant, hence, by O(K t (n) − K(n))-traceability, the trace of Φ A at z has constant size and contains the value A n, i.e., we have K(A n)
The following remark follows easily by arguments similar to those in the proof of Theorem 15. The details are left to the reader.
Remark 16
A set A is K-trivial if and only if every partial function Φ that is partially computable in A has constant size c.e. traces that can be computed from optimal codes for n in the sense that for every such Φ there is a constant c and a sequence T 0 , T 1 , . . . of uniformly c.e. sets of size at most c such that T n * contains Φ(n) whenever n * is a code for n of minimum length.
Time Bounded Kolmogorov Complexity and Strong Depth
The main result of this section stated in Theorem 21 is a dichotomy with respect to the time-bounded Kolmogorov complexity of the prefixes of high and nonhigh c.e. sets. The result is in spirit and structure very similar to Kummer's celebrated gap theorem [7, 10] , a dichotomy with respect to the unbounded plain Kolmogorov complexity of the prefixes of array noncomputable and array computable c.e. sets. For a start, we discuss the Kolmogorov complexity of initial segments of c.e. sets in general.
The initial segments of any given c.e. set A have small Kolmogorov complexity; by Barzdins' lemma [2, 7] it holds for all m that C(A m | m) ≤ + log m and C(A m) ≤ + 2 log m.
Furthermore, there are infinitely many initial segments that have considerably smaller complexity. The corresponding observation in the following remark is extremely easy, but was only noted recently [8] and, in particular, improves on corresponding statements in the literature [7, Theorem 16.1.2 attributed to Solovay].
Remark 17 Let A be a c.e. set. Then there is a constant c such that for infinitely many m it holds that
For a proof, it suffices to fix an effective enumeration of A and to observe that there are infinitely many m ∈ A such that m is enumerated after all numbers n ≤ m that are in A, i.e., when knowing m one can simulate the enumeration until m appears, at which point one then knows A m.
Barzdins [2] states that there are c.e. sets with high time-bounded Kolmogorov complexity, and the following lemma generalizes this in so far as such sets can be found in every high Turing degree.
Lemma 18 For any high set A there is a set B where A ≡ T B such that for every computable time bound t there is a constant c t > 0 where
C t (B m) ≥ + c t · m and C(B m) ≤ + 2 log m.
Moreover, if A is c.e., B can be chosen to be c.e. as well.
Proof Let A be any high set. We will construct a Turing-equivalent set B as required. Since A is high there is a function g computable in A that dominates any computable function f , i.e., f (n) ≤ g(n) for almost all n. Fix such a function g, and observe that in case A is c.e., we can assume that g can be effectively approximated from below. This is because otherwise we may replace g with the function g defined as follows. Let M g be an oracle Turing machine that computes g if supplied with oracle A. For all n, let
where A i is the approximation to A after i steps of enumeration. By construction, we have g(n) ≤ g (n) for all n, and g can be effectively approximated from below and is computable in A. Partition N into consecutive intervals I 0 , I 1 , . . . where interval I j has length 2 j and let m j = max I j . Let t 0 , t 1 , . . . be an effective enumeration of all partial computable functions. Observe that it is sufficient to ensure that the assertion in the theorem is true for all t = t i such that t i is computable, nondecreasing and unbounded. Assign the potential time bounds t 0 , t 1 , . . . to the intervals I 0 , I 1 , . . . such that t 0 will be assigned to every second interval including the first one, t 1 to every second interval including the first one of the remaining intervals, and so on for t 2 , t 3 , . . . , and note that this way t i will be assigned to every 2 i+1 th interval.
We construct a set B as required. In order to code A into B, for all j let B(m j ) be equal to A(j ), while the remaining bits of B are specified as follows. Fix any interval I j and assume that this interval is assigned to t = t i . Let B have empty intersection with I j \{m j } in case the computation of t (m j ) requires more than g(m j ) steps. Otherwise, run all codes of length at most |I j | − 2 on the universal machine V for 2t (m j ) steps each, and let w j be the least word of length |I j | − 1 that is not output by any of these computations, hence C 2t (w j ) ≥ |w j | − 1. Let the restriction of B to the first |w j | places in I j be equal to w j . Now let v j be the initial segment of B of length m j +1, i.e., up to and including I j . In case t = t i is computable, nondecreasing and unbounded, for almost all intervals I j assigned to t, we have C t (v j ) > |v j |/3, because otherwise, for some appropriate constant c and infinitely many such intervals I j the corresponding codes would yield C 2t (w j ) ≤ |v j |/3 + c ≤ |I j | − 2. Furthermore, by construction for every such t there is a constant c t > 0 such that for almost all m, there is some interval I j assigned to t such that m j ≤ m and c t m ≤ m j /4. To see this, assume m could be arbitrarily large compared to m j . If it became too large, due to the regular appearance of intervals assigned to t, this would imply that m is larger than the next m k assigned to t-so replace m j by m k . Hence for almost all m the initial segment of B up to m cannot have Kolmogorov complexity of less than c t m.
To see that B ≤ T A, let's compute any fixed interval I j using A. We compute g(m j ) using A and try to compute the assigned time bound t i (m j ). If this computation does not halt in at most g(m j ) steps, then we know that during the construction of B no diagonalization has occurred on this interval, so we output all 0's on the positions in (m j −1 , m j − 1]. If on the other hand the computation of t i (m j ) halts within the given number of steps, we can retrace the diagonalization done in the construction of B in order to compute the restriction w j of B to the interval I j \ {m j }. In any case we output A[j ] at position m j . In case A is c.e., the function g can be chosen to be in addition approximable from below. By simulating a corresponding approximation of g(m j ), either the approximated values remain so small that the restriction of B to I j \ {m j } is empty or the approximation reveals that t i (m j ) can be computed in at most g(m j ) steps, where then w j can be computed as before. In summary, B be can be chosen to be c.e. in case A is c.e.
Finally, to see that C(B m) ≤ + 2 log m holds, notice that in order to determine B m without time bounds it is enough to know on which of the intervals I j the assigned time bounds t i terminate before their computation is canceled by g, which requires one bit per interval, plus another one describing the bit of A coded into B at the end of each interval.
Using a similar, but slightly simpler construction, we obtain the following variant of Lemma 18. Recall that an order is a nondecreasing and unbounded function.
Lemma 19 Every high degree contains for every computable order h a set B such that for every computable time bound t and almost all m,
Proof The argument is similar to the proof of Lemma 18, but now, when considering interval I j , we diagonalize against the largest running time among t 0 (m j ), . . . , t h(j )−2 (m j ) such that the computation of this value requires not more than g(j ) steps. This way we ensure-for any computable time bound t-that at the end of almost all intervals I j compression by a factor of at most 1/2 is possible, and that within interval I j , we have compressibility to a factor of at most 1/4, up to a constant additive term, because B m j −1 was compressible by a factor of at most 1/2 and m j −1 = |I j |.
Remark 20
The order of quantifiers in Lemma 19 can be reversed in the sense that there is a single set B that works for all computable orders h. For a proof, it suffices to apply the construction in the proof of Lemma 19 with an order h that grows slower than any computable order h in the sense that h(n) ≤ h (n) for almost all n. Such an order h can be computed from any high set A, simply by requiring that h(g(n)) = n for all n where g is an A-computable function that dominates all computable functions.
Kummer's gap theorem [7, 10] asserts that any array noncomputable c.e. Turing degree contains a c.e. set A such that there are infinitely many m such that C(A m) ≥ + 2 log m, whereas all c.e. sets in an array computable Turing degree satisfy C(A m) ≤ (1 + ε) log m for all ε > 0 and almost all m. Similarly, Theorem 21, the main result of this section, asserts a dichotomy for the time-bounded complexity of initial segments between high and nonhigh sets. Because f is computable, the time needed for the computation of f (m) and for simulating the enumeration of A is computable itself, hence there is a computable time bound t as required.
Remark 22
The second assertion in Theorem 21 does not extend in general to sets that are not c.e. This can be seen by using Schnorr's well-known theorem [15] that a set is Martin-Löf random if and only if there exists a constant c such that K(A n) ≥ n − c for all n as follows: Fix a value for c to get a Π 0 1 class of all sets that satisfy the latter condition for this choice of c. Then apply the Low Basis Theorem [7] to obtain a low, hence nonhigh ML-random set, and for such a set the second assertion in Theorem 21 cannot hold.
As another easy consequence of Lemma 18, we get an alternative proof of the result due to Juedes, Lathrop and Lutz [9] that every high degree contains a strongly deep set.
Definition 23 (Bennett [3] ; Juedes, Lathrop, Lutz [9] ) For functions t, g : N → N, n ∈ N and x ∈ {0, 1} <∞ let Using this lemma we can now apply our previous result to prove the desired statement as a corollary of Lemma 18.
Corollary 26 Every high degree contains a strongly deep set.
Proof We use the set B constructed in Lemma 18. We know that for every computable time bound t there is a constant c t such that for all n:
C t (B n) ≥ c t · n and C(B n) ≤ 2 log n.
Since K t (x) ≥ C t (x) and 2C(x) ≥ K(x) for all words x, it follows that B is in all D t c . Using Lemma 25 it follows that B is strongly deep.
