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We generalize Mycielski and Ulam’s results for their genealogical distances 
d, and pr to a wider class of pairing processes in which the number of offspring 
per couple is allowed to vary, and derive considerably more stringent upper 
and lower bounds for the expected values. We also note certain additional 
properties of the pairing processes that may be of interest. 
1. INTRODUCTION 
In a recent paper, Mycielski and Ulam [I] introduced the notion of 
“stochastic pairing process” to describe any biological species undergoing 
sexual reproduction. As a simple example of such processes they discussed 
a model based, in brief, on the assumption of uniformly random, bisexual 
pairings among the 2N individuals of each generation, with each union 
resulting in exactly two offspring. Various notions of the genealogical 
distance between any two individuals were introduced and in each case 
it was shown (i) that the proposed distance is (with probability 1) a 
metrization of the total population, and (ii) that the expected value of the 
distance is always finite. In the present paper, we extend the results for 
two of these metrics to a somewhat wider class of pairing processes, 
derive more stringent conditions on the value of the mean distance for each 
case, and note some additional properties of the pairing processes that 
may be of interest. 
We follow Mycielski and Ulam in considering a fixed population P of 
individuals, a sample space R of realizations and a probability measure p 
over R, with the following assumed conditions: 
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(i) P is the union of disjoint generations Ai (i E I) indexed by the set I 
of all integers (- cc < i < co). 
(ii) Each Ai consists of the same finite even number, n = 2N, of 
individuals. 
(iii) Every realization r E R is a sequence (ri : i E I), where, for each i, 
ri is defined by a partition of Ai into disjoint unordered pairs called 
couples together with an association of each individual in Ai+l (as ofSspring) 
with exactly one of these couples (its parents). 
(iv) The choices of ri and rj for different i and j are stochastically 
independent. (Therefore, p is an infinite product measure.) 
(v) The 1 . 3 . 5 ... (n - 1) = 2?“(2N)!/N! possible pairings within 
any Ai are equally probable. 
(vi) Any two associations of couples from Ai with offspring in Ait 
which differ only by a permutation of one or both of these sets are equally 
probable. 
We do not assume that every couple has exactly two offspring, although 
the mean number of offspring per couple within each generation must be 
two, by assumption (ii). Instead, we make the following weaker 
assumption: 
(vii) The joint probability distribution for the numbers of offspring 
produced by the N couples of Ai is the same for each i. 
In relaxing the assumption concerning the number of offspring per 
couple, we are of course dealing with a class of pairing processes only 
slightly more general than that of Mycielski and Ulam, and most of their 
remarks concerning the biological relevance of their model apply equally 
here. Of the various assumptions remaining, (ii) seems to us the most 
artificial, and it would be interesting to find a natural way of replacing 
it with a less restrictive condition, without introducing instability 
(population explosion or extinction) in the generation size. We shall not 
attempt any such generalization here, but we believe the methods we use 
would for the most part remain valid. 
2. PRELIMINARY RESULTS AND DEFINITIONS 
Since there are (n/2)” different maps from a set of IZ offspring into a set 
of n/2 couples, and 2-n/2n!/(n/2)! different ways of forming these couples, 
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there are in general g(n) possible relationships ri between two consecutive 
generations Ai and Ai+l , where 
n75-3n12n~ 
g@) = -(42)! . 
Each of these relationships is assigned a unique probability (possibly 
zero), consistent with the restrictions imposed by assumptions (v), (vi), 
and (vii). 
To examine these restrictions, consider for each ri the N-tuple 
<n 1 , n2 ,..., n,>, where the nj are the numbers of offspring produced by 
the n/2 = N couples of Ai , arranged into monotone decreasing order. 
Since XL, nj = n, and n, 3 n2 3 ... >, nN > 0, every such N-tuple is 
equivalent to an additive partition of n into at most n/2 parts. Conversely, 
given any such partition, let g, be the number of times the integer m 
occurs in (nj). Then there are exactly 
2-“‘2(n!)2 In g,! (m!) gnl]-l 
different relationships ri associated with the partition. By (v) and (vi), 
these are all equally probable, but there is no restriction on the relative 
probability of relationships associated with different partitions. Because 
of (vii), we therefore have: For every pairing process satisfying (i)-(vii), 
there is a unique probability distribution over the set of all additive 
partitions of n into at most n/2 parts, and conversely. 
Alternatively, it is useful to introduce the characteristic polynomial: 
Q(xl, x2 ,..., xN) = 1 An,, 4 ,..., nN) fi xFi, 
nl.nZ.....nN i=l 
wherep(n, , n2 ,..., nN) is the probability that the N couples of Ai (arranged 
in some fixed order) have respectively n, , n2 ,..., nN offspring. Q is, of 
course, completely symmetric in its N variables, as well as being homo- 
geneous of order 2N with Q(1, l,..., 1) = 1; and it is easy to see that any 
polynomial Q with these properties uniquely characterizes some pairing 
process satisfying (i)-(vii). 
EXAMPLE 1. 
This corresponds to the Mycielski-Ulam assumption of exactly two 
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offspring for each couple. In this case, the only partition with non-zero 
probability is (2, 2 ,..., 2), with 
f(n) = 2-“+!)2/j;) ! 
associated relationships ri , each having probability l/f(n). 
EXAMPLE 2. 
In this case, every one of the g(n) possible ri has probability l/g(n). This 
corresponds to a random assignment of every “child” in Ai+r to a couple 
from Ai , and has the interesting property that, as II --f co, the numbers of 
offspring n, , n, ,..., nK, for any finite number K of couples, become 
independent, Poisson-distributed random variables. (The means are of 
course always two.) It is, perhaps, neither more nor less reasonable as 
a model than Example 1. 
In general, if a E P, we denote by i(a) the index of the generation AicLG) 
containing a. To denote the expected value of a random variable Z, we 
use the bracket notation, 
(Z> = j-, Z, dr-L. 
Given a realization r E R, we define a genealogical path from b to a, of 
length k, as any k + I-tuple (a0 , a, ,..., a& such that a,, = b, ak = a and 
aj-l is a parent of ai for 1 < j < k. If such a path exists, b is an ancestor 
of a; we denote by A(a) the set of all such ancestors, and by Ai the set, 
A(a) n Aj . Note that (a) is a genealogical path (of length 0)-the only 
one from a to u-and hence, a E A(a); that is, every individual is regarded 
as ancestral to himself. 
For every c, a E P, we also define the genealogical weight of c in a as 
the non-negative real valued random variable, 
D(C, a) = W(c, a)/2”, 
where k = i(a) - i(c) and W(c, a) is the total number of genealogical 
paths from c to a. The following properties of the ZJ(C, a) are immediately 
apparent, and can be used [I] as an equivalent, recursive definition: 
(i) v(c, a) = 0, if c$ A(a), 
(ii) v(a, a) = 1, for all a 5 P, 
(iii) ~(c, a) = *(v(c, a’) + v(c, a’)), if c # a, 
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where a’ and a” are the parents of a. It is also obvious that 
(iv) La, 4c, a) = 1, 
= 0, 
and that 
if j < i(a). 
otherwise, 
(VI dc, 4 = C&Ai LfC, 4 44 a), if i(c) <j < i(a). 
In the last relation, we may note that each term in the summation on the 
right is the product of two independent random variables. 
Finally, for each r E R we introduce the Mycielski-Ulam notions,l 
d, and pr , of the distance between any two individuals a, b E P, with the 
definitions: 
4@, b) = carW(4 A 4W, 
where A n B as usual is the symmetric difference of the sets A and B, and 
p&r b) = C I 4~ 4 - 4~ b)l . 
CGP 
In the following sections we will obtain finite upper bounds on the 
expected values, (d(u, b)) and (~(a, b)), valid for all a, b E P, from which 
it follows trivially that d, and pr are both metrizations of P for almost all 
r E R. 
3. ASYMPTOTIC ANCESTRAL DISTRIBUTIONS. THE MEAN VALUE OF d, 
The following lemma is intuitively clear in special cases (such as 
Example l), but is not so obvious in the general case. It states in effect 
that there is a unique “equilibrium” distribution for the number of ances- 
tors of any set within a sufficiently remote generation. 
LEMMA 1. There exists a (unique) probability distribution P*(m) over 
the set of positive integers such that, ifs is any finite, non-empty subset of P, 
then 
!j$ Pj,Jm) = P&4 all m, 
where Pj,s(m) is the probability that 
card (.I! A&)) = m. 
1 In reference 1, a third possible metric, p:‘, is also mentioned, which we do not take 
up in this paper. 
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Moreover, either (Case a) there exists an integer K < N such that 
P*(m) > 0, for m even, 4 ,< m < 2K, 
2 0, for m = 2, 
= 0, otherwise, 
or else (Case b) 
P*(m) = 1, for m = n, 
= 0, otherwise. 
Proof. It is sufficient to consider only subsets S of a single generation 
Ai . Then, because of assumptions (iv) and (vii), the random variables 
N% = card (u &da)), 
aas 
k = 0, 1) 2,. ..) 
form a (stationary) Markov chain, with states labeled by the positive 
integers m < n, and with initial condition, N,, = card S- m, . That 
is, if Pk(m ) m,,) is the probability that Nk = m, then 
Pk+,h I md = 1 P(m I m’) Pdm’ I m,), 
7X’ 
where the matrix of transition probabilities, P(m j m’) = Pl(m 1 m’), is 
independent of the choice of S (assumptions (v) and (vi)), and could in 
principle be determined from(say) the characteristic polynomial Q discussed 
in Section 2. We shall need only the following properties of the P(m j m’), 
however, as the lemma then follows immediately from well-known 
general theorems [2] on Markov chains: 
(i) There is a largest integer K < N such that P(2K 1 n) -1 0. For any 
m’, P(m 1 m’) = 0 unless m is even with 2 < m < 2K. 
(ii) If 1 < m < K, then P(2m / 2m - 2) > 0. 
(iii) Either (C ase a) P(2m I 2m + 2) > 0 whenever 2 ,( m < K, or 
else (Case b) P(m 1 2K) = 0 for all m # 2K, and, in the latter case, 
K = N. 
(iv) If 1 < m < K, then P(2m / 2m) > 0. 
Property (i), which is obvious, simply limits the states which need to be 
considered to the even ones from 2 to 2K. Properties (ii) and (iii) show that 
either these form (with the possible exception of the state 2, which may be 
transient) an irreducible set of persistent states (Case a), or else they are 
all transient except for the single absorbing state, n = 2K (Case b). For 
the former case, (iv) eliminates the possibility of periodicity and ensures 
that the states of the irreducible set are ergodic. 
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From the definition of K, it is clear that K couples from a single 
generation Aj can (with non-zero probability) have a total of n > 2K 
offspring, with each of the K couples producing at least one of these 
offspring. For every m < K, by removing the K - m couples with the 
fewest offspring from such a configuration, we obtain a collection, V,,, , 
of m couples having a total of at least 2m offspring, with each couple in the 
collection producing at least one. By further removing individual offspring, 
we can always arrive at a set of offspring, of any size from m to 2m 
inclusive, having exactly 2m parents. This proves (ii) and (iv). Furthermore, 
when K < N (n > 2K + 2) the collection %‘?, has at least 2m + 2 
offspring, provided that m > 1, and Case a of (iii) is valid. 
If K = N, it is only necessary to ask if there is any configuration of 
non-zero probability wherein fewer than N couples from Aj produce all 
the n offspring in Aj+r ; if so, then Case a of (iii) follows by exactly the 
same argument, and, if not, then Case b is obvious. Q.E.D. 
It is apparent of course that Case a or b of the lemma holds according to 
whether or not the pairing process admits the possibility of “childless” 
couples, and that N - K is the minimum allowed number of such childless 
couples in any generation. In Example 1, Case b holds whereas, in 
Example 2, Case a holds with K = N. 
The following theorem generalizes a result for the Mycielski-Ulam model 
previously announced elsewhere [3]. This result confirmed a conjecture [4], 
based on computer simulation experiments, to the effect that, if a and b 
are distinct elements of the same generation, then the mean number of 
individuals who are either ancestral to a but not ancestral to b, or vice 
versa, is about twice the size of a single generation, or 2n. As indicated 
earlier, the theorem also shows that d, is, with probability 1, a metrization 
of the set P for every pairing process in our extended class. 
THEOREM 1. Let m, = Cm mP*(m) be the mean of the limiting distri- 
bution of Lemma 1. Then, for all a, b E P, 
1. m, < (47, b)) < (I + ‘4 . m, - 2, 
where 1 = / i(a) - i(b)l. Moreover, if 1 = 0 and a # b, then the exact 
relation 
(d(a, b)> = 2(m, - 1) 
holds. 
Obviously, M* < n, with the equality holding only in Case b (no 
childless couples). 
Proof That (d(a, b)) depends only on I is of course clear from assump- 
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tions (v), (vi), and (vii) and we may use the notation D1 for this mean 
distance. (For I= 0, we assume a # b.) We will proceed by showing that 
(i) D, = 2(m, - 1) and (ii) 0 < BE - I . m, < D, . First, we note that 
dJa, b) can always be expressed as the infinite sum 
4(~, 6) = 1 card(AAa) A A@>>, (1) 
JEI 
of finite non-negative terms, and that (d(a, b)) (whether finite or infinite) 
is the corresponding series of expected values. We shall also use the identity 
card(d A B) = 2 card(d u B) - card A - card B, (2) 
valid for arbitrary finite sets A and B. 
(i) Suppose i(u) = i(b) = i, and a # b. 
From (1) and (2) we have: 
d,(a, b) = i [2 card(A$(a) u A,(b)) - card &(a) - card A,(b)]. (3) 
j=-m 
For each j, the probability distributions of card Aj(a) and card A,(b) are 
the same and depend only on the generation “gap,” k = i - j. Let Nf’ 
denote their common expected value. Obviously 
N’l’ = 1. 
0 (4) 
Similarly, the random variable, card (Ai u A,(b)), has a distribution 
which is independent of the choice of distinct individuals a, b E Ai , and 
depends only on k. We denote its expected value by Ni2’. The expected value 
of (3) then becomes: 
co 
(d(a, b)) = Do = c 2(NLz’ - Nkl’). 
k=O 
Now we need only observe that, for j < i, the set Aj(u) coincides with the 
union, Aj(u’) u Aj(a”), of the ancestral sets of a’s parents, a’ and a”. 
Since a’ and a” are randomly chosen distinct individuals in Aiel , we have: 
Nfl’ = N’2’ 
IL k-l 2 for k31. (6) 
From (5) and (6) we obtain easily the result 
Do = T 2(N$& - Na’) 
k=O 
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and assertion (i) follows immediately from (4) and the definition of m, . 
(ii) Without loss of generality, we may choose a and b so that 
i(u) = i = i(b) + I, with 1 > 0. Instead of (3), we may then write: 
i-l 
4@, b) = c [2 card(dj(a) u Aj(b)) - card Am - card A,(b)] 
j,-a, 
+ i card Ai( 
F--l+1 
Taking the expected value, this becomes 
D, = f [2N$ - Ng:, - Np’] + lg NF’, 
k=O k=O 
(7) 
where the new quantity Nkt1 is defined by 
NFi = (card(A,(u) u A,(b))) 
for any a, b, and j such that i(b) = i(u) - 1= j + k. By expressing the infmite 
series in (7) as the limit of a finite sum and rearranging the terms of the 
latter, one finds that 
D, = id% [ f W;:,, - Nz,) + f: N;ik] 
k=O k=l 
=M,+l.m,, 
where 
Of course, Nifi = NL”, so that n/i, = Do, by (5). To complete the proof, 
therefore, we only need to show that 0 < Mz < MI-, , for any I > 0. 
Now, by definition, 
Np’, - N;;, = ( card&(b) u A,(u)) - card A+(u)) 
= (card&(b) - A,(u))) 3 0, 
where j = i(b) - k, and where A - B as usual denotes the set consisting 
of those members of A which are not in B. As noted in the proof of (i), 
s8zalM-7 
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Aj(a) = Ai u Ai( where a’, a” E AiPl . Moreover, for arbitrary 
sets A, B, and C, the inequality 
2 card[A - (B u C)] < card(A - B) + card(A - C) 
is valid. It follows that, for any k > 0, 
and hence 0 ,( M1 < MI-, , for any I > 0. Q.E.D. 
4. SOME STATISTICAL PROPERTIES OF GENEALOGICAL WEIGHTS 
For every pairing process in the class being considered there is a unique 
non-vanishing probabilitiy, P, , that any two individuals in the same 
generation have the same parents-that is, are siblings. It is interesting 
that at least some of the low-order moments defined by the random 
variables ZI(C, a) can be expressed as functions of this single parameter, as 
shown in the next theorem. While it is doubtful that this phenomenon is 
true generally for the distribution of the v(c, a), it suggests nevertheless 
that P, might play an important role in a more complete theory of these 
quantities. 
In addition, parts (iv) and (v) of the following theorem permit us, in 
the next section, to place reasonable upper bounds on the expected values 
of PT. Unfortunately, the list of relations given does not include an 
exact result for (I v(c, a) - D(C, b)l), or a more complete determination 
of (p> would be possible. 
THEOREM 2. For any k > 0, if a, b, c E P with i(u) = i(b) = i(c) + k 
and a # b, then the following relations hold, where h = +(l - P,): 
(9 (Hc, a)> = l/n, 
(ii) 
(iii) (v(c, a) v(c, b)) = 
(1 - 2h)(l - h”) = P,(l - hk) 
2n(l - h) 41 + PSI ’ 
(iv) ([v(c, a) - u(c, b)12) = (2/n) X”, 
(v) <I 4~ 4 - 4c, b)l) d WKWk. 
ProoJ: Within the stated restrictions, each of the expressions on the 
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left in relations (i)-(v) is independent of the choice of a, 6, and c, and we 
shall denote them by VP’, viz’, v(,l#‘), $), and &?, respectively. Relation (i) 
becomes ur) = l/n, and is obvious from property (iv) of the z)(c, a) given 
in Section 2. For relations (ii) and (iii) we first note the following two 
identities: 
pk 
(2) = 2(q) _ yy'), 
(1) 
“(2) = &($2, + v;;J,). 
ktl 
The first of these can be obtained algebraically by expanding 
(v(c, a) - D(C, b))2, and the second follows similarly if the recursion relation, 
property (iii) in Section 2, for the u(c, a) is first used in the definition of 
VP’. With the initial condition, v1 ‘2’ = 1/2n, which can be verified directly, 
and the identities (1) and (2) one may establish by elementary techniques 
that relations (ii) and (iii) of the theorem necessarily follow from 
relation (iv). 
To prove (iv), we observe that, whenever u and b are siblings, then 
[v(c, a) - u(c, b)12 = 0, and that otherwise the parents of a and b consist 
of four distinct individuals, d, e,f, and g (say). Hence, on taking the mean, 
and using the recursion relation of Section 2, both for z(c, a) and for 
u(c, b), we find: 
/A?) = (1 - PJ 
(1 
(4~. 4 - 4~ 4) + McJ) - 4~ d) 2 
2 I> 2 (3) 
where d, e, f, and g form a randomly selected set of four elements in 
Ai(a)-1 . If k = 1, then with probability 4/n, c coincides with one of these 
elements, so we have pi”’ = (1 - PJn = 2h/n. If k > 1, we expand (3) 
according to the grouping of terms indicated to obtain: 
pk (2) = q . [2pf11 + 2((u(c, d) - v(c, e)) . (u(c,f) - u(c, g)))]. 
On further expanding the last term, we see that it consists of four terms of 
the form f24!!:‘, which cancel. Hence, &? = A&“‘, for all k > 1, and 
relation (iv) follows by induction. 
Relation (v) can be obtained easily by a similar argument applied to 
the random variable ) u(c, a) - D(C, b)], with one use of the triangle 
inequality. Q.E.D. 
For Examples 1 and 2, it is easy to see that the probabilities P, are 
l/(n - 1) and 2/n, respectively. In the former case (Mycielski-Ulam 
model), relations (ii) and (iii) of Theorem 2 become 
1 n-l <MC, 41”) = - + - n2 n2 hk 
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(UCC, a) u(c, b)> = f - $ iv-‘, (a # b). 
In view of relation (i), these are equivalent to the following single 
expression for the variance and covariance: 
<4c, a) u(c, b)) - <u(c, a)><u(c, b)) = ; (qa, 6) - k), 
where 6(u, b) = 0 for a # b, and 6(a, a) = 1. Since A” ---f 0 as k --t co, 
we find that in this case the quantities u(c, a) become “concentrated” at 
the value l/n as i(a) - i(c) becomes large; that is, if (ci :j E Z) is 
any sequence with cj E Aj , all j, then 
with probability 1. Now it is not difficult to show: In general, 
P, 2 (n - 1)-l, with the equality holding only for the Mycielski- 
Ulam model. The assumption of exactly two offspring for each couple 
therefore yields a kind of extremum case in which the genealogical weights 
have this unique asymptotic behavior. 
In all other cases, there is a positive lower bound, 
1 P 
- ( --A-- - -g = ; (1 - ;) (1 + P,)-1 (p” - L), n l+P, n-l 
on the variance2 of any v(c, a) with i(c) < i(u). Of course, the two random 
variables v(c, a) and U(C, b) are not independent, and in fact must be (with 
probability 1) arbitrarily close to one another for sufficiently remote c, 
as either (iv) or (v) of Theorem 2 shows. 
21t follows, incidentally, that one cannot, as in reference 1, prove the existence of 
<p> by proving the existence of 
which necessarily diverges except in the case of the Mycielski-Ulam model. 
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5. RESULTS FOR THE METRIC pr 
We suppose first that a and b are a pair of individuals belonging to the 
same generation with a f 6. Then, from the definition of p,. in Section 2, 
it is clear that 
<P(Q, 6)) = 2 + n . il P:), (1) 
where we use the notation pr’ introduced in the proof of Theorem 2. The 
convergence of this expression is already guaranteed by relation (v) of 
that theorem, since 2X = 1 - P, < 1. We can obtain a stronger result, 
however, if we observe that relation (iv) provides a much better bound on 
&) for large k. Indeed, according to the moment inequality, 
py < q < (21~“/n)‘l”, (2) 
since h < 8. For small values of k, (v) provides the stronger inequality, 
but in these cases, if one assumes that P, < 1, it represents only a slight 
improvement over the more obvious result: 
(3) 
Accordingly, let K, be the smallest integer k for which (21-k/n)1/2 < 2/n. 
That is, 
or, finally, 
(; . g2 < f < (i. 
Kn = [log, (“z) 
1 112 
2&t-l 
L (5) 
where we use the notation [xl to denote “smallest integer > x”. Then, 
by applying (3) to the terms in (1) with k < K, , and (2) to the terms with 
k >, K,,wefind 
<~(a, b)) < X2 + 
Summing the series and using (4) and (5) we arrive after some trivial 
simplifications at the result 
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where 
B(n, 0) = 2Flog, nl + 2(1 + v5). 
The bound B(n, 0) was obtained by making use of the inequality, X -=c 4. 
Obviously, the same procedure can be used without this simplification 
and results in a smaller bound, B(n, PJ. For models in which P, is not 
small, the improvement is significant, but more typically, when P, < I, 
one can show that 
B(n, 0) - B(n, P,) = O(P,(log n)“). 
In particular, therefore, when P, = 0(1/n) (as in Examples 1 and 2), then 
for large n the difference is inconsequential. Moreover, the analytical form 
of B(n, PJ is somewhat complicated, and not very revealing. In stating 
the next theorem, therefore, we limit ourselves to the simpler formulation 
already achieved. 
THEOREM 3. For any a, b E P, 
+(a, b)) -c 2Pog, nl + 31 + d/2) + 1, 
where I = 1 i(a) - i(b)[. 
Prooj Of course, +(a, b)) depends only on I, and we will denote it 
by pcz). Since we have already derived the inequality for p(O), we need only 
show that p(n < p(O) + I for any I > 0. Suppose, therefore, that 
i(a) = i(b) + 1, Then it is easy to see, from properties (i) and (iv) of 
Section 2, that 
i(b) 
,+(a, b> = C c I 4c, 4 - 6 WI + 1. 
i=-cc CEAi 
(6) 
Using property (v) of Section 2 for v(c, a), with j = i(b), and noting that 
&ai(b) v(d, a) = 1, we can rearrange the last expression as follows: 
p&, b> = 1 + ‘f c / c 
i=--m coAi d-kb) 
MC, 4 - NC, b)) * 44 4 1. 
From the generalized form of the triangle inequality we then find that 
da, b> d I + c c I v(c, d) - u(c, b)l . u(d, a), 
cEP ~PA,,~, 
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or, upon interchanging orders of summation, that 
Since the random variables p&b, d) and u(d, a) are independent, each term 
of the remaining summation has a mean of the form p(O) x (l/n), except 
for the term with d = b, which vanishes identically. Thus, 
n-l p(l) < I + - . 
n 
p(O) < I + p(O). Q.E.D. 
It is clear from the foregoing derivation that, for large n, the major 
contribution to the upper bound comes from those individuals c which are 
less than log, n generations removed from a or 6, the average contribution 
from all the more remote generations being at most a minor constant. 
Assume now that P, is small and that a and b belong to the same 
generation Ai. Then the probability that u and b have no common 
ancestors in Ai-l, remains reasonably high provided, roughly, that 
k < E log, n, with E = O(a). That is, it is reasonably likely that each of the 
3 log, n generations immediately preceding Ai contributes exactly 2 to 
the value of p7(u, b). We expect, therefore, that p(O) > C . log, n, where C 
can be taken of order unity. The next theorem shows that the total contri- 
bution from the nearby generations is in fact such that we may take C =2. 
Thus, in view of Theorem 3, the value of (p) is essentially determined, 
apart from some relatively trivial additive terms, for models in which 
P, = 0(1/n). 
THEOREM 4. If a, b E P, a # b and I i(a) - i(b)] = 1, fhen 
+(a, 6)) > 2 [log, (1 + f;)1 - 4 + 1. 
Proof. We shall assume that a and b are a fixed pair of individuals, 
with i(a) - i(b) = 1 2 0, and a # b. For convenience, we introduce the 
abbreviations 
d(c) = u(c, a) - u(c, b), 
and 
ul~ = ,z, I &)I (j = i(b) - 4, (7) 
so that (6) can be rewritten 
P&, b) = I + f uk . 
k=O 
(8) 
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Now, if 1 = 0 then u0 = 2, and if I > 0 then 
with expected value, 2 * (1 - l/n). In any case, we have: 
(uo) 3 2 . (1 - f). 
To obtain a lower bound when k > 0, we shall make use of the fact 
that, if i(c) < i(b), then d(c) = 3 Cd rl(d), where the summation extends 
over the ofipring d of c. Let 59 be the set of couples from Ai(a)-k and, for 
each C E %‘, denote by O(C) the set of offspring of C. Then the summation 
in (7) can be rewritten as: 
CT* = & I d&) d(d) I (k ’ Oh 
which is to be compared with 
We wish now to establish an upper bound on the difference, (T&l - (JR . 
To accomplish this, let us define for each d E P the random variable .zd, 
where 
za = 
I 
1, if d(d) 3 0, 
0, if d(d) < 0. 
(12) 
Then it is easily seen that 
Ok-1 - ak = 2 1 min [,E,, za I 44L ds;c, (1 - zd) ’ d(dij, (13) 
CM 
where, as usual, min[A, B] is the smaller of the two quantities A and B. It 
will be sufficient for our purposes to employ the inequality, 
which is obvious from (13) and the definition of the zd . That is, 
ok-1 - (Tk < 2 c (1 - zd’) ’ &,% ) d(d)l, (14) 
~.-=Aiw-k+l 
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where the random variable X,,? is defined for each d, d’ E P by 
if d and d’ are siblings, or d = d’, 
otherwise. 
Since z&l - zd) = 0, all the terms in (14) with d = d’ vanish. For each 
of the remaining terms, X,,, is independent of the other random variables 
which occur, and has the expected value, (X,,,) = Ps . Hence, on taking 
the mean of (14), we obtain 
<Uk-1) - (a& < 2Ps (1 - zd). (15) 
d’~4bl-k+l 
d#d' 
Since zd = 1 except possibly when d is an ancestor of b, we have as a bound 
on the inner summation, 
d,EAi,ek c1 - ‘d’) G 2k-1* (16) 
+1 
Furthermore, from the fact that 
GW> = ((2zd - 1) ’ 1 A(d = 0, 
it follows easily that 
<zd 144lj = ((1 - zd) 144) = $(I d(d)l). (17) 
Combining (15), (16), (17), and (7), we arrive at the recursive inequality 
<ur> 3 (1 - 2k-‘P,)<o,-~). 
We may now calculate that, 
k-l 
cak) 2 <%) n. c1 - pS2’) 
j-0 
= (qJ(l + Ps - PPS), (18) 
provided of course that 2k-1 < PiI, or k < k,, = 1 + [log, P;‘]. The 
last expression in (18) remains positive for all k < Ii?, , where 
fGz = rb&(l + ml, 
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and it may be verified that & - I ,( k,, . Using (8) and (9) we there- 
fore have: 
1-I 
(A4 6)) b I+ c <Ok) 
li=O 
> I + 2 (1 - 3 [( 1 + P,)& - (2Rn - 1) PSI, 
and the desired result follows if we note that 
( i 1 - ; (1 + Ps) > 1 and 2&n < 2(1 + PSI), 
and drop additional positive terms of order Ps . Q.E.D. 
For the Mycielski-Ulam model (P$ = n - I), Theorem 4 yields 
<p> > mg, nl - 4 + A 
whereas, for the model of Example 2 (P;’ = n/2), we find 
<p> > 2[Iog, nl - 6 + 1. 
These lower bounds are to be compared with the upper bound given in 
Theorem 3. 
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