In several industries using pipelines to transport different products from one point to another is a common and indispensable process, especially at oil/hydrocarbon industries. Thus, optimizing the way this process is carried out must be an issue that cannot be stopped. Therefore, the performance of the control strategy implemented is one way of reaching such optimal operating zones. This study proposes using Model Predictive Control strategies for solving some issues related to the proper operation of pipelines. It is proposed a model based on physics and thermodynamic laws, using MATLAB5 as the development environment. This model involves four pumping stations separated by three pipeline sections. Three MPC strategies are developed and implemented. Accordingly, the results indicate that a centralized controller with an antiwindup back-calculation method has the best results among the three configurations used.
Introduction
Transporting various fluids through pipelines is one of the most used transport mechanisms worldwide, mainly because it allows transporting large volumes in relatively short periods [1] . It is estimated that there are more than 3.500.000 (km) of pipelines in about 120 countries of the world and around 134.866 (km) of pipelines are planned and under construction worldwide [2] . Given the fatalities and severe environmental and economic consequences of potential failures or downtime, pipeline transportation systems have high requirements regarding safety, reliability, and profitability. Thus, it is an ongoing concern for pipeline system operators to guarantee increasingly better performance.
Some works have been performed by researchers to enhance the performance of pipeline transportation systems [3, 4] by introducing a set of sufficient conditions to guarantee asymptotic stability for hydraulic pipeline systems described by the so-called water hammer equations. These conditions are then integrated into a receding horizon optimal control scheme. Although the proposed approach was validated in simulations, the dynamics of essential elements as sensors and actuators were not taken into account. Yuzhanin et al. [5] addressed the problem of maintaining pressure below the maximum rated load capacity in a linear section of an oil pipeline. The proposed algorithm can suggest the automatic control action that will allow dampening potentially dangerous pressure surges in the pipeline. The simulations results show an efficient performance of the algorithm. Osiadacz and Chaczykowski [6] described an algorithm for optimal control of a gas network. Since the compressors station, which forms a significant part of the operational plant of a gas transportation system, is driven by gas turbines which use natural gas as fuel, authors considered optimality concerning fuel consumption. Thus, minimizing this fuel usage is a primary objective in the optimal control problem considered.
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A PLC-based Fuzzy-PID controller is proposed in [7] to regulate the flow rate of the petroleum products at destination by controlling the multiple pressure signals range along the pipeline. Unlike the previously mentioned cases, whose results were tested through simulations, the performance of the Fuzzy-PID is assessed in a lab-scale experimental setup. Real-time experimental results showed that Fuzzy-PID controller provides better performance than a Cascade-PID controller.
Motivated by the fact that model predictive control (MPC) is the industry chosen technology for advanced control in many processes even over other advanced process control techniques such as constraint control, nonlinear control and fuzzy logic control [8] ; in this work, its performance is studied on a pipeline transportation systems. MPC control strategies are based on using a model to predict process behavior shortly (moving horizon window), and then the future manipulated variable trajectory is computed over the same horizon by solving a constrained optimization problem. Only the first sample of the calculated trajectory is applied to the actuator, and the horizon window is moved one sample forward, and the optimization process is repeated using new measurement data. Most popular MPC strategies found in literature are DMC (Dynamic Matrix Control) [9] , GPC (Generalized Predictive Control) [10] , IMC (Internal Model Control) [11] , RHC (Receding Horizon Control) [4] , NMPC (Nonlinear Model Predictive Control) [12, 13] , among others [14] .
The essential contribution of this work is to explore and to implement in simulation three different MPC control configurations for a pipeline transportation process: (1) two decoupled control systems, an MPC based control system for pressure and an on-off control system for level, (2) two decoupled control systems for pressure and level based on MPC strategy, and (3) one MPC control system for pressure and level. Additionally, it has been proposed an alternative option for constraint handling which involves applying a back-calculation scheme. The addition of back-calculation as an antiwindup method allows reducing the control algorithms execution time significantly while maintaining the same performance as the achieved with the optimization based constraint handling method.
The rest of the paper is organized in the following pattern. Section 2 presents the proposed linear model that describes the fluid behavior in a pipeline and its validation by using data of a real pipeline used for transporting Liquefied Petroleum Gas. On the other hand, models for instrumentation and additional systems are presented too. Section 3 exposes the used Discrete Model Predictive Control strategy and the back-calculation scheme proposed as constrains handling method. Section 4, on the one hand, presents a comparison between the performances of the three control configurations proposed. Finally, Section 5 provides some conclusions.
Fluid Dynamics Modeling
2.1. Pipeline Model. By assuming negligible convective changes in velocity, as well as constant cross-sectional area, the momentum and continuity equations governing the dynamics of the fluid in a horizontal pipeline can be expressed as [15] [16] [17] [18] :
where ( , ) ∈ (0, ) × (0, ∞) athers the space ( ) and time ( ) coordinates, respectively, is the length of the pipe, is the pressure (Pa), is the flow rate ( 3 / ), is the Darcy-Weisbach friction factor, is the cross-sectional area of the pipe ( 2 ), is the inside diameter of the pipe ( ), is the wave speed in the fluid ( / ), and is the fluid density.
Due complexity to solve this set of equations, several linearized versions of this set have been proposed [19] [20] [21] [22] . At the current study, the linearized model (3) is used to design control strategies.
3 where
, and the subindexes 0 and indicate input and output. In this work, the Liquefied Petroleum Gas (LPG) pipeline presented in [22] would be considered (see Figure 1) .
The physical parameters of the pipeline are shown in Table 1 .
LPG is a flammable mixture of hydrocarbon (primarily propane and butane), gaseous at standard temperature (15 ∘ C) and pressure (0.1MPa), but easily liquefied by increasing pressure (see Figure 2 ). Due to its ease of handling, cleanness of combustion, high purity, and high heating values; LPG is used as fuel in a large variety of industrial, commercial and domestic uses [23] .
Instrumentation and Additional Systems.
In order to get closer to a realistic situation, the pipeline model was enriched with models of storage tanks, sensors/transmitters, and actuators. As it refers to fuel storage modeling, membrane tanks are commonly used. These tanks are designed to provide a constant inside pressure, which avoids phase changes in the system. Inlet and outlet taps in the tanks are positioned at the same height in order to have pressure changes only caused by the liquid column. The dynamic model for this kind of systems can be expressed as
where ℎ( ) is the level in the tank in ( ), is the crosssectional area of the tank ( 2 ), and are the flows of liquid into and from the tank, respectively ( 3 / ). On the other hand, first-order models were considered for instruments (sensors/transmitters and actuators). There were added centrifugal pumps at the beginning of each pipeline section, control valves at each tank's inlet section, and level transmitters at each tank, as well as manual valves. Figure 3 shows the piping and instrumentation diagram (P&ID) for a pipeline section. The total system is constituted by three of the sections shown in Figure 3 . Table 2 shows critical parameters of the instruments used to model its dynamical behavior. Taking into account the pipeline and instruments parameters, the obtained model corresponds to
where is the pressure of pipeline section i at the outlet and is pressure drop in pump i. The form of the model representing the effect of valves position, V on the pressure at outlet section of each pipeline section, is represented in
Moreover, the model that links valve position and tanks level takes the form shown in (7) . Finally, it is important to mention manipulated ( , V ), and controlled variables ( , ) move in the range of 0 to 100%.
[ [
By combining (5), (6) , and (7) one obtains the perturbed system form
Discrete-time state space models that approximate the continuous-time models (8) were computed, with sampling time 1s.
In (9) it shows the matrix dimensions for each model, where
Implemented Control Strategy
By increasing pressures, above the bubble curve for a given temperature or density (see Figure 2 ), LPG can be held in the liquid phase, which simplifies transporting, measuring, and storage. Once pressure is released, LPG vaporizes and becomes in an ideal energy source for fuel. In order to maintain LPG the liquid phase, tight pressure control is necessary to avoid possible phase changes during the transportation process. Additionally, it is well known that oscillations and rapid changes of pressure within the pipeline can cause undesirable phenomena as cavitation, slugging and hydraulic shock (water hammer). Then, these aspects must be considered in the control strategies performance analysis.
Discrete Model Predictive Control Strategy.
The functionbased discrete time model predictive control (DMPC) formulation proposed by Wang [24] was applied to the LPG pipeline. The DMPC strategy considered is based on state space models and was implemented to control the downstream pressure of each pipeline section (C PL ) and the liquid level of each storage tank (C L ), by manipulating the pressure drop in pumps (M P ) and control valves positions ( V ), respectively, while respecting the physical limitations of the actuators. A set of discrete time Laguerre function is used as an orthonormal basis to describe the optimum future control trajectory (that is, the difference of the manipulated variable) within a prediction horizon. The use of the Laguerre function allows reducing the computational burden associated with MPC. Below the DMPC strategy is briefly presented.
Augmented State Space Model.
As mentioned above, at the current study the MPC strategy used is based on state space models. The general extended state space model in (12) is employed. Recall that we embedded integrators in the state space model for obtaining integral action.
[ Δ ( + 1)
where subindex indicates process, Δ ( + 1) = ( + 1) − ( ) Δ ( ) = ( ) − ( − 1) and ( ) = ( ) − ( ). Moreover, the poles of the new matrix are the poles of the process and one pole located at 1. So, firstly it was confirmed the model was controllable and observable. Then, on the other hand, it was necessary to estimate the states, which are not measured; in this sense a Kalman filter was used [25] , basically because, in the presence of noise and uncertainties, it produces state estimates that tend to be more precise. Kalman filter is commonly used for MPC vendor products to provide state estimation functionality [26] . Additionally, it is worth mentioning that the performance of the control strategies was evaluated by using the nonlinear pipeline model described by (1) and (2) . By using the finite difference method, a spatialdiscrete version of the nonlinear model [15, 27] was obtained, which was used in closed loop simulations. This way, Figure 4 shows the block diagram of the implemented strategy, the process to be controlled, and the DMPC controller.
DMPC Formulation.
The procedure established at [24] is centered on an orthonormal-base set of discrete functions to approximate the future differences of the manipulated Figure 3 : P&ID for a pipeline section. 
, where indicates the control horizon. These functions are known as discrete Laguerre functions, and its z-transform is shown in (11) .
The pole of the function determines the velocity at which ( ) converges to zero. Then, Δ is approximated by Laguerre functions, such as in (12), where represents the current sampling period, are the future sampling periods, is the number of terms used at the expansion, and are the coefficients of the process which are the function of future sampling periods.
Laguerre functions can be expressed in the state space form in (13) , which reduce computational burden. is a × matrix, which is a function of .
Therefore (12) can also be represented as a function of the Laguerre vector defined at (13) such as
Thus, the prediction of future states and outputs in an instant is defined by (15) . Then, the cost function to be minimized can be written as (16) , where = and > 0. It is necessary to note is a function of instead of Δ , so minimization must be done in function of .
Results of the minimization operation are shown in
Therefore, the control law is written at (18) .
Δ =̂ (18) 3.1.3. Constraint Handling. To take into account physical actuators limitations, a constraint is imposed on the control signal Δ , which is mathematically defined in
By using the Laguerre functions, it is possible to rewrite expressions in (19) as shown in
Furthermore, it is important to note that constrained control strategies require real-time optimization using quadratic programming [24] , where the minimization function would be (21) . This restricted optimization must be done at the entire prediction horizon, which increases the computational burden.
Thus, at this research, a second option for constraining handling has been proposed which involves applying a backcalculation scheme, Figure 5 . Both methods were implemented, and simulations were run considering one change in the pressure set point of station 1. Results showed that both methods back-calculation and constraint handling based on quadratic optimization are very similar, as can be seen in Figure 6 . As it refers to the IAE value, it is observed that the back-calculation method is slightly better than the constrain-handling method for the setpoint change in station 1. However, even though the effect over this change over the other stations is low, the response of the optimization based constrain-handling method is somewhat better than the back-calculation method. So, provided both algorithms are equivalent, it was decided to use the method with the best performance from a computational point of view. In this case, the back-calculation method is much better than the optimization based constrainhandling method, having that it is approximately three times faster. Therefore, for this research, the back-calculation scheme was used. Some performance indices obtained with back-calculation scheme were overshoot of 0.1526%, the rise time of 39.056s, and settling time of 67.805s.
Results and Discussions
Three different control configurations (see Figure 7) were implemented: (1) two decoupled control systems, a DMPC based control system for pressure, and an on-off control system for level, (2) two decoupled control systems for pressure and level based on DMPC strategy, and (3) one control system for pressure and level, in this configuration, the design model used is shown in (22) . Table 3 shows the values of the controller's parameters used. The setpoint for level control was fixed in 7.89m for the three tanks. Operating process conditions evaluated were pressure set points increments of 10%, 10%, and 20% (at times 5, 200 and 500 seconds) for PL 1 , PL 2 , and PL 3 , respectively, an increment of 50% (at 1000 seconds) in the output flow rate in tank 3. The obtained performances are shown next. 
First response to be seen is the performance of the control strategy implemented under setpoint changes, so, in Figure 8 one step change to each controlled pressure is shown. Thus, as it is appreciated that a setpoint change on PL 1 , let us call it 1 , has a low impact on controlled pressured PL 2 and PL 3 . Referring to a step change at 2 , it is shown that the effect on PL 3 is larger, and its disturbance to PL 1 is appreciable but smaller than change seen at PL 3 . On the other hand, a change in PL 3 also has a low effect on PL 2 and almost an imperceptible effect on PL 1 . Thus, even though the system is interacting, this interaction seems to be restricted to locally near the unit process. In other words, changes at station 1 have a significant effect on station 2 rather than 3, changes at station 2 impact stations 1 and 3 in a similar way and changes at station 3 affect mainly over station 2.
In Figure 8 it is seen that control strategies can maintain the process at its desired setpoint. The performance of configurations 1 and 2 is similar, as it was expected since the pressure controller used in both configurations is the same. Moreover, the interaction between stations is more prominent as they are closer. In what concerns configuration 3, its performance is close to that showed by the other configurations; however, it looks its response velocity is higher. As it refers to tanks levels, pressure changes do not have an impact on them; basically level in tanks remained constant under pressure setpoints changes.
The strategies were also tested by producing a disturbance at the outlet flow rate at station 3. Thus, Figure 9 shows how, for configuration 1, this disturbance impacts the pressure of the other stations. As it was expected response at station 3 is more intense and, as it is seen, previous stations variations are still evident but lower. For configurations 1 and 2, variations in tanks levels due to disturbances cannot be seen, and constant levels are obtained. Table 4 shows the IAE performance index obtained for each configuration, where it is definitively seen; configuration 3 gives the best results as it refers to IAE. A S-R flip-flops were used, and lower and higher levels were set to 7.88m and 7.9m, respectively. 
Conclusions
Three control configurations were implemented for a liquid pipeline transportation system: (1) two decoupled control systems, an MPC based control system for pressure and an on-off control system for level, (2) two decoupled control systems for pressure and level based on MPC strategy, and (3) one MPC system for pressure and level. A linearized pipeline model was used as a design model; however, the performance of the control configurations was assessed with a nonlinear pipeline model. The addition of back-calculation as the antiwindup method allows reducing the control algorithms execution time significantly while maintaining the same performance as the achieved with the optimization based constraint handling method. In comparison with previous works [7] , the strategies implemented show an enhanced performance. Lower IAE (0.1526% vs. 14.63%) and overshoot (177.3 vs. 8.4×10 5 ) were obtained. Higher rise time and settling time was obtained with the proposed control strategies, but it is due to dimension, length (10326m vs. 7m) and diameter (0.5m vs. 0.0254m), of the pipeline considered. Among the three control configurations presented at the current study, the last one (Centralized Pressure and Level Control) showed the best performance among the different test carried out in the face of setpoints changes and disturbances. The IAE performance index confirmed this result. 
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