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Resumen
La regio´n de accesibilidad de los procesos iterativos cuando se aplican a la reso-
lucio´n de ecuaciones no lineales adquiere cierto intere´s a la hora de elegir un proceso
iterativo. Sabemos, a priori, que cuanto mayor es el orden de convergencia de los pro-
cesos iterativos, menor es su regio´n de accesibilidad. Nosotros aqu´ı presentamos una
simple modificacio´n de las iteraciones cla´sicas de tercer orden de manera que poda-
mos considerar, para cada una de ellas, la misma regio´n de accesibilidad que para el
me´todo de segundo orden ma´s conocido, el me´todo de Newton.
1. Introducio´n
En este trabajo vamos a considerar el problema de aproximar localmente una ra´ız z∗
de la ecuacio´n
F (z) = 0, (1)
en un espacio de Banach X, donde F es un operador definido en un subconjunto abierto
convexo no vac´ıo Ω de X y con valores en otro espacio de Banach Y . Un gran nu´mero de
problemas de matema´tica aplicada y de ingenier´ıa se pueden formular como (1), por lo que
su resolucio´n adquiere cierta relevancia. La resolucio´n de este tipo de ecuaciones se lleva a
cabo comu´nmente mediante la aplicacio´n de procesos iterativos, de manera que, a partir
de una o varias aproximaciones iniciales, se construye una sucesio´n de aproximaciones que
converge a la ra´ız de la ecuacio´n. Aqu´ı so´lo vamos a considerar procesos iterativos de un
punto de la forma xn+1 = G(xn), n ≥ 0, con x0 dado. Un aspecto muy importante en
el estudio de este tipo de procesos es la eleccio´n de una buena aproximacio´n inicial. En
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general, es conocida la necesidad de imponer condiciones a las aproximaciones iniciales
para obtener la convergencia semilocal de los procesos iterativos.
El me´todo de Newton,
x0 ∈ Ω, xn+1 = xn − [F ′(xn)]−1F (xn), n ≥ 0,
es seguramente la iteracio´n de un punto ma´s conocida y utilizada para resolver ecuaciones
como la anterior, siendo su convergencia al menos cuadra´tica ([9]). Tambie´n son muy
utilizados otros me´todos iterativos de tercer orden, como el me´todo de Chebyshev, el
me´todo de Halley, etc. Es bien sabido que cuanto mayor es el orden de convergencia de
un proceso iterativo, mayor es su velocidad de convergencia a una solucio´n de la ecuacio´n.
Pero tambie´n es conocido que uno de los problemas, entre otros, que tiene la utilizacio´n
de iteraciones de alto orden es que la regio´n de accesibilidad se reduce con respecto a la
del me´todo de Newton ([5]).
El principal objetivo de este trabajo se va a centrar en analizar la convergencia a una
ra´ız de (1), desde los mismos puntos de salida que el me´todo de Newton, de la siguiente
familia de iteraciones con orden de convergencia al menos tres ([7]):{
z0 ∈ Ω, yn = zn − [F ′(zn)]−1F (zn),
zn+1 = yn + 12LF (zn)H(LF (zn))(yn − zn), n ≥ 0,
(2)
donde LF (zn) = [F ′(zn)]−1F ′′(zn)[F ′(zn)]−1F (zn) y H(w) = I +
∑
i≥2 2Aiw
i, con Ai ∈
R+ ∪ {0}, i ≥ 2, y
∑
i≥2Aix
i < +∞ para |x| < r = 1/
(
l´ımi
∣∣∣Ai+1Ai ∣∣∣). Notemos que la
familia (2) se obtiene como caracterizacio´n de me´todos iterativos tipo Newton de tercer
orden (ve´ase [7]), e incluye las iteraciones de tercer orden ma´s usuales ([1], [2], [3], [4]):
el me´todo de Chebyshev, el me´todo de Halley, el me´todo de Super-Halley, los C-me´todos,
etc.
Prestaremos especial atencio´n al estudio de la convergencia semilocal de los procesos
iterativos bajo condiciones de tipo Newton-Kantorovich ([9]), as´ı como a las regiones de
existencia y unicidad de soluciones y al R-orden de convergencia. Para ello, utilizaremos
una te´cnica que consiste en la construccio´n de un sistema de relaciones de recurrencia
en el que ciertas sucesiones escalares esta´n implicadas, demostra´ndose a partir de ellas la
convergencia de las iteraciones.
A lo largo de todo el trabajo denotaremos B(x, r) = {y ∈ X; ‖y− x‖ ≤ r} y B(x, r) =
{y ∈ X; ‖y − x‖ < r}.
2. Convergencia semilocal
La convergencia semilocal de procesos iterativos punto a punto se ha estudiado tra-
dicionalmente bajo condiciones de tipo Newton-Kantorovich ([9]). Supongamos as´ı que
existe [F ′(x0)]−1 ∈ L(Y,X), para algu´n x0 ∈ Ω, donde L(Y,X) es el conjunto de los
operadores lineales acotados de Y en X. Adema´s, se tiene que
(C1) ‖[F ′(x0)]−1‖ ≤ β,
(C2) ‖[F ′(x0)]−1F (x0)‖ ≤ η,
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(C3) ‖F ′′(x)‖ ≤M , x ∈ Ω,
(C4) ‖F ′′(x)− F ′′(y)‖ ≤ K‖x− y‖, x, y ∈ Ω.
Bajo las condiciones anteriores de convergencia, podemos garantizar los siguientes re-
sultados de convergencia semilocal para el me´todo de Newton (ve´ase [6]) y la familia de
iteraciones (2) (ve´ase [8]).
Teorema 1 Sean X e Y dos espacios de Banach y F : Ω ⊆ X → Y un operador dos
veces diferenciable Fre´chet en un conjunto abierto convexo Ω.
Supongamos que [F ′(x0)]−1 ∈ L(Y,X) existe para algu´n x0 ∈ Ω y que se satisfacen
(C1)–(C3). Si B(x0, R1) ⊆ Ω, donde R1 = 2(1−a)2−3a η y a =Mβη, y
a =Mβη < 1/2, (3)
entonces la ecuacio´n (1) tiene una solucio´n z∗ a la que converge cuadra´ticamente el
me´todo de Newton.
Supongamos que existe [F ′(z0)]−1 ∈ L(Y,X) para algu´n z0 ∈ Ω y que se cumplen
(C1)–(C4) para z0. Si B(z0, R2) ⊆ Ω, donde R2 = ψ(a˜)η1−f˜(a˜)g˜(a˜,b˜) , a˜ =Mβ˜η˜, b˜ = Kβ˜η˜2,
ψ(t) = 1 +
t
2
(1 + tν(t)), ν(t) =
∑
i≥2
2Ai ti−2, f˜(t) =
2











con ‖[F ′(z0)]−1‖ ≤ β˜, ‖[F ′(z0)]−1F (z0)‖ ≤ η˜, y
a˜ < r, a˜ψ(a˜) < 1 y b˜ < ϕ(a˜), (4)
siendo
ϕ(t) = 12 + 6t− 6(2t+ 1)ψ(t) + 3t(2t− 1)ψ(t)2, (5)
entonces la ecuacio´n (1) tiene una solucio´n z∗ a la que converge cu´bicamente cual-
quier iteracio´n de la familia (2).
A simple vista, parece que la utilizacio´n de cualquier iteracio´n de (2) es ma´s restrictiva
que la del me´todo de Newton, puesto que para que se de´ la convergencia semilocal en el
me´todo de Newton el punto inicial x0 debe cumplir la condicio´n (3), mientras que para las
iteraciones de (2) el punto inicial z0 debe satisfacer las condiciones que aparecen en (4).
El objetivo de este trabajo es construir una sencilla modificacio´n de la familia (2) de
manera que cualquier iteracio´n de e´sta converja desde los mismos puntos de salida que el
me´todo de Newton. Para ello, definimos el siguiente algoritmo:
{
x0 ∈ Ω,
xn+1 = xn − [F ′(xn)]−1F (xn), n = 0, 1, . . . , N0 − 1,
z0 = xN0 ,
yk = zk − [F ′(zk)]−1F (zk),
zk+1 = yk + 12LF (zk)H(LF (zk))(yk − zk), k ≥ 0,
(6)
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donde x0 satisface so´lo (3), mientras que z0 = xN0 satisface (4). Entonces, si se cumple
(3), podemos usar el me´todo de Newton para un nu´mero finito de pasos N0 hasta que
xN0 = z0 cumpla (4), y aplicar despue´s una iteracio´n de (2) en vez del me´todo de Newton.
La clave del problema reside en garantizar la existencia de N0.
A partir de las condiciones generales (C1)–(C3) para el me´todo de Newton podemos
definir los para´metros a y b de
M‖[F ′(x0)]−1‖‖[F ′(x0)]−1F (x0)‖ ≤Mβη = a,
K‖[F ′(x0)]−1‖‖[F ′(x0)]−1F (x0)‖2 ≤ Kβη2 = b,
y construir el siguiente sistema de relaciones de recurrencia ([6]):
‖[F ′(xn)]−1‖ ≤ 11−an−1 ‖[F ′(xn−1)]−1‖,




)n ‖[F ′(x0)]−1F (x0)‖,
M‖[F ′(xn)]−1‖‖[F ′(xn)]−1F (xn)‖
≤ f(an−1)g(an−1)M‖[F ′(xn−1)]−1‖‖[F ′(xn−1)]−1F (xn−1)‖ ≤ an,
K‖[F ′(xn)]−1‖‖[F ′(xn)]−1F (xn)‖2
≤ f(an−1)g(an−1)2K‖[F ′(xn−1)]−1‖‖[F ′(xn−1)]−1F (xn−1)‖2 ≤ bn,






)n+1) ‖[F ′(x0)]−1F (x0)‖ < 22−af(a)η = R1,
(7)
donde {
a0 = a, an+1 = anf(an)g(an), n ≥ 0,





1− t y g(t) =
t
2(1− t) . (9)
Notemos que la sucesio´n {an} garantiza la convergencia del me´todo de Newton. La clave
es el decrecimiento estricto de la sucesio´n {an} siempre que se cumpla (3).
La sucesio´n {bn} no es necesaria para probar la convergencia del me´todo de Newton,
pero es esencial para localizar un punto de salida va´lido para una iteracio´n de (2) ([7]).
Obse´rvese que las sucesiones {an} y {bn} son estrictamente decrecientes a cero si a0 < 1/2,
ya que
0 < an < γ2
n−1
1 a0 y 0 < bn < γ
2(2n−1)
1 b0, n ≥ 0,
donde γ1 = f(a0)g(a0) < 1.
Ana´logamente, ve´ase [7], de las condiciones generales (C1)–(C4) para la familia de
iteraciones (2) y con punto inicial z0, podemos definir los para´metros a˜ y b˜ tales que
M‖[F ′(z0)]−1‖‖[F ′(z0)]−1F (z0)‖ ≤Mβ˜η˜ = a˜,
K‖[F ′(z0)]−1‖‖[F ′(z0)]−1F (z0)‖2 ≤ Kβ˜η˜2 = b˜,
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y construir el sistema de relaciones de recurrencia
‖[F ′(zn)]−1‖ ≤ f˜(a˜n−1)‖[F ′(zn−1)]−1‖,
‖[F ′(zn)]−1F (zn)‖ ≤ f˜(a˜n−1)g˜(a˜n−1, b˜n−1)‖[F ′(zn−1)]−1F (zn−1‖
≤ (f˜(a˜)g˜(a˜, b˜))n‖[F ′(z0)]−1F (z0)‖,
M‖[F ′(zn)]−1‖‖[F ′(zn)]−1F (zn)‖
≤ f˜(a˜n−1)2g˜(a˜n−1, b˜n−1)M‖[F ′(zn−1)]−1‖‖[F ′(zn−1)]−1F (zn−1) ≤ a˜n,
Existencia de H(LF (zn) y ‖H(LF (zn)‖ ≤ 1 + a˜nν(a˜n),
K‖[F ′(zn)]−1‖‖[F ′(zn)]−1F (zn)‖2
≤ f˜(a˜n−1)3g˜(a˜n−1, b˜n−1)2K‖[F ′(zn−1)]−1‖‖[F ′(zn−1)]−1F (zn−1)2 ≤ b˜n,
‖zn+1 − yn‖ ≤ a˜n2 (1 + a˜nν(a˜n))‖[F ′(zn)]−1F (zn)‖,
‖zn+1 − zn‖ ≤ ψ(a˜n)‖[F ′(zn)]−1F (zn)‖,
‖zn+1 − z0‖ ≤ ψ(a˜n) 1−(f˜(a˜)g˜(a˜,b˜))
n+1




de manera que se garantice la convergencia semilocal de (2) a partir del decrecimiento
estricto de las siguientes sucesiones reales:{
a˜0 = a˜, a˜n+1 = a˜nf˜(a˜n)2g˜(a˜n, b˜n), n ≥ 0,
b˜0 = b˜, b˜n+1 = b˜nf˜(a˜n)3g˜(a˜n, b˜n)2, n ≥ 0,
siempre que se cumpla (4).
La idea es aplicar una iteracio´n de (2) para aproximar una solucio´n z∗ de la ecuacio´n
(1) a partir de la iteracio´n z0 = xN0 , donde x1, x2 . . . , xN0 son aproximaciones dadas por
el me´todo de Newton empezando en x0 ∈ Ω. Veamos que esto es as´ı. En primer lugar,
como {an} es una sucesio´n estrictamente decreciente a cero, siempre existira´ un N1 ∈ N
tal que aN1 < r. En segundo lugar, como xψ(x) = φ(x) es una funcio´n creciente con
φ(0) = 0 y {an} decrece estrictamente a cero, tambie´n existira´ siempre un N2 ∈ N tal que
aN2ψ(aN2) < 1. Y en tercer y u´ltimo lugar, como ϕ es una funcio´n decreciente y {an} es
una sucesio´n estrictamente decreciente, la sucesio´n {ϕ(an)} es estrictamente creciente y,
como b0 ≥ ϕ(a0) y {bn} decrece estrictamente a cero, podemos garantizar la existencia de
un N3 ∈ N tal que
bN3 < ϕ(a0) = ϕ(a) < ϕ(aN3),
para ϕ(a0) > 0 dado. Podemos tomar as´ı N0 = ma´x{N1, N2, N3}, elegir z0 = xN0 y aplicar
una iteracio´n de (2), empezando en este punto, para garantizar la convergencia de (6).
Notemos que la condicio´n a˜ < r se podr´ıa omitir en el caso en que tengamos la
posibilidad de elegir un me´todo de la familia (2), ya que r podr´ıa ser +∞, como en los
casos en que el desarrollo en serie que aparece en (2) sea finito, situacio´n que se da por
ejemplo en el me´todo de Chebyshev.
Siempre que la sucesio´n (6) este´ bien definida, el estudio de la convergencia se reduce
a ver que esta sucesio´n es de Cauchy. En el siguiente resultado, probamos la convergencia
semilocal de (6) y obtenemos conclusiones acerca de la existencia de soluciones y el dominio
en el que e´stas se localizan.
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En primer lugar, reescribimos (6) de la siguiente forma:
wn =
{
xn, si n < N0,
zn−N0 , si n ≥ N0.
Teorema 2 Sean X e Y dos espacios de Banach y F : Ω ⊆ X → Y un operador dos veces
diferenciable Fre´chet definido en un dominio abierto convexo no vac´ıo Ω. Sea x0 ∈ Ω y
supongamos que se cumplen (C1)–(C4). Si se satisface (3) y B(x0, R1 + R2) ⊆ Ω, la
sucesio´n (6), definida por {wn} y empezando en w0, converge a una solucio´n z∗ de (1).
Adema´s, la solucio´n z∗ y las iteraciones wn pertenecen a B(x0, R1 +R2).
Demostracio´n. Observamos en primer lugar que w0, w1, . . . , wN0 ∈ Ω por ser ite-
raciones del me´todo de Newton y, en consecuencia, ‖wi − x0‖ ≤ R1 < R1 + R2, para
i = 1, 2, . . . , N0. As´ı, wi ∈ B(x0, R1) ⊂ B(x0, R1 +R2) ⊆ Ω, para i = 1, 2, . . . , N0.
Ahora, si elegimos wN0 = z0 = xN0 , las iteraciones wi, para i > N0, esta´n dadas por (2)
y, por tanto, ‖wi−wN0‖ < R2, para i > N0. Luego, ‖wi−x0‖ ≤ ‖wi−wN0‖+‖wN0−x0‖ <
R1 +R2 y wi ∈ B(x0, R1 +R2) ⊆ Ω, para i > N0. Entonces, wn ∈ Ω, para todo n ∈ N, y
{wn} esta´ bien definida.
Finalmente, veamos que {wn} es una sucesio´n de Cauchy en Ω. Para ello, basta con
probarlo para {wn}n≥N0 , que esta´ generada por (2) (ve´ase [7]). Por lo tanto, existe z∗ ∈
B(x0, R2) ⊂ B(x0, R1 +R2) tal que z∗ = l´ımnwn. Para terminar, se sigue inmediatamente
que F (z∗) = 0 (ve´ase [7]). 
Notemos que podemos aplicar (6) siempre que se cumplan las condiciones del teorema 2,
ya que siempre existira´N0. Sin embargo, podemos mejorar el algoritmo si somos capaces de
estimar a priori el valor de N0 para ahorrarnos as´ı la verificacio´n de la condicio´n b˜ < ϕ(a˜)
en cada paso. La estimacio´n del valor de N0 se sigue del siguiente resultado.
Teorema 3 Supongamos que se cumplen las hipo´tesis del teorema anterior y que se sa-
tisface (3), pero no (4), para algu´n x0 ∈ Ω cumpliendo (C1) y (C2). Sea z0 = xN0















, f and g esta´n definidas en (9), ϕ en (5) y [t] denota la parte
entera del nu´emro real t. Entonces, z0 cumple (4).
Demostracio´n. Teniendo en cuenta los razonamientos dados para garantizar que el
algoritmo (6) este´ bien definido, en el sentido de que siempre exista un N0 ∈ N, de forma
que podamos aplicar una iteracio´n de la familia (2) empezando en z0 = xN0 , se tienen que
satisfacer las condiciones dadas en (4).
En primer lugar, como




la sucesio´n {an} es decreciente y f y g son funciones crecientes en (0, 1/2), podemos escribir
aN0 < a (f(a)g(a))
N0 y exigir que a (f(a)g(a))N0 < r para que z0 = xN0 cumpla la primera
condicio´n dada en (4); es decir:
log a+N0 log(f(a)g(a)) < log r o N0 >
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. En segundo lugar,
como la funcio´n ψ es creciente enR+, siguiendo un razonamiento ana´logo al anterior, pode-
mos decir que la segunda condicio´n dada en (4) se reduce a ver que a (f(a)g(a))N0 ψ(a) < 1,
que es lo mismo que N0 >
− log(aψ(a))
log(f(a)g(a)) . Por tanto, se necesita que N0 ≥ N2, donde

















. Finalmente, basta con elegir
N0 = ma´x{N1, N2, N3}. 
Nota Notemos que si la condicio´n a˜ < r de (4) se cumple, como la sucesio´n {an} es
decreciente, an < r, para todo n, no es necesario calcular el valor N1 y el ca´lculo de N0 se
reduce a N0 = ma´x{N2, N3}. Si la que se cumple es la segunda condicio´n a˜ψ(a˜) < 1 de (4),
de nuevo por ser la sucesio´n {an} decreciente, anψ(an) < 1, para todo n, no es necesario
calcular el valor N2 y el ca´lculo de N0 se reduce a N0 = ma´x{N1, N3}. Ana´logamente para
la tercera condicio´n b˜ < ϕ(a˜) de (4) y cualquier combinacio´n de las condiciones que pueda
darse.
3. Unicidad de solucio´n
A continuacio´n estudiamos la unicidad de la solucio´n z∗ de la ecuacio´n (1).
Teorema 4 Supogamos que se cumplen (C1)–(C4). La solucio´n z∗ de la ecuacio´n (1) es




Mβ − (R1 +R2)
)
∩ Ω siempre que R1 +R2 < 2Mβ .





Mβ − (R1 +R2)
)
∩ Ω. Entonces, para ver que z∗ = y∗, de
∫ 1
0
F ′(z∗ + t(y∗ − z∗)) dt (y∗ − z∗) = F (y∗)− F (z∗) = 0,
se sigue que hay que probar que el operador T =
∫ 1
0 F
′(z∗ + t(y∗ − z∗)) dt sea invertible.
Por el lema de Banach, tenemos entonces que demostrar que ‖I − T‖ < 1. En efecto,
‖I − T‖ ≤ ‖Γ0‖
∫ 1
0
‖F ′(z∗ + t(y∗ − z∗))− F ′(x0)‖ dt ≤Mβ
∫ 1
0












y la demostracio´n queda as´ı completada. 
7
J. A. Ezquerro, M. A. Herna´ndez, N. Romero
4. R-orden de convergencia
Las condiciones de convergencia de una iteracio´n dependen de la eleccio´n de la distancia
‖ · ‖, pero, para una distancia dada, la velocidad de convergencia de la sucesio´n {wn}
se caracteriza por la velocidad de convergencia de la sucesio´n de nu´meros no negativos
‖z∗ − wn‖, donde z∗ = l´ımnwn. Una medida importante de la velocidad de convergencia
es el R-orden de convergencia (ve´ase [10]). Es conocido que una sucesio´n {wn} converge
con R-orden al menos τ > 1 si existen constantes C ∈ (0,∞) y γ ∈ (0, 1) tales que
‖z∗ − wn‖ ≤ Cγτn , n = 0, 1, . . . Bajo las condiciones (C1)–(C3) el me´todo de Newton
converge con R-orden al menos dos ([6]), mientras que las iteraciones de (2) lo hacen con
R-orden al menos tres si se satisfacen (C1)–(C4) ([8]). Adema´s, para encontrar estimaciones
a priori para las distancias ‖z∗ − wn‖, n = 1, 2, . . ., se busca una funcio´n δ : N → R+
tal que ‖z∗ − wn‖ ≤ δ(n), n = 1, 2, . . . Basa´ndonos en la te´cnica desarrollada en [6] y [7]
para el me´todo de Newton y para las iteraciones de (2) respectivamente, obtenemos las
siguientes cotas a priori del error para la sucesio´n (6):
















η, n ≥ N0,
con γ1 = f(a)g(a), ∆1 = 1/f(a), γ2 = f˜(a˜)2g˜(a˜, b˜) y ∆2 = 1/f˜(a˜).
Por tanto, la sucesio´n (6) tiene R-orden de convergencia al menos dos hasta la iteracio´n
N0 − 1 y R-orden de convergencia al menos tres desde la iteracio´n N0, puesto que
‖z∗ − wn‖ ≤ C1 γ2n1 , 0 ≤ n < N0, donde C1 =
η
γ1(1− γ1∆1) ,
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