As the demand for mobile connectivity continues to grow, there is a strong need to quantify the performance of Mobile Broadband (MBB) networks. In the last years, mobile speed gained popularity as the most commonly accepted metric to describe performance. However, there is no consensus on how exactly to measure mobile speed. In this paper, we explore the concept of crowdsourced performance measurements in MBB networks. First, we analyse the methodology of a number of representative tools, such as Ookla Speedtest, OpenSignal, RTR-Nettest, Mo-biPerf, and investigate whether these tools essentially measure the same metrics. Second, we introduce MONROE-Nettest, a configurable tool for mobile speed measurements which can be adapted to run different measurement methodologies. Through the analysis of MONROE-Nettest measurements over commercial mobile networks, which we provide as an open dataset, we identify and quantify the key factors affecting the results of mobile speed measurements.
Introduction
The use of mobile networks has exploded over the last few years due to the immense popularity of powerful mobile devices, combined with the availability of high-capacity 3G/4G mobile networks. Mobile data traffic grew 63 % in 2016 and is expected to grow 7-fold by 2020 [1] , summing up to a total of 20 % of all IP traffic. 4G traffic accounted for almost 70 % of all mobile traffic in 2016. Moreover, mobile video traffic now represents more than half of all mobile data traffic. All this reflects the insatiability of mobile data consumers and the rapid increase in demand for faster mobile connectivity.
Ensuring smooth mobile experience for customers is key to business success today and mobile speed is a foolproof marketing resource (i.e., it is straightforward that, when it comes to mobile connectivity, higher speeds are better). As a consequence, multiple entities aim to monitor mobile network performance and to enable end-users to verify whether the service they pay is what their mobile operator is providing. For example, companies such as Ookla have made a successful business out of measuring network performance. Speedtest by Ookla [2] is a prominent tool for Internet performance testing, and comes in the form of a mobile application along with a browser test. Such applications leverage the power of the crowd and tap into the popularity of smartphones, while depending on the willingness of end-users to monitor the status of their connection.
Furthermore, some of these performance monitoring entities provide rankings and reports on global network performance (e.g., Speedtest Awards, OpenSignal Reports), further steering the public opinion in the mobile broadband market. As a response, mobile carriers have been partnering with such entities to control their service performance from the end-user perspective [3] .
As speed builds into a critical selling point in the mobile broadband market, there is also a controversy surrounding the right way to quantify it.
Despite the general consensus that latency, download data rate and upload data rate are significant parameters to quantify mobile speed, there are multiple open questions when it comes to defining the corresponding methodology: What is the optimal measurement design for collecting performance metrics from the crowd? Where should the measurement responder reside in relation to the client while performing end-to-end measurements? Is the average speed experienced by end-users a good representation of network performance, given that most user will run a monitoring app when experiencing poor performance?
Along with marketing decisions, speed measurements further impact traffic management and inform provisioning decisions of Mobile Network Operators (MNOs). Moreover, such measurements inform regulatory policy (e.g., network neutrality investigations, operator benchmarking) and impact end-user behaviour (e.g., customer churn). Therefore, it is important to understand how mobile speed currently is and, more importantly, should be measured.
In this paper, we take a closer look at popular tools and approaches for speed measurements in mobile networks. Our goal is two-fold. First, we aim to shed light on the methodologies behind popular tools that claim to measure mobile speed. Currently, most of the tools measuring speed are proprietary and the measurement methodology is not open (aside from high-level explanations in the tool descriptions). Therefore, it is not obvious whether the methodology has any hidden biases. The lack of peer review can also result in controversy, as in the case of Ookla designating Airtel as India's fastest 4G network in 2016, which was a move questioned by another operator Reliance Jio and subsequently caused a complaint made to the Advertising Standards Council of India (ASCI) [4] . Second, we leverage the knowledge we build on current measurement approaches and investigate the implications of different design choices adopted by different tools. Through extensive controlled measurements, we provide guidelines on how to design a speed measurement tool.
The main contributions of this paper are the following. First, we reverse engineer two popular speed measurement tools (Speedtest [2] and OpenSignal [5]) by analysing the packet traces we collect while using their apps. Together with two open source speed measurement tools RTR-Nettest [6] and MobiPerf [7], we identify different approaches for measuring mobile speed. Second, we design a configurable measurement tool, MONROE-Nettest, to be able to investigate the impact of different parameters on "mobile speed", such as the number of parallel flows, measurement duration, and server location. Finally, we run largescale measurement campaign to investigate the effects of these parameters and provide the results as an open dataset. Our results provide guidelines on how a speed measurement should be run under given scenarios.
Measuring Mobile Speed
There is a lack of consensus in the research community about a general measurement methodology for tracking performance metrics in mobile broadband networks. One of the reasons is that different applications have different requirements from the network. Many metrics are considered, such as latency, availability and reliability. These are concepts that are hard to translate into layman terms, and are used rather vaguely. On the contrary, the concept of mobile speed, which gained popularity in the last years, seems to resonate better with the end-users.
But despite the apparent simplicity of this term, it is not always clear from an academic perspective what exactly needs to be measured. For example, one can measure the sustainable throughput of a wireless access link or the average download speed of an end-to-end connection. When running these measurements, the protocol that the measurement approach relies on is of utmost important since it can critically impact the results. For example, if Transmission Control Protocol (TCP) is chosen as the protocol, due to its slow-start phase, how the speed should be calculated is not obvious: Should the slow-start phase be accounted for or should it be completely removed in order to reflect the achievable data rate? Should one target the application data rate (e.g., including the SSL overhead), or the transport network capacity (i.e., where do we read "total bytes transferred" from when calculating data rate)?
Platforms for Mobile Speed Measurements
There is a large body of related work on tools and platforms for measuring network performance. Traditionally, controlled platforms for measuring broadband performance were the norm [8, 9] . Bauer et. al [10] look at broadband speed measurements and provide a comparison of popular methodologies (ComScore, Ookla Speedtest, Akamai, YouTube Speed, Network Diagnostic Tool (NDT)), while focusing on fixed broadband and browser-based testing.
When analysing mobile network performance, the Measuring Mobile Broadband Networks in Europe (MONROE) platform presents an open controlled framework for conducting large-scale measurements in operational mobile networks [11, 12] . Lately, with the increase in popularity of powerful handset devices, a common approach for mobile connection performance measurements in the wild is to rely on the crowd, where normal end-users voluntarily run a specifically tailored application on their smartphones. However, to the best of our knowledge, ours is the first attempt to provide a comprehensive analysis and comparison of crowd-based approaches for end-user measurements of mobile networks through smartphone applications.
Dissecting Crowdsourced Mobile Speed Tools
Over the past years, multiple stakeholders have been working on their own crowdsourcing solutions for mobile speed measurements. In this paper, we select several tools used by various stakeholders and reverse-engineer 1 the methodology of these tools. More specifically, we target Speedtest (commercial) [2], OpenSignal (commercial) [5], RTR-Nettest (regulator) [6], MobiPerf (academia) [7] and use packet traces from measurements we perform on a smartphone, along with source code and results dataset analysis to understand each approach.
Throughout our analysis of each tool, we focus on four different aspects of the underlying methodology: (i) the protocol used to measure Downlink (DL)/Uplink (UL) speed, (ii) how many flows each tool uses for mobile speed measurement, (iii) where the measurement servers are located and (iv) how each tool calculates the final mobile speed to be reported based on measurement results (raw results or "adjusted", results). In Table 1 , we present a summary of these aspects for the tools we have analyzed.
We observe that while OpenSignal is using Hyper Text Transfer Protocol (HTTP) for mobile speed measurements, the other tools use TCP flows 2 . The number of threads used, however, varies from one tool to another. For example, RTR-Nettest uses up to 3 flows with a nominal duration of 7 seconds while Speedtest uses up to 5 flows with a nominal duration of 10 seconds.
The server location each tool targets also varies significantly. For example, OpenSignal targets servers hosted by a cloud provider (Akamai, Cloudfront, Google Cloud), claiming that this is what users experience considering most mobile data traffic is served by similar solutions. Speedtest has its own network of target servers distributed across multiple internet providers and geographical regions, for which a list is provided [13] . Regulator-based tools such as RTR-Nettest use a single target server since they target a certain country. MobiPerf, on the other hand, uses a dedicated server network, mLab [14] . Finally, we compare the total amount of traffic transferred with the reported results, and we observe that all the tools except RTR-Nettest apply certain post-processing to the speed measurements. In other words, the reported mobile speed is larger than the average mobile speed measured, indicating that these tools partially eliminate the slow start phase of TCP transmission.
First we investigate whether these aspects impact the resulting mobile speed measurements and whether this is visible from the results. For a preliminary comparison among the tools, we execute a small smart phone measurement campaign where we run each tool under the same conditions to eliminate as much variation as possible. Essentially, the measurements are conducted in the same location, with the same device, and in a long-enough time period to observe (and remove) temporal effects. 1 The "reverse-engineering" we performed has its limitations, such as the inability to detect all hard-coded parameters, as well as the exact methodology of smaller tasks (such as server selection), unless they explicitly use network connectivity. 2 MobiPerf also has a HTTP-based implementation, but for benchmarking purposes we use the "TCP Speed Test" option The flow of our measurement experiment is as follows: one "batch" corresponds to the execution of each tool one after the other one, and in randomized order to avoid bias. There is a 30 min pause between two consecutive batches in order to spread the measurements throughout a day, and not use too much data from the mobile subscriptions. The campaign is conducted with a bash script running over Android Debug Bridge (ADB). Tools are started/stopped by touch events, and executed exactly once within one batch. All services are stopped before and after running each tool. We run Speedtest (v3.2.29), OpenSignal (v5.11), RTR-Nettest (v2.2.14) and MobiPerf (3.4.2) on a OnePlus 1 device with Android 7.1.1 LineageOS, in a stationary position in Oslo, Norway in two different operator networks. Figure 1 shows the Empirical Cumulative Distribution Function (ECDF) of performance values reported by the different tools. We have measured DL and UL data rate and latency for two operators in 4G in Norway. Due to space considerations, we present the results for one of the operators but the main observations are consistent among both. We see large differences in reported DL and UL data rates as well as large differences within runs of the same tool (e.g., up to 20 Mbit/s difference in reported DL data rate between Speedtest -Nettest, 30 Mbit/s difference in reported UL data rate between Speedtest -MobiPerf, and 43 ms difference in reported latency between Speedtest -Nettest, as well as large differences within runs of the same tool such as 80 Mbit/s for Speedtest ).
Apart from the indications of loss of connectivity or software problems (e.g., reported value of 0, no result available for DL in MobiPerf), we conclude that the differences in methodology as presented in Table 1 shape the outcome of the measurements. We move on to design a tool in order to investigate the effects of the following in more detail: number of parallel flows, measurement duration, server location. 
Experimental Design
In this section, we first introduce the platform we use to run large scale controlled measurements. We then describe the configurable mobile speed tool we designed and describe our measurement campaigns.
Measurement Platform
The MONROE platform [11] is the first open access platform for independent, multihomed, and large-scale experimentation on commercial mobile carriers. It consists of programmable nodes spread across several European countries, each one multi-homed up to three mobile broadband operators using commercialgrade mobile subscriptions. MONROE allows authenticated external users to access the platform and deploy their own experiments. The nodes upload experimental results -along with metadata such as node location, carrier and other low-level aspects of the radio link -to a central server for public release.
In this study, we leverage access to a subset of MONROE nodes which we instrument for exploring measurement methodologies associated with different mobile performance monitoring tools. Namely, we use 20 stationary MONROE nodes in Norway and Sweden and test six different operators over the two countries. We focus our measurement campaigns with MONROE nodes in the Nordic countries, where the data quotas are relatively higher. We are constrained to this by the high data volume requirements that running mobile speed measurements under multiple configurations entails.
MONROE-Nettest Design
In order to explore the impact of different methodology design considerations on connectivity performance measurements, we design MONROE-Nettest, a MONROE-compatible configurable "speed test" implementation to mimic existing tools. The tool builds on RTR-Nettest, which we chose as the codebase for the implementation of our software. The original client code was implemented in Java to be used on the Android platform, but using a more low-level language such as C allows direct access to socket functions provided by the C standard library. It also allows for more control over buffering of input and output data and avoids garbage collections runs, which could influence accurate timestamping. Providing the measurement tool as a client written in C also allows cross-platform compatibility. The tool is open source [15, 16] .
Configurable parameters in MONROE-Nettest include the number of flows for DL and UL, measurement durations for DL, UL and the pre-tests, and the selection of the measurement server. Figure 2 shows the Message Sequence Charts (MSCs) charts for the different stages. In the pre-test DL phase, for each flow, the client requests data in the form of chunks that double in size for each iteration. In the ping phase, the client sends n small TCP packets (ASCII PING), to which the server replies with an ASCII PONG. The number of pings are configurable. In the DL phase, for each flow, the client continuously requests and the server continuously sends data streams consisting of fixed-size packets (chunks). Pre-test UL phase is similar to the pre-test DL, except that the client sends chunks that double in size for each iteration. In the UL phase, for each flow, the client continuously sends data and the server continuously receives. For each chunk received, the server sends a timestamp indicating when it received the chunk. MSCs for the different phases are given in Figure 2 . In contrast to the original implementation MONROE-Nettest additionally collects high resolution time series and more detailed timing information. Table 2 lists the measurement campaigns we carry out for further analysis in this study. We use the MONROE nodes in Norway and Sweden as clients and run measurements against servers in Norway, Sweden, and Germany. We measure a total of 6 different commercial networks all in 4G. We run more than 2.000 repetitions (or batches) where each campaign comprises measurements with different sets of configuration parameters (e.g., with different number of flows, against different measurement servers) all for 15 s duration. Campaign 1 provides an in-depth analysis of the number of flows, whereas campaign 2 focuses on a smaller number of number of flows while extending the number of vantage points 3 . 
Measurement Campaigns

Measurement Results and Evaluation
In this section, we present the measurement results and provide guidelines on how mobile speed should be measured.
Number of Flows and Measurement Duration
First, we investigate the effect of number of flows and measurement duration on the reported mobile speed. We focus on measurement campaign 1 where we have 6 different number of flows and we evaluate the impact of the number of flows on the mobile speed. For the evaluation, we quantify the similarity of time series using Minkowski distance [17] . Table 3 presents the percentage of the median data rate at 15 s (assumed to be the saturation data rate) that the curves capture at 2 s, 4 s, 6 s, 8 s, and 10 s, as well as the distance of each curve to the one indicating 9 flows (referred to as the final curve). To further validate our results, we run a large scale campaign. Figure 3 shows reported median DL data rate vs. measurement duration for different number of flows, from measurement campaign 2. We see a general trend of increasing reported data rate with increased number of flows (a). The trend is also persistent in the smaller scale, when we only consider nodes from a single operator against a measurement server in the same country (b-c). We see that for the aggregate case, 7 flows are adequate to capture more than 99 % of the saturation data rate for ≥ 8 s measurement duration (see. Considering the balance of data consumption and accuracy, we suggest 7 flows with 8 s duration which provides ≥ 90 % of the saturation data rate (see. Figure 3 (c) for the border case).
We further observe daily patterns for most operators, indicating that this spread might not be constant throughout a day. Figure 4 (a) shows the scatter plot of data rate vs. relative time for op4, from campaign 1, for the first 50 hours of the campaign. There is a clear 24 h trend for all number of flows. Takeaways: We observe that a mobile speed measurement tool with 7 TCP flows and a measurement duration of ≥ 8 s, is adequate to capture the achievable mobile speed of today's mobile networks. We confirm this with our analysis that spans multiple operators and multiple environmental conditions. However, there will be a need for a higher number of TCP flows or longer test duration when newer technologies that can support higher data rates emerge.
Server Location
Next, we investigate the effect of server location. For this, we compare measurements against servers in different countries. First, we see a general trend of decreasing data rate with increased (geographical) distance from the server. Clients in Norway record the highest data rates against the measurement server in Norway, followed by Sweden and then Germany (preserving the order of the number of flows established before).
Second, we see that the difference in the reported data rates scale directly proportional to the difference in distance. Table 4 presents the Euclidean distance between time series of reported median DL data rate measured by clients in Norway using a Norwegian Subscriber Identity Module (SIM) (op4) against servers in different countries (Germany vs. Sweden, and Norway vs. Sweden), for different number of flows (3, 5, 7, 9) , normalised according to the median value from the Sweden curve. Germany being farther from Sweden than Norway, this is represented in the magnitude of differences for all number of flows. Finally, we investigate whether hosting a measurement server in own network provides any competitive advantage to the operators. Figure 5 presents the reported results from a smartphone campaign with the Speedtest app in Telenor 4G where 5 different servers in Oslo, Norway (same as client location) are used. One of these servers is hosted by Telenor. We observe that there is not significant difference favouring Telenor when the server hosted in the Telenor network is used for measurements.
Takeaways: We demonstrate that server location has a significant effect on measurement results. Hence, it is a good practice to use a server as close to the vantage point as possible, in order to capture the achievable mobile speed. Since Internet Exchange Points (IXPs) are generally well connected to all operators, this is where the measurement server can be located. In our small campaign, we have not observed any bias in favour of operators hosting a measurement server, but we believe that if the measurement server is not hosted in a network location which is well connected to all operators, this might introduce bias to the results. 
Conclusion
As mobile speed builds into a critical selling point in the mobile broadband market, we observed increased interest from the community towards understanding and leveraging this metric. There is currently a surge in the number of entities that have made it their business to implement measurement methodologies and offer tools to normal end-users looking to understand the performance of their mobile connection. These approaches produce large datasets and inject knowledge into the community regarding the performance of services operators. In this study, we dissect the underlying methodologies implemented by popular speed measurement tools and tackle the corresponding controversy surrounding the right way to measure this metric. We design a configurable mobile speed tool, MONROE-Nettest, able to mimic different measurement methodologies. We then carry out a large scale measurement campaign over commercial mobile networks to understand how different parameters impact the results. Our measurements show that a mobile speed measurement with 7 TCP flows and a measurement duration of geq 8 s, is adequate to capture the achievable speed of today's 4G mobile networks. We also quantify the impact of server location on the measurement results.
There are many different directions for future research. First, we plan to further investigate the question of how to process raw results in order to reach more meaningful measures. For this, we will study the time series of the mobile speed measurements to provide guidelines on how to reliably provide the achievable mobile speed by better handling the TCP slow start. Furthermore, the mobile speed measurements consume high data and especially with 4G networks, the users use these apps with caution due to their limited data quotas on their mobile subscriptions. Using our measurements, we plan to develop algorithms that can reduce the data volume consumption while still providing an accurate mobile speed estimate. As an improvement to MONROE-Nettest, we will incorporate HTTP implementation to investigate the impact of deploying servers in Content Delivery Networks (CDNs).
