Abstract. M. S. Hantush established relationships between the dynamics of groundwater mounding beneath recharge zones and two integral functions, M and S. Exact algebraic expressions for these functions are developed in terms of a formal power series expansion. This expansion may be reordered to provide two independent analytical partial summations involving elementary functions. The convergence characteristics of these two formulae are discussed and compared with numerical quadratures of M and, hence, S. The algebraic expressions are used to generate identities for related integrals. Compact algebraic approximations to M and S can be deduced from the series expansions with essentially arbitrary accuracy, while retaining valuable functional information. For example, a simple two-term truncated sum yields a reasonable approximation to M over a useful range of arguments. The results are amenable for use in further theoretical studies of groundwater percolation and mounding where numerical quadratures may be undesirable.
Introduction
Water table dynamics in unconfined aquifers subject to infiltration (from surface water bodies or recharge) or abstraction (from pumping wells) are of continuing interest in the literature [e.g., Finnemore, 1993; Wilson, 1993; Rai and Singh, 1995] and for water resource managers. A large variety of analytic and semianalytic results have been developed for various cases, including mounding underneath circular recharge basins [Rai and Singh, 1995; Warner et al., 1989] , pumping near streams with semipervious beds [Hantush, 1965] , pumping near right angle stream bends [Hantush, 1967a] , groundwater mounding under spreading basins [Hantush, 1967b] , and pumping near streams in the presence of ambient groundwater flow [Newsom and Wilson, 1988 ].
Hantush's solutions involve the quantity S*, given by [Hantush, 1967b] :
which may be integrated by parts to yield: S*͑␣, ␤͒ ϭ erf ͑␣͒ erf ͑␤͒ ϩ ͑4/͒␣␤W͑␣ 2 ϩ ␤ 2 ͒ ϩ ͑2/ ͱ͓͒␣e Ϫ␣ 2 erf ͑␤͒ ϩ ␤e
where erf ( x) is the error or probability function [Abramowitz and Stegun, 1965, formula 7.1.1] . Henceforth, formulae in this reference will be quoted directly, for example, AS: 7.1.1. W( x) ϭ ϪEi(Ϫx) is the usual well function written in terms of the exponential integral function (AS: 5.1.2), and M* is given by
In (1) and (3), the dimensionless arguments ␣ and ␤ are restricted to nonnegative values, although parity (sign reversal) relationships hold where this restriction is violated [Hantush, 1967a, b] . Physically, ␣ and ␤ are related to characteristic propagation rates of percolation disturbances in the target unconfined aquifers. Hantush provided numerical tables for M* [Hantush, 1961 [Hantush, , 1964 [Hantush, , 1967a and S* [Hantush, 1967b] , and gave several approximations and limiting results for various regions of the (␣, ␤) parameter space.
Since that time the mounding functions M* and S* and the component error and exponential integral functions, have been studied repeatedly and to high numerical accuracy by several workers in various hydrological contexts [Schmidtke et al., 1982; Allen, 1986; Kinzelbach, 1986] . The advent of advanced mathematical tools, for example, the computer package Mathematica [Wolfram, 1992] and others like it, has made such numerical evaluations easy. However, theoretical studies of percolation may be hampered by using numerical quadratures to evaluate the mounding integrals, as valuable functional relationships involving the arguments ␣ and ␤ can be obscured in the numerics. For this reason it is preferable to pursue analytical solution of these important integrals. Yet, despite the apparent algebraic simplicity of their respective integrands, analytical expressions for M* and S* are still lacking. Availability of such expressions may facilitate the algebraic formulation and analysis of inverse techniques in mounding problems and adjoint-related approaches where functional derivatives of M* and S* and their arguments may be important. In this paper, algebraic expressions are developed and assessed for the M* and S* functions using standard techniques. The convergence properties of these expressions are explored, and integral identities for related functions are noted.
Formal Power Series Expansion
Since S* is related to M* by (2), attention is confined to integrating M*. For convenience the asterisks on the functions M and S are now dropped. With the simple substitution x ϭ y 2 /␣ 2 , (3) becomes
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Equation (4) corresponds to a standard result and may be integrated immediately [Erdelyi, 1954, p. 139, equation 24; Gradshteyn and Ryzhik, 1965, equation 
from which it is simple to prove that B( 1 2 , 1) ϭ 2. ⌽ 1 is a degenerate hypergeometric function [Erdelyi, 1954, p. 384] (compare with a typographical error in GR: 9.261):
taking the form of a bivariate power series, in u and , with coefficients given by a ratio of Pochhammer symbols ( z) n ϭ ⌫( z ϩ n)/⌫( z) (AS: 6.1.22). Thus (5) represents a formally exact power series solution to M. Note that with computer algebra, it is quite simple to generate the form of (5) from (4) from first principles by expanding the exponential in the numerator and the binomial in the denominator into Maclaurin series, multiplying through, gathering terms, and integrating with respect to x. The explicit forms of the power series coefficients in (7) are then easily established by induction. However, it is more instructive to note the presence of the special function ⌽ 1 via the above standard identity. Unfortunately, for practical purposes, the convergence properties of ⌽ 1 in (5) are less than ideal, especially where ␣ or ␤ are significantly greater than 1. In the interest of efficient numerical evaluation it is important to improve the convergence properties of the infinite sums in (5). This is attempted in the next section.
Direct Summation Methods
Substituting the definitions of the Pochhammer symbols into the power series component of (5), according to (7), and canceling like factors yields the compact double summation:
We proceed by noting that either of the m or n summations may be performed exactly, but performing both together, though greatly preferable, is more difficult and has not yet been completed.
The n Summation
Equation (8) is rewritten as
The latter rapidly convergent summation over n can be performed by noting that (AS: 6.5.29)
where ⌫(k, a, b) is the incomplete gamma function (AS: 6.5.3). Use of this summation identity then yields
Thus the summation over the n index has been performed exactly, leaving a single infinite summation over the remaining m index. Combining (5), (6), and (11) yields the following formally exact expression for M:
Equation (12) may be cast in a different form by making use of the identity (AS: 6.5.3)
The function ␥(k, b) is related to the quantity A k (b) noted by Rosen [1931] in a somewhat different context. Equation (12) then becomes
The ␥(m ϩ 1 2 , x) functions in (14) obey recurrence relations (AS: 6.5.16, 6.5.22) which admit the following solution:
Equation (15) can be substituted into (14) to yield
Equation (16) is a difference of two power series expansions over the variable 1/␤. The form of (16) indicates problematic evaluation, since each sum contains the (2m Ϫ 1)!! factor in the numerator. This term dominates both sums for large m, and hence (16) tends to the difference of large and nearly equal quantities, which may lead to loss of precision in computational evaluation (see section 4).
The m Summation
An alternative to summing over n is to sum over m, that is, performing the second summation in
Although the sum over m is slowly convergent, it can be performed exactly. The relevant summation identity is
where is the Lerch transcendent [Erdelyi, 1953, equation 1.11; also Jolley, 1961, equation 370 ]. Equation (17) then becomes
The class of Lerch transcendents that appear in (19) can be represented in terms of elementary functions. Using computer algebra, the following identity can be established for a nonnegative integer p by induction:
Substituting (20) into (19) yields
where the contribution of the first term in (20) has been summed explicitly using the power series representation of the exponential function. The remainder of (21) is an infinite series for which each term involves a finite summation. Combining (5), (6), and (21) yields the following representation for M:
The convergence properties of (22) are expected to be reasonable since the terms in the summation over n are modulated by a dominant factorial term in the denominator, although large values of ␣ or ␤ may mitigate against rapid convergence.
Convergence Characteristics
Although the previous section provides formally exact analytical expressions for M, the simple and precise evaluation of M does not necessarily follow. Numerical evaluation of mathematical expressions via computer is often complicated by word length problems, where the finite number of bits used to represent a real number leads to truncation errors in the least significant digits. These errors can compound through subtractive cancelation, when algebraic expressions are arranged to involve subtraction of nearly equal numbers, resulting in sudden loss of precision. In this section the convergence characteristics of the derived expressions are explored. For comparison, Hantush's tabulated values, and values determined by numerical quadrature of (3), are quoted as well.
As a starting point, the convergence properties of (12), (16), and (22) are considered for the case M(1, 1). Table 1 lists partial summations corresponding to progressively increasing upper summation limits (denoted L) for these expressions. Accurate numerical integrations are also provided for reference. The computer package Mathematica [Wolfram, 1992] was used for algebraic evaluations (Tables 1-3) , and numerical quadratures were performed in Fortran-77 by a standard Gaussian method. Table 1 shows that the convergence properties of the three expressions considered vary widely. Equation (22) displays the most rapid convergence to the numerical result, with nine digits stable and correct by the fifteenth term in the infinite summation. Interestingly, the results for (12) and (16), which are formally equivalent to each other term by term, do not agree with each other. Equation (12) is evaluated using Mathematica's ⌫(k, a, b) , which automatically incorporates logic to optimize precision for large k values. Hence each term of (12) should be numerically stable and accurate, even though the overall sum may be slowly convergent (Table 1) . On the other hand, (16) uses an expansion of ⌫(k, a, b) which is cast as a difference of two numerically similar quantities, leading to subtractive cancelations. This is manifested in the drastic loss of precision for higher order terms in (16).
For ␣ 1 or ␤ 1, the convergence properties of the various representations of M(␣, ␤) will change. Table 2 shows the convergence of the three expressions for M (2, 3 2 ). Again, (22) exhibits the most rapid convergence to the numerical results, with eight significant digits correct after the 25th term of the series for M (2, 3 2 ). Equations (12) and (16) perform similarly to each other, but diverge rapidly from the numerical result. This indicates extreme sensitivity of these expressions to cases where ␣ 2 ␤ Ͼ 1. Table 3 shows results for M(4/5, 7/10), that is, where ␣ 2 ␤ ϭ 56/125 Ͻ 1. Table 3 shows that (22) yields the most rapidly convergent series for M(4/5, 7/10). Equation (12) is also convergent, but at a slower rate, while (16) loses precision for L Ͼ 15.
Timing benchmarks were calculated for evaluations of M via [Hantush, 1967a] and 0.144927687 (this work).
(22) and via Gaussian quadrature (with and without precalculated Legendre roots) in order to gauge the relative speeds of the quadrature and series methods. The benchmarks indicate that when ␣ 2 ␤ Յ 1 the series method is faster than the simple Gaussian quadrature technique and is comparable with Gaussian quadratures using precalculated Legendre roots. However, for larger arguments, quadrature methods evaluate M to high accuracy faster than does (22) . A more detailed analysis shows that where ␣, ␤ Ͼ Ͼ 1 the series expansion fails numerically, with word length problems dominating. Overall, evaluation times are of the order of milliseconds or less for modern desktop computers. Finally, it is noted that the simple monotonic nature of M(␣, ␤) does not require the use of Gaussian quadratures to yield accurate results; simpler trapezoidal techniques will usually suffice.
The results of Tables 1-3 may be summarized as follows. Equation (22) appears to provide a relatively robust analytical representation for M(␣, ␤) as long as the magnitudes of ␣ or ␤ are not much greater than unity. Where the magnitudes are less than 1, (22) is rapidly convergent, with good accuracy being obtained from the first 5-10 terms. Equations (12) and (16), while formally equal to each other, display different precision properties. This is most likely due to Mathematica's internal evaluation algorithms, which employ accurate asymptotic forms for ⌫ (k, a, b) , rather than to any subtle functional characteristics. Equation (16) may be more amenable to simple numerical coding than (12) and is most useful for the domain ␣ 2 ␤ Ͻ 1.
As an example of the utility of the series expansion in (22), it can easily be verified that the two-term expansion
is accurate to within 5% for ␣ Յ . A corresponding compact approximation to S follows immediately from (2). However, where accurate numerical evaluation alone is paramount, quadratures are still attractive in all regions of the parameter space.
Identities for Related Integrals
In presenting the analytical expressions for M in section 3, it is useful to note that these expressions apply to a larger set of integrals related to M by simple variable substitutions. It is straightforward to derive the identities listed in Table 4 .
Conclusions
The M and S functions introduced by Hantush to describe the deformation of the water table in recharge and pumping scenarios have been integrated analytically in terms of a generalized bivariate power series. This series was summed partially to give two independent univariate series representations for M, and hence S. The convergence properties of the two representations differ. In general, the exact summation of the slowly convergent component, involving the Lerch transcendent, leads to a remnant power series that is rapidly convergent. The exact summation of the rapidly convergent component, involving the incomplete gamma function, leads to a remnant power series that is convergent for ␣ 2 ␤ Յ 1 but encounters precision problems elsewhere. [Hantush, 1967a] and 0.0832546935 (this work). [Hantush, 1967a] and 0.188772864 (this work). Substitutions for use with (3) are given for each identity. The last identity was established by applying the first integral substitution, reversing the order of integrations, and then applying the second substitution.
These series expressions both have relatively simple algebraic forms that are amenable to further analytical studies. The recommended expansions for M and S involve standard functions (arctan, erf, Ei) that are widely implemented in modern software packages. Furthermore, the series expressions may be truncated to yield approximations to M and S of desired accuracy, regardless of the functional forms and relationships between the ␣ and ␤ parameters, as is demonstrated in (23). Such truncated sums may provide useful algebraic substitutions for adjoint or inverse theories of groundwater percolation where parametric information is important. The integral form of M has also been used to generate analytical expressions for related integrals.
