Abstract. This paper proposes a tool to support reasoning about (partial) correctness of constraint logic programs. The tool infers a speci cation that approximates the semantics of a given program. The semantics of interest is an operational \call-success" semantics. The main intended application is program debugging. We consider a restricted class of speci cations, which are regular types of constrained atoms. Our type inference approach is based on bottom-up abstract interpretation, which is used to approximate the declarative semantics (c-semantics). By using \magic transformations" we can describe the call-success semantics of a program by the declarative semantics of another program. We are focused on CLP over nite domains. Our prototype program analyzer works for the programming language CHIP.
Introduction and motivation
In this paper we are interested in supporting reasoning about program correctness in the context of CLP (constraint logic programming). Speaking informally, a program is correct if it behaves as expected by the user. But user expectations are seldom well documented. This paper describes an analyzer that for a given CLP program produces a characterization of the form of calls and successes in any execution of the program starting from a given class of goals. The user may inspect the description produced to see whether it conforms to her expectations. We deal with partial correctness, the given program is partially correct w.r.t. the obtained description.
The starting point are well-known veri cation conditions for partial correctness of logic programs wrt to a speci cation, which gives a set of procedure calls and a set of procedure successes. (Such veri cation conditions were proposed in DM88,Dra88]; a useful special case was given in BC89,AM94]). We generalize the veri cation conditions for the case of CLP.
Generally the conditions are undecidable. But they become decidable for a restricted class of speci cations. For the case of LP (logic programming) it was shown Boy96] that it is su cient to consider speci cations describing regular tree sets. In the literature this kind of speci cations is often called regular types YS91, DZ92] . While successes and calls in LP are atoms, their counterpart in CLP are constrained atoms. Therefore this paper adapts regular types for CLP so that one can describe sets of constrained terms and atoms. This includes adaptation of certain operations on regular types.
To compute semantic approximations of programs, we need static analysis techniques. We show that the veri cation conditions for a CLP program P constitute another CLP program Q whose declarative semantics describes the calls and successes. (Such approach is often called \magic transformation"). For this purpose we introduce a generalization for CLP of c-semantics Cla79, FLMP89] ; this results in more precise descriptions than using the standard D-model semantics. We adapt then the technique of Gallagher and de Waal GdW92,GdW94] of bottom-up abstract interpretation to synthesize an approximation of the csemantics of Q; it also is an approximation of the call-success semantics of P. As a side e ect we obtain a tool to approximate the declarative semantics of CLP programs.
We are particularly interested in CLP over nite domains (CLP(FD)) Hen89], especially the language CHIP Cos96]. We have implemented a prototype type analysis system for CHIP. It is a major modi cation of the system described in GdW92, GdW94] . A preliminary version of our work was presented in DP98b].
The use of types, as in our work, to approximate the semantics of programs in an untyped language is usually called descriptive typing. Another approach is prescriptive typing. In that approach the type information, provided by the programmer, in uences the semantics of a program. In particular, variables are typed and may only be bound to the values from the respective types. Usually the programmer is required to provide types for function symbols and/or for predicates. Prescriptive typing is a basis of a few programming languages (e.g.
TypedProlog LR91], G odel HL94], Mercury SHC96]).
Experience with languages like G odel shows that their mechanism of types is able to nd numerous errors at compile time. This is an immense advantage in comparison to nding them during testing and run-time debugging. Our work adds a similar potential of static checking to any typeless CLP language (by comparing the types obtained from the analysis with the intended ones).
The paper is organized as follows. The next section summarizes basic concepts of CLP and presents the declarative and the operational semantics. Then we propose a system of regular types for CLP. Section 4 describes the type inference method used in this work. Then we present an example of type analysis for CHIP.
Semantics of CLP
In this work we employ two semantics of CLP. We need a semantics providing information about the form of procedure calls and successes during the execution of CLP programs; this is the role of a call-success semantics. The analysis method employs magic transformation, so we also need a declarative semantics. Both semantics are introduced below in this section.
Most of implementations of CLP use syntactic uni cation 1 . In this paper we are interested in CLP with syntactic uni cation, we believe however that our work can be adapted to the \standard" CLP.
Basic concepts
We consider a xed constraint domain. It is given by xing a signature and a structure D over this signature. Predicate symbols of the signature are divided into constraint predicates and (non-constraint) predicates. The former have a xed interpretation in D, the interpretation of the latter is de ned by programs.
Similarly, the function symbols are divided into interpreted function symbols and constructors. All the function symbols have a xed interpretation. It is assumed that the interpretations of constructors are bijections with disjoint co-domains. . That is why we will often call them D-terms.
An atomic constraint is an atomic formula with a constraint predicate symbol. Throughout this paper by a constraint we will mean an atomic constraint or c 1^c2 or c 1 _ c 2 or 9xc 1 , where c 1 and c 2 are constraints and x is a variable.
A CLP clause is of the form: h c; b 1 ; : : :; b n where h; b 1 ; : : :; b n are atoms (i.e. atomic formulae built up from non-constraint predicate symbols) and c is a conjunction of atomic constraints. A CLP program is a nite set of CLP clauses.
Declarative semantics
The standard least D-model semantics is insu cient for our purposes. We are interested in the actual form of computed answers 3 . Two programs with the same least D-model semantics may have di erent sets of computed answers. For instance take the following two CLP(FD) programs P 1 = f p(1):; p(2): g P 2 = f p(x) x 2 f1; 2g: g and a goal p(x). Constraint x2f1; 2g is an answer for P 2 but not for P 1 . In order to describe such di erences, we generalize the c-semantics Cla79,FLMP89]. For logic programs, this semantics is given by the set of (possibly non ground) atomic logical consequences of a program. The c-semantics for CLP will be expressed by means of constrained atoms. Notice also that if c is not satis able then c ]E does not have any instance (it is not an instance of itself).
We will often not distinguish E from true ]E and from c ]E where D j = 8c. 
Call-success semantics
We are interested in the actual form of procedure calls and successes that occur during the execution of a program. We assume the Prolog selection rule. Such semantics will be called the call-success semantics.
Without loss of generality we can restrict ourselves to atomic initial goals. Given a program and a class of initial goals, we want to provide two sets of constrained atoms corresponding to the calls and to the successes. For technical reasons it is convenient to have just one set. So for each predicate symbol p we introduce two new symbols p and p ; we will call them annotated predicate symbols. They will be used to represent, respectively, call and success instances of atoms whose predicate symbol is p. For an atom A = p(t), we will denote p(t) and p (t) by A and A respectively. We will use analogous notation for constrained atoms.
The call-success semantics is de ned in terms of the computations of the program. For a given operational semantics, which speci es what the computations of a program are, one de nes what are the procedure calls and the procedure successes of these computations. For logic programs and LD-resolution this is done for instance in DM88]. It is rather obvious how to generalize it to CLP, we omit the details.
De nition 5. Let P be a CLP program and G a set of constrained atoms. Their call-success semantics CS(P; G) is a set of constrained atoms (with annotated predicate symbols) such that 1. c ] p(t) 2 CS(P; G) i there exists an LD-derivation for P with the initial goal in G and in which c ]p(t) is a procedure call; 2. c ]p (t) 2 CS(P; G) i there exists an LD-derivation for P with the initial goal in G and in which c ]p(t) is a procedure success.
We will characterize the call-success semantics of a program P as the declarative semantics of some other program P CS . In logic programming this approach is often called \magic transformation". Program P CS can also be viewed as the veri cation conditions of the proof method of BC89] or an instance of the veri cation conditions of the proof method of DM88].
Proposition 6. Let P be a CLP program and G a set of constrained atoms. PROOF (outline) One shows that all the procedure calls and successes occurring in (a pre x of) an SLD-derivation of length j are in (T C P CS ) j (G). Conversely, for any member of (T C P CS ) j (G) the corresponding call/success occurs in a derivation. Both proofs are by induction on j. u t Assume that the set of initial constrained goals is characterized by a CLP program P 0 : G = f A j A 2 M(P 0 ) g. Assume that no predicate p occurs in P 0 .
From the last proposition it follows that the declarative semantics of P CS P 0 describes the call-success semantics of P:
cl(CS(P; G)) = M(P CS P 0 ) \ A where A is the set of all constrained atoms with annotated predicate symbols. (The role of the intersection with A is to remove auxiliary predicates that may originate from P 0 ).
Types
We are interested in computing approximations of the call-success semantics of programs. A program's semantics is an instance closed set of constrained atoms, an approximation is its superset. The approximations are to be manipulated by an analysis algorithm and communicated to the user.
We need a suitable class of approximations and a language to specify them. We extend for that purpose the formalismof regular unary logic programs YS91] used in LP to describe regular sets of terms/atoms. 4 We call such sets regular (constraint) types. So we use (a restricted class of) CLP programs and their declarative c-semantics to describe approximations of the call-success semantics of CLP programs.
Regular unary programs
Our approach to de ning types is a generalization of canonical regular unary logic (RUL) programs YS91]. We begin this section with presenting RUL programs. Then we introduce our generalization, called RULC programs. We conclude with several examples.
To de ne types we will use a restricted kind of programs, with unary predicates only. In such a program R a predicate symbol t is considered to be a name We will write F x 1 ; : : :; x n ] to stress that F is a formula such that Vars(F ) fx 1 ; : : :; x n g. F u 1 ; : : :; u n ] will denote F with each x i replaced by the term u i . 4 The formalism is equivalent to deterministic root-to-frontier tree automata GS97], to (deterministic) regular term grammars (see e.g. DZ92] and references therein) and to type graphs of JB92,HCC95].
De 
(where c x] is a regular constraint) such that no two clause heads have a common instance.
Example 10. The type t described by the RUL program f t(2):; t(3):; t(4): g is the set f2; 3; 4g of ground terms.
Consider CLP(FD) Hen89]. To describe type t extended by a domain variable, with f2; 3; 4g as its domain, we use a regular constraint x2f2; 3; 4g in a RULC program R 0 = f t 0 (x) x2f2; 3; 4g g. Example 12. The type of all ground terms (over the given signature) is de ned by predicate ground and a (RUL) program containing the clause ground(f(x 1 ; : : :; x n )) ground(x 1 ); : : :; ground(x n ) for each function symbol f of arity n 0.
The type of all constrained terms is de ned by predicate any and program f any(x) true g.
Operations on types
In type analysis some basic operations on types are employed. One has to perform a check for type emptiness and inclusion. One has to compute the intersection and (an approximation of) the union of two types we construct clauses (t 1 u t 2 )(f(x 1 ; : : :; x n )) (r 1 u s 1 )(x 1 ); : : :; (r n u s n )(x n ): s 1 (x 1 ) 9 ?fx1g c f(x 1 ; : : :; x n )]:
s n (x n ) 9 ?fxng c f(x 1 ; : : :; x n )]: Here r u s is a new type, it is the intersection of types r; s. s 1 ; : : :; s n are new types. Notice that 9 ?fxig c f(x 1 ; : : :; x n )] is a regular constraint.
Regular programs as an abstract domain
In this section we present how RULC programs are used to approximate the semantics of CLP programs. We also show that it is a rather unusual case of abstract interpretation, as most of the commonly required conditions CC92] are not satis ed.
In our approach, the concrete domain C is that of the semantics of programs. So C is the set of sets of constrained atoms over the given language. (We do not 5 The union of two types de ned by RULC programs may be not de nable by RULC programs.
need to make the domain more sophisticated by removing from C those elements that are not the meaning of any program). (C; ) is a complete lattice.
We want to approximate sets of constrained atoms by RULC programs. Following GdW92,GdW94] we introduce a distinguished (unary) predicate symbol approx. The type corresponding to approx in a RULC program R is understood as the set of constrained atoms speci ed by R. Notice that the arguments of approx are treated both as atoms and as terms, we use here the ambivalent syntax AB96]. So R approximates a set I of constrained atoms i I approx]] R . We will call such a program R a regular approximation of I.
Example 13. Let The ordering of the concrete domain induces the relation on A:
is a pre-order but not a partial order. This is a case of abstract interpretation, in which an abstraction function does not exist. The reason is, roughly speaking, that there may exist an in nite decreasing sequence of regular approximations (of some I 2 C) which does not have a g.l.b. in A 6 DP98a]. We want also to mention that the abstract immediate consequence function T A P , de ned later on and used in type inference, may be not monotonic. So its least xpoint may not exist. The properties outlined above hold already for the approach of GdW92, GdW94] ; this contradicts some claims of GdW92, GdW94] . 6 This property also holds when the pre-order (A; ) is replaced by the induced partial order on the set A= . Also, using another natural pre-order on C (R v R 0 i M(R) M(R 0 )) does not improve the properties discussed in this section.
Types for CLP(FD)
The concept of nite domains was introduced to logic programming by Hen89]. We will basically follow this framework, including the terminology. So within this section \domain" stands for a nite domain in the sense of Hen89]. We assume that a domain is a nite set of natural numbers (including 0). This is the case in most of CLP(FD) languages. To any domain S there corresponds a domain constraint x 2 S, with the expected meaning. Usually a variable involved in such a constraint is called a domain variable.
In our type analysis for CHIP we use some types that correspond to restrictions on the form of arguments of nite domain constraint predicates. We need the type of natural numbers, the type of integers, the type of nite domains (the l.u.b. of the types of the form cl(x2S ]x)), the type of arithmetical expressions and its subset of so called linear terms.
De ning the rst three of them by a RULC program would require an in nite set of clauses. So we extend RULC programs by three \built-in" types 7 . We introduce unary predicate symbols nat, neg and anyfd, which cannot occur in the left hand side of a RULC clause. We assume that (independently from a RULC program) nat]] is the set of all non-negative integer constants, neg]] is the set of all negative integer constants and anyfd]] is cl(f x2S ]x j S N; S is nite g). 8 We allow clauses of the form t(x) builtin(x) to occur in RULC programs (where builtin is one of the three symbols). By an instance of the head of such clause we mean any element of builtin]].
The type int of integers and the type of arithmetical expressions are de ned by means of these special types by a RULC program. The type of linear terms cannot be de ned by a RULC program. (For instance, for domain variables x; y and a natural number n, it contains x n and n y but not x y). So we use a RULC description of a superset of it.
Type inference
The core of our method is computing a regular approximation of the c-semantics of a program. It is described in DP98a], here we present an outline. Our approach is based on GdW92,GdW94], it can be seen as a bottom-up abstract interpretation. We use a function T A P : A ! A, which approximates the immediate consequence operator T C P . The program semantics M(P) is approximated by a xpoint of T A P . A technique of widening, similar to that of CC92], is applied to assure that a xpoint is reached in a nite number of steps.
For a CLP program P and an RULC program R, T A P (R) is de ned as
Alternatively we can assume that the type of integers is nite. A similar solution is taken in constructing a semantics for CLP with interval constraints BO97].
Here norm GdW94, DP98a ] is a widening function; R norm(R) for any R. For RULC programs Q and Q 0 , Q qQ 0 is a RULC program such that Q Q q Q 0 and Q 0 Q q Q 0 . It is computed using the type union operation of Sect. 3.2.
The main function is solve, which gives a regular approximationof T C fCg ( (R)): T C fCg ( (R)) (solve(C; R)). Due to lack of space we only brie y outline its definition. It is based on that of GdW92,GdW94]. The main di erence is that we take into account the constraints occurring in clause C. Let with R R 0 as the second argument. It computes an approximationof T C fC 0 g ( (R R 0 )), thus of T C fCg ( (R)). As T C fCg ( (R)) (solve(C; R)) and R norm(R), we have that T A P approximates the concrete semantic function T C P :
and thus 8n T C P " n (T A P " n).
Due to widening, a xed point of T A P is found in a nite number of iterations (conf. GdW94]); T A P " n = T A P " !, for some n. We call it the computed xpoint. 
Examples
This section presents a type analysis of two example programs. The user interface of our prototype analyser employs, instead of RULC programs, a more convenient formalism. So we explain it before coming to the examples. To provide a more compact and more readable notation, we use regular term grammars with constraints. They can be seen as an abbreviation for RULC programs. A clause t 0 (f(x 1 ; : : :; x n )) t 1 (x 1 ); : : :; t n (x n ) is represented by the grammar rule t 0 ! f(t 1 ; : : :; t n ), a clause t(x) c x] by the rule t ! c x]. Whenever possible, the system uses the declared types in its output. Thus the output may be expressed (partially) in terms of types familiar to the user; this can substantially improve the readability of the results of the analysis. For instance, assume that the system derives a type t with the corresponding fragment of a RULC program:
Then, instead of displaying the RULC clauses (or actually the corresponding grammar) the system informs that the type is list(nat). Notice that the system does not infer parametric polymorphic types, the polymorphism comes only from user declarations.
As the rst example we use the following program, which solves the wellknown N-queens problem. The current version of our analyzer treats all the nite domains in a uniform way, namely as anyfd (the types of the form cl(x 2 S ]x)
are not yet implemented). So now the predicate symbols of RULC are type terms. We allow only such grammars for which no two corresponding clauses have a common head instance (conf. Def. 9). We should deal with nite RULC programs. But the program corresponding to a set of parametric rules may be in nite. So a condition on grammars is imposed: in the obtained RULC program any type should depend on a nite set of types. For details see DP98a, DZ92] . 10 The widely used type list( ), declared as above, is prede ned in the system.
The entry declaration indicates the top goal and its call patterns for the call-success analysis. Types inferred by the system are presented below.
call
: nqueens(nat,any) success : nqueens(nat,list(nat))
: noattack(anyfd,anyfd,int) success : noattack(anyfd,anyfd,int) Assume now that the second clause de ning safe/3 contains a bug: safe(X, Y|T],K):-noattack(X,Y,K),K1 is K+1,safe(X,t,K1). % bug here Types inferred by the analyzer look like follows (we show only those which di er from ones generated previously):
The types inferred are obviously suspicious and should be helpful in localizing the bug in the program. For instance, the second argument of success of nqueens/2 (type t102) is an empty list or a one-element list of naturals. A similar problem is with constraint queens. The problem may be traced down to safe/3 which succeeds with the empty list as the second argument.
The next example illustrates inferring non-trivial constraints in the approximation of a program. The predicate split5(Xs,Ls,Gs) splits an input list Xs of nite domain variables (or natural numbers) into lists of elements less and greater or equal to 5 (Ls and Gs respectively).
:-entry split5(list(anyfd),any,any). The inferred types are presented below.
call : split5(list(anyfd),any,any) success : split5(list(anyfd),list(t1),list(t2)) t1 --> X #< 5 t2 --> X #>= 5 6 Conclusions and future work
In this paper we propose a method of computing semantic approximations for CLP programs. Our aim is a practical tool that would be helpful in debugging. We are mainly interested in CLP(FD), particularly in the language CHIP. Our approach considers the (operational) call-success semantics and the (declarative) c-semantics.
As a speci cation language to express the semantic approximations we propose a system of regular types for CLP, which is an extension of an approach used for logic programs. The types are de ned by (a restricted class of) CLP programs, called RULC programs. We present an algorithm for computing regular approximations of the declarative semantics. This algorithm can also be used for approximating the call-success semantics, due to a characterization of this semantics by the c-semantics of a transformed program.
We have adopted a regular approximation system (described in GdW92,GdW94]) to constraint logic programming over nite domains. The current version analyzes programs in the language CHIP. We expect it to be easily portable to work with other CLP languages, as we have isolated its parts responsible for the built-ins of CHIP. The prototype has been implemented in CHIP and has been ported to SICStus Prolog and CIAO CLI97]. The latter implementation is a part of an assertion-based framework for debugging in CLP PBM98].
The system presents types to the user as regular term grammars, which are more easily comprehensible than RULC programs. This provides a restricted but useful kind of polymorphism (conf. Section 5)
A subject for future work is obtaining more precise analysis by using a more sophisticated treatment of constraints. We also plan to evaluate the method experimentally by applying it to non-toy programs.
Another direction of further work is relating our technique to abstract debugging CLMV98]. A clear relationship between these two techniques should be established. The rst step is a diagnosis method CDP98,CDMP98] which nds the clauses responsible for a program being incorrect w.r.t. a type speci cation. That work uses the type system presented here as the class of speci cations. Computing an approximation of T C C , as discussed in Sect. 4, is at the core of the diagnosis algorithm.
