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算では、図 1-1 に示すとおり国内のルータ（現在約 2000 万台）を含むネットワーク機器の
総消費電力は 2006 年度で約 80 億 kWh、2025 年度には約 1,033 億 kWh に急増すると指摘



































1. 電源およびシャーシ（電力変換および冷却含む）：約 33% 
2. ラインカード：約 42% 
3. スイッチファブリック：約 15% 





1. 検索エンジン：約 32% 
2. バッファ：約 3.5% 
3. 入出力：約 6.5% 
となっている。 
以上をまとめると表 1-1 で示されるとおりとなる。 
 
表 1-1 ルータのコンポーネント消費電力分析 
 
 
また、キャリアクラスのルータ (Cisco CRS-1) におけるコンポーネントごとの消費電力に
ついては、 
1. ラインカード（検索エンジン）  約 50% 
2. ラインカード（バッファ）      約 20% 




































































































能を最大限になるように LSI の仕様を決める必要がある。 
DRAM(Dynamic Random Access Memory)のような揮発性メモリの最大市場はコンピュー
ティングシステムである。そのためコンピューティングシステムでシステム性能が向上す





















V = Vo(1 − 𝑒−
𝑡
𝑅𝐶) 
























スが、Fast Cycle DRAM(FCRAM)[12]や Reduced Latency DRAM(RLDRAM)[13]である。
ワード線の分割を増やし、ビット線長を短くすることで、ランダムサイクルを短くした。
汎用 DRAM と高速 SRAM の間の実力である。同様に同じ容量で比べた時のチップ面積も



















なる。４ビット固めると外部の 1/4 の動作、8 ビットでは 1/8 となる。ワード線もビット線
も短くすることなくメモリアレイを構成できる。従来のメモリアレイ構成で高速動作が可
能である。この方式は、DDR DRAM では２ビットプリフェッチ[16,17], DDR2 DRAM で
は 4 ビットプリフェッチ[18,19]、DDR3 DRAM では 8 ビットプリフェッチ[20]と採用され
た。高速化するためにプリフェッチのビット数を増やし、DDR,DDR2,DDR3 へ IO が高速
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のデータが 50ns 毎にしか読み出せないことになる。 





















べた Fast Cycle RAM であり、Reduced Latency RAM である。標準 DRAM よりランダム
サイクルを短くすることで、ネットワーク機器の性能向上に役立っている。しかしネット
ワーク機器はさらに高機能を求められ、その要求には対応できていない。 
例えば Toal らは、RLDRAM II を用いたシステムを報告した[21]。RLDRAM II はバッフ
ァとバッファをコントロールするためのリンクリストとして使用し、システム性能は
10Gbp/s を達成している。この報告からも RLDRAM II のようなネットワーク向けに開発


















































DRAM Good ~50ns Excellent
SRAM Poor ~5ns Poor









































線容量とデバイスの入力容量を合計すると 30pF 程度になる。10Gbp/s で転送すると、0.2ns




表 2-2 の各種 DRAM 比較は、JEDEC で標準化されている。すべてデータ転送の高速化を
目的とした標準化である。唯一違うのは電源電圧が下がることによって消費電力が減少す


















SDR DDR DDR2 DDR3 コメント
電圧[V] 3.3 2.5 1.8 1.5 世代ごとに下がる
データ転送レート[Mbps] 66～167 200～400 400～800 800～1600 世代ごとに倍
CAS Latency 2,3 2,2.5,3 3,4,5 5,6,7,8,9,10 世代ごとに増加
Interface LV-TTL SSTL_2 SSTL_18 SSTL_15 DDRから小振幅
Prefetch bit width 1bit 2bits 4bits 8bits 世代ごとに倍
Data Strobe サポートなし Single Differential ← DDRからサポート
On Die Termination サポートなし ← サポート ← DDR2からサポート
DQ Calibration サポートなし ← OCD Cal. ZQ Calib OCDはほとんど使われず
Package TSOP ← FBGA ←

















































図 3-1 キューのサポート 
 
１つめの要求性能であるパケットバッファのサイズは、C x RTT になる。C はラインレー
ト、RTT はネットワークの往復にかかる時間である。TCP の輻輳制御方式において、ルー
タの性能を落とさないために必要な容量である[29,30]。インターネットでは RTT は約







算からパケットバッファのサイズは小さくできると報告[29]した。しかし産業界では C x 
RTT の転送レートに比例した大容量のパケットバッファを備えるのが一般的なルータの構




























インターネットフレームの最小バイト数は 64B で、フレーム間に SFD、プリアンブルとフ
レーム間ギャップの合計が 20B。したがって 64B+20B=84B が最小間隔になる。例えば、
20Gbps のシステムでは、84x8/20G=33.6ns 毎にフレームが到着することになる。20Gbps
のシステム性能を実現するためにはパケットバッファとしては 33.6ns 毎に書き込みと読み
出しを実行する必要がある。DRAM のランダムサイクルの性能は約 50ns で、20Gbps のシ
ステムを構築するためには大きなギャップがある。 
 
3.3 DRAM/SRAM ハイブリッド方式パケットバッファ 
ネットワークの高速化に伴い、DRAM のランダムサイクルと短いパケットを読み書きする
時間のギャップは益々広がっている。このギャップを埋めるために、図 3-2 に示すようにラ
ンダムサイクルが短い SRAM と大容量化が容易な DRAM の２種類のメモリを用いたハイ
ブリッドタイプのシステムが Iyer らや Mutter らによって提案された[31-37]。コンピュー

















ハイブリッド方式は、高速 SRAM と大容量 DRAM でシステム構築されており、構成だけ
みると、コンピューティングシステムのキャッシュと同じである。しかしキャッシュ構成


















じキューに並んだブロック単位で大容量 DRAM にデータを転送する。これは SRAM から
DRAM への転送の制御を複雑にする。 























ブロックが書き込まれた時間である。高速 SRAM のデータは 32B 単位で読み書き、大容量
DRAM への転送は 256B 単位。実際の高速 SRAM と大容量 DRAM の速度を考慮しても４
回毎か 8 回毎になり、図 3-3 の動作は実動作に近い。 
大容量 DRAM に転送されるデータは、転送を始めるときに一番データが溜まっているデー









Q がキュー数、b は大容量 DRAM への転送ブロックサイズ、図 3-3 では４とした値である。 
 
)ln3( QQbSRAM のサイズ高速   
 
この式より、バッファのサイズはキュー数と転送ブロック単位(b)によって決まる。 
この式から解ることは、高速 SRAM のサイズは、キュー数の Q x lnQ に比例するため、多
量キューでは高速 SRAM の容量が大きくなり、この方式は使えないことを意味する。また
高速 SRAM が大きくなると、大容量 DRAM に転送する前に、高速 SRAM から読みだすパ








図 3-3 高速 SRAM の容量 
 
高速 SRAM の容量を減少させるために先読み（Look ahead）方式[31,32]が報告されてい
る。将来的に書き込まれるデータを計算して、転送するデータを決める。将来どのデータ
が書き込まれるかは、外部からデータが入力されるまで不明である。そのため先読みを実




タを先に転送する。先読み方式は高速 SRAM のサイズを小さくできる。図 3-3 のようなワ
ーストケースがなくなるからである。キュー数と高速 SRAM の容量の関係は以下の式で表
わされる。 
高速 SRAM のサイズ=Q(b-1) 
ここで Q は先ほどと同じキュー数、b は SRAM と DRAM 間を転送するデータのブロック
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20Gbps x 60ns x 2 ÷ 8 = 300B 
これが DRAM に転送するブロックのサイズとなる。 
例えばキュー数が 1M の場合、高速 SRAM のサイズが 2.4Gb になる。高速 SRAM が小容






高速 SRAM のサイズを見積もった時と同様の仮定で FIFO の容量を計算すると、2.4Gb と
なり、大容量な FIFO となる。また 20Gbp/s で入力しても最大に FIFO が伸びると FIFO
を抜けるのに 1.2s 必要である。これはレーテンシーが延びることを意味し、転送するブロ
ックを選択するための回路も複雑になる。これはシステム全体でのレーテンシーを伸ばす
ことなる。ルータとして許容できる 300ms というレーテンシーをオーバーしている。 
以上のように、この提案されているハイブリッド方式は、パケットバッファに求められる
性能のうち、多量キューをサポートすると、大容量な高速 SRAM が必要となる。大容量










を図 3-4 に示す。すべてのデータを大容量 DRAM に記憶させるのではなく、一部を高速
SRAM に記憶させ、残りを大容量 DRAM に記憶させる。パケットデータの振り分けを高機










図 3-4 メモリコントローラの概念 
 
今回提案する SRAM/DRAM のハイブリッドアーキテクチャは、図 3-5 にタイミングを示す
ようにパケットデータの最初の部分は高速 SRAM に書き込み、残りのデータを DRAM に
書き込む方式である。図 3-5 では４CLK 分書き込まれた後のデータは DRAM に書き込む
ケースである。図 3-5 の上段は a0-a4 のように 5CLK のデータを書き込む時のタイミング
を示している。パケットデータ 4CLK 分の a0-a3 は高速 SRAM である QDR II SRAM に、
残りの a4 は大容量 DRAM である DDR2 DRAM に書き込まれる。DRAM はランダムサイ
クルが遅く、CLK 毎に書き込むことはできない。しかし次に到着するパケットデータ b0-b3
は QDR II SRAM に書き込まれるので、DDR2 DRAM にはアクセスされない。したがって
次に到着したパケットデータが SRAM に書き込まれている時間を利用して DRAM への書
き込みが可能となる。高速 SRAM と大容量 DRAM の両方にアクセスされているメリット
である。大容量 DRAM の遅いランダムサイクルを隠すことができる。 
図 3-5 の下段は、パケットサイズが長い場合の動作を記載している。パケットサイズが長い
場合も短い場合同様の動作で、最初のデータは SRAM に書き込む。その後一定のデータ毎











部から入力されると、SRAM と DRAM に同時に読み出し命令を発行する。DRAM に比べ
















1 対 1 で行うようなパケットバッファに合わせた仕様になっていないための工夫である。


















図 3-5 データフロー（書き込み） 
 
 
図 3-6 データフロー（読み出し） 
 
高機能メモリコントローラによる SRAM/DRAM へのデータの振り分け方は、システムに接
続されるメモリ構成とターゲット性能で変わる。図 3-7 のように大容量 DRAM として
DDR2 DRAM を使用し、128b のコモン IO で接続する。高速 SRAM として QDR II SRAM
を使用し、72b のセパレート IO で接続するシステムを想定する。この構成は通常の ASIC
や FPGA に接続可能なメモリ構成である。 
2013 年現在で、一般的に販売されている DRAM は 4Gb である[38,39]。そのため図 3-7 は、
最大容量は 16GB まで搭載可能である。ただし高速 SRAM は 144Mb が最大容量であり、
システムでも最大容量は 288Mb=36MB である。3.6 章で詳細は述べるが、メモリのアドレ
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図 3-7 システム構成 
 
図 3-7 のメモリ構成の時の転送速度とパケットサイズの関係が図 3-8 になる。縦軸の転送速
度はルータやスイッチに到達する回線速度である。緑色の線が 72 ビットセパレート I/O、







そのため DRAM はコモン IO の仕様が一般的である。図 3-8 の黒色の線は 128 ビットコモ












































送速度より図 3-8 の転送速度は若干向上する。例えば 64B のパケットサイズは 20B のプリ
アンブル、パケット間ギャップ等を含んで 84B の時間で到着する。20Gbps のシステムの
場合、 
84Bx8b÷20Gbps=33.6ns 
33.6ns の間に 64B のデータを読み書きできれば 20Gbps の性能となる。20B のギャップが
ない場合は 
64Bx8b÷20Gbps=25.6ns 
約 30%転送速度が速くなる。パケットサイズが大きい場合、例えば 1500B の場合は、 
1520Bx8b÷20Gbps=608ns と 1500Bx8b÷20Gbps=600ns 
になり、転送速度の差は 1.3%である。 
QDR II SRAM の転送速度がパケットサイズの増加とともに若干下がるのは、このプリアン
ブル等の影響がパケットサイズの増大とともに薄れるためである。 
QDR II SRAM のような高速 SRAM はサイクルタイムが短く、短いデータでも高速に読み
書きができる。そのためパケットサイズが小さい時でも転送速度が速く、逆にパケットサ
イズが大きくなっても転送速度は変わらない。QDR II SRAM の最小バースト長は 2 ビット
である。バースト長は同期型高速メモリには必須の技術である。内部メモリアレイへの読
み書きが遅くても、外部インターフェースの周波数を上げることができるためである。第
２章で述べたプリフェッチ機能である。DRAM よりも SRAM の方がメモリアレイのランダ
ムサイクルが短いため、バースト長は２である。DDR2 DRAM では４ビットプリフェッチ
であるため、バースト長は４が最小である。 
QDR II SRAM の I/O は 72 ビット、このうち 8 ビットは信頼性向上のための ECC に使用
するため、データとしては 64 ビットである。64b x 2b ÷ 8 = 16 バイト。したがって 16
バイト毎に転送速度のピークが現れる。図 3-8 で QDR II SRAM の性能がのこぎり型にな
っている理由である。  
DDR2 DRAM においてパケット長が増加するに従い転送速度が向上するのは、3.1 章で述
べたランダムサイクルが影響している。例えばパケットサイズが 64 バイトのデータを読み
書きする時間と 128 バイトのデータを読み書きする時間は、ランダムサイクルがボトルネ
ックになって、ほぼ同じになる。したがって 64 バイトに比べて 128 バイトの転送速度は、
約２倍となる。パケットサイズが 128 バイトの後、一度転送速度が低下するのは、QDR II 
SRAM 同様、同期型 DRAM 特有のバーストモードが使われるためである。DDR2 DRAM
のバーストモードは 4 ビットであるので、128 IO x 4b÷8b = 64 バイト毎に読み書きする
ことになる。したがって 129B の読み書きでは無駄が生じ、転送速度が低下する。 
DDR2 DRAM のみでシステムを構成した場合、64B のような短いパケットが入力された時




















表 3-1 各種 DRAM 比較 
 
 DDR2 DRAM DDR3 DRAM DDR4 DRAM 
転送速度 400～800Mbps 800～1600Mbps 1600Mbps～ 
プリフェッチ数 2 ビット 4 ビット 8 ビット 
ランダムサイクル ～60ns ～50ns ～50ns 
 
試作するメモリコントローラのターゲット性能は 20Gbp/s である。図 3-8 の結果から本論
文の SRAM/DRAM ハイブリッドアーキテクチャにおける DRAM に転送するデータのサイ
















るリソースをまとめたのが表 3-2 である。キュー数を Q、セグメント数を N、セグメント
















ソースが少なく Circular Buffer 方式は最適である。 














イズが 256B の場合、64B のデータを扱う場合、256-64=192B の無駄なメモリ容量が存在
する。何も書き込まれない空の空間である。SRAM/DRAM ハイブリッド方式のように、大
容量 DRAM を使用する場合、DRAM のセグメントサイズは大きくする方がシステムコス
トを下げることができる。理由はリンクトリストに使用する高価な高速 SRAM に比べて、
大容量 DRAM はビット単価が圧倒的に安価であるためである。安価な DRAM に無駄が生





表 3-2 アドレス発生方式比較 
 
図 3-9 に従来のリンクリストで、SRAM/DRAM のハイブリッドメモリシステムのアドレス





読みだした後は、リンクリストに記載していた次のアドレスを Header Pointer に書き戻す。 
書き込むときは空きアドレス管理から、書き込むべきアドレスを読み出し、パケットデー




SRAM と DRAM のハイブリッド方式では、それぞれのメモリに一致したリンクリストが必
要となる。 
Header/Tail Pointer は、各キューに対して必要であるため、容量は表 3-2 に示しているよ
うに Q x Log2(N)になる。リンクリストはセグメント数の個数必要で、N x Log2(N)となる。
ここで Q は表 3-2 と同じキュー数、N はセグメント数である。例えばセグメントサイズが
320B で 5Gb のパケットバッファを構築すると、セグメント数は 5Gb÷320B÷8b=2M と
なり、リンクリストの容量は 2M x 21 = 41Mb となる[41]。 
大容量のパケットバッファを構築するためには、リンクリストの容量も同様に大きくなる。
そのため SRAM/DRAM ハイブリッドシステム用のリンクリストとして、図 3-8 の下図の構
成を提案する。特徴は、SRAM と DRAM のアドレスを共通にしたことと、SRAM のセグ
 Circular Buf. Address FIFO Linked List 
# Queue Q 
# Segment N 
Data Storage 64Byte x N 
Head Ptr. Q x Log2(N/Q) Q x Log2(N) 
Tail Ptr. Q x Log2(N/Q) Q x Log2(N) 
Substance - Q x N x Log2(N) N x Log2(N) 
Vacant Mem. N x Log2(N/Q) N x Log2(N) 
Total Capacity 
(N + 2xQ) 
x Log2(N/Q) 
(N + 2xQ + QxN) 
x Log2(N) 
(2xN + 2xQ) 
x Log2(N) 




グメントサイズは、図 3-7 で示した転送速度から 320B に、DRAM のセグメントサイズは
4 倍の 1.2kB にした。1.5kB のパケットサイズまで、一つのアドレスで対応できる。 
DRAM のセグメントサイズを大きくすると、パケットバッファとして使用する DRAM に
使用されないメモリ空間が多く発生する。320B 以下であれば SRAM しか使用されず、
DRAM にはデータが蓄えられないことになる。アドレスを発行するリンクリストが、SRAM
と DRAM で共通のアドレスしか発行しないためである。DRAM の空間は無駄にはなるが、


























































































320B 320B X 4
Normal Linked-List














ューに振り分ける方法は、多種の提案がある[42,43]。例えば Weighted Fair Queuing [44]、 
















とは違う CLK でデータを受け取るため、非同期になる。そのための対策として図 3-10 に



















































た。高機能メモリコントローラの回路を FPGA に搭載し、図 3-6 のメモリ構成のパケット
バッファボードを作成した（図 3-12）。バッファサイズは標準 DRAM を用いて、2GB であ
る。標準のソケットでボードを構築しているので、更なる大容量DRAMのSO-DIMM(Small 
Outline Dual In-line Memory Module)に変更することは可能であるが、3.3 章で述べたリ
ンクリストの容量制限のため、バッファサイズの上限を 2GB としている。しかしターゲッ








クス社高機能スイッチ AX6300S でシステム評価を実行した。64B から 1.5kB までのパケ
ットサイズのデータを入力して評価した結果が図 3-13である。ラインレートは 20Gbp/sで、









図 3-13 システム評価結果 
 
今回構築したシステムの性能は 20Gbp/s である。[47] では 40Gbps のパケットバッファ
を実現しており、速度の観点からは半分の性能にとどまっている。しかしながらこれは、
LSI よりも性能が劣る FPGA によるシステム試作であるためであり、本提案による LSI を
実装すれば、100Gbps の速度も達成可能である。以下にその理由を述べる。図 3-7 に示し
たように、外部メモリのデータ転送速度が律速した。システム性能を例えば 100Gbp/s にす
るためには、最低でも 100Gbp/s の速度で書き込み、同時に 100Gbp/s の速度で読みだす必







る。1Gbp/s/pin の IO を 200 本、メモリコントローラと接続する必要がある。同様に商用
の高速 DRAM の転送速度は 1.3Gbp/s/pin であり、高速 DRAM との接続も 200 本必要であ



















今回提案した DRAM/SRAM ハイブリッド方式では、パケットサイズが 320B までは、
DRAM は動作せず、SRAM だけの動作となる。したがって SRAM だけの動作と同じにな
るが、スタンバイ状態で待機しているメモリ数と種類が異なる。DRAM/SRAM ハイブリッ
ド方式では、32 個の DRAM のみ、それに対して SRAM のみでパケットバッファを構築す
ると、SRAM の容量が小さいので 256 個の SRAM が必要となる。SRAM のスタンバイ電
流の合計が大きくなり、消費電流が多くなる。パケットサイズが 320B 以上では、SRAM
だけではなく、DRAM も動作する。そのため消費電流は増える。320B を 1b でも超すと








































3.3 章同様、メモリの更新回数を b 回に１回、データが n 個たまっている時に更新されるデ
ータ量が n の項目数を na とすると、 






















1QSm の時が m の値となり、代入すると 
)}1/(log{/log  bbQm  
M は 2 進数で表示できるので、パケットバッファの時のようにデータ量とは違う。したが
ってメモリのサイズ圧縮でき、サイズは 






例えば、項目数が 10k、書き戻し頻度を 8 回に１回にすると、バッファのサイズは 80k と
なる。実際に統計情報を保持するために必要なメモリは  
一項目で必要なメモリサイズ = 64 x Q 































エンジンに使われているTCAM(Ternary Content Addressable Memory)による電力消費量




































ム検索は、大きく 3 つに分類することが出来る。1 つは“tree-based methods[62]”、2 つ目
に“range search methods[63,64]”、3 つ目に“hashing-based methods[65]”である。こ
のようにアルゴリズム CAM の性能を改善させる方法も提案され、省電力化については




















研究レベルでも 4G ビット DRAM[38,39]が最大容量である。しかし 4G のワード線に、ポ
ート番号のビット数を８ビットとすれば、4G ビット DRAM を８個搭載する必要がある。







































eDRAM を用いた検索エンジンの報告もされている[72,73]。ただし eDRAM を用いて























図 4-3 検索エンジン LSI のブロック図 
 
検索アドレスは、図 4-3 の Address gen.でデコードされ、検索アドレスにしたがってメモ
リのワード線を活性する。プリフィックス長毎にグループ化されているため、すべてのグ
ループの検索アドレスに対応したワード線を活性させる。 





フィックス長３のグループは、3 ビットで検索を実施する。そのため 23=8 種類のデータを
設け、入力された検索キーの上位 3 ビットでヒットかミスの判定を行う。プリフィックス
長が３では、上位３ビットのみで検索するため、下位のビットはドントケアーになる。図
4-4 のように４ビットの検索では、4-3=1 で下位 1 ビットが検索判定に使用しない。図 4-4





能である。23b 一致検索では 8M のエントリ数があれば、すべてのエントリを網羅すること




















































ポート番号を書き込むだけ、もしくは Enable から Disable にすることでメンテナンス作業
が終了する。eDRAM の書き込みは 5ns であるので、通常の検索動作と同じ速度でメンテ
ナンス作業を実行できる。これは TCAM より優位な点である。TCAM の場合、並べ変えが
発生することを避けるために、余裕をもって検索テーブルを作成するか、もしくはメンテ
ナンス時に並べ替えをする。並べ替えに発生する時間は、サポートするプリフィックス長
に依存する。例えば 32 ビットまでサポートすると、ワーストケースでは、32 回の読み出し、





図 4-4 優先順位判定 
 
 
図 4-5 優先順位のための並べ替え 
 






























































































る方が性能的に有利である。今回は標準的に用意されている eDRAM マクロは IO が 256
ビット、ワード方向の深さが 32k の 8M ビットの容量を持つ。この一種類の eDRAM マク
ロに効率よく検索テーブルを作成する必要がある。 
検索エンジン LSI は検索長毎にグループ化されているため、図 4-6 に示すようにそれぞれ
のグループのメモリ容量が異なる。例えばテーブルに保持するデータを 24 ビット、23 ビッ
トの検索長の場合、必要となるメモリサイズは 223 x 24 ビットである。22 ビットの場合は









的な検索テーブルのサイズを小さくする。DRAM の容量が 1/13 であれば、eDRAM で実現
できる容量と差はほとんどない。むしろ eDRAM でチップを製造する方が、検索テーブル
の容量は大きくなる。汎用DRAMは、検索速度が求められないシステムでは有効であるが、

















Prefix 18  












駄が生じる。プリフィックス長が 18 の場合は、256k ワード x 24 ビットである。IO 方向
に折り曲げると 32k ワード x 256 ビットの eDRAM マクロ１つに入ることになるが、32k
ワード x 192 ビットで入るため、残りが無駄になる。そのため図４-7 のように１つのマク
ロに複数の検索長を配置する方が得策である。今回の eDRAM マクロの構成では、プリフ
ィックス長毎のグループを、１つ飛ばしでまとめると、無駄が少なくなる。 
図 2-8 が検索エンジン LSI のプリフィックス長毎の配置である。プリフィックス長が 15 以
下では、２つのグループをまとめてもメモリ空間に空きが生じるので、３つのグループで
まとめている。さらにプリフィックス長が 6 ビット以下は内蔵 SRAM を使用せず、レジス
タに格納され、レジスタのデータ量は 12kb 使用する。 
 












































マンドによる検索エンジン LSI の性能劣化が 10%以下を目標とし、同時活性 eDRAM マク
ロ数は 13.5 個に設定した。通常の DRAM を用いたシステムのリフレッシュによる性能劣
化に基づき決定した。今回の設定ではリフレッシュコマンド入力による性能劣化は




の活性マクロを示した図である。グループは４つに分割され、それぞれ 14 個の eDRAM マ
クロ、もしくは 13 個の eDRAM マクロが同時に活性される。図 4-9 の赤く色塗りされてい
るマクロが活性される。図 4-9 に示すように、活性される eDRAM マクロが集中していな
いことが解る。電圧ドロップをシミュレーションした結果が表 4-1 である。すべてのグルー







図 4-9 リフレッシュ動作時の活性マクロ 
 
表 4-1 リフレッシュ時の電圧ドロップ 
 
 
Group Power Vcc Gnd 
Drop Drop Rate Drop Drop Rate 
#1 3317mW 12.39mV 1.03% 4.30mV 0.35% 
#2 3238mW 13.34mV 1.11% 4.65mV 0.39% 
#3 3317mW 12.59mV 1.05% 4.36mV 0.36% 












べてのメモリセルでデータを比較する TCAM と大きく異なる特徴である。 






















図 4-11 TCAM 構成 
 
新たに考案した検索エンジン LSI はメモリの一部しかアクセスしないため、消費電力を減














るとスタンバイ電流の差がでる。TCAM は図 4-11 に示すように、TCAM セルは２つの
52 
 
SRAM セルと１つの比較回路で形成される。今回提案した検索エンジンは、図 4-6 に示す










      =2 
今回提案の検索エンジンも１つの情報を持つために２ビット必要である。これは TCAM と
同じである。TCAM もワイルドカードをサポートするために２ビット要する。したがって、
TCAM と提案した検索エンジンの面積差は TCAM に存在する比較回路のみである。比較回









定結果から Prefix 長が長いヒット結果を出力するだけである。今回試作した LSI は Prefix































































ると LSI 化できない理由は２つある。１つは消費電流による発熱で LSI の信頼性を保証で
きなくなる。現在のパッケージ、ボード設計を考えると、20A 程度が限界である。したが













図 4-13 エントリ数に対する消費電力 
 






















































4.7 検索エンジン LSI 






使用したプロセスは 40nm eDRAM プロセスで、電源電圧は 1.1V、配線は８層である。




図 4-15 試作した検索エンジンのチップ写真 
 
図４-16 が検索エンジン LSI を評価した結果である。横軸がクロック周期、提案した検索エ
ンジンは毎クロック検索コマンドを入力可能であるので逆数にすると動作周波数になる。
縦軸が電圧、”*”マークはパスを示している。空白はフェイルであり、正常動作ができなか
った条件になる。標準電圧である 1.1V では、クロック周期が 4ns、すなわち 250MHz で動
作可能で、250Msps(search per second)の性能である。パケットの最小サイズが 64B、パ
ケット間ギャップ等が 20B であるとすると、パケットの最小単位は合計 84B になる。最小
単位が 84B で、250Msps 動作の場合、 
56 
 
250M x 84B x 8b = 168Gbp/s 
の転送速度になる。検索エンジンはパケットサイズが最小の時が速度のワーストであり、
パケットサイズが大きいと 168Gbp/s 以上になる。 





の電圧ドロップを評価しても、電圧下限 0.92V である。1.1V の製品では、通常は 1.1±0.1V
であり、下限電圧にマージンがあるということになる。 
 
図 4-16 検索動作のシュムー結果 
 




較する。試作した検索エンジン LSI の Energy Metric は 
478mA x 1.1V ÷ 192Mb ÷ 250Msps = 0.01fJ/bit/search 
である。 
チップサイズは 12mm x 12mm で高い歩留りで生産できるサイズである。エントリ数は 8M、
(VCC)                           V
+---------+---------+---------+---------+-
1.300V    +*****************************************+
1.280V    !*****************************************!
1.260V    !*****************************************!
1.240V    !*****************************************!
1.220V    !*****************************************!
1.200V    +*****************************************+
1.180V    !*****************************************!
1.160V    !*****************************************!
1.140V    !*****************************************!
1.120V    !*****************************************!
1.100V   >+*****************************************+<
1.080V    !*****************************************!
1.060V    !*****************************************!
1.040V    !.****************************************!
1.020V    !.****************************************!
1.000V    +. .**************************************+
0.980V    !.   *************************************!
0.960V    !.        ********************************!
0.940V    !.         .   ***************************!
0.920V    !.         .         *** **  *************!
0.900V    +. . . . . . . . . . . . . . . . . . . . .+
+---------+---------+---------+---------+-



















これは 4.1 章で述べたように、市場の要求よりも大きく、従来の TCAM に比べても大きい。 
LSI チップ構築に使用した標準 eDRAM マクロは 32k ワード x 256 ビットです。ビット幅
が合わず無駄が生じています。eDRAM マクロを本提案の検索エンジンに最適化を行えば、
チップサイズは縮小できる。例えば IO 数が 240 ビットのマクロであれば、チップ面積を約
5%縮小することは可能である。 
 





















Chip Size 12 mm x 12 mm
Configuration 8M x 23
Entry Number 8 million entries




















4-18 は、縦軸に Emery Metric、横軸に検索速度で 比較した結果である。検索速度に関し
ては本論文よりも早いものがあるが、消費電力は本論文の方が圧倒的に少ない。省電力を
テーマにしている多くの論文に比べ、１ケタ以上 Enegy Metric が小さい。他論文で一番消
費電力が小さい[58]は、Huang らの発表である。省電力を実現させるために、TCAM セル







































































表 4-3 一定面積の容量比較 
 
Design TCAM [60] TCAM [76] TCAM [56] This Work 
Technology 0.18um 0.18um 40nm 40nm 
Configuratiom 256 x 128 256 x 128 128 x 128 8M x 23 
Density[Mb/mm2] 0.048 0.041 0.84 1.28 









今回開発した検索エンジン LSI は、従来の検索に使用されている TCAM に比べて、約 10%
の消費電力を達成した。また検索速度も、ほぼ同等であり、性能は劣化していない。エリ
アペナルティにも優れており、安価なデバイスとして供給することが可能である。 
試作した検索エンジン LSI は、250Msps で検索動作を実現し、8M のエントリで消費電力
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図 5-2 コールドスタンバイとホットスタンバイ 
 
 






























































































































































図 5-6 ロジック部のスライス化 
 
 































図 5-8 ロジック部スライス化の動作 
 






















































図 5-9 ファブリックスイッチ 
 
 




































































化させ、それぞれのメモリアレイの実力が 10Gbp/s の時の動作を図 5-12 に示す。横軸が時
間、縦軸がその時のスライスの状態である。外部から 10Gbp/s のデータが書き込まれると、
従来はすべてのメモリアレイに一度に書き込まれ、残り時間はアクティブ状態、すなわち
何も動作していない NOP である。それに対し、スライス化したメモリシステムは MMU で
























図 5-12 スライス化メモリの状態遷移 
 
図 5-12 のように、必ず一つはホットスタンバイ状態を保持するコントロールで、消費電流
をシミュレーションした結果が図 5-13 である。シミュレーション条件は 40nm プロセス、































マクロ９個である理由は、今回使用した汎用の eDRAM マクロの IO 数が ECC ビットを持
っていない 256 ビット IO のためである。そのためマクロの数を９個にして、１個のマクロ












0 10 20 30 40
w/o Stand-by
w/ Hot Stand-by Mode



























図 5-14 スライス化したチップ写真 
 
図 5-14 はスライス化したデバイスの評価結果である。デバイスは図 5-13 で、288Mb 全ビ
ットへのアクセス結果である。横軸がクロック周波数、すなわち動作周波数の逆数である。
縦軸はデバイスに印加する電源電圧、測定条件は室温である。＊がパス領域、空白がフェ
イル領域である。測定結果では、電源電圧が 1.1V で動作速度は 250MHz まで動作可能で
ある。 
このデバイスの電流評価結果が図 5-15 である。横軸が転送速度である。試作したデバイス
の IO ピン数は 36 で、このうち 4 ビットは ECC 用のチェックと修正に使用するビットで
ある。250MHz で Double Data Rate(DDR)での転送である。したがって最大転送速度は、
32b x 2b x 250MHz = 16Gbp/s になる。 
図 5-16 は 166MHz で測定した消費電療である。横軸が転送レートで、166MHz での測定





ると 71%の削減である。図 5-12 の Simulation 結果より若干差が大きい。Simulation だけ
でなく、実測でもホットスタンバイの効果が実証できた。 




続される。例えば試作したチップのような構成であれば、Slice#0 ⇔ DQ0～8、Slice#1 ⇔ 
76 
 












実現するために複数個使用される。4Gb の大容量を実現するために 16 個持ちられると、ス
ライス数は 64 個になる。 
 
図 5-15 スライス化デバイス評価結果 
         4.000NS   5.000NS   6.000NS   7.000NS   8.000NS (RATE)
(VCC)                           V
            +---------+---------+---------+---------+-
 1.300V    +*****************************************+
 1.280V    !*****************************************!
 1.260V    !*****************************************!
 1.240V    !*****************************************!
 1.220V    !*****************************************!
 1.200V    +*****************************************+
 1.180V    !*****************************************!
 1.160V    !*****************************************!
 1.140V    !*****************************************!
 1.120V    !*****************************************!
 1.100V   >+*****************************************+<
 1.080V    !.****************************************!
 1.060V    !.****************************************!
 1.040V    !. ***************************************!
 1.020V    !.  **************************************!
 1.000V    +. . .************************************+
 980.0MV   !.     ***********************************!
 960.0MV   !.       *********************************!
 940.0MV   !.         *******************************!
 920.0MV   !.         .  ****************************!
 900.0MV   +. . . . . . . . .************************+
            +---------+---------+---------+---------+-
                                ^














図 5-16 スライス化デバイスの消費電流 
 
表 5-1 スライス化チップ諸元 
 
Process Technology 40nm eDRAM Process 
Chip Size 10 mm x 12mm 
Configuraation 8Mb x 36 IO 
Supply Voltage 1.1V 
Operation Frequency 250MHz 
Data Rate 500Mbp/s/pin 
Operation Current 200mA [166MHz] 
Stand-by Current w/o Hot Stand-by 120mA [166MHz] 
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図 5-17 スライス化システム構成 
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た場合は、入力部分に FIFO で構成された Brigade Buffer を設け、急なトラヒックの変化


















































































検索エンジン 32% 3.20% 2.6%
バッファ 3.5% 0.70% 0.6%
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