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The equation in the title arises in a technical problem formulated in [6], 
where the reader will find more details. For completeness, we shall give a 
brief formulation. 
We consider here complex-valued functionsf(t) in L2( - co, co). We shall 
represent their Fourier transforms by capital letters; for example F(U) stands 
for the Fourier transform of f(t). 0 ur aim is to transmit messages, i.e., 
sequences {a,} with C / a, I2 < co, by using a basic signal f(t) + 0 with a 
finite frequency spectrum as follows: 
At the receiver the function 
m(t) = c; a,f(t + nT) 
is registered, and a sequence {b,} is calculated by 
bn =I 
T/W-nT - 
.f(t) 49 & n = 0, * 1, f 2, es*, 
-TiztnT 
and it is considered as the received message. Obviously it is desired that both 
sequences coincide. 
Without loss of generality we can assume that the frequency spectrum 
off(t) is centered at the origin, i.e., that F(w) = 0 for 1 w j > W, , with 
wC < co. If the same is true with regard to G(w), then one verifies easily that 
/;$jg(t) dt = jj- K(w - c@(w) G(d) dw dw’, 
-cuO 
where 
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or, in a scalar product form 
(f, dr = (F, 4, 0) 
where K represents the integral operator with kernel K. Clearly this relation 
implies that K is positive definite. 
Normalizing f so that 
(F,KF) = 1, 
we get 
ho = a, + (2 L&e”q+,F) . 
n#O 
Now, as remarked by L. Kurz, when w,T < rr it is always possible to 
choose a function with mean value zero in [- r/T, r/T] coinciding with an 
arbitrarily one given in [- wc , w,], and consequently for any F + 0 with 
spectrum in this interval there are always sequences for which b, # a,. 
However when w,T = GT, this reasoning does not apply anymore, and, as 
pointed out by P. D. Lax, if we can find an F such that 
FKFz~ in IWI St%, (2) 
then for any sequence {a,} we shall have b, = a, (and by the same token 
S, = a,, for the remaining n’s). This means, in particular, that f(t) will be 
orthogonal to f(t + nT), 11 = f 1, f 2, *** in the interval [- T/2, T/2]. 
To prove that this is possible we use the following 
LEMMA (Marcus and Newman [3]). If A is a positive semi-de$nite sym- 
metric non-negative matrix without a zero row then there is a real diagonal 
matrix D such that DAD is doubly stochastic (i.e., its elements are non-negative 
and its row and column sums equal 1). 
This is equivalent to saying that the equation 
Ad = d-l, (3) 
where d, d-1 are column vectors and drl = (d&l, i = 1, *es, n has a real 
solution; clearly the components of d can be taken as positive. 
With regard to (2), we prove the following continuous version of the above 
Lemma 
THEOREM. If K(x, y), 0 ,< x, y < 1, is a positive semi-definite symmetric 
non-negative continuous kernel such that 
s 1 K(x,y)dy > 8 > 0, 0 (4) 
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then the integral equation 
W) i” m, Y)F(Y) dY = 1, O<X<l, 
-n 
(5) 
has a continuous positive solution. 
PROOF. The uniform continuity of K(x, y) in the unit square implies that 
for all n sufficiently large we have 
(6) 
in view of (4). 
Introducing a net with equal spacing in the unit square, we obtain the 
matrix K(j/n, K/n), j, k = 1, 2, **a, n, henceforth, represented by K, . 
These matrices corresponding to n = 1,2, *a* are also positive semi-definite, 
for their quadratic forms are limits of quadratic forms associated with the 
kernel K(x, y). C onsequently for all n sufficiently large we can solve 
$ (K, + I) d = d-l, (7) 
where I is the identity matrix of order n, taking into account the Lemma. 
Summing the components of both sides of (7), using the symmetry of K, 
and inequality (6), we get 
From (7) we get 
$2 di < $ d;‘. 
2=1 i=l 
d = [; (K, + I)]-1 d-l, 
(8) 
and by dotting this relation with d-l we obtain 
n = (d-l)T [+ Wn + I,]-’ d-l 3 & f& di2, 
where h is the maximal characteristic root of (l/n) K,, . According to a 
classical result of Hilbert, these X’s converge to the maximal characteristic 
root X, of K, as n + co. Hence, for all n sufficiently large we have 
INTEGRAL EQUATION IN COMMUNICATION PROBLEM 487 
Combining this with the inequality 
we obtain 
and hence using (8) 
1 n - 
n 
2 di < f if’. 
i=l 
(9) 
Once the solution of (7) is known, we define F,(x) as the positive root of 
F,(x) ~2 f K (x, ;) dk + +‘&)]’ = 1, 
k=l n 
(0 < x d 11, (10) 
namely, 
cz(x) = + [- a, + (Q + y2] , 
where for each n we take the corresponding solution d of (7) and where 
Since K(x, r) is bounded in the unit square, say by L, we have 
1 
CT,<L- z d 4 < -,@ = n k’ca 0 co 3 
in view of (9). Hence, in (10) 
con + &XII2 2 1, 
and this implies 
4&(x) 3 & l 
0 
This inequality together with (6) yields 
Hence, 
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The uniform continuity of K(x, y) together with inequalities (11) implies 
that {a,(x)> is equicontinuous for all n sufficiently large. Hence, since 
a,, = 1 /Fn(x) -F,(x) it follows, again in view of (I l), that {F,(X)} is equiconti- 
nuous. Since this sequence is also uniformly bounded Arzela’s theorem 
applies; i.e., a subsequence {Fn’(x)> converges uniformly to a continuous 
function F(X) which satisfies (ll), too. Hence, letting 12’ + co in (lo), we 
get (5) and this proves the theorem. 
THE QUESTION OF UNIQUENESS 
Obviously with F(x), all functions eV(x), with 8 a real constant, satisfy 
Eq. (5). Now if G(x) is a continuous positive function we can define f by the 
equation 
KG=$+[. 
Subtracting this from 
1 
UF = - 
F’ 
we get 
K(F-G)= GF G--F- 6. 
Taking scalar product with (F - G), using Schwarz’s inequality, and con- 
sidering that K is positive semi-definite, we get easily 
IIF--GII ’ F  < II I II II F - G II 
and consequently 
where /I ]I is the L2 norm in [0, 11. 
Hence, if 6 = 0 we get G = F. 
However, allowing for complex-valued solutions, the conditions of the 
theorem are not sufficient to guarantee uniqueness as the following kernel 
shows 
W,Y) = 1 +nzgz (cos mm cos my + sin nrrx sin my) 
-1 <x,y<l. 
It is easy to verify that c,einmx, n = 0, + 1, + 2, me*, where c, are fixed positive 
constants, are solutions of our problem, and nevertheless this kernel satisfies 
all the conditions of the theorem. For this reason we restrict our considera- 
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tions to the kernel of the problem we started with, i.e., that in Eq. (2). 
Clearly it satisfies the conditions of the theorem, and hence (2) has the solu- 
tions PF(u), with ~9 a real constant and F(w) continuous positive in 
[-4T,dTl. W e P rove now that the only L2 solutions of (2) are these ones. 
In fact any real L2 solution G of (2) is such that l/G agrees with an entire 
function in [- CT/T, n/T], for K( w is an entire function. Hence, G is bounded ) 
and never zero in this interval; therefore either G or - G is positive and 
from (12) we get G = f F. 
Now making the change of variable 
the integral operator in (2) becomes the Green’s function of the following 
differential operator L, 
L[gl = [(l - v”>g’(v)l’ + (g (1 - vZ)gW, 
in the interval - 1 < v < 1, with the boundary conditions g(f 1) finite 
u4141, [71). 
Now let P(W) be any solution of (2) in L2. Then H(v), defined by 
agrees with an entire function in [- 1, I] which is never zero in this interval 
(reasoning as above). Hence, it satisfies 
L[H] =i, Ivl<l. 
Making t = 1 - w, this gives 
(2 - t) t H”(l - t) + 2(1 - t) H’(l - t) 
+ ($)” t(2 - t) H(1 - t) = H(l ‘_ t) , 
Writing 
H(l - t) = 2 tqn, 
0 
then, since H is never zero for 0 < t < 2, we have 
1 mbt” * 
H(l - t) = o n z *r-r o<t<e, E > 0, 
o,<t<2. 
(13) 
with b, = b,(g) **e, a,-,) being real when a, , **s, a,, are real. 
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Substituting these series in (13) and comparing coefficients, we obtain 
the recursive relations 
1 
a1 = a, ) 
8a, = 2a, + b, , 
2(n + 1j2 a,+, = n(n + 1) a, + ($-j2 anw2 + b,+, (n 3 2). (14) 
But we can assume without loss of generality that H(1) = a, is real, other- 
wise we multiply H with exp (- i arg a,). But then all a,‘s are real, according 
to (14), and this implies that so is H(l - t) when t is real. By the previous 
remark this implies 
as claimed. 
f P(W) = exp (i arg aJF(w), 
The reader is referred to [2] and [6] for the graph of F(w). 
FINAL REMARK 
P. D. Lax pointed out that for any pair F, G such that KG = l/F in 




where g(t) is the Fourier transform of G(W) and m(t) is as before. 
Obviously there are many such pairs, and whenever F and G are positive 
this is equivalent to saying that 
S(x, Y) = F(x) K(x, Y) G(Y) (15) 
is a stochastic kernel (i.e., it is non-negative and the integral of S(x, y) with 
respect to y is identically equal to 1). In particular, using F given by the 
theorem, we conclude from the symmetry of K that the corresponding S is 
doubly stochastic (i.e., stochastic with respect to x and y). In this connection 
we prove the 
PROPOSITION. If K(x, y) is a symmetric non-negative continuous kernel for 
which the strong form of Jentzch’s theorem holds (i.e., its maximal characteristic 
root is simple and the corresponding eigenfunction is positive), then only 
when the transformation given by (15) is a congruence (up to a scalar factor) is 
it eventually possible to make S doubly stochastic and continuous. 
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(For the additional conditions on K that assure the validity of Jentzch’s 
theorem the reader is referred to [l]. In particular it holds for the kernel in 
Eq. P)*) 
PROOF. Assume S given by (15), with F and G positive and continuous, 
is doubly stochastic. Now for any kernel M(x, y) for which Jentzch’s theorem 
holds in its strong form and which is continuous, it is shown in [5] that there 
is at most one similarity of the form 
wx, Y) = DW M(x, Y) D(Y)! 
with D and D-l real and continuous, such that 
1: N(x, Y> dr = 1: N(y, x) dy, 
(we assume again that the kernel is defined on the unit square). 
Obviously 
WG Y) = F(x) %41”” Q, Y) [W G(YP2 
satisfies the strong form of Jentzch’s theorem too, and it satisfies (16) in 
view of the symmetry of K. But so does S(x, y) since it is assumed to be 
doubly stochastic. Since S is obtained from s’ by means of a similarity 
with D =(G/F) 1’2, this implies that D = constant, according to the result 
referred in [5]. Hence, G(x) = kF(x) and K is a constant, as claimed. This 
same result holds when we consider the matrix case. 
ACKNOWLEDGMENTS 
The author wishes to thank Professors L. Kun and P. D. Lax from New York 
University for suggesting the present problem and for the encouragement given to 
him. 
REFERENCES 
1. M. A. KRASNOSEL’SKII. “Topological Methods in the Theory of Nonlinear Integral 
Equations,” pp. 259-267. Pergamon Press, New York, 1964. 
2. L. KUFU, P. NOWOSAD, AND B. R. SALTZBERG. On the solution of a quadratic integral 
equation arising in signal design. Technical Report 400-l 11, School of Engineering 
and Science, New York University, 1965. 
3. M. MARCUS AND H. MINC. “ A Survey of Matrix Theory and Matrix Inequalities,” 
p. 130. Boston, Allyn and Bacon, 1964. 
4. J. MEIXNER AND F. W. ScniiFKE. “Mathieusche Funktionen und Sphiiroidfunk- 
tionen,” 414 pp. Springer-Verlag, Berlin, 1954. 
492 NOWOSAD 
5. P. NOWOSAD. On the variational problems of optimal allocation of mass and its 
applications. Doctoral dissertation, Courant Institute of Mathematical Sciences, 
N.Y.U., 1965 (to be published). 
6. B. R. SALTZBERG AND L. KURZ. Design of bandlimited signals for binary commu- 
nication using simple correlation detection. Bell System Tech. J7. (2) 44 (1965), 23% 
252. 
7. D. SLEPIAN AND H. 0. POLLAK. Prolate spheroidal wave functions. Fourier Ana- 
lysis and Uncertainty-I. Bell System Tech. J. (1) 40 (1961), 43-64. 
