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Abstract--This tudy considers the problem of resource allocation between one or sev- 
eral epidemics by reference to a model involving both the stochastic and the geograph- 
ical nature of the spread of the disease. In the simplest models each epidemic spreads 
amongst a single line of populations and is controlled to minimize the expected number 
infected. For these we find that the optimal policy is to treat the population which is 
immediately at risk, and that if there is more than one epidemic it is optimal to treat 
the fastest moving epidemics first. Some more realistic models are also briefly discussed. 
I. INTRODUCTION 
This study describes the development and analysis of a simple mathematical model for 
the control of an infectious disease. Past work in this field includes that of Rushton and 
Mautner[6] who consider a model based on the assumption that within each population 
the people amongst whom the disease is spreading mix homogeneously. The current work 
modifies the analysis by reference to the stochastic and geographical factors influencing 
the spread of the disease. The model is similar to the percolation processes tudied by 
Hammersley[4],  Morgan and Welsh[5], and Shante and Kirkpatrick[7], in that it is based 
on the notion that the disease is spreading amongst populations which do not mix in a 
spatial sense. The problem is examined for a single line of populations and a central result 
is that control measures must be applied to the susceptible population nearest to the 
disease. Dynamic programming techniques are employed to prove similar results if control 
measures aim to restrict the spread of several epidemics, and are also used in a more 
realistic model for a single epidemic. The models are fairly simple but are necessary to 
establish a theoretical f ramework for the two-dimensional case. Analytic results for some 
two-dimensional models are given at the end of the article. 
2. BASIC MODEL 
First the control problem is examined for just one epidemic. It is assumed that the 
disease is spreading amongst a line of populations and spreads by contact from population 
to adjacent population. This assumption is most suitable for a disease spreading amongst 
groups of trees or plants, although one can envisage infectious diseases spreading from 
population to population via linear communication links such as roads and railways. 
In the simplest model we assume that an epidemic starts with one infected population 
and a line of susceptible populations to the right. If we are considering several epidemics 
then we assume that each of them starts in this manner and that the spread of each epidemic 
is independent. We assume that the disease spreads each time from an infected population 
to the next population on the right after a random time which has an exponential distri- 
bution with parameter a.. 
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The epidemic is being controlled by immunization and a doctor or public health au- 
thority has to decide how to share out resources between several places. To start with it 
is supposed that a susceptible population is immunized after being treated for an immu- 
nization time which is exponential with parameter Ix. The immunization and infection 
times are independent. 
Thus, it is implicitly assumed that each population is infected instantaneously. This 
would be suitable if the populations were very dense so that a disease would spread 
instantaneously through the population. We are also assuming that each population is 
immunized instantaneously. This is justified by Whittle's Threshold Theorem[7] which 
states that if above a certain critical proportion of a population are vaccinated then the 
disease will not spread through that population and otherwise it will spread through it 
very quickly. 
The epidemic is being controlled so that as few people as possible catch the disease. 
To specify the problem completely it is supposed that the population which is being treated 
can be changed only when a change occurs in the state of the epidemic. Other possible 
assumptions are discussed later. 
The choice of an exponential distribution allows a simple tractable model to be set up. 
It is common in deterministic epidemic models to assume that immunization, removal, 
and infection rates are constant. When one passes to the appropriate stochastic model it 
is common practice to assume that the distributions of the infection and removal times 
are exponential (Bailey,J2]; Whittle,[7]). For models in which the population mixes ho- 
mogeneously the former corresponds tothe assumption that the chance that any two given 
people meet in any small time interval is the same. The choice of an exponential distri- 
bution for the immunization time is initially made for tractability. Later more general 
distributions will be discussed briefly. 
An exponential infection time distribution would be appropriate if a disease were spread 
by people travelling between populations at fixed time intervals (or randomly at a constant 
rate) and each person is infected independently with probability p. The true distribution 
of the time taken for the disease to spread is geometric but this can be approximated by 
an exponential distribution. 
Suppose that patients are treated with a drug until they are immunized. On receiving 
that drug a patient is immunized instantaneously with probability p: otherwise nothing 
occurs. Successive immunizations are independent and occur at regular intervals. Then 
the time until the first successful immunization can be approximated by an exponential. 
A similar justification for the disease spreading amongst a group of populations might be 
that several different control measures were being tried to stop a disease spreading be- 
tween them. 
3. PRELIMINARY RESULTS 
First we consider the finite problem Q(N). This denotes the situation where there is 
one infected population followed by N susceptible populations. The disease is supposed 
to spread at rate ~ and V(N) denotes the minimum expected number of populations ever 
to catch the disease. 
THEOREM l. 
next at risk from the disease. Then 
V(N) = (1 - pN)/(l - p) if 0<~p < 1 
and 
V(N) = N if p = 1. 
Here p = ?t/(~. + tx) is the probability that the next event is an infection. 
For the above problem the best policy is to always treat the population 
(3.1) 
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Proof.  The result is obvious i fp  = 1, N = 0, or N = 1. The general result is proved 
by induction. Suppose that it is true for all N ~< k. Consider the case N = k + 1. If no 
one is treated, then the next event will be an infection and the expected number of pop- 
ulations to catch the disease is 
1 + V(k).  (3.2) 
On the other hand if population i is treated first then with probability p the first event 
will be an infection and the expected number to catch the disease is 1 - V(k). With 
probability 1 - p the first event to occur is that population i is immunized and the minimum 
expected number of people to catch the disease is V(i - I). Thus the total minimum 
expected number of people to catch the disease is 
p(1 + V(k)) + (1 - p)V(i - 1). (3.3) 
As V(0) = 0 and each V(i) is positive this expression is minimized over I ~ i <~ k -- 
1 at i = I and this is also less than I + V(k). Hence, the best policy is to treat the 
susceptible population immediately at risk at the start. The minimum expected number 
of populations ever to catch the disease is 
V(k + 1)= p(l + V(k) ) -  P ~  (1 - pk - t )  
1 -p  
by the induction hypothesis, which proves the result. 
The basic idea behind Theorem 1 is that if the next event is going to be an infection 
then it does not matter which population is treated first. Thus in deciding where to treat 
first it can be assumed that the next event is an immunization. A similar idea will occur 
in the proof of later results. Theorem 1 supposed that the population being treated could 
be changed only when a population either catches the disease or is immunized. However,  
it may be appropriate to assume that this could be changed at any time and not just when 
some extra information is received about the state of the epidemic. Thus (using the mem- 
oryless property of the exponential distribution) it is straightforward to show that the 
suggested policy is optimal. On the other hand, it may be appropriate to assume that the 
population currently being treated can be changed only when this population either catches 
the disease or is immunized. The policy found to be optimal in Theorem 1 satisfies this 
condition hence it is also best under this restriction. Thus it does not matter when the 
population being treated can be changed, the optimal policy is still the same. 
Next we consider the same model except hat the disease is spreading amongst infinitely 
many populations. This problem is denoted by Q(:c) and the minimum expected number 
of populations ever to catch the disease is denoted by V(x). 
THEOREM 2. For this problem the optimal policy is always to treat the population 
immediately at risk from the disease. Then 
V(:c) = p/(1 - p) if 0 <p ~< I 
and (3.4) 
V(:c) = :c if p = t 
where p = M(X + p.)as before. 
Proof. The result is obvious i fp = I. So suppose that p < 1. Consider two epidemics: 
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epidemic A which starts with only the first population infected and epidemic B which 
starts with only the first two infected. Thus epidemic A is epidemic B "'shifted one place 
to the left." We shall show that whenever no immunizations have occurred one should 
always treat the same distance from the last infected population. Thus given a policy w~ 
to use in epidemic A define a policy' Tr: to use in epidemic B as treating the same population 
"'shifted one place to the left." The expected extra number of populations to catch the 
disease is the same in epidemics ,4 and B. So if T:* minimizes the expected number of 
populations ever infected for epidemic A it is associated with a policy which minimizes 
this expected number for epidemic B. A similar argument holds however far the disease 
has spread. So we need consider only policies which whenever no immunizations have 
occurred always treat the same distance from the epidemic. 
If at first no one is treated then this means that no one is treated all of the time. Then 
the number of infected populations is infinite. Suppose that at first population i is treated. 
Let W(i) be the minimum expected number of populations ever infected. With probability 
p the first event to occur will be an infection. From the remark above the expected number 
of populations ever to catch the disease is then 1 + W(i). Hence. arguing as in the proof 
of Theorem t: 
W(i) = [2(1 + W(i)) + (I - p)V( i  - l). 
So using (3.1) 
W(i) - P (2 - p~-~) /> -----C--P 
I -p  1 -p  
- W(1) .  
Thus the optimal policy is always to treat the susceptible population immediately at 
risk from the disease. The minimum expected number of infected populations, V(zc), is 
then W(I) = p/(l  - p) as required. 
4. GENERAL IMMUNIZATION TIME DISTRIBUTION 
Next the model is discussed when the infection time is exponential with parameter ~. 
and the immunization time is general. By considering using a general policy on the first 
N populations in the problem O(N + 1) it can be shown that V(N + 1) /> V(N)  and 
similarly that V(zc) >1 V(N). By considering the problem O(:c) when the population im- 
mediately at risk is treated, next we deduce that V(:c) < :c. So V(N)  is monotone increasing 
in N and bounded above by V(:c). Suppose that =,v is the optimal policy for the problem 
Q(N) and that q,v is the probability that all N populations are infected if this policy is 
used. It is straightforward to show that if Nq,v--+ 0 as N---, :c then V(N) is monotonic 
increasing to V(:c). This condition will hold in most cases of interest. It will certainly hold 
if the immunization time is a constant as is approximately the case for measles (Bailey,t2]). 
This special case will now be examined in more detail. 
Attention is restricted to the situation where the population being treated can be 
changed only when this population is either infected or immunised. It is straightforward 
to write down the dynamic programming equations for this case which define the optimal 
V(N)  recursively and also define V(~) in terms of the V(N) .  These dynamic programming 
equations were solved on the Cambridge University IBM 3081 computer for values of N 
between 1 and 50. We took T = I and values of~. from 0 to 40 in steps of .5. Some typical 
results are shown in Graphs 1 and 2. If the infection rate is small then the optimal policy 
is always to treat the susceptible population immediately at risk. 
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These results raise several interesting conjectures: For the problem Q(N) there are 
numbers 0 ~< ~., ~ ~.,_ ~< ... ~ X v = :c such that if the infection rate lies in [,x.~_~, M), then 
it is optimal to treat population i at the start and a similar conjecture for the problem 
Q(~). 
Suppose that it is optimal to treat population I(N) at the start of the problem Q(N). 
Then at the start of Q(N + 1) it is optimal to treat (a) either I(,\') or I(N + I). or (b) 
either I(N) or a population further to the right. If the last conjecture is true then I(N) is 
monotone increasing. Does I(N) necessarily tend to I(~). the optimal population to treat 
at the start of the problem Q(:~)? 
5. CONTROL OF k INF IN ITE  EPIDEMICS 
First we shall discuss the case where k epidemics are being controlled, labelled 1, 2. 
• . . k, each containing infinitely many susceptible populations. The disease spreads at 
rate Xi in epidemic i. We shall suppose that the immunization rate is >i in epidemic i and 
shall take >i to be strictly positive. This would be a suitable model for a disease spreading 
between several different groups as then the immunization and infection rates would be 
different for each group• It might also be appropriate if we were considering different 
diseases spreading in different areas. 
Suppose that X.,la., ~< X2~2 <~ "'" Xkp.k. Then the optimal policy is to treat the epidemics 
in the order 1, 2 . . . .  k. First we need some preliminary Lemmas. 
LEMM;, 1. Suppose that one population has been immunized in epidemic i. It is pref- 
erable to have immunized the first susceptible population than any other in that epidemic. 
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Suppose that a permutation of 1, 2 . . . .  k is to be chosen to minimize 
. 
i= I j = I ~Jl.~.(j) 
This is done by choosing w(l) = 1, v(2) = 2 . . . .  and v(n) = n. 
Lemma 1 follows from the fact that if the first susceptible population in epidemic 1 is 
immunized then no more infections can take place in that epidemic. Lemma 2 is also 
easily proved. Suppose that there is some other permutation which strictly minimizes this 
sum. Then there is an integer such that v(r) > w(r + I) and h,.p., > hr -~. r -~.  Note that 
swapping the rth and (r + 1)st epidemics leaves the above sum unchanged except for the 
term (h,,~,_ r~/l~,~,~) which becomes (k=t,~/~.~,_ ~)and thus decreases the above sum. This 
is a contradiction and so Lemma 2 is proved. 
THEOREM 3. For the above problem with k epidemics the optimal policy is to treat 
the epidemics in the order 1 . . . .  k. The first susceptible population in each should be 
treated. Then the expected number of populations ever infected is 
k i h i  
V(k) = E E - .  
i= l j= l  ~LJ 
Proof. This result will be proved by induction on k. It is clearly true i fk  = I. Assume 
that it is true for k < L and consider the case k = L. Similarly to Theorem 2 the only 
policies which need be considered are those where the population which is a given distance 
from the last infected population is treated until an immunization occurs. As in the proof 
of Theorem I if the first event is an infection then it does not matter which population is 
treated. Thus again in deciding where to treat it can be assumed that the next event is an 
immunization. By Lemma l it is best to treat the first population in whichever epidemic 
is treated. So the only policies which need be considered are those where until the first 
immunization occurs the doctor treats the first population in a given epidemic until that 
epidemic is stopped. By induction this is also true after the first immunization. Thus a 
policy is specified by stating the order in which the epidemics are treated. Suppose first 
that this order is | . . . .  k. Let the expected number ever to catch the disease be U(k). 
It will be shown that 
i i h i  
U(k) = Z - • 
i= l j= l  [JLj 
Let Pi = hi/(EiL=l~ki + [,,1-1): the probability that the next event is an infection in epi- 
demic i. The probability that the next event is an immunization is ~t/(~)=d~; + ~) .  
Conditioning on the next event to occur the expected number of populations ever to catch 
the disease is 
Thus 
U(L) = pt(1 + U(L)) + p2(1 + U(L)) + "" + pt(l + U(L)) + 
~J 
L 
~ hi+ ~zl 
i= |  
i i hi ~ ,~.  
~=:j=2 P'J 
(i=~ I h i+ ~LI) U(L) = x,(1 + u(L)) + ~, ~ ~- .  
i~l  i~2 j=2 ~,Lj 
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We deduce that 
k i ~-i 
U L) = Z g -  
i=l j= l  ~£J 
as required. Hence, if the epidemics are treated in the order ~r(1), zr(2) . . . .  "rr(L) the 
minimum expected number of populations to catch the disease is 
i i /~-~(i) Z 
i= I j = I }"l'w(J) 
By Lemma 2 this is minimized by choosing v(1) = I, "rr(2) = 2 . . . .  "rr(L) -= L as required. 
This proves the Theorem. 
In particular, suppose that the immunization rate is the same in each separate line. 
This would be suitable for the same disease spreading in different groups of populations. 
Then the first susceptible population in each epidemic must be treated and the faster 
epidemics must be treated first. 
6. TWO FINITE EPIDEMICS 
This problem becomes more complex if the disease is spreading amongst finite groups. 
Here the immunization rate is taken to be the same in each group. Here the speed at 
which an epidemic is spreading must be balanced against he number of susceptible pop- 
u[ations left in that epidemic. We shah discuss only the case of two finite populations in 
detail. Suppose that epidemic 1 spreads amongst M susceptible populations and epidemic 
2 spreads amongst N susceptible populations. We shall denote this problem by Q(M, N). 
We suppose that each of these groups of susceptible populations are arranged in a straight 
line with one infected population on the furthest left. This situation is shown in Fig. 1. 
The infection and immunization processes in each separate pidemic are as before. Let 
V(M, N) denote the minimum expected number of populations ever to catch the disease. 
For i -- 1, 2 let pi = ~.J(a.i + ~): the probability that in epidemic i being treated on its 
own the next event is an infection. Let V,(M) and V:(N) be the minimum expected number 
of populations infected in these epidemics being treated separately. V~ and V,_ are cal- 
culated using Eq. 3.1. Our main result for this problem is the following: 
THEOREM 4. Consider the problem described above when only one population can be 
X I 
ii o o .., o 
0 1 2 M 
X 2 
R o o , . .  o 




in fec ted  person  
suscept ib le  person  
Fig. l. The problem Q(M. N). 
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treated at a time. Then. as in Theorem I. one of the populations immediately at risk from 
the disease must be treated. Epidemic l or epidemic 2 must be treated according as to 
whether V~(M) is less than or equal to Vz(M). If Vt(M) = Vz(N) then it does not matter 
whether epidemic I or epidemic 2 is treated first. 
Proof. Again the idea is similar to Theorem I. Let a = X~/(Xt - Xz + p,); the prob- 
ability that the first event to happen is an infection in epidemic I. Then the minimum 
expected number of populations ever to catch the disease is 1 + V(M - l, N). Similarly 
with probability 13 = X-/(~.~ + M_ + ix) the first event to occur is an infection in epidemic 
2. Then the minimum expected number of populations infected is I + V(M, N - 1). 
Finally with probability ~,/(X~ + X2 + IX) the first event is an immunization. As in Lemma 
1 whichever epidemic is treated first the first population in that epidemic must be treated. 
If epidemic I is treated first, the minimum expected number of populations ever to catch 
the disease is V2(N), and if epidemic 2 is treated first, this minimum number is VffM). 
This establishes the Theorem. 
Thus at the start the first susceptible population in epidemic l must be treated only 
when V2(N) >1- V~(M) otherwise the first susceptible population in epidemic 2 must be. 
Thus V(M) is a conversion factor for the lengths of queues of populations to allow for 
the different rates of spread of the disease. If we regard a queue of susceptible populations 
of length L as being of real length V(L) then the optimal policy is to treat the population 
at the foot of the queue of longest real length. In particular if k~ = k_,, so that the disease 
is spreading at equal rates, then an optimal policy is to treat the first population in the 
longest queue. 
To decide which epidemic to treat first look at the point (M, N) in Fig. 2. Here k~ = 
l, X2 = 1.1 and ix = 1. If this is above the curve V(N) = V(M) then epidemic 1 must 
be treated next: otherwise pidemic 2 must be. Once an immunization has occurred we next 
treat the first susceptible population in the remaining epidemic. Until an immunization 
occurs each infection changes the position of the point (M, N) in Fig. 2. Each infection 
in epidemic 1 makes this point move one unit downwards and each infection in epidemic 
2 makes this move one unit to the left. A typical path of the epidemic is represented by 




treat epidemic 1 . . . . .  _ ~ /  
. . . . . .  i 
treat epidemic 2 
/ 
I I I • 
, 3 4 ; ; N 
Fig. 2. Switching curve for the problem Q(M. N). 
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Suppose that p~ > p:/(1 - p:) so that V~ > V:. Then for each .~,1 /> 1 and N >/ 1 
V, (M)  >i V~(1) = p~ > p2/(l - p:) = V,_(x) > 1,':(N). 
So, by Theorem 4 the optimal policy is to treat epidemic l, whilst it is still spreading 
whatever the relative values of 3,1 and ,,V. [t is straightforward to show that if the infection 
rates ~.~ and ~., are very small compared with the immunization rate then the optimal 
policy is to treat the fastest-moving epidemic first. On the other hand. if the infection 
rates ~.~ and k2 are very large compared with the immunization rate then it is best to first 
treat the epidemic containing the largest number of susceptible populations. 
It would be a reasonable conjecture from the above results that if there were three or 
more epidemics then to minimize the expected number of infected populations the epi- 
demic with the smallest number infected when treated separately should be treated next. 
However this is not the case. To see this consider the situation where there are three 
epidemics. Epidemics I and 2 each spread at rate 2 and epidemic 3 spreads at rate I ~- 
• where • is small and positive. Epidemics I and 2 start with only one susceptible pop- 
ulation and epidemic 3 starts with N susceptible populations (where N is large). Each 
immunization rate is 2. Then it is straightforward to show that if N is large enough and 
• is small enough, then epidemic 1 or epidemic 2 should be treated first. However, if the 
epidemics were being treated separately then the largest expected number of infected 
people would be in epidemic 3. 
7. EXTENSIONS OF RESULTS 
A similar analysis can be performed for a disease spreading in two groups one of which 
contains infinitely many susceptible populations. Suppose that at the start epidemic 1 
contains infinitely many susceptible populations whilst epidemic 2 contains N susceptible 
populations. Denote this problem by Q(:c, N). All of the results for this problem can 
formally be obtained from the corresponding results for the problem Q(3,1. N) by letting 
M tend to infinity. Similarly the results for the case of two infinite epidemics can be 
formally obtained from the results of the problem Q(:,:. N) by letting N tend to infinity. 
In this sense the models are robust. The results of Theorem 1 were extended to both the 
case where the population being treated can be changed at any time and the case where 
this population can be changed only when this population is either immunized or infected. 
Similar extensions can be made to all of the results produced here. 
We can also discuss the case where more than one population can be treated at a time. 
Suppose that L populations can be treated simultaneously with respective immunization 
rates l,z~, ~2 . . . .  p-z.. The resources for treating two separate populations can be combined 
to treat a single population which is then immunized at the combined rate. Then the optimal 
policy is for all of the treatment effort to be applied to the same place as before with la 
replaced by ~/z-= ~ta, i. A similar result is true for the problems discussed here. 
Consider Theorems 1 and 2 concerning an epidemic spreading amongst a single line of 
populations. It is stra ightforward to show that these hold if we replace p by P(0), the 
probability that the first event to occur is an infection even if the infection time distribution 
is perfectly general. However,  the immunization time distribution must be exponential. 
It is not possible to generalize the infection time distribution in this way for two or more 
epidemics. 
8. TWO-DIMENSIONAL MODELS 
One of the justifications given for studying the simple linear models discussed in this 
article is that they provide a template on which to base more realistic models. Although 
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Key  
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Fig. 3. The problem Q:(N). 
these two dimensional models are best studied using computer simulation techniques 
(Greenhalgh,[3]) here some simple analytical models are outlined briefly to indicate the 
sort of results which can be obtained using stochastic dominance and the methods of this 
paper. First consider the case where the epidemic spreads amongst populations arranged 
in two rows as shown in Fig. 3. 
As in Morgan and Welsh[4] it is assumed that the disease can spread only in the di- 
rections of the positive x and v axes. It is also assumed that if a susceptible population is 
directly in contact with an infected one then the susceptible population will become in- 
fected after a time which has the exponential distribution with parameter a.and that a 
susceptible population will be effectively immunized after a time which has the exponential 
distribution with parameter >. First it is assumed that any susceptible population which 
is in direct contact with two or more infected populations will be infected at the same 
rate. This corresponds tothe assumptions made in the Greenwood Chain Binomial model. 
For this situation the optimal policy is to first treat the population immediately at risk on 
the bottom row of populations in the epidemic and then to treat he population immediately 
at risk on the top row of the epidemic and finally to treat any susceptible populations 
remaining at risk. This is proved by using stochastic dominance arguments. Although it 
is possible to make some minor extensions of this result it does not extend to the same 
situation where the epidemic is spreading amongst three rows of populations. For example 
consider the situation where the epidemic has spread to the populations shown in Fig. 4. 
In this case. the optimal policy is to treat population B if the infection rate is very small 
compared with the immunization rate but to treat population C if the infection rate is very 
large compared with the immunization rate. Thus in general, and unlike the simpler one- 
dimensional case the optimal policy will depend on the particular values of the immuni- 
zation and infection rates. An alternative assumption would be that any susceptible pop- 
ulation which is in contact with two or more infected populations i infected independently 
by either of them. This corresponds to the assumptions made in the Reed Frost Chain 
Binomial model. This time the optimal policy does not have the simple form derived for 
the Greenwood case even when the epidemic spreads amongst only two rows of 
populations. 
0 D--~- o E -~ o -~- o "~- o . . .  
+ 1 ~ + + 
[] --~ O C-e -  0 ~ O ~ O . . .  
Key 
o suscept ib le  person  
m in fec ted  person  
Fig. 4. Counterexample ~r  Greenwood model. 
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o smsceptib~e person 
m infected person 
Fig. 5. Counterexample ~r  Reed Frost model. 
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When the disease has spread to the situation shown in Fig. 5 the optimal policy is to 
treat population C first if the infection rate is small compared with the immunization rate 
and to treat population A first if the infection rate is large compared with the immunization 
rate. This is proven using the arguments developed in this stud,,. Thus again the optimal 
policy depends on the particular values of the infection and immunization rates. However 
one can show, and more explicit details are given in Greenhalgh[3], that the optimal policy 
always treats one of the susceptible populations immediately atrisk. These questions can 
be examined for less restricted two dimensional models using computer simulations. 
CONCLUSIONS 
This study has attempted to determine where control effort should be applied to op- 
timally control an epidemic. It was concluded, using very simple models, that immuni- 
zation treatment should be applied as near to the disease as possible and to the epidemic 
which is spreading fastest. Perhaps equally interesting are the questions raised by this 
work. of how the results extend to the situation where the disease is spreading in two 
dimensions and where the immunization time distribution is a better eflection of reality. 
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