The Sobolev-type Laguerre polynomials L are orthogonal with respect to the inner product
are orthogonal with respect to the inner product In 1990 the first and second author showed that in the case M > 0 and N = 0 the polynomials are eigenfunctions of a unique differential operator of the form
where {a i (x)} ∞ i=1 are independent of n. This differential operator is of order 2α + 4 if α is a nonnegative integer and of infinite order otherwise.
In this paper we construct all differential equations of the form . Further we show that in the case M = 0 and N > 0 the polynomials are eigenfunctions of a linear differential operator, which is of order 2α + 8 if α is a nonnegative integer and of infinite order otherwise.
Finally, we show that in the case M > 0 and N > 0 the polynomials are eigenfunctions of a linear differential operator, which is of order 4α + 10 if α is a nonnegative integer and of infinite order otherwise.
Introduction
Let P denote the space of all real polynomials. We consider the polynomials L α,M,N n (x) ∞ n=0 which are orthogonal with respect to the Sobolev-type inner product < f, g > = 1 Γ(α + 1)
where α > −1, M ≥ 0 and N ≥ 0. These Sobolev-type Laguerre polynomials (see [9] and [12] ) are generalizations of the generalized Laguerre polynomials L α,M n (x) ∞ n=0 found by T.H. Koornwinder in [13] . They can be written as
n (x), n = 0, 1, 2, . . . ,
where D = 
For details concerning these Sobolev-type Laguerre polynomials and their definition the reader is referred to [9] and [12] .
We consider differential equations of the form
satisfied by these Sobolev-type Laguerre polynomials, where the coefficients {d i (x)} ∞ i=1 are independent of n. For convenience we write these differential equations in the form are independent of n and the coefficient e 0 (x) := e 0 (n, α) is independent of x.
The following lemma is well-known and easy to check. See for instance [17] :
be an arbitrary set of polynomials with degree[p n (x)] = n for each n = 0, 1, 2, . . . and let {λ n } ∞ n=0 be an arbitrary sequence of constants with λ 0 = 0 and . These polynomials form a special case of the above mentioned Sobolev-type Laguerre polynomials, since L α,M,0 n (x) = L α,M n (x). For the symmetric form of that differential equation the reader is referred to [5] .
In [1] H. Bavinck found a new method to obtain the main result of [8] . In this paper we will use this method to construct all differential equations of the form 
where the coefficients
are independent of n and the coefficients a 0 (x), b 0 (x) and c 0 (x) are independent of x, satisfied by the polynomials L α,M,N n (x)
given by (1) and (2) .
In view of lemma 1 the coefficient M a i (x) + N b i (x) + M N c i (x) must be a polynomial, independent of n, of degree at most i for each i = 1, 2, 3, . . .. Since M ≥ 0 and N ≥ 0 are arbitrary we conclude that {a i (x)} are polynomials independent of n which satisfy
This corollary was stated as a conjecture in [11] . By formal order we mean that for special cases (M = 0 or N = 0) the true order might be lower. In fact, for M > 0 and N = 0 we find the order 2α + 4 as in [8] and for M = 0 and N > 0 we find a differential equation of order 2α + 8 when α is a nonnegative integer.
We emphasize that except for the examples given in [11] (α = 0) and in [10] (α = 0, α = 1 and α = 2) this is the first paper on differential equations of the form (3) satisfied by Sobolev-type orthogonal polynomials.
For more results on Sobolev orthogonality and spectral differential equations the reader is referred to [6] . Some results concerning the symmetrizability of the differential equations obtained in this paper can be found in [7] .
Finally, we refer to [4] and [2] where difference operators are found for generalized Charlier polynomials and to [3] where generalizations of Meixner polynomials are treated. In these discrete cases the difference operators turn out to be of infinite order for all values of the parameters.
The results obtained in [8] and in this paper generalize the fourth order differential equation for the so-called Laguerre type polynomials (α = 0) found by H.L. Krall in [15] (see also [16] ). These Laguerre type polynomials are described in more details in [14] .
The main results
We look for all differential equations of the form (4) satisfied by the Sobolev-type Laguerre polynomials
defined by (1) and (2) . We emphasize that we demand that the
are independent of n and that a 0 (x), b 0 (x) and c 0 (x) do not depend on x. Sometimes we will use the notation a 0 (x) = a 0 (n, α), b 0 (x) = b 0 (n, α) and c 0 (x) = c 0 (n, α), n = 0, 1, 2, . . . in order to denote the dependence of n.
We will prove that the coefficients {a i (x)} ∞ i=0 are given by
and
This was already found in [8] and also in [1] . From (6) it is not very difficult to see that, for α = 0, 1, 2, . . .
and for nonnegative integer values of α
Note that we have
This implies that, for M > 0 the differential equation given by
, where the coefficients {a i (x)} ∞ i=0 are given by (5) and (6), has order 2α + 4 if α is a nonnegative integer and has infinite order otherwise.
The coefficients
are not unique. In fact we will show that
where b 0 (1, α) is arbitrary. Here we have (cf. [10] and [11] )
Further we will show that the coefficients {β i (x)} ∞ i=0 are given by
where
From (12), (13), (14), (15) and (16) we obtain that for α = 0, 1, 2, . . .
We remark that
2α+8 (x) = (−1) α+1 α + 2 α + 1
This implies that for N > 0 the differential equation
, where the coefficients {β i (x)} ∞ i=0 are given by β 0 (0, α) = 0 and (11), (12) , (13) , (14) , (15) and (16) , has order 2α + 8 if α is a nonnegative integer and has infinite order otherwise.
Finally we will show that the coefficients {γ i (x)} ∞ i=0 are given by
where for i = 1, 2, 3, . . .
From (18), (19) , (20), (21), (22) and (23) we obtain that γ 1 (x) = 0. Moreover we will show that, for nonnegative integer values of α γ i (x) = 0 for i > 4α + 10
and that
Note that for i ≥ 3 the coefficient of y (i) (x) in the differential equation (4) Otherwise the differential equation is of infinite order.
Finally we will show that the coefficients
This implies that for nonnegative integer values of α we have
Some classical formulas
We start with the following lemma on partial sums of Gauss' hypergeometric series which will be used in this paper :
Lemma 4. Let n ∈ {0, 1, 2, . . .}. Then the nth partial sum of the Gauss' hypergeometric series at the point 1
for all values of the parameters a, b and c for which (a + 1) n (c) n = 0.
Proof. The proof is based on the well-known Vandermonde summation formula
Suppose that n ∈ {0, 1, 2, . . .}. Then we find for (a + 1) n (c) n = 0 by changing the order of summation and applying (24) twice
This proves lemma 4. The special case b = c of lemma 4 leads to the nth partial sum of a 1 F 0 hypergeometric series at the point 1 :
Further we list some definitions and properties of the classical Laguerre polynomials L (α)
which we need in this paper. For α real and α > −1 the classical Laguerre polynomials are orthogonal on the interval [0, ∞) with respect to the weight function x α e −x . They are usually defined by
n (x) is also a polynomial in the parameter α. This implies that the classical Laguerre polynomials can be defined for all α by
Now we take α arbitrary. We have
The classical Laguerre polynomials satisfy the second order linear differential equation
From the generating function given by
it easily follows that for arbitrary p we have
Further we have for i = 0, 1, 2, . . .
or equivalently
We also obtain from the generating function that
This implies that
This inversion formula is an important tool to obtain the results of this paper. We will use it in the following way :
Lemma 5. Suppose that for k ∈ {0, 1, 2, . . .} we have the system of equations
are independent of n. Then this system has a unique solution given by
Finally we define the following polynomials involving the classical Laguerre polynomials
Note that F i and G i are polynomials in a, b and x and that H i is a polynomial in a, b, c and x for each i = 0, 1, 2, . . .. Now we will prove the following lemma :
Lemma 6.
Proof. First we define (see for instance [19] )
for all complex a, b, c and z for which the series in the right-hand side converges. If c = 0, −1, −2, . . . we may write
Now we have (cf. (24))
for all complex values of b and c. This is the well-known Vandermonde summation formula. If we apply definition (28) to L
k (x) in (37), change the order of the summations and apply (42) twice we obtain for each i = 0, 1, 2, . . .
which proves (40).
In a similar way we obtain for each i = 0, 1, 2, . . .
Now we use (42) to find for j = 1, 2, 3, . . .
Note that this result is also true for j = 0. Hence, we obtain for i = 0, 1, 2, . . .
which proves (41).
If we also define (cf. [19] )
for all complex a, b, c, d, e and z for which the series in the right-hand side converges, then we also have :
.
Proof. As before we apply definition (28) to L
k (x) in (39) and change the order of the summations to obtain for each i = 0, 1, 2, . . .
which proves (44).
The computation of the coefficients
We take α real and α > −1. (4) and we use (1) and (32) we find :
If we interpret the left-hand side as a polynomial in M and N and we use
which follow from the differential equation (32) for the classical Laguerre polynomials and (35), and the definition (2) of the coefficients A 0 , A 1 and A 2 we find eight systems of equations for the coefficients
. These can be written as follows :
for n = 0, 1, 2, . . ., where
n (x),
The systems of equations S 1 = 0 and S 2 = 0 for n = 0, 1, 2, . . . lead to the solution for the coefficients {a i (x)} ∞ i=0 which was already found in [8] . The systems of equations S 5 = 0 and S 6 = 0 for n = 0, 1, 2, . . . will lead to the solution for the coefficients {b i (x)} ∞ i=0 while the other four will eventually lead to the solution for the coefficients {c i (x)} ∞ i=0 .
The computation of the coefficients {a
Since α > −1 we have n+α n = 0 for all n = 0, 1, 2, . . .. Then the systems of equations S 1 = 0 and S 2 = 0 for n = 0, 1, 2, . . . are equivalent to
By considering equation (45) for n = 0 and equation (46) for n = 0 and n = 1 we conclude that a 0 (0, α) = 0 and a 0 (1, α) = 1. Since a i (x) must be a polynomial in x of degree at most i for each i = 1, 2, 3, . . ., we may write
By comparing the coefficients of highest degree in (45) and (46) we find :
Hence, since k i is independent of n, we obtain
and therefore, by using (25)
which proves (5). Note that this proof of (5) is different from the one given in [1] . In order to prove (6) we write instead of (45) and (46) :
First we will prove that every solution of (48) is also a solution of (47). Note that
which was already obtained before. Now suppose that
is a solution of (48). Then we use (34), (35) and (49) to find for the left-hand side of (47)
which equals the right-hand side of (47). Now we will solve (48). We have by using (5), (26) and (31)
Note that the right-hand side of (48) equals zero for n = 0 and n = 1, which is necessary for solvability. Hence, the system of equations (48) is equivalent to
n−2 (x), n = 2, 3, 4, . . . .
Now we apply the inversion formula of lemma 5 to obtain
and with (37) and (40) we obtain a i (x) = (−1) i xF i−1 (α + 3, α + 3; 2; x)
which equals (6).
The computation of the coefficients {b
We use the systems of equations S 5 = 0 and S 6 = 0 for n = 0, 1, 2, . . . to find the coefficients
. Since α > −1 we have n+α n−1 = 0 for n = 1, 2, 3, . . .. We use this to conclude that these systems are equivalent to
for n = 0, 1, 2, . . . and
for n = 1, 2, 3, . . .. For n = 0 equation (50) leads to b 0 (0, α) = 0 and for n = 1 equation (51) is trivial. Further we conclude that b 0 (1, α) is arbitrary. Since b i (x) must be a polynomial in x of degree at most i for each i = 1, 2, 3, . . . we may write
Then we find by comparing the coefficients of highest degree in (50) and (51) :
Hence, since k ′ i is independent of n, we obtain
n + α n − 2 , n = 2, 3, 4, . . . and therefore, by using (25) 2, 3 , . . ., where β 0 (n, α) is given by (11) . Now we will show that every solution of (50) also satisfies (51). In order to do this we write (50) in the form
This proves that
Suppose that
is a solution of (54). If we now write
n (x) = G n (x), n = 0, 1, 2, . . . , then we find by using (34) that
Hence, we have G 0 (x) = 0 and
In a similar way we find
In view of (51) we have to prove that
This is done by induction. For n = 1 this formula is trivial. Suppose that (55) holds for certain n ∈ {1, 2, 3, . . .}. Then we have to show that n k=0 kF k (x) = n(α + 2) + 1 (α + 1)(α + 3)
We find
Earlier we have found that
We also have
Hence we find by using (35) n k=0 kF k (x) = n(α + 2) + 1 (α + 1)(α + 3)
This completes the proof. Now we will solve (54). Note that F 0 (x) = 0 which is necessary for solvability. Substitution of b 0 (n, α) = b 0 (1, α) + β 0 (n, α), n = 1, 2, 3, . . . into the right-hand side of (54) now leads to
n (x), n = 1, 2, 3, . . . .
As before we have
Hence, since β 0 (1, α) = 0, we find that H 1 (x) = 0. Further we find by using (31)
n (x), n = 2, 3, 4, . . . .
Applying the inversion formula of lemma 5 we obtain
where, by using (36) and (28)
which equals (9). Further we obtain that β 1 (x) = 0 and
i (x) + β 
i (x) = (−1)
Note that we have by using (37) and (38)
Applying (40) and (41) we now easily obtain (13), (14), (15) and (16) . We remark that xβ (2) i (x) = 2(α + 2) α + 1 a i−1 (x), i = 2, 3, 4, . . . .
The computation of the coefficients {c
We will use the systems of equations S 3 = 0, S 4 = 0, S 7 = 0 and S 8 = 0 for n = 0, 1, 2, . . . to find the coefficients {c i (x)} ∞ i=0 . For n = 0 these equations lead to c 0 (0, α) = 0. First of all we use (51) to write
for n = 0, 1, 2, . . .. Now we substitute (45), (46), (50) and (57) into the four systems of equations. Then we will show that
This can be done by straightforward but tedious computations as follows. First we obtain
n+1 (x) , n = 0, 1, 2, . . .
n+1 (x) , n = 0, 1, 2, . . . , which eventually lead to (58). Now we use (58) to conclude that for n = 1, 2, 3, . . . the systems of equations S 3 = 0, S 4 = 0, S 7 = 0 and S 8 = 0 are equivalent to
Finally this leads to the following systems of equations :
for n = 0, 1, 2, . . .. For n = 0 we only find that c 0 (0, α) = 0 and for n = 1 we find that Then we find by comparing the coefficients of highest degree in (59) and (60) by using (52)
Hence, since k ′′ i is independent of n, we obtain by using (53)
Since c 0 (1, α) = b 0 (1, α) this proves that c 0 (n, α) = b 0 (1, α) + γ 0 (n, α), n = 1, 2, 3, . . ., where
By using lemma 4 we see that this equals (17) . Now we will show that every solution of (61) also satisfies (60) and that every solution of (60) also satisfies (59). In order to do this we write (59), (60) and (61) in the form
respectively, where
is a solution of (61). Then we find from
and (34) that
for n = 0, 1, 2, . . .. Now we use (35) to obtain for n = 0, 1, 2, . . .
So it remains to show that the right-hand side equals F
n (x). This can be achieved by straightforward but tedious computations. First we use (49), (35) and (46) to find
In a similar way we use (56), (35) and (50) to find
n (x) + n(α + 2) + 1 (α + 1)(α + 3)
Now we use (35) to obtain
n+1 (x), n = 1, 2, 3, . . . .
Finally we use
which was already obtained before, to conclude that
For n = 0 we easily find
is a solution of (60). Then we have by using (34) for n = 0, 1, 2, . . .
We use (35) again to obtain for n = 0, 1, 2, . . .
Now we have to show that the right-hand side equals F
n (x). This can also be achieved by straightforward but again tedious computations. As before we obtain by using (35)
Finally we use (64) again to conclude that
Now we will solve (63). In order to reduce the number of terms involved we use (51) again to find for n = 0, 1, 2, . . .
We use this to write (63) in the form
for n = 0, 1, 2, . . .. We remark that it is necessary for solvability that the right-hand side equals zero for n = 0, n = 1 and n = 2. For n = 0 and n = 1 this is trivial. For n = 2 we use (31), (27), (7), (8), (11) and (17) to see that this right-hand side equals
Now we substitute c 0 (n, α) = b 0 (1, α) + γ 0 (n, α), n = 3, 4, 5, . . . to find by using (7)
By using (9) we may write for k ∈ {0, 1, 2, . . .} and n = 0, 1, 2, . . .
Changing the order of summation we find
Now we use (26) to obtain for i = 0, 1, 2, . . .
Hence, by using the Vandermonde summation formula (24) we find for n = 1, 2, 3, . . .
This implies that for n = 1, 2, 3, . . .
which implies that
n (x), n = 3, 4, 5, . . . .
By using (5), (11) and (62) we obtain
Hence, we find by using (31) and (62)
n (x), n = 3, 4, 5, . . . . Now we apply the inversion formula of lemma 5 to (65) to find that
where for i = 1, 2, 3 . . . we have by using (31)
Now we use (33) and (28) to find for i = 1, 2, 3, . . .
This implies, by using (36), that
which proves (10). Further we find
Note that we have for i = 1, 2, 3, . . . by using (37)
By using (40) we easily obtain (19) and (20). Further we have by using (39)
Now we apply (44) to obtain for i = 1, 2, 3, . . .
which lead to (21) and (22) by using (43). Finally we use (17) to find for i = 1, 2, 3, . . .
Now we write
to obtain by using (37) and (40)
which proves (23). Now we will show that for nonnegative integer values of α we have
So we assume that α ∈ {0, 1, 2, . . .}. First we consider γ
i (x) given by (66). We use (40) to obtain
The terms of this sum are equal to zero for j > α + 3 and for i − k − j > α + 3. Hence all terms vanish if i − k > 2α + 6. Since a k (x) = 0 for k > 2α + 4 we conclude from (66) in the same way that γ
i (x) = 0 for i > 2α + 4 + 2α + 6 = 4α + 10. Now we consider γ (2) i (x) given by (67). In the same way we have by using (40)
The terms of this sum are equal to zero for j > α + 1 and for i − k − j > α + 1. Hence all terms vanish if i − k > 2α + 2. Since β k (x) = 0 for k > 2α + 8 we conclude from (67) that γ
i (x) = 0 for i > 2α + 8 + 2α + 2 = 4α + 10. We need the following lemma :
Lemma 8. For ℓ ∈ {0, 1, 2, . . .} and b − a / ∈ {1, 2, 3, . . .} we have
Proof. Let ℓ ∈ {0, 1, 2, . . .} and b − a / ∈ {1, 2, 3, . . .}. We have (see for instance [18] , §9.1 formula (34))
Hence, we obtain by using the Vandermonde summation formula (42)
which proves (70). By using (68) and applying (70) twice we obtain for i = 1, 2, 3, . . .
Note that the terms of the inner sum are equal to zero for j > m+α+3 and for i−j > k+α+3. Hence all terms vanish if i > k + m + 2α+ 6. This implies that γ i (x) = 0 for i > α + 2 + α + 1 + 2α + 6 = 4α + 9.
In a similar way we use (69) and apply (70) twice again to find for i = 1, 2, 3, . . .
The terms of the inner sum are equal to zero for j > m + α + 3 and for i − j > k + α + 4. Hence all terms vanish if i > k + m + 2α + 7. This implies that γ
i (x) = 0 for i > α + 1 + α + 2 + 2α + 7 = 4α + 10.
Further we note that for i = 1, 2, 3 . . . (23) can now be written as
Now we see that the terms of the inner sum are equal to zero for j > k + α + 3 and for i − j > k + α + 3. Hence all terms vanish if i > 2k + 2α + 6. So we conclude that γ
i (x) = 0 for i > 2α + 4 + 2α + 6 = 4α + 10.
Finally, it is not difficult to see that γ
4α+10 (x) = 0 and that γ
4α+10 (x) reduces to one single term for p ∈ {1, 2, 4, 5}. Moreover, we find that
and therefore
4α+10 (x) = x 2α+5 (α + 1)(2α + 5)(α + 2)!(α + 3)! .
The sums of the coefficients
Earlier we have discovered (see [10] and [11] ) that
In this section we will give a proof of (74). We will also prove that
First we define for complex x K(p, q, r; s; α, x) :=
where p, q, r and s are integers with p, q, r ≥ 0 and α > −1. Then we will prove the following lemma :
Lemma 9. For α ∈ {0, 1, 2, . . .} we have
for all complex x and all integers p, q, r and s with p, q, r ≥ 0. For α > −1 and α / ∈ {0, 1, 2, . . .} the right-hand side of (76) converges absolutely for all complex x if r + s < q. In that case we have
Proof. First we assume that α ∈ {0, 1, 2, . . .}. Then the right-hand side of (76) is a finite sum since α+ p and α+ q are nonnegative integers. So we may change the order of summation to obtain for all complex x and all integers p, q, r and s with p, q, r ≥ 0 :
Now we apply Vandermonde's summation formula (42) to find (77). Now we assume that α > −1 and α / ∈ {0, 1, 2, . . .}. Then (79) holds for all complex x if r + s < q, since
converges absolutely for all complex x if r + s < q. In order to prove this, let x be complex and define
Now we will show that
Hence there exists a positive number M α,p independent of j such that
This implies that
We distinguish two cases : s < 0 and s ≥ 0. If s < 0 we have
If s ≥ 0 we find by using (80) that |u ij | = 0 if i + j ≤ s. So we may write
For 0 ≤ j ≤ s we have
and r − q − 2 = r + s − q − 1 − s − 1 < r + s − q − 1 we conclude that we also have
|u ij | converges if r + s < q. So (79) holds for all complex x if r + s < q. Now we apply Gauss' summation formula
, c − a − b > 0 to find (78). This proves lemma 9. Note that (78) also holds for α ∈ {0, 1, 2, . . .} if r + s < q. So for p = r + s ≥ 0 and q = r + s + 1 we use (78) and the well-known formula
to find for all α > −1
to obtain for all α > −1
for all integers r and s with r ≥ 0 and r + s ≥ 0. Now we find from (6) for all α > −1, by using (76) and (82)
This proves (74).
In a similar way we obtain from (13) and (14) for all α > −1, by using (76) and (82)
If p = q = r + s + 1 we also obtain from (78) for all α > −1
for all integers r and s with r ≥ 0 and r + s + 1 ≥ 0. Now we obtain from (15) and (16), by using (76), (83) and (81) for all α > −1
Hence, since β 1 (x) = 0, we have
which proves (75). Note that for nonnegative integer values of α this implies that
Finally we will show that for nonnegative integer values of α we also have
Therefore we assume that α ∈ {0, 1, 2, . . .}. Now we will use (77). Note that if p = q = r + s ≥ 0 we obtain
for all integers r and s with r ≥ 1 and r + s ≥ 0. From (66) we easily obtain by changing the order of summation
Note that all summations are in fact finite. Now we use (40), (76) and (84) to obtain In the same way we find from (67) by changing the order of summation
i (x) = By using (71) we obtain
i (x) = 2 (α + 1)(α + 3) Changing the order of summation we find 
for every arbitrary j and m and for each α ∈ {0, 1, 2, . . .}. Hence 
Remarks
In this section we list some facts we encountered during the research. First of all we remark that
k (x), n = 0, 1, 2, . . . .
This formula can also be used for inversion instead of lemma 5 in the following way (compare with lemma 5) : Suppose that for m ∈ {0, 1, 2, . . .} we have the system of equations
n (x) = F n (x), n = m + 1, m + 2, m + 3, . . . ,
are independent of n. Then we simply find that However, for our purposes this method turned out to be very inconvenient.
Further we have from (2)
A 0 = 1 + M n + α n − 1 + n(α + 2) − (α + 1) (α + 1)(α + 3) N n + α n − 2 + + M N (α + 1)(α + 2) n + α n − 1
The coefficients a 0 (n, α), β 0 (n, α) and γ 0 (n, α) are respectively a 0 (n, α) = Note that the equations (45) and (46) can be written in the form
n+1 (x), k = 0, 1.
However it is even more remarkable that the equations (59), (60) and (61) can be written in the form
n (x) = n(α + k) − (α + 1) (α + 1)(α + k + 1)
n (x), k = 0, 1, 2.
Further we remark that the inversion formula of lemma 5 can also be applied to (47) instead of (48) to obtain, by using (37) and (38) a i (x) = (−1)
i (α + 1)F i−1 (α + 2, α + 2; 2; x) − 1 α + 2 G i (α + 2, α; 0; x) , i = 1, 2, 3, . . . , which can be shown to be equal to (6) by straightforward but tedious computation. Finally we remark that it can be shown that for α > −1 and ℓ ∈ {0, 1, 2, . . .
−n + k + ℓ + 1, −α − 2, α + k + 3 k + 2, α + k + ℓ + 2 1 x k+1 , for n = 0, 1, 2, . . ..
