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Es hoy dîa un hecho reconocido que la investigaciôn cien 
tîfica ya no es posible de forma aislada. En consecuencia esta 
memoria es fruto de multiples factores que incluyen muchas horas 
de trabajo conjunto: Entre otros factores quisiera recordar mi 
presencia en el Departamento de Ecuaciones Funcionales gracias al 
estîmulo del Prof. Baldomero Rubio, mi iniciaciôn a las Ecuacio- 
nes en Derivadas Parciales no lineales con el Prof. Ildefonso 
Dîaz, quien dirigiô este trabajo y me asesorô a lo largo del mi^ 
mo y el ambiente de trabajo creado por los profesores del Depar­
tamento, estîmulo importantîs i m o .
Parte principal en la elaboraciôn de este trabajo desem- 
peharon los contactes con las Universidades de Paris VI y Besan­
çon: el P r . Brêzis (Dêp. de Mathématiques, Univ. de Paris VI) 
me propuso lo esencial del trabajo présente; su consejo me ha si 
do inestimable. El Pr. Bênilan (Dép. de Math., Univ. de Bensan- 
çon ) me propuso el estudio de las medidas (cap. I) y supo hacer 
compatibles sus consejos cientîficos en diverses temas con la 
amistad. Muchos otros profesores de ambas Universidades nos han 
ayiidado con su estîmulo y multiples sugerencias.
Miguel Angel Herrero compartiô dîa a dîa el esfuerzo de 
elaboraciôn de nuestros trabajos. Con é 1 he tenido numerosas dis 
cusionôs.
No quisiera olvidar la influencia de tantes otros profe 
sores universitarios a quienes me ha unido -y me une- el esfuer 
zo por una Universidad renovada al servicio de la Ciencia y de 
nuestro pueblo; ni la de mis alumnos de las Facultàdes de Materna 
ticas y Fîsicas, de cuyo contacte tanto he aprendido.
Finalmente Soledad Estévez ha realizado un excelente tra 
bajo m e C a n o grâfico. A todos deseo expresar aquî mi agradecimiento
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INTRODVCCION
A lo lavgo de la presente memoria se estudia la existen- 
oia, unioidad y propiedades de las soluciones de las ecuaciones 
semilineales en derivadas parciales de los tipos siguientes:
1. Problema (P ) :
Estudiar en ]R^ , N > 1 el problema semilineal elîptico
(P) = (Pp^) -Au + B(u) p f
2
en que g es un grafo maximal monotono de ]R tal que
0 G 3(0) -por ejemplo, una funciôn monôtona creciente 
3 : ]R >- ]R tal que 3(0) = 0- y f G L^(IR^).
2. Problema (E ) :
Dado , el toro N - d imen s iona 1 , estudiar el problema
de primer orden
(E) = (Egf) a. ^  + S(u) 3 f
en que f G L^(^^), o mas en general f G L^(^^), 1 < p < o°,
2
3 es un grafo maximal monotone de R  y a ^ , i = l,...N , son 
constantes reales.
i. El problema (P) ha sido extensamente estudiado durante los
ûltimos anos asi como el problema de evoluciôn asociado
ft 3  /
Los problemas (P)^ rigen diversos fenômenos fis^
COS como filtraciôn de liquides y gases en medios porososj ter-
moconducciôn con coeficiente de conductividad dependiente de la 
temperaturay problemas de elasticidad via Calcule de Variaciones 
como ecuaciones de Euler asociadas a la minimizaciôn de ciertos 
funcionales convexes (cf. Diaz 12 3 { ^  12 4 I para r e f e r e n d a  deta
llada) .
En un dominio c IR^ acotadoy el problema de existen
cia y unicidad de soluciones de (P) para f G (il) es resuel- 
to por Brêzis y Strauss |1 8 | con diverses condiciones de con- 
torno. Trabajos similares se deben a Konishi |3 i|j Crandall 
|20|j Browder |l9 | y da Prato |2 2 ]* Trabajos pioneros son de- 
bidos a Visik (cf. la exposiciôn de Oleinik [4 0 |) yLeray-Lions
|36| .
En I 9 I Bênilany Brêzis y Crandall estudian (P) en todo
]R^ para f G (JR^) obteniendo existencia de soluciones (en
L^loc(dP^)) y oaracterizando la posible unicidady resultados que 
citamos en %0.2 y serân punto de r e f e r e n d a  capital de esta 
m o r i a .
Por ultimo en | 7 | Bênilan generalize los resultados de 
I 9 I al caso en que f G U(lR^)y i.e. es una medida de Radôn 
acotada en IR^y siempre que # 2  2, Este resultado es utiliza
do luego por Bênilan y Brêzis | 8 j para el estudio de la ecua­
ciôn de Thomas-Fermi en el caso de cargas localizadasy tanto en 
el caso relativista como en el no relativista.
En ouanto a la existencia de soluciones de soporte oompao 
to Brêzis en | 1 3 1 , |l4-| establece este tipo de soluciones para
(P) en un abierto il de para datos de soporte compacte
y 0 6 Int ^(0)y en particular. En | 9 | Bênilan, Brêzis y Cran
dall establecen que la propiedad necesaria y suficiente para que
exista para toda f 6 L^^(1R^), funciôn integrable de soporte
compactOy una soluciôn u 6 L^(IR^) de (P^j.), siendo 3 
un g.m.m. tal que 0 G ^(0) es la siguiente
<  CO
donde <p ( s ) -
-1 /(f) {s)
'S
^(r)d r .
'o
Esta condiciôn es utilizada por I. Diaz | 2 3 1 para obtener 
soluciones de soporte compacte para (P^^) en abierto s no aco 
tados il c JR ^  para datos de soporte compacte con condiciones 
de Dirichlet o Neumann, propercionando este mêtodo un procedimien 
to de ohtenciôn de soluciones en abierto s no acotado s de IR^.
En I 7 I Bênilan compléta estes resultados estudiando el 
comportamiento en el infinite de las soluciones de (P) para 
N > 3: bajo la restricciôn de que f este acotada por una fun
d o n  radial en un entorno del infinite se demuestra que la solu 
ciôn u de (P) converge uniformemente a cero en el infinite.
Nuestro trabajo sobre la ecuaciôn (P) abarca los capi 
tulos I, II y III.
En el Capitule 0 dedicamos una secciôn a fijar los concep_ 
tes y resultados fundamentales a que recurriremos a lo largo de
la memoria. En una segunda secoiôn citamos los teoremas funda
mentales de |l8|, | 9 | | 7 | y |23| que sirven de hase inme-
diata a nuestro trabajo.
En el capitule I extendemos los resultados de Bênilan
sobre existencia de soluciones para (P^j.) cuando f es
una medida acotada a las dimensiones N=2, 1. Asi para N=2 el
Teorema I .1 caracteriza la posible unicidad, el Teorema I. 2
la comparaciôn de soluciones y el Teorema I . 3 establece la exi^
1 1 2  \ 2 2 
tencia de soluciones u G ('P? ) taies que \gnd u\ G M (]R ),
2
Au G hUlR ) para (P^j?)j f cualquier medida acotada si y so
lo si 3 cumple la condiciôn
(C^) D(^) = IR ; [^(r) - ^(-r)]e dr < ¥a > 0
o
La dificultad para probar la existencia de soluciones radica en 
el distinto comportamiento para N > 3 y N=l,2 de las solucio_ 
nés fundamentales Ej^(x) del operador -A, lo cual ya provoca 
para f G L^ un estudio separado (ver BBC | 9 |j. El util fun 
damental introducido por nosotros es un resultado de John y Ni-
renberg (cf. Lema 1.3). Asi évitâmes el recurso explicite a las
1 1  2 
funciones B.M.O. (recordemos que E^(x) - Ig — r G B.M.0(1R )à ZTT ^1
El casa N=1 (Teoremas I,b, II.b, I II.b) es paratelo y 
esencialmente mas fâcil, obteniendo se un re sultado intere santé 
(Teorema I I I .b ) .
En el Capitule II resolvemos para N=2 el problema de sa
2
ber si las soluciones de (P^^), f G h\(lR ) convergen a cero 
en el infinite: si j/j esta acotada en un entorno el infinite 
por una medida radial g y si  ^ es un g.m.m. tal que
0 = ^ ^(0), 3 6 (C^) Ici soluoiôn u de ohtenida en
%1 converge uniformemente a cero en el i nfinite. Caso de que 
3 ^(0) = '[a,b\ ^ {0} solo podemos afirmar que
lim sup u <_ h , lim inf u >_ a 
I a; I oo 1 a: 1 00
La demostraciôn se realiza en una 1- parte para el caso
radial (Teorema I I .1, Prop. II . 2 ) y luego en la 2- parte para
et general (Teorema I I . 2 ) con la ayuda del importante lema têo
nice A . 2 (Apêndice). En el apartado II . 2 se précisa el alcan
ce de los resultados anteriores mediante ejemplos y contraejem-
plos. En §J J J .4 se estudia la velocidad de convergencia de
las soluciones cuando | a: | oo en funciôn del comportamiento
de ^ y f (P r o p s . I I . 5, I I . 6 ) y en §111.5 el caso en que 
2
f 6 M ( Æ  ) es de soporte compacte (Prop. II. 7), generalizando 
en particular la condiciôn de BBC | 9 | sohre 3 para la exis- 
tencia de soluciones de soporte compacte (Prop, I I . 7.a d )).
En la 2- parte se estudia el caso N=1 esencialmente mas 
fâcil, obteniendo resultado s anâlogos.
El Capitule III reune algunos otros resultados de exis- 
tencia de soluciones para la ecuaciôn (P) en JR^.
En la 1- parte tratamos el caso de funciones f acotadas 
en el inf inite. En el Teorema I I I .1 obtenemos soluciones 
u 6 L^ ( JR^) para determinadas f acotadas en el infinite y e^
tahleaemos una acotacion de las soluciones (cf. (11) y (12) del 
yS I I I , 2 y Corolario III.1 ) que nos permits por una têonica de do- 
ble paso al limite que introducimos nosotros obtener en el
Teorema III. 2 soluciones en l '^ (Çl) de (P^^J para funciones f
3/
no integrahles, soluciones que denominamos "sup-inf" e "inf- 
-sup", para las que elaboramos resultados de comparaciôn y uni 
cidad similares al §J (Props III.1, III, 2 ), Finalmente el 
Teorema I I I . 2 establece para N > 2 la acotaciôn en un entorno 
del infinite de las soluciones de cuando f 6 (]R^)
esta suficientemente acotada en un entorno del infinite, oondi- 
ciones mas débiles que en el Teorema III.1.
En la 2- parte utilizando un mêtodo de paso al limite do_ 
ble como en el Teorema III. 2 establecemos existencia de solucio_ 
nés para ciertas f medidas de Radôn n^ acotadas, siempre que 
0 & ^(0) E [y ,Y*] / {0} y f esté "casi comprendida" en 
^(0) cuando [ ar | -► «> (Teorema III. 4 ), obteniendose résulta 
dos de comparaciôn y unicidad de las soluciones résultantes 
(Prop. III. 2).
2. La ecuaciôn ha sido estudida por Brêzis y Niren
berg |16| en el caso en que f es una funciôn continua, Como
se senala en |i6} no es posible utilizar aqui en general infor
m a d o n e s  del tipo de |l5| sobre el rango de la suma de dos ope_
2
radores monôtonos en L (9J :
Int ^R(A + B) = Int ^(R(A) + R(B))
 ^ “ i I
t R(B) tiene interior vacio.
dado que en general si Au = 1 a . y B(u) = ^(u), R(A)
t
En el capitula IV estudiamos (E^^), para f G L^(ü), 
1 f  P utilizando la teoria de operadores acretivos (cf.
Bênilan | 3 | | 4 |, Crandall |2l|j y T-acretivos (cf. Bê
nilan, op. cit.. Picard |4l|j Le |3 5 |j ^ demostramos prime
TO (Prop. IV.2 ) que A o ^  ^ es un operador T-aoretivo en 
(9.) y a oontinuaoiôn %IV,2, d e d u d m o s  diverses teoremas 
de existencia: Teorema 1.1', 1" para f G L (9), Teorema 2
para f G (9) y Teorema 2 para f 9 (9), 1 < p <
imponiendo sohre 3 Icls condiciones respectivamente necesarias
En §IV.2 estudiamos la unioidad y no unioidad de so_ 
l u d o n e s  de (E) en el caso en que es un conjunto de
numéros reales linealmente independientes sohre ^ (P r o p . I V ) .
En el Apêndice figuran una serie de resultados de indole 
mas têcnica sohre convoluciones, de sigualdades intégrale s y otros 
tcpicos a fines. El Apêndice de BBC | 9 | ("what you always wan 
ted to know about A  ^ in (JR^)") es prerrequisito a muohos
dc estes resultados y es ampliamente utilizado a lo largo de la 
m e m o r i a .
Los resultados fundamentales empleados quedan reunidos en 
el capitula 0. En los restantes capitules los resultados citados 
figuran notados con letras mayusculas (Teorema A) o en la nota
ciôn original en cita entrecomillada (Theorem 6.5, BBC | 9 | )
Los demas resultados figuran numerados por capitulas. Los capitu 
los se dividen en partes y secciones. La numeraciân de las fôrmu 
las se realiza en general por partes de capitula y dentro de la 
misma parte se prescinde del prefijo de la parte. El final de de 
mostraciôn o enunciado en su caso se nota con una estrella
El articula de Bênilan, Brêzis, Crandall, ahreviado en ge^  
nerat BBC | 9 | es prerrequisito ohligado para los capitulas I,
II, III y el Apêndice.
CAPITULO 0
P R E L I M I N A R E S
0.1: Notaciones y Resultados générales
0.1.1: En esta secciôn fijaremos las notaciones que se emplearân
a lo largo del trabajo y citaremos los resultados fundamentales y 
referencias de consulta para los principales espacios funcionales, 
de medidas y operadores empleados.
a) En general sera a lo largo del trabajo un abierto
de IR^, no necesar iament e acotado, de borde F = B (G) =
= {x 6 IR^ : I X I < R} , su cierre B^^O) = {x G : |x| £  R} ,
= {x G R ^  : IXI = R} es la circunferencia de radio R, R > 0
centrada en el origen, = 9B^^0). = {x 6 R ^  : |x| > R}
désigna el exterior de B_(0).
Si P es una cierta propiedad escribiremos abreviadamen 
G R ^  : X G P } cuando el senti 
[p] . Asi: [ I X I > R] , [u > o] , etc.
te {X p} do es claro en la forma
Si es un subconjunto medible (Borel) de R ^  ,
ms n = dx es su Medida de Lebesgue.
t
significa que y dist(^',90)> 0.
ctp significa "casi para todo punto" (respecto a la m£ 
dida de Lebesgue si no se indica lo contrario).
Si m es un entero positivo, C^(f^) son las funciones 
de clase m en fi, C(fi) = C°(fi), Co(fi) las funciones de cl£ 
se con soporte compacte, P(fi) = C^(fi) las funciones de
clase infinite con soporte compacto, P ’(fi) las distribuciones
C^(fi) désigna las funciones de clase que tienden uniforme_
mente a cero en el infinite.
supp(f) = {x G fi : f(x) i- O}^ es el soporte de
f : fi  m
b) Espacios L^(fi), 1 ^  P <, (cf. Rudin [43], Dun-
ford-Schwartz [2 6] ). Para 1 £  p < «» désignâmes mediante
L^(fi) el espacio de las (clases de) funciones u : fi  ► ]R,
N
fi C ]R , medibles y p -integrables respecto a la medida de Lebe^ 
gue dx con la norma
Il u II = | u ( x ) | ^ . d x < o o
P Jfi
Para la norma || . || ^  , bP(fi) es un espacio de Banach. L^(fi)
es un espacio de Hilbert con el producto
u(x).v(x)dx< u, V >  =
fi
Si 1 < p < 00, bP(fi) es reflexive y mas aûn, uniformemente con^
vexo. Si p ’ = pPj se puede identificar ((L^Cfi))' con (fi)
Para u : fi  y IR medible definimos
Il u II ^  = sup ess {|u(x)| : x G fi}
siendo sup ess el supremo esencial que abreviaremos en adelante 
sup. L (fi) se define como el espacio de las (clases de) funcio_
nés medibles u : fi  y TR taies que || u || ^  < oo. L°°(fi) es
1 1un espacio de Banach identificable a L (fi)*, dual de L (fi).
Si 1 £ p £  00 Lo(fi) es el espacio de funciones de
iP(fi) con soporte compacto.
b * ) Compacidad débil en bP(fi) (cf. Friedman [g s ], Dun- 
ford-Schwartz [ss] ) . Si 1 < p < oo , un subconjunto acotado de 
bP(fi) es relativamente dêbilmente compacto (r.w.c.), dado que
L^Cfi) es un espacio de Banach reflexive. Esta compacidad es en- 
tonces équivalente (T- de Eberlein-Smulian) a la "compacidad se_ 
cuencial dêbil" (s.w.c): de toda sucesiôn se puede extraer una
subsucesiôn dêbilmente convergente. Designaremos a veces la topo_ 
logia dêbil a(LP(fi), (fi)) como bP(fi)-w y escribiremos
{u^} converge dêbilmente a u : u^ ---^ u.
En L°°(fi) todo subconjunto acotado es r.w*.c. y s.w&.c
para la topologîa "dêbil estrella" 6 w * , a(L ,L^). Escribi-
mos en este caso u ---  ^ u en L (fi)-w*.n
En L^(fi) los subconjuntos rwc 6 swc para la topolo_ 
gîa w, es decir a(L^,L ) vienen caracterizados por el "Teo­
rema de Dunf ord-Pet t is " (cf. Dun ford-Schwartz [26] ô Edwards [2 7 ] 
para p(fi) = “ ):
"Sea (fi,M,y) un espacio de medida. Un subconjunto K
1de L (fi) es s.w.c. si y solo si es uniformemente integrable, 
es decir:
i ) V e > 0  6 > 0 tal que si E c fi y y ( E ) < 6 ,  V f G K
If(s ) I dp < e
i i )] C > 0 tal que Vf 6 K, |f|dy < C
kl
iii) Ve > 0 ^ un compacto E c fi tal que Vf G K
f  IfI dp < e 
Jfi-E
Si fi es de medida finita, i ) es suficiente...
b") (Q) , 1 < p < CO.
loc_________—  —
NSi fi es un abierto de ]R y l £ p £ o o  se de_
fine l P (fi) como el espacio de (clases de) funciones medibles
loc
cuya restricciôn a cualquier conjunto compacto, K, de fi per- 
tenece a l P(K). G s un espacio metrizable.
Los criterios de compacidad dêbil se aplican a bP^^(fi) 
para las topologias débiles adecuadas razonando sobre una sucesiôn 
exhaustive de compactes, {K^} de fi (ü  = fi). En part icu­
lar (cf. Le [3 5]) es vâlido en ^ 1 Teorema de Dunford-
Pettis sustituyendo la uniforme integrabilidad por la "uniforme 
integrabilidad local" con la topologîa a(L^^^, L q ) .
DEF INICION; Un subconjunto H c ^poc^^^ G s localmente unifor­
memente integrable si y solo si
Ve > 0 VK compacto c fi ^3  ^~ ô(e,K) tal que
Vf G H y VE c K, ms(E) < 6, |f| < e ..
c) Espacios de Sobolev (cf. Lions-Magènes [3 g], Adams [l]) 
si m es un entero y 1 £  p £  œ w'^’P(fi) représenta el espacio 
de Sobolev de las (clases de) funciones f G LP(fi) taies que para 
todo multiîndice a, con |al £  m , D°^ u 5 - — -  G LP(fi). W ^ ’P(fi)
es un espacio de Banach y para p = 2, w ’^ ’^(fi) = H^ (fi) es un espa­
cio de Hilbert. El cierre de t?(fi) en W ^ ’P(fi) lo notamos 
Wo'P(fi). Si por ejemplo fi = : Wo'P(fi) = W ^ ’P(fi), pero la
igualdad no es cierta en general. Se puede définir W^'^(fi),
W o ’^(fi) para todo s £  0, cf. Adams [ 1 ] , asî como los espacios
metrizables W^'^(fi) de forma anâloga a (fi).
loc loc
Utilizaremos en varias ocasiones los "Teoremas de inclu­
sion de Sobolev" que se pueden ver en Friedman [28], Lions-Ma- 
gènes [3 9] y con gran detalle en Adams [ 1 ] , cap. V. Citaremos:
N
"Si fi C IR* es un dominio que cumple uniformemente 
'la propiedad del cono" se tienen las siguientes inclusiones co£ 
t inuas:
A) si m p < N  y —  > —  - ^  , q > p : W^*^^’^(fi)^ W^'^ffi)q —  p N —
B) si mp = N y < » > q £ p  : W^'^^*^(fi)‘^ W ^ ’^(fi)
C) si mp > N : W^'^^’^Cfi)*^ C^(B)
siendo C^(fi) = {u G C^(fi) : u G L (fi) para |a| £  m } ".
Si fi es ademâs acotado, el "Teorema de Rellich-Kondra- 
chov" proporciona los casos en que las inclusiones anteriores son 
compactas, cf. Adams [ 1 ] ,  cap VI:
"La inclusion de A) es compacta para 1 < p < NPN-mp
La inclusion de B) es compacta para 1 £  q < <»
La inclusion de C) es compacta".
En particular obrenemos la inclusion compacta W^^^(IR^) ->-L^^^(IR^) 
N > 1, razonando sobre una sucesiôn exhaustive de compactes.
Ocasionalmente utilizamos también los espacios de trazas
L^(r), W^*^(r) sobre F = 9fi para la medida superficial 9F.
Solo citaremos que si F es regular se puede définir
1m  , p
y = W^'P(fi)   ^ W P (F)
lineal, continua, sobreyectiva que coincide para u G C^(fi) con
la restricciôn a F, y(u) = u p.
d) Medidas (cf. Dunford-Schwartz [26], Edwards [27])
Aquî fi puede ser un espacio localmente compacto y 
Co(fi) es el conjunto de las funciones continuas de soporte compac_ 
to en fi dotado de la topologîa lîmite inductivo de {C(K)},
K c fi compacto; entonces ( ( fi) ) *  es el conjunto de las medi­
das de Radôn sobre fi. En particular ^  Co(fi)’ median­
te la inclusion f ----->- T^ . : si (p G Co(fi) Tp(^) = <f,^> =
r
f (f).
)^fi
Nos interesaremos por el espacio M(fi) de las medidas
de Radôn acotadas que résulta dual de C,(fi), espacio de las 
funciones continuas que tienden uniformemente a cero "en el in- 
finito" (i.e. en el filtro de complementarios de compactes en 
fi) (cf. Edwards [27], pg. 280). Por ser dual de un Banach
separable todo subconjunto acotado en M(fi) respecto a su nor 
ma II . Il (si y G M(fi), ||p|| = /d | y | ) es secuencial-
mente w^-compacto.
En Co(fi)’ y por restricciôn en M(fi) se definen los
conceptos de medida positiva, medida negativa, >, <, se pu e ­
de descomponer una medida en sus partes negativa y positiva
+ —
y  = y  - y
Tambiên se puede realizar la descomposicion de una med£ 
da en sus partes regular y singular respecto a la medida dx 
de Lebesgue y aplicar a la parte regular el Teorema de Radon-Ni 
kodÿm. La parte singular estâ concentrada en un conjunto de m e ­
dida de Lebesgue nula.
Los subespacios correspondientes de M(fi) se designarân 
por M+(fi), M"(fi), M^(fi), Mg(fi).
Por abuso de notaciôn escribiremos para f 6 y
E C Q f(E) = f cuando resuite cômodo. 
E
e ) Operadores monotones
La r e f e r e n d a  obligada para este tema es Brêzis [il]. 
Nosotros fijaremos algunas definiciones, notaciones y resultados:
- Un operador A en un espacio de Banach X es una apl£
caciôn A : V(A)  y P(X) donde D(A) C X y P(X) es el
conjunto de las partes de X.
A es pues una aplicaciôn multivoca de X en X.
- Un operador A en un espacio de Hilbert H de producto
<.,.> se dice monotono si se verifica
(M) V x ^,%2 G D(A), Vy^iYg G H t.q. y^ G Ax^, i=l,2
*2"*i> -  °
- Se obtiene entonces la siguiente caracterizacion : A es
A -1
monotono si y solo si el operador = (I + AA) es una contrac_
d o n  para A > 0 .
se denomina "resolvente-A de A".
A
- Los operadores de H se ordenan por inclusion de grafos. 
Asî se obtienen operadores maximales monôtonos; son de los operado 
re s monôtonos los que nos interesan. A Minty se debe. la siguian 
te caracterizaciôn:
Teorema de M i n t y : Las siguientes propiedades son équivalentes pa
ra un op. monotono en un espacio de Hilbert:
i) A es maximal monotono
ii) R(I+A) = H (R=r a n g o )
-1
iii) VX > 0, (I+XA) es una contracciôn definida en todo H
- Si H=IR, los operadores monôtonos de IR se suelen
denominar grafos monôtonos. Asi hablaremos de los grafos maxima-
2
les monôtonos de IR (g.m.m.) que pasamos a caracterizar:
D(B) es un intervalo I 
-0° ^ ^  ^ ^  . Entonces
-> IR no decreciente de mo
"Si B es un g.m.m. de 3R' 
de ]R. Sean sus extremes a y b, 
se puede elegir una funciôn f : I -
do que
1_oo, f(a+)] si r = a, a>-oo
(d.l) 3(r) = ' [f(r-), f(r+ )] si a < r < b
[f(b-), 001 si r = b, b < 00
Inversamente a partir de una funciôn f : I
(0.1) proporciona un g.m.m. B” *
2
- Por ultimo sea g un grafo de IR
— 1
B es monotono s i i B lo es. 
lo es. B e s una funciôn continua s i i 
mente creciente y a la inversa.
inverso. 
„-l
->■ IR crec iente
-1
y B el grafo
es g.m.m. s i i 
1
B es estricta
Si B es un g.m.m. y r G D (B ), denominamos 
l"*" = sup B ( ) , B = inf B(#U B^(r) = sup {s : s G B(r)},
B (r) = inf {s : s G B (n )}; B°(r) = s
es de valor absolu te  mînimo.
s i i s G B(r) y
s i  r G R(3), r3 ^(r)]^ = sup {s : r G 3(s)},
[3 ^(r)J = inf {s : r G 3(s)} Ademas ponemos 3 ^(0) = |"a,b] T
y 3(0) = [y " , S i 0 G 3(0), a < 0 < b, v" 1  0 < y*.
f ) Operadores acretivos (cf. Bênilan [ 3], [4 ], Cran­
dall [21J ) .
Cuando X es un espacio de Banach no Hilbert carecemos 
de la identificaciôn natural X ’ - X y el concepto de monôt£ 
no puede traducirse de varias maneras. Una de ellos es el con­
cepto de operador acretivo:
- Un operador de X, A : D ( A ) X  >• P(X), se dice
acret ivo si satisface una de las propiedades équivalantes
i) V(x^,y^) G A, i = l,2 1 “^2 ’ “^2 -  °
ii) V(x^,y^) G A, i = l,2 w G F^x^-Xg) tal que
(A)
X i  °
iii) VX > 0 = (I + XA) es una contracciôn
en i) <.,.>g es el producto semiinterior de Sato; en ii)
F : X  ► P ( X ’) es la aplicaciôn de dualidad (cf. referencias)
_ es la dualidad X - X ’.
- El concepto de op. maximal monôtono se sustituye por 
el de operador m-acretivo:
Un operador A de X es m-ac ret  ivo s i i es acretivo y 
R(ItA) = X.
Todo operador m-acretivo es maximal acretivo, en general 
la inversa no es cierta.
T-acretiv i d a d : Un r e f inamiento que utilizaremos en la T-acretiv£ 
dad introducido en [l7 ] y estudiada por Bênilan [3 ], [4 ] y
Picard [4 l]:
Un operador A de L^(fi), 1 £  p £  oo es T-acre t ivo s ii
J = , X > 0 cumple la siguiente "propiedad de T-contracciôn"
(T) V(u . ,v . ) e J i = l ,2
Il D  1  N f U i - U g ) *
Como (T) implica que J es unîvoco podemos escribir la con­
diciôn (T) en la forma
IU'^x'^l-'^x'‘2^yip 1 IU“l-“2^ l^lp
Es claro que
i) A T-acretivo en L^(fi) =t> A acretivo en L^(fi)
ii) A T-acretivo en L^(fi) = î
en L^(fi) en el siguiente sentido:
"conserva el orden"
si u^ e f ^ , i = l,2, f^ £  f2 ctp Uf £  u^ctp
Caracterizaciôn de operadores acretivos y T-acretivos en L (fi) 
(cf. Bênilan [ ^ ]» Le [35])
i) A es acretivo en L^(fi) s i i
V(u^,v^) e A, i=l,2
(d.2 ) I +  s i g n o ( u ^ - U 2 > . ( v ^ - v ^ j  >
O bien s i i
(d.2*) a G L (fi), a(x) G sign(u^-U 2 )(x) ctp tal que
a . ( -V 2 ) £  0
ii) A es T-acretivo en L (fi) s i i
(d.3)
o bien s i i
V(u^,v^), i=l,2 (V1-V2 ) + ( - V g ) £  0
^2 Ul>*2
(d.3') a G L°°(fi), a(x) e s ign^ ( -u^ ) ( X ) ctp tal que
a . (v^-Vg) £  0.
Fijemos la notaciôn respecto al signo:
sign(r) =' ‘ + / \ sign (r ) = «
1
[0,1]
0
s 1 
s i 
s i
r > 0 
r = 0 
r < 0
sign y sign son g.m.m. Utilizaremos secciones de ellos:
signo(r) =
1
0
-1
s 1 
s i 
s i
r > 0 
r = 0
r < 0
+ f 1
signo(r) = i
( 0
si r > 0
si r < 0
Las clases Vft (cf. Le [3 5! ):
00 00
Importantes clases de operadores acretivos son la clase
T(% ^  de operadores m-acret ivos en L^(fi) y acretivos en L (fi)
■wf t 1y n i ^  de operadores m-acretivos en L (fi) y T-acretivos en
L*(fi).
Debemos a Bênilan la siguiente caracterizaciôn:
"Sea A un operador m-acretivo en L^(fi). Entonces 
i) A e s i i V(u^,v^) G A, i = l,2 Vp G
fi
p (U 1 -U 2 ) ( -V2 ) £
ii) A GOlI sii V(u^,v^) G A, i = l,2 Vp G
p( u -u^)(v -V ) ^  0 ( p Q , P . :  ver 1))
Ademas si 1 £  q < «», si = A n ( L x L ) X 0  y si defin^
.03 A - —  X L°-(n)
q 00
i) implica que A^ es m-acretivo en L^(^)
ii) implica que A^ es m-acretivo en L^(^)
Y el mismo resultado es valide para el espacio de Orlicz L^(^) 
siendo M una funcion de Young, M 6 Ag (ver g)).
g) Espacios de Orlicz (cf. Krasnose1skii-Ruticttii j 34j ,
Kufner |33 ])
Definiciones y resultados:
1) Se llama "funcion de Young" a toda funcion M : ]R ► IR^
representable como
(g .1) Mfs) =
r I s I
p(t)dt. Vs G IR
0
en que p : ]R^  *■ ]R^ es no decreciente, continua por la dere_
cha, p ( t ) > 0 si t > 0 , p(0) = 0 y lim p ( t ) = o o .
t^oo
2) La funcion de Young M verifica la "condicion Ag" s i 
existe k > 0 tal que
M(2s) < k.M(s), Vs 6 IR
3) Sea Q un espacio de medida, p una medida en 9..
Se define la "clase de Orlicz" C ^, ( ) como el conjunto de (clases
de) aplicaciones medibles u tales que
(g.2) p(u;M) - M(u).dy < oo
4) Si M verifica , C^(fi) es un espacio vectorial
y lo designamos En general se define como el e£
pacio lineal engendrado por .
es un espacio de Banach para la "norma de Luxem­
burg" ;
(g.3) ||u||^ = inf {k > 0 : p(^ ; M ) _< 1}
5) (cf. Kufner [33], §3.10). Sean {u^}, u 6 L^(0):
- Se. dice que u^ + u en L^(0) sii ||u^-u||j^ 0
- Se dice que u^ u en M-media sii p(u^-u;M) -+ 0
Si M G Ar., u u en L»,(f2) équivale a u -► u en M-media,2 n M n
h) Espacios de Marcinkiewicz (cf. BBC Stein-Weiss
[U7j )
Siguiendo la presentaciôn del Apêndice de BBC g j def^ 
n i m o s , para l < p < o o ,  Il‘||p *
Si u es una funcion medible en ]R^ y p ’ “ p"^T *
Il u II = m i n { C G [ 0 , o o j  : | u ( x ) | d X £ C ( m s ] < ) ^ P * ,  V K : m s (  K)< œ}
m P K
m P
m P
Enfonces se define m P(]R^) = {u medible en IR^ :
< oo}
m P(]R^) es un espacio de Banach para la norma || .
Detalles sobre los espacios m P(IR^) pueden consultarse 
en BBC [ 9 ] ,  Apêndice, que nosotros utilizaremos ampliamente, ô 
en Stein-Weiss [47 J bajo la denominaciôn de espacios L(p,«»).
Si 9.  ^ definimos como en Gilbarg-T, [29^ el espacio
MP(n) mediante la norma correspondiente :
I |u 11 = min {C G • [ |u(x)jdx ^ para toda
Q n
bola de IR^}
se obtienen asi propiedades analogas, en particular C
para 1 < q < p.
k) Regularizacion de distribuciones (cf. Friedman [28 j , 
Gilbarg-Trudinger [2Al).
Dada una distribucion f G P'(^), ^ c IR^ deseamos
aproximarla por funciones regulares. Para ello recurrimos a la con^ 
volucion con una "sucesion regularizante" , a saber, una sucesion 
{p^} tal que p^ G C%^]R^), ii) p^ ^  0, iii) /p^ = 1, 
iv ) p^ -> 6 en p ’ ( IR^ ) , 5 la masa de Dirac en el origen.
Construiremos (Pn^ ^  partir de p = p^ cumpliendo
i) ii) iii) y poniendo p^ = C^.p(^l con c^ > 0 constante
de normalizacion. Suponemos ademas supp p c . B^(0).
Enfonces para toda f G p'(^), f^ = f * p ^  G C°°(]R^) y 
f ^ f en p ’ ( IR^ ) .
Si ^  ^ ]R^, para h > 0 denotemos 
= {x G .Q : dist(x,90.) < h} . Enfonces para todo f G p'(^).
Si f G C°(^) y $7’ cc n , f^ ^ f un if ormement e en ’ .
Si f G (resp. 1^(5)), G /„ ) , ^ f
en (n) (resp. f^ G L^(O^y^), f^ f en 1^(0)).
Si f G P ’(^), a es un multiinde y n es un entero 
D^(fn) = D*^ f * = (D*^ f )^ en ^ tanto si
f g W^'P(O), f G . ) y f f en ).n l/n n i/n
Si M es una funcion de Young perteneciente a la clase
Ag y f G L^(0), ^n " ^M^^l/n^ y fn ^ f (cf.
Kufner [33 ] , § 3 . 8 .1).
1) Otras no t aciones:
Jo = {/ : m j con vexa, s.c.i y j(0) = 0}
p = {p G C^ L°°(]R) : p es no decreciente}
Po = {p G P : p ( G ) = G }
p. =1 (p e Po
: p (-r ) = - p (r ) }
sera una funcion fija de P(]R^) tal que G < Ç < 1,
Co(X ) = 1 si 1 x| 1  1, Ço(x) = G si 1X 1 > 2. Para
n^l ponemos = Ço(x/n).
Las notaciones o(r), 0(r) son las "oes de Landau" p^
ra la descripciôn del orden de infinités e infinitêsimos.
0.1.2. El T o r o :
En el Capitule IV tendremos ocasiôn de considerar como
dominio Q = el toro N-dimensional, variedad cociente del
espacio IR^ ante la acciôn del grupo (2 tt Z)^ que represent^
mes mediante el conjunto [0,27t']^  ^ con las correspondientes ideii
tificaciones en los bordes:
(X G ,... X„) % (X . ,...,1,...,X „ ) a efectos de con-
(i) (i)
tinuidad.
Como espacio de medida 7^^  sera el subconjunto [o,2t]^
N
de IR con la medida dx = dx^,...,dx^ de Lebesgue.
! S71 = ms(^) = (27r)^ es el volumen de 9. Los espacios L^(fî)
son como en 0.1.l.b),
S in embargo C (H ), espacio de funciones continuas en el 
toro se identifica a las funciones continuas 2TT-per iod icas en 
cada variable de IR^ en R . Del mismo modo se definen
1 £  m < 00 y C (f2) = V(9) » V'(ü) es el conjunto de las dis-
r Ntribuciones p e r iodicas en [ 0 , 2 T r J  . Esto se aplica al concep-
to de derivada dêbil (o derivada en el sentido de distribuciones) 
periodica para définir los espacios W ^ ’^(fî).
0.2. Resultados sobre la ecuaciôn -Au + g(u) 3 f
0.2.1. Existencia de soluciones:
En [il] Brêzis estudia condiciones bajo las que la suma 
de dos operadores A, B, monôtonos en un espacio de Hilbert, es 
un operador monotono y para que A u  + Bu = f sea resoluble pa­
ra todo f G H. En [l s] Brêzis y Haraux estudian el rango 
R(A + B ) .
En [l s] Brêzis y Strauss estudian el caso en que A es
un operador lineal m-acretivo en L^(fi) y B es la reallzaciôn
1 2 en L (fi) de un grafo maximal monôtono de IR 6, tal que
0 G 3(0). Formulâmes los resultados de [is] en el siguiente 
TEOREMA A :
2
1) Sea fi un espacio de medida; 3 un g.m.m. de ]R ,
0 G 3(0); A un operador lineal (no acotado) de L^(fi) tal
que
I) D(A) = L^(Q) y A es m-acretivo en L^(f7)
II) A es T-acretivo en L (9)
III) A es coercivo en L^(Fi):
la > 0 t.q. Vu e D(A), Il Au II ^  ^  a||u||^
Entonces para toda f G L^(^)
i ) existe una ûnica u G D(A) soluciôn de 
(P^) Au t g(u) 3 f
ii) Si u^, i=l,2 son soluciones correspondientesa f^ 
y ponemos = Au^ + f G L^(^), se tiene
(1) ipwi-wjFiq 1 I (f
(T-aoretlvidad de A o  g )
En particular si £ f^ ctp, _< ctp, ademâs se deduce
(2) Nwi-WgHi 1
(acretividad de A o g ^ ).
iii) Sea 0 : 3R— -*■ [o,c»J una funcion convexa, s.c.i.,
0(0 ) = 0 .
1 1 
Sea f 6 L ( ) tal que 0 o f G L (fi). Entonces
( 3 )  I l  °  w | |  1  <  I h  °  f  I I  1
En particular cuando 0(s ) = |s|^ :
(4) Vf G lP(S7), w  g L^(n) y ll^llp 1  H ^ H p
2) Supongamos que A cumple I, II pero no III, que fi 
es de medida finita y g sobreyectivo. Entonces para toda 
f G L™(0) existe u G D(A) L°°(Q), Au 6 y u es so^
lucion de (P^^. u puede no ser unica &
Resultados similares particularizando A en -A en 
un abierto acotado de son estudiados por Browder [l 9^,
Crandall [20I, Konishi [31], da Prato [22].
N
Si n = R  la condicion de coercividad no es satisfy 
cha por la eleccion A = -A y la ecuaciôn (1) ha de ser subs- 
tituida por
(Pg) EU - Au + g(u) 3 f
En efecto el lema 1.1 de BBC [ 9 ]  nos muestra que
-A GYÎI^(R^), n ^  1. “A + e cumple pues las condiciones
del Teorema A. Entonces BBC [ 9 ^  pasan al limite cuando e 0
en (P^) obteniendo resultados de existencia y unicidad para 
f G L^(3R^) que resumimos en el siguiente;
TEOREMA B (cf. BBC, §1-4)
Sea 3 un g.m.m. tal que 0 G $(0) y (P ) el problema
(P) = (Pgf) -Au t 3u ^  f
Entendes :
1)
1 N
i ) si N ^  3 para toda f G L ( IR ) existe una ûnica
u G ^(R^) con Au G L^(R^), soluciôn de (P), Ademâs 
N
Igrad uI G ^ ( R ^  ) .
1 2
ii) si N = 2 y 0 6 Int g(IR), para toda f 6 L ( IR )
existe u 6 W^^^^IR^) con |grad u| 6 M^(IR^) y Au G L^(IR^),
soluciôn de (P ).
iii) si N=1 y 0 G Int g(IR), para toda f G L^(IR)
2
existe u G W ^ ’°°(IR) con ^  G L^(IR), soluciôn de (P).
dx
2) Si N ^  3 la soluciôn resenada es ûnica. Si N=l,2 
pueden existir varias soluciones, que diferirân entre si en una 
constante aditiva. Para que la soluciôn no sea ûnica es necesa- 
rio que / f = 0 ,  g ^ ( 0 )   ^ {0}, w = A u + f =  0 ctp y
u(x) G g ^(0) ctp X.
3) Si f ^ , i = l,2 son dos funciones de L^(IR^), u^
soluciones respectives de (P ^ ) y w. = Au. + f,
p t £ 1 1
i) si ^ 1 ^ 2 ctp, 2 #2 ctp. Si N ^ 3  u ^  UgCtp
ii) si f. > f^ , f.  ^ f^, u. > u,
Segûn necesitemos algûn otro detalle completaremos esta informa- 
ciôn de BBC | g ]. En adelante se entenderâ por soluciones de 
(P) en L^(IR^) las soluciones "BBC" expuestas en el Teorema B
0.2.2. Soluciones con soporte compa c t e :
Creciente atenciôn se ha dedicado a la existencia de solu 
ciones con soporte compacte para esta y otras ecuaciones simila­
res y para los problemas de evoluciôn asociados. Una extensa re-
ferencia bibliogrâfica puede hallarse en I, Dîaz [23], [2 4 ].
En [1 3 ], [1 4 ] Brêzis estudia la existencia de soporte
compacte para las soluciones de (P) en un abierto fi (no aco^
tado) de , en [9 ] Bênilan, Brêzis y Crandall estudian la
N
existencia de soluciones de soporte compacte para (P) en R  ,
N ^  1, y en |23] I. Dîaz extiende estos resultados utilizando 
têcnicas similares a las desarrolladas por BBC; I.Dlaz y M.A. 
Herrero [25] obtienen por mêtodos similares soluciones de soporte 
compacte para ecuaciones mas générales. Veamos en concrete los re^  
sultados de BBC [ 9 ] ,  que tendremos ocasiôn de precisar y gene- 
ralizar, extendiêndolos al caso en que f es una medida acotada 
y estudiando la velocidad de convergencia cuando u no tiene so^  
porte compacte (Caps. II, III).
Entendemos aqui por soluciôn de (P^^) una funciôn
u 6 l ] ( R ^  ) tal que Au 6 (R^) y cumple (P). Entoncesloc loc
[ 9 ], Theorem 6.1: Let 0 G satisfy 90 = g . Then
(P) = (P.r) has a solution u G L^(R^) for ail f 6 L^(R^) pt o o
if and only if
ri -1/2
0 ( s ) ds < 00
-1
[ 9 ], Theorem 6,3: Let g(0) = [y *7+]* -00 < y < o < y ^ < « »
1 Nand f 6 L ^ ^ ^ (R  ). Suppose R > 0 and there are functions 
6 ( I 0,00 ) ) such that v(y^-f(x)) ^  g^(|x|) ^  0 for
V G {+,-} on [IXI ^ R] and which satisfy
Then (P^f) has a solution u G L^(IR^),.... pi o
N-l
r g^(r)dr = M
0
... the simplest case arises if ^  f ^  a > y _
for some constants a^»a ..... allowing f to be unbounded on
[|x| < r]".
0.2.3. Resultados para medidas acotadas
En [ 7 J Bênilan estudia la existencia, unicidad y comp_a 
raciôn de soluciones para la ecuaciôn (P) cuando f G M( ]R^ ) 
en dimensiôn N >_3, demostrando:
TEOREMA C ; Si g es un g.m.m, tal que 0 G g(0) y ademâs se 
cumple
2(N-1)
— wiô—
(Cj^) D(g) = IR, [g(r) - g( -r )"] r dr < »
1
para toda f G ^ ( IR^ ) existe una ûnica u G M^^^  ^( IR^ ) tal
que Au G M( IR^ ) y w = Au + f G L^(IR^), w G g(u) ctp.
La condiciôn es necesaria para obtener este tipo de solu
ciôn cuando f = c.6, siendo c G IR, 6 la masa de Dirac ^
La comparaciôn se da en las condiciones de BBC [ 9 j
para el caso f G L^(IR^) (cf. Teorema B).
En una segunda parte de | 7 J Bênilan demuestra que las 
soluciones resenadas de (P) cuando g es un g.m.m. tal que 
0 G gCO) y f es una medida G M(IR^), acotada en un entorno 
del infinite por una medida radial, se comportan en el infinite 
de la forma
Cu( X ) <
I N-2
X
cuando N >. 3 , lo cual proviene esencialmente de la forma de 
las soluciones fundamentals s de -A para N _> 3.
En los capîtulos I, II demostramos resultados que extien 
den lo anterior a dimensiones N=l,2 venciendo las dificultades
inherentes a estas dimensiones que se reflejan en el comporta- 
miento de las soluciones fundamentaies respectives, lo cual hace 
inviables las estimaciones obtenidas para N > 3.
0.3, Resultados sobre la ecuaciôn E a^ + g (u ) -3 f en
el toro
En [is] Brêzis y Nirenberg estudian la existencia de so^  
luciones de
(E) : (Egf) a. ^  + 6(u) 3  f
en el toro N-dimensional ( bajo la hipôtesis de
2
continuidad sobre f, siendo g un g.m.m. de R  y a^
constantes reales.
N
r* 9 2
Sea A = y a. %- opérande en L (fi). N(A) =
i = l  ^ '^ i^
2
= {u G L (fi) ; Au = 0} es el nûcleo de A. Sea P la proyec-
ciôn ortogonal en L^(fi) sobre N(A) : P es una contracciôn
en L°°(fi) que conserva las constantes y el orden (f ^  0 = >
=> Pf _> 0, ctp). En particular si {a^} es linealmente iii
dependiente sobre Q , P(f) = - f, P es ”la media en fi” .
1^! Jfi
En [1 s] se obtienen los slguientea resultados
TEOREMA D ; i) Si f G P(fi) y g G C (R) es tal que g ' ( r ) > 0 ,
Vr . (Eg^J tiene una soluciôn (ûnica) en #(fi) sii
(1) g~ < Pf < g+
(g = inf R(g), g^ = sup R(g))
ii) si f 6 C(ü) y 3 es un g.m.m. de ]R^ y si 
se verifica (1), existe u G L (Q) tal que Au G L ( ) , solu
c ion de (E).
iii) sea f G C(Çl) y 3 una funciôn continua localmente 
de variaciôn acotada (no necesariamente g.m.m.). Si se verifi­
ca (1) existe u G L (Q) tal que Au G L (f2), soluciôn de
(E). Definimos aqui 3^ = lim inf 3(r), 3 = lim sup 3(r)
jp -► 00 r ->■ -00
iv) En todos los casos la expresiôn w » f-Au G 3(u) 
es ûnica. u puede no ser ûnica en ii) iii).
CAPITULO
EXISTENCIA, UNICIDAD Y COMPARACION
DE SOLUCIONES DE LA ECUACION
o 1
-Au + 3(u) 3 f EN m  y TR CUANDO 
f ES UNA MEDIDA ACOTADA.
PRIMERA PARTE; -Au + 3(u) 5 f, f 6 jK EN ]R^ .
En esta parte se estudia el problema de la existencia de 
soluciones de
(P ) -Au + 3(u) a f
2 2 
en el espacio IR , siendo B un g.m.m. de IR tal que
2
0 G 3(0), 0 G Int R(3) y f una medida acotada sobre IR ,
2
f G JM(IR ), hipôtesis que suponemos siempre.
Bênilan, Brêzis y Crandall estudian en [ 9] el caso en
que f G L^(IR^) de forma exhaustiva.
En [ 7 ]  Bênilan resuelve satisfactoriamente la existen­
cia de soluciones para f G M(IR^), si N ^  3.
El caso N = 2 que nosotros abordamos présenta dificuJL
tadea especiales ya présentes en el estudio en (BBC fo j)
ligadâs âl distinto comportâmiento de la soluciôn fundamental del 
laplaciano para N ^  3 y para N = 2 (ver BBC - Apêndice o 
el Apêndice de esta memoria),
Recordamos para empezar el resultado fundamental de BBC 
[ g] sobre las soluciones de -Au + 3(u) 3 f en IR^, en 
forma compacta (cf. Teorema 0,B):
2
TEOREMA A : Sea 3 un g.m.m. de IR tal que 0 6 3( )»
0 G Int 3( IR). Para todo f G L^(IR^) existen u G ( 3R^ ),
1 2  I 2 2
w G L ( IR ) taies que | grad u| G M ( IR ) y son soluciôn de
(P) •
w G 3(u) ctp de IR^
-Au + w = f en P*(üR^)
Ademâs w es ûnica, u es ûnica, salvo una constante ad_i 
tiva en algunos casos.
La aplicaciôn f \ u ( pos iblement e multîvoca) es aco^
tada: L^(IR^)  (IR^ ) , 1 < p < 2.loc —
Si (u,w) es la soluciôn correspondiente a otra funciôn
4 o 
f G L (]R ) :
Il grad ( u-u ) Il £  c||f-f|| , C constante > 0
M
/(w-w)^ < /(f-f)*
Para todo j G J q = {j : ]R ---[o,™), convexa, s.c.i.
j ( o ) = o }
/i ( w ) £  / j ( f )
Por fin sobre la unicidad de u se tiene que:
- si f £  f ctp, f f ctp ===5> u £  u ctp
- En el caso de que no sea ûnica necesariamente se tiene
i) 3 ^(o) = [a,b]  ^ {o}
i i ) f f = o
iii) w = o ctp
iv) u G L ( IR^ ) , R(u) ç  [a,b] , -Au = f
2
I . 1. Unicidad y comparaciôn de soluciones en 3R
Comenzamos el estudio de -Au + $(u) 3 f cuando f es
2
una medida acotada en el piano IR por el problema de la unic£ 
dad .
En la direcciôn de resultados tan satisfactorlos como el 
Teorema A obtenemos el
TEOREMA I.l. (de unicidad); Las soluciones de -Au + g(u) 3 f, 
f G M(]R^), taies que u G ( ]R^ ) , | grad u | G M^(]R^),
1 2w = f + Au G L ( 3R ) son ûnicas salvo una constante aditiva.
Ademâs si u no es ûnico se tiene necesariamente:
i) B  ^( o ) = [a,b] i f o } 
i i ) / f = o
iii) w = f + Au = o ctp
iv) u 6 L°°( IR^ ) , R(u) ^ |a,b], -Au = f
Por ûltimo, w es siempre ûnica.
Demostrac i ô n : Segûn (u^,w^), (u^^w^) dos soluciones en el sen
2
t i d o del enunciado para una misma f G M(1R ) .
Entonces:
-Au^ t = f, G B(u^)
-AUg + #2 = f, Wg G ^(Ug)
Sean
u = - U 2
Entonce s
G (]R^), I grad u| G
1 2
Au = Au^ - A u 2 = - W 2 = w g L ( IR )
Dado que 0 G Int R(3) podemos hallar A > o tal que 
3(A),-3(~A)>o. Dado que G L^(IR^), G 3(u^), 1=1,2,
se deduce que ms [|u^| > A] < °°, luego
ms [|u^ - U 2 I > a] < “
En virtud del Lema A.13-BBC tenemos que:
Vp G P, I p ’(u) Igrad u|^ + A u .p (u ) < o
IR^ IR^
Tomemos p(o) = o. Entonces, en virtud de la monotonia de
Au.p(u) = (w^ - W g ) p(u^ - U g ) 2  o
Con lo que
2
p '(u ) grad u < 0
]R^
Dado que p ’(u) |grad u|^ £ °, se deduce que p*(u) |grad u|^ = o
ctp. Tomemos pues una p tal que p ' ( r ) > o .  Vr G IR. Entonces
grad u = o, o sea u = c (ctp).
A s i pues existe c constante tal que
U i ~ U 2 = c  (ctp)
con lo que
^ " Au^ + f = Wg (ctp)
Estudiemos ahora la no unicidad de u :
Como en el caso de f integrable utilizamos el siguiente 
Lema de BBC |9 |:
"Lemma 3 . 5 . Let 3 be a max. mon. graph in IR, 0 G 3(o), p > 1,
u G (IR^), M > 1, c G IR and w(x) G 3(u(x)) 3(u(x) + c)
loc —
a.e, if w G L^(IR^), then either w = o or c = o".
Si u^ y Ug = + c son dos soluciones de (P ),
1 2
w = f + Au^ G 3(u^), w G 3(u^ + c) ctp. Dado que w G L ( IR
o bien w = o y entonces -Au^ = f, i=l,2, o bien w / o
1 2y entonces c = o, u^ = u ^ . (Recuerdese que u ( IR ),
grad u G M^(IR^) implica u G ( IR^ ) , para todo 1 £  p < 2
utilizando la inclusion C  L^ (cf. BBC-Lema A.2) y Sobolev)
loc
Si la soluciôn no es ûnica w = o y por tanto
u G L°°(IR^), -Au = f, R(u) C  3 ^(o) y por tanto
3  ^(O ) = {o} .
La estimaciôn /f = o es consecuencia de la igualdad
/Au = o, verificada por toda soluciôn en las condiciones del te£
r e m â , como demostramos en el Lema A . 6*
Considérâmes ahora la comparaciôn de soluciones, que pece 
sariamente debe tener en cuenta que hay casos en que la soluciôn 
no es û n i c a :
TEOREMA 1.2. (de comparaciôn): Sean f ^ , f^ G M(IR^), f^ £  fg
2
en M(]R ). Sean (u^,w^), i=l,2, las soluciones corres­
pondientes de (P), u^ G (]R^), I grad u | G M^(IR^),
G L^(]R^) .
Entonces existen dos posibilidades disjuntas:
i) u^ £  Ug, £  *2 ctp
ii) u^ - U 2 = c, constante / o , = f 2 , = o , = o .
Demostraciôn: Sean
Entonces
u = u^ - Ug ; u G (]R^) , Igrad u| G M^(IR^)
1 2
w = - *2 ; w G L ( ] R )
f = f ^ - f 2 ; f G M ( I R ^ ) ,  f* = o
Au = w - f
Luego
(Au) = w - f  > w  r r —
(Au)^ = -fg
A a î  pues (-Au)* = (f)* = o.
s s
En el Lema A . 5 demostramos que en estas condiciones se 
tiene para todo p G P, p £  o.
2
(1) /^(u^-Ug) Igrad(u^-Ug) I + /(w^-Wg)p(u ^ - U g ) £  o
Supongamos que p ( r ) = o para r £  o y p*( r ) > 0  pa
ra r > o. Entonces, dado que G 3(u^),
P(u^-Ug) £  o y deducimos
/p(u^ - Ug) |grad(u^ - U g ) |^ £  o
Pero p(u^-u^) Igrad(u^-Ug ) I^ £  o, luego p (u ^-Ug) |grad(u^-ug ) | 
= o ctp, de donde grad p(u^-Ug) = o ctp, p(u-^-Ug) = G, 
constante , c t p .
Existen ahora dos posibilidades
1) C £  o; p(u^-Ug) £  o; u^ £  Ug ctp
2) C > o; entonces u^ = Ug+c > Ug, luego £  Wg
Pero volviendo a (1) tenemos
C / - Wg £  o, /w^ - Wg £  o
De donde deducimos w£ = Wg ctp.
Utilizando de nuevo el lema 3.5 de BBC, deducimos W£ = Wg = o 
y = -Au^ + w£ = -Au^ = -AUg = f g ; estamos pues ante el ca_
so de no unicidad estudiado en el Teorema 1.
- Solo nos falta ver que es el caso 1) tambiên w^ £  Wg ctp:
* 2  " *1 " ^2 * ^ ^ 2  ” ^1 " ~ ^ ^ 2 ” ^!^ - A u
1 2Como w£ G L ( ]R ), = Wg - w^ . Asi:
Wj - Wj = * (-Au)r
2
Ahora bien: fg £  en M(IR) implica ( f g - f ^ ) ^ £ o  ctp
Para ver que (Au)^ > o en el conjunto [|u| = o], recordamos
que -u £  o cumple las hipôtesis del corolario del Lema A.7. Asi
ctp en [u = oJ W g - w ^ £ o
Por otra parte si - u > o ,  U g > u ^ ,  luego ^ 2 — ^1*
2
I.l. Existencia de soluciones para medidas acotadas de IR
En linea con el resultado de Bênilan [7 ], para N £  3,
logramos caracterizar completamente para N = 2 las condiciones
para que existan soluciones de -Au + 3(u) f cuando 
2
f 6 M(3R ) mediante el siguiente teorema:
TEOREMA 1.3. (de existencia):
Sea 3 un g.m.m. , 0 G 3(o), 0 G Int 3(IR)'
Las siguientes propiedades son équivalentes:
i) 3 verifica
D(3) = IR y Va > o [3(r) - 3(-r)]e ^^dr <
ii) Para toda f G M(IR^) existe u G ( IR^ ) ,
loc
î grad u I G M^(IR^), existe w G L^( IR^) solu­
ciôn de -Au + 3(u) = f , w = f + Au.
iii) Para f = c6, donde 6 es la masa de Dirac en
el origen y c es una constante real^existe
u G (IR^), I grad u| G M^(IR^), existe
1 2
w G L ( IR ), soluciôn de -Au + 3(u) ^ f ,
w = f + A u .
Entonces la aplicaciôn f »----- - (u,w) es acotada de
M(IR^) en (IR^) x L^(IR^), 1 < p < 2 y secuencialmenteloc —
continua para la topologîa a(M,C,) de M y la topologîa dêbil
en X ,
loc
Si (u,w) es la soluciôn correspondiente a f
11grad(u-u
Por û l t i m o :
w =
IR IR
Demostrac iôn ; La implicaciôn ii) = = >  iii) es inmediata.
La implicaciôn iii) = >  i ) résulta del siguiente lema:
LEMA 1.1; Sean u 6 (IR^), w 6 L^ ( ]R^ ) taies que---------- loc loc
-Au + w = cô, w G 3(u) ctp. Si definimos la "media angular"
de u :
u(r) = —
2 tt
u(r,0)d6 =
27T jf u (r a )da s
((r,9) coordenadas polares; S c ircunf erenc ia unidad, da med_i 
da en S), se tiene que
ü(r) —  Ig — 2tt ^  r cuando r 4 o
Dem. del L e m a : Sea v(x) = u(x) + Ig r
1 1
Como Ig -— - = Eg(x), soluciôn fundamental de -A
AV = Au - cô = w - cô + cô = w
El lema résulta de que para 0 < r < P 1:
(2 ) v(r)| < |v(R)| - —  Ig r w
<R
Para demostrar (2) podemos partir de u,w regulares (capo contr^ 
rio regularizamos u,w, demostramos (2) para las regularizadas y 
pasamos al limite):
d ~ X V d
d7 = dF
2 tt
À  v(r,e)d6 = ^
2tt 9v
9r
d6 =
2Trr Jg 9n 27rr
A v .dx =
27Tr
w
<r x| <r
(S = [ I XI = r], da - rd0)
Lu e g o :
v(R) - v(r) =
= 1
rR 9v
9r dr =
R
ds
2 tts
f ds
w <
2ïïsr 1x 1 <s
w
<R
A partir de (2) résulta el lema:
Como w es integrable, para todo E > o existe R > o tal
que w < e/2. Dado que lg(o+) = podemos elegir un
x!<R
rQ : o < r^ < R tal que Iv(R) I < - ^  Ig r^.E/2. 
Entonces para o < r < r „ , en virtud de (2):
|v^r) I < - Ig r.E
Pero, como v(r) = ù ( r ) + Ig r , se deduce que
u(r) ~ - ~  Ig r cuando r 1 oa
Veamos ya iii) = = >  i):
Sea (u,w) una soluciôn de (P) como en iii). DebidP a 
la simetrîa del problema y el resultado de unicidad salvo con s ­
tantes, u y w ban de ser radiales. En virtud del Lema 1:
u(x) = û(r)
2 tt
Ig r cuando
Asi para jx| = r pequeno:
si c > o , u(r) >
si c < o , u ( r ) <
4TT
c
4 it
Ya que w G L ( IR ), w G 3(u) ctp:
w(r) £  Ig ^ ), si c > o
w(r) < 3 Ig p  ), si c < o
Lo que i mplica:
si c > o
c 1
r 3 (7;—  Ig — ) dr > -00 si c < o i+TT ^ r
En suma
Va > o |3(-a Ig r ) - 3( a Ig r)]dr <
Que se transforma en
Va > o [3(s) - 3(-s)j e ds <
Nota.- En las intégrales no es preciso determinar la secciôn de 
3 tomada ya que el conjunto de puntos de m.ult iplic idad de 3 
e s numerable .
La demostraciôn i) = >  ii) reposa sobre los l e m a s :
LEMA 1 . 2 : Sea g g.m.m., 0 G g(o).
Supongamos que
D ( 3 ) = ]R y
Va > o , [3(r) - 3(-r)] e dr <
Sea ^ un espacio de medida finita y {u^}, {w^} dos
sucesiones de funciones sobre Q taies que
i ) G 3(u^) ctp, Vn
ii) existe a > o, existe C > o y existe Ao £  o
a^(A) <. C e para A £  Ao
unifermemente en n
(a^(A) = a^(fîjA) = ms {x G fi : |u^(x)| > A } , funciôn de distri-
buciôn de u_)..... — M. n
Entonces {w^} C  L^(fi) y es una sucesiôn dêbilmente 
relativamente compacta en L^(fi).
LEMA 1 . 3 : Sea u 6 (]R^) , | grad u | 6 M^(m^)
Entonces la funciôn de distribuciôn de u respecte a toda 
bola B, a(ü,B;A) tiene una acotaciôn del tipo
a(A) < C
Siendo C , a > o constantes que solo dependen de ||u||^l^^^.
11 grd u II y del radio de B.
M ( ]R )
Dejando para el final la demostracion de ambos lemas, ter_ 
minemos la demostracion del teorema:
i ) = >  i i ) :
2
Si f 6 M( 3R ), aproximamos f por funciones
e l ^ ( i r 2 ) ,  -  f e n  a ( H , c , ) ,  ^
(por ejemplo f^ = f * , p ^  Q V , p^ ^ 5).
Planteamos
(P ) I
I «n ® 6("n)
1 1  2En virtud del teorema A, existe u G W ’ ( IR ),n loo ’
I grad I G M^(IR^), existe G L'(IR^), solucion de (P^) y
1 2- Dado que f |— *■ u es una aplicacion acotada de L ( IR ) en
W  ^ ^ ( IR^ ) , 1 < p < 2, {u } estâ acotado en ( IR^ ) , lue
IOC —  n loc —
1 2
go {u^} es relativamente compacta en ^poc  ^^  ) Y» pasando 
si es precise a una subsucesion:
u i ► u en (IR^)n loc
u I u ctpn
1 2grad u \---->■ grad u en L^ ( IR )
n loc w
- Probemos que {w^} es dêbilmente relativamente compacta en 
L^(B) para toda bola B.
En efecto u I u en L^(B), luego {^ u  || }
^ L/(B)
acotado. {j|grad u || ^ } acotado, por tanto la conclusion sale
^ M
de los Lemas 1.3, 1.2.
- Paso al limite en {w }:n
Tomando una sucesiôn de bolas exhaustive, ({B^} tal que 
U  B^ = ]R^) y utilizando e 1 resultado anterior y un procedimiei^ 
to diagonal y pasando a una subsucesion adecuada:
1 2
existe w tal que w \---->- w en L _ ( IR ) ^ n loc
- Como u I u en L * y Au i----► w- f en L ^ y An loc n ' loc
es cerrado :
-Au + w = f
Como u^ I >■ ctp, G g(u^) ctp y l---  ^ w en
1 2 .
L- (]R^) siendo (u ) una sucesiôn medible, en virtud del loc n
Lema 3 de [ 7 ]*
w G 3(u) ctp
- Finalmente I! w || < lim inf ||w || < || f || ,,
L L
y llgr-ad u|l  ^ < C || f
M
son consecuencias de Fatou e implican que f 1-- > (u,w) es aco
tada: M   ^ . L^
loc
Il grad (u-u) Il 2  1  C II II u
M
1 2tambiên se obtiene a partir del resultado idêntico para L ( IR ) 
(cf. BBC [9 ]) pasando al limite.
- Y a hemos visto antes que en las condiciones del Teorema 
/Au = o, por tanto:
w =
]R^ ]R
f
2
- La demostracion de la continuidad de
f (----->■ ( u , w )
utiliza exactamente la têcnica empleada en la demostracion^
D e m ♦ del Lema 1 . 2 :
El criterio de Dunford - Pettis (cf. [2 6 ] ) nos reduce a de_ 
mostrar que {w^} estâ contenida y es acotada en L^(^) y 
que \ I w I  o un if otmemente cuando ms(K) tiende a cero.
Sea K C  Q medible. Para R > o :
f , , w
n
Kn[|u^|<R] K a [|u ^!>R]
Sea M(R) = sup { I6(r ) I : |r| < R } .
W' < ms ( K ) . H ( R )n —
K n [ l u ^ | < R ]
Por otra parte si y(r) - lim [6(r + e) - g(-r-e)] - (7(r) - g”(-r)
e 4-0
(y : [o , 00 [  IR es creciente), ctp y(r) = g(r) - $(-r) y si
R >
ï ( ! u „ ! ) =
u_l>R|
R
y(r)da (r) = y(R)a (R) + n n
a^(r)dy(r) £  c|y(R)e + dy(r)| =
= Ca I y(r)e dr 
R^
En suma
(3) |w^| £ m s ( K ) .  M(R) + Ca y (r )e dr
Haciendo ahora R = Xq , K = SI
w < Ca
L'(0)
y(r)e dr + ms ( ) . M ( Xq )
Por tanto {w^} estâ acotada en L (Q).
Si por otra parte, dado e > o tomamos R de forma que
Ca y(r)e dr < e/2
y luego tomamos K tal que
m s ( K ) .M(R) < e/2
tenemos en (3) :
"n! < c
Dem. del Lema 1.3: Utilizamos e1 siguiente teorema debido a John
Nirenberg (cf. GT [2 9I, pg 159).
1 1"Theorem ; Let u 6 W ’ ( ) where S] is convex, and suppose
there exists a constant K such that
I Du I dx < K
0.
for all balls B^. Then there exist positive constants VIq and 
C depending only on n (dimension of the space) such that
(4) f exp ( ^  . !u-U(^| ) dx < C (diam SI ) ^
where
p = Do I n I ( d i a m  "
-1
Uj, = |n| u dx " .
Q
Aplicamos el teorema para n = 2 y = B . La constante K
2 _
es la norma-M de grad u = Du. As 1 deducimos de (4) que
2
ms {x G B ; |u-u | > X} < ^ ^  ^ 5 C e
H u l l  J
Pero si u 6 L^(B), [u^l < ---- -— = X,, de donde obtene
® “  n, ^
mos que :
para X > X ^ ,  m s { x G B :  | u | > X } _ < m s { x G B : | u “UgI>X-X^}
-a(X-X^) ,
1 c ,  e  1  =  C ;  e - a i
 ^ _ _
a = p = llgrad u||  ^ . Po R ) (2R)
, M
2 3^1
Cg = C(2R) e
SEGUNDA PARTE; -Au + g(u) 5 f, f 6 M EN ]R^  .
Tambien en una dimension la hipotesis natural sobre 3 
para obtener soluciones de -u" + Ç,(u) ^ f viene indicada en 
BBC [ 9 ], y consiste en que 3 sea un g.m.m. tal que 0 G 3 (0 ) 
y 0 G Int 3(IF)» En efecto podemos resumir los resultados obte- 
nidos en BBC en el siguiente teorema:
2
TEOREMA A . b : Sea 3 un g.m.m. de IR tal que 0 G 3 (0 )» 
0 G Int 3 (0 )' Para todo f G L^(IR^) existen u G W^*°°(IR),
w GL^(IR) taies que
w G 3(u) ctp de IR 
-u" + w = f en p ’(IR)
Ademâs w es ûnica y u es ûnica salvo posibles constan_
1tes aditivas. u G C ( IR) , u ’ es absolutamente continua y
u * ( 00 ) = o .
La aplicacion f | y (u,w) (nosiblemente multivoca) es
acotada: L^(IR) ----► w ’’°°(IR) x L^(IR).
Si (û,w) es la solucion correspondiente a ^ G L^(IR):
I M ' - û ' I l m  <  2  I I  f - f  H i
/Cw-w)"*" ^
Para todo j G J^:
/j(w) < /j(f)
Ademâs
/w = /f
Por fin, sobre la unicidad de u se tiene:
- si f ^  f ctp, f / f ctp ==> u £  û ctp
- si u no es ûnica, necesariamente se tiene
i) B ^(o) = [a,bl i {o }
i i ) /f = o
iii) w = o ctp
iv) u G L°°(]R^) , R(u) C  Fa,b] , -u" = f
Pasamos a considerar (P) cuando f es una medida acotada 
La unicidad de soluciones se demuestra como en el Teorema I.l. ha 
ciendo uso del "Lemma 3.5" de BBC y del hecho trivial de que
"si u G l "(]R) y u" G L ’(]R), p ( u ) u ’2 g L^(IR) y
/ p ’(u) u  ^ + /p(u)u" = o Vp G P"
se obtiene as 1 el
TEOREMA 1.1.b. (de unicidad);
Las soluciones de -u" + 3(u) f , f G M  taies que
1 00  ^
u G w ’ ( IR ) , w = f + u" G L (P) son ûnicas (salvo una con£
tante aditiva u).
Ademâs si u no es ûnica se cumple i) ii) iii) iv) del 
Teorema 1.
En cuanto a la comparaciôn de soluciones el Lema 1.5 del 
apêndice es cierto en IR si pedimos que u G u" G M, w G L^
con lo que el Teorema 1.2 se puede reproducir obteniêndose el
TEOREMA I .2.b . (de comparaciôn de soluciones):
Sean 6 ( IR ) , f ^ £  f ^ en M(IR). Sean (u^,w^),
u = l,2 las soluciones corre spond ient e s de ( P ) , u^ G W ’ ( IR.) ,
G Ll(IR).
Entonces existen dos posibilidades dis juntas
i ) Ui £  U 2 , £  *2 ctp
ii) u^ - Ug = C, constante > 0 , = f^, = o ,
= o
TEOREMA I .3.b . (de ex istencia):
Sea 3 un g.m.m., 0 G 3(o), 0 G Int 3(IR).
Las siguientes propiedades son équivalentes:
i ) D ( 3 ) es un abierto de IR
ii) Para toda f G M(IR) existe u G W^* (IR), existe
w 6 L ^ ( 3 R )  y -u" + w = f, w G 3 ( u ) .
iii) Para f = cô, siendo 6 la masa de Dirac y c una
constante real existe u G W ^ ’ ( IR ) , existe
w G L^(IR) y -u" + w = f, w G 3(u).
Entonces la aplicacion f t ► (u,w) es acotada de M(#0
en ( IR ) X L^(IR) y secuencialmente continua para las topo-
logîas débiles (a(M,C.) en M(IR))
Si (u,w) es la solucion corresp. a f
u '  -  u ' I L  1 2 II f-f
W <
IR
f E f(lR)
IR
Demostrac ion ; ii) = >  iii) trivial.
i) ==o ii) Seguimos el procedimiento ya usado en
]R^ :
Regularizando por ejemplo, aproximamos f por una suce­
siôn e L^(IR), ^ f Gn a(M,Co), lUnlIi 1  l|f|lw
y planteamos
(fn)
n
-U + W = f n n n
En virtud del Teorema A.b, existen u^ G ’ ( IR ) y
1
G L (IR) soluciôn de (R^^ taies que
1 2 IlfJhl 1 2 llflI.M
Si j ( r ) = f  3(s)ds, tenemos j ( o ) = o , j : IR — > [o , » [
'0
es convexa, s.ci., propia y
I l  j  ( " n )  H .  1  2  l l f j l j i  1  2  | | f | | j (
Con lo que la sucesiôn {u^} estâ uniformemente acotada, {u^}
1 00
es una sucesiôn acotada en W * ( IR), en consecUencia relativa 
mente compacta en L^^^(R). Pasando si es précise a una subsu
cesiôn adecuada
'l
u = lim u en L. ( IR ) ' y ctp.
n..» " =
î 00
’ = lim u en L debil..,
n-)-oo ^
El hecho de que D(3) sea un intervalo abierto (por hip£ 
tesis) permite deducir de {u^^ acotada en L ( IR ) que {w^} 
estâ acotado en L ( IR) . Pasando a una subsucesion adecuada:
w = lim w en L-w-...
n->oo
y por tanto en ^poc " ^ '
Como antes deducimos que
u " + f = w e n P ’ 
w G 3(u) ctp
iii) ==> i) Vamos a mostrar que si D (g ) no es un abierto,
existen valores de la constante c para los que es imposible re 
solver - u"+ 3(u) 5 c5:
Es suficiente estudiar el caso en que
S u p ( D ( 3 ) ) = b < « »
D ( 3 ) n [o,™[ = [o , b]
Tomemos f = cô, c > o.
La ecuaciôn -u" + 3(u) ^ cô signifies para x X o :
u" = w G 3(u) si u < b
u" £  o si u = b
Si 3  ^( o ) = [a , g] , u^ = 3 es una
soluciôn de - u*’+ 3(u) = o y como o < cô, o X cô, el teore
ma de comparaciôn asegura que 3 £ u. Dado que el razonamiento 
no pierde generalidad si suponemos 3 ^ (o ) = {o } y es mas sim­
ple, tomaremos a = 3 = o, con lo que u £  o ctp. Tambiên es
cierto que w £  o.
Partimos de que existen (u,w) 6 ’ x L^(IR) soluciôn y
vamos a caracterizar para que c > o ello es posible:
1 1
Dado que w 6 L , u" = w , si x X o, u" G L ( IR - {o})
[en x=o puede estar localizada una componente de u" que sea 
una medida acotada, lo cual es el caso, como se verâj . As 1
u ’ G L ( IR ) y existen u ’(+«»). Ademâs u ’(£o°) = o dado que
en caso contrario w G 3(u) dejarîa de ser integrable,
w > o implica u" £ o, u' creciente.
Ademâs u ’(£ “ ) = o implica u ' £ o  si x < o , u * £ o  si
X > o. As 1 u es creciente si x £  o, decreciente si x < o. Ba£
ta que estudiemos u en [x > o ] , pues la unicidad de soluciones
y la simetrîa de f implican que u es par.
Existe pues u(£°o). Como w es integrable y suponemos
B ^(o) = {o}, u(£oo) = o.
En estas condiciones el cumplimiento de (P) en êl origan 
équivale a
u'(o+) - u'(o-) = -c
Y, dada la simetrîa, -u*(o+) = c / g ,
Observâmes que es imposible que u (x q ) = b para un Xo > o . 
En efecto en este caso, u es cont inua y por tanto u ~ b  en
un entorno de X q . u" = w es estrictamente positiva en e se en
torno y dado que u < b ctp esto es imposible.
Tratemos de calculer explîcitamente u en [x > oj :
u" G 3(u) 
u " u ’ G 3(u)u'
Integrando:
u ^ (X ) - u ’^(xo) = 2i(u(x)) - 2j(u(xo))
Sabemos que u ’(<») = o, u(™) = o, j(o) = o, luego
(4) u * ^ ( x ) = 2 i ( u ( x ) )
Como u ’ < o :
u du
r X
dx = -X (ecuaciôn implicite de 
u)
El detalle que nos interesa se obtiene haciendo tender x 
a 0 en (4). Entonces
u ^ ■ = 2 i ( u o )
Pero segûn lo visto antes, u(x) < b si x > o luego
o £  Un £ b 
b
As i que: o £  u ^ ^  £  2j(b) = 2 3(s)ds
o
o £  uX £ - /2 i (b )
9"* 0 1=12 /HTbT
Dado que la demostraciôn es anâloga para û negative, o£ 
tenemos la siguiente
PROPOSICION I . l : La ecuaciôn -u" + 3(u) ^ cô es resoluble en
el sentido de iii), T-3.b si y sôlo si |c| £  2(2 /^3(s)dsf^2^
Las afirmaciones finales del Teorema se demuestran como en el 
Teorema 1.3 sin ninguna dificultad......
Ej emplo I . l : Tomemos 3 g.m.m. tal que
3(r) = o si o < r < b < 00
(5)
3(b) = [o ,00 [
> 1  CO
Entonces u = b es una solucion en W de
- u*'+ 3(u) ^ o (con w = o). Por el teorema de comparaciôn si 
f G M ( 3 R ) ,  f £  o , f X o y existe soluciôn (u,w) en el sen_ 
tido del Teorema 3.b , u £  b, es decir u = b . En consecuencia, 
u " = o , w = f y obtenemos el siguiente resultado
"existe soluciôn si y sôlo si f G L^(IR)".
Este ejemplo plantea la posibilidad de extender el conce£
to de soluciôn para englobar la posibilidad présente: u=b, u " = o ,
w=f G
DEFINICION 1 . 1 : Se dice que u G W^'*(IR), w 6 M(IR) es una
soluciôn generalizada de
-u" t 3(u) -3 f , f G M(]R)
cuando D(3) = [a,b] , -œ < a £  o £ b < «> sii
1) en el conjunto [a<u<b], w G L ^  y w G 3(u ) ctp, w = f + du
j 2) en [u = b] , f + u" G
3) en [u = a] , f + u" G M
De forma anâloga en los demâs casos en que D(3) no es 
abierto, definimos la soluciôn generalizada.
Al menos en algunos casos esta definiciôn generalizada per 
mite obtener soluciones de (P) cuando f G IR) y D(3) no 
es un a b i e r t o .
CAPITULO II
COMPORTAMIENTO EN EL INFINITO 
DE LAS SOLUCIONES DE LA ECUACION 
- A u  + 3 ( u ) d f
Se pretende en este capitule demostrar que en las condioio 
nés del capitule anterior, la soluciôn u del problems (P^):
(Pg) -Au + 3(u) 3 f, f G M ( m ^ )
converge un iformemente a cero en el infinite si f estâ acotada 
en un entorno del infinite por una medida radial y si 3 ^ (o ) = (o).
__
si 3 (o) X {o } se demuestra que este resultado no es
cierto en general y obtenemos una estimaciôn ôptima (Prop. II,1).
Tambiên se estudian diverses aspectos sobre la velocidad 
de convergencia de las soluciones y el caso en que f tiene so- 
porte compacte (Prop. II.7). Obtenemos cuando f tiene soporte 
compacte la condiciôn necesaria y suficiente para la existencia' de 
soluciones de soporte compacte hallada por Brêzis [il] para abie£
tes acotad s, por BBC [ 9 I en y por Dîaz Dîaz [23 J en
N
abiertos no acotados de IR cuando f es una funciôn integrable 
adecuada. Ademâs cuando no bay soporte compacte estimâmes la ve­
locidad de convergencia en funciôn de 3 «
El estudio empieza por el resultado mas general: si f
es una medida acotada no necesariamente radial la soluciôn u del 
problems (P) converge en "media angular" en el infinite (T^ 11,1),
Como final tratamos brevemente el mismo problems en una d_i 
mensiôn N = 1. Los resultados son anâlogos al caso bidimensio- 
nal, siendo las demostraciones mâs sencillas.
En [?], Bênilan trata el caso N £  3, utilizando el hecho, 
allî crucial, de que para N £  3 la soluciôn fundamental del la- 
placiano es de la forma
^  ^ I iN-2 )
! x|
( c f . a p e n d i c e d e B B C p 9 l ) .
Nosotros hemos de superar el inconveniente de que 
I E g ( X ) ! 00 cuando | x | o,o°, resultando un proceso mas l£
borioso: en un primer paso se obtiene el resultado para f ra­
dial y en un segundo paso se élabora un teorema de comparaciôn 
adecuado a la acotaciôn de f en un entorno del infinito, de 
donde se obtiene el resultado deseado (T^ II.2).
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PRIMERA PARTE: Convergencia en media y el caso radial en IR
II.1. Empezamos por un resultado general, para el que no es nece
2
saria ninguna acotaciôn radial de f G M( IR ). Se trata de que
—  1 2 
si 3 (o) = {o } y f G M(IR ), la soluciôn u del problems
(P) -Au + 3(u) ) f  ^ con la regularidad del T- 1.3 , converge a
cero en el infinite en "media angular".
Para N £  3 este resultado es citado por Bénilan [ 7 ]  
Nosotros para N = 2 obtenemos el
TEOREMA 11 . 1 : Sea 6 un g.m.m. tal que 3(o) a o y sea
2
f G M(IR ). Supongamos que existe (u,w) soluciôn de (P) en el
sentido aquî usual; u G (IR^) , | grad u! G M^(IR^) ,
w = f + Au G L^(IR^), y ||w|!^ 1  I! f II .
Pongamos 3  ^( o ) = [a,bj , a _< o £  b . Entonces:
lim sup u (r ) £  b
r>->oo
lim inf û(r) £  a 
r-»oo
1 f2TT 1 r
siendo u(r) E -—  u(r,9)d0 r    I u.da la media angular
2it 2irr
r
de u en la circunferencia [|x j = rj , r > o.
Demostrac ion : Observemos primero que la soluciôn (u,w) del enun_
ciado existe en cuanto 3 cumpla la condiciôn (Cg) del teorema 
1,3.
En segundo lugar, sobre la definiciôn de û(r), dado que
1 1 2  1 1  
u G W ’ (IR), si r > o u G W ’ ( B ( o ) )  y por los te ore ma s 
loc r
de trazas (cf. [ ])
û : ] o ,00 [  ► ]R .
u g G L (S^) y podemos définir 
r
1 1 2  2 
1) Demostremos que si u G ( IR ), Au G M(IR ) y si
Ti > Ti > o
u(rg) - u(r^) £  - ||Au||^ Ig
Regularizamos para ello u mediante {p^}, 6 P*(IR ) » p^ ô
en P ' . Sea u = u * p ;  u G C ( ] R ^ ) ,  u u en Wq'^(IR^)n n n n loc
y ctp, (pasando a una subsucesion), Au Au en o(M,C,),
l U ^ n l I l  -  1 1 ^  I l  fi' Ademâs
2tt
u „ ( r , e ) d 6 =  ^
2rr 9u
9r d6 =
1
2irr • r k
integrando este r^ y
1  - 2^l|ûu„||
X <r
u^(rg) - u^(r^) > - FTzr Ign i —  2it
1 1 2Y pasando al limite, recordando que u u en W ’ ( IR )
ca un r-> U en L (Sy) :
loc
impli
Ù(r2) - 0(rj) > ig Il au IIM
2) Dëmostremos ahora que lim sUp ü(r) < b.
r-+-oo
En caso contrario podemos hallar una suceaifin {r^} tal
que
i ) r ->00 
n ^n + l i
ii) ü (r ) > b. > b  
n —  1 para todo n.
Entonces si r < r < r c 
n —  —  n
û(r) - u(r^) £  - Il Au || . ^  Ig
Sea 1 < c tan pequeno que
r
rn
Igcl
-1
Entonces
û(r) £ b ^ ( l - e )  = bg > b
Sabemos que u G y | grad u | G M^(IR^). Ademâs por
1 2
un argumente ya repetido, el hecho de que w G 3(u) y w G L ( IR
implica que ms [u > X] < si X > b. Entonces podemos apli-
car el Lema 5.9 de BBC [9 ] que dice que en estas hipôtesis
/(u-X)^ £  C II grad u|| ms [u > X] = k.m(X)
M
donde C es independiente de u y X y m(X) = ms [u > X[|
2
Tomemos 0 * = { x 6 I R  i r  < r < r , c } . Entoncesn n —  —  n
(3) u+ <
n
(u-X) + X ms(^ ) < k m(X) + X ms(0 )n —  n
n IR
S in embargo, en virtud de (38):
f rr c '2tt
(4) u+ £  u = ^ r f r u d9 =
Q h r J0 ^
27Tr dr ü(r) >
£  gg ms(m^)
Comparando (3) y (4):
(5) b_ ms(f2 ) < K m(X) + X ms(Q ) 
2 n —  n
y como lim ms(Q^) = w , es necesario que X £  b g .
n^ o^o
Sln embargo podemos tomar cualquier X > b , en particular 
b < X < b g , por lo que (5) no puede ser cierto.
3. Para lim û(r) £  a la demostraciôn es anâloga*
ip->00
2
II.2. Examinemos en adelante el caso en que f 6 M(IR ) es una 
medida r a d i a l , es decir invariante por rotaciones alrededor del 
o r i g e n .
En este caso dado que la ecuaciôn -Au + 3(u) 3 f es 
invariante ante las rotaciones, si las soluciones son ûnicas han 
de ser nece sar iamente radiales. En el Teorema 1.1 se exhibe un t_i
po de soluciones ûnicas y en el Teorema 1.3 se muestra para que
grafos 3 se obtienen estas soluciones.
As i pues, en virtud del Teorema II.1, observando que si
u es radial, la media angular û coincide con u, tenemos como
corolar io
PROPOSICION II.1 : Sea 3 un g.m.m. tal que 0 G 3(o) y
2
0 G Int 3 ( IR ) ' Sea f G M(]R ) una medida radial y suponga-
1 1  2mos que (u,w) es una soluciôn de (P) tal que u G W * ( IR ) ,
loc
jgrad u I G M^(IR^), w G L^(IR^).
Entonces u (soluciôn ûnica con las propiedades anterio 
res) y es radial y se tiene que
(6 ) 4
lim sup u £  b 
I X I -> 00
lim inf u £ a 
I X I -» 00
donde 3 ^(o) = [a,b] y los limites son uniformes,
S in embargo en el caso en que f es radial podemos demo£ 
trar los limites (6) en condiciones mâs generates mediante un 
câlculo mâs directe.
PROPOSICION II.2: Sea g un g.m.m tal que 0 G 3(o),
ÇIq0 G Int 3(]R) y pongamos g ^(o) = [a,b].
= {x G : IXI > Rq}, Ro > o y Sq = dQo E S^ . Sea
Sea
f 6 M(^o) radial y sean u G y w G rad£a
les taies que
(P)
Entonce s
( 6 )
w G g(u) ctp
lim sup u £  b
I X I 00
lim inf u £  a 
! X I -> 00
(limites uniformes)
Demostracion ; Observemos para empezar que no necesitamos la hi
2 2
pôtesis I grad u| G M ( IR ).
1) Si f G M(fio^ es radial, f en funciôn de la ûnica
variable r = jx|, que escribiremos f(r) es tal que rf(r) G
G M(]R o >°°[)* Para comprobarlo basta pasar a coordenadas polares,
1 1
Por lo mismo si u G es radial,( o ) » es
X .
= r 1
9r - ï r
Ademâs Au = ^
i=l 9x^
se puede exprear como Au “ —  ( r 4“ )
r dr dr
En las condiciones de la Proposiciôn podemos pues escri-
bir (P) de la forma ( ’ = -— )
dr
(7)
+ “■ (ru*)' = w-f en P'(]Ro,*[)
w(r) G 3(u(r)) ctp r > R q
Integrando (ru*)' = (w-f)r entre r. y r^, < r < r
obtenemo s
(ru * ) 'dr = w(r)r dr - f ( r ) . r
r^<r<r2
0 sea
( 8 )  T g U ' ( r g + )  -  r ^ u ’ ( r ^ + )  = ( w - f ) d x
ri<|x|lr2
De donde
IPg u ’(r2 + ) - r ^  u'(r^+)| < ( +  I l  " I l  1  )
Ademâs, integrando en = [|x| = r ] , r > R q :
(9) r u ’(r+) - r u ’(r-) —  " % —  f  ( w - f )  -2 t t  _ )
X I =r
-1
2tt fx  I = r
As 1 pues ru*(r) es una funciôn r e g l a d a , ru*(r) G L (]Ro »°°C^  
y por tanto
(10) u * ( r ) = 0 ( — )
Es entonces inmediato que u(r) G C( ]R q ,oo[),
Notas ; 1) Si f G L^(Q q ), u(r) G C^(]R q ,<»[) como es sabido.
2) El resultado (10) juega el papel de (1) del Teorema II.1,
2) Ahora obtenemos el resultado (6) en virtud del siguiente le­
ma utilizando (10):
LEMA II.1: Sean u G W ^ ’^(R,«>) w G L^ (R,“ ) taies que
-----------  loc loc
i) u ’( r + ) < C r ,  C > o para r > R
ii) rw(r) G L (R,oo)
iii) w G 3(u) ctp r > R, siendo 3 como en la Prop. II.1
Entonces
lim sup u(r) < b
Demostracion: Si por el contrario lim sup u > b ,  podemos tomar
P -> oo
una sucesiôn real {r^} tal que
ii) u(r ) > l > b ,  w(r ) > L > o
Fijemos 1^ : b < l ^ < l  y L^ = 3 (l^)>||p.
1-1
Sea 6^ = min (1,
Entonces para r :  r - 6  < r < r :
n n — —  n
u(r )- u (r ) < sup u'(rt)(r - r ) < C r (r -r) < C ô r < n —  n —  n n —  n n
< 1-1.
de donde
u(r) > u(r ) - (1-1.) > 1. 
—  n 1 1
w(r) > 3°(1.) = L > o —  1 1
Podemos ahora estimar || w 11
L^(Oo)
/■CO 00
j r|w(r)|dr £  ^
rr n 00
r w ( r ) d r > L .  T r 6 1 1 n n
Pero r.w G L (R,oo), luego r I w ( r ) I d r < oo
3) Del mismo modo obtenemos lim inf u(r) > a, con lo que
r -> 00
termina la demostracion de la Proposiciôn
2
Cuando f 6 M(1R ) cumple f £  o, en virtud el Teore_
ma 1.2 sabemos que para las soluciones que cumplen la regular£
dad allî citada, w £  o y si f X o, u £  o, ctp. En este
caso vamos a ver que se tiene ademâs la siguiente estimaciôn 
asintôt ica
(11) u * ( r ) £ o ( ^ )
y anâlogamente si f £  o.
LE MA I1 . 2 ; Si en las condiciones de PROP. II.1 ademâs w > o, 
se tiene
u ’(r) < o (— )—  r
I
si w £ o u ’(r) £  o (— )
Demostraciôn; 1) Para r > R q , escribamos
F(r) = ^ f
I X ! >r
Entonces F: ]Ro»°°f ~—  ^ ®  verifica
i) F es continua por la derecha y
1
ii) lim F(r) = o
r->oo
f
X I >r
Usando el hecho de que w > o en (9) se tiene que
rgU'frgt) - r^u'(r^+) >_ -F(r^) + FCr^)
o sea
^ 2 ^ -  FCr^) ^  r^u'(r^+) - F(r^)
Es decîr
(12) ru*(r+) - F(r) es creciente
2) Veamos que r u ’(r+) - F(r) _< o.
Si por el contrario existe r^ > o tal que r Q u ’Cr^t)
- Ffr^) ^  e > o, en virtud de (12) para r > r^ r u ’(r+) -
- F(r) ^  e > o. Pero F(r) ->■ o y por tanto existe r^ ^  r^
tal que
para r ^  r^ r u ’(r+) ^  e/2
u '(r+ ) > e / 2
u(r) > -§- Ig r + C
Entonces lim u(r) = “ , lo que contradice el hecho de que
r-)-oo
0 6 Int 3(]R), w G 3(u), w G L (0*).
Por tanto deducimos
(13) u ’(r+) < — - - ~ para r > Rq
—  r
3) El caso w _< o es analogo,
II.3. Precisamos en esta secciôn el alcance de los resultados 
anteriores mostrando, mediante una serie de ejeinplos y result^ 
dos, que en algûn sentido sus conclusiones no pueden mejorarse.
PROPOSICION II.3 : Si 3 ^ (o ) / {o} no puede esperarse que
lim unif u(x) = o ; varios hechos contradicen esta esperanza
X 00
1. Cuando f > o, f / o en la Prop. II.1 tenemos
lim sup u ^ b (Prop. II.1)
u ^  b (Teorema 1.2 de comparaciôn)
00
Por tanto
lim u = b
I X I
2. Del mismo modo si f o , f / o
lim u = a
I X I
3. Veamos un caso en que u G P(IR^), pero u o en el infi^ 
nito :
- Sean c tal que a ^  - c < o  y 1 =  b + c .
Sea u G tal que 11 u = 1. Pongamos
f = -Au G #(IR^) Entonces u = u-c es soluciôn de
“Au + 3(u )3 f
si y solo si a < -c < -c y lim u = -c < o
I X I ->■“
En este caso w = f+Au = o
“ Caso anâlogo si o < c  < b, l = c-a, u G V (]R^),..,
4. u G #(]R^), w / o y u o en el infinite 
- Supongamos Int D(3) 3 b.
- Sean como antes a < -c < o , 1 = b+c,
û  G ]R^) , ||ü|L>l, f = -Au G 0(]R-)
Tomamos u = u-c y w = 3o(u).
2
Entonces w tiene soporte compacte c  {x G ]R : u(x) > 1} 
y es acotada, luego integrable.
Si f = f + w G
“Au + w = f, w G 3(a), lim u = -c < o
I x  I ->00
y la soluciôn u es ûnica, pues w / o.
PROPOSICION II.4 : En las condiciones de la Prop. II.1 se puede
afirmar que
+ 2i) para toda f G M ( 3R ) , lim w = o (unif) si y so
X ->oo
lo si 3 e s continua en b ,
ii) para toda f 6 M ( ]R^ ) , lim w = o (unif) sii 3
X ->«>
es cont înua en a .
iii) para todo f G M(IR^), lim w = o (unif) sii 3 e s
continua en a y b
( 3  ^( o ) = [ a , b] ) .
Demo strac i on t En sentido <= ) las impiicaciones son inmedia- 
tas. Veamos por ejemplo iii):
Sabemos que lim sup u b, lim inf u ^  a (unif)
I X I -> oo I X I -> 00
Por la continuidad de 3 y 3 ( [a,b]) = {o}:
lim w = o (unif)
I X I ->00
=ï> ) 1 . Supongamos para mas sencillez que 3  ^( o ) = |o}, 3 (0 ) =
[y ,y^] , -£» < Y < 0 < y"*" < En virtud del Teorema 6,B de
1
locBBC [ ] , si f G (]R^) y existen a"", constan-
tes tales que y" < a " ^  f ^  en un entorno del infinite,
existe entonces u soluciôn de - A u + w 3 f en el septido de 
BBC y de soporte compacte. Ademâs fuera del soporte de u, 
w = f. Asî, si f +> o en el infinite, w-f> o, en el infinite.
2. Sea ahora 3 ^ (o ) = [a,b] , b > o 3(k) f {o } y tomemos
f 6 L ^ , f ^  o, f X o . Entonces existe soluciôn ûnica u ^  b
y w ^  o de forma que la parte negative de 3 no juega ningûn
pape1.
Trasladando 3 de forma que b sea el nuevo origen y 
corrigiendo 3 en la parte negative nos ponemos en el caso 
anterior (es precise corregir u : u = u-b).
3. Mismo procedimiento si 3 ^(o) = [a,b], 3(a) i {o}, 
a < o .
COROLARIO I I .1 ; En las condiciones de la Prop. II.1 se puede
2
afirmar que para toda f 6 M(1R ) .
si y solo si 3 (0 ) = 3 ^ (o ) = {o}.
II.4. Estimaciones sobre la convergencia
Realmente en la demostraciôn de la Prop. II.1 no hemos
apurado la informaciôn disponible, como ya observâmes en èl 
berna 11,2,
En efecto, la estimaciôn u'(r+) ^  - , F(r) 4 o per^
mite estimer la velocidad de convergencia de u en funciôn del
comportamiento de 3 en los extremos de 3 ^ (o ) = [a,b]:
PROPOSICION II.5 :
a) En las condiciones de la Prop. II.1, sea 3 un g .m .m 
que verifica ademâs la condiciôn
(14) 3(r + b) ^  Cr^ para C,a > o, r > o pequeno 
entonces se tiene
(15) u(r)-b < o ( )  , N = ^
N ^ ’ a+1r
Y si 3 es tal que
(16) 3(r + b) ~ r para r > o, r % o
se tiene
(17) 3(u(r))a w(r) < o (At), M =M ’ a+1r
b) Resultados anâlogos para el extreme a:
Si 3(a-r) ^  -Cr^, para C,a > o, r > o pequefio
u ( r ) -a > o (-^) , N = ^N ’ a+1
r
Y si g(a-r) - -r^, para r > o, r % o 
3(u(r)) w(r) > o (- ^ ) , M =
’ a+1
c) En el caso mas general en que
(18) 3(r + b) ^ q (r ) > o , r > o ,  r ~ o
siendo q(r) una funciôn creciente definida en un entorno de 
o+, q(o) = o (se puede tomar q(r) = 3°(r+b)). Pongamos 
r.q(r) = p (r ) y definamos p  ^ localmente en un entorno de o+ 
en el sentido de los grafos: p  ^ résultera continua. Entonces
para r
(19) lim — ■ < 1, Ve > o
r-yco p ( cr ' )
Ademâs si $(r+b) ~ q(r):
(2 0) w ( r ) < er
-2
p-l(er-2)
d ) Resultados anâlogos para el extreme a.
Demostraciôn: a) Supongamos que 3 cumple (14) pero que
N
lim sup (u(r)-b).r > 1 > o
-p -y co
Sea (r } una sucesiôn real tal que n
i) r co r , > 2r
n n t l -  n
ii) (u(r )-b).r > 1n n
r-‘
Y s r- n 1n ' ( f  ’ )
M rn
Entonces todo r: r - d < r < r y para n >> o de foTniian n — — n ^
que F(^^/2) < 1:
u (r )-u(r) =
" )
u ’(r+)dr < F(^n/2)
rn/2 " - 2-r^  
n
Luego :
u ( r ) - b > 1 1
Asî estimâmes
f ’ 00 r ^ n
, , w| 1  I  2tt
]R^  ^ r “6n n
w
00 .
(r)lrdr > % 21T ( rrjf*
-  N„ 2rM
2-,
i  î 2tt1
a
^n ^n
a + 1 )-2
1 2
Contradiciendo la hipôtesis w G L ( IR ). Asî pues (15) es 
cierto. (17) se deduce de (16) de forma inmediata.
b) Idem mutatis mutandis.
c) Dejemos sentado para empezar que por ser q : [o,ro]
— > IR creciente, p ( r ) = rq(r) es e s tr ictamente creciente. lue^
go p  ^ es continua y creciente.
Denominemos g(r) = p ^ (er ^ ) para un e > o y r >> o:
g ( r ) 4 o cuando r t o°
Supongamos pues que a pesar de cumplirse (9) se tiene:
lim sup (u(r)-b) . — ;~~T ^  1 > 1
r -> 00 g ^
Tomemos una sucesiôn {r^} tal que
""n " + 1 t
ii) u(r^) “ b ^  1 g(r^)
Sea 6^ = min (|
Entonces para r : r - 6 < r < r siendo n >> o de forman n —  —  n
que F(r) < ^/2
6
a(r^)-u(r)<i I t  - I - + ■
Asî pues u(r)-b ^  1^ g(r^) para un 1^ : 1 > 1^ > 1
V como w(r) 6 3(u(r)) ctp w(r) ^  q(l^ g(r^)) > o.
Continuâmes ahora ||w||^ :
oo rn
I w I 2  I 2 ^  I | w ( r ) | r d r  ^  I 2 tt q ( l ^  g ( r ^ ) )
(^n - IT^rn 1  IT I i'2(l-l)g(r^)q(l^ g(r^))
n > > o
= C % p(i^ g(r^)) = 00
n> >o
pues r^ p(lq g (r )) = r^ p(l. p  ^ (er ^ )) > r er  ^ = e. n l n n l n — n n
En suma se obtiene ||w||^ = , lo cual no es cierto,
y este demuestra (19).
(20) résulta inmediatamente...
Estas estimaciones no utilizan ningûn tipo de informaciôn
2
sobre f salvo el hecho de que f G M(]R ). Si coriocemos d a t o s
sobre el comportamiento en el infinite de f las estimaciones an 
teriores pueden mejorarse grandemente. Asî tenemos:
PROPOSICION II. 6 :
a) En las condiciones de la Prop. II.1, si sabemos ademâs
que
-Y
(2 1 )
' F ( r ) £ C ^ r “ ' , Y > o ,  C ^ > o
3(r + b) _> CgF^^ a > o , > o
Entonces
a .1) si ay < 2 se obtiene
(22) u(r) - b 1  o ( i ) ,  N = ^
r
Ademâs si 3(r + b) ~ r°^
(23) w(r) < o (-F), M = q^ + 2)a
M ’ a+1
r
a . 2) Si gy >1 2 se obtiene
(24) u ( r ) “ b £ o  (— ^ )  , N' =
r
Ademâs si 3(r + b) r^
(25) w(r) £ o  (-^)
r
b) Resultados anâlogos para el extremo a de 3 ^ (o )
Demo strac ion : Utilizamos la misma tëcnica de la Prop. II.5
Supongamos que se cumple (21) y que ay < 2 .
Si lim sup (u(r)-b) . r^ > 1 > o , N =
r -> 00
tomamos una sucesiôn {r^^ tal que
i ) r  y 00 r . > 2r
n n + 1 n
ii) (u(r )-b) . r ^ > l
n n
1 lr%+^
Sea 6^ = min (^ r^,
^1 ^n
gy < 2 implica y < N. As 1 para n>>o, 6 = r^^^ ^
n n
Para todo r : r -6 < r < r tenemosn n —  —  n
u(r^) - u(r) < n —“
V'
fn C. r ^ 6
1 . dr < C.  <
- r
-  + 1
De donde
u ( r ) - b > — -r; > o
w(r ) ^  C (—^ ) ^  > o 
2r
n
Estimamos asi I I  " I I 1  :
|w| > 2q % w(r)rdr > 2tt I C |  '^ n
m 2  1 r id 2r^
n n 
Y+2r
Na+N 
n >>o rn
Que contradice ||w||^ < «>. As i (22) es cierto. 
(23) se deduce de (24) inmediatamente.
a . 2) Supongamos ahora (21) y ay 2.
Si (24) no es cierto, existe 1 > o y una sucesiôn
{r } tal quen
i) r -- )- oo r , > C r  (1 < c s e r â f i i a d o  despues)n n + 1 — n ^
ii) (u(r )-b)r^ > 1 n n
Sea Ô = r (1 - — ) n n c
ay > 2 es equivalents a y > M'.
Luego para todo r : r - 6  < r < r y n>>oîn n —  —  n - '
u(r_)-u(r) < n —
r -0 n nn n
^ 2rl'
La ûltiïïia desigualdad se consigne, si y > N ’ para 
c > 1 cualquiera y si y = N ' para un c > 1 tal que
  < 2  (c == 1).
Entonces u(r) - b > — \rr- > 0
2?:
w(r) > C > 0
Estimamos ||w||^:
|w| > f 2ir [ |w(r)|rdr > 2n % Cg
m 2  1 r -6 2
n n
( k > 0 ) ^ 5 ] c = « >
1 2
Contrariamente a la hipôtesis w 6 L ( 3R ).
Por tanto se verifica (24).
(25) résulta de (24) fâcilmente&
II.5, Convergencia en el infinite para f de soporte compacte
2
El conocimleîitô de que f 6 Mo(]R ), conjunto de las 
medidas acotadas de soporte compacte permite mejorar los resul^ 
tados de la secciôn anterior.
Se obtiene el siguiente resumen de resultados;
PROPOSICION II.7 :
En las condiciones de la Prop. II.1, supongamos que
f e Mo(iR^).
a) Sôa f > 0, f 0. Entonces se tiene
a , 1 ) u > b; fuera del soporte de f, ü ' 0
u * s o(p^, U 4 b
8.2) w - o( — ^) 
r
a . 3) si ponemos 3(r) = 3(r+b), r ^  0 y
fV
j ( r ) = 
( 26)
3(r)dr y se verifica
ds
/d
< oo
j ( s )
U-b y w, tienen soporte compacte. La condiciôn
(26) es ademâs necesaria.
(En particular este es el caso cuando 3(r+b) ^  Cr^\ C > 0, 
a < l ,  para r > 0 ,  r % 0 ô cuando 3 no es unîvoca en b).
a.4) Si por el contrario 
1
(27) ds
-G /j ( S )
y ponemos u(rg) = ûg+b para r^ > R y
ru,
t (u ) - ds, T = [O'Uol ---  ^ [fo,"]
u^ /j ( s T
decreciente y h ; h(r) =
_ ^
= T (r-r^j)
Entonces en general u-b y w no tienen soporte compacte pero 
se obtiene u(r)-b = 0(h(r))
CL
En particular, si 3(r + b) r , a > 1
(28)
u(r)-b = 0(r’”^^ ),
w( r ) = 0(r " ^ ),
N = 2 (a-1)
-1
M = 2a(a-i) > 2
y si 3(r+b) ~ r
( 2 9 )
-c,r
u ( r ) - b = 0 ( e  )
w ( r ) = 0 ( e  )
b) Si f < 0, f / 0, resultados anâlogos en funciôn
del comportamiento de 3 en a = inf 3 ^(0).
c) Si f G Mo es de signo cualquiera: 
c.l) a ^  lim inf u ^  lim sup u ^  b
P ->■ 00 p -y œ
C . 2 ) W = o(-î^) 
r
C.3) si definimos f3(r) = 3(r + b) para r 0
3(r) = 3(rta) para r < 0
y se tiene
j ( r ) =
d s
-1
/j ( s )
fV
0 
< 00
3( r )dr , j : ]R [o,œ]
(u-b) y (u-a) y w tienen soporte compacto,
(En particular esto es cierto cuando
3(r + b) 2  C r°^ , C,a > 0;
, 3(r + a ) 1  - C , ,a > 0 ;
o bien 3 no es unîvoca en a ô b).
c .4) Resultado équivalente a a.4) + b.4).
OBSERVACION; Si 3 ^(0) = [a,b] = (o), los apartados a . 3) b .3) 
0.3) afirman que u es una funciôn de soporte c o m p a c t o , lo que 
extiende el Teorema 6.1 de BBC [s]
Pern, de la Proposicion;
a) Ya sabemos que u ^  b
Supongamos que supp f c B ^ ( O ) .  Entonces para r > R 
(P ) se escribe
- —  (ru * ) ’ + w = 0
r
o sea ( r u ’) ’ = rw ^ 0. Asî r u ’ es creciente. En particular
el Lema II.2 afirma que u ’ ^  0. Por tanto u es decreciente
y como consecuencia de la Prop. II.1 u 4 b uniformemente cuai^
do 1 X I ->00
La estimaciôn u ’ = o(— ) es consecuencia de lo ante-
r
rior mediante el Lema II.3 poniendo u ’ = g.
LEMA 11 . 3 î Sea g : ]R,#[ — IR una funciôn positiva, int£
grable y tal que rg(r) es decreciente. Entonces g(r)ro(~) 
cuando r -> w
Demostraciôn: Si g(r) / o(— ), podemos tomar una sucesiôn {r^} 
tal que
i ) rn ’ n+1
> 2r^, r, > R
ii) r^ g(r^) ^ 1 > 0
Entonces estimamos;
r
1 " r_g(r_)
g(r)dr > I ■—  rg(r)dr > I —     6 >
rn-1
r n —
n
En contra de la integrabilidad de rg(r)%
a . 2) La estimaciôn w = o(-^) proviens del siguiente Lema:
r
LEMA II.4 : Sea g : [R,#) -> ]R^ una funciôn decreciente tal
2
1 1 
que rg(r) 6 L (R,*). Entonces g(r) = o(— ô-) cuando r ^
r
Demo straciôn: Si g ( r ) i o(-^) se puede tomar una subsuce
r
siôn {r^} tal que:
’’n ” > ^n+l 1  2r^, r„ > R
ii) r 2 g(r ) > 1 > 0 
n n —
Entonces
00 r r>
r n+1 r n+1
g(r)rdr ^  \ rg(r)dr ^  \ g(r ) rdr >n + 1 
n
r2
En contra de la integrabilidad de rg(r)^
1La demostraciôn de w = o(— procédé ahora asî;
r
Podemos suponer que 3 es contînuo en b, en caso con 
trario probaremos en 1.3) de forma independiente que w tiene 
soporte compacto,
Tomamos entonces g(r) = 3” (u(r)). El Lema II.4 asegu 
ra que 3 (u(r)) = o i ~ )  ya que w(r) ^  3~(u(r)) ctp y
1 r
w(r)r e L (R,«>).
Pasar de 3” (n(r)) * o ( - )  a w = o(*i) no ofrece difieultadi
r r
- si existe r^ R t.q. wCr^) = 0, entonces u(rjj)£b
y como u es decreciente, u(r) b para r > T q »
w(r) = 0, para r > r ^ ,
si w(r) > 0 para r > R, (u'r)’ > 0, u*r es cre_
ciente estrictamente y como u ’ 0, u ’(r) < 0, lu^
go u estrict. decreciente para r > R .
Entonces si e > 0 u(r + e) < u(r)
Luego w(r+e) £ 3^n(r + e) _< 3 u(r)
Con lo que w(r) = o(—
r
a.3) La condiciôn necesaria y suficiente para que el problema 
(P) tenga soluciones de soporte compacto para f G l J ciR^) es
segûn BBC [9] (Teorema 6.1) 
ds(3)
1 rs
< 0 0  ,si (|)(s) = 3(r)dr
o ^/(f)( s )
observemos que si b*0, 4>sj y que si tratamos de f ^  0,
f X 0 se tiene u ^  b por lo que la parte negative del gr^a
fo de 3 no interviene.
Por otra parte la demostraciôn del Teorema 6.1 es per
N
fectamente valida para f G M o (®  ) dado que se razona en el 
abierto 0 = {x G : |x| > R} (supp f c B^^O)), y que
el Teorema de comparaciôn utilizado es vâlido.
En resumen, si nos reducimos al caso b = 0 y f 0
(21) équivale a (17) y podemos aplicar T.6.1. de BBC [^ 9 ]
Si b > 0 podemos réducirnos a b = 0 asîî ponemos 
3(r) s 3(r + b) para r > 0, F(b) a Voluntad si r < 0 ^
n » u-b, w  = w , T  = f , Entonces -Au + w  s f, w G 3(u)
équivale a -Au + w  = f, w  G 3(u).
Concluimos que u y w tienen soporte compacto c.q.d. 
La necesidad de la condiciôn (26) ya estaba probada para 
f G Lo(lR^) .
a,4) Para r > R, (P) se escribe
(u ’r )’ = rw
o sea u ” + — u ’ = w 
r
como u ’ £  0, se tiene u" >. ^ » w G 3(u)
Llamemos u = u-b. Se tiene u ^  0, u ’ = u ’ ^  0, u ” = u ” 
y w G 3(u), As i multiplicande u" ^  w por u ’ ^  0 tenemos
u ”u ' < w u ’
Integrando esta desigualdad de r^ a r^» R < r^ < r ^ :
J  [û’^ (r 2 ) - ü ’^ (r^ )] < j(û(rg)) - j(û(r^))
Hacemos tender r„ a +«• con lo que u ’(r_) -> 0, j(u(r«))->0
asî para r^ > R:
f 2u (r^) ^  2j (u(r^ ) )
Y como u ’ < 0 ;
- u ’(r^) ^  ^2j(u(r^))
Integrando entre to y r tenemos (uXr^) = u(ro)-b = Û q )
o ds
dr = r-r,
ü  /2 j ( s ) 
o sea t (u ) > (r-r^), u < h(r)
Si F(r) ~ r^, a > l ,  j(r) ~ r^^^, t ( u ) ^ C  
m = - g-' y terminâmes asî:
—m —m
u u.^
1  [ r-fo]-m — m
u
Cir+Cj
u = 0 (r , m a - 1
Si 3(r) ^  Cr, j(r) ^  j  r^, t (u )
y el calculo termina asî
u.
u,
1 o
“7= Ig —  ^  r-r,
/ c n
0 U £  U q e
- /c ( r-ro )
o sea
Las estimaciones sobre w resultan inmediatamente.
b) Los câlculos son anâlogos en todo.
c) Ütilicese el Teorema de comparaciôn 1.2 aplicado a -f" f. f £  
£  f ^ , reduciendo asî el problema a a) y b).
Obsérvese que si 
f o
ds
pacto, si
0 /2 j ( s )
ds
< (u-b) tiene soporte com
to y si
/2](s)
ds
< 00, (u-a) tiene soporte compac
-1 /2j(s)
se tiene c.3,
SEGUNDA PARTE : f esta acotada por una medida real en
Bajo la hipôtesis de que la medida f G M( IR ) esta
limitada entre medidas radiales acotadas en un entorno del in
finito se establece que, en el caso en que 3 ^ (0) = {O}, la
2
soluciôn u del problema (P) en IR converge uniformemen-
te a cero en el infinite.
Este resultado se obtiene por comparaciôn con la solu­
ciôn de un problema radial en que un instrumente bâsico de la 
comparaciôn es el laborioso lema A.2.
Las estimaciones obtenidas en la primera parte de este 
capitule se aplican pues al présente caso.
Demostramos el siguiente teorema:
TEOREMA II.2 : Sea g un g.m.m, 0 G g(0), 0 G Int g( IR ) , g
verifica la propiedad (Cg) del Teorema 1,3
(Cj) D ( e )  =  m ;  f  [ e ( r ) - e ( - r ) ] -ar*e . dr < 00, Va > 0
Sea = [|x| > r ] , S^ = para un R^ > 0
Sean u S W ^ ’F ^ o ) ,  |grad u| G w G L^(S2„), f G
taies que
w G g(u) ctp Q q
-Au+w = f en P ’( )
Supongamos que existe g G M(Ho) (resp. g G M(E!o)) radial tal 
que f ^  g (resp, f g) en M(Ôo), E n t o n c e s
lim sup u £  b (resp lim inf u > a)
Mas aûn u esta mayorada (resp. minorada) por la soluciôn de
2
un problema radial en IR .
(g ^(0) = [a,bl -00 < a  ^ 0  ^  b < oo)
OBSERVACION; Si g (resp. g) G L^(f2o) la condiciôn (C_) 
sobre g no es necesaria pues su papel es garantizar la exis^ 
tencia de soluciones del problema radial.
El Teorema es consecuencia de las siguientes proposi- 
ciones II.6 y II.7, que permiten comparar con soluciones del 
problema radial. Considérâmes solo el caso de la acotaciôn s^ 
perior, la acotaciôn inferior procédé anâlogamente.
PROPOSICION II.8 : Sean , g, U, w, f, g como en el T.II.2,
—  + 2Sea g la prolongaclôn de g a IR mediante la medida nu
2   + 2
la en IR - 2^^  (g G M ( IR )) y sean u ^ , la soluciôn de
(P) para g, es decir:
-Au^tw^ = g . en M (  IR^ )
G g(u^) ctp IR^
Uf G W^^^^(IR^), |grad u^ | G M^(IR^), G L^(IR^). (si g+ = %
tômese u^-b).
Entonces para todo e > 0 existe R^ > R q tal que
Ri
u(x) £  u^(x) + e ctp
Demostraciôn; Como g £  0, por el Teorema de Comparaciôn 1,2, 
u^ £  b c t p .
o
Sea e > 0 y pongamos A = b + e > b. Entonces g (A) > 0
Sea U = u-u^-G. Entonces U 6 I grad U |  6
U  e M C ^ o ) .
Pongamos v = U* = (u-u^-e)^.
Es inmediato que v 6 | grad v| 6 M^(]R^) (para la
derivada de u^ consultar GT [2^ , §7.6).
2. Por un argumento standard, (cf. BBC [ 9 ] ,  pg 530), como 
w G L^(^o) y w 6 g(u) ctp e se tiene que para todo
k : k > b , k > -a
ms
Por el mismo motivo:
ms {x G : |u^(x)| > k} < «
Asî, 3 k > 0 tal que
ms {x G : |u(x)| > k} < «>
y p o d e m o s  a p l i c a r  a U e l  L e m a  A . 7 b  s i e n d o  j ( r )  = r ^  y p o r
lo tanto p:p(r)=l si r > 0, p(r) = 0 si r ^ 0. Entonces
V * j(U) y résulta del LtA7.b
Av 2  p(U)(AU)p - (AU)“ en M ( Q o ’), R ‘ > R^
P e r o  A U  = A u - A u ^  - ( w - w ^ )  + ( g - f )
A s l  e n  ; ( A U ) ^  = ( g - f ) ^  £  0, ( A U ) ~  = 0;
( A U ) p  a ( w - w ^ )  + ( g - f ) p  ^  w - w ^  c tp .
Por tanto:
si U < 0, Av > O.(AU) -0 = 0—  r
si U = 0, Av > O.(AU) - 0 = 0
—  r
si U > 0, Av > (AU) > w-w. > 0
—  r  —  1
asî pues tenemos
(31)
3, Con las propiedades de v obtenidas podemos aplicarle el 1^
R f
ma A . 2 en îî : asî para toda p G P, p £  0 si j es la
primitive de p tal que j(0) = 0
(32) Igrad VI^ p ’(v) ±  ^  ( j ( u ) - j ( u) )
Q
siendo L, 1, A^ , A^ como en el Lema. R^ es el R^ del lema,
luego R^ > R ’ > R q •
4, Si demostramos que existen A^, A^ anillos como en (22) de 
forma que para un p 6 P, p _> 0 tal que p ’(r) > 0 para 
r > 0 :
(33) j(v) < j ( v)
2 1
la demostraciôn de la Prop, II.8 se realize asî; 
De (32) se deduce que
f I grad V I  ^ p *(V ) £
Ù
I I 2 1luego jgrad v| p*(v) = 0 ctp 6 ^ , o sea grad p(v) = 0
ctp, p(v) « c, constante £ 0, ctp de 0 ,
Si c > 0, V = p“^(c) = c^ > 0, luego
u(x) = u^(x) + e + c^ ctp de 0
Dado que u^(x) £  b ctp y que g (b + e) > 0 este hecho contra^
dice la hipôtesis w G L^(^o), w 6 3(u) ctp .
Asî pues la ûnica posibilidad de c=0, v=0, es decir
Ri
u(x) £  u^(x) + e ctp de fi
lo que termina la demostraciôn de la proposiciôn.
5. Veamos pues que (33) es cierto:
Si fuera falso, para todo par de anillos A^, A^ coii 
tenidos en fi^  en las condiciones del Lema A.2
j ( v)(34) [ j (V ) >
A
Es inmediato ver que si dividimos Bj^(O) n fi^  en anillos de 
espesor constante, (34) implica una estimaciôn del tipo
j(v) £  k ^ R  + kg t k ^ > o
Bj^(0)nfio
En particular j ( V ) =
En las condiciones de (33) si r £  0 0 < j(r) £  || p || ^  r .
Asî tendrîamos:
(35) V > - 1
n. ■  I Ip I I» -r,
j ( V ) = +o6
Sin embargo vamos a demostrar que [ V <
1 1  I I 2Sabemos que u G W^^^(fio), |grad u| 6 M (fi^). Ademâs dado que
1 -1 
w G 3 ( u )  en fio y que w G L ( fig, ) , para todo X > b  = a u p 3  (0),
ms [u > X] < < 00
3^ X)
Tomamos ç G C (]R^), 0 £ Ç  £  1, C = 0 en [ | X | £  Ro + e] y
Ç = 1 en [|x| £  R^-eJ para R^ > R ^ .
Sea u = Çu. Entonces:
a) u G supp u c fio
b) grad u = grad Ç.u + Ç.grad u
Como grad u G M^Cfi^), Ç.grad u G M^(3R^)
Como u 6 L^^^(fio)» Igrad u| G M^(fio) es inmediato que
(pues M2(0g) c (R^) si 1 ^  q < 2
loc ° —  ° loc
y aplicamos el lema A . 16 de BBC [9 J ). A s 1 u 6 (fi^).
2 2
Dado que grad Ç G #(fi), u grad Ç 6 L ( 3R ). Asî:
grad u G M (L_)
c) si u > 0, 0 < u < u. Por tanto (X > b)
2 -{x G ]R : u(x) > X} C  {x 6 fi^  : u(x) £  X} 
Aplicamos el lema 3.9 de BBC [9 j que nos da
(u-X)^ < C H grad u || „ , ms
m
„ é a [u > x] < ® 
M (]R )
Ahora bien, si |x| £  , u = u, Por otra parte
V = u-u^-E £  u-b-E = u-X £  (u-X)^. Asî pues
V <
x|£Ri
(u-X)+ <
R
Y como V G L^Q^(fio), V  <  00
fi.
Demostraciôn del Teorema II.2 . (salvo la ultima afirmaciôn)
A partir de la Prop. II.8 se deduce el Teorema aplicado 
a u^ el T.II.l, dado que es soluciôn de (P) para una medida 
radial y por tanto
lim sup u. < b
|x| 1 -
Pôr lo tanto para todo e > 0 existe £  R^ tal que
u^(x) £  b+e/2 y dado que la proposiciôn nos garantiza u(x) £
£  u^(x) + e/2, u(x) £  b+e. Asî
lim sup u < b
I l  —I X I -> 00
La estimaciôn inferior se obtiene cambiando de signo la 
ecuaciôn y sustituyendo g por 3 tal que 3(r) = -3(-r)*
Sin embargo hay un aspecto en que el resultado de compa^ 
racîôn prop. II.8 es insatîsfactori o ; es el hecho de que la e£ 
timaciôn u(x) £  u^(x) + e para |x| > no es todo lo
fuerte que se desea. Deseamos obtener u(x) £  u(x) , soluciôn de 
un problema radial en IR^ para |x| > R. En particular esto 
permite aplicar a la estimaciôn de la velocidad de convergencia 
de u todos los resultados obtenidos en la primera parte de es_ 
te capîtulo y que se aplican a u.
Por e so completamos el T- II.2 demostrando;
PROPOSICION II.9 ; En las condiciones del Teorema II.2 existe 
R > R q y existen u,w, soluciôn de (P) para en
(es decir u 6 w 6 L^(fi*), |grad u| Q
-Au+w = g^ en P ’(fi^), w 6 3(u) ctp fi^ ) taies que
u < u ctp
Demostracion : 1. En el case de que b sea el extreme superior 
de D(3), se tiene que 3(b) = [o,“ [ y que u £  b ctp. Dado 
que no se cumple entonces la condiciôn (C^)» hemos de suponer
que g G (cf. T . II.2), por lo que podemos tomar u = b,
—  + 
w = g .
2. En adelante admitimos pues que b 6 Int D ( 3 ) «
En la anterior Prop. II.6 hemos mostrado que existen u^ y
con las propiedades citadas de forma que
u(x) £ u ^ ( x )  + e
Ri
en > R q
lim sup u. < b
I l  1 —X -> oo
Asi pues, dado e > 0 existe R„ = R„(e) > R^ tal que
(36)
u(x) < u^(x) + c/2
u^(x) < b+e/2
ctp X > R,
Tomamos e de forma que b+e < sup(D(3))«
Sea M = 3^(b + c) < «».
Truncamos 3 superiormente por M , es decir definimos el g.m.m
3(r) si r < b + e
3(r) A [o ,m ] si r = b + e3j^(r) =
si r > b+e
Es évidente que D(3j^) ^ y que en virtud de (36) (u,w)
R2
sigue siendo soluciôn de (P) en cuando sustituimôs 3
por 3^'
3. Utilizamos en lo que sigue el siguiente lema cuya de 
mostraciôn posponemos:
LEMA II.5 : Sea g un g.m.m acotado superiormente tal que
0 G 3(0), 0 G Int 3(3R) . Sea
8k = X b ^(O) + 8^ • Xn,
donde k , R > 0 .  Entonces si u^ es la soluciôn (en el sentido
2
usual del Cap. I) de -Au + 3(u)S en 3R se tiene que
sup {u, (R) ; k > 3^(0)} = 00
En virtud de este lema existe g G M^(IR^), g = g* en 0  ^ y 
existe una soluciôn radial u de
(37) -Au + 3^u a g
que v er if ies u(Rg) > u^(Rg) + E/2
Esta relaciôn sigue siendo cierta por continuidad en un pequefio
anîllo entorno a
4, Retomamos la demostraciôn de la Prop. II.8 con 3 = 3
y V = (u-u)”^. Entonces v 6 W^ôc^^  ^) » |grad v| G M^(&*^),
+ R 2
Av 6 W (0 ) como allî y asimismo podemos aplicar el Lema A . 2:
2 . 1
M
^ P'(v) Igrad v| 1  LÏ ( j ( v) - j(v))
Ü
con las notaciones del Lema A . 2 y Rg en lugar de R 2 » R g > R 2
u < u, luego V = 0. TomanAhora bien en un entorno de S
R2
do A^ y Ag incluidas en esa regiôn 
y entonces
j(v) = j ( v ) a 0
p ’(v) Igrad v| £  0, Vp 6 P, p(r) = 0 si p £  0
p ’( r ) > 0  si r > 0
De donde, como antes, deducimos que p(v) = C £  0, TambiÔn del
mismo modo se ve que c=0, v<0. Por tanto
u(x) < u(x) ctp en ü
H
5. Por ultimo sehalemos que siendo u soluciôn de un
problema radial, lim sup u £  b. Por lo tanto existe R £  Rg
I X I -> 00
tal que para |x| > Rg, u(x) < M 3(u(x)) = 3^(u(x)) y u
es soluciôn de - A u + 3(u)a en
OBSERVACION: Nôtese que u es soluciôn de (37) - A u + 3^(u)^ g
2 R
en todo IR y solo en fi podemos sustituir 3^ por 3 *
Pero precisamente las estimaciones sobre la convergencia de las
soluciones en la la. parte dependen todas del comportamiento de
3 "para pequefios valores".
En cuanto a la demostraciôn del lema II.5 observâmes:
1 °) En virtud el Teorema de comparaciôn 1.2 se deduce el 
lema conseguimoa demostrar el mismo reaultado cuando
8k = k Xg (0)' pues k X B ( 0 ) l “ * % Xg (Q) 1 % Xg (o) +
K K K R
+
2°) Por otra parte basta demostrar el resultado del lema 
para un grafo 3 tal que 0 6 3(0)» y 3°(r) £ §®(r) para
r > 0 pues el argumente del lema 6.5 de BBC [9] se aplica 1£ 
teralmente y las soluciones de 3 mayoran a las de 3*
3*) Un g r a f o  3 t a l  q u e  0 6 3 ( 0 )  y es acotado s u p e -
riormente por M queda mayorado por 3 tal que 3(^) = 3(r)
si r < 0, 3(0) = [o ,m], 3^r) = M para r > 0.
A s î el Lema II.5 es consecuencia del siguiente resultado
LEMA II.6 : Sea 3 un g.m.m. tal que 0 G 3(0), D G Int 3(0) 
y el grafo de 3 es concavo en el intervalo 0 £  r < <» (en pa£
ticular 3 es univoco si r > 0).
Sea R > 0, f = Xg (o ) ’ k > 0 y u^ soluciôn
R
(en el sentido BBC [ 9 j ) de
“Au + 3(u) 3 kf
Entonce s
sup (u^(R) : k > 0} = 00
Demostraciôn ; 1) Veamos que si k > 3^(0), u^(R) > 0.
Reproducimos el argumente de BBC [ 9 J , pg. 544: como kf £  0,
kf X 0, u £  0, Ademâs u^ es radial y u = u^(r) es una fun
1 1 2  ciôn de clase C en 0 < r < o o  ( ya que kf G L (IR )), Denot£
» dui^
mos por u^ = .
Como vimos en la parte I de este capitule, para r > R,
u^ £  0, luego u^ es decreciente, Por tanto de ser u(R) = 0, 
u £  0 implicarîa u^(r) = 0 para r > R y en consecuencia 
u^(r) = 0  y en el limite u^(R) = u^(R) = 0.
Ahora bien, si = Au^ + kf G 3(U ), es conocido (ver
corolario al T- III.1) que
w
por lo que para 0 < r < R la ecuaoiôn
- —  (ru')' + w. = kf r k k
implica (ru^)' = r(w^(r) - k) £  0
A s 1 r u ’ es decreciente en 0 < r < R. Como u. (R) = 0 esto im k k —
plica £  0 en 0 < r < R que junto a u(r) £  0, u(R) = 0
nos dan u(r) = 0. Pero esto es imposible si k > g^(0).
2) Comparaciôn:
Sabemos que -Au^ + = f, G g(u^), u^ £  0,
£  0. Definamos para k > 1;
u = kUj i
w = fW si u=0
I3(kw) si u > 0 ^g(r) es univoco si r > oj
Entonces
Pero
-Au + w = -kAu^ + kw^ + (w - k w ^ )
si u(x) = 0, w ( x ) - k w ^ ( x )  = w ( x ) ( l - k ) < 0
si u(x) > 0, w ( x ) - k w ^ ( x )  = 3 ( k u ( k ) ) - k 3 ( u ( x ) ) £ 0
(por concavidad)
Asl pues
Ademâs
-Au + w £  kf 
w G 3(u )
Dado que -Au^ + "k = kf ^
El Teorema de comparaciôn nos asegura que si k > Is
As 1 pues
u^(R) £  ku^(R)
Por tanto lim u, ( R ) =
k->oo
TERCERA PARTE : El caso unidimensional
El problema de estudiar el comportamiento en el infinite 
de las soluciones de
(P^) -u" + 3(u) 3 f, f G
discurre por cauces analogos, pero es esencialmente mas fâcil, 
al no existir la dualidad radial-no radial.
Entendemos aqui por soluciôn de (P^) (en la llna del
1 00 1 
capitule I) una funciôn u G W ’ ( ]R ) tal que w = u" + f G L  (IR),
w G 3 ( u ) ctp.
En el T- I.3b vimos que la condiciôn necesaria y sufi- 
ciente para la existencia de tales soluciones para todo f G M(]R) 
es que el grafo 3 m.m, tal que 0 6 3(0 ), 0 G Int 3(IR), ver£
fique ademâs D(3) = IR. Las condiciones 0 G 3(0),
0 G Int 3(]R) ya son necesarias para el problema planteado en
L^( ]R) (cf. BBC [ 9 ] ) .
1Observemos de paso que W * ( ]R) c Cont(lR) .
Demostramos entonces el
TEOREMA I I . l b ; Sea 3 un g.m.m, 0 6 3( 0 ), 0 G Int 3(]R).
Sea f G M(IR) y (u,w) soluciôn de (P^) para f ,
Sea 3 ^(0) = [a,b], ^ ® Entonces
1 im sup u ( X ) £  b
X +00
lim sup u(x) ^  a
X -+ £ »
ademâs lim u ’(x ) s 0
Demostraciôn:
1) La demostraciôn de lim sup u < b se basa en el si
X 00
guiente Lema, anâlogo al Lema II.1.
LEMA I I . I b ; Sean u G W ^ ’“ (R,oo), w 6 L^(R, = ) , R > 0 ;  w G $(u)
ctp, siendo 3 como en el Teorema. Entonces
lim sup u £  b
r 00
Demostraciôn: Si lim sup u > b, tomamos {r^^ tal que
> R' ”n+l ^
ii) u(r ) > 1 > b, w(r ) > L > 0 para todo n n —  n —
1-bEntonces si 6
" 2 | | u M L
y r : r -6 < r < r_n n —  —  n
u ( r _ ) - u ( r )  < n — u ’ (r)dr < ||u* ^
Asi u(r) £  = 1^ > b
Y estimâmes
w(r) £  3°(lj^) = L^ > 0
|w| £  I w(r)dr £  % 6^ =
fn-*n
que contradice w G L^(R,«)^
2) Del mismo se demuestra lim inf y el caso x
3) Dado que u G W^***(IR) y u" G M ( R ) ,  u ’ es una 
funciôn de variaciôn acotada. Ademâs si x^ < x ^ :
u'CXgt) - u'(x^+) s
u'CXg") * u ’(x^-) s
[*1 X 2 [
u" . dx
u"dx
Asl pues existe
L = lim u ’(x+) = u ’(x^+) + 
x-»-oo
L = lim u ’(x-) = u ’(x.-) +
k->oo
u" dx
u" dx
Ahora bien si L > 0 es inmediato que lim u(x) = +00, y si
x-»-«»
L <0, lim u(x) = -00, contra lo ya demostrado. Anâlogamente
X-»oo
para el limite de u ’ cuando x -w ^
La demostraciôn del lema II.2 puede repetirse asimismo 
en el caso unidimensional para obtener que si w £  0 en el 
T- II.Ib (lo cual ocurre por ej . si D(g) = IR y f G M^(IR)
G si f G L ( IR ) , f £  0), definiendo 
(37) F(r) = ■ ff G(r) = I f,
x>r x>r
se tiene que u ’(x+) - F(x) es creciente, u*(x-) - F(x-) es
crecienté, u ’(x+) + Q(x+) es crêûlenté y u ’(x«) f 6 ( x ) es
creciente. Como lim F(x) = 0, lim G(x) a 0, lim u ’(x) = 0
X->oo X-+--00 X + + ™
se deduce que 
(38)
-G(x+) £  u ’(x+) £  F(x) 
-G(x) < u*(x-) < F(x-)
(obsêrvese que F(x+) = F(x), G(x-) = G(x))
De (38) se obtiene
(38) iiu'iL < PIIm
resultado ya conocido por la demostraciôn del T« I,3b,
Las estimaciones que constituyen las secciones II.4 y 
11,5 pueden repetirse con resultados analogos a las proposicio_ 
n e s II.5, II.6, II.7 Solo nos detendremos en esta ultima que 
trata el importante caso en que tiene soporte com pacte:
PROPQSICION I I . 7 b :
En las condiciones del T- II.lb supongamos que
f 6 Mo(3R)
a) Sea f £  0. Entonces
a.l) u £  b; fuera del soporte de f, u ’ £  0, 
u ’ = o ( ^ ) ,  r + b .
a . 2 ) w = o(p)
a . 3) a . 4) como en la Prop, II.7
b) Como Prop. 11,7.
c) Como Prop. II.7, salvo w = 0(~).
Demostraciôn: La demostraciôn de los apartados a.l) a . 2) es 
analoga. La demostraciôn de a . 3) a.4) es la misma una vez 
sustituido Au = ^ ( r u * ) ’ por Au = u".
Nos remitimos por tanto a la Prop. II.7 A
CAPITULO III
OTROS RESULTADOS DE EXISTENCIA PARA LA 
ECUACIOM -Au + 3 ( u ) ^ f  EN IR^.
I
PARTE PRIM E R A ; Existencia de soluciones acotadas
Demostramos en esta secciôn varios teoremas de existen 
cia de soluciones de (P) -Au + $(u) 3 f en L™(IR^).
Recordemos que si N=l, el T- 1.3b (resp. Th. 4.1 de 
BBC U 9 ^  ) garantizan la existencia de soluciones en W ^ ’°°(IR) 
cuando f G M( IR) (resp. f 6 L^(IR)).
TEOREMA III.1 : Sea N _> 2 y g un g.m.m tal que 0 G 3(0) 
(y 0 e Int 3(]R) si N = 2). Sea f G L^(IR^), f G (IR^)
para un p > N/2, verificando ademâs
lim sup f < 3^ = lim 3(r)
I X I oo r->oo
(c_)
lim inf f > 3 - i im 3(r)
1x1 -►00 r->-oo
Entonces t o d a soluciôn
c ir u G
„N/M- 2(IRN) ,
si N 2  3 , U
6 L^(]R^) s i N = 2 )
[N/N-1(^N)^ w = Au + f G L^(]R^)
oo , N 
u G L (]R )
Ademâs se estima 11 u11 ^  ; cf. (11), (12).
Demostrac iôn ;
Veamos el caso N=2 que comporta dificultades adicion^ 
les sobre el caso N > 3:
1) Comenzamos descomponiendo f de la forma;
( 1 ) f = f ^ + f 2
siendo fg = f para un cierto R > G suficientemente gran
00 2
de para que G L ( IR ) y en virtud de (C^^:
(2)
B = sup fg < 3
I A = inf fg > 3
Dado que f G fg G L^(IR^)
B > 0 y A < 0.
y es obvio entonces que
Entonces
(3)
supp(f^ ) C B^ (0 )
Escribimos ahora la ecuaciôn (P) como
(4) -AU + 6(u) 3 fz+fi - k Xb„(o) + ^ Xb„(o)
R ' R
siendo la funciôn caracterîstica del conjunto E c 3R'
k y R constantes relacionadas por la condiciôn
(5) 
Es decir
) = 0
-1
k = k(R,f^) = |ms(Bj^(0))| . ff^
Por lo tanto lim k = 0. Designamos k^ = max (k,0),
R-»-oo
k = max (-k,0) e imponemos a R la condiciôn de ser tan gran 
de que
i) R > R^
ii) sup fg + k* <
inf f„ - k > 3
2) En virtud del Lema A.l el problema
(P') -Av = - k X b -( o )
posee una soluciôn v G C(IR^) f\ L (IR^) , | grad vj G L^(IR^)
dada por
(6) V = [f^ - k %B^(0)] * ^2
Ademâs v verifica lim v r o (limite uniforme)
I X I -)-oo
debido a (5 ) .
3) Entonces, dada la soluciôn u del enunciado,
1 1  2
w = Au + f e 3(u) ctp, es inmediato que u-v 6 ( IR ) ,
Igrad (u-v)| G M^(IR^), A(u-v) G L^(IR^), Ademâs se tiene que
(7) ^  k > 0  : ms {x G ÜR^ : |u(x) - v(x)| >k )  <
00 2
En efecto, si la afirmaciôn fuese falsa, dado que v G L (IR ) ,
se tendria que para todo k ^ 0, ms [ I u | > kl = Pero dado
1 2
que 0 G Int R(3) y que w G 3(u) es tal que w G L ( IR ) 
esto es imposible, segun argumente ya repetido.
Asi pues podemos aplicar a u-v e 1 lema A.13 de BBC 
[g ] y deducir
A(u-v) . p(u-v) £  0, para todo p G P
IR^
Ahora bien A(u-v) = w - (f^ + k Xg (o)^* luego
R
(8 ) p (u - v ).w £
2
IR IR
4) Veamos que sup u < °o ;
Tomamos una sucesiôn p^(s) G P creciente hàcia 
sig^(s-r), r >  0 fijo. Sea E^ = {x G 1R^ : u(x) > v(x)+r} 
y pasemos al limite en (8) por la convergencia dominada. Entoii 
ces
(9) w  £
t: E '2 * ' Xb^(O)
r
Si suponemos que sup u = <», dado que v G L (IR^), 
sup (u-v) = 00. Por tanto para todo r > 0 ms(E^) > 0. De
(9) se deduce entonces que ha de existir C E^, ms(F^) > 0
tal que para todo y G F^
w(y) < fg(y) + k Xg (o)(y)
Por tanto w(y) £  sup f^ < 3^. Ponemos
m = [3 ^(B + k^)l^ < °° entonces cty,u(y) £  m v(y) = u(y) -
- (u(y) - v(y)) £  m-r. Haciendo crecer r indefinidamente 
deducimos que v g L™(IR^), resultado contradictorio.
(Notaciôn: [g ^(c)]* = sup {s G IR *. g(s) ^ c},
[3  ^( c )J = inf {s G IR ; g(s) 3c})
5) inf u > 00 en virtud del razonamiento anâlogo cor r e^ 
pon d i e n t e .
c ) Estimacion de las cotas de u ;
Sea L = sup (u-v)
1°) si L £  0 sup u £ sup V £  || v || ^
2^) Si L > 0, pongamos para un e > 0, r = L-e < L
2
Segun lo visto en 4) cty G F^ u(y) £  m , Ademâs ctp x G IR 
u(x) - v(x) £  L. Asi
u(x) £ L + v ( x ) = r + e + v ( x ) < u ( y ) - v ( y ) + v ( x )  + e 
u(x) < M + 2 II V II ^ + e
Haciendo e + 0 :
(10) ctx e ]R^ , u(x) £  m + 2 || v || ^
De ambos casos se concluye que
(11) sup u £  m + 2 II VII ^  , 0 £ m = [ 3  ^(B + k^)]^ <
De forma analoga
(12) i n f u £ m - 2 l | v | l ^  , 0 £ m = [ 3 ^ ( A - k ) ]  >-<
Demostraciôn para N _ 3 :
El termine k Xg (q ) résulta superflue pues la exis_ 
tencia de v soluciôn de ( P ’) acotado no exige que el segun 
do miembro tenga integral nula (ver obs. al Lema A.l). La 
formula (8) se obtiene mediante el Lema A . 10 de BBC [9 ] pa 
ra p e P q .
(Complemento al) TEOREMA III.1 (N = 1 ) ;
Sea 3 un g.m.m tal que 0 6 3( 0 ), 0 G Int 3 ( IR ) >
f G L^(IR) verificando la condiciôn (C^^. Entonces la solu­
ciôn u G (IR), t a l q u e  w =  u " + f G L ^ ( I R )  de (P)
(cf. BBC [ I , Th. 4.1) verifica las acotaciones (11) y (12)
Demostraciôn: Totalmente anâloga al caso N=2. SustitUir el 
Lema A . 13 de BBC F 9 1 por la fôrmula équivalente 4.2, pg. 
535, BBC y el Lema A.l de este trabajo por la observaciôn 
subsiguiente para N = l, E^ por E ^ , etc&
COROLAR10 III.1 : Si en las condiciones del T- III,1,
f G L°°(IR^) A L^(IR^), N £  1, se tienen las estimaciones
(13) [3" ^ (inf f)]" £  u(x) £  [3 ^(sup f)j*, et x
(14) inf f £  w(x) £  sup f ct X
[(14) es un principio del maximo^ .
Demostrac ion : Si sup f £  6 inf f £  g las desigua_l
dades correspondientes son obvias.
En caso contrario repîtase la demostraciôn del teorema 
con h = 0, k = 0, v = 0, obteniendo (13).
Para demostrar (14) empecemos por w(x) £  sup f:
- Si sup f es un valor no perteneciente a un tramo vertical 
del grafo 3» 3(3"^(sup f)^) es un valor ûnico y vale
sup f, por lo que u(x) £  [3 ^(sup f)]^ y w G 3(u) ctp x 
implican w(x) £  sup f,
- En caso contrario es claro que si u(x) < [g ^(sup f)]^,
ctp w(x) £  sup f y nos basta obtener el resultado siguieii
te: ct X G |u = [g ^ (sup f)]*] , w(x) £  f(x), o lo que es lo
mismo -A u (x ) Z  0 .
Para N=2 este resultado es consecuencia del Corola­
rio del Lema A . 7 aplicado a la funciôn positiva 
[g ^(sup f)]^ - u . Para N £  3 se puede probar un resultado
anâlogo con las hipôtesis u G ^(IR^),
Igrad u I G ^(IR^), Au G M(IR^), como variante de Bên£
lan [ 7 j  , lemme 12. Para N = 1 con las hipôtesis u G W ^ *  (IR),
1
Au 6 L (]R) el câlculo résulta aûn mâs fâcilA
El Teorema III.1 puede ser utilizado para demostrar la 
existencia de soluciones acotadas -no necesariamente ûnicâs- 
de (P) cuando f no necesariamente pertenece a L^(IR^),
El concepto de soluciôn de (P) quedarâ ampliado en
adelante de 1 modo siguiente: u es soluciôn de -Au + g(u)-3 f,
f G si u G (R^), Au G ) yloc loc loc
w = f + Au G 3(u), ctp.
Asi obtenemos el
TEOREMA III.2 : Sea 3 un g.m.m tal que 0 G 3(0) y 
R ( 3) = R  .
1er. caso : Supongamos que f verifica las siguientes 
condiciones
i) Si N > 2 ,  f G L^^^(R^) para un p > N / 2 . si N=1
f G (R)loc
ii) f esta (esencialmente ) acotada en un entorno del 
infinite. 
y que D (3 ) = R .
00
2° c a s o ! Supongamos que f G L ( R ) ,  N £  1,
En ambos casos existe al menos una soluciôn u de
(P) en el sentido anteriormente citado tal que
oo M
U G L ( R  )
w = Au + f G L (  R ^  )
Ademâs en el 2° caso:
inf f £  w(x) £  sup f, ct x G R ^
si f G L^(R^) las soluciones obtenidas son soluciones usu£
les (cf. BBC [ g ]  ) .
Demostraciôn;
Como antes trataremos en détails la demostraciôn en 
dimensiôn N = 2 :
1) Comenzamos por un caso particular: f >. 0 en un entor­
no del infinite.
Suponemos pues que existe R@ > 0 y f £  0 en
fio = fi ° = {x G IR^ : IXI > R q } y ademâs 0 £  sup f = B < <».
- Planteamos el problema aproximado
(P„) -AUn + e(u^) 3
Donde
(15) = f.xg (0, e
n
Para (P^^, BBC [*9 ] nos proporciona la existencia de sol£
ciôn u„ G W^*^(]R^), I g r a d  u I G M^(IR^), = Au +fGL^(]R^)n loc I n ' n n
Ademâs H w ^ H ^  £  |lf^||p » luego Au^ G L^(IR^), de donde
por resultados de regularidad conocidos u^ 6 Y
por Sobolev (p > 1), u^ es continua (cf. este argumente con
BBC [ g], pg 542),
- Apliquemos ahora el T- III.1 y las estimaciones (11), (12)
a las soluciones (u^), Veamos que puede hacerse de forma un£ 
forme :
En virtud de las hipôtesis para lx|,n>Ro, 0 £  f^(%)£B, 
por lo que en la descomposiciôn (1) f^ = (f^)^ + ^^n^2*
„ podemos tomar R. = R q uniformemente en n. 
fi^ l 1
Asimismo si n > R„ (f ). = f" n i  n L  (0)
es constante y por tanto constates son k y V respecte a n.
Asl tenemos un iformemente en n > R ^ ;
( 1 1 ' )  u ^ ( x )  £  m  +  2  I I  v | | ^
(12’) u ( x ) > m - 2 | | v l |n —  " " 00
Dado que hemos supuesto f £  0 si jxj > R q , la sucesiôn
de truncadas es creciente para n > R q . En virtud de
1 2
los teoremas de comparaciôn para soluciones en L (R  ) (cf.
BBC [ 9 ], prop 3,6), es creciente y {u^} es cre­
ciente a condiciôn de tomar u = u si f = f . Deducin m n m —
mos pues de (11^) y (12*) que la sucesiôn {u^}, creciente y 
acotada en L°°(R^), tiene un limite u y u^ + u en
L°°(R^) dêbil, ctp y en l J^^(R^) (convergencia monôtona)
Ademâs u verifica (11') y (120.
- La convergencia de {w^} obedece a razones distintas en los 
dos casos del enunciado:
2° ) Si f e L°°(R^), en virtud del Corolario III.1, 
{w^} esta unif ormemente acotada en l '”(R^):
(14) inf f < w (x) < sup f, ct X G R ^—  n —
Luego existe w = lim en L°°(R^) dêbil, en
y ctp-
Ademâs :
inf f < w(x) < sup f
1°) Si f 0 l '”(R^) (caso 1°) suponemos que
D(g) = R , por lo que {u^} acotada en L™( ) implica
2{w^} acotada en L (R  ).
Es una soluciôn de (P):
“n - “ (■Le ‘ "n " " (“Lc* f (^Lo
luego -Au^ f-w en ’ Dado que A es un operador
de derivaciôn es cerrado en ’ luego -Au = f-w.
El lema 3 de Brêzis [1 2 ] nos permite concluir de
1 2  1 2  
u , u e L- ( IR ), u u ctp y de ->■ w en L_ (IR )n loc n n loc
6 3(u^) ctp que w 6 3(u) ctp.
- La soluciôn obtenida u es una funciôn s . c . i ., por ser 
limite (monôtono) de funciones continuas.
- Si f no tiene soporte compacte esta soluciôn obtenida es
1 2
ûn i c a . Si f tiene soporte compacte, f G L ( IR ) y nos
remitimos a BBC [ 9] para la no unicidad:
En efecto si f no tiene soporte compacte, pasando 
a una subsucesiôn podemos asegurar que {f^} es estrictam^n 
te creciente.
Entonces, aunque la soluciôn u^ correspondiente a
f^ no sea ûnica podemos asegurar que si f^^^ £  f^ *
i f ^ , toda soluciôn para ^n+1 superior o igual a
toda soluciôn para f . Por lo tanto el limite monôtono un
es ûnico.
- S i  f £  f , f X f son dos fun c i o n e s .como en este apartado, 
para n » 0  i luego
y en el limite w £  w, u £  w. Este es el resultado de corn
paraciôn de soluciones.
- S i  f G L^(m^), + f en L^ luego segûn BBC [ 9 ]
1 1 1  
+ w en L y (u } esta acotado en W ’ , luego ^  {n ,}n n loc ^ k
tal que u^ + u en ^xoc^ ctp. Asi (u,w) son una solu
ciôn en el sentido usual (cf. BBC [^ 9 1 , 3).
- Para N = 3  ô N = 1  se realiza paso por paso el proceso ante_ 
rior utilizando las soluciones u ^ , dadas por BBC j] 9 ] con 
la regularidad correspondiente.
DEFINICION ; En adelante nos referiremos a las soluciones obte_ 
nidas en este apartado como "inf-soluciones" (obtenidas por 
truncac i o n ).
2) Caso en que f 0 en un entorno del i nfinite;
Calcules totalmente analogos conducen a "sup-soluciones” 
por truncaciôn que en este caso son funciones s.c.s.
Resumimos los resultados obtenidos en la
PROPOSICION III.1 ; En las condiciones del T- III.2, si f £  0 
en un entorno del infinito,
1) se puede hallar una inf-soluciôn u de (P) como 
limite creciente de soluciones del problema truncado (P ). Ade 
mâs u e L ( ]R^ ) , w = Au + f 6 L ( 3R^ ) u verifica las estim£ 
ciones (11) y (12) y es s.c.i.
2) si N £  3 u es siempre ûnica. Si N = 1,2 u es ûni_ 
ca si por ejemplo f no tiene soporte compacte, o si
3 ^(0) = {o}.
3) es vâlido el resultado de comparaciôn conocido para 
f 6 L^( m^) :
- s i  f £  f , w £  w y si N £  3 u £  u
- si N = 1,2 es precise f £  f, f / B para concluir 
u > u
En las condiciones del T- III.2, si f £  0 en un entor 
no del infinito se obtienen "sup-soluciones” como limite decre­
ciente del problema truncado que son funciones s.c.s. y cumplen 
el resto de las afirmaciones hechas para f £  0.
3) Terminâmes la demostraciôn del T- III.2 considerandb el caso 
g eneral.
Utilizaremos dos tipos de aproxim a c i ô n :
a ) Aproximaciôn "sup-inf"
Consiste en reducirse al caso 1) definiendo
f(x), si IXI < m
(16) f(*)(x) =
f^(x), si IXI > m
(f^(x) = m a x (f (X ) ,0)). Si f cumple las condiciones exigidas
en el Teorema tambiên f^^^« Ademâs ^r^m) ^ ^ en y
loc
f ( m ) ^ 0  s 1 IXI > m .
Ahora podemos someter f(m) proceso del apartado 1)
definiendo
<•7, “  l « l i ”
^  ^ 0 si 1x1 > n
Y planteando
(p(*)) -Au* + 3(u*) 9 f(*)n n n n
Como vimos se obtiènen en el limite soluciones u* para
-Au + g(u) a f(*) .
De nuevo repitiendo el argumente visto en 1) podemos afir 
mar que las u* verifican uniformemente las acotaciones (11) y
(12) por lo que {u*} es una sucesiôn acotada en L®( R  ).
Ademâs, dado que es una sucesiôn decreciente
la sucesiôn {w*} es decreciente y {u*} lo es si tenemos 
el cuidado de tomar u* fija cuando f tenga soporte compac^ 
to y N=l,2 y la soluciôn no sea ûnica (caso por otra parte 
ya incluido en BBC [ 9]).
Podemos pues pasar al limite en {u^} y obtener
u = lim u* en L°°(R^) dêbil, en ( R ^  ) y ctp
m^co loc
Para pasar al limite {w^} hemos de precisar que es una suce 
siôn acotada en L (R^) con exactamente el mismo argumente 
de 1). Asi existe el limite monôtono
w = lim w* en L°° dêbil, ( R ^  ) y ctp
m-+-oo
Por ûltimo u verifica (11), (12) y si f G L°°(R^), w
verifica (14).
b ) Aproximaciôn "inf-sup" :
En este caso nos reducimos a 2) mediante
/ f ( x )  si IXI < m
(18) f/ v(x) = J
( f (X ) si I X I > m
(-f (x) = m i n (f (X ),0)). Resolvemos
+ 8(u) 9 f(m)
Obteniendo sucesiones (u^}, {w^} creôlentes y limites monô 
t o n o s :
00 , 1 
u = lim u en L debil, L y ctpm ^ ' loc
w = lim en L dêbil, 1*100 ^
en las condiciones de a).
- Soluciones usuales
Si f G L^(]R^), -► f en luego segûn BBC
[ 9 ]  w* ^ w en L^. Ademâs {u*} es un conjunto acotado en 
W^^^(IR^) luego existe una subsucesiôn {m^} tal que
m-i. 1 —    ^
u u en L^ y ctp. Asl (u,w) son una soluciôn en el
loc ^
sentido de BBC [ 9 J .
Idem para (u , w ).
—  1 N
Dada la unicidad de soluciones w = w si f G L ( R  ).
Ademâs si N £  3 6 si N=l,2 y g ^(0) = {0} ô si 
N=l,2 y / f = 0  u = Û .
- Comparaciôn de soluciones;
Dado que f(m) ^  para todo m , w* £  y por
tanto w > w, ctp,
Ademâs si f no es de soporte compacte para m>>0
f(m)  ^ y concluimos que u* £  u^ y de ahî u £  u , ctp.
Utilizamos aquî los resultados de comparaciôn para solu
ciones cuando f G L^(R^) y el hecho de que u* y u^ se 
obtienen como limites de taies soluciones. Omitimos los detalles 
por brevedad.
Resumimos los resultados deducidos de 3) en la
PROPOSICION III.2 ; En las condiciones del T- III.2
1) se pueden hallar soluciones de (P) llamadas sup-inf,
u e inf-sup que cumplen u G L ( IR^ ) , w = Au + f G L ( ) ,
verifican (11), (12) y si f G L°° w,w verifican (14).
2) si f G son soluciones usuales. En general w £  w
y en las condiciones antes citadas u £  £.
3) si N £  3 o si N = l,2 y f no tiene soporte compac^
to o si g ^(0) = {0}, û, u estân ûnicamente dete rmiandos.
w y w estân ûnicamente determinados siempre,
4) el resultado de comparaciôn usual es vâlido para ambos 
tipos de soluciones
- si > fg. « 1  > Wj y « 1  1  «2
- si i  f 2 , N ^  3 6 si N=l,2 y 6*^(0) = {Ô} o una
no tiene soporte compacto
Los apartados 3) y 4) tienen demostraciôn anâloga al apar 
tado 1 y la omitimos.
(fin del Teorema III.2)
Demostramos finalmente para N £  2 un resultado qüé 
muestra que las soluciones estân aûotadas en el i n f i n i t e  o u a n  
do f es una funciôn integrable acotada en el infinito. En es 
te caso no se logra pasar al limite en las condiciones del
T- III.2 y prescindir de la integrabilidad de f. Para N = 1 
un resultado mas fuerte es cierto en general, T- I.3b.
TEOREMA III. 3 : Sean M ^  2 y 3 un g.m.m tal que 0 6 3(0 ),
(y 0 G Int R(3) si N = 2). Sea f 6 L^(IR^) una funcion aco^
tada en un entorno del infinite de forma que
B = lim sup f < 3^
I X I -» 00
A = lim inf f > 3
I X I -» 00
Enfonces la solucion u de (?) en el sentido de BBC 
[ 9] es acotada en un entorno del infinite.
Demostrac i ô n :
Veamos la demostraciôn en dimensiôn N « 2 con detalle. La
têcnica tiene gran similitud con la empleada en el T- 111 , 1 aun^
que en este case haremos estimaciones en el exterior de una bola.
1) En virtud de les resultados de comparacion de soluci£ 
ne s podemos suponer que f ^  0 (cf. BBC £g ] , pg 532 ) y que 
3 es un grafo acotado (cf. BBC [9 ], pg 542).
2) Como en e 1 T- III.1 descomponemos
f = + ^2
, R.>>0 tal que sup f„ < 3 ^, inf f . > 3 "
n i  ^
con: fg = f
= f - fg é L^(m ^), supp C (0)
Enfonces si w = Aü + f 6 3(u) escribimos (P) de là forma: 
-Au + H 3 f J - k X b . ( o ) + k Xg^fo)
a
con k y R como en el T- III.l. For tanto
^ k Xg (0)
y definimos igualmente v = - k Xg^(Q)^» solucion de
R
-Av = - k Xg-(o)-
Segun el Lema A.l v = 0(— ^— ). For tanto existe R „ ,
?2 > 1^ 1» > R tal que v 6 L (n ) . Ademas v es armo
R 2 r n
nica en Ü (-Av =0) y en virtud de BBC | 9 J , lemma A . 3,
2 R 2
grad V G M (n ), grad v = grad E^ * (f^ - k Xg_(Q))
3) Escribimos ahora (?) como;
w - A(u-v) = fg + k Xg (Q) = h
Memos escogido R y k de forma que
sup h < 3^ , inf h > 3
0*2 n*2
y pretendemos aplicar el Lema A . 3. Fara ello hemos de observar 
que se cumplen las hipotesis de regularidad del lema:
00 ^2
i ) Dado que 3 es acotado y f G L (0 ),
oo R f) l "1 2 2 r> E M
Au = w-f G L (0 ^) y como u G W ’ (IR ) , u G W , ’P(0 ^).loc loc
1 Rr)
For Sobolev u G C (0 ). Recordando las propiedades de v
1 2  2 E 9
concluimos que u-v G ( ]R ), grad (u-v) G M (0 ),
A(u-v) G L^(]R^), u-v G C^(0^^).
ii) Existe c > 0 tal que ms (x G 0  ^ : |u(x )-v (x ) ]>c} <
< 00 pues de lo contrario dado que v e 0 , para todo c > 0
* 2 . 1ms {x 6 0 : |u(x)| > c } = oo contra la hipotesis de que
Int 3(BO 3 0, w 6 3(u) ctp y w G L ^ ( 3 R ^ ) .
Aplicando pues el lema A. 3 obtenemos para R > Rg y pa_ 
ra p 6 P, siendo r = |x|:
p(u-v) (u-v) <
0 ,R
p(u-v) ^  (u-v)
Dado que A(u-v) = w-h
(19) p(u-v)w <
0
R
p(u-v)h +
0
R R
p(u-v) (u-v)
4) Veamos ahora que sup u < «» :
Sea M(R) = sup (u-v). Si R > R^ M(R) < «> ya
^R
que u-v es continua.
Tomemos en (19) p G P tal que p(r) = 0  si r £  M.
Entonces (19) se reduce a
(19') p (u-v)w < p(u-v)h
R
Aproximamos sig^(s-r) para r > M  por una sucesiôn p^(s) 
como en (19') creciente y pasamos al limite por la convergea 
cia dominada. Sea E^ = {x G 0^ ; u (x )- v (x ) > r }. Entonces 
(19») da
(2 0) w <
Si suponemos que sup (u(x) ; jx| > R} = dado que v
R Res acotada en Q , sup(u-v) = » en n . As i para todo r > M
ms(Ep) > 0 y (2) implica la existencia de : F^ c. E^ y
ms(Fp) > 0  y tal que para y G F^
w(y) £  h(y) = f^fy) = f(y) < g*
luego et y 6 F^
u(y) £ m  = [3 ^(sup fg)]*
Pero dado que en u-v > r y que E^ C si hacemos r + »
concluimos que v(r) 0 L°°(n^), falso.
5 ) Del mismo modo se obtiene inf u > -00, a partir
0%
de (19).
6) Estimaciôn de sup u :
Designemos por N(R) = sup (u-v). Caben dos pos_i
n*
bilidades:
a) Existe R > R^ tal que N(R) > M(R):
Entonces aplicamos lo visto en 4) y con N-e = r > M 
se obtiene para et x G et y G F (abreviamos || v]| =
=  l | v | l  m  )
u(x) = u(x)-v(x) + v(x) £  N + Il V II ^  = r + E t || v || ^  =
= u(y)-v(y) + E + ||v||^£ u(y) f e + 2|| v||^
Pero segûn 4) u(y) £  m = |3 ^(sup f 2 )|*, luego
u(x) < m+E + 2 II V 11^
Si como e > 0 es arbitrario
(21) u ( x ) < m  + 2||v 00
b) para todo R > R g , N(R) £  M(R)
Entonces et x G n* u(x) £  M(R) + || v|| ^
0 aûn :
(22) u(x) £  sup u + 2 II V II ^  , et x G
S r
Dado que lim || v 11 ^ = 0, la estimaciôn (22) nos in_
R->» L (n )
dica la ”casi ausencia" de crecimiento de u.
7) Idem para inf u ÿ.
PARTE SEGU N D A : Resultados de existencia cuando 3(0) (O }
En esta secciôn suponemos que 0 6 3(0) pero {o}  ^ 3(0)*
Con las hipotesis usuales sobre e 1 grafo 3 obtenemos soluciones 
del problema (P) -Au + 3(u) ^ f para algunas medidas no aco- 
tadas f .
Como en el T- III.2 entendemos aquî por solucion de
N
-Au + 3(u) ^ f, f medida de Radon en ]R , una funcion
u 6 (]R^) tal que w = Au t f 6 ( 3R^ ) .loc loc
Obtenemos el
TEGREMA III.4 ; Sea 3 un g.m.m. tal que 3(0) = [y IT^] 3  0, 3
cumple la condiciôn (C^)
s i N£3 D( 3 ) = 1R y
si N = 2 D(3) = ]R y
si N = 1 D( 3) IR
N-2
0
[ 3 ( r ) ~ 3 ( - r ) ] e ~ ^ ^ d r  < 
para todo a > 0
00
Ademâs si N = 1 pedimos que Int 3(IR) ^  [y »Y^]
Sea f una medida de Radon en 3R^ tal que (f-Y*)^, (f+Y*)” 6
G M(m^) .
1 NEntonces existen soluciones u G L^^^(]R ) de - A u + 3 ( u ) 3 f  
que cumplen ademâs
(2 2)
lim inf u £  a = [3"^(Y )] " 
lim sup u £  b = [3 ^(Y*)j^
si (f+Y ) ) (f+Y*)* estân acotadas por medidas radiales de
M( IR ) en un entorno del infinite resp.
OBSERVACION: Si f 6 ( ]R^) la condiciôn (C„) no es necesa  loc N —
ria. Para N=2 es précise expliciter entonces que Int 3(3R) D
s i  y ” = = 0 estâmes en el case f G M(IR^) y no hay
nada que demostrar (cf. cap. I). Por lo tanto suponemos en ade_ 
lante que y "*" 6 Y X 0.
Demostraciôn; Utilisâmes la têcnica del T - III.2.
1) Comenzamos por el case particular: f >. 0 en [ | x | > r ] ,
R > 0 . Si Y^ = 0, f G H(IR^). Por lo tanto suponemos > 0.
Planteamos como partida el problema
(P)
- Au + w = (f-Y^)^ - f
ü G 2(ü)
donde se define 3(r) = 3(r) - Y* : 3 es un g.m.m tal que
0 G ïï( 0 ) , 3 cumple (C^) si lo cumple 3 y si N = l,2 te_
nemos la seguridad de que 0 G Int 3(IR). Ademâs sup 3 ^(0) = b .
Dado que f G M^(IR^) existen ü G L^^^(IR^),
w = Au + f G L^(IR^) soluciôn de (P) (cf. Bênilan [7*] para N£3 ; 
capitule I para N=l,2), Si N=l,2 y f = 0 tomemos ü = b, 
la soluciôn maxima. En caso contrario la soluciôn es ûnica.
En virtud del Cap. II sabemos que lim ü = b si N=l,2
I X I ->00
Si N£3 Bênilan [ 7 j demuestra que lim u = 0. Ademâs en virtud 
del dé Comparaciôn 1.2 (cf. Bênilan [ ? ]  para N^S), G , £  0
- Ahora pasamos al problema
(Pn)
-Au + w = f n n n
donde = f.Xg (0 ) = fis (0) ®
n n
Traduciendo los resultados BBC [9 j , T- 6.1 y T- 6.3 a medidas, 
para lo que disponemos de Bênilan ^ 7"j si N>3; Prop. II.7 , a.3) 
si N = 2; Prop. II.7b, a . 3) si N = l, ^  u^ G W^^^(]R^),
G L^(IR^), soluciôn de (P^^, ambos de soporte c ompacte.
- Comparemos las soluciones de (P) y (P^):
Sea 2  n tal que supp(u^), supp(w^) C  (O).
Definimos w -y^ si |xI < R
'"n { "lo = w
n
si |x| > R^
.fn-Y* si |x I > R
fn 1 % si X < RI I —  n
Entonces
(23) -Au + w  = f
n n n
(24) G g(u^), G L^(]R^)
En virtud del T- de Comparaciôn para f 6 M(3R^) (cf.
Bênilan [ ] para N_>3 ; T 1.2 y 1 . 2b resp. para N = l,2) de
(P) y (23)-(24) deducimos
u„ < u n
(25) !
w < w + y n —  '
- Utilizamos ahora la hipôtesis f £  0 en [|x| > R j : Entonces
si n ’> n>>0, f ^ , £  f^ luego en virtud de los de Compara­
ciôn {w^} es una sucesiôn eventualmente creciente y {u^} es
eventualmente creciente si tomamos la precaucion de poner u = un m
si f = f y la soluciôn no es ûnica. n m
Pasamos ahora al limite monôtono (T- de B. Levi) en vir
j tud de las acotaciones (24). As i existen
u = lim u en y ctp +
( n loc1
w = lim w en L. y ctp tn loc
Cumpliendo
r u £  ü
(27) \
I +
w £  w + Y
Pasando al limite en (P^) obtenemos
-Au + w = f
Y por el ya utilizado T- 3 de Brêzîs [l2 ] w 6 g(u) ctp, As i 
u es una soluciôn de (P), que denominamos por el proeedimieii 
to de construcciôn , ”inf-soluciôn*’,
- Dado que u £  G y que lim ü * b, obtenemos lim sup u £  b.
j x I ->00 I X I -> 00
Ademâs u £  u^ y aplicando el cap. II a u^ obtenemos
l i m i n f u £ l i m i n f u ^ £ | ^ 3 ^ ( 0 ) J * *  = 0 si y <0'
= a si y = 0
con lo que queda demostrado (22), incluso mejorado si y < 0 .
. N
- S i  f e M(IR )» las inf-soluciones son soluciones en el sent£
do del capitulo I y por tanto son la soluciôn ûnica en las condi-
clones del T- I.l (I.l.b) para N=2 (N=l) (cf. Bênilan
si N>3): el argumente es que las inf-soluciones se obtienèn como
limites en y que en las condlciones del cap, I, T- 1.3
la aplicaciôn f ----> (u,w) es dêbilmente secuencialmente conti­
nua .
- Las inf-soluciones son unicas si f no tiene soporte compactor
entonces {f } es una sucesiôn creciente no constante e incluso 
n
para N=l,2 el limite de {u^} es ûnico, aunque algunas u^ 
no esten univocamente determinadas. Si N>3, o si N=l,2 y 
3 ^(0) = {0 }, lo cual se cumple si y < 0 < y ^ , no hay ningun 
problema con la unicidad.
- Tambiên el T- de comparaciôn usual résulta cierto con los mismos 
argumentos del T- III.2.
2 ) Caso en que f £  0 en [ | x | > p] , R > 0 ;
Calcules anâlogos conducen a "sup-soluciones” , obtenidas 
por un proceso de limite monôtono decreciente en L^^^(]R^), Si 
f G M(IR^), en particular si y = 0 , se obtienen las solucro
nés del c a p . I .
En este caso si y < 0  la acotaciôn inferior la estable 
cen las soluciones de
-AG + w = ( f + y )  - f
( P )  {  -
( w G 3(u)
con 3(r) = 3(r) ~ Y • Se obtiene para la sup-soluciôn u
u > u
(28) I
w £  w + y
3) Caso General
a ) Aproximaciones "sup-inf” e ”inf-sup”
Nos reducimos al caso 1) definiendo
/ X  f f(x) si IXI < m
(29) = -
Si f cumple las condiciones exigidas tambien Ademâs
i f  en el espacio de las medidas de Radon y f(^) £  0 en 
[I x| > m] .
Calculâmes ahora la soluciôn de
(P^) -Au t 3(u) ^
que por 1) existe inf-soluciôn u^^^ 6 con =
= Au^^^ + G Ademâs si f = f^^^ para algûn
m estamos en el caso 1). En caso contrario f^^^ es decrecieii 
te no constante y en virtud de los resultados de comparaciôn 
es decreciente a s 1 como
Tambiên nos podemos reducir al caso (2) mediante
f(x) si 1x1 < m
(30) =
{ A V A ^
-f“(x) si 1x1 > m
Y resolviendo
(P„) -AU + B(u) = f(m)
1
obteniendo una sup-soluciôn u , . 6 L. con w, % = -AU/ . t f ,  v
(m ) loc (m } (m ) (m )
e (#**).loc
Como u^^^ y ^(m) obtienen respectivamente como
limites de las sucesiones y ^^(m)n^ de soluciones
correspondientes resp. a y ^^(m) n^ Y dado que
i  f(m),n P°demos tomar u^") > Y ello
i “ (n): , Aslmismo > W(m)-
As i tenemos para m < m »
^ . (m') (m)
X f"(m) -  U(m' )  ------- ^ "
1 ^ ^ (m') ^ _(m)
kw, \ < W ,  , \ <  .... < w  < w(m) —  (m') —  —  —
Podemos ahora pasar al limite en ambas sucesiones monôtonas gracias 
a la acotaciôn respectiva (30) y obtener
(32)
u = lim u/^^ > lim u, . = u —  ( m ) —
w = lim £  lim = w
jj________________
limites en L^^^(]R ) y ctp; u recibe el nombre de sup-inf-s£ 
luciôn y £  de inf-sup-soluciôn.
Ademâs las acotaciones (25), (28) son validas tanto para
( m )u como para u , .:( m )
" i  "(m) 1  1  "
Por lo que en el limite
(33) u £  £  £  u £  u
As i en iaa condiciones del Teoréma se obtiene (22):
lim sup u £  b
lim inf u £  a
- La unicidad y la comparaciôn de soluciones no ofrécén novéda- 
des sobre lo visto en 1) 2) ô en el T- 111,2. Lo mismo sucede con
las soluciones cuando f 6 H(IR^) que resultan ser las usuales
(cap. I ).
Podemos resumir los resultados obtenidos en la demoatra- 
ciôn en la siguiente
PROPOSICION III.3 : En las condiciones del T- III.2
i) se pueden hallar soluciones de (P) de los tipos
sup-inf-solucion u 6 ( IR^ ) , w = Au + f G ( ]R^ ) como
loc loc
limite monôtono decreciente en e inf-sup-soluciôn
loc
u G ( ]R^ ) , w = Au + f G L, ( IR^ ) como limité t en
—  loc —  —  loc loc
Ademas £  £  u , w £  w ctp.
ii) si N £  3 o si N=l,2 y 3 ^(o) = {o } o si f 
tiene soporte compacte tanto la sup-inf como la inf-sup-soluciôn 
es ûnica w y w son siempre ûnicas. La no unicidad de u re£
ponde al Teorema 1.1 para N=2. I.lb N=l, anâlogo si N £  3.
iii) Con las hipôtesis f > f, f # f se tiene
u £  u , £  £  £
solamente con f £  f se tiene
w £  w , w £  w
En las condiciones de ii) la hipôtesis f X f no es necesaria.
i V ) si f £  0 ô f £  0 en un entorno del infinite ambas 
soluciones coinciden y se obtienen como limite de soluciones de 
problemas con soporte compacte.
v) Si f G M(IR^) las soluciones anteriores coinciden 
con las del Cap. I y en este caso, en las condiciones de ii), 
coinciden.
OBSERVACION; En el caso anterior es ûlaro que w 6 l ||^^(]R^) no 
converge en general a cero cuando | x | -> » ya que, fuera del so 
porte de u, w - f , por lo que w -> 0 si y solo si f -> 0 . La 
estimaciôn que ae obtiene es y* < w ( x ) < y^ para |x|>>0.
En las condiciones del T- III.4 se puede obtener una est£ 
maciôn del tipo y < lim inf w £  lim sup w £  y* con solo su-
I X I -> 00 I X I -> 00
poner (22) y que g no tenga tramos verticales en a y b^
En el ejemplo siguiente observâmes las limitaciones que he_ 
mos de observar en los resultados cuando g(0) y g ^ (0) son 
distintos de cero.
EJEMPLO; Sean a < 0 < b y < G < y y sea 6 un g.m.m tal
que 3 ( ] a , o [ )  = { y " } ,  3 ( 0 )  = [ y  , Y * ]  y  3 ( ] o , b [ )  = Y ^ .
r T 00
Sea c 6 [a,bj y u G C ( ]R ) tal que u-c es de so-
,Nporte compacte. Sea sup u = b, inf u = a y para todo x G ]R y 
Y £  Au(x) £  Y"*".
Definimos w y f de la siguiente forma:
si u(x) > 0, w(x) = Y^ # f(x) = »Au(x) + Y^
si u(x) < 0, w ( x ) = Y »  f(x) = "&u(%) + Y
si u(x) = 0, w(x) = Au(x), f(x) = 0
Entonces (f-Y^)^ G , (f-Y~)" 6 ; Y £  w £  Y^ $ luego
1 N
w G L C  L^^^(3R ) y se cumple la ecuaciôn -Au t 3(u) 9 f 
w = Au + f.
S in embargorsi c < 0,
si c > 0 5
lim f(x) = y " pero lim u =
X I I XI “►<»
= c < 0 ,  lim w - Y ~
I X I -►«
lim f(x) = Y^ pero lim u = c > 0, 
X I I X I
llm w = Y+*
X
Ademâs sobre la existencia de soluciones de soporte compacte tene 
mos por ejemplo el siguiente sencillo resultado
PROPOSICION III.4 : Si en las condiciones del T- III.4,
lim sup f < » 1 im inf f > y (lo que implica que f vi£
I X I -> »  I X I -> 00
ne representado por una funcion medible acotada en un entorno del 
infinite), las soluciones obtenidas en el T- III.4 tienen soporte 
compacte.
Demostraciôn: Basta repetir la demostraciôn del T- III.4 modifi-
cando los problemas (P) y (P) empleados para acotar las solu­
ciones aproximadas.
- +Por traslaciôn de f y w podemos suponer y < 0 < y . 
Planteamos ahora
-Au + w = f ■
(F" )
“ I w G 3(f)
siendo 3(r) ~ 3(t-a) y f = (f-a)* para un a tal que
• y- N
max(0, lim sup f) < a < y  . Entonces f G M(IR ) , tiene soporte
compacte, es £  0 y [g(0)]^ = y^ - ot>0 por lo que en vir­
tud de la Prop. II.7, a . 3) para N = 2 (Prop. II.7b, a . 3) pa_
ra N = l, Bênilan |* J para N £  3 ), u tiene soporte compacte.
Del mismo modo se plantea
^  / -Au t w = f
1 . G B(f)
siendo 3(t) = 3(r-&'), f = -(f-a')~ y min(0, lim inf f ) > a’> y” 
Asï obtenemos u de soporte compacte.
Como en ôl T- III.4 se obtiene para toda soluciôn u de
las estudiadas:
u < u < u
Luego u es de soporte compacte *
CAPITULO IV
ALGUNOS RESULTADOS DE EXISTENCIA Y UNICIDAD 
PARA LA ECUACION
r + B(u) 3 f
i
EN EL TORO.
Estudiamos en este capitulo la existencia y unicidad de 
soluciones de la ecuaciôn
N
I
i=l " “"i
( E ) t a ^  + 3 ( u ) f f
en el toro N-dimensional = Q, siendo a^, i = l,...N con£
2 1
tantes reales 3 un g.m.m, de ]R y f G L (Çl) .
Si f es continua describe resultados que expone
mos sucintamente en §0.3. Nuestro interês reside en f mer£ 
mente integrables.
Comenzamos estudiando la acretividad del operador
N
A 3  ^ a.  --  en L (Q), as î como del operador A o 3 ^ ,
i«l  ^ 3*i
mediante têcnicas desarrolladas por Brézis, Bênilan y o t r o s .
IV.1. Propiedades de Acretividad
En esta secciôn estudiamos las propiedades de acretivi_ 
dad de los operadores A y A^ en los espacios 
1 < p < 00, Q el toro N-dimensional,
El operador lineal A;
Para toda u G definimos Au = Y a .
i=i ^
9u
3x^ G 0'(0),
a^ G ]R. A es un operador lineal con coeficientes constantes 
que opera en L^(Ei), 1 < p < » de forma natural.
DEFINICION 1 :
( 1)
Dado que Q
Y ademâs
A
.
A
 ^ P
mas aûn
PROPOSICION 1
Demostraciôn:
D(A ) = {u G L^(f2) : G
ApU = Au , s 1 u e DCA )
A i p Ap 3  A,
OO 00 00 00 , oo oo,
 = A n  ( L ^ x L^) = A ^ n ( L P x L ^ )
A = Ap 00
l P x LP 1 < p
Au G L^(^). Regularizamos (cf. 1,0.8) y tenemos
u en LP(O)
-> Au en LP(0)
' u ^  =  u  ült 6  P ( Q ) , u ^
Au^ = Au * G V(V)t Au^
Pero (u^,Au^) G A^ *
OBSERVACION: Del mismo modo se demuestra que
= x:  si = Ai n (l”xl” )
Para todo espacio de Orlicz (cf. §1.1.1.g) L^(^l)
LEMA 1 ;
i) Sea (j) : ]R -> ]R continua y u G C^(^). Entonces
(2 ) Au . 4> ( u ) dx = 0
U
ii) Sea 1 < p < », u G D(A^), (f)(u) = | u | ^  ^sign(u).
Entonces
(2 ') Au . (|) ( u ) dx =
ü
A u .IuI^ ^sign(u)dx = 0
iii) Sea u G D(A_), c|) : IR -> ]R, * G C° n l “ (]R). En
tonce s
(2 ") Au.(j)(u)dx = 0
U
Demostracion : i) Sea $(r) =
= (J) ( r ) y
(|)(s)ds. Entonces $ * ( r ) =
4^u)
Çi
3u
3x .1
  $(u) = 0 pues 0 ( u ) es period!
n
c a , G 0(0)
ii) Regularizamos:
u^ = u A p ^  G P(0), u^ •> u en L^(Q) 
Au^ = Au A p^ G P(0), Au^ -> Au en L^(0)
segûn i ) :
(3) Au . (|) ( u ) dx = 0 
0 *
Dado que 0 es en este caso la aplicaciôn de dualidad
entre y + —  = 1 (cf. Barbu f 21 ), (f)(u ) G (0)
P P ^  n
y |^&(u^)||p, = l|uj|p  ^ . Por tanto {(j)(u^)} es un subcon
P *junto acotado de L (0).
Tomando una subsucesiôn {n^^ podemos afirmar que
 ^ u u ctp y en L^(0) => ({) ( u ) -> (j)(u) ctp
"k
(u ) —‘ V en (0) dêbil
"k
Entonces (cf. Lions [s?! » p g . 12) v = (f)(u) y pasando al l£
mite en (3) obtenemos (2*).
iii) Regularizamos tambiên:
u^ = Uÿ. p ^ G t ? ( 0 ) ,  u ^ - > u  en L ’(0)
Au^ = Au A p^ G P(0), Au^ -►Au en L*(fi)
Tomando luego una subsucesiôn {n^£ es posible que:
u -> u ctp, luego como (|) es continua;
"k
(j) ( u ) ---> 0 ( u ) Ctp
"k
Ahora pasamos al limite en la subsucesiôn {n^} de la iguàl 
dad i) Au^.0(u^)dx = o aplicando el T- de la Convêrgen-
cia dominada A
OBSERVACION: iii) implica la "propiedad de Bênilan [ 3 ]
pag II.3 para A .
Estamos ahora en condiciones de demostrar la acretividad
de A .
PROPOSICION 2 ; Para todo p: 1 < p <_ y para todo X G ]R, X X 0,
si (a^ , . . . ,a^) i 0 Ap es un operador m-T-acretivo en L^(^).
Ademâs
i) A^ verifica la propiedad
ii) si XAu + u = f G L (fi), X G ]R
(4)
sup u £  sup f 
fi fi
inf u £  inf f 
fi fi
(4) es un "Principio del mâximo”
Demostrac ion : Como, para todo X G ]R, XA = Z (Xa^)
(Xa^) / (0) es suficiente demostrar para X = 1.
9u
9x^ »
i ) Acretividad en L (fi);
Sean u ,f G L (fi) taies que u G D(A^)
(5 ) Au + u = f
Como A es lineal basta demostrar que
H" 111 1 llflli
sea p G C° A L°°(IR). Multiplicamos (5) por 
m o s  c o m o  ( 2 ” )
p(u) e integra-
u.p(u) = 0
(6 ) u.p(u) = f.p(u)
Sustiuyamos p por una sucesi^on p^ de funciones taies que
|p^(r)| f 1 y p^(r) -> sign^(r), Vr 6 ]R.
Entonces en (6)
lim /u.p^(u) = /(u) = l|u|l^  ( convergenc ia dominada)
/f.p^(u) £ /(f).1 = II f 111
Luego II u 111 £ II fill *
Lo acretividad implica la unicidad de soluciones de (5).
ii ) Demôstracion de (4) y T-acretividad en L (fi):
- Supongamos que f G L^(fi) y que sup f(E sup ess f)
: M < 0 y que Au + u = f .
Regularizando la ecuaciôn obtenemos
Au + u = f , con f , u G P(fi), sup f < Mn n n n n  ^ n —
Sea X G fi el punto en que u alcanza el mâximo, Entoncesn  ^ n
Au^(x^) = 0. Luego
(7) sup u = u (x ) = f^ (x: ) < sup f^ < Mn n n n n — n —
Ahora bien, u^ u en L^(fi), as i que se puede encontrar una
subsucesiôn {n,} tal que ctp u (x) u(x). En virtud de
"k
(7) se obtiene
sup u £ M
- Idêntica demostraciôn para inf.
- El "princîpio del mâximo" (4) implica automâticaménte la T-acre 
tividad de A en L (fi), que se escribe
H u+ H. 1 llfUL
o bien u(x) £ max(0,sup f) ctp
iii) m-acretividad en L^(fi):
Hemos de demostrar que R(lfA^) = L^(fi):
1
Sea f fi L (fi). Regularizamos f y planteamos
Au + u  = f  GP(fi) n n n
Gracias a §0.3 (cf. Brêzis-Nirenberg [l6 ] ) , existe una (ûnica)
soluci^on u G P(fi). Dada la acretividad como f f enn n
1 1 ’ 1
L (fi), {u^} es L -Cauchy y existe u G L (fi) tal que
u^ + u en L^(fi). Ademâs ||u^  ||^ £  ||f^J| £  ||f||^ . Por tan
H "111 < lUIli-
Ademâs
Au
-■> u en L (^)
- > f - u  en L(fi, )
Dado que A es un operador de derivation, es cerrado en
L^xL^ , luego
Au = f-u
i V ) m-T-acret ividad en LP(fi) y L ( fi ) :
Dado eue: e ni (clase de los operadores m-acre
tivos en L (fi) y T-acretivos en L (fi)) que A 0 y que
para toda funcion de Young M verificando la condition A _,
 L^(fi)xL^(fi)
A^ E A n L^(fi) X Lj^ (^fi) es tal que A^ = A^ , la ca-
racterizaciôn de §0.1.If nos garantiza que A^ es m-T-acr£
tivo en L,.(fi) en narticular en L^(fi), 1 < p < ».M n
En este ultimo caso la demostraciôn directa es fâcil: 
la T-acretividad se demuestra como en i) multiplicande por 
|u|E y la m-acretividad como en iii).
où
V ) A es m-acretivo en L (fi) dado que es m-acretivo en 
L^(fi) D L*(fi) y cumple el "principio del mâximo".
V i ) Dado que A^ es un operador m-acretivo de L^(fi),
T-acretivo en L (fi), se verifican las propiedades I y II del
Teorema 0.2.4 (Teorema 1 de Brêzis-Strauss [is] ) y podemos apl_i 
car el lema 2 de esta obra:
f - ).LEMA 2: "Sea 1 < p < », —  + - V  = 1 (p = l ==> p------- — ^ — p p ’
2
Sea Y g.m.m. de ]R tal que 0 G y ( 0 ) ,
Sean u G D(Ap), g G L (fi) taies que g(x) G y(u(x)) 
ctp. Entonces
(8 ) Au.g > 0".
fi
Dado que el resultado es vâlido para -A
(8 ') Au.g = 0
fi
Observation : (8') mejora (2") del Lema 1
Aplicamos el Lema al caso y = sign 
0 . 1 . 1 . f ) y
(definido en
g(x) =
1 u ( X ) > 0
0 u ( X ) < 0
signo(Au(x)) u(x) = G
Obtenemos
I (Au)+ +
u = o
Au = 0
u>0
es decir A es T-aoretivo en L^( q ) AA
El operador A 0 :
- Sea A s % a . 3u como hemos estudiado.
- Sea 0 un g.m.m, de 3R .
Entonces 0 induce un operador 0^ en L^(n), para
(9)
D(0p) = {u G L^(fi) : 2 V G L^(fi) y v ( x ) G 0 ( u ( x ) )  ctp} 
u(u,v) G 0p sii UjVGL^(fi) y v ( x ) G 0 ( u ( x ) )  ctp
0p es un operador m-acretivo (m-T-acretivo si 0 G 0(0)). 
- Definimos A0 en L^(fi):
DEFINICION 2 :
D((A0)p) = {uGLP(fi) vGL^(fi), w G l P(Q) y
V G 0(u) ctp, Av = w }(10)
entonces se dice que (u,w) G (A0)^ = A0^
Observese que (A0)^ = A^ o 0^.
Se obtienen los siguientes resultados:
PROPOSICION 3:
1) (Le [3 5 ], §111.1.3) si 0 6 0(0 ), 0 Inyectivo, A0.
verifica (Mp)
2) A0^ es T-acretivo en L^(fi), es decir
^^i'^i'*i ^ L^(fi), i=l,2 tales que
u^ G 0 ( )
(1 1)
A u . + w . = f .I l l
ae tiene
( 1 2 )  II 1  II ( f i - ^ a ^ ^ l l i
Demostrac ion :
- Si 0 G 0(0), poniendo 0 = 3 ^ »  la T-acretividad 
de A0^ es literalmente la afirmaciôn del Teorema 0.2.A. (Bre 
zis-Strauss [is], Ta.l) pues la ecuaciôn A0(w) + w 9 f equ£ 
vale a Au + 3(u) ^ f si 3 = 0 ^ *
- Si 0 0 (J) ( 0 ) , corregimos el problema para aplicar
(1.12). Supongamos que b 6 3(a). Definimos un nuevo g.m.m. 3
como 3(r) = 3(r+a)-b. Asî 0 6 3(0)»
Poniendo f = f-b, w = w-b, u = u-a, resultan equi^a
lentes
A u + w = f ,  w 6 3(u)
y A u + w = f ,  w e 3(u)
Asî, en las hipôtesis de (11) afirmamos para la ecuaciôn équiva­
lente que
De donde se deduce (12) inmediatamente.
COROLARIO: En las hipôtesis de (12) si ^  f^ ctp, se obtie^
ne ^  Wg ctp, (lo cual suele denominarse "teorema de compa­
rée ion" para la ecuaciôn A^(u) + u f).
3) Sea G G <f)(0). Para toda j i IR |û,<») cônvexa,
8,c ,i ., j(0) = 0 si f G L^(Q) es tal que /j(f) < » y
w = (I t A(j)^ ) ^f se tiene que /j(w) < /j(f). En particular
si f 9 LP(fî), w 9 y l!w||p < ll^llp- ( = f' T.0.2A.
(3), (4))
IV.2, Resultâdos de fexistencia euando f no es c o n t i n u a * 
Comenzamos por el sigülente teorema para f G L*CÛ),
2
TEOREMA 1 ; Sea 3 un g.m.m. sobreyectivo de ]R . Entonces pa_
ra toda f G L*(0) existen u G L'“(fi), w G L*(0) taies que
Au + w = f ctp en
w G 3(u) ctp en
Ademâs sup w ^  sup f, inf w ^  inf f
Q fi
Demostrac ion : Es consecuencia de Brêzis-Strauss [l8] , nota, pg 
574, aproximando nuestro problema por
( E )  eu + Au + 3 ( u ) 3 f
£ £ £
Dado que el t A es coercivo en L (fi) podemos aplicar el 
T “ 1, pg 566 , de Brêzis-Strauss [l 8 ] (cf. Teorema O.A) obte-
niendo la existencia de u , w G L (fi) taies que
e e
(13)
eu + Au + w = f ctp 
£ £ £
w G 3(u ) ctp
£ £
Ademâs se tiene que 11 || ^  ^  l|f||^. Dado que 3 es sobre
yectivo deducimos que {u^} es un subconjunto acotado en 
L™(fi) y, por (13), tambiên {Au^} lo es. Tomando una suce-
sion e^ 4 0 adecuada se puede afirmar que
^ u  = lim u en L°°-w*
Gn
H V = lim Au en L -w*^  s
Dado que A es obviamente cerrado en estas topologîas Au = v 
Finalmente pasando al limite en (13)
 ^f - Au en L - d ê b i l - *
Dado que L*(fi) c L^(fi), la propoaiciôn 2.5 de Brêzls [il] 
nos permite concluir que w G 3(ti) ctp, siendo w « f-Au. 
(ver el detalle de la demostraciôn w G 3(u) en [is], pg 574)
La estimaciôn final es consecuencia de la T-acretividad 
en L^(fi) de A3 ^ . En efecto si sup f = M y a 6 3 ^(M), 
u =a,w = M son una soluciôn de (E) para f = M. Entonces:
l|(w-w)'^llp <
Ahora f <_ M = f ctp, implica w <_ w = M ctp.
Idêntico razonamiento para inf f ÿ,
COMENTARIO: Con este resultado generalizamos el Th 3 de Brëzis- 
Nirenberg [l6] (T- Ô.D) en el caso de grafos sobreyectivos,
admitiendo f 6 L°°(fi).
OBSERVACIONES:
1) Poniendo (j) = 3  ^ ôl Teorema 1 se puede formular
asî :
"Si (P es un g.m.m. tal que D(#) = ]R,
R(I + (A*)*) = L“ (fi)” .
2) Al contrario que en las hipôtesis de [l8 j no es necesa 
rio que 0 G 3(0), utilizando el hecho de que fi es finito.
3) El Teorema 1 solo utiliza sobre el g.m.m» g el hecho 
de que (3 — = lim 3(r))
r •> + 00
(14) 3 < inf f , sup f < 3^
pudieftdo aplicarse a grafos no sobr eyectivos, con tal que se ver^ 
fique (14). Eh este sentido el Teorema 1 se puede mejorar en el 
siguiénte sentido:
TEOREMA 1 * : Sea g un g.m.m. de ]R^ . Sea f G L (fi) tal que 
existe una descomposiciôn f = con f^ G C(^) y
fg G L (fi) verificando
(15)
> sup f 2 + pf ^ , ctp
^ ^ inf f 2 + Pf^, ctp
. 2 2  siendo P : L (fi) -> L (fi) la proyeccion definida por §0.3. En
tonces existen u G L™(fi), w G L (fi) taies que w G 3(u) ctp,
Au+w = f ctp. Ademâs se tiene: sup w < sup f, inf w > inf f
Demostrac ion : Regularizamos fg en ^2 n ~ ^2 * ^n ^ (cf
0.1.l.k) Planteamos
+  " n  "  f l  +  ^ 2 , n
(En) !
"n ® G("n)
Dado que ^n ~ ^1  ^ ^2 n ^^ continua, en virtud del T- O.D se
obtienen u^,w^ G L™(^), soluciôn de (E^) puesto que
Pf = Pf^ + Pf, < sup f + Pf < sup f- t Pf. < 3 ^  y anâlon z ,n 1 — 2 ,n 1 —  z 1 —
gamente Pf^ > 3 .
Estimaciôn sobre u :_________________ n
Dado que f^ es continua y periodica se pueden hallar
(cf. [I6 ], lema 1, pg 2) v G C*Xfi), Ç 8 C°°(fi) n  N(A) taies
que
f^ = Av + C f R
Donde II R II es tan pequeno como se baya deseado.
L"(fi)
Sea ô > o tal que
3^ > sup f2 + Pf^ ^
3^ < inf f2 + Pf^ - 6
Y tomemos || R II < 6/4.
Tenemos que Pf^ = P(Av) + PC + R ^   ^ H r H oo » de donde 
> sup f^ +  ^ + 6 - 6/4, sup f + C < 3^ - d .
Por otra parte escribimos Au +w = f de la forma:^ n n n
A (u “v) + w  = r + R + f -  < 3* - 6/2. Sea ahoran n  ^ 2, n
r > [3 ^( 3 ^ - 6/2)]^ = ro (es decir r es tal que s 6 3(r)
implica s > 3 ^ - 6/2). Sea = {x 6 fi : u^-v > r + ll'^ lloo^
Multiplicamos A (u -v) + < 3^ “ 6/2 por Xg ® intégrâmes
r
en fi. Dado que (cf. Lema 2)
(e'^  - 6/2)
A (u -V ) = 0  se obtiene
E "
r
E E
r r
Debido a la eleccion de r esta desigualdad solo es posible si 
ms(Ep) = 0. As i pues
Bup(u^-v) < [ 3 " ^ ( 3 *  - 6 / 2 ) ] *  + II V  11^
{sup u^}^ esta pues un iformemente acotado superiormente por 
r o + 2 IIVII ^  . Un calcule anâlogo se aplica a {.inf u^}^,
Paso al limite:
L^(fi).
Es obvie que f2 ^  -*■ f2 en L^(fi); asi f^ ^ f en
Por acretividâd se deduce que {w^} es L -Cauchy y por
tante existe w = lim w en L^(fi). Ademâs ||w ||. < || f |Ln ' ' n ' i  —  n i
implica II w || ^  < || f || ^  .
El conjunto {u^} es un subconjunto acotado de L (fi).
existe pues una subsucesiôn que converge en L -w*, u   ^ u.
Como antes A es cerrado en estas topologîas, luego Au = f-w.
Por ultimo el lema 3 de [l2 | nos permite concluir que u G (|) ( w ) 
c t p , siendo (J) = 3  ^.
Las estimaciones de sup w, inf w se realizan como en el 
Teorema 1.
En realidad se puede demostrar un teorema en la linea del 
T- 1 ’ s in suponer que 3 es monôtona. En efecto el siguiente te£ 
rema extiende el T- 2 ’ de [I6 ] (cf. T- O.D.iii) utilizando una 
têcnica de demostraciôn similar:
TEOREMA 1 " ; Sea g G VB^^^(IR) (localmente de variaciôn acotada), 
g G C ( ]R ) . Sea f G L (fi) tal que existe una descomposiciôn 
f = f^ t fg con f^ 6 C(fi) y fg G L (fi) tal que
lim sup g(r) < P(f.) + inf f^ 
r -<»
lim inf g(r) > P ( f . ) + sup f _ 
r -► too
Entonces existe al menos una soluciôn u G L (fi) de Autg(u) = f.
Demostraciôn: Comenzamos construyendo sub y supersoluciones.
Sea lim sup g (r ) = M. Supongamos M > (si M =
r -+ —00
los cambios a realizar son fâciles).
Para todo e > 0 existe -R tal que si r < -R g(t) < MtG. 
Construimos un g.m.m. continue 3 :
3(r) = M t E si r ^  -R
^ ^ £ i- Vg[-R.xl + c(r+R) si r >
(Vg[-R,x] = variaciôn de g de -R a x).
Tomamos c > o de forma que 3(o) > sup f .
Se tiene 3(r) ^  g(r) Vr G IR.
Planteamos ahora
f Au. + w. = f
(Eg)
( = 3(u^)
si G > 0 es suficientemente pequeno para que 3 < Pf^ + inf fg
(observese que 3 = M + e), como 3^ > lim sup g(r) > Pf +
r -► 00
+ sup f 2 , el Teorema 1 ’ nos proporciona u^,w^ G L (fi), solu­
ciôn de (Eg).
Entonces u^ es una subsolucion de (E ) Au + g(u) = f
pues
Au^ + g(u^) £  Au^ t 3(u^) = f 
Ademas dado que (ver Teorema 1 ’) sup £  sup f y 3(0) > sup f
«1 1  ° -
De anâloga manera obtenemos una supersolucion U 2 6 L (fi), 
t.q, A U 2 G L°°(fi), A U 2 + ê(^2^ —  E ) üg > 0, g(Ug) G L*(fi).
Utilizamos ahora el esquema de iteraciôn monôtona de [ ], th. 2'
descomponiendo ^n el dominio [min u^, max Ug^, sie£
do g^ y g 2 funciones no decrecientes acotadas y continuas.
Resolvemos la ecuaciôn
Tu = (I t A +  ^ (f + u + g 2%) = u
2
observândo que (I + A + g^) es invertible en L (A + g^ es
maximal monôtono) y que T conserva el orden* Asl es sub
soluciôn implica Tu^ £  u^, Ug e^ s supérsoluciÔn implies TUg £
£  U g , u^ £  U 2 implica Tu^ £  TU 2 » ctp luego por iteraciôn
obtenemos
Uj < ... < t"u  ^ 1 ... 1 t"u 2 1 ... 1 "2
existen pues los limites monotones £  = lim t T^u^ y
u = lim 4 T^u_, u. < u. < u < u « . Con los razonamientos usuales 
2 1 — 1 —  —  2
se prueba que u y u son soluciones de (Eg) en L (fi). (Se 
puede demostrar que u es maximal entre las sub y u es minimal 
entre las super).
COROLARIO : Sea g G C (A VB^^^(IR) tal que g(°°) = +°°, g(-“ ) =
Entonces para toda f G L (fi) existe u G L (fi) soluciôn de
Au + g(u) = f.
2
TEOREMA 2 : Sea () un g.m.m. de IR tal que
lim sup (y-^ ^ ^
r 00 1 r I
(lo que implica D(#) = ]R)
Entonces (A#) es m-T-acretivo en L^(fi). Mâs precisamente,
Vf G L^(fi), VX 6 ]R existe w G L^(fi) ûnica y existe
u G L (fi) taies que
XAu + w = f ctp
u G #(u) ctp
Ob sêrvaciôn; Este enunciado équivale para $ = 0  ^ a la exis-
1 1 
tencia de soluciôn u G L (fi), Au G L (fi) de
Au + 3(u) a f
1 2 
para toda f G L (fi) cuando g es un g.m.m» de IR que ve
rifica la condiciôn
lim inf -f -v - ■ > 0
Demostrac i o n : Y a sabemos que A(|) es T-acreitvo en L^(fi), Pr£
bemos pues que R ( I + (Acj))^) = L (fi):
Sea f 6 L^(fi). Mediante una sucesion regularizan
te obtenemos f = f * p G P(fi) tales que f f en L (fi)
n n n
y llfnill -  II fill"
Planteamos
f Au + w = f
(P^) j " n "
( w G 3 ( u )n n
El T- O.D (th. 3 de [l6 ] ) nos asegura que existen u^,w^G iT(fi) 
soluciôn de (P^^.
Ademas se verifican las relaciones (ver Prop. IV.3) 
ll"nlll 1  lUnlll i  l U H l
ll"n-”mlllllUn-^mlll ----' °
1 1 Asl pues existe w G L (fi) tal que lim = w en L (fi). Se
tiene ||w||^ < ||f||^.
Se puede tomar una subsucesiôn {w } de {w } tal que
^ * 
exista g G L (fi) verificando |w (x)| £  g(x) Ctp de fi.
^k
(ver £ ], Tâ 3.11).
Como lim sup < «> équivale a
|r| + * I^I
3  ^ 1*^2  ^ 0 taies que |#(r)| < C^|r|. + C^
Con lo que
|Un^(x)| £  C^lw^ (x)| + Cg £  C^|g(x)| t C% G L^(fi)
Asî pues {u } es un conjunto uniformemente integrable de 
1 ""k
L (fi) (cf. O . l . l . b ’) y por tanto secuencialmente debilmente 
compacte. Por tanto existe una subsucesiôn {n^^ y una funciôn 
u G L^(fi) de modo que
u en L (fi) dêbil
A partir del lema 3 de [ *| deducimos que
u G 3(w) ctp
Ademâs u u en
Au
n f-w en L
A cerrado dêbil-fuerte
COROLARIO; La ecuaciôn
Au = f-w
A*
Z a ^  + I u I ^ u = f, m > 0
tiene soluciones (ûnicas) en L^(fi), Vf G L^(fi)., <
2 Vv
TEOREMA 3 ; Sea ({) un g.m.m. de ÜR tal que \
p , 1 < p < 00 y lim sup 1-^  ( r ) I ^
I r  I - >-00  | r | P
Entonces R( I + (A#)^) r> Lr(fi) 
Precisamente:
Vf G LP(fi), 3 w 6 LP(fi) ûnica, 3  u G L^(fi) taies que
Au t w - f ctp
u G (j)(w) ctp
- 1
OBSERVACION : Este enunciado équivale, para g = () , a la exi£ 
tencia de soluciôn u 6 L^(fi) con Au G L^(fi) de la ecuaciôn
Au + 3(u ) ) f
para toda f G if(fi) cuando 3 es un g.m.m. de 3R^ que V£ 
rifica la condiciôn
Ig(r)Ip
lim inf  :— H —  > 0
I r I -> CX3 1^1
Demostrac i ô n : Sea f G L^(fi). Entonces |f|^ G L^(fi).
Utilizaremos el siguiente resultado sobre espacios de 
Orlicz (ver Le [35], Props. I.l.l y 1.1.3).
PROPOS ICION A ; Sea u G L (fi). Existe entonces una funciôn
p : ]R* ---  ]R*, concava, p(0) = 0, lim p ( s ) = «» y u pe£
s-»oo
tenece a la clase de Orlicz C^(fi) asociada a la funciôn de
Young ^ (u ) =
M  u I
P ( s ) d s .
o
Ademâs $ verifica la condiciôn A g , por lo que
C^(fi) = L^(fi) es el "espacio de Orlicz", y L^(fi) c L^(fi)&
Désignâmes por Y la funciôn IR ----  ^ IR*
Y(r) = ô ( I r I ^  ) , 1 £  p < 0°
Y es una funciôn de Young perteneciente a la clase A g , como 
es évidente comprobar. Ademâs L^(fi) C L^(fi).
Aplicando a nuestra f G L^(fi) tenemos |f|^ G L^(fi),
luego existe 0 como hemos dicho tal que |f|^ G L^(fi), o lo
que es lo mismo f G L^(fi).
Como anteriormente regularizamos f mediante una suce­
sion {p^}, p ^ G P ( f i ) ,  P^ ^ 6. Asi
= p^ A f 6 #(fi), ->■ f en L^(fi)
Pero mas aun (ver Kufner [33], §3,8.1), si f G L^(fi),
G L^(fi), ^ f en L^(fi) y se tiene || fnllL^(O) 1
£  2||f||^ (J^)* Entonces (Kufner [33 ] , §3.10) f^ -> f en
Y-media y las cantidades
Y (f ).dx
a *
estan acotadas.
Resolvemos ahora (T- O.D. ).
+ "n = fn
G 0(w^) ctp
Segûn el Teorema O.A, iii) tenemos que
f r .
p(w^;Y) £  p(f^;Y) Y(w^).dx £  Y(f^)dxj
V l l « n - « J l i  1  H f n - f j l i  .
Por lo que w = lim en L^(fi) y ||w||^ £  ||f||^.
- Veamos que los {u^} forman un conjunto u n iformemente inte 
grable de L^(fi):
En efecto, sea E c fi.
De (Cp) deducimos que existen cônstantes C^ > 0 y C g 
tales que para todo r G IR ;
| 0 ( r ) | < C ^ | r p + C 2
Ademâs, dado que la funciôn p de la Prop, A es tal 
que p(°°) = , para todo A > o, existe R > o tal que
si r > R, 0 ( r ) > A I r
Entonces ( IE| = ms E)
n U(»n)| 1  + C 2 IEI
W p _
En
l"nl" +
,|w |^<R} E q{ n —
1
w |P>R}n '
< R.IEI + -\ Y  0(|w |P) = R.|e| + A"^. 0( )  ,
y esta ultima expresiôn esta un iformemente acotada. Asî deduc£ 
mos que
si e > 0, existe 6 > 0 t.q. | E | < 6 = = >  |u^| < e, cqd
Podemos pues pasar al limite en L (fi)-w en una subsuce
s ion {u } : lim u = u en L (fi )w
k k
Como en el TEOREMA 2 deducimos que
3(u) 2 w ctp
Au = f-w ctp
C O R O L A R I O ; La ecuaciôn Z a ^  ^ (|u[ u) + u = f, m > 0 tiene
soluciôn (ûnica) en L (fi) para toda f 6 L (fi).
IV.3. Sobre la unicidad de soluciones
La acrètividad del operador A3  ^ en L^(fi) garantiza 
la unicidad de w en el problema
(E^ )
A u + w  f ctp de fi
w G 3(u) ctp de fi
u,w,f G L^(fi)
En efecto, si (u^,w^) son la soluciôn correspondiente a f ^ ,
— 1 1
i=l,2, la acretividad de A$ en L équivale a
De donde f . = f . implica w. = w 2*
En cuanto a la unicidad de u es évidente que si 3 
es estrictamente creciente (i.e. 3  ^ es continua), u es 
ûnica, dado que w G 3(n ) ctp de fi.
De no cumplirse esta condiciôn puede aparecer no-unicidad 
de soluciones. Para hacer el estudio de este fenômeno supondremos 
en adelante que los coeficientes a ^ del operador A son constan 
tes reales linealmente independientes sobre Q .
Supongamos que u^jU^ G L^(fi) son dos soluciones de 
(i£) correspondientes a una misma f G L^(fi), Como hemos vi£ 
to v,£ = W2 = w . Demostramos la siguiente proposiciôn:
PROPOSICION 4 î Sean u^,Ug G L^(fi) dos soluciones distintas 
de (E^ ) correspondientes a una misma f G L^(fi). Sean 
{a^ii^l un conjunto linealmente independiente sobre ^ .
Entonces
1) El conjunto total de soluciones de (E^) es de la for
ma
donde X recorre un intervalo cerrado, 0 G I C  IR.
Existe pues una constante c tal que Ug-u^ = c .
ii) El grafo de 3 ha de contener segmentes horizontales, 
cuyas ordenadas son los posibles valores de w.
iii) w(x) = w^(x) = W 2 (x) = 3 (u2 (x))m 3(u^(x)) ctp de fi
es constante y ademâs w = - ■  - /f, donde |fi| es la medida
lftl
de fi .
Demostrac ion ; Tenemos Au^ + w. = f
Au,
Como hemos visto, = w, Asî pues:
A (u^ - U 2 ) = 0
En virtud del siguiente lema existe c G IR tal que
LEMA 4 : Si u G L (fi) es tal que Au^ = 0 y si los coeficien 
tes a s o n  l.ind. sobre 4), u es constante (c.t.p),
Demostraciôn del L e m a ; Si u G C^(fi) [==> periodical] el
resultado es inmediato pues u tiene derivada nula a lo largo
de la trayectoria de direcciôn a = (a^,...,a^) del toro, que
es densa; asî pues u es constante.
En general, si u G L^(fi), regularizamos u. Asî
Un = u pn 6 D(fi), u en L^(fi)
Y Au = Au & p = 0n ^n
Entonces u_ = c , constante y u = lim c = c *
" Li(n) " *
w(x)
e
u^(x) U2<x)
Supongamos por comodidad que Ug-u^ = c >  o.
Entonces ctp. w^(x) = %£(%) = w(x), 
w(x) G 3(u,(x)), w(x) G 3 (u 2(x )), u^fx) ; 
= u^(x) + c, lo cual implica que grafo (3) 
tiene un segmento horizontal de ordenada 
w(x) cuyas abscisas contienen el intervalo 
[u^(x) iU^Cx)] .
Es évidente que si ponemos
se tiene
0 < X <
u^ G L (fi)
Au^ = Au^
, 3 ( u . ) 3 w ctp
Luego u^ es soluciôn de (P^). Eatô demuèstra que las X 
del conjunto de soluciones forman un intervalo, El hecho de que 
este intervalo sea cerrado es consecuencia înmediata de que los 
Begmentos horizontales de 3 lo son ($ es un g.m.m,).
Observese que si u(x) pertenece a un extremo del se£ 
mento horizontal es posible que 3(u(x)) 3 w(x) pero 
3(u(x)) X (w(x)}. En todo caso es obvio que
w(x) a 3(U2(x)) n 3(u^(x)) Ctp
Finalmente w résulta constante en virtud del lema A . 9 (ve& 
âpéndicê), que se aplica en las condiciones présentés^
COROLARIO: Para que el problema (E^) tenga mâs de una solu­
ciôn es preciso que |fi|"^ /f = k sea la ordenada de un seg^
mento horizontal del grafo g . Entonces el problema es equiva
lente a hallar u G L (^ ) tal que
Au = f-k
R(u) C 3"^(k) (R(u) = rango de u)
Toda otra soluciôn se obtiene como u = u + c con tal que 
R(u + c ) C  3 ^ ( k ) &
A P E N D I C E
Formulâmes en este Apéndicê una serie de lemas têcnicos 
que utilizamos en los capitules anteriores. Estos resultâdos corn 
pletan en diverses aspectos que nos han sido ûtiles el apéndicê 
de r 9 1 (abreviado A(BBC)), donde se realiza un profundo est£
dio de la ecuaciôn -Au = f, f G L^(IR^), N £  1 , estudio
del cual hacemos nosotros extenso uso en la présente memoria. Re 
cordamos a efectos de notaciôn algunos detalles de A(BCC):
Los espacios de Marcinkiewicz permiten obtener
soluciones de -Au = f por convoluciôn con las soluciones fon­
damentales, E^(x) del operador -A:
, si N > 3 ,  E ( x ) =
"  ( N _ 2 ) b H | x | * - 2
. s i  N = 2, E _ ( x ) = ; ^ l g  ^2 27T ^ I XI
. s i  N = l ,  E ^ ( x ) = - ^ | x |
donde b^ = ms Ë£( 0 ) = ms {x 6 IR^ ; |x| £ 1 } .
e -AE^ = (S en p » ( ) . si N £  3,
E^ G si N £ 2, |grad E^| G M^^^“^(IR^);
I grad E^ I G l “ ( ]R) .
Resultâdos relacionados con A-BBC se recogen en A.l, 
A . 2 , A , 3.
En la secciôn A.4 se estudian ciertos resultâdos para me 
didââ a cotadas.
Én la secciôn A . 5 se prueban ciertos resultâdos para un 
operador diferencial lineal de primer orden utllizados en el
de
Cap. IV para establecer unicidad de soluciones.
2
A.l. Sobre -Au = f en 3R
2
En A-BCC se apunta que E ^  G B M 0( IR ), la funciones
variaciôn media acotada y se establece que |grad E^| G 
2 2
G M ( IR ). -AEg = 6 . Ademâs toda soluciôn u de -Au = f G
1 2  1 1 2  
G L ( IR ) tal que u G W ’ ( IR ) y que cumpla diverses condi
loc —
ciones que A-BBC cita es tal que grad u = grad E^ *’• f ,
I grad u| G M^(IR^) y ||grd u|| 9 1  ll^^ll 1 o >
M (IR ) L (IR )
d = llgrad E || .
M (IR^)
Complétâmes esta informaciôn estudiando el caso en que
f G L^(IR^):
o
- Observâmes que si f G L^(IR^) y g G L^^^.(IR^),
1 1 1l < p < o o  l < q < o o  y 1 > 0, r > 1,—  —  —  ^ p p q —  ’ —  ^
f ,vg e
(la demostraciôn no varia sustancialmente respecte al caso nor 
mal).
- Sabemos que E_(x) = 7^  log 7- ^  G L^(R^), 1 < p < 00
 ^ IXI ~
y que |grd E^l = ^  8 C Vq, 1 < q < 2 ,
con inclusion continua (cf, A.2-BBC).
Demostramos el siguiente Lema
LEMA A.l: Sean f 6 L^(IR^) ~— — — '— - o
i) ü = Eg A f G lP^^(IR^), Vp ; 1 < p  < 06
ii) grd u = grd E^ A f G M^(IR^) C L^^^(IR^), 1 < q < 2
iii) Comportamiento en el infinite:
Si /f = c .
(1 ) u(x) - 77—  log -— - = 0 (- j-)
I X I I X I
de forma que u converge un iformemente a cero en el infinite
s i i / f = 0 .
Ademas en este caso u G L^(IR^), V p > 2 ,  p <
iv) si f e L^(IR^), p > 1 , u es continua y
u G W ^ ’^(IR^). Si ademâs /f = 0, u es acotada y
loc
I grd uI G L^C ) .
Demostrac ion : En ii) grad (E ^ A f ) = g r a d ( E g ) * f  es una propie
dad general de las convoluciones,
iii) Sea K el soporte de f, d = sap{jÇ| G K} < «>
r = |x-^| y s = r-[x|. Entonces |s | £  d y
, , 1 u(x) = -- Ig i . f(Ç)dÇ
K
0 , 1  1 
2? Tpr ' 2¥ ig • f(ç)dî;
de donde restando
Para èstimar el 2° miembro, observâmes que lg(l+a) = a + o(a) 
Asî, V g > o R > o taies que si |x| £  R
I i g ( t ^ )  I =  | i g ( i  +  I 1  ( 1 + c )
. |X| “  |x|
y asî
M . ,  - * ^
iv) si f e L^(IR^), p > 1 , dado que u 6 y
Au G L^(IR^), entonces en virtud de conocidos resultâdos de re_
eularidad u G W ^ ’^(IR^) y en virtud de las inclusiones de So-
loc
bolev, u es continua.
Si ademâs /f = o , u es acotada dado que es conti­
nua y tiende a cero en el infinito uniformemente. 
u G L°°(]R^) y Au G L^(ÜR^) implican |grd u | G L^(]R^) \  s£
A
gûn A . 15-BBCA \
\ y
OBSERVACIONES: \
1) El caso N >_ 3 es conocido y esen cialmente mâs fâcil
- En A-BCC se demuestra que para f G L^(IR^)
u = E ^ ü f  G grad u = grad E^ A f G M^^^‘^(]R^).
- B I 7 ] utiliza el hecho de que si f G L^(]R^)
i
U = 0(--- -— — ), s in necesidad de imponer /f = 0, dado que
I X I
i
E^ = 0 ( -g ) . Esto simplifica muchos calcules para N £  3 .
|x|
■r\ M
- u continua exige f G L^(IR ), p > N/2 y 
f G L^(IR^), p > N/2 implica u acotada
2) Para N = 1 , es fâcil demostrar que;
i ) Vf G L^ existe u G C^ soluciôn de -u" = f ctp
Ademâs u ' siempre es de la forma u ’ = v+c siendo c cons­
tante y
(2) v(x) = (e £ v f)(x) = I  [ f - 1  [* f; 2||v||^ < l|f||
1 X —oo
La diferencia entre dos soluciones u^ y Ug es pues de la
forma ax + b, de forma que toda soluciôn es de clase C^(]R),
Se observa que v(+°°) = 0 sii /f = 0.
ii) si f G L^(m) , u^ f es una soluciôn tal
que
( 3 ) I u ( X ) +
IR
Se deduce que u^ es acotada sii /f = 0 y que u^ es la ûn£ 
ca posible soluciôn acotada
A .2, Una desigualdad integral
En el estudio del comportamiento en el infinite de las so 
luciones de -Au + 3(u) > f comparando con soluciones radiales 
es fundamental el
LEMA A .2 ; Dado > 0, y siendo = fi = [|x| > R q ] , sea
u una funciôn tal que
u G W^^^(fio), IVul G M^(fio), Au G M^Cfi^)
supongamos ademâs que existe un k > 0 tal que ms [ |u|  ^k] < ™
Entonces para todos los anillos A ^ , i = l,2, de radio 
mâximo R^ y espesor (diferencia de radios) 1, taies que
Rg-Ri = L > 0, R^ - 1 > Ro
y para todo p G P ,  p £ 0, con j ( r ) =  
tiene
rr
p(s)ds, r G IR se
|grd u I ^  p ’(u) < y=- (
fi 2
j(u) - j ( ü ) )
Demos traciôn: Sea R > y sea {p^} una sucesiôn regular^
zante. Tomemos n tan grande que ^  < R-Rq Y sup  ^^  ^
Entonces u^ = u * p^ G C
, 1 ,^R.
u u en W_ (fi ) y, pa n loc
sando a una subsucesiôn adecuada si es preciso, existe converger^ 
cia c.t.p.
Anâlogamente, denominando f = Au, f^ = Au^ = Au * p^ G
.«,^RG C (fi ) y f^ converge a f en la topologîa dêbil a(M,C,)
sobre fi^ . Ademâs || f || . p < ||f|! p
" L (fi ) M(fi °)
Para n como antes podemos escribir Vn>>0, VN G IN, 
( r = I X I )
9u_
fiR
Igrd u^l p'(u^);% +
fi
R A"n'P("n)'Cw
+ 1 grd u^ . grd . p(u^).
Ahora bien. Au G M*(fi^°) implica Au^ G M*(fi^), luego
fiR
Au* . P(u^) . 5% > 0
Llegamos pues una primera desigualdad:
9u
(I,) p ( u ) .n" * 9r ' -
R fi
|grd u^l p'(u^);% t
fiR
grd u^ . grd . p(u^)
Intégrâmes ahora (I,) respecte a R de
r
en
2 **r^  = 1 > 0, r^ > Rgj. Tomamos N > r^ de forma que grd = 0
el anillo A^r^jrg*] = [r^ £  |x| £  rg] , con lo que es cons 
tante el ûltimo têrmino de (I^). Entonces para n>>0;
9u
+ L grd . grd . p(u^)
fi
Observemos que en Afr^,rg] , = 1 y que
9u
[j o u j  = P(Un>-
Podemos pues integrar por partes el primer miembro
• 8r *
de la desigualdad anterior:
2 ïï
de rdr.(i(u ) ) ’ =n r
2 ïï
de. [rg ](u^(rg,e)) -
- r j(u (r.,e)) - f de I dr.;](u^(r,e))n 1
0
Dado que j > 0, suprimiendo el ûltimo têrmino que es negative 
t ene m o s :
(Ig) L ( j(Ur^) - ^
'
1(Un)) 1
S S rz
grd u_ . grd . p(u )
, 2^
Recordemos o u e r = r^ + L. Hacemos variar r ^ de 
R^ - 1 >  R q a R^ (con lo cual rg varia de Rg-l a
^2 ~ R^ + L), Entonces si N £  Rg y n es suf ic ien tement e gran_ 
de, intégrâmes respecte a r^ entre los limites expuestos y ob 
t enemos:
j(u^) - j ( u j )  > 1 |grd u^l P'(u^)ç^ +
fi
+ 1 grd u^ . grd . p(u^)
fi
0 sea
r r j(Un) -
grd u^.grd . p(u^)
Q.
Sobre esta tercera desigualdad podemos efectuar el paso a 1 
limite en n y N:
Dado que p G C^(]R) f\ L°°( ]R ) , j es una funcion lipschil^
ziana y asi j(u^) -> j(u) en ^qoc  ^ Y c.t.p. pasando a una
subsucesion adecuada). Tambien p(u^) p(u) c.t.p. (en el mis
mo sentido). Como grd u -> grd u en , en virtud del Le man loc
de Fatou, se obtiene en el limite de (I^ ) que
I I2 1 ^2
I grd u| p ’(u) G ),
y que
L 1 C j ( u ) -  j ( u ) ) >
n
^  I g r d  u I  p ' ( u ) ; ^  +
+ I ^ grd u . grd . p (u )
Q
Hagamos ahora el paso N » El razonamiento de BBC [ 9 j ,
Lema A . 13, pg 5 5 3 , se aplica palabra por palabra aqui con solo
2 2 2 ^2 
sustituir M ( IR ) por M ( ) resultando que
1 im
N->oo
R grd u . grd . p(u) = 0
Asi, por convergencia monôtona:
Çl
^  I g r d  u I . p ' ( u )  <  ( j ( u ) - j  (  u  )  )
A . 3. Desigualdades tipo Green
En la demostraciôn de la existencia de soluciones acotadas 
en el infinite utilizamos esta version del Lema A.13-BBC que se 
generaliza para el caso en que el dominio es el complementario 
d e u n a b o l a :
LEMA A.3 : Sea 0 = 0* = {x G |x| >R), R > 0  y S = 901
Sea u G |grd u| G Au G L^(^) y ademâs
u 6 C (n).
Entonces para todo p G P, p ’(u) ]grd u|^ G L^(fi); en 
particular |grd u| G L ^ ( ^ a f | u !  £ Aj), para todo A > 0.
Si ademas existe un k > 0 tal que ms {x G : |u| > k| <
p'(u).|grd uj + A u .p (u ) <
9n . p u ) V p G P
En particular
Au = [
R + -
Demostraciôn : Sean $7 - ü ^ = { x G I R ^ | | x | > R - r — } y S = 9U
n n
Sea {p^} una sucesiôn regularizante, G P, p^ ^  5
en t)'(lR^) supp(p^) C  Asi si u^ = u * p^ G C™(0 ),
1 1
^ u en ctp. (pasando a una subsucesion si es
1preciso), Mas aûn u^ -> u en C de cada bol a subcon junto de 
Sea f = -Au. Entonces f^ = f,»{p^ = -Au^^ y f -^f 
en L (^^) siendo N un entero fijo.
Sean C G (IR^ ) y p G P. Entonces para todo n > N
Q
p ’(u^ ) . Igrd u^I ; P(u )C - p(u )grd u grd C+
9u
P("n) Ü F . ;
Hagamos n ->• «> :
lim sup
n -> 00
n.
n.
p ’(u^ ) Igrd u I f . p ( u )
N
p(u)grd u grd K + | p(u) ^  . C
9u
'N N
De aqui, utilizando Fatou, se deduce que 
p»(u) Igrad u | ^  6 ?
’ (u ) Igrd u|^C <
p(u) ç
f . p ( u ) c - p(u)grad u grad C +
N
Haciendo N ^ U  yN
p ’(u) Igrad uj Ç < f.p(u)ç
n V
p(u)grd u grd C +
p ( u ) 9u9r
1Es aqui donde utilizamos u G C (Q).
Ahora hacemos como en A.13-BBC, haciendo Ç  ^ (x) =
= Go(x/n) y X p(u) grd u.grd . Como alli se deduce
que permanece acotado cuando n a- co y si se cumple la û 1
tima condiciôn del enunciado, X -> 0 . Ademâs como r f 1,n ^n
f p ( u )
'Q
f 9u_ 
9r p ( u )
Con lo que si X 0^ n
ü
p '(u ) Igrd u <
Q,
lu
9r
Flndlmente, si p « se ôbtiêfte
Au =
n
9u
9n
p ( u )
OBSERVACIONES:
1) La condiciôn u G C (Q) es solo utilizada en la afir
mac ion
lim
N 00
p(u) I; ;
, X 9u
g p(u) . â p  ç
Si queremos afinar el lema, podemos sustituirla por u G C (A ), 
A el anillo [r £  |x| £  R p a r a  un R ’ > R.
2) ü puede ser el complemento de cualquier convexo com­
pacte de IR^ s in cambiar la demostraciôn en nada esencial.
3) Si tomamos p G P tal que p(r) = 0 para r ^ O
 ^ _
podemos sustituir u G C ((1) por u £  0 en A, el anillo aq
tes citado de radios R y R' > R.
Entonces el termine en el borde se anula en las aproxima-
ciones y tenemos
p ’(u) Igrd uI^ + Au.p(u) £  0
COR OLARIO: Si con hipôtesis taies que el lema A . 3 sea cierto,
ademâs u G L ( ) , se obtiene 1 grd u | G L^(Q) y
H  g r d  u | | 2  £  Il u  II ^  ( Il A u  II +  | | V u | |  )
L (Q) L (^) 1/(0) l/(S)
Demostraciôn: Tomar p(r) = r si |r| £  11 u 11 ^  p ( r ) = ||u|| ^  sign(r) 
si I r I > Il u 11 ^  En realidad las hipôtesis del Côrolario se pue- 
den rebajar haciendo una demostraciôn directa, que generaliza el 
Lema A.15 de BBC para 0.
1 /7T.LEMA A . M- ; Sean 0 y S como en A.3 y u G L (0) A C (0)
Au G L (0).
Entonces |grd uj G L (0) y se tiene
l l g r d  u||2 < ||u|| ^ (Il Au II + C||u|| J  +
L L L L
+ Il u|| ^ llgrd u||
L (S) L (S)
Demostraciôn:
A u .u ^  = I f  ;  - 0 Igrd uI C 0 u grd u grd Ç
3u
9r u; - Igrd uI C - u /2 . Aç,
0
Entonces:
[ Igrd u|^C = - 
0^
A u .u Ç +
0 P.
Ponlendo Ç = :
i) sup (grad ) £  | n £  | x
luego si n 00, ' 3Sn u2
9r ' 2
£  2n'|
-a- 0
Con esto llegamos para n>>0
0
grd u|2( < i  I I  u||^ I l  A m o l l i  + l|Au||^ ||u||^ t ||Vu||
L ( S )
. 1 1  " I l
L (S)
Tomando limites n -> oo se obtiene el resultado.
- S i  u 0 C^(0), se utilize regularizacion como en A . 3.
QBSERVACION; Las observaciones 1) 2) de A . 3 se aplican tambiên 
aqui: Basta u G C (A) y 0 complemento de un convexo compacto
El lema A . 3 es cierto para N £  3 (en la version corre£ 
pondiente cuya demostraciôn omitimos pues generaliza el lema AilO- 
BCC con las têcnicas usadas en A.3):
LEMA A . 3 ' : Sean N > 3 ,  0 = {x 6 : |x| > R}, R > 0 y S = 9 0
Sea u G M^^^"^(Q), |Au| G L^(O) y u G C^(Ô)
Entonces p G P q , /p ’ (u) | grd u| G L^(]R^) y
s ë  • p<“ >
NOTA; Las observaciones hechas en L.A.3 son validas.
2
p ’ (u ) 1grd u 1 + Au.p(u) <
0 J
A , H * Algunos Lemas para medidas acotadas
Al demostrar la existencia de soluciones de la ecuaciôn
2 2 
-Au + g ( u ) 5 f en IR cuando f G M(IR ), necesitamos algu_
nos resultados équivalentes para este caso de resultados conoci-
dos si f G L^ (IR^ ) :
LEMA A. 5 : Sea U 6 |grd u | 6 M^ , Au = f 6 M(IR^)
y supongamos que existe k > 0 tal que ms [|u| > k] < t».
Entonces para todo p 6 P, p > 0 se tiene
p'(u) I grd u|^ + p(u) £  IIp I L  H(fg)"llw
2R'
(f^ y f^ son las partes regular y singular de la medida M)
Demostracion : Regularizando como de costumbre y multiplicande por
C 6 P^(IR^) se tiene
p ’(u ) Igrd u I ; + AUn.p(u,^)Ç + grd u^.p(u^).grd C = 0
Pero p(u ) > 0; -f < (-f )^ luego (-f ) = f(-f )^1
n — s —  s s n ' - s - ' n
de donde:
P ' Igrd u^l s + grd u^.p(u^ !^ rd Ç £
1  IIpIL I I I I h
Pasando al limite cuando n ■>
p ’(u) Igrd uI  ^ + p(u); + grd u.p(u)grd C <
1  I I p I L  H ( f g )  l l w
Ponemos Ç = y pasamos al limite. Como en A.13-BBC
grd u.p(u).grd Ç ---->- 0 y obtenemos el resultado *
Tambien cuando Au 6 M(]R ) podemos demostrar como en 
A.13 que /Au = 0 :
LEMA A. 6 ; Sea u G IR^ ) , | grd u| 6
Si existe k > 0  tal que ms [|u| >k] < *>:
Au G M(]R )
Au = 0
Demostraciôn: Regularizamos mediante {p^}, 6 P, p^ ^ 6 .
Entonces si f = -Au, f = f * p = Au -► f en la topon n n —
1 1 2
logia debil o(M,C,). Ademâs u u en W ’ ( ]R ) y ctp.
grd u^ . grd Ç
Cuando n
n
Asî
f C = grd u . grd Ç
Sustituimos Ç por = Go(x/n) y como en A.13-BBC,
grd u . grd -)■ 0 si n
Au - lim
n-»-aj
A u . C - l i m X  - 0 j,n **
Citamos por ûltimo un importante resultado dèbido a Ph, 
Bénilan [ 7 ] para N 3, cuya demostraciôn para la fôrmulaciôn 
natural del caso N=2 es Idéntlca sustituyendo como instrumente
de demostraciôn el Lema A.10 de BBC por A.13-BBC. La omitimos 
por brevedad, vêase | 7 j .
LEMA A.7 ! Sea u G | grd u| G M^(m^), Au 6 M(IR^)
y supongamos que existe k > 0 tal que ms [|u| > k] < ». Sea 
j î ]R —— 4- 1^0,oo[^ contraccîôn convexa tal que j(0) = 0. Enton^ 
ces Aj(u) 6 M y ||Aj(u)||^ £  2 ^Auj^ji
Si a d e m â s  j es G r a d i e n t s  se t i e n s
Aj(u) > p(u).(Au)p - (Au)g
Cp es la derivada a la izquierda de j; (Au)^, (Au)^ son las
partes regular y singular de Au) ^
Este lema tiene un corolario interesante
COROLARIO; Sea u 6 ’ LIR^ ) , | grd u | G M^(]R^), Au G M(IR^)
y supongamos que existe k > G tal que ms [|u| > k] < <». Sea
ademâs u £  0. Entonces
(Au)y £  0 ctp del conjunto [u = o| .
(si A u G L ^ ( I R ^ ) ,  Au £  0 ctp en ("u = o] )
Demostraciôn; Tomese j (r ) = r ^ . Asî p(r) = G para r < G, 
p(r) = 1 para r > 0, y
Au = Au^ = Aj(u) _> p(u)(Au)^ - (Au)g
si u - G , ctp
Au > p(0)(Au) - (Au) = -(Au) . Asî (Au) > G ^—  r 8 s r —
OBSERVACION; Resultados anâlogos al corolario se obtienen para el 
caso u £ m en fu = m] y para u £  m en [u = m*J .
 ^ . 2
El lema A.7 es vâlido tambien para abiertos de ]R de la
forma 0 = [|x| £  Rj en la siguiente fôrmulaciôn;
LEMA A . 7 b : Sea u G W ^ ^ L o ) ,  | grd u| G M^(0), Au G M(0), y
supongamos que existe k > G tal que ms [ | u | > kj < <»,
Sea j : ]R— '— >■ [o,oo[~ contracciôn convexa tal que j(G) = 0
y p la derivada a la izquierda de j.
Ri
Entonces para todo > R, Aj(u) G (0 ) y
Ademâs si j es creciente
Aj(u) > p(u)(Au)^ - (Au)g en 0
+ 2
Demostraciôn ; Sea Ç 6 P ( IR ), C = 0 en un entorno de 
[|x| £ r ] , C = i en un entorno de 0  ^ = [ |x| £  R^j.
1 1 2  2 2 
Pongamos v = ^ u . Entonces V G ( ]R ), grd v G M  ( ]R )
2
y Av G M(3R ) pues
grd V = grd Ç.u + Ç.grd u 
Av = çAu + 2 grd u grd ç + u A Ç
oo
y es claro que grd Ç, Aç son funciones de clase C con sopor te 
compacte en 0-0
Ri
Ademâs, restringido a 0
grd V = grd u
A V = Au
Aplicamos A.7 y el resultado es inmediato, ya que las dis 
tribuciones tienen un carâcter local
QBSERVACIO N : Nosotros utilizaremos el Lema A.7b exactamente asî,
pero la demostraciôn es obvio que vale para 0 un dominio de
2
frontera compacta de ]R .
A . 5. Un resultado para un operador diferencial lineal de primer 
orden
Sea 0^ el toro N-dimensionâl. En è 1 estudio de la unic£ 
dad de soluciones del problems (E) en el Cap. IV hemos utilizado 
un resultado en la lînea del Lema 3.5 de BBC 9 j que demostrar^ 
mes aquî.
Comenzamos por un resultado que necesitaremos para la ob- 
tenciôn del resultado principal, lema A.8.
« 3
9x. ’LEMA A.8: Sea $ un g.m.m. acotado, A =  ^ a.
• "  ^ 1
fT
3 ( r ) d t .constantes reales, j : ]R---  ^ IR definida por j(r) =
0
Sea u Q L^(0) tal que Au 6 L^(0)
Entonces
A (] ° u ) = 3°u.Au G L^(0)
Demostrac ion ;
a) Empecemos por el caso en que 3 es conti n u a :
Tomamos una sucesiôn regularizante {p^}, p^ ^ 6 . 
Entonces u^ = u * p ^ G P ( 0 ) ,  u ^ - > u  en L ( 0 ) ,
Au^ = Au p^ G P(0), Au^ Au en L^(0)
En este caso
(3) A(j(u )) = j'(u ).Au = 3(u ).Aun n n n n
Tomando una subsucesiôn si es necesario se puede afirmar que 
Au^ u ctp, u^ ^ u ctp y, siendo 3 ;ontinua, 3u^ -»■ 3u
ctp, Entonces en virtud del Teorema de Conv. Dominada:
I 4) 3(u^).Au^  ► 3(u)'Au ctp y en L^(0)
Dado quu g es acotado, j es Lipschitziana y
(5) j ( u^ ) --- >■ j(u) en L^(0)
Como A es un operador de derivaciôn es cerrado en
L^(0), luego de (3), (4) y (5)
A(j(u)) = 3(u).Au
b ) 3 g.m.m. acotado, 3(o) ^  o
Sea 3p^  la aproximaciôn Yosida de 3 (cf. Brêzis [il])
que es continua y acotada (por 3)* Sea j ^  la aproximaciôn
convexa s.c.i asociada a j (cf. [il])
i^(r) = Y  |B%(r)|^ + j (j^ (r)) £ 0
Entonces j^(x) t j(x), existe ]^(x) = 3^(x), 3^(x) -> 3°(x),
I3^(x) I t I 3°(x) I .
Gracias a a) sabemos que A(j^(u)) = 3^u.Au. Ademas 
3u e L^(f2) implica por la convergencia monôtona (?f Beppo-Levi) 
que 3^u 3°u en L^(fi) Por el mismo motivo j^u j(u)
ctp y en 3^u.Au 3u.Au por el T- de la Conv. Domi­
nada. Por lo t a n t o , siendo A cerrado,
Aj(u) = 3°u.Au G
c ) 3 g.m.m.
Si 3(0) i 0 nos reducimos a b) modificando 3»j asi 
sea c G 3(0). Definimos
3(r) = 3(r)-c , 3 ( 0 ) 3  0
j(r) = j(r)-cr , 9 j ( r ) = ? ( r ) ,  j (0) = 0
por b) AjCu) a W°(u),Au
Luego A(j(u)) = A(j*u + cu) = A(j(u)) + cAu = 3°u.Au &
Pasamos ahora al resultado principal
9
LEMA A . 9 ! Sea 3 un g.m.m. A = Z a^ con 6 IR,
1
{a^} lin.ind. sobre 0, u G L (Q) , Au G L ( ) , c > 0  y et x G Q
w(x) G 3(u(x))o 3(u(x)+c), w(x) G L^(^). Entonces w es con^
tante .
Demostraciôn: Sea j la primitiva de 3 tal que j(0) = 0,
Entonces / j(u(x)+c) - j(u(x)) £  w(x) c
^ j(u(x)) - j(u(x)+c) > w(x)(-c)
1
Luego j(u(x)+c) - j(u(x)) = w(x).c G L (Q) ctp.
i ) Supongamos g a c o t a d o ;
En virtud del lema A . 8,
A ( j ( u ) ) = w . A u  ctp
de donde
A[j(u(x)+c)-j(u(x))[| = A|j(u(x) + c)] - A[j(u(x))j = 0
Pero en el Cap IV, lema 4 vimos que en este caso Av = 0 implica 
V = constante. Entonces
w(x).c = j(u(x)+c) - j(u(x)) = K
Y como c ^ O ,  w = constante.
i i ) g no a c o t a d o :
Truncamos g por M y -M superior e inferiorment
M*
(resp.) en . De la misma manera queda truncado w en w
Entonces résulta constante al aplicar i) a , g^,u.
Hacemos M ->■ y obtenemos el resultado
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