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Abstract
The issue that this study addresses is to observe whether there exists a statistical relation between
the stock market and Reddit’s wallstreetbets. Previous research mainly focused on the relation
between the stock market and Twitter. To gather data for the study, comments were scrapped
from the subreddit wallstreetbets for a period of four months, Jan 1, 2021, till April 30, 2021.
Different sentiment classifiers were, then, applied on a sample of the data to observe the most
accurate classifier for the study. The study concluded that the most accurate sentiment classifier
was an SVM classifier trained on 80% of Reddit comments. However, when 10-k fold cross
validation was preformed, we saw a drop in the accuracy of the SVM classifier, and a rise in the
accuracy of the logistic regression classifier. Therefore, the logistic regression classifier with an
accuracy of 72.82% was selected for the project. The logistic regression classifier was used to
obtain a polarity time series for all the comments present in Reddit. Then, a Granger causality
test was applied to the polarity time series and the AMC, GMC rate of return time series. The
Granger test shows that sentiment in Reddit’s wallstreetbets appears to “Granger cause” GME
and AMC rate of return at different time lags. Moreover, it appears that sentiment on Reddit had
more of an impact on GME rate of return than it did with AMC.

Keywords: Machine Learning, SVM, Linear Regression, Stock Market, Reddit, Memes,
Sentiment Analysis, Granger Causality, Cross Validation.

iii

Table of Contents
ACKNOWLEDGMENTS ............................................................................................................................................ II
ABSTRACT ............................................................................................................................................................. III
SUBSCRIPTS .......................................................................................................................................................... VI
LIST OF FIGURES...................................................................................................................................................VII
LIST OF TABLES ...................................................................................................................................................VIII
CHAPTER 1 - INTRODUCTION ................................................................................................................................. 1
1.1

INTRODUCTION ........................................................................................................................................ 1

1.2

PROBLEM STATEMENT ............................................................................................................................. 1

1.3

BACKGROUND OF THE PROBLEM ............................................................................................................. 2

1.4

PROJECT GOALS ....................................................................................................................................... 2

1.5

LIMITATIONS OF THE STUDY .................................................................................................................... 2

CHAPTER 2 – LITERATURE REVIEW ......................................................................................................................... 4
2.1

INTRODUCTION ........................................................................................................................................ 4

2.2

SENTIMENT ANALYSIS APPROACHES ........................................................................................................ 4

2.3

CORRELATION BETWEEN SOCIAL MEDIA AND STOCK MARKET PERFORMANCE ....................................... 6

CHAPTER 3 - METHODOLOGY................................................................................................................................. 7
CHAPTER 4 - PROJECT ANALYSIS ............................................................................................................................ 9
4.1
4.1.1
4.1.2
4.1.3
4.1.4
4.1.5
4.2
4.2.1
4.2.2
4.2.3
4.2.4

SOURCES OF DATA ................................................................................................................................... 9
REDDIT WALL STREET BETS COMMENTS ..............................................................................................................9
IMDB REVIEWS DATASET .................................................................................................................................9
INDIAN GENERAL ELECTION REDDIT COMMENTS..................................................................................................10
REDDIT DATASET ...........................................................................................................................................10
STOCK MARKET DATA ....................................................................................................................................11
DATA DICTIONARY ................................................................................................................................. 11
IMDB DATA DICTIONARY ...............................................................................................................................11
INDIAN GENERAL ELECTION REDDIT COMMENTS DATA DICTIONARY ........................................................................12
REDDIT DATASET DATA DICTIONARY .................................................................................................................12
GME AND AMC STOCK MARKET DATA DICTIONARY ...........................................................................................12

4.3

DATA SUMMARY .................................................................................................................................... 12

4.4

DATA PREPARATION AND CLEANING ..................................................................................................... 13

4.5

DATA EXPLORATION AND VISUALIZATION ............................................................................................. 16

iv

4.5.1
4.5.2
4.5.3

IMDB DATA VISUALIZATION ...................................................................................................................16
INDIAN GENERAL ELECTION DATA VISUALIZATION .................................................................................18
REDDIT DATASET DATA VISUALIZATION ..................................................................................................21

CHAPTER 5 – DATA MODELING ............................................................................................................................ 23
5.1
5.1.1
5.1.2
5.1.3

CREATING A SENTIMENT CLASSIFIER ...................................................................................................... 23
SUPPORT VECTOR MACHINE .....................................................................................................................26
LOGISTIC REGRESSION ..............................................................................................................................28
NAÏVE BAYES ............................................................................................................................................28

5.2

LEXICON BASED CLASSIFIER .................................................................................................................... 28

5.3

MODEL COMPARISON AND SELECTION .................................................................................................. 29

5.3.1
5.3.2

TABLE OF MODEL ACCURACIES .........................................................................................................................29
K-FOLD CROSS VALIDATION.............................................................................................................................31

CHAPTER 6 – CORRELATING SENTIMENT WITH THE STOCK MARKET ................................................................... 33
6.1

CALCULATING DAILY SENTIMENT POLARITY ........................................................................................... 33

6.2

CALCULATING THE DAILY PERCENT CHANGE OF MEME STOCKS ............................................................. 34

6.3

STATISTICAL MEASURES TO CORRELATE SENTIMENT FOUND ON REDDIT WITH MEME STOCKS ............ 36

6.3.1 DOES THE SENTIMENT FOUND ON REDDIT GRANGER CAUSE THE DAILY RETURN OF AMC? ...............................................38
6.3.2 DOES THE SENTIMENT FOUND ON REDDIT GRANGER CAUSE THE DAILY RETURN OF GME? ...............................................39
CHAPTER 7 – CONCLUSION .................................................................................................................................. 41
7.1

RECOMMENDATIONS AND FUTURE WORKS .......................................................................................... 41

BIBLIOGRAPHY ..................................................................................................................................................... 43

v

Subscripts

AMC – America Multi-Cinemas listed on the New York Stock Exchange as AMC
ARIMA - Autoregressive Integrated Moving Average
DIJA - Dow Jones Industrial Average
GME – Game Stop an American video game and consumer electronics retailer listed on the New
York Stock Exchange as GME.
LR – Logistic Regression
NB – Naïve Bayes
PLTR – Palantir Technologies
S&P 500 – The Standard and Poor’s 500 index it tracks the largest 500 companies listed on stock
exchanges in the United States
SVM – Support Vector Machine
WSB – Wallstreetbets

vi

List of Figures

Figure 1. CRISP-DM. Wambsganss et al. (2020). In Unlocking Transfer Learning in
Argumentation Mining: A Domain-Independent Modelling Approach (p. 7) ............................... 7
Figure 2. Lemmatization Python Code Example .......................................................................... 15
Figure 3. IMDB Dataset Sentiment Distribution of Comments ................................................... 17
Figure 4. Top Occurring Positive Words in The IMDB Dataset .................................................. 18
Figure 5. Top Occurring Negative Words in The IMDB Dataset................................................. 18
Figure 6. Indian General Election Dataset Sentiment Distribution of Comments ........................ 19
Figure 7. Top Occurring Positive Words in The Indian General Election Dataset ...................... 20
Figure 8. Top Occurring Negative Words in The Indian General Election Dataset ..................... 20
Figure 9. The Reddit Dataset Sentiment Distribution of Comments ............................................ 21
Figure 10. Top Occurring Positive Words in The Reddit Dataset ................................................ 22
Figure 11. Top Occurring Negative Words in The Reddit Dataset .............................................. 22
Figure 12. NLP pipeline showcasing the different steps required to create a sentiment classifier.
M. Zhang & Ng (2020) NLP Pipeline [Infographic]. In Twitter Sentiment Analysis: What does
social media tell us about coronavirus concerns in the UK? (p. 15)............................................. 26
Figure 13. Optimal Hyperplane using the SVM algorithm. Pupale (2018). In Support Vector
Machines (SVM) — An Overview ............................................................................................... 27
Figure 14. Reddit Daily Sentiment Polarity.................................................................................. 34
Figure 15. AMC Stock Daily Rate of Return ............................................................................... 35
Figure 16. GME Stock Daily Rate of Return ................................................................................ 35
Figure 17. Polarity ADF test results – Time Series is not Stationary ........................................... 37
Figure 18. Polarity ADF test results – Time Series is Stationary. ................................................ 37
Figure 19. Plot of Reddit Sentiment Polarity, GME Daily Return, and AMC Daily Return ....... 40

vii

List of Tables
Table 1. IMDB Data Dictionary ................................................................................................... 11
Table 2. Indian General Election Reddit Comments Data Dictionary.......................................... 12
Table 3. Reddit Dataset Data Dictionary ...................................................................................... 12
Table 4. GME and AMC Stock Market Data Dictionary ............................................................. 12
Table 5. Summary of the Projects’ Datasets ................................................................................. 13
Table 6. Data Preprocessing Example .......................................................................................... 16
Table 7. Count Vectorizer Example.............................................................................................. 24
Table 8. Term Frequency-Inverse Document Frequency (TF-IDF) Example .............................. 25
Table 9. Sentiment Classifier Model Accuracies .......................................................................... 30
Table 10. 10-Fold Cross Validation Preformed on The Reddit Dataset Models .......................... 32
Table 11. The Project Time Series Levels of Stationary .............................................................. 36
Table 12. Granger Causality Test Applied to Observe the Relation between Sentiment on Reddit
and the AMC Stock....................................................................................................................... 38
Table 13. Granger Causality Test Applied to Observe the Relation between Sentiment on Reddit
and the GME Stock ....................................................................................................................... 39

viii

Chapter 1 - Introduction
1.1 Introduction
Investors throughout the years attempted to outperform the stock market. The efficient market
hypothesis, proposed by Nobel Laureate economist Eugene Fama, offers a better indication of
future stock prices. Fama (1965) states that the current prices in the stock market reflect all
available information and any new information will be instantaneously reflected in the stock
market. Therefore, prices include all the available information and are completely efficient.
Additionally, prices absorb all the information needed by agents to take a decision. In real
markets, however, we observe prices can be far from equilibrium prices indicating that animal
spirits work. For instance, optimist and pessimist strategies can move price away from the
equilibrium. Waves of optimism and pessimism can arise. Claude Trichet (2001) remarked:
“Some operators have come to the conclusion that it is better to be wrong along with everybody
else, rather than take the risk of being right or wrong alone”. This “mass-uniform” behavior was
already present in Keynes (1936) who called it “animal spirits”. In such a scenario, sentiment
analysis plays a crucial role for understanding the behavior of stock market, which is strongly
influenced by the sentiment of these 'animal spirits'.

1.2 Problem Statement
The relation between sentiments on social media platforms and the stock market was thoroughly
examined in many studies. Most of those studies focused on sentiment observed on Twitter, a
microblogging website. In those studies, statistical methods such as Granger causality and
Pearson score were used to correlate the sentiment on Twitter with the stock market. The current
literature mainly focused on Twitter as a platform to gauge sentiment, and there has been little
work done on exploring other social media platforms such as Reddit. In this study, the
relationship between Reddit, a social news website, and the stock market will be examined.
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1.3 Background of the Problem
Meme stocks are stocks that have a sudden surge in price due to an increase in online interest.
These stocks tend to be bought by retail investors (Rossolillo, 2021). On January 27, 2021,
GameStop, one of the so-called meme stocks, stock price jumped to 350$ compared to where it
was a few weeks earlier, at 20$. This jump caused many brokerage firms to halt trading “meme”
stocks on its platform. Many analysts claimed that the subreddit wallstreetbets, where many
retail investor analyze and discuss stocks, often using profane jargon, was responsible for the
price spike. Analysts asserted that the price increase that these “meme” stocks witnessed were
not due to a change in business fundamentals or to an approaching earning call, but it was
entirely due to sentiment.
In this paper, the relation between sentiment in Reddit’s wallstreetbets and the so-called “meme”
stocks was examined and analyzed.

1.4 Project goals
The objective of this study is to examine the relation between Reddit’s wallstreetbets and the socalled meme stocks. Is there a relation between comments made on wallstreetbets and the sudden
change in price seen with the meme stocks? If so, does the comments have an immediate impact
on the meme stocks, or is there a lag effect where comments made impact the stock a few days
later? The project aims to analyze these questions and answer them in an objective manner.

1.5 Limitations of the Study
The study is hindered with several limitations. The main one being not having wallstreetbets
comments already labelled to train and test the classifier. This led to a process of manually
scrapping the comments found on wallstreetbets and assigning two human annotators to label the
comments with their respective sentiments. This process, however, is time-consuming and
2

tedious which meant that the number of labelled comments is limited. Furthermore, having a
smaller dataset to train and test impacts the study’s accuracy.
One possible solution to such a problem was to utilize crowd sourcing for the data labelling
process. There are many companies that specialize in data labelling. However, doing that will
impact the budget of the project significantly. Another limitation is that the second part of the
project, correlating the sentiment with the stock market, is heavily reliant on statistical methods
and approaches, and given the author’s limited knowledge of statistics, there is significant
opportunity for improvement there.
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Chapter 2 – Literature Review
2.1 Introduction
Sentiment Analysis has been the subject of many promising studies in the past decade. A study
conducted by Hutto & Gilbert (2014), showed that a rule-based model for sentiment analysis,
VADER, managed to outperform human raters in classifying tweets into positive, negative, and
neutral classes. The success that some studies achieved in identifying sentiments created a surge
of interest in correlating sentiment observed in news and social media with the stock market.
(Bollen et al., 2011; Pagolu et al., 2016; W. Zhang, 2010).

This literature review examines different approaches for detecting sentiments on social media
platforms. Additionally, it illustrates the relation between sentiment on social media platforms
and the stock market.

2.2 Sentiment Analysis Approaches
Sentiment analysis, otherwise known as opinion mining, examines sentiments, opinion, and
emotion in text by treating it in a subjective manner (Hutto & Gilbert, 2014). Sentiment analysis
is considered to be part of numerous fields such as machine learning, natural language
processing (NLP), computational linguistics, psychology and sociology (Yue et al., 2019).
Numerous studies have been conducted to analyze sentiment analysis producing various results.

Most studies done on the topic of sentiment analysis followed two approaches for classifying
sentiment in text: lexicon-based approach and supervised machine learning approach. The
former, the lexicon-based approach, is based on a predefined list of words that has its own
sentiment. While the latter, the machine learning approach, requires labelled data to train the
model to detect sentiment in text. These labelled data are often in binary form, positive or
negative (Gonçalves et al., 2013).
4

While the lexicon-based approach is widely used for analyzing sentiments on social media
platforms, it often overlooks important lexical features which are significant to understanding the
sentiment of a sentence. Furthermore, it sometimes cannot differentiate between different
sentiment intensities. For example, the sentences, “The match is exceptional” and “The match is
okay”, clearly convey different sentiment intensities, the former is more positive than the latter.
Yet, the sentiment lexicon, such as Linguistic Inquiry Word Count (LIWC), is unable to
differentiate between them and would rate them with the same intensity (Hutto & Gilbert, 2014).

According to Gonçalves et al. (2013), machine learning approaches are more appropriate for
social media platforms such as Twitter than sentiment lexicon methods such as LIWC. However,
machine learning approaches have its drawbacks. To train the model, they often require
extensive data which are difficult to obtain. Additionally, they require top performing CPUs and
high memory capacities in order to implement the models (Hutto & Gilbert, 2014).

This resulted in researchers creating a hybrid approach, sometimes called a combined approach.
In this approach, researchers combine aspects from both the lexicon approach and the machine
learning approach to create a hybrid model. Several studies found that a combined approach
outperforms a lexicon-based method; however, a combined approach did not perform as well as
a machine learning only approach (Sommar & Wielondek, 2015). However, Mudinas et al.
(2012) found instances were a hybrid approach was able to outperform the machine learning only
approach, yet these instances remain few and not as accurate as a machine learning only
approach.

Despite the lower perfomance of the combined (hybrid) approach compared to the machine
learning only approach, Sommar & Wielondek (2015) argue that a hybrid combination offers
convenience and consider it as a fair trade off with performance. This gain in convenience is
5

brought by not having to deal with acquring labelled training data which is often a diffucult and
ardious task.

2.3 Correlation between social media and stock market performance

Several scientific papers have studied the relation between social media sentiment and the stock
market. Various papers were written about the topic and possibly the most notable was Bollen et
al. (2011) paper where they investigated the relation between public mood obtained from Twitter
and the Dow Jones Industrial Average. Dow Jones Industrial Average, abbreviated as DJIA, is a
price-weighted index that measures the performance of the largest 30 companies listed in US
stock exchange. In their study, they managed to predict the daily changes in the DIJA with an
accuracy of 87.6%. Similarly, Mittal & Goel (2012) studied the relation between the DIJA and
sentiment on Twitter, however, in their study, they achieved a lower accuracy of 75.56%. This
may be due to the fact that in Bollen et al. (2011) paper the dataset used for training and testing
was much smaller than Mittal & Goel (2012) dataset, 9.8m tweets as opposed to 476m tweets.

On the other hand, Ranco et al. (2015) found that there is a low Pearson correlation and Granger
causality between sentiment on twitter and the DIJA over a period of 15 months. However, they
found that by restricting their analysis to shorter intervals called “events”, they managed to
obtain high statistical relation between the stock returns and Twitter sentiment. These so called
“events” could either be from quarterly announcements or from less obvious events obtained
from Twitter.
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Chapter 3 - Methodology
Python was used in all stages of the project because of its vast range of libraries. It was first used
to scrap the data from Reddit’s wallstreetbets. Then, it was used to create different sentiment
classifiers. These sentiment classifiers were either machine-based, such as SVM or logistic
regression models, or lexicon based, such as VADER. Then, finally, it was used to correlate and
analyze the relation between sentiment found on Reddit and the stock market.
The project followed the Cross Industry Standards Process for Data Mining (CRISP-DM) which
is often used in data mining processes. The process can be summarized by the figure below.

Figure 1. CRISP-DM. Wambsganss et al. (2020). In Unlocking Transfer Learning in Argumentation Mining: A DomainIndependent Modelling Approach (p. 7)

The project starts with a business understanding. Understanding the core principle of deploying a
model is important in the CRISP-DM model. At this stage, the core objectives of the project are
set and identified. In this project, the core objectives were identifying any relation, whether
statistical or visual, between comments made on Reddit and the stock market.
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The next step is understanding the data. In this project, since there weren’t any readily available
comments to be downloaded from Reddit, data was manually scrapped. After scrapping, the data
was visualized to understand it. Once the data is understood and visualized, only then, can it be
cleaned.
Data preparation comes next. Data is prepared by dealing with any case that may affect the
project’s accuracy. Dealing with punctuation, capital letters, spaces, and emojis is all part of the
data preparation stage.
After the data preparation step is complete, modelling can be performed. Different supervised
machine learning models were trained and tested. The accuracy of all the models in the study
were tested against a manually labelled Reddit dataset. The results of the test can be evaluated,
and the core machine learning model can be selected. It is important to note that at this step it is
possible to go back to step 1 (business understanding), to see whether the model satisfies the
project objectives and goals.
The final step is project deployment. The study can be deployed in real time to assess the relation
between Reddit comments and the stock market.

8

Chapter 4 - Project Analysis
4.1 Sources of Data
To make this project a success, data was obtained from several sources. The data was either
downloaded online, or scrapped from Reddit, or manually created. Diversifying the sources of
data ensures a robust and accurate study.

4.1.1 Reddit Wall Street Bets Comments
A central component of the study is to obtain data from the subreddit Wallstreetbets. To do that,
a python package called praw was used to scrap the data. A python code was written to scrap the
comments in wallstreetbets daily thread comments for a period of 4 months, Jan 1 until April 30.
Only the topmost upvoted 500 comments in the thread were scrapped. This was done for several
reasons. First, the most upvoted comments denotes a consensus between wallstreetbets members:
users will upvote the comment they agree with the most. And since the aim of the project is to
measure the correlation between the stock market and the subreddit wallstreetbets, it is
imperative to be able to accurately capture the consensus between users on the subreddit.
Second, some comments that are present on the daily Reddit threads were created by automated
bots. These bots usually advertise a certain stock in the hopes of moving the stock price, up or
down. These comments tend to be downvoted by users on the subreddit. Therefore, selecting the
topmost upvoted 500 comments seem to be a good strategy to capture the consensus of the wall
street bet community and avoiding botted comments.

4.1.2 IMDB Reviews Dataset
The IMDB dataset has been deployed in many natural language processing (NLP) projects
involving sentiment analysis because of the vast labelled data. The dataset has about 50,000
9

movie reviews which are labelled as either positive or negative depending on the movie review
rating. A review less than 4 denotes a negative review and a review greater than 7 denotes a
positive one. Also, in the dataset, no more than 30 reviews are taken for each movie. The dataset
is available on Kaggle’s website https://www.kaggle.com/lakshmi25npathi/imdb-dataset-of-50kmovie-reviews and is based on Maas et al. (2011) paper.

4.1.3 Indian General Election Reddit Comments
The Indian general election dataset is based on Reddit comments discussing the next prime
minister of the country. There are 37,000 labelled Reddit comments in the dataset. The dataset is
labelled as -1 (negative), 0 (neutral), or 1 (positive). The comments were labelled using
Textblob, a lexicon-based classifier.

4.1.4 Reddit Dataset
The study’s aim is to see whether there is a correlation between the stock market and Reddit.
Therefore, for the study to succeed, the selected classifier should be able to accurately measure
sentiment found on Reddit. There are several classifiers that measure sentiment which means that
there needs to be an approach to objectively select the most accurate one. One approach is to test
the classifier against a labelled dataset and select the classifier with the highest accuracy. Since
the study is concerned with capturing sentiment on Reddits’ wallstreetbets, the labelled dataset
should be based on comments found there. However, there is one major issue with this strategy.
There isn’t any labelled data pertaining to wallstreetbet that could be used to train and test
machine learning algorithms and models. This meant that to execute the mentioned approach the
comments should be manually downloaded and labelled.
The Reddit wallstreetbets comments were downloaded using python’s praw package. 500
comments found on wallstreetbet were labelled using two human annotators who are both
familiar with the stock market and Reddit’s subreddit wallstreetbets. In most cases, the human
annotators labelled comments similarly. However, there were some instances where they did not.
10

This led to the following process: if the annotators disagreed on a certain label, the labels will be
added together. For example, if annotator one decides that a comment is positive while annotator
two believes it is the opposite (negative), their labels will be combined to give that comment a
neutral label. And if one annotator believes that a certain label is neutral while the other believes
it’s positive or negative, the positive or negative case will be selected as a label to that comment.

4.1.5 Stock Market Data
The stock market data was obtained from Yahoo finance. The daily adjusted closing price for
GME and AMC spanning 4 months was downloaded, from Jan 1 till April 30, the period of
analysis.

4.2 Data Dictionary
Several datasets were used in the project. Therefore, it is imperative to have a data dictionary to
maintain clarity and avoid confusion in the project.

4.2.1 IMDB Data Dictionary
Attribute
Review
Sentiment

Description
Refers to the comment/rating made about the
movie
Refers to the Sentiment of that
review/comment, either positive or negative.
Table 1. IMDB Data Dictionary
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4.2.2 Indian General Election Reddit Comments Data Dictionary
Attribute
clean_comment

Description
Refers to the cleaned version (after data
preprocessing) of the comment made on
Reddit.
Refers to the sentiment of that comment
which could be -1,0, or 1.

Category

Table 2. Indian General Election Reddit Comments Data Dictionary

4.2.3 Reddit Dataset Data Dictionary
Attribute
Comments

Description
Comments made on Reddit before data
preprocessing.
The number of upvotes or downvotes that
comment got.
The sentiment of that comment which could
be -1,0, or 1.

Score
Sentiment

Table 3. Reddit Dataset Data Dictionary

4.2.4 GME and AMC Stock Market Data Dictionary
Attribute
Date
Open

Description
The trading day date.
The price of the stock upon the opening the
exchange on a trading day.
Highest price for the day.
Lowest price for the day.
The last price of the stock for the trading day.
Adjusted closing price considers all factors
effecting a stock after trading hours.
Volume of Transactions

High
Low
Close
Adj Close
Volume

Table 4. GME and AMC Stock Market Data Dictionary

4.3 Data Summary
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The table below summarize all the datasets included in the project. The table summarizes the
number of variables, rows, unique and null values. It also includes the number of positive and
negative comments that was present in each dataset.

Dataset

IMDB
Dataset
Indian
General
Election
Dataset
500
Labelled
Comment
GME and
AMC
Stock
Data

Number
Number Number
Number
Number
Unique Null
of
of Rows of Positive of
of Neutral Values Values
Variables
Comments Negative
Comments
Comments
2
50,000
25,000
25,000
49582
0
2

37,249

15830

8277

13042

36799

100

3

445

160

219

66

378

0

7

252

-

-

-

252

0

Table 5. Summary of the Projects’ Datasets

4.4 Data Preparation and Cleaning
To prepare the data for analysis, it is essential that the data is ‘clean’. This ensures the analysis is
accurate and free from errors. Furthermore, having data that is clean is an integral part of
creating a sentiment classifier because its accuracy is completely dependent on the training data.
Training a sentiment classifier on incorrect, duplicate, or contradicting data will yield an
inaccurate sentiment classifier.
Since one of the main goals of the project is to create an accurate sentiment classifier, it is
imperative to deal with any case that may affect or hinder the accuracy of the classifier. Some
examples include:
•
13

Mix of upper- and lower-case letters.

•

Punctuations

•

Stop-words

•

Emojis

•

Stemming

•

Lemmatization

Dealing with such cases will help improve the accuracy of the sentiment classifier. To
understand why these cases may affect the accuracy of the classifier take, for example, the words
“Happy” and “happy”. They are effectively the same word and, therefore, convey the same
sentiment. But to a sentiment classifier, they are two different words. Sentiment classifiers view
capitalized and uncapitalized words differently. Therefore, it is necessary to remain consistent
when training and testing a sentiment classifier, either by having all words lowercased or the
exact opposite, all words uppercased. The former technique is widely used in the NLP (Natural
Language Processing) domain.
Another important aspect of data preprocessing is dealing with punctuation, Emojis, and stopwords. Stop-words are words that do not add much meaning to a sentence and removing those
words would not affect sentence understanding. For example, words such as “the, he, who, she”.
These words can be removed from a sentence while still maintaining sentiment understanding
and clarity. Similarly, removing punctuation and emojis do not affect sentence understanding
and, more importantly, doesn’t affect sentiment interpretation.
Another important step in the data preprocessing process is tokenization. Tokenization is
essentially separating sentences into a combination of single words. Words in a sentence are
usually separated by space. Tokenization, therefore, is concerned with removing the spaces, or
delimiters, between words in a sentence. Tokenization is essential because most classifiers and
models process data at the word/token level. This is due to the nature of classifiers.
An additional issue that must be handled in the data preprocessing step is having words with
different tenses. The sentiment classifier must be able to treat words with different tenses
similarly. For example, the present participle verb “smiling” and the past tense “smiled” should
14

reflect the same sentiment. An action occurring in the past is not more positive than an action
happening in the future, and vice versa. However, to a sentiment classifier, they are different.
One possible solution to such a problem is to applying stemming.
Stemming is concerned with removing words suffixes and prefixes. Therefore, in the previous
examples of “smiling” and “smiled”, both words will become “smil”. While such a word isn’t
grammatically correct, recall that the purpose of a sentiment classifier to determine the sentiment
of a sentence – whether its positive, negative, or neutral. An alternative solution which is widely
adopted and doesn’t produce a grammatically incorrect word is lemmatization.
Lemmatization converts the word into its root/base form, which is called Lemma. It also
considers the context of the word and what part of speech a word belongs to. Lemmatizing a
word as an adjective is going to differ than a verb. Take for example, the word “changing” if
lemmatized as an adjective it would remain the same. But if it is considered a verb that word
would be lemmatized to “change”. Furthermore, since lemmatizing considers the root of the
word, the sentiment classifier can classify more words on a smaller training dataset as it doesn’t
need to learn the classification of every single word. For example, the adjective “worst” is
lemmatized to “bad”. The classifier doesn’t need to know that “worst” is negative; it can
lemmatize the word to “bad” and understand that its sentiment is negative.

Figure 2. Lemmatization Python Code Example
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An example of the data preprocessing function that deals with all cases that were mentioned
previously can be seen in the table below. This preprocessing technique is applied to all the
datasets involved in the project.

Before Data Preprocessing
The Expo 2020 event is going to be
phenomenal.

After Data Preprocessing
Expo event go phenomenal

Table 6. Data Preprocessing Example

4.5 Data Exploration and Visualization
This study analyzes three datasets to train and test the sentiment classifier. Before training the
models on a particular dataset, it is important to visualize the data to develop a better
understanding of the sentiment classifier. Several different visualization techniques were
performed on the datasets and can be seen in the prospective sections.

4.5.1 IMDB Data Visualization
The IMDB dataset contains a total of 50,000 review split equally in term of positive and negative
reviews.
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Figure 3. IMDB Dataset Sentiment Distribution of Comments

A quick analysis of the top occurring words present in the positive reviews shows that words
such as film, movie, one, like, good, and great occur frequently in positive reviews. However,
when observing the top words present in negative reviews, the top frequent words were movie,
film, one, like, and even. Therefore, some words can occur frequently in both the positive and
negative reviews. It is important to note that such words may affect the accuracy of the sentiment
classifier.
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Figure 4. Top Occurring Positive Words in The IMDB Dataset

Figure 5. Top Occurring Negative Words in The IMDB Dataset

4.5.2 Indian General Election Data Visualization
The Indian general election dataset contains a total of 37,249 labelled comments. A quick
visualization of the dataset shows that it contains more positive comments than negative.
Furthermore, the dataset contains neutral comments, and since the sentiment classifier will
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generate a positive/negative classification, then the neutral comments wouldn’t be used in the
project.

Figure 6. Indian General Election Dataset Sentiment Distribution of Comments

A quick analysis of the top occurring words present in the positive reviews shows that words
such as people, india, like, and good. The top occurring words present in negative reviews were
people, Bjp, India, like, and Modi.
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Figure 7. Top Occurring Positive Words in The Indian General Election Dataset

Figure 8. Top Occurring Negative Words in The Indian General Election Dataset
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4.5.3 Reddit Dataset Data Visualization
The Reddit dataset contains 445 comments that are either positive, negative, or neutral. Most of
the comments were negative: 219 negative, 160 positive, and 66 neutral. The neutral comments
were dropped from the dataset.

Figure 9. The Reddit Dataset Sentiment Distribution of Comments

GME was the top occurring word in positive comments. While PLTR, which is how the
company Palantir is listed on the New York Stock Exchange, frequently occurs with negative
comments. This means that every time every time a word contains negative sentiment the word
PLTR is most likely in it. And similarly, if a word contains positive sentiment the word GME is
more likely in it. It is imperative to note that the dataset was obtained from the subreddit
wallstreetbet on December 28. And on that day, GME was preforming well while PLTR was not.
Therefore, we see that the stock GME is always associated with positive sentiment while PLTR
is associated with negative sentiment.
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Figure 10. Top Occurring Positive Words in The Reddit Dataset

Figure 11. Top Occurring Negative Words in The Reddit Dataset
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Chapter 5 – Data Modeling
In this chapter, the focus will be on comparing the accuracies of different sentiment classifiers. A
sentiment classifier is an algorithm that determines, or classifies, a sentence as either positive,
negative, or neutral. There are several different classifiers, and they range from machine learning
models such as Support Vector Machine (SVM), Logistic Regression (LR), and Naïve Bayes
(NB) to a pre-built lexicon-based sentiment classifier known as VADER. These classifiers will
be discussed in detail in this chapter. However, it is important to note that there are many other
classifiers that exist in the natural language processing (NLP) domain and are not only limited to
the previously mentioned classifiers.

5.1 Creating a Sentiment Classifier
In this section, different machine learning classifiers will be discussed. But before that, it is
important to explain how a machine can understand text and assign it its perspective sentiment.
To create a sentiment classifier, it’s important to preform data preprocessing, which was
discussed earlier in section 4.5. Once data preprocessing is done, the data must be encoded in a
form that can be processed by computers and machine learning algorithms. There are several
ways to encode the data, but the two most common ones in the NLP domain are Term Frequency
– Inverse Document Frequency (TF-IDF) and count vectorizer.
Count Vectorizer transforms a certain text into a vector by relying on its frequency
representation. It creates a matrix where each word in a certain text is a column and each
sentence a row. Take for example the two sentences “the student is happy” and “the tourist is
happy”. A count vectorizer applied to these two sentences will result in the following matrix.

23

Happy

is

student

the

tourist

Sentence 1

1

1

1

1

0

Sentence 2

1

1

0

1

1

Table 7. Count Vectorizer Example

While this matrix does not completely resemble an accurate representation of a what a count
vectorized document is, it still serves as a good example for understanding the process of
applying it to a document. A typical count vectorized document would be much more complex
and wouldn’t contain the words of the document; instead, it would contain their indices.
Therefore, to summarize, a count vectorizer converts text into vectors that a computer could
understand. It is imperative to mention, however, that the count vectorizer has some
disadvantages. These disadvantages stem directly from the simple nature of encoding that the
count vectorizer relies on.
A disadvantage of a count vectorizer is that it considers words that occur frequently as important.
Following this procedure will result in an incorrect representation of the text. Words that occur
frequently do not necessarily mean they are more important. In an economics paper, the word
“because” appearing in a text several times does not mean it’s more important than the word
“Amortization” appearing twice only in the text. On the contrary, the economical word
“Amortization” discloses more information about the text than the word “because”, despite
appearing twice only. To solve such an issue, TF-IDF is often used in the NLP domain to
vectorize text instead of a count vectorizer.
Term Frequency-Inverse Document Frequency (more commonly known by its abbreviation as
TF-IDF) is a statical measure that is used to measure how important a word is in a corpus. An
advantage of TD-IDF is that it can measure a word’s importance and, consequently, less
important words can be eliminated from the corpus. Therefore, in the case of the equation below,
it measures how important i is in a corpus j. The TD-IDF follows the equation below:
𝑤𝑖,𝑗 = 𝑡𝑓𝑖,𝑗 ∗ 𝐿𝑜𝑔(

𝑁
)
𝑑𝑓𝑖

𝑡𝑓𝑖,𝑗 = The No. of occurrences of i in j
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𝑑𝑓𝑖 = No. of documents containing i
N = Total No. of documents

Therefore, when applying TF-IDF on the two previous sentences, “the student is happy” and “the
tourist is happy”, this matrix is produced.
Happy

is

student

the

tourist

Sentence 1

1.0

1.0

1.405465

1

0

Sentence 2

1.0

1.0

0

1.0

1.405465

Table 8. Term Frequency-Inverse Document Frequency (TF-IDF) Example

Notice that the TF-IDF stressed the two important parts of both sentences. In sentence 1, the
word “student” has a higher TF-IDF value while “tourist” had a TF-IDF value of zero. The TFIDF equation penalizes words that aren’t important to the text and rewards words that are. In
sentence 2, the exact opposite occurs. Due to this attribute, TF-IDF was used in the project to
vectorize words and build a sentiment classifier.
To sum up, creating a sentiment classifier requires several steps to be performed. These steps are
as follows:
1. Preprocess the data which involves removing stop words, tokenizing, and lemmatizing
the data.
2. Encoding the data into numbers, more specifically vectors, that can encapsulate the data.
This so called “encoding” can either be a count or a TF-IDF vectorizer. TF-IDF
vectorizer was used in this project to vectorize words and encode them.
3. Applying machine learning models such as Support Vector Machine, Logistic
Regression, and Naïve bayes to create the sentiment classifiers.
These steps can be seen illustrated in the figure below.

25

Figure 12. NLP pipeline showcasing the different steps required to create a sentiment classifier. M. Zhang & Ng (2020)
NLP Pipeline [Infographic]. In Twitter Sentiment Analysis: What does social media tell us about coronavirus concerns in
the UK? (p. 15)

5.1.1 Support Vector Machine
Support Vector Machine (SVM) is a supervised learning model that is successful in text
classification and categorization. SVM works by constructing a hyperplane, or several, in
hyperspace and find the optimal way to separate the data points. The SVM model attempts to
find the widest separation between those hyperplanes and the data points which is called a
margin. The larger the margin, the lower the classification error, and the more accurate the SVM
model will become. This can be illustrated in the figure below.
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Figure 13. Optimal Hyperplane using the SVM algorithm. Pupale (2018). In Support Vector Machines (SVM) — An
Overview

Therefore, to increase the accuracy of the SVM model, the margin between the data points must,
also, be increased. This implies that the SVM model is nothing but a mathematical optimization
problem. Mathematically, it can be represented by the equation below:

𝑦𝑖 (𝑤 ∙ 𝑥𝑖 + 𝑏) − 1 ≥ 0
𝑦𝑖 represents the class label. 𝑦𝑖 = 1 (positive) or -1 (negative).
𝑋 is a parameter vector that the SVM is looking to optimize
‖𝑋‖2
𝑚𝑖𝑛
2

In this project, there are only two labels for all the data points either positive (1) or negative (-1).
Thus, the SVM model will find the ideal hyperplane that separates the two data labels.
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5.1.2 Logistic Regression
Logistic regression is a machine learning algorithm that is based on the concept of probability. It
relies on a logistic function, also known as a sigmoid function, to classify data points into a few
discrete classes. Logistic regression, therefore, uses the logistic function to map the output to the
range of 0 to 1. In the case of this project, the discrete values that the model produced was either
positive or negative. The sigmoid function that the logistic regression model rely on can be seen
in the equation below:
𝜎(𝑦) =

1

1

1+𝑒 −𝑦

= 1+exp(−𝑦)

Where y represents the vector of predicted value (class label)

5.1.3 Naïve Bayes
Naïve Bayes algorithm is a classification algorithm that is based on Bayes theorem. Naïve Bayes
assumes independence between variables. In other words, Naïve Bayes assumes that a given
variable does not affect other variables in the dataset. Bayes theorem can be illustrated in the
equation below:
𝑃(𝑦|𝑋) =

𝑃(𝑋|𝑦)𝑃(𝑦)
𝑃(𝑋)

Where y is the class variable and X is dependent feature vector.

5.2 Lexicon Based Classifier
A lexicon-based classifier is a classifier that is built on an already predefined list of words.
Therefore, a lexicon-based classifier does not need to be trained and can be used immediately to
classify the sentiment of a given text. There exist many different lexicon-based classifiers that
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are built on different predefined words. In this project, the sentiment classifier VADER, which
stands for Valence Aware Dictionary and Sentiment Reasoner, was used. Vader was selected
because it not only measures sentiment polarity (positive/negative), but it also measures
sentiment intensity. It can detect that the word “Excellent” is more positive than the word
“good”. Vader is part of the nltk package that is available on python.

5.3 Model Comparison and Selection
Each of the previously mentioned machine learning models was trained on all the datasets in the
project to create multiple machine-based sentiment classifiers. The sentiment classifiers were
tested against manually annotated Reddit dataset. In addition to the machine-based sentiment
classifier, the lexicon-based classifier VADER was, also, tested against the Reddit dataset.

5.3.1 Table of Model Accuracies
The table below summarizes the accuracy of the all the sentiment classifiers against the Reddit
dataset.
Model
SVM

Training Data
80% of Reddit
Dataset
-

Lexicon
Vader (With
Dictionary
Manipulation)
Lexicon
Vader
(Without
Dictionary
Manipulation)
Logistic
80% of Reddit
Regression
Dataset
(LR)
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Testing Data
20% of Reddit
Dataset
Reddit Dataset

Accuracy
77.63%

Reddit Dataset

62.01%

20% of Reddit
Dataset

55.26%

64.64%

Naïve Bayes
(NB)
Logistic
Regression
(LR)
Naïve Bayes
(NB)
SVM

SVM

Naïve Bayes
(NB)
Logistic
Regression
(LR)

80% of Reddit
Dataset
37,149 Indian
Election Reddit
Comments
37,149 Indian
Election Reddit
Comments
37,149 Indian
Election Reddit
Comments
50,000 IMDB
Labelled
Comments
50,000 IMDB
Labelled
Comments
50,000 IMDB
Labelled
Comments

20% of Reddit
Dataset
Reddit Dataset

55.26%

Reddit Dataset

52.51%

Reddit Dataset

51.45%

Reddit Dataset

50.12%

Reddit Dataset

49.55%

Reddit Dataset

49.55%

54.35%

Table 9. Sentiment Classifier Model Accuracies

Summarizing the table above, the most accurate sentiment classifier was a machine based SVM
classifier that was trained on 80% of the Reddit dataset and tested on the remaining 20%. It
achieved an accuracy of 77.63%; this indicates that it was able to predict the correct sentiment of
a sentence 77.63% of the time. Second comes the lexicon-based classifier (VADER) with an
accuracy of 64.64%. Notice, however, that there are two lexicon-based classifier one with
dictionary manipulation and the other without. Dictionary manipulation means that the lexicon
dictionary was manipulated, and some words were added manually to it.
The words that were added to the manipulated dictionary where words that were specific to
wallstreetbet. These words captured the jargon used by users on the wallstreetbet subreddit.
Words such as “moon”, “tendies”, “diamond”, “hold”, and “squeeze” were all added manually to
the lexicon dictionary to boost the accuracy of the lexicon-based sentiment classifier. Still, the
dictionary manipulated lexicon classifier did not increase by much. The accuracy of the
dictionary manipulated lexicon classifier was only 2% more than the unmanipulated one.
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After the lexicon-based classifiers comes a logistic regression model and a naïve bayes model
with an accuracy of 55.26%, both trained on the Reddit dataset. It is important to note that the
most accurate sentiment classifiers are the ones trained on the manually annoted Reddit dataset.
And the worst sentiment classifiers are those trained on the IMDB reviews.
Models that were trained on the Indian general election dataset performed better than those
trained on the IMDB dataset; however, they didn’t perform better than any model trained on the
Reddit dataset.

5.3.2 K-Fold Cross Validation
To assure a better representation of the models’ accuracies, K-fold cross validation is performed.
K-fold cross validation works by splitting the training and testing data into separate bins and
calculating the average of all their accuracies. For K-fold cross validation to work, however, the
training and testing data must be the same. They should be in the same format and in the same
file. K-fold cross validation can’t be performed on models that have different training and testing
data and that is due to the nature of cross validation where in one iteration a testing file may be
used for training and a training file may be used for testing and vice versa in other iterations.
In the case of the project, only some of the models relied on different training and testing files
and, therefore, K-fold cross validation can’t be performed on all the models. These models
include all lexicon-based classifiers and all machine learning algorithms that were trained on the
Indian general election dataset and on the IMDB 50,000 reviews. This, again, is due to them
having different testing files, which in this case was the Reddit labelled dataset.
To sum up, in the case of this project, K-fold cross validation can only be performed on the
machine learning models that used the Reddit dataset for both training and testing.
Coincidentally, the models that were trained on the Reddit dataset preformed the best, even
better than the lexicon-based classifier and the other machine learning models. Therefore, testing
their K-fold accuracies was not necessary. The table below shows the accuracy of all the Reddit
dataset trained models when 10-Fold cross validation was performed.
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Model

Logistic
Regression
(LR) Trained
on the Reddit
Dataset
Naïve Bayes
(NB) Trained
on the Reddit
Dataset
SVM –
Trained on
the Reddit
Dataset

Accuracy 10-K
Fold
Accuracy
55.26%
72.82%

%
Change

55.26%

71.24%

15.98%

77.63%

69.73%

-7.9%

17.56%

Table 10. 10-Fold Cross Validation Preformed on The Reddit Dataset Models

The accuracy of all the models changed. The most accurate model is now a Logistic Regression
with an accuracy of 71.24%, a 15.98% increase over its previous accuracy. The previous most
accurate model, SVM, had its accuracy drop by 7.9% to reach an accuracy of 69.73%. The Naïve
Bayes model had its accuracy increase by 15.98% to become the second most accurate model in
the study.
Since k-fold cross validation provides a better representation of the model accuracies, it will be
used to decide the project’s default sentiment classifier. The default sentiment classifier,
therefore, will be a logistic regression model trained on the Reddit dataset.
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Chapter 6 – Correlating Sentiment with the Stock Market
After deciding on which sentiment classifier best fit the project, it was, then, applied to
comments on Reddit’s wallstreetbet. The classifier was applied to comments present on
wallstreetbets daily thread from the period of 1/1/2021 to 30/4/2021. After applying the
classifier, comments were classified as either positive or negative. The classifier results were,
then, quantified and compared with $AMC and $GME stock price.

6.1 Calculating Daily Sentiment Polarity
To compare the sentiment found on Reddit’s wallstreetbet with the stock market, there needs to
be a way to convert the sentiment found on Reddit to a time series plot such as the one observed
in the stock market. The classifier only classifies comments as positive or negative and not as a
time series plot. Therefore, an extra step is required to convert the classifier output into a time
series plot. One possible approach is to follow Ranco et al. (2015) proposal for calculating
sentiment polarity, 𝑃𝑑 .

𝑐𝑝 −𝑐𝑛

𝑃𝑑 = 𝑐

𝑝 +𝑐𝑛

𝑐𝑝 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑐𝑜𝑚𝑚𝑒𝑛𝑡𝑠
𝑐𝑛 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑐𝑜𝑚𝑚𝑒𝑛𝑡𝑠

Applying this formula to all the comments present in the period of analysis, 1/1/2021 to
30/4/2021, yields the following plot.
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Figure 14. Reddit Daily Sentiment Polarity

6.2 Calculating the Daily Percent Change of Meme Stocks
Before correlating the sentiment polarity with the stock market, one necessary step is to calculate
the daily percent change of the “meme” stocks in study with the stock market. This daily percent
change is, also, called the daily return. Using the daily return, instead of stock price, to correlate
with the polarity score offers a better representation of their correlation. This helps avoid the
common error of correlating two upwards, or downwards, trending time series where they may
appear correlated despite having nothing in common. This is unlikely to happen if the daily
return, instead of the price of the stock, is used for analysis. In this project, the daily percent
change is compared with the daily polarity sentiment.

The plots below show the daily return for both AMC and GME stocks.
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Figure 15. AMC Stock Daily Rate of Return

Figure 16. GME Stock Daily Rate of Return
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6.3 Statistical Measures to Correlate Sentiment Found on Reddit with
Meme Stocks
Inspecting the daily polarity sentiment plot visually, there appears to be some sort of correlation
between the polarity found on Reddit and the meme stocks. However, inspecting the plots
visually, only, is not enough to draw a conclusion about their correlation. Therefore, a more
rigorous statistical method is required to assess their correlation. One such method is Granger
causality.
Granger causality is a statistical test used to determine whether one time series is useful in
predicting another multivariate time series. This is not to be confused with causation. Granger
causality is only concerned with predicting, or forecasting, another time series and is not
concerned with determining causation or any cause-and-effect analysis. It is important to note
that Granger causality only works on data that is stationary, or in other words, data that have a
constant mean. Therefore, before testing for Granger causality, all the time series in the study
must be analyzed to see whether they are stationary, and if not, then, they must be converted to
become stationary.
Augmented Dickey-Fuller Test (or ADF test) is often used to see whether a time series is
stationary or not. ADF has two hypotheses, a null hypothesis (𝐻0 ) it is non-stationary with a unit
root and an alternative hypothesis (𝐻𝐴 ) it is stationary with no unit root. Applying the ADF test
to the three-time series available in the study (GME, AMC, Polarity) produced the following
results.
Time-Series

Stationary Level

AMC daily return

Stationary

GME daily return

Stationary

Polarity

Not Stationary (p value greater than 0.05)
Table 11. The Project Time Series Levels of Stationary
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Figure 17. Polarity ADF test results – Time Series is not Stationary

All the time series appears to be stationary except for the sentiment polarity time series.
Therefore, to satisfy the conditions for Granger causality, the sentiment polarity time series must
become stationary.
To convert the non-stationary time series to a stationary one, requires taking the difference
between the different elements of the data frame. Therefore, by taking the difference between
the daily polarity and AMC, GME daily return, the daily polarity becomes stationary.

Figure 18. Polarity ADF test results – Time Series is Stationary.

After taking the difference between the daily polarity and the daily return, the time series is now
stationary. This means that it is now possible to preform Granger causality and determine
whether one time series “Granger” cause the other time series. And in the case of this study,
determine whether sentiment found on Reddit “Granger cause” a change in the price of the
meme stocks.
Like the ADF test, Granger causality, also, has two hypotheses: A null hypothesis (𝐻0 ) and an
alternative hypothesis (𝐻𝐴 ). A null hypothesis indicates that one time series does not Granger
cause another time series. The alternative hypothesis (𝐻𝐴 ), on the other hand, states that at least
one of the lags Granger cause the other. To reject the null hypothesis (𝐻0 ), the p-values of at
least one of the lags should be less than 0.05. And if that’s the case, then, the null hypothesis
(𝐻0 ) would be rejected, and it would be said that the time series Granger causes the other.
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6.3.1 Does the Sentiment Found on Reddit Granger Cause the Daily Return of AMC?
As previously mentioned, the Granger test has two hypotheses. And in the case of the sentiment
found on Reddit and the daily return of AMC, the two hypotheses are as follows:
1. The null hypothesis (𝐻0 ): sentiment found on Reddit does not Granger cause the daily
return of AMC.
2. The alternative hypothesis (𝐻𝐴 ): sentiment found on Reddit does Granger cause the daily
return of AMC.
Accepting or rejecting one of the hypotheses is entirely dependent on the p-values of the Granger
test. Therefore, the Granger causality test was applied to investigate whether the sentiment on
Reddit had any influence on the AMC stock. The Granger causality test was applied with a 15day lag to determine which days the sentiment on Reddit influenced, or “Granger caused”, the
daily return of the AMC stock.
Number of
Lags (Days)

SSR Based F
Test: P-value

SSR Based
Chi2 Test: Pvalue

Likelihood
Ratio Test: PValue

Parameter F
Test: P-value

1
2*
3
4
5
6
7*
8*
9*
10
11
12
13
14
15

0.0645
0.0125
0.5522
0.1613
0.0863
0.1809
0.0404
0.0332
0.0478
0.0801
0.0878
0.0996
0.1464
0.1476
0.2239

0.0671
0.0267
0.5074
0.1035
0.0363
0.0824
0.0054
0.0022
0.0023
0.0036
0.0021
0.0012
0.0014
0.0005
0.0007

0.0671
0.0267
0.5140
0.1195
0.0507
0.1077
0.0133
0.0077
0.0093
0.0141
0.0113
0.0092
0.0119
0.0072
0.0102

0.0645
0.0125
0.5522
0.1613
0.0863
0.1809
0.0404
0.0332
0.0478
0.0801
0.0878
0.0996
0.1464
0.1476
0.2239

Table 12. Granger Causality Test Applied to Observe the Relation between Sentiment on Reddit and the AMC Stock

Analyzing the results of the Granger causality test, it can be seen that the p-values are low.
Therefore, the null hypothesis (𝐻0 ) can be rejected. And it can be said that sentiment on Reddit
“Granger cause” the daily return of AMC at lag of 2,7,8, and 9 days.
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6.3.2 Does the Sentiment Found on Reddit Granger Cause the Daily Return of GME?
Like AMC, GME also two hypotheses. The hypotheses are as follows:
1. The null hypothesis (𝐻0 ): sentiment found on Reddit does not Granger cause the daily
return of GME.
2. The alternative hypothesis (𝐻𝐴 ): sentiment found on Reddit does Granger cause the daily
return of GME.

Like AMC, the Granger causality test was applied with a 15-day lag to determine which days the
sentiment on Reddit influenced, or “Granger caused”, the daily return of the GME stock.
Number of
Lags (Days)

SSR Based F
Test: P-value

SSR Based
Chi2 Test: Pvalue

Likelihood
Ratio Test: PValue

Parameter F
Test: P-value

1
2
3
4*
5*
6*
7*
8*
9
10*
11*
12*
13*
14
15*

0.1570
0.8233
0.0825
0.0106
0.0145
0.0165
0.0484
0.0365
0.0538
0.0433
0.0119
0.0102
0.0332
0.0620
0.0233

0.1450
0.8119
0.0535
0.0027
0.0028
0.0021
0.0073
0.0026
0.0030
0.0009
0.0000
0.0000
0.0000
0.0000
0.0000

0.1477
0.8114
0.0628
0.0054
0.0062
0.0056
0.0167
0.0088
0.0110
0.0056
0.0005
0.0102
0.0008
0.0012
0.001

0.1570
0.8233
0.0825
0.0106
0.0145
0.0165
0.0484
0.0365
0.0538
0.0433
0.0119
0.0102
0.0332
0.0620
0.0233

Table 13. Granger Causality Test Applied to Observe the Relation between Sentiment on Reddit and the GME Stock

Evaluating the results of the Granger causality test, it can be seen that the sentiment on Reddit
“Granger caused” the GME daily return. More so, it influenced the daily return of GME in more
lags than it did with AMC. Sentiment found on Reddit “Granger caused” the daily return of
GME at a lag of 4,5,6,7,8,10,11,12,13, and 15 days.
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The results of the Granger causality coincide with what was observed visually: the daily
sentiment polarity resembles GME’s daily return more than it resembles AMC’s daily return.

Figure 19. Plot of Reddit Sentiment Polarity, GME Daily Return, and AMC Daily Return

To sum up, sentiment found on Reddit did influence both AMC and GME rate of returns. It
influenced, however, GME’s rate of return more than it did influence AMC’s rate of return. It is
important to note that when the word “influence” is mentioned it does not necessarily represent a
causation relation. The study does not suggest that the sentiment found on Reddit caused the
spike in the daily return of GME and AMC. It, instead, acknowledges that there exists a
statistical relation between comments found on Reddit and the daily return of GME and AMC.
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Chapter 7 – Conclusion
In this thesis, we have explored the relation between comments made on Reddit’s wallstreetbets
and the stock market. We specifically analyzed the relation between wallstreetbets daily threads
and AMC, GME stocks. To achieve that, we created different sentiment classifiers and tested
them against comments that were scrapped from Reddit. We, also, tested the lexicon-based
sentiment classifier, VADER, against the Reddit comments. After comparing their accuracies,
the most accurate sentiment classifier was a SVM classifier trained on 80% of the Reddit dataset.
However, when preforming 10-fold cross validation we see a significant drop in the SVM
accuracy and a rise in the accuracy of the logistic regression classifier. And since k-fold cross
validation offers a better representation of the models’ accuracies, the logistic regression model
with an accuracy of 72.82% was chosen. The logistic regression sentiment classifier was, then,
applied to comments present in wallstreetbets daily thread spanning a period of 4 month, from
January 1, 2021, to April 30, 2021. To quantify the results of the sentiment classifier, Ranco et
al. (2015) polarity score equation was used to create a time series similar to the one seen in the
stock market. Afterwards, Granger causality, a statistical method used to measure the influence
of one time series on another, was applied on the polarity time series and the AMC, GMC rate of
return time series. The Granger test shows that sentiment in Reddit’s wallstreetbets appears to
“Granger cause” GME and AMC rate of return at different time lags. Moreover, it appears that
sentiment on Reddit had more of an impact on GME rate of return than it did with AMC.

7.1 Recommendations and Future Works
Capturing sentiment correctly is not an easy task. There are many different variables that may
affect the accuracy of the sentiment classifier. These variables can range from having a biased
dataset to having mislabeled data points. But in the case of this project, what mainly affected the
sentiment classifier was having a small and limited dataset. Therefore, in the future, we propose
using a larger dataset to train and test the sentiment classifier.
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Also, there were several ideas that, we believed, could boost the accuracy of the study, but due to
the time limitations of the project, we could not implement them. These ideas include:
•

Having more attributes to train the sentiment classifier

•

Classifying neutral comments

•

Using advanced statistical methods and models such as ARIMA

Having more attributes to train the sentiment classifier will yield a more accurate sentiment
classifier. These attributes can range from the volume of comments to the number of upvotes and
downvotes a comment has. Additionally, classifying neutral comments will boost the accuracy of
the sentiment classifier. The classifier, currently, does not classify neutral comments. Not being
able to classify neutral comments will affect the sentiment classifier accuracy, as not all
comments are going to be positive or negative, some will be neutral.
We, also, wanted to use more advanced statistical methods, such as autoregressive integrated
moving average (ARIMA), to measure the correlation between sentiment found on Reddit and
the stock market.
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