Making appropriate environmental policy decisions requires considering various sources of uncertainty. An air pollution example is formulated as a design optimization problem with probabilistic constraints, also referred to as reliability-based design optimization (RBDO). Environmental applications with a large number of constraints and significant model complexity present special challenges. In this paper an efficient active set strategy is integrated with a reliability contour surface approach to solve probabilistic problems with non-normal variable probability distributions. Discrete random parameters, which result in Bayesian probability, are also present and they are incorporated using delta function approximations. Joint constraint reliability that considers satisfying all regulatory constraints is also discussed. A demonstration example of setting the optimal vehicle speed limit while maintaining high reliability for CO and NOx standards of a residential area near two highway systems is included.
Introduction
Design for the environment aims to achieve design performance with minimal environmental, health, and safety impact over the product life cycle. Such design decisions are subject to large sources of uncertainty. Uncertainty in environmental vehicle design arises from life cycle emissions variables and from ambient parameters that dictate pollutant concentrations in the environment and are outside the influence of the designer. In Fig.1 we illustrate a specific situation of an airshed within which a population is subject to vehicle pollutants generated by two nearby roads. We assume that the airshed is subject to frequent violations of the National Ambient Air Quality Standards (NAAQS) for both Carbon Monoxide (CO) and Nitrogen Oxides (NOx) and that these two roads are the exclusive sources of the emissions. We further assume that we are interested in regulating CO and NOx from these roads such that the NAAQS concentrations for these pollutants are met with a known reliability (e.g., 90%). It is evident that the actual pollution concentrations in the airshed depend on numerous factors, such as the combustion and emissions control systems of the vehicles on the road, driver responses to posted speed limits, traffic density, location of roads and receptors, wind speed and direction, and atmospheric mixing conditions that depend on temperature and season. In this system, only the vehicle design, combustion conditions, and emissions control systems of individual vehicles are under the direct influence of product designers.
The policymaker, whose role is to simultaneously promote human health and economic development, must consider how the uncertainty arising from vehicle emissions comes together with the uncertainty from the ambient environment to impact individuals living in the airshed. The policymaker has numerous regulatory options to bring the airshed into compliance with the NAAQS, including fuel economy standards and incentives [1, 2] , pollutant emissions standards [3] , progressive taxation on polluting vehicles [4] , reducing traffic density using tolls [5, 6] , and modifying vehicle speed limits [7] . Regardless of the policy mechanism, the goal is to achieve stricter environmental targets with a given reliability while minimizing impact on the economy, consumer choice, safety, and transportation time.
The policy design problem described above can be considered within the class of Reliability-Based Design Optimization (RBDO) problems described in the literature [8, 9] , even though this problem has a number of features which distinguish it from problems previously investigated. Specifically, RBDO research to date has primarily focused on engineering design variables that are continuous, time-invariant, and with symmetric distributions. Extensions to problems with ecosystem variables requires consideration of random parameters that are non-gaussian [10] , skewed [11] , time and season dependent [12] , and sometimes discrete [13] . This paper considers these extensions in the context of Fig.1 . It also considers an issue that has received little attention in the literature: namely the joint reliability of constraint satisfaction. This issue is critical in environmental policymaking as the goal is not to independently establish a 90% reliability of complying with the CO standard and a 90% reliability for complying with the NOx standard, but rather to establish a 90% probability of not violating either standard. In other words, the number describes the probability that any constraint is violated. This issue increases in importance as the number of receptors and pollutants to be regulated increases, to the extent that this increases the likelihood of a higher number of active constraints at the optimum.
In contrast to RBDO approaches, previous research considering uncertainty in the impact of engineering design decisions on environmental quality has focused on the use of simulation techniques and/or sensitivity analysis (e.g., see [14] [15] [16] ). These techniques typically utilize models of remote sensing data from environmental parameter observations created by either Taylor series expansions or sampling techniques such as Monte Carlo Simulation (e.g., [17] [18] [19] [20] [21] [22] ). However, these models are not applicable to analytical formulations, such as RBDO, that would hold several advantages for the problem posed in Fig.1 . For instance, one can consider the airshed problem as a basic building block that could be extended to analyze an entire city. As additional roads, road segments [23] , and receptors are applied to the basic formulation, the use of sampling techniques to evaluate probabilistic constraints would require too many computations for practical application. Even if the computations could be completed in a reasonable amount of time, finding a means to integrate the sampling techniques into an optimization algorithm would pose significant challenge and greatly increase computation. A simulation-based approach would also be less amenable to post-optimality analysis of the solution produced.
Here we propose to investigate environmental quality problems from a policy perspective as RBDO formulations, by extending the method developed in [24] and [25] . With respect to modeling uncertain environmental parameters using analytical probability distributions, a significant amount of research has been performed. For instance, Dabberdt et al. [26] used probabilistic uncertainty to access the impact levels of a 3-hour H 2 SO 4 release accident on a neighborhood. Zhang et al. [11] calculated the skewness and kurtosis of on-road CO and HC emissions and concluded that these emissions can be modelled well as Γ-distributions. Despite these efforts, very little effort has been made so far to utilize these models within a policy design optimization framework. The closest research is that of Liu et al. [27] , which used a linear chance-constrained programming method to study the impact of regional air quality under uncertainty. Although this method considers both fuzzy and random variables/parameters in an optimization framework, linear chance-constrained formulation has only limited application to environmental problems, which tend to be highly nonlinear.
Eq.(1) is a generalized single-objective RBDO formulation that can be applied to the airshed problem with random design variables X, random parameters P, deterministic design variables x and deterministic parameters p. The objective f is a function of deterministic quantities, namely the mean values of all random quantities in the formulation and K is the constraint set.
Constraints with random variables are formulated so that the probability of constraint violation is less than or equal to an acceptable failure limit P f, j . Deterministic constraints (i.e., constraints that are not functions of any random quantities) are considered in the probabilistic form as a special case with the failure probabilities P f, j being zero. Equality constraints are not explicitly included in this formulation.
Applying existing RBDO solution methods to Eq.(1) is not possible due to the existence of discrete random parameters (e.g., atmospheric mixing conditions). In addition, existing solution methods for handling non-normal variables would slow the solution process, such that adding additional constraints (as required to model large urban areas) would not be practical (e.g., see [28] [29] [30] ). A further development required is the consideration of joint constraint violation probabilities. At the solution point to Eq.(1), the probability of violating any given constraint is determined by P f, j . Alternatively, a joint constraint reliability formulation is provided in Eq. (2) .This type of constraints are often referred to system reliability in the literature. Mathematically system reliability and joint reliability are the same, however, in practice system reliability related to the overall reliability of mixed parallel and series systems. Joint reliability on the other hand is a statistical term which used to represent general concept as in Eq.(2)
This paper solves the problem of Eq.(2) in a computationally efficient manner as would be needed to scale the problem to large urban systems. Section 2 discusses methods for handling non-normal random variables/parameters, discrete random probabilities, and joint constraint reliability within the active set strategy for design optimization detailed in [25] . The application of these methods to the problem at hand is described in Section 3 with results and discussion provided in Section 4.
Methodology 2.1 Optimization Algorithm
A sequential linear programming (SLP) algorithm with active set strategy is used as developed in [24, 25] . In this algorithm, constraint activities at each design iteration are identified. Only the probabilities of the set of active and potentially active constraints (the working set) is calculated with high accuracy. Approximations of failure probability with lower accuracy (and hence computational cost) are satisfactory for constraints that are not in the working set. A flowchart for the method is given in Figure 2 .
Feasibility of design µ µ µ k X considers all m constraints. Once all constraint activities are identified, the upper bound of the joint constraint reliability is calculated. This upper bound is used as the feasibility of the current design point and the information is sent back to the optimizer where the working set is updated. The optimizer generates a new design point and working set, until convergence.
Random and Discrete Parameter Uncertainty
During optimization, values of design variables change with each iteration while parameters remain fixed. Eq.(3) shows a constraint g of random design variables X and random design parameters P.
Since at a given design point the nominal values of X (i.e., µ µ µ X ) are fixed, one can treat a random design parameter as a ran- is created. Given the ability to treat parameters as "unchanging variables" in an optimization routine, random parameters P will be included within X in the rest of this paper for notational simplicity.
Consider the example of g(X) = X 1 +X 2 . Let X 1 have a standard normal distribution and let X 2 have the following discrete distribution:
The probability of constraint violation is calculated using total reliability theory as:
To represent X 2 in a continuous optimization algorithm, a scaled Gaussian distribution, which works as a delta function approximation, is used to approximate each function value in the probability mass function (PMF) plot.
The PMF of X 2 can then be approximated as a continuous PDF via Eq.(6) where φ is the normal PDF.
The accuracy of this approximation depends on the value of σ. The smaller σ is, the better approximation it becomes.
Non-Gaussian Uncertainty
The calculation of probabilistic constraints in Eq. (1) represents the majority of function evaluations during optimization. Several methods have been proposed to improve the efficiency and accuracy of calculating constraint probabilities [31] . Importantly, each of these methods has essentially focused on Gaussian distributed variables. The presence of non-Gaussian distributions makes calculating constraint Eq.(3) more challenging. Methods for dealing with non-gaussian distributed random quantities have been discussed in the literature [28, 30, 32] , but they are computationally expensive and not well-suited for large problems, such as the present air quality policy-setting problem.
Significant advantages in computing probabilities follow from the rotational symmetry of a Gaussian distribution. Due to this symmetry, no matter which direction a linear constraint is with respect to the current design point, the shortest distance from the design point to the constraint can be used to calculate the constraint probabilities. The first order reliability method (FORM) and the second order reliability method (SORM) use this characteristic of a normal distribution by first converting a
After this conversion, FORM states that a constraint probability can be approximated as Φ(−β) where β is the shortest distance from the origin to the constraint function in Y -space. The point that lies on the constraint boundary (also called the limit state function) having the shortest distance to the origin is called the most probable point (MPP), denoted as x M j . Each constraint has its own MPP and therefore the number of MPPs is the same as the number of limit state functions (constraints), m. SORM provides a more accurate estimation of constraint probabilities by considering the principal curvatures κ κ κ of a constraint.
For independent non-normal random variables, a transformation T is applied to X such that
Several such transformations are available in the literature [30] , the simplest form given by Eq. (10) requires that the cumulative distribution function (CDF) of the i th random variable X i at x i should be the same as the CDF of a standard normal variable at y i .
Due to the nonlinearity of the transformation, a linear constraint in the X-space will become nonlinear in the Y -space. Applying a first order Taylor series expansion to Eq.(10) around a point x e i , one can get the following result.
If the following assignments are made as the equivalent mean and equivalent standard deviation of X i , respectively,
) then the standard FORM and SORM techniques can be extended to non-normal variables [30, 32] .
The typical solution approach for non-normal random variables then involves finding MPPs and equivalent normal parameters. This process may have convergence difficulties and is computationally intensive since calculating the location of the MPP for a nonlinear function is by itself an optimization process. The conversion of constraints from X-space to Y -space via the nonlinear relationship of Eq. (10) is also computationally intensive.
To reduce the number of required calculations in Eq. (3), we start by applying an active set strategy which reduces the number of constraints that must be considered during any iteration of the optimization process. Following the approach detailed in [25] , a working set of constraints G k is established at each design iteration k which includes constraints that are active or likely active. For constraints inside the working set, we propose here a means to improve the efficiency of calculating Eq.(3) relative to the approach represented by Eqs. (11) and (12).
Before describing this alternative solution approach for nonnormal distributions, let us define a reliability contour surface Ψ = 0. For standard normal random variables Y, we define a reliability contour surface as a contour satisfying
for any linear constraint l. FORM states that the shortest distance from the origin to limit states l must be β = Φ −1 (P f ). Hence a contour with radius β around the origin is formed. When design variables are not normal, this common radius contour only exists in the standard Y -space. By mapping this common radius contour from Y -space to X-space, a reliability contour surface in the Xspace is created.
We propose to use this X-space reliability contour surface Ψ(µ µ µ X , x) = 0 to identify probabilistic constraint feasibility. A constraint g j is active if it has a common tangent with the reliability contour surface; it is inactive if µ µ µ X is feasible and does not intersect with Ψ = 0; it is infeasible if µ µ µ X is infeasible or µ µ µ X is feasible but it has more than one intersection with Ψ = 0. In the following, we will first describe how the Ψ = 0 contour can be found directly in the X-space. Then we will describe how to use this reliability contour surface within an active set strategy.
In the Y -space, the reliability contour surface is a β radius contour around the origin as Eq. (14) .
Eq. (10) shows the relationship between Y i and a non-normal variable X i . Combining Eq. (10) and (14) we obtain the reliability contour surface in the X-space, Eq. (15) .
Obtaining Eq. (15) only requires that all CDFs are analytical, which was also necessary using the method of finding equivalent normal distributions. However, the reliability contour method has an advantage since the calculation need be performed only one time, as a pre-processing step, rather than at each design iteration.
As an example consider a constraint Pr[g(X 1 , X 2 ) > 0] ≤ P f where both design variables have Weibull distributions, their PDF being
where η = 1, α = 1.5. This two dimensional Weibull reliability contour can be written as Eq. (16). Figure 4 shows this Weibull reliability contour with P f = 1%. The accuracy of using the reliability contour surface approach is the same as using FORM. At every design point, the limit state function is transferred from the X-space to the U-space. In FORM, if the U-space limit state function, g U j , is tangent to the β-sphere, the tangent point is the MPP and the probability is equivalent to the probability of its linearization at the MPP point. The transformation in Eq. (10) ensures that when the MPP in U-space is mapped back to the X-space it will still be the tangent point between the reliability contour surface and the X-space limit state, g j . Let the linearization of the limit state at the MPP in X-space beĝ j and in the U-space beĝ U j . The probability of violating the constraint in X-space is approximated as the probability of violatingĝ j which translates toĝ U j in U-space. Hence, using the reliability contour surface method, we can obtain the same accuracy as FORM. In the optimization routine, the number of required computations is reduced significantly because the reliability contour method is integrated with an active set strategy, such that only constraints in the working set are considered. The point that lies on the reliability contour with the minimal distance to a constraint is called an MPP estimate. The MPP estimate will be the actual MPP for an active constraint, and will be an estimate of the actual MPP for an inactive constraint. Although the MPP estimate and the actual MPP can be significantly different for an inactive constraint, the constraint value at the MPP estimate will always provide correct feasibility information (i.e., "yes" or "no") for the probabilistic constraint it considers.
The relationship between actual MPP values and MPP estimates is illustrated in Figure 5 with two constraints g 1 and g 2 . Constraint g 1 is active at the current design point µ µ µ X while g 2 is inactive. Actual MPPs, denoted as x MPP j , are shown as triangles; The location of the MPP estimate on the reliability contour is found by matching the normal vectors (Eq.(17a)) and values (Eq.(17b)) of the reliability contour and constraint boundary.
To reduce the computational burden in solving Eq.(17a) and (17b), we propose the following. For inactive constraints, the exact locations of MPP estimates are not critical as long as they provide the correct feasibility information. Therefore a "safe zone" of feasibility is created that is computationally less intensive than finding the MPP estimate directly on the reliability contour. This safe zone is created with a common radius emanating from the design point that is constant in all directions and equal to the maximum distance from the design point to the reliability contour (radius = ρ in Fig.5 ). If the constraint is found to intersect the safe zone reliability contour, then the constraint is included in the active set and the MPP estimate for that constraint is calculated on the actual reliability contour to determine feasibility of the constraint. The radius of safe zone reliability contour is obtained by solving Eq. (18), with the point x t serving as the maximal radius point.
s.t. Ψ(µ µ µ k X , x) = 0 The safe zone reliability contour is centered at the current design point and shown in Figure 5 .
For highly skewed distributions, the actual reliability contour surface will be very asymmetric and therefore using a constant radius safe zone will be conservative. This conservative estimate may result in additional constraints in the active set, but the net computational burden will still be significantly lower given that considerable gains are made by avoiding unnecessary MPP calculations on the actual reliability surface. Overall, the method has significant speed advantages with equivalent accuracy to existing methods.
The solution approach of using a reliability contour surface and its safe zone reliability contour can be summarized as follows:
Step.1 At the current point µ µ µ k X , find the gradient of each constraint;
Step.2 Form the reliability contour given all random quantities;
Step.3 Find the safe zone reliability contour radius using Eq.(18);
Step.4 For each constraint, use the constraint gradient to find the MPP estimate on the safe zone reliability contour;
Step.5 For inactive constraints, the safe zone reliability contour is used for calculating MPP estimates;
Step.6 For active constraints, the actual reliability contour surface is used to locate the MPP estimates; Step.7 Constraint feasibilities are determined via comparison to their values at the MPP estimates.
Consider constraint g j . The first two steps require calculating ∇g j and Ψ(µ µ µ k X , x) = 0 at µ µ µ k X . In Step 3 ρ is calculated via Eq.(18) and the safe zone reliability contour is formed as Eq. (19) .
The MPP estimate x MPP j is calculated as Eq. (20) in Step 4.
In
Step 5 if g j (x MPP j ) < 0, g j is inactive. Otherwise it is active and the actual x MPP j needs to be calculated in Step 6 via Eq.(17a-17b). If g j (x MPP j ) ≤ 0, the current design point µ µ µ k X is feasible to Eq.(1). Otherwise it is infeasible and the feasibility results are sent back to the optimizer.
Joint Constraint Reliability
Constraints in standard RBDO formulations are written such that the probability of violating each constraint does not exceed an acceptable limit.
In an hypothetical RBDO formulation with 100 independent constraints (whose constraint sets are mutually exclusive) and a reliability target of 99% in Eq. (21), the expected number of constraint violations out of the 100 constraints is actually one. Even though so many constraints are unlikely to be independent, the example demonstrates the need for considering joint reliability.
In the airshed problem it is most relevant to consider the probability of ANY constraint being violated, whether that constraint corresponds to a receptor point being considered in Fig.1 or whether multiple pollutants are considered such as CO and NOx. If we consider the probability that any constraint is violated, then we must consider a union of events. Let F j be the infeasible (failure) domain of constraint g j . The problem is then written as Eq. (22):
Calculating the constraint feasibility in Eq. (22) is challenging.
In the simplest case with only linear constraints and normally distributed random variables, the probability of union of failure events results in a multivariate normal integral as in Eq.(23) [32] .
Calculating the exact solutions of Eq. (23) is impractical in most cases. Ditlevsen proposed using an upper and lower bound of Eq.(23) to approximate its true value [33] . He calculates the general upper and lower bounds as
The union of multiple failure domains becomes increasingly difficult to calculate with an increasing number of constraints. One advantage of using the upper and lower bounds is that they are calculated from unions of any two failure domains. Once the relationship between two failure surfaces is known, Eq. (24) and (25) are much easier to calculate. We use a conservative approach by stating that as long as the upper bound in Eq. (24) is less than or equal to an acceptable failure probability P f , then the overall system has feasible reliability (i.e., it is probabilistically feasible for the joint constraint case). To incorporate this approach within the active set strategy, the upper bound of the joint constraint reliability Eq. (24) is calculated only for constraints in the working set G k . For constraints that do not have the potential to be violated, it is assumed that their contribution to joint reliability is negligible. The overall process of considering joint constraint reliability in the active set strategy is as follows:
1. Obtain the working set G k at the kth iteration from the optimizer; 2. Calculate individual constraint violations for j / ∈ G k ; 3. Calculate the upper bound of joint constraint reliability for j ∈ G k ; 4. Return all constraint results to the optimizer.
Example with non-normal random variables and
joint constraint reliability The importance of considering the joint constraint reliability depends on how much the failure domains of active constraints overlap with each other. For problems with a large portion of overlapping failure domains, considering joint reliability might not make a significant difference. However, for problems without overlapping failure domains of active constraints, joint reliability can change the results quite significantly. Figure 6 shows a problem with two variables and two linear constraints, Eq. (26), where the random variables X 1 and X 2 have both Weibull distributions with shape and scale parameters being 1.
If the probability of failure for each constraint is set at 10%, as in Eq. (26), the optimum is computed to be Eq. (26) is [4.697, 4.697] . In this case, the probability of violating both constraints is negligible, i.e., Pr[g 1 > 0∩g 2 > 0] = 0. The probability of violating either constraint becomes
(27) and it is actually 20%, making the joint constraint reliability at this design point only 80%. Considering the joint constraint reliability, the problem is reformulated as Eq. (28).
The optimum is now [4.004, 4 .004] with a joint reliability being 90%. The failure probability of each constraint in this case is 5%. Figure 6 shows the reliability contours for the two problems. The probability of being in the joint failure domain of both 
optimum without joint reliability optimum considering joint reliability Figure 6 . Example of non-normal random variables considering joint constraint reliability constraints is small. Therefore, to achieve a high joint reliability the reliability contour becomes larger and the design becomes more conservative.
Air Pollution Case Study Model Development
In this case study, we are interested in reducing tailpipe emissions from vehicles on the highways to bring the area into compliance with the NAAQS by reducing speed limits. Vehicle operational speed has significant impact on tailpipe emissions [34] and fuel consumption [35] . These relationships are highly nonlinear and subject to inter-vehicle variability as well as operational uncertainties. Setting an appropriate speed limit is inherently a trade-off between driver safety, time savings, vehicle emissions, and fuel economy [36] . In what follows, we first describe the objective function and constraints and then apply the methods developed above. We validate the optimum using Monte Carlo simulation.
Objective Function
Several studies have focused on the effects of regulatory speed limits on safety and other economic metrics (e.g., see [37] ). Eq. (29) describes an objective that considers safety and time savings as a function of speed limit [38] .
where
Here D(v) is a measure of safety in terms of property damage (in thousand dollars) per 100 million vehicle-miles and is defined as the probability of being involved in a crash multiplied by the severity of each crash at different speeds. Solomon [7, 39] found that the probability of being involved in a crash per vehicle-mile as a function of on-road vehicle speeds follows a U-shaped curve. Speed values around the median speed have the lowest probability of being in a crash. Crash severity is measured by speed differences before and after the crash [40] . Assuming the final speed after the crash is zero, this crash severity measure is proportional to the speed before the crash. Fitting the data from [7] , we obtain the safety measure given in Eq. (30) as the overall price society is willing to pay for each accident.
The measure c(v) reflects the value of time savings associated with increased vehicle velocity. Assuming the average wage is w (dollars per hour), c(v) is used as the cost of an hour spent travelling without working. The overall travelling time for a trip of length s (in kilometers) is
where v(km/hr) is the speed of an on-road vehicle. The overall cost (dollars) for trip s is then
Combining the societal costs of property damage (medical and social welfare) and cost of time spent on travelling, the objective function represents an economic measure of the pros and cons of driving at a specific speed.
Constraint Functions
The constraints are that the overall emissions of carbon monoxide (CO) and nitrogen oxides (NOx) from on-road vehicle tailpipe emissions cannot lead to a local violation of the values set by the National Ambient Air Quality Standards (NAAQS). Here we will consider only the one-hour standard. The current NAAQS states that the one-hour concentration of CO cannot exceed 40 mg/m 3 and the annual average concentration of NOx cannot exceed 100 µg per cubic meter. The NAAQS does not state one-hour limit of NOx, and therefore in this example the one-hour ambient air quality standard for NOx (470 µg/m 3 ) in California is implemented. For the building block problem of Fig.1 , we use the infinite line source dispersion model Eq.(33) as described by [13] while recognizing that this simplistic infinite line source can be readily replaced with more complex modelling approaches such as found in CALINE4 [23] .
In Eq.(33) the index i represents highway systems, j represents different pollutants, q is the emission rate, which is the product of emission factor (EF) of the vehicles and the vehicle traffic 
We assume that the vehicles on both highway systems are midsize gasoline-powered passenger vehicles that are identical to each. The Advanced Vehicle Simulator (ADVISOR) [41] is used to obtain emission factors for the vehicle at different speeds. In the highway driving cycle cruise speed is set at the maximum speed limit, and so a relationship between speed and emissions factors for CO and NOx is found as in Eq. (35) and (36) with the sum of the squares of the deviations (R 2 ) being 0.9943 and 0.8935 respectively.
Although emission rates may differ between vehicles due to operational variation and maintenance, these uncertainties were not considered in this example. Highway traffic is modelled as constant flow per second with each highway having four lanes in each direction. The constant-flow traffic is shown Fig.7 and modeled as Eq. (37) .
Quantification of Uncertainties
Uncertainty in Eq.(33) comes from four sources : wind speed and direction, dispersion coefficient and driver speed responses to posted speed limits.
Wind Speed and Direction
The probability density functions of wind speed and wind directions are modelled based on McWilliams et al. [10, 42] . Unlike the method of Ramirez which uses a two-parameter Weibull distribution [43] , McWilliams et al. decompose wind speed into two components: one along the prevailing wind direction and one perpendicular to it. We assign the actual wind speed as U h , the prevailing wind direction as ψ, the wind speed along the prevailing wind direction as U y , and the speed perpendicular to the prevailing wind direction as U x . Figure 8 illustrates the relationship between the wind components. McWilliams et al. [10] used Figure 8 . Ambient Wind Direction the model with the wind speed distributions U y and U x being normally distributed as Eq. (38) .
According to McWilliams [42] , the distributions for the observed wind speed U h and wind direction θ can then be calculated since U h = U 2 x +U 2 y and θ = tan(U y /U x ). Eq. (39) is the resulting PDF for U h and θ, where I 0 is the modified Bessel function of the first kind.
Using the method described in [42] , the data obtained from the National Climatic Data Center (NCDC) [12] indicates that the prevailing wind direction during the summer in Detroit, Michigan, during rush hour (5pm to 6pm) is at 215 degrees with µ = −0.825 and σ = 3.177 in Eq. (39) . Rush hour is selected as it is expected for the situation in Fig.1 that this is the time period when the constraints are most likely to be violated. Figures 9a  and 9b indicate acceptable agreements between data histograms and the PDF predictions using Eq. (39) .
Dispersion Coefficient
In a Gaussian dispersion model, the dispersion coefficients σ z for both roads are a function of the distance from the site to the line source L. The dispersion coefficient σ z is typically represented by three parameters c, d, f [44] .
Values of c, d, f depend on an ambient atmospheric condition called 'stability class'. Stability class describes the effective vertical mixing of a parcel of air existing in the airshed and is commonly determined as shown in Table 1 . Table 2 shows the values of c, d, f for different stability classes [13] . Solar insolation from NCDC data is quantified as cloudiness or sky cover, which is 
Given distributions of solar insolation and wind speed, distributions of c, d, f can be obtained from Table 1 and they are discrete. The existence of discrete variables in the Gaussian dispersion model means that a probabilistic constraint will be formulated as Bayesian conditional probability such that continuous distributions are used to approximate the distributions of c, d, f as discussed in Section 2.2. The dispersion coefficient σ z is calculated as shown in Eq. (41) . blending functions rather than discrete. Turner's model [45] as shown in Table 2 is used in the context of this paper due to the absence of such a blending function. In addition, Turner defined Table 1 based on the cloudiness in summer or based on the angle of the sun above the horizon. The example is focused on summer days, therefore the need to calculate the sun angle is suppressed. Vehicle Speed A Federal Highway Administration report [46] indicates that for highways with speed limit 55 MPH, an average speed of 56.9 MPH and 85th percentile speed 64.0 are observed. Based on this study, we assume that vehicle speed is normally distributed with mean equaling to the speed limit and a standard deviation σ V = 7 MPH.
Results and Discussion
Solving the problem deterministically, the results show that none of the air quality constraints are active and the optimum is v * = 70.26 MPH (31.41 m/s). At this speed limit, pollution concentration during rush hour at the receptor location of Fig.1 are 0.9 mg/m 3 for CO and 200 µg/m 3 for NOx. Interestingly, however, after random design variables/parameters are considered, this deterministic optimum is more than 99% reliable with respect to the CO standard but only 80% reliable with respect to the NOx standard. Without changing the speed limit, the NOx standard would need to be set at 1410µg per cubic meter to satisfy a 90% reliability level. The example demonstrates that when significant variability in system parameters exists, constraint violations can occur even when constraints are not active deterministically. Therefore, without incorporating uncertainty into design optimization, the compliance of NAAQS using deterministic optimization is not sufficiently reliable.
Letting the desired compliance reliability be 90% without considering joint reliability, results in an optimum speed limit reduced to 54.56 MPH (24.34 m/s). The overall societal cost increases from $597, 910 to $792, 040, an approximately 32.47% increase. The example demonstrates that extensions of the active set reliability contour approach to probabilistic problems can be made to realistic policy optimizations without a large concern regarding computational burden.
By considering joint constraint reliability at 90%, the optimal speed limit is further reduced to 53.79 MPH (24.05 m/s). Table 3 compares the results with and without considering joint constraint reliability. The previous probabilistic optimum using Eq.(1) has reliability to comply to current NAAQS of NOx and CO as 89.70% and 99.23% respectively. The actual joint reliability at this speed limit is 89.10%. The probabilistic optimum considering joint constraint reliability in the optimization formulation (Eq.(2)) has the desired joint reliability (90.02%).
The change of reliability contour surfaces with and without considering joint reliability constraint is shown in Fig.10 with results from Table 4 . Figure 10 illustrates the design space with respect to vehicle speed and wind speed. The constraint boundaries with different NOx regulations (470 and 1410 µg/m 3 ) and a single CO regulation (40 mg/m 3 ) are plotted. From the figure, it is seen that with the original regulation, the reliability contour surface must move to 53.79MPH (24.04 m/s). The NOx constraint (470 µg/m 3 ) dominates the CO constraint, and therefore the differences with and without considering joint constraint reliability in Table 3 is relatively small. To demonstrate more clearly the difference a joint reliability calculation can make, we assume that the one-hour NOx constraint was actually set at 1470 µg/m 3 . Results in Table 4 show that in this case, without considering joint reliability, there is a 88.2 % reliability of violating any constraints. The enlarged reliability contour indicates the 1.9 % joint reliability difference from Table 4 . In this case, the joint reliability needs to be considered because points that do not violate NOx might violate CO.
The complexity of the CDFs and PDFs of the uncertainties makes sampling methods impractical. 
Obtaining the inverse of CDF is computationally intensive and a large number of random samples need to be generated to maintain high accuracy. Our experience in this example shows that the computational requirement for generating random samples prohibit many sampling techniques from being plausible. Overall, the method is straightforward. One issue to consider is that calculating the maximum radius in Eq.(18) appears to be dependent on the algorithm used. For a gradient-based algorithm, a good starting point must be selected such that the problem can converge while satisfying the equality constraint. On the other hand, non-gradient algorithms have difficulties satisfying the equality. Here we suggest that a combination of both algorithms be used. A non-gradient based algorithm is first applied and the optimum is selected as the starting point for the gradient based algorithm. Although it is a process requiring significant effort, Eq.(18) needs only to be executed once for the entire problem. This modest amount of pre-processing opens the door to rapid calculation of design optima for large scale problems with non-normal variables/parameters and joint reliability.
In addition, to implement the proposed method for discrete random variables, the converted continuous distributions might have some impacts numerically in practice. The selection of the standard deviation for each Gaussian distribution in Eq.(6) will affect the approximation accuracy directly. Appropriate standard deviation values need to be determined by conducting sensitivity analysis. The highly asymmetric approximated distribution will increase the computation complexity to find the reliability contour and safe zone.
The results of this case study depend highly on the assumptions made in the model, but they should motivate future stud- Joint constraint reliability † 88.2% 90.1% †: using Monte Carlo Simulation with 1 million samples ies using more complex constitutive models. In this case study, we assumed that highway traffic is modeled as the constant flow shown in Fig.7 and both highway systems have identical traffic characteristics; vehicles on the highways are identical and they are modeled via ADVISOR as compact vehicles ; driving cycles of highway vehicles follow the ADVISOR highway driving cycle with the speed limited to the allowable maximum speed; solar insolation is independent with wind speed; distributions of observed vehicle speeds follow a normal distribution with the standard deviation being constant; weather data from NCDC can represent 5-6pm, the peak hours, in summer adequately; highway vehicles are the exclusive source of pollution acting on the area; all other uncertainties are assumed negligible.
