In this work we propose R-GPM, a parallel computing framework for graph pattern mining (GPM) through a user-defined subgraph relation. More specifically, we enable the computation of statistics of patterns through their subgraph classes, generalizing traditional GPM methods. R-GPM provides efficient estimators for these statistics by employing a MCMC sampling algorithm combined with several optimizations. We provide both theoretical guarantees and empirical evaluations of our estimators in application scenarios such as stochastic optimization of deep high-order graph neural network models and pattern (motif) counting. We also propose and evaluate optimizations that enable improvements of our estimators accuracy, while reducing their computational costs in up to 3-orders-of-magnitude. Finally, we show that R-GPM is scalable, providing near-linear speedups.
I. INTRODUCTION
Graph pattern mining (GPM) consists of finding relevant patterns in labeled graphs (networks 1 ). A pattern is a template of subgraphs, say, two females and two males in a social network connected as a fully connected 4-node subgraph. On the other hand, the relevance of a pattern is given by the properties of its occurrences in the graph. For example, in frequent subgraph mining, a subgraph template is considered relevant if it occurs frequently in the network, i.e., the relevance criterion is based on the popularity of the graph patterns [1] , [2] .
Despite the huge interest in GPM applications, ranging from biological to social analysis [3] , [4] , [5] , [6] , existing methods are usually restricted to specific tasks. Moreover, design an efficient algorithm for a given GPM task is usually hard, since even reasonably-sized real-world networks (> 10k nodes) tend to have a massive number of k-node subgraphs (k ≥ 4), which may leave the mining process impracticable.
This work generalizes GPM tasks through user-defined local subgraph relations, and introduces an efficient sampling algorithm to estimate user-defined subgraph statistics over the subgraph classes that arise due to these relationship definitions. Let S (k) be the set of all k-node induced subgraphs of G. A subgraph relation R splits S (k) into partitions or subgraph classes, where a pair of subgraphs S, S ∈ S (k) belong to the same subgraph class iff they have relationship R. Our task 1 Throughout this work we will use the terms graph and network interchangeably.
is to compute the relevance of a pattern as a function of its subgraph classes in G.
For the practitioner's point of view, relations provide strong advantages over traditional methods: (a) a novel pattern analysis task is defined by simply setting a new subgraph relation; (b) relations are flexible and several subgraph relations may be developed by a user. For instance, a relation may consider the spatial location of the subgraphs, the attributes of their nodes and edges, or even complex networks metrics (e.g., centrality, clustering coefficient, etc); (c) subgraph relations organize S (k) into partitions, which may be used to understand and interpret the relevant patterns reported by the algorithm. Finally, (d) they generalize the existing GPM solutions since each subgraph can be considered as a class itself, i.e., SRS is true iff S = S .
To the best of our knowledge, there is no efficient algorithms able to compute statistics of patterns based on userdefined subgraph relations. A naïve method would have to (1) enumerate the subgraph set S (k) and, (2) doubly-iterate over S (k) testing SRS for all pairs of S, S ∈ S (k) , which is computationally intractable even in moderate-sized graphs. Contributions: This paper introduces a generalized GPM task and an efficient and parallel sampling framework, R-GPM, to estimate relevance criteria for a large family of user-defined relations and summarization functions. Our method computes statistics of the subgraph classes by integrating a computationally bounded exact computation algorithm with an unbiased estimator based on random walks, through a novel use of the renewal-reward theorem of Markov chains. More specifically, R-GPM is able to take advantage of a incomplete subgraph class' computation to improve the estimator accuracy in two complementary ways: (a) by only estimating the residual that has not been computed exactly, and (b) by parallelizing and reducing the variance associated with random walk sampling using the subgraphs of the exact computation as a stopping set for the random walk.
In our experiments we use R-GPM in tasks ranging from a Robbins-Monro [7] stochastic optimization method to train deep neural networks for subgraph evolution prediction, to a generalization of k-clique percolation using any k-connected subgraph [8] .
Reproducibility: Our open-sourced code and the data we used are at http://github.com/dccspeed/rgpm. More details are described in the extended version of this paper [9] .
II. PRELIMINARIES
GPM problems take an attributed undirected graph G = (V, E, Φ), where V (also denoted as V (G)) is defined as the set of vertices, E is the set of edges (E(G)) and
Let S be an connected and induced subgraph (CIS) in G. S is induced if it has a set of nodes V (S) ⊂ V (G) and a set of edges E(S) containing all edges in E(G) that have both endpoints in V (S). In addition, S is connected when there is a path between any pair of nodes in V (S) formed by the edges in E(S). The subgraphs used in this work are all CISes.
Roughly speaking, a pattern is a graph template. We define a pattern (or canonical representation) of a subgraph S, ρ(S), as the canonical labelling code [10] of said graph. Therefore, if two subgraphs S and S are isomorphic, then, ρ(S) = ρ(S ). Note that our approach is not tied to this labelling and other representation form can be used (e.g. [11] , [12] ). Problem statement: Given a user-defined relation R, computing the pattern relevance score demands the instantiation of three functions: (i) g, the subgraph function; (ii) α, the class weight function; and (iii) F , the pattern statistic function. g is an arbitrary user-defined function (|g(·)| < ∞) and, intuitively, it quantifies the contribution of a subgraph to its pattern's score. As we will see, g is the basis of both α and F functions.
The first part of our problem is to compute the class weight function, α(·), for the class of given subgraph S, iterating over all CISes in S (k) as follow:
where 1 {S RS} = 1 iff subgraphs S , S ∈ S (k) have relationship R, otherwise 1 {S RS} = 0. Finally, the last part of our problem is to compute the relevance score of a pattern P in a graph G. This is given by the pattern statistic function, F , which is formuled as:
where ρ(S) is a function that gives the pattern of subgraph S, C R,S is the set of subgraphs related to S or, formally,
|CR,S | . Trivially, if g(S) = 1 CR,S F returns the proportion of classes that a pattern P has in G, while the standard motifs counting problem arises for g(·) = 1 and 1 {S RS} = 1 iff S = S.
Note that, computing both α and F are computationally costly since they require a sum over all CISes in S (k) . Our framework overcomes this issue by estimating α and F through MCMC sampling (as shown in Section III). Equivalence-isomorphic relation R. Despite the variety of possible relations R, this study focuses on a special group, which we denote equivalence-isomorphic relations.
Definition 1 (Equivalence-isomorphic relation). We define an equivalence-isomorphic relation R as satisfying the following properties: (1) 
Equivalence-isomorphic relations have the advantage of producing homogeneous classes w.r.t. patterns, where a class can be directly assign to its pattern. We study two instances of these relations in our experiments: (1) pattern percolation and (2) shared hubs (defined in Section IV).
III. RELATION-BASED GRAPH PATTERN MINING
This section presents our framework R-GPM to compute and estimate α and F for all subgraphs and patterns in the input graph G. The central idea of R-GPM is to reduce the number of relation tests (SRS ) by employing sampling methods on a high-order network (HON) of G.
The HON used in our framework, also denoted by G (k) , has its nodes composed by k-node CISes in G, where two CISes have an edge if they share k−1 nodes (Def. 2). R-GPM builds G (k) on the fly for subgraph sampling using MCMC output sampling [13] , [14] , [15] . This MCMC process is performed through a random walk (RW) over G (k) , keeping in memory only a single k-HON neighborhood at a time (Def. 3).
) is a network where S (k) composes the set of nodes and E (k) represents the set of edges in G (k) . More specifically,
However, existing CIS sampling methods cannot estimate both F and α (eqs. (1) and (2)) since the asymptotic convergence of the estimate F requires an exact computation of α. Moreover, for some subgraph classes, an exact computation of α may be faster than MCMC output sampling. R-GPM combines an output sampling technique with an exact computation algorithm achieving benefits from both. Framework overview. Our parallel computing framework R-GPM has two computation layers, denoted upper and lower. The upper layer is responsible for estimating F , while the lower one estimates α. As shown in Figure 1 , R-GPM receives a input graph and builds on-demand (i.e., when requested by a layer) the HON G (k) . The upper layer peforms a RW on G (k) to sample subgraphs whose classes (and their α's) will be computed. 1) and (2)) in parallel, following a producer-consumer model.
Let S be a subgraph sampled in the upper layer. Then, S is sent to the lower layer, which produces a finite-sample unbiased estimate of α(R, S) (eq. (1)) from q independent random walks processes on G (k) (depicted in Fig. 1 by the dotted lined block). The estimated value of α is returned to the upper layer in order to compute F (eq. (2)), with a consistent estimator. At the end, the subgraphs sampled by R-GPM and the all estimates of α and F are given to the user.
R-GPM parallelizes the tasks from the two computation layers following a producer-consumer model. This model fits naturally in our mining process since the producer and consumer roles can be mapped directly to the upper and lower layers, respectively. In addition, as the RWs procedures in the lower layer are independent, they are also computed simultaneously by R-GPM. Details about the algorithms and proofs of theorems are available in the extended paper [9] .
A. Computing α (lower layer)
In the lower layer, R-GPM receives a subgraph and it runs an exact computation of α, limited to a computational budget B w.r.t. the number of subgraphs that our framework can generate. Once budget B is exhausted, R-GPM switches to a sampling procedure for estimating α. One of our main contributions is an unbiased estimator of α that reuses the output of the exact computation algorithm in order to improve our estimator in terms of both accuracy and efficiency.
1) Iteration-bounded exact computation: Given a subgraph S, the iteration-bounded exact method is responsible for computing α of S's class (C R,S ). More specifically, our exact method traverses G (k) through a breadth first-search (BFS) algorithm starting from S and it visits up to B CISes. Each subgraph S reached during this process is evaluated in order to check if S and S are related or not, according to a user-defined relation R. The algorithm returns in two cases: (1) if the budget for traversing G (k) is finished and C R,S is incomplete or (2) when C R,S was completely generated.
2) Estimating α via sampling: We propose to estimate α(R, S) by performing random walk tours (RWTs) on G (k) . A RWT on G is a special type of random walk that considers the first-return time of the RW Markov chain (i.e., the first time the RW returns to the starting node) to estimate network statistics from sampled nodes [16] , [17] . R-GPM speeds-up the RWTs by allowing them to start and finish their tours in a set of subgraphs I S (also knwon as supernode). In our case, the supernode can be seen as a virtual high-order node of G (k) with a massive number of edges and it is built with the subgraphs retrieved by the iteration-bounded exact computation of α, specifically the ones in the class C R,S . To the best of our knowledge, this is the first work that applies RWTs on high-order networks which is particularly challenge due to the large number of nodes in G (k) (k-node subgraphs). Theorem 1 gives an unbiased estimator of α using RWTs. 
is an unbiased estimator of α(R, S).
B. Estimating F (upper layer)
The ordinary RW on G (k) can be seen as sampling of subgraph classes, where the class C R,S is sampled whenever S is visited by the MCMC process, for any relation R of interest. Thus, we may estimate F (eq. (2)) using a simple RW on G (k) , with asymptotic bias given by the number of CISes in the classes. Fortunately, such bias may be removed using the Horvitz-Thompson estimator [18] . Theorem 2 gives a consistent estimator of F of eq. (2). 
whereα 1 estimates α(R, S), andα 2 estimates S ∈CR,S |N (k) (S )| (the steady state probability a CIS in C R,S is sampled by the upper layer random walk), q ∝ t is the number of tours used in the estimates ofα 1 andα 2 . and λ = S∈Mtα 1 (q,R,S) α2(q,R,S) . Then,F is consistent (asymptotically unbiased), that is, 
IV. EXPERIMENTAL EVALUATION
In this section we evaluate the proposed method with realworld networks in two different tasks. First, we showcase two applications of our approach. Second, we empirically validate the accuracy of our estimator. More details and results are in the extended version of this paper [9] . Datasets. We used the following datasets in our evaluation. The Yeast protein-protein interaction dataset [19] has 2224 nodes, 6609 edges and 13 labels. The DBLP datasets [20] contains 22412 nodes (authors) composing 3 networks, with up to 127851 edges. The Microsoft scientific research (MSR) network [21] has 26855 nodes (authors) and 101320 edges. Note that, although the input graphs have a relatively small number of nodes (up to 27k), their HONs are huge with up to 66M of nodes (subgraphs). Subgraph relations. Our experiments consider two subgraph relations. The first subgraph relation, PERC (Definition 4), generalizes the k-clique percolation method [8] . Here, a subgraph class arises from percolating a specific subgraph pattern over the graph. Note that our definition uses a general pattern P , i.e., it is not restricted to cliques. However, sparse patterns should be avoided, specially in non-labeled graphs, since they may percolate across the whole network, losing meaning.
The second relation is shared d-hubs (SH d ) (Definition 5), where related subgraphs must also share the nodes whose degrees are larger than a specified threshold d. In fact, SH d is particularly interesting when applied on scale-free networks since it may be used to reduce the bias induced by high-degree nodes in GPM methods. 
A. Application: motif class counting
Motif class counting (MCC) is a generalization of the standard motif counting (SMC) problem [22] , where the frequency of a pattern P is given by the number of subgraph classes a pattern P has in the input graph G rather than the total number of matchings of p in G. The rationale behind MCC is that subgraphs belonging to a same class are equivalent and, then, they should not be counted twice. The SMC problem can be easily mapped to MCC by setting 1 {SRS } = 1 iff S = S and g(·) = 1.
We apply MCC with PERC relation on the Yeast graph, where the relevance score of a pattern is measured by the proportion of classes it has in G, obtained from F (eq. (2)) with g(S) = 1 CR,S in eq. (1). We consider only 4-node subgraphs which are quasi-cliques [23] with density greater than 0.5, i.e., each node is connected to at least other 2 nodes in the subgraph.
To show that the frequent patterns in MCC are different from SMC, we compare the topology of the top frequent motifs obtained by the exact method and MCC in the Yeast graph. Table I shows topologies -colors represent protein functions -and relative frequencies (F ) of the top 3 motifs listed by the two approaches evaluated. Note that the patterns found by MCC are structurally different, having a greater diversity of protein functions (node attributes). 
B. Application: Subgraph Prediction
We now focus on the flexibility of our generalization of GPM by using it to train a deep neural network model that predicts subgraph dynamics on temporal graphs. For this task, we use the Subgraph Pattern Neural Network (SPNN) model of Meng et al. [6] . Consider a temporal graph (G n ) 3 n=1 . Meng et al. predicts how CISes (connected induced subgraphs) on G 1 will evolve in G 2 . More precisely, the goal of the model is to minimize the negative log-likelihood loss
log Pr(y(S)|S, W), (5) where W are the neural network parameters, S (k) 1 are the k-node CISes of G 1 and y(S) is a class label indicating which subgraph S has evolved into on G 2 . For instance, for k = 3, S is a triangle or a vee on G 1 and y(S) ∈ {0, 1} indicates whether S becomes disconnected or not on G 2 . Once W learned by minimizing eq. (5), the model is applied to subgraphs on G 2 , predicting their evolution (labels) on G 3 . To scalably optimize eq. (5), we need to to train the model with stochastic gradient descent, which samples CISes on G 1 .
Considering that the degree distribution of real networks often follows a power law, we soon realize that the high-degree hubs on G 1 induce a large number of CISes, which will have a disproportional influence over the objective function in eq. (5). Using R-GPM, we may reduce this influence by defining a subgraph relation in an alternative loss function to eq. (5):
α(R, S) log Pr(y(S)|S, W), (6) where α(R, S) is a weight of CIS S defined by relation R. Using R-GPM, we can efficiently estimate the required gradients of eq. (6), S∈S (k) with an asymptotically known bias and α(R, S) is estimated with a finite-sample unbiased estimator. The result is asymptotically unbiased estimates of the gradient that we use in what is known as the Markovian dynamic case of the Robbins-Monro stochastic optimization [24] . Experiment: We consider the same task defined in Meng et al. for the DBLP dataset. More details on the experiment setup are on the extended version [9] . Results: To evaluate the training of SPNN with the estimated class weightsα in eq. (6), in the test phase, i.e., predicting how CISes in G 2 evolve on G 3 , we compute a weighted accuracy, where the weights are α(R, S). Since it is expensive to compute them, we use the approximation α(R, S) ≈α(100, R, S).
We used R-GPM to train the model against assuming all CISes have the same weight, i.e., α(R, S) = 1, ∀S ∈ S (k) 1 , i.e., we are biasing against too many CISes that share the same high degree node, compared to the baseline of the original Meng et al. method. The resulting average weighted accuracies of an SPNN trained with the inverse bias w.r.t. the class sizes of relation SH 100 (eq. (6)) are 0.64 and 0.69 for the baseline and our method, respectively.
C. Evaluating the accuracy of theF estimator
Here, we evaluate the quality of our estimatorF (eq. (4)), applying MCC (see Sec. IV-A) problem with the subgraph relations PERC (Def. 4) on the Yeast dataset. We consider only subgraphs that are quasi-cliques with 4 nodes and density greater than 0.5. Moreover, the pattern score estimated byF is computed using g(S) = 1 CR,S . 1) SSE analysis: First, we will show that our estimatorF converges to the true value by measuring the sum of squared errors (SSE) of the difference between the estimator and the exact value F (eq. (2)) for all the patterns. The exact computation of eq. (2) is only possible since the Yeast graph is small. The SSE values, shown in Figure 2a , go from 4 to 0.5 after 100k sampled subgraphs (Upper Layer steps), showing that our estimator monotonically (and quickly) reduces the estimation error as we sample more subgraphs.
2) Top 5 motifs convergence: Here, we study the fluctuation of estimatorF for the top 5 motifs of MCC, as we collect more samples (Fig. 2b) . As we may see,F converges as we collect more samples, which corroborates with our previous SSE analysis, indicating that the finite-sample bias of our estimator is small.
D. Evaluating theα estimator
We now turn our attention to the accuracy of our estimates ofα (eq. (3)) w.r.t. the ground-truth value of α in eq. (1). We use the MSR dataset, the PERC relation (Def. 4) and 4-node subgraphs that are quasi-cliques with density greater than 0.5. Our goal is to understand the impact of both the supernode size (|I S |) and the number of tours q in the accuracy ofα. The results are shown in Figure 3 . Fig. 3a . In Fig. 3b we may see that increased supernode size reduces variance. Fig. 3c shows that larger supernodes may boost the efficiency of our method since much less steps are performed in the RW tour. Finally, Fig.  3d show that the variance ofα reduces as the supernode size increases, improving the quality of the estimator.
First, we select a representative subgraph S in S (k) of MSR graph (Fig. 3a) , which must be a quasi-clique, as previously described. Then, we perform a detailed evaluation of ourα estimator w.r.t. S's class (|C R,S |). For instance, Figure 3b shows the impact of the supernode size in the accuracy of estimating α(R, S) for g(·) = 1 (i.e., we are estimating the class's size, |C R,S |). The figure shows a boxplot for different supernode sizes and the vertical dotted lines delimit the exact α (eq. (1)) . The supernodes were generated using the subgraphs retrieved by the iteration-bounded exact algorithm with a budget (described in parentheses). Note that, the budget is generally larger than |I S | since the exact algorithm sometimes retrieves subgraphs out of the class of interest. We observe that larger supernode sizes leads to less variance, specially when the budget to create them was set to 10 5 , where we know more elements of the subgraph classes.
Theoretically, we know that a larger supernode implies shorter tours in average, as the average tour length is inversely proportional to the total number of edges in the supernode. Thus, the initial cost of having spent more computation in the iteration-bounded exact algorithm leads to a larger supernode, which may pay-off if we can get shorter tours. This behavior is seen in Figure 3c , which measures the total number of subgraph queries needed to complete 1k tours in our estimatorα accounting for the exact algorithm retrieves budget B ∈ {10 2 , 10 3 , 10 4 , 10 5 }. The vertical dotted line shows the budget that the exact algorithm required to compute α(R, S) exactly. Note that use a larger budget in the exact algorithm often pays-off in reducing the total number, but of course there is a limit where it start being counter-productive. Also note that our estimators is generally faster than the exact computation.
We now study the trade-off betweenα's accuracy and the number of tours. Figure 3d shows the estimate of α(R, S) when the supernode is fixed 1k iterations (steps) and the number of tours varies between 10 and 1k. In fact, we may see that the estimate ofα not only improves when we use more tours, but also it converges to true value (see boxplots).
V. RELATED WORK
There are random walk solutions focused on estimating simple graph statistics [25] , [26] . In a complementary direction, Hasan and Zaki [13] proposed a MCMC algorithm that works on chain of subgraph patterns from a input graph, where their goal was sample a subset of interesting patterns uniformly. Wang et al. [14] and Bhuiyan et al. [15] develop two sampling methods to deal with motifs and graphlet counting, using RWs and high-order networks. Such solutions differ in the way they remove the bias from sampling: one uses Horvitz-Thompson estimator and the second employs a Metropolis-Hastings algorithm. Recent MCMC methods sample subgraphs by walking in the actual graph structure rather than highorder networks [27] . For that, they keep not only the the most recent visit node, but the last k nodes visited by the RW. Subgraphs are derived from these nodes and the bias of sampling them are computed according pre-established equations. Although walking in the original graph may be faster than to perform MCMC in a high-order network, these methods are not amenable to the subgraph relationships and classes introduced in our work.
VI. CONCLUSIONS
This paper introduces the concept of subgraph relations and its applications to graph pattern mining and learning problems. Relations generalize traditional GPM problems and they can aid the analysis of subgraph patterns. In particular, we saw that (1) subgraph relations can help reduce learning biases associated with locally subgraph-dense regions (e.g., highdegree nodes) and (2) subgraph classes may provide novel and interesting analysis on motifs in graphs. Finally, we show that our proposed hybrid exact-sampling estimator is consistent, accurate and significantly faster than the exact approach alone.
