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Este trabajo considera los aspectos computacionales de la aplicacio´n del me´todo de
elemento finito para la solucio´n de un problema el´ıptico bidimensional con condiciones
de frontera mixtas. Adema´s se muestra co´mo estas ideas se pueden aplicar para la
aproximacio´n nume´rica de campos de viento, aunque las posibilidades de aplicacio´n son
variadas pues problemas el´ıpticos de este tipo intervienen en la solucio´n de problemas
ma´s complicados tales como las ecuaciones de difusio´n, de Stokes y de Navier-Stokes,
por citar algunos.
The matter of this work are some computational aspects of the application of finite
element method to the numerical solution of a 2D elliptic problem with elementary
mixed boundary conditions. Additionally it is showed how this ideas are applied to
interpolate wind vector field, but there is a wide range of application where this elliptic
problem appears, such as in the numerical solution of diffusion equation, Stokes and
Navier-Stokes equations.
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Me´todos Variacionales, Campos de Viento.
Keywords: Elliptic, Finite Element, Positive Definite Matrix, Cholesky, Variational
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1. Introduccio´n
Este trabajo considera los aspectos computacionales de la aplicacio´n del me´todo de
elemento finito para la solucio´n nume´rica de un problema el´ıptico con condiciones de
frontera mixtas de la forma
−ν4u+ αu = f , en ω ⊂ R2, (1)
u = g0 sobre γ0, (2)
∂u
∂n
= g1 sobre γ1, (3)
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Figura 1. Un dominio ω rectangular.
donde ω es un recta´ngulo abierto cuya frontera γ = ∂ω es la unio´n disjunta de γ0 y
γ1. Ver figura 1. As´ımismo, se aplican estas ideas para aproximar campos de viento.
El problema el´ıptico que se considera es adema´s, parte medular en la solucio´n
de problemas ma´s complicados tales como las ecuaciones de difusio´n, de Stokes y
de Navier-Stokes y como se mostrara´ en un art´ıculo en preparacio´n, en la solucio´n
nume´rica de problemas tipo Stefan. Este trabajo esta´ organizado de la siguiente
manera: primeramente se plantea la formulacion variacional del problema el´ıptico
(1)-(3), asocia´ndole una version discreta que corresponde al me´todo de elemento
finito, la cual es equivalente a un sistema de ecuaciones lineales cuya matriz A es
rala, sime´trica y definida positiva. Finalmente se describe una manera de calcular y
almacenar A. De A se almacenan los elementos diferentes de cero y solo algunos de
los ceros de A. Se usa para esto un arreglo lineal. Se lleva a cabo la factorizacion
de Choleski de A y con esta se resuelve el sistema lineal. Para concluir se plantea la
aplicacio´n para la generacio´n de campos de viento bidimensionales a partir de datos
discretos. Lo que se expondra´ en el art´ıculo en preparacio´n sobre problema de Stefan
mostrara´ otra l´ınea de aplicacio´n.
2. Formulacio´n Variacional
Se esta´ interesado en resolver el problema el´ıptico (1)-(3) utilizando el me´todo de
elemento finito. Para hacer esto es necesario primero obtener lo que se denomina
la formulacio´n variacional del problema. Esto implica utilizar ciertos espacios de
funciones, los espacios de Sobolev, algunos de los cuales son espacios de Hilbert.
Definimos estos espacios enseguida. Note que aqu´ı ω no esta´ restringido a ser un
recta´ngulo.
Definicio´n.-Sea ω ⊂ Rn un abierto con frontera γ y sea p ∈ R con 1 ≤ p ≤ ∞. El
espacio de Sobolev W 1,p(ω) se define por
W 1,p(ω) = {u ∈ Lp(ω) | ∃g1, .., gn ∈ Lp(ω) tal que∫
Ω
u
∂ϕ
∂xi
= −
∫
Ω
giϕ , ∀ϕ ∈ C∞c (ω), ∀i = 1, .., n
}
.
Se introduce notacio´n para un caso especial:
H1(ω) = W 1,2(ω) y H10 (ω) =
{
v ∈ H1 | v = 0 sobre γ} .
Para u ∈W 1,p(ω) se denota
∂u
∂xi
= gi y ∇u =
(
∂u
∂x1
, ....,
∂u
∂xn
)
= grad u.
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Figura 2. Un dominio ω no trivial.
El espacio W 1,p(ω) esta´ dotado de la norma
‖u‖W1,p(ω) = ‖u‖Lp(ω) +
n∑
i=1
‖ ∂u
∂xi
‖Lp(ω),
en donde
‖ u‖Lp(ω) =
[∫
ω
| u |p
]1/p
;
o tambie´n de la norma equivalente(
‖u‖pLp(ω) +
n∑
i=1
‖ ∂u
∂xi
‖pLp(ω)
)1/p
.
El espacio H1(ω) esta´ dotado del producto escalar
(u, v)H1(ω) = (u, v)L2(ω) +
n∑
i=1
(
∂u
∂xi
,
∂v
∂xi
)
L2(ω)
;
la norma asociada
‖u‖H1(ω) =
(
‖u‖2L2(ω) +
n∑
i=1
‖ ∂u
∂xi
‖2L2(ω)
)1/2
.
En [7], cap´ıtulos VIII y IX, pueden encontrarse pruebas para las siguientes afirma-
ciones relativas a los espacios de Sobolev:
Proposicio´n.-El espacio H1(ω) es un espacio de Hilbert separable.
Definicio´n.-Sea 1 ≤ p ≤ ∞; W 1,p0 (ω) designa el cierre de C1c (ω) en W 1,p(ω). Se
denota
H10 (ω) = W
1,2
0 (ω) =
{
v ∈ H1 | v = 0 sobre γ} .
H10 (ω) es un espacio de Hilbert con el producto escalar en H
1.
Conside´rese entonces el problema el´ıptico (1)-(3) con f ∈ C(ω) y ω abierto acotado
como se ilustra en la figura 2. Una solucio´n cla´sica de este problema es una funcio´n
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u ∈ C2(ω) ∩ C(ω) que verifica las ecuaciones (1)-(3). Sin embargo, desde el punto
de vista de la aproximacio´n nume´rica es mucho pedir que u se encuentre en C2(ω).
Por otro lado, puede resultar que f no necesariamente sea continua o que f sea una
funcio´n generalizada como la delta de Dirac para las cuales no necesariamente existe
solucio´n cla´sica. Esto motiva que en lugar de resolver el problema (1)-(3) se defina
V =
{
v ∈ H1(ω) : v = g0 sobre γ0
}
y
W =
{
v ∈ H1(ω) : v = 0 sobre γ0
}
,
y entonces se resuelva el problema: Encontrar u ∈ V tal que
ν
∫
ω
∇u · ∇vdxdy + α
∫
ω
uvdxdy =
∫
ω
f vdxdy +
∫
γ1
g1 vdγ, ∀v ∈W (4)
A (4) se le conoce como la formulacio´n de´bil de (1)-(3) y una funcio´n u que satisface
(4) se llama una solucio´n de´bil de (1)-(2). Obse´rvese que se resuelve un problema
integral en lugar de un problema diferencial.
Si f ∈ L2(ω), se aplica entonces el teorema de Stampachia (ver [7], pp. 176) con
H = H1(ω) y se concluye que existe una u´nica solucio´n (4) y que
u = min
v∈V
{
1
2
(ν
∫
ω
| ∇v |2 +α
∫
ω
v2 − 2
∫
ω
fv − 2
∫
γ1
g1 v)
}
. (5)
A la ecuacio´n (5) se le conoce como la formulacio´n variacional de (1)-(3).
As´ı que existe una u´nica solucio´n de´bil para el problema (1)-(3) y se tiene que si f
y g0 y g1 son suficientemente suaves (continuas, por ejemplo), entonces la solucio´n
de´bil tambie´n es la solucio´n cla´sica.
3. Espacios de elemento finito
En esta seccio´n nos restringiremos al caso de que ω sea un recta´ngulo como el descrito
en la introduccio´n. Una vez obtenida la formulacio´n variacional para el problema
el´ıptico, para obtener una aproximacio´n por elemento finito es necesario tomar espa-
cios Vh y Wh de dimensio´n finita contenidos en los espacios V y W que intervienen
en la formulacio´n variacional. Un espacio Vh se forma de la siguiente manera:
EF1.-Se hace una discretizacio´n del dominio ω por medio de tria´ngulos K satisfa-
ciendo (ver figura 3)
1) ω = ∪K.
2)
◦
Ki ∩
◦
Kj = φ para i 6= j. (
◦
K= interior de K).
3) Si Ki y Kj son adyacentes dos de sus ve´rtices deben coincidir, es decir, no se
permite que un ve´rtice de Ki sea punto interior de una arista de Kj .
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Figura 3. Una discretizacio´n de ω.
Figura 4. Funcio´n base local vhi .
EF2.-Se define un espacio Vh y los elementos que sera´n base para tal espacio. Con la
triangulacio´n anterior de ω la cual se denota por τh se asocian la siguiente definicio´n
y los siguientes espacios de dimensio´n finita:
Definicio´n.-Si K ∈ τh entonces se define a hK como el dia´metro del tria´ngulo K,
esto es, la longitud del lado ma´s largo de K. Igualmente se define ρk como el dia´metro
del c´ırculo inscrito en K. Se define
h = max
K∈τh
hK .
Definicio´n.-Para K ∈ τh y ω ⊂ R2 se define
P1(K) = {p : K → R |p(x, y) = a+ bx+ cy},
Hh(ω) = {v ∈ Co(ω) : v |K∈ P1(K), ∀K ∈ τh},
Vh(ω) = {v ∈ Hh(ω) : uh = g0 sobre γ0},
Wh(ω) = {v ∈ Hh(ω) : v(nj) = 0, ∀nj ∈ γ0}.
La base de Hh son las funciones vhi que esta´n en Hh y que toman los siguientes valores:
vhi (nj) = δij
para nj un ve´rtice o nodo de la triangulacio´n τh. Si se etiquetan los ve´rtices de 1 a N ,
entonces la base de Hh consta de tantos elementos como nodos tenga la triangulacio´n.
La base de Wh se obtiene al quitar de la base de Hh las funciones vhi asociadas con los
nodos que pertenecen a γ0. Es fa´cil ver que las vhi son linealmente independientes y
que cualquier funcio´n u ∈ Hh se puede escribir como una combinacio´n lineal de ellas,
esto es,
{
vhi
}N
i=1
es una base para Hh. En la figura 4 se ilustra una funcio´n base vhi .
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Al espacio Hh que se forma con los pasos anteriores se le llama un espacio de
elemento finito. Una vez hecho lo anterior se sustituye Vh por V y Wh por W en la
formulacio´n variacional (4) para obtener el problema discreto asociado:
{
Encontrar uh ∈ Vh tal que
a(uh, vh) =< f, vh > , ∀vh ∈Wh, (6)
donde
a(uh, vh) = ν
∫
Ω
∇uh · ∇vh + α
∫
Ω
uhvh
y
< f, vh >=
∫
Ω
fvh +
∫
γ1
g1vhdγ.
Asumiendo que
{
vh1 , .., v
h
n, v
h
n+1, .., v
h
N
}
es la base para Hh y
{
vh1 , .., v
h
n
}
es la base para
Wh se tiene que si u = (u1, .., uN ) es el vector de aproximacio´n para la solucio´n u:
uj = uh(nj), j = 1, ....., N .
para nj el nodo j de la discretizacio´n de ω entonces uj = g0(nj) para j = n+ 1, ...N ,
uh =
N∑
j=1
ujv
h
j ,
y que las uj deben satisfacer
n∑
j=1
uja(vhi , v
h
j ) =< f, v
h
i > −
N∑
j=n+1
uja(vhi , v
h
j ) , i = 1, ..., n, (7)
o equivalentemente
Au = b, (8)
donde aij = a(vhi , v
h
j ) y bi =< f, v
h
i > −
∑N
j=n+1 uja(v
h
i , v
h
j ). La matriz A es sime´trica
y positiva definida, por lo cual el vector solucio´n u existe y es u´nico, as´ı que la
aproximacio´n uh a la solucio´n u existe y es u´nica. Para el ca´lculo de los elementos de
la matriz A se hace uso de la propiedad de aditividad de la integral y de la forma en
que se discretizo´ el dominio ω:
aij =
∑
K∈τh
∫
K
(ν∇vhi · ∇vhj + αvhi vhj ).
No´tese que aij = 0 si el nodo nj no es ve´rtice de algu´n tria´ngulo del que ni sea ve´rtice.
En la seccio´n 4 se describen con ma´s detalle los ca´lculos para obtener la discretizacio´n
del dominio ω, la matriz A y el vector b. .
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Figura 5. Etiquetacio´n de nodos globales.
Figura 6. Etiquetacio´n de tria´ngulos.
4. Detalles computacionales
Con las ideas anteriores se desarrollo´ un programa en Fortran 95 llamado ELIG0G1SKY,
el cual incluye los detalles que se mencionan en esta seccio´n . En primer lugar se mues-
tra co´mo se calcularon la matriz A y el vector b de (8). El ca´lculo eficiente de A tiene
que ver con la discretizacio´n de ω, o mejor dicho, con la forma de etiquetar cada
nodo y con la forma de identificar cada tria´ngulo o elemento de la discretizacio´n;
esto implica etiquetar cada tria´ngulo y saber que nodos lo forman. A continuacio´n
se describe co´mo se etiquetaron nodos y tria´ngulos para este trabajo. Las mallas
utilizadas son como las que se muestran en las figuras 5 y 6, en las que se muestran
la etiquetacio´n de nodos y tria´ngulos, las cuales siguen las siguientes reglas:
R1.- Se numeran primero los nodos que no pertenecen a γ0. La numeracio´n de
estos nodos, que llamaremos interiores, avanza de izquierda a derecha y de abajo
hacia arriba. Luego se numeran los nodos de γ0, a los que llamaremos nodos Dirichlet,
yendo de abajo hacia arriba.
R2.- Se numeran primero los tria´ngulos que no tienen ve´rtices en γ0. La regla para
la numeracio´n de estos tria´ngulos, que llamaremos interiores se deduce al observar
la numeracio´n mostrada en la figura 6. Luego se continu´a con los tria´ngulos que
llamaremos Dirichlet, que son los que tienen algu´n ve´rtice en γ0. Se recorren de
abajo hacia arriba.
Una vez definida la forma de la malla debe asociarse con cada tria´ngulo los nodos
que lo definen identifica´ndolos localmente como 1, 2 y 3. Para los dos tipos de
tria´ngulo que intervienen, los nodos locales estan situados como se muestra en la
figura 7.
Entonces, para tener bien definido cada tria´ngulo de la discretizacio´n debe conocerse
la relacio´n entre nodos locales y nodos globales. Por ejemplo, para el tria´ngulo 9 en
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Figura 7. Etiquetacio´n de nodos locales.
la figura 6 se tiene
nodo local 1 = nodo global 6,
nodo local 2 = nodo global 7,
nodo local 3 = nodo global 11,
La etiquetacio´n de tria´ngulos y nodos globales, as´ı como el ca´lculo de las coorde-
nadas de los nodos globales, relacio´n de nodos globales con locales para cada tria´ngulo
y nodos frontera se hace automa´ticamente, solamente especificando el nu´mero de
tria´ngulos en la base NTB y el nu´mero de tria´ngulos en la altura NTH del dominio.
En el ape´ndice, algoritmo 1, mostramos el co´digo en Fortran 95 que establece la
relacio´n entre nodos locales y globales, la cual se guarda en el arreglo NODO:
Ca´lculo de A.
Veamos co´mo ayuda esto al ca´lculo de A. Ya se definio´ en la seccio´n 3 la base
{vi}N1 para Hh, la cual satisface
vi(nj) = δij ,
donde nj representa al nodo j de la triangulacio´n τh para ω, y se considera que
vi |K= ak + bkx+ cky,
para cada K ∈ τh. Se sabe que las funciones base locales se pueden definir en te´rminos
de las coordenadas de los nodos que definen K. Se sabe tambie´n que
aij = aΩ(vi, vj) =
∑
K∈τh
aK(vi, vj) =
∑
K∈τh
∫
K
(αvivj + ν∇vi · ∇vj)dx.
Entonces los ca´lculos se hacen elemento por elemento y se acumulan al respectivo aij .
Por ejemplo, al hacer los ca´lculos sobre el tria´ngulo 9, so´lo contribuira´ a
a6,6 a6,7 a6,11
a7,6 a7,7 a7,11
a11,6 a11,7 a11,11
Pero puesto que la forma bilineal aΩ(·, ·) es sime´trica, solo es necesario calcular la
participacio´n para
a6,6
a7,6 a7,7
a11,6 a11,7 a11,11
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Figura 8. Elemento maestro Ke. Falta
Es decir, se calcula solo la parte inferior de la matriz A. Un detalle importante es que
la matriz A es rala y bandeada (depende de la etiquetacio´n de nodos), as´ı que para
su almacenamiento y procesamiento se utiliza lo que se conoce como almacenamiento
”sky line ” (ver [17]) cuya idea ba´sica es almacenar de cada renglo´n solo desde el
primer elemento diferente de cero hasta la diagonal. Cada una de estas partes se
almacena en un arreglo lineal conforme al orden de los renglones. Esto implica el
uso de un apuntador PP, tal que PP(i) indica la posicio´n del arreglo lineal en que se
guarda al alemento A(i, i). La factorizacio´n de Cholesky se hace utilizando la banda
y el almacenamiento lineal de A. La estructura de A, es decir, el apuntador PP se
calcula con el algoritmo 2 que se muestra en el ape´ndice.
Hasta aqu´ı solo se ha definido la estructura para A. Falta calcular los valores
numricos aij que van en cada una de sus entradas. Para cada aij , deben calcularse
integrales de la forma
∫
K
(vivj)dx e integrales de la forma
∫
K
∇vi ·∇vjdx, donde K es
cada uno de los elementos de la triangulacio´n. Para el ca´lculo de
∫
K
(vivj)dx se usa
un elemento maestro Ke en donde hacer los ca´lculos. Este se muestra en la figura 8.
La transformacion af´ın involucrada aqu´ı es la definida por(
x
y
)
= TK
(
ε
η
)
+
(
x1
y1
)
. (9)
donde TK =
(
x2 − x1 x3 − x1
y2 − y1 y3 − y1
)
y (xi, yi) son las coordenadas del nodo local i.
Obsrvese que el ve´rtice (0, 0) del elemento maestro se transforma en el nodo local 1,
el ve´rtice (1, 0) del elemento maestro se transforma en el nodo local 2 y el ve´rtice
(0, 1) del elemento maestro se transforma en el nodo local 3.
Las funciones base locales en K, en te´rminos de las coordenadas de los nodos
locales son
vK1 (x, y) =
1
2Area(K)
[x2y3 − y2x3 + (y2 − y3)x+ (x3 − x2)y]
vK2 (x, y) =
1
2Area(K)
[x3y1 − y3x1 + (y3 − y1)x+ (x1 − x3)y] (10)
vK3 (x, y) =
1
2Area(K)
[x1y2 − y1x2 + (y1 − y2)x+ (x2 − x1)y] (11)
y las funciones base locales en Ke son
ve1(ε, η) = 1− ε− η
ve2(ε, η) = ε
ve3(ε, η) = η
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y se tiene que∫
K
(vKi v
K
j )dx =
∫
Ke
(vei v
e
j ) |det(TK)| dεdη =
= |det(TK)|
∫
Ke
(vei v
e
j )dεdη =
|det(TK)|
24
{
2
1
si i = j
si i 6= j
Si pre´viamente se han calculado los gradientes de las funciones base locales de cada
tria´ngulo y las a´reas de los tria´ngulos, lo cual se puede hacer a partir de (10), as´ı
como el valor absoluto del determinante de las transformaciones TK , que se puede
obtener como 2 ∗ Area(K), se tiene el resultado de la integral anterior y adema´s el
de
∫
K
∇vi · ∇vjdx, pues su valor es (∇vi · ∇vj)Area(K). Por lo cual solo es necesario
acumular el resultado en la posicio´n adecuada del vector donde se guarda la matriz
A. Esto se hace con el algoritmo 3 del ape´ndice, en el cual tambie´n se ha inclu´ıdo la
participacio´n del tria´ngulo K a la u´ltima sumatoria del lado derecho en (7), es decir,
se ha calculado parte del vector b, que aqu´ı se ha llamado VINTFV.
Factorizacio´n de A.
Para la factorizacio´n de Choleski de A se supone que la factorizacio´n es A = LLT
y lo que debe tomarse en cuenta es que si los primeros s elementos del renglo´n i de
A son cero entonces los primeros s elementos del renglo´n i de L tambie´n sera´n cero.
Esto implica que la matriz L se puede almacenar en el mismo arreglo que A y con
el mismo apuntador PP. Adema´s, debido a la forma de almacenamiento de A, debe
usarse un algoritmo para Choleski que calcule L renglo´n por renglo´n.
Ca´lculo de
∫
Ω
fvidx, para cada i = 1, ..., n.
Otra contribucio´n para el lado derecho b son las integrales
∫
Ω
fvidx, para el ca´lculo
de las cuales se considera que f es una funcio´n definida en cada nodo de la triangu-
lacio´n de ω. Entonces se puede escribir
f =
N∑
j=1
fjvj ,
donde fj representa el valor de f en el nodo j: fj = f(nj). As´ı que∫
Ω
fvidx =
∫
Ω
(
N∑
j=1
fjvj
)
vidx =
N∑
j=1
fj
∫
Ω
vivjdx.
Puede entonces escribirse el vector

∫
Ω
fv1dx
·
·∫
Ω
fvndx
 =

f1
∫
Ω
v1v1dx+ f2
∫
Ω
v1v2dx+ ......+ fN
∫
Ω
v1vNdx
·
·
f1
∫
Ω
vNv1dx+ f2
∫
Ω
vNv2dx+ ......+ fN
∫
Ω
vNvNdx
 ,
(12)
el cual es otra contribucio´n a VINTF. Luego utilizando otra vez la aditividad de la
integral sobre el dominio de integracio´n y puesto que para cada elemento o tria´ngulo
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K de la discretizacio´n existen tres funciones base locales vKi se debe calcular∫
K
vKl v
K
p dx,
para l = 1, 2, 3, p = 1, 2, 3 y para cada tria´ngulo K. Los ı´ndices l y p denotan funciones
base locales o nodos locales por lo cual l y p tienen asociados sus respectivos nodos
globales o funciones base globales. Sean i, j los nodos globales asociados con los
ı´ndices l y p, respectivamente. Entonces el valor
fi
∫
K
vKl v
K
p dx,
se acumula a la componente j del vector en (12) y el valor
fj
∫
K
vKl v
K
p dx,
se acumula a la componente i del vector en (12). De acuerdo a estas fo´rmulas, el
vector b se va ensamblando simulta´neamente con el ca´lculo de la matriz A, tenie´ndo
en cuenta que el vector b tiene solo n componentes.
La u´ltima participacio´n para b son las integrales de la forma∫
γ1
g1vhdγ.
Las cuales son integrales de linea y se pueden calcular nume´ricamente.
Debe notarse que aunque los dominios considerados en este trabajo son rectangu-
lares, y las mallas son estructuradas, lo cual obedece a que estos se pueden generar
automa´ticamente sin muchas complicaciones, los dema´s detalles no tienen esta limi-
tante, es decir, funcionar´ıan para una malla no estructurada sobre un dominio irreg-
ular. La aplicacio´n al problema de Stefan, en preparacio´n, aclarara´ ma´s este punto.
5. Generacio´n de campos de viento
Dado un campo de velocidades u0 en un dominio ω ⊂ R2, ver figura 9,obtenido por
interpolacion de un conjunto de valores discretos proporcionado por medio de una
red meteorologica deseamos encontrar un campo ajustado u tan cercano como sea
posible al campo inicial u0 en algu´n sentido, y que satisfaga
∇ · u = 0 en ω,
u · nˆ = 0 sobre ΓN .
Definiendo los espacios
L2(ω) = L2(ω)× L2(ω).
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Figura 9. Dominio ω para campo de viento.
H(div;ω) = {v ∈ L2(ω) : ∇ · v ∈ L2(ω)}
V = {v ∈ H(div; Ω) : ∇ · u = 0 y v · nˆ = 0 sobre ΓN}
y usando la me´trica
‖u‖S,Ω = (
∫
uTSudx)
1
2 , ∀u ∈ V
asociada al producto interior
〈u, v〉S,Ω ≡
∫
Ω
uTSvdx,∀u, v ∈ V
donde S es una matriz sime´trica y definida positiva, entonces el problema se puede
formular como
u = min
v∈V
‖v − u0‖S,Ω
o´
u = min
v∈V
J(v) = min
v∈V
1
2
‖v − u0‖2S,Ω
Puede probarse (ver [12]) que la u buscada satisface
S(u− u0) = ∇λ,
para λ en H1(ω), λ = 0 en ΓD, ya que V ⊥ = {∇q : q ∈ H1(ω), q = 0 en ΓD}. As´ı
que u y λ satisfacen
Su−∇λ = Su0 en ω,
λ = 0 sobre ΓD,
u · nˆ = 0 sobre ΓN ,
∇ · u = 0 en ω.
Revista de Ciencias Ba´sicas UJAT, 6(2)Diciembre 2007 p 47–68
Generacio´n de campos de viento por me´todos variacionales. 59
A partir de esto puede formularse el siguiente problema el´ıptico para λ : −∇ · (S
−1∇λ) = ∇ · u0 en ω
λ = 0 sobre ΓD
−S−1∇λ · nˆ = u0 · nˆ sobre ΓN
(13)
La formulacio´n variacional para este problema resulta ser: Encontrar λ ∈ H1D(ω) ={
q ∈ H1(ω) : q = 0 en ΓD
}
tal que∫
ω
S−1∇λ · ∇qdx = −
∫
ω
u0·∇qdx, ∀q ∈ H1D(ω) (14)
Se sabe que (13) y (14) tienen solucio´n u´nica si ΓD tiene medida mayor a cero. En
consecuencia, u esta´ determinada de manera u´nica via la ecuacio´n
u = u0 + S−1∇λ. (15)
A partir del programa para resolver (2)-(3), se desarrollo´ un programa para resolver
(14), dada la similitud entre los dos problemas. Note que basta con numerar nodos
y tria´ngulos como se muestra en las figuras 10 y 11, cambiando solo el nu´mero de
nodos interiores n, tomar α = 0 y ν = 1, tomar en cuenta el efecto de S en el ca´lculo
de A, y calcular el lado derecho. En este caso γ0 es ΓD y γ1 es ΓN . Los elementos de
la matriz A son
aij =
∑
K∈τh
∫
K
(ν∇vhi · (S−1∇vhj ) + αvhi vhj ),
aunque en realidad la expresio´n es ma´s simple pues como ya se dijo, α = 0 y ν = 1,
mientras que los elementos de b esta´n dados por
bi = −
∫
ω
u0·∇vidx−
N∑
j=n+1
λja(vhi , v
h
j ),
los cuales se pueden calcular fa´cilmente ya que la sumatoria es cero y considerando a
cada componente de u0 en cada tria´ngulo K como combinacio´n lineal de las funciones
base locales: para cada funcio´n base local vhl con l = 1, 2, 3 se calcula
3∑
d=1
{u01d
∫
K
vhd
∂vhl
∂x
}+
3∑
d=1
{u02d
∫
K
vhd
∂vhl
∂y
} = ∂v
h
l
∂x
3∑
d=1
{u01d
∫
K
vhd}
+
∂vhl
∂y
3∑
d=1
{u02d
∫
K
vhd}
=
∂vhl
∂x
Area(K)
3
3∑
d=1
u01d
+
∂vhl
∂y
Area(K)
3
3∑
d=1
u02d
pues ∫
K
vKd =
∫
Ke
(ved) |det(TK)| dεdη =
= |det(TK)|
∫
Ke
veddεdη =
|det(TK)|
6
=
Area(K)
3
,
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Figura 10. Etiquetacio´n de nodos problema de viento.
Figura 11. Etiquetacio´n de tria´ngulos problema de viento.
y se acumula a bi, donde i es el nu´mero de nodo global asociado con el nodo local l.
Se tomo´ u=(x,-y) como campo de prueba y se ejecuto´ el programa tomando
u0 = (x, 0), con ω = (1, 2)x(0, 1). Se considera S =
(
S21 0
0 S22
)
. En las figuras
12 y 13 se muestran las curvas de nivel y la gra´fica de la solucio´n aproximada de λ,
respectivamente. La solucio´n aproximada se obtuvo con h = 1/80, es decir, con una
malla de 80× 80 y con  = S21
S22
= 106.
A partir de esta aproximacio´n para λ se obtiene el campo ajustado u utilizando
la ecuacio´n (15). En la figura 14 se muestra el campo ajustado (a partir de la
primera componente). Para este campo se calculo´, en cada punto de la malla, de
manera aproximada, la divergencia, obtenie´ndose un valor ma´ximo del orden de 10−6,
resultado aceptable si se toma en cuenta que el campo exacto tiene divergencia cero.
En la figura 15 se muestra la diferencia entre el campo exacto y el ajustado, resaltando
de esta figura la discrepancia en las fronteras izquierda y derecha, la cual se debe a
la condicin de fronbtera impuesta sobre λ.
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Figura 12. Curvas de nivel para la solucio´n aproximada de λ.
Figura 13. Solucio´n aproximada para λ.
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Figura 14. Solucio´n aproximada para el campo u.
Figura 15. Diferencia entre el campo exacto y el campo ajustado.
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Ape´ndice
A. Algoritmo 1:
Listado 1. Para calcular las coordenadas de los nodos, numerarlos local y globalmente, es-
tableciendo la relacio´n entre nodos locales con globales.
Entrada :
ntb : nu´mero de t r i a´ngulos en l a base .
nth : nu´mero de t r i a´ngulos en l a a l t u r a .
xa : primera coordenada de l ve´ r t i c e i n f e r i o r i z q u i e r d o de
omega .
ya : segunda coordenada de l ve´ r t i c e i n f e r i o r i z q u i e r d o de
omega .
ha , hb : s e p a r a c i o´n de l o s nodos en l a base y en l a a l t u r a de
omega .
Sa l i da :
coor ( i , j ) : l a coordenada i de l nodo j .
nodo ( i , j ) : nodo g l o b a l a l que corresponde e l nodo i de l
t r i a´ngulo j .
Inicio instrucciones:
! se c a l c u l a n l a s coordenadas de l o s nodos :
! i n t e r i o r e s y newman
do i =0,nth
do j =1,ntb−1
coor ( 1 , ( ( ntb−1)∗ i + j ))=xa + j ∗hb
coor ( 2 , ( ( ntb−1)∗ i + j ))=ya + i ∗ha
end do
end do
! f r o n t e r a d i r i c h l e t
do i =1,nth+1
coor ( 1 , ( ntb−1)∗( nth+1) + i )=xa
coor ( 2 , ( ntb−1)∗( nth+1) + i )=ya + ( i −1)∗ha
end do
do i =1,nth+1
coor (1 , ntb ∗( nth+1) + i )=xa + ntb∗hb
coor (2 , ntb ∗( nth+1) + i )=ya + ( i −1)∗ha
end do
! se e s t a b l e c e l a r e l a c i o n e ntr e nodos l o c a l e s con nodos g l o b a l e s .
! t r i a n g u l o s i n t e r i o r e s :
do i =0,nth−1
indt =2∗(ntb−2)∗ i
do j =1,ntb−2
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numt=indt + 2∗ j
indn=numt/2 + i
nodo (1 ,numt−1)=indn
nodo (2 ,numt−1)=indn+1
nodo (3 ,numt−1)=indn+ntb
nodo (1 , numt)=indn
nodo (2 , numt)=indn+ntb
nodo (3 , numt)=indn+ntb−1
end do
end do
! t r i a n g u l o s f r o n t e r a i q u i e r d a :
indt =2∗(ntb−2)∗nth
indn=(ntb−1)∗( nth+1)
do i =1,nth
numt=indt + 2∗ i
nodo (1 ,numt−1)=indn + i
nodo (2 ,numt−1)=( i −1)∗(ntb−1) + 1
nodo (3 ,numt−1)= i ∗( ntb−1) + 1
nodo (1 , numt)=indn + i
nodo (2 , numt)= i ∗( ntb−1) + 1
nodo (3 , numt)=indn + i + 1
end do
! t r i a n g u l o s f r o n t e r a derecha :
indt =2∗(ntb−1)∗nth
indn=ntb ∗( nth+1)
do i =1,nth
numt=indt + 2∗ i
nodo (1 ,numt−1)=(ntb−1)∗ i
nodo (2 ,numt−1)=indn + i
nodo (3 ,numt−1)=indn + i + 1
nodo (1 , numt)=(ntb−1)∗ i
nodo (2 , numt)=indn + i + 1
nodo (3 , numt)=(ntb−1)∗( i +1)
end do
fin del algoritmo 1.
B. Algoritmo 2
Listado 2. Para calcular el apuntador de A, o lo que es lo mismo, definir la estructura de A.
Entrada :
npi : nu´mero de nodos i n t e r i o r e s .
n t r i a i : nu´mero de t r i a´ngulos i n t e r i o r e s .
nodo ( i , j ) : nodo g l o b a l a l que corresponde e l nodo i de l
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t r i a´ngulo j .
Sa l i da :
pp ( i ) : p o s i c i o´n de a r r e g l o l i n e a l en l a que e s t a´
A( i , i ) .
Inicio instrucciones:
do i =0, npi
pp( i )=0
end do
pp(1)=1
do l =1, n t r i a i
no1=nodop (1 , l )
no2=nodop (2 , l )
no3=nodop (3 , l )
n1=min ( no1 , no2 , no3 )
n3=max( no1 , no2 , no3 )
i f ( ( no1 . ne . n1 ) . and . ( no1 . ne . n3 ) ) n2=no1
i f ( ( no2 . ne . n1 ) . and . ( no2 . ne . n3 ) ) n2=no2
i f ( ( no3 . ne . n1 ) . and . ( no3 . ne . n3 ) ) n2=no3
pp( n2)=max(pp( n2 ) , n2−n1+1)
pp( n3)=max(pp( n3 ) , n3−n1+1)
end do
do i =1, npi
pp( i ) = pp( i ) + pp( i −1)
end do
fin del algoritmo 2.
C. Algoritmo 3:
Listado 3. Para calcular y almacenar la matriz A. Se almacena en un arreglo lineal
Entrada :
npi : nu´mero de puntos i n t e r i o r e s .
n t r i a : nu´mero de t r i a´ngulos .
nodo ( i , j ) : nodo g l o b a l a l que corresponde e l nodo i
de l t r i a´ngulo j .
derux ( i , j ) : der ivada con r e spe c to a x de l a f u n c i o´n base
l o c a l i de l t r i a´ngulo j .
deruy ( i , j ) : der ivada con r e spe c to a y de l a f u n c i o´n
base l o c a l i de l t r i a´ngulo j .
pp : apuntador de A.
dc1 : va l o r de a l f a en l a e cuac i o´n e l ı´ p t i c a .
dc2 : va l o r de nu en l a ecuac i o´n e l ı´ p t i c a .
darea ( i ) : area de l t r i a´ngulo i .
Sa l i da :
dap ( i ) : l a s componentes de l a matr iz A de acuerdo
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a l apuntador pp .
v i n t f v ( i ) : p a r t i c i p a c i o´n de l o s nodos f r o n t e r a a l lado
derecho
Inicio instrucciones:
do i t =1, n t r i a
do i =1,3
ind=nodop ( i , i t )
dxg=derpx ( i , i t )
dyg=derpy ( i , i t )
do j =1,3
jn=nodop ( j , i t )
i f ( jn . l e . ind ) then
i f ( ( jn . l e . npi ) . and . ( ind . l e . npi ) ) then
dt2=derpx ( j , i t )∗dxg+derpy ( j , i t )∗dyg
dt1 =1./6.
i f ( jn . ne . ind ) dt1 =0.5∗dt1
ip=pp( ind )−( ind−jn )
dap ( ip )=dap ( ip )+(dc1∗dt1+dc2∗dt2 )∗ darea ( i t )
else
i f ( ( jn . l e . npi ) . and . ( ind . gt . npi ) ) then
dt2=derpx ( j , i t )∗dxg+derpy ( j , i t )∗dyg
dt1 =1./12.
v i n t f v ( jn)= v i n t f v ( jn )−(dc1∗dt1+dc2∗dt2)∗&
darea ( i t )∗ evgxy ( dcoor (1 , ind ) , dcoor (2 , ind ) )
end i f
end i f
end do
end do
end do
fin del algoritmo 3.
D. Algoritmo 4
Listado 4. Para encontrar la factorizacio´n de Cholesky de A. Se almacena en el mismo arreglo
lineal que conten´ıa a A.
Entrada :
dafac ( i ) : l a s componentes de l a matr iz A de acuerdo
a l apuntador pp .
npa : apuntador de A.
nn : nu´mero de puntos i n t e r i o r e s o de
r eng l one s de A.
Sa l ida :
dafac ( i ) : l a s componentes de l a f a c t o r i z a c i o´n de A
de acuerdo a l apuntador pp .
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Inicio instrucciones:
dafac (1)= dsqrt ( dafac ( 1 ) )
l 2=npa (1)
do nod=2,nn
d x i i =0.d0
l 1=l 2+1
l 2=npa ( nod )
l 2 j=l1−l 2+nod−1
do i j=l1 , l2−1
j=i j−l 2+nod
l 1 j=l 2 j +1
l 2 j=npa ( j )
j i d=l2−l 2 j−nod+j
dsum1=0.d0
do kj=max( l 1 j , l1−j i d ) , l 2 j −1
dsum1=dsum1+dafac ( k j ) ∗ dafac ( k j+j i d )
end do
dafac ( i j )=( dafac ( i j )−dsum1)/ dafac ( l 2 j )
d x i i=d x i i+dafac ( i j )∗ dafac ( i j )
end do
dafac ( l 2 )=dsqrt ( dafac ( l 2 )−d x i i )
end do
Fin del algoritmo 4.
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