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The convergence of solutions of singularly perturbed systems of linear retarded 
functional differential equations to solutions of the associated degenerate problem is 
discussed in connection with the geometry of the tlow in phase spaces defined in 
terms of square-integrable functions. 
1. INTRODUCTION 
Consider singularly perturbed initial value problems for linear retarded 
functional differential equations (FDE) of the form 
i(tj = Aox t B, jft) + A(x,) + B(J’~) 
pJj(t) = C,x(t) + D,,y(t) + C(x,) + D(y,j 
(1,) 
where t? ,u E R ’ . -u(t) E Rm, y(t) E R” (12 > l), the delays Lie in the interval 
[-r, 0] for some fixed 0 < r < co, sI, JJ! are functions defined on [--r, 0] by 
?I,(@ = x(t + e), y,(e) = jt(t + Q and A, B, C, D are linear operators defined 
on an appropriate function space. More precisely, 
and similarly for B, C, D, where a, b, c, d admit exponential bounds j a(. )I, 
lb(.)l, Ic(->I, Id(.)I -G&,eYo’ , A,, B,, C,, D, are real matrices with all the 
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eigenvalues of D, having negative real parts, and the concentrated delays wk 
satisfy 0 < w, < o2 < . . . < wh for some nonnegative integer h. 
The convergence of solutions of (1,) to solutions of the degenerate system 
(1,) as p-+0+ was discussed for the particular case of differential-difference 
equations with phase space C’([-r, 01; Rm) X C’((-r, 0); R”) and 
0 < r < +co by several authors [S, 9, 12, 13,5,6], and for a more general 
case allowing distributed as well as concentrated delays by Habets [7]. In 
the present paper, convergence results of a more geometric nature are 
presented and the intricacies associated with the convergence on spaces of 
continuous functions are avoided by considering the phase space X defined 
in terms of square-integrable functions. More precisely, 
X=L*((-r,0);Rm)xL2((-r,O);R")xRm xR" 
where, in the case of unbounded delay (r = +co), the L' spaces are defined 
relative to a measure with Radon-Nykodim derivative relative to Lebesgue 
measure equal to eya’ for some y,, > 0 (in other words, they are weighted 
L2(-co, 0) spaces with weight e)b.). The space X is a Hilbert space with 
inner product 
where the dot represents the inner product in Euclidean space. 
The expression (2) is somewhat ambiguous since it refers to point values 
in Banach spaces of L* functions, but it makes sense for each single 
realization of a particular element of L * and it is known [ 111 that solutions 
with initial data in the same equivalence class of L2 have equivalent trajec- 
tories in the phase space under very broad conditions, but in particular for 
linear systems. For this to be true one must consider, as in [ 111, the 
solutions of (1,) in the “weak” sense, i.e., given 6 > 0 a function (x.,4’): 
(-r,d),Rmtn is called a solution of (I@) with initial condition 
(x(e), Jw, -4OL Y(O)) = (@(a Y(@, a, ,a -r<e<o (3) 
if (3) is satisfied, the functions -4,x(.) + B,-v(.) +A(x.) + B(y.), C,.u(.) + 
D,y(.) + C(x.) + D(y.) are integrable on [0, S) and 
x(t) = a + j-’ [A+(s) + Boy(s) + A(x,) + B(.Ys)] ds 
0 
y(t) = /I + (l/p) 1’ [C-,x(s) + Do Y(S) + C(x,) + D(~s)l ds 
‘0 
for all t E [O, S); it follows that (X,JJ) is differentiable a.e. on [0,6) and (1,) 
is satisfied a.e. on this interval. It is known that the linear system (1,) for 
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,u > 0 and initial conditions (3) with (4, w, u,p) E X has a unique solution 
defined on a maximal interval of existence and depending continuously on 
the initial data and on the parameter (see [ 10, 111). This solution will be 
denoted by 
Differential-difference equations have already been considered in phase 
spaces of type L2 X R” for certain applications involving the use of Hilbert 
spaces, in particular for devising numerical schemes for approximation of 
solutions of FDEs [l, 21. 
The main result of this paper establishes the uniform convergence, on 
compact intervals, of the solutions of ( lU) with initial data on the manifold 
of orbits of the degenerate system to solutions of the degenerate system. This 
fact is established through a modification of the Trotter-Kato Theorem: 
which is made to apply to convergence on linear submanifolds invariant 
under the limiting semigroup instead of convergence on the whole phase 
space. Solutions of initial value problems for (l,), with initial data outside 
this manifold, are shown to be a sum of a solution of the degenerate system, 
a function converging uniformly to zero on compact sets, and a function 
having boundary layers at the initial time and at all times which are linear 
combinations, with positive integer coefficients, of the concentrated delays in 
the system. The boundary layers result from the adjustment of the disparities 
of the initial condition for (1,) and the initial value of the associated solution 
of the degenerate system. Estimates on the boundary layers, uniform on 
compact sets, are given, and it is shown that in compact sets which do not 
contain points of the set Q where the boundary layers occur. the solution of 
( 1 J converges uniformly to the associated solution of the degenerate system, 
as P --t 0’. Exponential estimates on the solutions, which are established in a 
previous paper [14], render possible the proof that a suffkient condition for 
uniform convergence on closed (possibly unbounded subsets of (0, too) - Q 
is that the least upper bounds of the real parts of the characteristic values, as 
,u + 0’. of the degenerate system and of the equation obtained from the 
perturbed equation in (1,) by elimination of the x variable be negative. 
2. PARTIAL DECOUPLING 
By a linear change of coordinates, system (1,) can be transformed into a 
system where the coupling is done only through delayed values of the 
variables. This fact can be stated in the following form. 
LEMMA 1. There exist ,uu, > 0, and matrices R = R(p), S = S(p) 
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depending continuous@ on p for 0 <p ,< ,u,. satisfying R (0) = D; ‘C, and 
S(0) = -B,D;‘, such that the change of variables 
x 
[I[ 
I, 3 -PS V = 
Y -R, I, +pRS I[ I w 
where R, S are solutions as p -+ 0’ of the system 
D,R-pRA,+pRB,R-CC,=0 
y[A,-B,R]S-SS[D,+,uRB,]-B,=O 
transforms the system (1,) into a system of the form 
i4,) 
z’(t) = (A, -B,R&)) v(t) + ..a 
/k(t) = (0” + pR(,u) B,) w(t) + .a+ 
(5) 
where the dots stand for the contribution of the delayed values of v and w. 
Proof: The given change of coordinates was introduced by Chang in [4] 
for decoupling linear ordinary differential equations. We are interested in 
changes of variables, depending continuously on p. Such a transformation of 
variables exists provided there exist solutions of (4,) depending continuously 
on ,D in a neighborhood of the origin. The solutions of (4,) are the zeros of 
the function 
H(R, s,~u) = 
[D,R - C, -,u(RA, - RB,R)]’ 
I -SD,-B,-,u(SRB,-A,S+B,RS) ’ 
(6) 
Clearly H(R(O), S(O), 0) = 0 for R(0) = D;‘C,, S(0) = -B,D;‘. An 
application of the Implict Function Theorem will then finish the proof. 
This shows that, without loss of generality, we may assume B, = C, = 0 in 
(I@), provided we allow A,, D,, A, B, C, D to depend continuously on ,B > 0 
in some neighborhood of the origin. To avoid overburdening the notation we 
omit the dependence of these elements on p and use the same symbols as 
before. It follows directly from Lemma 1 that the new matrix D, = D,(u) 
equals the original D, at p = 0 and therefore has no eigenvalues with zero 
real part, and has the same number of eigenvalues with positive or negative 
real parts as D, at ,u = 0 does. 
3. SEMIGROUPS AND INFINITESIMAL GENERATORS 
For y > 0, it is known (e.g., [ 10, 111) that the solutions of (1,) define a 
C,-semigroup 7’,(t), t > 0, on X by 
~,itMY v, a, Pj = (xt, Y, 3 x(t), Y(O) 
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where (x, y) is the solution of (1,) with initial data (4, VI, a, p) at f = 0, as in 
(3). Since D, is nonsingular, it also happens that initial value problems of 
the degenerate system (1,) with initial data in L’((---r, 0); R”) X 
L’((-r, 0); R”) X R”’ have solutions which are unique. The solution of (1,) 
with initial condition ($, v/, o) at f = 0 will be denoted by 
Furthermore, one can associate with the degenerate system another system 
(obtained through differentiation of the second equation) also defining, in a 
similar way, a C,-semigroup T,(t), t 2 0, on X, whose solutions agree with 
the solutions of (1,) whenever the initial data belong to the set of orbits of 
(I,), i.e. (recall that B, = C, = 0), 
((4, w, a, P) E X: DoP + C($) + D(w) = O}. 
When there are no concentrated elays in Eq. (I,), this set of representatives 
of elements of the Banach space X is also well defined as a subset C, of the 
Banach space X; actually, it is then a closed linear submanifold of X with 
codimension . If the equation involves concentrated elays, that is no longer 
the case. We then define C, by requiring also that 4, y/ E H’, the Sobolev 
space of square-integrable functions with square integrable first generalized 
derivative, and taking the equality to hold for the continuous representatives 
of the elements of H’. The set C, is then a linear manifold in X, which is not 
closed in general. 
The infinitesimal generators of the semigroups T,, T, are denoted by -G$, 
and dO, respectively. They are explicitly given by 
G(L$) = 62(&J = ((4, w? u, pj E X: 9. v/ are absolutely continuous, 
4’. w’ E L2, C(O) = a, v(O) = P) 
4. CONVERGENCE THEOREM ON SUBMANIFOLDS 
The proof of the main result uses a modified version of the Trotter-Kato 
Theorem, holding for linear submanifolds of X which are invariant under the 
semigroup 2”” “associated” with the degenerate system instead of holding for 
the whole of X. Its proof is a simple modification of a proof of the standard 
theorem (see [ 15 ] for comparison). 
In what follows, the resolvent of a linear operator J&’ in a Banach space Z 
is denoted by R(/I: ~8) and the resolvent set by p(d). 
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THEOREM 2: MODIFIED TROTTER-KATO THEOREM. Let J$ be linear 
operators which are the infinitesimal generators of C,-semigroups T,(t), 
t > 0, on a Banach space Z, satisfying (( T@(t)// <Mea’ for t > 0 and 
.a E [ 0, ,a01 for some Jixed constants (I E R, M, ,a,, > 0. 
If Z is a linear manifold (not necessarily closed) in Z, which is invariant 
under T,,(t), then the following are equivalent: 
and (i) R(A: ~$)z -+ R(;1: &) z as ,u-+O+, for every zEZ and ReL>o, 
(ii) Tu(t)z + T,,(t)z as ,a --t O+, for every z E Z, t > 0. 
Moreover, the convergence in part (ii) is uniform on bounded intervals. 
ProoJ The proof follows the one given for Theorem 3.4.3 in 1151, with 
modifications where necessary. 
Assume (i) holds. Fix z E Z;, T > 0. For t E [O, T] we have 
IIV’,,W - To(t)) W -%&/I 
< II T,(WW: 4) - W -$))zIl 
+ IIRW Jd,))TTJt~ - To(t))zll 
+II(R(kdw)-Ro,:do)) T,(t)z(l=N, +N,+N,. 
Since I( T,(t)11 <Me”’ for t E [O, T], it follows from (i) that N, + 0 as ,LI --f O+ , 
uniformly on [O, T]. Also, since T,(t) is strongly continuous, the set {T,(t)z: 
t E [0, T]} is compact and therefore N, + 0 as y -+ Of uniformly on [0, T] 
provided T,,(t)z E 2, but as Z is invariant under T,(t) this is true for z E Z. 
For every w EYr and Re L > CJ, the function T,(t- .) R(~:A$) T(e) 
R (2 : J&)IV is differentiable and 
f [T,(t - s) R(k du) T,,(s) R(k db)w] 
= - Tu(t-s)&NR(kc<l) T,(s)R(kxf& 
+ T,(t - s) R(k &‘J T,,(s) -&R(A: .A@& 
= Tu(t - s)[R(k dO) - R(k &;l)] T,,(s)w. 
By integration from 0 to t we get 
R(k dJ(T,(t) - T,(t)) R@: &&I 
= f T,(t - s)[R(k z&) - R(k J$)] T,,(s)w ds. 
0 
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The integrand in the right-hand side is uniformly bounded by M3e2”T/Re1 
and converges to zero as ,u + O+. Consequently, by the Lebesgue Bounded 
Convergence Theorem 
R(k da)(T,(t) - To(t)) R(d: 2f;>w 
converges to zero uniformly on [0, T]. Since C is a linear manifold invariant 
under T,(t), for each z EC we have (Al- &)z E C. Therefore each 
z E G?(J&) n C can be written as z = R(i: &)w, for some w E C. It then 
follows, for z E G?(JBO) nz;, that N2 -+ 0 as ,u -+ 0’) uniformly on [0, T]. 
Consequently, for every z E 52(di) n C, /\(T,(r) - TJt))zI( also converges 
to zero uniformly on [0, T]. Since (/T,(r) - T,(t)]\ is uniformly bounded on 
[0, T] and since 23(&i) is dense in Z? it follows that (ii) holds with the 
convergence being uniform on [0, T]. 
Assume now that (ii) holds and let Re A > CJ. Then 
lIR@: J$)Z -R(d: sB,)zI/ < (” e--u’ li(T,(t) - To(f))zll dt 
“0 
and for z E C the right-hand side of this inequality converges to zero as 
,U ---t 0’ by (ii) and the Lebesgue Dominated Convergence Theorem. Conse- 
quently (i) holds. 
In order to apply this theorem one needs to establish uniform exponential 
bounds on the semigroups T’,(I). These can be obtained, when all the eigen- 
values of the matrix Do have negative real parts, by a simple modification of 
a result of Habets [7], or from the similar bounds for the fundamental matrix 
Z, of the system that were established in a previous paper [ 141 through the 
use of Laplace transforms.’ 
THEOREM 3: UNIFORM CONVERGENCE ON Zo. Ifnll the eigenvalues cf 
,Do have negative real parts, then T,(t)z converges uniformly on bounded 
intervals to T,(t)z as ,u --f Of for every z E C,. 
Proof. As remarked above, there are uniform exponential bounds on the 
semigroups. Thus, it remains to get the convergence of the resolvents on Co 
so that the Modified Trotter-Kato Theorem can be used. 
Let (17, i y, S) E X. Then 
’ It is then possible to get better estimates on the exponential rates u, and in certain cases 
one can even get the estimates with CJ < 0. 
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[AI, -A, -A(e*“)] a, - B(e-“‘)/?, = -A (1: e-I”-” T(S) ds) 
e’“’ -” C(s) ds + y 
-C(e-“‘) au + [pAI, -Do - D(e”‘)] j?, = - C (1: e*‘(‘-‘)q(s) d.s) 
-D ’ 
u 0 
e’(’ -“‘C(s) ds) +pd. 
Solving for a, and p, , with Re 1 suffkiently large, and letting y -+ 0 +, we get 
I‘ 
e 
40(4 = eleaO - e,“e-S’q(s) ds 
0 
Consequently, 
‘~~(0) = e-“/3 - lo6 eAcems’((s) ds 
Aa0 -Aoao --A(#,) -B(v,)= Y 
-DoPo - Wo) - D(vo) = 0. 
140 - $6 = v 
ho - w6 = c 
Aa0 --Aoao -A($,) -B(voy,) = Y 
Vo + D,‘W’@;> +D(v;)l = -DiY’[W) + D(C)] 
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which is equivalent to R@: s&)(Q <, y, 6) = (#,, , y,,, a,, 0,) if and only if 
6 = -D; * [C(r) + DC)], i.e., (r, C-24 8) E &. 
The above proves that R(IZ: s$)(~, 5, I’, 6) converges to R(il: s$)(q, i, y, 6) 
as- ,u --) 0 + for A E C with Re A sufficiently large and (ye, 5, y, 6) E C,. Now 
the Modified Trotter-Kato Theorem implies the statement. 
The only obstacles to the application of the preceding reasoning when the 
phase space consists of continuous functions are the association of a 
C,-semigroup with the degenerate quation (initial value problems may fail 
to have solution) and the change of domains of the infinitesimal generators 
J$. The first difficulty is overcome by restricting the phase space to 
continuously differentiable functions. In relation to the second difficulty, we 
note that the domains of the generators are 
9(&J= ((&y)E C’([-r,O];R”)X C’((-r,O];R”): 
I’(O) = 440) + A($) +P(v/), w’(O) = Dow(O) + C($> + D(Y)1 
and therefore change with ,LL The convergence of the resolvents does not hold 
anymore. 
5. CONVERGENCE ON THE WHOLE SPACE AND BOUNDARY LAYERS 
It is known that when (1,) reduces to an ODE, the solutions z, = (x,: y,) 
can be written as 
z&) = z,(t) + u,(t) + q$)3 t>O 
where z0 is a solution of the degenerate problem, u, converges uniformly to 
zero on any compact interval as ,u --) O+, and u, either vanishes or is a 
function of boundary layer type at t = 0. In this section? a similar decom- 
position of the solutions is established for the general system (1,). 
Given 4 E L’((-r, 0); Rm), v/ E L’((-r, 0); Rn), we denote 
P,,, = -D, ‘[C(4) + D(u/)L 
so that ($, w, a,/?) E C, if and only if p =,8@,,,. 
In what follows, the fundamental matrix of the system (1,) is denoted by 
Z U’ 
THEOREM 4. Assume all the eigenvalues of D, have negative real parts.’ 
Let z, = (?I,, y,) be a soktion of (1,) with initial data in X if the equation 
’ If D, has at least one eigenvalue with positive real part, it is possible to show that some 
solutions of (1,) do not converge to solutions of the degenerate equation. Consequently, as far 
as convergence results on the whole space are concerned, the hypothesis that the eigenvalces 
of D, are negative is not restrictive. 
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does not involve concentrated delays, and with initial data in H’ x H’ x 
R * x R” c X if concentrated de&vs occur. Then 
ZM@> = z,(t) + up(t) + Up(t), t>o (7) 
where z,, = (x0, yO) is a solution of the degenerate equation (I,,), u, is a 
function converging uniformlv to zero on bounded intervals as ,u -+ 0’) and 
vQ has the form 
v,(t) = z,(t) 
0 [ 1 r ' t>O 
for some column vector n E R ‘, and vanishes if and only if (4, v, a, p) E C, 
when z, = z&4 v, a, PI. 
In particular, if z, = z,($, tt~, a, ,l?), then (7) holds with: 
0) z. = zo(q4 v, a>, 
(ii> u, = ~~(4, ~4 a, P,,,) - zo(~~ v, a>, 
(iii) v, = z,(O, O,O,P -P,,,) = Z,(-I[ a-&a, 1. 
Proof. Equation (7) is clearly satisfied if z,,, u,, and v, are defined by 
(i)-(iii). The uniform convergence of the u, to zero on bounded intervals is a 
consequence of Theorem 3, since it implies that on 2’, the semigroups T,(t) 
converge to T,(t) uniformly on bounded intervals. 
DEFINITION 5. A family of functions defined on [O, +co), {FG}rcCO,Sj 
with 6 > 0 is said to have a boundary layer at t, as p --) Of if F, converges 
uniformly to zero on each intersection of closed intervals not containing to 
with some fixed neighborhood of to and does not converge uniformly on any 
neighborhood of to. 
In general, the functions v, in Theorem 4, when they do not vanish, have 
boundary layers at the points in the set Q of the linear combinations, with 
nonnegative integer coefficients, of the concentrated elays wk appearing in 
Eq. (1,). However, there is no guarantee that the convergence of urr to zero 
as@+0 ’ is uniform on unbounded subsets of [0, +co) - Q. In fact, the zero 
solution of Eq. (1,) may be unstable for ,LJ in a neighborhood of the origin, 
with jZ,(t)i-+ +co as t -+ +co. The following result gives more information 
on the functions vp, including estimates on the boundary layers. 
THEOREM 6. Assume the hypotheses of Theorem 4. Then thefunctions v, 
in that theorem (when they do not vanish) converge pointwisely to zero in 
(O,+co)-Q as ,a+O’, uniformly on closed bounded sets not containing 
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points of Q and nonuniforml}) on any neighborhood qf points of Q. Actually, 
tf the real parts of the eigenvalues of D, are bounded above by -6 < 0, then 
lv,(t>l = 0 (p + ,TQ H(t - tk) e-acf-rd’2u, 
1 k 
W 
uniformly for t in bounded intervals, as p -+ O+, where H is the Heaviside 
function, i.e., H(t) = 0 or 1 according to t < 0 or t > 0, and the t, E Q are 
ordered as 0 = t, < t, < t, < .‘. . 
Consequently, the v, (when they do not vanish) have boundary layers at 
the points belonging to the set Q. 
Proof All the assertions are consequences of the asymptotic formula (8) 
which therefore is the only fact we need to prove. 
Consider a fixed bound interval [0, T], T > 0. Define XU and .i;, by 
and extend a, h, c, d to be zero outside the interval [-r, 01. We have 
i!,(t) - ADZ@(t) = if a(6 - t) x,(e) dB + fi b(0 - t)pp(0) d8 
-’ 0 '0 
+ 5 Akk,(t--o,)+ BkJu(t-Wk) 
k=l kY, 
,ujJt) - DoFV(t) = 1’ cje - t) X,(B) d6 + r’ d(t3 - t)jU(0) d0 
‘0 ‘0 
and therefore, since X,(O) = 0, Y,(O) = 1,) 
0 
.f 
+ 
J 0 eAo’r-5) c 
h [&&(s -Wk)+Bk&,(s-Uk)]ds 
k= I 
Yu(f) = ewiw + (1/p) j-i ew-s)iN -; j [c(O - s) X,(B) + d(B-s) F’,(e)] d8 ds 
[c,.$(S - Ok) + D,-v@(S - mk)] ds. 
k=l 
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L,et o, 6 > 0 be such that Re a@,) < Q and Re a(D,) < -6. Changing the 
order of integration above and using upper bounds for the terms involved, we 
get for some K,,K, > 0 
Define a function f on [0, +a~) so that for t E [tk, t,, 1)3 
Since -U,(0) = 0 for 6 < 0, we have 
and similarly for 45,. Therefore 
f(t) < max )K,(t + h) ’ 
I I( 0 
2eoo + b f (8) d&pK2 
) 
x 
[ 
e-stjzu + (1 + h)/bi ( 2eUH + +I f(e) df?j 1 . 
Consequently, there exists K > 0 such that, for all t E [0, T] and y > 0 in 
some fixed neighborhood of zero, 
f(t) < Kpe -‘6f!ZG + ji K ( 2e”’ + $) f(e) de. 
3 This definition was suggested by a norm used by Habets in [7] to establish a similar 
result through an application of the Banach Fixed Point Theorem. 
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An application of Gronwall inequality gives 
Hence f(t) = O(U) uniformly in t E [0, T] as ,u + 0 +, and therefore 
l.wjl = w uniformly in t E [0, r] 
lJT(t)l = O@ + ,-s-y uniformly in t E [tkr rk+ !) f3 [0, T] 
asp-+O+. Now, for all tE [O,T] 
r,(t) = c [H(t - t/J - H(t - tk+ ,)] jFu(t). 
tkcQ 
Each term in the sum is associated with the restriction of J’, to one of the 
intervals [Ik, t,, J. Consequently, 
14’,(t)l = t;Q [H(t - tk) - H(t - t,, ,)I O(p + eC-S(t--[k)12Uj 
K 
= 0 
( 
p + s ff(t - fk) fL--““-‘K)i2a 
tkEQ 
1 
uniformly in t E [0, T] as b + Of. 
From Theorem 4 we know that for some column vector v E R” 
and therefore the asymptotic expression (8) follows. 
Remark 7. When the system (1,) does not contain concentrated delays, 
the preceding results solve the convergence problem for solutions with 
arbitrary initial data in the phase space X. However, when concentrated 
delays occur in (l,), the above theorems give convergence only for solutions 
with initial data on H’ X H’ x R”’ x R” which is a dense, but proper, subset 
of X. With initial data outside this set, we do not in general expect to have 
either uniform convergence of the functions U, or the boundary layers of u, 
occurring only at points of Q. In fact, discontinuities of the initial data 
would result in nonuniformities in the convergence at points not necessarily 
contained in Q. It is, therefore, not possible to improve the above 
convergence results if what is wanted is to have a decomposition of the 
solutions in the form of Eq. (7), with the simple properties established in 
Theorems 4 and 5. 
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6. UNIFORM CONVERGENCE ON UNBOUNDED SETS 
The information on the asymptotics at t = +a, of the solutions of (1,) as 
,U -+ O+, which is provided in [ 141, permits us to handle the question of the 
uniform convergence of u, on closed unbounded subsets of [0, +co) - Q. 
The notation of that paper is used again here. In particular, let A, and 8, 
denote the functions of a complex variable defined by’ 
A(eq I#(&) 
C(e-“), D(e”‘) 1 
and 
8,(A) =,&I, - Do - D(ea’), 
and define 
A4, = sup{ Re II: det A,(L) = O} 
M* = lim sup M, 
p-to+ 
N, = sup{Re A: det B,(A) = 0) 
N* = lim sup NW. 
jL+o+ 
THEOREM 8. If MO, N* < 0, then, as ,a + O+, u, converges to zero 
uniformly on [0, +a) and v, converges to zero uniformly on closed (possib!), 
unbounded) subsets of [0, +a) - Q. 
ProoJ From the results in [ 141 and the hypothesis of the theorem, it 
follows that M* ,< max{M,, N*} < 0. Therefore the uniform exponential 
bounds on the fundamental matrix established in [ 141, 
) Z,(t)/ < Ke”‘, OGPu,<Po, t>o 
hold for some K > 0 and o < 0. It follows directly that ~1, admits a similar 
exponential bound. Since v, converges to zero uniformly on closed bounded 
subsets of [0, +co) - Q (Theorem 6) and CJ < 0, the uniform convergence of 
U, to zero holds on all closed subsets [0, +a~) - Q. 
The bounds on Z, can be used, in the usual way, to obtain similar bounds 
on the solutions corresponding to each fixed initial condition. It was shown 
in [ 141 that MO ,< M*, therefore those bounds also apply to solutions of the 
’ For simplicity we use A, B, C, D also to denote the functions of complex variable defined 
by the same formal expressions used for the operators. 
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degenerate system. Consequently, u0 also admits such a uniform exponential 
bound. As U, converges uniformly to zero on compact sets and u < 0, it 
follows that U, actually converges uniformly to zero on [0, i-co). 
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