abstract: In this paper, we study a class of strongly close-to-convex functions f (z) analytic in the unit disk U with f (0) = 0, f ′ (0) = 1 satisfying for some convex function g(z) the condition that
Introduction
Let H(U) represent a linear space of all analytic functions defined in the open unit disk U = {z ∈ C : |z| < 1} . For a ∈ C, n ∈ N, let H [a, n] = f ∈ H(U) : f (z) = a + a n z n + a n+1 z n+1 + . . . and denote by A the special class H [0, 1] whose members are of the form:
a n z n (z ∈ U) . Further, we denote by S, a class of functions f ∈ A which are univalent. Also, let S * and K denote, respectively, the subclasses of S whose members are starlike and convex in U satisfying, respectively, the conditions:
A class of close-to-convex functions f ∈ A satisfying for some h ∈ S * and for some α ∈ (−π/2, π/2) the condition:
is denoted by C. A class C ′ of close-to-convex functions f ∈ A satisfying for some g ∈ K the condition:
> 0 (z ∈ U) (1.2) was defined in [1] (see also [13] ). A class of strongly close-to-convex functions f ∈ A of order m satisfying for some g ∈ K the condition:
is denoted by C ′ m , where the class C ′ 1 is equivalent to the class C ′ . For two functions p, q ∈ H(U), we say p is subordinate to q in U and write p ≺ q in U, if there exists a Schwarz function ω, analytic in U with ω(0) = 0, and |ω(z)| ≤ |z| < 1 (z ∈ U) such that p(z) = q(ω(z)) (z ∈ U) . Furthermore, if the function q is univalent in U, then we have the following equivalence (see for details [3, 9] ):
We denote by P the class of functions p ∈ H [1, 1] with ℜ {p(z)} > 0 (z ∈ U) , and let Q be a class of univalent functions φ ∈ P such that φ (U) is convex and symmetrical with respect to the real axis.
We note that a function f ∈ A which satisfies for some g ∈ K the condition that
belongs to the class C ′ if the function φ(z) = For the purpose of this paper, we consider the function φ which is defined by
and for this φ, we define a class Ω m (A, B) of functions f ∈ A which satisfies for some g ∈ K the above subordination (1.3). It may be observed that
(see Figure 1 for A = −.7, B = .8, m 1 = .25, m 2 = .7)
when intervals with end points A 1 , B 1 are contained in the intervals with end points A 2 , B 2 (see Figure 2 for
In Figures 1 and 2 below, the regions in blue, red and yellow are, respectively, the images of the subordinated functions occurring in (i) and (ii) above under the unit disk. We further observe that Ω m (1, −1) = C ′ m , and the class Ω 1/2 (1, 0) = LC ′ is associated with the right-half of the Lemniscate of Bernoulli ∂L (see [14] ) enclosing the region: By denoting Ω 1 (A, B) by Ω (A, B) , we observe that for −1 ≤ B < A ≤ 1, the class Ω (A, B) = C ′ (A, B) is a Janowski type class [6] of close-to-convex functions. In particular, the class Ω (1, −1) = C ′ and for 0 ≤ α < 1, 0 < β ≤ 1, the class Ω ((2α − 1) β, β) was studied in [10] .
In this paper, we obtain various results based on coefficient estimates, bounds, integral operator and radius of convexity for functions belonging to the class Ω m (A, B) . We also point out some useful cases and consequences of the main results.
Coefficient Estimates
Proof: Let the function g ∈ K be of the form
and let
On using the series expansions of f (z) and g(z) from (1.1) and (2.2) in (2.3), we obtain that 4) and upon equating the coefficients of z n−1 (n ≥ 2) on both the sides of (2.4), we get n a n = p n−1 +
By the hypothesis, we have
which by a well-known result of Rogosinski [12] on subordination shows that
On applying (2.6) and the condition for convex functions ( [3, p. 45]): |b n | ≤ 1 (n ≥ 2) to the equation (2.5), we obtain the coefficient inequality (2.1). ✷
In particular, from Theorem 2.1, we obtain the following result for strongly close-to-convex functions of order m.
Bounds
In finding the bounds, we need the following lemmas.
, then for some g ∈ K and for |z| = r (0 < r < 1) :
(3.1)
Hence, for |z| = r (0 < r < 1) and assuming the principal values of the powers, we get
which implies that
This proves Lemma 3.2. ✷ Remark 3.3.
, then for |z| = r (0 < r < 1) :
and
n+1 2F1 l, 1; 2 + n;
n+1 2F1 −m, 1; 2 + n; Equalities in (3.7) and (3.8) occur for the function given by
if z = r (0 < r < 1) , a real value and x = ±1.
Proof: Let f ∈ Ω m (A, B) , then from (3.5) and upon using |z| = r (0 < r < 1) , we get 11) and therefore, from (3.10) and (3.11), we get the desired result given by (3.7). Now for some real θ, let z = re iθ (0 < r < 1) , then we have
and on using the upper bound from (3.7), we get
By using the binomial expansion:
we have (in case B = 0):
Hence, from (3.12), we obtain
where on using (i) and (ii) of Lemma 3.1, we get
Thus, we get (in case B = 0)
In case B = 0, then from (3.12) and using (i) and (ii) of Lemma 3.1, we obtain
The bounds (3.14) and (3.15) establish the upper bound of the result (3.8). To obtain the lower bound of |f (z)| in (3.8), we consider a point z 0 (|z 0 | = r < 1) such that |f (z)| ≥ |f (z 0 )| (∀z : |z| = r). Let γ be an arc in U which is mapped by the function w = f (z) onto a line segment L joining origin to the point f (z 0 ) and lying entirely in the image of U under f . Thus, making use of the lower bound of |f ′ (z)| from (3.7), we get
Adopting similar calculations as employed in finding the upper bounds from (3.12), we get the desired result (3.8) for the lower bounds from (3.16). This proves the result of Theorem 3.4. ✷
For m = 1, we obtain a much simplified form from Theorem 3.4 which is contained in the following corollary. Proof: If we choose m = 1, then from (3.7), we get the result (3.17), and from (3.12) and (3.13), we get (in case B = 0)
. 
Consequently for B = 0 and B = −1, we have
which yields the lower bound (3.19) of (3.18) if B = 0, −1. If B = −1, then from (3.22), we get the lower bound (3.19) of (3.18) and in case B = 0, from (3.16) for m = 1, we get the lower bound (3.19) of (3.18). This completes the proof of Corollary 3.5. ✷
In view of the result (3.6) mentioned in Remark 3.3 (ii) (and following the proof of Corollary 3.5), we obtain the following result: 
Equalities in the results occur for the function given by
Remark 3.7. In view of the lower bounds h and l of |f (z)| for the classes C ′ (A, B) and Ω (A, B) , given, respectively, by (3.19) and (3.25) , we remark that the disc of maximum radius h given by (3.19) for restricted values of B such that
, where U r = {z ∈ C : |z| = r < 1} and the disc of maximum radius l given by (3.25) for restricted values of B such that −1 ≤ A < B ≤ 1 is contained in the image domain
In view of the above Remark 3.7, we note from the lower bounds h and l, that by letting r → 1 in the Corollaries 3.5 and 3.6 (given, respectively, by (3.19) and (3.25)), we have the following properties giving the omission values for the classes C ′ (A, B) and Ω (A, B).
and let w ∈ C be such that f (z) = w (z ∈ U). Then |w| > r 1 , where
is not assuming any value w, then that w must be somewhere outside the closed disk of radius r 1 given by (3.27) . That is, if for −1 ≤ A < B ≤ 1, a function f ∈ Ω (A, B) is not assuming any value w, then that w must be somewhere outside the closed disk of radius r 2 given by (3.28).
The result is sharp for real A and B such that |A| = 1 = |B| (A = B) .
Proof: Let the function f ∈ Ω m (A, B) , then from (3.3), we have (for |z| = r (0 < r < 1)):
As g ∈ K, it follows from [11] that for |z| = r (0 < r < 1):
and hence from (3.30), we get the result (3.29). Sharpness of the result can be observed for the function f (z) such that (A, B) , then the radius of convexity r 0 (0 < r 0 < 1) of f is the unique positive root of the polynomial:
Proof: For the Schwarz function ω with ω(0) = 0, and |ω(z)| < 1 (z ∈ U) satisfying
. Thus, in terms of q we write
On taking the logarithmic derivative, equation (5.2) gives (after some elementary calculations)
Since, g ∈ K, we have
Therefore, on applying Lemma 5.1 in (5.3), we obtain 
Concluding Remarks and Observations
In our present investigation, we have considered some important and useful geometric properties of a presumably new class Ω m (A, B) in the open unit disk U. The results (see Theorems 2.1 to 5.2) depict such geometric properties which lead to various interesting results presented in this paper (see also [1] and [10] ).
We deem it proper to point out some of the known special cases which arise from the results proved above. Thus, if we set 
