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1. Introduction
The deterministic bottom-up tree transducer (abbreviated as dbtt) [4,5] and the ground term rewrite system (abbreviated
as gtrs) [6] have been investigated by numerous researchers. Snyder [6] introduced and studied the concept of a reduced
gtrs. He showed that each reduced gtrs is convergent. He also gave a fast algorithm for generating a reduced gtrs equivalent
to a given gtrs.
For an arbitrary term rewrite system R over a ranked alphabet Σ , Vágvölgyi [8] restricted the rewriting relation→R
to ground terms. He studied the relation →R,g = →R ∩(TΣ × TΣ ), and showed that →∗R,g = →∗R ∩(TΣ × TΣ ) and↔∗R,g = ↔∗R ∩(TΣ × TΣ ). He also showed that for any term rewrite system R and gtrs S over Σ , it is decidable whether↔∗R,g ⊆ ↔∗S . However, there is no algorithm which takes as input a ranked alphabetΣ , a linear term rewrite system R and
a gtrs S overΣ , and decides whether↔∗S ⊆ ↔∗R,g , see [8].
In theoretical computer science it is a fundamental problem to compare the computational capabilities of two computing
devices. The tree transformation induced by a dbtt is a partial function, and is not necessarily a reflexive relation. The
congruence relation generated by a gtrs is a reflexive relation, and is not necessarily a partial function. Hence the class
of tree transformations induced by dbtt’s and the class of congruence relations generated by gtrs’s are incomparable. We
compare the computing powers of a given dbtt and a given gtrs. We show that it is decidable for any dbtt A and gtrs R,
which one of the following conditions holds: (i) τ(A) ⊂ ↔∗R, (ii)↔∗R ⊂ τ(A), (iii) τ(A) = ↔∗R, (iv) τ(A) and↔∗R are
incomparable. Here τ(A) is the tree transformation induced byA, and↔∗R is the congruence generated by R.
We now consider the problem of regular tree model checking raised in [1]. A configuration of an infinite-state system is
encoded as a tree over a ranked alphabetΣ . The transition relation of a system is computed by a bottom-up tree transducer
A, whereΣ is both the input and output ranked alphabet ofA. A deterministic bottom-up tree automaton (dbta for short)
I over Σ recognizes the set of initial states. For safety properties, a set of bad states is given by a dbta B over Σ . The
complement of L(B) with respect to TΣ is recognized by a dbta G. Obviously, L(I) ⊆ L(G). The basic verification problem
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is to decide whether the image τ(A)∗(L(I)) of L(I) under the reflexive transitive closure τ(A)∗ of τ(A) is a subset of L(G).
Researchers studying this problem considered only the case whenA is linear. Fülöp and Vágvölgyi [3] gave a reduced gtrs
R overΣ such that
∗↔
R
∩(sub(L(G))× sub(L(G))) = ρL(G) ∩ (sub(L(G))× sub(L(G))).
Here ρL(G) is the greatest congruence over the term algebra TA which saturates L(G), and sub(L(G)) stands for the set of
subtrees of elements in L(G). Hence↔∗R(L(I)) = ρL(G)(L(I)), where↔∗R(L(I)) and ρL(G)(L(I)) are the images of L(I) under
the relations↔∗R and ρL(G), respectively. If τ(A) ⊆ ↔∗R, then
τ(A)∗(L(I)) ⊆ ∗↔
R
(L(I)) = ρL(G)(L(I)) ⊆ L(G).
Weapply our decision results above to the special case of the regular treemodel checking problemwhereA is deterministic.
We decide whether τ(A) ⊆ ↔∗R. If the answer is yes, then τ(A)∗(L(I)) ⊆ L(G).
Without loss of generality, we may assume that R is reduced. First we show that we can effectively decide whether
τ(A) ⊆ ↔∗R. We divide up the input tree into two parts: the trunk part and the non-trunk part. The trunk part consists of
all maximal input subtrees which can be rewritten by R at the root. The non-trunk part is a supertree of the input which
cannot be rewritten by R.
We construct a dbta B = (Σ, B, P) to simulate the contracting/pumping of the trunk part of the input tree. On the
trunk part of the input tree, B mimicks the reduction of R, the computation ofA, and also simulates the reduction of R on
the output of A. In the first component of its state, B computes the R-normal form r of an input subtree. In the second
component, B computes the state a of A. In the third component, B constructs the R-normal form of the output subtree.
Furthermore, for an input treewith a small non-trunk supertree,B extends the simulation ofA to thewhole input tree. Here
small means that the height of the non-trunk supertree of the input tree is less than or equal to (the number of↔∗R-classes
containing some subterm of a left-hand side or a right-hand side of some rule in R plus 1) times the number of the states
of the dbtt A. We define the dbta C from B by dropping the third component of its state. Using B, C, and a well-known
decision result on dbta’s we decide whether τ(A) restricted to input trees with small non-trunk supertrees is a subset
of↔∗R.
Themain difficulty is that the domain of the relation τ(A)may contain, for each natural number k, a tree pk such that the
height of the non-trunk part of pk is bigger than k. Then we cannot construct a dbtaB to simulate the contracting/pumping
of the trunk part of an arbitrary input tree in the same way as above, and to extend the simulation ofA to the whole input
tree. Instead, one can contract/pump the non-trunk part of an input tree toA in the domain of the relation τ(A) similarly
as one can contract/pump an input tree recognized by a dbta.
This paper is divided into four sections. In Section 2, we introduce our notation and recall some well-known notions. In
Section 3 we present our results. First we show that for any dbttA = (Γ , A,∆, S, F) and gtrs R overΣ , we can effectively
decide whether τ(A) ⊆ ↔∗R. In Section 3.1, we give an intuitive explanation of the proof. In Section 3.2, we begin the proof.
We show that it is sufficient to consider the case when Γ = ∆ = Σ . In Section 3.3, we construct dbta’s for input trees
to A with small non-trunk supertrees. In Section 3.4, we present Conditions (I) and (II) which together form a necessary
and sufficient condition for τ(A) ⊆ ↔∗R. In Section 3.5, we show that if τ(A) ⊆ ↔∗R, then Conditions (I) and (II) hold. In
Section 3.6, we show that if Conditions (I) and (II) hold, then τ(A) ⊆ ↔∗R. In Section 3.7, we show that Conditions (I) and (II)
are decidable, and then we finish the proof of the decidability of the inclusion τ(A) ⊆ ↔∗R. In Section 3.8, we show that for
any dbttA = (Γ , A,∆, S, F) and gtrs R overΣ , it is decidable whether↔∗R ⊆ τ(A). In Section 4, we present our concluding
remarks and some open problems.
2. Preliminaries
Sets and relations. The cardinality of a set A is denoted by ca(A). For any set A, the identity mapping id(A) : A → A maps
each element of A to itself. Let ρ ⊆ A × A be a binary relation on a set A. We denote by ρ∗ the reflexive, transitive closure
of ρ.
For a relation ρ, dom(ρ) denotes the domain of ρ, and ran(ρ) denotes the range of ρ. Let ρ be an equivalence relation on
A. For every a ∈ A, we denote by [a]ρ the ρ-class containing a, i.e. [a]ρ = {b | aρb}. For any B ⊆ A, [B]ρ = {[b]ρ | b ∈ B}.
Terms. A ranked alphabet Σ is a finite set of symbols in which every element has a unique rank in the set of nonnegative
integers. For each integerm ≥ 0,Σm denotes the elements ofΣ which have rankm.
Let Y be a set of variables. The set TΣ (Y ) ofΣ-terms with variables in Y is the smallest set U for which
(i) Σ0 ∪ Y ⊆ U and
(ii) f (t1, . . . , tm) ∈ U whenever f ∈ Σm withm ≥ 1 and t1, . . . , tm ∈ U .
For each f ∈ Σ0, we write f for f (). Terms are also called trees.
The set TΣ (∅) is simplywritten as TΣ and called the set of ground trees overΣ .We specify a countable set X = {x1, x2, . . .}
of variables which will be kept fixed in this paper. Moreover, we put Xn = {x1, . . . , xn}, for n ≥ 0. Hence X0 = ∅. For any
n ≥ 0, we define VOΣ (Xn) as the set of those trees t ∈ TΣ (Xn) in which each variable xi ∈ Xn appears exactly once. For each
n ≥ 0, we define LINΣ (Xn) as the set of those trees t ∈ TΣ (Xn) in which each variable xi ∈ Xn appears at most once.
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We now introduce the nullary symbol #, called the hole symbol. The hole symbol # is not an element of any ranked
alphabetΣ unless we say otherwise. For any ranked alphabetΣ and any n ≥ 0, we define CΣ (Xn) as the set of those trees in
TΣ∪{#}(Xn) in which nullary symbol # appears exactly once. The set CΣ (∅) is simply written as CΣ . Let CΣ (X) =⋃( CΣ (Xn) |
n ≥ 0 ). The trees in CΣ (X) are generally known as contexts. For each n ≥ 0, we define LCΣ (Xn) as the set of those trees in
CΣ (Xn) in which each variable xi ∈ Xn appears at most once. For any ranked alphabetΣ , we define DCΣ as the set of those
trees in TΣ∪{#} in which nullary symbol # appears exactly twice. The trees in DCΣ are called double contexts.
We shall illustrate our concepts and results by our running example, which is presented as a series of examples.
Example 2.1. LetΩ = Ω0 ∪Ω1 ∪Ω2,Ω0 = {$},Ω1 = {h}, andΩ2 = {g}.
• g(x1, g($, x1)) ∈ TΩ(X1) but g(x1, g($, x1)) /∈ VOΩ(X1). Furthermore, h($) /∈ VOΩ(X1). On the other hand,
g(x2, g(x1, x3)) ∈ VOΩ(X3), g(x1, g(x2, x3)) ∈ VOΩ(X3), h(x1) ∈ VOΩ(X1), and g(x1, g($, x2)) ∈ VOΩ(X2).
• g(x1, h(x1)) 6∈ LINΩ(X1) and g(x1, g(x2, x2)) 6∈ LINΩ(X2). On the other hand, g(x2, g($, x3)) ∈ LINΩ(X3),
g(x2, g(x1, x3)) ∈ LINΩ(X4), and g(x1, h(x2)) ∈ LINΩ(X2).
• g(x1, g(#,#)) 6∈ CΩ(X2) and g(#, g(#, x2)) 6∈ CΩ(X2). On the other hand, h(#) ∈ CΩ(X1), g(#, g(x2, x1)) ∈ CΩ(X2) and
g(#, g(x2, x2)) ∈ CΩ(X2). Furthermore, g($,#) ∈ CΩ .
• g($,#) ∈ LCΩ(X2) and g(#, g(x2, x1)) ∈ LCΩ(X2). On the other hand, g(#, g(x2, x2)) 6∈ LCΩ(X2) and g(#, g(#, x2)) 6∈
LCΩ(X2).
• g(#,#) ∈ DCΩ , and g(#, g($,#)) ∈ DCΩ . On the other hand, g($, g(#, $)) 6∈ DCΩ .
For the concept of a proof by term induction see page 24 of [4].
Let N be the set of all positive integers. N∗ stands for the free monoid generated by N with the empty word λ as identity
element. For a word α, le(α) stands for the length of α. Consider any words α, β, γ ∈ N∗ such that α = βγ . Then we say
that β is a prefix of α, and write β  α. Furthermore, if α 6= β , then β is a proper prefix of α, and we write β ≺ α. For any
words α, β ∈ N∗, we say that α and β are comparable and write α ∼ β if α  β or β  α. Observe that ∼ is a reflexive,
symmetric relation on N∗.
For a tree t ∈ TΣ (X), the set of positions PO(t) ⊆ N∗, the height he(t), and the set sub(t) of subtrees of t are defined by
recursion:
(i) if t ∈ Σ0 ∪ X , then PO(t) = {λ}, he(t) = 0, and sub(t) = {t},
and
(ii) if t = f (t1, . . . , tm) with m ≥ 1 and f ∈ Σm, then PO(t) = {λ} ∪ {iα | 1 ≤ i ≤ m and α ∈ PO(ti)},
he(t) = 1+max{he(ti) | 1 ≤ i ≤ n}, and sub(t) = {t} ∪ (∪ni=1sub(ti)).
For a tree language L ⊆ TΣ , the set sub(L) of subtrees of elements of L is defined by sub(L) = ⋃( sub(t) | t ∈ L ). For each
t ∈ TΣ (X) and α ∈ PO(t), we introduce the subtree t/α ∈ TΣ (X) of t at α and define the label lab(t, α) ∈ Σ ∪ X in t at α as
follows:
(a) for t ∈ Σ0 ∪ X , t/λ = t and lab(t, λ) = t;
(b) for t = f (t1, . . . , tm) with m ≥ 1 and f ∈ Σm, if α = λ then t/α = t and lab(t, α) = f , otherwise, if α = iβ with
1 ≤ i ≤ m, then t/α = ti/β and lab(t, α) = lab(ti, β).
For each tree t ∈ CΣ (X), the spine sp(t) ∈ PO(t) of t is the position of # in t , that is t/sp(t) = #.
For a tree t ∈ TΣ (X), the size si(t) of t is defined by si(t) = ca(PO(t)).
For any trees t ∈ TΣ (Xk), k ≥ 0, t1, . . . , tk ∈ TΣ (X), the tree t[t1, . . . , tk] is produced from t by replacing each occurrence
of xi with ti for 1 ≤ i ≤ k. We say that t is a supertree of t[t1, . . . , tk].
For any integers k,m, n ≥ 0, and trees p ∈ TΣ (Xk), s1, . . . , sk ∈ TΣ (Xm), t1, . . . , tm ∈ TΣ (Xn), p[s1, . . . , sk][t1, . . . , tm]
denotes the tree
(p[s1, . . . , sk])[t1, . . . , tm] = p[s1[t1, . . . , tm], . . . , sk[t1, . . . , tm]].
For any t ∈ TΣ (X), α ∈ PO(t), and r ∈ TΣ (X), we define t[α← r] ∈ TΣ (X) as follows.
(i) If α = λ, then t[α← r] = r .
(ii) If α = iβ , for some i ∈ N and β ∈ N∗, then t = f (t1, . . . , tm) with f ∈ Σm and 1 ≤ i ≤ m. Then
t[α← r] = f (t1, . . . , ti−1, ti[β ← r], ti+1, . . . , tm).
For any t ∈ TΣ (X), α, β ∈ PO(t) such that α 6∼ β , and for any r, s ∈ TΣ (X), let t[α← r, β ← s] = (t[α← r])[β ← s].
For any t ∈ TΣ (Xk), k ≥ 0, α ∈ PO(t), and r ∈ TΣ (Xk), t1, . . . , tk ∈ TΣ (X), t[α ← r][s1, . . . , sk] denotes the tree
(t[α← r])[s1, . . . , sk].
Let s, t, u ∈ TΣ∪{#}(Xn) be arbitrary. Then s · t is defined from s by replacing all occurrences of # with t . We write s · t · u
for (s · t) · u. Furthermore, s0 stands for #. For each i ≥ 1, si+1 = si · s. For any u1, . . . , un ∈ TΣ (X), we write s · t[u1, . . . un]
for (s · t)[u1, . . . un].
Lemma 2.2. Let Σ be a ranked alphabet. Let s1 ∈ VOΣ (X2), s2, s4 ∈ CΣ with he(s2), he(s4) ≥ 1, and s3, s5 ∈ TΣ . Let
u ∈ VOΣ (X2). Let v2, w2 ∈ CΣ , and v3, w3 ∈ TΣ be arbitrary. If
s1[s3, s5] = u[v3, w3], (1)
s1[s2 · s3, s5] = u[v2 · v3, w3], (2)
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and
s1[s3, s4 · s5] = u[v3, w2 · w3], (3)
then
s1[s2 · s3, s4 · s5] = u[v2 · v3, w2 · w3]. (4)
Proof. Assume that (1)–(3) hold. We now show (4). Let α, β ∈ PO(s1) be such that lab(s1, α) = x1 and lab(s1, β) = x2.
Then
α 6∼ β. (5)
Let φ,ψ ∈ PO(u) be such that lab(u, φ) = x1 and lab(u, ψ) = x2. Then
φ 6∼ ψ. (6)
By (1), (2), and he(s2) ≥ 1, we have φ ∼ α. By (1), (3), and he(s4) ≥ 1, we have ψ ∼ β as well. Let γ be the shortest of φ
and α, and let δ be the shortest of ψ and β . That is, γ = φ if φ  α, and γ = α otherwise. Moreover, δ = ψ if ψ  β , and
δ = β otherwise. We now show that
γ 6∼ δ. (7)
If γ  δ, then (α  β or φ  ψ). By (5) and (6), this is a contradiction. If δ  γ , then (β  α or ψ  φ). Again by (5) and
(6), this is a contradiction. The proof of (7) is complete.
Let κ ∈ PO(s1[s2 · s3, s4 · s5]) be arbitrary. We distinguish five cases.
Case 1: neither γ nor δ is comparable to κ . In this case
lab(s1[s2 · s3, s4 · s5], κ) = lab(s1[s3, s5], κ) =
lab(u[v3, w3], κ) = (by (1))
lab(u[v2 · v3, w2 · w3], κ).
Case 2: γ  κ . By (7), δ is not comparable to κ . Hence
lab(s1[s2 · s3, s4 · s5], κ) = lab(s1[s2 · s3, s5], κ) =
lab(u[v2 · v3, w3], κ) = (by (2))
lab(u[v2 · v3, w2 · w3], κ).
Case 3: κ ≺ γ . By (7), δ is not a prefix of κ . We can proceed as in Case 1.
Case 4: δ  κ . By (7), γ is not comparable to κ . Hence
lab(s1[s2 · s3, s4 · s5], κ) = lab(s1[s3, s4 · s5], κ) =
lab(u[v3, w2 · w3], κ) = (by (3))
lab(u[v2 · v3, w2 · w3], κ).
Case 5: κ ≺ δ. By (7), γ is not a prefix of κ . We can proceed as in Case 1.
In all five cases, lab(s1[s2 · s3, s4 · s5], κ) = lab(u[v2 · v3, w2 · w3], κ). As κ ∈ PO(s1[s2 · s3, s4 · s5]) is arbitrary, we
have (4). 
Bottom-up tree transducers. A bottom-up tree transducer (btt for short) is a system A = (Σ, A,∆, S, F), where
Conditions (a)–(d) hold.
(a) Σ and∆ are ranked alphabets, called the input and output ranked alphabets, respectively.
(b) A, the state set ofA, is a nonempty ranked alphabet such that A = A1, and A ∩ (Σ ∪∆ ∪ X) = ∅.
(c) F ⊆ A is the set of final states.
(d) S is a finite set of rewriting rules of the form f (a1(x1), . . . , am(xm))→ a(q), where m ≥ 0, f ∈ Σm, a, a1, . . . , am ∈ A,
and q ∈ T∆(Xm).
Note that we do not need the nullary hole symbol # for the definition of the tree transformation τ(A) induced by the bttA,
we use # in the forthcoming proofs.
The btt A can be used to induce a tree transformation τ(A) from TΣ to T∆ as follows. A sentential form of A is a tree
t ∈ TΣ∪A∪∆∪{#}(X), where t = u[t1, . . . tn], n ≥ 0, u ∈ TΣ (Xn), and for each 1 ≤ i ≤ n, ti = ai(ui) for some ai ∈ A and
ui ∈ T∆∪{#}(X). We denote the set of all sentential forms of A by SF . We define the derivation relation⇒A over SF : for
arbitrary trees p, v ∈ SF , we have p⇒A v if and only if the following two conditions hold:
(a) there is a rule f (a1(x1), . . . , am(xm))→ a(q) in S.
(b) v can be obtained from p by substituting an occurrence of a subtree f (a1(s1), . . . , am(sm)) of p by a(q[s1, . . . , sm]), where
s1, . . . , sm ∈ T∆∪{# }.
It should be clear that the relation⇒A can be interpreted as a method of rewriting trees into trees in the set SF .
The tree transformation induced by the bttA is defined as
τ(A) = {(s, t) ∈ TΣ × T∆ | s ∗⇒
A
a(t) for some a ∈ F}.
In this paper we shall consider only the deterministic version of a btt. We say that bttA is deterministic (A is a dbtt for short)
if there are no two different rules in Rwith the same left-hand side. In this case, it is obvious that τ(A) is a partial function
from TΣ to T∆.
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Example 2.3. We continue our running example. We define the dbttA = (Ω, A,Ω, S, F) as follows.
(a) Recall thatΩ = Ω0 ∪Ω1 ∪Ω2,Ω0 = {$},Ω1 = {h}, andΩ2 = {g}.
(b) A = {c}.
(c) F = A.
(d) S consists of the following three rules:
$→ c(h($)),
h(c(x1))→ c(h(x1)),
g(c(x1), c(x2))→ c(g(x1, x2)).
It is not hard to see that
(∗) τ (A) = {(s, t) ∈ TΣ × TΣ | t is obtained from s by replacing all occurrences of $ by h($)}.
Let t ∈ TΩ(X) be arbitrary. We define the tree hk(t), k ≥ 0, as follows. Let h0(t) = t , and for each k ≥ 0, let
hk+1(t) = h(hk(t)).
For any dbttA, it is decidable whether τ(A) = ∅, see [4]. The following result is also well known, see [4].
Proposition 2.4. For any dbttA = (Σ, A,∆, S, F) and ranked alphabet Γ , it is decidable whether dom(τ (A)) ⊆ TΓ .
Let A = (Σ, A,∆, S, F) be a dbtt. A state a ∈ A is reachable if there are trees s ∈ TΣ and t ∈ T∆ such that s⇒∗A a(t). A
state a ∈ A reaches a final state writing out its argument if the following condition holds. There are trees s ∈ VOΣ (X1) and
t ∈ T∆(X1) such that
• variable x1 appears in t and
• s[a(x1)]⇒∗A b(t) for some b ∈ F .
It is well known that for any state a ∈ A, it is decidable whether a is reachable, and whether a reaches a final state writing
out its argument. Hence we have the following result.
Proposition 2.5. For any dbttA = (Σ, A,∆, S, F) and ranked alphabet Γ , it is decidable whether ran(τ (A)) ⊆ TΓ .
Algebras. LetΣ be a ranked alphabet. AΣ-algebra is a system B = (B,ΣB), where B is a nonempty set, called the carrier
set of B, and ΣB = {f B | f ∈ Σ} is a Σ-indexed family of operations over B such that for every f ∈ Σm with m ≥ 0, f B is a
mapping from Bm to B. An equivalence relation ρ ⊆ B× B is a congruence on B if
f B(a1, . . . , am)ρf B(b1, . . . , bm)
whenever f ∈ Σm, m ≥ 0, and aiρbi, for 1 ≤ i ≤ m. We define the quotient algebra B/ρ = ([B]ρ,ΣB/ρ) of the algebra
B modulo a congruence ρ as follows. For all f ∈ Σm, m ≥ 0, and b1, . . . , bm ∈ B, we put f B/ρ([b1]ρ, . . . , [bm]ρ) =
[f B(b1, . . . , bm)]ρ .
In this paper we shall mainly deal with the algebra TA = (TΣ ,Σ) of terms over Σ , where for f ∈ Σm with m ≥ 0 and
t1, . . . , tm ∈ TΣ , we have
f TA(t1, . . . , tm) = f (t1, . . . , tm).
We adopt the concepts of a simple class and of a compound class of a congruence ρ on the term algebra TA from [3]. A
ρ-class Z is called simple if for any function symbols f ∈ Σm, g ∈ Σn, with m, n ≥ 0 and ρ-classes Z1, . . . , Zm, Z ′1, . . . , Z ′n,
if f TA/ρ(Z1, . . . , Zm) = Z and gTA/ρ(Z ′1, . . . , Z ′n) = Z , then f = g , m = n, Z1 = Z ′1, . . . , Zm = Z ′m. If a ρ-class Z is not simple
then it is called a compound class. The set of all compound classes is denoted by comp(ρ). The trunk of a congruence ρ on TA
is defined in [3] as the set trunk(ρ) = sub(⋃ comp(ρ)).
If s ∈ trunk(ρ) and t ∈ sub(s), then t ∈ trunk(ρ) as well. Thus, if t 6∈ trunk(ρ) and t ∈ sub(s), then s 6∈ trunk(ρ).
Ground term rewrite systems.A ground term rewrite system (gtrs) over a ranked alphabetΣ is a finite subset R of TΣ×TΣ .
The elements of R are called rules and a rule (l, r) ∈ R is written in the form l → r as well. Moreover, we say that l is the
left-hand side and r is the right-hand side of the rule l → r . Given any terms s and t in TΣ , a position α ∈ PO(s), and a rule
l→ r in R, we say that R rewrites s to t applying the rule l→ r at α and denote this by s→R t if s/α = l and t = s[α← r].
When we want to emphasize the position α, we write s→R,α t .
We define the relation↔R over TΣ : for any terms s and t in TΣ , s↔R t if and only if s→R t or t→R s. Recall that relation↔∗R is the reflexive, transitive closure of↔R. It is well known that the relation↔∗R is a congruence on the term algebra TA.
We call↔∗R the congruence induced by R. Obviously,↔∗∅ = id(TΣ ). A gtrs R is equivalent to a gtrs S, if↔∗R = ↔∗S holds.
Let R be a gtrs. A ground term t ∈ TΣ is irreducible for R if there exists no t ′ such that t→R t ′. The set of irreducible ground
terms for R is denoted by IRR(R).
• A gtrs R is noetherian if there exists no infinite sequence of terms t1, t2, t3, . . . in TΣ such that t1→R t2→R t3→R · · ·.
• A gtrs R is confluent if for any terms t1, t2, t3 in TΣ , whenever t1→∗R t2 and t1→∗R t3, there exists a term t4 in TΣ such that
t2→∗R t4 and t3→∗R t4.• A gtrs R is convergent if it is noetherian and confluent.
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It is well known that for any convergent gtrs R and congruence class Z of↔∗R, Z contains exactly one term t in IRR(R), and
that for any term p in the class Z , p→∗R t . We call t the R-normal form of p. For any term u ∈ TΣ , one can effectively compute
the R-normal form of u.
Definition 2.6. A gtrs R is reduced if for every rule l→ r in R, l is irreducible with respect to R−{l→ r} and r is irreducible
for R.
We recall the following important results from [6].
Proposition 2.7 ([6]). Any reduced gtrs R is convergent.
Proposition 2.8 ([6]). For a gtrs R one can effectively construct an equivalent reduced gtrs R′.
Definition 2.9. Let R be a reduced gtrs overΣ . Let t ∈ TΣ be arbitrary. We define the non-trunk(↔∗R) supertree of t , denoted
by ntrR(t), as the tree u ∈ VOΣ (Xn), n ≥ 0, satisfying the following conditions.
• PO(u) is the set of all positions α ∈ PO(t) where t/α 6∈ trunk(↔∗R) or (t/α ∈ trunk(↔∗R) and for each proper prefix β of
α, t/β 6∈ trunk(↔∗R)).• For each α ∈ PO(u), let lab(u, α) = lab(t, α) if t/α 6∈ trunk(↔∗R), and let lab(u, α) ∈ X if t/α ∈ trunk(↔∗R).• The left-to-right order of the variables in u is x1, . . . , xn.
When R is understood from the context, we simply write ntr(t) for ntrR(t).
Let R be a reduced gtrs over Σ , and let t ∈ TΣ . By Definition 2.9, we have t = ntr(t)[s1, . . . , sn] for some s1, . . . , sn ∈
trunk(R). The trunk(↔∗R)-decomposition of t is the equation t = ntr(t)[s1, . . . , sn]. We also say that ntr(t)[s1, . . . , sn] is
the trunk(↔∗R)-decomposition form of t , and that ntr(t)[s1, . . . , sn] is in the trunk(↔∗R) decomposition form. Let m ≥ n,
v ∈ LINΣ (Xm) be such that v = ntr(t)[xi1 , . . . , xin ] for some 1 ≤ i1, . . . , in ≤ m. Let wij = sj for 1 ≤ j ≤ n. Moreover, for
any 1 ≤ k ≤ m, if there is no 1 ≤ j ≤ n such that k = ij, then letwk ∈ TΣ be arbitrary. Then
t = ntr(t)[s1, . . . , sn] = (ntr(t)[xi1 , . . . , xin ])[w1, . . . , wm] = v[w1, . . . , wm].
We call the equation t = v[w1, . . . , wm] a weak trunk(↔∗R)-decomposition of t . We also say that v[w1, . . . , wm] is a weak
trunk(↔∗R) decomposition of t . Observe that the trunk(↔∗R) decomposition of t is also a weak trunk(↔∗R) decomposition
of t .
Example 2.10. We illustrate the above concepts by our running example. The reduced gtrs R over Ω consists of one rule:
h($) → $. Then trunk(↔∗R) = {hk($) | k ≥ 0}. Let t = g(h2($), h($)). Then ntr(t) = g(x1, x2). The trunk(↔∗R)
decomposition of t is the equation t = g(x1, x2)[h(h($)), h($)]. The equation t = g(x2, x3)[$, h2($), h($)] is a weak
trunk(↔∗R) decomposition of t .
Definition 2.11. Let R be a gtrs. Then
lhs(R) = {l ∈ TΣ | l is the left-hand side of some rule l→ r in R}
is the set of left-hand sides of the rules in R, and
rhs(R) = {r ∈ TΣ | r is the right-hand side of some rule l→ r in R}
is the set of right-hand sides of the rules in R. Let
SUB(R) = sub(lhs(R) ∪ rhs(R))
be the set of subterms occurring in R.
Proposition 2.12 ([7]). Let R be a reduced gtrs over a ranked alphabetΣ . Then
trunk(
∗↔
R
) =
⋃
{[t]↔∗R | t ∈ SUB(R)}.
Definition 2.13. Let R be a reduced gtrs over a ranked alphabet Σ . Let REP(R) = IRR(R) ∩ SUB(R). When R is understood
from the context, we simply write REP for REP(R).
That is, REP denotes the set of R-irreducible subterms occurring in R. By Definition 2.13, REP is finite, and we can effectively
construct REP . Let rep = ca(REP).
Example 2.14. We illustrate the above concepts by our running example. SUB(R) = {$, h($)}, REP = {$}, and rep = 1. By
(∗), τ(A) ⊆ ↔∗R. Finally, IRR(R) consists of all ground trees t ∈ TΣ such that h($) does not appear as a subtree in t .
We now adopt Lemma 2.18 of [8].
Proposition 2.15 ([8]). Let R be a reduced gtrs over a ranked alphabet Σ . Let p ∈ trunk(↔∗R). Then the R-normal form of p is
in REP.
Lemma 2.16. Let R be a reduced gtrs over a ranked alphabetΣ . Then ca([trunk(↔∗R)]↔∗R) = ca(REP).
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Proof. By Propositions 2.12 and 2.15,
trunk(
∗↔
R
) =
⋃
{[t]↔∗R | t ∈ REP}.
Since R is convergent, each↔∗R-class Z ⊆ trunk(↔∗R) contains exactly one element of REP . Thus
ca([trunk( ∗↔
R
)]↔∗R) = ca(REP). 
Lemma 2.17. For any reduced gtrs R over a ranked alphabet Σ , and for any terms s, t ∈ TΣ , u ∈ VOΣ (Xm), s1, . . . , sm ∈ TΣ ,
v ∈ VOΣ (Xn), t1, . . . , tn ∈ TΣ , if s = u[s1, . . . , sm] is the trunk(↔∗R) decomposition of s, and t = v[t1, . . . , tn] is the trunk(↔∗R)
decomposition of t, and s↔∗R t, then u = v, m = n, and si↔∗R ti for 1 ≤ i ≤ m.
Proof. Let s = p0↔R p1↔R p2↔R · · ·↔R pk = t , k ≥ 0. We proceed by induction on k.
Base case: k = 0. Then s = t . Thus u = v,m = n, and hence si↔∗R ti for 1 ≤ i ≤ m.
Induction step: Assume that the result is true for k = ewith e ≥ 0. We now show that the result is true for k = e+ 1. Let
s = p0↔
R
p1↔
R
p2↔
R
· · ·↔
R
pe↔
R
pe+1 = t.
By the induction hypothesis, the trunk(↔∗R) decomposition of pe is pe = u[z1, . . . , zm], where si↔∗R zi for 1 ≤ i ≤ m. Assume
that R rewrites pe to pe+1 applying the rule l → r at position α. By Proposition 2.12, l ∈ trunk(↔∗R). Hence α 6∈ PO(u) or
(α ∈ PO(u) and u/α ∈ X). Thus we rewrite zj ∈ trunk(↔∗R) to some q ∈ TΣ for some 1 ≤ j ≤ m. In this way, for each
β ∈ PO(u), pe/β↔∗R pe+1/β . By Proposition 2.12, trunk(↔∗R) is the union of some↔∗R-classes. Hence q ∈ trunk(↔∗R) as
well. Thus u = v,m = n, and tj = q and ti = zi for i 6= j, 1 ≤ i ≤ m. Hence si↔∗R ti for 1 ≤ i ≤ m. 
Bottom-up tree automata. A bottom-up tree automaton (bta for short) is a systemB = (Σ, B, P), where
• Σ is the ranked alphabet ofB,
• B is a finite nonempty set of states, where each state is a nullary symbol, and B ∩Σ = ∅,
• P is a gtrs over the ranked alphabetΣ ∪ B. Each rule in P is of the form
• f (b1, . . . , bm)→ bwhere f ∈ Σm,m ≥ 0, b1, . . . , bm, b ∈ B.
The tree language recognized by a state set F ⊆ B ofB is
L(B, F) = {t ∈ TΣ | t ∗→
P
b for some b ∈ F}.
When F = {b}, we simply write L(B, b) for L(B, {b}).
Proposition 2.18 ([4]). For any given bta’s B = (Σ, B, P) and C = (Σ, C,M) and state sets F ⊆ B and G ⊆ C, we can
effectively decide whether L(B, F) ⊆ L(C,G).
A state b ∈ B is reachable if there is a tree t ∈ TΣ such that t→∗P b. The following can be shown by applying well-known
techniques of tree automaton theory, see [4].
Proposition 2.19. For any btaB = (Σ, B, P) and b ∈ B, it is decidable whether state b is reachable. Moreover, if b is reachable,
then one can effectively construct a tree s ∈ TΣ such that s→∗P b.
We say that bta B = (Σ, B, P) is deterministic if for any f ∈ Σm, m ≥ 0, b1, . . . , bm ∈ B, there is at most one rule with
left-hand side f (b1, . . . , bm) in P . We abbreviate the phrase ‘deterministic bottom-up tree automaton’ to dbta.
3. Main results
In this section, we discuss a method of comparing the relations induced by a given dbtt and a given gtrs. We show that
it is decidable for any dbtt A and gtrs R, which one of the following conditions holds: (i) τ(A) ⊂ ↔∗R, (ii)↔∗R ⊂ τ(A),
(iii) τ(A) = ↔∗R, (iv) τ(A) and↔∗R are incomparable.
First we show that for any dbttA = (Γ , A,∆, S, F) and gtrs R over Σ , we can effectively decide whether τ(A) ⊆ ↔∗R.
In Section 3.1, we give an intuitive explanation of the proof. In Section 3.2, we begin the proof. We show that it is sufficient
to consider the case when Γ = ∆ = Σ . In Section 3.3, we construct a dbta B. On an input tree with small non-trunk
supertree,B mimicks the reduction of R, the computation ofA, and also simulates the reduction of R on the output ofA. In
Section 3.4, we present Conditions (I) and (II) which together form a necessary and sufficient condition for τ(A) ⊆ ↔∗R. In
Section 3.5, we show that if τ(A) ⊆ ↔∗R, then Conditions (I) and (II) hold. In Section 3.6, we show that if Conditions (I) and
(II) hold, then τ(A) ⊆ ↔∗R. In Section 3.7, we show that Conditions (I) and (II) are decidable, and then we finish the proof of
the decidability of the inclusion τ(A) ⊆ ↔∗R. In Section 3.8, we show that for any dbttA = (Σ, A,Σ, S, F) and gtrs R over
Σ , it is decidable whether↔∗R ⊆ τ(A).
3.1. An intuitive explanation
In this section, we give an intuitive explanation of the proof in the special case when Γ = ∆ = Σ .
We divide up the input tree inp into two parts: the trunk(↔∗R) part and the non-trunk(↔∗R) part, ntr(inp). The trunk(↔∗R)
part consists of all maximal input subtrees which are in trunk(↔∗R). The non-trunk(↔∗R) part, ntr(inp) is the remaining
supertree of inp.
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Fig. 1.We contract/pump the non-trunk(↔∗R) supertree of the input tree by erasing/inserting the context z2 . This results in contracting/pumping the output
tree by deleting/inserting the tree w2[t1, . . . , tn]. Assume that τ(A) ⊆ ↔∗R . Then w2[t1, . . . , tn] is a context, and we delete/insert the context y2 in the
R-normal form of the output tree. The R-normal form of each input tree is equal to the R-normal form of the corresponding output tree.
We construct a dbta B = (Σ, B, P) to simulate the contracting/pumping of the trunk(↔∗R) part of the input tree inp.
On the trunk(↔∗R) part of inp, B mimicks the reduction by R, the computation of A, and also simulates the reduction of R
on the output of A. In the first component of its state, B computes the R-normal form r of an input subtree. In the second
component, B computes the state a of A. In the third component, B computes the R-normal form of the output subtree.
Furthermore, for an input tree inp with small ntr(inp), B extends the simulation of A to the whole input tree. Here small
means that he(ntr(inp)) is less than or equal to (rep + 1) · ca(A). We define the dbta C from B by dropping the third
component of its state. UsingB, C, and well-known decision results on dbta’s, we decide whether τ(A) restricted to input
trees with small non-trunk supertrees is a subset of↔∗R.
The main difficulty is that the domain of the relation τ(A)may contain, for each natural number k, a tree inpk such that
he(ntr(inpk)) is bigger than k. Then we cannot construct a dbtaB to simulateA on the whole input tree inpk, for each k ≥ 1,
in the same way as above. Instead, one can contract/pump ntr(inp) with the resulting input tree remaining in the domain
of the relation τ(A), similarly as one can contract/pump an input tree recognized by a dbta.
If the height of ntr(inp) is greater than (rep + 1) · ca(A), then we can contract/pump the non-trunk(↔∗R) supertree of
the input tree, see Fig. 1. Here z1, z2 ∈ LCΣ (Xn), z3 ∈ LINΣ (Xn), and p1, . . . , pn ∈ trunk(↔∗R). Furthermore, 1 ≤ he(z2) ≤
(rep + 2) · ca(A) + 1, and rep · ca(A) + 1 ≤ he(z3) ≤ (rep + 1) · ca(A). We contract the trunk(↔∗R) decomposition
z1 · z2 · z3[p1, . . . , pn] of inp into the trunk(↔∗R) decomposition z1 · z3[p1, . . . , pn] by erasing the context z2. Conversely, we
pump the trunk(↔∗R) decomposition z1 · z3[p1, . . . , pn] of inp to the trunk(↔∗R) decomposition z1 · z2 · z3[p1, . . . , pn]when
we insert the context z2. For the input tree z1 · z2 · z3[p1, . . . , pn], A outputs a tree of the form w1 · w2 · w3[t1, . . . , tn],
where A outputs the tree wi for zi for 1 ≤ i ≤ 3 and A outputs the tree ti for pi for 1 ≤ i ≤ n. Then, for the input tree
z1 · z3[p1, . . . , pn],A outputs a tree of the formw1 · w3[t1, . . . , tn].
If one deletes/inserts the context z2 ∈ LCΣ (Xn)−{#} in the non-trunk(↔∗R) part z1 · z2 · z3 / z1 · z3 of inp above the context
z3, then
(1) one deletes/inserts the context z2[p1, . . . , pn] ∈ CΣ in the input tree z1 · z2 · z3[p1, . . . , pn]/z1 · z3[p1, . . . , pn] above
subtree z3[p1, . . . , pn] for some p1, . . . , pn ∈ TΣ ,
2258 S. Vágvölgyi / Theoretical Computer Science 410 (2009) 2250–2278
(2) one deletes/inserts the context z2[r1, . . . , rn] ∈ CΣ in the R-normal form of the input tree z1 · z2 · z3[p1, . . . , pn]/z1 ·
z3[p1, . . . , pn] above subtree z3[r1, . . . , rn]where r1, . . . , rn are the R-normal forms of p1, . . . , pn, respectively, and
(3) one deletes/inserts the treew2[t1, . . . , tn], the transformational image of the context z2[p1, . . . , pn], in the output tree
abovew3[t1, . . . , tn], the transformational image of the subtree z3[p1, . . . , pn]. Recall that t1, . . . , tn are the transformational
images of p1, . . . , pn, respectively.
We now assume that τ(A) ⊆ ↔∗R. Then w2[t1, . . . , tn] is a context, and (3) yields the deletion/insertion of the context
y2 ∈ CΣ in the R-normal form of the output tree above the subtree y3. We detail this in the following way. The R-normal
form of the output treew1 ·w2 ·w3[t1, . . . , tn] is y1 · y2 · y3 for some y1, y2 ∈ CΣ , y3 ∈ TΣ . Furthermore, the R-normal form
of the output treew1 ·w3[t1, . . . , tn] is y1 · y3. Finally, the R-normal form of the output subtreew3[t1, . . . , tn] is y3. The tree
y3 is a subtree of the R-normal form of the output tree. Finally, the R-normal forms of the input trees z1 · z2 · z3[p1, . . . , pn]
and z1 · z3[p1, . . . , pn] are equal to the R-normal forms of the corresponding output trees. That is, z1 · z3[r1, . . . , rn] = y1 · y3
and z1 · z2 · z3[r1, . . . , rn] = y1 · y2 · y3.
In the light of the above discussions, τ(A) ⊆ ↔∗R if and only if the following conditions (a) and (b) hold.
(a) For each input tree inp with a small non-trunk(↔∗R) supertree, the R-normal form of the input tree is equal to the
R-normal form of the output tree. Here small means that he(ntr(inp)) ≤ (rep+ 1) · ca(A).
(b) For each input tree inp with high non-trunk(↔∗R) supertree, the deletion/insertion of z2[p1, . . . , pn] in the non-
trunk(↔∗R) part of the input tree preserves the equality of the R-normal forms of the input tree and the output tree. Here
high means that he(ntr(inp)) > (rep+ 1) · ca(A).
We show the equivalence result above in the following way.
If (b) does not hold, that is, the deletion/insertion of z2[p1, . . . , pn] does not preserve the equality of the R-normal forms
of the input tree and the output tree, then τ(A) ⊆ ↔∗R does not hold.
Assume that (b) holds, i.e., the deletion/insertion of z2[p1, . . . , pn] preserves the equality of the R-normal forms of the
input tree and the output tree. If he(ntr(inp)) ≥ (rep + 1) · ca(A) + 1, then we iterate contracting the input tree inside its
non-trunk(↔∗R) supertree until the non-trunk(↔∗R) supertree becomes small. In each contracting step, we choose the trees
z1, z2, and z3 such that their roots are at the prefixes of a maximal length position of ntr(inp). In this way,
• z1, z2 ∈ LCΣ (Xn), z3 ∈ LINΣ (Xn), n ≥ 0, inp = z1 · z2 · z3[p1, . . . , pn] for some p1, . . . , pn ∈ trunk(↔∗R),• 1 ≤ he(z2) ≤ (rep+ 2) · ca(A)+ 1 and rep · ca(A)+ 1 ≤ he(z3) ≤ (rep+ 1) · ca(A),• z1 · a(#)[p1, . . . , pn]⇒∗A b(v1) for some final state b ∈ F , state a ∈ A, and context v1 ∈ CΣ , and• z2 · a(#)[p1, . . . , pn]⇒∗A a(v2) and z3[p1, . . . , pn]⇒∗A a(v3) for some context v2 ∈ CΣ , and tree v3 ∈ TΣ .
Thenwe delete the context z2[p1, . . . , pn] ∈ CΣ in the input tree. By (b), in each step of contracting, we preserve the equality
of the R-normal forms of the input and output trees. Thus we have reduced our proof to the case of an input tree with a small
non-trunk(↔∗R) supertree, that is, to the case when he(ntr(inp)) ≤ (rep + 1) · ca(A). In this case τ(A) ⊆ ↔∗R if and only if
Condition (a) holds.
At the beginning of this sectionwe observed thatwe can decidewhether Condition (a) holds.We show thatwe can decide
whether Condition (b) holds. In this way we can decide whether τ(A) ⊆ ↔∗R.
3.2. The beginning
Theorem 3.1. For any dbttA = (Γ , A,∆, S, F) and gtrs R overΣ , one can effectively decide whether τ(A) ⊆ ↔∗R .
Proof. By Proposition 2.8, we may assume that R is reduced.
We decide whether dom(τ (A)) ⊆ TΣ and whether ran(τ (A)) ⊆ TΣ , see Propositions 2.4 and 2.5. If dom(τ (A)) ∪
ran(τ (A)) is not a subset of TΣ , then τ(A) is not a subset of↔∗R. Assume that dom(τ (A)) ∪ ran(τ (A)) ⊆ TΣ . We drop all
rules containing symbols in Γ − Σ in their left-hand sides. Then, for each remaining rule f (a1(x1), . . . , am(xm)) → a(q)
containing symbols in∆−Σ on its right-hand side, we replace the right-hand side a(q) by a(f (x1, . . . , xm)). Furthermore,
we drop all symbols of (Γ ∪ ∆)− Σ from the input ranked alphabet Γ and the output ranked alphabet∆. In this way we
preserve the relation τ(A). Finally, we add all symbols of Σ − Γ to the input ranked alphabet, and we add all symbols of
Σ −∆ to the output ranked alphabet. In this way we preserve the relation τ(A). Thus from now on, we have Γ = ∆ = Σ .
Let Z be the set of all trees u[r1, . . . , rn]where
(a) n ≥ 0, u ∈ VOΣ (Xn), r1, . . . , rn ∈ REP ,
(b) u[r1, . . . , rn] is in the trunk(↔∗R) decomposition form, and
(c) he(u) ≤ (rep+ 1) · ca(A).
We now show that
Z ⊆ IRR(R). (8)
Let z ∈ Z be arbitrary. Then z = u[r1, . . . , rn] and Conditions (a), (b) hold. Let α ∈ PO(z) be arbitrary. If α ∈ PO(u) and
lab(u, α) ∈ Σ , then z/α 6∈ lhs(R) by Condition (b), Definition 2.9, and Proposition 2.12. Otherwise, z/α is a subtree of rj
for some 1 ≤ j ≤ n. Hence by (a) and Definition 2.13, z/α ∈ IRR(R). In this way we get that z ∈ IRR(R). The proof of (8) is
complete.
We obtain by direct inspection that REP ⊆ Z . Furthermore Z is a finite set. We can effectively construct Z .
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Example 3.2. We illustrate the definition of Z by our running example. Recall that REP(R) = {$} and ca(A) = 1. Hence
(rep+ 1) · ca(A) = (1+ 1) · 1 = 2. Thus Z consists of all treesw ∈ IRR(R)with he(w) ≤ 2. We list here all six elements of Z .
$, g($, $), g($, g($, $)), g(g($, $), $), g(g($, $), g($, $)), h(g($, $)).
Claim 3.3. For any m ≥ 0, q ∈ VOΣ (Xm), s1, . . . , sm ∈ TΣ , and s ∈ Z, if q[s1, . . . , sm]→∗R s, then the R-normal form of si is in Z
for 1 ≤ i ≤ m.
Proof. Let 1 ≤ i ≤ m be arbitrary. Let α ∈ PO(q) be such that q/α = xi. Let q[s1, . . . , sm] = t0→R,β0 t1→R,β1
t2→R,β2 · · ·→R,βn−2 tn−1→R,βn−1 tn = swith n ≥ 0. We now distinguish two cases.
Case 1: for each 0 ≤ j ≤ n − 1, βj is not a prefix of α. Then si→∗R w for some subtree w of s. As s ∈ Z , by the definition
of Z ,w ∈ Z as well. Hence by (8),w ∈ IRR(R). Thus the R-normal form of si isw.
Case 2: βj  α for some 0 ≤ j ≤ n− 1. Let k be the smallest integer j such that βj  α. Then si→∗R w for some subtreew
of tk/βk ∈ lhs(R). By Proposition 2.12, si ∈ trunk(↔∗R). Hence by Proposition 2.15, the R-normal form of si is in REP . By the
definition of Z , REP ⊆ Z . 
We continue the proof of Theorem 3.1 in Sections 3.3–3.6, and finish it in Section 3.7.
3.3. On input trees with small non-trunk supertrees a dbta simulates R andA, and R on the output ofA
We now define the bta B = (Σ, B, P) described in Section 3.1. Intuitively, on the trunk(↔∗R) part of the input tree, B
mimicks the reduction of R, the computation of A, and also simulates the reduction of R on the output of A. In the first
component of its state, B determines the R-normal form r of an input subtree. In the second component, B computes the
state a ofA. In the third component,B constructs the R-normal form of the output subtree. If the first or third component
falls out of Z at a position ν, then the computation ofB stops at ν. Furthermore,B extends the simulation ofA and R to each
input subtree where the height of the non-trunk(↔∗R) supertree is less than or equal to (rep+ 1) · ca(A), and the R-normal
form of the transformational image is in Z . In this way, B extends the simulation of A and R to the whole input tree if the
height of the non-trunk(↔∗R) supertree is less than or equal to (rep+ 1) · ca(A), and the R-normal form of the output tree is
in Z .
• B = {〈r, a, s〉 | r, s ∈ Z, a ∈ A}.
• P consists of all rules f (〈r1, a1, s1〉, . . . , 〈rm, am, sm〉)→ 〈r, a, s〉, where
– f ∈ Σm,m ≥ 0,
– f (r1, . . . , rm)→∗R r ,
– f (a1, . . . , am)→ a(q) ∈ S for some q ∈ TΣ (Xm), and
– q[s1, . . . , sm]→∗R s.
Note that if f (r1, . . . , rm) ∈ IRR(R), then r = f (r1, . . . , rm). Similarly, if q[s1, . . . , sm] ∈ IRR(R), then s = q[s1, . . . , sm].
Since A is deterministic and R is convergent, B is deterministic. Since R is convergent, we can effectively construct the
dbtaB.
Example 3.4. We now illustrate the dbtaB = (Σ, B, P) by our running example. We list here all six reachable states of B.
〈$, c, $〉, 〈g($, $), c, g($, $)〉,
〈g($, g($, $)), c, g($, g($, $))〉, 〈g(g($, $), $), c, g(g($, $), $)〉,
〈g(g($, $), g($, $)), c, g(g($, $), g($, $))〉, 〈h(g($, $)), c, h(g($, $))〉.
We list only seven rules of P .
$→ 〈$, c, $〉,
h(〈$, c, $〉)→ 〈$, c, $〉,
g(〈$, c, $〉, 〈$, c, $〉)→ 〈g($, $), c, g($, $)〉,
g(〈$, c, $〉, 〈g($, $), c, g($, $)〉)→ 〈g($, g($, $)), c, g($, g($, $))〉,
g(〈g($, $), c, g($, $)〉, 〈$, c, $〉)→ 〈g(g($, $), $), c, g(g($, $), $)〉,
g(〈g($, $), c, g($, $)〉, 〈g($, $), c, g($, $)〉)→ 〈g(g($, $), g($, $)), c, g(g($, $), g($, $))〉,
h(〈g($, $), c, g($, $)〉)→ 〈h(g($, $)), c, h(g($, $))〉.
Furthermore,
L(B, 〈$, c, $〉) = {hk($) | k ≥ 0},
L(B, 〈g($, $), c, g($, $)〉) = {g(hk($), hm($)) | k,m ≥ 0},
L(B, 〈g($, g($, $)), c, g($, g($, $))〉) = {g(hk($), g(hm($), hn($))) | k,m, n ≥ 0},
L(B, 〈g(g($, $), $), c, g(g($, $), $)〉 = {g(g(hk($), hm($)), hn($)) | k,m, n ≥ 0},
L(B, 〈g(g($, $), g($, $)), c, g(g($, $), g($, $))〉) = {g(g(hj($), hk($)), g(hm($), hn($))) | j, k,m, n ≥ 0}, and
L(B, 〈h(g($, $)), c, h(g($, $))〉) = {h(g(hk($)), hm($))) | k,m ≥ 0}.
We formalize our intuitive observations onB as follows.
Claim 3.5. For any p ∈ TΣ , r, s ∈ Z, and a ∈ A,
p→∗R r and there is a tree t ∈ TΣ such that p⇒∗A a(t) and t→∗R s
if and only if
p→∗P〈r, a, s〉.
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Proof. We proceed by term induction on p.
Base case: Let p ∈ Σ0. Assume that p→∗R r and there is a tree t ∈ TΣ such that p⇒A a(t) and t→∗R s. Then by the
definition of the dbtaB, the rule p→ 〈r, a, s〉 is in P . Hence p→P〈r, a, s〉.
Conversely, assume that p→∗P〈r, a, s〉. Then the rule p→ 〈r, a, s〉 is in P . Hence by the definition of the dbtaB, p→∗R r
and there is a tree t ∈ TΣ such that p⇒A a(t) and t→∗R s.
Induction step: Let p = f (p1, . . . , pm) for some f ∈ Σm, m ≥ 1, and p1, . . . , pm ∈ TΣ . Assume that p→∗R r and there is a
tree t ∈ TΣ such that p⇒∗A a(t) and t→∗R s. Then by Claim 3.3,
(a) pi→∗R ri for some ri ∈ Z for 1 ≤ i ≤ m,
(b) f (r1, . . . , rm)→∗R r ,
(c) pi⇒∗A ai(ti) for some ti ∈ TΣ for 1 ≤ i ≤ m,
(d) the rule f (a1(x1), . . . , am(xm))→ a(q[x1, . . . , xm]) is in S, q ∈ TΣ (Xm), and
(e) f (a1(t1), . . . , am(tm))⇒A a(q[t1, . . . , tm]) and t = q[t1, . . . , tm].
Furthermore, q[t1, . . . , tm]→∗R s. By Claim 3.3,
(f) ti→∗R si for some si ∈ Z for 1 ≤ i ≤ m.
Hence we have
(g) q[s1, . . . , sm]→∗R s.
By (a), (c), (f), and the induction hypothesis,
(h) pi→∗P〈ri, ai, si〉 for 1 ≤ i ≤ m.
By (b), (d), (g), and the definition of the dbtaB,
(i) the rule f (〈r1, a1, s1〉, . . . , 〈rm, am, sm〉)→ 〈r, a, s〉 is in P .
Hence p = f (p1, . . . , pm)→∗P f (〈r1, a1, s1〉, . . . , 〈rm, am, sm〉)→P〈r, a, s〉.
Conversely, assume that p→∗P〈r, a, s〉. Then (h) and (i) hold. By the induction hypothesis, (a), (c), and (f) hold. By the
definition of the dbtaB, (b), (d), and (g) hold. Hence p→∗R r , p⇒∗A a(t), t = q[t1, . . . , tm] ∈ TΣ , and t→∗R s. 
We now define the bta C = (Σ, C,M) described in Section 3.1. Intuitively, we obtain C from B by dropping the third
component of its state.
• C = {〈r, a〉 | r ∈ Z, a ∈ A}.
• M consists of all rules f (〈r1, a1〉, . . . , 〈rm, am〉)→ 〈r, a〉, where
– f ∈ Σm,m ≥ 0,
– f (r1, . . . , rm)→∗R r , and
– f (a1, . . . , am)→ a(q) ∈ S for some q ∈ TΣ (Xm).
Note that if f (r1, . . . , rm) ∈ IRR(R), then r = f (r1, . . . , rm). SinceA is deterministic, and R is convergent, C is deterministic.
Since R is convergent, we can effectively construct the dbta C.
Example 3.6. We now illustrate the dbta C = (Σ, C,M) by our running example. We list here only six states of C .
〈$, c〉, 〈g($, $), c〉, 〈g($, g($, $)), c〉,
〈g(g($, $), $), c〉, 〈g(g($, $), g($, $)), c〉, 〈h(g($, $)), c〉.
We list here only seven rules ofM .
$→ 〈$, c〉,
h(〈$, c〉)→ 〈$, c〉,
g(〈$, c〉, 〈$, c〉)→ 〈g($, $), c〉,
g(〈$, c〉, 〈g($, $), c〉)→ 〈g($, g($, $)), c〉,
g(〈g($, $), c〉, 〈$, c〉)→ 〈g(g($, $), $), c〉,
g(〈g($, $), c〉, 〈g($, $), c〉)→ 〈g(g($, $), g($, $)), c〉,
h(〈g($, $)), c〉)→ 〈h(g($, $)), c〉.
Furthermore,
L(C, 〈$, c〉) = {hk($) | k ≥ 0},
L(C, 〈g($, $), c〉) = {g(hk($), hm($)) | k,m ≥ 0},
L(C, 〈g($, g($, $)), c〉) = {g(hk($), g(hm($), hn($))) | k,m, n ≥ 0},
L(C, 〈g(g($, $), $), c〉) = {g(g(hk($), hm($)), hn($)) | k,m, n ≥ 0},
L(C, 〈g(g($, $), g($, $)), c〉) = {g(g(hj($), hk($)), g(hm($), hn($))) | j, k,m, n ≥ 0}, and
L(C, 〈h(g($, $)), c, h(g($, $))〉) = {h(g(hk($)), hm($))) | k,m ≥ 0}.
The proof of the following claim is similar to that of Claim 3.5.
Claim 3.7. For any p ∈ TΣ , r ∈ Z, and a ∈ A, (p→∗R r and there is a tree t ∈ TΣ such that p⇒∗A a(t)) if and only if p→∗M〈r, a〉.
Let R# denote R regarded as a gtrs overΣ ∪ {#}. As R is a reduced gtrs overΣ , R# is also a reduced gtrs overΣ ∪ {#}.
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3.4. A necessary and sufficient condition for τ(A) ⊆ ↔∗R
Lemma 3.8. Let τ(A) ⊆ ↔∗R . Then for any n ≥ 0, z1, z2 ∈ LCΣ (Xn), z3 ∈ LINΣ (Xn), p1, . . . , pn ∈ trunk(↔∗R), r1, . . . , rn ∈ REP,
a, a1, . . . , an ∈ A, b ∈ F ,w1, w2 ∈ TΣ∪{#}(Xn), andw3 ∈ TΣ (Xn),
(i)–(iv) ⇒ w1 ∈ CΣ (Xn),
where
(i) z1 · z2 · z3 ∈ VOΣ (Xn), 1 ≤ he(z2), and 1 ≤ he(z3).
(ii) z1 · z2 · z3[p1, . . . , pn] is in the trunk(↔∗R) decomposition form.
(iii) pi⇒∗A ai(ti) for some ti ∈ TΣ for 1 ≤ i ≤ n, and ri ∈ REP is the R-normal form of pi for 1 ≤ i ≤ n.
(iv) z1 · z2 · z3[a1(t1), . . . , an(tn)]⇒∗A z1 · z2[a1(t1), . . . , an(tn)] · a(w3[t1, . . . , tn])⇒∗A
z1[a1(t1), . . . , an(tn)] · a(w2 · w3[t1, . . . , tn])⇒∗A b(w1 · w2 · w3[t1, . . . , tn]),
where z3[a1(x1), . . . , an(xn)]⇒∗A a(w3),
z2[a1(x1), . . . , an(xn)] · a(#)⇒∗A a(w2), and
z1[a1(x1), . . . , an(xn)] · a(#)⇒∗A b(w1).
Proof. Let n ≥ 0, z1, z2 ∈ LCΣ (Xn), z3 ∈ LINΣ (Xn), p1, . . . , pn ∈ trunk(↔∗R), r1, . . . , rn ∈ REP , a, a1, . . . , an ∈ A,
b ∈ F , w1, w2 ∈ TΣ∪{#}(Xn), and w3 ∈ TΣ (Xn) be arbitrary. Assume that (i)–(iv) hold. Then by (iii) and (iv), we have
(z1 · z2 · z3[p1, . . . , pn], w1 · w2 · w3[t1, . . . , tn]) ∈ τ(A). Hence
z1 · z2 · z3[p1, . . . , pn] ∗↔
R
w1 · w2 · w3[t1, . . . , tn].
Similarly, one can show that
(z1 · z i2 · z3[p1, . . . , pn], w1 · wi2 · w3[t1, . . . , tn]) ∈ τ(A) for i ≥ 0. (9)
Intuitively, we obtain (9) from (iii) and (iv) as follows.We pump the input tree z1 ·z2 ·z3[p1, . . . , pn] inside its non-trunk(↔∗R)
supertree. We iterate inserting the context z2[p1, . . . , pn] in the input tree. Each such insertion results in inserting the tree
w2[t1, . . . , tn] in the output tree. Since τ(A) ⊆ ↔∗R, (9) implies
z1 · z i2 · z3[p1, . . . , pn]
∗↔
R
w1 · wi2 · w3[t1, . . . , tn] for i ≥ 0. (10)
Let
αi = sp(z1)sp(z2)i for i ≥ 0. (11)
By (i) we have
le(sp(z2)) ≥ 1. (12)
Hence
le(αi) ≥ i for i ≥ 0. (13)
By (11)
z1 · z i2 · z3[p1, . . . , pn]/αi = z3[p1, . . . , pn] for i ≥ 0.
By (i) and (ii), z3[p1, . . . , pn] 6∈ trunk(↔∗R). Hence
αi ∈ PO(ntr(z1 · z i2 · z3[p1, . . . , pn])) for i ≥ 0. (14)
By Lemma 2.17 and (10)
αi ∈ PO(ntr(w1 · wi2 · w3[t1, . . . , tn])) for i ≥ 0. (15)
We now show that there is a position β ∈ PO(w1) such that w1/β = # and β  αk for some k ≥ 1. Assume that there
is no such β . Then, by (15), αi ∈ PO(w1) for i ≥ 0. This is a contradiction by (13). Hence there is a β ∈ PO(w1) such that
w1/β = # and β  αk for some k ≥ 1. Thus we have shown that # appears inw1.
By (11), αi  αi+1 for i ≥ 1. Hence for each i ≥ k, β  αi. Hence for each i ≥ k, there is a βi ∈ N∗ such that
ββi = αi. (16)
By (13) and (16),
le(βi) ≥ i− le(β) for i ≥ k. (17)
To complete the proof, we now show that # appears only once inw1. Assume that there is a position γ ∈ PO(w1) such that
β 6= γ andw1/γ = #. Then β is not a prefix of γ and γ is not a prefix of β . That is,
β 6∼ γ . (18)
2262 S. Vágvölgyi / Theoretical Computer Science 410 (2009) 2250–2278
Moreover, for each i ≥ 0,
w1 · wi2 · w3[t1, . . . , tn]/β = w1 · wi2 · w3[t1, . . . , tn]/γ = wi2 · w3[t1, . . . , tn].
Hence
w1 · wi2 · w3[t1, . . . , tn]/ββi = w1 · wi2 · w3[t1, . . . , tn]/γ βi for i ≥ 0. (19)
By (15) and (16), ββi ∈ PO(ntr(w1 ·wi2 ·w3[t1, . . . , tn])) for i ≥ k. Thus by (19), γ βi ∈ PO(ntr(w1 ·wi2 ·w3[t1, . . . , tn])) for
i ≥ k. By (10) and Lemma 2.17
γ βi ∈ PO(ntr(z1 · z i2 · z3[p1, . . . , pn])) for i ≥ k. (20)
Let
j > max{le(β), le(γ ), k}. (21)
Let
m > he(z1)+ j · he(z2)+ le(β). (22)
Then
le(γ βm) = le(γ )+ le(βm) ≥
m− le(β) > by (17)
he(z1)+ j · he(z2) by (22).
In this way we get that
le(γ βm) > he(z1)+ j · he(z2). (23)
By (20) and (23), sp(z1)sp(z2)j  γ βm. Furthermore, by (11), (16) and (22), sp(z1)sp(z2)j  ββm. By (12) and (21),
le(sp(z1)sp(z2)j) ≥ max{le(β), le(γ )}.
Hence both β and γ are prefixes of sp(z1)sp(z2)j. In this way we get that β  γ or γ  β . This is a contradiction by (18).
The proof is complete. 
Wepresent Conditions (I) and (II) which together form a necessary and sufficient condition for the inclusion τ(A) ⊆ ↔∗R.
Lemma 3.9. τ(A) ⊆ ↔∗R if and only if Conditions (I) and (II) hold.
(I) For any r ∈ Z and b ∈ F , L(C, 〈r, b〉) ⊆ L(B, 〈r, b, r〉).
(II) For any n ≥ 0, z1, z2 ∈ LCΣ (Xn), z3 ∈ LINΣ (Xn), p1, . . . , pn ∈ trunk(↔∗R), r1, . . . , rn ∈ REP, a, a1, . . . , an ∈ A, b ∈ F ,
w1, w2 ∈ TΣ∪{#}(Xn), andw3 ∈ TΣ (Xn),
(a)–(d) ⇒ (e) and (f),
where
(a) z1 · z2 · z3 ∈ VOΣ (Xn),
he(z1) ≤ (rep+ 2) · ca(A),
1 ≤ he(z2) ≤ (rep+ 2) · ca(A)+ 1, and
rep · ca(A)+ 1 ≤ he(z3) ≤ (rep+ 1) · ca(A).
(b) z1 · z2 · z3[p1, . . . , pn] is in the trunk(↔∗R) decomposition form.
(c) pi⇒∗A ai(ti) for some ti ∈ TΣ for 1 ≤ i ≤ n, and ri ∈ REP is the R-normal form of pi for 1 ≤ i ≤ n.
(d) z1 · z2 · z3[a1(t1), . . . , an(tn)]⇒∗A z1 · z2[a1(t1), . . . , an(tn)] · a(w3[t1, . . . , tn])⇒∗A
z1[a1(t1), . . . , an(tn)] · a(w2 · w3[t1, . . . , tn])⇒∗A b(w1 · w2 · w3[t1, . . . , tn]),
where z3[a1(x1), . . . , an(xn)]⇒∗A a(w3),
z2[a1(x1), . . . , an(xn)] · a(#)⇒∗A a(w2), and
z1[a1(x1), . . . , an(xn)] · a(#)⇒∗A b(w1).
(e) w1, w2 ∈ CΣ (Xn).
(f) There are y1, y2 ∈ CΣ and y3 ∈ TΣ such that (f1)–(f4) hold.
(f1) y3 is the R-normal form ofw3[t1, . . . , tn]. Moreover, y3 6∈ trunk(↔∗R).
(f2) y1 and y2 are the R#-normal forms ofw1[t1, . . . , tn] andw2[t1, . . . , tn], respectively.
(f3) z1 · z3[r1, . . . , rn] = y1 · y3 and z1 · z2 · z3[r1, . . . , rn] = y1 · y2 · y3.
(f4) There is a context u ∈ CΣ such that
sp(y1)  sp(z1), sp(y1)sp(y2)  sp(z1)sp(z2), z1[r1, . . . , rn]/sp(y1) = u, and z1 · z2[r1, . . . , rn]/sp(y1)sp(y2) = u,
or
sp(z1)  sp(y1), sp(z1)sp(z2)  sp(y1)sp(y2), y1/sp(z1) = u, and y1 · y2/sp(z1)sp(z2) = u.
Proof. We now discuss Conditions (I) and (II). Condition (I) takes care of the case when the height of the non-trunk(↔∗R)
supertree of the input tree is less than or equal to (rep+ 1) · ca(A). It says that the R-normal form of the output tree is equal
to the R-normal form of the input tree when the height of the non-trunk(↔∗R) supertree of the input tree is less than or equal
to (rep + 1) · ca(A). Condition (II) takes care of the case when the height of the non-trunk(↔∗R) supertree of the input tree
is greater than (rep+ 1) · ca(A). By Condition (II), we can contract/pump the input tree inside its non-trunk(↔∗R) supertree,
the corresponding output tree, and the R-normal form of the output tree.
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We contract the trunk(↔∗R) decomposition z1 · z2 · z3[p1, . . . , pn] into the trunk(↔∗R) decomposition z1 · z3[p1, . . . , pn]
by deleting the context z2[p1, . . . , pn]. We pump the trunk(↔∗R) decomposition z1 · z3[p1, . . . , pn] to the trunk(↔∗R)
decomposition z1 · z2 · z3[p1, . . . , pn] by inserting the context z2[p1, . . . , pn]. For the input tree of which trunk(↔∗R)
decomposition is z1 · z2 · z3[p1, . . . , pn], A outputs a tree of the form w1 · w2 · w3[t1, . . . , tn]. For the input tree of which
trunk(↔∗R) decomposition is z1 · z3[p1, . . . , pn],A outputs a tree of the form w1 · w3[t1, . . . , tn]. The R-normal form of the
output treew1 · w2 · w3[t1, . . . , tn] is y1 · y2 · y3. The R-normal form of the output treew1 · w3[t1, . . . , tn] is y1 · y3.
Conditions (a) and (b) describe howwe delete/insert the context z2[p1, . . . , pn] at some position ν in the non-trunk(↔∗R)
supertree of the input tree, where 1 ≤ he(z2) ≤ (rep + 2) · ca(A) + 1. Here for the subtree z3 at the position ν of the
non-trunk(↔∗R) supertree of the input tree, we have rep · ca(A) + 1 ≤ he(z3) ≤ (rep + 1) · ca(A). For the supertree z1
of the non-trunk(↔∗R) supertree of the input tree, we have he(z1) ≤ (rep + 2) · ca(A). Deletion/insertion of the context
z2[p1, . . . , pn] yields the deletion/insertion of the tree w2[t1, . . . , tn] in the output tree, see Condition (d). This implies the
deletion/insertion of the context y2 in the R-normal form of the output tree, see Condition (f). Conditions (c) and (d) present
the computation of A on the input tree. Condition (c) describes the computation of A on the trunk(↔∗R) part p1, . . . , pn,
of the input tree. Condition (d) describes the computation of A on the non-trunk(↔∗R) supertree of the input tree. Dbtt A
enters the context z2 at the end of its spine sp(z2) in state a and leaves the root of z2 also in state a. Condition (e) says that
A does not delete nor duplicate # along the transductions
z2[a1(x1), . . . , an(xn)] · a(#)⇒∗A a(w2) and z1[a1(x1), . . . , an(xn)] · a(#)⇒∗A b(w1).
Condition (f) guarantees that the equality of the R-normal forms of the input tree and output tree is preserved. By
Conditions (f1) and (f2), y1 · y3 and y1 · y2 · y3 are the R-normal forms of the output trees w1 · w3[t1, . . . , tn] and
w1·w2·w3[t1, . . . , tn], respectively. By Condition (b), ifwe replace in the input trees z1·z3[p1, . . . , pn] and z1·z2·z3[p1, . . . , pn]
the subtrees p1, . . . , pn by their R-normal forms r1, . . . , rn, respectively, then we get the R-normal forms of the input trees
z1 · z3[p1, . . . , pn] and z1 · z2 · z3[p1, . . . , pn], respectively. Hence Condition (f3) says the R-normal forms of the input
trees z1 · z3[p1, . . . , pn] and z1 · z2 · z3[p1, . . . , pn] are equal to the R-normal forms of the corresponding output trees
w1 · w3[t1, . . . , tn] andw1 · w2 · w3[t1, . . . , tn], respectively.
Condition (f4) says that
• sp(y1)  sp(z1), sp(y1 · y2)  sp(z1 · z2). Furthermore, in the R-normal form y1 · y2 · y3 of the output tree, along the path
sp(z1 · z2), context y2 precedes context z2[r1, . . . , rn]. Or
• sp(z1)  sp(y1), sp(z1 · z2)  sp(y1 · y2). Furthermore, in the R-normal form y1 · y2 · y3 of the output tree, along the path
sp(y1 · y2), context z2[r1, . . . , rn] precedes context y2.
Example 3.10. We illustrate Conditions (I) and (II) by our running example. Let r ∈ Z and p ∈ L(C, 〈r, c〉) be arbitrary.
Then p→∗M〈r, c〉, where M is the rule set of the dbta C = (Ω, C,M). Hence r is the R-normal form of p, and p⇒∗A c(t)
for some t ∈ TΩ . As τ(A) ⊆ ↔∗R, we get that r is the R-normal form of t . Hence p→∗P〈r, c, r〉. Thus for any r ∈ Z ,
L(C, 〈r, c〉) ⊆ L(B, 〈r, c, r〉). That is, Condition (I) holds.
We now illustrate Condition (II). Let n = 3, z1 = g(#, x1), z2 = h(#), z3 = h(g(x2, x3)), and p1 = p2 = p3 = $. Then
(a) z1 · z2 · z3 = g(h2(g(x2, x3)), x1) ∈ VOΣ (X3),
he(z1) = 1 ≤ (rep+ 2) · ca(A) = (1+ 2) · 1 = 3,
1 ≤ he(z2) = 1 ≤ (rep+ 2) · ca(A)+ 1 = (1+ 2) · 1+ 1 = 4, and
2 = 1 · 1+ 1 = rep · ca(A)+ 1 ≤ he(z3) = 2 ≤ (rep+ 1) · ca(A) = 2 · 1 = 2.
(b) z1 · z2 · z3[p1, . . . , pn] = g(h2(g(x2, x3)), x1)[$, $, $] is in the trunk(↔∗R) decomposition form.
(c) pi = $⇒∗A ai(ti) = c(h($)) for 1 ≤ i ≤ n = 3, a1 = a2 = a3 = c , t1 = t2 = t3 = h($), and ri = $ ∈ REP is the
R-normal form of pi = $ for 1 ≤ i ≤ n = 3.
(d) Derivation
z1 · z2 · z3[a1(t1), . . . , an(tn)]⇒∗A z1 · z2[a1(t1), . . . , an(tn)] · a(w3[t1, . . . , tn])⇒∗A
z1[a1(t1), . . . , an(tn)] · a(w2 · w3[t1, . . . , tn])⇒∗A b(w1 · w2 · w3[t1, . . . , tn])
takes the form
g(h2(g(x2, x3)), x1)[c(h($)), c(h($)), c(h($))]⇒∗A
g(h(#), x1) · c(h(g(x2, x3)))[c(h($)), h($), h($)])⇒∗A
g(#, x1) · c(h2(g(x2, x3)))[c(h($)), h($), h($)])⇒∗A
c(g(h2(g(x2, x3)), x1))[h($), h($)), h($))].
Herew1 = z1,w2 = z2,w3 = z3, and b = c.
(e)w1 = z1 = g(#, x1) ∈ CΣ (X3) andw2 = z2 = h(#) ∈ CΣ (X3).
(f) Let y1 = g(#, $), y2 = h(#), y3 = h(g($, $)). Then (f1)–(f4) hold.
(f1) w3[t1, . . . , tn] = h(g(x2, x3))[h($), h($), h($)] = h(g(h($), h($))). The R-normal form of h(g(h($), h($))) is
h(g($, $)). That is, y3 is the R-normal form ofw3[t1, . . . , tn]. Moreover, y3 = h(g($, $)) 6∈ trunk(↔∗R).
(f2) w1[t1, . . . , tn] = g(#, x1)[h($), h($), h($)] = g(#, h($)) and w2[t1, . . . , tn] = h(#)[h($), h($), h($)] = h(#). Then,
y1 = g(#, $) and y2 = h(#), are the R#-normal forms ofw1[t1, . . . , tn] = g(#, h($)) andw2[t1, . . . , tn] = h(#), respectively.
(f3) z1 · z3[r1, . . . , rn] = y1 · y3 = g(h(g($, $)), $) and z1 · z2 · z3[r1, . . . , rn] = y1 · y2 · y3 = g(h2(g($, $)), $).
(f4) sp(y1) = 1 is a prefix of sp(z1) = 1, and for the tree u = # ∈ CΣ we have g(#, $)/1 = z1[$, $, $]/sp(y1) = u = #,
and g(h(#), $)/11 = z1 · z2[$, $, $]/sp(y1)sp(y2) = u = #.
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3.5. Inclusion τ(A) ⊆ ↔∗R implies conditions (I) and (II)
We continue the proof of Lemma 3.9. We show that the inclusion τ(A) ⊆ ↔∗R implies Conditions (I) and (II).
Claim 3.11. If τ(A) ⊆ ↔∗R , then Conditions (I) and (II) hold.
Proof. Assume that τ(A) ⊆ ↔∗R. First we show Condition (I). Let p ∈ TΣ , r ∈ Z , and b ∈ F , and let p→∗M〈r, b〉. By Claim 3.7,
p→∗R r and there is a tree t ∈ TΣ such that p⇒∗A b(t). Hence (p, t) ∈ τ(A). Thus p↔∗R t . By (8), r ∈ IRR(R). Thus t→∗R r . By
Claim 3.5, p→∗P〈r, b, r〉.
We now show Condition (II). Assume that Conditions (a)–(d) hold for n ≥ 0, z1, z2 ∈ LCΣ (Xn), z3 ∈ LINΣ (Xn),
p1, . . . , pn ∈ trunk(↔∗R), r1, . . . , rn ∈ REP , a, a1, . . . , an ∈ A, b ∈ F ,w1, w2 ∈ TΣ∪{#}(Xn), andw3 ∈ TΣ (Xn).
First we show Condition (e). By Lemma 3.8,
w1 ∈ CΣ (Xn). (24)
We now show thatw2 ∈ CΣ (Xn). By (a), we have rep · ca(A)+ 1 ≤ he(z3). Let µ ∈ PO(z3) be of maximal length. Then there
are α, β ∈ PO(z3) such that
• α ≺ β ≺ µ,
• 0 ≤ le(α) < le(β) ≤ ca(A) < rep · ca(A)+ 1 ≤ le(µ), and
• z3[p1, . . . , pn]/α⇒∗A a′(v1) and z3[p1, . . . , pn]/β⇒∗A a′(v2) for some state a′ ∈ A and trees v1, v2 ∈ TΣ .
By the definition of α, β , and µ, we get that 1 ≤ he(z3/β). We define the tree s1 ∈ LCΣ (Xn) as s1 = z3[α ← #]. Then
z3 = s1 · (z3/α). Since α ≺ β , we have β = αω for some ω ∈ N∗. We define the tree s2 ∈ LCΣ (Xn) as s2 = z3/α[ω ← #].
Then z3/α = s2 · (z3/β). Let s3 = z3/β . Then s3 ∈ LINΣ (Xn) and z3 = s1 · s2 · s3. By the above definitions,
1 ≤ he(s2) and 1 ≤ he(s3),
and
z3 = s1 · s2 · s3.
By the definition of α and β , there are trees ξ1, ξ2 ∈ TΣ∪{#}(Xn), ξ3 ∈ TΣ (Xn) such that the following derivation holds.
z1 · z2 · z3[a1(t1), . . . , an(tn)] = z1 · z2 · s1 · s2 · s3[a1(t1), . . . , an(tn)]⇒∗A
z1 · z2 · s1 · s2[a1(t1), . . . , an(tn)] · a′(ξ3[t1, . . . , tn])⇒∗A
z1 · z2 · s1[a1(t1), . . . , an(tn)] · a′(ξ2 · ξ3[t1, . . . , tn])⇒∗A
z1 · z2[a1(t1), . . . , an(tn)] · a(ξ1 · ξ2 · ξ3[t1, . . . , tn])⇒∗A
z1[a1(t1), . . . , an(tn)] · a(w2 · ξ1 · ξ2 · ξ3[t1, . . . , tn])⇒∗A
b(w1 · w2 · ξ1 · ξ2 · ξ3[t1, . . . , tn]),
where
w3 = ξ1 · ξ2 · ξ3
s3[a1(x1), . . . , an(xn)]⇒∗A a′(ξ3),
s2[a1(x1), . . . , an(xn)] · a′(#)⇒∗A a′(ξ2), and
s1[a1(x1), . . . , an(xn)] · a′(#)⇒∗A a(ξ1).
By Lemma 3.8,w1 · w2 · ξ1 ∈ CΣ (Xn). Thus by (24),w2 · ξ1 ∈ CΣ (Xn). Hence # appears both inw2 and in ξ1. Thus
w2 ∈ CΣ (Xn). (25)
By (24) and (25), Condition (e) holds.
Second, we show Condition (f). By (13) and (15),
sp(w2) 6= λ. (26)
By (11), (13) and (15)
(g) sp(w1)sp(w2)  sp(z1)sp(z2) or sp(z1)sp(z2)  sp(w1)sp(w2).
We now show that
w3[t1, . . . , tn] 6∈ trunk( ∗↔
R
). (27)
We proceed by contradiction.
Intuitively, by Lemma 2.17 the non-trunk(↔∗R) supertree of the input tree is equal to the non-trunk(↔∗R) supertree
of the output tree. We contract the non-trunk(↔∗R) supertree of the input tree and this results in the contracting of the
trunk(↔∗R) part of the output tree. By Lemma 2.17 the non-trunk(↔∗R) supertree of the contracted input tree is equal to the
non-trunk(↔∗R) supertree of the contracted output tree. However, by the pigeon-hole principle, the contracted output tree
remains in the same↔∗R-class. Again by Lemma 2.17, the non-trunk(↔∗R) supertrees of the output trees are equal to each
other. By transitivity, the non-trunk(↔∗R) supertree of the first input tree is equal to the non-trunk(↔∗R) supertree of the
contracted input tree. This is a contradiction.
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Formally, assume thatw3[t1, . . . , tn] ∈ trunk(↔∗R). Then trunk(↔∗R) 6= ∅ and rep ≥ 1. Let
m = he(z3). (28)
Let δ ∈ PO(z3) be such that le(δ) = m. Let δ = j1j2 . . . jm, where ji ∈ N for 1 ≤ i ≤ m. Let δi be the prefix of length i of δ for
0 ≤ i ≤ m. Then δi = j1j2 . . . ji for 0 ≤ i ≤ m and δi+1 = δiji+1 for 0 ≤ i ≤ m− 1.
We define z3,i ∈ LCΣ (Xn) for 1 ≤ i ≤ m, and z3,m+1 ∈ Σ ∪ Xn as follows. Let z3,i = z3/δi−1[ji ← #] for 1 ≤ i ≤ m, and let
z3,m+1 = z3/δm. Then z3/δi−1 = z3,i · (z3/δi) for 1 ≤ i ≤ m+1, le(sp(z3,i)) = 1 for 1 ≤ i ≤ m, and z3 = z3,1 · z3,2 · · · · · z3,m+1.
By (d),
z3[a1(t1), . . . , an(tn)]⇒∗A a(w3[t1, . . . , tn]).
Hence
z3,1 · z3,2 · · · · · z3,m+1[a1(t1), . . . , an(tn)]⇒∗A
z3,1 · z3,2 · · · · · z3,m[a1(t1), . . . , an(tn)] · a3,m+1(w3,m+1[t1, . . . , tn])⇒∗A
z3,1[a1(t1), . . . , an(tn)] · a3,2(w3,2 · · · · · w3,m+1[t1, . . . , tn])⇒∗A
a3,1(w3,1 · w3,2 · · · · · w3,m+1[t1, . . . , tn])
for somew3,i ∈ TΣ∪{#}(Xn) for 1 ≤ i ≤ m, for somew3,m+1 ∈ TΣ (Xn) and for some a3,i ∈ A for 1 ≤ i ≤ m+ 1. Here
z3,m+1[a1(x1), . . . , an(xn)]⇒∗A a3,m+1(w3,m+1) and
z3,i[a1(x1), . . . , an(xn)] · a3,i+1(#)⇒∗A a3,i(w3,i) for 1 ≤ i ≤ m. Furthermore, a3,1 = a. For each 1 ≤ i ≤ m,
z1 · z2 · z3,1 · · · · · z3,i · · · · · z3,m+1[p1, . . . , pn]⇒∗A
z1 · z2 · z3,1 · · · · · a3,i(w3,i · · · · · w3,m+1[t1, . . . , tn])⇒∗A
z1 · z2 · a(w3,1 · · · · · w3,i · · · · · w3,m+1[t1, . . . , tn])⇒∗A
z1 · a(w2 · w3,1 · · · · · w3,i · · · · · w3,m+1[t1, . . . , tn])⇒∗A
b(w1 · w2 · w3,1 · · · · · w3,i · · · · · w3,m+1[t1, . . . , tn]).
Therefore,
(z1 · z2 · z3,1 · · · · · z3,m+1[p1, . . . , pn], w1 · w2 · w3,1 · · · · · w3,m+1[t1, . . . , tn]) ∈ τ(A).
As τ(A) ⊆ ↔∗R,
z1 · z2 · z3,1 · · · · · z3,m+1[p1, . . . , pn] ∗↔
R
w1 · w2 · w3,1 · · · · · w3,m+1[t1, . . . , tn]. (29)
Furthermore, w3,i · · · · · w3,m+1[t1, . . . , tn] is a subtree of w3[t1, . . . , tn] for 1 ≤ i ≤ m. By our assumption w3[t1, . . . , tn] ∈
trunk(↔∗R), we have
w3,i · · · · · w3,m+1[t1, . . . , tn] ∈ trunk( ∗↔
R
) for 1 ≤ i ≤ m.
By (28) and Condition (a),m ≥ rep · ca(A)+ 1. By Lemma 2.16 and the pigeon-hole principle,
w3,i · · · · · w3,m+1[t1, . . . , tn] ∗↔
R
w3,j · · · · · w3,m+1[t1, . . . , tn]
and a3,i = a3,j for some 1 ≤ i < j ≤ m. Thus
w1 · w2 · w3,1 · · · · · w3,(i−1) · w3,i · · · · · w3,m+1[t1, . . . , tn] ∗↔
R
(30)
w1 · w2 · w3,1 · · · · · w3,(i−1) · w3,j · w3,j+1 · · · · · w3,m+1[t1, . . . , tn] (31)
and
z1 · z2 · · · · · z3,(i−1) · z3,j · z3,(j+1) · · · · · z3,m+1[p1, . . . , pn]⇒∗A
b(w1 · w2 · w3,1 · · · · · w3,(i−1) · w3,j · w3,(j+1) · · · · · w3,m+1[t1, . . . , tn]).
In this way,
(z1 · z2 · z3,1 · · · · · z3,(i−1) · z3,j · z3,(j+1) · · · · · z3,m+1[p1, . . . , pn],
w1 · w2 · w3,1 · · · · · w3,(i−1) · w3,j · w3,(j+1) · · · · · w3,m+1[t1, . . . , tn]) ∈ τ(A).
As τ(A) ⊆ ↔∗R,
z1 · z2 · z3,1 · · · · · z3,(i−1) · z3,j · z3,(j+1) · · · · · z3,m+1[p1, . . . , pn]↔∗R
w1 · w2 · w3,1 · · · · · w3,(i−1) · w3,j · w3,(j+1) · · · · · w3,m+1[t1, . . . , tn].
Thus by (29)–(31),
z1 · z2 · z3,1 · · · · · z3,m+1[p1, . . . , pn]↔∗R
z1 · z2 · z3,1 · · · · · z3,(i−1) · z3,j · z3,(j+1) · · · · · z3,m+1[p1, . . . , pn].
By Lemma 2.17, the non-trunk(↔∗R) supertree of z1 · z2 · z3,1 · · · · · z3,m+1[p1, . . . , pn] is equal to the non-trunk(↔∗R) supertree
of z1 · z2 · z3,1 · · · · · z3,(i−1) · z3,j · z3,(j+1) · · · · · z3,m+1[p1, . . . , pn]. By (a) and (b) z1 · z2 · z3,1 · · · · · z3,m+1[p1, . . . , pn] and
z1 · z2 · z3,1 · · · · · z3,(i−1) · z3,j · z3,(j+1) · · · · · z3,m+1[p1, . . . , pn] are weak trunk(↔∗R) decompositions. Hence
si(z1 · z2 · z3,1 · · · · · z3,m+1) = si(z1 · z2 · z3,1 · · · · · z3,(i−1) · z3,j · z3,(j+1) · · · · · z3,m+1).
Recall that z3,i ∈ LCΣ (Xn) and le(sp(z3,i)) = 1. Hence
si(z1 · z2 · z3,1 · · · · · z3,m+1) > si(z1 · z2 · z3,1 · · · · · z3,(i−1) · z3,j · z3,(j+1) · · · · · z3,m+1).
This is a contradiction. The proof of (27) is complete.
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By (27), there is y3 ∈ TΣ such that (f1) holds. By (24) and (25), there are y1, y2 ∈ CΣ such that (f1) and (f2) hold. Moreover,
sp(w1)sp(w2) = sp(y1)sp(y2).
Hence by (g),
sp(y1)sp(y2) ∼ sp(z1)sp(z2). (32)
Thus
(h) sp(y1) ∼ sp(z1).
By (f1) and (f2), y1 ·y3 is the R-normal formofw1 ·w3[t1, . . . , tn]. Hence by (10), y1 ·y3 is the R-normal formof z1 ·z3[p1, . . . , pn]
as well. By (a) and (b), z1 · z3[p1, . . . , pn] is also in the trunk(↔∗R) decomposition form. By (c), ri ∈ REP is the R-normal form
of pi for 1 ≤ i ≤ n. Hence z1 · z3[r1, . . . , rn]↔∗R z1 · z3[p1, . . . , pn]. By Lemma 2.17, z1 · z3[r1, . . . , rn] is in the trunk(↔∗R)
decomposition form as well. Let α ∈ PO(z1 · z3[r1, . . . , rn]) be arbitrary. If α ∈ PO(z1 · z3) and lab(z1 · z3, α) ∈ Σ , then
z1 ·z3[r1, . . . , rn]/α 6∈ lhs(R) by Definition 2.9, and Proposition 2.12. Otherwise, z1 ·z3[r1, . . . , rn]/α is a subtree of rj for some
1 ≤ j ≤ n. Hence z1 · z3[r1, . . . , rn]/α ∈ IRR(R). In this way we get that z1 · z3[r1, . . . , rn] ∈ IRR(R). That is, z1 · z3[r1, . . . , rn]
is the R-normal form of z1 · z3[p1, . . . , pn]. Hence
z1 · z3[r1, . . . , rn] = y1 · y3. (33)
Similarly, one can show that
z1 · z2 · z3[r1, . . . , rn] = y1 · y2 · y3. (34)
Hence Condition (f3) holds.
By (32), sp(y1)sp(y2)  sp(z1)sp(z2) or sp(z1)sp(z2)  sp(y1)sp(y2). Assume that sp(y1)sp(y2)  sp(z1)sp(z2). Let
z1 · z2[r1, . . . , rn]/sp(y1)sp(y2) = u for some u ∈ CΣ .
Hence z1 · z2 · z3[r1, . . . , rn]/sp(y1)sp(y2) = u · z3[r1, . . . , rn].Moreover, by (34)
z1 · z2 · z3[r1, . . . , rn]/sp(y1)sp(y2) = y3.
Thus
u · z3[r1, . . . , rn] = y3.
By (33)
z1 · z3[r1, . . . , rn]/sp(y1) = y3.
Hence
z1 · z3[r1, . . . , rn]/sp(y1) = u · z3[r1, . . . , rn].
Hence by (h) sp(y1)  sp(z1) and
z1[r1, . . . , rn]/sp(y1) = u.
Symmetrically one can show that if sp(z1)sp(z2)  sp(y1)sp(y2), then sp(z1)  sp(y1) and there is a tree u ∈ CΣ such
that y1/sp(z1) = u and y1 · y2/sp(z1)sp(z2) = u. Thus Condition (f4) holds as well. 
3.6. Conditions (I) and (II) imply τ(A) ⊆ ↔∗R
In this section we finish the proof of Lemma 3.9. We show that Conditions (I) and (II) imply the inclusion τ(A) ⊆ ↔∗R.
We define Condition (A) from Condition (a) by dropping the upper bounds on he(z1) and he(z3).
(A) z1 · z2 · z3 ∈ VOΣ (Xn), 1 ≤ he(z2) ≤ (rep+ 2) · ca(A)+ 1, and rep · ca(A)+ 1 ≤ he(z3).
We show that, if Condition (II) holds, then Conditions (A) and (b)–(d) imply (e) and (f).
Claim 3.12. Let Condition (II) hold. Then for any n ≥ 0, z1, z2 ∈ LCΣ (Xn), z3 ∈ LINΣ (Xn), p1, . . . , pn ∈ trunk(↔∗R),
r1, . . . , rn ∈ REP, a, a1, . . . , an ∈ A, b ∈ F ,w1, w2 ∈ TΣ∪{#}(Xn), andw3 ∈ TΣ (Xn),
(A) and (b)–(d)⇒ (e) and (f).
Proof. We proceed by induction on si(z1 · z2 · z3).
Base case: si(z1 · z2 · z3) = 1. Then z2 = #. Hence Condition (A) does not hold.
Induction step: Let si(z1 · z2 · z3) = e+ 1, where e ≥ 1. Assume that for every si(z1 · z2 · z3) ∈ {1, 2, . . . , e}, the statement
is true. Let n ≥ 0, z1, z2 ∈ LCΣ (Xn), z3 ∈ LINΣ (Xn), p1, . . . , pn ∈ trunk(↔∗R), r1, . . . , rn ∈ REP , a, a1, . . . , an ∈ A, b ∈ F ,
w1, w2 ∈ TΣ∪{#}(Xn), andw3 ∈ TΣ (Xn). Assume that Conditions (A) and (b)–(d) hold.
If he(z1) ≤ (rep+ 2) · ca(A) and he(z3) ≤ (rep+ 1) · ca(A), then Condition (a) holds. Hence by (II) Conditions (e) and (f)
hold as well. Thus, from now onwe assume that he(z1) > (rep+2) ·ca(A) or he(z3) > (rep+1) ·ca(A). Let V = sub(z1)∩TΣ .
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Hence
V = {z1/κ | κ ∈ PO(z1) and κ 6 sp(z1)}.
Let MAX = 0 if V = ∅, otherwise let MAX = max{he(v) | v ∈ V }. Let α ∈ PO(z1) be arbitrary. If α 6= sp(z1), then
α = βiγ , where β ≺ sp(z1), i ∈ N , and z1/βi ∈ V . Hence le(β) < le(sp(z1)) and le(γ ) ≤ MAX . In this way we get that
le(α) ≤ le(sp(z1))+MAX . Thus
he(z1) ≤ le(sp(z1))+MAX . (35)
According to the above discussions, we get that
• he(z3) > (rep+ 1) · ca(A),
• MAX ≥ (rep+ 1) · ca(A)+ 1, or
• he(z1) > (rep+ 2) · ca(A) andMAX < (rep+ 1) · ca(A)+ 1.
In this way, we distinguish three cases.
Case 1: he(z1) > (rep+ 2) · ca(A) andMAX < (rep+ 1) · ca(A)+ 1.
Case 2: he(z3) > (rep+ 1) · ca(A).
Case 3:MAX ≥ (rep+ 1) · ca(A)+ 1.
Intuitively, in all three cases, we contract the non-trunk(↔∗R) supertree z1 · z2 · z3 of the input tree z1 · z2 · z3[p1, . . . , pn]
at two places: at position sp(z1) and at some position α, where the definition of α depends on the case. In the first case,
α  sp(z1). In the second case, α ∈ PO(z3). In the third case, α ∈ PO(z1) and α and sp(z1) are incomparable. In all three
cases, we obtain three trees: first we contract simultaneously at both sp(z1) and α, and in this way we obtain some tree
v. Second, we pump v at position α, and third, we pump again v, this time at position sp(z1). In each case we apply the
induction hypothesis twice.
Case 1: he(z1) > (rep+ 2) · ca(A) andMAX < (rep+ 1) · ca(A)+ 1. Then,
MAX ≤ (rep+ 1) · ca(A). (36)
By (35),
(rep+ 2) · ca(A)+ 1 ≤ le(sp(z1))+ (rep+ 1) · ca(A).
Thus ca(A)+ 1 ≤ le(sp(z1)). Hence there are α, β ∈ PO(z1) and ω ∈ N∗ such that
• α ≺ β  sp(z1) and β = αω,
• z1 · z2 · z3[p1, . . . , pn]/α⇒∗A a′(v1) and z1 · z2 · z3[p1, . . . , pn]/β⇒∗A a′(v2) for some state a′ ∈ A and trees v1, v2 ∈ TΣ ,
and
• 1 ≤ le(ω) ≤ ca(A).
We define the tree s1 ∈ LCΣ (Xn) as s1 = z1[α ← #]. Then z1 = s1 · (z1/α). We define the tree s2 ∈ LCΣ (Xn) as
s2 = z1/α[ω← #]. Then z1/α = s2 · (z1/β). Let s3 = z1/β . Then s3 ∈ LCΣ (Xn). Furthermore,
z1 = s1 · s2 · s3. (37)
By the above definitions,
1 ≤ le(sp(s2)) ≤ ca(A). (38)
Let α ∈ PO(s2) be arbitrary. If α 6= sp(s2), then α = βiγ , where β ≺ sp(s2), i ∈ N , and s2/βi ∈ V . Hence le(β) < le(sp(s2))
and le(γ ) ≤ MAX . In this way we get that le(α) ≤ le(sp(s2))+MAX . Thus
he(s2) ≤ le(sp(s2))+MAX .
By (36) and (38),
1 ≤ he(s2) ≤ (rep+ 2) · ca(A). (39)
By the definition of α and β , there are trees ξ1, ξ2, ξ3 ∈ TΣ∪{#}(Xn) such that the following derivation holds.
(♥) z1 · z2 · z3[a1(t1), . . . , an(tn)] = s1 · s2 · s3 · z2 · z3[a1(t1), . . . , an(tn)]⇒∗A
s1 · s2 · s3 · z2[a1(t1), . . . , an(tn)] · a(w3[t1, . . . , tn])⇒∗A
s1 · s2 · s3[a1(t1), . . . , an(tn)] · a(w2 · w3[t1, . . . , tn])⇒∗A
s1 · s2[a1(t1), . . . , an(tn)] · a′(ξ3 · w2 · w3[t1, . . . , tn])⇒∗A
s1[a1(t1), . . . , an(tn)] · a′(ξ2 · ξ3 · w2 · w3[t1, . . . , tn])⇒∗A
b(ξ1 · ξ2 · ξ3 · w2 · w3[t1, . . . , tn]),
where z3[a1(x1), . . . , an(xn)]⇒∗A a(w3),
z2[a1(x1), . . . , an(xn)] · a(#)⇒∗A a(w2),
z1[a1(x1), . . . , an(xn)] · a(#)⇒∗A b(w1).
s3[a1(x1), . . . , an(xn)] · a(#)⇒∗A a′(ξ3),
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s2[a1(x1), . . . , an(xn)] · a′(#)⇒∗A a′(ξ2), and
s1[a1(x1), . . . , an(xn)] · a′(#)⇒∗A b(ξ1).
Furthermore,w1 = ξ1 · ξ2 · ξ3.
Intuitively, we consider four trees in TΣ (Xn). The first one is s1 · s2 · s3 · z2 · z3. It is equal to z1 · z2 · z3. The second tree is
s1 · s3 · z2 · z3, which is obtained from s1 · s2 · s3 · z2 · z3 by removing s2 from the middle of z1. The third tree is s1 · s2 · s3 · z3,
which is obtained from s1 · s2 · s3 · z2 · z3 by removing z2. The fourth tree is s1 · s3 · z3. In the first step we pump s1 · s3 · z3: we
insert the context s2 and obtain the third tree. We construct the⇒∗A-derivation on the pumped input tree on the basis of
the derivation (♥). Then we apply the induction hypothesis for the pumping. In the second step we pump the tree s1 · s3 · z3:
we insert the context z2 and obtain the second tree. We construct the⇒∗A-derivation on the pumped input tree again on
the basis of the derivation (♥). Then we apply the induction hypothesis for the pumping.
Step 1:We pump s1 · s3 · z3 by inserting the context s2. By (37), (39), and Condition (A), Condition (A1) holds.
(A1) s1 · s3 · z3 ∈ LINΣ (Xn), 1 ≤ he(s2) ≤ (rep+ 2) · ca(A)+ 1, and rep · ca(A)+ 1 ≤ he(s3 · z3).
By Condition (A), 1 ≤ he(z3). Hence Condition (b1) holds by Conditions (b) and (37).
(b1) s1 · s3 · z3[p1, . . . , pn] is a weak trunk(↔∗R) decomposition.
Condition (c1) holds by Condition (c).
(c1) pi⇒∗A ai(ti) for 1 ≤ i ≤ n, and ri ∈ REP is the R-normal form of pi for 1 ≤ i ≤ n.
By Derivation (♥) Condition (d1) holds.
(d1) s1 · s2 · s3 · z3[a1(t1), . . . , an(tn)]⇒∗A
s1 · s2 · s3[a1(t1), . . . , an(tn)] · a(w3[t1, . . . , tn])⇒∗A
s1 · s2[a1(t1), . . . , an(tn)] · a′(ξ3 · w3[t1, . . . , tn])⇒∗A
s1[a1(t1), . . . , an(tn)] · a′(ξ2 · ξ3 · w3[t1, . . . , tn])⇒∗A
b(ξ1 · ξ2 · ξ3 · w3[t1, . . . , tn]),
where s3 · z3[a1(x1), . . . , an(xn)]⇒∗A s3 · a(w3)⇒∗A a′(ξ3 · w3),
s2[a1(x1), . . . , an(xn)] · a′(#)⇒∗A a′(ξ2), and
s1[a1(x1), . . . , an(xn)] · a′(#)⇒∗A b(ξ1).
Furthermore,
w1 = ξ1 · ξ2 · ξ3. (40)
By the induction hypothesis Condition (e1) holds.
(e1) ξ1, ξ2 ∈ CΣ (Xn).
By the induction hypothesis Condition (f1) holds.
(f1) There are θ1, θ2 ∈ CΣ and θ4 ∈ TΣ such that (f11)–(f14) hold.
(f11) θ4 is the R-normal form of ξ3 · w3[t1, . . . , tn]. Moreover, θ4 6∈ trunk(↔∗R).
(f12) Terms θ1 and θ2 are the R#-normal forms of ξ1[t1, . . . , tn] and ξ2[t1, . . . , tn], respectively.
(f13) s1 · s3 · z3[r1, . . . , rn] = θ1 · θ4 and s1 · s2 · s3 · z3[r1, . . . , rn] = θ1 · θ2 · θ4.
(f14) There is a context u1 ∈ CΣ such that
sp(θ1)  sp(s1), sp(θ1)sp(θ2)  sp(s1)sp(s2), s1[r1, . . . , rn]/sp(θ1) = u1, and s1 · s2[r1, . . . , rn]/sp(θ1)sp(θ2) = u1,
or
sp(s1)  sp(θ1), sp(s1)sp(s2)  sp(θ1)sp(θ2), θ1/sp(s1) = u1, and θ1 · θ2/sp(s1)sp(s2) = u1.
Step 2:We pump the tree s1 · s3 · z3 by inserting the context z2. By (37) and Condition (A), Condition (A2) holds.
(A2) s1 · s3 · z2 · z3 ∈ LINΣ (Xn), 1 ≤ he(z2) ≤ (rep+ 2) · ca(A)+ 1, and rep · ca(A)+ 1 ≤ he(z3).
By Condition (A), 1 ≤ he(z3). Hence Condition (b2) holds by Conditions (b) and (37).
(b2) s1 · s3 · z2 · z3[p1, . . . , pn] is a weak trunk(↔∗R) decomposition.
Condition (c2) holds by Condition (c).
(c2) pi⇒∗A ai(ti) for 1 ≤ i ≤ n, and ri ∈ REP is the R-normal form of pi for 1 ≤ i ≤ n.
By Derivation (♥) Condition (d2) holds.
(d2) s1 · s3 · z2 · z3[a1(t1), . . . , an(tn)]⇒∗A
s1 · s3 · z2[a1(t1), . . . , an(tn)] · a(w3[t1, . . . , tn])⇒∗A
s1 · s3[a1(t1), . . . , an(tn)] · a(w2 · w3[t1, . . . , tn])⇒∗A
b(ξ1 · ξ3 · w2 · w3[t1, . . . , tn]),
where z3[a1(x1), . . . , an(xn)]⇒∗A a(w3),
z2[a1(x1), . . . , an(xn)] · a(#)⇒∗A a(w2), and
s1 · s3[a1(x1), . . . , an(xn)] · a(#)⇒∗A b(ξ1 · ξ3).
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By the induction hypothesis Condition (e2) holds.
(e2) ξ1 · ξ3, w2 ∈ CΣ (Xn).
By the induction hypothesis Condition (f2) holds.
(f2) There are η ∈ CΣ , y2 ∈ CΣ , y3 ∈ TΣ such that (f21)–(f24) hold.
(f21) y3 is the R-normal form ofw3[t1, . . . , tn]. Moreover, y3 6∈ trunk(↔∗R).
(f22) η and y2 are the R#-normal forms of ξ1 · ξ3[t1, . . . , tn] andw2[t1, . . . , tn], respectively.
(f23) s1 · s3 · z3[r1, . . . , rn] = η · y3 and s1 · s3 · z2 · z3[r1, . . . , rn] = η · y2 · y3.
(f24) There is a context u ∈ CΣ such that
sp(η)  sp(s1 · s3), sp(η)sp(y2)  sp(s1 · s3)sp(z2), z1[r1, . . . , rn]/sp(η) = u, and z1 · z2[r1, . . . , rn]/sp(η)sp(y2) = u,
or
sp(s1 · s3)  sp(η), sp(s1 · s3)sp(z2)  sp(η)sp(y2), η/sp(s1 · s3) = u, and η · y2/sp(s1 · s3)sp(z2) = u.
(g) Let θ3 be the R#-normal form of ξ3[t1, . . . , tn].
Then θ3 ∈ CΣ . Furthermore, by the definition of θ4 and η we have
η = θ1 · θ3 (41)
and
θ4 = θ3 · y3. (42)
Let
y1 = θ1 · θ2 · θ3. (43)
Apparently, y1 ∈ CΣ .
Step 3: By (40), Conditions (e1) and (e2) imply Condition (e).
We now show that Conditions (f1) and (f2) imply Condition (f3).
(f3) For y1, y2 ∈ CΣ , y3 ∈ TΣ , and u ∈ CΣ , (f31)–(f34) hold.
(f31) y3 is the R-normal form ofw3[t1, . . . , tn]. Moreover, y3 6∈ trunk(↔∗R).
(f32) y1 and y2 are the R#-normal forms ofw1[t1, . . . , tn] andw2[t1, . . . , tn], respectively.
(f33) z1 · z3[r1, . . . , rn] = y1 · y3 and z1 · z2 · z3[r1, . . . , rn] = y1 · y2 · y3.
(f34) sp(y1)  sp(z1), sp(y1)sp(y2)  sp(z1)sp(z2), z1[r1, . . . , rn]/sp(y1) = u, and z1 · z2[r1, . . . , rn]/sp(y1)sp(y2) = u, or
sp(z1)  sp(y1), sp(z1)sp(z2)  sp(y1)sp(y2), y1/sp(z1) = u, and y1 · y2/sp(z1)sp(z2) = u.
Condition (f31) is the same as Condition (f21).
By (f12), (g), (40) and (43), y1 is the R#-normal form of w1[t1, . . . , tn]. By (f22), y2 is the R#-normal form w2[t1, . . . , tn].
Thus Condition (f32) holds.
By (f13) and (42),
s1 · s3 · z3[r1, . . . , rn] = θ1 · θ3 · y3 (44)
and
s1 · s2 · s3 · z3[r1, . . . , rn] = θ1 · θ2 · θ3 · y3. (45)
By (37), (43) and (45),
z1 · z3[r1, . . . , rn] = y1 · y3. (46)
By (41) and (f23),
s1 · s3 · z2 · z3[r1, . . . , rn] = θ1 · θ3 · y2 · y3. (47)
By (f14), (f24), (44), (45) and (47),
s1 · s2 · s3 · z2 · z3[r1, . . . , rn] = θ1 · θ2 · θ3 · y2 · y3.
Then by (37) and (43),
z1 · z2 · z3[r1, . . . , rn] = y1 · y2 · y3.
Hence by (46), Condition (f33) holds.
By (f14), (f24), and (41),
• sp(θ1 · θ2 · θ3)  sp(s1 · s2 · s3), sp(θ1 · θ2 · θ3)sp(y2)  sp(s1 · s2 · s3)sp(z2), s1 · s2 · s3[r1, . . . , rn]/sp(θ1 · θ2 · θ3) = u, and
s1 · s2 · s3 · z2[r1, . . . , rn]/sp(θ1 · θ2 · θ3)sp(y2) = u, or• sp(s1 · s2 · s3)  sp(θ1 · θ2 · θ3), sp(s1 · s2 · s3)sp(z2)  sp(θ1 · θ2 · θ3)sp(y2), θ1 · θ2 · θ3/sp(s1 · s2 · s3) = u, and
θ1 · θ2 · θ3 · y2/sp(s1 · s2 · s3)sp(z2) = u.
Then by (43) and (37), Condition (f34) holds. Thus Condition (f3) holds.
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Case 2: he(z3) > (rep + 1) · ca(A). Let µ ∈ PO(z3) be of maximal length. Then there are α, β ∈ PO(z3) and φ,ψ ∈ N∗
such that
• α  β ≺ µ and µ = αφ = βψ ,
• rep · ca(A)+ 1 ≤ le(ψ) < le(φ) ≤ (rep+ 1) · ca(A)+ 1, and
• z3[p1, . . . , pn]/α⇒∗A a′(v1) and z3[p1, . . . , pn]/β⇒∗A a′(v2) for some state a′ ∈ A and trees v1, v2 ∈ TΣ .
By the definition of α, β , and µ, we get that
rep · ca(A)+ 1 ≤ he(z3/β) (48)
and
he(z3/α) ≤ (rep+ 1) · ca(A)+ 1. (49)
We define the tree s1 ∈ LCΣ (Xn) as s1 = z3[α← #]. Then z3 = s1 · (z3/α). Since α ≺ β , we have β = αω for some ω ∈ N∗.
We define the tree s2 ∈ LCΣ (Xn) as s2 = z3/α[ω← #]. Then z3/α = s2 · (z3/β). Let s3 = z3/β . Then s3 ∈ LINΣ (Xn) and
z3 = s1 · s2 · s3. (50)
By the above definitions, (48) and (49),
1 ≤ he(s2) ≤ (rep+ 1) · ca(A)+ 1, (51)
rep · ca(A)+ 1 ≤ he(s3). (52)
By the definition of α and β , there are trees ξ1, ξ2 ∈ TΣ∪{#}(Xn), ξ3 ∈ TΣ (Xn) such that the following derivation holds.
(♣) z1 · z2 · z3[a1(t1), . . . , an(tn)] = z1 · z2 · s1 · s2 · s3[a1(t1), . . . , an(tn)]⇒∗A
z1 · z2 · s1 · s2[a1(t1), . . . , an(tn)] · a′(ξ3[t1, . . . , tn])⇒∗A
z1 · z2 · s1[a1(t1), . . . , an(tn)] · a′(ξ2 · ξ3[t1, . . . , tn])⇒∗A
z1 · z2[a1(t1), . . . , an(tn)] · a(ξ1 · ξ2 · ξ3[t1, . . . , tn])⇒∗A
z1[a1(t1), . . . , an(tn)] · a(w2 · ξ1 · ξ2 · ξ3[t1, . . . , tn])⇒∗A
b(w1 · w2 · ξ1 · ξ2 · ξ3[t1, . . . , tn]),
where
w3 = ξ1 · ξ2 · ξ3, (53)
s3[a1(x1), . . . , an(xn)]⇒∗A a′(ξ3),
s2[a1(x1), . . . , an(xn)] · a′(#)⇒∗A a′(ξ2), and
s1[a1(x1), . . . , an(xn)] · a′(#)⇒∗A a(ξ1).
Intuitively, we consider four trees in TΣ (Xn). The first one is z1 · z2 · s1 · s2 · s3 = z1 · z2 · z3, where
z3 = s1 · s2 · s3. (54)
The second tree is z1 · z2 · s1 · s3, which is obtained from z1 · z2 · s1 · s2 · s3 by removing s2 from the middle of z3. The third tree
is z1 · s1 · s2 · s3, which is obtained from z1 · z2 · s1 · s2 · s3 by removing z2. The fourth tree is z1 · s1 · s3. In the first step we pump
z1 · s1 · s3: we insert the context s2 and obtain the third tree. We construct the⇒∗A-derivation on the pumped input tree on
the basis of the derivation (♣). Then we apply the induction hypothesis for the pumping. In the second step we pump the
tree z1 · s1 · s3: we insert the context z2 and obtain the second tree. We construct the⇒∗A-derivation on the pumped input
tree on the basis of the derivation (♣). Then we apply the induction hypothesis for the pumping.
Step 1:We pump z1 · s1 · s3 by inserting the context s2. Condition (A4) holds by Conditions (A) and (50)–(52).
(A4) z1 · s1 · s3 ∈ LINΣ (Xn), 1 ≤ he(s2) ≤ (rep+ 1) · ca(A)+ 1, and rep · ca(A)+ 1 ≤ he(s3).
Condition (b4) holds by Conditions (b), (52) and (54).
(b4) z1 · s1 · s2 · s3[p1, . . . , pn] is a weak trunk(↔∗R) decomposition.
Condition (c4) holds by Condition (c).
(c4) pi⇒∗A ai(ti) for 1 ≤ i ≤ n, and ri ∈ REP is the R-normal form of pi for 1 ≤ i ≤ n.
Condition (d4) holds by Derivation (♣).
(d4) z1 · s1 · s2 · s3[a1(t1), . . . , an(tn)]⇒∗A
z1 · s1 · s2[a1(t1), . . . , an(tn)] · a′(ξ3[t1, . . . , tn])⇒∗A
z1 · s1[a1(t1), . . . , an(tn)] · a′(ξ2 · ξ3[t1, . . . , tn])⇒∗A
z1[a1(t1), . . . , an(tn)] · a(ξ1 · ξ2 · ξ3[t1, . . . , tn])⇒∗A
b(w1 · ξ1 · ξ2 · ξ3[t1, . . . , tn]),
where s3[a1(x1), . . . , an(xn)]⇒∗A a′(ξ3),
s2[a1(x1), . . . , an(xn)] · a′(#)⇒∗A a′(ξ2), and
s1[a1(x1), . . . , an(xn)] · a′(#)⇒∗A a(ξ1), and
z1[a1(x1), . . . , an(xn)] · a(#)⇒∗A b(w1).
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By the induction hypothesis Condition (e4) holds.
(e4) w1 · ξ1, ξ2 ∈ CΣ (Xn).
By the induction hypothesis Condition (f4) holds.
(f4) There are θ0, θ2 ∈ CΣ and θ3 ∈ TΣ such that (f41)–(f44) hold.
(f41) θ3 is the R-normal form of ξ3[t1, . . . , tn]. Moreover, θ3 6∈ trunk(↔∗R).
(f42) θ0 and θ2 are the R#-normal forms ofw1 · ξ1[t1, . . . , tn] and ξ2[t1, . . . , tn], respectively.
(f43) z1 · s1 · s3[r1, . . . , rn] = θ0 · θ3 and z1 · s1 · s2 · s3[r1, . . . , rn] = θ0 · θ2 · θ3.
(f44) There is a context u1 ∈ CΣ such that
sp(θ0)  sp(z1 · s1), sp(θ0)sp(θ2)  sp(z1 · s1)sp(s2), z1 · s1[r1, . . . , rn]/sp(θ0) = u1, and z1 · s1 ·
s2[r1, . . . , rn]/sp(θ0)sp(θ2) = u1, or
sp(z1 · s1)  sp(θ0), sp(z1 · s1)sp(s2)  sp(θ0)sp(θ2), θ0/sp(z1 · s1) = u1, and θ0 · θ2/sp(z1 · s1)sp(s2) = u1.
Let y1 be the R#-normal form of w1[t1, . . . , tn]. Apparently, y1 ∈ CΣ . Let θ1 be the R#-normal form of ξ1[t1, . . . , tn].
Apparently, θ1 ∈ CΣ . By Condition (f42) we have
θ0 = y1 · θ1. (55)
Step 2:We pump the tree z1 · s1 · s3 by inserting the context z2. Condition (A5) holds by (52) and Condition (A).
(A5) z1 · z2 · s1 · s3 ∈ LINΣ (Xn), 1 ≤ he(z2) ≤ (rep+ 2) · ca(A)+ 1, and rep · ca(A)+ 1 ≤ he(s3).
Condition (b5) holds by (50), (52), and (b).
(b5) z1 · z2 · s1 · s3[p1, . . . , pn] is a weak trunk(↔∗R) decomposition.
Condition (c5) holds by (c).
(c5) pi⇒∗A ai(ti) for 1 ≤ i ≤ n, and ri ∈ REP is the R-normal form of pi for 1 ≤ i ≤ n.
Condition (d5) holds by Condition (d) and Derivation (♣).
(d5) z1 · z2 · s1 · s3[a1(t1), . . . , an(tn)]⇒∗A
z1 · z2 · s1[a1(t1), . . . , an(tn)] · a′(ξ3[t1, . . . , tn])⇒∗A
z1 · z2[a1(t1), . . . , an(tn)] · a(ξ1 · ξ3[t1, . . . , tn])⇒∗A
z1[a1(t1), . . . , an(tn)] · a(w2 · ξ1 · ξ3[t1, . . . , tn])⇒∗A
b(w1 · w2 · ξ1 · ξ3[t1, . . . , tn]),
where s1 · s3[a1(x1), . . . , an(xn)]⇒∗A a(ξ1 · ξ3),
z2[a1(x1), . . . , an(xn)] · a(#)⇒∗A a(w2), and
z1[a1(x1), . . . , an(xn)] · a(#)⇒∗A b(w1).
By the induction hypothesis Condition (e5) holds.
(e5) w1, w2 ∈ CΣ (Xn).
By the induction hypothesis Condition (f5) holds.
(f5) There are y2 ∈ CΣ and η ∈ TΣ such that (f51)–(f54) hold.
(f51) η is the R-normal form of ξ1 · ξ3[t1, . . . , tn]. Moreover, η 6∈ trunk(↔∗R).
(f52) y1 and y2 are the R#-normal forms ofw1[t1, . . . , tn] andw2[t1, . . . , tn], respectively.
(f53) z1 · s1 · s3[r1, . . . , rn] = y1 · η and z1 · z2 · s1 · s3[r1, . . . , rn] = y1 · y2 · η.
(f54) There is a context u ∈ CΣ such that
sp(y1)  sp(z1), sp(y1)sp(y2)  sp(z1)sp(z2), z1[r1, . . . , rn]/sp(y1) = u, and z1 · z2[r1, . . . , rn]/sp(y1)sp(y2) = u, or
sp(z1)  sp(y1), sp(z1)sp(z2)  sp(y1)sp(y2), y1/sp(z1) = u, and y1 · y2/sp(z1)sp(z2) = u.
By the definition of η we have
η = θ1 · θ3. (56)
Let
y3 = θ1 · θ2 · θ3. (57)
Apparently y3 ∈ TΣ .
Step 3: Condition (e5) implies Condition (e). We now show Condition (f6) applying Conditions (f4) and (f5).
(f6) For y1, y2 ∈ CΣ , y3 ∈ TΣ , and u ∈ CΣ , Conditions (f61)–(f64) hold.
(f61) y3 is the R-normal form ofw3[t1, . . . , tn]. Moreover, y3 6∈ trunk(↔∗R).
(f62) y1 and y2 are the R#-normal forms ofw1[t1, . . . , tn] andw2[t1, . . . , tn], respectively.
(f63) z1 · z3[r1, . . . , rn] = y1 · y3 and z1 · z2 · z3[r1, . . . , rn] = y1 · y2 · y3.
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(f64) sp(y1)  sp(z1), sp(y1)sp(y2)  sp(z1)sp(z2), z1[r1, . . . , rn]/sp(y1) = u, and z1 · z2[r1, . . . , rn]/sp(y1)sp(y2) = u, or
sp(z1)  sp(y1), sp(z1)sp(z2)  sp(y1)sp(y2), y1/sp(z1) = u, and y1 · y2/sp(z1)sp(z2) = u.
By the definition of θ1, and by (f41), (f42), we get that θ1 · θ2 · θ3 is the R-normal form of ξ1 · ξ2 · ξ3[t1, . . . , tn]. Thus (f61)
holds by (53), (57), and (f41).
Condition (f62) is the same as Condition (f52). Thus Condition (f62) holds.
By Conditions (f43) and (55),
z1 · s1 · s3[r1, . . . , rn] = y1 · θ1 · θ3 (58)
and
z1 · s1 · s2 · s3[r1, . . . , rn] = y1 · θ1 · θ2 · θ3. (59)
By Conditions (f53) and (56),
z1 · z2 · s1 · s3[r1, . . . , rn] = y1 · y2 · θ1 · θ3. (60)
By (58)–(60), (f44), and (f54),
z1 · z2 · s1 · s2 · s3[r1, . . . , rn] = y1 · y2 · θ1 · θ2 · θ3. (61)
Then
z1 · z2 · z3[r1, . . . , rn] =
z1 · z2 · s1 · s2 · s3[r1, . . . , rn] = (by (54))
y1 · y2 · θ1 · θ2 · θ3 = (by (61))
y1 · y2 · y3 (by (57)).
Thus
z1 · z2 · z3[r1, . . . , rn] = y1 · y2 · y3.
By (54), (57) and (59),
z1 · z3[r1, . . . , rn] = y1 · y3.
Thus Condition (f63) holds.
Condition (f64) simply follows from Condition (f54). Thus Condition (f6) holds.
Case 3: MAX ≥ (rep + 1) · ca(A) + 1. In this case let κ ∈ PO(z1) be such that κ 6 sp(z1) and MAX = he(z1/κ). Let
µ ∈ PO(z1/κ) be such that MAX = le(µ). Then µ is a maximal length position of z1/κ , and le(µ) ≥ (rep + 1) · ca(A) + 1.
Hence there are α, β ∈ PO(z1) and φ,ψ ∈ N∗ such that
• κ  α ≺ β ≺ κµ and κµ = αφ = βψ ,
• rep · ca(A)+ 1 ≤ le(ψ) < le(φ) ≤ (rep+ 1) · ca(A)+ 1, and
• z1[p1, . . . , pn]/α⇒∗A a′(v1) and z1[p1, . . . , pn]/β⇒∗A a′(v2) for some state a′ ∈ A and trees v1, v2 ∈ TΣ ,
By the definition of α, β, µ, we get that
rep · ca(A)+ 1 ≤ he(z1/β) (62)
and
he(z1/α) ≤ (rep+ 1) · ca(A)+ 1. (63)
We define the tree s1 ∈ LCΣ (Xn) as s1 = z1[α ← #]. Then z1 = s1 · (z1/α). Since α ≺ β , we have β = αω for some
ω ∈ N∗. We define the tree s2 ∈ LCΣ (Xn) as s2 = z1/α[ω← #]. Then z1/α = s2 · (z1/β). Let s3 = z1/β . Then s3 ∈ LINΣ (Xn).
By the definition of κ and α,
sp(z1) 6∼ α. (64)
We define the tree l ∈ LINΣ (Xn+2) as
l = z1[sp(z1)← xn+1, α← xn+2].
Hence
lab(l, sp(z1)) = xn+1 and lab(l, α) = xn+2, (65)
and
z1 = l[x1, . . . , xn,#, s2 · s3]. (66)
By the above definitions, (62) and (63),
1 ≤ he(s2) ≤ (rep+ 1) · ca(A)+ 1, (67)
rep · ca(A)+ 1 ≤ he(s3). (68)
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By (66) and the definition of the state a′, there are trees ξ2 ∈ TΣ∪{#}(Xn), ξ3 ∈ TΣ (Xn), w(1) ∈ TΣ (Xn+2) such that the
following derivation holds.
(♠) l[x1, . . . , xn, z2 · z3, s2 · s3][a1(t1), . . . , an(tn)]⇒∗A
l[a1(t1), . . . , an(tn), z2 · a(w3[t1, . . . , tn]), s2 · a′(ξ3[t1, . . . , tn])]⇒∗A
l[a1(t1), . . . , an(tn), a(w2 · w3[t1, . . . , tn]), a′(ξ2 · ξ3[t1, . . . , tn])]⇒∗A
b(w(1)[x1, . . . , xn, w2 · w3, ξ2 · ξ3][t1, . . . , tn]),
where s3[a1(x1), . . . , an(xn)]⇒∗A a′(ξ3),
s2[a1(x1), . . . , an(xn)] · a′(#)⇒∗A a′(ξ2),
z3[a1(x1), . . . , an(xn)]⇒∗A a(w3),
z2[a1(x1), . . . , an(xn)] · a(#)⇒∗A a(w2), and
l[a1(x1), . . . , an(xn), a(xn+1), a′(xn+2)]⇒∗A b(w(1)).
Observe that
w1 = w(1)[x1, . . . , xn,#, ξ2 · ξ3]. (69)
Intuitively, we consider four trees in TΣ (Xn). The first one is l[x1, . . . , xn, z2 · z3, s2 · s3] = z1 · z2 · z3, where z1 =
l[x1, . . . , xn,#, s2 · s3]. The second tree is l[x1, . . . , xn, z2 · z3, s3], which is obtained from l[x1, . . . , xn, z2 · z3, s2 · s3] by
removing s2. The third tree is l[x1, . . . , xn, z3, s2 · s3], which is obtained from l[x1, . . . , xn, z2 · z3, s2 · s3] by removing z2.
The fourth tree is l[x1, . . . , xn, z3, s3]. In the first step we pump l[x1, . . . , xn, z3, s3]: we insert the context s2 and obtain the
third tree. We construct the⇒∗A-derivation on the pumped input tree on the basis of the derivation (♠). Then we apply the
induction hypothesis for the pumping. In the second step we pump again the tree l[x1, . . . , xn, z3, s3]: we insert the context
z2 and obtain the second tree. We construct the⇒∗A-derivation on the pumped input tree on the basis of the derivation (♠).
Then we apply the induction hypothesis for the pumping. In the third step, we apply Lemma 2.2.
Step 1:We pump l[x1, . . . , xn, z3, s3] by inserting the context s2. Condition (A7) holds by (A), (67) and (68).
(A7) l[x1, . . . , xn, z3, s2 · s3] ∈ LINΣ (Xn), 1 ≤ he(s2) ≤ (rep+ 1) · ca(A)+ 1, and rep · ca(A)+ 1 ≤ he(s3).
Condition (b7) holds by Conditions (A), (b), and (66).
(b7) l[x1, . . . , xn, z3, s2 · s3][p1, . . . , pn] is a weak trunk(↔∗R) decomposition.
Condition (c7) holds by Condition (c).
(c7) pi⇒∗A ai(ti) for 1 ≤ i ≤ n, and ri ∈ REP is the R-normal form of pi for 1 ≤ i ≤ n.
By (65), we have
sp(l[x1, . . . , xn, z3,#]) = α. (70)
By (66), we have
l[x1, . . . , xn, z3, s2 · s3] = z1 · z3. (71)
By Derivation (♠) we have Condition (d7).
(d7) l[x1, . . . , xn, z3, s2 · s3][a1(t1), . . . , an(tn)]⇒∗A
l[x1, . . . , xn, z3, s2 · a′(ξ3[t1, . . . , tn])][a1(t1), . . . , an(tn)]⇒∗A
l[x1, . . . , xn, z3, a′(ξ2 · ξ3[t1, . . . , tn])][a1(t1), . . . , an(tn)]⇒∗A
l[x1, . . . , xn, a(w3[t1, . . . , tn]), a′(ξ2 · ξ3[t1, . . . , tn])][a1(t1), . . . , an(tn)]⇒∗A
b(w(1)[x1, . . . , xn, w3, ξ2 · ξ3][t1, . . . , tn]),
where s3[a1(x1), . . . , an(xn)]⇒∗A a′(ξ3),
s2[a1(x1), . . . , an(xn)] · a′(#)⇒∗A a′(ξ2),
z3[a1(x1), . . . , an(xn)]⇒∗A a(w3), and
l[a1(x1), . . . , an(xn), a(xn+1), a′(#)]⇒∗A b(w(1)[x1, . . . , xn, xn+1,#]).
Let y(1) ∈ TΣ∪{#} be the R#-normal form of w(1)[t1, . . . , tn,#,#]. By (A) and (71), we have si(l[x1, . . . , xn, z3, s2 · s3]) <
si(z1 · z2 · z3). Condition (e7) holds by the induction hypothesis.
(e7) w(1)[x1, . . . , xn, w3,#] ∈ CΣ (Xn) and ξ2 ∈ CΣ (Xn).
Thus the variable xn+2 appears inw(1). Let δ ∈ PO(w(1)) be such that lab(w(1), δ) = xn+2. By the definition of y(1),
δ ∈ PO(y(1)) and lab(y(1), δ) = #. (72)
Condition (f7) holds by the induction hypothesis and (70).
(f7) There are y11, θ2 ∈ CΣ , and θ3 ∈ TΣ such that (f71)–(f74) hold.
(f71) θ3 is the R-normal form of ξ3[t1, . . . , tn]. Moreover, θ3 6∈ trunk(↔∗R).
(f72) y11 and θ2 are the R#-normal forms ofw(1)[x1, . . . , xn, w3,#][t1, . . . , tn] and ξ2[t1, . . . , tn], respectively.
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(f73) l[x1, . . . , xn, z3, s3][r1, . . . , rn] = y11 · θ3 and
l[x1, . . . , xn, z3, s2 · s3][r1, . . . , rn] = y11 · θ2 · θ3.
(f74) There is a context u1 ∈ CΣ such that
sp(y11)  α, sp(y11)sp(θ2)  αsp(s2)),
l[x1, . . . , xn, z3,#][r1, . . . , rn]/sp(y11) = u1, and
l[x1, . . . , xn, z3, s2][r1, . . . , rn]/sp(y11)sp(θ2) = u1, or
α  sp(y11), αsp(s2)  sp(y11)sp(θ2), y11/α = u1, and y11 · θ2/αsp(s2) = u1.
By Condition (f72), y11 is the R#-normal form ofw(1)[x1, . . . , xn, w3,#][t1, . . . , tn]. Thus, by the definition of δ,
sp(y11) = δ. (73)
Step 2: We pump again the tree l[x1, . . . , xn, z3, s3] by inserting the context z2. Condition (A8) holds by Condition (A)
and (66).
(A8) l[x1, . . . , xn, z2 · z3, s3] ∈ LINΣ (Xn), 1 ≤ he(z2) ≤ (rep+ 2) · ca(A)+ 1, and rep · ca(A)+ 1 ≤ he(z3).
Condition (b8) holds by Conditions (b), (66) and (68).
(b8) l[x1, . . . , xn, z2 · z3, s3][p1, . . . , pn] is a weak trunk(↔∗R) decomposition.
Condition (c8) holds by Condition (c).
(c8) pi⇒∗A ai(ti) for 1 ≤ i ≤ n, and ri ∈ REP is the R-normal form of pi for 1 ≤ i ≤ n.
Derivation (♠) implies Condition (d8).
(d8) l[x1, . . . , xn, z2 · z3, s3][a1(t1), . . . , an(tn)]⇒∗A
l[x1, . . . , xn, z2 · a(w3[t1, . . . , tn]), s3][a1(t1), . . . , an(tn)]⇒∗A
l[x1, . . . , xn, a(w2 · w3[t1, . . . , tn]), s3][a1(t1), . . . , an(tn)]⇒∗A
l[a1(t1), . . . , an(tn), a(w2 · w3), a′(ξ3)][t1, . . . , tn])⇒∗A
b(w(1)[x1, . . . , xn, w2 · w3, ξ3][t1, . . . , tn]),
where z3[a1(x1), . . . , an(xn)]⇒∗A a(w3),
z2[a1(x1), . . . , an(xn)] · a(#)⇒∗A a(w2),
s3[a1(x1), . . . , an(xn)]⇒∗A a′(ξ3), and
l[a1(x1), . . . , an(xn), a(#), a′(xn+2)]⇒∗A b(w(1)[x1, . . . , xn,#, xn+2]).
By (66), we have si(l[x1, . . . , xn, z2 · z3, s3]) < si(z1 · z2 · z3). Condition (e8) holds by the induction hypothesis.
(e8) w(1)[x1, . . . , xn,#, ξ3] ∈ CΣ (Xn) andw2 ∈ CΣ (Xn).
Thus the variable xn+1 appears inw(1). Let γ ∈ PO(w(1)) be such that lab(w(1), γ ) = xn+1. By the definition of y(1),
γ ∈ PO(y(1)) and lab(y(1), γ ) = #. (74)
By the definitions of γ and δ,
γ 6∼ δ. (75)
By the definition of y(1) and by (72), (74), (75),
y(1) ∈ DCΣ , (76)
that is, y(1) is a double context. Condition (f8) holds by the induction hypothesis.
(f8) There are y12 ∈ CΣ , y2 ∈ CΣ , and y3 ∈ TΣ such that (f81)–(f83) hold.
(f81) y3 is the R-normal form ofw3[t1, . . . , tn]. Moreover, y3 6∈ trunk(↔∗R).
(f82) y12 and y2 are the R#-normal forms ofw(1)[x1, . . . , xn,#, ξ3][t1, . . . , tn] andw2[t1, . . . , tn], respectively.
(f83) l[x1, . . . , xn, z3, s3][r1, . . . , rn] = y12 · y3 and
l[x1, . . . , xn, z2 · z3, s3][r1, . . . , rn] = y12 · y2 · y3.
(f84) There is a context u ∈ CΣ such that
sp(y12)  sp(z1), sp(y12)sp(y2)  sp(z1)sp(z2),
l[x1, . . . , xn,#, s3][r1, . . . , rn]/sp(y12) = u, and
l[x1, . . . , xn, z2, s3][r1, . . . , rn]/sp(y12)sp(y2) = u, or
sp(z1)  sp(y12), sp(z1)sp(z2)  sp(y12)sp(y2), y12/sp(z1) = u, and y12 · y2/sp(z1)sp(z2) = u.
By Condition (f82), y12 is the R#-normal form ofw(1)[x1, . . . , xn,#, ξ3][t1, . . . , tn]. Thus by the definition of γ we have
sp(y12) = γ . (77)
Hence by (73) and (75),
sp(y11) 6∼ sp(y12). (78)
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By the definition of y(1), by Condition (f72), and by the definition of the position γ
y11 = y(1)[γ ← y3]. (79)
Hence by (f73), we have
l[x1, . . . , xn, z3, s3][r1, . . . , rn] = y(1)[γ ← y3] · θ3 (80)
and
l[x1, . . . , xn, z3, s2 · s3][r1, . . . , rn] = y(1)[γ ← y3] · θ2 · θ3. (81)
By the definition of y(1), by Condition (f82), and by the definition of the position δ,
y12 = y(1)[δ← θ3]. (82)
Hence by (f83)
l[x1, . . . , xn, z3, s3][r1, . . . , rn] = y(1)[δ← θ3] · y3 (83)
and
l[x1, . . . , xn, z2 · z3, s3][r1, . . . , rn] = y(1)[δ← θ3] · y2 · y3. (84)
Step 3: By (e7), ξ2 ∈ CΣ (Xn). By (e8), w(1)[x1, . . . , xn,#, ξ3] ∈ CΣ (Xn). Thus w(1)[x1, . . . , xn,#, ξ2 · ξ3] ∈ CΣ (Xn). Hence
by (69),w1 ∈ CΣ (Xn). By (e8),w2 ∈ CΣ (Xn). Thus Condition (e) holds.
By (73), (79) and (82),
y11 · θ2 · θ3 = y(1)[γ ← y3, δ← θ2 · θ3]. (85)
Let
y1 = y(1)[δ← θ2 · θ3]. (86)
Then by (72), (74), (75),
y1 ∈ CΣ and sp(y1) = γ . (87)
We now show Condition (f9) applying Conditions (f7), (f8) and Lemma 2.2.
(f9) For y1, y2 ∈ CΣ , y3 ∈ TΣ , and u ∈ CΣ , Conditions (f91)–(f94) hold.
(f91) y3 is the R-normal form ofw3[t1, . . . , tn]. Moreover, y3 6∈ trunk(↔∗R).
(f92) y1 and y2 are the R#-normal forms ofw1[t1, . . . , tn] andw2[t1, . . . , tn], respectively.
(f93) z1 · z3[r1, . . . , rn] = y1 · y3 and z1 · z2 · z3[r1, . . . , rn] = y1 · y2 · y3.
(f94) sp(y1)  sp(z1), sp(y1)sp(y2)  sp(z1)sp(z2), z1[r1, . . . , rn]/sp(y1) = u, and z1 · z2[r1, . . . , rn]/sp(y1)sp(y2) = u, or
sp(z1)  sp(y1), sp(z1)sp(z2)  sp(y1)sp(y2), y1/sp(z1) = u, and y1 · y2/sp(z1)sp(z2) = u.
Condition (f91) is the same as Condition (f81).
By the definition of the double context y(1) ∈ DCΣ , by the definition of δ, and by Conditions (72), (f71), (f72), y(1)[δ ←
θ2 · θ3] is the R#-normal form of w(1)[x1, . . . , xn,#, ξ2 · ξ3][t1, . . . , tn]. Hence, by (69) and (86), y1 is the R#-normal form of
w1[t1, . . . , tn]. Thus the first statement of (f92) holds. By Condition (f82) y2 is the R#-normal form of w2[t1, . . . , tn]. Hence
the second statement of (f92) holds as well.
z1 · z3[r1, . . . , rn] = l[x1, . . . , xn, z3, s2 · s3][r1, . . . , rn] = (by (65) and (66))
y11 · θ2 · θ3 = (by (f73))
y(1)[γ ← y3, δ← θ2 · θ3] = (by (85))
y1[γ ← y3] = (by (86))
y1 · y3 (by (87)).
Furthermore,
z1 · z2 · z3[r1, . . . , rn] = l[x1, . . . , xn, z2 · z3, s2 · s3][r1, . . . , rn] = (by (65) and (66))
y(1)[γ ← y2 · y3, δ← θ2 · θ3] = (by Lemma 2.2, (72), (74)–(76), (80), (81), (83) and (84))
y1[γ ← y2 · y3] = (by (86)).
y1 · y2 · y3 (by (87)).
Thus Condition (f93) holds.
By (77) and (87), sp(y12) = γ = sp(y1). Hence Condition (f94) holds by (64), the definition of l, (75), (82), (86), and (f84).
Thus Condition (f9) holds.
In all three cases we have shown Conditions (e) and (f). Thus the induction step is complete.
The proof of the claim is complete. 
Claim 3.13. If Conditions (I) and (II) hold, then τ(A) ⊆ ↔∗R .
Proof. Assume that Conditions (I) and (II) hold. Let (p, t) ∈ τ(A) be arbitrary. Then
p
∗⇒
A
b(t) for some b ∈ F . (88)
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We show that p↔∗R t . Consider the trunk(↔∗R) decomposition form
p = u[p1, . . . , pn], (89)
where u ∈ VOΣ (Xn), n ≥ 0, p1, . . . , pn ∈ trunk(↔∗R). We now distinguish two cases.
Case 1: he(u) ≤ (rep+1) ·ca(A). Let r ∈ IRR(R) be the R-normal form of p. By Lemma 2.17, the trunk(↔∗R) decomposition
of r is r = u[r1, . . . , rn], where r1, . . . , rn ∈ TΣ , and pi↔∗R ri for 1 ≤ i ≤ n. Observe that r1, . . . , rn ∈ IRR(R). Hence the
R-normal form of pi is ri for i = 1, 2, . . . , n. Since p1, . . . , pn ∈ trunk(↔∗R), by Proposition 2.15, ri is in REP for i = 1, 2, . . . , n.
By the definition of Z we have r ∈ Z . By Claim 3.7 we have p→∗M〈r, b〉. By Condition (I), p→∗P〈r, b, r〉. By Claim 3.5, t→∗R r .
Since the R-normal form of p is r , we have p↔∗R t .
Case 2: he(u) ≥ (rep+ 1) · ca(A)+ 1. Let µ ∈ PO(u) be of maximal length. Then there are α, β ∈ PO(u) and φ,ψ ∈ N∗
such that
• α ≺ β ≺ µ and µ = αφ = βψ ,
• rep · ca(A)+ 1 ≤ le(ψ) < le(φ) ≤ (rep+ 1) · ca(A)+ 1, and
• u[p1, . . . , pn]/α⇒∗A a′(v1) and u[p1, . . . , pn]/β⇒∗A a′(v2) for some state a′ ∈ A and trees v1, v2 ∈ TΣ .
By the definition of α, β, µ, we get that
rep · ca(A)+ 1 ≤ he(u/β) ≤ (rep+ 1) · ca(A) (90)
and
he(u/α) ≤ (rep+ 1) · ca(A)+ 1. (91)
We define the tree z1 ∈ LCΣ (Xn) as z1 = u[α ← #]. Then u = z1 · (u/α). Since α ≺ β , we have β = αω for some
ω ∈ N∗. We define the tree z2 ∈ LCΣ (Xn) as z2 = u/α[ω← #]. Then u/α = z2 · (u/β). Let z3 = u/β . Then z3 ∈ LINΣ (Xn).
Furthermore,
u = z1 · z2 · z3. (92)
Apparently, z1 · z2 · z3 ∈ VOΣ (Xn). By the above definitions, (90), and (91) 1 ≤ he(z2) ≤ (rep + 1) · ca(A) + 1, and
rep · ca(A)+1 ≤ he(z3) ≤ (rep+1) · ca(A). Hence Condition (A) holds. Condition (b) holds by the trunk(↔∗R) decomposition
form (89) and (92).
Let ri ∈ REP be the R-normal form of pi for 1 ≤ i ≤ n. By (88) Conditions (c)–(d) hold for some a, a1, . . . , an ∈ A,
w1, w2 ∈ TΣ∪{#}(Xn), andw3 ∈ TΣ (Xn), and
t = w1 · w2 · w3[t1, . . . , tn]. (93)
By Claim 3.12, Conditions (e) and (f) hold. Hence there are y1, y2 ∈ CΣ and y3 ∈ TΣ such that (f1)–(f4) hold. Thus
p = z1 · z2 · z3[p1, . . . , pn]→∗R z1 · z2 · z3[r1, . . . , rn] = y1 · y2 · y3. By (93), (f1), and (f2), t→∗R y1 · y2 · y3. Hence p↔∗R t . 
Claims 3.11 and 3.13 imply Lemma 3.9. 
3.7. Decidability of conditions (I) and (II)
In this section we finish the proof of Theorem 3.1.
Claim 3.14. Conditions (I) and (II) are decidable.
Proof. We construct the dbta’sB and C. Then we decide Condition (I) by Proposition 2.18.
In order to give a decision algorithm for Condition (II), we recall the following. Let n ≥ 0, and let z1, z2 ∈ LCΣ (Xn), and
z3 ∈ TΣ (Xn) satisfy Condition (a). Let p1, . . . , pn ∈ trunk(↔∗R). By Proposition 2.15, the R-normal form ri of pi is in REP for
1 ≤ i ≤ n. By Claim 3.5 for each 1 ≤ i ≤ n, there is a state ai ∈ A and a tree ti ∈ TΣ such that pi⇒∗A ai(ti) and ti→∗R si for
some si ∈ Z if and only if pi→∗P〈ri, ai, si〉. By Lemma 2.17, z1 · z2 · z3[p1, . . . , pn] is in the trunk(↔∗R) decomposition form if
and only if z1 · z2 · z3[r1, . . . , rn] is in the trunk(↔∗R) decomposition form.
In the light of these observations, we decide Condition (II) in the following way. For all r ∈ REP , we compute all
reachable states 〈r, a, s〉 for some a ∈ A and s ∈ Z of B, see Proposition 2.19. Then for all n ≥ 0, z1, z2 ∈ LCΣ (Xn), and
z3 ∈ TΣ (Xn) satisfying (a), for all sequences r1, . . . , rn ∈ REP , we carry out the following procedure. We decide whether
z1 · z2 · z3[r1, . . . , rn] is in the trunk(↔∗R) decomposition form. If z1 · z2 · z3[r1, . . . , rn] is not in the trunk(↔∗R) decomposition
form, then Condition (b) does not hold for any sequence p1, . . . , pn with pi ∈ [ri]↔∗R for 1 ≤ i ≤ n, by Lemma 2.17. Assume
that z1 · z2 · z3[r1, . . . , rn] is in the trunk(↔∗R) decomposition form. Then for each sequence p1, . . . , pn with pi ∈ [ri]↔∗R for
1 ≤ i ≤ n, Condition (b) holds, see Lemma 2.17. We compute all sequences 〈r1, a1, s1〉, . . . , 〈rn, an, sn〉 of reachable states
〈ri, ai, si〉 for some ai ∈ A and si ∈ Z , for 1 ≤ i ≤ n, of B. Observe that for each sequence 〈r1, a1, s1〉, . . . , 〈rn, an, sn〉 of
reachable states ofB, and for each sequence p1, . . . , pn ∈ TΣ with pi→∗P〈ri, ai, si〉 for 1 ≤ i ≤ n, Condition (c) holds, and si
is the R-normal form of ti, see Claim 3.5.
For all sequences 〈r1, a1, s1〉, . . . , 〈rn, an, sn〉 of reachable states of B, we carry out the following steps. We decide
Condition (d′).
(d′) There are a ∈ A, b ∈ F ,w1, w2 ∈ TΣ∪{#}(Xn), andw3 ∈ TΣ (Xn) such that Condition (d) holds.
If Condition (d′) does not hold, then there are no a ∈ A, b ∈ F ,w1, w2 ∈ TΣ∪{#}(Xn), andw3 ∈ TΣ (Xn) such that Condition (d)
holds. Assume that Condition (d′) holds. Thenwe compute a ∈ A, b ∈ F ,w1, w2 ∈ TΣ∪{#}(Xn), andw3 ∈ TΣ (Xn) satisfying (d).
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Observe that forn ≥ 0, z1, z2 ∈ LCΣ (Xn), z3 ∈ TΣ (Xn), for sequence r1, . . . , rn ∈ REP , for sequence 〈r1, a1, s1〉, . . . , 〈rn, an, sn〉
of reachable states ofB, and for every sequence p1, . . . , pn ∈ trunk(↔∗R) of trees with pi→∗P〈ri, ai, si〉 for 1 ≤ i ≤ n, and for
a ∈ A, b ∈ F ,w1, w2 ∈ TΣ∪{#}(Xn), andw3 ∈ TΣ (Xn), Conditions (a)–(d) hold.
Wedecide by direct inspectionwhether Condition (e) holds. Assume that Condition (e) holds.We compute the trunk(↔∗R)
decomposition for the R-normal form of w3[s1, . . . , sn]. It is equal to the trunk(↔∗R) decomposition for the R-normal form
of w3[t1, . . . , tn]. We compute the R#-normal forms of w1[s1, . . . , sn] and w2[s1, . . . , sn]. They are equal to the R#-normal
forms of w1[t1, . . . , tn] and w2[t1, . . . , tn], respectively. In this way, we obtain y1, y2 ∈ CΣ , y3 ∈ TΣ such that Conditions
(f1) and (f2) hold. Then we decide by direct inspection whether Conditions (f3) and (f4) hold. If Conditions (f3) and (f4) hold,
then Condition (f) holds as well. Otherwise Condition (f) does not hold.
If for all n ≥ 0, z1, z2 ∈ LCΣ (Xn) and z3 ∈ TΣ (Xn) satisfying (a), for all sequences r1, . . . , rn ∈ REP , for all
sequences 〈r1, a1, s1〉, . . . , 〈rn, an, sn〉 of reachable states of B, and for every sequence p1, . . . , pn ∈ trunk(↔∗R) of trees
with pi→∗P〈ri, ai, si〉 for 1 ≤ i ≤ n, and for any a ∈ A, b ∈ F ,w1, w2 ∈ TΣ∪{#}(Xn), andw3 ∈ TΣ (Xn),
(a)–(d) ⇒ (e) and (f)
then (II) holds. Otherwise (II) does not hold. 
We now finish the proof of Theorem 3.1. By Lemma 3.9, τ(A) ⊆ ↔∗R if and only if Conditions (I) and (II) hold. By
Claim 3.14, Conditions (I) and (II) are decidable. 
3.8. Decidability of the inclusion↔∗R ⊆ τ(A)
We show that for any dbttA = (Γ , A,∆, S, F) and gtrs R overΣ , it is decidable whether↔∗R ⊆ τ(A).
Lemma 3.15. For a dbttA = (Γ , A,∆, S, F) and a reduced gtrs R overΣ , if↔∗R ⊆ τ(A), thenΣ ⊆ Γ and R = ∅.
Proof. Assume that↔∗R ⊆ τ(A). Obviously,Σ ⊆ Γ . We show that R = ∅ by contradiction. Assume that R 6= ∅. Let p→ q
be any rule in R. As R is reduced,
p 6= q.
As p↔∗R p↔∗R q, (p, p), (p, q) ∈ τ(A). AsA is deterministic, p = q. This is a contradiction. 
Lemma 3.16. For a dbttA = (Σ, A,Σ, S, F), id(TΣ ) ⊆ τ(A) if and only if dom(τ (A)) = TΣ and τ(A) ⊆ id(TΣ ).
Proof. Assume that id(TΣ ) ⊆ τ(A). Then dom(τ (A)) = TΣ . Since A is deterministic, τ(A) is a mapping from TΣ to TΣ .
Hence id(TΣ ) = τ(A).
Assume that dom(τ (A)) = TΣ and τ(A) ⊆ id(TΣ ). Let p ∈ TΣ be arbitrary. Since dom(τ (A)) = TΣ , (p, q) ∈ τ(A) for
some q ∈ TΣ . As τ(A) ⊆ id(TΣ ), p = q. Hence (p, p) ∈ τ(A). Thus τ(A) = id(TΣ ). 
Theorem 3.17. For any dbttA = (Γ , A,∆, S, F) and gtrs R overΣ , it is decidable whether↔∗R ⊆ τ(A).
Proof. Without loss of generality, wemay assume that R is reduced, see Proposition 2.8.We decidewhether R = ∅. If R 6= ∅,
then↔∗R is not a subset of τ(A) by Lemma 3.15.
Assume that R = ∅. Then↔∗R = id(TΣ ). We drop all rules of S containing symbols inΓ −Σ on their left-hand sides. Then,
for each remaining rule f (a1(x1), . . . , am(xm))→ a(q) containing symbols in∆−Σ on its right-hand side, we replace the
right-hand side a(q) by a(f (x1, . . . , xm)). In this way we preserve the relation τ(A)∩ (TΣ × TΣ ). Finally, we add all symbols
of Σ − Γ to Γ and all symbols of Σ − ∆ to ∆. In this way we preserve the relation τ(A). Thus from now on, we have
Γ = ∆ = Σ .
We decide whether dom(τ (A)) = TΣ , see Proposition 2.4. Furthermore, we decide whether τ(A) ⊆ ↔∗R, see
Theorem 3.1. By Lemma 3.16, if dom(τ (A)) = TΣ and τ(A) ⊆ id(TΣ ) = ↔∗R then id(TΣ ) ⊆ τ(A), otherwise↔∗R is
not a subset of τ(A). 
Theorems 3.1 and 3.17 imply the following result.
Theorem 3.18. For any dbtt A = (Γ , A,∆, S, F) and gtrs R over Σ , it is decidable which one of the following four conditions
holds:
(i) τ(A) ⊂ ↔∗R ,
(ii)↔∗R ⊂ τ(A),
(iii) τ(A) = ↔∗R ,
(iv) τ(A) and↔∗R are incomparable.
Consider the gtrs ∅ overΣ . As↔∗∅ = id(TΣ ), we have the following result by Theorem 3.18.
Corollary 3.19. For any dbttA = (Γ , A,∆, S, F), it is decidable which one of the following four conditions holds:
(a) τ(A) ⊂ id(TΣ ),
(b) id(TΣ ) ⊂ τ(A),
(c) τ(A) = id(TΣ ),
(d) τ(A) and id(TΣ ) are incomparable.
Note that the decidability results of Ésik [2] and Zachar [9] imply Corollary 3.19.
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4. Conclusion and open problems
We compared the computing powers of a dbtt and a gtrs. We showed that it is decidable for any dbttA and gtrs R, which
one of the following conditions holds: (i) τ(A) ⊂ ↔∗R, (ii)↔∗R ⊂ τ(A), (iii) τ(A) = ↔∗R, (iv) τ(A) and↔∗R are incomparable.
The following more general problems still remain open.
• Is the problem considered in this paper still decidable if we take relation→∗R instead of↔∗R? That is, for any dbtt
A = (Γ , A,∆, S, F) and gtrs R overΣ , is it decidable which one of the following four conditions holds?
(i) τ(A) ⊂→∗R,
(ii)→∗R ⊂ τ(A),
(iii) τ(A) =→∗R,
(iv) τ(A) and→∗R are incomparable.• Is the problemconsidered in this paper still decidable ifwe take anybtt instead of a dbtt? For anybttA = (Γ , A,∆, S, F)
and gtrs R overΣ , is it decidable which one of the following four conditions holds?
(i) τ(A) ⊂ ↔∗R,
(ii)↔∗R ⊂ τ(A),
(iii) τ(A) = ↔∗R,
(iv) τ(A) and↔∗R are incomparable.• Finally, we modify the problem solved in this paper by taking relation→∗R instead of↔∗R and any btt instead of a dbtt.
For any bttA = (Γ , A,∆, S, F) and gtrs R overΣ , is it decidable which one of the following four conditions holds?
(i) τ(A) ⊂→∗R,
(ii)→∗R ⊂ τ(A),
(iii) τ(A) =→∗R,
(iv) τ(A) and→∗R are incomparable.
One can also consider top-down tree transducers [4] instead of btt’s and raise similar problems.
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