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Abstract
This dissertation investigates certain special function classes, namely Hermite and
Bessel functions, and uncovers some useful properties relating multiplication, convo-
lution, rotation, and coordinate conversion. These mathematical operations are per-
formed on the underlying basis functions and are thus continuous in nature, lending
itself to higher accuracy and computational speed. Some integral transformations in-
volving these special functions (e.g. Abel transform, 3h integrals, 3J integrals) possess
recurrence relations, and so given a finite set of analytic starting conditions, higher
order forms of these integrals can be obtained quickly. It will be shown how these
integrals and the aforementioned special function properties are used in engineering
applications including data fusion, deconvolution, continuum normal mode analysis,
cryo-electron microscopy (cryo-EM) and small angle X-ray scattering (SAXS).
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Function approximation is a classic technique in engineering applications, where





Sometimes the basis functions have a key purpose, such as a Fourier series and its use
in decomposing a periodic single into sines and cosines. The coefficients that make
up this series are the Fourier transform, and are used to analyze a discrete signal ver-
sus frequency, a useful tool in fields such as sonar, radar, etc. Sines and cosines are
not the only complete orthogonal basis. For square-integrable functions f ∈ L2(R),
2
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one could also approximate a function f(x) with say a Hermite function basis hn(x),
or for functions f(r) with nonnegative arguments r, a radial basis such as Laguerre
functions Lkn(x) or Bessel functions Jm(r) is appropriate.
Once data has been transformed into an orthogonal expansion, some very special
properties are acquired, depending on the underlying basis functions. For a Hermite
function basis, expansions of this form can be multiplied together, converted between
coordinate systems, convolved, rotated, and/or projected, just to name a few. Bessel
function expansions have a multiplicative property, in that the coefficients of the
product of two Bessel function expansions can be recast as a sum of coefficients from
the original two expansions. This technique implicitly solves the data fusion problem
in radial, polar and planar rigid body coordinates. The same fusion technique is also
available for d-dimensional Hermite expansions that span Rd in Cartesian coordinates.
These fusion solutions are made possible with the aid of what are to be called 3X
integrals (i.e. the integral of the product of three orthogonal functions), which can
be computed recursively.
The aforementioned properties and 3X integrals will be used to solve various en-
gineering problems in signal and image processing that use discrete and finite sets of
data.
3
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1.2 Organization
This dissertation is organized into three main parts. The first part is an intro-
duction, comprised of two chapters (including this one) that provides background for
upcoming concepts and derivations. The second part has three additional chapters,
and derives properties of Hermite expansions as well as recurrence relations for 3h
integrals (Hermite) and 3J integrals (Bessel). The final part of this dissertation is
application-based, with chapters that focus on coordinate interconversion, data fu-
sion, Cryo-electron microscopy (cryo-EM) and Small Angle X-ray Scattering (SAXS),
and select topics further involving Hermite functions and expansions thereof. A con-





This chapter presents the necessary mathematical background required for a clear
understanding of derivations throughout this dissertation. There are two main sec-
tions, namely special functions and Lie groups. The special functions presented in-
clude Hermite, Bessel, and Laguerre functions. The two Lie groups used in this thesis
are SO(N) and SE(N), which are the rotation and Euclidean groups respectively.
2.1 Special Functions
The notion of a “special” function is one that appears as a solution to differential
equations or integrals. One could also conjecture that properties of orthogonality
and completeness are also indeed special. This section reviews three special function
classes, namely Hermite, Bessel, and Laguerre functions.
5
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2.1.1 Hermite Functions









and are solutions to the differential equation
y′′ − 2xy′ + 2ny = 0.
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where w(x) = e−x
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hn(x)hm(x)dx = δmn. (2.5)
Since Hermite functions form a complete orthornomal basis for the set of square-
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where N is a very large integer that implies f̃(x) ≈ f(x). These expansions will
be referred to throughout this dissertation as a Hermite expansion and/or a Hermite
series. Hermite functions can also be used as a basis to expand a 2D function f(x, y) ∈














Similarly, a 3D function f(x, y, z) ∈ L2(R3) can be expanded as








where it is not necessarily the case that Ni are all equal. In fact, a special kind
of bandlimit is explored later in which these are not equal, and this enables special
properties under rotation and coordinate conversion. The coefficients of this 3D
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f(x, y, z)hm(x)hn(y)hk(z)dxdydz. (2.12)
More generally, functions f(x1, x2, · · · , xN) can be expanded as
f̃(x1, x2, · · · , xN) =
∑
n1,n2,··· ,nN





f(x1, x2, · · · , xN)hn1(x1)hn2(x2) · · ·hnN (xN)dx1dx2 · · · dxN . (2.14)
Hermite polynomials have the recurrence relations
H ′n(x) = 2nHn−1(x), (2.15)
and
Hn+1(x) = 2xHn(x)− 2nHn−1(x). (2.16)
If the Hermite polynomials of interest are scaled as Hn(ax), then the corresponding
recurrence relations become
H ′n(ax) = 2anHn−1(ax), (2.17)
9
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and
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Another useful property is that Hermite functions are eigenfunctions of the Fourier
transform. In other words, the Fourier transform of a Hermite function is itself a
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The next subsection will review Bessel functions and relevant properties.
2.1.2 Bessel Functions
Bessel functions are solutions to the differential equation






















This is referred to as a Bessel function of the first kind (of order m). Bessel functions






cos(mθ − x sin θ)dθ. (2.29)
The property
J−m(x) = (−1)mJm(x), (2.30)
12
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allows for Bessel functions of negative integer orders to be computed. Bessel functions




[Jm−1(x)− Jm+1(x)] , (2.31)
(xmJm(x))
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2.1.3 Laguerre Polynomials


















where w(x) = xke−x is the necessary weighting function. By defining the first few
Laguerre polynomials
Lk0(x) = 1,
Lk1(x) = −x+ k + 1,
Lk2(x) = x
2/2− (k + 2)x+ (k + 1)(k + 2)/2,
higher order polynomials can be generated using the recurrence relations







CHAPTER 2. MATHEMATICAL BACKGROUND
and
(n+ 1)Lkn+1(x) = (n+ 1 + k)L
k
n(x)− xLk+1n (x). (2.42)
The Laguerre polynomials can be combined with a Fourier series to span functions



















are the corresponding basis functions. The coefficients under the square root as-
sumes m+− |n| is even, otherwise the argument is zero. The function χm,n(ρ, φ) can be
separated as
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fp(ρ, φ)χm,n(ρ, φ)ρdρdφ. (2.48)
The next section will present key definitions for the Lie groups SO(N) and SE(N).
2.2 Lie Groups
This section defines the Lie groups SO(N) and SE(N) for various parameteriza-
tions and shows how to integrate on these groups. Also articulated is how to expand
a Lie group-valued function with a Fourier series.
2.2.1 The Rotation Group SO(N)
The rotation group SO(N) is defined as [4]
SO(N)
.
= R ∈ RN×N |RRT = IN , det (R) = +1,
and is also called the special orthogonal group. The orthogonality property RRT is
sufficient to deduce that RTR = IN (i.e. an N × N identity matrix). One parame-
terization of rotations R ∈ SO(3) is with Euler angles. Consider rotations about the
16
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cos β 0 sin β
0 1 0





cos γ − sin γ 0
sin γ cos γ 0
0 0 1
 . (2.51)
Other rotations can be composed by stringing together the above rotations about
principle axes. For example, a “zxz” parameterization looks like
Rzxz(α, β, γ) = Rzα)Rx(β)Rz(γ)
=

cαcγ − sαcβsγ −cαsγ − sαcβcγ sαsβ
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The shorthand notation c( ) = cos ( ) and s( ) = sin ( ) was used above. There are also
xyz and zyz compositions for example. Alternatively, the axis-angle representation
can be used, where corresponding rotations are of the form







Equation (2.53) is also known as Rodrigues’ rotation formula, and
v̂T = −v̂,
is a 3×3 skew-symmetric matrix. The hat operatorˆ: R3 → so(3) for a vector v ∈ R3.
and a skew-symmetric matrix v̂ ∈ so(3). The space so(3) is called the Lie algebra of
SO(3). For more on Lie algebras, the reader is referred to [4] and [5]. The matrix
logarithm for SO(3) has the closed-form expression







, θ 6= 0 and θ ∈ [0, π)









At θ = π, the matrix logarithmic map is not unique.
18
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where q is the parameterization of elements R ∈ SO(3). The function
w(q) = c · |J (q)|,
is a weighting function with normalization constant c. This weighting function is
sometimes referred to as a Haar measure [6]. The variable J (q) is a Jacobian matrix,












f(R(α, β, γ)) sin βdαdβdγ, (2.56)
and integrating functions with the axis-angle parameterization is structured as
∫
SO(3)




Integration on Lie groups will be used in this thesis to compute the coefficients of
Fourier series expansions on SO(3) and SE(2). The Fourier inversion formula for Lie
19
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The function U(g, λ) is called an irreducible unitary representation matrix (IUR), and
each λ is an element of the dual of the corresponding Lie group G, which is denoted






























Note the indices m and n, and their order in the inversion formula compared to their
order in the Fourier coefficients. The inversion formula can be truncated at some
band limit in order to approximate a rotation-valued function f(R). Elements of the
20
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IURs (using the Euler-angle parameterization) are
Um,n(R, l) = Um,n(R(α, β, γ), l)




































and is called a generalized associated Legendre function. The functions Dlm,n(α, β, γ)
and dlm,n(cos β) are also referred to as Wigner-D an Wigner-d functions respectively















f(R(α, β, γ))Dln,m(α, β, γ) sin βdαdβdγ. (2.64)
The next subsection defines Lie group SE(N) and how to perform integration over
this group.
21
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2.2.2 The Euclidean Motion Group SE(N)
The (special) Euclidean group, SE(N) has elements g ∈ SE(N) that are rigid





where R ∈ SO(N) is a rotation and t ∈ RN is a translation. This dissertation will
focus on the planar Euclidean motion group, which is for N = 2. Using coordinates
q = [x, y, θ], elements g ∈ SE(2) are parameterized using the matrix
g(x, y, θ) =

cos θ − sin θ x




g(ρ, φ, θ) =

cos θ − sin θ r cosφ
sin θ cos θ r sinφ
0 0 1
 ,
with the relationship (x, y) = (r cosφ, r sinφ). The Fourier inversion formula for




















Notice that the inversion formula for SE(2) is continuous, whereas for SO(3) the
inversion formula was an infinite summation. This due to the fact that SO(3) is a
”compact” Lie group, whereas SE(2) is not (see [5] for further articulation). Notwith-














The freequency parameter p has ben discretized and now contains N points
p =
[
p0 p1 · · · pN−1
]
.






The main difference between the inversion formula for SO(3) and SE(2) is that
SO(3) only requires indices l ∈ Z, whereas SE(2) requires the additional frequency
parameter p ∈ R. Notwithstanding, IURS for SO(3) and SE(2) are both size (2l +
23
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1) × (2l + 1). IURS on SE(2) can be parameterized with exponential and Bessel
functions




−1(r, φ, θ), p) = U−1m,n(g(r, φ, θ), p)
= Un,m(g(r, φ, θ), p)
= in−me+i[mθ+(n−m)φ]Jm−n(pr).
(2.70)
This assumes that elements g ∈ SE(2) are parameterized as
g(r, φ, θ) =

cos θ − sin θ r cosφ
sin θ cos θ r sinφ
0 0 1
 .





















Properties of Hermite Expansions
3.1 Introduction
This chapter derives properties of Hermite-function expansions under scaling, mul-
tiplication, convolution, projection, rotation, and coordinate conversion. The major-
ity of the derivations in this chapter serve as building blocks for engineering appli-
cations in later chapters of this dissertation. Some of the upcoming derivations are
extensions to 3D from 2D, motivating further applications.
The structure of the rest of this chapter is as follows. Section 3.2 discusses scaling
of Hermite function expansions, where an optimal scale factor (in the least-squares
sense) can be chosen. Section 3.3 shows how the product of two Hermite functions can
be recast as a Hermite expansion whose bandlimit is the product of Hermite function
26
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orders. Similarly, it will be shown that the product of two Hermite expansions is also
a Hermite expansion. Section 3.4 is a simple extension of this notion to convolution,
showing that the convolution of two Hermite-function expansions is itself another Her-
mite expansion. Section 3.5 illustrates how projecting a multi-dimensional Hermite
expansion can be done in closed-form, and Section 3.6 extends a lossless property of
Hermite expansions under rotation from 2D to 3D. Section 3.7 repurposes the rotation
property as a means of coordinate conversion in 2D and 3D. Section 3.8 summarizes
the chapter and provides a little insight into upcoming application chapters.
3.2 Scaling Hermite Expansions
Recall that Hermite functions form a complete orthonormal basis for square-








for some a ∈ R>0. For a fixed band limit N , there is an optimal a = a(N) that will
minimize the normalized least-squared error (to be defined soon) between a function
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To illustrate this, an example characteristic function
χ(x) =

1,−2 ≤ x ≤ 2
0, otherwise
,
is approximated with a Hermite expansion for values a = 1
s
, where s ranges from 0.1








is plotted versus s and is depicted in Figure 3.1, which also shows a comparison of
the fit to χ(x) for an unscaled series and a scaled series with the optimal s value.
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NLSE vs. s Hermite Series Expansions for N = 100
Figure 3.1: Scaled 1D Hermite Expansion Example
The next section describes how the product of two Hermite expansions can be
represented as another Hermite-function expansion.
3.3 Products of Hermite Expansions
If one wanted to represent the product of two Hermite function expansions in terms










These 3h integrals have a closed-form solution. Moreover, they can be computed
recursively (see Chapter 4). The product of two Hermite functions can be expanded
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as








and truncating this series expansion at a some large integer N will adequately ap-
proximate this function product. However, there is an alternative way to express the
product of two Hermite functions as a new series with an exact band limit of m+ n.










are the Hermite coefficients. Since Hm(ax) and Hn(bx) are














Recall w(x) is the weighting function for Hermite polynomials, ensuring orthogonality
and completeness (see Chapter 2). Similarly, Hm(ax)Hn(bx) can be expressed with a
30















for c ∈ R. If c =
√
a2 + b2, then the product of two Hermite functions hm(ax)hn(bx)






































































































With some reshaping, the final form for the product of two Hermite functions as a
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An example of the ”fusion” (i.e. product) of two Hermite expansions is illustrated in
Figure 3.2. The test function is
d(x;µ, σ) = sin(2x)e−(x−µ)
2/σ2 ,
giving the two distributions f(x) = d(x; 0.2, 1) and g(x) = d(x; 0.4, 2), with q(x) =
f(x)g(x). The variable x is sampled from −10 to 10 with 5000 samples. The band
limits for f̃(x) and g̃(x) are M = 25 and N = 35 respectively, with corresponding








A natural extension of representing the product of two Hermite expansions is to
convolution, which is the topic of the next section.
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f(x) and g(x) q(x) and q̃(x) with 3h Integrals
Figure 3.2: Product of Two Scaled Hermite Expansions Example
3.4 Convolution of Hermite Expansions







hm (aσ)hn (b(x− σ)) dσ, (3.14)
and can be equivalently represented with Fourier transforms as
hm(ax) ∗ hn(bx) = F−1 [F [hn(ax)]F [hn(bx)]] . (3.15)
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Invoking the eigenfunction property of Hermite functions with scaling gives





















Without loss of generality, we can insert the representation of hm(saω)hn(sbω) as a
Hermite series according to equation (3.12) as






























b , the inverse Fourier transform of hk(scω) again leverages the
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All together, the convolution of two Hermite functions is






























2π3/2. If two functions are again represented as two separate Hermite expansions f̃(x)
and g̃(x), then the convolution of these two Hermite function expansions is



































The notion of convolution can be easily extended to 2D and 3D due to separation
of variables. The same can be said for fusion of 2D and 3D Hermite expansions. As
another illustration, the functions from Figure 3.2 are used again, only this time the
convolution q̃(x) = f̃(x) ∗ g̃(x) is illustrated with 3h integrals. This is depicted in
Figure 3.3.
The self-convolution (i.e. auto-correlation) of f̃(x) can also be computed with 3h
36
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f(x) and g(x) q(x) and q̃(x) with 3h Integrals
Figure 3.3: Convolution of Two Scaled Hermite Expansions Example
integrals by replacing g̃(x) with f̃(−x) as



































This uses the property hn(−ax) = (−1)nhn(ax).
The next section describes how Hermite expansions in either 2D or 3D can be marginal-
ized by integrating the Hermite functions along one of the available dimensions. This
integration is effectively parallel-beam projection, and it is caveated that there are of
course other models of projection (e.g. fan-beam) [8]. However these are not what
the integration of Hermite functions seeks to model.
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3.5 Projection with Hermite Expansions






























can be called a Hermite projection coefficient. This projection notion extends natu-









Recall that Hermite functions can be scaled, thus a scaled projection coefficient νn(a)






CHAPTER 3. PROPERTIES OF HERMITE EXPANSIONS






















Odd coefficients equal zero due to the effect of integrating an odd function over a
symmetric domain. In the field of tomography, 1D projections can be represented
as [10]






and similarly for 2D projections of 3D densities as








For 1D projections, θ is a projection angle along a parallel beam, and for 2D projec-
tions θ and φ are the elevation and azimuth angles respectively. It will be shown in
39
CHAPTER 3. PROPERTIES OF HERMITE EXPANSIONS
the following section how Hermite expansions can be rotated by applying a lossless
transformation to the corresponding coefficients in a way that preserves the band
limits.
3.6 Rotation of Hermite Expansions
Since Hermite functions form an orthonormal basis for L2(R), and hence products
of Hermite functions in x and y form an orthonormal basis for L2(R2), it is clear that
any square-integrable function and a rotated version thereof both can be expanded in
a Hermite-function series. The same is true for a translated version. What is perhaps
less obvious is that when a special kind of bandlimit is imposed, this bandlimit is
preserved under arbitrary rotations. No such bandlimit preservation is possible for
translations of Hermite-function expansions.
A well known approach for rotating a discrete 2D function utilizes Fast Fourier
Transforms (FFTs) combined with shear transformations [11], and has been further
investigated in related work [12], [13]. Moreover, concepts have been extended to 3D
in [14–16]. However, in [17] it was shown that using Hermite functions, and properties
relating Hermite coefficients f̂m,n to rotated ones f̂
θ
m,n gives a more accurate result
than the shear transformation/FFT-based method. This section will illustrate how a
2D expansion is rotated, and then will extend this concept to 3D Hermite expansions.
40
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3.6.1 Rotation of 2D Hermite Expansions
The 2D Hermite expansion of a function f(x, y) can be written with the special
band limits













are the Hermite series coefficients. These coefficients can be computed numerically
using a rectangular integration method, provided the function of interest is well-







is also a bandlimit-preserved expansion under rotation. In general, when a function
f(x) = f(x, y) is rotated, the rotation operator Rθ is applied inversely under the
function as
Rθ [f(x)] = f(RT (θ)x) = f(x cos θ + y sin θ,−x sin θ + y cos θ).
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The property






can be applied to equation (3.31) as
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Moreover, the bandlimit of the rotated Hermite series is the same as the unrotated














1,m−1 · · · f̂ θm,0
]
, (3.39)
for m = 0, 1, · · · , N . The matrix Sm(θ) ∈ R(m+1)×(m+1), is an orthogonal matrix








cos θ − sin θ

















 cos θ sin θ
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The first three S matrices are explicitly
S0(θ) = 1, (3.43)
S1(θ) =
 cos θ sin θ







2 cos θ sin θ sin2 θ
−
√
2 cos θ sin θ cos2 θ − sin2 θ
√
2 cos θ sin θ
sin2 θ −
√
2 cos θ sin θ cos2 θ
 . (3.45)
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These three matrices are sufficient starting conditions to generate any higher order
Sm(θ) provided that the corners of Sm(θ) are filled in with the closed-form equations
Sm0,0(θ) = S
m
m,m(θ) = [cos θ]
m, (3.46)
Smm,0(θ) = [− sin θ]m, (3.47)
and
Sm0,m(θ) = [sin θ]
m. (3.48)
Applying these four corner cases ensures completeness. A second way to compute
Sm(θ) is via the matrix exponential. As it was proven in [17], Sm(θ) is a unitary












Sm(θ) = exp(θΩm). (3.50)
There is an additional way to represent Sm(θ). This is with direct matrix multipli-
cation (denoted by ·) as


























eimθ ei(m−2)θ · · · e−imθ
])
. (3.53)
This form will be very useful when computing integrals involving these steering coef-
ficients. The underlying Hermite expansion basis functions did not have any scaling
like hm(ax) or hn(by), although the property




is true for any a, b ∈ R>0. Thus expansions with scaling are also band limit invariant
under rotation. Figure 3.4 shows an example of how a 2D Gaussian can be rotated
with the aforementioned Hermite expansion rotation method. The bandlimit for the
example is N = 50.
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Unrotated Gaussian Rotated Gaussian about z by π
4
Figure 3.4: 2D Hermite Expansion Rotation Example
Next, it will be shown how a 3D Hermite function expansion can be rotated in a
way that also preserves the band limits.
3.6.2 Rotation of 3D Hermite Expansions
This section builds upon the principles of band limit invariance under rotation,
extending the discussion to 3D. Some of these techniques were guided by Dr. Wooram
Park, a professor at the University of Texas at Dallas with some of his unpublished
notes. Consider the rotation invariant 3D Hermite expansion of f(x) = f(x, y, z)
with special band limits
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or equivalently








It will be shown how rotations about either the x, y, or z axes can be applied to these
3D Hermite expansions by using the techniques presented for 2D Hermite expansions.
First, the bandlimit-invariance principle (under rotation) for z-axis rotations will be
derived.
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3.6.2.1 Rotating Hermite Expansions about the z-Axis
Applying the rotation operator Rαz to f(x, y, z) about the z-axis gives
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Similarly, the rotated coefficients of this 3D Hermite series map linearly to the original



















1,m−1,k · · · f̂αm,0,k
]
, (3.61)
for m = 0, 1, · · · , Nk and k = 0, 1, · · · , N . Figure 3.5 shows an example of a 3D Gaus-
sian being rotated about z by π
4
using Hermite functions expansions. The subplots
are marginalizations over x, y, and z.
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Unrotated Gaussian Rotated Gaussian about z by π
4
Figure 3.5: Example of Rotated Hermite Series about z-axis








and the bandlimit of the corresponding Hermite expansion is N = 25. Next, it will
be shown how a Hermite series can be rotated about the x-axis.
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3.6.2.2 Rotating Hermite Expansions about the x-Axis
Applying the rotation operator Rβx to f(x, y, z) about the x-axis gives



































































































The rotated coefficients of this 3D Hermite series map linearly to the original 3D
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for m = 0, 1, · · · , N and n = 0, 1, · · · , Nm. Figure 3.6 shows an example of the




Unrotated Gaussian Rotated Gaussian about x by π
4
Figure 3.6: Example of Rotated Hermite Series about x-axis
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Hermite coefficients can be rotated for any rotation R, by decomposing R as
R = Rz(α)Rx(β)Rz(γ),






























provided β 6= 0. The variables [rij] correspond to the matrix element in the ith row





z (α)x) by following the sequence





Note the order of this sequence (i.e. γ → β → α and not α → β → γ). So starting
with f̂m,n,k, the sequence is to apply equation (3.58), then equation (3.63) to the new
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permutations of the previous coefficients. Equation (3.70) Allows for rotations about
the y-axis (and other compositions) without having to derive any additional equations
akin to (3.58) or (3.63). As an example, Figure 3.7 shows the same 3D Gaussian being
rotated about y by π
4
using Hermite functions expansions and the above composition
rule.
Unrotated Gaussian Rotated Gaussian about y by π
4
Figure 3.7: Example of Rotated Hermite Series about y-axis
This idea of lossless rotation of Hermite function expansions has applications to
data fusion, cryo-electron microscopy (cryo-EM) and SAXS. These applications are
articulated in later chapters. More immediate uses are shown in the next section that
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deals with coordinate conversion.
3.7 Coordinate Conversion with Hermite
Expansions
Rotation of Hermite expansions can be repurposed as a means of coordinate sepa-
ration. In [18] and [9], the idea of interconversion was presented, where a 2D Hermite
expansion could be converted to a Fourier-Laguerre series, and vice versa. This pro-
cess was deemed lossless, due to a localization property between Fourier-Laguerre and
2D Hermite-function expansions. This section provides an alternative approach when
converting from a 2D Hermite series. This one way conversion is also extended to
3D, where a 3D Hermite function expansion is converted to an expansion in spherical
coordinates.
Equation (3.34) can be exploited to render a version of the Hermite expansion that
has been separated into a product of functions, one for each of the polar variables.
In 2D, this is accomplished by setting x = ρ, y = 0, and θ = −φ, giving
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The polar variables relate to Cartesian coordinates as
(ρ, φ) =
(√
x2 + y2, atan2(y, x)
)
.
With some manipulation, and by defining c = n and d = m−n, the product hc(x)hd(y)





Equations (3.71) and (3.72) show that the product of two Hermite functions (one
in x and one in y) can be separated into a sum of ρ-function/φ-function products.


































This expansion will be called an SH expansion, since it is a sum of products of steering
coefficient terms Smq,n(−φ) and Hermite functions. Next, it will be shown how a 3D
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rendition of this SH expansion can be rendered by stringing together two S matrices:
one for azimuth (rotation about z) and one for elevation (rotation about x). Consider
the rotation R = Rz(α)Rx(β). Applying this rotation directly to a 3D Hermite series
for a function f(x) = f(x, y, z) gives





























zsβ + ycαcβ − xcβsα
zcβ − ycαsβ + xsαsβ
 . (3.76)
Alternatively, the transformation of Hermite coefficients f̂m,n,k for this composition
of two rotations would follow
f̂m,n,k → f̂βm,n,k → f̂
α,β
m,n,k.












Similarly, after applying equation (3.63) and then (3.58) to a 3D Hermite series,
equation (3.75) can be equivalently represented with steering coefficients stringed
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What is nice about equation (3.83) is that for the left hand side,
hm(rcθ)hv(rsθcφ)hw(rsθsφ) = hv(rsθcφ)hw(rsθsφ)hm(rcθ).
In the derivation, it did not matter that z′′ 6= rcθ, which corresponds to a traditional
spherical coordinate system with the two additional terms being x = rsθcφ and
y = rsθsφ. This allows for the 3D Hermite series in spherical coordinates to be
partitioned into separate functions as























Equation (3.84) will be called an S2H expansion. This idea of coordinate conversion
can be applied to interconversion, computed tomography (CT), and data fusion in
polar and spherical coordinates. It is also possible that conversion from d-dimensional
Cartesian coordinates to hyper-spherical coordinates could be facilitated with so-
called Sd−1H expansions. This notion is left to the reader.
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3.8 Chapter Summary
The concepts of multiplication, convolution, projection, rotation, and coordinate
conversion have been facilitated with Hermite function expansions. These techniques
have immediate implications to the topics of grid interconversion, data fusion, and
cryo-EM/SAXS data representations, all of which are upcoming chapters in this the-
sis.
The 3h integral was also presented, and clearly has a role in the facilitation of convo-
lutions and fusions of Hermite expansions. We will also see this integral crop up in
topics of deconvolution and continuum normal mode analysis.
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Recurrence Relations for 3h
Integrals
4.1 Introduction
This chapter derives recurrence relations for the integral of the product of three
Hermite functions, also known as 3h integrals. As mentioned in the previous chapter,
3h integrals can be used in analysis involving convolution, fusion, and normal mode
decompositions. The focal points of this chapter however are on completeness, start-
ing conditions, and efficient methods to fill an integer block space corresponding to
the solutions of these integrals.
The general theme for developing recurrence relations will be to arrive at equations
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of the form

m+ 1 n k
a b c

hm n+ 1 k
a b c






= A(m,n, k, a, b, c)

m− 1 n k
a b c

hm n− 1 k
a b c

















is a 3h integral. Completeness in this context is the recurrence relation’s ability to
sufficiently fill an integer space inside Z3≥0 where a point in this space parameterizes
the corresponding 3h integral’s order triplet (m,n, k) . The variables a, b, and c are
assumed to be fixed scaling parameters. If one wanted to fill an L×L×L size lattice,
then the starting conditions required to recursively fill this space are three L × L
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These square lattices are in mn, nk, and mk coordinates, where m, n, and k are
integer values between 0 and N = L − 1. 2D versions of the 3h integral recurrence
relation are of the forms

0 n+ 1 k
a b c






= B(n, k, a, b, c)

0 n− 1 k
a b c








m+ 1 0 k
a b c






= B(m, k, a, b, c)

m− 1 0 k
a b c








m+ 1 n 0
a b c






= B(m,n, a, b, c)

m− 1 n 0
a b c







depending on the planes of interest. Completeness for this planar recurrence relation
would require two axes (of length L) for each corresponding 2D lattice , with 1D
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recurrence relations of the forms




= α(m, a, b, c)









= α(n, a, b, c)









= α(k, a, b, c)


























for the respective m, n, or k axis.
In summary, to fill an integer block space of 3h integrals (in the shape of an L-
cube), the following steps are to be performed:
1. Generate axes from 1D recurrence relation using starting 3h integrals with equa-
tions akin to (4.5), (4.6), and (4.7).
2. Using these axes, generate planes from 2D recurrence relations similar to (4.2),
(4.3), and (4.4).
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3. Using these planes, fill the entire desired volume using a full 3D recurrence relation
like equation (4.1).
The remainder of this chapter is outlined as follows. Section 4.2 will derive the
full recurrence relation for 3h integrals. Section 4.3 will derive the planar recurrence
relation, and Section 4.4 will derive the axial recurrence relation. A propagation de-
scription for how the integer block space is filled will be articulated in Section 4.5,
followed by some numerical examples in Section 4.6. Section 4.7 will summarize the
chapter.
4.2 Recurrence Relations for 3h Integrals
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Therefore the focus will be on deriving recurrence relations for 3H integrals, and then
scaling them by the coefficients to obtain recurrence relations for 3h integrals. Some
shorthand notation γ = a2 + b2 + c2 will be used in this section. Recall the recurrence
relation equations for Hermite polynomials (as defined in Chapter 2)









The upcoming 3h/3H recurrence relations will utilize these recurrence equations. Con-
sider the expression
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Alternatively, carrying out the derivative inside the integral, and inserting equations
(4.10) and (4.11) gives




















































Equating equations (4.13) and (4.12) gives
γ
2a
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Combing equations (4.14), (4.15), and (4.16) gives the 3D recurrence relation
M

m+ 1 n k
a b c

Hm n+ 1 k
a b c








m− 1 n k
a b c

Hm n− 1 k
a b c

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where
























A solution exists when detM = (a
2+b2+c2)3
8abc
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The superscript H reminds us that this is a recurrence relation for 3H integrals. To
obtain a recurrence relation for 3h integrals, the Hermite coefficients will be used.
The vectors of 3H integrals ζH+
−1
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As mentioned in the introduction section, this 3D recurrence relation does not stand
on its own: It requires a specific set of 2D starting conditions (three planes and a
keystone integral) in order to fill a desired integer block space. The next section
derives the 2D starting conditions by zeroing out either m, n, or k and applying a
similar procedure.
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4.3 Planar Recurrence Relations for 3h In-
tegrals
This section deals with 3h/3H integrals for the case when either m, n, or k equals
zero. Similar to before, the expression







2 Hm(ax)Hn(bx)}dx = 0, (4.26)
will serve as the starting point for the planar recurrence relation derivation. Note
that H0(t) = 1, ∀t ∈ R. Carrying out the partial derivative with respect to x inside
the integral, and inserting the recurrence relations according to equations (4.10) and
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2 [2amHm−1(ax)Hn(bx) + 2bnHm(ax)Hn−1(bx)]dx.
= − γ
2a























Equating this to zero and rearranging gives
γ
2a









































CHAPTER 4. RECURRENCE RELATIONS FOR 3H INTEGRALS
Combing equations (4.28) and (4.29) gives the 2D recurrence relation
M (2D)(a, b)

m+ 1 n 0
a b c






= N (2D)(m,n, a, b)

m− 1 n 0
a b c




















A solution exists when detM = (a
2+b2+c2)2
4ab
6= 0. The matrix BH = (M)−1N is given
by
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m+ 1 n 0
a b c

































Similar to the 3D case, the 3h integrals can be obtained from the 3H integrals















There is an interesting property of 3h/3H integrals in that the columns can be per-



































Therefore, the recurrence relation for the nk (m = 0) and mk (n = 0) planes can
be rendered by swapping the values of a, b, and c. Moreover, for the L(2D) and
Bh matrices and their corresponding arguments m
′, n′, a′, b′, and c′ in equations




(m, k), mk plane
(n, k), nk plane
,
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and
(a′, b′, c′) =

(a, b, c), mn plane
(a, c, b), mk plane
(b, c, a), nk plane
.
The starting conditions for these planar recurrence relations are the m, n and k
axes, which is the next topic.
4.4 Axial Recurrence Relations for 3h In-
tegrals











2 Hk(cx)}dx = 0, (4.40)
is the starting point, and just like for Im,n,k and Im,n, Ik equals zero since the expo-
nential decays to zero as x tends to +/ −∞. If the derivative with respect to x is
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Rearranging this final expression gives the axial recurrence relation for m = n = 0 as















This easily links to the axial 3h recurrence equation
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Similarly, if one wanted to recurse along either the m or n axes, those corresponding
axial recurrence relations are


































This is a similar approach to the planar recurrence relations, in that the variables in







Since each iteration of the axial recurrence relation hops over one point (i.e. 0 →








a2 + b2 + c2
,
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for a2 + b2 + c2 > 0 are required for a particular axis. Thus the starting conditions
are fully defined for 3h integrals.
Something worth mentioning is that any 3h integral for m+n+k
2
/∈ Z is zero. This
is because odd functions integrated over a symmetric interval equal zero, and the
product of three odd order Hermite functions is itself an odd function. two keystone
3h integrals (a planar and a 3D one) are required for completeness. These integrals








(a2 + b2 + c2)(3/2)
,





The next section will describe and illustrate how a 3D lattice of 3h integrals gets
filled.
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4.5 Propagating the 3h Integral space
The axial, planar, and 3D recurrence relations (according to equations (4.44),
(4.37), and (4.24) respectively) have particular looping structures. The axial recur-
rence relation is set up in a way that the output from the current iteration serves
as the input for the next iteration. Thus two copies of equation (4.44) (one for even
Hermite function orders and one for odd) can be applied over and over again to fill
out an axis sufficiently by stopping at a specified bandlimit. The axial starting con-
ditions are (m,n, k) = (1, 0, 0) and (m,n, k) = (0, 0, 0) for filling out the m axis,
and permutation will allow for the n and k axes to be populated. Figure 4.1 shows
an example of how an axis propagates, with the starting conditions (magenta), even
indices (blue), and odd indices (red).
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Figure 4.1: Axial Recurrence Relation Propagation Illustration
The 2D and 3D versions do not behave the same way. Consider the planar recur-
rence relation according to equation (4.37) in (m,n) coordinates with k = 0. Starting
with the keystone point (1, 1, 0) = (1, 1) as the initial (m,n) index, it is possible to
compute the pair (2, 1) and (1, 2) from the pair (0, 1) and (1, 0) since the latter pair
is part of the starting set of 3h integrals. The next pass considers both (2, 1) and
(1, 2) as (m,n). The index (m,n) = (2, 1) queries the points (m− 1, n) = (1, 1) and
(m,n−1) = (2, 0) in order to generate (m+1, n) = (3, 1) and (m,n+1) = (2, 2). Then,
the index (m,n) = (1, 2) queries the points (m− 1, n) = (0, 2) and (m,n− 1) = (1, 1)
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in order to generate (m+ 1, n) = (2, 2) and (m,n+ 1) = (1, 3). The three points
(3, 1), (2, 2), (1, 3),
become the pairs for the next pass, which from these three points, four new points
(4, 1), (3, 2), (2, 3), (1, 4),
can be generated and so on. Some of the calculations here are redundant, but that is
fine: they can simply be skipped or compared for error checking. Figure 4.2 shows the
evolution of this space being filled after 7 passes, with the starting points highlighted
in magenta.
Pass 1 Pass 3 Pass 5 Pass 7
Figure 4.2: Planar Recurrence Relation Propagation Illustration
The loop structure for the full 3D recurrence relation (according to equation
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(4.24)) is slightly more complicated. Starting with the keystone point (m,n, k) =
(1, 1, 1), a value of 1 is added to either m, n, or k to produce the indices of the next
pass. This will give the set
(2, 1, 1), (1, 2, 1)
(1, 1, 2).
Repeating the process with the above set gives the next set
(3, 1, 1), (2, 2, 1), (1, 3, 1)
(2, 1, 2), (1, 2, 2)
(1, 1, 3).
Generally, each set follows
(N, 1, 1), (N − 1, 2, 1), · · · (2, N − 1, 1), (1, N, 1)
(N − 1, 1, 2), (N − 2, 2, 2), · · · (2, N − 2, 2), (1, N, 2)
...
(2, 1, N − 1), (1, 2, N − 1)
(1, 1, N).
4.6 Numeric Examples
Consider first an example for filling out an axis. The variables a = 1, b = 1,
and c = 0.1 are chosen for the corresponding 3h integrals. The true values for the
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3h integrals were computed analytically with a symbolic integration package that is
available through Mathematica. Figure 4.3 shows the propagated results for 3h inte-
grals along the k axis, up to N = 9. The error metric is absolute difference.
True 3h Values Errors in 3h Estimates
Figure 4.3: Numerical Results for Axial 3h Recurrence Relations
Figure 4.4 shows similar results for filling out an mn plane.
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3h Values in Error from Error from
mn Plane Recurrence Relation Numeric Integration
Figure 4.4: Planar Recurrence Relation Error Plots
Values outside the square are generated as a result of the obscure loop structure,
however these terms can be discarded afterwards or just ignored.
Finally, Figure 4.5 shows numerical results using the full 3D recurrence relation. Fig-
ures 4.6 and 4.7 show the corresponding error as an absolute difference from numeric
integration and recurrsion respectively.
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Figure 4.5: 3h Integrals from Recurrence
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Figure 4.6: Error from Full Numeric Integration
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Figure 4.7: Error from Full Recurrence Relation
4.7 Chapter Summary
This chapter derived a complete recurrence relation for the integral of the product
of three Hermite functions. These 3h integrals can be used to facilitate data fusion
(Chapters 7 & 8), convolution (Chapter 3), representing cryo-EM/SAXS data (Chap-
ter 9), translational deconvolution (Chapter 10), and normal mode analysis (Chapter
10). The accuracy of numerical approximations of 3h integrals is accurate, but results
from recursion are better. This is due to analytic starting conditions, which makes
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sense intuitively. Given the starting conditions (i.e. three planes and a keystone
integral) other 3X integrals, where X is the underlying function of interest could be
computed recursively. This notion could be applied to say 3L (Laguerre) functions
for example, which could be used in fusion of expansions involving a radial basis. In
fact, the next chapter will focus on recurrence relations for so called 3J integrals,
namely the integral of the product of three Bessel functions (or the first kind). Nu-
meric approximations for 3J integrals are not as accurate as numeric approximations
for 3h integrals, thus making recurrence relations for 3J invaluable.
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Recurrence Relations for 3J
Integrals
5.1 Introduction
The previous chapter derived recurrence relations for the integral of the product
of three Hermite functions. This chapter starts with a recurrence relation for 3J inte-
grals, namely the integral of the product of three Bessel functions (of the first kind)
and fills out the derivations with notions of completeness and sufficient starting con-
ditions. This recurrence relation was originally derived in [19], but did not address
the starting conditions entirely. Unlike 3h integrals, the general analytic solution for
3J integrals is not clear [20]. These analytic starting conditions are paramount, for
numeric error will accumulate as the recurrence equations are repeatedly applied.
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The remainder of this chapter is organized as follows: Section 5.2 restates the full
recurrence relation for 3J integrals. Section 5.3 derives a planar recurrence relation
for 3J integrals, which is slightly different than the version from the previous chap-
ter, in that it requires two adjacent planes. Section 5.4 extends the derivation to
axial recurrence relations for 3J integrals. Section 5.5 articulates the starting con-
ditions, reviewing a technique on how to obtain some of these starting integrals via
differentiation. Section 5.6 shows some numeric results, highlighting the sensitivity
to numerical errors, and Section 5.7 concludes the chapter with some suggestions for
how to obtain the twelve starting 3J integrals required to fill out the space.
5.2 Recurrence Relations for 3J Integrals
This section is mostly a review, but sets up the approach for deriving planar and





















[Jm−1(x) + Jm+1(x)], (5.3)
J−m(x) = (−1)mJm(x), (5.4)
(xmJm(x))




{(ax)mJm(ax)} = amxm+1Jm−1(ax). (5.6)
Now consider the function I(m,n, k, a, b, c), which is not quite a 3J integral (but close)
as




This function can be shaped into a sum of 3J integrals by utilizing equation (5.3) as
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A similar expression for I(m,n, k, a, b, c) can be rendered by splitting Jn(br) and
Jk(cr) as








































































CHAPTER 5. RECURRENCE RELATIONS FOR 3J INTEGRALS
Alternatively, 3J integrals can arise from manipulating the I-function using integra-
tion by parts together with equation (5.2) as


























[Jm−1 − Jm+1]Jn(br)Jk(cr) +
b
2
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Equating (5.8), (5.9), and (5.10) each to equation (5.11) gives three unique equations.
Combining these three equations into matrix form gives the final expression
M

m+ 1 n k
a b c

Jm n+ 1 k
a b c








m− 1 n k
a b c

Jm n− 1 k
a b c































































The matrix D = M−1N , and M is invertible when
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Explicitly, the matrix elements of D are
D11 =
m− n− k − 1












b(m+ n+ k − 1)
,
D22 = −
m− n+ k − 1
















m+ n− k − 1
m+ n+ k − 1
.
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This means that the starting conditions to fill out an L×L×L lattice is again three
L×L planar lattices. Using recurrence equations for Bessel functions, a planar version
will be derived next.
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5.3 Planar Recurrence Relations for 3J In-
tegrals


























Unlike in Chapter 4 for 3h integrals, where one of the three functions was zeroed out,
J0(ar) 6= 1, so that approach cannot be used here. A new technique will be used
instead. If the variable m is fixed, then the Bessel functions Jn(br) and Jk(cr) can be
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split like before as





































[xn−1,k + xn+1,k] ,
(5.19)
and





































[xn,k−1 + xn,k+1] .
(5.20)
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The term J0(ar) can’t be split this way because
ar
2m
diverges for m = 0. Integration
by parts can be performed (fixing m = 0) to obtain another expression as











































































Equating this integration by parts result for g(a, b, c,m = 0, n, k) to each of the two



































which can be rearranged in matrix form as
























It is clear from equation (5.24) that two planes are needed: one for m = 0 and one
for m = 1. Therefore the same process is repeated by fixing m = 1 as





































[yn−1,k + yn+1,k] ,
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and





































[yn,k−1 + yn,k+1] ,
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and









































































in order to generate the two equations
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The current issue with this result is that zn,k needs to be eliminated in order to have
an expression that is contained within the m = 0 and m = 1 planes. Equation (5.3)




























































Inserting equation (5.28) into equations (5.25) and (5.26) gives
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and
























Collecting terms that include +1 to one side, and everything else to the other side





























Combining equations (5.24) and (5.31) into one matrix equation gives the final planar


















































































M is invertible, and thus a solutions exists when
detM2D =
b2c2(n2 + 2nk − n+ k2 − k)
16n2k2
6= 0.
Moreover, the conditions on n and k are
n2 + 2nk − n+ k2 − k 6= 0.
After inspection, it seems that the matrix is not invertible when either [n, k] = [0, 0],
[n, k] = [1, 0], or [n, k] = [0, 1]. These conditions (for either m = 0 or 1) are points
that lie on the axes, and will not be indexed in the planar recurrence equations.
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Explicitly, the nonzero components of D2D = M
−1
2D are given as
D11 = −
2n(k − 1)































The next section derives a 1D recurrence relation for 3J integrals
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5.4 Axial Recurrence Relations for 3J In-
tegrals
For the axial recurrence relations, a similar approach is taken. First, four variables
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Then, the four g-functions can be shoehorned into a sum of 3J integrals (either hk,







































































































































































































































































































































Finally, the g-functions can be equated and collected as
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0 0 − c
2
0













0 0 0 0 a b 0
0 − c
2
0 0 −a 0 0 b
0 0 − c
2
0 −b 0 0 a




0 −b −a 0

. (5.57)
The 4× 4 matrix M1D is invertible when
det(M1D) =
c4(k − 1)(k + 1)
16k2
6= 0.
Explicitly, the nonzero components of D1D = M
−1




















Since the 3J integral is invariant under permutation of the three underlying Bessel
functions, the n and m axes can be filled out by exchanging the corresponding values
a, b, and c. The next section states the starting conditions for the axes, and suggests
some approaches for obtaining analytic solutions.
5.5 Starting Conditions and Differential
Techniques for 3J Integrals
The 1D recurrence relation for a given axis requires eight 3J integrals, and will





















for k = 0, 1, 2 are the starting terms, and skipping k = 0, 1 (singular D matrix) and
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and so on. Permutation will fill out the other two axes, and then the planes can be
filled according to equation (5.32), followed by full recursion (equation (5.12)). When
















































for |a− b| < c < a+ b can be used in deriving analytical expressions for the starting
conditions. Note that equation (5.58) is zero when the conditions on a, b, and c do
not hold. By taking derivatives and dividing with respect to a, b, and/or c, one can
achieve an integral of the form
∫∞
0
Jm(ar)Jn(br)Jk(cr)rdr. Setting α = 0 gives one
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of the 3J integrals as
















Equation (5.58) can be rewritten after premultiplying by [abc]α as
Aα0,0,0(a, b, c) = [abc]















Now, consider the quantity
[ar]αJα(ar),
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will be some shorthand notation.














Similarly, we can compose D3[f ] = D[D[D[f ]]], or more generally apply the D oper-









and similarly for the quantity [cr]αJα(cr). We can now apply D α1, α2, and α3 times
with respect to a, b, and c to the function Aα0,0,0, giving
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Dividing Aαα1,α2,α3 by a
mbnck will give the 3J integral. The constraints are m = α−α1,
n = α − α2, k = α − α3 and α1 + α2 + α3 = α. The value for α can be determined


















The denominator can be treated as a constant, whereas the numerator varies with
respect to a, b, and c. There are cases where the αi’s are negative and/or fractional,
which means this approach cannot be used for all 3J integrals: it is not clear if
fractional calculus could be used here. The table below shows the α parameters for
different values of m, n, and k.
m n k α α1 α2 α3
0 0 1 0.5 0.5 0.5 -0.5
0 1 1 1 1 0 0
1 1 1 1.5 0.5 0.5 0.5
0 0 2 1 0 0 -1
0 1 2 1.5 1.5 0.5 -0.5
1 1 2 2 1 1 0
There are only two integrals from the seven starters that can be obtained with the
aforementioned differential technique (non-negative/non-fractional α’s). Obtaining
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analytically is left as a topic for future research.
5.6 Numeric Examples
This section illustrates how critical the accuracy of the starting conditions is for
recursion. Consider setting a = b = c = 1 for the corresponding 3J integrals. Using
Mathematica, the analytic solutions to the starting integrals does exist, and were
mostly comprised of Meijer-G functions [21]. Figure 5.1 juxtaposes the resulting 3J
integrals using the full recurrence relation (equation (5.12)) with numeric starting
conditions (left) versus true analytic starting conditions (right). Figure 5.2 shows the
corresponding error.
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Numeric Starting Conditions Analytic Starting Conditions
Figure 5.1: Numerical Results for 3J Integrals
Numeric Starting Conditions Analytic Starting Conditions
Figure 5.2: 3J Integral Recurrence Relation Error
Figure 5.3 illustrates error for planar recursion with numeric versus analytic start-
ing conditions, and Figure 5.4 shows an axial version of numeric results.
123
CHAPTER 5. RECURRENCE RELATIONS FOR 3J INTEGRALS
3J Values in Error with Error with
mn Plane Numeric Starting Conditions True Starting Conditions
Figure 5.3: 3J Planar Recurrence Relation Error Plots
3J Values along Error with Error with
k Axis Numeric Starting Conditions True Starting Conditions
Figure 5.4: 3J Axial Recurrence Relation Error Plots
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5.7 Chapter Summary
This chapter completed the recurrence relations and stated the required 3J in-
tegrals needed to fill a lattice space. There is still the objective of finding the four
starting integrals that could not be obtained analytically with the differential tech-
nique from Section 5.5. Once these four true starting conditions have been acquired,
the 3J integrals can be computed for any scaling a, b, and c. As mentioned previously,
the starting integrals for a = b = c = 1 do exist, so perhaps some scaling technique










When working with functions in Rn, there are various choices of coordinate sys-
tems available depending on the dimension. In 2D, one could use either Cartesian
or polar coordinates, and there are situations where data is sampled in say polar
coordinates [22,23], but conventional displays are generally rectangular grids (Carte-
sian), where mathematical operations such distance metrics and convolution are more
straight forward. In 3D, one could use either Cartesian or spherical coordinates.
When functions are continuous, conversion between these coordinate parameteriza-
tions is clear, provided a relationship between the two coordinate systems has been
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Cartesian Grid Polar Grid
Figure 6.1: Cartesian and Polar Grids
defined. However, given a discrete and finite grid of data for each coordinate system,
the mapping between these grids in their respective coordinate systems is no longer
bijective. This visualization is made clear with Fig. 6.1, where a grid in (x, y) co-
ordinates is compared to a uniformly spaced grid in (ρ, φ) coordinates that has been
mapped to (x, y) values through the well-known functions
x = ρ cosφ,
and
y = ρ sinφ.
This loss of information through the non-bijective grid mapping is also apparent in
3D coordinate conversion. This situation of handling two separate coordinate systems
arises in tomography, where radial scans are collected to build a polar (or spherical)
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grid and then conversion to a Cartesian grid follows [24]. One approximate way to
solve this grid conversion problem is through an interpolation algorithm, something
akin to either [23, 25, 26] . Moreover when invoking frequency based techniques (e.g.
Fourier), there is not an exact conversion between a 2D Fourier series (Cartesian)
and a Fourier-Bessel series (polar). There are of course alternate methods to inter-
polation. For example, a lossless method was showcased in [18] and [10] allowing
interconversion between truncated Cartesian and polar expansions represented with
Hermite functions and a Fourier-Laguerre basis respectively. This chapter builds
upon the notion of interconversion using a Hermite basis, and properties thereof.
Two frameworks are presented:
1. Cartesian-Polar Grid 2D Interconversion;
2. Cartesian-Spherical Grid 3D Interconversion;
These two frameworks of interconversion will heavily leverage rotational properties of
Hermite expansions. The next section will describe how functions in Cartesian and
polar coordinates can be approximated with expansions.
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6.2 Hermite and Fourier-Laguerre Expan-
sions
Consider an (x, y) grid for a function f c(x, y), with the superscript c denoting a
Cartesian grid. This function can be expanded with a 2D Hermite series as












f c(x, y)hm(x)hn(y)dxdy, (6.2)
are the 2D Hermite series coefficients. An (x, y, z) grid of data for a function f c(x, y, z)
can be expanded similarly as
















f c(x, y)hm(x)hn(y)hk(z)dxdydz. (6.4)
Hermite coefficients of said expansions can be computed numerically (if an analytic
solution does not exist) provided the function of interest is well-behaved, and decays
to zero before the limits of integration. Now consider the same function f , only this
time on a polar grid fp(ρ, φ). This polar grid can be expanded with a Fourier-Laguerre
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fp(ρ, φ)χm,n(ρ, φ)ρdρdφ, (6.6)
are the Fourier-Laguerre series coefficients. The reader is referred to Chapter 2 for
further background on the aforementioned basis functions, and properties thereof.
Similarly, numerical integration can be done provided the underlying data is well-
behaved. The next section will discuss interconversion between Cartesian and polar
grids of data.
6.3 Interconversion Between Cartesian and
Polar Data Grids
As mentioned earlier, interpolation provides an approximated way to convert be-
tween data represented with two distinct grids. This section presents two techniques
of 2D interconversion between Cartesian and polar grids. The first technique converts
coefficients of a Hermite series to coefficients of a Fourier-Lauguerre series and vice
versa via a conversion matrix. This is in fact the method from [18] and [10]. The sec-
ond technique converts between a Hermite series and an SH expansion (see Chapter
3). This technique is also lossless, and only requires computing coefficients once (in
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either of the two data grids) and has similar accuracy to the first. The following two
subsections articulate these two interconversion approaches.
6.3.1 Interconversion between Hermite and Fourier-
Laguerre Expansions
Due to a localization property between Hermite and Laguerre functions, the ex-
pansions f̃ c(x, y) and f̃p(ρ, φ) as according to equations (6.1) and (6.5) are equivalent.
Similar to how coefficients of a Hermite expansion can be mapped to coefficients of
a rotated Hermite expansion, the following technique maps coefficients of a Hermite





















χ∗m,n(ρ, φ)hk(ρ cosφ)hm−k(ρ sinφ)ρdρdφ. (6.9)
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, which the author believes was















































The recurrence equations will generate any higher order Qm
′
, provided the corners are




























where ∗ denotes the conjugate (no transposing).
6.3.2 Interconversion between Hermite and SH Ex-
pansions
When converting from Cartesian expansions to polar expansions, there is another
method available where one can represent the new polar expansion in terms of steering
coefficients and Hermite functions. Using the steering coefficients from Chapter 3, we
can rewrite the expansion f̃ c(x, y) as
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This is the SH series, which was originally defined as equation (3.71). It is assumed
that the corresponding Hermite series coefficients were computed from a Cartesian
















This SH series should not be confused with a rotated Hermite series, the latter of
which uses one specific θ value. There is not actually any rotation being applied to
the Hermite expansion at all, but rather a decomposition into separated angular and
radial bases.
So far this coordinate conversion technique is strictly from Cartesian to polar. How-
ever, it is indeed possible for the Hermite series to be converted back to an expansion
in Cartesian coordinates provided the coefficients f̂n,m−n were somehow obtained from
a polar grid. One way to compute the Hermite series coefficients f̂n,m−n would be
using numeric integration on a polar grid of data. This would be accomplished with
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fp(ρi, φi)hn(ρi cosφi)hm−n(ρi sinφi)ρi∆ρ∆φ.
(6.18)
Alternatively, the coefficients could be obtained with a least-squares fitting technique.


























F̄ = AF̂ ,
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to set up the least squares solution. The solution is given explicitly as
F̂ = (ATA)−1AT F̄ ,
provided ATA is positive definite and hence invertible. Given the solution to F̂ , the
solution for the corresponding Cartesian grid is according to f̃ c(x, y) from equation
(6.1).
This method of least squares could also be used to estimate Hermite series coefficients
from a Cartesian grid of data, which could then be used for forming the corresponding
SH series. Fitting an image to a Hermite series was illustrated originally in [18]. In
fact, when dealing with images where the corresponding (x, y) coordinates are effec-
tively arbitrary, least-squares is actually required since numeric integration does not
make sense. Moreover, for functions that do not decay to zero at the boundaries, the
least squares approach is preferable. This is due to the nonzero values at the edges
of the integrated grid of data hindering the computation. Another thing to consider
is that as the A matrices grow in size, the inevitable matrix inversion becomes ex-
pensive. One should be mindful of the SVD composition of A (specifically condition
numbers), ensuring that the estimate has sufficient stability conditions.
Figures 6.2 and 6.3 showcase some results from interconverting between Cartesian
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and polar grids of data. The function f(ρ, φ) was chosen to be a Gaussian in polar
coordinates according to



















0.65. These are fixed parameters, so the corresponding function for a Cartesian
grid follows












The Hermite series expansions were truncated at a bandlimit of N = 50. Since
the distributions are concentrated, windows were applied to capture 99% of each
distribution based off of the max value. Any errors outside of this confidence interval
are negligible, and are thus discarded. Errors when converting to a polar grid are
illustrated in Figure 6.2, and errors when converting to a Cartesian grid are shown
in Figure 6.3. The method in [18] (interconversion to/from Fourier-Laguerre) as
well as the SH expansion approach both have better performance than a bi-cubic
interpolation method (see interp2( ) function in MATLAB) for the chosen band
limit, which was N = 50. A sufficient band limit for the SH methods can be inferred
from the error that the corresponding series expansion produces with respect to the
original grid of data.
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f(ρ, φ) Interpolation Fourier-Laguerre SH Series
Error (from Hermite) Error Error
Figure 6.2: Error in Conversion to Polar Grid
f(x, y) Interpolation Hermite Series Hermite Series
Error (from F-L) Error (from SH) Error
Figure 6.3: Error in Conversion to Cartesian Grid
The two lossless interconversion techniques are preferable to 2D interpolation when
converting between Cartesian and polar grids of data. The best method still appears
to be the approach involvingQm matrices. However, the SH expansion approach is still
139
CHAPTER 6. INTERCONVERSION WITH HERMITE FUNCTIONS
quite good, and has the added benefit of only having to compute coefficients in one
coordinate system. This could prove to be much faster than having to perform matrix
multiplication, which is an inevitable step in the coefficients conversion from [18].
Moreover, the SH expansion idea easily extends to 3D, and can be utilized as a means
of converting between 3D cartesian and spherical grids of data. Since no conversion
matrix approach has been derived yet in the 3D framework, The S2H expansion is
the exclusive topic of the next section.
6.4 Interconversion Between Cartesian and
Spherical Data Grids
Like before, the notation f c(x, y, z) will denote a grid of Cartesian data and







r sin θ cosφ
r sin θ sinφ
r cos θ
 ,
is the well-known conversion between Cartesian and spherical coordinates. Some
convenient shorthand notation is sθ = sin θ and cθ = cos θ. Consider the 3D Hermite
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function expansion with the special band limits








which after applying 3D rotation properties and a change of variables becomes






















= f̃S2H(r, φ, θ).
(6.20)
Equations (6.19) and (6.20) are equivalent, the latter of which is the S2H expansion.
6.4.1 Interconversion Between Hermite and S2H
Expansions
Given Hermite series coefficients f̂v,w,m yielded from a Cartesian grid of data, one
can obtain a corresponding spherical data grid using the S2H series equation defined
in (6.20). Similarly, if one had a spherical grid of data, one could compute the Hermite
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and then represent the Cartesian data with equation (6.19). Again, least squares
techniques are available for these S2H series computations.
Figures 6.4 and 6.5 show some results comparing the method of tri-cubic interpo-
lation (see MATLAB’s interp3( ) function) to the S2H expansion method. The test
function is






and was deliberately chosen to be spherically symmetric (more on why shortly). The
band limit for the corresponding Hermite expansion is N = 20.
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f(x, y, z) Interpolation Error from S2H Series Error
Figure 6.4: Error in Conversion to Cartesian Grid from Spherical Grid
f(r, φ, θ) Interpolation Error S2H Series Error
Figure 6.5: Error in Conversion to Spherical Grid from Cartesian Grid
Clearly the S2H expansions outperform tri-cubic interpolation. The purpose of
this spherically symmetric example is to showcase another potential application of the
SH and S2H series expansions. More specifically, the S2H series can be integrated
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The coefficients σφi,j,k and σ
θ
i,j,k are called integrated steering coefficients (ISCs) for
azimuth and elevation respectively. Figure 6.6 shows an example of the spherically
symmetric function computed from a Cartesian grid using tri-cubic interpolation with
numeric integration over azimuth and elevation (blue curve), vs. a spherically inte-
grated S2H series using ISCs (magenta curve). The ISCs for the integrated S2H
series can be computed in closed-form, by recursively computing the steering coeffi-
cients for symbolic representations of φ and θ, then using an integration package such
as MATLAB to perform the integration. Alternatively, by starting with the equation
for Sm(θ)


























eimθ ei(m−2)θ · · · e−imθ
])
,
the diagonal matrix G(θ) can be integrated from 0 to 2π for azimuth φ or from 0 to

























































eimα ei(m−2)α · · · e−imα
]
sinαdα, (6.26)
both of which have closed-form solutions. The vector ek is the natural basis vector,
and is used to pick off elements of the ISC matrices. Referring back to Figure 6.6,
the method of ISCs outperforms a numeric interpolation/integration method. This
makes sense intuitively since grid conversion via SH expansions is lossless and ISCs
are analytic. Of course as the grid gets finer, the blue curve will approach the true
solution (dashed black line). This finer grid can be accomplished with interpolation,
but the approaches sought after here seek to avoid doing this by providing analytic
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alternatives.
Figure 6.6: Spherically Integrated Grids
This angular integration concept can be applied to SH expansions as well for
polar data. We will see the ISCs again in Chapter 9 because they play a key role in
cryo-electron microscopy (cryo-EM) and Small Angle X-Ray Scattering (SAXS) data
modality representations.
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6.4.2 Towards Interconversion between 3D Her-
mite and Spherical-Gauss-Laguerre Expan-
sions
From the Cartesian/polar interconversion part of this chapter, it was obvious
that the conversion via the Qm was the best. However, this approach has not been
established as a means of converting between 3D Hermite and a a spherical basis
(something akin to Fourier-Laguerre), hence why no spherical basis functions where
utilized. In recent developments, this notion of some matrix that converts between 3D
Hermite expansion coefficients and spherical-Gauss-Laguerre (SGL) coefficients has
been considered. This is of course heavily dependent upon this 3D rendition having
the same localization property, which allowed for the computation of Qm matrices
in 2D. The reader is referred to [27] for more on SGL basis functions, but on a high
level, the idea would be linking the 3D Hermite expansion








to an SGL expansion
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where
f̌m,n,l =< f,Hm,n,l >,
as articulated in [27].
6.5 Chapter Summary
In summary, expressions involving Hermite and functions can help facilitate the in-
terconversion between series expansions in different coordinate systems and/or bases.
There are other reasons why basis conversion would be useful. In particular, Hermite
functions posses some other useful properties with respect to convolution and projec-
tion. Therefore, given a grid of data (either polar or spherical), these discrete grids
could be filtered with a series expansion, converted to a multi-dimensional Hermite
series, and then these special properties of Hermite functions could be invoked. One
extension of this research would be to consider Hermite expansions with scale factors
as hm(ax), hn(bx), hn(cx). This would allow for a series fit with less basis functions.
Some other future research ideas include fitting a 3D Hermite series to a 3D Fourier
series (and vice versa), in order to bootstrap FFTs for their speed. Another inquiry
would be if this could be done in polar/spherical coordinates for an SH and S2H
expansions. Interconversion between 3D Hermite and Fourier Series expansions on
SO(3) has some promise as well. It has been shown that the Fourier transform for
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a Gaussian on SO(3) has a closed-form expression. Perhaps given these analytic ex-
pressions for Fourier coefficients, one could express Hermite series coefficients as a
weighted sum of Fourier series coefficients. With this newly formed Hermite series,
fusion and convolution become easily achievable.
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Data Fusion Methods with 3J
Integrals
7.1 Introduction
This chapter presents some cases where integrals of the product of three Bessel
functions (i.e. 3J integrals) can facilitate the representation and approximation of
the product of two Bessel function expansions. Radial functions f(r) and functions
in polar coordinates f(r, φ) can use 3J integrals to implicitly fuse corresponding ex-
pansions thereof, and fusion of expansions on the Lie group SE(2) is a special case
involving 3J integrals. Quite recently, data fusion and filtering on Lie groups for
parametric distributions have had surges in development [28–35], where some focused
on SO(3) [36–38]. What is different about the SE(2) formulation within this chapter
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is that the resulting posterior distribution is general, and thus can also be used when
the underlying functions are not just G-Gaussians (i.e. Gaussians on Lie groups).
The notion of fusing Fourier expansions on SO(3) was recently solved in [39], where
the integral of three IUR matrices was expressed with Clebsch-Gordon (CG) coef-
ficients [7]. The integral of three IURS for SE(2) can be regarded as a scaled 3J
integral (more on this later).
The outline of the remainder of this chapter is as follows. Section 7.2 reviews ex-
pansions with Bessel functions, describing numerical approximation techniques that
can be used when analytic closed-form expressions are not available. Section 7.3
shows how radial expansions can be fused with 3J integrals. Section 7.4 articulates
fusion of Fourier-Bessel expansions with the aid of 3J integrals. This section will
also describe how a Fourier-Bessel expansion can be transformed from one polar grid
(r′, φ′) to another (r, φ), making polar expansion fusion in multiple coordinate sys-
tems possible. Section 7.5 shows how fusion of Fourier series expansions on SE(2) is
an easy extension from fusion of polar expansions. Section 7.6 has some concluding
remarks, and provides some possible future research avenues.
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7.2 Expansions with Bessel Functions


















The order m of the corresponding Bessel functions is arbitrary since it has no role in
the orthogonality condition. The variable a ∈ R≥0 is a frequency parameter, and is
(up to this point) a continuous variable. If the integral according to equation (7.2)
does not have a closed form solution, then the inversion formula can be discretized.
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are the coefficients. These coefficients can still have analytic solutions for frequency
points ai. The expansion f̃(r) will be referred to as a Discrete Inverse Hankel Trans-
form (DIHT). Also, The variable a has now been discretized into an array of length
Na with uniform spacing ∆a. For a sufficient number of points Na, and frequency


















are the Fourier-Bessel series coefficients. The (r, φ) values are generated using the
classic polar coordinate transformation equations


















f̂n(a)Jn(ar)ada does not have a closed-form solution, then the

















Similar to the radial expansion, parameters Na, B (bandlimit), and ∆a will ensure















holds the coefficients. At the limit, f̂(a) becomes an infinite-dimensional matrix.
Rigid body transformation matrices g ∈ SE(2) are of the form
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or equivalently
g(r, φ, θ) =

cθ −sθ r cos θ
sθ cθ r sin θ
0 0 1
 ,
and U(g, a) are the IUR matrices for a frequency a and group element g. For more
information regarding Fourier analysis on Lie groups, the reader is referred to Chapter











































Elements of U(g, al) will be parameterized with Bessel functions
Um,n(g(r, φ, θ), al) = i
n−me−i[nθ+(m−n)φ]Jn−m(alr), (7.18)
and can be conjugated as
Um,n(g
−1(r, φ, θ), al) = U
−1
m,n(g(r, φ, θ), al)
= Un,m(g(r, φ, θ), al)
= in−me+i[mθ+(n−m)φ]Jm−n(alr).
(7.19)
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respectively. For a given index l the corresponding IUR U(g, al) are of size (2l+ 1)×
(2l + 1).
Thus three expansions involving Bessel functions have been articulated. The next
section will derive the fusion of radial expansions with 3J integrals, followed by fusing
expansions on polar coordinates and then fusing expansions on SE(2).
7.3 Fusing Radial Expansions with 3J In-
tegrals










and has been investigated recently in [19,20], and all the way back to several genera-
tions ago in [3]. There are certain situations where the 3J integral can be expressed in
closed-form, but generally the solution is not so nice. On a related note, the integral
of the product of four Bessel functions does have a closed-form solution [40]. Any
computation of 3J integrals will be done so numerically when the analytic solution
is not available. The functions Jm(r) are Bessel functions of the first kind, not to be
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confused with spherical Bessel functions, usually denoted as jm(r). The relationship








Spherical Bessel functions have been used previously in 3j (i.e. the product of three
spherical Bessel functions) integrals for representing the pair distance distribution
function from SAXS data [41]. It will become clear soon how 3J integrals help facil-
itate the representation of functions involving radial expansions, having been fused










as well as the product
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The lth order Hankel transform of h(r) = f̃(r)g̃(r) for a given frequency c can be







































An approximation of h(r) can be represented with 3J integrals as
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Alternatively, if all of the 3J integrals of interest have a closed-form solution, then









































is available as a clear closed-form solution. For upcoming numerical examples h(r)
will be approximated as h̃(r) according to equation (7.27). Figure 7.1 illustrates the
fusion of two radial expansions that approximate the density function
ρ(r, r0, s) = re
−s(r−r0)2 .
The radial functions f(r) and g(r) evaluate as f(r) = ρ(r, 3.4, 1.5) and g(r) =
ρ(r, 3, 1.5). The relevant parameters are ∆a = 0.2, ∆b = 0.2, ∆c = 0.2, and Na = 32,
Nb = 32, Nc = 65.
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f(r)/g(r) and f̃(r)/g̃(r) h(r) and h̃(r)
Figure 7.1: Example for Fusion of Radial Expansions
The frequency parameters a, b and c have max values of 6.5, 6.5, and 13 respec-
tively, and the Bessel function orders are m = n = l = 0. For these chosen orders,
the 3J integrals have an analytic solution. The blue curves (solid and dashed) de-
note the functions f(r) and f̃(r) respectively, and the red curves show results for
g(r) and g̃(r). These are illustrated with the left subplot. The right subplot shows
three curves: 1. The product f(r) × g(r) (solid black curve), 2. a Hankel series
approximation of f(r) × g(r) (dashed black curve), and 3. a reconstruction of h(r)
with 3J integrals according to equation (7.27) (magenta curve). The reconstruction
of h(r) with 3J integrals required a larger number of terms (N = 65) compared to the
Hankel series approximation of the product f(r)×g(r) (N = 32). This is because the
DIHT for the product f(r) × g(r) when represented with discrete data points has a
fast convergence to zero, and so the frequency vector can be truncated much sooner.
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However, for h̃(r) according to equation (7.27), which is basically a sum of DIHT’s
for Bessel function products Jm(ar)Jn(br), these Bessel products (i.e. 2J functions)
decay much slower versus r, and therefore require more terms (with a higher max
frequency) to reconstruct. This can be seen more clearly if each 2J function in the
expansion






is stacked and plotted versus r. This stacked plotting is shown in Figure 7.2. The
subfigure on the left showcases each Bessel product, where each row is an (i, j) pair.
The middle subfigure reconstructs each 2J function with Hankel series parameters
Nc = 32, ∆c = 0.2 (poor reconstruction), and the subfigure on the right shows
DIHTs for the 2J functions, only this time with sampling parameters Nc = 65 and
∆c = 0.2 (better reconstruction). The variable along the y-axis for each subplot is
the product of a and b, sorted from ∆a∆b to the max value (≈ 40).
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J0(ar)J0(br) DIHTs N = 32, ∆c = 0.2 DIHTs N = 65, ∆c = 0.2
Figure 7.2: Reconstruction of J0(ar)J0(br) Products
What is also helpful with inferring sufficient DHT/DIHT parameters for recon-
structing these 2J functions is the 0th order Hankel transform versus the frequency
parameter c, illustrated below in Figure 7.3 for the product f(r) × g(r) (left) and
each J0(ar)J0(br) (right).
Hankel Transform of f(r)× g(r) Hankel Transforms of J0(ar)J0(br)
Figure 7.3: Hankel Transform Illustrations
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These illustrations are for a particular choice of m = n = l = 0. Nonzero Bessel
function orders will become relevant in the upcoming polar and SE(2) series expan-
sions. This figure shows that the discrete data representation of f(r) × g(r) can be
captured with lower frequency values (c < 6.5) than all of the J0(ar)J0(br) pairs
(c < 13). It is clear from this above figure that for h(r), a sufficient max frequency
is c ∼ 6.5, whereas for J0(ar)J0(br) a max frequency of c ∼ 13 is needed (an increase
by a factor of two). It is not expected that this criteria is consistent for different
Bessel function orders m, n, and l. Most likely, higher frequencies will be required
for reconstructions involving 3J integrals with higher (m,n, k) order triplets. How
these frequency conditions manifest is still unknown, and will be uncovered soon in
the upcoming polar and SE(2) expansion sections.
Next it will be shown how 3J integrals can be used in facilitating/approximating
the fusion of polar expansions.
7.4 Fusion of Polar Expansions with 3J
Integrals
The fusion of two radial expansions using 3J integrals is extended to functions in
polar coordinates, where the angular dependence utilizes an exponential basis. Given
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the product h(r, φ) = f̃(r, φ)× g̃(r, φ) is thus
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L dφ = Lδu,v,
where δu,v is the Kronecker Delta function. Choosing u = n1 + n2 and v = n3, and
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Notice that the Kronecker delta function eliminated the summation over n3. When
the integral ∫ ∞
0





is not available in closed-form, the inversion formula can be discretized as



















Figure 7.4 shows polar series approximations of the functions f(r, φ), g(r, φ), and
the product f(r, φ)×g(r, φ). The series approximations have the bandlimit B = 3 and
frequency vectors with a max value of 6.5 and resolution 0.2. The chosen densities
are Gaussians of the form








f(r, φ) = ρ(r, φ; 2, 0.7854, 1, 1.25),
and
g(r, φ) = ρ(r, φ; 2.4, 20.6981, 0.8333, 0.75).
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For an (x, y) grid, the function of interest is






x2 + y2 − r0)2/σr + (atan2(y, x)− φ0)2/σφ
]
).
Cartesian grids and corresponding Fourier-Bessel expansions are depicted in Figure
7.5
Figure 7.4: Fourier-Bessel Series Expansions for Gaussians (Polar Grids)
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Figure 7.5: Fourier-Bessel Series Expansions for Gaussians (Cartesian Grids)
Equation (7.36), specifically the 3J integral part, has constraints on n1 and n2,
which provides some insight into determining sufficient resolution parameters with
respect to frequency c. Due to the Kronecker delta function killing the summation over
n3, 49 plots akin to Figure 7.3 would be needed to illustrate the required resolution.
This is still quite vast, however since the three Bessel functions under the integral
commute, and the frequency parameters a and b have been equated, some symmetries
can be exploited to reduce this number of plots from 49 down to 6. Hankel transforms
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of the relevant 2J functions are shown in Figure 7.6 for representative Bessel function
orders. Only nonzero orders are considered since Bessel functions have the property
J−n(x) = (−1)nJn(x),
for n ≥ 0.
Figure 7.6: Hankel Transforms for Different Bessel Function Order Triplets
A max frequency value of c = 13 is still sufficient for this polar expansion example
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and the resulting approximations leveraging 3J integrals. Figure 7.7 illustrates the 3J
integrals being used to implicitly fuse the two polar expansions. The 3J integrals were
computed numerically due to a lack of available analytic solutions. Notwithstanding,
the reconstruction is approximately correct, but would be more accurate with exact
results for the 3J integrals. Figure 7.8 shows the same fusion for an (x, y) grid.
Figure 7.7: Fusion of Polar Expansions with 3J Integrals (Polar Grid)
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Figure 7.8: Fusion of Polar Expansions with 3J Integrals (Cartesian Grid)
7.4.1 Fusion of Polar Expansions with 3J Integrals:
Two Coordinates Systems
This fusion idea was originally derived in [19] and extended above equations to
consider the fusion of two functions f(r, φ) and g(r′, φ′) where (r, φ) 6= (r′, φ′) are
two unique polar coordinate systems. Consider (r, φ) as the global frame of reference
viewed from say a sensor, which we will call robot 1. A second robot (i.e. robot 2)
has the coordinate system (r′φ′). Like before, the densities for each robot f(r, φ) and
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where r0 = |r − r′|, the expansion for g(r′, φ′) can be represented in the coordinate









The densities can now be combined as
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Watson’s Bessel function transformation assumes the angle that robot 1 makes with
robot 2 is equal to zero (i.e. both sensors lie on the x-axis). Not that Jm(bl2r0) for
each point bl2 is a constant since r0 is fixed. The Fourier-Bessel coefficients for this
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Discretizing the inversion formula yields





















The following example will illustrate the effectiveness of fusion with 3J integrals,
now for two coordinate systems. The choice will again be Gaussians, only this time
each density is initially represented in its own coordinate system (either (r, φ) or
(r′, φ′)). Fourier-Bessel expansions, and 3J integrals are utilized to stitch together
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the coefficients of the fused distribution, according to equation (7.42). Each Gaus-
sian distribution has standard deviations σr = 0.4, and σφ = 0.5. The position of
robot 1, 2, and the measured landmark are x0 = [0, 0], x1 = [2, 0], and x2 = [1, 3]
respectively. The red x denotes the true position of the landmark. Figure 7.9 shows
the approximation of robot 1’s density, and Figure 7.10 shows that for robot 2 (in
both coordinate systems (r, φ) and (r′, φ′)).
Figure 7.9: Fourier-Bessel Series Expansion for Robot 1
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Figure 7.10: Fourier-Bessel Series Expansion for Robot 2
The fusion of both Fourier-Bessel expansions (in the same coordinate system) is
depicted in Figure 7.11, and Figure 7.12 shows the fusion with the aid of 3J integrals
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Figure 7.11: Fusion of f and g Expansions
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Figure 7.12: Fusion of Polar Expansions with 3J Integrals
The next section will solve the fusion problem for functions on the Lie group
SE(2).
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7.5 Fusion of Fourier Expansions on SE(2)
with 3J Integrals
A similar derivation approach will be taken here, by first defining two Fourier



























The Fourier transform of the product of h(g) as defined by equation (7.45) for a












Un1,m1(g, al1)Un2,m2(g, bl2)Un3,m3(g, c)dg.
(7.46)
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If a group element g ∈ SE(2) is parameterized as g = g(r, φ, θ) then the integral of
three IURs for SE(2) is given by the equation
∫
SE(2)























The integrals over θ and φ evaluate as
∫ 2π
0







e−i[(n1−m1)+(n2−m2)−(n3−m3)]φdφ = −i (e
2πi(m1+m2−m3−n1−n2+n3) − 1)
m1 +m2 −m3 − n1 − n2 + n3
. (7.49)
The product of these integrals equals zero when either m1+m2 = m3 or m1+m2−n1−
n2 = m3 − n3. Therefore integral of three IURs over SE(2) is simply a 3J integral
scaled by a nonlinear function. The final form of this expression with coefficients
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where log : G → G is the matrix logarithm, ∨ : G → Rd (d = 3 for SE(2)) is the vee
operator, and exp : R→ R is the exponential for scalars. Two G-Gaussians are used




























These two functions, and the product f(g)× h(g) are illustrated in Figure 7.13.
Figure 7.13: G-Gaussians for SE(2) Fusion Example
The SE(2)-series frequency parameters for f̃1(g), f̃2(g), and h̃(g) are ∆a = 0.1552,
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amax = 4.5, ∆b = 0.1552, bmax = 4.5, and ∆c = 0.0776, cmax = 22 respectively. The
series approximations f̃1(g), f̃2(g), and a third for the product of f1(g) and f2(g) are
shown in Figure 7.14.
Figure 7.14: Fourier Series Approximations of G-Gaussians for SE(2)
The max Bessel function order used in all of these reconstructions is 60. Previous
parameter studies with 3J integrals did not capture the essence of this higher order
condition, and so a Hankel transform surface akin to Figures 7.3 and 7.6 will be
generated. Figure 7.15 shows this surface, and that a frequency parameter s with the
chosen max value of 22 captures all relevant frequency content.
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Figure 7.15: Hankel transforms of 2J functions for m = n = l = 60
Finally, Figure 7.16 juxtaposes the true fused result against one stitched together
with 3J integrals.
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Figure 7.16: Example of SE(2) Fusion with 3J Integrals
7.6 Chapter Summary
This chapter comprehensively showed how 3J integrals facilitated the fusion of two
Bessel function expansions, for radial, polar, and SE(2) coordinate systems. Bessel
functions are not the only radial basis: there is also Laguerre functions and spherical
Bessel functions. The notion of 3X integrals, where X is the underlying basis function
is general concept, and thus can be extended to solve fusion problems in spherical
coordinates using say 3L (Laguerre) integrals or 3j integrals. These will be reserved
for future research topics.
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Data Fusion with 3h Integrals
8.1 Introduction
This chapter will continue the analysis of fusing expansions using integrals of the
product of three orthogonal functions, which are generally referred to as 3X integrals.
Here the focus will be on 3h integrals, which are integrals of the product of three Her-
mite functions hn(x) over the real line. Unlike 3J integrals from the previous chapter,
3h integrals all have well-behaved closed-form solutions. Furthermore, they can be
computed recursively given a finite set of analytic starting conditions. The reader is
referred back to Chapter 4 for articulation on the starting conditions and statements
of completeness.
Another elegant property of Hermite function expansions is that they are closed un-
187
CHAPTER 8. DATA FUSION WITH 3H INTEGRALS
der multiplication, meaning the product of two Hermite expansions is itself a Hermite
expansion. Closure under multiplication in accordance with a lossless property under
coordinate interconversion will be combined together to solve the following problems:
1. Fusion of Polar Expansions via 2D Interconversion and Multiplication;
2. Fusion of Spherical Expansions via 3D Interconversion and Multiplication;
For fusing polar expansions, there are two interconversion techniques available as
articulated in Chapter 6, that being 1. interconversion between 2D Hermite and
Fourier-Laguerre expansions via conversion matrices Qm and 2. techniques of SH
expansions. For fusing spherical expansions, the exclusive method is that of S2H
expansions.
The outline of the remainder of this chapter is as follows. Section 8.2 will redefine
the 3h integral and showcase how it is used to represent the product of two Hermite
expansions as another Hermite expansion. Section 8.3 will review the interconversion
techniques. Section 8.4 will formulate the fusion of polar and spherical expansions
via interconversion combined with the closure property of Hermite expansions under
multiplication. Section 8.5 will showcase how two densities can be combined when
they are in different coordinate frames, as long as one frame can be rotated into the
other via some matrix R ∈ SO(N). This will utilize a lossless rotation property
of Hermite expansions that was derived in Chapter 3. Section 8.6 summarizes the
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chapter and suggests algorithmic improvements that can be made in the future.
8.2 Hermite Expansions and the 3h Inte-
gral
Hermite functions are a complete orthonormal basis, allowing functions f(x) ∈ R
to be approximated as














































. This notion extends quite easily to 2D and 3D Hermite function
expansions as
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is some convenient shorthand notation. Notice the superscript c to denote the two
aforementioned expansions are for Cartesian grids of data. This is to distinguish a
Cartesian expansion from a polar expansion, the latter of which will be defined in the
proceeding section. The bandlimits are chosen to be Mi = Mi, Ni = Mi −mi, and
Li = Mi − mi − ni, which allows for bandlimit invariance under rotation (more on
this soon). Moreover, the scale factors will be set to a = b = 1. The next section will
quickly state the interconversion techniques, leading into a description of how these
techniques are to be combined with Hermite expansion multiplication.
8.3 Interconversion Techniques
Chapter 6 comprehensively covered interconversion techniques between Cartesian
and polar/spherical coordinates. For Cartesian/polar interconversion in particular,
there were two available interconversion techniques: 1. Interconversion between Her-
mite and Fourier-Laguerre expansions and 2. Interconversion between Hermite and
SH expansions. Both showed superior performance over bi-cubic interpolation. Co-
efficients of a Fourier-Laguerre (F-L) series f̌m,n map to and from coefficients of a 2D























χ∗m,n(ρ, φ)hk(ρ cosφ)hm−k(ρ sinφ)ρdρdφ. (8.6)
The matrices Qm have closed-form solutions and can be computed recursively. The















fp(ρ, φ)χm,n(ρ, φ)ρdρdφ. (8.8)
For more information on F-L series expansions, please see Chapter 2. To summarize
the first technique, the conversion between a 2D Hermite and F-L expansion as
f̃ c(x, y)↔ f̃p(ρ, φ),
uses equations (8.4) and (8.5) provided the coefficients of the starting expansion have
been computed. The second 2D interconversion technique converts between a Hermite
and an SH expansion as
f̃ c(x, y)↔ f̃SH(ρ, φ),
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where























Thus the difference between the two expansions is in how the coefficients are com-
puted, which due to numerical methods will be slightly different. The coefficients of




































fp(ρi, φi)hn(ρi cosφi)hm−n(ρi sinφi)ρi∆ρ∆φ.
(8.11)
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or given coefficients from equation (8.11) the SH expansion can be converted back
to a 2D Hermite expansion. This second interconversion technique is nearly as good
as the one with Qm matrices, and does not require computing an additional set
of coefficients, meaning it is faster computationally. Also this technique extends
naturally to 3D interconversion, motivating the next topic. Converting between a
Cartesian grid f c(x, y, z) and a spherical grid fp(r, φ, θ) follows
f̃ c(x, y, z)↔ f̃S2H(r, φ, θ).












f c(xi, yi, zi)hv(xi)hw(yi)hm(zi)∆x∆y∆z,
(8.13)
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from a spherical grid. So given coefficients from a Cartesian grid, the S2H expansion
can be formed as















or given coefficients from a spherical grid, the 3D Hermite expansion can be con-
structed. Chapter 6 showed that this interconversion approach outperforms tri-cubic
interpolation. The next section articulates how fusion of polar expansion can be done
by stringing together interconversion and multiplication of Hermite expansions.
8.4 Polar and Spherical Expansion Fusion
via Interconversion
Polar and spherical expansion fusion can be considered a two step process. For
polar, the first step is to obtain coefficients from the polar grids fp(ρ, φ) and gp(ρ, φ)
and then map them to corresponding Hermite expansions
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and then multiply them together as



























Recall that the coefficients f̂m1,n1 are either from F-L coefficients f̌m,n or estimated
using SH expansion techniques. In 3D, the coefficients would be from integration on
a spherical grid, giving two Hermite expansions
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which when multiplied together becomes




























As an illustration of this approach, consider two functions f and g defined by the
density
























0.75. The corresponding function for a Cartesian grid follows












The band limit was M1 = M2 = N = 50, where N is used in the corresponding F-L
series approximations. Figure 8.1 compares the fusion technique with F-L expansions
to that with SH expansions. A third approach, namely interpolation and direct mul-
tiplication is compared to the two interconversion methods next to the true analytic
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solution. Both again outperform bi-cubic interpolation.
f c(x, y)gc(x, y) Interpolation Interconversion Interconversion
Error via Qm Error via SH Error
Figure 8.1: Error in Fusion after Conversion from Polar Grids
Now consider a second illustration in spherical coordinates. Figure 8.2 shows the
fusion of two functions f and g both of which are Gaussians






where µr = 1.7321, µφ = 0.6155, µθ = 0.7854, σr = 0.25, σφ = 0.25 and σθ = 0.15.
198
CHAPTER 8. DATA FUSION WITH 3H INTEGRALS
f c(x, y, z)gc(x, y, z) Interpolation Interconversion
Error via S2H Error
Figure 8.2: Error in Fusion after Conversion from Spherical Grids
The following section extends the techniques by considering how two polar grids
(ρ, φ)/(ρ′, φ′) or two spherical grids (r, φ, θ)/(r′, φ′, θ′) can be combined if the frames
can be mapped between each other by some fixed rotation R.
8.5 Fusing Expansions in Rotated Coor-
dinate Frames
Consider a grid of data (x, y) = (ρ cosφ, ρ sinφ) and a second grid of data (x′, y′) =














is a 2D rotation that belongs to the Lie group SO(2). Alternatively, if just considering
the polar coordinates, (ρ, φ) and (ρ′, φ′) have the relationship
(ρ′, φ′) = (ρ, φ+ α).
This can be verified with trigonometric identities. Now suppose each grid has the
corresponding functions fp(ρ, φ) and gp(ρ′, φ′), that have been converted into two
separate Hermite function expansions as
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Given the coefficients ĝ′m2,n2 = ĝ
α
m2,n2

















which, like before, g̃c(x, y) can now be combined with f̃ c(x, y) using the technique
involving 3h integrals. As an illustration, consider again the Gaussian in polar coor-
dinates
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with values for f being ρ0 = 2.5, φ0 = 0.25, σρ =
√
0.25, and σφ =
√
0.65. This
is the same parameterization of f from the unrotated example. Now let the second
function g(ρ, φ) = f(ρ, φ − α), where α = 0.25. Performing bi-cubic interpolation
and multiplying the discrete grids will give the subplot on the far left of Figure 8.3.
The middle subplot is the result from interconverting, rotating, and fusing f and g
together, and the subplot on the far right is truth. Corresponding errors for the two
approaches are shown in Figure 8.4.
Misaligned Fusion Fusion from f c(x, y)gc(x, y)
from Interpolation Interconversion/Rotation (Truth)
Figure 8.3: Fusion of 2D Grids (Multiple Frames)
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Error from Error from
Interpolation/Misaligned Fusion Interconversion/Rotation/Fusion
Figure 8.4: Error in Fusion of 2D Grids (Multiple Frames)
Recent developments have extended this rotation property to 3D (see Chapter 3).
Therefore if the coefficients of the rotated frame are ĝα,β,γm,n,k for a ZXZ Euler angle
parameterization of the corresponding rotation matrix R(α, β, γ), then the coefficients
in the unrotated frame fit into the sequence.























Starting with an unrotated frame, a transformation for γ is applied, then β, and
finally α. To transform the coefficients from the rotated frame back to the unrotated
one, apply Sm(−α), then Sm(−β) and then Sm(−γ). Now similar to before, given
the realigned coefficients ĝm,n,k, fusion of two 3D Hermite expansions can be invoked.
It is easy enough to see that this alignment would also work in 3D. Chapter 3 shows
the effectiveness of the lossless rotation approach.
8.6 Chapter Summary
This chapter put together a solution to fusing expansions in polar and spherical
coordinates by solving an equivalent problem in Cartesian coordinates with the help
of Hermite function expansions, and their properties under coordinate conversion,
rotation, and multiplication. What has not been mentioned until now is that convo-
lution of polar and spherical expansions could also be done by solving the equivalent
problem in Cartesian coordinates. Recall from Chapter 3 that the convolution of
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two Hermite expansions is itself another Hermite expansion. This property together





Expansions to Cryo-EM and SAXS
9.1 Introduction
This chapter articulates the case for using multi-dimensional Hermite functions
as a basis for cross-modal validation in biomolecular structure determination. Cryo
Electron Microscopy (cryo-EM) [42] and Small-Angle X-Ray Scattering (SAXS) [43–
45] are two commonly used experimental methods for extracting information about
biomolecular structures. In cryo-EM, 3D reconstructions can be obtained via noisy
projections from directions in the the body-fixed frame that are a priori unknown. In
SAXS, the pair-distribution function is obtained, which contains spherically averaged
information about the self-convolution of the shape of the biomolecular structure.
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Hermite functions (and expansions) have several useful properties that are ideal for
handling both of these data sets:
1. These bandlimited three-dimensional Hermite function expansions transform
nicely under rotation and projection;
2. When converting Cartesian to spherical coordinates
(x, y, z) −→ (r sin θ cosφ, r sin θ sinφ, r cos θ),
they transform easily as




3. Hermite functions are eigenfunctions of the Fourier transform, and hence are
useful for
self-convolutions/autocorrelations of the form f(x, y, z) ∗ f(−x,−y,−z);
4. They behave well under the Abel transform, which relates spherical averaged
data in 3D to circularly averaged data in 2D.
The above properties of Hermite functions make them ideally suited for cross-modal
data analysis involving validation of information from cryo-EM and SAXS.
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In [46, 47], it was shown that EM and SAXS data can be linked via the Abel trans-
form. This relationship provides a means to validate the compatibility between these
two sensing modalities. Moreover, by establishing this relationship between EM and
SAXS data, one can potentially fuse these two sources of information providing a
more accurate estimation of the structural complex of interest.
The outline of the remainder of this chapter is as follows. Section 9.2 will model
the EM and SAXS data as circularly symmetric and spherically symmetric functions
respectively. Section 9.3 will show how EM and SAXS data can be represented as ban-
dlimited Hermite expansions by invoking properties defined in Chapter 3. Section 9.4
will show how the Hermite function behaves under the Abel transform, and a recur-
rence relation for the Abel transform of Hermite functions will be derived. Section 9.5
will show how the Abel transform of Hermite functions can be used to cross-validate
EM and SAXS data when both modalities are represented as Hermite expansions.
Expectation over SO(3) for non-uniform distributions is explored in Section 9.6, and
Section 9.7 concludes the chapter.
208
CHAPTER 9. APPLICATIONS OF HERMITE EXPANSIONS TO CRYO-EM
AND SAXS
9.2 Cryo-EM and SAXS Data
Consider some closed bodyB, and its corresponding characteristic function χ(x) =
χ(x, y, z) [41] such that
χ(x) =

1, x ∈ B
0, x /∈ B.
(9.1)
The characteristic function χ(x) is considered here to be a uniform density map for a
corresponding biomolecular structure. This function can be projected onto the plane
by integrating over the z-axis as
(χ(x))p = χp(x, y) =
∫ ∞
−∞
χ(x, y, z)dz. (9.2)
In an experiment for EM, copies of χ(x) are randomly oriented and translated, and
then projected to yield a set of images. Therefore the EM data for a given rotation
translation pair g = (R, t) is of the form
(χg(x))
p = χpg(x, y) = χ
p(RT (x− t)) =
∫ ∞
−∞
χ(RT (x− t))dz. (9.3)
Note that g−1 = (RT ,−RT t) and that the action of a rigid-body transformation on
a point is g · x = Rx + t. Hence
g−1 · x = RT (x− t),
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which is what appears under the function when that function is moved by g = (R, t).
Figure 9.1 shows an an illustration of the EM projection process for a large number of
randomly rotated copies (left) as well as the 3D reconstruction from the 2D projections
(right). A comprehensive mathematical and physical analysis of EM data is artic-
ulated in [42]. Here, some of the techniques are simplified for analytical convenience.
Cryo-EM Images Reconstruction from Cryo-EM Images
Figure 9.1: Cryo-EM Experiment Illustration
Consider the self-convolution operation (also known as the Patterson function [45])
given by
Cχ(x) = χ(x) ∗ χ(−x)








χ(σ, τ, ζ)χ(σ − x, τ − y, ζ − z)dσdτdζ,
(9.4)
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which is invariant to translational shifts. Similarly, 2D self-convolution of noisy images
χPg (x, y) for arbitrary rotation/translation pairs g = (R, t) is also translationally
invariant, and can represented by the equation
Cχpg(x, y) = CχpR(x, y) = χ
p










R(σ − x, τ − y)dσdτ.
(9.5)
The process of self-convolution on EM images χPR(x, y) is then followed by averaging
the 2D self-convolution function CχpR(x, y) over orientation. This will render the




, where ρ =
√
x2 + y2 is the
planar radius. The operation ER[ ] denotes expected value over a distribution of














It is assumed that this distribution over SO(3) is uniform. This is a relaxed assump-
tion, since it is known that complexes have preferred orientations (see chapter 3 of [42]
), which is not the focus. This caveat is discussed towards the end of this chapter and
is withheld for future research. To summarize, below depicts the processing string for
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EM starting with a set of images {χpg(x, y)}i





The data acquisition from SAXS can be understood with the visualization in Fig-
ure 9.2. The reader is referred to [48] for more information on the experimental
procedure for SAXS.
Figure 9.2: SAXS Illustration





where ||u||2 = 1 and du is the natural measure for integrating on the 2-sphere, S2.
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Cχ(ru(φ, θ)) sin θdφdθ. (9.10)
So starting with a complex χ(x), the SAXS data follows the string







Cχ(ru(φ, θ)) sin θdφdθ = γχ(r).
The Abel Transform, which is defined by the equation [49]







is the last piece needed to relate Cryo-EM data γχP (ρ) to SAXS data γχ(r) via
γχP (ρ) = A[γχ](ρ). (9.12)
This equation holds up to scale since the two experiments will have different corre-
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sponding amplitudes and dynamic ranges. Therefore some notion of normalization
is required. Next, it will be shown how cryo-EM and SAXS data can be represented
with Hermite function expansions assuming the original complex χ(x) is available for
manipulating in both formulations.
9.3 Representing Cryo-EM and SAXS Data
with Hermite Expansions
Recall that EM data follows the processing string
{χpR(x, y)}i → {CχpR(x, y)}i → ER∈SO(3)[CχpR ](ρ) = γχp(ρ),
where again Cχ(x) = χ(x) ∗ χ(−x) is 3D self-convolution. A 3D Hermite-function
expansion (endowed with special bandlimits) can be used to approximate χ(x) as
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The first step in the chain is to perform self-convolution. From Chapter 3, the self-
convolution of a 1D Hermite expansion f̃(x) was derived, and is restated here as



















for hm(ax) = hm(bx) = hm(x). The 1D self-convolution of f̃(x) can be rewritten as
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The self-convolution of χ̃(x) follows


























































Computing the expected value over SO(3) for a 3D Hermite function expansion is
quite simple. We will use f̃(x, y, z) in place of Cχ̃(x) for this part of the derivation
to avoid subscript and superscript overloading. Recall that an expansion f̃(x, y, z)
can be rotated by any R = RZXZ(α, β, γ) by transforming the corresponding Hermite
series coefficients as
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using equations (3.58) and (3.63) from Chapter 3. Now integrating f̃(x, y, z) over
SO(3) looks like




































Since the coefficients are are the only part of the summation that contain the Euler



















































CHAPTER 9. APPLICATIONS OF HERMITE EXPANSIONS TO CRYO-EM
AND SAXS
The expectation over SO(3) for f̃ is now
















Therefore applying expectation (over SO(3)) to a 3D Hermite expansion is effectively
the same (in terms of mathematical operation) as applying a Euler-angle parameter-
ized rotation. This again assumes a uniform distribution over SO(3), but it is easy
to see that a probability distribution could be imposed on equations (9.20)− (9.22).
Since expectation over SO(3) and projection commute, the next step in the processing
chain invokes the Hermite projection coefficients νk (see Chapter 3) as
















The final step in representing EM data with a Hermite expansion is to circularly
average this quantity, which using Integrated Steering Coefficients (ISCs) for angles
φ around the circle gives the final representation of Cryo-EM data as a Hermite
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If the Hermite expansion adequately approximates the density map, then χ̃(x) ≈
χ(x) =⇒ γf̃p(ρ) ≈ γfp(ρ). The data from SAXS can also be represented by a
Hermite function expansion. Consider again the self-convolution f̃(x), which can be
converted to an S2H series expansion as
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which is in fact a representation of SAXS data. Similarly, χ̃(x) ≈ χ(x) =⇒ γf̃ (r) ≈
γf (r). Figure 9.3 shows computed SAXS data for a toy function f(x) that is the
sum of three multi-variate Gaussian distributions (with zero-mean) that have the












where R1 = e
[̂1;2;3], and R2 = e
[̂4;5;6]. This test function has SAXS data that has been
computed two ways: 1. numerical integration and interpolation and 2. with a Her-
mite expansion according to equation (9.27). Figure 9.4 shows the corresponding EM
data computed with equation (9.24) and is also compared to numerical integration
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and interpolation.
Self-Convolution Function f(x) SAXS Data
Figure 9.3: Representing SAXS Data as Hermite Expansion
{ER[f ]}p(x, y) cryo-EM Data
Figure 9.4: Representing Cryo-EM Data as Hermite Expansion
The next section discusses the Abel transform of Hermite functions.
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9.4 The Abel Transform of Hermite Func-
tions
For spherically symmetric functions f(r), with radius r =
√
x2 + y2 + z2, the
Abel transform is again



















ρ2 + z2)dz. (9.29)
This formulation is attractive since it suppresses the singularity at ρ = r. Conven-
tionally, there are two ways to handle the singularity: 1. change of variables (like
what is shown here), which requires knowing the integrand at infinite accuracy or
2. ignoring the singularity. When considering in particular the Abel transform of a
Hermite function, we do indeed know the integrand at infinite accuracy. Therefore
if a radial function is approximated as a bandlimited Hermite expansion, then the
Abel transform of this function is approximately a sum of Abel transforms of Hermite
functions. This motivates a recurrence relation for the Abel transform of a Hermite
function, which is derived next.
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Finally, we will take these two sub-integrals and apply the two recurrence relation









































= (ηn−2hn−2r + ηnhnr + ηn+2hn+2r)r
2
= (αn−3hn−3r + αn−1hn−1r + αn+1hn+1r + αn+3hn+3r)r
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), ρ > 0












(ρ2)3/2[(2ρ2 − 3)K(0, ρ2
4
) + (1 + 2ρ2)K(1, ρ
2
4
)], ρ > 0,












(ρ2)3/2[(15− 16ρ2 + 4ρ4)K(0, ρ2
4
) · · ·
+(7− 8ρ2 + 4ρ4)K(1, ρ2
4
)], ρ > 0,












(ρ2)3/2[(−105 + 174ρ2 − 68ρ4 + 8ρ6)K(0, ρ2
4
) · · ·
+(27 + 86ρ2 − 52ρ4 + 8ρ6)K(1, ρ2
4
)], ρ > 0,
864c7, ρ = 0.
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The function U(a, b, z) is the confluent hypergeometric function of the second kind,
which can be represented as the solution to the integral





e−ztta−1(1 + t)b−a−1dt, (9.39)
and K(n, z) is the modified Bessel function of the second kind. Figure 9.5 shows
a comparison of the Abel transforms for various Hermite functions using numeric
integration (left) versus recursion (right). Figure 9.6 shows the NLSE between the
two.
Numeric Recursion
Figure 9.5: Abel Transform of Hermite Functions
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Figure 9.6: Abel Transform Error
This recurrence relation for the Abel transform of a Hermite function can be used
to approximate the Abel transform of a Hermite expansion. There is a well-known
relationship between the Abel transform, the zeroth order Hankel transform, and the
Fourier transform, which states
FA = H0.
This means that the Abel transform followed by a one-dimensional Fourier transform
applied to a radial function is equivalent to applying the Hankel transform of order
zero to that same function. Since the Fourier transform is linear, it can be carried
through the Abel transform recurrence relation from equation (9.38) to provide a
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recurrence relation for the zeroth order Hankel transform of a Hermite function. The
Hankel transform of a Hermite function is a special case of Weber’s integral [3], and
so this can help set up the starting conditions for this recurrence relation. This will
be tested in future research.
The next section will show how the Abel transform of Hermite functions fits into
cross-validating EM/SAXS data.
9.5 Cross-Modal Validation with Hermite
Expansions
Recall the representation of EM and SAXS data as Hermite expansions according
to equations (9.25) and (9.27) respectively. Taking the Abel transform of SAXS data



















A[γf̃ ](ρ) = γf̃p(ρ), (9.41)
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is equation (9.25) restated.
Figure 9.7 shows an example two-ellipsoid model with a corresponding character-
istic function χ(x). This characteristic function χ(x) is approximated as a Hermite
series χ̃(x), and is then converted into EM and SAXS data according to equations
(9.25) and (9.27) respectively. In Figure 9.8, the EM data is depicted with the blue
curve, and SAXS data is represented by the black curve. The Abel transform of
SAXS data (equation (9.40)) follows the magenta curve.
χ(x) Cχ(x)
Figure 9.7: Two-Ellipsoid Model for Cryo-EM/SAXS
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Figure 9.8: Cross-Validation of Two-Ellipsoid Model with Hermite Expansions
9.6 Towards Representing Expectations over
SO(3) for Non-Uniform Distributions
with Hermite Expansions
Recall from the introduction section that the uniformity assumption for distribu-
tions over SO(3) was caveated when expectation was defined. In recent literature,
the distance between EM and SAXS profiles was studies versus various cases that
constrained the distributions over SO(3) [46]. Preferred orientations were investi-
gated a decade earlier in [50]. Now suppose one wanted to impose some distribution
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2)ρ(α, β, γ) sinβdαdβdγ.
(9.43)
If the density separated as ρ(α, β, γ) = ρ1(α)ρ2(β)ρ3(γ), then the ISCs can be modi-






































































The expectation over SO(3) for f̃ with the distribution ρ(α, β, γ) is now

















Projection and averaging over the circle will then give a Hermite expansion like equa-
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can be done for a distribution ρ(α, β, γ) = ρ1(α)ρ2(β)ρ3(γ) if it is expanded with the
SO(3)-Fourier series
















































Hermite functions fit right into the representation of EM and SAXS data, and
can be used for cross-validating the two modalities. From properties under rotation,
the effect of preferred orientations could be explored in the future since it is easy to
wrap these densities into the ISCs. This could provide some useful insight into how
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sensitive the cross-validation result is to the uniformity assumption.
Another related application would be if these cross-validation ideas could be used
to solve tomographic reconstruction of 3D densities when the projection angles are a




Deconvolution and Normal Mode
Analysis with Hermite Expansions
10.1 Introduction
This chapter describes two more applications that utilize properties of Hermite
expansions, namely deconvolution (translational and rotational) and normal mode
analysis.
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10.2 Deconvolution with Hermite Expan-
sions
There are two popular ways to perform translational deconvolution on discrete
data. The first method represents the convolution of two vectors f , g as
γ = f ∗ g = Fg = Gf,
where F,G are Toeplitz matrices [51]. The solution to f from g and γ is in the
least-squares sense
f = G+γ,
pending adequate condition numbers on G. The second method is a Fourier approach,
where convolution in the frequency domain is simply multiplication. The Discrete
Fourier transforms of f , g and γ describe convolution as
γ̂(ω) = f̂(ω)ĝ(ω) = ĝ(ω)f̂(ω), (10.1)
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The parameter ε regularizes the solution. These two concepts generalize to 2D and
3D translational deconvolution.
Translational deconvolution using Hermite expansions was derived in [park2008thesis],[parkpaper]
as a means to de-blur images where the blurring function was a Gaussian. The ap-
proach involved sampling Hermite functions in the frequency domain and performing
a matrix inversion.
Rotational deconvolution is classically formulated by setting up the integral as one
of two functions expanded on a circle via the Fourier series. The solution to co-
efficients of the deconvolved Fourier series is akin to equation (10.2). For angular
Gaussian blurring, the rotational deconvolution problem was solved using proper-
ties of Hermite and Fourier-Laguerre expansions under coordinate conversion (see
[park2007interconv]). The next two subsections seek to generalize the aformentioned
methods involving Hermite functions to not only Gaussians, but all square-integrable
functions.
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10.2.1 Translational Deconvolution







the convolution of two band-limited Hermite expansions can be represented with the
equation




























By setting up equation (10.4) in matrix-vector form
Γ̂ = GF̂ ,
and given g̃ and γ̃, one can obtain f̃ by solving for the coefficients f̂m as
F̂ = G+Γ̂.
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This technique extends naturally to 2D as





















































We can put the above equation into matrix-vector form
Γ̂ = GF̂ ,
and solve for the coefficients f̂m,n using least-squares. The attractive part of these
translational deconvolution techniques is no further sampling of γ and g is required
after coefficients γ̂ and ĝ have been obtained. This approach is quite similar to
the Toeplitz matrix method, but the Toeplitz matrix G compared to could be quite
large, whereas the size of G can be adjusted according to bandlimits. The next
subsection will showcase how rotational deconvolution is solved with Hermite and
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Given F-L expansions f̃ and γ̃, and assuming Gaussian blurring with variance σ,












f̃(r, φ− θ)g(θ)dθ. (10.9)
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and the right-hand side is
∫ 2π
0


















The integral ∫ 2π
0
einθg(θ)dθ,















































Another method is available that works directly with Hermite expansions instead





will be used in the following rotational deconvolution method. Consider rewriting the
steering coefficient matrices as
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Now given the distribution




we can approximate g(θ) with a 1D Hermite series (like before), and then multiply
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In this form, rotation convolution and deconvolution act like image rotation in that






Obtaining the coefficients f̂m,n from the rotationally convolved ones γ̂m,n depends on
Rm in terms of least-squares. From this point, it is easy to image that translational
and rotational deconvolution can be combined into general SE(2)-deconvolution ideas.
This is left as a topic for future research. The next section shows how 3h integrals
can be used to obtain normal modes of a closed body.
10.3 Continuum Normal Mode Analysis
with 3h Integrals
This section presents a new approach for obtaining normal mode equations of
motion. Usually, normal mode equations are modeled for specific points within a
body. Instead, a new method is formulated where a body is defined by its boundary
via a characteristic equation (i.e. a uniform density map) that is then approximated
with a Hermite expansion. Following this, a deformation function is represented with
another Hermite expansion together with a temporal basis. This allows for kinetic
and potential energy (integrated over the body) to be represented as two separate
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series expansions. These energy expansions (integrated over the body) contain 3h
integrals, which are the product of three Hermite functions. Relating kinetic and
potential energy (when represented with 3h integrals) to the general form of energy
for a mass-spring system provides a new way to do normal mode decomposition. The
novelty here is that normal mode decomposition is made possible without having to
specify interior points within the body.
As an intermediate example, consider a 1D system of n identical point masses con-
nected by n − 1 identical springs, where the whole system is free to move without
















(u(xi, t)− u(xi+1, t))2 , (10.24)
with u(xi, t) describing the deformation at a point xi and time t. Moreover,
xi(t) = xi(0) + u(xi, t),
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where xi(0) is the equilibrium position of xi(t) for the i
th point mass. The deforma-

















to L = T − V gives




m 0 · · · 0
0 m · · · 0
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. . . 0









k −k 0 · · · 0
−k 2k −k · · · 0




. . . −k
0 0 0 −k k

. (10.29)
The matrices M and K are symmetric positive definite and symmetric positive
semidefinite respectively. If the above system was attached to walls at the ends,
then K would become symmetric positive definite. This system of n point masses
connected by identical springs has the assumed solution of a simple harmonic oscil-
lator
U(t) = c cos(ωt), (10.30)
where U(t), c ∈ Rn. Taking two derivatives with respect to time gives
Ü(t) = −ω2c cos(ωt). (10.31)




c = 0, (10.32)
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This is an eigenvalue-eigenvector formulation. Since the matrix (−ω2M + K) is
symmetric, it can always be diagonalized. Equation (10.32) can be rewritten as
Ac = λc, (10.33)
where A = M−1K and λ = ω2. The eigenvectors c ∈ Null(A(ω)).
As n → ∞, the 1D system becomes continuous, and the corresponding kinetic and
potential energy equations take different forms. In 1D, the kinetic energy at a point
x and time t (both in R) is









and potential energy is given by the equation









The function χ(x) is a characteristic function, giving a 1 for points within the 1D body
and a 0 otherwise. For uniform density, ρ(x) = ρ0χ(x). The function k(x) = EA(x),
where E is Young’s modulus and A(x) is the cross sectional area of the body, which
is constant if all of the springs in the corresponding discrete model are constant. The
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The characteristic function χ(x) and the deformation function u(x, t) can both be
approximated with 1D Hermite function expansions as
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We can use the differential recurrence relation for Hermite functions together with
integrating over the real line to approximate the total potential energy as
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Recall the kinetic energy over a 1D body, and the potential energy over a 1D body.
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Mq̈ +Kq = 0,
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From inspection, these matrices appear to be symmetric. It is assumed that each
qj(t) has the general solution
qj(t) = cj cos(ωt).
After an eigenvalue/eigenvector decomposition, B solution pairs (ω, c) result, with







Parameters: L = 4. Bandwidth for χ(x) approximation N = 95. B = 95. n = 80
points and n− 1 = 79 springs. ρ0 = m·40L = 8. EA = k∆x = 0.1282.
χ(x) =

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1 2
Figure 10.1: 1D Example Geometry
Discrete Model with 3h Integrals
Figure 10.2: Comparison of Modes
10.4 Chapter Summary
This chapter presented two new applications that utilize Hermite expansions and
3h integrals. For deconvolution, the limitations are in the form of condition numbers
on the underlying matrices formulated in the approach. Translational deconvolution
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Discrete Model with 3h Integrals
Figure 10.3: Comparison of Modes versus Time
can be extended to 3D, and perhaps deconvolution using techniques of image rotation
could be carried over to SO(3). Then given the newly formulated pose change group
[see Sipu 2018], it is possible that deconvolution on SE(3) can be entertained.
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Conclusions and Future Work
This thesis showcased the versatility of orthogonal expansions and their roles in
a wide variety of engineering applications. It was shown that Hermite function ex-
pansions have a lot of useful properties under multiplication, convolution, rotation,
projection, and coordinate conversion. The 3h integrals were applied to data fusion,
deconvolution, EM and SAXS data representation, and continuum normal mode anal-
ysis.
The 3J integrals were also used in data fusion, and recurrence relations for 3h and 3J
were derived. One loose end for 3J integrals was the lack of general solutions for the
required axial starting conditions. It was proposed that perhaps with some scaling
(since a solution does exist when the scale factors a, b, and c all equal 1), a general
solution could arise. Notwithstanding, the accuracy of the recurrence relation did
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appear stable for this particular case when a = b = c = 1 given analytic starting con-
ditions. Coordinate interconversion was accomplished in 3D using S2H expansions,
but perhaps using SGL series, matrices similar to the Qm matrices when converting
between Hermite and F-L expansions could be derived.
Even though this thesis comprehensively covered a fair number of topics, there are
still a lot of ideas for future work. In particular, the concept of reconstruction from
random a priori unknown view angles was proposed in [park2008thesis], and some
of the limitations were for objects with k=fold symmetry. One thought would be to
utilize the steering coefficient matrices, more specifically that the coefficients of the
bandlimited approximation of an image (with say 3-fold symmetry) are invariant to
rotations that are multiples of 2π
3
. Wrapping these constraints into a gradient descent
approach for rendering the coefficients of the original image (from projections) seems
promising.
The continuum normal mode analysis with 3h integrals was only accomplished for
1D systems, which in and of itself is not terribly interesting. However, for 2D and
3D versions, if this method holds true in these dimensions, then one could also utilize
Hermite expansions under coordinate conversion. By doing this, the normal modes
for a 2D (or 3D) system could be displayed in multiple coordinate systems, a notion
that is not possible for a discrete lattice.
258
Bibliography
[1] W. W. Bell, Special functions for scientists and engineers. Courier Corporation,
2004.
[2] S. Thangavelu, Lectures on Hermite and Laguerre expansions. Princeton Uni-
versity Press, 1993, vol. 42.
[3] G. Watson, A Treatise on the Theory of Bessel Functions. Cambridge University
Press, 1995.
[4] G. S. Chirikjian and A. B. Kyatkin, Engineering applications of noncommutative
harmonic analysis: with emphasis on rotation and motion groups. CRC press,
2000.
[5] G. S. Chirikjian, Stochastic Models, Information Theory and Lie Groups.
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