Abstract. This paper considers the problem of represmrtirrg stacks with catenation so that any stack, old or new, is available for access or update operations.
Introduction
In this paper we consider the problem of efficiently implementing a set of side-effect-free procedures for manipulating lists. These procedures are:
makelist( d ):
Create and return a new list of length 1 whose first and only element is d.
jlrst( X):
Return the first element of list X.
pop(x):
Return a new list that is the same as list X with its first element deleted. This operation does not effect X.
cate~zate(X, Y): Return a new list that is the result of catenating list X and list Y, with X first, followed by Y (X and Y may be the same list). This operation has no effect on X or Y.
We show how to implement these operations so that makelist (d) Another application is the implementation of continuations in a functional programming language [Felleisen et al. 1988 ].
In addition to solving these practical problems very efficiently, our result is the first nontrivial example of a fully persistent data structure that supports an operation that combines two versions. To put this work in context, we need to summarize previous work and terminology on persistence. A typical data structure allows two types of operations: queries and updates.
A query merely retrieves information, whereas an update changes the information represented. Such a data structure is said to be ephemeral if queries and updates may only be done on the current version.
With an ephemeral structure, the sequence of versions (one for mch update done) leading to the current version is lost.
In the partially persistent form of an ephemeral data structure, queries may be performed on any version that ever existed, while updates may be performed only on the most recent version. Thus, the collection of versions forms a linear sequence, each one (except the current one) being the predecessor of exactly one version. In the filly persistertt form of an ephemeral data structure both queries and updates are allowed on any version of the structure. Therefore, one version may be the predecessor of several versions (one for each update that was applied to it). The graph of relations between versions is a tree. [Reps et al. 1983 [a, b, c, d, e, f, g, h, i, j, k] . Cln the left is a picture of the structure.
The bracketed circles represent singly-linked lists of pointers to children. These pointers are shown as dotted lines. The portions of the structure corresponding to the four internal nodes of the tree are circled. Each of these is made fully persistent, and can be thought of as a single memory element. On the right is a picture of the tree.
The root node is slightly more complicated. Here, the list elements for the children that are not leaves are singly linked together by additional pointers. The header node for the root also has pointers to the first and last of these nonleaf children, and to the last child. (See Figure 1 .)
Since the representation of an internal node has a constant number of node types, bounded in-degree, and a single entry point, it can be made fully persistent at a cost of constant space per change by the node-copying method [Driscoll et al. 1989] . Each time such a change occurs, a new version of that node is created and is given a unique uersion number. Figure 2 .) It is also possible to link the left tree below the root of the right tree, making the root of the left tree the first child of the root of the right tree. This form of linking is useful in the balanced linking method described in Section 3. It is important to note that the persistence mechanism used to represent the lists does not allow the root list of the first tree to point directly to the beginning of that of the second. If this were allowed, it would solve the problem of efficient catenation. Instead, we must settle for the less satisfactory method described above and work to ensure that the way we link lists together keeps the beginning of the list easily accessible. The delete operation removes the first child of the root, provided it is a leaf.
It is invalid to apply delete to a tree whose first child is not a leaf, and in what follows we shall maintain the invariant that the first child of the root is always a leaf. The operation of deletion can be accomplished in constant time and space while maintaining persistence. The objective of the pull operation is to bring subtrees up toward the root. It is the tool we shall use to maintain the invariant that the first child of the root is a leaf. Pull takes the first nonleaf child of the root, and "pulls" its leftmost child into the root list. (See This lemma is a consequence of the observation that each pull increases the degree of the root by exactly one.
Note. In our basic representation any change in the tree requires changing all the nodes on the path leading from the location of the change to the root.
Therefore, in designing our data structure, we must be wary of making changes deep in the tree.
Preliminav Methods
The One is to find some way to make popping globally improve the representations of the lists (rather than locally improving a single version of a list). Another is to find a way to make the amortized bound worst-case. We pursue the latter avenue.
Call a tree c-collapsible if repeatly applying "delete, then pull c times" until the tree becomes empty preserves the invariant that the first child of the root is a leaf. Our goal is to arrange that all trees are c-collapsible for some constant c. We now show that c-collapsibility is preserved under linking with a sufficiently small tree. Let T, and Tz be two trees, and let T be the result of limking T1 to t~le right of TI, making the root of Tz the last child of the root of T,. If T, is c-collapsible and IT1 I s (c -1) " IT, I then T is c-collapsible. This will work even if the length bound is doubled(k,+, = 2k, ) rather than being squared at each iteration.
The Finger Tree Method
The idea of the finger tree method is to modify the list-of-trees method of Section 3 by replacing the list of collapsible trees~by a balanced binary tree. Each leaf of this balanced tree is the root of one of the collapsible trees. We retain the invariant that each successive collapsible tree is more than twice the size of its predecessor.
In All of the steps will be done in a fully persistent fashion, and tihey all will be shown to take time and space proportional to the depth of the balanced binary tree, which is O(log log n).
R~D-BLAcK TREES.
A red-black tree [Guibas and Sedgewick 1980: Tarjan 1983b] is a binary tree in which each internal nctdes has pointers to both L For brewty we suppress the "c" of "'c-collapsibility" when wc wish to avoid specifying a constant. Wc shall show later that all the trees that we call collapsible are actually 4-collapsible. 3 The uttemal nodes of o binary tree have two children, and the external }zodes or [ea{ws of the tree have no children. Every node of a binary tree is either an internal node or a Icaf.
of its childreni and a one bit field storing the color of the node, which is either red or black.
The colors of the nodes satisfy the following three conditions: (a) Every leaf is black; (b) Every red node has a black parent (or is the root): (c) Every path from the root to a leaf contains the same number of black nodes. For purposes of analyzing red-black trees, it is convenient to assign to each node an integral rank that is a function of the coloring of the tree. The rank of each leaf is O, and the rank of an internal node is equal to the rank of its red children (if any) and one greater than that of its black children (if any). We can interpret the constraints on the coloring of the tree with respect to the ranks of the nodes as follows:
(1) The rank of each leaf is O; (2) The rank of each node that is the parent of a leaf is 1; (3) In traversing from a node to its parent, the rank increases by O or 1; (4) In traversing from a node to its grandparent, the rank increases by 1 or 2. PROOF.
If r = O, then the node is a leaf, and the lemma holds. If r > (),
then the node is internal and has hvo children of rank at least r -1. By induction, each of these is the root of a subtree with at least 2'"-1 leaves. u
The fundamental operations that we shall need to apply to these trees are inserting a new leaf, deleting a leaf, splitting a tree into two, and joining two trees together. The split operation takes as input a red-black tree along with a particular leaf 1, and produces two red-black trees, one containing all the leaves to the left of 1, and one containing 1 and all the leaves to the right of f.
The join operation is the inverse of split. It produces a new red-black tree whose leaves are those of the first input tree, followed by those of the second input tree. Algorithms exist to perform all ot' these operations in time O(log /z) (where n is the number of leaves in all of the trees involved in the operation).
The bottom-up algorithms for insertion and deletion [Tarjan 1983a; 1983b] can roughly be described as follows: A constant amount of restructuring occurs in the vicinity of the change, then color changes are made on some initial part of the path from the change to the root of the tree, then up to three rotations are done at the top of this path of color changes.
A finger search tree is a data structure for representing Parent pointers may also be included lf needed They are not needed in our application. A rotation is a local restructuring operation in a binary tree that maintams the symmetric order of the leaves and changes the depths of various nodes, h For example, see Brown and TarJan [ 1!)80]. Guibas et al. [1977] , Kosaraju [1981] , and Tsakalidis [1 984]. distance in the list between the finger and the location of the operation. The method of Tsakalidis [1984] is particularly useful for our purposes.
In Tsakalidis's method, each element of the list is a leaf in a red-black tree.
We assume throughout this discussion that the finger is the leftmost leaf of the tree.' The leftmost path of internal nodes of the tree (along with the internal nodes adjacent to this path) are represented in a special way, but the rest of the tree is just as it would be in a red-black tree. Tsakalidis's representation of the leftmost path and adjacent internal nodes is called the spine. We make use of this data structure without explicitly describing it here. It has the following important properties:
(1) The spine consists of nodes with a bounded number of fields; (2) Each node of the spine (except for one entry node) is pointed to only by nodes of the spine; (3) The indegree of any node (the number of pointers to it) is bounded by a constant (independent of the size of the tree); (4) An insertion or deletion operation in the finger search tree causes only a constant number of pointers and fields in the spine to change. This is a consequence of an implicit representation of the colors, and of the 0(1) restructuring insertion and deletion algorithms in red-black trees. These four properties allow us to make this data structure fully persistent by the node-copying method [Driscoll et al. 1989 ] using only constant space per insertion and deletion, while preserving the O(log d) running time for these operations.
THE REPRESENTATION.
We are now ready to describe our representa- This completes the static description of our data structure.
It remains to describe and analyze pop and catenate.
4.3 POP. We first observe that the leftmost collapsible tree can be deleted from the structure (or a new leftmost collapsible tree can be inserted into the structure) persistently in constant time and space. This is because the operation on the finger tree is taking place within a constant distance of the finger (O or 1 for deletion and insertion, respectively), and because the values of S, and Q. can be updated in constant time. (Since we do not store these values for nodes in the spine, no updating of these is needed. It is possible, however, that because of the rotations that occur we may introduce a new node outside of the spine for which we must compute these values. This can be done using the update rule above. There are only 0(1) such nodes. )
To perform pop, delete the leftmost collapsible tree from the finger tree. Delete the leftmost leaf from it, and apply four pull operations. If the resulting tree is empty, the operation is complete.
If it is not empty, then insert the collapsible tree back into the finger tree. All of these steps take constant time and use constant space. Z&, <[-l , b ) . If this inequality is not true for any i s k, then the split point is defined to be k + 1. We can now describe how to determine if the split point is in a subtree T rooted at the node x given Sl (the total size of the trees to the left of the subtree T) and af. If 2a~< QX -2 S1, then a point i satisfying the above inequalities is in T'. otherwise, there is no such point in T. Using this test, it is easy to locate the split point in time proportional to the depth of the red-black tree: merely walk down from the root (updating S1), always choosing the leftmost option that contains a point satisfying the inequality. The leaf we reach in this way is the split point. A. Making such a change persistent requires that all the nodes on the path from Af to the root be changed (just as in path-copying). Furthermore, the S, and Q, fields of all the nodes on this path must be updated. The cost of these changes is proportional to the depth of the red-black tree. Finally, we join the new version of the red-black tree of A with the red-black tree of T., and transform the resulting red-black tree into a finger tree (by building the spine).x The process is shown schematically in Figure 5 .
The O(log log n) bound on the time and space cost of catenate follows immediately from the structural constraints on these trees. It remains to prove that these constraints are preserved by our algorithm.
In the data structure resulting from a catenation, each collapsible tree is more than twice the size of its predecessor. Let 1 be the ith leaf (i > 2) of a red--black tree. The distance between 1 and the nearest internal node on the left path is at most 2~log il.
PROOF.
Let r = [log il. Let x be the deepest node on the left path of the red-black tree that is of rank r. By Lemma 3, the subtree rooted at x contains at least 2' leaves. These leaves are consecutive starting from the leftmost leaf. Since 2'> i, this subtree must contain 1, so x is an ancestor of 1.
In traversing the path from 1 toward the root of the tree, the first step goes from a node of rank O to one of rank 1. Subsequently, every pair of steps increases the rank by at least 1. Therefore, after 2r + 11steps, a node of rank at least r + 1 must be reached. Since .x is on this path and has rank r, itmust have been passed. Therefore, x is reached after at most 2r steps. u X In linking Tl into Af, we have in a sense mixed apples and oranges, since the memory elements of the nodes of Tr contain color and size fields. After the link is done, the data in these fields is no longer needed. No harm is done by the presence of this extra useless information in the tree. A slightly different approach is to completely avoid the use of the persistent memory architecture in the nodes of the red-black tree. This approach works, but a different non-uniformity results when the link is done. Now the resulting tree contains a mixture of nodes, some of which are ordinary red-black tree nodes, while others are persistent nodes. It is too expensive to clean up the entire tree immediately.
Instead the pop algorithm must replace the red-black nodes by persistent nodes gradually as they are encountered. As before, we can convert the O(log log n) catenation time to amortized O(log log k). In the previous version, each k, was squared, thereby doubling logzk,.
Here, we choose k, = 22", thereby doubling log log k, at each new guess. Truncation can be used to ensure that the height of the finger tree is O(log log k,). (From a practical perspective, an additional detail to be considered is that the size of the guesses grows so rapidly that some guess may become too large to represent and manipulate efficiently in a real computer. If this happens, just truncate the lists at the maximum representable size. In such a setting, it is unlikely that the number of operations would exceed the size of the largest representable number.)
5. Remarks
