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Abstract
Noise Immune Cavity Enhanced Optical Heterodyne Velocity Modulation Spectroscopy (NICE-OHVMS) is
one of the most sensitive spectroscopic techniques specific to molecular ions. NICE-OHVMS relies on the
combination of three separate techniques, each of which is a powerful tool. Cavity enhancement extends the
interaction pathlength of the light through the absorber, frequency modulation (heterodyning) encodes the
detected signal at radio frequencies to minimize the 1/f noise, and velocity modulation makes the technique
specific to ions. The optical cavity also results in a large power enhancement through the absorber which
can saturate molecular transitions. The Lamb dips in the spectra, due to saturation, can be fit with high
precision, and the use of an optical frequency comb as an accurate frequency reference allows transitions
to be recorded with MHz/sub-MHz uncertainty. In many cases, these represent a two order of magnitude
improvement on the transition frequency measurement. This thesis is an exploration of the NICE-OHVMS
technique. It begins with a description of the low uncertainty measurements that have been made, and then
transitions into a discussion on the lineshapes that result from velocity modulation and NICE-OHVMS.
The goal of studying these lineshapes is to develop NICE-OHVMS into a quantitative technique that can
determine information about the absorber, such as ion mobility, drift velocity, translational temperature,
and axial electric field. Understanding the lineshapes can give accurate transition intensities, which are
useful in Boltzmann analyses and saturation spectroscopy. The thesis concludes with a proposed series
of measurements that can be used to study saturation on a single transition. This information can be
used to understand relaxation rates of the transition and the transition dipole moment. NICE-OHVMS
is a remarkable experiment with outstanding prospects for future experiments. From frequency metrology
applications to saturation studies, NICE-OHVMS is rich with opportunity.
ii
To Mom and Dad. “Why?” is such a tough question.
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Chapter 1
Introduction
Molecular ions play a very important role in astrochemical, atmospheric, and combustion processes and are
a vibrant field of research for molecular spectroscopists. Molecular ions are important both in the interstellar
medium as well as in non-terrestrial atmospheres.[4, 5] In the interstellar medium, molecular ions can be
used as tracers for the cosmic ray ionization rate[6] and can be used to help constrain complex chemical
models.[7] Chemical models are also used to better understand planetary atmospheres. Molecular ions play
critical roles in those chemical models. For example, cyclopropenyl cations are predicted to exist in Titan’s
atmosphere,[8] and H+3 is regularly used as a tracer of atmospheric conditions in the Jovian ionosphere.[9]
Likewise, atmospheric models can be used to understand Earth. In Earth’s atmosphere, nitrogen, oxygen,
and water play important roles in the types of molecular reactions that are pertinent to atmospheric chemical
models.[10] Of special importance is the myriad ways in which water forms clusters with ions.[11] Atmospheric
models are not the only type of chemical networks in which molecular ions contribute to the study of complex
systems. Molecular ions also provide a window into the chemical pathways for combustion reaction networks.
Combustion of fossil fuels form a rich mixture of carbonaceous ions as intermediates and by-products.[12, 13]
A brief survey of the literature provides examples demonstrating many practical instances of research
involving molecular ions; however, these are not the only interesting fields of study. Despite years of research
into molecular vibrations and rotations, there remain some very important fundamental physical questions
that rovibrational spectroscopy has yet to address. There is a class of molecules called fluxional which con-
tain many large amplitude motions. In other words, the ground state wavefunctions have large probability
amplitudes across low-lying saddle points in the potential energy surface. Effectively, this can be classically
interpreted as the molecule continually undergoing internal motion, defying the concept of reference geom-
etry. Without the use of reference geometry, traditional spectroscopic approaches to transition assignment
are useless. Two of the most well studied fluxional species are CH+5 and H
+
5 . The spectrum of CH
+
5 was
first observed with high resolution in 1999.[14] It remains unassigned to this day, but there has been some
substantial progress recently.[15] On the other hand, there has been no high resolution work on H+5 , which
makes it an exciting prospect for further study. The low resolution spectrum[16] provides an excellent op-
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portunity to search for a rotationally resolved spectrum with higher precision instruments. Obtaining a high
resolution spectrum may also present similar challenges to assignment. Together, better measurement of
these two ions will assist theorists in their attempts to understand the observed spectra.
Molecular ion spectroscopy is a challenging field for a variety of reasons, including low number density
and the presence of interfering neutral species that congest spectra with unwanted transitions. Throughout
the years, spectroscopists have employed a variety of approaches to overcome these intrinsic challenges. The
invention of velocity modulation spectroscopy (VMS)[17] is one of many methods that have been utilized to
overcome the difficulty of discriminating whether the spectral carrier is an ion or a neutral molecule. The
importance of this development cannot be overstated. In the ∼30 years since its development, VMS has been
responsible for the detection of ∼50 unique molecular species.[18] It has been this successful in large part
due to its ability to discriminate ions from neutrals. VMS is capable of distinguishing between an ion and a
neutral by utilizing the effects of an electric field on a charged particle. The source responsible for producing
molecular ions in VMS is the positive column of an AC modulated glow discharge. As the polarity of the
discharge changes, the transition profile of an ion will be alternatively red-shifted and blue-shifted, whereas
the neutral is not. Incorporation of phase sensitive detection allows the detection of only the modulated
signals, ignoring the unmodulated ones.
VMS was a very important development but this still did not address the difficulty of measuring very
shallow absorptions. Oftentimes, VMS instruments would rely on multipass configurations to improve the
signal strength, but ultimately, these could only enhance the signal strength by approximately an order of
magnitude. The introduction of external cavity enhanced techniques provided an innovative way to perform
spectroscopy, particularly cavity ringdown spectroscopy (CRDS).[19, 20] By coupling light into an optical
cavity made of high-reflectivity mirrors and placing an analyte inside the cavity, the effective absorptive
pathlength could be enhanced by many orders of magnitude paving the way for detecting incredibly weak
transitions. The rate at which light intensity decays from a cavity is related to the per-pass-loss, from which
absorption of light by the analyte can be inferred. Actively locking the cavity on resonance allowed the
introduction of VMS to cavity enhanced techniques.[21] Incorporation of an external optical cavity with
VMS was the first time that signal enhancement and ion discrimination were addressed simultaneously in
the same technique, but it will prove a potent combination.
Of course, signal enhancement is not the only way to address weak molecular transitions. Reduction of
the noise floor improves signal-to-noise from another point of view. One of the greatest sources of noise in
electronic systems is flicker noise or 1/f noise. A critical innovation that allowed spectroscopists to reduce
the noise floor is frequency modulation.[22] Sinusoidal phase modulation of the light creates a frequency
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triplet and detection via the beat signals effectively encodes the spectrum at radio frequencies dramatically
reducing the effect of flicker on the baseline of the spectrum. Likewise, frequency modulation (also called
heterodyne modulation) can be combined with VMS to great effect.[23]
Cavities and heterodyne modulation also have been used in concert with the technique Noise Immune
Cavity Enhanced Optical Heterodyne Molecular Spectroscopy (NICE-OHMS).[24] Enjoying the signal en-
hancement from a cavity and the noise reduction of heterodyne spectroscopy allowed the development of
what remains the most sensitive optical spectroscopy. One simple insight was required to realize cavity
enhancement and heterodyne modulation in use together. The key is that the light must be modulated at
exact multiples of the free spectral range of the cavity. This way the entire frequency triplet is coupled into
the cavity. This choice also has the added effect of mitigating intensity fluctuation noise as a result of an
imperfect lock.
Due to the success of NICE-OHMS the choice to use that technique for ion spectroscopy was straight-
forward. In 2011, the combination of NICE-OHMS with VMS was realized in the near-infrared and named
Noise Immune Cavity Enhanced Optical Heterodyne Velocity Modulation Spectroscopy (NICE-OHVMS) by
the McCall laboratory.[25] Siller et al. developed this in the near infrared using a Ti:Sapphire laser. Ad-
vancing the technique into the mid-infrared to where many important fundamental rovibrational transitions
lie was the next important experimental thrust. It was accomplished shortly thereafter using an optical
parametric oscillator as the light source.[2]
NICE-OHVMS in the mid-IR is the focus of this dissertation. After the demonstration of NICE-OHVMS
in the mid-IR by Crabtree et al., the experimental opportunities were abundant. Due to the high optical
powers contained within an on-resonance optical cavity, Crabtree et al. were able to saturate the R(1,0)
and R(1,1)u transitions in the ν2 fundamental band of H
+
3 . The counter-propagating beams in the cavity
act in a pump-probe scheme and burn holes at the zero velocity component (and symmetrically around the
zero velocity component due to frequency modulation) in the transition profile. The holes manifest in the
spectrum as Lamb dips which are significantly narrower than the full transition profile. By fitting these
dips, precision linecenters can be determined that are insensitive to any drift velocity.
Chapter 2 presents the first effort to extract precision linecenters using NICE-OHVMS. It is adapted
from “High-precision and high-accuracy rovibrational spectroscopy of molecular ions”[26]. The same basic
principles employed by Crabtree et al.[2] are employed with the addition of using an optical frequency comb
(OFC) as an accurate tool for frequency calibration. By offset locking the pump beam to the OFC and
relying on the relative stability (timescales ∼5 s) of the signal beat note on the comb, the mid-IR frequency
can be determined as the difference of the pump and signal frequencies to within 10s of kHz. This level
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of accuracy combined with the precision allowed the determination of H+3 transitions to sub-MHz/MHz
uncertainties depending on the signal-to-noise ratio of the Lamb dip. This was done with 10 transitions in
total from the R-branch of the ν2 fundamental band, two transitions from the ν1 band for HCO
+, and a
single unassigned transition for CH+5 . When compared to the H
+
3 transition measured by J.-T. Shy, there
was significant disagreement.[27] Initially, this was disheartening, but a careful error analysis, including
checking the effect of signal-to-noise ratio, the effect of asymmetry, pressure shift, and comb calibration
was performed. Nothing could be shown to be wrong with the NICE-OHVMS experiment. Moreover,
combination differences of the HCO+ transitions were consistent with the pure rotational values, a much
lower uncertainty form of spectroscopy. Ultimately, publication proceeded. Later the transition frequencies
were confirmed to be correct by the Stephan Schlemmer group.[28]
After demonstrating that NICE-OHVMS could be utilized for measuring molecular ion transition fre-
quencies with extremely low uncertainty, the next natural course of investigation was to attempt to try to
understand the very complex lineshapes that arise from the two individual layers of modulation. In order
to approach this challenge, custom software was created, making use of the of the basic premises of the two
modulation schemes under the assumption that the fundamental lineshape is practically a pure Gaussian,
i.e. that Doppler broadening is the only significant source of line broadening for VMS based techniques.
Using this software, attempts to fit measured transitions were not successful. This initiated an investigation
into the precise description of the fundamental VMS lineshape. Despite the maturity of the technique, it
has been predominantly used as a tool for discovery spectroscopy, with only two previous attempts made to
treat the lineshapes. The first, by Civiˇs, relied on integration of the derivative-like lineshape, which is not
a particularly accurate approach.[29] The VMS signal is much better mathematically treated as a Fourier
component of the detected voltage. The second attempt by Gao was better, but it still relied on fixing a
parameter to a crude theoretical estimate.[30]. Gao’s fits are more meaningful because they utilize J.W.
Farley’s explanation of the VMS theory;[31] however, the necessity of the fixing a parameter weakens the
significance of the determined parameters. The fixed parameter is strongly coupled to other parameters and
therefore raises reasonable questions regarding the accuracy of the fitted parameters.
The results of the investigations into the fundamental VMS lineshapes are presented in Chapter 3, and
have been published in the Journal of Chemical Physics.[32] In this chapter, an example fit to the R(1,0)
transition of H+3 as measured by single-pass VMS is performed. Due to the high signal-to-noise ratio, it is
feasible to observe subtle changes in the transition profile which allow the strongly coupled parameters to be
properly discerned. The parameters that are extracted allow the high-precision determination of the RMS
drift velocity of the ions, the RMS electric field strength, the translational temperature, and the relative
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intensity. A surprising result is the existence of a large homogeneous contribution to the linewidth which
was completely unexpected by the theory. Gao had also observed this linewidth and attributed it to pressure
broadening, but traditional values of pressure broadening coefficients are not consistent with the magnitude
of the observed linewdith. Before the work presented in Chapter 3, it was conceivable that the value of the
homogeneous contribution was in error, but now the value is confirmed. In order to explain the large value,
a simple model is presented and the homogeneous linewidth is used to infer the ion mobility.
With a clear understanding of the fundamental VMS lineshape, it was possible to revisit the NICE-
OHVMS lineshapes with the intention of extracting as much useful information from transition profiles as
possible. These fits and the analysis of the fitted parameters are presented in Chapter 4. Fitting of the
NICE-OHVMS lineshapes is performed in two parts. The first fit is performed on the magnitude of the
recorded signal, the square root of the sum of the squared in-phase and quadrature channels. This type
of fit allows access to information such as the overall intensity, homogeneous linewidths, inhomogeneous
linewidths, and concentration modulation depth. With these parameters determined, it is possible to fit the
recorded lineshapes to access phase related information such as the overall phase and the angle at which
concentration modulation occurs. Fitting the parameters in this fashion allows important insight into the
the physical environment of the spectral carrier.
The fitted NICE-OHVMS parameters contain all the useful physical information that can be determined
from the spectral transitions. The intensity of the transition is particularly interesting as it can be used to
carefully extract the saturation parameter. A measurement of the saturation parameter can be used to infer
the ratio of the transition dipole moment to the relaxation rate of the transition. Since NICE-OHVMS is a
cavity enhanced technique, we can observe Lamb dips as alluded to earlier in the text. Chapter 5 contains a
description of an experiment that can used to determine the saturation parameter, which might be used to
help assign spectra of fluxional ions. By varying the power and recording spectra, the saturation parameter
can either be determined by the examination of the intensity difference between the the apparent absorption
and dispersion signals recorded by the instrument or by examining the depth of the Lamb dip to the full
profile intensity for both absorption and dispersion. The expected results are presented.
Together, Chapters 2 through 5 detail the efforts to completely characterize everything that can be
learned from NICE-OHVMS lineshapes. From applications in frequency metrology to descriptions of the
molecular environment to characterization of the degree of saturation, the full potential of the technique
is explored. NICE-OHVMS represents the next generation of VMS based experiments and is a valuable
addition to the a spectroscopist’s arsenal. The future is optimistic.
The appendices in this work contain a complete account of all the papers to which this author has
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contributed, including the description the first mid-IR NICE-OHVMS instrument, and several other works
in precision ion frequency determination. There is also a discussion regarding frequency error analysis using
an OFC with one laser and two lasers, which is useful for understanding the uncertainty budget in the
experiments described herein. Also, there is a brief discussion of a fringe that is present in the instrument.
Another appendix contains a copy of the fitting suite written for this work and its associated documentation.
Finally, there is also a lineshape atlas that contains simulations of many different types of spectroscopies
and the expected lineshapes that result by varying different parameters. In studying complicated lineshapes,
experience showed that visualization of lineshapes under a variety of conditions was immensely useful for
qualitative understanding and fit parameter selection.
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Chapter 2
High-precision and High-accuracy
Rovibrational Spectroscopy of
Molecular Ions
2.1 Introduction
In the 30 years since its invention,[17] velocity modulation spectroscopy (VMS) in a positive column discharge
has been a tremendously successful method for performing direct absorption spectroscopy of molecular ions.
The positive column offers a remarkably rich chemical environment suitable for the production of a wide
variety of ions with a high column density.[18]
Traditional VMS has been limited in its frequency precision by broad Doppler-limited linewidths, coupled
with modest signal-to-noise ratios, and the uncertainties in line center determinations are typically 30-90
MHz.[14, 33] The Doppler limit was overcome by our group in 2010 by placing the discharge cell in an
external cavity, in an approach called cavity enhanced VMS.[34, 21] The high intracavity power enabled
saturation spectroscopy, and the resulting Lamb dips enabled the precision to be improved to ∼3 MHz in the
near-infrared. The later incorporation of frequency modulation, or heterodyne, spectroscopy improved the
signal-to-noise ratio and further improved the precision.[25] This approach, based on the pioneering NICE-
OHMS technique,[24] was dubbed NICE-OHVMS, or Noise Immune Cavity Enhanced Optical Heterodyne
Velocity Modulation Spectroscopy. This technique was later extended into the mid-infrared, using an optical
parametric oscillator, by Crabtree et al.[2]
The accuracy of VMS has also been limited by the method of frequency calibration. Typically, VMS
experiments relied on a combination of relative calibration using marker etalons and absolute calibration
using Doppler-limited reference gas transitions, which were themselves often only known to ∼30 MHz ac-
curacy. The advent of optical frequency combs has revolutionized the accuracy of molecular spectroscopy,
making sub-MHz frequency measurements almost routine. Our near-infrared NICE-OHVMS work on N+2
used a frequency comb to achieve an accuracy of ∼300 kHz.[25] In recent work without an external cavity, we
Adapted from James N. Hodges, Adam J. Perry, Paul A. Jenkins II, Brian M. Siller, Benjamin J. McCall. “High-precision
and High-accuracy Rovibrational Spectroscopy of Molecular Ions”. Journal of Chemical Physics, 139 (2013) 164201.
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have demonstrated that it is possible to extend comb-calibrated spectroscopy to the mid-infrared, to infer
pure-rotational transitions of molecular ions such as HCO+ using combination differences with sub-MHz
accuracy.[35]
In this paper, we present the combination of sub-Doppler spectroscopy using mid-infrared NICE-OHVMS[2]
with optical frequency comb calibration[35] to yield a versatile method for molecular ion spectroscopy with
both high precision and high accuracy. We demonstrate and characterize the effectiveness of this method
through spectroscopy of H+3 , HCO
+, and CH+5 .
H+3 is a natural first target for our spectrometer. As the simplest polyatomic molecule, it has become an
important system for benchmarking the increasing accuracy of quantum calculations. Many of its rovibra-
tional transitions have been predicted to within hundredths of a wavenumber by sophisticated calculations
that include adiabatic, relativistic electron, and non-adiabatic corrections to the Born-Oppenheimer potential
energy surface.[36] In many cases, this degree of precision is comparable to the experimental uncertainties,
so more precise measurements will serve to motivate and benchmark ever more accurate calculations, which
will require the inclusion of quantum electrodynamic effects as has already been done with diatomics[37]
and H2O.[38]
In addition to its fundamental interest, H+3 is also an important molecule in astrochemistry due to
its abundance in both dense[39] and diffuse[6] interstellar clouds, as well as in the atmospheres of large gas
giants such as Jupiter.[40] Of particular relevance to the present work, the Doppler shifts of H+3 rovibrational
transitions have been successfully used to determine the velocity of Jovian auroral winds,[41] but the accuracy
of those determinations is limited by the uncertainties in the laboratory transition frequencies.
Our second target, HCO+, was recently used[35] to demonstrate the feasibility of performing “indirect”
pure-rotational spectroscopy by calculating combination differences of high-precision rovibrational frequen-
cies. Due to degradation of our cavity mirrors in that work, we were restricted to performing single-pass
heterodyne spectroscopy. Here, we revisit HCO+ with an improved set of cavity mirrors, and we find that
the single-pass measurements suffered a slight (∼4 MHz) but systematic offset due to an asymmetry in
the AC plasma. This highlights the advantage of using Lamb dips in a bidirectional cavity for line center
determination, as they are located symmetrically around the zero-velocity component of the ions and are
not shifted by plasma asymmetries.
Our final target, CH+5 , is an enigmatic ion whose high-resolution infrared spectrum in the C–H stretching
region remains completely unassigned nearly 15 years since it was first reported.[14] It has been suggested[42]
that one possible way of assigning the spectrum would be to search for four-line combination differences,
which would identify energy level separations. However, the high line density results in many “false positives”
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at the current precision of the line center measurements. Here we report the first sub-Doppler spectrum of
CH+5 , which improves on the precision of the initial detection[14] by more than two orders of magnitude.
2.2 Experimental Description
A block diagram of the instrument is presented in Figure 2.1. A ytterbium doped fiber laser (Koheras
Adjustik Y-10) is coupled into a fiber electro-optic modulator (EOSPACE PM-0K5-00-PFU-PFU-106-S),
where Pound Drever Hall (PDH) locking side bands (∼4 MHz) and heterodyne sidebands (∼79 MHz, equal
to the free spectral range of our external cavity) are imprinted onto the laser. After modulation, the light is
amplified by a 10 W fiber amplifier (IPG Photonics YAR-10 K-1064-LP-SF) and is used to pump a singly
resonant optical parametric oscillator (OPO; Aculight Argos 2400 SF). The idler, tunable from 3.2 to 3.9 µm,
is coupled into a ∼190 cm external cavity composed of two dielectric mirrors (Rocky Mountain Instruments,
custom) on silicon substrates with 1 m radius of curvature. For the H+3 measurements, the mirrors used were
nominally 99.7% reflective between 3.0 and 3.4 µm but suffered high losses at higher frequencies because of
water adsorbed in the hygroscopic coating. The measurements of HCO+ and CH+5 have utilized a new set
of mirrors, nominally 99% reflective between 3.0 and 3.4 µm, which were specially coated with a protective
layer to prevent the uptake of water. Additionally, the newer mirrors are kept under a flow of dry nitrogen
at all times.
The cavity and the idler are locked to maintain resonance by using a detector (Boston Electronics Vigo
PVM-10.6-1x1) to monitor the back reflection from the front cavity mirror. The signal from that detector
is demodulated with a mixer that is referenced to the PDH locking sideband frequency. The output of that
mixer is processed by a lock box, and slow corrections (< 100 Hz) are sent to a piezo on which one of the
cavity mirrors is mounted, to keep the cavity locked onto the idler on slow timescales. Faster corrections
(0.1–10 kHz) are sent to a piezo that controls the length of the OPO cavity, thus making small corrections to
the frequency of the signal and the idler to keep the idler resonant with the cavity on fast timescales. Based
on the observed magnitude of this error signal, there is an extra ∼500 kHz of random noise imposed upon
the signal frequency (and therefore also upon the idler frequency) due to the locking of the idler frequency
to the external cavity.
Within the external cavity is a liquid nitrogen cooled positive column discharge cell (Black Widow),
which was used extensively for VMS in the Oka group at the University of Chicago. An arbitrary waveform
generator (Agilent 33120A) creates a sine wave, which is amplified (Techron 7780) and sent to a step-up
transformer to drive the plasma. The AC voltage configuration of the plasma modulates the velocity of the
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ions at a frequency of 40 kHz. Optimal signals for H+3 have been observed at 200 mTorr of cell pressure and
170 mA of current. For HCO+, we used a mixture of 17:3 H2:CO at a total pressure of 200 mTorr, and a
plasma current of 115 mA. CH+5 was observed using a 24:1 mixture of H2:CH4 at 250 mTorr and the lowest
possible current the discharge could maintain, typically ∼110 mA.
The idler radiation from the OPO is coupled through the discharge cell by CaF2 windows that are
aligned at Brewster’s angle. The transmitted light through the cavity is detected and demodulated first at
the heterodyne frequency of ∼79 MHz by a pair of mixers that are 90◦ out of phase with each other. The
outputs from these mixers are further demodulated via lock-in amplifiers referenced to 80 kHz, twice the
plasma modulation frequency. The detection scheme results in four data channels: in-phase and quadrature
detection for each of the two mixers. Previously, we have estimated the sensitivity of our spectrometer in
the lowest noise channel to be 9.8× 10−10cm−1 Hz−1/2.[2]
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Figure 2.1: Block diagram of the instrument. YDFL: Ytterbium Doped Fiber Laser; EOM: Electro-Optic
Modulator; OPO: Optical Parametric Oscillator; P,S,I: Pump(Blue), Signal(Green), Idler(Red); AOM:
Acousto-Optic Modulator; PZT: Piezo-electric Transducer; PS: Phase Shifter; RF: Radio-Frequency source;
PSD: Phase Sensitive Detector.
Frequency calibration of the idler is accomplished by simultaneously measuring the frequency of the
pump and signal beams using an optical frequency comb (Menlo Systems FC-1500, with 100 MHz repetition
rate) and determining the difference between them. First, the carrier envelope offset of the comb is tuned to
∼20 MHz to be measured by a frequency counter, although this is not strictly necessary for measuring the
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idler frequency. The repetition rate of the comb is tuned such that the beat frequency of the signal with the
comb is between 25 and 35 MHz, the range of the internal bandpass of the frequency counter used for the
signal. Next, the pump is tuned so that its beat with the comb is ∼20 MHz. Then the signs of the beats
and carrier envelope offset are determined. The pump is then offset locked to the comb using a frequency
to voltage converter to generate an error signal. A wavemeter (Burleigh WA-1500, 0.2 ppm accuracy) then
sequentially measures the pump and signal wavelengths to determine the mode numbers of the comb teeth
that are closest to these two frequencies.
For spectroscopy, the idler is tuned by changing the repetition rate of the comb. The pump is dragged
along with the comb, since it is offset-locked to the comb, but the signal remains relatively constant (aside
from slow drift due to thermal variations of the OPO cavity). Without any correction, this would quickly
lead to the signal beat with the comb moving out of the bandpass of our frequency counter. Therefore, we
double-pass the signal through an acousto-optic modulator (Brimrose IPF-200-80-1600) before sending it
to the beat detection unit of the comb. The AOM frequency is adjusted with a feed forward as the comb
repetition rate is changed, in order to keep the signal beat within the bandpass. The diffraction efficiency
of the AOM allows it to be tuned between 150 and 210 MHz, leading to a shift of the signal frequency by
300 to 420 MHz. When the frequency limit of the AOM is reached, the frequency is increased or decreased
by 50 MHz, which corresponds to a 100 MHz change in signal frequency, and the recorded mode number for
the signal is incremented or decremented appropriately. The known frequency shift induced by the AOM is
subtracted from the signal frequency determined by the comb before the latter is subtracted from the pump
frequency to determine the idler frequency.
Data points are acquired with a separation in time of 1.5 seconds, which is ample time for the lock-in
amplifiers to integrate (with a time constant of 300 ms) and the frequency counters to update (at a rate of 1
Hz). These steps are taken to minimize any line dragging by delayed detection. Scanning is performed both
from low to high frequency and also from high to low frequency in order to remove any systematic errors
caused by line dragging.
The use of the repetition rate for tuning limits the width of a single scan window to ∼900 MHz. In
practice, this means that entire Doppler profiles of light ions such as H+3 cannot be measured in a single
scan. In such cases, preliminary scans are taken without the frequency comb (by directly scanning the
voltage on the fiber laser) over a wide range, and then the sub-Doppler features are scanned with the comb.
For the heavier ions HCO+ and CH+5 it is possible to record the full Doppler profile within a single scan.
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2.3 Results and Discussion
2.3.1 Lineshape Fitting and Uncertainty Determination
The symmetry of the overall NICE-OHVMS lineshape is odd in both absorption and dispersion. For high pre-
cision line center determination, the most important part of the line is the Lamb dips that are evenly spaced
about the transition’s center frequency. The Lamb dips are a result of the forward- and counter-propagating
beam sampling single velocity components on opposite sides of the Doppler profile. The frequency modu-
lation effectively produces three lasers spaced by the modulation frequency: a carrier and two sidebands,
one in phase with the carrier, and the other 180 degrees out of phase. Assuming that both the carrier and
sidebands are intense enough to contribute to saturation, and that the modulation index is low enough to
avoid contributions of higher-order sidebands, there exist four separate Lamb dips that can be detected
in absorption, spaced evenly in half integer multiples of the heterodyne frequency about the linecenter. In
dispersion there is also a fifth Lamb dip at the linecenter. In this work, detection was performed at a blended
phase that provided the optimal signal-to-noise in all four channels, so the observed Lamb dips are from
neither purely absorption nor purely dispersion. However, these individual Lamb dips are not resolved in
this experiment because half of the heterodyne frequency is smaller than the full-width at half-maximum of
the individual Lamb dips; thus we observe a blend of the five Lamb dips. For purposes of illustration, the
full profile from a single detection channel (not comb calibrated) of an H+3 transition is shown in Figure 2.2,
and an example of the fit to the blended Lamb dips in all four simultaneously acquired detection channels
is shown in Figure 2.3.
The derivation of the sub-Doppler lineshape and the fits function have been presented in an earlier
paper.[2] However, for clarity, the fitting procedure will be reviewed in brief. The fit is a non-linear least
squares fit using an equation that models the Lamb dips and fits the central portion of the Doppler profile
with a cubic polynomial. The four individual channels are fit simultaneously with some shared parameters
such as the linecenter to make the four fits self-consistent. The equation describing the Lamb dip shape is
a sum of absorption and dispersion components, χabs and χdisp respectively.
χtot(νd) = χabs(νd) sin θh + χdisp(νd) cos θh (2.1)
χabs(νd) = A1[χ(νd − fh
2
)− χ(νd + fh
2
)] +A2[χ(νd − fh, )− χ(νd + fh)] (2.2)
χdisp(νd) = −A0χ(νd) +A1[χ(νd − fh
2
) + χ(νd +
fh
2
)] +A2[χ(νd − fh) + χ(νd + fh)] (2.3)
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Figure 2.2: A representative scan of the R(1,0) transition of H+3 , illustrating the odd symmetry of the Doppler
broadened lineshape. The sharp central feature is composed of five blended Lamb dips. This spectrum was
only calibrated with a wavemeter, limiting its accuracy to 70 MHz.
Here An denotes the amplitude of the Lamb dip where n is the order, i.e. A0 is the amplitude of the
central Lamb dip, A1 is the amplitude of the first set of Lamb dips out from the linecenter and so forth.
The frequency detuning from the linecenter is given by νd, fh is the heterodyne frequency, and θh is the
heterodyne detection angle. The χ with no subscript is the lineshape for an individual Lamb dip, which is
a function of linewidth though it is not explicitly shown in the above equations. In the case of absorption,
it takes the form of a linear combination of a Lorentzian and a Gaussian. In the case of dispersion, the
Lamb dips are modeled by the result of the Kramers-Kro¨nig relation applied to the linear combination used
in absorption. For more information about the fitting, we refer the reader to Crabtree et al.[2] Due to the
blended nature of the Lamb dips, we were concerned about the potential for small changes in parameters
significantly affecting the determination of the linecenter. The only part of the lineshape function that does
not rely on a physical model is the fit to the central portion of the Doppler profile. Changing any of those
values might make a detectable difference linecenter frequency. To simulate this, we increased the slope of
the linear term in all four channels of a scan of the H+3 R(1,0) transition by 3 times the uncertainty in the
slope returned by the original fit; this corresponds to ∼3% of the total slope. The cubic term was held
at zero to prevent it from compensating for the change in the linear term. This increased slope was held
fixed as the data were re-fit. This simulation was repeated, decreasing the slope rather than increasing it.
The linear term is the largest contributor to the polynomial part of the fit and adjusting it by 3σ in either
direction only produced an error of ∼27 kHz (+28 kHz for +3σ, −26 kHz for −3σ), which is well below the
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Figure 2.3: Enlarged view of the Lamb dips in the R(2,2)l transition of H+3 , along with fits to the functional
form presented in an earlier paper.[2] The four channels (two from the phase sensitive detector associated
with each mixer) are presented in the center of the panel, with the residuals plotted above and below the
fit. The data are shown as markers and the fits as solid lines.
precision of the linecenter derived from the fit (∼80 kHz) or the statistical error resulting from scan-to-scan
variability (∼240 kHz).
Each transition was scanned at least five times, and in some cases many more times. The linecenters
determined from the fit to each scan were averaged and are reported below as the experimentally determined
linecenter. The standard deviation of the individual linecenter measurements was determined and is reported
to illustrate the spread of the distribution for linecenters. The standard error, also known as the standard
deviation of the mean, which is simply the standard deviation divided by the square root of the number
of samples, is also reported as our best estimate of the uncertainty of the average linecenter, under the
assumption that the measurements are normally distributed.
14
2.3.2 H+3 Spectroscopy
Our results for ten transitions of the R-branch of the ν2 band of H
+
3 are reported in Table 2.1. Our results
are compared with those from the best available Doppler-limited spectra from the literature. In most cases
these are from the Ph.D. thesis of K.-Y. Wu[43] in the group of J.-T. Shy, using frequency comb calibration;
two transitions not observed by Wu were measured in the FTIR spectra of McKellar & Watson[1], and the
R(4,4)l transition has not been reported since Oka’s work in 1981.[44] In all cases there is good agreement
with the previous values, given the uncertainties of the latter, and in all but two cases the standard error of
our measurements is sub-MHz.
Table 2.1: Determined line center frequencies, standard deviations, and standard errors of transitions in
the ν2 band of H
+
3 . Previous values are given with the source as a footnote. The differences between the
measured frequency and the previous best frequency are also reported. All values are in MHz.
Transition Freq. St. Dev. St. Err. Prev. Value Diff.
R(1,1)l 80687424.25 1.65 0.62 80687432(10)1 -7.75
R(1,0) 81720377.29 0.86 0.23 81720370(10)1 7.29
R(1,1)u 81730020.44 0.84 0.38 81730026(20)1 -5.56
R(2,2)l 82804769.99 0.70 0.31 82804764(10)1 5.99
R(2,1)l 82908940.58 2.79 1.25 82908950(150)2 -9.42
R(2,2)u 84635537.25 1.21 0.54 84635542(10)1 -4.75
R(2,1)u 84724846.57 0.85 0.38 84724851(10)1 -4.43
R(3,3)l 84839013.46 0.88 0.39 84839025(10)1 -11.54
R(3,2)l 84907118.76 2.99 1.34 84907160(150)2 -41.24
R(4,4)l 86774648.52 1.28 0.39 86774570(300)3 78.52
With such high precision transition frequency data available, it is interesting to compare the determined
transition frequencies to those previously determined to assess the quality of the older work. Especially
noteworthy in this comparison is the high degree of accuracy of the FTIR work by McKellar and Watson.[1]
As can be seen in Table 2.2, their work is considerably more accurate than their stated uncertainty (150
MHz). Indeed, one of the weakest lines observed in their experiment, R(3,2)l, is only ∼40 MHz away from
our determined linecenter.
There has been one other recently reported sub-Doppler measurement of the linecenter of the R(1,0)
transition, from Shy’s group.[27] They produce H+3 in an extended negative glow discharge at 30-80 mTorr
and use an OPO in a strong pump, weak probe double pass configuration. Rather than scanning over the
transition, calibrating each point, and fitting to determine the line center (as we have done), they instead
lock their laser to the Lamb dip and use a frequency comb to measure the laser’s frequency while locked.
Their reported linecenter is 5.74 MHz lower than ours, a discrepancy which is far larger than the adopted
uncertainties (∼250 kHz in both cases). Subsequent measurements of other transitions in Shy’s laboratory[45]
also differ from our values, with discrepancies that vary in sign but are all of order 5 MHz.
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Table 2.2: A comparison to the FTIR values as determined by McKellar and Watson[1]. The error listed is
the difference between our reported value and that determined by McKellar and Watson.
Transition Error (MHz)
R(1,1)l -5.75
R(1,0) 11.12
R(1,1)u 19.65
R(2,2)l -5.03
R(2,1)l -12.42
R(2,2)u -10.75
R(2,1)u -9.43
R(3,3)l -3.54
R(3,2)l -41.24
Because of these discrepancies, we have taken great care to characterize potential sources of systematic
and random errors in our experiment, as described in the following sections.
Effect of Signal-to-Noise Ratio
The precision of the linecenters derived from the fits to our individual scans is typically a few hundred kHz,
but can be as low as 70 kHz. Clearly, the fit precision is not the limiting factor in our measurements. To
assess the effect of the signal-to-noise ratio of the Lamb dips on our linecenter measurements, the average
signal-to-noise ratio of the blended Lamb dips for each transition is plotted against the standard deviation
of its linecenter, as determined from several scans over each transition, in Figure 2.4.
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Figure 2.4: The standard deviation of the frequency measurements for each H+3 transition plotted against
the average signal-to-noise ratio of the blended Lamb dip. The horizontal line at 1 MHz is drawn to indicate
that the standard deviation is scattered about it for most transitions.
All except the two weakest transitions are clustered near the horizontal line at 1 MHz; these two transi-
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tions have fits that are less well determined, which is the cause of the greater uncertainty in their linecenters.
No gradual trend in the standard deviation as a function of signal-to-noise ratio is evident, indicating that
there is some other dominant effect limiting the standard deviation for all but the weakest lines.
Effect of Asymmetry
In Crabtree et al.[2] the effect of asymmetry on the determined transition frequency was left as an unanswered
question due to the fact that the accuracy was limited to ∼70 MHz by the wavemeter calibration. In that
work, several simulated asymmetries were used to intentionally affect the ability to fit the lines; though no
physical meaning or mechanism was used in the simulations. The largest magnitude effects were found to
cause a few MHz shift in transition frequency, and this was interpreted as a firm upper limit on the potential
effect of asymmetry.
With the inclusion of a frequency comb, the effect caused by asymmetry can now be better character-
ized. For this purpose, the R(1,0) transition was scanned many times on many different days to study the
asymmetry. In all cases, the fit residuals do not indicate any obvious asymmetry in the Lamb dips, which
would have the largest effect in the determination of linecenters. Instead, the Doppler profiles clearly exhibit
asymmetric lineshapes, and the amount and sign of this asymmetry changes over time and from scan to
scan.
To quantify the amount of asymmetry (deviation from the expected odd symmetry) in each scan, we first
trimmed each channel of a scan to an equal number of data points on each side of the line center, and shifted
it by the y-offset determined from the fit. A copy of the data was made and then the frequency axis was
inverted, mirroring the data across the linecenter. The original scan channels and mirrored scan channels
were added together to create a graphical representation of the asymmetry (Figure 2.5), which we refer to
as the inversion residuals.
From the inversion residuals, two parameters were determined. The first, the offset asymmetry parameter,
was defined as the average value of all four channels. The average value from each individual channel was
determined, then these four averages were averaged together. The offset asymmetry parameter was defined
in this manner to capture the effect that each individual channel would have on the simultaneous least
squares fit of all four channels. In the case of a perfectly symmetric line, the offset parameter would have
a value of zero because the odd lineshape would cancel itself out. Negative values of the offset parameter
indicate that the lower frequency (negative-going) lobe is stronger than the higher frequency lobe; whereas,
positive values indicate stronger lobes on the high frequency side.
The second parameter, which we refer to as the high-low asymmetry parameter, represents the average
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Figure 2.5: A typical graph depicting the inversion residuals. It is evident that they are symmetric about
the transition frequency, due to the process of additively imprinting the noise of one half of the line on the
other. These data are used to calculate characteristic parameters of the asymmetry.
difference between the maximum and minimum values for each of the four inversion residuals. The high-low
parameter is intended to capture an imbalance in the shape of the line. Such an imbalance would manifest
itself in the inversion residuals as a sloped or curved line. The magnitude of the slope is parameterized by
differencing the maximum and minimum values of the residuals. These differences for each data channel are
averaged just like the offset parameter. As above, the sign indicates which lobe was larger.
In Figure 2.6, the deviation of the linecenter of an individual scan from the mean of all R(1,0) scans
is plotted against these two asymmetry parameters. The data show no clear trend; not even a consistent
change in the sign of the deviation with the sign of the asymmetry parameter. Instead, the data are well
scattered. If the scan-to-scan reproducibility in the linecenter of ∼1 MHz is due to the changing asymmetry,
it must depend on the asymmetry in a way that is not captured by these particular metrics.
In any case, the fact that the amount and the sign of the asymmetry change from scan to scan strongly
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Figure 2.6: The deviation of the linecenter of a given scan from the mean value versus the offset asymmetry
parameter (left panel) and the high-low asymmetry parameter (right panel). The dotted lines shows the zero
crossings to emphasize the insensitivity of the sign of the difference to the sign of the asymmetry parameter.
suggests that the asymmetry cannot cause a systematic shift in the linecenter in an ensemble of scans.
Instead, we conclude that the impact of the asymmetry manifests itself as a random error, reflected in the
magnitude of the standard deviation of the linecenter determinations.
Pressure Shift
Given the difference in pressure between our experiment and Shy’s, we decided to measure the linecenter of
the R(1,0) transition at three different pressures to rule out the possibility of an unexpectedly large pressure
shift. The results are displayed in Table 2.3, and show the same linecenter (within uncertainties) from
pressures between 200 and 500 mTorr. The largest pressure shift consistent with the data, determined from
the lower bound of the 200 mTorr data (81720377.06 MHz) and the upper bound of the 500 mTorr data
(81720377.86 MHz), would be 2.7 MHz/Torr at the 1σ level. This would mean our linecenter measured at
200 mTorr could be too high by at most 0.4 MHz from the value at 55 mTorr (the midpoint of Shy’s range).
Table 2.3: Measured linecenters of the R(1,0) transition of H+3 at different pressures.
Pressure (mTorr) Frequency (MHz)
200 81720377.29(23)
350 81720377.47(32)
500 81720377.44(42)
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Comb Calibration Test
In order to rule out any unexpected problems with the calibration of our optical frequency comb, we wished
to measure another transition that had been previously measured with high precision. Since there are
no other ion transitions known to this level of accuracy in the mid-infrared, we pursued spectroscopy of
neutral methane, which has comb calibrated lines in our spectral region that are known to high accuracy
and precision.[3]
Obviously, NICE-OHVMS could not be performed because the instrument cannot modulate the velocity
of a neutral molecule. Ordinary NICE-OHMS is challenging to perform with a fiber based EOM due to strong
baseline drifts from residual amplitude modulation (RAM),[46, 47] so an additional layer of modulation is
necessary. The logical choice was wavelength modulation, but our pump laser must be locked to the comb
and our use of an external cavity requires feedback to the OPO cavity length, which fixes the frequency of
the signal. Therefore, the cavity was removed and the back reflection detector was used in a double pass
configuration for wavelength modulated heterodyne spectroscopy.
Without the need to apply feedback to the OPO cavity length, this control could be used to apply a
dither necessary to modulate the wavelength of the signal, and hence also the idler. A 1.4 kHz dither was
applied to the cavity, and the lock-in amplifiers were referenced to three times the dither frequency. This
allowed the system to be insensitive to the Doppler profile of the methane transition. The chosen target was
the F
(2)
1 component of the P(7) transition in the ν3 band, which has been reported to kHz precision.[3] A
few mTorr of methane was leaked into the discharge cell, and the central Lamb dip, which corresponds only
to dispersion, was recorded.
The result of our methane spectroscopy is shown in Figure 2.7. We fit the data to both the third Fourier
coefficient for a Lorentzian dispersion lineshape[48] and a simple second derivative of a Lorentzian. While
neither fit perfectly reproduces the observed lineshape, the derived linecenters compare very favorably with
the previous work of Takahata et al. The linecenter as determined by the second derivative fit is 5±22 kHz
less than Takahata’s, and that from the third Fourier coefficient fit was 10±30 kHz greater than Takahata’s.
Even by the roughest approximation of simply picking the highest recorded point and calling it the line
center, the error is only 222 kHz. Therefore, we conclude that our frequency comb system is working well,
and is not the limiting source of error in our ion measurements.
2.3.3 HCO+ Spectroscopy
While there are no molecular ion transitions in the mid-infrared previously measured with sub-MHz accuracy,
there are ions (such as HCO+) for which pure rotational transitions are known with such accuracy. By
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Figure 2.7: The comb calibrated central Lamb dip of the F
(2)
1 component of the P(7) transition in the ν3
band of methane. Fits to an analytical expression of the third Fourier coefficient for a wavelength modulated
dispersion signal (dashed curve) and to the second derivative of a Lorentzian (solid curve) are shown. The
black line is the linecenter determined by Takahata et al.[3].
measuring multiple rovibrational transitions and using combination differences, we can compare the results
with observed rotational transitions as yet another check on the accuracy of our ion transition measurements.
We have recently performed such “indirect rotational spectroscopy” using Doppler-limited spectra of
HCO+ with comb calibration.[35] Ultimately, we expect this approach to be a useful tool for inferring
rotational spectra that have not been directly measured, in order to support astronomical observations with
far-infrared/THz instruments such as SOFIA and ALMA. Here, we simply extend our previous work on
HCO+ to demonstrate the accuracy of our sub-Doppler NICE-OHVMS spectra.
The P(5) and R(3) lines from the ν1 band of HCO
+ were measured (see Figure 2.8) in order to determine
the energy level separation between J = 5 and J = 3 in the ground vibrational state. The two transitions
were measured multiple times to determine their linecenters, which were 92145080.8(4) MHz for P(5) and
92947717.3(5) MHz for R(3). The difference between these frequencies, 802636.5(7) MHz, agrees within its
uncertainty with the sum of the J=3 → 4 and J=4 → 5 pure rotational transitions observed by Cazzoli
et al.,[49] 356734.2230(15) + 445902.8721(15) = 802637.0951(21) MHz. The excellent agreement of this
combination difference strongly suggests that our experiment does not suffer from any systematic errors
that differ from one line to the next, beyond those at the sub-MHz level that result from scan-to-scan
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variations.
It is interesting to note that the P(5) and R(3) frequencies determined from the Lamb dips are both
∼4 MHz lower than those determined from our earlier Doppler-limited, single-pass measurements.[35] This
difference is evidently due to an asymmetry in the drift velocity of the ions on the two half-cycles of the
AC discharge; such an asymmetry results in a net Doppler shift in the single-pass measurements, but the
present measurements are insensitive to this effect due to the bi-directional nature of the cavity and the fact
that the Lamb dips are located symmetrically about the zero-velocity component.
Figure 2.8: Results from fitting the Lamb dips from the P(5) transition (left) and R(3) transition (right)
of HCO+. The four channels are presented with residuals from each mixer plotted above and below the fit.
The data are shown as markers and the fits as solid lines.
2.3.4 CH+5 Spectroscopy
An important future application of this technique will be high-precision and high-accuracy spectroscopy of
highly congested spectra, such as that of CH+5 . The infrared spectrum of this ion was first reported by
the Oka group in 1999,[14] and consisted of about 900 spectral lines between 2770 and 3150 cm−1, with no
discernable patterns. The spectrum is complicated by the fact that CH+5 does not have a single equilibrium
structure, but can sample all 5!=120 equivalent minima of Cs symmetry on its potential energy surface,
as well as the Cs and C2v saddle points that interconnect them. Many important theoretical studies (see,
e.g., references [50, 51, 52, 53, 54, 55, 56]) have been undertaken since the publication of Oka’s spectrum,
and low-resolution spectra have been reported covering different frequency ranges[57] and temperatures.[52]
Despite nearly 15 years of effort since the Oka group’s first report, the community seems to be no closer to
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an assignment of Oka’s spectrum.
One possible way forward is to search for four-line combination differences in the spectrum; that is, to look
for two pairs of transitions with the same combination difference. This would represent an experimental
measure of the separation between two rotational energy levels. If spectra with reliable intensities could
be obtained at different temperatures, it may be possible to begin assembling an energy level diagram.
Comparison between such experimentally-determined energy levels and those predicted by sophisticated
theoretical techniques might eventually lead to an assignment. However, the frequency uncertainties in the
Oka group spectrum range from 90–180 MHz, as their measurements were limited by their Doppler linewidth,
relatively low signal-to-noise ratio, and traditional frequency calibration techniques (reference gases). Given
the line density, there are almost innumerable pairs of transitions whose combination differences agree within
this level of uncertainty, and the vast majority of those are accidental rather than true four-line combination
differences.
Progress on this front will necessitate remeasurements of CH+5 transitions with considerably higher ac-
curacy and precision. The Schlemmer group recently made the first report of a high-resolution spectrum
since Oka’s, using a cryogenically cooled ion trap and laser-induced reaction spectroscopy.[58] With their
smaller Doppler linewidth (∼70 MHz at 20 K) and frequency comb calibration, they determined the central
frequency of a CH+5 transition at 2932.998460 cm
−1 to within ∼200 kHz. An alternative approach, which
we are pursuing, is to obtain sub-Doppler spectra in a positive column discharge.
Our experiment uses the same discharge cell that was used for the first report of the CH+5 spectrum. We
are attempting to reproduce the plasma conditions as closely as possible, but the CH+5 signal is exquisitely
sensitive to the exact discharge conditions and we are still in the process of optimizing the system. Never-
theless, we have obtained several comb-calibrated scans of the transition Oka’s group reported at 2898.008
cm−1, with a signal-to-noise ratio that is somewhat higher than that of the Oka group. Given our ∼10-fold
longer effective pathlength (from the cavity enhancement) and the fact that our noise level should be lower
than Oka’s (because of the frequency modulation), we suspect that further tuning of plasma conditions
should lead to significantly stronger signals.
The average of five spectra of this transition is displayed in Figure 2.9, and represents the first sub-
Doppler spectrum of CH+5 . A fit to the averaged spectrum yields a linecenter of 86,880,178.469(126) MHz;
the precision of this fit is more than two orders of magnitude lower than the ∼90 MHz uncertainty from
the Oka group’s measurements. The Schlemmer group has independently measured a CH+5 line centered
at 86,880,178.22(63) MHz.[59] This transition is only ∼240 kHz different from our measurement, which
agrees with our transition frequency within 1σ of their uncertainty and 2σ of our uncertainty. This provides
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Figure 2.9: Comb-calibrated NICE-OHVMS spectrum of Oka’s “2898.008 cm−1” transition of CH+5 . The
data are shown as red dots and the fit to the Lamb dip is shown as a blue line.
independent confirmation of the accuracy of our technique. The weakness of the CH+5 Lamb dip, compared
to those seen in H+3 and HCO
+, is likely the result of the lower transition dipole moment of CH+5 . Although
we are not aware of any predictions for the transition dipole moment, the MULTIMODE calculations of
Huang et al.[52] show an integrated band intensity of ∼50 km/mol, which is considerably lower than the
calculated value of 227 km/mol[60] for HCO+.
In the future, we hope to increase the Lamb dip depth by increasing the power injected into our cavity
and/or by obtaining mirrors with higher reflectivity. Even if this is not effective, we expect to be able to
improve the signal-to-noise ratio on the Lamb dip by further optimization of the plasma conditions and by
reducing technical noise sources in our spectrometer.
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2.4 Conclusions
We have demonstrated the first instrument capable of routine sub-Doppler spectroscopy of a wide variety of
molecular ions, offering both high precision from optical saturation and high accuracy from optical frequency
comb calibration. Using this instrument, ten lines of the doubly degenerate ν2 band of H
+
3 have been
measured, eight of which have sub-MHz uncertainties. Two lines from the ν1 band of HCO
+ have also
been measured with similar uncertainties, and their combination difference is in excellent agreement with
pure rotational spectroscopy. The first sub-Doppler spectrum of CH+5 has also been recorded with sub-
MHz precision, a substantial improvement over the ∼90 MHz uncertainty of the initial detection in the Oka
group.[14]
Because our measurements of H+3 transitions disagree with those reported by Shy’s group[27, 45] by ∼5
MHz, we have conducted an extensive analysis of potential sources of experimental error in our instrument.
The limiting factor in our frequency determinations appears to be scan-to-scan variability that is not yet
understood, but results in a standard deviation among individual scans of ∼1 MHz. The standard error of a
set of scans can be reduced to ∼250 kHz by performing multiple scans. The scan-to-scan variability may be
due to varying asymmetry of the Doppler-broadened lineshape, but our attempts to find correlations between
the center frequency deviations and measures of the asymmetry have not been successful. All indications
are that our determined standard errors accurately capture the random errors in our measurements. This
conclusion is further supported by the excellent combination difference between the HCO+ transitions we
measured. We have also excluded the possibility of systematic errors due to pressure shift, and we have
confirmed the accuracy of our frequency comb calibration within tens of kHz using a known transition
of methane. Most importantly, the independent measurement of the same CH+5 transition by Schlemmer’s
group[59] is the strongest evidence that our technique does not exhibit errors of order 5 MHz, which provides
us with the utmost confidence in the values that we have reported.
The instrument is currently limited in wavelength coverage by the coverage of our OPO module (3.2–3.9
µm), and to some extent by the coatings of our external cavity mirrors (nominally 3.0–3.4 µm, but usable
outside this range). However, OPO modules are available that cover 2.3–4.6 µm, and it should be possible
to produce moderate reflectivity (∼ 99.0–99.7%) cavity mirrors across that range. Considering the chemical
versatility of the positive column discharge and the general applicability of direct absorption/dispersion
spectroscopy, our technique will enable the high-precision, high-accuracy spectroscopy of a wide variety
of molecular ions. Possible applications include tests of high accuracy ab initio calculations, supporting
astronomical observations, and aiding in the assignment of congested spectra.
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Chapter 3
Quantitative Velocity Modulation
Spectroscopy
3.1 Introduction
The study of molecular ions poses several challenges to traditional direct absorption spectroscopy, such as low
number density in glow discharges and large numbers of interfering neutrals. For 35 years, the gold standard
for addressing these obstacles has been velocity modulation spectroscopy (VMS), which is a sensitive, ion-
selective technique. Since its inception[17], VMS has been used to study ∼50 individual molecules[18], and
has been enhanced by combination with heterodyne modulation, cavity enhancement, and direct frequency
comb spectroscopy. [21, 25, 26, 61, 62, 63, 64] Despite the fact that VMS was developed in the infrared
spectral region, it has seen extensive deployment in the millimeter/submillimeter wavelengths in support of
rotational spectroscopy of molecular ions.[65, 66, 67]
The key to understanding ion selectivity in VMS is that the source responsible for generating the ions,
the positive column of a glow discharge, is driven by an alternating electric field. As the polarity of the
positive column changes, the ions experience a force that is proportional to the magnitude of the electric
field and is along the axis of the discharge in the direction of the cathode. This ionic motion results in an
oscillatory Doppler shift that can be detected by demodulation of the photo-signal with a phase sensitive
detector, such as a lock-in amplifier. Under most conditions, the signals of neutrals are largely not affected
by the electric field (the notable exception being processes involving excitation from charge transfer), so
neutral signals can be filtered out at the demodulated frequency.[18] The demodulation scheme results in
a derivative-like lineshape which makes it difficult to accurately determine linewidths, line strengths, and
modulation depths (the ratio of the Doppler shift to the linewidth), as all these parameters are strongly
correlated.
The theory of VMS lineshapes has been well established by John Farley in 1991.[31] The drift velocity (v)
Adapted from James N. Hodges, Benjamin J. McCall. “Quantitative Velocity Modulation Spectroscopy”. Journal of
Chemical Physics, 144 (2016) 184201.
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of ions in a positive column is directly proportional to the electric field magnitude (E), the proportionality
constant being the ion mobility (K). The drift velocity of an ion in a static electric field is well known[68]
and described in Equation 3.1.
v = KE. (3.1)
The ion mobility depends on the temperature and pressure of the neutral collision partner, and it is often
reported as a reduced ion mobility, K0, adjusted to standard temperature and pressure. Because molecular
collisions occur on the nanosecond timescale, whereas the period of the discharge is on the order of tens
or hundreds of microseconds, we can assume that ions will rapidly achieve drift velocity,[31] because there
are on the order of 103 to 104 collisions per half cycle of the discharge. For experiments with a sinusoidal
variation in electric field, there is, therefore, a sinusoidal variation in velocity such that
v(t) = KE cos(2pit). (3.2)
In this work we define the time (t) in fractional periods, a dimensionless quantity. This is a convenient
choice as it avoids consideration of the driving frequency and any prefactors in the equations as a result of
integration. The Doppler shift formula can be used to rewrite Equation 3.2 in frequency space:
νmod(t) = v(t)
ν0
c
= νma cos(2pit), (3.3)
where νmod(t) is the time dependent transition frequency modulation in terms of νma, the velocity modu-
lation amplitude (VMA). The term, ν0, is the center frequency of the transition. Over the course of the
discharge cycle the line center changes as a function of time so the following transform must be applied to
the spectroscopic lineshape (χ, a function of frequency detuning, ν) in order to model the experiment:
χ(ν)→ χ(ν + νmod(t)). (3.4)
Incidentally, this same transformation is used to model wavelength modulation lineshapes.[69] Velocity mod-
ulation and wavelength modulation are mathematically equivalent but differ in experimental realization. The
former modulates the transition linecenter and the latter modulates the laser frequency. Wavelength modu-
lation is sensitive to both ions and and neutrals and lacks the ability to discriminate between the two, which
is why VMS is preferentially used for molecular ion spectroscopy.
In most VMS experiments, there are two ion-related modulation processes that occur in tandem, and
velocity modulation is not the only process that must be considered. Concentration modulation, the cre-
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ation and destruction of ions during every half cycle of the discharge, occurs at twice the frequency of the
discharge. This is a challenging process to model a priori, but typically it has been assumed to follow
the magnitude of the current sourced to the plasma. Generally, ion concentration increases with increased
electron concentration,[31, 30] so we assume a functional form for the ion concentration (ρ)
ρ(t) = ρ0| cos(2pit)|, (3.5)
where ρ0 is the maximum ion concentration. This form is the same one previously used in other VMS
works.[31, 30]
The detected signal, the product of Equation 3.5 and the lineshape χ(ν, t) as transformed by Equation 3.4,
is demodulated by a lock-in amplifier, which may be considered a Fourier filter that selects only a single
frequency component of the incoming signal. This is a multiplication of the signal by a reference signal and
integration of the result over a period of the reference signal.
χvms(ν) =
∫ 1/2
−1/2
ρ(t)χ(ν, t) cos(2pit+ φ) dt (3.6)
Equation 3.6 describes the recorded lineshape, with an arbitrary phase, φ, which results in a maximum
signal when velocity modulation is in-phase with the reference signal.
A proper fit of the VMS lineshape, though challenging due to the correlation of the width, intensity, and
modulation depth, would allow for simultaneous determination of the electric field strength, the ion mobility,
and the kinetic temperature of the spectral carrier. In cases where the carrier is unidentified, determination of
the linewidth with sufficient precision could determine the mass of the carrier relative to the other species in
the discharge, which has seen limited success in practice due to the problematic simultaneous determination
of linewidth and VMA. Only large differences in mass were found to be reliable, such as the difference
between one and two carbon atoms. As positive columns are rich chemical environments, mass identification
by VMS is an untapped resource with many applications.
Presumably due to the difficulty of reliably determining covariant fit parameters, only two attempts to
extract information from fits to VMS data have been made. The first was a study on ArH+ and ArD+
in 1994, wherein the lineshapes were integrated and fit to two overlapping Voigt profiles.[29] Although the
results of that work are interesting, integration is not physically meaningful as VMS lineshapes are not
the derivative of the underlying lineshape; rather, they are the time average of a function that oscillates
in frequency and amplitude. In the second lineshape study by H. Gao et al.,[30] N+2 rovibronic transitions
were fit with a Voigt profile as the fundamental lineshape, and they attributed the substantial homogeneous
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Figure 3.1: A typical layout of a VMS spectrometer. It comprises a laser that spectroscopically probes a
velocity modulated plasma. A detector converts the light into a voltage that is read by a lock-in amplifier,
which is referenced to the voltage that drives the discharge.
linewidth to pressure broadening. The primary limitation in that work is that the velocity modulation
amplitude was held fixed to a theoretical value.
In this work, we present a computationally rapid method of separating the velocity modulation depth
and the linewidth. The application of a pseudo-Voigt profile[70] is used as a reasonably accurate (∼1%) and
computationally trivial replacement to the full Voigt profile. Translational temperature assuming a known
ionic mass, ion mobility, peak electric field strength, and line intensity are determined with low uncertainty.
As VMS continues to be utilized in more complex techniques with additional layers of modulation,[25, 26, 61]
a quantitative understanding of the fundamental VMS lineshape is crucial to successful fitting and analysis
of more complicated data.
3.2 Experiment and Methodology
3.2.1 Experiment
VMS experiments, though varied with specific light sources and detection scheme complexity, all are funda-
mentally the same type of experiment. Effectively, a laser passes through an AC modulated discharge cell
and irradiates a detector. The output of that detector is read by a lock-in amplifier which is referenced to
the discharge voltage. The output of the lock-in amplifier is then recorded as the frequency of the laser is
tuned. A basic experiment is depicted in Fig. 3.1.
The molecule that is experimentally examined in this work is H+3 . In this case, a continuous wave laser
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is single passed through a discharge cell and demodulated with a lock-in amplifier. For this work, a mid-IR
optical parametric oscillator is used to scan the R(1,0) transition of the ν2 fundamental band. Ions are
generated in a liquid nitrogen cooled discharge of H2 at a pressure of 500 mTorr. The cell has a central bore
diameter of 18 mm.[71] The discharge is driven at 40 kHz by a ∼4 kV peak-to-peak sinusoid. Frequency
calibration is accomplished with a wavemeter (Bristol 621 IR-A) with a nominal uncertainty of 0.2 ppm.
However, sub-optimal alignment results in less accurate readings. In the present work, the sole purpose of
frequency calibration is to ensure a linear frequency axis as precision is more important to the contour of
the lineshape than absolute frequency calibration. The light source, detector, and lock-in amplifiers used in
the present work are described in detail in Crabtree et al.[2]
3.2.2 Method
As alluded to in Section 3.1, the Voigt profile is required to adequately model the lineshape. Due to the
fact that a nonlinear least squares routine makes multiple calls, and recognizing that numerical integration
is part of the lineshape model, it is advantageous to have a computationally inexpensive form of the Voigt
profile with which to work. Hence, the pseudo-Voigt profile described in Thompson et al. was chosen.[70]
The pseudo-Voigt profile (χpV ) approximates the Voigt profile as a linear combination of Lorentzian and
Gaussian transition profiles, given by Equation 3.7.[70]
χpV (ν; ν0,∆V , η) = ηL(ν; ν0,∆V ) + (1− η)G(ν; ν0,∆V ) (3.7)
where,
L(ν; ν0,∆V ) =
2∆V
pi(4(ν − ν0)2 + ∆2V )
(3.8)
and
G(ν; ν0,∆V ) =
2
√
ln 2
∆V
√
pi
e
−(ν−ν0)24 ln 2
∆2
V . (3.9)
The relevant parameters are the linear combination coefficient (η), the Voigt full-width at half-maximum
(∆V ), and the linecenter (ν0). The η coefficient can be described in terms of the Lorentzian (∆L) and Voigt
full-widths (∆V ), and the Voigt full-width can be written in terms of the individual contributions to the
full-width from the underlying Gaussian (∆G) and Lorentzian (∆L) profiles, which are the spectroscopically
relevant parameters.[70]
∆V (∆L,∆G) = (∆
5
G + 2.69269∆
4
G∆L + 2.42843∆
3
G∆
2
L + 4.47163∆
2
G∆
3
L + 0.07842∆G∆
4
L + ∆
5
L)
1
5 (3.10)
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η(∆L,∆V ) = 1.36603(
∆L
∆V
)− 0.47719( ∆L
∆V
)2 + 0.11116(
∆L
∆V
)3 (3.11)
This approximation has a maximum deviation of 1.2% at the center of the profile[72], which contributes to
the minimum relative uncertainty for any contour-based parameters extracted from the fit, i.e. terms that
affect the actual lineshape such as width and velocity modulation amplitude. With a suitable expression for
the fundamental lineshape (Equation 3.7), the transform from Equation 3.4 is applied to cause the linecenter
to oscillate in time with an amplitude of νma, resulting in
χpV (ν, t; ν0,∆V , η, νma) = ηL(ν + νma cos 2pit; ν0,∆V ) + (1− η)G(ν + νma cos 2pit; ν0,∆V ). (3.12)
In order to arrive at a final functional form for integration, Equation 3.12 is multiplied by cos 2pit (selecting
the frequency component equal to the driving frequency), multiplied by a transition intensity (A), and a
y-offset (y0) is added to account for a non-zero baseline. By integrating over a full discharge period, the
final lineshape, χvms, is
χvms(ν;A, ν0,∆L,∆G, νma, y0) = A
∫ 1
2
− 12
χpV (ν, t; ν0,∆V (∆L,∆G), η(∆L,∆V ), νma) cos 2pit dt+ y0. (3.13)
To summarize, the parameters from Equation 3.13 that are to be determined by the fit of Equation 3.13
to the experimental spectrum are the line intensity (A), linecenter (ν0), homogeneous and inhomogeneous
full-widths (∆L,∆V ), velocity modulation amplitude (νma), and y-offset (y0).
In order to fit VMS lineshapes, a custom fitting program was written in python3, using the extensive
numpy and scipy modules. The core functionality of the program is derived from the Levenberg-Marquardt
nonlinear least squares routine from the scipy.optimize module. Integration is performed by the numpy
module’s trapz function, which is a trapezoidal rule numerical integration. The first step for integration is
to define a two-dimensional array with frequency along one axis and time along the other. The size of the
array is determined by a combination of the experimentally measured frequency data and the time step size
that gives a sufficiently converged lineshape. Moreover, the number of time points is equal to the period
divided by the step size, and the step size is chosen as a compromise between accuracy and integration
time. Once the array is populated, the trapz function integrates along the time axis, which results in a
one-dimensional array equivalent to the observed lineshape.
In order to determine a good step size, the integration was performed repeatedly with incrementally
decreasing step size for a variety of different lineshape parameters. The integration time and the peak-to-
peak intensity were recorded. Additionally, the standard deviation of the difference between the resultant
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Figure 3.2: Here, the effect of including concentration modulation versus ignoring it is highlighted. The
overall peak-to-peak signal with concentration modulation is smaller than without it, so the signal for each
was normalized to unity to illustrate errors in the contour. The residuals show some clear structure, though
it is insignificant (∼2 ppm) relative to other sources of error (∼2%).
lineshape with a given time step size and the lineshape of the previous step size are determined. In other
words, after a new, smaller time step size is used for the integration, the new lineshape is differenced with
the lineshape determined by a larger step size, and the standard deviation of the differences is recorded.
This metric is useful as a measure of how much the line’s contour changes from one time step size to the
next smaller one.
As a result of this convergence testing, a step size of 0.004 was chosen due to its reasonably quick
integration time. The chosen step size exhibits less than 1% error as compared to the smallest time step
(taken as the converged lineshape), 0.00025 fractional periods. The 1% is the discrepancy between the
peak-to-peak values of the chosen time step and the converged time step, and it is considered a contributing
source of error to the contour of the lineshape.
Farley and Gao et al. include in their VMS models a term that accounts for concentration modulation,
as described in Equation 3.5.[31, 30] In tests we found that inclusion of Equation 3.5 does affect the absolute
intensity; however, the overall effect on the contour is less than 2 ppm. As 2 ppm is far less than the
error introduced by the pseudo-Voigt approximation and the numerical integration (∼2% total), we have
omitted concentration modulation from fits and simulations. Figure 3.2 illustrates the effect of including
concentration modulation. The intensities were normalized to examine contour-based errors.
Fits of experimental data to Equation 3.13 with all parameters floating initially did not converge due
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Figure 3.3: The velocity modulation depth (VMD) has a subtle effect on the contour of VMS lineshapes.
The peak-to-peak intensities of each lineshape are normalized to unity.
to the large covariance between the velocity modulation amplitude (VMA) and full-width parameters. To
circumvent this problem, the fit was performed first by holding the VMA constant at a value that corresponds
to a rough estimate informed by the magnitude of the electric field and the ion mobility. The ion mobility
can be approximated by the equation for the reduced ion mobility in Mason and McDaniel:[68]
K0 =
13.876√
αµ
. (3.14)
The only necessary information is the polarizability of the neutral species (α in A˚3) and the reduced mass
of the ion and its collision partner (µ in amu). The electric field strength can be approximated by dividing
the applied voltage to the electrodes by the distance between the electrodes and reducing the result by an
order of magnitude to account for the fact that most of the voltage drop in a glow discharge occurs in the
space before the negative glow.[73] After the first fit converges, the residuals are examined for structure that
indicates that the velocity modulation depth or VMD (νma/∆V ) is incorrect. The fixed VMA fit is performed
several times to refine the VMA estimate, each time examining the residuals. When a good value for the
VMA is determined, the fit is performed again floating all the parameters, and convergence is achieved. This
approach works because the VMD has subtle effects on the central slope and extrema of the two lobes of
VMS-type lines as summarized in Figures 3.3 and 3.4. As the VMD is increased, the interior of the extrema
become more curved and the interior slope becomes less steep. The reason for these differences is that as
the VMD is increased, the individual Doppler-shifted components become more resolved. For VMD < 10%
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Figure 3.4: Closer inspection of Figure 3.3 makes plain the effect of velocity modulation depth (VMD) on
the lineshape.
Table 3.1: Fit parameters from the R(1,0) transition of H+3
Parameter Symbol Value Error
Intensity A 0.0220 V 0.0003 V
Linecenter ν0 2725.907331 cm
−1 0.000006 cm−1 1
Homogeneous Linewidth ∆L 0.0140 cm
−1 0.0001 cm−1
Inhomogeneous Linewidth ∆G 0.0163 cm
−1 0.0001 cm−1
Modulation Amplitude νma 0.0079 cm
−1 0.0002 cm−1
y-offset y0 -0.00859 V 0.00003 V
it becomes more difficult to distinguish one value of VMD from another. Fits to data with low VMD are
therefore likely prone to substantial error. The VMD determined from the fits to the data presented in this
work are ∼30%, which gives confidence in the fitting approach. After the fit was converged, the value of the
VMA can be substantially changed and the fit with the floating VMA will converge on the correct result.
3.3 Results and Discussion
A single scan of the R(1,0) transition was recorded as described in Section 3.2.1. Using the method described
in Section 3.2.2, a good fit was determined. The data, fit, and residuals can be seen in Figure 3.5, and a
summary of the fitted parameters is presented in Table 3.1.
The fitted parameters all exhibit extremely small uncertainties as reported by the least squares regression.
1This is not to suggest this is the total uncertainty of the transition frequency; rather, it is the uncertainty of the fit. This
work is calibrated via a wavemeter, limiting the accuracy. For an accurate linecenter determination, see Hodges et al.[26]
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Figure 3.5: Experimental spectrum and fit to the R(1,0) rovibrational transition in the ν2 fundamental band
of H+3 . The standard deviation of the residuals is less than 1% of the peak-to-peak signal. The signal-to-noise
ratio is ∼ 240 which is very useful in determining the values accurately. There is some structure remaining
in the residuals, but it is attributed to the negative lobe being slightly wider than the positive lobe, possibly
as a result of an asymmetric drift velocity during half the discharge cycle.
In the case of the linecenter and y-offset these values can be taken as is, since they are not determined by the
contour of the line and are not subject to the convergence error or the pseudo-Voigt approximation, which
combined present the need for an additional 2% relative error to be added to the overall uncertainty of the
remaining parameters (1% from the pseudo-Voigt approximation and 1% from the convergence error).
The intensity of the transition is sufficiently well determined as to present the opportunity for deter-
mining the relative populations of rovibrational levels. The absolute populations cannot be determined
because concentration modulation has been excluded from the model. Under the assumption that the same
concentration modulation uniformly affects each quantum state, relative determinations of populations are
possible. Testing this hypothesis may provide for an interesting avenue of future investigation. Regard-
less of this limitation, more precise intensity will lead to more accurate rotational/vibrational temperature
determination.
Another exciting prospect is that the relative uncertainty of the linecenter is sub-MHz. Though this work
was performed with a wavemeter which has an appreciable accuracy error (∼ 200 MHz), proper calibration
with a frequency comb and careful control of the experimental conditions may allow this approach to rival
the uncertainties determined by sub-Doppler techniques[26, 61] without the added experimental difficulty.
This would rely on the lines being very symmetric and highly reproducible, which may not always be the
case. This problem could be mitigated with balanced detection of counter-propagating beams but would
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still be susceptible to any average drift velocity caused by asymmetries in the electrodes. This has been
confirmed with these discharge electronics in the case of HCO+, which exhibited between a 13 and 14 m/s
average drift velocity.[35]
Both the inhomogeneous and homogeneous components of the linewidth were well determined. The two
dominant broadening mechanisms for VMS spectroscopy are Doppler and collisional broadening. Plasmas
are used for ion generation and result in large thermal energies. Typical VMS targets are low mass ions[18]
which when combined with high temperatures result in mid-IR Doppler widths on the order of ∼0.5 to
∼1.0 GHz. The importance of collisional broadening is less obvious, considering a typical value for the pres-
sure broadening coefficient is ∼1-10 MHz/Torr, and VMS spectroscopy is generally performed at pressures
between 0.5 and 10 Torr. Nevertheless, Gao et al. showed that treating the lineshapes as completely inho-
mogeneously broadened is insufficient to describe the lineshape.[30] The magnitude of both these broadening
mechanisms requires the use of a Voigt profile.
The Doppler width (Gaussian, ∆G) is determined by the formula
∆G =
√
8kT ln 2
mc2
(3.15)
and depends on the translational temperature (T ) and mass (m) of the ion. The collisionally broadened
full-width (Lorentzian, ∆L) is inversely proportional to the mean time between phase-changing collisions
(τ),
∆L =
1
piτ
. (3.16)
To characterize the collisional process, we must consider the predominant collision partner for ions in
a plasma. A typical fractional ionization is 10−4, indicating that there are 10,000 more neutral molecules
than ions or electrons in a plasma. Conventionally, the ion-ion and ion-electron collisions are neglected
because the positive column is assumed to have zero net charge.[68] Higher order corrections for the non-
uniform distribution of charge are generally neglected.[18] Therefore, the relevant collision partner is the more
abundant neutral, and ion-neutral collisions are the principal type assumed in all VMS experiments.[31, 18]
Collisions of this type are typically described by Langevin capture theory, a simple model that has been
successfully utilized to predict pressure broadening.[74]
The Langevin rate coefficient (k) is expressed in Equation 3.17 in terms of the polarizibility of the neutral
(α), the charge of the ion (q), and the reduced mass (µ) of the ion and its collision partner.
k = 2piq
√
α
µ
(3.17)
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The relationship between the Langevin rate coefficient and the pressure broadening coefficient (γ), pressure
(P ), and mean time between collisions (τ) is given in Equation 3.18,[74]
1
τ
= nk = 2piγP, (3.18)
which can be combined with the ideal gas law and solved for the pressure broadening coefficient.
γ =
q
√
α
µ
kT
(3.19)
This linewidth is a half-width value, so one would expect ∆L = 2γP , resulting in a ∆L on the order of tens
of MHz, but Gao and coworkers required much larger values[30] as did the fits in the present work, indicating
that Equation 3.19 is insufficient. Using the Langevin model, the expected homogeneous linewidth in Gao’s
experiment (N+2 at a pressure of 10 Torr) would be 26 MHz; however, Gao’s reported homogeneous linewidth
is much larger, on the order of the Gaussian linewidth. The collisional process must not be well described by
the Langevin model, and there must be a different source for the homogeneous contribution to the linewidth.
In order to better understand the collisional environment that an ion in a positive column experiences,
we must start from basic principles. Let us begin by considering the equation of motion for ions in an electric
field, as described by Chen[75] and summarized by Civiˇs:[29]
µ
∂v
∂t
= qE − µ
τD
v, (3.20)
where the reduced mass of the ion and its collision partner is µ, v is the drift velocity, t is time, τD is the
mean time between momentum transfer or diffusion related collisions, q is charge and E is electric field
strength. The first term on the right hand side is the force of the electric field on a charged particle, and the
second term is analogous to a drag force linearly proportional to the speed of the charged particle. Solving
this equation of motion by assuming a constant electric field gives
v(t) =
qτD
µ
E(1− e−t/τD ) + v0e−t/τD (3.21)
where v0e
−t/τD is a collisional deceleration term indicating that as time increases, the initial velocity is less
significant. Likewise, as time increases the velocity approaches qτDµ E.
Equation 3.21 is a complete description of an ion’s speed, but it can be greatly simplified. Recall that
the relationship between drift velocity (v), ion mobility (K), and electric field strength (E) is given by
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Equation 3.1. As the timescale of the discharge is many orders larger than the timescale of molecular
collisions, the relevant time, t, is much greater than τD, and Equation 3.21 can be simplified to
v(t) ∼= qτD
µ
E. (3.22)
Comparison of Equation 3.22 to Equation 3.1 reveals that the ion mobility is
K ∼= qτD
µ
, (3.23)
which indicates that an estimate of the ion mobility can be made provided information about the mean time
between momentum transfer collisions can be determined.
However, τ from Equation 3.16 and τD from Equation 3.22 are not equivalent. The value τ is related to
an ion’s collisional cross section (σ(v¯)) at a mean speed (v¯) by τ = (nv¯σ(v¯))−1; whereas, τD is related to the
momentum transfer/diffusional cross section (QD) by τD = (nv¯QD)
−1. Here n is the number density and v¯
is the mean velocity. Both values of τ can be related through n and v¯:
τD =
σ
QD
τ. (3.24)
The definition of QD, as described by Mason and McDaniel,[68] is
QD ≡ 2pi
∫ pi
0
(1− cos θ)σ(θ, v¯) sin θ dθ (3.25)
where σ(θ, v¯) is the collisional cross section as a function of scattering angle, θ and mean relative speed of
the ion, v¯. Without detailed knowledge of the potential energy surface of a scattering event for a particular
ion-neutral pair, it is impossible to determine σ(θ, v¯). For simplicity, we make the assumption that the cross
section is only weakly dependent on the scattering angle such that σ(v¯) ≈ σ(θ, v¯). Using this assumption,
Equation 3.25 becomes
QD ≈ 2piσ
∫ pi
0
(1− cos θ) sin θ dθ = 4piσ. (3.26)
Combining Equation 3.24 and Equation 3.26, an approximate relation for τ and τD can be formulated:
τD ∼= τ
4pi
. (3.27)
This simple equation relates the spectroscopically observed linewidth from τ and Equation 3.16 to the ion
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mobility through τD and Equation 3.23. Simultaneously it provides an explanation of the large values of the
homogeneous linewidth with a simple model derived from the equation of motion presented in Equation 3.20.
The source of the homogeneous linewidth is the collisional enhancement due to the macroscopic motion of the
ions in the plasma. As the electric field drives the ions, collisions with neutrals create a drag force balancing
the electromagnetic force resulting in a fixed single velocity. The rate of these collisions is determined by
the diffusional cross section, which ultimately determines an ion’s mobility. This relationship allows us to
express the homogeneous full-width in terms of the ion mobility by
∆L =
q
4pi2 µ K(T, p)
. (3.28)
With a clear understanding of the homogeneous and inhomogeneous linewidths, the fitted values can be
used to infer information about the physical conditions and molecule being spectroscopically interrogated.
Application of Equation 3.15 results in a translational temperature of 209 ± 10 K. This is a reasonable
temperature and is in accord with previous estimates (200-400 K) of the temperature of liquid nitrogen
cooled discharges of molecular hydrogen.[76, 71] As the inhomogeneous linewidth is also mass dependent,
an analysis of many spectral lines could, in principle, be used to properly distinguish the relative masses of
carriers, assuming a Maxwellian velocity distribution. In this case, the mass resolution is 0.03 amu, which is
determined by propagating the linewidth error in Equation 3.15 using a fixed value for temperature. With
such a small mass resolution, VMS could be a very powerful tool for distinguishing spectral carriers in
chemically rich positive columns, which would be invaluable for assigning unknown spectra.
Using the homogeneous linewidth we can determine the ion mobility. The Langevin model linewidth is
estimated using the temperature and the polarizability of molecular hydrogen (0.787 A˚3 ± 5%).[77] This
results in a Langevin pressure broadened component equal to 14 ± 2 MHz. Just as in Gao’s measurements
of N+2 , this is a dramatic underestimate. With Equation 3.16, τ is determined to be 7.8 ± 0.3 × 10−10
s. With Equation 3.27, the value of τD is calculated to be 6.0 ± 0.2 × 10−11 s. This can be used with
Equation 3.23 to infer the ion mobility. The determination of reduced ion mobility assumes that the reading
of the pressure capacitance monometer is accurate to 5%, and it is calculated to be 12.5 ± 1.5 cm2 V−1 s−1
which agrees with the most recent literature value of 11.1 cm2 V−1 s−1 within 13% error.[78]
In this case it is fortunate that there is a large signal-to-noise ratio and the VMD (∼30%) is in a range
that allows for reasonable determination of the VMA (refer to Figure 3.4). This may not be the case in
all VMS experiments. Since the VMD is the ratio of the VMA to the linewidth there are only a limited
number of experimental parameters that can be adjusted to ensure a large VMD. The temperature can be
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reduced and the pressure decreased to minimize the linewidth, and the applied voltage to the electrodes
can be increased in order to increase the VMA. Nevertheless, the VMD may still prove too small for some
systems. Moving forward, caution is required to properly determine the fitted parameters. Determination
of fit parameters below a VMD of ∼20% becomes more challenging, and ultimately becomes an exercise in
futility. This is a direct consequence of how insensitive the contour of the lineshape becomes to changes in
VMD (refer to Figure 3.4).
The RMS value of the drift velocity (determined as 614 ± 16 m/s from Equation 3.4 and the VMA from
the fit) can be used to determine the RMS field strength using Equation 3.1, provided the ion mobility is
accurately known. Using the literature value, the RMS field strength is determined to be 4.8 ± 0.6 V/cm. If
one were to take the applied voltage and divide it by the distance between the electrodes, the resultant RMS
field strength would be 24 V/cm. Typically, the values in the positive column are an order of magnitude
lower,[73] and our inferred field strength of 4.8 V/cm is in accord with that rough estimate. The calculated
value of the ion mobility can be used in cases where the reduced ion mobility is not known. With this
method, the RMS field strength is determined to be 4.2 ± 0.2 V/cm, which is in reasonable agreement with
the other measurement.
3.4 Conclusions
In this work, we present a method for quantitatively fitting VMS lineshapes. This method relies on a detailed
examination of the slope of the center portion of the profile and the curvature near the edges of the lobes.
Additionally, we confirm that there is a large homogeneous component to the linewidth of VMS greater than
what can be explained by Langevin capture theory. This is attributed to the macroscopic movement of ions
at the drift speed and the resulting collisional enhancement. From the fit, the translational temperature,
transition intensity, ion mobility, and electric field strength are handily determined to reasonable uncertainty.
Together, these values are critical for the quantitative understanding of both the plasma environment and
the species being interrogated spectroscopically. This may help lead to better quantification of relative ion
populations, rotational and vibrational temperatures, mass identification of spectral carriers, and a better
understanding of the lineshapes of more complicated VMS experiments with additional layers of modulation.
As a final note, although this method is completely general to any VMS experiment, it does require high
data quality and that the VMD be appreciably sized. As the VMD value becomes smaller the task becomes
more challenging and requires higher signal-to-noise data.
So long as there is highly reproducible data with high signal-to-noise, it is expected that statistical errors,
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determined by scanning the same transition multiple times, will be on the same order as the estimated error
of fitted parameters. This might be an interesting endeavor for future experiments in addition to performing
the same analysis on different molecules to confirm the generality of this approach.
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Chapter 4
NICE-OHVMS Lineshapes
4.1 Introduction
The recent emergence of Noise Immune Cavity Enhanced Optical Heterodyne Velocity Modulation Spec-
troscopy (NICE-OHVMS) has opened up the field of sensitive, high precision spectroscopy of molecular
ions.[2, 25] It simultaneously addresses the weak signals, high noise, and congested spectra that create
many of the difficulties associated with molecular ion spectroscopy. NICE-OHVMS is the combination of
Noise Immune Cavity Enhanced Optical Heterodyne Molecular Spectroscopy (NICE-OHMS)[24] and Ve-
locity Modulation Spectroscopy (VMS)[17]. It combines the advantages of pathlength enhancement and
sensitivity from NICE-OHMS[24] with the ability to discriminate between ion and neutral signals resulting
in the most general, sensitive, ion specific approach to date.
This technique is simultaneously accurate and precise. It has been referenced to a frequency comb
resulting in kHz-level frequency accuracy, and the use of a high intensity light source results in optical
saturation, which produces Lamb dips in the spectra. These Lamb dips can been fit to measure the rest
frequencies of transitions with sub-MHz/MHz precision, resulting in typical relative uncertainties of ∼ 10−8−
10−9. NICE-OHVMS has been successfully employed to measure transition frequencies in H+3 , HCO
+, CH+5 ,
HeH+, and OH+.[26, 61, 63] The introduction of NICE-OHVMS as a frequency metrology tool shares a
similar origin to that of NICE-OHMS, originally developed for creating frequency standards.[24]. Later,
other investigators carefully modeled NICE-OHMS lineshapes[79, 80] in order to advance NICE-OHMS into
a robust analytical technique for trace gas detection.[46, 81] Likewise, characterization of the NICE-OHVMS
lineshapes will provide opportunities for further development of the technique.
One of the principal motivations for developing this spectroscopic approach is that ions pose additional
challenges to traditional spectroscopy as they often are produced in low abundance and highly interfering
chemical environments. Additionally, plasma sources used to generate ions often have a great deal of elec-
tronic noise. VMS has largely overcome these challenges. The ubiquitous use of the technique in the 1980s
and 1990s spurred the need to fully understand the modulated lineshape. The theory of VMS lineshapes
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was described by John Farley,[31] and attempts using that theoretical foundation to fit the VMS spectra
have been carried out by Gao et al.[30] Improved fit methods using Farley’s foundation are presented in
Chapter 3. The future of velocity modulation as a part of NICE-OHVMS requires a rigorous investigation
of the lineshapes in order to obtain more detailed information about the spectral carrier. With a proper un-
derstanding of the modulated lineshape, it may be possible to not only quantitatively detect ions at minute
concentrations, but also to gain information about the relaxation rates, improve the precision of a spectral
carrier’s mass, and infer the degree of optical saturation in a transition based on the relationship between
the dispersive and absorptive components of a transition.
The most simple, complete theory of lineshapes describes homogeneously and inhomogeneously broadened
spectral features as Lorentzian, Gaussian, or Voigt profiles. The choice of profile is completely dependent
on underlying dynamics within the analyte’s environment and the timescales of processes in the experiment.
Inherent to a spectral feature’s profile is the experimental methodology by which the feature is measured.
NICE-OHVMS is a technique that relies on two layers of modulation, which requires both complicated
methods for signal processing and a sophisticated understanding of the effects that the signal processing
produces on fundamental lineshapes.
NICE-OHVMS has been employed in an AC modulated positive column discharge at pressures that have
been traditionally believed to be dominantly Doppler broadened.[18, 31] The only two attempts at fitting
VMS type experiments used Voigt profiles, and attributed the anomalously large homogeneous linewidth to
pressure broadening.[29, 30] Chapter 3 demonstrated that there is a collisional enhancement in VMS exper-
iments and presented a simple model that can be used to relate the linewidth to the ion mobility. Because
both homogeneous and inhomogeneous broadening are pertinent processes, the pseudo-Voigt approximation
is used to model the fundamental lineshape (for more details refer to Chapter 3). For ease of reading, the
pseudo-Voigt is reprinted as Equation 4.1.
χabs(νd) = η(Labs(νd; ∆ν)) + (1− η)Gabs(νd; ∆ν) (4.1)
Equation 4.1 is written in terms of a detuning axis, i.e. νd = ν − ν0, where ν is the frequency and ν0 is the
transition frequency. The pseudo-Voigt is a linear combination of a Gaussian lineshape and a Lorentzian
lineshape given by Equations 4.2 and 4.3.
Labs(νd; ∆ν) =
2∆ν
pi(4ν2d + ∆ν
2)
(4.2)
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Gabs(νd; ∆ν) =
2
√
2 ln 2
∆ν
√
pi
e−(
2
√
ln 2 νd
∆ν )
2
(4.3)
The full-width at half-maximum, ∆ν, is same in both the Lorentzian and Gaussian components of the pseudo-
Voigt, and it is related to the homogenous linewidth, and inhomogeneous linewidth by the coefficient, η, in
Equation 4.1.
NICE-OHVMS is not only sensitive to absorption of light but also to dispersion which can be described
mathematically through the Kramers-Kronig relations.[82] Dispersion is detected at a phase angle that is
90◦ separated from the absorptive signal. The transform of the Voigt profile is not trivial so the use of the
pseudo-Voigt is particularly useful for dispersion. The individual transforms of the Gaussian and Lorentzian
cases are substituted for the absorption counterparts. In the case of a Gaussian absorption profile, the
dispersion relation can be written as[83]
Gdisp(νd; ∆ν) = −4
√
2 ln 2S
∆ν pi
e−(
2
√
2 ln 2 νd
∆ν )
2
∫ 2√2 ln 2 νd
∆ν
0
eu
2
du, (4.4)
which can also be simplified in terms of a prefactor and the Dawson function, D+, as
Gdisp(νd; ∆ν) = −4
√
2 ln 2
∆ν pi
D+(
2
√
2 ln 2 νd
∆ν
). (4.5)
The Dawson function is calculated numerically and is typically available as a tabulated function in a variety
of mathematical software suites.
Fortunately, the Lorentzian case has an analytical solution and is given by
Ldisp(νd; ∆ν) =
2∆ν νd
pi(4ν2d + ∆
2
ν)
. (4.6)
Ultimately, this means that the dispersion lineshape can be written as
χdisp(νd; ∆ν) = η(Ldisp(νd; ∆ν)) + (1− η)(Gdisp(νd; ∆ν)). (4.7)
Together, Equation 4.1 and Equation 4.7 describe the fundamental lineshape that is present in the discharge.
After understanding the fundamental lineshape, we must consider the effect of the two layers of modu-
lation on the recorded transition profile. Frequency modulation in the small modulation limit results in a
laser spectrum triplet, i.e. a carrier frequency and two sidebands spaced at the modulation frequency (νH).
These sidebands are 180◦ out-of-phase with each other. The absorption signal depends on the difference
between the beat amplitudes of the sidebands against the carrier. The dispersion signal is described as the
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dispersive contribution of each individual component of the triplet, but with the component of the carrier
contributing twice as much signal of the opposite phase. Mathematically, these can be written as
χH−abs(νd) = J0(β)J1(β)
2F
pi
{χabs(νd + νH)− χabs(νd − νH)} (4.8)
and
χH−disp(νd) = J0(β)J1(β)
2F
pi
{χdisp(νd − νH)− 2χdisp(νd)− χdisp(νd + νH)}. (4.9)
The product of the zeroth order and first order Bessel functions of the first kind, J0(β)J1(β), accounts for
the determination of the intensity of the beat notes from the unmodulated intensity. The argument β is the
modulation index. The factor 2Fpi accounts for the pathlength enhancement as a result of using an external
optical cavity.[24, 79]
Velocity modulation of the ion is the second type of modulation in the NICE-OHVMS technique. When
a discharge is ignited for the purpose of spectroscopically probing the AC positive column, it is typically
driven by a sinusoidal power supply.[31] A reasonable approximation of this behavior is that the transition
profile oscillates about the zero velocity frequency in a sinusoidal fashion. This is typically modeled by the
addition of a sinusoid to the rest transition frequency, i.e. by the transform
νd → νd(t) = νd + νvm cos 2pit (4.10)
where νvm is the velocity modulation amplitude, the maximum Doppler shift in a half cycle of the plasma.
The convention here is that t is the period normalized time to avoid miscellaneous factors of the plasma
driving frequency in the model. The range of t is −0.5 to +0.5. Equation 4.10 has been successfully used as
a part of the fit model in Chapter 3 and is expected to be applicable here as well.
This transform can be performed on any lineshape and is simple enough to consider in the case of single
pass spectroscopy, uni-directional cavities, and uni-directional multi-pass cells. However, it is not a sufficient
descriptor for bi-directional cavities, such as the symmetric two mirror cavity used in NICE-OHVMS. The
transform becomes more complex because forward- and counter-propagating beams alternatively measure
red and blue shifted transition profiles. When the the forward-propagating beam measures an ion that is red-
shifted, the counter-propagating beam measures an ion that is blue-shifted. To account for this phenomenon,
the transform must be rewritten as
χ(νd)→ χ(νd(t)) = χ(νd + νvm cos(2pit)) + χ(νd − νvm cos(2pit)) (4.11)
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where χ is any generic transition profile.
Using phase sensitive detection, such as a lock-in amplifier, the Fourier coefficient of interest can extracted
from the time dependent signal. In the case of the uni-directional cavity or multipass configuration, the odd
and even components of the first Fourier coefficient represent the in-phase and quadrature detection channels.
For a bi-directional cavity, the second Fourier coefficient encodes the relevant velocity information.[21] The
formulae used to calculate the nth even and odd Fourier coefficients of interest from a lock-in amplifier are
Fn,even(χ) =
∫ +0.5
−0.5
χ(νd(t)) cos(2npit) dt (4.12)
Fn,odd(χ) =
∫ +0.5
−0.5
χ(νd(t)) sin(2npit) dt (4.13)
Again, χ is any lineshape after either of the transforms in Equations 4.10 or 4.11 have been applied. In the
case of NICE-OHVMS in a bi-directional cavity, it is Equations 4.8 (absorption) and 4.9 (dispersion) that
have the transform in Equation 4.11 applied, which have their second Fourier coefficient measured as the
observed lineshape.
Ultimately, it is Equations 4.12 and 4.13 which represent the final detected waveform, but that is not a
complete view. There is also concentration modulation to be considered. During a cycle through the plasma,
as the voltage increases and decreases, so too can the total population of the ions. To attempt to account for
this, a concentration modulation depth, α, is defined as the fractional quantity of the ion population that
recombines with electrons during a half cycle of the plasma. This leads to a time dependent line intensity
factor, A(t), which must have a functional form that is twice the period of the voltage source driving the
plasma, and the functional form must exist in the range of 0 to 1 inclusive. A simple functional form that
is used in this work is
A(t) = (1− α) + α cos2(2pit+ φ). (4.14)
It is been previously demonstrated that there is a phase delay between concentration modulation and the
velocity modulation within the plasma, and the term, φ, accounts for this delay.[21]. This functional form was
chosen because it fulfills the requirements and is a simple, reasonable approximation for the time dependent
production and destruction of ions.
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4.2 Experiment and Methodology
4.2.1 Experiment
The NICE-OHVMS spectrometer used in this work has been described before by Crabtree et al. and Siller et
al.[2, 35] It will not be described in great detail; rather, a general overview will be given to explain the basic
equipment and layout of the instrument. The light source is an optical parametric oscillator (OPO, Aculight
Argos 2400 SF, C Module), which is pumped by a fiber amplified (IPG Photonics YAR-10 K-1064-LP-SF)
ytterbium doped fiber laser (Koheras Adjustik Y-10). Before the fiber amplifier, the fiber laser is phase
modulated by an electro-optic modulator (EOSPACE PM-0K5-00-PFU-PFU-106-S) to produce sidebands
which are imprinted onto the mid-IR idler in the OPO. The frequencies of the pump and signal beams
from the OPO head are used to infer the mid-infrared frequency, and are measured either with a wavemeter
(Burleigh WA-1500) or a frequency comb (Menlo Systems FC-1500, 100 MHz repetition rate) for higher
accuracy work.
The idler beam is shaped by a telescope and coupled into a symmetric external optical cavity comprised
of two mirrors(99% reflective, silicon substrate 1m radius of curvature, Rocky Mountain Instruments) and
resonance is maintained with PDH locking. Within the optical cavity, a liquid nitrogen cooled positive
column discharge cell is placed. An arbitrary waveform generator sends a sine wave to an audio amplifier
(Techron 7780) to produce a high current, low voltage signal, which is stepped up with a transformer. The
the secondary line of the transformer is attached to the electrodes on the discharge cell. Light that is exiting
the optical cavity is detected with a fast photodiode (Boston Electronics Vigo PVM-10.6-1x1). Two mixers,
90 degrees out of phase with each other, demodulate the heterodyne signal and then two lock-in amplifiers
are used to extract the velocity modulation information from the signal. The R(1,0) fundamental transition
of H+3 is recorded a single time at a pressure of 140 mTorr of H2 using the wavemeter as a frequency reference.
4.2.2 Methodology
One of the challenges of working with two layers of modulation is understanding and accounting for the
different phase angles that complicate the recorded signal. There is the heterodyne detection angle that
determines whether the signal from a mixer is pure absorption, pure dispersion, or a blend. Also, there is
a velocity modulation angle that determines whether the signal is in-phase with the velocity modulation
signal, or whether it is recording a projection of the concentration modulation signal. The concentration
modulation also has a phase angle that is relative to the velocity modulation signal. These three angles
thwarted many early attempts at proper fitting, but there are ways to mitigate the problems associated with
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bad angle selection.
The heterodyne angle can be set prior to a scan by maximizing the amplitude of some residual amplitude
modulation (RAM). After the data are collected, close examination of the Lamb dips and the concentration
modulation portion of the signal can be performed to confirm the isolation of absorption and dispersion.
The Lamb dips must be fit as described previously and the heterodyne angle is a parameter of that fit.[2, 26]
Examination of the wings of the transition should be used to additionally confirm the absorption/dispersion
isolation. The dispersion wings in ordinary NICE-OHMS contain an additional lobe. The concentration
modulated signal from NICE-OHVMS is the same lineshape. Figures 4.1 and 4.2 illustrate the differences.
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Figure 4.1: Absorption measurement of the R(1,0) transition of H+3 . The red trace is the X channel of the
lock-in amplifier and the blue trace is the Y channel, which is separated by 90◦. The flat wing is indicative
of absorption. The sharp discontinuities are artifacts of cavity re-locking events.
The velocity modulation angle is more challenging to properly isolate. Attempts have been made to measure
the phase difference between the primary and secondary transformer lines to determine the phase shift of
the voltage step-up process; however, these efforts did not result in adequate identification of the velocity
phase. As the concentration modulation phase is set relative to the velocity modulation phase, this further
complicates fitting efforts. To sidestep these velocity modulation phase related issues, the magnitudes of the
absorption and dispersion signals are considered instead. Using the magnitude of the X and Y channels of
a lock-in amplifier means that the model developed in Section 4.1, assuming the detection is at twice the
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Figure 4.2: Dispersion measurement of the R(1,0) transition of H+3 . The red trace is the X channel of the
lock-in amplifier and the blue trace is the Y channel, which is separated by 90◦. The lobed wing is indicative
of absorption. The sharp discontinuities are artifacts of cavity re-locking events.
driving plasma frequency, must take the form:
χNO−mag(νd;S, α,∆L,∆G, νvm, y0) =√(
S
∫ +0.5
−0.5
A(t)χH(νd, t) cos(4pit) dt
)2
+
(
S
∫ +0.5
−0.5
A(t)χH(νd, t) sin(4pit) dt
)2
+ y0. (4.15)
The fitting parameters are the concentration modulation depth (α, from Equation 4.14), the line strength
(S), the homogeneous linewidth (∆L, see Chapter 3), the inhomogeneous linewidth (∆G, see Chapter 3),
the velocity modulation amplitude (νvm, from Equation 4.11), and the y-offset (y0). The lineshape χH can
be either χH−abs or χH−disp depending on whichever type of data are being fit.
One additional complication is that the Lamb dips are very large for all observed NICE-OHVMS scans,[2,
26, 61, 62, 63] and they must be simulated on top of the lineshape to properly fit the transition profile. The
Lamb dip fitting approach presented by Crabtree et al.[2] and Hodges et al.[26] must be performed on any
recorded Lamb dips in data to be fit, and the parameters returned from that fit are used to simulate the
Lamb dips via addition to the functions that are used in the fitting routine.
The fitting routine is custom software written in python3, which makes extensive use of the numpy
and scipy modules for numerical integration and useful functions. The integrals in Equation 4.15 are
solved numerically by the trapezoidal rule with the trapz function from numpy. The non-linear least-squares
algorithm is the Levenburg-Marquardt method from the scipy.optimize module. A pair of two-dimensional
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arrays are populated by determining the value of the integrands in Equation 4.15 as a function of frequency
along one axis and a function of period-normalized time on the other axis. Integration is performed over
the time axis resulting in a one dimensional array containing the lineshape. The time-step of 0.04 fractional
periods was chosen as a compromise between the time required to complete the integration and achieve
reasonable accuracy in the lineshape. The pseudo-Voigt and numerical integration result in about 2%
increase in uncertainty, 1% from the pseudo-Voigt and an additional 1% as numerical error.
4.3 Results and Analysis
A single scan of the R(1,0) transition was recorded with the absorption separated from the dispersion by
the method described in Section 4.2.2. The Lamb dips were fit according to the methods presented in
previous work.[2, 26] Figure 4.3 shows the X and Y channels from the lock-in amplifier which corresponds
to absorption. The quality of the Lamb dip fit is not ideal, as the residuals represent ∼14% of the Lamb dip
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Figure 4.3: Fit of the absorption Lamb dips.
signal. Nevertheless, the rough characteristics of the Lamb dips are captured. The parameters that were
determined by the fit can be used to simulate the Lamb dips in the fitting routine. It should also be noted
that there appears to be a strong cubic component to the background in Figure 4.3, which means that the
background free simulation may perform poorly on the edges of the Lamb dip. The lower quality of this fit
will likely cause the Doppler fit to suffer in the accuracy of its determined parameters.
After the Lamb dip fit is recorded, the magnitude of the X and Y channels are determined by the standard
formula: R =
√
X2 + Y 2. The only parameter held constant for the fit is the y-offset. Initial attempts to
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float the baseline resulted in negative values for the baseline, which should be impossible. The magnitude
cannot be negative. Because the magnitude of the lineshape is even, there must be adequate baseline to
properly determine the y-offset, and it is possible there is insufficient baseline to fit the baseline. By holding
the baseline constant at the fixed value the shorter baseline is less likely to cause convergence problems.
The initial guesses for most of the parameters are not particularly sensitive to the exact value though it
is likely important to estimate the velocity modulation amplitude in the same way as presented in Chapter
3. This estimation is made by approximating the ion mobility and electric field of the of the discharge. The
product of those two parameters give the ion drift velocity, which can be converted to a Doppler shift and
used as an initial guess for the velocity modulation amplitude. The results of the fit to absorption data
are presented in Figure 4.4. It is clear that the fit is not perfect. There are many possible reasons for an
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Figure 4.4: Fit of the complete Doppler profile using the parameters from the Lamb dip depth to simulate
the large Lamb dip features in the middle of the spectrum.
imperfect fit in this case. The most significant contributor to the imperfections in the fit is probably the low
quality Lamb dip fit. Improving that will certainly improve the linewidth determination, and probably the
velocity modulation amplitude as well. These parameters should be improved because they are particularly
sensitive to the interior slopes of the two lobes. Another concern is the presence of large discontinuities
that occur during re-locking events. As the piezoelectric transducer sweeps the cavity back to the starting
length, there is probably a mismatch in the heterodyne to the free spectral range, which results in residual
amplitude modulation (RAM). RAM decreases the quality of the absorption measurement. DeVoe-Brewer
locking, which would lock the free spectral range to the cavity length, would minimize the RAM that results
from changing the length of the cavity. There may also be some incomplete isolation of dispersion from
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absorption, which means that the underlying lineshape model is not an exact descriptor; however, that has
been addressed as well as can be done within the current experimental limitations. One final source of error
that can be introduced is bad parameters as a result of fixing the y-offset. By holding the y-offset at a
fixed value some error may be introduced in the linewidth determination. For instance, if the y-offset was
too large, it would underestimate the linewidth. If the y-offset were too small the opposite would be true.
Despite these difficulties, the fit still provides useful data. The parameters returned from the fit are reported
in Table 4.1. All of the parameters except the linecenter are subject to an additional 2% uncertainty for
convergence errors and pseudo-Voigt errors so the final values of those parameters are reported in Table 4.2.
The concentration modulation is found to be effectively 1, which is consistent with the notion that the
Table 4.1: Fit parameters and fit uncertainties from the R(1,0) transition of H+3 fit by NICE-OHVMS.
Parameter Symbol Value Error
Conc. Mod. Depth α 1 1×10−57
Intensity S 0.405 V 0.007 V
Linecenter ν0 2725.89919 cm
−1 0.00002 cm−11
Homogeneous Linewidth ∆L 0.0054 cm
−1 0.0004 cm−1
Inhomogeneous Linewidth ∆G 0.0121 cm
−1 0.0002 cm−1
Modulation Amplitude νma 0.00635 cm
−1 0.00002 cm−1
Table 4.2: Fit parameters and with total uncertainties from the R(1,0) transition of H+3 fit by NICE-OHVMS.
This includes the 2% error from the approximation methods.
Parameter Symbol Value Error
Conc. Mod. Depth α 1 0.02
Intensity S 0.41 V 0.02 V
Homogeneous Linewidth ∆L 0.0054 cm
−1 0.0005 cm−1
Inhomogeneous Linewidth ∆G 0.0121 cm
−1 0.0004 cm−1
Modulation Amplitude νma 0.00635 cm
−1 0.0001 cm−1
molecular ions that are formed are completely destroyed when the driving voltage crosses zero. The absolute
intensity is determined with a total error of approximately 5%, which is very good and may present an
opportunity to determine ion population in that state, assuming that the concentration modulation model is
an adequate functional description of the process. Furthermore, this can be used to determine the saturation
parameter which is discussed in Chapter 5.
The linecenter is well determined (though not accurate due to the limitations of wavemeter calibration)
and comparison of the Doppler fitted line center to that of the Lamb dips provides an interesting opportunity
to determine the asymmetry in drift velocity. This method works because the Lamb dips are symmetrically
spaced about the transition center, and the Doppler profile is shifted if the average velocity is not zero. The
1This is not the total uncertainty of the transition frequency. This is merely the uncertainty associated with the fit. For an
accurate value for the linecenter, see Hodges et al.[26]
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difference in values between the lineshapes is about 4 MHz, which is consistent with a 15 m/s asymmetry.
This measurement is in accord with the previous estimates.[35]
The inhomogeneous linewidth is well determined and can be used calculate the translational temperature,
which is 115 ± 8 K. This is a reasonable value as the discharge cell is cooled with liquid nitrogen, and the
gas is at low pressure. The homogeneous linewidth is also well determined. Using the methods developed
in Chapter 3, the reduced ion mobility can be estimated to be 16 ± 3 cm2 V−1 s−1. This is not consistent
with the literature value of 11.1 cm2 V−1 s−1.[78] However, inspection of the fit in Figure 4.4 suggests
that the homogenous linewidth is underestimated, which would overestimate the ion mobility. The velocity
modulation amplitude can be used to determine the RMS drift velocity, 490 ± 16 m/s, and the value of the
RMS axial electric field using the literature value of the ion mobility, 1.9 ± 0.3 V/cm.
4.4 Conclusions and Future Work
We have successfully demonstrated the first fit to a NICE-OHVMS absorption Doppler profile. Despite it
not being perfect, it represents a tangible step forward in describing the complex lineshapes and expanding
the abilities of the NICE-OHVMS technique outside the realm of precision frequency measurement. The
NICE-OHVMS data have been used to adequately describe the physical environment of the discharge.
There are two areas that need to be addressed to further advance this method. First a dispersion lineshape
must be fit. The relative intensities of the absorption to the dispersion measurement of a transition can be
used to infer the saturation parameter and provide wide new avenues of investigation. Second, there are
some obvious problems with the Lamb dip fitting routine, and they must be addressed. The Lamb dips are
very complicated. They are off-center on the Doppler profile, which may lead to asymmetric depths on either
side of the transition center. They are very wide and not resolved, and they are concentration modulated.
There is much more to learn from the Lamb dips. With further investigation better approaches to fitting
Lamb dips will improve the ability to fit Doppler profiles.
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Chapter 5
Saturation Spectroscopy
5.1 Introduction
Saturation of optical transitions is a non-linear response of an absorbing medium to the intensity of the
light, i.e. the number of absorbers in a material is not linear with intensity. For most traditional types
of spectroscopy, saturation presents an undesirable complexity. For analytical purposes, it can lead to an
underestimate of the quantity of the analyte present in the sample. Any measurements that rely on this
linearity will also be made more difficult; for example, any estimate of temperature by a Boltzmann analysis
should ideally be performed in non-saturated media.
However, saturation spectroscopy has seen wide-spread success in the field of frequency standards and
high precision spectroscopy.[24, 26, 34, 84, 85] Small spectral features in counter-propagating pump-probe
experiments can be fit provided the frequency calibration is adequate. Nevertheless, the utility of saturation
spectroscopy is not limited to frequency measurements. Saturation spectroscopy provides access to informa-
tion about the transition dipole moment and the relaxation rate of the dipole, which may be used to gain
insight into the relaxation rates and relaxation mechanisms for an absorber in a particular physical environ-
ment. For example, CH+5 is a highly fluxional molecule, which has evaded spectral assignment. The first
spectrum was recorded in 1999,[14] and it remains unassigned today. There has been substantial theoretical
work to understand the molecule, but ab initio calculations are difficult.[50, 51, 52, 53, 54, 56, 57] Likely
the best calculation is by Wang and Carrington which is limited to only the vibrational energy levels.[55]
Recently, the Schlemmer group has made high precision frequency measurements of the CH+5 infrared spec-
trum at 4 K and 10 K.[15] In this experiment, they create a combination difference spectrum by subtracting
all possible pairs of transitions and binning them together. As coincidences rose out of the noise, they
were attributed to rotational energy level spacings by noting whether a combination was observed at the
lower temperature or the higher temperature. This approach is purely statistical and would be dramati-
cally improved if saturation spectroscopy was used instead. Saturation spectroscopy would provide access
to invaluable information about the transition dipole, which would be useful in the efforts to assign the
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Figure 5.1: A diagram of a four-line combination difference. The image depicts a set of four transitions
(labeled A through D) between energy levels 1 through 4. The difference in energy between A and B results
in the energy level spacing between 1 and 2. This is also true for C and D. When the transitions are not
assigned, pairs of these transitions that return the same energy difference likely result in a real energy level
spacing.
transitions.
In contrast to the coincidence spectrum approach, another method is to use four-line combination dif-
ferences. Figure 5.1 demonstrates how four independent transitions can be used to gain information about
energy level spacings. Four line combination differences rely on a pair of transitions that share an energy
level. For example, the transitions labeled A and B share level 3. The difference in energy between A and
B is the energy level spacing between 1 and 2. Because C and D also share an upstairs level (number 4),
and they share the same original levels as A and B, they can also be used to calculate the energy level
spacing between 1 and 2. The energy spacing between 3 and 4 can be calculated by the difference of the
pairs A-C and B-D. Without a priori knowledge of the transition assignment, a single combination difference
cannot be trusted to determine a single energy level. Any two transitions can be subtracted from each other.
With a pair of combination differences there is greater confidence that the energy level spacing is real. The
limitation of this approach is that it requires incredibly small uncertainties to avoid false positives, which
may be challenging due to the unusually high density of states within CH+5 .
With a four-line combination difference analysis, information about the transition dipole can be used
to rule out false positives. If we can normalize the intensities of the observed transitions by a measured
dipole, then we determine the product of the of the energy level’s degeneracy and the Boltzmann factor of
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that state, assuming thermal equilibrium. The product of the degeneracy and the Boltzmann factor is a
unique identifier for any given energy level. Assuming that the uncertainties are sufficiently small on these
determined parameters, they can be used in concert with combination differences to rule out false positives.
However, before we can determine any information about the transition dipole, we must understand how
the degree of saturation affects the lineshape.
When light, resonant with an allowed transition, interacts with an ensemble of molecules, there are
two processes that can occur. A photon can be absorbed and the molecule can be promoted to a higher
energy quantum state, or a photon can stimulate emission of a second photon resulting in a demotion to a
lower energy quantum level. The probability of absorption versus emission is proportional to the number of
molecules in each state. As the number of photons that interact with the ensemble increase, more molecules
are promoted to the higher energy level, which means that stimulated emission becomes more probable.
This means that as the intensity of the light is increased, the ensemble becomes transparent to the light, i.e.
it is equally likely that a photon is absorbed or stimulates an emission.
In order to quantitatively understand saturation (non-linear absorption), master equations describing a
two-level system are constructed which account for the absorption, emission, and relaxation.[86, 87] The
results from steady-state solutions are incredibly useful for determining the effect of saturation on linewidth
and absorption coefficient. Ultimately, the relevant parameter defined by solutions to master equations is
S, called the saturation parameter.[86] It is defined in Equation 5.1.
S(ω) =
2σ(ω)I(ω)
h¯ωΓ
(5.1)
The parameters in Equation 5.1 are intensity (I), transition cross section (σ), angular frequency (ω), and
relaxation rate (Γ). The processes that contribute to Γ are completely dependent on the particular system of
interest and the experimental configuration. For homogeneously broadened lines, the absorption coefficient
(α(ω)) of the line, and therefore the lineshape, is governed by Equation 5.2 which is derived by Demtro¨der.[86]
α(ω) =
α0(ω)
1 + S(ω)
(5.2)
The unsaturated absorption coefficient, α0, is effectively scaled by the saturation parameter. This equation
succinctly captures the transparency behavior of a saturated transition. As the saturation parameter ap-
proaches infinity, the absorption coefficient approaches zero. Scaling the absorption depth however is not
the only pertinent effect of saturation on homogeneously broadened transitions. It also broadens them. This
is referred to as power broadening. This arises as a result of driving oscillations of the population between
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the two levels and shortening their lifetimes. Functionally this takes the form
γs = γ
√
1 + S0 (5.3)
where S0 = S(ω0) is the saturation parameter at the resonance frequency of the transition, γs is the
saturation linewidth, and γ is the unsaturated linewidth.
The case for an inhomogeneously broadened line is also derived by Demtro¨der.[87]. The absorption
coefficient is given by Equation 5.4 as
α(ω) =
α0(ω)√
1 + S0
. (5.4)
Similar to the homogeneously broadened case, the absorption coefficient is reduced to zero as the saturation
parameter goes to infinity. As a result of there being no additional broadening mechanisms in the inhomoge-
neous case, the transition profile shape is only attenuated by a fixed amount that is determined by the value
of the saturation parameter on resonance (S0). There is no change in the linewidth as a result of saturation
for inhomogeneous broadening. A simple way to conceptualize why there is no additional broadening is
to consider Doppler broadening. When a molecule absorbs a photon there is only a very small change in
momentum. Given the speeds that these species are traveling, absorption only minimally affects the overall
momentum distribution. Therefore, there is no large change in the inhomogenous linewidth of the molecules.
This is especially true when considering that the molecules are in thermal contact with some other part of
the experimental apparatus.
These equations represent the simplest, textbook scenarios for saturation, but with techniques such as
NICE-OHMS and NICE-OHVMS which rely on frequency modulation, extra care must be given to properly
describe the recorded signal and how it depends on the saturation parameter. A complete description of the
NICE-OHMS lineshapes was published in 2007 and describes both the absorption and the dispersion signals
that are detected by this technique.[79] NICE-OHMS is a frequency modulation technique, so the detected
signal is generated by recording the difference in beat note amplitude for absorption, and the relative phase
shift of each component of the fm-triplet for dispersion. The unsaturated signal from absorption is
Sabs = η
2F
pi
J0(β)J1(β)P0αL[χabs(νd − νH)− χabs(νd + νH)]. (5.5)
The absorption coefficient (α), initial power (P0), interaction length (L), finesse (F ), and instrument gain (η)
are used to calibrate the intensity of the absorption. The product of Bessel functions (J0(β)J1(β)) converts
the carrier power into a beat note power. The transition profile (χabs) is a Voigt profile with a frequency
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detuning axis (νd). The recorded signal is a superposition of two out-of-phase transition profiles offset by
plus and minus the heterodyne modulation frequency (νH). Similarly, the detected dispersion signal is given
by
Sdisp = η
2F
pi
J0(β)J1(β)P0αL[χdisp(νd − νH)− 2χdisp(νd) + χdisp(νd + νH)]. (5.6)
There are two major differences between absorption and dispersion. The first is the sensitivity of dispersion
to the carrier portion of the triplet, which is represented by the term: −2χdisp(νd). The second is that χdisp
is the Kramers-Kronig transform of χabs.
The effect of saturation on the transition profile was presented for the NICE-OHMS case by Ma et al.[80]
The carrier and two sidebands have three individual intensities and are responsible for recording different
parts of the transition profile, they must be considered individually. As such, the saturation parameter for
the jth component of the triplet (Gj) is written as
Gj =
2µ2I
3c0h¯
2Γ2
J2j (β) (5.7)
where µ is the transition dipole moment, c is the speed of light, and 0 is the permittivity of free space.
This is effectively equivalent to Equation 5.1 multiplied by the appropriate Bessel function to account for
the intensity of the sideband. Together, this means that Equations 5.5 and 5.6 must now be written as
Sabs = η
2F
pi
J0(β)J1(β)P0αL[χ
sat
abs(νd − νH , G−1)− χsatabs(νd + νH , G1)] (5.8)
and
Sdisp = η
2F
pi
J0(β)J1(β)P0αL[χ
sat
disp(νd − νH , G−1)− 2χsatdisp(νd, G0) + χsatdisp(νd + νH , G1)] (5.9)
respectively, where
χsatabs =
1√
1 +Gj
χabs (5.10)
and
χsatdisp = χdisp. (5.11)
The important result by Ma et al. is that only the intensity of absorption is reduced by saturation but that
is not the case in dispersion.[80] This can be deceptive though because power broadening is still a factor in
the lineshape. The two components in absorption are governed by the same value of saturation parameter,
G±1 but in dispersion, the homogenous linewidth of the central component must be wider than the two
sideband components because G0 > G±1.
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Equations 5.8 and 5.9 are a complete description of the NICE-OHMS Doppler broadened lineshape, but
they do not form a complete summary of all the processes that occur in a saturation experiment. By using a
cavity enhanced technique, the counter-propagating beams will act as a pump-probe experiment when they
probe molecules within the same velocity component of the Doppler profile. The effect of this experimental
configuration is an increase in the effective intensity. This will increase the saturation parameter for a given
velocity component. This burns a hole in the population of the lower level and is recorded as a Lamb dip
in the Doppler profile. The peak-to-peak signal of that Lamb dip can be used as a probe of the saturation
parameter. In the case of absorption the peak-to-peak signal is described by
δpp = α0
(
1√
1 + S
− 1√
1 + 2S
)
. (5.12)
In the case of weakly saturated transitions, the Lamb dips resulting from dispersion also follow this expression
divided by two.[88, 89] However, the Kramers-Kronig relations do not hold true under optically saturated
conditions so Axner et al. derived an expression specifically for dispersion:[89]
φpp =
α0
2
(
0.45S
1 + S
)
. (5.13)
These Lamb dip depths are derived using three important assumptions.[89] The first is that coherences
between the two excitations can be neglected. This means that the effect of the counter-propagating beams
are considered to be a superposition of two separate optical events, one contribution from each wave. The
second assumption is that the molecules interact with the average intracavity field. In other words, the
varying intensity along the z-axis of the cavity as a result of optical resonances are not important. This is
a good assumption due to the speed of the molecules being sufficiently large as to make the time it takes to
travel half a wavelength is shorter than the excitation/deexcitation rate. Finally, the system is assumed to
be in steady state which is justified because of the number of collisions molecules experience during traversal
of the laser beam.[89]
Together Equations 5.8, 5.9, 5.3, 5.7, 5.12, and 5.13 describe NICE-OHMS saturation. The case for
NICE-OHVMS is no different. NICE-OHVMS is identical to NICE-OHMS except that it incorporates an
additional layer of modulation. Essentially, these equations are still applicable. One complication is that the
recorded Lamb dips in NICE-OHVMS are concentration modulated. However, the contour of the lineshape
is not expected to change but the intensity may change as a result of concentration modulation. So long as
it is not dependent on the optical power, which seems unlikely, the only limitation will be that exact values
of the absorption coefficient cannot readily be determined.
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5.2 Proposed Experiment
The goal of this experiment is straightforward; the validity of the saturation models for NICE-OHMS need to
be confirmed for NICE-OHVMS. Then with confirmation, several transitions with known transition dipole
moments should be measured at different power levels. There are several parameters that need to be carefully
measured and controlled throughout the experiment. The instrument gain must be correctly determined in
order to properly calibrate the intensity axis. The finesse and coupling efficiency are also to be determined
in order to determine the intracavity power. Because the intracavity power must be known, it is necessary
to measure the power incident on the cavity. Also, the modulation index, β, needs to be measured before
the work can proceed.
The choice of target is clear, H+3 . It is the simplest molecule that can be generated in a AC modulated
positive column. It only requires hydrogen in the discharge. Due to the simple set of chemical reactions that
generate H+3 , it is created in large abundances. From the standpoint of fundamental physics, a great deal is
known about it, including the transition dipole moment for each transition in the fundamental band.[39, 90]
For a given transition with known transition dipole moment, a scan should be performed at many different
laser intensities. This can be accomplished by either reducing the power incident on the cavity, by spoiling
the finesse, or by spoiling the coupling efficiency. Given the available equipment,[2, 26] a combination of
the three approaches may need to be performed to adequately sample different saturation parameters. It
is necessary to calibrate the frequency axis due to the large hysteresis in the piezoelectric transducer that
stretches the fiber to scan the seed laser, in order to ensure a linear axis.
This process is repeated for several transitions. Strong transitions with high signal-to-noise ratios for
Lamb dips are R(1,0), R(1,1)u, and R(3,0), therefore they will make the best targets.
5.3 Expected Results
After recording all of the required spectra, each must be fit to the Doppler profile model described in Chapter
4. The Lamb dips must be fit as has been previously demonstrated.[2, 26] After the fitted parameters are
obtained, they may be used to determine the saturation power. The saturation power is defined by its
relation to the saturation parameter,
S =
P
Psat
. (5.14)
Acquiring spectra at different intracavity powers allows us to calculate the saturation power, which is pro-
portional to the squared ratio of the transition dipole moment to the relaxation rate. Accessing that ratio
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is the primary goal of this proposed work, and it is convenient to combine all the parameters that define the
saturation parameter but power into a single term, Psat. This encodes all the relevant molecular information
including the transition dipole moment.
I propose three different approaches to try to determine the saturation power. The first uses the transition
intensities of the absorption and dispersion signals; the ratio of the absorption intensity to the dispersion
intensity can be used to determine the saturation parameter. The second method that can be used is to
measure the Lamb dip peak-to-peak values. The absorption and dispersion intensities of the Lamb dips follow
unique trends as a function of saturation parameter. Together, they can be used to adequately determine
saturation power. The final approach is to examine the ratio of the power broadened homogeneous linewidth
measured by the central component of the dispersion Doppler profile to the power broadened homogeneous
linewidth of one of the components measured by the sidebands.
Regardless of the method used, the known values of the transition dipole moment should be used to
determine how strong the state specific contribution to the relaxation rate is. In an environment with many
collisions, such as velocity modulation spectroscopy (VMS), it may be that there is a relatively flat relaxation
rate determined by the collisional environment.
5.3.1 Determination of Saturation Parameter by Doppler Height
By extracting the fitted intensity from the absorption signal and comparing it to the intensity of one of
the sideband components from the dispersion signal, the saturation parameter for a given power can be
determined. After plotting the ratio of the intensity against the intracavity power, a fit can be performed
with the function
y =
1√
1 + kP
. (5.15)
Only one parameter is floated, k, which is the inverse of the saturation power (P−1sat). P is the intracavity
power. Examples of the expected trend are displayed in Figure 5.2. As k is increased, the curve becomes
deeper, and the transition becomes transparent more rapidly. This relationship relies on the dispersion
transition intensity not changing as a function of optical power. To extract the ratio of the transition dipole
from the inverse saturation power, k, we must use this relation:
k =
3c0h¯
2(pir20)
2Jj(β)2
Γ2
µ2
(5.16)
To derive this equation, two additional assumptions are made. The first is that the beam cross section is
circular, and the second is that the column of light in the cavity is described by a cylinder of radius equal
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Figure 5.2: The ratio of the absorption transition intensity to the dispersion transition intensity plotted as a
function of power (in arbitrary units). Different saturation powers are displayed. At no optical power, there
is no saturation, and as the power is increased infinitely, the transition becomes transparent. As the value
of k is increased the ratio approaches zero.
to the beam waist (r0). Equation 5.16 is derived by combining Equation 5.14 with Equation 5.7 and solving
for k. The main challenges of this approach are ensuring the quality of the fits is adequate. It should
be relatively insensitive to systematic errors in estimates of any other fit parameters so long as both the
absorption and the dispersion fits return the same values. The precision of the fits should be the limiting
uncertainty in the determination of saturation power.
5.3.2 Determination of Saturation Parameter by Lamb Dip Depth
The determination of the saturation power by estimating the Lamb dip depth is the second approach. The
approach is similar. The scans must be fit, and the Lamb dip peak-to-peak must be plotted as a function
of the power. In this case, absorption and dispersion are treated separately. The fitting expression for
absorption is
y = A
(
1√
1 + kP
− 1√
1 + 2kP
)
. (5.17)
Though this fit is a two parameter fit, it should be well determined, provided there are sufficient data. The
expected trends are displayed in Figure 5.3. As the inverse of the saturation power (k) is increased, the
peak depth that can be achieved is shifted to lower intracavity powers. The same assessment should then
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Figure 5.3: Absorption Lamb dip depth as a function of power (in arbitrary units). The maximum depth
a Lamb dip can achieve is ∼ 0.1325α0. The power required to achieve maximum depth depends on the
saturation power. Smaller saturation powers (greater values of k) cause the trend to peak at lower intracavity
powers.
be performed with the dispersion data. In that case, the fit equation is
y = A
(
0.45kP
1 + kP
)
. (5.18)
The expected trends for the dispersion data are displayed in Figure 5.4. In the case of dispersion, decreasing
the saturation power causes the peak-to-peak signal of the Lamb dip to approach the asymptote more rapidly.
For either case, the ratio of the dipole to the relaxation rate is determined by the fitted value of k. One
advantage to this approach is that the two trends can be simultaneously fit with shared A and k values.
Simultaneous fitting would provide additional precision on the determined values. A possible drawback is
that the fitted Lamb dips, as demonstrated up to this point by experiment, are not resolved, which may
provide some uncertainty in the fitted parameter. As in the Doppler broadened case, if those errors are
predominantly systematic in the same way, only the magnitude of A should be affected as the curvature of
the fit would not be affected. The curvature is what determines k.
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Figure 5.4: Dispersion Lamb dip peak-to-peak as a function of power (in arbitrary units). The dispersion
never achieves a maximum and instead asymptotically approaches 0.45α0/2. Decreasing the saturation power
(increasing the value of k) causes the peak-to-peak signal to approach it’s maximum value more rapidly.
5.3.3 Determination of Saturation Parameter by Dispersion Linewidth
Broadening
The final proposed method for determining the saturation parameter is accomplished by only examining
dispersion data. Equation 5.9 shows that there are three Doppler components whose individual degrees
of saturation derive from which component of the triplet is sampling the lineshape. The sidebands have
a saturation parameter G1; whereas, the central component has a saturation parameter G0. Equation 5.3
shows that the amount of homogeneous line broadening increases with increasing saturation parameter. We
can write an equation for the ratio of of linewidths that depends on the saturation parameters,
γs0
γs1
=
γ
√
1 +G0
γ
√
1 +G1
. (5.19)
The only difference between G0 and G1 is that the first is S multiplied by J0(β)
2 and the second is S
multiplied by J1(β)
2. This means that we can rewrite the Equation 5.19 as
γs0
γs1
=
√
1 + SJ0(β)2√
1 + SJ1(β)2
. (5.20)
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Solving for S and defining the ratio of power broadened lines as ρ = γs0γs1 gives
S =
ρ2 − 1
J0(β)2 − ρ2J1(β)2 = kP. (5.21)
By determining the difference in homogenous linewidth between the two components, the saturation power
can be determined and the transition dipole moment can be calculated. This approach is the most interesting,
but it is also the most difficult. It relies on having a large homogeneous contribution to the linewidth, which
VMS spectra tend to have. However, it may prove difficult to exactly determine the individual linewidths
for the central dispersion component given it is overlapped with other components from the heterodyne
modulation. Furthermore, the VMS modulation would likely complicate the lineshape by smearing out the
centeral part of the line in the low modulation limit. Additionally, the systematic errors cannot be canceled
out because it is a ratio approach. Nevertheless, if only dispersion data were available, this method would
provide an estimate of the dipole.
5.4 Conclusion
Three different methods for determining the ratio of the transition dipole moment to the relaxation rate were
described. If the relaxation rate is relatively independent of the quantum state, then it is feasible to apply
this approach to CH+5 to rule out false positives in a data set comprised of combination differences. In most
treatments of relaxation rates, the experimental configuration is what predominantly determines relaxation
rates. In saturation studies it is more typical to be concerned with pressure broadening and transit time
broadening.[80] In the case of pressure broadening predicted by the Langevin model there is no quantum
dependence.[74] More importantly, the homogeneous linewidth model developed for VMS and presented in
Chapter 3 is the dominant relaxation process in NICE-OHVMS, and it has no state dependence. Ultimately,
extracting information about the transition dipole moments from the saturation power would represent a
significant advancement in the field and greatly assist the assignment of CH+5 .
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Appendix A
Sub-Doppler Mid-infrared
Spectroscopy of Molecular Ions
This appendix is a complete reprint with permission from Kyle N. Crabtree, James N. Hodges, Brian M.
Siller, Adam J. Perry, Joseph E. Kelly, Paul A. Jenkins II, Benjamin J. McCall. Chemical Physics Letters,
551 (2012) 1-6, Copyright Elsevier 2012.
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a b s t r a c t
The technique of velocity modulation spectroscopy has recently been combined with cavity enhancement
and frequency modulation methods into a technique called noise-immune cavity-enhanced optical het-
erodyne velocity modulation spectroscopy (NICE-OHVMS). We have implemented NICE-OHVMS with a
cw-optical parametric oscillator (OPO) tunable from 3.2 to 3.9 lm, and used it to record spectra of the
R(1,0) and R(1,1)u transitions of the m2 fundamental band of Hþ3 . The high optical power and cavity
enhancement enable saturation of rovibrational transitions, which allows for line center frequencies to
be measured with a precision of 70 kHz.
 2012 Elsevier B.V. All rights reserved.
1. Introduction
Molecular ions play a key role as intermediates in chemical
reactions, and a detailed understanding of their structure and
intramolecular dynamics in the gas phase, generally obtained by
spectroscopy, is a critical ﬁrst step toward understanding their
behavior in more complicated systems. The primary technique
used for ion spectroscopy over the past 30 years has been velocity
modulation spectroscopy (VMS) [1,2]. In VMS, ions are produced in
an AC positive column plasma whose polarity is alternated at fre-
quency fvm. The average drift velocity of the ions in the plasma is
shifted toward the cathode from the applied electric ﬁeld, while
neutral molecules are generally unaffected. As the polarity is re-
versed, the average ion drift velocity also reverses, resulting in a
periodic oscillation in the ion velocity distribution at fvm. By inter-
rogating the ions with a laser beam passing in one direction
through the plasma, the absorption proﬁles are alternately red-
and blue-shifted with respect to their rest frequencies, and
phase-sensitive detection at fvm allows for selective retrieval of io-
nic signals. VMS therefore addresses one of the main challenges of
ion spectroscopy, i.e., detection of ionic species that are only
105—106 as abundant as neutral molecules. Well over 40 un-
ique molecular ions (not including isotopologues) have been de-
tected with VMS; these have been extensively reviewed by
Stephenson and Saykally [3].
Recently, the use of a Fabry–Perot optical cavity to enhance the
optical path length was demonstrated by Siller et al. (cavity-en-
hanced velocity modulation spectroscopy, CEVMS), who locked a
Ti:Sapphire laser to an optical cavity surrounding a velocity mod-
ulated positive column cell and detected the transmitted light [4].
Because the light in the cavity is bidirectional, red and blue Dopp-
ler shifts are simultaneously superimposed, encoding the velocity
modulation (VM) signal at 2f vm. Initially, this was believed to be
problematic because any neutral molecules produced or excited
by the discharge are concentration modulated (CM) at 2f vm; that
is, the population of the excited species varies with the magnitude
of the applied voltage, but not the sign of the voltage. By also
encoding the ion signal at 2f vm, it was thought the concentration
modulation signal of neutral molecules would overwhelm the ion
velocity modulation signal. Siller et al. showed that the ion and
neutral signals occurred at different phases with respect to the
plasma voltage, thereby preserving ion-neutral discrimination
through phase-sensitive detection. Additionally, the power
enhancement from the optical cavity enables saturation spectros-
copy and precise line-center determination [5]. A related tech-
nique has also been employed using an optical frequency comb
as the light source and a unidirectional ring cavity surrounding
a plasma cell, effectively converting VMS to a broadband tech-
nique while preserving the high resolution of laser spectroscopy
[6].
Cavity enhanced absorption spectroscopy suffers from the fact
that frequency noise in the laser is directly converted into intensity
noise as a result of reduced cavity transmission. This limitation
was overcome by Ye et al. with noise-immune cavity-enhanced
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optical heterodyne molecular spectroscopy (NICE-OHMS) [7]. In
this technique, the laser is phase modulated at fh (typically
100s of MHz), effectively generating an FM triplet consisting of
a carrier (at the optical frequency fo) and a pair of sidebands with
opposite phase at fo  fh. The triplet is coupled into the optical cav-
ity by setting fh equal to an integer multiple of the cavity free spec-
tral range (FSR). In the absence of any intracavity absorption or
dispersion, the beat notes between each sideband beating with
the carrier are balanced in both amplitude and phase, so there is
no net signal at fh. However, in the presence of an intracavity ab-
sorber or disperser, the beat notes are unbalanced in amplitude
and/or phase, yielding a net signal. By encoding absorption/disper-
sion information at a high frequency, 1=f technical noise is re-
duced. Another advantage is that any laser frequency noise
affects the cavity coupling efﬁciency of the carrier and both side-
bands equally, which keeps the beat notes of each sideband with
the carrier balanced, and eliminates direct conversion of laser fre-
quency noise to noise in the ﬁnal spectrum. The disadvantages are
the complexity of the technique, particularly the demands of main-
taining the laser-cavity lock, and the requirement of a detector
whose bandwidth is at least fh. An extensive review of the NICE-
OHMS technique has been published by Foltynowicz et al. [8].
CEVMS and NICE-OHMS have been combined into a technique
called noise-immune cavity enhanced optical heterodyne velocity
modulation spectroscopy (NICE-OHVMS) in the near-infrared with
a Ti:Sapphire laser [9]. Because fh and fvm are at signiﬁcantly differ-
ent frequencies (typically 100 MHz and 10 kHz, respectively),
the detector signal is ﬁrst demodulated at fh, and then sent on to
further phase-sensitive detection at 2f vm. NICE-OHVMS preserves
the ion-neutral discrimination afforded by VMS, and takes advan-
tage of the ultra-high sensitivity, saturation, and noise immunity
of NICE-OHMS.
However, the technical demands of the NICE-OHMS technique
have largely precluded its use in the mid-infrared spectral region
in which VMS has been successfully exploited. The high bandwidth
detectors and phase modulators required for NICE-OHMS are not
as readily available in the mid-IR compared with the visible/
near-IR. The only published mid-IR NICE-OHMS work was done
with a quantum cascade laser near 8.5 lm, and was limited by
the detector bandwidth and the phase modulation characteristics
of the device [10]. Work is currently underway in our laboratory
to extend NICE-OHMS into the mid-IR using a difference frequency
generation (DFG) source in the 3–5 lm region [11], which is partic-
ularly attractive for a general-purpose ion spectrometer because
the vast majority of molecules have at least one fundamental
vibrational band in that portion of the spectrum.
Here we report the ﬁrst mid-IR NICE-OHVMS spectrometer,
which uses a commercially available cw-optical parametric oscilla-
tor (OPO) tunable from 3.2 to 3.9 lm. The high optical power of the
OPO (1 W) allows for use of high bandwidth mid-IR detectors
that are not sensitive enough to be used with many other lower-
power cw lasers in this region. This technique enables all of the
advantages of the NICE-OHVMS technique to be brought to bear
on fundamental vibrational transitions of molecular ions, including
high precision sub-Doppler spectroscopy.
Our initial demonstration of this instrument focuses on the
study of Hþ3 , which is the simplest polyatomic molecular ion and
serves as the primary initiator of ion–molecule chemistry in inter-
stellar clouds [12,13]. Its infrared spectrum was ﬁrst observed by
Oka in 1980 [14], and since then it has been extensively studied
spectroscopically (see, for instance, the review in Ref. [15]). More
recent research on Hþ3 focuses on spectroscopy above the so-called
‘‘barrier to linearity,’’ at which point the molecule adopts a linear
geometry that induces a singularity in the Hamiltonian, complicat-
ing its theoretical treatment [16]. Nevertheless, for the lowest-ly-
ing energy levels, the agreement between experiment and ab
initio theory is good to spectroscopic accuracy [17]. Measuring
the energy level spacings experimentally with higher precision
and accuracy would present a greater challenge for ab initio theory,
possibly spurring new developments. The NICE-OHVMS technique
opens the possibility of measuring such energy level spacings in
Hþ3 .
As a demonstration of the capabilities of this instrument, we
present in this Letter spectra of the m2 fundamental band of Hþ3 at
3.67 lm. In Section 2 we describe the instrumental details, and
in Section 3 we discuss NICE-OHVMS lineshapes and present spec-
tra acquired with the instrument. Finally, in Section 4, the perfor-
mance of the instrument is assessed, and future directions are
discussed.
2. Experimental details
Our NICE-OHVMS instrument is outlined in Figure 1. A Ytter-
bium-doped ﬁber laser (YDFL, Koheras Adjustik Y-10) is sent
through a ﬁber EOM (EOSPACE PM-0K5–00-PFU-PFU-106-S),
ampliﬁed (IPG Photonics YAR-10 K-1064-LP-SF), and used to pump
a singly-resonant OPO (Aculight Argos 2400 SF). The pump
(1.064 lm) and signal (1.5–1.6 lm) beams are sent to a wavemeter
(Burleigh WA-1500) for frequency calibration. The idler (3.2–
3.9 lm) is locked with the Pound-Drever-Hall (PDH) technique to
a 1.9-m-long optical cavity consisting of two 1 m radius of curva-
ture concave Si mirrors dielectric coated for 99.7% reﬂectivity over
3.1–3.4 lm surrounding a plasma cell. Cavity reﬂection and trans-
mission are monitored by photodiodes (Boston Electronics Vigo
PVM-10.6-1x1) with an effective bandwidth of 125 MHz.
Heterodyne and PDH sidebands are generated by applying volt-
ages at their respective frequencies to the ﬁber EOM on the seed
laser simultaneously. The resultant frequency spectrum of the
pump laser is imprinted on the idler beam. A PDH error signal used
for cavity locking is generated by demodulating the cavity reﬂec-
tion signal at the frequency RF1 (typically 2–20 MHz). The error
signal is sent to feedback electronics which stabilize the length
of the cavity on slow timescales via a piezoelectric transducer
(PZT) attached to one of the cavity mirrors, and apply fast correc-
tions to the idler frequency by a PZT mounted to one of the signal
cavity mirrors inside the OPO head. The cavity transmission detec-
tor signal is sent to a pair of mixers 90 out of phase with one an-
other, and each is demodulated at frequency RF2 (equal to the
cavity FSR of 79.12 MHz). The overall phase of the heterodyne
detection is adjusted by phase shifting the RF signal driving the
EOM using cables of appropriate lengths. The demodulated signal
from each mixer is then sent to a lock-in ampliﬁer referenced to
twice the frequency used to drive the plasma, and the in-phase
and quadrature outputs of each ampliﬁer are digitized and stored
on a computer.
Ions are produced in a liquid-nitrogen-cooled multi-inlet multi-
outlet positive column discharge cell, which is placed between the
two free-standing mirrors of the optical cavity [18]. Intracavity
radiation is admitted into the cell by means of CaF2 windows
aligned at Brewster’s angle. The plasma is driven by a 40 kHz sine
wave voltage produced by amplifying the output of an arbitrary
waveform generator with an audio ampliﬁer (Techron 7780) and
a step-up transformer. Hþ3 was produced at a pressure of 200 mTorr
and a discharge current of 170 mA. The outputs of the two mixers
were each demodulated at 80 kHz with a lock-in ampliﬁer set to a
10 ms time constant (16 Hz detection bandwidth).
Typical operation begins by ﬁlling the cooling jacket of the cell
with liquid nitrogen and igniting the plasma. The cavity length is
adjusted to bring it into resonance with the laser, and the laser-
cavity lock is established. The idler frequency is tuned by applying
a voltage to an internal PZT on the YDFL, and the cavity length is
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controlled with the locking electronics to maintain the resonance
condition. When the cavity PZT reaches the end of its travel, the la-
ser-cavity lock is electronically interrupted, the cavity length is re-
set to the other end of its travel, a new resonance is found, and the
lock is reestablished. In this manner, the spectrometer can scan
without manual intervention over the entire range of the YDFL
PZT (around 100 GHz), although in practice a scan is generally
much shorter. It is in principle possible to extend the automated
tuning range further by electronic control of the intracavity etalon
of the OPO and the nonlinear crystal position/temperature, but the
practical utility of such efforts would likely be minimal.
3. Results and analysis
3.1. Lineshapes
The overall Doppler lineshape for NICE-OHVMS in both absorp-
tion and dispersion has odd symmetry, and qualitatively appears
similar to the third derivative of a Gaussian absorption proﬁle. A
detailed analysis of the lineshape is beyond the scope of this Letter
and will be the subject of a future work, but a qualitative descrip-
tion follows. Consider a general NICE-OHMS lineshape such as that
shown in panels a and b of Figure 2 in Ref. [8]. If the signal belongs
to an ion, then the AC voltage of the plasma causes velocity mod-
ulation (VM), Doppler shifting the lineshape at the plasma fre-
quency. As a result of the bidirectional nature of light in our
optical cavity, the lineshape is simultaneously Doppler shifted to
the red and to the blue by the same amount at each point in time
along the plasma voltage cycle. Consequently, the time-dependent
signal repeats itself every plasma half-cycle, or at twice the AC
plasma frequency (2f vm). In addition to VM, an ion also experiences
concentration modulation (CM) at 2f vm, and CM may be phase
shifted with respect to VM. Thus, in addition to a periodic Doppler
shift at 2f vm from VM, the lineshape amplitude varies at 2f vm from
CM. The net signal observed comes in 4 channels corresponding to
the even and odd second order Fourier coefﬁcients of the absorp-
tion and dispersion proﬁles affected by VM and CM.
The sub-Doppler lineshape is more straightforward. As has been
discussed in regard to previous NICE-OHMS setups [19,20,9], the
carrier and sidebands can each act as pumps and probes for satura-
tion spectroscopy. The Lamb dips arising from the Bennet holes
burned in the population appear at half-integer multiples of the
carrier-sideband spacing fh, i.e., at all frequencies at which forward-
and reverse-propagating beams sample the same velocity compo-
nent of the Doppler distribution. At the line center m0, when the
Figure 1. Block diagram of NICE-OHVMS instrument. Details of its operation are given in the main text. YDFL: Ytterbium-doped ﬁber laser; EOM: electro-optic modulator;
OPO: optical parametric oscillator with pump (P, blue), signal (S, green) and idler (I, red) beams; PZT: piezoelectric transducer, PS: phase shifter; PSD: phase sensitive
detector; : signal splitter.
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Figure 2. NICE-OHVMS spectrum of the R(1,0) and R(1,1)u transitions of the m2
fundamental band of Hþ3 . Each panel shows the in-phase (black, bottom) and
quadrature (red, top) outputs of a lock-in ampliﬁer demodulating the indicated
mixer’s signal.
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zero-velocity distribution is both pumped and probed by the car-
rier, a signal only appears in dispersion as the heterodyne detection
scheme employed by NICE-OHMS is insensitive to absorption of the
carrier. In the current work, the heterodyne modulation index (b) is
small enough (0.63) that only the carrier has sufﬁcient power to
saturate transitions, while the sidebands can only act as probes.
The dispersion signal therefore contains Lamb dips at m0 and
m0  f h=2, while the absorption signal contains them at m0  f h=2.
While VM and CM have a strong inﬂuence on the lineshape of
the Doppler proﬁle, they do not affect the sub-Doppler features
in the same way. Because Bennet holes are only burned in the pop-
ulation at or spaced evenly around the zero-velocity component of
the ion distribution, VM effectively changes the abundance of ions
with the appropriate velocity. In that way, VM effectively behaves
like CM, and the net effect is to inﬂuence the amplitude of the
Lamb dip lineshape and the relationship between the amplitudes
of the even and odd Fourier coefﬁcients within absorption or dis-
persion. Neglecting any change of the ions’ collision rate with
changing velocity, VM and CM do not affect the sub-Doppler proﬁle
beyond its amplitude. The sub-Doppler lineshape function [9] is
vðmdÞ ¼ A1 va md 
fh
2
 
 va md þ
fh
2
   
sin hh
þ 2A0vdðmdÞ þ A1 vd md 
fh
2
 
þ vd md þ
fh
2
   
cos hh; ð1Þ
where md is the frequency detuning from the transition center fre-
quency, hh is the heterodyne detection phase, A0 is the effective
amplitude of the central (carrier-carrier) dispersion Lamb dip, and
A1 is the effective amplitude of the carrier-sideband Lamb dips for
absorption and dispersion. vaðxÞ is a Lorentzian lineshape function
for absorption, and vdðxÞ is a lineshape function for dispersion re-
lated to vaðxÞ by the Kramers–Kronig relations. These are deﬁned as
vaðxÞ ¼
1
1þ c2ðxx0Þ2
and vdðxÞ ¼
ðxx0Þc
1þ c2ðxx0Þ2
;
wherex0 is the center and c is the inverse of the half-width at half-
maximum. When using this ﬁt function, fh is held at the cavity FSR
(79.12 MHz), the amplitudes are constrained such that A0 > A1, and
the Doppler proﬁle near the line center is approximated by a third-
order polynomial with the quadratic term set to 0.
3.2. Hþ3 Spectra
A sample spectrum of the R(1,0) and R(1,1)u transitions of the m2
fundamental band of Hþ3 is shown in Figure 2. The signals in the top
and bottom panels are the demodulated in-phase (black) and
quadrature (red, offset) components of the two mixers, which in
our setup we measure to be 96 out of phase with one another.
The in-phase components of the R(1,0) transition are shown in
greater detail in Figure 3. The overall lineshape is slightly asymmet-
ric; the blue side of the transition is stronger than the red side, par-
ticularly in mixer 2. The origin of this asymmetry is unknown, and
its impact on the spectroscopic accuracy will be discussed below.
A simultaneous ﬁt of the R(1,0) sub-Doppler features in all four
detection channels to Eq. (1) is shown in Figure 4. A number of con-
straints were employed to ensure that the ﬁt parameters were all
internally consistent. The line center frequency and Lamb dip width
were forced to be equal for all four data channels. Mixers 1 and 2
were held at 96 apart, and the sideband spacing was held equal
to the cavity FSR of 79.12 MHz. Because the in-phase and quadra-
ture components of each mixer sample different blends of CM and
VM, the Lamb dip amplitudes were allowed to be different for the
in-phase channels and the quadrature channels. However, the two
in-phase channels were forced to have equal Lamb-dip amplitudes,
and likewise for the two quadrature channels. After all of these
constraints, there are a total of 19 ﬁt parameters for the entire data
set: the line center frequency m0, the Lamb dip full width at half
maximum (2=c), the overall detection phase hh, Lamb dip ampli-
tudes A0 and A1 for the in-phase channels and the quadrature
channels, and baseline terms of the form c0 þ c1xþ c3x3 to approx-
imate the central portion of the Doppler proﬁle in each channel.
The overall quality of the ﬁt is quite good; the residuals are com-
posed primarily of fringing evident on top of the spectrum (espe-
cially mixer 2) with the notable exception of the quadrature
channel of mixer 1, which has some small systematic deviations
on the Lamb dips. The line center m0 derived from the ﬁt is
2725:89401954 0:0000023 cm1, but the absolute accuracy is
limited by the > 2 103 cm1 accuracy of the wavemeter, so the
exact frequency should not be trusted. More important is the uncer-
tainty of the line center determination, which is 70 kHz; this rep-
resents the maximum potential accuracy of the technique provided
suitable frequency calibration is made (but see the discussion
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below about the effects of the asymmetry). The overall detection
phase hh was found to be 132, indicating a blend of absorption
and dispersion in each mixer. Because the Lamb dip widths (full
width at half maximum of 110 MHz as indicated by our ﬁt) are
much broader than the Lamb dip spacing of 39.56 MHz (fh=2), the
individual Lamb dips for absorption and dispersion cannot be re-
solved at any RF detection phase. Rather than tuning the phase to
separate absorption from dispersion in the two mixers, a phase of
132 was chosen because it was found to isolate the fringing as
much as possible in a single detection channel (mixer 2 in-phase),
thus minimizing the fringing in the other 3 channels.
4. Discussion
The most interesting aspect of the NICE-OHVMS technique is
the presence of Lamb dips which enables high precision
measurements of line center frequencies. Prior to the development
of NICE-OHVMS, the only methods capable of routine sub-Doppler
molecular ion spectroscopy utilized fast ion beams which, due to
kinematic compression, give linewidths on the order of 10 to
120 MHz [21–23]. The linewidths from ion beams are comparable
to the Lamb dips presented here, though the current work with a
positive column has the advantage of much higher ion density than
that within an ion beam.
With the Hþ3 Lamb dip linewidths of 110 MHz demonstrated
here, the precision of the line center determination is on the order
of 70 kHz. In its present implementation, the technique’s accuracy
is limited by the wavemeter, and also by slow drifts in the fre-
quency of the signal and idler beams caused by thermal ﬂuctua-
tions of the OPO cavity. Use of an optical frequency comb to
stabilize and measure the frequencies of the pump and signal
beams would reduce the accuracy uncertainty to < 100 kHz. Ulti-
mately, the total uncertainty of the technique will be determined
by the reproducibility of line center determinations once appropri-
ately calibrated.
The asymmetry observed in the overall NICE-OHVMS lineshape
can adversely affect the overall accuracy. As mentioned above, the
origin of this asymmetry is unknown, although it varies with het-
erodyne detection phase; similar effects were not observed in the
near-IR implementation of NICE-OHVMS [9]. Nevertheless, we
have performed simulations of the effects of the asymmetry by
synthesizing skewed proﬁles and comparing the results of our ﬁt
function to the actual location of the Lamb dips. Based on the ﬁt-
ting of our simulations, we estimate the magnitude of this line cen-
ter shifting to be less than a few MHz, even for Doppler proﬁles
that are much more asymmetric than those shown in this Letter.
Further study of this phenomenon will be possible with an optical
frequency comb, and such work is envisioned in the near future.
The width of the Lamb dips (110 MHz FWHM from the ﬁtting)
is fairly broad. We have varied the intracavity laser power and the
cell pressure, but any differences in the linewidth were not obser-
vable. However, the ranges of the power and pressure measure-
ments were limited: the intracavity power could only be changed
by a factor of 2 before the laser-cavity lock was adversely affected,
and the plasma could only give stable operation over 200–600
mTorr. Such wide Lamb dips were also observed in the NICE-
OHVMS experiment performed on Nþ2 in the near-IR [9]; in that
study, the authors were able to observe a change in linewidth with
pressure, but extrapolating to zero pressure still gave a linewidth
of 30 MHz. Assuming that the linewidth is related to the time
an ion spends at zero velocity, it is perhaps unsurprising that a less
massive ion like Hþ3 has a broader linewidth than N
þ
2 , as its velocity
may be more easily altered by weak long-range interactions.
The fringing apparent in the ﬁgures above limits the sensitivity
of the present measurements in 2 of the 4 detection channels. The
origin of the fringing is not fully understood; however, it appears
to have a deﬁnite phase with respect to both the heterodyne detec-
tion and the plasmamodulation. When the plasma is turned off, the
fringing does not appear in a scan, and if the cavity transmission
detector is blocked while a signal originating from a single fringe
is present on a lock-in channel, the signal vanishes. Thus, it appears
that the fringing is the result of the plasma interacting with the la-
ser light rather than a purely electronic effect. One possibility is that
residual amplitude modulation (RAM) in the heterodyne sidebands
is being modulated by the plasma. RAM is an imbalance in the
amplitude and/or phase of the sidebands with respect to one an-
other. When demodulated, RAM appears as a DC offset in the het-
erodyne signal; because of our detection scheme using velocity
modulation and 2f detection, the NICE-OHVMS would ordinarily
be insensitive to such an offset. However, if the refractive index of
the plasma varies at 2f , the DC signal from RAM will be modulated
at 2f as well, resulting in a net NICE-OHVMS signal. Because RAM is
also affected by the presence of etalons in the optical system and
the optical frequency, a fringing pattern could possibly result as a
function of laser frequency. Testing whether this is truly the origin
of the fringing is difﬁcult; however, it is probable that the fringing
would be reduced by employing a RAM compensation scheme via
temperature and voltage control of the ﬁber EOM [24].
The sensitivity of the technique at the experimental detection
bandwidth of 16 Hz, as determined from the noise-equivalent
absorption in the baseline of the in-phase component of mixer 1
(which has the least fringing of the four detection channels), is
3:4 109 cm1. which is about two orders of magnitude above
the shot noise limit of 3:9 1011 cm1 calculated from
amin ¼ p2F
ﬃﬃﬃﬃﬃﬃﬃﬃ
eB
gP0
s
1
J0ðbÞJ1ðbÞL
; ð2Þ
where F is the cavity ﬁnesse (120), e the fundamental electric
charge, B the detection bandwidth (16 Hz), g the detector respon-
sivity, P0 the power incident on the detector, JnðbÞ the nth order Bes-
sel function for modulation index b (0.63), and L the cavity length
(190 cm). While NICE-OHMS has been able to achieve a noise level
within a factor of 2 of the shot noise limit in one implementation
[7], the performance achieved by NICE-OHVMS relative to the shot
noise limit is already comparable to a number of other NICE-OHMS
setups (see the extensive discussion in Section 4 of [8]).
Ultimately, the absolute sensitivity can be improved by identi-
fying and eliminating noise sources and by increasing the cavity ﬁ-
nesse. An increase in cavity ﬁnesse leads to additional technical
challenge in maintaining the laser-cavity lock, and may make the
system even more susceptible to the fringing effects that have al-
ready been observed. Such challenges can likely be overcome by
improving the bandwidth of the laser frequency corrections (cur-
rently limited to the 10 kHz bandwidth of the signal cavity PZT),
and correcting for RAM as discussed above.
5. Conclusions
In this Letter, we have demonstrated sub-Doppler spectroscopy
of molecular ions in the mid-infrared spectral region using the
NICE-OHVMS technique with a cw-OPO. By phase modulating the
seed laser with a ﬁber EOM prior to ampliﬁcation and optical para-
metric oscillation, the mid-infrared idler is also phase modulated
without requiring amid-IR EOM. The high optical power of the idler
beam allows use of high-bandwidth detectors, which in turn make
ultra-sensitive spectroscopy via NICE-OHMS possible. Velocity
modulation spectroscopy is then combined with NICE-OHMS to af-
ford ion-neutral discrimination, and the intracavity laser power is
sufﬁcient for saturating fundamental rovibrational transitions as
demonstrated by spectroscopy of Hþ3 . By ﬁtting the sub-Doppler
spectral features, the center frequencies of individual rovibrational
lines can bemeasuredwith a precision of 70 kHz, and themaximum
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achieved sensitivity is within a factor of 90 of the shot noise limit.
Improvements to the technique, such as addition of an optical fre-
quency comb for accurate wavelength calibration, technical modiﬁ-
cations to improve its sensitivity, and expanding the frequency
coverage of the OPO from3.2–3.9 lmto 2.8–4.8 lm, are envisioned.
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Indirect Rotational Spectroscopy of HCO+
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†Department of Chemistry and ‡Departments of Physics and Astronomy, University of Illinois at Urbana−Champaign, Urbana,
Illinois 61801, United States
ABSTRACT: Spectroscopy of the ν1 band of the astrophysically
relevant ion HCO+ is performed with an optical parametric oscillator
calibrated with an optical frequency comb. The sub-MHz accuracy of
this technique was conﬁrmed by performing a combination
diﬀerences analysis with the acquired rovibrational data and
comparing the results to known ground-state rotational transitions.
A similar combination diﬀerences analysis was performed from the same data set to calculate the previously unobserved
rotational spectrum of the ν1 vibrationally excited state with precision suﬃcient for astronomical detection. Initial results of
cavity-enhanced sub-Doppler spectroscopy are also presented and hold promise for further improving the accuracy and precision
in the near future.
■ INTRODUCTION
Molecular ions are a particularly challenging group of species to
study with optical spectroscopy. Even in laboratory plasmas
that are designed to observe only a speciﬁc ion, neutral
molecules are still orders of magnitude more abundant than
their charged counterparts. This is why the most productive
techniques for ion spectroscopy tend to have some method for
discriminating ionic absorption signals from neutral ones. Since
the late 1980s, the predominant tool for this has been velocity
modulation spectroscopy (VMS). The groundwork of VMS
was laid by Wing et al. in a velocity modulated ion beam,1 and
the ﬁrst application of VMS as it is known today was by
Gudeman et al. in a velocity modulated positive column
discharge cell.2 Since the initial work, the technique has become
a mainstay in ion spectroscopy and has been extensively
reviewed.3,4
Protonated carbon monoxide, HCO+, was the ﬁrst ion whose
spectrum was acquired using VMS. The R-branch of the ν1 C−
H stretch band was ﬁrst measured by Gudeman et al. in a
positive column discharge cell out to R(18).2 Shortly after, the
P-branch was also observed out to P(10) in a modulated DC
glow.6 After these lines were published, it was another 24 years
before any work revisited the ν1 band, when Verbraak et al.
used a continuous wave optical parametric oscillator (cw-OPO)
operating in the mid-infrared and a supersonic expansion
discharge source to rotationally cool the ions.7
The ﬁrst observation of an HCO+ rotational transition was
via telescope rather than in a laboratory in 1970 by Buhl and
Snyder.8 Because the line that they observed was unidentiﬁed at
the time, it was referred to as “X-ogen”. Later that year,
Klemperer suggested that the X-ogen line was due to the J = 1
← 0 transition of HCO+.9 Five years later, Woods et al.
conﬁrmed its identity by microwave spectroscopy.10 Since that
time, HCO+ has been found in a variety of astronomical
environments including protoplanetary nebulae,11 star forming
regions,12 the interstellar medium,13 and even the comet Hale−
Bopp.14 The abundance of HCO+ makes it an important
participant in the rich chemistry that exists in the interstellar
medium. Because of the large rotational constant of HCO+, its
higher rotational transitions exist in the submillimeter/terahertz
region. Newer telescopes such as the Atacama Large Millimeter
and submillimeter Array (ALMA) and the Stratospheric
Observatory For Infrared Astronomy (SOFIA) have sub-
millimeter/terahertz capability. These new astronomical
capabilities lend necessity to a relatively simple way to gain
laboratory information in that spectral region, a challenging
region for laboratory spectroscopy, due in part to the relative
scarcity of quality sources and detectors compared to the
microwave and infrared spectral regions. In this work, we
present a demonstration of how precision rovibrational
spectroscopy can be used to infer rotational transitions to
precision suﬃcient to facilitate astronomical searches.
In the case of HCO+, most of the ground state transitions
have been observed up to J = 17 ← 16, with the exception of a
few gaps in coverage.15 Additionally, only a few pure rotational
lines have been observed in vibrationally excited states. One
such transition is the J = 3 ← 2 rotational transition in the ν1
ﬁrst vibrationally excited state.16 With this single transition
combined with our high-precision IR spectrum, the entire
rotational spectrum of the ν1 state can be calculated, limited
only by the number of rovibrational lines that have been
observed. The technique demonstrated here is also useful for
determining high precision rotational constants in excited
states.
In this work, we present spectra of the ν1 fundamental band
of HCO+ acquired using optical heterodyne spectroscopy
coupled with VMS (OH-VMS). This technique combines the
advantages of the low noise of heterodyne spectroscopy with
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the ion-neutral discrimination of VMS. Our instrument utilizes
a cw-OPO tunable from 3.2 to 3.9 μm, and produces ions
within a liquid nitrogen cooled positive column discharge cell.
Optical frequency comb calibrated scans were acquired and ﬁt
with sub-MHz precision, and the resulting ﬁts were used to
calculate rotational transitions for the ground state and the ﬁrst
vibrationally excited C−H stretch state. These calculations
result in the ﬁrst experimental observation, albeit indirectly, of
the J = 3 ← 2 transition in the ground state and the complete
determination of the rotational spectrum up to J = 10 ← 9 in
the ν1 ﬁrst excited state.
■ EXPERIMENTAL SECTION
The experimental setup, shown in Figure 1, has been described
previously17 with the exception of the frequency comb
integration, so it will be discussed only brieﬂy here. A
Ytterbium-doped ﬁber laser is frequency modulated with a
ﬁber-coupled electro optic modulator (EOM) using two RF
generators: one at ∼80 MHz for heterodyne detection, and the
other at ∼2 MHz for locking to the optical cavity around the
discharge cell. After the modulation is applied, this seed laser is
ampliﬁed to 10 W total power using a ﬁber ampliﬁer, and this
ampliﬁed beam acts as the pump for the optical parametric
oscillator (OPO).
Three beams exit the OPO head: the pump (∼1064 nm), the
signal (tunable from 1.5 to 1.6 μm), and the idler (tunable from
3.2 to 3.9 μm). The idler is used for spectroscopy of HCO+,
while the other beams are used for frequency measurements
using a near-infrared wavemeter and frequency comb. For the
comb-calibrated scans, the wavemeter is only used prior to a
scan to determine which comb modes the pump and signal are
each closest to, while the comb is used throughout the scan to
take frequency readings at each acquired data point.
Comb Integration. The optical frequency comb used in
this work (Menlo FC1500) has been described previously in
operation with a diﬀerent laser system.18 In this work, the comb
is used for both stabilizing and measuring the pump frequency.
It is also used for measuring the frequency of the signal after it
is shifted by a double-pass AOM. The shifted-signal frequency
and the AOM frequency are then used to calculate the
unshifted signal frequency, which when combined with the
pump frequency measurement, are used to determine the
frequency of the idler. A detailed explanation of the comb
operation follows.
Scanning the OPO with the comb is accomplished by ﬁrst
tuning the carrier-envelope oﬀset of the comb to approximately
20 MHz and determining its sign. Then the comb repetition
rate is tuned to make the signal oﬀset beat lie within the range
of 25−35 MHz from the nearest comb mode, limited by the RF
bandpass ﬁlter built into the frequency counter used to record
that beat. Then the frequency of the pump is tuned to
approximately 20 MHz from its nearest comb mode, and the
signs of the oﬀset beats for both the pump and the signal are
determined and recorded. Finally, the pump is oﬀset-locked to
the comb using a frequency-to-voltage converter circuit that
generates an appropriate error signal for oﬀset locking.
The nearest comb mode numbers are determined for the
pump and the signal before each scan using the wavemeter,
then are recorded (and incremented/decremented for the
signal when necessary) as the scan progresses. At each
frequency step, the data acquisition program pauses for 1.5 s,
then the comb repetition rate and oﬀset beats are recorded by
frequency counters with 1 Hz refresh rates, and the lock-in
ampliﬁer outputs are recorded. With the lock-in ampliﬁer time
constant set to 300 ms, the lock-in ampliﬁers have 5 time
constants to respond before the reading is polled for each point,
so any scanning direction dependent line center pulling is
smaller than the random scan-to-scan variability in line center
determination.
After each point, the repetition rate is tuned by an amount
suﬃcient to slew the pump frequency by ∼5 MHz (∼1.8 Hz
change in repetition rate). The pump remains oﬀset locked to
the same comb mode throughout the course of each scan. The
total continuous scanning range of the pump (and therefore for
the idler) for comb-calibrated scans is limited to ∼800 MHz by
the comb scanning electronics; the comb repetition rate can
only be changed by a relatively small amount while still
retaining its lock onto the direct digital synthesizer (DDS) that
stabilizes the repetition rate.
To keep the signal oﬀset within the frequency counter
bandpass ﬁlter at each point, a feed-forward system is used to
tune the signal frequency using a double-pass acousto-optic
modulator (AOM) setup. In a double-pass conﬁguration, the
frequency shift induced by the AOM is doubled, while making
the pointing of the beam independent of the frequency applied
Figure 1. Experimental layout. YDFL, ytterbium-doped ﬁber laser; EOM, electro-optic modulator; PS, phase shifter; RF, radio frequency generator;
OPO, optical parametric oscillator; P,S,I, pump, signal, idler; AOM, acousto-optic modulator; PSD, phase-sensitive detector.
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to the AOM.19 Stable pointing is crucial to the operation of the
system, as good spatial overlap between the comb light and
each of the cw beams is important for generating oﬀset beat
signals on the high speed detectors.
After the counters are read for a data point and the repetition
rate is slewed to the next point, the amount the signal
frequency needs to be shifted by is calculated using the change
in the repetition rate, the signal comb mode number, and the
amount the signal was away from the 30 MHz target oﬀset
frequency for the previous point; this frequency shift is then
applied to the frequency of the RF generator that drives the
AOM. The AOM diﬀraction eﬃciency is high enough to
provide reliable signal/comb oﬀset beat measurements in the
driving frequency range of 150−210 MHz, which corresponds
to a frequency shift of 300−420 MHz when taking into account
the double-pass conﬁguration. When the calculated desired
AOM frequency lies outside this range, the drive frequency is
shifted by 50 MHz (corresponding to a 100 MHz change in the
shifted signal frequency, matching the comb repetition rate),
and the signal mode number is incremented or decremented by
one, depending on whether the 100 MHz shift was positive or
negative.
This signal-shifting scheme allows the shifted signal
frequency to be determined using the frequency comb at
each point, despite the fact that the signal frequency is ﬁxed
(with the exception of some slow drift) while the comb
repetition rate is slewing. The unshifted signal frequency can
then be determined simply by subtracting the AOM frequency
shift, which is precisely known from the digital setting of the RF
generator at each point, and this unshifted signal frequency is
subtracted from the directly measured pump frequency to
determine the idler frequency.
Spectroscopic Conﬁguration. The plasma cell used in
this work, Black Widow, shown in Figure 2, was the same cell
used by Takeshi Oka in many of his velocity modulation
experiments. It allows for liquid nitrogen cooling of the plasma
to reach an estimated rotational temperature of ∼166 K for
HCO+, as shown in the Boltzmann plot in Figure 3, using
plasma conditions of 30 mTorr CO in 500 mTorr H2 with a 35
kHz, 140 mA discharge. The idler beam is coupled through
Brewster windows on either end of the cell into the central bore
of the discharge cell. For this work, three diﬀerent optical
conﬁgurations were used: single-pass, double-pass, and cavity-
enhanced, all of which relied on heterodyne modulation and
detection at ∼80 MHz.
The comb calibrated scans presented in this article used a
simple single-pass conﬁguration, as shown in Figure 1. This
allowed for the acquisition of Doppler-broadened scans with
signal-to-noise ratios of ∼300 for the strongest lines and ∼100
for the weakest ones but, because of the lack of a bidirectional
beam and suﬃcient laser power, did not allow for the
observation of Lamb dips. A typical comb-calibrated scan is
shown in Figure 4.
A series of double-pass wavemeter-calibrated scans were
collected for the previously unobserved P(11) through P(17)
transitions. In the double-pass conﬁguration, a single mirror
was placed on the far side of the cell to back-reﬂect the idler for
a second pass through the cell. Approximately 30% of the
reﬂected beam was then picked oﬀ with a silicon window and
directed to a high-speed detector, the signal from which was
demodulated ﬁrst at the heterodyne frequency, then at twice
the plasma frequency (2f), as opposed to the 1f demodulation
that was used for the single-pass work.
A few uncalibrated scans were collected with the laser
frequency locked to an optical cavity positioned around the
discharge cell, in a noise immune cavity enhanced optical
heterodyne velocity modulation spectroscopy (NICE−
Figure 2. Black Widow, the liquid nitrogen cooled positive column
discharge cell acquired from Takeshi Oka and used for the work in this
article. The central bore, where the plasma discharge occurs, is
surrounded by a sheath of ﬂowing liquid nitrogen, which is in turn
surrounded by a vacuum jacket to prevent ice from forming on the
cell.
Figure 3. Boltzmann plot for R(1) through R(9), with the slope
indicating a rotational temperature of ∼166 K. The vertical axis is the
natural log of the line strength normalized peak-to-peak amplitude of a
double-pass scan for each transition.
Figure 4. Typical comb-calibrated scan (red dots) of the P(5)
transition of HCO+, along with a ﬁt to the data (blue line). Error bars
for the points are not shown, as they would be smaller than the point
size for both intensity and frequency.
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OHVMS)20 conﬁguration, as was done by Crabtree et al.17 One
such scan, showing strong central Lamb dip features on top of
the Doppler proﬁle, is shown in Figure 5. In this experiment,
cavity enhancement is combined with 2f demodulation, making
detection sensitive to not only velocity modulation but also
concentration modulation of the ions of interest. This detection
scheme allows for the observation of Lamb dips as the zero-
velocity population of ions is modulated throughout the course
of a discharge cycle.
Unfortunately, the dielectric coatings on the mirrors were
found to be hygroscopic, which led to poor laser coupling
eﬃciency through the cavity in this wavelength range and
degraded performance over time. To obtain optimal Lamb dip
depth, the total cell pressure had to be decreased to ∼200
mTorr, and the discharge current had to be turned down as low
as possible while still maintaining a stable plasma, to ∼100 mA.
Both the lower pressure and the lower discharge current
produce lower overall density of HCO+ within the cell. This
decreased density combined with the poor laser transmission
through the cavity cause the signal-to-noise in the NICE−
OHVMS scans to be signiﬁcantly compromised compared to
the single- and double-pass scans, despite the factor of ∼400
greater path length that NICE−OHVMS provides through the
plasma.
■ RESULTS AND DISCUSSION
Each comb calibrated scan was ﬁt to a second derivative of a
Gaussian function, which approximates the convolution of
heterodyne modulation with velocity modulation observed in
the experiment. As can be seen in Figure 4, the ﬁt is not perfect,
especially near the outer lobes of the line shape. Lineshapes in
velocity modulation experiments are often signiﬁcantly more
complex than simple derivatives of ordinary unmodulated
lineshapes,5 but for the purposes of determining line centers,
the chosen function is suﬃcient. Between 4 and 7 scans were
acquired of each transition, and the data acquired from those
ﬁts were used to compute the average line centers and standard
errors shown in Table 1. The errors varied somewhat from one
transition to the next, but the average uncertainty was found to
be ∼600 kHz.
As can be seen by the ﬁt in Figure 4, this ﬁt function is not
perfect, likely due to imperfect setting of the detection phases.
For this work, both the RF and plasma demodulation phases
were set to maximize the signal-to-noise of a single detection
channel out of the four channels that were acquired with each
scan. It is likely that there is some dispersive component to the
line shape function, rather than it being purely absorptive. It is
also likely that the velocity modulation of the ions is not purely
sinusoidal and that the lock-in demodulation is not exactly in
phase with the velocity modulation, and both of these factors
can also aﬀect the overall line shape.
There is also a slight asymmetry in the observed line shapes
for several of the scans that is not fully understood at this time.
By adding a slightly sloped baseline to the data, we can make it
signiﬁcantly more symmetric and also make the ﬁt slightly
better. Symmetrizing the data in this way causes the determined
line center to shift by less than 1 MHz for even the most
asymmetric scans. Given that we do not know the physical
cause of this phenomenon, we have taken the approach of
manipulating the data as little as possible, so this symmetrizing
was only done to estimate the potential error induced by the
asymmetry.
When asymmetry is present, it tends to manifest with the
low-frequency lobe of the line shape having a greater maximum
than the high-frequency one, although by tuning detection
phases and plasma conditions, we are able to reverse the
asymmetry, making the high-frequency lobe larger. Fitting the
same line with opposite asymmetry slopes provides line centers
that are shifted by less than 1 MHz relative to one another,
providing further evidence that any asymmetry-induced errors
in line center determination must be fairly small, on the order
of 1 MHz or smaller.
All of the comb-calibrated data presented in this work was
performed with the identical phase settings and plasma
conditions, leading to line shapes that were similarly
Figure 5. Roughly calibrated scan of the P(5) transition of HCO+,
showing the Lamb dips that are obtainable with cavity enhancement
combined with lower cell pressure. The frequency calibration of this
scan was based on the line center determined from the comb
calibrated scans combined with the approximate scan voltage to
frequency transfer function of the seed laser.
Table 1. List of the Comb-Calibrated HCO+ Transition
Center Frequencies (With Associated Uncertainties)
Observed in the Current Work, Compared with Previous
Measurements
transition line center (cm−1)
previous work6
(cm−1)
previous − current
(MHz)
R(0) 3091.690432(16) 3091.6919(10) 44
R(1) 3094.618099(27) 3094.6181(10) 0
R(2) 3097.522054(07) 3097.5223(10) 7
R(3) 3100.402249(25) 3100.4034(10) 35
R(4) 3103.258604(21) 3103.2586(10) 0
R(5) 3106.090956(19) 3106.0909(10) −2
R(6) 3108.899376(20) 3108.9002(10) 25
R(7) 3111.683680(04) 3111.6841(10) 13
R(8) 3114.443835(05) 3114.4445(10) 20
R(9) 3117.179881(41) 3117.1800(10) 4
P(1) 3085.763903(23) 3085.7646(10) 21
P(2) 3082.765487(53) 3082.7662(10) 21
P(3) 3079.743422(15) 3079.7437(10) 8
P(4) 3076.698005(05) 3076.6977(10) −9
P(5) 3073.629188(16) 3073.6291(10) −3
P(6) 3070.537136(19) 3070.5377(10) 17
P(7) 3067.421924(37) 3067.4224(10) 14
P(8) 3064.283464(10) 3064.2834(10) −2
P(9) 3061.122045(18) 3061.1226(10) 17
P(10) 3057.937606(08) 3057.9380(10) 12
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asymmetric. Such a systematic error would be mitigated by
subtraction of observed line centers, as is done in the
combination diﬀerences analysis described in the following
several paragraphs. On the basis of the errors in the calculation
of rotational transitions, it appears that random scan-to-scan
variability is the limiting factor in line center determination and
not the eﬀects of this asymmetry.
For approximately half of the comb-calibrated scans, the
determined line centers disagreed with the previously measured
HCO+ transition frequencies6 by greater than the speciﬁed
accuracy of 30 MHz. It was found that the source of the errors
was incorrect comb mode number determination for either the
signal or the pump beams due to inaccuracy of the wavemeter.
These incorrectly calibrated scans were easily corrected by
adding or subtracting a multiple of the comb repetition rate to
or from the calculated idler frequency. After correcting the idler
frequency calibration, it was found that all but two of the
observed transitions agreed with Amano’s previous work to
within 30 MHz. The two exceptions to the 30 MHz agreement
were the R(0) and R(3) transitions, but those were both further
veriﬁed by comparing the combination diﬀerence analysis with
directly measured rotation transitions, as shown in Table 2. Any
remaining error in the determination of comb mode numbers
would appear as an error of ∼100 MHz, which is not observed.
A combination diﬀerences analysis was performed to
demonstrate the accuracy of our comb-calibrated rovibrational
compared to known rotational transitions. First, frequencies of
transitions sharing the same upper state energy level, e.g., R(0)
and P(2), were subtracted from one another to generate
ground state energy level spacings for pairs of energy levels
separated by two rotational energy levels. For example, the J =
2 ← 0 spacing was calculated from f R(0) − f P(2), the J = 3 ← 1
spacing was calculated from f R(1) − f P(3), and so forth for all
observed transitions up to the J = 10 ← 8 spacing.
Then the directly measured J = 1 ← 0 transition was
subtracted from the J = 2← 0 energy level spacing to indirectly
compute the J = 2 ← 1 rotational transition frequency. This
computed frequency was then subtracted from the J = 3 ← 1
spacing to compute the J = 3← 2 transition frequency, and the
process was repeated for higher rotational energy levels up to J
= 10← 9. At each step, the calculated rotational transition from
the previous step was used with a new energy level diﬀerence to
compute a new rotational transition. The indirectly calculated
rotational transitions in the current work are compared to the
previously observed rotational transition frequencies in Table 2.
Such an analysis was also carried out for the ν1 (C−H stretch
mode) ﬁrst vibrationally excited state. To our knowledge, the
only directly observed rotational transition was J = 3 ← 2.16
This single transition, combined with our rovibrational data, is
suﬃcient to compute the expected rotational transitions from J
= 1 ← 0 up to J = 10 ← 9, as shown in Table 5.
The rovibrational comb-calibrated data were also ﬁt to a
simple Hamiltonian to determine the constants shown in Table
3, where the quartic distortion terms for the lower and upper
vibrational states were constrained to be equal to one another.
The full results of the ﬁt, showing the deviations of the data
from the ﬁt result, is shown in Table 4. The experimental data
agree with the ﬁt within 2σ for all but three of the observed
transitions, and all of the data agree with the ﬁt to within 4σ.
This provides further evidence for the internal consistency of
this rovibrational data set, and validation that the random errors
that contribute to the statistical uncertainties are the limiting
factor of the accuracy and precision (as oppposed to other
eﬀects that vary from one line to the next, such as the observed
asymmetry in the lineshapes).
In addition to the comb-calibrated scans that were collected
for the combination diﬀerences analysis, several previously
unobserved P-branch transitions were recorded with only
Table 2. Indirectly Calculated Rotational Transition
Frequencies Derived from the Data in Table 1 Compared to
the Directly Measured Rotational Transitions Compiled by
Cazzoli et al.15
J′ J″ calc freq (MHz) obs freq15 (MHz) calc − obs (MHz)
0 1 n/a 89188.5247 n/a
1 2 178374.6(17) 178375.0563 −0.5
2 3 267557.0(19) n/a n/a
3 4 356732.3(19) 356734.2230 −2.0
4 5 445903.9(21) 445902.8721 1.0
5 6 535061.0(23) 535061.5810 −0.5
6 7 624207.4(26) 624208.3606 −1.0
7 8 713344.0(27) 713341.2278 2.8
8 9 802455.7(27) 802458.1995 −2.5
9 10 891558.4(27) 891557.2903 1.1
Table 3. Molecular Constants (And Associated
Uncertainties) Obtained from a Least Squares Fit of the Full
Comb-Calibrated Rovibrational Data Set; Full Fit Results,
Including the Associated Residuals, Are Given in Table 4
constant value (MHz)
ν0 92598065.20(19)
B″ 44594.166(25)
B′ 44240.297(27)
D″ −0.07784(49)
D′ −0.07760(49)
H′ = H″ −0.0269(28) × 10−3
Table 4. Full Results of the Least Squares Fit of the Full
Comb-Calibrated Rovibrational Data Set
J′ J″ obs freq (cm−1) calc freq (cm−1) obs − calc (cm−1)
0 1 3091.690432(16) 3091.690368 0.000064
1 2 3094.618099(27) 3094.618083 0.000016
2 3 3097.522054(07) 3097.522065 −0.000011
3 4 3100.402249(25) 3100.402251 −0.000002
4 5 3103.258604(21) 3103.258575 0.000030
5 6 3106.090956(19) 3106.090968 −0.000012
6 7 3108.899376(20) 3108.899361 0.000015
7 8 3111.683680(04) 3111.683678 0.000002
8 9 3114.443835(05) 3114.443840 −0.000005
9 10 3117.179881(41) 3117.179764 0.000117
1 0 3085.763903(23) 3085.763992 −0.000089
2 1 3082.765487(53) 3082.765454 0.000033
3 2 3079.743422(15) 3079.743436 −0.000014
4 3 3076.698005(05) 3076.698000 0.000005
5 4 3073.629188(16) 3073.629214 −0.000026
6 5 3070.537136(19) 3070.537148 −0.000012
7 6 3067.421924(37) 3067.421874 0.000050
8 7 3064.283464(10) 3064.283471 −0.000007
9 8 3061.122045(18) 3061.122020 0.000025
10 9 3057.937606(08) 3057.937608 −0.000002
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wavemeter calibration. All but one of the linecenters
determined from these scans fall within the expected 70 MHz
uncertainty from the wavemeter calibration. The one exception,
P(17), is thought to be oﬀ by more than the uncertainty due to
an inaccurate signal wavelength reading caused by poor optical
alignment of the wavemeter. These transitions, whose
frequencies are given in Table 6, could not be used for
combination diﬀerences calculations because their correspond-
ing R-branch transitions lie outside the tuning range of our
current OPO module, though additional tuning could be
obtained with other modules.
■ CONCLUSIONS
The current work demonstrates the ability of Doppler-
broadened comb-calibrated velocity modulation spectroscopy
to determine line centers with sub-MHz accuracy and precision.
This accuracy has been veriﬁed by performing a combination
diﬀerences analysis of the rovibrational data and comparing the
results to the previously observed rotational spectrum of
vibrational ground state HCO+. The potential of extending the
technique to sub-Doppler work has also been demonstrated.
With a proper set of cavity mirrors, it should be possible to
further improve the precision of this technique. From the
current series of ﬁts, the Doppler-limited line width is ∼450
MHz, and the uncertainty of a single ﬁt is ∼350 kHz. From the
Lamb dip scan of HCO+ shown in Figure 5, the peak-to-peak
line width of the central sub-Doppler feature is only ∼50 MHz,
so it is reasonable to assume that the precision of a ﬁt to sub-
Doppler features would be approximately an order of
magnitude more precise than one to a Doppler-broadened
scan, assuming the S/N problem can be solved by a non-
hygroscopic set of cavity mirrors. The investigation into
whether the accuracy is also improved by the same factor will
be the subject of future work.
One of the greatest advantages of this indirect approach over
direct rotational spectroscopy is the generality of it. The
chemistry within positive column discharge cells tends to be
very rich, so it is possible to make a wide variety of molecular
ions. The cell used in the current work was cooled with liquid
nitrogen, but it could easily be cooled by water or air, or even
heated to attain greater population in higher rotational levels
and compute the rotational spectrum up to very high J values.
The infrared source and detectors are also very versatile in
terms of spectral coverage; entire rovibrational bands for a wide
variety of ions lie within its tuning range and can be observed
without any changes to the optoelectronic system.
This work also has implications for astronomical searches for
the astrophysically relevant ion HCO+. While the ground
vibrational state has been thoroughly studied, little work has
previously been done in this vibrationally excited state.
Rotational transitions in the vibrationally excited state could
be of astrophysical interest, particularly in hot, dense
environments such as hot cores and circumstellar envelopes.22
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were 4.1(6) and 3.7(8) MHz, respectively, lower than the
values in Table 1 from our single-pass measurements. This
evidently systematic oﬀset is likely due to an asymmetry in the
ion drift velocity in our AC plasma, and does not aﬀect the
indirect rotational transitions reported here as the oﬀset is
removed by subtraction. Since the observed Lamb dips probe
only the zero-velocity ion population, we expect their
frequencies to be independent of any plasma asymmetry. The
corrected version was published ASAP on July 10, 2013.
The Journal of Physical Chemistry A Article
dx.doi.org/10.1021/jp400570m | J. Phys. Chem. A 2013, 117, 10034−1004010040
81
Addition to “Indirect Rotational Spectroscopy of HCO+”
Brian M. Siller, James N. Hodges, Adam J. Perry, and Benjamin J. McCall*
J. Phys. Chem. A 2013, 117 (39), 10034−10040. DOI: 10.1021/jp400570m
After publication, we learned that pure rotational transitions in
the 1ν1 vibrationally excited state of HCO
+ had been measured
by Warner in his Ph.D. thesis1 and by Hirao et al.,2 so our
combination diﬀerences and ﬁt results should be compared to
the results from this work.
Additionally, a 1 MHz error was found in the calculation of
all of the vibrationally excited combination diﬀerences as a
result of a single transcription error in the J = 3 ← 2 excited
state transition3 used in determining the combination diﬀer-
ences. The corrected values are reported in Table 1.
Excluding the J = 1 ← 0 transition, all previous values are
within 2σ of our determined frequencies.
The diﬀerences between the B and D constants in this paper
and those in Hirao et al. arise from the inclusion of a sextic
distortion constant. When the sextic distortion constant is not
included, the B and D constants (B = 44240.511(41) MHz and
D = 82.13(30) kHz) are in good agreement with those of Hirao
et al. (B = 44240.52774(118) MHz and D = 82.0571(87) kHz).
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Table 1. Summary of the Corrected Rotational Transitions
in the 1ν1 Vibrationally Excited State and a Comparison of
Those to Previously Determined Valuesa
J′−J″ frequency previous calc − prev
1−0 88485.7(19) 88480.748(100)b 5.0
2−1 176956.4(16) 176959.485c −3.1
4−3 353901.7(9) 353903.215(30)d −1.5
5−4 442365.0(11) 442364.230(30)d 0.8
6−5 530814.3(13) 530815.436c −1.1
7−6 619256.7(16) 619254.813(30)d 1.9
8−7 707677.4(19) 707680.392(30)d −3.0
9−8 796092.7(19) 796090.220(20)d 2.5
10−9 884478.9(24) 884482.326c −3.4
aThe comparison column is the diﬀerence between our calculated
combination diﬀerence and the previously calculated or observed
value. All the values are in MHz. bWarner.1 cHirao et al. calculated.2
dHirao et al. observed.2
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We present a versatile new instrument capable of measuring rovibrational transition frequencies of
molecular ions with sub-MHz accuracy and precision. A liquid-nitrogen cooled positive column dis-
charge cell, which can produce large column densities of a wide variety of molecular ions, is probed
with sub-Doppler spectroscopy enabled by a high-power optical parametric oscillator locked to a
moderate finesse external cavity. Frequency modulation (heterodyne) spectroscopy is employed to re-
duce intensity fluctuations due to the cavity lock, and velocity modulation spectroscopy permits ion-
neutral discrimination. The relatively narrow Lamb dips are precisely and accurately calibrated using
an optical frequency comb. This method is completely general as it relies on the direct measurement
of absorption or dispersion of rovibrational transitions. We expect that this new approach will open
up many new possibilities: from providing new benchmarks for state-of-the-art ab initio calculations
to supporting astronomical observations to helping assign congested spectra by combination differ-
ences. Herein, we describe the instrument in detail and demonstrate its performance by measuring
ten R-branch transitions in the ν2 band of H+3 , two transitions in the ν1 band of HCO+, and the first
sub-Doppler transition of CH+5 . © 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4825251]
I. INTRODUCTION
In the 30 years since its discovery,1 velocity modulation
spectroscopy (VMS) in a positive column discharge has been
a tremendously successful method for performing direct ab-
sorption spectroscopy of molecular ions. The positive column
offers a remarkably rich chemical environment suitable for
the production of a wide variety of ions with a high column
density.2
Traditional VMS has been limited in its frequency preci-
sion by broad Doppler-limited linewidths, coupled with mod-
est signal-to-noise ratios, and the uncertainties in line cen-
ter determinations are typically 30-90 MHz.3, 4 The Doppler
limit was overcome by our group in 2010 by placing the dis-
charge cell in an external cavity, in an approach called cavity
enhanced VMS.5, 6 The high intracavity power enabled satu-
ration spectroscopy, and the resulting Lamb dips enabled the
precision to be improved to∼3 MHz in the near-infrared. The
later incorporation of frequency modulation, or heterodyne,
spectroscopy improved the signal-to-noise ratio and further
improved the precision.7 This approach, based on the pioneer-
ing NICE-OHMS technique,8 was dubbed NICE-OHVMS, or
Noise Immune Cavity Enhanced Optical Heterodyne Velocity
Modulation Spectroscopy. This technique was later extended
into the mid-infrared, using an optical parametric oscillator,
by Crabtree et al.9
The accuracy of VMS has also been limited by the
method of frequency calibration. Typically, VMS experiments
a)Present address: Tiger Optics, Warrington, Pennsylvania 18976, USA.
b)Electronic mail: bjmccall@illinois.edu. URL: http://bjm.scs.illinois.edu.
relied on a combination of relative calibration using marker
etalons and absolute calibration using Doppler-limited refer-
ence gas transitions, which were themselves often only known
to∼30 MHz accuracy. The advent of optical frequency combs
has revolutionized the accuracy of molecular spectroscopy,
making sub-MHz frequency measurements almost routine.
Our near-infrared NICE-OHVMS work on N+2 used a fre-
quency comb to achieve an accuracy of ∼300 kHz.7 In recent
work without an external cavity, we have demonstrated that
it is possible to extend comb-calibrated spectroscopy to the
mid-infrared, to infer pure-rotational transitions of molecular
ions such as HCO+ using combination differences with sub-
MHz accuracy.10
In this paper, we present the combination of sub-Doppler
spectroscopy using mid-infrared NICE-OHVMS9 with opti-
cal frequency comb calibration10 to yield a versatile method
for molecular ion spectroscopy with both high precision and
high accuracy. We demonstrate and characterize the effective-
ness of this method through spectroscopy of H+3 , HCO+, and
CH+5 .
H+3 is a natural first target for our spectrometer. As the
simplest polyatomic molecule, it has become an important
system for benchmarking the increasing accuracy of quantum
calculations. Many of its rovibrational transitions have been
predicted to within hundredths of a wavenumber by sophisti-
cated calculations that include adiabatic, relativistic electron,
and non-adiabatic corrections to the Born-Oppenheimer po-
tential energy surface.11 In many cases, this degree of pre-
cision is comparable to the experimental uncertainties, so
more precise measurements will serve to motivate and bench-
mark ever more accurate calculations, which will require the
0021-9606/2013/139(16)/164201/11/$30.00 © 2013 AIP Publishing LLC139, 164201-1
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FIG. 1. Block diagram of the instrument. YDFL: Ytterbium Doped Fiber Laser; EOM: Electro-Optic Modulator; OPO: Optical Parametric Oscillator; P,S,I:
Pump(Blue), Signal(Green), Idler(Red); AOM: Acousto-Optic Modulator; PZT: Piezo-electric Transducer; PS: Phase Shifter; RF: Radio-Frequency source; and
PSD: Phase Sensitive Detector.
inclusion of quantum electrodynamic effects as has already
been done with diatomics12 and H2O.13
In addition to its fundamental interest, H+3 is also an im-
portant molecule in astrochemistry due to its abundance in
both dense14 and diffuse15 interstellar clouds, as well as in the
atmospheres of large gas giants such as Jupiter.16 Of partic-
ular relevance to the present work, the Doppler shifts of H+3
rovibrational transitions have been successfully used to deter-
mine the velocity of Jovian auroral winds,17 but the accuracy
of those determinations is limited by the uncertainties in the
laboratory transition frequencies.
Our second target, HCO+, was recently used10 to demon-
strate the feasibility of performing “indirect” pure-rotational
spectroscopy by calculating combination differences of high-
precision rovibrational frequencies. Due to degradation of our
cavity mirrors in that work, we were restricted to performing
single-pass heterodyne spectroscopy. Here, we revisit HCO+
with an improved set of cavity mirrors, and we find that the
single-pass measurements suffered a slight (∼4 MHz) but sys-
tematic offset due to an asymmetry in the AC plasma. This
highlights the advantage of using Lamb dips in a bidirectional
cavity for line center determination, as they are located sym-
metrically around the zero-velocity component of the ions and
are not shifted by plasma asymmetries.
Our final target, CH+5 , is an enigmatic ion whose high-
resolution infrared spectrum in the C–H stretching region re-
mains completely unassigned nearly 15 years since it was first
reported.3 It has been suggested18 that one possible way of
assigning the spectrum would be to search for four-line com-
bination differences, which would identify energy level sepa-
rations. However, the high line density results in many “false
positives” at the current precision of the line center measure-
ments. Here we report the first sub-Doppler spectrum of CH+5 ,
which improves on the precision of the initial detection3 by
more than two orders of magnitude.
II. EXPERIMENTAL DESCRIPTION
A block diagram of the instrument is presented in
Figure 1. A ytterbium doped fiber laser (Koheras Adjustik Y-
10) is coupled into a fiber electro-optic modulator (EOSPACE
PM-0K5-00-PFU-PFU-106-S), where Pound Drever Hall
(PDH) locking side bands (∼4 MHz) and heterodyne side-
bands (∼79 MHz, equal to the free spectral range of our ex-
ternal cavity) are imprinted onto the laser. After modulation,
the light is amplified by a 10 W fiber amplifier (IPG Photonics
YAR-10 K-1064-LP-SF) and is used to pump a singly reso-
nant optical parametric oscillator (OPO; Aculight Argos 2400
SF). The idler, tunable from 3.2 to 3.9 µm, is coupled into a
∼190 cm external cavity composed of two dielectric mirrors
(Rocky Mountain Instruments, custom) on silicon substrates
with 1 m radius of curvature. For the H+3 measurements, the
mirrors used were nominally 99.7% reflective between 3.0
and 3.4 µm but suffered high losses at higher frequencies
because of water adsorbed in the hygroscopic coating. The
measurements of HCO+ and CH+5 have utilized a new set of
mirrors, nominally 99% reflective between 3.0 and 3.4 µm,
which were specially coated with a protective layer to prevent
the uptake of water. Additionally, the newer mirrors are kept
under a flow of dry nitrogen at all times.
The cavity and the idler are locked to maintain resonance
by using a detector (Boston Electronics Vigo PVM-10.6-1x1)
to monitor the back reflection from the front cavity mirror.
The signal from that detector is demodulated with a mixer that
is referenced to the PDH locking sideband frequency. The out-
put of that mixer is processed by a lock box, and slow correc-
tions (<100 Hz) are sent to a piezo on which one of the cavity
mirrors is mounted, to keep the cavity locked onto the idler on
slow timescales. Faster corrections (0.1–10 kHz) are sent to a
piezo that controls the length of the OPO cavity, thus making
small corrections to the frequency of the signal and the idler
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to keep the idler resonant with the cavity on fast timescales.
Based on the observed magnitude of this error signal, there is
an extra ∼500 kHz of random noise imposed upon the signal
frequency (and therefore also upon the idler frequency) due
to the locking of the idler frequency to the external cavity.
Within the external cavity is a liquid nitrogen cooled pos-
itive column discharge cell (Black Widow), which was used
extensively for VMS in the Oka group at the University of
Chicago. An arbitrary waveform generator (Agilent 33120A)
creates a sine wave, which is amplified (Techron 7780) and
sent to a step-up transformer to drive the plasma. The AC
voltage configuration of the plasma modulates the velocity of
the ions at a frequency of 40 kHz. Optimal signals for H+3
have been observed at 200 mTorr of cell pressure and 170 mA
of current. For HCO+, we used a mixture of 17:3 H2:CO
at a total pressure of 200 mTorr, and a plasma current of
115 mA. CH+5 was observed using a 24:1 mixture of H2:CH4
at 250 mTorr and the lowest possible current the discharge
could maintain, typically ∼110 mA.
The idler radiation from the OPO is coupled through the
discharge cell by CaF2 windows that are aligned at Brew-
ster’s angle. The transmitted light through the cavity is de-
tected and demodulated first at the heterodyne frequency of
∼79 MHz by a pair of mixers that are 90◦ out of phase with
each other. The outputs from these mixers are further demod-
ulated via lock-in amplifiers referenced to 80 kHz, twice the
plasma modulation frequency. The detection scheme results
in four data channels: in-phase and quadrature detection for
each of the two mixers. Previously, we have estimated the sen-
sitivity of our spectrometer in the lowest noise channel to be
9.8× 10−10 cm−1 Hz−1/2.9
Frequency calibration of the idler is accomplished by si-
multaneously measuring the frequency of the pump and sig-
nal beams using an optical frequency comb (Menlo Systems
FC-1500, with 100 MHz repetition rate) and determining the
difference between them. First, the carrier envelope offset of
the comb is tuned to∼20 MHz to be measured by a frequency
counter, although this is not strictly necessary for measuring
the idler frequency. The repetition rate of the comb is tuned
such that the beat frequency of the signal with the comb is
between 25 and 35 MHz, the range of the internal bandpass
of the frequency counter used for the signal. Next, the pump
is tuned so that its beat with the comb is ∼20 MHz. Then the
signs of the beats and carrier envelope offset are determined.
The pump is then offset locked to the comb using a frequency
to voltage converter to generate an error signal. A waveme-
ter (Burleigh WA-1500, 0.2 ppm accuracy) then sequentially
measures the pump and signal wavelengths to determine the
mode numbers of the comb teeth that are closest to these two
frequencies.
For spectroscopy, the idler is tuned by changing the rep-
etition rate of the comb. The pump is dragged along with the
comb, since it is offset-locked to the comb, but the signal re-
mains relatively constant (aside from slow drift due to ther-
mal variations of the OPO cavity). Without any correction,
this would quickly lead to the signal beat with the comb mov-
ing out of the bandpass of our frequency counter. Therefore,
we double-pass the signal through an acousto-optic modula-
tor (Brimrose IPF-200-80-1600) before sending it to the beat
detection unit of the comb. The AOM frequency is adjusted
with a feed forward as the comb repetition rate is changed, in
order to keep the signal beat within the bandpass. The diffrac-
tion efficiency of the AOM allows it to be tuned between 150
and 210 MHz, leading to a shift of the signal frequency by
300 to 420 MHz. When the frequency limit of the AOM is
reached, the frequency is increased or decreased by 50 MHz,
which corresponds to a 100 MHz change in signal frequency,
and the recorded mode number for the signal is incremented
or decremented appropriately. The known frequency shift in-
duced by the AOM is subtracted from the signal frequency
determined by the comb before the latter is subtracted from
the pump frequency to determine the idler frequency.
Data points are acquired with a separation in time of 1.5 s,
which is ample time for the lock-in amplifiers to integrate
(with a time constant of 300 ms) and the frequency coun-
ters to update (at a rate of 1 Hz). These steps are taken to
minimize any line dragging by delayed detection. Scanning
is performed both from low to high frequency and also from
high to low frequency in order to remove any systematic er-
rors caused by line dragging.
The use of the repetition rate for tuning limits the width
of a single scan window to∼900 MHz. In practice, this means
that entire Doppler profiles of light ions such as H+3 cannot be
measured in a single scan. In such cases, preliminary scans
are taken without the frequency comb (by directly scanning
the voltage on the fiber laser) over a wide range, and then
the sub-Doppler features are scanned with the comb. For the
heavier ions HCO+ and CH+5 , it is possible to record the full
Doppler profile within a single scan.
III. RESULTS AND DISCUSSION
A. Lineshape fitting and uncertainty determination
The symmetry of the overall NICE-OHVMS lineshape is
odd in both absorption and dispersion. For high precision line
center determination, the most important part of the line is the
Lamb dips that are evenly spaced about the transition’s cen-
ter frequency. The Lamb dips are a result of the forward- and
counter-propagating beam sampling single velocity compo-
nents on opposite sides of the Doppler profile. The frequency
modulation effectively produces three lasers spaced by the
modulation frequency: a carrier and two sidebands, one in
phase with the carrier, and the other 180◦ out of phase. As-
suming that both the carrier and sidebands are intense enough
to contribute to saturation, and that the modulation index is
low enough to avoid contributions of higher-order sidebands,
there exist four separate Lamb dips that can be detected in
absorption, spaced evenly in half integer multiples of the het-
erodyne frequency about the linecenter. In dispersion, there
is also a fifth Lamb dip at the linecenter. In this work, de-
tection was performed at a blended phase that provided the
optimal signal-to-noise in all four channels, so the observed
Lamb dips are from neither purely absorption nor purely dis-
persion. However, these individual Lamb dips are not resolved
in this experiment because half of the heterodyne frequency is
smaller than the full-width at half-maximum of the individual
Lamb dips; thus we observe a blend of the five Lamb dips. For
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FIG. 2. A representative scan of the R(1,0) transition of H+3 , illustrating the
odd symmetry of the Doppler broadened lineshape. The sharp central feature
is composed of five blended Lamb dips. This spectrum was only calibrated
with a wavemeter, limiting its accuracy to 70 MHz.
purposes of illustration, the full profile from a single detection
channel (not comb calibrated) of an H+3 transition is shown in
Figure 2, and an example of the fit to the blended Lamb dips in
all four simultaneously acquired detection channels is shown
in Figure 3.
The derivation of the sub-Doppler lineshape and the fits
function have been presented in an earlier paper.9 However,
for clarity, the fitting procedure will be reviewed in brief. The
fit is a nonlinear least squares fit using an equation that mod-
els the Lamb dips and fits the central portion of the Doppler
profile with a cubic polynomial. The four individual channels
are fit simultaneously with some shared parameters such as
the linecenter to make the four fits self-consistent. The equa-
tion describing the Lamb dip shape is a sum of absorption and
dispersion components, χabs and χdisp, respectively,
χtot (νd ) = χabs(νd ) sin θh + χdisp(νd ) cos θh, (1)
χabs(νd ) = A1
[
χ
(
νd −
fh
2
)
− χ
(
νd +
fh
2
)]
+A2[χ (νd − fh)− χ (νd + fh)], (2)
χdisp(νd )=−A0χ (νd )+A1
[
χ
(
νd −
fh
2
)
+χ
(
νd +
fh
2
)]
+A2[χ (νd − fh)+ χ (νd + fh)]. (3)
Here An denotes the amplitude of the Lamb dip where
n is the order, i.e., A0 is the amplitude of the central Lamb
dip, A1 is the amplitude of the first set of Lamb dips out from
the linecenter and so forth. The frequency detuning from the
linecenter is given by νd, fh is the heterodyne frequency, and
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FIG. 3. Enlarged view of the Lamb dips in the R(2,2)l transition of H+3 , along with fits to the functional form presented in an earlier paper.9 The four channels
(two from the phase sensitive detector associated with each mixer) are presented in the center of the panel, with the residuals plotted above and below the fit.
The data are shown as markers and the fits as solid lines.
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θh is the heterodyne detection angle. The χ with no subscript
is the lineshape for an individual Lamb dip, which depends
on the linewdith though it is not explicitly shown in the above
equations. In the case of absorption, it takes the form of a
linear combination of a Lorentzian and a Gaussian. In the
case of dispersion, the Lamb dips are modeled by the result
of the Kramers-Krönig relation applied to the linear combi-
nation used in absorption. For more information about the fit-
ting, we refer the reader to Crabtree et al.9 Due to the blended
nature of the Lamb dips, we were concerned about the po-
tential for small changes in parameters significantly affecting
the determination of the linecenter. The only part of the line-
shape function that does not rely on a physical model is the
fit to the central portion of the Doppler profile. Changing any
of those values might make a detectable difference linecen-
ter frequency. To simulate this, we increased the slope of the
linear term in all four channels of a scan of the H+3 R(1,0)
transition by 3 times the uncertainty in the slope returned by
the original fit; this corresponds to ∼3% of the total slope.
The cubic term was held at zero to prevent it from compen-
sating for the change in the linear term. This increased slope
was held fixed as the data were re-fit. This simulation was
repeated, decreasing the slope rather than increasing it. The
linear term is the largest contributor to the polynomial part of
the fit and adjusting it by 3σ in either direction only produced
an error of ∼27 kHz (+28 kHz for +3σ , −26 kHz for −3σ ),
which is well below the precision of the linecenter derived
from the fit (∼80 kHz) or the statistical error resulting from
scan-to-scan variability (∼240 kHz).
Each transition was scanned at least five times, and in
some cases many more times. The linecenters determined
from the fit to each scan were averaged and are reported be-
low as the experimentally determined linecenter. The standard
deviation of the individual linecenter measurements was de-
termined and is reported to illustrate the spread of the distri-
bution for linecenters. The standard error, also known as the
standard deviation of the mean, which is simply the standard
deviation divided by the square root of the number of sam-
ples, is also reported as our best estimate of the uncertainty
of the average linecenter, under the assumption that the mea-
surements are normally distributed.
B. H+3 spectroscopy
Our results for ten transitions of the R-branch of the ν2
band of H+3 are reported in Table I. Our results are compared
with those from the best available Doppler-limited spectra
from the literature. In most cases, these are from the Ph.D.
thesis of Wu19 in the group of Shy, using frequency comb cal-
ibration; two transitions not observed by Wu were measured
in the FTIR spectra of McKellar and Watson,20 and the R(4,4)l
transition has not been reported since Oka’s work in 1981.21
In all cases, there is good agreement with the previous values,
given the uncertainties of the latter, and in all but two cases
the standard error of our measurements is sub-MHz.
With such high precision transition frequency data avail-
able, it is interesting to compare the determined transition fre-
quencies to those previously determined to assess the quality
TABLE I. Determined line center frequencies, standard deviations, and
standard errors of transitions in the ν2 band of H+3 . Previous values are given
with the source as a footnote. The differences between the measured fre-
quency and the previous best frequency are also reported. All values are in
MHz.
Transition Freq. St. Dev. St. Err. Prev. Value Diff.
R(1,1)l 80687424.25 1.65 0.62 80687432(10)a − 7.75
R(1,0) 81720377.29 0.86 0.23 81720370(10)a 7.29
R(1,1)u 81730020.44 0.84 0.38 81730026(20)a − 5.56
R(2,2)l 82804769.99 0.70 0.31 82804764(10)a 5.99
R(2,1)l 82908940.58 2.79 1.25 82908950(150)b − 9.42
R(2,2)u 84635537.25 1.21 0.54 84635542(10)a − 4.75
R(2,1)u 84724846.57 0.85 0.38 84724851(10)a − 4.43
R(3,3)l 84839013.46 0.88 0.39 84839025(10)a − 11.54
R(3,2)l 84907118.76 2.99 1.34 84907160(150)b − 41.24
R(4,4)l 86774648.52 1.28 0.39 86774570(300)c 78.52
aReference 19.
bReference 20.
cReference 21.
of the older work. Especially noteworthy in this comparison
is the high degree of accuracy of the FTIR work by McKellar
and Watson.20 As can be seen in Table II, their work is consid-
erably more accurate than their stated uncertainty (150 MHz).
Indeed, one of the weakest lines observed in their experi-
ment, R(3,2)l, is only ∼40 MHz away from our determined
linecenter.
There has been one other recently reported sub-Doppler
measurement of the linecenter of the R(1,0) transition, from
Shy’s group.22 They produce H+3 in an extended negative glow
discharge at 30-80 mTorr and use an OPO in a strong pump,
weak probe double pass configuration. Rather than scanning
over the transition, calibrating each point, and fitting to de-
termine the line center (as we have done), they instead lock
their laser to the Lamb dip and use a frequency comb to mea-
sure the laser’s frequency while locked. Their reported line-
center is 5.74 MHz lower than ours, a discrepancy which is
far larger than the adopted uncertainties (∼250 kHz in both
cases). Subsequent measurements of other transitions in Shy’s
laboratory23 also differ from our values, with discrepancies
that vary in sign but are all of order 5 MHz.
TABLE II. A comparison to the FTIR values as determined by McKellar
and Watson.20 The error listed is the difference between our reported value
and that determined by McKellar and Watson.
Transition Error (MHz)
R(1,1)l − 5.75
R(1,0) 11.12
R(1,1)u 19.65
R(2,2)l − 5.03
R(2,1)l − 12.42
R(2,2)u − 10.75
R(2,1)u − 9.43
R(3,3)l − 3.54
R(3,2)l − 41.24
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FIG. 4. The standard deviation of the frequency measurements for each H+3
transition plotted against the average signal-to-noise ratio of the blended
Lamb dip. The horizontal line at 1 MHz is drawn to indicate that the stan-
dard deviation is scattered about it for most transitions.
Because of these discrepancies, we have taken great care
to characterize potential sources of systematic and random er-
rors in our experiment, as described in Secs. III B 1–III B 4.
1. Effect of signal-to-noise ratio
The precision of the linecenters derived from the fits to
our individual scans is typically a few hundred kHz, but can be
as low as 70 kHz. Clearly, the fit precision is not the limiting
factor in our measurements. To assess the effect of the signal-
to-noise ratio of the Lamb dips on our linecenter measure-
ments, the average signal-to-noise ratio of the blended Lamb
dips for each transition is plotted against the standard devia-
tion of its linecenter, as determined from several scans over
each transition, in Figure 4.
All except the two weakest transitions are clustered near
the horizontal line at 1 MHz; these two transitions have fits
that are less well determined, which is the cause of the greater
uncertainty in their linecenters. No gradual trend in the stan-
dard deviation as a function of signal-to-noise ratio is evident,
indicating that there is some other dominant effect limiting the
standard deviation for all but the weakest lines.
2. Effect of asymmetry
In Crabtree et al.,9 the effect of asymmetry on the deter-
mined transition frequency was left as an unanswered ques-
tion due to the fact that the accuracy was limited to∼70 MHz
by the wavemeter calibration. In that work, several simulated
asymmetries were used to intentionally affect the ability to
fit the lines, though no physical meaning or mechanism was
used in the simulations. The largest magnitude effects were
found to cause a few MHz shift in transition frequency, and
this was interpreted as a firm upper limit on the potential ef-
fect of asymmetry.
With the inclusion of a frequency comb, the effect caused
by asymmetry can now be better characterized. For this pur-
pose, the R(1,0) transition was scanned many times on many
different days to study the asymmetry. In all cases, the fit
FIG. 5. A typical graph depicting the inversion residuals. It is evident that
they are symmetric about the transition frequency, due to the process of addi-
tively imprinting the noise of one half of the line on the other. These data are
used to calculate characteristic parameters of the asymmetry.
residuals do not indicate any obvious asymmetry in the Lamb
dips, which would have the largest effect in the determina-
tion of linecenters. Instead, the Doppler profiles clearly ex-
hibit asymmetric lineshapes, and the amount and sign of this
asymmetry changes over time and from scan to scan.
To quantify the amount of asymmetry (deviation from the
expected odd symmetry) in each scan, we first trimmed each
channel of a scan to an equal number of data points on each
side of the line center, and shifted it by the y-offset determined
from the fit. A copy of the data was made and then the fre-
quency axis was inverted, mirroring the data across the line-
center. The original scan channels and mirrored scan channels
were added together to create a graphical representation of
the asymmetry (Figure 5), which we refer to as the inversion
residuals.
From the inversion residuals, two parameters were deter-
mined. The first, the offset asymmetry parameter, was defined
as the average value of all four channels. The average value
from each individual channel was determined, then these four
averages were averaged together. The offset asymmetry pa-
rameter was defined in this manner to capture the effect that
each individual channel would have on the simultaneous least
squares fit of all four channels. In the case of a perfectly
symmetric line, the offset parameter would have a value of
zero because the odd lineshape would cancel itself out. Nega-
tive values of the offset parameter indicate that the lower fre-
quency (negative-going) lobe is stronger than the higher fre-
quency lobe; whereas, positive values indicate stronger lobes
on the high frequency side.
The second parameter, which we refer to as the high-
low asymmetry parameter, represents the average difference
between the maximum and minimum values for each of the
four inversion residuals. The high-low parameter is intended
to capture an imbalance in the shape of the line. Such an im-
balance would manifest itself in the inversion residuals as a
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FIG. 6. The deviation of the linecenter of a given scan from the mean value versus the offset asymmetry parameter (left panel) and the high-low asymmetry
parameter (right panel). The dotted lines shows the zero crossings to emphasize the insensitivity of the sign of the difference to the sign of the asymmetry
parameter.
sloped or curved line. The magnitude of the slope is param-
eterized by differencing the maximum and minimum values
of the residuals. These differences for each data channel are
averaged just like the offset parameter. As above, the sign in-
dicates which lobe was larger.
In Figure 6, the deviation of the linecenter of an individ-
ual scan from the mean of all R(1,0) scans is plotted against
these two asymmetry parameters. The data show no clear
trend, not even a consistent change in the sign of the devia-
tion with the sign of the asymmetry parameter. Instead, the
data are well scattered. If the scan-to-scan reproducibility in
the linecenter of ∼1 MHz is due to the changing asymmetry,
it must depend on the asymmetry in a way that is not captured
by these particular metrics.
In any case, the fact that the amount and the sign of the
asymmetry change from scan to scan strongly suggests that
the asymmetry cannot cause a systematic shift in the linecen-
ter in an ensemble of scans. Instead, we conclude that the
impact of the asymmetry manifests itself as a random error,
reflected in the magnitude of the standard deviation of the
linecenter determinations.
3. Pressure shift
Given the difference in pressure between our experi-
ment and Shy’s, we decided to measure the linecenter of the
R(1,0) transition at three different pressures to rule out the
possibility of an unexpectedly large pressure shift. The re-
sults are displayed in Table III, and show the same linecen-
ter (within uncertainties) from pressures between 200 and
500 mTorr. The largest pressure shift consistent with the data,
determined from the lower bound of the 200 mTorr data
(81 720 377.06 MHz) and the upper bound of the 500 mTorr
data (81 720 377.86 MHz), would be 2.7 MHz/Torr at
the 1σ level. This would mean our linecenter measured at
200 mTorr could be too high by at most 0.4 MHz from the
value at 55 mTorr (the midpoint of Shy’s range).
4. Comb calibration test
In order to rule out any unexpected problems with the cal-
ibration of our optical frequency comb, we wished to measure
another transition that had been previously measured with
high precision. Since there are no other ion transitions known
to this level of accuracy in the mid-infrared, we pursued spec-
troscopy of neutral methane, which has comb calibrated lines
in our spectral region that are known to high accuracy and
precision.24
Obviously, NICE-OHVMS could not be performed be-
cause the instrument cannot modulate the velocity of a neutral
molecule. Ordinary NICE-OHMS is challenging to perform
with a fiber based EOM due to strong baseline drifts from
residual amplitude modulation (RAM),25, 26 so an additional
layer of modulation is necessary. The logical choice was
wavelength modulation, but our pump laser must be locked
to the comb and our use of an external cavity requires feed-
back to the OPO cavity length, which fixes the frequency of
the signal. Therefore, the cavity was removed and the back re-
flection detector was used in a double pass configuration for
wavelength modulated heterodyne spectroscopy.
Without the need to apply feedback to the OPO cavity
length, this control could be used to apply a dither neces-
sary to modulate the wavelength of the signal, and hence also
the idler. A 1.4 kHz dither was applied to the cavity, and the
lock-in amplifiers were referenced to three times the dither
frequency. This allowed the system to be insensitive to the
Doppler profile of the methane transition. The chosen target
TABLE III. Measured linecenters of the R(1,0) transition of H+3 at different
pressures.
Pressure (mTorr) Frequency (MHz)
200 81720377.29(23)
350 81720377.47(32)
500 81720377.44(42)
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FIG. 7. The comb calibrated central Lamb dip of the F(2)1 component of the P(7) transition in the ν3 band of methane. Fits to an analytical expression of the
third Fourier coefficient for a wavelength modulated dispersion signal (dashed curve) and to the second derivative of a Lorentzian (solid curve) are shown. The
black line is the linecenter determined by Takahata et al.24
was the F(2)1 component of the P(7) transition in the ν3 band,
which has been reported to kHz precision.24 A few mTorr
of methane was leaked into the discharge cell, and the cen-
tral Lamb dip, which corresponds only to dispersion, was
recorded.
The result of our methane spectroscopy is shown in
Figure 7. We fit the data to both the third Fourier coefficient
for a Lorentzian dispersion lineshape27 and a simple second
derivative of a Lorentzian. While neither fit perfectly repro-
duces the observed lineshape, the derived linecenters compare
very favorably with the previous work of Takahata et al.24 The
linecenter as determined by the second derivative fit is 5± 22
kHz less than Takahata’s, and that from the third Fourier co-
efficient fit was 10 ± 30 kHz greater than Takahata’s. Even
by the roughest approximation of simply picking the highest
recorded point and calling it the line center, the error is only
222 kHz. Therefore, we conclude that our frequency comb
system is working well, and is not the limiting source of error
in our ion measurements.
C. HCO+ spectroscopy
While there are no molecular ion transitions in the mid-
infrared previously measured with sub-MHz accuracy, there
are ions (such as HCO+) for which pure rotational transitions
are known with such accuracy. By measuring multiple rovi-
brational transitions and using combination differences, we
can compare the results with observed rotational transitions
as yet another check on the accuracy of our ion transition
measurements.
We have recently performed such “indirect rotational
spectroscopy” using Doppler-limited spectra of HCO+ with
comb calibration.10 Ultimately, we expect this approach to
be a useful tool for inferring rotational spectra that have not
been directly measured, in order to support astronomical ob-
servations with far-infrared/THz instruments such as SOFIA
and ALMA. Here, we simply extend our previous work on
HCO+ to demonstrate the accuracy of our sub-Doppler NICE-
OHVMS spectra.
The P(5) and R(3) lines from the ν1 band of HCO+ were
measured (see Figure 8) in order to determine the energy level
separation between J = 5 and J = 3 in the ground vibrational
state. The two transitions were measured multiple times to de-
termine their linecenters, which were 92 145 080.8(4) MHz
for P(5) and 92 947 717.3(5) MHz for R(3). The difference
between these frequencies, 802 636.5(7) MHz, agrees within
its uncertainty with the sum of the J = 3 → 4 and J = 4
→ 5 pure rotational transitions observed by Cazzoli et al.,28
356 734.2230(15) + 445 902.8721(15) = 802 637.0951(21)
MHz. The excellent agreement of this combination difference
strongly suggests that our experiment does not suffer from
any systematic errors that differ from one line to the next, be-
yond those at the sub-MHz level that result from scan-to-scan
variations.
It is interesting to note that the P(5) and R(3) frequencies
determined from the Lamb dips are both ∼4 MHz lower than
those determined from our earlier Doppler-limited, single-
pass measurements.10 This difference is evidently due to an
asymmetry in the drift velocity of the ions on the two half-
cycles of the AC discharge; such an asymmetry results in a
net Doppler shift in the single-pass measurements, but the
present measurements are insensitive to this effect due to
the bi-directional nature of the cavity and the fact that the
Lamb dips are located symmetrically about the zero-velocity
component.
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FIG. 8. Results from fitting the Lamb dips from the P(5) transition (left) and R(3) transition (right) of HCO+. The four channels are presented with residuals
from each mixer plotted above and below the fit. The data are shown as markers and the fits as solid lines.
D. CH+5 spectroscopy
An important future application of this technique will
be high-precision and high-accuracy spectroscopy of highly
congested spectra, such as that of CH+5 . The infrared spec-
trum of this ion was first reported by the Oka group in 1999,3
and consisted of about 900 spectral lines between 2770 and
3150 cm−1, with no discernable patterns. The spectrum is
complicated by the fact that CH+5 does not have a single equi-
librium structure, but can sample all 5!= 120 equivalent min-
ima of Cs symmetry on its potential energy surface, as well as
the Cs and C2v saddle points that interconnect them. Many im-
portant theoretical studies (see, e.g., Refs. 29–35) have been
undertaken since the publication of Oka’s spectrum, and low-
resolution spectra have been reported covering different fre-
quency ranges36 and temperatures.31 Despite nearly 15 years
of effort since the Oka group’s first report, the community
seems to be no closer to an assignment of Oka’s spectrum.
One possible way forward is to search for four-line com-
bination differences in the spectrum, that is, to look for two
pairs of transitions with the same combination difference.
This would represent an experimental measure of the separa-
tion between two rotational energy levels. If spectra with re-
liable intensities could be obtained at different temperatures,
it may be possible to begin assembling an energy level dia-
gram. Comparison between such experimentally determined
energy levels and those predicted by sophisticated theoreti-
cal techniques might eventually lead to an assignment. How-
ever, the frequency uncertainties in the Oka group spectrum
range from 90 to 180 MHz, as their measurements were lim-
ited by their Doppler linewidth, relatively low signal-to-noise
ratio, and traditional frequency calibration techniques (refer-
ence gases). Given the line density, there are almost innumer-
able pairs of transitions whose combination differences agree
within this level of uncertainty, and the vast majority of those
are accidental rather than true four-line combination differ-
ences.
Progress on this front will necessitate remeasurements of
CH+5 transitions with considerably higher accuracy and preci-
sion. The Schlemmer group recently made the first report of a
high-resolution spectrum since Oka’s, using a cryogenically
cooled ion trap and laser-induced reaction spectroscopy.37
With their smaller Doppler linewidth (∼70 MHz at 20 K) and
frequency comb calibration, they determined the central fre-
quency of a CH+5 transition at 2932.998460 cm−1 to within
∼200 kHz. An alternative approach, which we are pursuing, is
to obtain sub-Doppler spectra in a positive column discharge.
Our experiment uses the same discharge cell that was
used for the first report of the CH+5 spectrum. We are attempt-
ing to reproduce the plasma conditions as closely as possi-
ble, but the CH+5 signal is exquisitely sensitive to the exact
discharge conditions and we are still in the process of op-
timizing the system. Nevertheless, we have obtained several
comb-calibrated scans of the transition Oka’s group reported
at 2898.008 cm−1, with a signal-to-noise ratio that is some-
what higher than that of the Oka group. Given our ∼10-fold
longer effective pathlength (from the cavity enhancement)
and the fact that our noise level should be lower than Oka’s
(because of the frequency modulation), we suspect that fur-
ther tuning of plasma conditions should lead to significantly
stronger signals.
The average of five spectra of this transition is displayed
in Figure 9, and represents the first sub-Doppler spectrum of
CH+5 . A fit to the averaged spectrum yields a linecenter of
86 880 178.469(126) MHz; the precision of this fit is more
than two orders of magnitude lower than the ∼90 MHz un-
certainty from the Oka group’s measurements. The Schlem-
mer group has independently measured a CH+5 line centered at
86 880 178.22(63) MHz.38 This transition is only ∼240 kHz
different from our measurement, which agrees with our tran-
sition frequency within 1σ of their uncertainty and 2σ of our
uncertainty. This provides independent confirmation of the ac-
curacy of our technique. The weakness of the CH+5 Lamb dip,
compared to those seen in H+3 and HCO+, is likely the result
of the lower transition dipole moment of CH+5 . Although we
are not aware of any predictions for the transition dipole mo-
ment, the MULTIMODE calculations of Huang et al.31 show
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FIG. 9. Comb-calibrated NICE-OHVMS spectrum of Oka’s “2898.008 cm−1” transition of CH+5 . The data are shown as red dots and the fit to the Lamb dip is
shown as a blue line.
an integrated band intensity of ∼50 km/mol, which is consid-
erably lower than the calculated value of 227 km/mol39 for
HCO+.
In the future, we hope to increase the Lamb dip depth by
increasing the power injected into our cavity and/or by ob-
taining mirrors with higher reflectivity. Even if this is not ef-
fective, we expect to be able to improve the signal-to-noise
ratio on the Lamb dip by further optimization of the plasma
conditions and by reducing technical noise sources in our
spectrometer.
IV. CONCLUSIONS
We have demonstrated the first instrument capable of rou-
tine sub-Doppler spectroscopy of a wide variety of molecu-
lar ions, offering both high precision from optical saturation
and high accuracy from optical frequency comb calibration.
Using this instrument, ten lines of the doubly degenerate ν2
band of H+3 have been measured, eight of which have sub-
MHz uncertainties. Two lines from the ν1 band of HCO+ have
also been measured with similar uncertainties, and their com-
bination difference is in excellent agreement with pure rota-
tional spectroscopy. The first sub-Doppler spectrum of CH+5
has also been recorded with sub-MHz precision, a substan-
tial improvement over the ∼90 MHz uncertainty of the initial
detection in the Oka group.3
Because our measurements of H+3 transitions disagree
with those reported by Shy’s group22, 23 by ∼5 MHz, we have
conducted an extensive analysis of potential sources of ex-
perimental error in our instrument. The limiting factor in our
frequency determinations appears to be scan-to-scan variabil-
ity that is not yet understood, but results in a standard devia-
tion among individual scans of ∼1 MHz. The standard error
of a set of scans can be reduced to ∼250 kHz by perform-
ing multiple scans. The scan-to-scan variability may be due
to varying asymmetry of the Doppler-broadened lineshape,
but our attempts to find correlations between the center fre-
quency deviations and measures of the asymmetry have not
been successful. All indications are that our determined stan-
dard errors accurately capture the random errors in our mea-
surements. This conclusion is further supported by the ex-
cellent combination difference between the HCO+ transitions
we measured. We have also excluded the possibility of sys-
tematic errors due to pressure shift, and we have confirmed
the accuracy of our frequency comb calibration within tens of
kHz using a known transition of methane. Most importantly,
the independent measurement of the same CH+5 transition by
Schlemmer’s group38 is the strongest evidence that our tech-
nique does not exhibit errors of order 5 MHz, which provides
us with the utmost confidence in the values that we have re-
ported.
The instrument is currently limited in wavelength cover-
age by the coverage of our OPO module (3.2–3.9 µm), and
to some extent by the coatings of our external cavity mir-
rors (nominally 3.0–3.4 µm, but usable outside this range).
However, OPO modules are available that cover 2.3–4.6 µm,
and it should be possible to produce moderate reflectivity
(∼99.0–99.7%) cavity mirrors across that range. Consider-
ing the chemical versatility of the positive column discharge
and the general applicability of direct absorption/dispersion
spectroscopy, our technique will enable the high-precision,
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high-accuracy spectroscopy of a wide variety of molecular
ions. Possible applications include tests of high accuracy ab
initio calculations, supporting astronomical observations, and
aiding in the assignment of congested spectra.
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The hydrohelium cation, HeH+, serves as an important benchmark for ab initio calculations that
take into account non-adiabatic, relativistic, and quantum electrodynamic effects. Such calculations
are capable of predicting molecular transitions to an accuracy of ∼300 MHz or less. However, in
order to continue to push the boundaries on these calculations, new measurements of these transi-
tions are required. Here we measure seven rovibrational transitions in the fundamental vibrational
band to a precision of ∼1 MHz using the technique of Noise Immune Cavity Enhanced Optical
Heterodyne Velocity Modulation Spectroscopy. These newly measured transitions are included in a
fit to the rotation-vibration term values to derive refined spectroscopic constants in the v = 0 and
v = 1 vibrational states, as well as to calculate rotation-vibration energy levels with high precision.
© 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4895505]
I. INTRODUCTION
Composed of the two most abundant elements in the uni-
verse, the HeH+ cation is predicted to be among the first
molecules ever formed,1, 2 which makes this species of vital
significance to chemical models of the early universe. Astro-
nomical observations targeted at HeH+ have yet to yield an
unequivocal detection of this molecule. The difficulty in de-
tecting this species is attributed to the many chemical pro-
cesses that compete with the formation of HeH+, ultimately
resulting in a low abundance of this molecule. However,
this molecule is easily formed in laboratory plasmas, which
has spurred much experimental work on this fundamental
species.
First discovered in 1925,3 the HeH+ ion has been the
subject of many spectroscopic studies. In 1979, the first rovi-
brational spectrum of this molecule was acquired by Tolliver
and co-workers, who observed the P(12) and P(13) lines in
the fundamental vibrational band as well as the P(9)-P(11)
transitions in the v = 2 ← 1 hot band with an accuracy of
∼0.002 cm−1.4 In 1982, Bernath and Amano reported the first
observation of the low J transitions in the fundamental band,
covering the P(4)-R(4) rovibrational transitions.5 After this
work various studies of hot bands were published, including
transitions from bound to quasibound states as well as qua-
sibound to quasibound transitions.6–8 In 1989, Crofton and
co-workers measured a few new transitions in the fundamen-
tal band along with several lines in the v = 2 ← 1 hot band
as well as in the fundamental bands of the 3HeH+, 4HeD+,
and 3HeD+ isotopologues.9 Pure rotational studies were first
carried out by Liu et al. where the J = 7 ← 6 transition was
measured,10 followed by the measurement of J = 1 ← 0 and
J = 2 ← 1 by Matsushima et al.11 as well as some low J
a)Electronic mail: bjmccall@illinois.edu
rotational transitions of the 3HeH+, 4HeD+, and 3HeD+ iso-
topologues. Higher J rotational transitions were measured by
Liu and Davies8, 12 with J as high as 25.
From a theoretical standpoint the HeH+ ion is a relatively
simple species that is isoelectronic to H2. This makes HeH+
an important benchmark molecule for high-level ab initio cal-
culations that take into account not only non-adiabatic correc-
tions to the Born Oppenheimer approximation, but also rela-
tivistic and quantum electrodynamic (QED) effects. Recent
ab initio calculations by Pachucki and Kosama,13 which have
treated the non-adiabatic corrections using Non-Adiabatic
Perturbation Theory as well as the relativistic (α2) and leading
QED (α3) corrections to the Born-Oppenheimer approxima-
tion, have been able to reproduce many experimentally mea-
sured rovibrational transitions with an accuracy on the order
of 0.01 cm−1(∼300 MHz). This sort of accuracy is only cur-
rently achievable for a select few molecular systems, namely,
H2, H
+
2 , H
+
3 , and HeH+.13–17 In order to predict transition fre-
quencies with accuracies on the level of 0.001 cm−1or better
for more complicated systems, it is imperative that the theo-
retical treatment of the aforementioned benchmark systems be
well developed. Since theory must be informed by experiment
to push the boundaries of these calculations, experimentalists
need to provide highly accurate and precise measurements of
molecular transitions for these species.
The HeH+ molecule has also proven to be a useful bench-
mark system for theoretical treatments that go beyond the
Born-Oppenheimer approximation.18 These methods rely on
using a set of correlated Gaussian functions that are func-
tions of the separations between the nuclei and electrons, thus
eliminating the traditional separation of the nuclear and elec-
tronic wavefunctions of the Born-Oppenheimer approxima-
tion. Within this framework the authors also developed algo-
rithms for calculating the complete relativistic correction for
this molecule.19, 20 To date, these sorts of calculations have
0021-9606/2014/141(10)/101101/5/$30.00 © 2014 AIP Publishing LLC141, 101101-1
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only been performed on states with no angular momentum
(i.e., “rotationless” states).
Another approach has been to develop a global empir-
ical potential that is based on the available spectroscopic
data.21 This work used all available spectroscopic data from
all isotopomers in a fit to a modified Lennard-Jones poten-
tial that is able to provide the correct behavior at large in-
ternuclear separations near the dissociation limit. This ap-
proach also allows for experimental determination of the
Born-Oppenheimer breakdown functions which showed rea-
sonable agreement with a fitted theoretical potential based on
the calculations of Bishop and Cheung.22
II. EXPERIMENTAL
The instrument used in this work has been described
in detail in Ref. 23 and therefore will be described here
only briefly. For this work, we used a technique that has
been previously developed in our lab called Noise Im-
mune Cavity Enhanced Optical Heterodyne Velocity Mod-
ulation Spectroscopy (NICE-OHVMS)23–25 which combines
the high sensitivity of Noise Immune Cavity Enhanced Op-
tical Heterodyne Molecular Spectroscopy (NICE-OHMS)26
with the ion/neutral discrimination of velocity modulation
spectroscopy.27
The spectrometer is based on a commercially available
continuous wave optical parametric oscillator (Aculight Ar-
gos 2400 SF) that is tunable across the 3.2–3.9 µm range. The
pump laser (Koheras Adjustik Y-10) is phase modulated at a
frequency of∼80 MHz to produce a pair of RF sidebands that
are imprinted onto the idler wave. The idler wave is then cou-
pled into an external optical cavity (finesse of ∼150) which
surrounds a liquid nitrogen cooled positive column discharge
cell, in which ions of interest are produced from precursor
gasses (a 2 Torr mixture of H2 and He in a 1:100 ratio) and
where their absorption profiles are velocity modulated. Light
transmitted through the cavity is detected by a fast photodi-
ode detector (Boston Electronics Vigo PVM-10.6-1×1), from
which the signal is demodulated at the same frequency used
to generate the 80 MHz sidebands, using a pair of frequency
mixers that are 90◦ out of phase with one another. Further de-
modulation of the mixer outputs at twice the velocity modula-
tion frequency (∼80 kHz) is accomplished by a pair of lock-in
amplifiers, which acts to recover the velocity modulation
information.
Frequency calibration of our spectra was accomplished
using an optical frequency comb (Menlo Systems FC-1500
with 100 MHz repetition rate) to measure the difference in
frequency of the pump and signal beams at each point. Ini-
tial measurements of the frequencies of both beams (ten
measurements for each) are performed using a near-infrared
wavemeter (Burleigh WA-1500) to determine the mode num-
ber of the nearest comb tooth. The accuracy of the wavemeter
was enhanced by measuring nearby reference lines of CH4.28
These reference line frequencies are all determined to within
∼5 MHz and any systematic errors introduced by the
wavemeter can be corrected to ensure that the proper comb
mode numbers are determined.
III. RESULTS
Figure 1 shows a typical NICE-OHVMS spectrum of the
P(1) transition of HeH+ at 85258146.86(35) MHz. The line-
shapes have an odd symmetry resulting from the heterodyne
detection and velocity modulation schemes. The narrow fea-
tures near the center of the lines are blends of several individ-
ual Lamb dips that are spaced by half-integer multiples of the
heterodyne frequency about the center of the transition. To ex-
tract the transition line centers, we fit the data from all four of
the detection channels simultaneously (Figure 2) with some
shared parameters between the data channels such as the line
center, full-width of the blended feature, and the heterodyne
detection angle. Further information regarding the fitting rou-
tines has been given by Hodges et al.23
Table I shows that our measurements exhibit good agree-
ment with the values measured by Bernath and Amano as all
measured transitions lie within or only slightly outside their
30–60 MHz claimed uncertainties. However, in this work we
FIG. 1. Typical NICE-OHVMS scan of the P(1) fundamental band transition of HeH+ showing the central Lamb dip feature sitting on top of the Doppler
profile of the line. Signals from each of the four detection channels are shown with the in-phase (red solid trace) and quadrature (blue dashed trace) channels
from mixer 1 plotted in panel (a) and the in-phase (black solid trace) and quadrature (green dashed trace) channels of mixer 2 in panel (b).
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FIG. 2. Frequency comb calibrated scan of the central sub-Doppler Lamb
dip feature in the P(1) rovibrational transition of HeH+, along with a simul-
taneous fit of all four data acquisition channels. Colored markers represent
the experimental data, while the colored solid traces show the fit of the data
to the equation outlined in Hodges et al.23 Fit residuals from each detection
channel are plotted on the upper (channels from mixer 1) and lower (channels
from mixer 2) axes. For clarity, only every third data point is shown.
have improved the precision on these measurements by two
orders of magnitude. For all of the measurements we were
able to obtain precisions on the order of 1 MHz for the line
centers due to both our ability to saturate the transitions which
allows us to fit the relatively narrow sub-Doppler features,
and the frequency calibration provided by the optical fre-
quency comb which allows us to go far beyond the typical tens
of MHz measurement uncertainty provided by mid-infrared
wavemeters and Doppler-broadened reference gas lines.
These new measurements together with all available data
for the fundamental band4, 5, 7, 9 as well as pure rotational
data8, 10, 11 were included in a fit to a power-series expansion
of the vibration-rotation term values for a 1 linear molecule
as shown in Eq. (1) [The measurements of P(9)-P(11) by Pur-
der et al. were not included in the fit as no uncertainties were
TABLE I. All measured rovibrational transitions in the fundamental vibra-
tional band of HeH+ and a comparison to those values measured by Bernath
and Amano.5 All units are in MHz.
Transition Freq. St. Dev. Prev. value5 Diff.
P(3) 80795499.88 0.99 80795566.39 − 66.51
P(2) 83096617.69 1.34 83096650.39 − 32.69
P(1) 85258146.86 0.35 85258082.06 64.80
R(0) 89115533.66 1.38 89115502.62 31.04
R(1) 90788380.66 0.40 90788398.50 − 17.84
R(2) 92275879.63 0.77 92275875.74 3.89
R(3) 93567523.38 0.92 93567519.55 3.82
TABLE II. Rovibrational parameters from a fit of experimentally measured
rotation and rovibration transitions to Eq. (1). All units are in MHz.
Parameter This work Liu and Davies8
ν0 87268330.62(54) 87268319(33)
B0 1006063.39(15) 1006063.3(45)
D0 486.1762(187) 486.512(96)
H0 0.1807358(2628) 0.18428(84)
L0 × 10
4
−1.17975(1418) −1.331(36)
M0 × 10
7 0.73228(3114) 1.022(69)
N0 × 10
10
−0.49376(2392) −0.702(48)
B1 924550.54(17) 924554.8(45)
D1 475.1636(138) 475.606(99)
H1 0.1660888(3241) 0.17049(84)
L1 × 10
4
−1.31950(2056) −1.499(33)
M1 × 10
7 1.05510(4957) 1.385(60)
N1 × 10
10
−1.12488(4121) −1.352(42)
reported],29
Fv = Gv + BvJ (J + 1)−Dv[J (J + 1)]2 +Hv[J (J + 1)]3
+Lv[J (J + 1)]4 +Mv[J (J + 1)]5 +Nv[J (J + 1)]6.
(1)
The fit was performed using PGOPHER,30 floating all pa-
rameters in both the ground and first excited vibrational states.
In addition to our high-precision rovibrational measurements
and the remaining fundamental band data, the fit includes
the two pure rotational transitions (J = 1 ← 0 and J = 2
← 1) measured by Matsushima et al. with very high precision
(∼200 kHz), as well as the pure rotational transitions of Liu
and Davies, which includes 11 transitions in both the v = 0
and v = 1 vibrational states covering a range of J′′ from 10 to
20. Parameters from the fit are given in Table II along with a
comparison to those values obtained by Liu and Davies.8 Full
details of the fit can be found in the supplementary material.31
Inclusion of these high precision measurements allows for a
more precise determination (by roughly an order of magni-
tude) of the band origin as well as the B rotational constants
and the lower order centrifugal distortion terms up to H.
It is interesting to note that for all the centrifugal distor-
tion terms there are significant differences between our values
and those of Liu and Davies. However, the results of the fit
showed that the weighted residuals were randomly distributed
across the entire range of J′′, which suggests that the differ-
ences in the fit parameters may be due to a high degree of
correlation among the higher order parameters. Indeed, when
the correlation matrix is examined it is clear that this is the
case as the H, L, M, and N parameters all show correlations
of ≥ 0.9 with each other.
Another comparison can be made to the fit produced
by Matsushima et al.11 In their fit they only included their
J = 1 ← 0 and J = 2 ← 1 transitions along with the avail-
able rovibrational data in the fundamental band, while only
including terms up to L (the values of L were fixed to the ab
initio predictions of Bishop and Cheung22). By doing so they
were able to obtain very precise values for the B, D, and H
values, which are nearly an order of magnitude more precise
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TABLE III. Experimentally determined rotation-vibration energy levels
E(v,J) for 4HeH+. All units are in MHz.
J E(0,J) E(1,J)
0 0 87268330.76(41)
1 2010183.86(20) 89115533.7(14)
2 6018916.87(28) 92798564.52(44)
3 12003064.7(11) 98294796.51(83)
4 19928164(60) 105570588.0(14)
5 29749118(30) 114581537(85)
6 41409933(172) 125273098(153)
7 54845432(194) 137580625(228)
8 151431127(245)
than the values reported in Table II. It may be the case, how-
ever, that the quality of their fit was somewhat fortuitous, due
to the weighting of the highly precise values for the rotational
transitions and their influence on the values of the lower order
rotational parameters. We conjecture that since these lower
order parameters were tightly constrained by only two tran-
sitions, their fit may have yielded well-determined parame-
ters because there was so much more relative uncertainty in
the rovibrational transition frequencies. The inclusion of our
data, which also probe the J = 0, 1, and 2 levels in the ground
vibrational state and carry a similar weighting in the fit as
Matsushima’s rotational transitions, may explain the apparent
increase in the uncertainty of our parameters.
To further assess the accuracy of our measurements we
performed a test by adding Gaussian noise of varying amounts
(as determined by the standard deviation of this added noise)
to our transition frequencies and running the fit described
above using these modified frequencies. For noise with a stan-
dard deviation of 2 MHz we begin to see a noticeable degra-
dation in the quality of the fit in terms of the residuals of our
seven measured transitions. With this amount of “noise” we
find that the RMS of the residuals for these seven transitions
increases by roughly a factor of two. Though this test may not
be 100% conclusive due to the random nature of adding in
this noise, it does give us confidence that our claimed uncer-
tainties are appropriate in size.
Using these new data along with previous infrared and
pure rotational work, a set of experimentally determined rovi-
brational energy levels can be derived using a combination
difference analysis. Evaluating the energy levels in this way
is advantageous because they are not based on any model
Hamiltonian. The energy levels covering J = 0–7 in the vi-
brational ground state and J = 0–8 in the v = 1 vibrational
excited state can be computed based on the available spectro-
scopic data. Table III summarizes the results.
The high precision (no larger than 1.4 MHz) of the J = 3
level in the ground vibrational state and the first five rotational
levels in the v = 1 vibrational state, will allow these energy
levels to serve as excellent benchmark values for new ab initio
calculations on this molecule.
IV. CONCLUSION
We have performed sub-Doppler mid-infrared spec-
troscopy on the HeH+ cation. By using the technique of
NICE-OHVMS in conjunction with frequency calibration
provided by an optical frequency comb, we have re-measured
seven fundamental band transitions of this molecule with a
precision on the order of 1 MHz, and were able to achieve
sub-MHz precision on most of the measured transitions. Us-
ing these new transitions with their improved uncertainties we
have improved the values of the band origin as well as the B
rotational constants and the lower order centrifugal distortion
terms in a fit that includes all available spectroscopic data for
the v= 0 and v= 1 states of the 4HeH+ molecule. These new
measurements also allowed for very precise determination of
the low J rotation-vibration energy levels in the ground and v
= 1 states, which will serve as new benchmarks for theorists
to test ab initio calculations as higher level non-adiabatic, rel-
ativistic, and QED corrections are included. These measure-
ments could also be used in a refinement of the empirical po-
tential originally published by Coxon and Hajigergiou.21
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a b s t r a c t
The Hþ3 molecular ion has served as a long-standing benchmark for state-of-the-art ab initio calculations
of molecular potentials and variational calculations of rovibrational energy levels. However, the accuracy
of such calculations would not have been confirmed if not for the wealth of spectroscopic data that has
been made available for this molecule. Recently, a new high-precision ion spectroscopy technique was
demonstrated by Hodges et al., which led to the first highly accurate and precise (MHz) Hþ3 transition
frequencies. As an extension of this work, we present ten additional R-branch transitions measured to
similar precision as a next step toward the ultimate goal of producing a comprehensive high-precision
survey of this molecule, from which rovibrational energy levels can be calculated.
 2015 Elsevier Inc. All rights reserved.
As the simplest polyatomic molecule, Hþ3 serves as an important
benchmark system for ab initio calculation of molecular potential
energy surfaces (PES) and spectra. The degree to which state-
of-the-art calculations of the rovibrational transitions agree with
experimental measurements is impressive, and is approaching
the limit of the experimental uncertainty, typically on the order
of 150–300 MHz (for a thorough review on previous laboratory
spectroscopy of Hþ3 see Ref. [1]). Recent calculations [2] based on
the highly accurate Born–Oppenheimer PES of Pavanello et al.
[3], which included diagonal Born–Oppenheimer corrections (i.e.
the adiabatic correction) and relativistic corrections, reproduce
all known rovibrational energy levels for all isotopologues within
0.2 cm1. Shortly thereafter, Diniz et al. [4] developed a method
for approximating the non-adiabatic effects using a ‘‘core-mass”
approach whereby the nuclei are given coordinate-dependent
masses as they undergo vibrational motion. Comparison to twelve
high-precision (10 MHz) transitions arising from low-lying rovi-
brational energy levels yields an agreement between experiment
and theory of 0.001 cm1 (30 MHz). Beyond these calculations
Lodi and co-workers [5] have developed the first quantum electro-
dynamic correction surface for Hþ3 , which demonstrated the impor-
tance of including these effects, as well as the need for a more
complete model for taking into account non-adiabatic effects.
Since the accuracy of theoretical calculations is now reaching
the level of the experimental uncertainty, improved spectroscopic
measurements are needed in order to push the bounds of theoret-
ical calculations. In this note we present ten new high-precision
spectroscopic measurements in the m2 fundamental band of Hþ3 .
These new frequencies, combined with those measured by Hodges
et al. [6], represent a step towards completing a thorough high-
precision spectroscopic survey for this important fundamental spe-
cies. The spectra were acquired using the technique Noise-Immune
Cavity Enhanced Optical Heterodyne Velocity Modulation
Spectroscopy (NICE-OHVMS), in which traditional velocity modu-
lation spectroscopy [7] is augmented with cavity enhancement
and heterodyne modulation [8]. The instrument (described in
detail in [6,9]) utilizes a high-power, continuous wave, optical
parametric oscillator whose idler beam is coupled into an external
optical cavity which surrounds a water-cooled AC positive column
discharge of H2 gas. Inside the cell, the pressure is maintained at
300–400 mTorr and the discharge is driven at frequencies of
40–50 kHz. Light transmitted through the cavity is detected by a
fast photodiode detector whose signal is demodulated first at the
heterodyne frequency (80 MHz) by a pair of electronic mixers
and then again at twice the discharge frequency (80–100 kHz) by
a pair of lock-in amplifiers. This detection scheme results in four
channels of detection, producing signals from each heterodyne
mixer that are in-phase and 90 out of phase (in quadrature) with
the sinusoidal driving voltage of the discharge. Frequency calibra-
tion of the spectra is accomplished by measuring the difference in
frequency between the pump and signal waves. Measurements of
these beams are obtained with a near-infrared wavelength meter
and optical frequency comb.
http://dx.doi.org/10.1016/j.jms.2015.09.004
0022-2852/ 2015 Elsevier Inc. All rights reserved.
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Due to the bi-directional nature and optical power enhance-
ment of the external optical cavity, it is possible to perform sub-
Doppler spectroscopy which enables high-precision line center
measurements. Such a spectrum is illustrated in Fig. 1. Line centers
are extracted via a simultaneous fit of all four detection channels to
the sub-Doppler features. In the fit the line center, heterodyne
detection angle, and full-width of the feature are all shared param-
eters between the four channels. Previous high-precision measure-
ments were limited to transitions from lower-J levels and these
newmeasurements have expanded the range up to J ¼ 6. All newly
measured transition frequencies are reported in Table 1. Uncer-
tainties in the line centers are assigned as the standard deviation
of a data set composed of at least five scans for each transition,
and as a result are highly dependent on the signal-to-noise ratio
of the sub-Doppler features. The precision to which these lines
have been measured represents an improvement over previous
measurements of two orders of magnitude for most of the transi-
tions. It is worth noting that the works of Oka [10], and Lindsay
et al. [1] appear to be highly accurate, and their claimed uncertain-
ties may be a bit conservative.
The only new measurement that falls outside of the stated
uncertainties of the previous work is that of Rð3;3Þu, for which
we record a frequency that is 15 MHz lower than that reported
byWu et al. [11]. Though this discrepancy is not completely unrea-
sonable (1.5r), we set out to confirm this frequency by performing
a second, independent measurement of this transition. Doing so
yielded the same value (to within our specified uncertainty). To
eliminate any possibility of an unexpected systematic error in
our frequency calibration, we immediately remeasured the
Rð1;0Þ transition, which was in good agreement with Hodges
et al. and Wu et al., and we still obtain the same value for its line
center. These tests leave us confident in the accuracy of our
Rð3;3Þu measurement.
Work is now underway to extend the frequency coverage of the
spectrometer which will allow us to measure P and Q branch tran-
sitions in this band. Once this is accomplished it will be possible to
begin measuring energy level spacings in the ground vibrational
state with precision that has never before been achieved. Upon
completion of the fundamental band measurements, a survey of
transitions in the 2m‘¼22  m2 hot band along with transitions in
the first overtone band (2m‘¼22  0) will allow us to determine
relative energy spacings among levels within the ortho and para
species. Finally, a fit of the ground state energy levels to a modified
Watson-type Hamiltonian will allow for absolute energy levels to
be extracted. Once completed this work will equip theorists with
a complete and highly precise list of experimentally determined
Fig. 1. A NICE-OHVMS scan of sub-Doppler feature of the Rð3;0Þ fundamental band transition of Hþ3 centered at 87844195.67(122) MHz. Signals from each of the four
detection channels are shown (dots) and are fitted simultaneously (solid traces) with the line center as a shared parameter. The odd symmetry of the line shapes is a result of
the applied modulation scheme.
Table 1
Newly measured rovibrational transitions in the m2 fundamental band of Hþ3 and a
comparison to previous values. All units are in MHz.
Transitiona This work Previous Diff.
Rð4;3Þl 86778433.66(76) 86778225(300)b 208.66
Rð3;3Þu 87480191.43(117) 87480207(10)c 15.57
Rð3;2Þu 87640201.59(254) 87640158(300)b 43.59
Rð3;1Þu 87789812.71(130) 87789754(300)b 58.71
Rð3;0Þ 87844195.67(122) 87844077(300)b 118.67
Rð5;5Þl 88620962.34(144) 88620809(300)b 153.34
Rð6;6Þl 90368280.18(102) 90368359(150)d 78.82
Rð4;3Þu 90394720.09(232) 90394651(150)d 69.09
Rð4;2Þu 90673895.29(179) 90673968(300)d 72.71
Rð4;1Þu 90831978.56(177) 90832078(150)d 99.44
a Labels for these transitions refer to ðJ;GÞ; for more details on Hþ3 notation see
[1].
b Ref. [10].
c Ref. [11].
d Ref. [12].
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rovibrational energy levels for this critically important molecular
system.
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ABSTRACT
The molecular ion OH+ has long been known to be an important component of the interstellar medium. Its relative
abundance can be used to indirectly measure cosmic ray ionization rates of hydrogen, and it is the ﬁrst intermediate
in the interstellar formation of water. To date, only a limited number of pure rotational transitions have been
observed in the laboratory making it necessary to indirectly calculate rotational levels from high-precision
rovibrational spectroscopy. We have remeasured 30 transitions in the fundamental band with MHz-level precision,
in order to enable the prediction of a THz spectrum of OH+. The ions were produced in a water cooled discharge of
O2, H2, and He, and the rovibrational transitions were measured with the technique Noise Immune Cavity
Enhanced Optical Heterodyne Velocity Modulation Spectroscopy. These values have been included in a global ﬁt
of ﬁeld free data to a 3Σ− linear molecule effective Hamiltonian to determine improved spectroscopic parameters
which were used to predict the pure rotational transition frequencies.
Key words: astrochemistry – ISM: molecules – methods: laboratory: atomic – submillimeter: ISM
1. INTRODUCTION
Molecular ions play a central role in the chemistry of the
interstellar medium. Their reactivity with neutral species
overshadows other chemical processes in the cold and diffuse
environments of molecular clouds. One important example is
OH+, which is involved in a number of astrochemical
processes. Its formation in diffuse clouds is initiated by cosmic
ray ionization of atomic hydrogen into H+, which can undergo
an endothermic charge transfer with atomic oxygen to form
O+. Hydrogen abstraction with H2 then leads to the subsequent
formation of OH+, H2O
+, and H3O
+. Dissociative recombina-
tion with electrons destroys all three of these species yielding
neutral OH and H2O along with other products. These
competing processes allow for the relative abundances of
OH+, H2O
+, and H3O
+ to act as a probe of cosmic ray
ionization rates and molecular hydrogen fractions in molecular
clouds (van Dishoeck & Black 1986; Hollenbach et al. 2012;
Indriolo et al. 2015).
Due to interference of telluric water, observatories were only
able to detect rotational transitions of H3O
+ (Wootten
et al. 1991) until recently. The Heterodyne Instrument for the
Far-Infrared aboard the orbiting telescope Herschel and high
altitude ground based facilities enabled the ﬁrst observations of
H2O
+ and OH+ (Ossenkopf et al. 2010; Wyrowski et al. 2010).
Near-ultraviolet absorption from OH+was detected shortly
thereafter using the Very Large Telescopeʼs Ultraviolet and
Visual Echelle Spectrograph (Krełowski et al. 2010). The
termination of Herschel has limited terahertz observations of
OH+ to high altitude observatories on the Atacama plateau and
aboard aircraft such as the Stratospheric Observatory For
Infrared Astronomy (SOFIA). Because of the low temperatures
in translucent and diffuse molecular clouds, most of these
measurements are of the ground state rotational transitions near
1 THz. There have also been observations of OH+ by emission
within our galaxy in photon-dominated regions (van der Tak
et al. 2013; Aleman et al. 2014; Etxaluze et al. 2014). Highly
rotationally excited transitions of OH+were detected with the
moderate resolution Photodetector Array Camera and Spectro-
meter on board Herschel in absorption in the nearby galaxies
Arp220 and NGC4418 by González-Alfonso et al. (2013) and
in emission in our galaxy by Aleman et al. (2014).
The rotational structure of OH+ arises from its 3Σ− ground
electronic state. In this conﬁguration, electron spin angular
momentum S couples with the rotational angular momentum N
as J = +S N . A spin of S=1 leads to the rotational levels
splitting into ﬁne structure triplets of J=N+1, N, N−1
with the exception of N=0 where the only level is J=1. The
nuclear spin of I=1/2 from the hydrogen nucleus splits each
of these levels further into F=J±1/2, where F is the total
angular momentum. The strongest transitions follow the
selection rule ΔF=ΔJ=ΔN. The only ﬁeld free pure
rotational measurements have been of the = ¬N 1 0 (Bekooy
et al. 1985) and = ¬N 13 12 transitions (Liu et al. 1987).
There have also been investigations with laser magnetic
resonance (LMR) going as far as = ¬N 3 2 (Gruebele
et al. 1986); though there have been cases, such as H2O
+ and
CH2, where the ﬁeld-free transition frequencies extrapolated
from LMR data had errors much larger than the claimed
uncertainties (Brünken et al. 2005; Ossenkopf et al. 2010).
Rovibrational spectroscopy can help to improve the predictions
of rotational transitions. Müller et al. (2005) combined the ﬁeld
free rotational data (Bekooy et al. 1985; Liu et al. 1987) with
extensive infrared data by Rehfuss et al. (1992) with reported
uncertainties of 0.003 cm−1 (90MHz) to determine an accurate
set of Dunham-type spectroscopic parameters and to predict the
rotational spectrum of OH+well into the terahertz region. Even
at high frequencies, these predictions were accurate enough for
studies with moderate resolution instruments (González-
Alfonso et al. 2013; Aleman et al. 2014), but they may not
be accurate enough for high resolution instruments, such as the
German REceiver At Terahertz frequencies (GREAT,
Heyminck et al. 2012) on board SOFIA. In the present work,
we have therefore revisited the v = ¬1 0 band of OH+with
megahertz-level accuracy and determined improved molecular
The Astrophysical Journal, 817:138 (5pp), 2016 February 1 doi:10.3847/0004-637X/817/2/138
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parameters from a least squares ﬁt to a 3Σ− linear molecule
effective Hamiltonian. The pure rotational spectrum was
predicted in turn to assist future astronomical observations
with high resolution instruments at terahertz frequencies.
2. METHODS
The spectra were acquired with the technique Noise Immune
Cavity Enhanced Optical Heterodyne Velocity Modulation
Spectroscopy (NICE-OHVMS) (Siller et al. 2011). A detailed
description of the instrument can be found in Hodges et al.
(2013). In brief, a commercially available optical parametric
oscillator (Aculight Argos 2400 SF) generates a continuous
wave mid-infrared idler beam tunable from 3.2–3.9 μm with
approximately 1W of power. An electro-optic modulator
applies an ∼80MHz phase modulation to the pump laser,
imprinting RF sidebands onto the idler. The idler is coupled
into an external cavity (ﬁnesse ≈150) which surrounds a
water-cooled positive column discharge cell. The OH+ ions
were generated by ﬂowing a 2:3:100 H2:O2:He mixture at
1.0Torr through the cell and applying a 50 kHz sinusoidal
discharge. Light transmitted through the cavity is focused onto
a fast photodiode detector (Boston Electronics Vigo PVM-
10.6-1x1). Two mixers referenced 90° out of phase with one
another demodulate the signal from the detector at the
frequency used to generate the sidebands. The velocity
modulation signal is recovered by demodulating the output of
each mixer at twice the driving frequency of the discharge
(100 kHz) with a set of lock-in ampliﬁers. This improves our
sensitivity by reducing residual amplitude modulation (RAM)
from our electro-optic modulator and ﬁltering out the strong
signals from neutral species. The in-phase and quadrature
outputs of each lock-in ampliﬁer produce two channels for each
mixer, resulting in four total channels of detection.
Frequency calibration of the idler is accomplished by taking
the difference of the pump and signal frequencies which are
calibrated with an optical frequency comb (Menlo Systems FC-
1500; 100MHz repetition rate). Initially, an infrared wave-
meter (Bristol 621:IR-A) was used to measure the pump and
signal beams and determine the integer number of comb modes
between them. The difference in frequency measured by the
wavemeter must be accurate to within half the repetition rate
(50MHz), otherwise a 100MHz systematic error would occur.
To ensure proper determination of the difference in comb
modes, systematic offsets of the wavemeter measurements are
corrected by measuring methane reference transitions in the
HITRAN database (Rothman et al. 2013).
3. RESULTS AND ANALYSIS
Thirty lines were measured in the fundamental band with an
average uncertainty of ∼2.5 MHz, covering transitions P(5) to
R(5). These results are displayed in Table 1. The frequencies
reported by Rehfuss et al. (1992) are frequently lower than the
remeasured values, and only three transitions are at a higher
frequency.
A typical NICE-OHVMS scan can be seen in Figure 1(a).
The odd lineshape is a result of the heterodyne and velocity
modulation detection scheme. The sub-Doppler feature arises
from the bidirectional nature of the cavity, and the line center
can be extracted from this using a least squares ﬁtting routine.
Figure 1(b) is an example of a typical two channel ﬁt with
residuals. A technical description of the sub-Doppler ﬁtting
procedure can be found in Hodges et al. (2013). The feature is a
blend of several Lamb dips, resulting in a sub-Doppler width of
∼100MHz. The width of each individual Lamb dip is larger
than what would be expected from pressure broadening alone,
and a proposed mechanism for this can be found in Mills et al.
(2010). A large fringe, similar to the one seen in Figure 1,
appeared in many of the spectra. The sub-Doppler ﬁt does not
appear to have been appreciably affected by the fringe since it
is well reproduced within the residuals. Any random offset was
further mitigated by collecting ﬁve measurements of each
transition and averaging the line center frequencies. The
uncertainty of each transition is reported as the standard
deviation and shows an order of magnitude improvement over
previous values. However, the precision of this study is not at
the sub-MHz level as was achieved in other NICE-OHVMS
studies (Hodges et al. 2013; Perry et al. 2014). This can be
attributed to the lower signal-to-noise which is known to
decrease the precision of the line centers (Hodges et al. 2013).
The weak signals are likely a result of competing chemical
processes such as the formation of H2O
+. Gas mixtures with
dilute quantities of H2 can minimize this effect but still result in
relatively weak signals.
Table 1
Present Transition Frequencies (cm−1) of the v = ¬1 0 Band of OH+ with
Quantum Numbers, Uncertainties Unc. (10−6 cm−1), and Residuals O−C
(10−6 cm−1)
N′ J′ N J F′−F″ a Frequency Unc. O−C
4 4 5 5 L 2778.543347 43 −29.2
4 5 5 6 L 2778.752326 100 −101.5
3 2 4 3 1.5−2.5, 2.5–3.5 2816.464225 55 151.0
3 3 4 4 L 2816.730510 100 −28.3
3 4 4 5 3.5–4.5, 4.5–5.5 2816.948108 61 142.9
2 1 3 2 0.5–1.5, 1.5–2.5 2853.236859 25 −36.6
2 2 3 3 L 2853.653079 80 21.6
2 3 3 4 2.5–3.5, 3.5–4.5 2853.889147 91 −92.4
1 0 2 1 0.5–1.5 2887.654424 230 −33.0
1 1 2 2 L 2889.261936 110 26.0
1 2 2 3 1.5–2.5, 2.5–3.5 2889.544385 46 −22.1
1 1 2 1 0.5–1.5, 1.5–1.5 2891.773633 105 −157.3
0 1 1 2 0.5–1.5, 1.5–2.5 2923.940929 63 −9.9
1 2 0 1 2.5–1.5, 1.5–0.5 2987.324274 96 9.9
1 1 0 1 0.5–1.5, 1.5–1.5 2989.353127 63 111.2
2 3 1 2 3.5–2.5, 2.5–1.5 3017.368784 61 −24.3
2 2 1 1 L 3017.612933 52 59.8
2 1 1 0 1.5–0.5 3019.241547 93 87.0
3 4 2 3 4.5–3.5, 3.5–2.5 3045.765058 65 25.1
3 3 2 2 L 3045.952199 69 63.0
3 2 2 1 2.5–1.5, 1.5–0.5 3046.372950 47 −59.5
4 5 3 4 5.5–4.5, 4.5–3.5 3072.547147 25 8.2
4 4 3 3 L 3072.705383 39 −45.4
4 3 3 2 3.5–2.5, 2.5–1.5 3072.964615 74 63.5
5 6 4 5 L 3097.691735 88 15.3
5 5 4 4 L 3097.831772 110 −126.9
5 4 4 3 L 3098.033887 230 13.1
6 7 5 6 L 3121.165108 130 −65.4
6 6 5 5 L 3121.292151 220 −76.2
6 5 5 4 L 3121.465385 70 84.3
Note.
a Overlapping hyperﬁne structure (HFS) components (with two sets of F
quantum numbers) treated as intensity weighted averages. No HFS was
resolved for entries without data, and transitions were treated as such.
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Parameters for the v=0 and v=1 states were determined
initially with a two-state ﬁt of the newly measured frequencies
and all data in CDMS (Müller et al. 2005) up to v=1 in order
to compare the compatibility of the previously reported
transition frequencies and the derived spectroscopic parameters
with our data. Overlapping hyperﬁne structure (HFS) compo-
nents were treated in the ﬁts as intensity-weighted averages, as
is commonly done in ﬁts employing the spﬁt/spcat program
suite (Pickett 1991).
Comparing the new experimental transition frequencies with
a prediction of the v=1← 0 spectrum with 1H HFS revealed
that a total of four of our lines should show partially resolved
HFS splitting of ∼0.004 cm−1 or ∼120MHz, slightly larger
than the sub-Doppler featureʼs width. Ultimately, trial ﬁts and
comparisons with Doppler-limited spectra established that in all
four cases the frequencies determined by the Lamb dips
corresponded to the stronger of the two lines with similar
intensities. In all four cases the weaker line was on the side of
the stronger lineʼs Doppler proﬁle, making precise frequency
determination impossible. Hyperﬁne splitting turned out to be
non-negligible for lower-N transitions with J=N±1 because
the weakD ¹ DF J HFS components were separated from the
two much stronger ΔF=ΔJ components by ∼120MHz.
Because of the small uncertainties of some of our lines, these
differences were important for lower-N transitions. The relative
intensities of these HFS components diminish rapidly with N,
so the effects were negligible at higher N.
The quality of the ﬁt was measured using the root mean
square (rms) of the errors between the observed and calculated
frequencies normalized to their uncertainties, which ideally
should be close to 1.0. Starting with the spectroscopic
parameters used by Rehfuss et al. (1992) and the HFS
constants bF and c, it was found that the spin–spin distortion
constant λD was needed to achieve an rms error of 1.006. The
results are shown in Table 2 with comparisons to Rehfuss et al.
(1992) and Gruebele et al. (1986). The uncertainties of the
rotational constant B, centrifugal distortion constant D, and the
spin–spin coupling constant λ for both v=0 and v=1 states
were signiﬁcantly improved. The constants determined by
Gruebele et al. (1986) from LMR data are in strong agreement,
with every parameter falling within their reported uncertainty.
Nearly every parameter from Rehfuss et al. (1992) agrees with
the results with the exception of the band origin ν0 which is
343MHz higher. We have not been able to determine the cause
of this discrepancy.
Subsequently, our data were combined with the complete set
of previously available ﬁeld-free data to determine an improved
set of Dunham-type spectroscopic parameters. The parameter
set used by Müller et al. (2005) for the analysis of OH+was not
sufﬁcient to reproduce the present data adequately. Trial ﬁts
Figure 1. (a) A NICE-OHVMS scan of P(3) = ¬J 3 4 centered at 2853.889147 cm−1. The top trace is the quadrature component of the velocity modulation of the
ﬁrst mixer and the bottom trace is the in-phase component of the second mixer. For clarity the traces are offset from one another. (b) An enlarged comb calibrated scan
of the sub-Doppler feature of P(3) = ¬J 3 4. The colored markers represent the experimental data and the dashed lines represent the ﬁt to the equations derived by
Hodges et al. (2013). The residuals from the ﬁt are shown above, which reproduce the fringing seen in the experimental trace.
Table 2
Spectroscopic Parameters from a Two-state Fit (MHz) of OH+ in
Comparison to Previous Studies
Parameter This Work Prev. IRa Prev. LMRb
B0 492346.278(146) 492345(2) 492346.21(69)
D0 57.6166(52) 57.614(24) 57.544(75)
H0 0.0040488(259) 0.004062(87) 0.0037
λ0 64246.00(55) 64258(18) 64242.9(28)
λD0 −0.54(12) L L
γ0 −4533.85(34) −4529.3(53) −4534.76(124)
γD0 0.7847(153) 0.79(15) L
bF(
1H) −75.14(50) L −71.9(125)
c(1H) 126.01(87) L 130.8(202)
ν0 88629394.08(91) 88629737(30) L
B1 470532.242(135) 470532(2) L
D1 56.1557(44) 56.16(2) L
H1 0.0039501(243) 0.003969(81) L
λ1 63947.4(13) 63949(15) L
λD1 −0.86(12) L L
γ1 −4393.34(38) −4394.1(45) L
γD1 0.7473(130) 0.812(48) L
Notes.
a Rehfuss et al. (1992).
b Gruebele et al. (1986).
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were performed to search among all plausible parameters for
the one which reduced the rms error of the ﬁt the most. The
parameter λ20, the second vibrational correction to the spin–
spin coupling parameter λ00, was added ﬁrst. The vibrational
correction γ11 to the spin-rotation distortion term had a
moderate effect in the overall ﬁt, but improved the reproduction
of our transition frequencies by ∼16 %. Finally, we noted that
the v = ¬5 4 transition frequencies from Rehfuss et al.
(1992) showed very similar deviations somewhat larger than
the increased uncertainties of 0.010 cm−1. Inclusion of Y50 in
the ﬁt not only reproduced these data much better, but also
reduced the rms error of the ﬁt considerably. Consequently, the
uncertainties of this vibrational band were set to the initial
0.003 cm−1, and the ﬁt was rerun. The resulting spectroscopic
parameters are in Table 3 together with previous values for
OH+ (Müller et al. 2005) as well as recent values for its heavier
homolog SH+ (Müller et al. 2014).
The rms error of the present ﬁt is 0.908, hence on average the
experimental transition frequencies have been reproduced
within their uncertainties. The values for our data and the
v = ¬1 0 data of Rehfuss et al. (1992) are 1.062 and 1.107,
respectively. The latter data are on average lower than the
calculated frequencies by 0.0013 cm−1 or 40MHz, which may
indicate a calibration error of approximately that magnitude.
The deviations are, however, within the reported uncertainties
of 0.003 cm−1 or 90MHz (Rehfuss et al. 1992). An
a posteriori correction of these data will likely improve the
reproduction of these data and may even be beneﬁcial for
reproducing our data.
Table 3
Present and Previous Spectroscopic Parametersa of OH+ in
Comparison to Those of SH+
Parameter This Work Previousb SH+c
Y10
d 3119.2892(56) 3119.3173(27) 2547.4948(104)
Y20
d −83.1273(57) −83.1606(19) −49.4293(90)
Y30
d 1.01953(241) 1.03525(55) 0.2097(30)
Y40×10
3d 2.435(453) −0.795(54) −16.01(34)
Y50×10
3d −0.241(31) L L
Y01 503486.90(26) 503486.86(70) 278094.99(36)
Y11 −22435.77(62) −22435.87(151) −8577.33(85)
Y21 308.47(39) 308.28(55) 16.15(32)
Y31 −1.410(51) −1.434(61) L
Y02 −58.3436(59) −58.3607(128) −14.7380(76)
Y12 1.4523(37) 1.4649(105) 0.1229(27)
Y22×10
3 7.51(137) 7.03(192) L
Y03×10
3 4.115(31) 4.184(57) 0.46e
Y13×10
3 −0.1326(187) −0.1733(288) L
λ00 64379.5(26) 64413.2(38) 171488.3(58)
λ10 −254.3(66) −340.2(79) −471.8(146)
λ20 −24.1(33) L −79.1(67)
λ01 −0.68(11) 0.75(59) −1.13(24)
γ00 −4605.16(42) −4604.23(108) −5036.29(91)
γ10 143.47(67) 142.58(220) 116.4(20)
γ20 −1.45(35) −2.14(52) 3.52(64)
γ01 0.796(17) 0.789(36) 0.432(35)
γ11 −0.0354(88) L L
bF,00(
1H) −75.11(49) −74.78(54) −55.15(40)f
bF,10(
1H) L L −3.46(79)
c00(
1H) 125.95(87) 125.48(94) 33.60(67)
Notes. All values are in units of MHz unless otherwise stated.
a Numbers in parentheses are one standard deviation in units of the least
signiﬁcant digits.
b Müller et al. (2005).
c Müller et al. (2014).
d In units of cm−1.
e Held ﬁxed in Müller et al. (2014).
f Derived from the ground state bF and bF,10 from Müller et al. (2014).
Table 4
Predicted Rotational Transitions of OH+ (MHz)
N′–N″ J′–J″ F′–F″ This Work CDMSa
1–0 0–1 1/2–1/2 909045.0(8) 909045.2(10)b
1–0 0–1 1/2–3/2 909159.4(8) 909158.8(10)b
1–0 2–1 5/2–3/2 971804.2(5) 971803.8(15)b
1–0 2–1 3/2–1/2 971805.3(5) 971805.3(15)b
1–0 2–1 3/2–3/2 971919.7(7) 971919.2(10)b
1–0 1–1 1/2–1/2 1032998.5(7) 1032997.9(8)
1–0 1–1 3/2–1/2 1033005.1(7) 1033004.4(10)b
1–0 1–1 1/2–3/2 1033112.9(7) 1033111.8(9)
1–0 1–1 3/2–3/2 1033119.5(7) 1033118.6(10)b
2–1 1–1 1/2–3/2 1892111.1(9) 1892106.5(20)
2–1 1–1 1/2–1/2 1892117.7(9) 1892113.2(19)
2–1 1–1 3/2–3/2 1892232.1(8) 1892227.1(19)
2–1 1–1 3/2–1/2 1892238.7(8) 1892233.7(19)
2–1 3–2 7/2–5/2 1959561.6(6) 1959560.0(13)
2–1 3–2 5/2–3/2 1959562.0(6) 1959560.4(13)
2–1 2–1 3/2–3/2 1967533.1(6) 1967535.9(19)
2–1 2–1 5/2–3/2 1967536.7(6) 1967539.6(19)
2–1 2–1 3/2–1/2 1967539.7(6) 1967542.6(19)
2–1 1–0 1/2–1/2 2016071.1(8) 2016066.1(20)
2–1 1–0 3/2–1/2 2016192.2(7) 2016186.6(19)
2–1 2–2 3/2–3/2 2028732.9(10) 2028735.2(20)
2–1 2–2 5/2–5/2 2028852.0(11) 2028853.9(20)
3–2 2–2 3/2–3/2 2885078.7(13) 2885065.0(51)
3–2 2–2 5/2–5/2 2885194.2(13) 2885179.9(51)
3–2 4–3 9/2–7/2 2941432.3(6) 2941428.8(21)
3–2 4–3 7/2–5/2 2941432.5(6) 2941429.0(21)
3–2 4–3 7/2–7/2 2941548.4(8) 2941544.5(20)
3–2 3–2 5/2–5/2 2947851.2(6) 2947854.9(28)
3–2 3–2 7/2–5/2 2947853.8(6) 2947857.5(28)
3–2 3–2 5/2–3/2 2947854.9(6) 2947858.6(28)
3–2 2–1 3/2–3/2 2960379.6(10) 2960373.8(25)
3–2 2–1 5/2–3/2 2960498.8(6) 2960492.5(23)
3–2 2–1 3/2–1/2 2960500.7(6) 2960494.4(23)
3–2 3–3 5/2–5/2 3017025.7(15) 3017033.4(48)
3–2 3–3 7/2–7/2 3017144.2(16) 3017151.3(48)
4–3 3–3 7/2–7/2 3869337.1(22) 3869310.2(97)
4–3 5–4 11/2–9/2 3918330.7(8) 3918324.8(33)
4–3 5–4 9/2–7/2 3918330.8(8) 3918324.9(33)
4–3 4–3 9/2–7/2 3924036.3(7) 3924040.2(41)
4–3 4–3 7/2–5/2 3924036.8(7) 3924040.8(41)
4–3 3–2 7/2–5/2 3931996.7(9) 3931987.8(35)
4–3 3–2 5/2–3/2 3931997.4(9) 3931988.4(35)
4–3 4–4 9/2–9/2 3999748.2(22) 3999762.7(90)
5–4 6–5 13/2–11/2 4889412.3(13) 4889403.4(52)
5–4 6–5 11/2–9/2 4889412.4(13) 4889403.5(52)
5–4 5–4 11/2–9/2 4894719.8(9) 4894723.3(57)
5–4 5–4 9/2–7/2 4894720.2(9) 4894723.7(57)
5–4 4–3 9/2–7/2 4901121.3(15) 4901108.8(53)
5–4 4–3 7/2–5/2 4901121.7(15) 4901109.2(53)
Notes.
a Müller et al. (2005).
b Frequencies and uncertainties are the experimental values from Bekooy
et al. (1985).
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Most of the present spectroscopic parameters of OH+ are
close to the previous ones. Larger changes occur for parameters
which have relatively large uncertainties, e.g., λ01, or by
inclusion of additional higher order parameters if their values
appear rather small in magnitude compared to the parameters of
lower and higher order (Y40 and λ10). The Yij of different
isotopic species scale with μ− j − i/2, where μ is the reduced
mass. The ratios of several spectroscopic parameters of
OH+ and SH+ are surprisingly close to these ratios, but the
magnitude of Y40 of SH
+ is actually much larger than that
of OH+.
The ratio of λ00 of related molecules such as SH
+ and
OH+ scale with the ratios of ASO, ∼2.64, which holds quite
well in the present case. The slight change in bF and the larger
change in c are usually seen for light hydrides compared to
their heavier homologs. Predictions from N=1−0 to
N=5−4 are presented in Table 4 with comparison to
predictions from the current version of the CDMS. The
predicted THz transitions from this work show strong
agreement with the predictions from CDMS and improve the
precision by a factor of 2–5. More extended predictions will be
available in the catalog section of the CDMS.
These predictions can guide new searches in regions where
it is feasible that OH+ is rotationally excited. The only
spectrograph currently capable of observing transitions of
OH+ above N=1−0 is the recently upgraded GREAT
instrument aboard the airborne SOFIA which covers all of
the N=2−1 rotational transitions. Rotational emission of
OH+ has been observed in the Orion Bar. Calculations
performed by van der Tak et al. (2013) suggest that the reason
for the excitation of OH+ in the Orion Bar is likely a
combination of collisional excitation, radiative pumping, and
formation pumping. It would be interesting to search this
region for N=2−1 emission, which would enable deeper
understanding of this environment. Rotationally excited
transitions of OH+were already detected at moderate resolu-
tion in nearby galaxies (González-Alfonso et al. 2013) and in
our galaxy (Aleman et al. 2014).
4. CONCLUSIONS
We have revisited the infrared spectrum of the molecular ion
OH+ using the spectroscopic technique NICE-OHVMS. Each
transition was measured with MHz-level uncertainty by taking
advantage of the narrow sub-Doppler features provided by the
NICE-OHVMS technique. These values improve a number of
molecular constants by at least an order of magnitude. With
these improved values, ground state rotational transitions have
been predicted with lower uncertainties than previously
possible. This work can be used to inform future THz
observations of OH+.
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Quantitative velocity modulation spectroscopy
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Velocity Modulation Spectroscopy (VMS) is arguably the most important development in the 20th
century for spectroscopic study of molecular ions. For decades, interpretation of VMS lineshapes has
presented challenges due to the intrinsic covariance of fit parameters including velocity modulation
amplitude, linewidth, and intensity. This limitation has stifled the growth of this technique into the
quantitative realm. In this work, we show that subtle changes in the lineshape can be used to help
address this complexity. This allows for determination of the linewidth, intensity relative to other
transitions, velocity modulation amplitude, and electric field strength in the positive column of a
glow discharge. Additionally, we explain the large homogeneous component of the linewidth that has
been previously described. Using this component, the ion mobility can be determined. Published by
AIP Publishing. [http://dx.doi.org/10.1063/1.4948740]
I. INTRODUCTION
The study of molecular ions poses several challenges to
traditional direct absorption spectroscopy, such as low number
density in glow discharges and large numbers of interfering
neutrals. For 35 years, the gold standard for addressing
these obstacles has been velocity modulation spectroscopy
(VMS), which is a sensitive, ion-selective technique. Since
its inception,1 VMS has been used to study ∼50 individual
molecules2 and has been enhanced by combination with
heterodyne modulation, cavity enhancement, and direct
frequency comb spectroscopy.3–9 Despite the fact that VMS
was developed in the infrared spectral region, it has
seen extensive deployment in the millimeter/submillimeter
wavelengths in support of rotational spectroscopy of molecular
ions.10–12
The key to understanding ion selectivity in VMS is that
the source responsible for generating the ions, the positive
column of a glow discharge, is driven by an alternating
electric field. As the polarity of the positive column changes,
the ions experience a force that is proportional to the
magnitude of the electric field and is along the axis of
the discharge in the direction of the cathode. This ionic
motion results in an oscillatory Doppler shift that can be
detected by demodulation of the photo-signal with a phase
sensitive detector, such as a lock-in amplifier. Under most
conditions, the signals of neutrals are largely not affected
by the electric field (the notable exception being processes
involving excitation from charge transfer), so neutral signals
can be filtered out at the demodulated frequency.2 The
demodulation scheme results in a derivative-like lineshape
which makes it difficult to accurately determine linewidths,
line strengths, and modulation depths (the ratio of the Doppler
shift to the linewidth), as all these parameters are strongly
correlated.
a)Electronic mail: bjmccall@illinois.edu. URL: http://bjm.scs.illinois.edu.
The theory of VMS lineshapes has been well established
by John Farley in 1991.13 The drift velocity (v) of ions in a
positive column is directly proportional to the electric field
magnitude (E), the proportionality constant being the ion
mobility (K). The drift velocity of an ion in a static electric
field is well known14 and described in Equation (1)
v = KE. (1)
The ion mobility depends on the temperature and pressure
of the neutral collision partner, and it is often reported as a
reduced ion mobility, K0, adjusted to standard temperature
and pressure. Because molecular collisions occur on the
nanosecond time scale, whereas the period of the discharge
is on the order of tens or hundreds of microseconds, we can
assume that ions will rapidly achieve drift velocity,13 because
there are on the order of 103 to 104 collisions per half-cycle
of the discharge. For experiments with a sinusoidal variation
in electric field, there is, therefore, a sinusoidal variation in
velocity such that
v(t) = KE cos(2πt). (2)
In this work we define the time (t) in fractional periods, a
dimensionless quantity. This is a convenient choice as it avoids
consideration of the driving frequency and any prefactors in
the equations as a result of integration. The Doppler shift
formula can be used to rewrite Equation (2) in frequency
space,
νmod(t) = v(t) ν0c = νma cos(2πt), (3)
where νmod(t) is the time dependent transition frequency
modulation in terms of νma, the velocity modulation amplitude
(VMA). The term, ν0, is the center frequency of the
transition. Over the course of the discharge cycle the line
center changes as a function of time so the following
transform must be applied to the spectroscopic lineshape
(χ, a function of frequency detuning, ν) in order to model the
0021-9606/2016/144(18)/184201/8/$30.00 144, 184201-1 Published by AIP Publishing.
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experiment
χ(ν) → χ(ν + νmod(t)). (4)
Incidentally, this same transformation is used to model
wavelength modulation lineshapes.15 Velocity modulation
and wavelength modulation are mathematically equivalent
but differ in experimental realization. The former modulates
the transition linecenter and the latter modulates the laser
frequency. Wavelength modulation is sensitive to both ions
and neutrals and lacks the ability to discriminate between the
two, which is why VMS is preferentially used for molecular
ion spectroscopy.
In most VMS experiments, there are two ion-related
modulation processes that occur in tandem, and velocity
modulation is not the only process that must be considered.
Concentration modulation, the creation and destruction of
ions during every half-cycle of the discharge, occurs at twice
the frequency of the discharge. This is a challenging process
to model a priori, but typically it has been assumed to
follow the magnitude of the current sourced to the plasma.
Generally, ion concentration increases with increased electron
concentration,13,16 so we assume a functional form for the ion
concentration (ρ)
ρ(t) = ρ0| cos(2πt)|, (5)
where ρ0 is the maximum ion concentration. This form is the
same one previously used in other VMS works.13,16
The detected signal, the product of Equation (5) and
the lineshape χ(ν, t) as transformed by Equation (4), is
demodulated by a lock-in amplifier, which may be considered
a Fourier filter that selects only a single frequency component
of the incoming signal. This is a multiplication of the signal
by a reference signal and integration of the result over a period
of the reference signal
χvms(ν) =
 1/2
−1/2
ρ(t)χ(ν, t) cos(2πt + φ) dt. (6)
Equation (6) describes the recorded lineshape, with an
arbitrary phase, φ, which results in a maximum signal when
velocity modulation is in-phase with the reference signal.
A proper fit of the VMS lineshape, though challenging due
to the correlation of the width, intensity, and modulation depth,
would allow for simultaneous determination of the electric
field strength, the ion mobility, and the kinetic temperature of
the spectral carrier. In cases where the carrier is unidentified,
determination of the linewidth with sufficient precision could
determine the mass of the carrier relative to the other species in
the discharge, which has seen limited success in practice due
to the problematic simultaneous determination of linewidth
and VMA. Only large differences in mass were found to be
reliable, such as the difference between one and two carbon
atoms. As positive columns are rich chemical environments,
mass identification by VMS is an untapped resource with
many applications.
Presumably due to the difficulty of reliably determining
covariant fit parameters, only two attempts to extract
information from fits to VMS data have been made. The
first was a study on ArH+ and ArD+ in 1994, wherein the
lineshapes were integrated and fit to two overlapping Voigt
profiles.17 Although the results of that work are interesting,
integration is not physically meaningful as VMS lineshapes
are not the derivative of the underlying lineshape; rather,
they are the time average of a function that oscillates in
frequency and amplitude. In the second lineshape study by
Gao et al.,16 N+2 rovibronic transitions were fit with a Voigt
profile as the fundamental lineshape, and they attributed the
substantial homogeneous linewidth to pressure broadening.
The primary limitation in that work is that the velocity
modulation amplitude was held fixed to a theoretical value.
In this work, we present a computationally rapid method
of separating the velocity modulation depth and the linewidth.
The application of a pseudo-Voigt profile18 is used as
a reasonably accurate (∼1%) and computationally trivial
replacement to the full Voigt profile. Translational temperature
assuming a known ionic mass, ion mobility, peak electric
field strength, and line intensity is determined with low
uncertainty. As VMS continues to be utilized in more
complex techniques with additional layers of modulation,4–6 a
quantitative understanding of the fundamental VMS lineshape
is crucial to successful fitting and analysis of more complicated
data.
II. EXPERIMENT AND METHODOLOGY
A. Experiment
VMS experiments, though varied with specific light
sources and detection scheme complexity, all are funda-
mentally the same type of experiment. Effectively, a laser
passes through an AC modulated discharge cell and irradiates
a detector. The output of that detector is read by a lock-in
amplifier which is referenced to the discharge voltage. The
output of the lock-in amplifier is then recorded as the frequency
of the laser is tuned. A basic experiment is depicted in Fig. 1.
The molecule that is experimentally examined in this
work is H+3 . In this case, a continuous wave laser is single
passed through a discharge cell and demodulated with a lock-in
amplifier. For this work, a mid-IR optical parametric oscillator
is used to scan the R(1,0) transition of the ν2 fundamental
band. Ions are generated in a liquid nitrogen cooled discharge
of H2 at a pressure of 500 mTorr. The cell has a central
bore diameter of 18 mm.19 The discharge is driven at 40 kHz
by a ∼4 kV peak-to-peak sinusoid. Frequency calibration
FIG. 1. A typical layout of a VMS spectrometer. It comprises a laser that
spectroscopically probes a velocity modulated plasma. A detector converts
the light into a voltage that is read by a lock-in amplifier, which is referenced
to the voltage that drives the discharge.
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is accomplished with a wavemeter (Bristol 621 IR-A) with
a nominal uncertainty of 0.2 ppm. However, sub-optimal
alignment results in less accurate readings. In the present
work, the sole purpose of frequency calibration is to ensure
a linear frequency axis as precision is more important to the
contour of the lineshape than absolute frequency calibration.
The light source, detector, and lock-in amplifiers used in the
present work are described in detail in Crabtree et al.20
B. Method
As alluded to in Section I, the Voigt profile is required to
adequately model the lineshape. Due to the fact that a nonlinear
least squares routine makes multiple calls, and recognizing
that numerical integration is part of the lineshape model, it is
advantageous to have a computationally inexpensive form of
the Voigt profile with which to work. Hence, we chose to use
the pseudo-Voigt profile described in Thompson et al.18
The pseudo-Voigt profile (χpV) approximates the Voigt
profile as a linear combination of Lorentzian and Gaussian
transition profiles, given by Equation (7)18
χpV(ν; ν0,∆V , η) = ηL(ν; ν0,∆V) + (1 − η)G(ν; ν0,∆V) (7)
where
L(ν; ν0,∆V) = 2∆V
π(4(ν − ν0)2 + ∆2V)
(8)
and
G(ν; ν0,∆V) = 2
√
ln 2
∆V
√
π
e
−(ν−ν0)24 ln 2
∆2
V . (9)
The relevant parameters are the linear combination coefficient
(η), the Voigt full-width at half-maximum (∆V), and the
linecenter (ν0). The η coefficient can be described in
terms of the Lorentzian (∆L) and Voigt full-widths (∆V),
and the Voigt full-width can be written in terms of the
individual contributions to the full-width from the underlying
Gaussian (∆G) and Lorentzian (∆L) profiles, which are the
spectroscopically relevant parameters18
∆V(∆L,∆G) = (∆5G + 2.692 69∆4G∆L + 2.428 43∆3G∆2L + 4.471 63∆2G∆3L + 0.078 42∆G∆4L + ∆5L)
1
5 , (10)
η(∆L,∆V) = 1.366 03(∆L
∆V
) − 0.477 19(∆L
∆V
)2 + 0.111 16(∆L
∆V
)3. (11)
This approximation has a maximum deviation of 1.2% at the
center of the profile,21 which contributes to the minimum
relative uncertainty for any contour-based parameters ex-
tracted from the fit, i.e., terms that affect the actual lineshape
such as width and velocity modulation amplitude. With a suit-
able expression for the fundamental lineshape (Equation (7)),
the transform from Equation (4) is applied to cause the linecen-
ter to oscillate in time with an amplitude of νma, resulting in
χpV(ν, t; ν0,∆V , η, νma)
= ηL(ν + νma cos 2πt; ν0,∆V)
+ (1 − η)G(ν + νma cos 2πt; ν0,∆V). (12)
In order to arrive at a final functional form for integration,
Equation (12) is multiplied by cos 2πt (selecting the frequency
component equal to the driving frequency), multiplied by a
transition intensity (A), and a y-offset (y0) is added to account
for a non-zero baseline. By integrating over a full discharge
period, the final lineshape, χvms, is
χvms(ν; A, ν0,∆L,∆G, νma, y0)
= A
 1
2
− 12
χpV(ν, t; ν0,∆V(∆L,∆G), η(∆L,∆V), νma)
× cos 2πt dt + y0. (13)
To summarize, the parameters from Equation (13) that
are to be determined by the fit of Equation (13) to the
experimental spectrum are the line intensity (A), linecenter
(ν0), homogeneous and inhomogeneous full-widths (∆L,∆V),
velocity modulation amplitude (νma), and y-offset (y0).
In order to fit VMS lineshapes, a custom fitting program
was written in python3, using the extensive numpy and scipy
modules. The core functionality of the program is derived from
the Levenberg-Marquardt nonlinear least squares routine from
the scipy.optimizemodule. Integration is performed by the
numpy module’s trapz function, which is a trapezoidal rule
numerical integration. The first step for integration is to define
a two-dimensional array with frequency along one axis and
time along the other. The size of the array is determined
by a combination of the experimentally measured frequency
data and the time step size that gives a sufficiently converged
lineshape. Moreover, the number of time points is equal to the
period divided by the step size, and the step size is chosen as
a compromise between accuracy and integration time. Once
the array is populated, the trapz function integrates along the
time axis, which results in a one-dimensional array equivalent
to the observed lineshape.
In order to determine a good step size, the integration
was performed repeatedly with incrementally decreasing step
size for a variety of different lineshape parameters. The
integration time and the peak-to-peak intensity were recorded.
Additionally, the standard deviation of the difference between
the resultant lineshape with a given time step size and the
lineshape of the previous step size are determined. In other
words, after a new, smaller time step size is used for the
integration, the new lineshape is differenced with the lineshape
determined by a larger step size, and the standard deviation of
the differences is recorded. This metric is useful as a measure
of how much the line’s contour changes from one time step
size to the next smaller one.
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FIG. 2. Here, the effect of including
concentration modulation versus ignor-
ing it is highlighted. The overall peak-
to-peak signal with concentration mod-
ulation is smaller than without it, so
the signal for each was normalized to
unity to illustrate errors in the contour.
The residuals show some clear struc-
ture, though it is insignificant (∼2 ppm)
relative to other sources of error (∼2%).
As a result of this convergence testing, a step size of 0.004
was chosen due to its reasonably quick integration time. The
chosen step size exhibits less than 1% error as compared to the
smallest time step (taken as the converged lineshape), 0.000 25
fractional periods. The 1% is the discrepancy between the
peak-to-peak values of the chosen time step and the converged
time step, and it is considered a contributing source of error
to the contour of the lineshape.
Farley and Gao et al. include in their VMS models a
term that accounts for concentration modulation, as described
in Equation (5).13,16 In tests we found that inclusion of
Equation (5) does affect the absolute intensity; however,
the overall effect on the contour is less than 2 ppm. As
2 ppm is far less than the error introduced by the pseudo-
Voigt approximation and the numerical integration (∼2%
total), we have omitted concentration modulation from fits
and simulations. Figure 2 illustrates the effect of including
concentration modulation. The intensities were normalized to
examine contour-based errors.
Fits of experimental data to Equation (13) with all
parameters floating initially did not converge due to the large
covariance between the velocity modulation amplitude (VMA)
and full-width parameters. To circumvent this problem, the
fit was performed first by holding the VMA constant at a
value that corresponds to a rough estimate informed by the
magnitude of the electric field and the ion mobility. The ion
mobility can be approximated by the equation for the reduced
ion mobility in Mason and McDaniel14
K0 =
13.876√
αµ
. (14)
The only necessary information is the polarizability of the
neutral species (α in Å3) and the reduced mass of the ion
and its collision partner (µ in amu). The electric field strength
can be approximated by dividing the applied voltage to the
electrodes by the distance between the electrodes and reducing
the result by an order of magnitude to account for the fact that
most of the voltage drop in a glow discharge occurs in the
space before the negative glow.22 After the first fit converges,
the residuals are examined for structure that indicates that
the velocity modulation depth or VMD (νma/∆V) is incorrect.
The fixed VMA fit is performed several times to refine the
VMA estimate, each time examining the residuals. When a
good value for the VMA is determined, the fit is performed
again floating all the parameters, and convergence is achieved.
This approach works because the VMD has subtle effects on
the central slope and extrema of the two lobes of VMS-type
lines as summarized in Figures 3 and 4. As the VMD is
increased, the interior of the extrema becomes more curved
and the interior slope becomes less steep. The reason for these
differences is that as the VMD is increased, the individual
Doppler-shifted components become more resolved. For
VMD < 10% it becomes more difficult to distinguish one value
of VMD from another. Fits to data with low VMD are therefore
likely prone to substantial error. The VMD determined from
the fits to the data presented in this work is ∼30%, which gives
FIG. 3. The velocity modulation depth
(VMD) has a subtle effect on the con-
tour of VMS lineshapes. The peak-to-
peak intensities of each lineshape are
normalized to unity.
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FIG. 4. Closer inspection of Figure 3
makes plain the effect of velocity mod-
ulation depth (VMD) on the lineshape.
confidence in the fitting approach. After the fit was converged,
the value of the VMA can be substantially changed and
the fit with the floating VMA will converge on the correct
result.
III. RESULTS AND DISCUSSION
A single scan of the R(1,0) transition was recorded as
described in Section II A. Using the method described in
Section II B, a good fit was determined. The data, fit, and
residuals can be seen in Figure 5, and a summary of the fitted
parameters is presented in Table I.
The fitted parameters all exhibit extremely small
uncertainties as reported by the least squares regression. In
the case of the linecenter and y-offset these values can be
taken as is, since they are not determined by the contour
of the line and are not subject to the convergence error or
the pseudo-Voigt approximation, which combined present the
need for an additional 2% relative error to be added to the
overall uncertainty of the remaining parameters (1% from the
pseudo-Voigt approximation and 1% from the convergence
error).
The intensity of the transition is sufficiently well
determined as to present the opportunity for determining
the relative populations of rovibrational levels. The absolute
populations cannot be determined because concentration
modulation has been excluded from the model. Under
the assumption that the same concentration modulation
uniformly affects each quantum state, relative determinations
of populations are possible. Testing this hypothesis may
provide for an interesting avenue of future investigation.
Regardless of this limitation, more precise intensity will
lead to more accurate rotational/vibrational temperature
determination.
Another exciting prospect is that the relative uncertainty
of the linecenter is sub-MHz. Though this work was performed
with a wavemeter which has an appreciable accuracy error
(∼200 MHz), proper calibration with a frequency comb
and careful control of the experimental conditions may
allow this approach to rival the uncertainties determined
by sub-Doppler techniques5,6 without the added experimental
difficulty. This would rely on the lines being very symmetric
and highly reproducible, which may not always be the case.
This problem could be mitigated with balanced detection
of counter-propagating beams but would still be susceptible
to any average drift velocity caused by asymmetries in the
electrodes. This has been confirmed with these discharge
electronics in the case of HCO+, which exhibited between a
13 and 14 m/s average drift velocity.23
Both the inhomogeneous and homogeneous components
of the linewidth were well determined. The two dominant
broadening mechanisms for VMS spectroscopy are Doppler
and collisional broadening. Plasmas are used for ion
generation and result in large thermal energies. Typical
VMS targets are low mass ions2 which when combined with
high temperatures result in mid-IR Doppler widths on the
order of ∼0.5 to ∼1.0 GHz. The importance of collisional
broadening is less obvious, considering a typical value for the
FIG. 5. Experimental spectrum and fit
to the R(1,0) rovibrational transition in
the ν2 fundamental band of H+3 . The
standard deviation of the residuals is
less than 1% of the peak-to-peak sig-
nal. The signal-to-noise ratio is ∼240
which is very useful in determining the
values accurately. There is some struc-
ture remaining in the residuals, but it
is attributed to the negative lobe being
slightly wider than the positive lobe,
possibly as a result of an asymmetric
drift velocity during half the discharge
cycle.
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TABLE I. Fit parameters from the R(1,0) transition of H+3 .
Parameter Symbol Value Error
Intensity A 0.0220 V 0.0003 V
Linecenter ν0 2725.907 331 cm−1 0.000 006 cm−1a
Homogeneous linewidth ∆L 0.0140 cm−1 0.0001 cm−1
Inhomogeneous linewidth ∆G 0.0163 cm−1 0.0001 cm−1
Modulation amplitude νma 0.0079 cm−1 0.0002 cm−1
y-offset y0 −0.008 59 V 0.000 03 V
aThis is not to suggest this is the total uncertainty of the transition frequency; rather, it is the uncertainty of the fit. This work is
calibrated via a wavemeter, limiting the accuracy. For an accurate linecenter determination, see Hodges et al.5
pressure broadening coefficient is ∼1-10 MHz/Torr, and VMS
spectroscopy is generally performed at pressures between 0.5
and 10 Torr. Nevertheless, Gao et al. showed that treating
the lineshapes as completely inhomogeneously broadened is
insufficient to describe the lineshape.16 The magnitude of both
these broadening mechanisms requires the use of a Voigt
profile.
The Doppler width (Gaussian, ∆G) is determined by the
formula
∆G =

8kT ln 2
mc2
(15)
and depends on the translational temperature (T) and mass (m)
of the ion. The collisionally broadened full-width (Lorentzian,
∆L) is inversely proportional to the mean time between phase-
changing collisions (τ),
∆L =
1
πτ
. (16)
To characterize the collisional process, we must consider
the predominant collision partner for ions in a plasma. A
typical fractional ionization is 10−4, indicating that there
are 10 000 more neutral molecules than ions or electrons in a
plasma. Conventionally, the ion-ion and ion-electron collisions
are neglected because the positive column is assumed to
have zero net charge.14 Higher order corrections for the
non-uniform distribution of charge are generally neglected.2
Therefore, the relevant collision partner is the more abundant
neutral, and ion-neutral collisions are the principal type
assumed in all VMS experiments.2,13 Collisions of this type
are typically described by Langevin capture theory, a simple
model that has been successfully utilized to predict pressure
broadening.24
The Langevin rate coefficient (k) is expressed in
Equation (17) in terms of the polarizability of the neutral
(α), the charge of the ion (q), and the reduced mass (µ) of the
ion and its collision partner
k = 2πq

α
µ
. (17)
The relationship between the Langevin rate coefficient and the
pressure broadening coefficient (γ), pressure (P), and mean
time between collisions (τ) is given in Equation (18),24
1
τ
= nk = 2πγP, (18)
which can be combined with the ideal gas law and solved for
the pressure broadening coefficient
γ =
q

α
µ
kT
. (19)
This linewidth is a half-width value, so one would expect
∆L = 2γP, resulting in a ∆L on the order of tens of MHz,
but Gao and coworkers required much larger values16 as did
the fits in the present work, indicating that Equation (19)
is insufficient. Using the Langevin model, the expected
homogeneous linewidth in Gao’s experiment (N+2 at a pressure
of 10 Torr) would be 26 MHz; however, Gao’s reported
homogeneous linewidth is much larger, on the order of the
Gaussian linewidth. The collisional process must not be well
described by the Langevin model, and there must be a different
source for the homogeneous contribution to the linewidth.
In order to better understand the collisional environment
that an ion in a positive column experiences, we must start
from basic principles. Let us begin by considering the equation
of motion for ions in an electric field, as described by Chen25
and summarized by Civiš17
µ
∂v
∂t
= qE − µ
τD
v, (20)
where the reduced mass of the ion and its collision partner is
µ, v is the drift velocity, t is time, τD is the mean time between
momentum transfer or diffusion related collisions, q is charge,
and E is electric field strength. The first term on the right hand
side is the force of the electric field on a charged particle,
and the second term is analogous to a drag force linearly
proportional to the speed of the charged particle. Solving this
equation of motion by assuming a constant electric field gives
v(t) = qτD
µ
E(1 − e−t/τD) + v0e−t/τD, (21)
where v0e−t/τD is a collisional deceleration term indicating
that as time increases, the initial velocity is less significant.
Likewise, as time increases the velocity approaches qτD
µ
E.
Equation (21) is a complete description of an ion’s speed,
but it can be greatly simplified. Recall that the relationship
between drift velocity (v), ion mobility (K), and electric field
strength (E) is given by Equation (1). As the time scale of
the discharge is many orders larger than the time scale of
molecular collisions, the relevant time, t, is much greater than
τD, and Equation (21) can be simplified to
v(t)  qτD
µ
E. (22)
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Comparison of Equation (22) to Equation (1) reveals that the
ion mobility is
K 
qτD
µ
, (23)
which indicates that an estimate of the ion mobility can be
made provided information about the mean time between
momentum transfer collisions can be determined.
However, τ from Equation (16) and τD from Equation (22)
are not equivalent. The value τ is related to an ion’s collisional
cross section (σ(v¯)) at a mean speed (v¯) by τ = (nv¯σ(v¯))−1;
whereas, τD is related to the momentum transfer/diffusional
cross section (QD) by τD = (nv¯QD)−1. Here n is the number
density and v¯ is the mean velocity. Both values of τ can be
related through n and v¯:
τD =
σ
QD
τ. (24)
The definition of QD, as described by Mason and McDaniel,14
is
QD ≡ 2π
 π
0
(1 − cos θ)σ(θ, v¯) sin θ dθ, (25)
where σ(θ, v¯) is the collisional cross section as a function
of scattering angle, θ and mean relative speed of the ion, v¯ .
Without detailed knowledge of the potential energy surface
of a scattering event for a particular ion-neutral pair, it is
impossible to determine σ(θ, v¯). For simplicity, we make the
assumption that the cross section is only weakly dependent
on the scattering angle such that σ(v¯) ≈ σ(θ, v¯). Using this
assumption, Equation (25) becomes
QD ≈ 2πσ
 π
0
(1 − cos θ) sin θ dθ = 4πσ. (26)
Combining Equations (24) and (26), an approximate relation
for τ and τD can be formulated
τD 
τ
4π
. (27)
This simple equation relates the spectroscopically observed
linewidth from τ and Equation (16) to the ion mobility
through τD and Equation (23). Simultaneously it provides
an explanation of the large values of the homogeneous
linewidth with a simple model derived from the equation
of motion presented in Equation (20). The source of the
homogeneous linewidth is the collisional enhancement due
to the macroscopic motion of the ions in the plasma. As the
electric field drives the ions, collisions with neutrals create a
drag force balancing the electromagnetic force resulting in a
fixed single velocity. The rate of these collisions is determined
by the diffusional cross section, which ultimately determines
an ion’s mobility. This relationship allows us to express the
homogeneous full-width in terms of the ion mobility by
∆L =
q
4π2 µ K(T,p) . (28)
With a clear understanding of the homogeneous and
inhomogeneous linewidths, the fitted values can be used
to infer information about the physical conditions and
molecule being spectroscopically interrogated. Application
of Equation (15) results in a translational temperature of
209 ± 10 K. This is a reasonable temperature and is in accord
with previous estimates (200-400 K) of the temperature of
liquid nitrogen cooled discharges of molecular hydrogen.19,26
As the inhomogeneous linewidth is also mass dependent, an
analysis of many spectral lines could, in principle, be used to
properly distinguish the relative masses of carriers, assuming
a Maxwellian velocity distribution. In this case, the mass
resolution is 0.03 amu, which is determined by propagating
the linewidth error in Equation (15) using a fixed value for
temperature. With such a small mass resolution, VMS could
be a very powerful tool for distinguishing spectral carriers in
chemically rich positive columns, which would be invaluable
for assigning unknown spectra.
Using the homogeneous linewidth we can determine the
ion mobility. The Langevin model linewidth is estimated
using the temperature and the polarizability of molecular
hydrogen (0.787 Å3 ± 5%).27 This results in a Langevin pres-
sure broadened component equal to 14 ± 2 MHz. Just as in
Gao’s measurements of N+2 , this is a dramatic underestimate.
With Equation (16), τ is determined to be 7.8 ± 0.3 × 10−10 s.
With Equation (27), the value of τD is calculated to be
6.0 ± 0.2 × 10−11 s. This can be used with Equation (23)
to infer the ion mobility. The determination of reduced ion
mobility assumes that the reading of the pressure capacitance
monometer is accurate to 5%, and it is calculated to
be 12.5 ± 1.5 cm2 V−1 s−1 which agrees with the most
recent literature value of 11.1 cm2 V−1 s−1 within 13%
error.28
In this case it is fortunate that there is a large signal-to-
noise ratio and the VMD (∼30%) is in a range that allows for
reasonable determination of the VMA (refer to Figure 4). This
may not be the case in all VMS experiments. Since the VMD
is the ratio of the VMA to the linewidth there are only a limited
number of experimental parameters that can be adjusted to
ensure a large VMD. The temperature can be reduced and the
pressure decreased to minimize the linewidth, and the applied
voltage to the electrodes can be increased in order to increase
the VMA. Nevertheless, the VMD may still prove too small
for some systems. Moving forward, caution is required to
properly determine the fitted parameters. Determination of fit
parameters below a VMD of∼20% becomes more challenging
and ultimately becomes an exercise in futility. This is a direct
consequence of how insensitive the contour of the lineshape
becomes to changes in VMD (refer to Figure 4).
The RMS value of the drift velocity (determined as
614 ± 16 m/s from Equation (4) and the VMA from the
fit) can be used to determine the RMS field strength using
Equation (1), provided the ion mobility is accurately known.
Using the literature value, the RMS field strength is determined
to be 4.8 ± 0.6 V/cm. If one were to take the applied voltage
and divide it by the distance between the electrodes, the
resultant RMS field strength would be 24 V/cm. Typically,
the values in the positive column are an order of magnitude
lower,22 and our inferred field strength of 4.8 V/cm is in
accord with that rough estimate. The calculated value of the
ion mobility can be used in cases where the reduced ion
mobility is not known. With this method, the RMS field
strength is determined to be 4.2 ± 0.2 V/cm, which is in
reasonable agreement with the other measurement.
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IV. CONCLUSIONS
In this work, we present a method for quantitatively fitting
VMS lineshapes. This method relies on a detailed examination
of the slope of the center portion of the profile and the curvature
near the edges of the lobes. Additionally, we confirm that there
is a large homogeneous component to the linewidth of VMS
greater than what can be explained by Langevin capture theory.
This is attributed to the macroscopic movement of ions at the
drift speed and the resulting collisional enhancement. From
the fit, the translational temperature, transition intensity, ion
mobility, and electric field strength are handily determined to
reasonable uncertainty.
Together, these values are critical for the quantitative
understanding of both the plasma environment and the species
being interrogated spectroscopically. This may help lead to
better quantification of relative ion populations, rotational
and vibrational temperatures, mass identification of spectral
carriers, and a better understanding of the lineshapes of
more complicated VMS experiments with additional layers
of modulation. As a final note, although this method is
completely general to any VMS experiment, it does require
high data quality and that the VMD be appreciably sized.
As the VMD value becomes smaller the task becomes more
challenging and requires higher signal-to-noise data.
So long as there is highly reproducible data with high
signal-to-noise, it is expected that statistical errors, determined
by scanning the same transition multiple times, will be on the
same order as the estimated error of fitted parameters. This
might be an interesting endeavor for future experiments.
Additionally, this same analysis should be performed on
different molecules to confirm the generality of this approach.
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Appendix H
Understanding the Origin of the
NICE-OHVMS Etalon
H.1 Background
Since the first realization of the mid-IR NICE-OHVMS instrument with the OPO there has been a dramatic
fringe that is part of the background. This fringe limits the detection limit and confounds the ability to
extract useful information out of all but the largest signals, such as the strong fundamental band transitions
of H+3 . Despite the impressive feats that have been accomplished up to this point, without some form of
mitigation of this fringe there are limited prospects for NICE-OHVMS.
The fringe is interesting in that there appear to be many frequency components, creating a large envelope.
Somehow this fringe is not removed by the Fourier filtering of the lock-in amplifiers. This suggests that the
fringe must change at twice the frequency at which the plasma is being discharged. We also know that it
must be caused by the plasma, because it only occurs when the plasma is discharging. If the laser is locked
to the cavity, and there is no discharge, then there is no fringe. This correlation led us to believe for a
very long time that there was something going on that could not be related to something mundane, e.g. an
optical etalon.
Etalons do very clearly make it through ordinary NICE-OHMS experiments in the form of residual
amplitude modulation (RAM).[91] As the fm-triplet scans over a fringe, each component experiences a
variable attenuation and optical phase shift. When the detection phase is set to absorption, only the
attenuation of the sidebands matter. However, the case is more complicated when the detection phase is set
to dispersion. In that case the phase shift of all three components must be accounted for.
H.2 Origin
After careful consideration of as many of the factors that can be taken into account, the fringe must be caused
by an optical etalon that is intensity modulated by the cavity. If the cavity does not remain perfectly on
resonance then the maximum intensity of light that is transmitted by the cavity is reduced. If that intensity
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were modulated at the detection frequency, then that signal would not be filtered out by the lock-in detection
scheme.
Intensity modulation is not a particularly exotic source of noise in a lock-in detection scheme. However,
the method that causes the cavity to come off-resonance, reducing the intensity, is unique to NICE-OHVMS.
Within the optical cavity, there is an AC modulated plasma driven at around 40 kHz. The lock-in detectors
are set to detect at twice that frequency. The plasma voltage is driven by a sinusoid, and the number density
of all the species generated by the discharge tend to increase with increasing voltage. This change of material
within the optical cavity may slightly change the index of refraction. The free spectral range of the cavity
is given by c2nL , which implies that the resonance condition of the cavity must change with a change in the
index of refraction. Additionally, the bandwidth of the laser lock to cavity is at most 10 kHz, indicating
that the lock cannot possibly respond quickly enough to maintain resonance.
Using the equation governing the transmittance of an etalon, we can determine the relationship between
the change in index and the change in transmitted intensity,
T =
1
1 + F sin2(δ/2)
. (H.1)
The parameter F is the finesse of the resonator (taken as 300 for the NICE-OHVMS system) and δ is the
round trip phase shift defined as
δ =
(
2pi
λ
)
2nl cos(θ). (H.2)
The wavelength (λ) is taken as 3.67 µm which is typical for this work and the angle of incidence (θ) is
zero radians. The length of the etalon (l) is chosen to be 180 cm, also selected to correspond to the NICE-
OHVMS experiment. The starting value for the index is 1. Figure H.1 shows how small changes in the
index result in large changes in the transmitted light, while holding the wavelength fixed. As can be seen, a
small change of only 0.1 ppm in the index results in a reduction of ∼97% of the intensity. If we assume that
electron resonances in the plasma are responsible for the change in index, we can estimate relative change
as 10−12.[92] This corresponds to an intensity reduction of 10−7. It is clear this has the potential to cause
intensity modulation that can be detected, especially considering how lock-ins are specifically designed to
measure a very small change in signal. We can model the change in intensity as a time varying sinusoid that
follows the voltage of the discharge. The assumption is that as the voltage becomes large there is greater
current in the discharge. Larger current means there must be more electrons flowing through. The plasma
has a net zero charge, so increased current must mean more ions.[73] This same logic can hold true for charge
transfer reactions, and Rydberg states for neutrals. It follows that electronic excitations would happen in
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Figure H.1: The effect of changing the index of refraction on the transmittance through an etalon, assuming
all other experimental parameters are held constant. Even a small change in the index results in a very large
change in intensity transmitted through a cavity.
the same fashion, and it is possible that the varying intensity of visible and near-infrared transitions from
species in the discharge could contribute to a varying change in the index in the mid-infrared.
To avoid all of the complex physics that were just described, we will assume that there is an intensity of
light transmitted through the cavity, and it varies in time.
A(t) = (1− αe) + αe| cos(2pit)| (H.3)
The optical extinction amplitude (αe) is the fraction of the light that is attenuated during a half cycle of
the plasma. It is proportional to the change in index of refraction. This amplitude, A(t), is then multiplied
by any functional form of the baseline, FB(ν) and demodulated at twice the frequency of the discharge.
∫ 0.5
−0.5
A(t)FB(ν) cos(4pit) dt (H.4)
The baseline is a function of frequency (ν) and not time so it does not affect the results of the integral.
Figures H.2, H.3 and H.4 show the trend solving Equation H.4 for varying sizes of αe assuming FB(ν) is a
Lorentzian with the peak intensity at 1.
Using this simple model, it is readily shown that any changes in the baseline that occur at the demodu-
lation frequency can be detected, and also it is clear that a change in index of refraction is a likely culprit
for modulating the intensity of the transition.
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Figure H.2: The effect of turning intensity modulation on for a Lorentzian lineshape. With the optical
extinction amplitude equal to 1, i.e. the cavity completely comes off resonance every half cycle of the
discharge, the demodulated amplitude is reduced to about 0.2.
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Figure H.3: The effect of decreasing the optical extinction amplitude. As αe is further decreased there is a
linear reduction in the signal. Signal reduction roughly follows the trend 0.25(αe).
H.3 Solution
Since it is clear that the problem is an etalon, there are simple approaches to dealing with it that have been
explored and described. The first, is to place all the optics that contribute to etalons at etalon immune
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Figure H.4: As the value for the optical extinction amplitude decreases to 0, so too does the intensity of the
Lorentzian. The linear relation appears to hold true for the entire dynamic range of αe.
distances.[91] This is effectively picking a spacing such that the modulation of the sidebands in a frequency
modulation scheme are attenuated/phase-shifted the same amount as the laser frequency is scanned over an
etalon. For absorption, this means that the frequency of the etalon must be equal to half-integer multiples
of the free spectral range, and for dispersion the frequency of the etalon must be equal to integer multiples
of the free spectral range. This is very tricky to do for systems such as the NICE-OHVMS system. Both
modes of detection are useful which limits selection of etalon immune distances to whole integer multiples.
Because we have such a long external optical cavity (180 cm), the etalon immune distances would be equal
to 180, 360, 540 etc. cm. This is just not practical. Many optics must be placed at shorter distances.
Another approach is to add a small wavelength jitter which has an amplitude equal to an integer number
of fringes.[93] This jitter must be slower than the integration time and effectively averages out a fringe. This
would be attractive except it requires an additional layer of modulation. The NICE-OHVMS light source has
an insufficient number of control handles to add an additional layer of modulation. This is especially true
considering the frequency comb locking servo. Moreover, wavelength modulation would limit the resolution
which could negatively impact the Lamb dip measurements. It may be possible to use a mid-IR AOM on the
idler beam to add a fast control handle, but the power losses would be significant as it would need to be used
in a retroreflector configuration doubling the diffraction efficiency losses. Additionally, the fast corrections
have been measured to cause a ∼500 kHz broadening, which is on the order of the Lamb dips and would also
negatively affect the resolution of those measurements in the same manner as the wavelength modulation.
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The approach that we have opted to use is to insert Brewster plate spoilers in the beam path.[94] The
pathlength is slowly changed by tilting the angle of a Brewster plate; this is a type of phase modulation
and a small change in angle can sweep over many fringes. In principle, because it is near Brewster’s Angle,
there are limited power losses which would weaken the ability to perform saturation spectroscopy. The only
limitation is that integration must be performed more slowly than the rate at which the Brewster plate
shakes. We have observed marked improvements with the introduction of Brewster plates and expect their
continued use will serve to push back the limitations of NICE-OHVMS.
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Appendix I
Error Analysis of Frequency
Determination with a Frequency
Comb
In the course of deciding how to appropriately determine the idler frequency with a comb, there were many
discussions about whether it was inherently better to determine the frequency of the pump and signal first
and subtract them to determine the idler or whether it was better to determine the idler by determining the
number of comb modes spanned by the pump and signal. The situation was a problem because the repetition
rate of our frequency comb is small enough that errors in the wavemeter must be carefully considered. These
discussions became confusing and it made sense to apply mathematical formalism to the wavemeter error.
I.1 For a Single Laser
First let us examine the equation that governs frequency determination via beating a cw laser against a
comb, where f is the frequency of the laser, frep is the repetition rate of the laser, fceo is the carrier envelope
offset, and fbeat is the beat note.
f = nfrep ± fceo ± fbeat (I.1)
In order to determine the mode number n, a rough measurement is made with a wavemeter, fwm, to
estimate n. The estimate is denoted nraw.
fwm = nrawfrep ± fceo ± fbeat (I.2)
The error in the wavemeter is the difference between the measured frequency fwm and the actual frequency
f .
f − fwm = nfrep ± fceo ± fbeat − (nrawfrep ± fceo ± fbeat) (I.3)
f − fwm = (n− nraw)frep (I.4)
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Let
δ = n− nraw (I.5)
and
ξ = f − fwm (I.6)
such that
ξ = syst + rand (I.7)
δfrep = syst + rand (I.8)
where syst and rand represent the systematic and random errors associated with the wavemeter measure-
ment. With adequate frequency standards these values are experimentally quantifiable.
In order to correctly determine n, δ ∈ [−0.5, 0.5]. Ultimately, this leads to the simple conclusion that |ξ|
must be < 12frep.
I.2 For the Difference of Two Lasers
What about for the more complex case of measuring the frequency difference (fi) of two lasers denoted fp
and fs? Starting with equation I.1:
fi = fp − fs = npfrep − nsfrep ± fp−beat ∓ fs−beat (I.9)
fi−wm = fp−wm − fs−wm = np−rawfrep − ns−rawfrep ± fp−beat ∓ fs−beat (I.10)
fi − fi−wm = npfrep − nsfrep − (np−rawfrep − ns−rawfrep) (I.11)
fi − fi−wm = ((np − ns)− (np−raw − ns−raw))frep (I.12)
fi − fi−wm = (∆n−∆nraw)frep (I.13)
We can define an analogous term describing the difference between the estimated ∆nraw and ∆n.
δ = ∆n−∆nraw (I.14)
Similarly, we can define the errors associated with the two lasers ξp and ξs and determine the total error
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in the difference, ξ, and it associated random and systematic errors, which means
ξp = p−syst + p−rand (I.15)
ξs = s−syst + s−rand (I.16)
ξ = ξp − ξs = fi − fi−wm (I.17)
and
ξ = δfrep (I.18)
ξ = δfrep = (p−syst + p−rand)− (s−syst + s−rand) (I.19)
ξ = δfrep = (p−syst − s−syst) + (p−rand − s−rand) (I.20)
so that
δfrep = (p−syst − s−syst) + (p−rand − s−rand) (I.21)
δfrep = syst + rand (I.22)
Again, this is in terms of experimental observables as above. Likewise δ ∈ [−0.5, 0.5] so that |ξ| must be
< 12frep.
In the case of our system, we know frep is 100 MHz. We also know that rand can be either sign and is ∼ 5
MHz, which constrains |syst| < 50MHz ∓ ∼ 5MHz. This model seems to be supported by the experimental
data.
There are two especially important results from this analysis. One, we can explicitly see that the difference
approach only allows systematic errors that are frequency dependent, such as errors in index of refraction
measurement by the wavemeter, like relative humidity, temperature, and atmospheric pressure. Two, we
now see the value in using the difference in mode number measurement instead of determining individual
frequencies and differencing them. The latter relies on two subsequent measurements that have maximum
allowed uncertainties less than 50 MHz, whereas the former only requires a single one. Performing the
measurement twice increases the probability that an error in mode number determination affects the final
frequency measurement of the idler.
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Appendix J
NICE-OHVMS Lineshape Atlas
J.1 Overview
In the course of my NICE-OHVMS lineshape work, I found that it was necessary to develop a sense of how
various parameters affected the overall lineshape. This skill is crucial for properly adjusting initial guesses
for parameters. By creating this atlas, I hope to qualitatively demonstrate some of the effects of adjusting
parameters in the model. Referring to this atlas may provide some useful information to a NICE-OHVMS
lineshape fitting novice before he/she attempts a fit.
The relevant parameters for lineshape fitting are the linecenter (ν0), the transition intensity (A), the
concentration modulation depth (α), the concentration modulation phase (φ), the inhomogeneous linewidth
(∆G), the homogeneous linewidth (∆L), the heterodyne modulation frequency (νhet), the velocity modula-
tion amplitude (νma), and the velocity modulation phase (θ). For the purposes of describing trends it is
more useful to use the reduced parameters, velocity modulation depth (VMD = νma/∆V ) and heterodyne
modulation depth (HMD = νhet/∆V ) in place of their respective amplitude type parameters. ∆V is the
full-width at half-maximum of a Voigt profile estimated by ∆V ≈ 0.5346∆L +
√
0.2166∆2L + ∆
2
G.
The caption of each figure labels the illustrated trend, and each figure has an accompanying table listing
the parameters used in simulation. All units are arbitrary except angular parameters which are in degrees.
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J.2 Concentration Modulation Depth
J.2.1 Absorption
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Figure J.1: Concentration modulation series on a more inhomogeneously broadened absorption line.
Table J.1: Simulation parameters for Figure J.1.
Symbol Value
ν0 0
A 10
α -
φ 45◦
∆G 1.0
∆L 0.5
νhet 0.25
VMD 0.3
θ 0◦
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Figure J.2: Concentration modulation series on a more inhomogeneously broadened absorption line magni-
tude.
Table J.2: Simulation parameters for Figure J.2.
Symbol Value
ν0 0
A 10
α -
φ 45◦
∆G 1.0
∆L 0.5
νhet 0.25
VMD 0.3
θ 0◦
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Figure J.3: Concentration modulation series on a more homogeneously broadened absorption line.
Table J.3: Simulation parameters for Figure J.3.
Symbol Value
ν0 0
A 10
α -
φ 45◦
∆G 0.5
∆L 1.0
νhet 0.25
VMD 0.3
θ 0◦
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Figure J.4: Concentration modulation series on a more homogeneously broadened absorption line magnitude.
Table J.4: Simulation parameters for Figure J.4.
Symbol Value
ν0 0
A 10
α -
φ 45◦
∆G 0.5
∆L 1.0
νhet 0.25
VMD 0.3
θ 0◦
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J.2.2 Dispersion
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Figure J.5: Concentration modulation series on a more inhomogeneously broadened dispersion line.
Table J.5: Simulation parameters for Figure J.5.
Symbol Value
ν0 0
A 10
α -
φ 45◦
∆G 1.0
∆L 0.5
νhet 0.25
VMD 0.3
θ 0◦
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Figure J.6: Concentration modulation series on a more inhomogeneously broadened dispersion line magni-
tude.
Table J.6: Simulation parameters for Figure J.6.
Symbol Value
ν0 0
A 10
α -
φ 45◦
∆G 1.0
∆L 0.5
νhet 0.25
VMD 0.3
θ 0◦
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Figure J.7: Concentration modulation series on a more homogeneously broadened dispersion line.
Table J.7: Simulation parameters for Figure J.7.
Symbol Value
ν0 0
A 10
α -
φ 45◦
∆G 0.5
∆L 1.0
νhet 0.25
VMD 0.3
θ 0◦
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Figure J.8: Concentration modulation series on a more homogeneously broadened dispersion line magnitude.
Table J.8: Simulation parameters for Figure J.8.
Symbol Value
ν0 0
A 10
α -
φ 45◦
∆G 0.5
∆L 1.0
νhet 0.25
VMD 0.3
θ 0◦
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Figure J.9: Concentration modulation phase series on an absorption line.
Table J.9: Simulation parameters for Figure J.9.
Symbol Value
ν0 0
A 10
α 1.0
φ -
∆G 0.5
∆L 0.5
νhet 0.25
VMD 0.3
θ 0◦
138
J.3.2 Dispersion
-40x10-3
0
40
-4 -2 0 2 4
Frequency (AU)
-40x10-3
0
40
In
te
ns
ity
 (A
U)
-40x10-3
0
40
Dispersion
φ = 0ο
φ = 20ο
φ = 45ο
 In-phase
 Quadrature
Figure J.10: Concentration modulation phase series on a dispersion line.
Table J.10: Simulation parameters for Figure J.10.
Symbol Value
ν0 0
A 10
α 1.0
φ -
∆G 0.5
∆L 0.5
νhet 0.25
VMD 0.3
θ 0◦
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J.4 Velocity Modulation Depth
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Figure J.11: Velocity modulation series on a more inhomogeneously broadened absorption line.
Table J.11: Simulation parameters for Figure J.11.
Symbol Value
ν0 0
A 10
α 1.0
φ 45◦
∆G 1.0
∆L 0.5
νhet 0.25
VMD -
θ 0◦
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Figure J.12: Velocity modulation series on a more inhomogeneously broadened absorption line magnitude.
Table J.12: Simulation parameters for Figure J.12.
Symbol Value
ν0 0
A 10
α 1.0
φ 45◦
∆G 1.0
∆L 0.5
νhet 0.25
VMD -
θ 0◦
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Figure J.13: Velocity modulation series on a more homogeneously broadened absorption line.
Table J.13: Simulation parameters for Figure J.13.
Symbol Value
ν0 0
A 10
α 1.0
φ 45◦
∆G 0.5
∆L 1.0
νhet 0.25
VMD -
θ 0◦
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Figure J.14: Velocity modulation series on a more homogeneously broadened absorption line magnitude.
Table J.14: Simulation parameters for Figure J.14.
Symbol Value
ν0 0
A 10
α 1.0
φ 45◦
∆G 0.5
∆L 1.0
νhet 0.25
VMD -
θ 0◦
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Figure J.15: Velocity modulation series on a more inhomogeneously broadened dispersion line.
Table J.15: Simulation parameters for Figure J.15.
Symbol Value
ν0 0
A 10
α 1.0
φ 45◦
∆G 1.0
∆L 0.5
νhet 0.25
VMD -
θ 0◦
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Figure J.16: Velocity modulation series on a more inhomogeneously broadened dispersion line magnitude.
Table J.16: Simulation parameters for Figure J.16.
Symbol Value
ν0 0
A 10
α 1.0
φ 45◦
∆G 1.0
∆L 0.5
νhet 0.25
VMD -
θ 0◦
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Figure J.17: Velocity modulation series on a more homogeneously broadened dispersion line.
Table J.17: Simulation parameters for Figure J.17.
Symbol Value
ν0 0
A 10
α 1.0
φ 45◦
∆G 0.5
∆L 1.0
νhet 0.25
VMD -
θ 0◦
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Figure J.18: Velocity modulation series on a more homogeneously broadened dispersion line magnitude.
Table J.18: Simulation parameters for Figure J.18.
Symbol Value
ν0 0
A 10
α 1.0
φ 45◦
∆G 0.5
∆L 1.0
νhet 0.25
VMD -
θ 0◦
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Figure J.19: Heterodyne modulation series on a more inhomogeneously broadened absorption line.
Table J.19: Simulation parameters for Figure J.19.
Symbol Value
ν0 0
A 10
α 1.0
φ 45◦
∆G 1.0
∆L 0.5
HMD -
VMD 0.3
θ 0◦
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Figure J.20: Heterodyne modulation series on a more inhomogeneously broadened absorption line magnitude.
Table J.20: Simulation parameters for Figure J.20.
Symbol Value
ν0 0
A 10
α 1.0
φ 45◦
∆G 1.0
∆L 0.5
HMD -
VMD 0.3
θ 0◦
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Figure J.21: Heterodyne modulation series on a more homogeneously broadened absorption line.
Table J.21: Simulation parameters for Figure J.21.
Symbol Value
ν0 0
A 10
α 1.0
φ 45◦
∆G 0.5
∆L 1.0
HMD -
VMD 0.3
θ 0◦
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Figure J.22: Heterodyne modulation series on a more homogeneously broadened absorption line magnitude.
Table J.22: Simulation parameters for Figure J.22.
Symbol Value
ν0 0
A 10
α 1.0
φ 45◦
∆G 0.5
∆L 1.0
HMD -
VMD 0.3
θ 0◦
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Figure J.23: Heterodyne modulation series on a more inhomogeneously broadened dispersion line.
Table J.23: Simulation parameters for Figure J.23.
Symbol Value
ν0 0
A 10
α 1.0
φ 45◦
∆G 1.0
∆L 0.5
HMD -
VMD 0.3
θ 0◦
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Figure J.24: Heterodyne modulation series on a more inhomogeneously broadened dispersion line magnitude.
Table J.24: Simulation parameters for Figure J.24.
Symbol Value
ν0 0
A 10
α 1.0
φ 45◦
∆G 1.0
∆L 0.5
HMD -
VMD 0.3
θ 0◦
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Figure J.25: Heterodyne modulation series on a more homogeneously broadened dispersion line.
Table J.25: Simulation parameters for Figure J.25.
Symbol Value
ν0 0
A 10
α 1.0
φ 45◦
∆G 0.5
∆L 1.0
HMD -
VMD 0.3
θ 0◦
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Figure J.26: Heterodyne modulation series on a more homogeneously broadened dispersion line magnitude.
Table J.26: Simulation parameters for Figure J.26.
Symbol Value
ν0 0
A 10
α 1.0
φ 45◦
∆G 0.5
∆L 1.0
HMD -
VMD 0.3
θ 0◦
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Figure J.27: Velocity modulation phase series on an absorption line.
Table J.27: Simulation parameters for Figure J.27.
Symbol Value
ν0 0
A 10
α 1.0
φ 45◦
∆G 0.5
∆L 0.5
νhet 0.25
VMD 0.3
θ -
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Figure J.28: Velocity modulation phase series on a dispersion line.
Table J.28: Simulation parameters for Figure J.28.
Symbol Value
ν0 0
A 10
α 1.0
φ 45◦
∆G 0.5
∆L 0.5
νhet 0.25
VMD 0.3
θ -
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Appendix K
JFit Software and Documentation
JFit 4.0 is a velocity modulation and NICE-OHVMS simulation/fitting suite. It was developed in python
3.3.0 with numpy 1.6.2 and scipy 0.12.0. It is run as a python script from the linux command line with
arguments. The main sections describe the individual modules that make up the total functionality. Within
each section, functions and classes are described.
K.1 JFit.py
Imports useful system and os python modules and also imports the DataFitter and DataSimulator modules
from JFit. Calls main.
K.1.1 Functions
main
Calls getFileName and stores the filename if any is returned in the variable filename. The remainder of
the code in main is never executed as the system exit call is always executed in getFileName.
getFileName
Uses the sys module to return a list of options and arguments. It uses the argument of the “-f” option to
store a filename as the string filename. getFileName loops through the options again and determines the
mode of operation: simulation or fitting and what type of each. It also has an import option that creates the
directory structure so data can be used. For a full list of options, in the JFit directory, run ./JFit.py -h.
Once the mode of operation has been determined, a nested call to the function fileformatchk is executed
with the filename as the argument, and the output is used as an argument in the mode function that was
chosen via the option passed to JFit from the command line.
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fileformatchk
Creates a token in the working directory for easy reference using the filename, and ensures that data folders
for filename exist and are directories. If they do not exist, they are created. Appends the proper path to
filename and returns it.
simAbsShort
Is a mode function for simulating absorption lines. Takes string filename as an argument. Opens the file
LineParams.txt and stores parameters in variables. Creates a NiceOhvmsAbsData object named newdata.
Calls the object’s dataGen function to generate data. Calls the object’s dataWriter function to store the
data in a file. The ultimate location of that file is ./JFitData/<filename>/.
fitAbsShort
Is a mode function for fitting the phase information of absorption lines. Takes string filename as an argu-
ment. Opens the file LineParams.txt and stores parameters in variables. Creates a NiceOhvmsAbsDataSet
object named newfit. Calls the object’s loadFromText function to get the data. Calls the object’s fitR
function to fit data. Calls the object’s writeToFile function to store the fit data in a file. The ultimate
location of that file is ./JFitData/<filename>/.
simAbsMagShort
Is a mode function for simulating absorption magnitude lines. Takes string filename as an argument.
Opens the file LineParams.txt and stores parameters in variables. Creates a NiceOhvmsAbsMagData data
object named newdata. Calls the object’s dataGen function to generate data. Calls the object’s dataWriter
function to store the data in a file. The ultimate location of that file is ./JFitData/<filename>/.
fitAbsMagShort
Is a mode function for fitting the magnitude information of absorption lines. Takes string filename as an ar-
gument. Opens the file LineParams.txt and stores parameters in variables. Creates a NiceOhvmsAbsMagDataSet
object named newfit. Calls the object’s loadFromText function to get the data. Calls the object’s fitR
function to fit data. Calls the object’s writeToFile function to store the fit data in a file. The ultimate
location of that file is ./JFitData/<filename>/.
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simDispShort
Is a mode function for simulating dispersion lines. Takes string filename as an argument. Opens the file
LineParams.txt and stores parameters in variables. Creates a NiceOhvmsDispData object named newdata.
Calls the object’s dataGen function to generate data. Calls the object’s dataWriter function to store the
data in a file. The ultimate location of that file is ./JFitData/<filename>/.
fitDispShort
Is a mode function for fitting the phase information of dispersion lines. Takes string filename as an argu-
ment. Opens the file LineParams.txt and stores parameters in variables. Creates a NiceOhvmsDispDataSet
object named newfit. Calls the object’s loadFromText function to get the data. Calls the object’s fitR
function to fit data. Calls the object’s writeToFile function to store the fit data in a file. The ultimate
location of that file is ./JFitData/<filename>/.
simDispMagShort
Is a mode function for simulating dispersion magnitude lines. Takes string filename as an argument. Opens
the file LineParams.txt and stores parameters in variables. Creates a NiceOhvmsDispMagData data object
named newdata. Calls the object’s dataGen function to generate data. Calls the object’s dataWriter
function to store the data in a file. The ultimate location of that file is ./JFitData/<filename>/.
fitDispMagShort
Is a mode function for fitting the magnitude information of dispersion lines. Takes string filename as an ar-
gument. Opens the file LineParams.txt and stores parameters in variables. Creates a NiceOhvmsDispMagDataSet
object named newfit. Calls the object’s loadFromText function to get the data. Calls the object’s fitR
function to fit data. Calls the object’s writeToFile function to store the fit data in a file. The ultimate
location of that file is ./JFitData/<filename>/.
simVMSShort
Is a mode function for simulating velocity modulation lines. Takes string filename as an argument. Opens
the file LineParams.txt and stores parameters in variables. Creates a VMSData object named newdata.
Calls the object’s dataGen function to generate data. Calls the object’s dataWriter function to store the
data in a file. The ultimate location of that file is ./JFitData/<filename>/.
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fitVMSShort
Is a mode function for fitting velocity modulation lines. Takes string filename as an argument. Opens
the file LineParams.txt and stores parameters in variables. Creates a VMSDataSet object named newfit.
Calls the object’s loadFromText function to get the data. Calls the object’s fitR function to fit data.
Calls the object’s writeToFile function to store the fit data in a file. The ultimate location of that file is
./JFitData/<filename>/.
K.1.2 Code
The following pages are code for the JFit 4.0 software. The lines are numbered for ease of reading. Some
lines roll onto the next line in the print form but they are still the same line. Recall that python is sensitive
to white space.
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06/16/16 JFit.py 1
/home/james/Dropbox/Research/NICE-OHVMSLineshapes/FittingCode/JFitv4.0/JFit.py
1 #! /usr/bin/python3
2
3 # JFit by James Hodges 
4 # A Program for Simulating and Fitting Data v4.0
5
6 import sys, getopt, os, os.path
7 import DataFitter as df
8 import DataSimulator as ds
9 import numpy as np
10
11 def getFileName(argv):
12    """This function is called to get the file name. It is used to retrieve
options and arguments"""
13    inputfile = ''
14    outputfile = ''
15    try:
16       opts, args = getopt.getopt(argv,"abmndeopvwhif:",["file="])      
17    except getopt.GetoptError:
18       print('./JFit.py -f <filename>')
19       sys.exit(2)
20    for opt, arg in opts:
21       if opt == '-h':
22          print("\n\n\nAll calls must include the file name flag and an
additional flag instructing JFit on the expected action.")
23          print("\n\nFor example\n./JFit.py -f <filename> -X & ./JFit.py -X -f
<filename>\nare acceptable input formats.\n\n")
24          print("The available input flags are:\n -a \t Simulate NICE-OHVMS
Abs\n -b \t Fit NICE-OHVMS Abs Phases\n -m \t Simulate NICE-OHVMS Abs
Mag")
25          print(" -n \t Fit NICE-OHVMS Abs Mag\n -d \t Simulate NICE-OHVMS
Disp\n -e \t Fit NICE-OHVMS Disp Phases\n -o \t Simulate NICE-OHVMS
Disp Mag")
26          print(" -p \t Fitting NICE-OHVMS Disp Mag\n -v \t Simulate VMS \n -w
\t Fit VMS \n -i \t Import using specified file name")
27          sys.exit()
28       elif opt in ("-f", "--file"):
29          filename = arg
30    for opt, arg in opts:
31       if opt == '-a':
32          print("Simming Abs using params from file.")
33          print("Working file is ", filename)
34          simAbsShort(fileformatchk(filename))
35          sys.exit()
36       elif opt == '-b':
37          print("Fitting Abs Phases using params from file.")
38          print("Working file is ", filename)
39          fitAbsShort(fileformatchk(filename))
40          sys.exit()
41       elif opt == '-m':
42          print("Simming Abs Mag using params from file.")
43          print("Working file is ", filename)
44          simAbsMagShort(fileformatchk(filename))
45          sys.exit()
46       elif opt == '-n':
47          print("Fitting Abs Mag using params from file.")
48          print("Working file is ", filename)
49          fitAbsMagShort(fileformatchk(filename))
50          sys.exit()
51       elif opt == '-d':
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06/16/16 JFit.py 2
/home/james/Dropbox/Research/NICE-OHVMSLineshapes/FittingCode/JFitv4.0/JFit.py
52          print("Simming Disp using params from file.")
53          print("Working file is ", filename)
54          simDispShort(fileformatchk(filename))
55          sys.exit()
56       elif opt == '-e':
57          print("Fitting Disp Phases using params from file.")
58          print("Working file is ", filename)
59          fitDispShort(fileformatchk(filename))
60          sys.exit()
61       elif opt == '-o':
62          print("Simming Disp Mag using params from file.")
63          print("Working file is ", filename)
64          simDispMagShort(fileformatchk(filename))
65          sys.exit()
66       elif opt == '-p':
67          print("Fitting Disp Mag using params from file.")
68          print("Working file is ", filename)
69          fitDispMagShort(fileformatchk(filename))
70          sys.exit()
71       elif opt == '-v':
72          print("Simming VMS using params from file.")
73          print("Working file is ", filename)
74          simVMSShort(fileformatchk(filename))
75          sys.exit()
76       elif opt == '-w':
77          print("Fitting VMS using params from file.")
78          print("Working file is ", filename)
79          fitVMSShort(fileformatchk(filename))
80          sys.exit()
81       elif opt == '-i':
82          print("Importing", filename)
83          fileformatchk(filename)
84          print("Please Place Data File in ./JFitData/"+filename+"/\nEnsure
file is named "+filename+".txt and that the file is properly formated
with # denoting comments.")
85          print("There should be three columns seperated by tabs. The first is
the frequency axis, the second is the in-phase channel, and the third
is the quadrature channel.")
86          sys.exit()
87       else:
88          print("Bad Argument. Try -h for more info.")
89          sys.exit()
90             
91    print ('Working file is ', filename)
92    return filename
93
94 def fileformatchk(filename):
95    token = open(filename, "w")
96    token.close()
97    if not os.path.exists("./JFitData"):
98       os.mkdir("JFitData")
99    if not os.path.exists("./JFitData/"+filename):
100       os.mkdir("./JFitData/"+filename)
101    if os.path.exists("./JFitData/"+filename) and
os.path.isdir("./JFitData/"+filename):
102       filename = "./JFitData/"+filename+"/"+filename
103       return filename
104    else:
105       print("Data Directory Error")
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06/16/16 JFit.py 3
/home/james/Dropbox/Research/NICE-OHVMSLineshapes/FittingCode/JFitv4.0/JFit.py
106       sys.exit()
107       
108 def simAbsShort(filename):
109    print("Loading from LineParams.txt")
110    paramsfile = open("LineParams.txt","r")
111    line = paramsfile.readline()
112    while line is not "":
113       if line[0] is not "#":
114          v0, A, delta, kappa, alpha, phi, va, garb1, garb2, theta, noise, low,
high, interval  = line.split()
115          v0 = float(v0)
116          A = float(A)
117          delta = float(delta)
118          kappa = float(kappa)
119          alpha = float(alpha)
120          phi = float(phi)*(np.pi/180)
121          va = float(va)
122          theta = float(theta)*(np.pi/180)
123          noise = float(noise)
124          low = float(low)
125          high = float(high)
126          interval = float(interval)
127
128       line = paramsfile.readline()
129    paramsfile.close()
130          
131    newdata = ds.NiceOhvmsAbsData(low, high, interval, filename)
132    newdata.dataGen(alpha, phi, A, v0, delta, kappa, va, theta, noise)
133    newdata.dataWriter()
134
135 def fitAbsShort(filename):
136    print("Loading from LineParams.txt")
137    paramsfile = open("LineParams.txt","r")
138    line = paramsfile.readline()
139    while line is not "":
140       if line[0] is not "#":
141          v0, A, delta, kappa, alpha, phi, va, y01, y02, theta, garb1, garb2,
garb3, garb4 = line.split()
142          v0 = float(v0)
143          A = float(A)
144          delta = float(delta)
145          kappa = float(kappa)
146          alpha = float(alpha)
147          phi = float(phi)*(np.pi/180)
148          va = float(va)
149          y01 = float(y01)
150          y02 = float(y02)
151          theta = float(theta)
152          
153       line = paramsfile.readline()
154    paramsfile.close()
155
156    newfit = df.NiceOhvmsAbsDataSet(filename, filename+"_fit")
157    newfit.loadFromText()
158    newfit.fitR(alpha,phi,A,v0,delta,kappa,va,y01,y02,theta)
159    newfit.writeToFile()
160    
161 def simAbsMagShort(filename):
162    print("Loading from LineParams.txt")
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163    paramsfile = open("LineParams.txt","r")
164    line = paramsfile.readline()
165    while line is not "":
166       if line[0] is not "#":
167          v0, A, delta, kappa, alpha, phi, va, garb1, garb2, theta, noise, low,
high, interval  = line.split()
168          v0 = float(v0)
169          A = float(A)
170          delta = float(delta)
171          kappa = float(kappa)
172          alpha = float(alpha)
173          phi = float(phi)*(np.pi/180)
174          va = float(va)
175          noise = float(noise)
176          low = float(low)
177          high = float(high)
178          interval = float(interval)
179
180       line = paramsfile.readline()
181    paramsfile.close()
182          
183    newdata = ds.NiceOhvmsAbsMagData(low, high, interval, filename)
184    newdata.dataGen(alpha, phi, A, v0, delta, kappa, va, noise)
185    newdata.dataWriter()
186
187 def fitAbsMagShort(filename):
188    print("Loading from LineParams.txt")
189    paramsfile = open("LineParams.txt","r")
190    line = paramsfile.readline()
191    while line is not "":
192       if line[0] is not "#":
193          v0, A, delta, kappa, alpha, phi, va, y0, garb1, garb2, noise, low,
high, interval  = line.split()
194          v0 = float(v0)
195          A = float(A)
196          delta = float(delta)
197          kappa = float(kappa)
198          alpha = float(alpha)
199          phi = float(phi)*(np.pi/180)
200          va = float(va)
201          y0 = float(y0)
202          noise = float(noise)
203          low = float(low)
204          high = float(high)
205          interval = float(interval)
206
207       line = paramsfile.readline()
208    paramsfile.close()
209          
210    newfit = df.NiceOhvmsAbsMagDataSet(filename, filename+"_fit")
211    newfit.loadFromText()
212    newfit.fitR(alpha,phi,A,v0,delta,kappa,va,y0)
213    newfit.writeToFile()
214
215 def simDispShort(filename):
216    print("Loading from LineParams.txt")
217    paramsfile = open("LineParams.txt","r")
218    line = paramsfile.readline()
219    while line is not "":
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220       if line[0] is not "#":
221          v0, A, delta, kappa, alpha, phi, va, garb1, garb2, theta, noise, low,
high, interval  = line.split()
222          v0 = float(v0)
223          A = float(A)
224          delta = float(delta)
225          kappa = float(kappa)
226          alpha = float(alpha)
227          phi = float(phi)*(np.pi/180)
228          va = float(va)
229          theta = float(theta)*(np.pi/180)
230          noise = float(noise)
231          low = float(low)
232          high = float(high)
233          interval = float(interval)
234
235       line = paramsfile.readline()
236    paramsfile.close()
237          
238    newdata = ds.NiceOhvmsDispData(low, high, interval, filename)
239    newdata.dataGen(alpha, phi, A, v0, delta, kappa, va, theta, noise)
240    newdata.dataWriter()
241    
242 def fitDispShort(filename):
243    print("Loading from LineParams.txt")
244    paramsfile = open("LineParams.txt","r")
245    line = paramsfile.readline()
246    while line is not "":
247       if line[0] is not "#":
248          v0, A, delta, kappa, alpha, phi, va, y01, y02, theta, garb1, garb2,
garb3, garb4 = line.split()
249          v0 = float(v0)
250          A = float(A)
251          delta = float(delta)
252          kappa = float(kappa)
253          alpha = float(alpha)
254          phi = float(phi)*(np.pi/180)
255          va = float(va)
256          y01 = float(y01)
257          y02 = float(y02)
258          theta = float(theta)
259          
260       line = paramsfile.readline()
261    paramsfile.close()
262
263    newfit = df.NiceOhvmsDispDataSet(filename, filename+"_fit")
264    newfit.loadFromText()
265    newfit.fitR(alpha,phi,A,v0,delta,kappa,va,y01,y02,theta)
266    newfit.writeToFile()
267 def simDispMagShort(filename):
268    print("Loading from LineParams.txt")
269    paramsfile = open("LineParams.txt","r")
270    line = paramsfile.readline()
271    while line is not "":
272       if line[0] is not "#":
273          v0, A, delta, kappa, alpha, phi, va, garb1, garb2, theta, noise, low,
high, interval  = line.split()
274          v0 = float(v0)
275          A = float(A)
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276          delta = float(delta)
277          kappa = float(kappa)
278          alpha = float(alpha)
279          phi = float(phi)*(np.pi/180)
280          va = float(va)
281          noise = float(noise)
282          low = float(low)
283          high = float(high)
284          interval = float(interval)
285
286       line = paramsfile.readline()
287    paramsfile.close()
288          
289    newdata = ds.NiceOhvmsDispMagData(low, high, interval, filename)
290    newdata.dataGen(alpha, phi, A, v0, delta, kappa, va, noise)
291    newdata.dataWriter()
292
293 def fitDispMagShort(filename):
294    print("Loading from LineParams.txt")
295    paramsfile = open("LineParams.txt","r")
296    line = paramsfile.readline()
297    while line is not "":
298       if line[0] is not "#":
299          v0, A, delta, kappa, alpha, phi, va, y0, garb1, garb2, noise, low,
high, interval  = line.split()
300          v0 = float(v0)
301          A = float(A)
302          delta = float(delta)
303          kappa = float(kappa)
304          alpha = float(alpha)
305          phi = float(phi)*(np.pi/180)
306          va = float(va)
307          y0 = float(y0)
308          noise = float(noise)
309          low = float(low)
310          high = float(high)
311          interval = float(interval)
312
313       line = paramsfile.readline()
314    paramsfile.close()
315          
316    newfit = df.NiceOhvmsDispMagDataSet(filename, filename+"_fit")
317    newfit.loadFromText()
318    newfit.fitR(alpha,phi,A,v0,delta,kappa,va,y0)
319    newfit.writeToFile()
320 def simVMSShort(filename):
321    print("Loading from LineParams.txt")
322    paramsfile = open("LineParams.txt","r")
323    line = paramsfile.readline()
324    while line is not "":
325       if line[0] is not "#":
326          v0, A, delta, kappa, alpha, phi, va, y0, garb1, garb2, noise, low,
high, interval  = line.split()
327          v0 = float(v0)
328          A = float(A)
329          delta = float(delta)
330          kappa = float(kappa)
331          alpha = float(alpha)
332          phi = float(phi)*(np.pi/180)
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333          va = float(va)
334          y0 = float(y0)
335          noise = float(noise)
336          low = float(low)
337          high = float(high)
338          interval = float(interval)
339
340    line = paramsfile.readline()
341    paramsfile.close()
342
343    newdata = ds.VMSData(low, high, interval, filename)
344    newdata.dataGen(A, v0, delta, kappa, va, noise)
345    newdata.dataWriter()
346
347 def fitVMSShort(filename):
348    print("Loading from LineParams.txt")
349    paramsfile = open("LineParams.txt","r")
350    line = paramsfile.readline()
351    while line is not "":
352       if line[0] is not "#":
353          v0, A, delta, kappa, alpha, phi, va, y0, garb1, garb2, garb3, garb4,
garb5, garb6 = line.split()
354          v0 = float(v0)
355          A = float(A)
356          delta = float(delta)
357          kappa = float(kappa)
358          alpha = float(alpha)
359          phi = float(phi)*(np.pi/180)
360          va = float(va)
361          y0 = float(y0)
362             
363       line = paramsfile.readline()
364    paramsfile.close()
365
366    newfit = df.VMSDataSet(filename, filename+"_fit")
367    newfit.loadFromText()
368    newfit.fitR(A,v0,delta,kappa,va,y0)
369    newfit.writeToFile()
370       
371 def main():
372    """Main Function"""
373    filename = getFileName(sys.argv[1:])
374
375    token = open(filename, "w")
376    token.close()
377
378    if not os.path.exists("./JFitData"):
379       os.mkdir("JFitData")
380    if not os.path.exists("./JFitData/"+filename):
381       os.mkdir("./JFitData/"+filename)
382    if os.path.exists("./JFitData/"+filename) and
os.path.isdir("./JFitData/"+filename):
383       filename = "./JFitData/"+filename+"/"+filename
384    else:
385       print("Data Directory Error")
386       sys.exit()
387
388    print ('Working file is ', filename)        
389
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390 if __name__ == "__main__":
391    main()
392
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K.2 DataSimulator.py
Imports numpy and datetime and the entire FunctionLibrary module. Defines P as a bookkeeping constant
for Gaussian prefactors.
K.2.1 Classes
SimData
init :
The constructor for the class. Creates a frequency array from the supplied range. Creates a string for
the name of the output file, self.outputfile. Creates in-phase and quadrature channel arrays of the same
length as the frequency array and initializes them to zero.
dataWriter:
Opens self.outputfile. Writes a header with the date and time. Writes column labels. Loops through
the frequency, in-phase, and quadrature arrays writing the values to the file. Closes the file.
NiceOhvmsAbsData
This is a sub-class of SimData for absorption data.
dataGen:
Creates an array for the time dimension. Loops through the time array using the functions niceohvmsAbsEven
and niceohvmsAbsOdd to populate an array toInt. Using a trapezoidal rule integration, trapz, toInt is
integrated along the time dimension to determine the final lineshape. This process is performed twice, once
for the in-phase and once for the quadrature channel. dataGen can also optionally add noise to the simulated
lineshape.
NiceOhvmsDispData
This is a sub-class of SimData for dispersion data.
dataGen:
Creates an array for the time dimension. Loops through the time array using the functions niceohvmsDispEven
and niceohvmsDispOdd to populate an array toInt. Using a trapezoidal rule integration, trapz, toInt is
integrated along the time dimension to determine the final lineshape. This process is performed twice, once
for the in-phase and once for the quadrature channel. dataGen can also optionally add noise to the simulated
lineshape.
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NiceOhvmsAbsMagData
This is a sub-class of SimData for absorption magnitude data.
dataGen:
Creates an array for the time dimension. Loops through the time array using the functions niceohvmsAbsMag
to populate an array toInt. Using a trapezoidal rule integration, trapz, toInt is integrated along the time
dimension to determine the final lineshape. dataGen can also optionally add noise to the simulated lineshape.
NiceOhvmsDispMagData
This is a sub-class of SimData for dispersion magnitude data.
dataGen:
Creates an array for the time dimension. Loops through the time array using the functions niceohvmsDispMag
to populate an array toInt. Using a trapezoidal rule integration, trapz, toInt is integrated along the time
dimension to determine the final lineshape. dataGen can also optionally add noise to the simulated lineshape.
VMSData
This is a sub-class of SimData.
dataGen:
Creates an array for the time dimension. Loops through the time array using the functions vms to
populate an array toInt. Using a trapezoidal rule integration, trapz, toInt is integrated along the time
dimension to determine the final lineshape. dataGen can also optionally add noise to the simulated lineshape.
K.2.2 Code
The following pages are code for the data simulator module used by the JFit 4.0 software. The lines are
numbered for ease of reading. Some lines roll onto the next line in the print form but they are still the same
line. Recall that python is sensitive to white space.
171
06/16/16 DataSimulator.py 1
/home/james/Dropbox/Research/NICE-OHVMSLineshapes/FittingCode/JFitv4.0/DataSimulator.py
1 # Data Simulator Module
2 # By James Hodges v4.0
3
4 import numpy as np
5 import datetime
6 from FunctionLibrary import *
7
8
9 P = 2*np.sqrt(2*np.log(2))
10
11 class SimData(object):
12     """Data Simulator: calls to dataGen followed by dataWriter creates data,
then writes it to file"""
13     FUNC_FORMS = ["gauss"]
14     
15     def __init__(self, low=-10.0, high=10.0, interval=0.1,
outputfile="output.txt"):
16         """Constructor"""
17         self.domain = np.arange(low, high+interval, interval)
18         self.outputfile = outputfile
19         self.rangeI = np.zeros(len(self.domain))
20         self.rangeQ = np.zeros(len(self.domain))
21         
22     def dataWriter(self):
23         """Writes data to specified file"""
24         text_file = open(self.outputfile+".txt", "w")
25         text_file.write("#Simulated by
JFit\t"+str(datetime.datetime.today())+"\n")
26         text_file.write("#Domain\tRangeI\tRangeQ\n")
27                                 
28         for i in range(len(self.domain)):
29             text_file.write(str(self.domain[i])+"\t"+str(self.rangeI[i])+"\t"+
str(self.rangeQ[i])+"\n")
30
31         text_file.close()
32
33 class NiceOhvmsAbsData(SimData):
34     """Sub-Class of SimData specific to Absorption in NICE-OHVMS Data"""
35     def dataGen(self,alpha,phi,A,v0,delta,kappa,va,theta,noise):
36         domlength = len(self.domain)
37         timearray = np.arange(-0.5,0.5+0.04,0.04)
38
39         isFirst = True
40
41         for timept in timearray:
42             row =
np.cos(theta)*niceohvmsAbsEven(self.domain,alpha,phi,A,v0,delta,ka
ppa,va,0,timept)\
43                   +np.sin(theta)*niceohvmsAbsOdd(self.domain,alpha,phi,A,v0,de
lta,kappa,va,0,timept)
44             row = np.resize(row,(1,len(row)))
45
46             if isFirst:
47                 toIntEven = row[:]
48                 isFirst = False
49             else:
50                 toIntEven = np.append(toIntEven,row,axis=0)
51
52         if noise == 0.0:
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53             self.rangeI = np.trapz(toIntEven, x=timearray, axis=0)
54         else:
55             self.rangeI = np.trapz(toIntEven, x=timearray, axis=0) +
np.random.normal(0,noise,size=domlength)
56             print("SNR: ",self.rangeI.ptp()/noise)
57         
58         isFirst = True
59
60         for timept in timearray:
61             row =
np.sin(theta)*niceohvmsAbsEven(self.domain,alpha,phi,A,v0,delta,ka
ppa,va,0,timept)\
62                   +np.cos(theta)*niceohvmsAbsOdd(self.domain,alpha,phi,A,v0,de
lta,kappa,va,0,timept)
63             row = np.resize(row,(1,len(row)))
64
65             if isFirst:
66                 toIntOdd = row[:]
67                 isFirst = False
68             else:
69                 toIntOdd = np.append(toIntOdd,row,axis=0)
70
71         if noise == 0.0:
72             self.rangeQ = np.trapz(toIntOdd, x=timearray, axis=0)
73         else:
74             self.rangeQ = np.trapz(toIntOdd, x=timearray, axis=0) +
np.random.normal(0,noise,size=domlength)
75             print("SNR: ",self.rangeQ.ptp()/noise)
76     
77 class NiceOhvmsDispData(SimData):
78     """Sub-Class of SimData specific to Absorption in NICE-OHVMS Data"""
79     def dataGen(self,alpha,phi,A,v0,delta,kappa,va,theta,noise):
80         domlength = len(self.domain)
81         timearray = np.arange(-0.5,0.5+0.04,0.04)
82
83         isFirst = True
84
85         for timept in timearray:
86             row =
np.cos(theta)*niceohvmsDispEven(self.domain,alpha,phi,A,v0,delta,k
appa,va,0,timept)\
87                   +np.sin(theta)*niceohvmsDispOdd(self.domain,alpha,phi,A,v0,d
elta,kappa,va,0,timept)
88             row = np.resize(row,(1,len(row)))
89
90             if isFirst:
91                 toIntEven = row[:]
92                 isFirst = False
93             else:
94                 toIntEven = np.append(toIntEven,row,axis=0)
95
96         if noise == 0.0:
97             self.rangeI = np.trapz(toIntEven, x=timearray, axis=0)
98         else:
99             self.rangeI = np.trapz(toIntEven, x=timearray, axis=0) +
np.random.normal(0,noise,size=domlength)
100             print("SNR: ",self.rangeI.ptp()/noise)
101         
102         isFirst = True
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103
104         for timept in timearray:
105             row =
np.sin(theta)*niceohvmsDispEven(self.domain,alpha,phi,A,v0,delta,k
appa,va,0,timept)\
106                   +np.cos(theta)*niceohvmsDispOdd(self.domain,alpha,phi,A,v0,d
elta,kappa,va,0,timept)
107             row = np.resize(row,(1,len(row)))
108
109             if isFirst:
110                 toIntOdd = row[:]
111                 isFirst = False
112             else:
113                 toIntOdd = np.append(toIntOdd,row,axis=0)
114
115         if noise == 0.0:
116             self.rangeQ = np.trapz(toIntOdd, x=timearray, axis=0)
117         else:
118             self.rangeQ = np.trapz(toIntOdd, x=timearray, axis=0) +
np.random.normal(0,noise,size=domlength)
119             print("SNR: ",self.rangeQ.ptp()/noise)
120                 
121 class NiceOhvmsAbsMagData(SimData):
122     def dataGen(self,alpha,phi,A,v0,delta,kappa,va,noise):
123         domlength = len(self.domain)
124         timearray = np.arange(-0.5,0.5+0.04,0.04)
125
126         isFirst = True
127
128         for timept in timearray:
129             row =
niceohvmsAbsMag(self.domain,alpha,phi,A,v0,delta,kappa,va,0,timept
)
130             row = np.resize(row,(1,len(row)))
131
132             if isFirst:
133                 toIntEven = row[:]
134                 isFirst = False
135             else:
136                 toIntEven = np.append(toIntEven,row,axis=0)
137
138         if noise == 0.0:
139             self.rangeI = np.trapz(toIntEven, x=timearray,
axis=0)+lambMag(self.domain)
140         else:
141             self.rangeI = np.trapz(toIntEven, x=timearray,
axis=0)+lambMag(self.domain) +
np.random.normal(0,noise,size=domlength)
142             print("SNR: ",self.rangeI.ptp()/noise)
143         
144 class NiceOhvmsDispMagData(SimData):
145     def dataGen(self,alpha,phi,A,v0,delta,kappa,va,noise):
146         domlength = len(self.domain)
147         timearray = np.arange(-0.5,0.5+0.04,0.04)
148
149         isFirst = True
150
151         for timept in timearray:
152             row =
niceohvmsDispMag(self.domain,alpha,phi,A,v0,delta,kappa,va,0,timep
t)
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152
            row =
niceohvmsDispMag(self.domain,alpha,phi,A,v0,delta,kappa,va,0,timep
t)
153             row = np.resize(row,(1,len(row)))
154
155             if isFirst:
156                 toIntEven = row[:]
157                 isFirst = False
158             else:
159                 toIntEven = np.append(toIntEven,row,axis=0)
160
161         if noise == 0.0:
162             self.rangeI = np.trapz(toIntEven, x=timearray,
axis=0)+lambMag(self.domain)
163         else:
164             self.rangeI = np.trapz(toIntEven, x=timearray,
axis=0)+lambMag(self.domain) +
np.random.normal(0,noise,size=domlength)
165             print("SNR: ",self.rangeI.ptp()/noise)
166             
167 class VMSData(SimData):
168     def dataGen(self,A,v0,delta,kappa,va,noise):
169         domlength = len(self.domain)
170         timearray = np.arange(-0.5,0.5+0.004,0.004)
171
172         isFirst = True
173
174         for timept in timearray:
175             row = vms(self.domain,A,v0,delta,kappa,va,0,timept)
176             row = np.resize(row,(1,len(row)))
177
178             if isFirst:
179                 toIntEven = row[:]
180                 isFirst = False
181             else:
182                 toIntEven = np.append(toIntEven,row,axis=0)
183
184         if noise == 0.0:
185             self.rangeI = np.trapz(toIntEven, x=timearray, axis=0)
186         else:
187             self.rangeI = np.trapz(toIntEven, x=timearray, axis=0) +
np.random.normal(0,noise,size=domlength)
188             print("SNR: ",self.rangeI.ptp()/noise)
189
190 if __name__ == "__main__":
191     print("This module meant for import only.")
192
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K.3 DataFitter.py
Imports numpy, leastsq from scipy.optimize, datetime, and the entire FunctionLibrary module. Defines
P as a bookkeeping constant for Gaussian prefactors.
K.3.1 Classes
DataSet
init :
Creates a pair of strings to hold the input filename and the output filename. Creates and initializes a
frequency array, an in-phase array, and a quadrature array. Also creates arrays for the fits and residuals for
the in-phase and quadrature arrays.
loadFromText:
Opens a file containing data. The file must have three columns separated by tabs. All comments and
headers must be commented with a “#”. Column 1 must be the frequency column, Column 2 must be the
in-phase column, and column 3 must be the quadrature column. It loops through the file reading the values
and appending them to an arrays of float64 type. It matches the size of the fit and residuals arrays to the
size of the arrays from the file.
writeToFile:
Opens the output file. Writes a header with the date and time. Loops through arrays defined in the
constructor writing them to the file.
NiceOhvmsDataSet
A sub-class of DataSet.
init :
Invokes the parent constructor and defines the variables relevant for storing the values of the fitted
parameters and the uncertainties from the fit.
writeToFile:
Invokes the parent writeToFile and then opens a second file to write the parameters and their uncer-
tainties that are generated by the fitting routine.
NiceOhvmsAbsDataSet
A sub-class of NiceOhvmsDataSet for absorption phase information fitting.
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fitR:
Makes a copy of the frequency and intensity arrays. Populates a list with the initial guesses for the con-
centration modulation phase, velocity modulation phase, and y-offsets. Calls the leastsq routine, thereby
minimizing the function absResiduals. The fitted parameters are stored in the appropriate variables, and
the diagonal of the covariance matrix is used to calculate the uncertainties of the parameters. The uncer-
tainties are stored. The fit arrays are populated using the functions lineNAI and lineNAQ.
NiceOhvmsAbsMagDataSet
A sub-class of NiceOhvmsDataSet for absorption magnitude information fitting.
fitR:
Makes a copy of the frequency and intensity arrays. Populates a list with the initial guesses for the
concentration modulation depth, line intensity, linecenter, linewidths, velocity modulation amplitude, and y-
offset. Calls the leastsq routine, thereby minimizing the function absMagResiduals. The fitted parameters
are stored in the appropriate variables, and the diagonal of the covariance matrix is used to calculate the
uncertainties of the parameters. The uncertainties are stored. The fit arrays are populated using the function
lineNA.
NiceOhvmsDispDataSet
A sub-class of NiceOhvmsDataSet for dispersion phase information fitting.
fitR:
Makes a copy of the frequency and intensity arrays. Populates a list with the initial guesses for the con-
centration modulation phase, velocity modulation phase, and y-offsets. Calls the leastsq routine, thereby
minimizing the function dispResiduals. The fitted parameters are stored in the appropriate variables,
and the diagonal of the covariance matrix is used to calculate the uncertainties of the parameters. The
uncertainties are stored. The fit arrays are populated using the functions lineNDI and lineNDQ.
NiceOhvmsAbsMagDataSet
A sub-class of NiceOhvmsDataSet for dispersion magnitude information fitting.
fitR:
Makes a copy of the frequency and intensity arrays. Populates a list with the initial guesses for the
concentration modulation depth, line intensity, linecenter, linewidths, velocity modulation amplitude, and
y-offset. Calls the leastsq routine, thereby minimizing the function dispMagResiduals. The fitted param-
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eters are stored in the appropriate variables, and the diagonal of the covariance matrix is used to calculate
the uncertainties of the parameters. The uncertainties are stored. The fit arrays are populated using the
function lineND.
VMSDataSet
A sub-class of DataSet for velocity modulation spectroscopy fitting.
init :
Invokes the parent constructor and defines the variables relevant for storing the values of the fitted
parameters and the uncertainties from the fit.
writeToFile:
Invokes the parent writeToFile and then opens a second file to write the parameters and their uncer-
tainties that are generated by the fitting routine.
fitR:
Performs one of three types of fits depending on a parameter (FIXRHO) that is loaded by the FunctionLibrary.
The first type of fit is done with all parameters floating. The second type is performed with a fixed velocity
modulation amplitude. The final type that can be performed is with all parameters fixed except velocity
modulation amplitude and transition intensity. In all cases the leastsq routine is called. The functions that
are minimized are either vmsResiduals, vmsResidualsFRho, or vmsResidualsFreeRho. These are listed in
the same order as the type of fit to be performed. After the fit is performed, regardless of the type, the
parameters and uncertainties are stored in the appropriate variables.
K.3.2 Code
The following pages are code for the data fitter module used by the JFit 4.0 software. The lines are numbered
for ease of reading. Some lines roll onto the next line in the print form but they are still the same line.
Recall that python is sensitive to white space.
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1 # Data Fitter Module
2 # By James Hodges v4.0
3
4 import datetime
5 import numpy as np
6 from scipy.optimize import curve_fit
7 from scipy.optimize import leastsq
8 from FunctionLibrary import *
9
10 P = 2*np.sqrt(2*np.log(2))
11
12 class DataSet(object):
13     """A Class for loading, fitting, and writing fits and residuals."""
14     FUNC_FORMS = ["gauss"]
15     def __init__(self, infile, outfile):
16         """Constructor for initialization"""
17         self.infile = infile
18         self.outfile = outfile
19         self.domain = np.empty([1],dtype="float64")
20         self.rangeI = np.empty([1],dtype="float64")
21         self.rangeQ = np.empty([1],dtype="float64")
22         self.fitI = np.empty([1],dtype="float64")
23         self.residI = np.empty([1],dtype="float64")
24         self.fitQ = np.empty([1],dtype="float64")
25         self.residQ = np.empty([1],dtype="float64")
26
27     def loadFromText(self, file="default"):
28         """Reads data from a specified text file"""
29         if file == "default":
30             file = self.infile+".txt"
31         
32         textfile = open(file,"r")
33         
34         line = textfile.readline()
35         while line is not "":
36         
37             isComment = False
38
39             if line[0] == "#":
40                 isComment = True
41             else:
42                 d,ri,rq = line.split()
43                 
44             
45             if not isComment:
46                 self.domain = np.append(self.domain, float(d))
47                 self.rangeI = np.append(self.rangeI, float(ri))
48                 self.rangeQ = np.append(self.rangeQ, float(rq))
49             line = textfile.readline()
50             
51         textfile.close()
52         self.domain = self.domain[1:]
53         self.rangeI = self.rangeI[1:]
54         self.rangeQ = self.rangeQ[1:]
55         self.fitI = np.zeros(len(self.domain),dtype="float64")
56         self.residI = np.zeros(len(self.domain),dtype="float64")
57         self.fitQ = np.zeros(len(self.domain),dtype="float64")
58         self.residQ = np.zeros(len(self.domain),dtype="float64")
59                
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60     def writeToFile(self):
61         """Writes data from a specified text file"""
62         textfile = open(self.outfile+".txt", "w")
63         textfile.write("#Fit by JFit\t"+str(datetime.datetime.today())+"\n")
64         textfile.write("#Domain\tRangeI\tFitI\tResidI\tRangeQ\tFitQ\tResidQ\n"
)
65                                 
66         for i in range(len(self.domain)):
67             textfile.write(str(self.domain[i])+"\t"+\
68                            str(self.rangeI[i])+"\t"+\
69                            str(self.fitI[i])+"\t"+\
70                            str(self.residI[i])+"\t"+\
71                            str(self.rangeQ[i])+"\t"+\
72                            str(self.fitQ[i])+"\t"+\
73                            str(self.residQ[i])+"\n")
74
75         textfile.close()            
76             
77
78 class NiceOhvmsDataSet(DataSet):
79     """Subclass for NICE-OHVMS Data"""
80     def __init__(self, infile, outfile):
81         super(NiceOhvmsDataSet, self).__init__(infile, outfile)
82         self.alpha = 0.0
83         self.phi = 0.0
84         self.A = 0.0
85         self.v0 = 0.0
86         self.delta = 0.0
87         self.kappa = 0.0
88         self.va = 0.0
89         self.y01 = 0.0
90         self.y02 = 0.0
91         self.theta = 0.0
92
93         self.alpha_stdev = 0.0
94         self.phi_stdev = 0.0
95         self.A_stdev = 0.0
96         self.v0_stdev = 0.0
97         self.delta_stdev = 0.0
98         self.kappa_stdev = 0.0
99         self.va_stdev = 0.0
100         self.y0_stdev = 0.0
101         self.y01_stdev = 0.0
102         self.y02_stdev = 0.0
103         self.theta_stdev = 0.0
104
105     def writeToFile(self):
106         """Calls the parent class's writeToFile()Function and creates a
parameter file"""
107         super(NiceOhvmsDataSet,self).writeToFile()
108         outparamsfile = open(self.outfile+"_params.txt","w")
109         outparamsfile.write("#Fit by
JFit\t"+str(datetime.datetime.today())+"\n")
110         outparamsfile.write("#Param\t\tValue\t\tSt. Dev\n")
111         outparamsfile.write("Alpha\t\t"+str(self.alpha)+"\t\t"+str(self.alpha_
stdev)+"\n")
112         outparamsfile.write("Phi\t\t"+str(self.phi)+"\t\t"+str(self.phi_stdev)
+"\n")
113         outparamsfile.write("Amplitude\t\t"+str(self.A)+"\t\t"+str(self.A_stde
v)+"\n")
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113
        outparamsfile.write("Amplitude\t\t"+str(self.A)+"\t\t"+str(self.A_stde
v)+"\n")
114         outparamsfile.write("Center\t\t"+str(self.v0)+"\t\t"+str(self.v0_stdev
)+"\n")
115         outparamsfile.write("Inhomogeneous
FWHM\t\t"+str(self.delta)+"\t\t"+str(self.delta_stdev)+"\n")
116         outparamsfile.write("Homogeneous
FWHM\t\t"+str(self.kappa)+"\t\t"+str(self.kappa_stdev)+"\n")
117         outparamsfile.write("Vel Mod
Amp\t\t"+str(self.va)+"\t\t"+str(self.va_stdev)+"\n")
118         outparamsfile.write("y01\t\t"+str(self.y01)+"\t\t"+str(self.y01_stdev)
+"\n")
119         outparamsfile.write("y02\t\t"+str(self.y02)+"\t\t"+str(self.y02_stdev)
+"\n")
120         outparamsfile.write("Theta\t\t"+str(self.theta)+"\t\t"+str(self.theta_
stdev)+"\n")
121         outparamsfile.close()
122
123 class NiceOhvmsAbsDataSet(NiceOhvmsDataSet):
124
125     def fitR(self,alpha,phi,A,v0,delta,kappa,va,y01,y02,theta):
126         x = self.domain[:]
127         yI = self.rangeI[:]
128         yQ = self.rangeQ[:]
129         
130
131         p0 = [phi,y01,y02,theta]
132         
133         popt, pcovf, infodict, mesg, ier  =
leastsq(absResiduals,p0,args=(x,yI,yQ,alpha,A,v0,delta,kappa,va),full_
output=True) 
134
135        
136
137         if ier not in (1,2,3,4):
138             print(mesg)
139         else:
140             print("Return Int: ",ier)
141             print("Number of Calls: ",infodict["nfev"])
142             ssq =
(absResiduals(popt,x,yI,yQ,alpha,A,v0,delta,kappa,va)**2).sum()/(l
en(yI)-len(popt))
143             try:
144                 pcov = pcovf*ssq
145             except TypeError:
146                 print("Singular Matrix Error: Co-variance Matrix is Zeros")
147                 pcov = np.zeros([4,4])
148
149             self.alpha = alpha
150             self.phi = popt[0]
151             self.A = A
152             self.v0 = v0
153             self.delta = delta
154             self.kappa = kappa
155             self.va = va
156             self.y01 = popt[1]
157             self.y02 = popt[2]
158             self.theta = popt[3]
159
160             self.alpha_stdev = 0.0 
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161             self.phi_stdev = 180/np.pi*np.sqrt(pcov[0,0])
162             self.A_stdev = 0.0
163             self.v0_stdev = 0.0
164             self.delta_stdev = 0.0
165             self.kappa_stdev = 0.0
166             self.va_stdev = 0.0
167             self.y01_stdev = np.sqrt(pcov[1,1])
168             self.y02_stdev = np.sqrt(pcov[2,2])
169             self.theta_stdev = 180/np.pi*np.sqrt(pcov[3,3])
170
171             self.fitI = lineNAI(self.domain, self.alpha, self.phi, self.A,
self.v0, self.delta, self.kappa, self.va, self.y01, self.theta)
172             self.residI = self.rangeI-self.fitI
173
174             self.fitQ = lineNAQ(self.domain, self.alpha, self.phi, self.A,
self.v0, self.delta, self.kappa, self.va, self.y02, self.theta)
175             self.residQ = self.rangeQ-self.fitQ
176
177             print("Params:")
178             print(popt)
179             print("Co-var Matrix:")
180             print(pcov)
181
182             self.phi *= 180/np.pi
183             self.theta *= 180/np.pi
184
185         
186 class NiceOhvmsAbsMagDataSet(NiceOhvmsDataSet):
187
188     def fitR(self,alpha,phi,A,v0,delta,kappa,va,y0):
189         x = self.domain[:]
190         yI = self.rangeI[:]
191                 
192
193         p0 = [alpha,A,v0,delta,kappa,va]
194         
195         popt, pcovf, infodict, mesg, ier  =
leastsq(absMagResiduals,p0,args=(x,yI,phi,y0),full_output=True) 
196
197         if ier not in (1,2,3,4):
198             print(mesg)
199         else:
200             print("Return Int: ",ier)
201             print("Number of Calls: ",infodict["nfev"])
202             ssq = (absMagResiduals(popt,x,yI,phi,y0)**2).sum()/(len(yI)-
len(popt))
203             try:
204                 pcov = pcovf*ssq
205             except TypeError:
206                 print("Singular Matrix Error: Co-variance Matrix is Zeros")
207                 pcov = np.zeros([6,6])
208             
209             self.alpha = popt[0]
210             self.phi = phi
211             self.A = popt[1]
212             self.v0 = popt[2]
213             self.delta = popt[3]
214             self.kappa = popt[4]
215             self.va = popt[5]
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216             
217             
218             self.alpha_stdev = np.sqrt(pcov[0,0])
219             self.A_stdev = np.sqrt(pcov[1,1])
220             self.v0_stdev = np.sqrt(pcov[2,2])
221             self.delta_stdev = np.sqrt(pcov[3,3])
222             self.kappa_stdev = np.sqrt(pcov[4,4])
223             self.va_stdev = np.sqrt(pcov[5,5])
224             
225             
226             print(pcov[0,0],pcov[1,1],pcov[2,2],pcov[3,3],pcov[4,4],pcov[5,5])
227                         
228             self.fitI = lineNA(self.domain, self.alpha, self.phi, self.A,
self.v0, self.delta, self.kappa, self.va,
self.y0)+lambMag(self.domain)
229             self.residI = self.rangeI-self.fitI
230
231             print("Params:")
232             print(popt)
233             print("Co-var Matrix:")
234             print(pcov)
235
236             self.phi *= 180/np.pi
237         
238 class NiceOhvmsDispDataSet(NiceOhvmsDataSet):
239
240     def fitR(self,alpha,phi,A,v0,delta,kappa,va,y01,y02,theta):
241         x = self.domain[:]
242         yI = self.rangeI[:]
243         yQ = self.rangeQ[:]
244         
245
246         p0 = [phi,y01,y02,theta]
247         
248         popt, pcovf, infodict, mesg, ier  =
leastsq(dispResiduals,p0,args=(x,yI,yQ,alpha,A,v0,delta,kappa,va),full
_output=True) 
249
250        
251
252         if ier not in (1,2,3,4):
253             print(mesg)
254         else:
255             print("Return Int: ",ier)
256             print("Number of Calls: ",infodict["nfev"])
257             ssq =
(dispResiduals(popt,x,yI,yQ,alpha,A,v0,delta,kappa,va)**2).sum()/(
len(yI)-len(popt))
258             try:
259                 pcov = pcovf*ssq
260             except TypeError:
261                 print("Singular Matrix Error: Co-variance Matrix is Zeros")
262                 pcov = np.zeros([4,4])
263
264             self.alpha = alpha
265             self.phi = popt[0]
266             self.A = A
267             self.v0 = v0
268             self.delta = delta
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269             self.kappa = kappa
270             self.va = va
271             self.y01 = popt[1]
272             self.y02 = popt[2]
273             self.theta = popt[3]
274
275             self.alpha_stdev = 0.0 
276             self.phi_stdev = 180/np.pi*np.sqrt(pcov[0,0])
277             self.A_stdev = 0.0
278             self.v0_stdev = 0.0
279             self.delta_stdev = 0.0
280             self.kappa_stdev = 0.0
281             self.va_stdev = 0.0
282             self.y01_stdev = np.sqrt(pcov[1,1])
283             self.y02_stdev = np.sqrt(pcov[2,2])
284             self.theta_stdev = 180/np.pi*np.sqrt(pcov[3,3])
285
286             self.fitI = lineNDI(self.domain, self.alpha, self.phi, self.A,
self.v0, self.delta, self.kappa, self.va, self.y01, self.theta)
287             self.residI = self.rangeI-self.fitI
288
289             self.fitQ = lineNDQ(self.domain, self.alpha, self.phi, self.A,
self.v0, self.delta, self.kappa, self.va, self.y02, self.theta)
290             self.residQ = self.rangeQ-self.fitQ
291
292             print("Params:")
293             print(popt)
294             print("Co-var Matrix:")
295             print(pcov)
296
297             self.phi *= 180/np.pi
298             self.theta *= 180/np.pi
299                 
300 class NiceOhvmsDispMagDataSet(NiceOhvmsDataSet):
301
302     def fitR(self,alpha,phi,A,v0,delta,kappa,va,y0):
303         x = self.domain[:]
304         yI = self.rangeI[:]
305                 
306
307         p0 = [alpha,A,v0,delta,kappa,va]
308         
309         popt, pcovf, infodict, mesg, ier  =
leastsq(dispMagResiduals,p0,args=(x,yI,phi,y0),full_output=True) 
310
311         if ier not in (1,2,3,4):
312             print(mesg)
313         else:
314             print("Return Int: ",ier)
315             print("Number of Calls: ",infodict["nfev"])
316             ssq = (dispMagResiduals(popt,x,yI,phi,y0)**2).sum()/(len(yI)-
len(popt))
317
318             try:
319                 pcov = pcovf*ssq
320             except TypeError:
321                 print("Singular Matrix Error: Co-variance Matrix is Zeros")
322                 pcov = np.zeros([6,6])
323
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324             self.alpha = popt[0]
325             self.phi = phi
326             self.A = popt[1]
327             self.v0 = popt[2]
328             self.delta = popt[3]
329             self.kappa = popt[4]
330             self.va = popt[5]
331             
332             
333             self.alpha_stdev = np.sqrt(pcov[0,0])
334             self.A_stdev = np.sqrt(pcov[1,1])
335             self.v0_stdev = np.sqrt(pcov[2,2])
336             self.delta_stdev = np.sqrt(pcov[3,3])
337             self.kappa_stdev = np.sqrt(pcov[4,4])
338             self.va_stdev = np.sqrt(pcov[5,5])
339             
340             
341             print(pcov[0,0],pcov[1,1],pcov[2,2],pcov[3,3],pcov[4,4],pcov[5,5])
342                         
343             self.fitI = lineND(self.domain, self.alpha, self.phi, self.A,
self.v0, self.delta, self.kappa, self.va,
self.y0)+lambMag(self.domain)
344             self.residI = self.rangeI-self.fitI
345
346             print("Params:")
347             print(popt)
348             print("Co-var Matrix:")
349             print(pcov)
350
351             self.phi *= 180/np.pi
352
353 class VMSDataSet(DataSet):
354     """Subclass for VMS Data"""
355     def __init__(self, infile, outfile):
356         super(VMSDataSet, self).__init__(infile, outfile)
357         self.A = 0.0
358         self.v0 = 0.0
359         self.delta = 0.0
360         self.kappa = 0.0
361         self.va = 0.0
362         self.y0 = 0.0
363
364         self.A_stdev = 0.0
365         self.v0_stdev = 0.0
366         self.delta_stdev = 0.0
367         self.kappa_stdev = 0.0
368         self.va_stdev = 0.0
369         self.y0_stdev = 0.0
370
371     def writeToFile(self):
372         """Calls the parent class's writeToFile()Function and creates a
parameter file"""
373         super(VMSDataSet,self).writeToFile()
374         outparamsfile =
open(self.outfile+"_params_"+str(datetime.datetime.today())+".txt","w"
)
375         outparamsfile.write("#Fit by
JFit\t"+str(datetime.datetime.today())+"\n")
376         outparamsfile.write("#Param\t\tValue\t\tSt. Dev\n")
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377         outparamsfile.write("Amplitude\t\t"+str(self.A)+"\t\t"+str(self.A_stde
v)+"\n")
378         outparamsfile.write("Center\t\t"+str(self.v0)+"\t\t"+str(self.v0_stdev
)+"\n")
379         outparamsfile.write("Inhomog.
FWHM\t\t"+str(self.delta)+"\t\t"+str(self.delta_stdev)+"\n")
380         outparamsfile.write("Homog.
FWHM\t\t"+str(self.kappa)+"\t\t"+str(self.kappa_stdev)+"\n")
381         outparamsfile.write("Vel Mod
Amp\t\t"+str(self.va)+"\t\t"+str(self.va_stdev)+"\n")
382         outparamsfile.write("y0\t\t"+str(self.y0)+"\t\t"+str(self.y0_stdev)+"\
n")
383         outparamsfile.close()
384         
385     def fitR(self,A,v0,delta,kappa,va,y0):
386         x = self.domain[:]
387         yI = self.rangeI[:]
388                 
389
390         if FIXRHO is 0:
391             p0 = [A,v0,delta,kappa,va,y0]
392             print(p0)
393         
394             popt, pcovf, infodict, mesg, ier  =
leastsq(vmsResiduals,p0,args=(x,yI),full_output=True) 
395         
396             if ier not in (1,2,3,4):
397                 print(mesg)
398             else:
399                 print("Return Int: ",ier)
400                 print(mesg)
401                 print("Number of Calls: ",infodict["nfev"])
402             
403                 ssq = (vmsResiduals(popt,x,yI)**2).sum()/(len(yI)-len(popt))
404                 try:
405                     pcov = pcovf*ssq
406                 except TypeError:
407                     print("Singular Matrix Error: Co-variance Matrix is
Zeros")
408                     pcov = np.zeros([6,6])
409             
410                 self.A = popt[0]
411                 self.v0 = popt[1]
412                 self.delta = popt[2]
413                 self.kappa = popt[3]
414                 self.va = popt[4]
415                 self.y0 = popt[5]
416
417                 self.A_stdev = np.sqrt(pcov[0,0])
418                 self.v0_stdev = np.sqrt(pcov[1,1])
419                 self.delta_stdev = np.sqrt(pcov[2,2])
420                 self.kappa_stdev = np.sqrt(pcov[3,3])
421                 self.va_stdev = np.sqrt(pcov[4,4])
422                 self.y0_stdev = np.sqrt(pcov[5,5])
423
424                 self.fitI = lineVMS(self.domain, self.A, self.v0, self.delta,
self.kappa, self.va, self.y0)
425                 self.residI = self.rangeI-self.fitI
426
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427                 print("Params:")
428                 print(popt)
429                 print("Co-var Matrix:")
430                 print(pcov)
431         elif FIXRHO is 1:
432             p0 = [A,v0,delta,kappa,y0]
433             print(p0)
434         
435             popt, pcovf, infodict, mesg, ier  =
leastsq(vmsResidualsFRho,p0,args=(x,yI,va),full_output=True) 
436         
437             if ier not in (1,2,3,4):
438                 print(mesg)
439             else:
440                 print("Return Int: ",ier)
441                 print(mesg)
442                 print("Number of Calls: ",infodict["nfev"])
443             
444                 ssq = (vmsResidualsFRho(popt,x,yI,va)**2).sum()/(len(yI)-
len(popt))
445                 try:
446                     pcov = pcovf*ssq
447                 except TypeError:
448                     print("Singular Matrix Error: Co-variance Matrix is
Zeros")
449                     pcov = np.zeros([5,5])
450             
451                 self.A = popt[0]
452                 self.v0 = popt[1]
453                 self.delta = popt[2]
454                 self.kappa = popt[3]
455                 self.va = va
456                 self.y0 = popt[4]
457
458                 self.A_stdev = np.sqrt(pcov[0,0])
459                 self.v0_stdev = np.sqrt(pcov[1,1])
460                 self.delta_stdev = np.sqrt(pcov[2,2])
461                 self.kappa_stdev = np.sqrt(pcov[3,3])
462                 self.y0_stdev = np.sqrt(pcov[4,4])
463
464                 self.fitI = lineVMS(self.domain, self.A, self.v0, self.delta,
self.kappa, self.va, self.y0)
465                 self.residI = self.rangeI-self.fitI
466
467                 print("Params:")
468                 print(popt)
469                 print("Co-var Matrix:")
470                 print(pcov)
471         elif FIXRHO is 2:
472             p0 = [A,va]
473             print(p0)
474         
475             popt, pcovf, infodict, mesg, ier  =
leastsq(vmsResidualsFreeRho,p0,args=(x,yI,v0,delta,kappa,y0),full_
output=True) 
476         
477             if ier not in (1,2,3,4):
478                 print(mesg)
479             else:
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480                 print("Return Int: ",ier)
481                 print(mesg)
482                 print("Number of Calls: ",infodict["nfev"])
483             
484                 ssq =
(vmsResidualsFreeRho(popt,x,yI,v0,delta,kappa,y0)**2).sum()/(l
en(yI)-len(popt))
485                 try:
486                     pcov = pcovf*ssq
487                 except TypeError:
488                     print("Singular Matrix Error: Co-variance Matrix is
Zeros")
489                     pcov = np.zeros([2,2])
490             
491                 self.A = popt[0]
492                 self.va = popt[1]
493                 self.v0 = v0
494                 self.delta = delta
495                 self.kappa = kappa
496                 self.y0 = y0
497
498                 self.A_stdev = np.sqrt(pcov[0,0])
499                 self.va_stdev = np.sqrt(pcov[1,1])
500
501                 self.fitI = lineVMS(self.domain, self.A, self.v0, self.delta,
self.kappa, self.va, self.y0)
502                 self.residI = self.rangeI-self.fitI
503
504                 print("Params:")
505                 print(popt)
506                 print("Co-var Matrix:")
507                 print(pcov)
508             
509 if __name__ == "__main__":
510     print("This module meant for import only.")
511
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K.4 Function Library
Imports numpy, scipy.special, and scipy.signal. Opens FuncParams.txt and reads parameters that are
primarily instrument based and sets them to constants. The include modulation beta, heterodyne frequency,
Fourier coefficient and several others. Also, from that file the necessary parameters required to create model
the Lamb dip in the spectrum are loaded.
K.4.1 Functions
lambDip
This function simulates a Lamb dip via a psuedo-Voigt profile exactly as reported by Crabtree and Hodges.[2,
26]
lambMag
Calculates the magnitude of the Lamb dip across the in-phase and quadrature channels.
lGauss
Calculates a Gaussian for Lamb dip.
lDaws
Calculates a Dawson function for Lamb dip.
lLorentzA
Calculates a Lorentzian for Lamb dip.
lLorentzD
Calculates the Kramers-Kronig transform of the Lorentzian for Lamb dip.
niceohvmsAbsEven
Calculates the nth even Fourier coefficient for NICE-OHVMS absorption. This is done with a pseudo-
Voigt profile using “f” as the full-width of the Gaussian and Lorentzian components and “eta” as the
linear combination coefficient. Refer to Chapters 3 and 4 for more information regarding the calculation.
The function also has built-in constraints for the parameters. By setting the parameters that need to be
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constrained to 1050 + the absolute value of the parameter when they exceed the constraint, artificial walls
are built into the function to enforce parameter ranges.
niceohvmsAbsOdd
Calculates the nth odd Fourier coefficient for NICE-OHVMS absorption. This is done with a pseudo-
Voigt profile using “f” as the full-width of the Gaussian and Lorentzian components and “eta” as the
linear combination coefficient. Refer to Chapters 3 and 4 for more information regarding the calculation.
The function also has built-in constraints for the parameters. By setting the parameters that need to be
constrained to 1050 + the absolute value of the parameter when they exceed the constraint, artificial walls
are built into the function to enforce parameter ranges.
niceohvmsAbsMag
Calculates the absorption magnitude by taking the square root of the sum of the squares of niceohvmsAbsEven
and niceohvmsAbsOdd. This has some additional built-in constraints.
niceohvmsDispEven
Calculates the nth even Fourier coefficient for NICE-OHVMS dispersion. This is done with the Kramers-
Kronig transform of a pseudo-Voigt profile using “f” as the full-width of the Gaussian and Lorentzian
components and “eta” as the linear combination coefficient. Refer to Chapters 3 and 4 for more information
regarding the calculation. The function also has built-in constraints for the parameters. By setting the
parameters that need to be constrained to 1050 + the absolute value of the parameter when they exceed the
constraint, artificial walls are built into the function to enforce parameter ranges.
niceohvmsDispOdd
Calculates the nth odd Fourier coefficient for NICE-OHVMS dispersion. This is done with the Kramers-
Kronig transform of a pseudo-Voigt profile using “f” as the full-width of the Gaussian and Lorentzian
components and “eta” as the linear combination coefficient. Refer to Chapters 3 and 4 for more information
regarding the calculation. The function also has built-in constraints for the parameters. By setting the
parameters that need to be constrained to 1050 + the absolute value of the parameter when they exceed the
constraint, artificial walls are built into the function to enforce parameter ranges.
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niceohvmsDispMag
Calculates the absorption magnitude by taking the square root of the sum of the squares of niceohvmsDispEven
and niceohvmsDispOdd. This has some additional built-in constraints.
concModFunc
Takes the constants FORM and FORMARG as written in the FuncParams.txt file to select the functional form of
the concentration modulation. These can be of any form including but not limited to cos2, square, sawtooth,
or a combination of the others. This section of the code can be easily expanded.
lineNAI
Populates a two-dimensional array of frequency and time with the functions niceohvmsAbsEven and niceohvmsAbsOdd.
This is where the velocity modulation angle is introduced, and the constraints of that phase angle are incor-
porated into this function. The trapz function integrates along the time axis of the two-dimensional array,
which results in the final in-phase absorption lineshape.
lineNAQ
Populates a two-dimensional array of frequency and time with the functions niceohvmsAbsEven and niceohvmsAbsOdd.
This is where the velocity modulation angle is introduced, and the constraints of that phase angle are incor-
porated into this function. The trapz function integrates along the time axis of the two-dimensional array,
which results in the final quadrature absorption lineshape. It is 90◦out of phase with lineNAI.
lineNDI
Populates a two-dimensional array of frequency and time with the functions niceohvmsDispEven and
niceohvmsDispOdd. This is where the velocity modulation angle is introduced, and the constraints of
that phase angle are incorporated into this function. The trapz function integrates along the time axis of
the two-dimensional array, which results in the final in-phase dispersion lineshape.
lineNDQ
Populates a two-dimensional array of frequency and time with the functions niceohvmsDispEven and
niceohvmsDispOdd. This is where the velocity modulation angle is introduced, and the constraints of
that phase angle are incorporated into this function. The trapz function integrates along the time axis of
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the two-dimensional array, which results in the final quadrature dispersion lineshape. It is 90◦out of phase
with lineNDI.
lineNA
Populates a two-dimensional array of frequency and time with the function niceohvmsAbsMag. The trapz
function integrates along the time axis of the two-dimensional array, which results in the final absorption
magnitude lineshape.
lineND
Populates a two-dimensional array of frequency and time with the function niceohvmsDispMag. The trapz
function integrates along the time axis of the two-dimensional array, which results in the final dispersion
magnitude lineshape. It is 90◦out of phase with lineNA.
absResiduals
This is the function that leastsq minimizes to determine phase related parameters for absorption. It returns
the square root of the sum of the square differences between the data and the fit models. The fit models are
lineNAI an lineNAQ.
absMagResiduals
This is the function that leastsq minimizes to determine magnitude related parameters for absorption. It
returns the differences between the data and the fit models. The fit model is lineNA.
dispResiduals
This is the function that leastsq minimizes to determine phase related parameters for dispersion. It returns
the square root of the sum of the square differences between the data and the fit models. The fit models are
lineNDI an lineNDQ.
absMagResiduals
This is the function that leastsq minimizes to determine magnitude related parameters for dispersion. It
returns the differences between the data and the fit models. The fit model is lineND.
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vms
Calculates the nth odd Fourier coefficient for velocity modulation spectroscopy absorption. This is done with
a pseudo-Voigt profile using “f” as the full-width of the Gaussian and Lorentzian components and “eta” as
the linear combination coefficient. Refer to Chapters 3 and 4 for more information regarding the calculation.
The function also has built-in constraints for the parameters. By setting the parameters that need to be
constrained to 1050 + the absolute value of the parameter when they exceed the constraint, artificial walls
are built into the function to enforce parameter ranges.
lineVMS
Populates a two-dimensional array of frequency and time with the function vms. The trapz function inte-
grates along the time axis of the two-dimensional array, which results in the final in-phase velocity modulation
lineshape.
vmsResiduals
This is the function that leastsq minimizes to determine parameters for velocity modulation. It returns
the differences between the data and the fit models. The fit model is lineVMS.
vmsFRho
Calculates the nth odd Fourier coefficient for velocity modulation spectroscopy absorption with fixed velocity
modulation amplitude. This is done with a pseudo-Voigt profile using “f” as the full-width of the Gaussian
and Lorentzian components and “eta” as the linear combination coefficient. Refer to Chapters 3 and 4 for
more information regarding the calculation. The function also has built-in constraints for the parameters.
By setting the parameters that need to be constrained to 1050 + the absolute value of the parameter when
they exceed the constraint, artificial walls are built into the function to enforce parameter ranges.
lineVMSFRho
Populates a two-dimensional array of frequency and time with the function vmsFRho. The trapz function
integrates along the time axis of the two-dimensional array, which results in the final velocity modulation
lineshape.
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vmsResidualsFRho
This is the function that leastsq minimizes to determine parameters for velocity modulation with fixed
velocity modulation amplitude. It returns the differences between the data and the fit models. The fit model
is lineVMSFRho.
vmsResidualsFreeRho
This is the function that leastsq minimizes to determine parameters for velocity modulation with all
parameters fixed but velocity modulation amplitude and transitions intensity. It returns the differences
between the data and the fit models. The fit model is lineVMS.
K.4.2 Code
The following pages are code for the function library module used by the JFit 4.0 software. The lines are
numbered for ease of reading. Some lines roll onto the next line in the print form but they are still the same
line. Recall that python is sensitive to white space.
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1 # Function Library v4.0 
2
3 import numpy as np
4 from scipy import special as s
5 from scipy import signal as ss
6
7 P = 2*np.sqrt(2*np.log(2))
8
9 # Loading Constants: BETA is Bessel Beta, VH is het freq, N is Fourier Coeff,
QNV is quad invert y/n, D is Directionality of the cavity 1:bi 0:uni
10
11 paramsfile = open("FuncParams.txt","r")
12 line = paramsfile.readline()
13 LambBool = False
14 while line is not "":
15     if line[0] is not "#" and LambBool is False:
16         BETA, VH, N, QNV, D, FORM, FORMARG, FIXRHO = line.split()
17         LambBool = True
18     elif line[0] is not "#" and LambBool is True:
19         AL1, AL1FRAC1, AL1FRAC2, AL1FRAC3, AL2, AL2FRAC1, AL2FRAC2, AL2FRAC3,
FWHM, MU, THETA, GAUSSCHAR = line.split()
20
21     line = paramsfile.readline()
22 paramsfile.close()
23
24 BETA = float(BETA)
25 VH = float(VH)
26 N = int(N)
27 QNV = int(QNV)
28 D = int(D)
29 FORM = int(FORM)
30 FORMARG = float(FORMARG)
31 FIXRHO = int(FIXRHO)
32
33 print("Consts",BETA, VH, N, QNV, D, FORM, FORMARG, FIXRHO)
34
35 B = s.jv(0,BETA)*s.jv(1,BETA)
36 BT = s.jv(1,BETA)*s.jv(2,BETA)
37
38 print("Bessel Prod:",B,BT)
39
40 AL1 = float(AL1)
41 AL1FRAC1 = float(AL1FRAC1)
42 AL1FRAC2 = float(AL1FRAC2)
43 AL1FRAC3 = float(AL1FRAC3)
44 AL2 = float(AL2)
45 AL2FRAC1 = float(AL2FRAC1)
46 AL2FRAC2 = float(AL2FRAC2)
47 AL2FRAC3 = float(AL2FRAC3)
48 FWHM = float(FWHM)
49 MU = float(MU)
50 THETA = float(THETA)
51 GAUSSCHAR = float(GAUSSCHAR)
52
53 print("Lamb Consts:",AL1, AL1FRAC1, AL1FRAC2, AL1FRAC3, AL2, AL2FRAC1,
AL2FRAC2, AL2FRAC3, FWHM, MU, THETA, GAUSSCHAR)
54 THETA *= np.pi/180
55
56 def lambDip(x,al,alfrac1,alfrac2,alfrac3):
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57     AL1 = alfrac1*al
58     AL2 = alfrac2*al
59     AL3 = alfrac3*al
60
61     GAhalf = AL1*(lGauss(x,FWHM,MU+VH/2)-lGauss(x,FWHM,MU-VH/2))
62     GAone = AL2*(lGauss(x,FWHM,MU+VH)-lGauss(x,FWHM,MU-VH))
63     GAonehalf = AL3*(lGauss(x,FWHM,MU+3*VH/2)-lGauss(x,FWHM,MU-3*VH/2))
64     GTA = GAhalf + GAone + GAonehalf
65
66     GDcenter = -al*lDaws(x,FWHM,MU)
67     GDhalf = AL1*(lDaws(x,FWHM,MU+VH/2)+lDaws(x,FWHM,MU-VH/2))
68     GDone = AL2*(lDaws(x,FWHM,MU+VH)+lDaws(x,FWHM,MU-VH))
69     GDonehalf = AL3*(lDaws(x,FWHM,MU+3*VH/2)+lDaws(x,FWHM,MU-3*VH/2))
70     GTD = GDcenter + GDhalf + GDone + GDonehalf
71
72     GTS = GTA*np.sin(THETA) + GTD*np.cos(THETA)
73
74     LAhalf = AL1*(lLorentzA(x,FWHM,MU+VH/2)-lLorentzA(x,FWHM,MU-VH/2))
75     LAone = AL2*(lLorentzA(x,FWHM,MU+VH)-lLorentzA(x,FWHM,MU-VH))
76     LAonehalf = AL3*(lLorentzA(x,FWHM,MU+3*VH/2)-lLorentzA(x,FWHM,MU-3*VH/2))
77     LTA = LAhalf + LAone + LAonehalf
78
79     LDcenter = -al*lLorentzD(x,FWHM,MU)
80     LDhalf = AL1*(lLorentzD(x,FWHM,MU+VH/2)+lLorentzD(x,FWHM,MU-VH/2))
81     LDone = AL2*(lLorentzD(x,FWHM,MU+VH)+lLorentzD(x,FWHM,MU-VH))
82     LDonehalf = AL3*(lLorentzD(x,FWHM,MU+3*VH/2)+lLorentzD(x,FWHM,MU-3*VH/2))
83     LTD = LDcenter + LDhalf + LDone + LDonehalf
84
85     LTS = LTA*np.sin(THETA) + LTD*np.cos(THETA)
86
87     return GAUSSCHAR*GTS + (1-GAUSSCHAR)*LTS
88
89 def lambMag(x):
90     return
np.sqrt(lambDip(x,AL1,AL1FRAC1,AL1FRAC2,AL1FRAC3)**2+lambDip(x,AL2,AL2FRAC
1,AL2FRAC2,AL2FRAC3)**2)
91
92 def lGauss(x,fwhm,x0):
93     return np.exp(-(4*np.log(2))*((x-x0)**2)/(fwhm**2))
94
95 def lDaws(x,fwhm,x0):
96     gam = 2*np.sqrt(np.log(2))*(x-x0)/fwhm
97     return (2/np.sqrt(np.pi))*s.dawsn(gam)
98
99 def lLorentzA(x,fwhm,x0):
100     hwhm = fwhm/2
101     return 1/(1+(x-x0)**2/hwhm**2)
102
103 def lLorentzD(x,fwhm,x0):
104     hwhm = fwhm/2
105     return -(x-x0)/hwhm/(1+(x-x0)**2/hwhm**2)
106
107 def niceohvmsAbsEven(x,alpha,phi,A,v0,delta,kappa,va,y0,time):
108     f = (delta**5+2.69269*(delta**4)*kappa+2.42843*(delta**3)*(kappa**2)\
109          +4.47163*(delta**2)*(kappa**3)+0.07842*delta*(kappa**4)+kappa**5)**0.
2
110     eta = 1.36603*(kappa/f)-0.47719*(kappa/f)**2+0.11116*(kappa/f)**3
111     Lpp = B*((2*f)/(np.pi*(4*(x-v0+VH+va*np.cos(2*np.pi*time))**2+f**2)))
112     Gpp = B*(P/(f*np.sqrt(2*np.pi))*np.exp(-((x-
v0+VH+va*np.cos(2*np.pi*time))*P)**2/(2*f**2)))
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112
    Gpp = B*(P/(f*np.sqrt(2*np.pi))*np.exp(-((x-
v0+VH+va*np.cos(2*np.pi*time))*P)**2/(2*f**2)))
113     Lpn = B*((2*f)/(np.pi*(4*(x-v0+VH-va*np.cos(2*np.pi*time))**2+f**2)))
114     Gpn = B*(P/(f*np.sqrt(2*np.pi))*np.exp(-((x-v0+VH-
va*np.cos(2*np.pi*time))*P)**2/(2*f**2)))
115     Lnp = B*((2*f)/(np.pi*(4*(x-v0-VH+va*np.cos(2*np.pi*time))**2+f**2)))
116     Gnp = B*(P/(f*np.sqrt(2*np.pi))*np.exp(-((x-v0-
VH+va*np.cos(2*np.pi*time))*P)**2/(2*f**2)))
117     Lnn = B*((2*f)/(np.pi*(4*(x-v0-VH-va*np.cos(2*np.pi*time))**2+f**2)))
118     Gnn = B*(P/(f*np.sqrt(2*np.pi))*np.exp(-((x-v0-VH-
va*np.cos(2*np.pi*time))*P)**2/(2*f**2)))
119
120     fae = A*concModFunc(alpha,time, phi, FORM, FORMARG)*(eta*(Lnp-Lpp+D*Lnn-
D*Lpn)+(1-eta)*(Gnp-Gpp+D*Gnn-D*Gpn))*np.cos(2*N*np.pi*time)+y0
121    
122     if alpha < 0 or alpha > 1:
123             boundError = np.empty(len(x))
124             boundError.fill(1e50)
125             boundError *= 1+abs(alpha)
126             return boundError
127     if phi < 0 or phi > np.pi/2:
128             boundError = np.empty(len(x))
129             boundError.fill(1e50)
130             boundError *= 1+abs(phi)
131             return boundError
132     if va < 0:
133             boundError = np.empty(len(x))
134             boundError.fill(1e50)
135             boundError *= 1+abs(va)
136             return boundError
137     return fae
138
139 def niceohvmsAbsOdd(x,alpha,phi,A,v0,delta,kappa,va,y0,time):
140     f = (delta**5+2.69269*(delta**4)*kappa+2.42843*(delta**3)*(kappa**2)\
141          +4.47163*(delta**2)*(kappa**3)+0.07842*delta*(kappa**4)+kappa**5)**0.
2
142     eta = 1.36603*(kappa/f)-0.47719*(kappa/f)**2+0.11116*(kappa/f)**3
143     Lpp = B*((2*f)/(np.pi*(4*(x-v0+VH+va*np.cos(2*np.pi*time))**2+f**2)))
144     Gpp = B*(P/(f*np.sqrt(2*np.pi))*np.exp(-((x-
v0+VH+va*np.cos(2*np.pi*time))*P)**2/(2*f**2)))
145     Lpn = B*((2*f)/(np.pi*(4*(x-v0+VH-va*np.cos(2*np.pi*time))**2+f**2)))
146     Gpn = B*(P/(f*np.sqrt(2*np.pi))*np.exp(-((x-v0+VH-
va*np.cos(2*np.pi*time))*P)**2/(2*f**2)))
147     Lnp = B*((2*f)/(np.pi*(4*(x-v0-VH+va*np.cos(2*np.pi*time))**2+f**2)))
148     Gnp = B*(P/(f*np.sqrt(2*np.pi))*np.exp(-((x-v0-
VH+va*np.cos(2*np.pi*time))*P)**2/(2*f**2)))
149     Lnn = B*((2*f)/(np.pi*(4*(x-v0-VH-va*np.cos(2*np.pi*time))**2+f**2)))
150     Gnn = B*(P/(f*np.sqrt(2*np.pi))*np.exp(-((x-v0-VH-
va*np.cos(2*np.pi*time))*P)**2/(2*f**2)))
151
152     fao = QNV*A*concModFunc(alpha,time, phi, FORM, FORMARG)*(eta*(Lnp-
Lpp+D*Lnn-D*Lpn)+(1-eta)*(Gnp-Gpp+D*Gnn-D*Gpn))*np.sin(2*N*np.pi*time)+y0
153    
154     if alpha < 0 or alpha > 1:
155             boundError = np.empty(len(x))
156             boundError.fill(1e50)
157             boundError *= 1+abs(alpha)
158             return boundError
159     if phi < 0 or phi > np.pi/2:
160             boundError = np.empty(len(x))
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161             boundError.fill(1e50)
162             boundError *= 1+abs(phi)
163             return boundError
164     if va < 0:
165             boundError = np.empty(len(x))
166             boundError.fill(1e50)
167             boundError *= 1+abs(va)
168             return boundError
169     return fao
170
171 def niceohvmsAbsMag(x,alpha,phi,A,v0,delta,kappa,va,y0,time):
172     fa = np.sqrt(niceohvmsAbsEven(x,alpha,phi,A,v0,delta,kappa,va,0,time)**2\
173                 +niceohvmsAbsOdd(x,alpha,phi,A,v0,delta,kappa,va,0,time)**2)+y
0
174     if alpha < 0 or alpha > 1:
175             boundError = np.empty(len(x))
176             boundError.fill(1e50)
177             boundError *= 1+abs(alpha)
178             return boundError
179     if phi < 0 or phi > np.pi/2:
180             boundError = np.empty(len(x))
181             boundError.fill(1e50)
182             boundError *= 1+abs(phi)
183             return boundError
184     if va < 0:
185             boundError = np.empty(len(x))
186             boundError.fill(1e50)
187             boundError *= 1+abs(va)
188             return boundError
189     if delta < 0:
190             boundError = np.empty(len(x))
191             boundError.fill(1e50)
192             boundError *= 1+abs(delta)
193             return boundError
194     if kappa < 0:
195             boundError = np.empty(len(x))
196             boundError.fill(1e50)
197             boundError *= 1+abs(kappa)
198             return boundError
199     if y0 < 0:
200             boundError = np.empty(len(x))
201             boundError.fill(1e50)
202             boundError *= 1+abs(y0)
203             return boundError
204     return fa
205
206 def niceohvmsDispEven(x,alpha,phi,A,v0,delta,kappa,va,y0,time):
207     f = (delta**5+2.69269*(delta**4)*kappa+2.42843*(delta**3)*(kappa**2)\
208          +4.47163*(delta**2)*(kappa**3)+0.07842*delta*(kappa**4)+kappa**5)**0.
2
209     eta = 1.36603*(kappa/f)-0.47719*(kappa/f)**2+0.11116*(kappa/f)**3
210
211     Lnp = B*((2*f*(x-v0-VH+va*np.cos(2*np.pi*time)))/(np.pi*(4*(x-v0-
VH+va*np.cos(2*np.pi*time))**2+f**2)))
212     Lpp = B*((2*f*(x-v0+VH+va*np.cos(2*np.pi*time)))/(np.pi*(4*(x-
v0+VH+va*np.cos(2*np.pi*time))**2+f**2)))
213     Lp = B*((2*f*(x-v0+va*np.cos(2*np.pi*time)))/(np.pi*(4*(x-
v0+va*np.cos(2*np.pi*time))**2+f**2)))
214     Lnn = B*((2*f*(x-v0-VH-va*np.cos(2*np.pi*time)))/(np.pi*(4*(x-v0-VH-
va*np.cos(2*np.pi*time))**2+f**2)))
198
06/16/16 FunctionLibrary.py 5
/home/james/Dropbox/Research/NICE-OHVMSLineshapes/FittingCode/JFitv4.0/FunctionLibrary.py
214
    Lnn = B*((2*f*(x-v0-VH-va*np.cos(2*np.pi*time)))/(np.pi*(4*(x-v0-VH-
va*np.cos(2*np.pi*time))**2+f**2)))
215     Lpn = B*((2*f*(x-v0+VH-va*np.cos(2*np.pi*time)))/(np.pi*(4*(x-v0+VH-
va*np.cos(2*np.pi*time))**2+f**2)))
216     Ln = B*((2*f*(x-v0-va*np.cos(2*np.pi*time)))/(np.pi*(4*(x-v0-
va*np.cos(2*np.pi*time))**2+f**2)))
217     Gnp = -2*B*P/(np.sqrt(2)*np.pi*f)*s.dawsn(P/(np.sqrt(2)*f)*(x-v0-
VH+va*np.cos(2*np.pi*time)))
218     Gpp = -2*B*P/(np.sqrt(2)*np.pi*f)*s.dawsn(P/(np.sqrt(2)*f)*(x-
v0+VH+va*np.cos(2*np.pi*time)))
219     Gp = -2*B*P/(np.sqrt(2)*np.pi*f)*s.dawsn(P/(np.sqrt(2)*f)*(x-
v0+va*np.cos(2*np.pi*time)))
220     Gnn = -2*B*P/(np.sqrt(2)*np.pi*f)*s.dawsn(P/(np.sqrt(2)*f)*(x-v0-VH-
va*np.cos(2*np.pi*time)))
221     Gpn = -2*B*P/(np.sqrt(2)*np.pi*f)*s.dawsn(P/(np.sqrt(2)*f)*(x-v0+VH-
va*np.cos(2*np.pi*time)))
222     Gn = -2*B*P/(np.sqrt(2)*np.pi*f)*s.dawsn(P/(np.sqrt(2)*f)*(x-v0-
va*np.cos(2*np.pi*time)))
223
224     fde = QNV*A*concModFunc(alpha,time, phi, FORM,
FORMARG)*(eta*(Lnp+Lpp-2*Lp+D*Lnn+D*Lpn-D*2*Ln)+(1-
eta)*(Gnp+Gpp-2*Gp+D*Gnn+D*Gpn-D*2*Gn))*np.cos(2*N*np.pi*time)+y0
225
226     if alpha < 0 or alpha > 1:
227             boundError = np.empty(len(x))
228             boundError.fill(1e50)
229             boundError *= 1+abs(alpha)
230             return boundError
231     if phi < 0 or phi > np.pi/2:
232            boundError = np.empty(len(x))
233            boundError.fill(1e50)
234            boundError *= 1+abs(phi)
235            return boundError
236     if va < 0:
237             boundError = np.empty(len(x))
238             boundError.fill(1e50)
239             boundError *= 1+abs(va)
240             return boundError   
241     return fde
242
243 def niceohvmsDispOdd(x,alpha,phi,A,v0,delta,kappa,va,y0,time):
244     f = (delta**5+2.69269*(delta**4)*kappa+2.42843*(delta**3)*(kappa**2)\
245          +4.47163*(delta**2)*(kappa**3)+0.07842*delta*(kappa**4)+kappa**5)**0.
2
246     eta = 1.36603*(kappa/f)-0.47719*(kappa/f)**2+0.11116*(kappa/f)**3
247
248     Lnp = B*((2*f*(x-v0-VH+va*np.cos(2*np.pi*time)))/(np.pi*(4*(x-v0-
VH+va*np.cos(2*np.pi*time))**2+f**2)))
249     Lpp = B*((2*f*(x-v0+VH+va*np.cos(2*np.pi*time)))/(np.pi*(4*(x-
v0+VH+va*np.cos(2*np.pi*time))**2+f**2)))
250     Lp = B*((2*f*(x-v0+va*np.cos(2*np.pi*time)))/(np.pi*(4*(x-
v0+va*np.cos(2*np.pi*time))**2+f**2)))
251     Lnn = B*((2*f*(x-v0-VH-va*np.cos(2*np.pi*time)))/(np.pi*(4*(x-v0-VH-
va*np.cos(2*np.pi*time))**2+f**2)))
252     Lpn = B*((2*f*(x-v0+VH-va*np.cos(2*np.pi*time)))/(np.pi*(4*(x-v0+VH-
va*np.cos(2*np.pi*time))**2+f**2)))
253     Ln = B*((2*f*(x-v0-va*np.cos(2*np.pi*time)))/(np.pi*(4*(x-v0-
va*np.cos(2*np.pi*time))**2+f**2)))
254     Gnp = -2*B*P/(np.sqrt(2)*np.pi*f)*s.dawsn(P/(np.sqrt(2)*f)*(x-v0-
VH+va*np.cos(2*np.pi*time)))
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255     Gpp = -2*B*P/(np.sqrt(2)*np.pi*f)*s.dawsn(P/(np.sqrt(2)*f)*(x-
v0+VH+va*np.cos(2*np.pi*time)))
256     Gp = -2*B*P/(np.sqrt(2)*np.pi*f)*s.dawsn(P/(np.sqrt(2)*f)*(x-
v0+va*np.cos(2*np.pi*time)))
257     Gnn = -2*B*P/(np.sqrt(2)*np.pi*f)*s.dawsn(P/(np.sqrt(2)*f)*(x-v0-VH-
va*np.cos(2*np.pi*time)))
258     Gpn = -2*B*P/(np.sqrt(2)*np.pi*f)*s.dawsn(P/(np.sqrt(2)*f)*(x-v0+VH-
va*np.cos(2*np.pi*time)))
259     Gn = -2*B*P/(np.sqrt(2)*np.pi*f)*s.dawsn(P/(np.sqrt(2)*f)*(x-v0-
va*np.cos(2*np.pi*time)))
260
261     fdo = QNV*A*concModFunc(alpha,time, phi, FORM,
FORMARG)*(eta*(Lnp+Lpp-2*Lp+D*Lnn+D*Lpn-D*2*Ln)+(1-
eta)*(Gnp+Gpp-2*Gp+D*Gnn+D*Gpn-D*2*Gn))*np.sin(2*N*np.pi*time)+y0
262
263     if alpha < 0 or alpha > 1:
264             boundError = np.empty(len(x))
265             boundError.fill(1e50)
266             boundError *= 1+abs(alpha)
267             return boundError
268     if phi < 0 or phi > np.pi/2:
269            boundError = np.empty(len(x))
270            boundError.fill(1e50)
271            boundError *= 1+abs(phi)
272            return boundError
273     if va < 0:
274             boundError = np.empty(len(x))
275             boundError.fill(1e50)
276             boundError *= 1+abs(va)
277             return boundError   
278     return fdo
279
280 def niceohvmsDispMag(x,alpha,phi,A,v0,delta,kappa,va,y0,time):
281     fd = np.sqrt(niceohvmsDispEven(x,alpha,phi,A,v0,delta,kappa,va,0,time)**2\
282                 +niceohvmsDispOdd(x,alpha,phi,A,v0,delta,kappa,va,0,time)**2)+
y0
283     if alpha < 0 or alpha > 1:
284             boundError = np.empty(len(x))
285             boundError.fill(1e50)
286             boundError *= 1+abs(alpha)
287             return boundError
288     if phi < 0 or phi > np.pi/2:
289             boundError = np.empty(len(x))
290             boundError.fill(1e50)
291             boundError *= 1+abs(phi)
292             return boundError
293     if va < 0:
294             boundError = np.empty(len(x))
295             boundError.fill(1e50)
296             boundError *= 1+abs(va)
297             return boundError
298     if delta < 0:
299             boundError = np.empty(len(x))
300             boundError.fill(1e50)
301             boundError *= 1+abs(delta)
302             return boundError
303     if kappa < 0:
304             boundError = np.empty(len(x))
305             boundError.fill(1e50)
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306             boundError *= 1+abs(kappa)
307             return boundError
308     if y0 < 0:
309             boundError = np.empty(len(x))
310             boundError.fill(1e50)
311             boundError *= 1+abs(y0)
312             return boundError
313     return fd
314
315 def concModFunc(alpha,time,phi,form, formarg):
316     if form == 0:
317       concModFValue = (1-alpha)+alpha*np.square(np.cos(2*np.pi*time+phi))
318     elif form == 1:
319       concModFValue = (1-
alpha)+alpha*np.sqrt(np.square(np.cos(2*np.pi*time+phi)))
320     elif form == 2:
321       concModFValue = (1-alpha)+alpha*np.square(ss.square(2*np.pi*time+phi))
322     elif form == 3:
323       concModFValue = (1-alpha)+alpha*np.square(ss.sawtooth(2*np.pi*time+phi))
324     elif form == 4:
325       concModFValue = (1-alpha)+alpha*np.square((1-
abs(formarg))*(np.cos(2*np.pi*time))+formarg*(ss.sawtooth(2*np.pi*time))
+phi)
326     elif form == 5:
327       concModFValue = (1-alpha)+alpha*np.square((1-
abs(formarg))*(np.cos(2*np.pi*time))+formarg*(4*np.pi*time)+phi)
328     else:
329       concModFValue = 1
330     
331     return concModFValue
332
333 def lineNAI(x,alpha,phi,A,v0,delta,kappa,va,y0,theta):
334     timearray = np.arange(-0.5,0.5+0.04,0.04)
335
336     isFirst = True
337
338     for timept in timearray:
339         row =
np.cos(theta)*niceohvmsAbsEven(x,alpha,phi,A,v0,delta,kappa,va,y0,time
pt)\
340               +np.sin(theta)*niceohvmsAbsOdd(x,alpha,phi,A,v0,delta,kappa,va,y
0,timept)
341         row = np.resize(row,(1,len(row)))
342
343         if isFirst:
344             toInt = row[:]
345             isFirst = False
346         else:
347             toInt = np.append(toInt,row,axis=0)
348     if theta < 0.0 or theta > np.pi:
349         boundError = np.empty(len(x))
350         boundError.fill(1e50)
351         boundError *= 1+abs(theta)
352         return boundError
353     else:
354         return np.trapz(toInt,x=timearray,axis=0)        
355
356 def lineNAQ(x,alpha,phi,A,v0,delta,kappa,va,y0,theta):
357     timearray = np.arange(-0.5,0.5+0.04,0.04)
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358
359     isFirst = True
360
361     for timept in timearray:
362         row =
np.sin(theta)*niceohvmsAbsEven(x,alpha,phi,A,v0,delta,kappa,va,y0,time
pt)\
363               +np.cos(theta)*niceohvmsAbsOdd(x,alpha,phi,A,v0,delta,kappa,va,y
0,timept)
364         row = np.resize(row,(1,len(row)))
365
366         if isFirst:
367             toInt = row[:]
368             isFirst = False
369         else:
370             toInt = np.append(toInt,row,axis=0)
371     if theta < 0.0 or theta > np.pi:
372         boundError = np.empty(len(x))
373         boundError.fill(1e50)
374         boundError *= 1+abs(theta)
375         return boundError
376     else:
377         return np.trapz(toInt,x=timearray,axis=0)        
378
379 def lineNDI(x,alpha,phi,A,v0,delta,kappa,va,y0,theta):
380     timearray = np.arange(-0.5,0.5+0.04,0.04)
381
382     isFirst = True
383
384     for timept in timearray:
385         row =
np.cos(theta)*niceohvmsDispEven(x,alpha,phi,A,v0,delta,kappa,va,y0,tim
ept)\
386               +np.sin(theta)*niceohvmsDispOdd(x,alpha,phi,A,v0,delta,kappa,va,
y0,timept)
387         row = np.resize(row,(1,len(row)))
388
389         if isFirst:
390             toInt = row[:]
391             isFirst = False
392         else:
393             toInt = np.append(toInt,row,axis=0)
394     if theta < 0.0 or theta > np.pi:
395         boundError = np.empty(len(x))
396         boundError.fill(1e50)
397         boundError *= 1+abs(theta)
398         return boundError
399     else:
400         return np.trapz(toInt,x=timearray,axis=0)        
401     
402 def lineNDQ(x,alpha,phi,A,v0,delta,kappa,va,y0,theta):
403     timearray = np.arange(-0.5,0.5+0.04,0.04)
404
405     isFirst = True
406
407     for timept in timearray:
408         row =
np.sin(theta)*niceohvmsDispEven(x,alpha,phi,A,v0,delta,kappa,va,y0,tim
ept)\
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409               +np.cos(theta)*niceohvmsDispOdd(x,alpha,phi,A,v0,delta,kappa,va,
y0,timept)
410         row = np.resize(row,(1,len(row)))
411
412         if isFirst:
413             toInt = row[:]
414             isFirst = False
415         else:
416             toInt = np.append(toInt,row,axis=0)
417     if theta < 0.0 or theta > np.pi:
418         boundError = np.empty(len(x))
419         boundError.fill(1e50)
420         boundError *= 1+abs(theta)
421         return boundError
422     else:
423         return np.trapz(toInt,x=timearray,axis=0)
424
425 def lineNA(x,alpha,phi,A,v0,delta,kappa,va,y0):
426     timearray = np.arange(-0.5,0.5+0.04,0.04)
427
428     isFirst = True
429
430     for timept in timearray:
431         row = niceohvmsAbsMag(x,alpha,phi,A,v0,delta,kappa,va,y0,timept)
432         row = np.resize(row,(1,len(row)))
433
434         if isFirst:
435             toInt = row[:]
436             isFirst = False
437         else:
438             toInt = np.append(toInt,row,axis=0)
439             
440     return np.trapz(toInt,x=timearray,axis=0)
441
442 def lineND(x,alpha,phi,A,v0,delta,kappa,va,y0):
443     timearray = np.arange(-0.5,0.5+0.04,0.04)
444
445     isFirst = True
446
447     for timept in timearray:
448         row = niceohvmsDispMag(x,alpha,phi,A,v0,delta,kappa,va,y0,timept)
449         row = np.resize(row,(1,len(row)))
450
451         if isFirst:
452             toInt = row[:]
453             isFirst = False
454         else:
455             toInt = np.append(toInt,row,axis=0)
456             
457     return np.trapz(toInt,x=timearray,axis=0)
458
459 def absResiduals(p,x,yI,yQ,alpha,A,v0,delta,kappa,va):
460     phi,y01,y02,theta = p
461     print(p)
462     error = np.sqrt((yI-
lineNAI(x,alpha,phi,A,v0,delta,kappa,va,y01,theta))**2+(yQ-
lineNAQ(x,alpha,phi,A,v0,delta,kappa,va,y02,theta))**2)
463     return error
464
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465 def absMagResiduals(p,x,yI,phi,y0):
466     alpha,A,v0,delta,kappa,va = p
467     print(p)
468     error = (yI-lineNA(x,alpha,phi,A,v0,delta,kappa,va,y0)-lambMag(x))
469     return error
470
471 def dispResiduals(p,x,yI,yQ,alpha,A,v0,delta,kappa,va):
472     phi,y01,y02,theta = p
473     print(p)
474     error = np.sqrt((yI-
lineNDI(x,alpha,phi,A,v0,delta,kappa,va,y01,theta))**2+(yQ-
lineNDQ(x,alpha,phi,A,v0,delta,kappa,va,y02,theta))**2)
475     return error
476
477 def dispMagResiduals(p,x,yI,phi,y0):
478     alpha,A,v0,delta,kappa,va = p
479     print(p)
480     error = (yI-lineND(x,alpha,phi,A,v0,delta,kappa,va,y0)-lambMag(x))
481     return error
482
483 def vms(x,A,v0,delta,kappa,va,y0,time):
484     f = (delta**5+2.69269*(delta**4)*kappa+2.42843*(delta**3)*(kappa**2)\
485          +4.47163*(delta**2)*(kappa**3)+0.07842*delta*(kappa**4)+kappa**5)**0.
2
486     eta = 1.36603*(kappa/f)-0.47719*(kappa/f)**2+0.11116*(kappa/f)**3
487     L = (2*f)/(np.pi*(4*(x-v0+va*np.cos(2*np.pi*time))**2+f**2))
488     G = P/(f*np.sqrt(2*np.pi))*np.exp(-((x-
v0+va*np.cos(2*np.pi*time))*P)**2/(2*f**2))
489     fv = A*(eta*L+(1-eta)*G)*np.cos(2*N*np.pi*time)+y0
490
491     if va < 0:
492         boundError = np.empty(len(x))
493         boundError.fill(1e50)
494         boundError *= 1+abs(va)
495         return boundError
496     if delta < 0:
497         boundError = np.empty(len(x))
498         boundError.fill(1e50)
499         boundError *= 1+abs(delta)
500         return boundError
501     if kappa < 0:
502         boundError = np.empty(len(x))
503         boundError.fill(1e50)
504         boundError *= 1+abs(kappa)
505         return boundError 
506     return fv
507
508 def lineVMS(x,A,v0,delta,kappa,va,y0):
509     timearray = np.arange(-0.5,0.5+0.004,0.004)
510
511     isFirst = True
512
513     for timept in timearray:
514         row = vms(x,A,v0,delta,kappa,va,y0,timept)
515         row = np.resize(row,(1,len(row)))
516
517         if isFirst:
518             toInt = row[:]
519             isFirst = False
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520         else:
521             toInt = np.append(toInt,row,axis=0)
522             
523     return np.trapz(toInt,x=timearray,axis=0)
524
525 def vmsResiduals(p,x,yI):
526     A,v0,delta,kappa,va,y0 = p
527     error = yI-lineVMS(x,A,v0,delta,kappa,va,y0)
528     return error
529
530 def vmsFRho(x,A,v0,delta,kappa,va,y0,time):
531     R = va/(0.5346*kappa+np.sqrt(0.2166*kappa**2+delta**2))
532    
533     f = (delta**5+2.69269*(delta**4)*kappa+2.42843*(delta**3)*(kappa**2)\
534          +4.47163*(delta**2)*(kappa**3)+0.07842*delta*(kappa**4)+kappa**5)**(1
/5)
535     fva = R*f
536     eta = 1.36603*(kappa/f)-0.47719*(kappa/f)**2+0.11116*(kappa/f)**3
537     L = (2*f)/(np.pi*(4*(x-v0+fva*np.cos(2*np.pi*time))**2+f**2))
538     G = P/(f*np.sqrt(2*np.pi))*np.exp(-((x-
v0+fva*np.cos(2*np.pi*time))*P)**2/(2*f**2))
539     fv = A*(eta*L+(1-eta)*G)*np.cos(2*N*np.pi*time)+y0
540
541     if va < 0:
542         boundError = np.empty(len(x))
543         boundError.fill(1e50)
544         boundError *= 1+abs(va)
545         return boundError
546     if delta < 0:
547         boundError = np.empty(len(x))
548         boundError.fill(1e50)
549         boundError *= 1+abs(delta)
550         return boundError
551     if kappa < 0:
552         boundError = np.empty(len(x))
553         boundError.fill(1e50)
554         boundError *= 1+abs(kappa)
555         return boundError 
556     return fv
557
558 def lineVMSFRho(x,A,v0,delta,kappa,va,y0):
559     timearray = np.arange(-0.5,0.5+0.004,0.004)
560
561     isFirst = True
562
563     for timept in timearray:
564         row = vmsFRho(x,A,v0,delta,kappa,va,y0,timept)
565         row = np.resize(row,(1,len(row)))
566
567         if isFirst:
568             toInt = row[:]
569             isFirst = False
570         else:
571             toInt = np.append(toInt,row,axis=0)
572             
573     return np.trapz(toInt,x=timearray,axis=0)
574
575 def vmsResidualsFRho(p,x,yI,va):
576     A,v0,delta,kappa,y0 = p
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577     print(p)
578     error = yI-lineVMSFRho(x,A,v0,delta,kappa,va,y0)
579     return error
580
581 def vmsResidualsFreeRho(p,x,yI,v0,delta,kappa,y0):
582     A,va = p
583     print(p)
584     error = yI-lineVMS(x,A,v0,delta,kappa,va,y0)
585     return error
586 if __name__ == "__main__":
587     print("This module is for import only.")
588
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K.5 Auxiliary Files
The editable reference files with all the required parameters include FuncParams.txt and LineParams.txt
files. The header explains each parameter. They are tab delineated, and all comments must have a “#” as
the first character of the line.
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1 # This is a parameter file belonging to JFit by James Hodges
2 # Do not edit the name of the file or the format
3 # Comments can be made using a '#' preceding the line
4 #
5 # Modulation Beta is the Beta that is used in the Bessel functions
6 # Heterdonye Frequency is the the Modulation Frequency
7 # Fourier Coeff determines which fourier component you pick, i.e. 1 for 1f det,
2 for 2f, etc.
8 # Invert Q Phase should be 1 or -1 which accounts for whether your Q detection
phase is +90 or -90
9 # Directionality refers to whether or not the cavity is unidirectional or
bidirectional with regards to the propagation of light 0 is unidirectional and
1 is bidirectional
10 # Concentration Modulation Functional Form is a integer Ranging from 0 to ?,
which uses the functional form of choice for concentration modulation
11 # Concentration Modulation Form Args is any Args that may be required. See
Documentation if any exists.
12 # Fixed Rho is for fitting with fixed velocity modulation amplitude, 1 for true
0 for false.
13 #
14 # Modulation Beta Heterodyne Frequency Fourier Coeff Invert Q Phase
Directionality Conc Mod Functional Form Conc Mod Form Args Fixed
Rho
15 0.63 .25 2 1 1 0 -0.1 1
16 #
17 #
18 # LambDip Parameters
19 #
20 #AL1 AL1FRAC1 AL1FRAC2 AL1FRAC3 AL2 AL2FRAC1
AL2FRAC2 AL2FRAC3 FWHM MU THETA GAUSSCHAR
21 0 0.41 0 0.11 0 0.63 0.06 0 0.0017215
0.0993250 -12 .99
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1 # This is a parameter file belonging to JFit by James Hodges
2 # Do not edit the name of the file or the format
3 # Comments can be made using a '#' preceding the line
4 #
5 #
6 # Linecenter is the center freq of the transition(MHz), A is the absoprtion
depth(AU), FWHM is the full width at half maximum(MHz), CMD is conc. mod.
depth(unitless from 0-1), CMP is conc. mod. phase(degree), VMA is velocity mod.
amp.(MHz), and y0 is the baseline(AU).
7 # NoiseLevel, LowDom, HighDom, and Step are utilized for simulation purposes.
8 # Gaussian data only uses the first three parameters and the baseline. You
leave garbarge in the others.
9 #
10 #
11 #Linecenter A IFWHM HFWHM CMD CMP VMA y01 y02
theta NoiseLevel LowDom HighDom Step
12 0.0 10 0.5 0.5 1.0 45 0.2456 0.00 0 45
0.0000 -4 4 0.01
209
JFitGrapher and JFitSimGrapher are useful bash scripts for rapid visualization of fit results in the case
of the former and simulation results in the case of the latter. If these tools are used they only take a single
argument and it corresponds to the token name of the file of interest in the JFit folder. It uses gnuplot to
create figures and saves them in the data, and then it uses gwenview to display those images.
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1 #! /bin/bash
2
3 pathname="./JFitData/$1/$1"
4 end1="_fit.txt"
5 end2=".png"
6 end3="_resid.png"
7
8 gnuplot << EOF
9 fileinp='$pathname$end1'
10 set terminal png size 600,400 enhanced font "Helvetica,10"
11 set output "$pathname$end2"
12 plot fileinp u 1:2 title 'In-phase', fileinp u 1:3 title 'fitI' w lines,
fileinp u 1:5 title 'Quadrature', fileinp u 1:6 title 'fitQ' w lines
13 EOF
14
15 gnuplot << EOF
16 fileinp='$pathname$end1'
17 set terminal png size 600,400 enhanced font "Helvetica,10"
18 set output "$pathname$end3"
19 plot fileinp u 1:4 title 'residI', fileinp u 1:7 title 'residQ'
20 EOF
21
22 gwenview $pathname".png" 2> .gwenviewgarbage.txt &
23
24 gwenview $pathname"_resid.png" 2> .gwenviewgarbage.txt & 
25
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1 #! /bin/bash
2
3 pathname="./JFitData/$1/$1"
4 end1=".txt"
5 end2=".png"
6
7
8 gnuplot << EOF
9 fileinp='$pathname$end1'
10 set terminal png size 1200,800 enhanced font "Helvetica,10"
11 set output "$pathname$end2"
12 plot fileinp u 1:2 title 'In-phase', fileinp u 1:3 title 'quadrature'
13 EOF
14
15 gwenview $pathname".png" 2> .gwenviewgarbage.txt &
16
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