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Bakalářská práce se zabývá zkoumáním neuronových sítí a jejich praktickým využitím při
snaze o vyřešení problému inteligentní domácnosti. Využívá systém lokalizace založený na
technologii WLAN, používá rekurentní neuronovou síť typu LSTM pro rozpoznání uživatel-
ských činností a simuluje uživatelské akce v robotickém operačním systému.
Abstract
This bachelor thesis investigates the usage of neural networks and their applications on
the problem of smart home. Used localization system is based on WLAN technology. For
activities rocognition is used LSTM recurrent neural network. For simulation purposes is
used robot operating system.
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Cílem této práce je navrhnout a implementovat software, který je schopen řešit problém
inteligentní domácnosti. Jedná se tedy o systém, který se dokáže učit ze svých chyb, je
schopen předpovídat jisté netriviální souvislosti a také se vyvíjet v závislosti na složitosti
prováděných činností. Po vyhodnocení situace odešle pokyny do robotického operačního
systému, který vykoná akce asociované s danou činností. Pro tuto činnost byl jako nejlepší
nástroj zvolen model neuronové sítě, jež je založen na fungování lidského mozku. Ke sběru
uživatelských informací byl zvolen chytrý telefon s operačním systémem Android. Práce by
měla sloužit ideálně jako modul už existujících korporátních řešeních, jež umožňují ovlá-
dání spotřebičů v domácnosti pomocí chytrého telefonu nebo tabletu, ale nedokáží pracovat




Návrhem inteligentních domácnosti se intenzivně zabývalo jak několik velkých firem tak
i nemálo projektů v akademické sféře. V soukromé sféře se jedná především o regulaci,
automatizaci nebo o zjednodušené ovládaní každodenně vykonávaných činností. Především
chytré telefony a tablety přinesli této sféře oživení. Praktický každý korporátní projekt uvádí,
že lze s jeho pomocí ovládat osvětlení a topení pomoci tabletu nebo chytrého telefonu, menší
množství firem už přináší možnost úsporné regulace elektřiny a topení. V současné době
žádná firma nezvládá uspokojivou predikci uživatelských činností.
2.1 Přehled projektů
V následující sekci budou podrobněji rozebrány pouze projekty z akademické sféry a to
především z toho důvodu, že korporátní projekty neposkytují detailnější informace o in-
frastruktuře ani o použitých technologiích, přesto je toto téma populární i mezi velkými
firmami [7]:
• Microsoft - EasyLiving
• Cisco - Internet Home
• Siemens - SmartHome
• Philips - Home of the Near Future, Smart Connections
2.1.1 MavHome
Cílem projektu je snaha o vytvoření prostředí, které se chová jako inteligentní agenti. Funkce
ohodnocující chování agentů je složena z minimalizace nákladu a maximalizace produktivity
a pohodlí obyvatelů domu. K dosažení tohoto chování získává agent informace z různých
senzorů rozmístěných v rámci domu, každé zařízení v domě obsahuje řídící jednotku, díky
které je schopen agent ovlivňovat chování daného zařízení.
Celková architektura se skládá ze 4 vrstev:
• Rozhodující - vykonává akce na základě dostupných informací
• Informační - generuje, získává a ukládá informace důležité pro rozhodující vrstvu
• Komunikační - zprostředkovává komunikaci mezi agenty
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• Fyzickou - jedná se o jednotlivé hardwarové součástky tvořící architekturu řešení
K předpovídání budoucích akcí uživatele jsou využity kompresní algoritmy, markovovi ře-
tězce a k meta předpovědím je využita neuronová síť .[2]
2.1.2 ACHE
Hlavním cílem je snížit výdaje za energii a teplo při jistém omezení uživatelského pohodlí.
Celkové chování systému je ovlivněno dvěma funkcemi, jedná se o funkci hodnotící uživatel-
ský komfort, která je negativně ovlivněna při uživatelské manipulaci domácími spotřebiči,
a funkce monitorující celkové výdaje domácnosti.
Využívá celkově tři typy senzorů:
• Monitorující - podávají aktuální informace o stavu spotřebičů a polohy uživatele
• Nastavující - řídí sílu osvětlení, teplotu vody, výkon větráků . . .
• Řídící - zapínají a vypínají spotřebiče
Při snaze o nalezení optimální hodnoty daného spotřebiče je postupně snižován jeho
výchozí výkon až do zásahu uživatele, pokud se jedná o spotřebič, se kterým už uživatel
interagoval v minulosti, je mu nastaven jeho výkon na předešlou hodnotu. Čas od času
systém úmyslně zkouší snížit i uživatelsky nastavené hodnoty ve snaze o dosažení šetrnější
využití energie. Toto řešení využívá dopřednou neuronovou síť a vyhledávací tabulku. [10]
2.1.3 Health smart home
Tento projekt je zaměřen na pomoc starším lidem, monitoruje zdravotní stav pacientů
a přináší možnost automatizovat základní úkony v domácnosti jako jsou: oblékání, kou-
pání, stravování, toaleta, pohyb. Využívá infra červené senzory pro určení polohy a plánuje




Nejpoužívanější technologií pro lokalizaci je GPS, tato technologie funguje výborně v ote-
vřených prostorách, bohužel je nepoužitelná v budovách. V uzavřených prostorech proto
dominuje využití technologií RFID, UWB, WLAN nebo Bluetooth. UWB představuje nej-
přesnější možnou technologii pro lokalizaci v rámci budov, ale jedná se také o jednu z nej-
dražších [1]. Na druhou stranu WLAN představuje jeden z nejlevnějších a nejdostupnějších
způsobů lokalizace, většinou se využívá ve spojení s jednou z následujících lokalizačních
technik: fingerprinting (sekce 3.1), triangulace (sekce 3.2), trilaterace (sekce 3.3) [1].
3.1 Fingerprinting
Pro využití této techniky se musí nejdříve vyhrazené prostory rozdělit do jednotlivých loka-
lizačních částí. Následně se do těchto částí umístí snímací zařízení, které je schopno snímat
RSSI hodnoty jednotlivých WiFi sítí v okolí. Po obdržení reprezentativního vzorku dat
z každé lokace je vytvořena databáze, jenž obsahuje tyto lokace a vzorky naměřených RSSI
hodnot daných WiFi sítí. Tato databáze se většinou dále zpracovává dalšími algoritmy, jako
jsou například: SVM, KNN, MLP, pravděpodobnostní algoritmy [1]. Po zpracování dat při-
chází evaluační část, kdy se uživatelé nachází v některé lokaci se s snímacím zařízením,
které odesílá data o aktuálně viditelných WiFi sítích a jejich RSSI serveru, který tato data
vyhodnocuje.
3.2 Triangulace
Technika vyžaduje změření tří úhlů od tří různých bodů, následně je díky goniometrickým
vzorcům v trojúhelníku vypočtena poloha. K určení polohy jsou nutné nejméně tři referenční
body, nicméně neexistuje žádný horní limit pro počet referenčních bodů.
3.3 Trilaterace
Tato technika je založena na změření přibližné vzdálenosti uživatele od nejméně dalších
tří bodů se známými souřadnicemi. Po změření dojde k vytvoření kružnic (nebo koulí) se
středem v daných bodech a s poloměrem odpovídajícímu vzdálenosti bodu od uživatele.
Celková poloha uživatele musí být v průsečíku těchto kružnic (koulí). Tuto techniku je




Lidé se neustále snaží inspirovat přírodou při tvorbě nových technologií. Neuronové sítě jsou
jedním z mnoha případů tohoto jevu. Přestože se lidstvo zabývá zkoumáním lidského mozku
poměrně dlouho dobu, některé jevy jsou pro vědce stále záhadou a patrně jimi i zůstanou
v následujících desetiletích. Jedním ze stálé nevysvětlených jevů je proces učení. Nezbývá
tedy než se pokoušet vyvíjet nové metody svépomocí. Všechny fakta uvedené v této kapitole
pochází z [11].
4.1 Stavba neuronové sítě
Neuronová síť se analogicky jako mozek skládá ze základních jednotek neuronů, jež jsou vzá-
jemně propojeny, tyto propojení bývají označovány také jako synapse a jsou ohodnoceny
váhami. V začátcích vývoje neuronových sítí se používali pouze architektury s jednou vrst-
vou neuronu, poté se však ukázalo, že existují problémy, jež nemohou být vyřešeny pouze
jednou vrstvou neuronu. V té době nastal útlum ve vývoji neuronových síti . Změnu přineslo
rozšíření učícího mechanismu do podoby, které umožňovalo učení vícevrstvé neuronové sítě.
Neuronová síť dnešní doby klasicky sestává ze tří druhů vrstev : vstupní, skryté a výstupní.
Všechna fakta uvedené v této kapitole pochází z [11].
Obrázek 4.1: Stavba neuronové sítě.
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4.2 Stavba neuronu
Neuron se skládá z aktivační funkce, biasu(aktivačního prahu), synaptických vah, vstupních
dat a výstupní hodnoty.





Každý neuron (obrázek 4.2) nejprve provádí vážený součet vstupních dat, kdy váhu každého
vstupu představuje synaptická váha asociovaná s daným vstupním neuronem, výsledek to-
hoto součtu představuje vnitřní potenciál neuronu. Následně je přičten práh a na výslednou
hodnotu je aplikována aktivační funkce (sekce 4.4), jejíž výstup je dále propagován jako
vstup dalších neuronů.
Vnitřní potenciál neuronu tedy můžeme definovat jako:




kde n představuje celkové množství vstupů daného neuronu, w představuje váhu spojení
mezi neurony a y výstup neuronu, jež je spojen s daným neuronem. Neuron samotný pak
můžeme definovat jako:
y = f(σ), (4.2)
kde f představuje aktivační funkci (sekce 4.4). Z geometrického hlediska představuje neuron
rovnici přímky, jež rozděluje prostor do dvou polorovin. Typické řešení klasifikace dvou
množin je na vidět na obrázku 4.3.
7
Obrázek 4.3: Klasifikace dvou množin pomocí neuronu.
4.4 Aktivační funkce
Aktivační funkce (nebo-li přenosová funkce) rozhoduje o aktivaci neuronu a následné pro-
pagaci signálu. Existuje větší množství aktivačních funkcí, většinou z vlastností aktivační
funkce těží učící algoritmus (sekce 4.8), proto musí většinou vyhovovat těmto kriteriím:
• spojitost v celém definičním oboru
• diferencovatelnost v celém definičním oboru
• vykazovat squashing effect
4.4.1 Hyperbolický tangent
Definičním oborem funkce jsou všechna reálná čísla. Obor hodnot je z intervalu (−1, 1).





Jedná se o aktivační funkci, jež má jeden z nejlepších vlivů na výsledky učení neuronové
sítě.Průběh funkce je viditelný na obrázku 4.4.[8]
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Obrázek 4.4: Průběh funkce hyperbolický tangent.
4.4.2 Softmax
Tato aktivační funkce se většinou používá pro správnou klasifikaci dat, je uplatňována na






Obor hodnot představuje interval 〈0, 1〉. Pokud budeme uvažovat uplatnění na výstupní
vrstvu neuronové sítě, pak K je celkové množství neuronů obsažených ve výstupní vrstvě
a jejich indexaci značí j. Takto vzniklé mapování výstupních hodnot představuje kategorické
rozdělení pravděpodobností.
4.5 Funkce neuronové sítě
Neuronové síti se předloží jistý vstupní vzorek dat, který začnou postupně zpracovávat
neurony vstupní vrstvy, jež propagují vstup do neuronů, s jimiž jsou spojeny synapsemi,
tento proces probíhá rekurzivně, až se dostane signál k výstupní vrstvě neuronové sítě.
Výstup poslední neuronové vrstvy představuje výstup neuronové sítě.
Počet vstupů neuronové sítě určuje množství dimenzí, které bude mít prostor všech
řešení. Počet výstupních neuronů určuje do kolika polorovin bude tento prostor rozdělen při
třídění vstupních dat. Funkce, kterou neuronová síť realizuje, je dána její konfigurací w:
~y(~w) : <n → (0, 1)m (4.5)
4.6 Šíření informace
Existují dva základní principy pro šíření informace v neuronové síti, jedná se o model do-
předné architektury (sekce 4.6.1) a o model rekurentní architektury (sekce 4.6.2).
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4.6.1 Dopředná architektura
V dopředné architektuře se vyhodnocuje vztah pouze mezi vstupy aktuálního rozpoznáva-
cího kroku. Pro úspěšné použití této architektury je nutné určit maximální délku vstupní
sekvence.
Obrázek 4.5: Dopředná architektura.
4.6.2 Rekurentní architektura
V rekurentní architektuře se vyhodnocuje nejen vztah mezi aktuálními vstupy, ale také
mezi vstupy minulými. Typicky obsahuje cykly. Má schopnost ukládání vzpomínek, tato ar-
chitektura se podobá architektuře lidského mozku mnohem více než dopředná architektura.
Představuje mnohem obtížnější optimalizační problém z hlediska učení sítě. U klasické verze
sítě s rekurentní architekturou je téměř nemožné dosáhnout rozpoznání vzorců ve vstupních
datech, pokud se jedná o posloupnost delší než 20 prvků.
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Obrázek 4.6: Rekurentní architektura.
4.7 Typy učení
Existují dva základní přístupy k učení neuronové sítě a sice učení s učitelem (sekce 4.7.1)
a učení bez učitele (sekce 4.7.2).
4.7.1 Učení s učitelem
Při učení s učitelem se na vstup sítě předloží soubor dat a je upravována její architektura do
té doby, než souhlasí její výstup s předepsaným výstupním vektorem pro vstupní soubor dat.
Existuje více způsobů jak postupovat při úpravě architektury sítě, liší se především učícím
mechanismem a strategií pro akumulaci chyby sítě. Tento typ učení bude upřednostňován
v této práci.
4.7.2 Učení bez učitele
Při učení bez učitele není znám korektní výstup sítě. Důležitou vlastností takovéto sítě je
schopnost shlukovat vstupní data. Je možné vytvořit jistou funkci, která hodnotí chování
sítě, při pozitivním ohodnocení chování sítě jsou následně posíleny váhy mezi neurony, jež
měli na výsledek sítě největší vliv.
4.8 Učící algoritmy
Cílem učícího algoritmu je minimalizovat chybu sítě, tedy přizpůsobit váhy sítě tak, aby
se její výstup co nejvíce podobal zadanému učícímu výstupním vektoru. Je důležité, aby
nedošlo k přeučení sítě, tedy stavu, ve kterém síť sice reaguje perfektně na zadaná tréninková
data, ale ztratila schopnost generalizace a selhává na vzorku reálných dat. Existuje jak
mnoho učících algoritmů tak mnoho technik, které se snaží aspoň částečně minimalizovat
přeučení sítě. V této práci se však budeme zabývat pouze tím nejznámější algoritmem pro
trénování neuronové sítě a to jest algoritmus zpětného šíření chyby (sekce 4.8.1).
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4.8.1 Backpropagation
Tento algoritmus je založen na metodě gradient descent. Používá se pro učení dopředných
architektur (sekce 4.6.1). Níže zmíněný popis využívá y jako označení výstupu neuronu, w
jako aktuální konfiguraci synapse, indexy u w značí, které neurony daná synapse spojuje.
Notace j → označuje všechny vstupní neurony.Pokud jsou součásti nového vzorce i nové pro-






kde p představuje celkové množství tréninkových vzorů a ~w představuje vektor konfigurací.
Součet chyb jednotlivých neuronů, kde y je aktuální výstup neuronové sítě, Y představuje
množství výstupních neuronů a d je očekávaný výstup sítě pro právě zpracovávána vstupní






(yj(~w, ~xk)− djk)2. (4.7)
K uplatnění metody gradient descent je potřeba získat parciální derivaci této chybové funkce
(vzorec 4.7).Celková parciální derivace chybové funkce bude odpovídat součtu parciálních




















kde y představuje aktivační funkci neuronu (vzorec 4.2) a σ představuje vnitřní potenciál
neuronu (vzorec 4.1). Parciální derivaci ∂σj∂wij ze vzorce 4.9 získáme přímým derivováním




parciální derivaci ∂yj∂σj ze vzorce 4.9 získáme přímým derivováním aktivační funkce (sekce




= yj − dkj , (4.11)
což odpovídá chybě výstupního neuronu j pro k-tý treninkový vzor. Po dosazení vzorců
4.10, 4.11 do vzorce 4.9 získáváme pro chybu sítě na výstupním neuronu vztah:
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neurony, jež představují výstup aktuálně zpracovávaného neuronu. Díky stanovení ∂Ek∂yj pro
výstupní neurony ve vzorci 4.12 jsme schopni stanovit ∂Ekwji pro všechny neurony.
Aplikaci těchto principů při trénování neuronové sítě představuje algoritmus 1.
Algoritmus 1: Backpropagation
1: vhodně inicializuj synaptické váhy všech neuronů
2: inicializuj velikost chyby Eji mezi jednotlivými neurony na nulu
3: for k = 1 to počet trénovacích vzorů do
4: while E(w) >  do
5: vypočti výstup sítě
6: vypočítej ∂Ek∂yj (w) pomocí vzorců 4.11, 4.13
7: vypočti ∂Ek∂wji podle vzorce 4.12
8: Eji = Eji +
∂Ek
∂wji
9: wji = wji − Eji
10: end
11: end
4.8.2 Backpropagation v čase
Představuje aplikování algoritmu backpropagation (sekce 4.8.1) na rekurentní typy archi-
tektur (sekce 4.6.2). Neuronová síť se rozvine v čase a je na ni následně uplatněn klasicky
algoritmus backpropagation. Po dokončení průběhu algoritmu se váhy v jednotlivých verzích
sítí zprůměrují a takto dojde ke vzniku výsledné konfigurace. Na obrázku 4.7 je k dispozici
klasická rekurentní síť.
Obrázek 4.7: Nerozvinutá rekurentní síť.
Pro aplikaci algoritmu backpropagation na poslední tři zpracovávané vstupy je nutné,
aby se síť rozvinula do podoby na obrázku 4.8.
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Obrázek 4.8: Rozvinutá rekurentní síť.
4.9 Typy neuronových síti
Bylo vyvinuto již mnoho různých neuronových sítí, avšak nejpoužívanější sítí ve spojení
s učícím algoritmem backpropagation (sekce 4.8.1) je dopředná neuronová síť (sekce 4.9.1).
Jednou z nejefektivnějších neuronových sítí na poli rekurentní architektury je LSTM síť
(sekce 4.9.2).
4.9.1 Dopředná neuronová síť
Jak už název napovídá, informace se v tomto druhu sítě šíři pouze v dopředném směru, tedy
z výstupní vrstvy přes skryté vrstvy k výstupní vrstvě, každý neuron je vždy plně propojen
synapsemi s neurony následující vrstvy. Dopřednou síť je možné nalézt na obrázku 4.5
4.9.2 LSTM neuronová síť
Jedná se o síť s rekurentní architekturou (sekce 4.6.2), jež je schopna realizovat jak krátkodo-
bou paměť tak i dlouhodobou paměť. Klasické sítě s rekurentní architekturou jsou schopny
rozeznat vzorce ve vstupních datech pouze v malém časovém odstupu kvůli mizejícímu nebo
naopak explodujícímu gradientu. Tato síť je schopná rozeznat vzorce v chování napříč 1000
vzorky. Je tvořena paměťovými bloky, tyto bloky sestávaly v původně navrženém schématu
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pouze ze dvou řídících jednotek, avšak v [4] byl představen 3. řídící prvek, tyto řídící prvky
se nazývají brány, jedná se o neurony a řídí vstup, výstup a zapomínání centrálního neuronu,
v němž může být uchována hodnota po delší dobu, každá brána je spojena s multiplikační
jednotkou, která realizuje funkci:
f(~x) = Πxi, (4.14)
tedy součin všech svých vstupních hodnot. Brány jsou ovlivněny hodnotami svých vstupů,
jež představují interakci se zbytkem neuronové sítě. Funkce jednotlivých bran jsou následu-
jící:
• Vstupní brána - rozhoduje, zda-li se bude vstup propagovat do centrální jednotky
• Výstupní brána - rozhoduje, zda-li se bude výstup centrální jednotky propagovat dále
• Zapomínající brána - rozhoduje, zda-li se má uchovat hodnota v centrální jednotce
Celkové schéma je k dispozici na obrázku 4.9.
Obrázek 4.9: LSTM blok.
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Celková síť obsahující LSTM bloky ve spojení s klasickými neurony je k dispozici na
obrázku 4.10. [6]




Celkové řešení je založeno na chytrém telefonu, WiFi infrastruktuře, neuronových sítích a ro-
botickém frameworku ROS se simulačním nástrojem Gazebo. Chytrý telefon s operačním
systém Android je vybaven aplikací (sekce 5.2), která pravidelně podává serveru informace
o aktuálně viditelných WiFi sítích v okolí a jejich RSSI a která umožňuje uživatelům simu-
lovat interakci s domácími spotřebiči. Tato aplikace byla implementovaná v jazyce Java a je
zacílena na sdk verzi číslo 18, nicméně minimálně podporovaná verze je 10. Veškerá data
získaná skrze tuto aplikaci jsou následně zpracovávána serverem (sekce 5.3), jehož implemen-
tačním jazykem je Python, kde probíhá zpracování a vyhodnocení dat pomocí neuronových
sítí. Neuronové sítě byly implementovány v jazyce Python s pomocí knihovny Pybrain. Cel-
kově se jedná o dvě neuronové sítě, jedna určuje aktuální polohu uživatele (sekce 5.4) a druhá
se snaží určit aktuálně prováděnou činnost (sekce 5.5). Pokud jsou data od uživatele vyhod-
nocena ve smyslu, že by mělo dojít k interakci uživatele s nějakým přístrojem v domácnosti,
dojde k odsimulování (sekce 5.6) tohoto jevu v Gazebu. Celkové grafické znázornění archi-
tektury a komunikačních kanálu mezi jednotlivými komponentami je zobrazeno na obrázku
5.1.
Obrázek 5.1: Architektura řešení.
5.1 Celkový průběh
Aplikace se spouští skriptem napsaným v jazyce Python s názvem start_smart_home.py.
Tento skript spouští server (sekce 5.3). Při první spuštěním je nutné nastavit pomocí argu-
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mentů v příkazové řádce, kolik poloh a činností bude aplikace rozeznávat a taky jaký bude
celkový počet uživatelů. Volitelně lze zvolit, zda se má provádět simulace uživatelských akcí.
Všechna tato nastavení jsou persistentní, tedy nejsou zapomenuty s restartem serveru. Pro
spuštění čisté instance je nutné aplikaci spustit s parametrem -d nebo vymazat složku users.
Po úspěšném spuštění serveru se k němu uživatelé mohou začít připojovat pomocí apli-
kace WorkInformer (sekce 5.2) a dochází jak ke sběru uživatelských dat tak k jejich vyhod-
nocení, každý uživatel obdrží výzvu k potvrzení činnosti, pokud server vyhodnotí data ve
smyslu, že by mělo dojít k interakci s domácím spotřebičem, tato akce je také simulované
v Gazebu, v případě že byl server spuštěn v simulačním módu.
5.2 WorkInformer
Představuje aplikaci, která byla navržena k umožnění:
• lokalizace uživatele
• simulace interakce uživatele s domácími spotřebiči
Aplikace zasílá každé 2 sekundy informace o aktuálně viditelných WiFi sítích s hodno-
tami jejich RSSI.
Při prvním spuštění aplikace je vyžadováno uživatelské jméno, adresa a port (obrázek
5.2), na kterém je spuštěna instance serveru (sekce 5.3).
Obrázek 5.2: Úvodní obrazovka WorkInformeru.
Po úspěšném přihlášení musí uživatel zadat své polohy a vždy vyčkat jistý čas, než loka-
lizační část (sekce 5.4) zpracuje všechna data. Tímto procesem si uživatel musí projít pouze
při prvním přihlášení. Demonstrační ukázka této části aplikace je k dispozici na obrázku 5.3.
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Obrázek 5.3: Lokalizační obrazovka WorkInformeru.
Poté jíž následuje simulovaná interakce s domácími spotřebiči. Uživatel má k dispozici
učící mód (sekce 5.5) a také má možnost zadat aktuálně vykonávanou činnost (obrázek 5.4).
Obrázek 5.4: Příkazová obrazovka WorkInformeru.
V případě, že bylo rozpoznáno, že by uživatel měl provádět jistou aktivitu, objeví se
mu dialog, jež umožní potvrdit nebo vyvrátit danou činnost (obrázek 5.5). Tato činnost je
následně odsimulovaná (sekce 5.6).
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Obrázek 5.5: Potvrzení rozpoznané činnosti ve WorkInformeru.
5.3 Server
Jedná se o síťovou vícevláknovou aplikaci, která umožňuje komunikaci s uživateli, tedy
konkrétně s aplikací WorkInformer (sekce 5.2). Pro komunikaci byl vytvořen jednoduchý
protokol, zprávy odesílané z uživatelské aplikace serveru mají následující formát: 〈 časová
značka 〉:〈 typ akce 〉 〈argumenty〉. Klientské zprávy obsahují časovou značku, jenž je
využita při rozpoznávání uživatelské činnosti (sekce 5.5), díky časové značce je možné velice
jednoduše odsimulovat uživatelské chování a ověřit správnou funkčnost aplikace. Zprávy jenž
zasílá server mají tento formát: 〈 typ akce 〉 〈 argumenty 〉.
Server řídí činnost:
• lokalizační části (sekce 5.4)
• rozpoznávací části (sekce 5.5)
• simulační části (sekce 5.6)
Udržuje databázi uživatelů, řídí jejich přístup k serveru. K přihlášení vyžaduje uživa-
telské jméno. Aplikace nedovoluje přihlášení dvou uživatelů se stejným uživatelským jmé-
nem.S pomocí knihovny Pickle zajišťuje persistenci dat napříč restarty.
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5.4 Lokalizace
Pro lokalizaci byla vybrána technologie WiFi. Tato technologie byla zvolena hlavně proto,
že je dostupná v městských sídlištích a nevyžaduje žádné finanční investice do lokalizační
infrastruktury. Ke snímání hodnot RSSI WiFi sítí může posloužit mobilní telefon nebo
tablet. Tyto dva přístroje bývají využívány v současných korporátních řešeních inteligentní
domácnosti, takže opět nepředstavují žádnou novou investici.
Fingerprinting představuje jednu z nejefektivnějších technik pro lokalizaci v budovách,
proto byl zvolen jako výchozí technika pro určení aktuální polohy uživatelů. Ostatní tech-
nologie zmíněné v kapitole 3, nevykazují tak dobré výsledky nebo vyžadují velkou počáteční
investici.
Pro zpracování dat byl zvolen model neuronové sítě (sekce 4), jenž je schopen najít
vlastnosti definující jednotlivé lokalizační oblasti na základě hodnot RSSI, které neustále
kolísají a představují velice neurčitý zdroj informace.
5.4.1 Strategie učení
Každý uživatel musí na začátku s pomocí aplikace WorkInformer (sekce 5.2) specifikovat
své oblasti, ze kterých bude vykonávat specifické činnosti. Uživatel musí navštívit každou
takovouto oblast a počkat, než chytrý telefon odešle z této oblasti 200 vzorků s hodnotami
RSSI okolních WiFi síti. Po vykonání této procedury pro každou oblast, jsou data zpracována
a je vytvořena neuronová síť, která se trénuje na vzorku nasbíraných dat, dokud není schopna
správně klasifikovat alespoň 25% vstupních dat. Celková úspěšnost rozeznáni polohy s tímto
přístupem je 90%.
5.4.2 Architektura neuronové sítě
Jedná se o síť s dopřednou architekturou. Neuronová síť je tvořena jednou vstupní, jednou
skrytou a jednou výstupní vrstvou. Vstupní vrstva je tvořena stejným počtem neuronů jako
je počet nalezených WiFi sítí během sbírání dat (sekce 5.4.1). Skrytá vrstva obsahuje 75%
neuronů vstupní vrstvy a výstupní vrstva je tvořena takovým počtem neuronů, jaký byl
zvolen při inicializaci instance programu (sekce 5.1). Neurony vstupní vrstvy nerealizují
žádnou aktivační funkci, neurony skryté vrstvy aplikují na svůj vnitřní potenciál aktivační
funkci tanh() (sekce 4.4.1) a na výstupní vrstvu je aplikovaná funkce softmax() (sekce
4.4.2).
Jako učící algoritmus byl zvolen backpropagation (sekce 4.8.1).
Vstupem sítě jsou hodnoty RSSI okolních WiFi sítí, na které byla aplikována transfor-
mační funkce (sekce 5.4.3), výstup neuronové sítě představuje aktuální polohu uživatele.
Každému uživateli je z důvodu rozdílných vlastností WiFi přijímačů přidělena vlastní
neuronová síť.
Na obrázku 5.6 můžete vidět grafické zobrazení celkové architektury.
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Obrázek 5.6: Architektura lokalizační neuronové sítě.
Pro ustálení výstupu sítě a zabránění fluktuacím poloh, jež nejsou reálné, byl stanoven
práh, jehož překročení je nutné k aktivaci neuronu. Pokud není aktivní žádný neuron, síť
odpoví posledním známým výstupem, při němž jeden z neuronů překročil hodnotu prahu.
Práh představuje hodnota 0.9.
5.4.3 Transformace vstupních dat
Ke zlepšení vlastností neuronové sítě (sekce 5.4.2) je nutná jistá transformace vstupních
dat. Hodnoty RSSI jsou většinou v rozmezí od 0 do -100, kde 0 představuje nejlepší sílu
signálu a -100 nejhorší možnou. Nicméně hodnota 0 na vstupním neuronu představuj také
neaktivní neuron nebo-li WiFi síť, jež není právě v dosahu. Tato hodnota byla zvolena kvůli
matematickým vlastnostem aktivační funkce, když má neuron vnitřní potenciál roven nule,
není z něj dále propagován žádný signál. Z těchto důvodů je na každou vstupní hodnotu
aplikována tato transformační funkce:
rssinew = (rssiold + 100) mod 100 (5.1)
Tato transformace zajistí, že všechny hodnoty rostou lineárně od hodnoty nula, která
představuje velmi slabý nebo žádný signál, až po hodnotu 100, jež představuje nejsilnější
signál.
Rozmezí hodnot RSSI není nikde definováno a je jenom na výrobci zařízení, jaký rozsah
využije, z tohoto důvodu jsou všechny hodnoty RSSI před aplikováním transformační funkce
posunuty do tohoto intervalu.
Následně jsou hodnoty standardizovány do intervalu 〈0, 1〉.
5.5 Rozpoznání aktivity
Pro rozpoznávání aktivity byla využita rekurentní neuronová sít (sekce 4.6.2) typu LSTM
(sekce 4.9.2), k jejímu trénování byl využit algoritmus backpropagation v čase (sekce 4.8.2).
Architektura neuronové sítě
Neuronová síť je tvořena jednou vstupní, skrytou a výstupní vrstvou. Každý neuron ve





Časové neurony jsou celkem tři, určují aktuální čas, jedná se o neurony reprezentující
aktuální den v týdnu, měsíc a hodinu. Všechny časové vstupy jsou standardizovány do
rozmezí 〈0, 1〉. Tyto neurony usnadňují odlišení vzorců chování, které se vyskytují pouze
v jistých časových obdobích, například o víkendu nebo v noci.
Uživatelské neurony reprezentují aktuálního uživatele, jejich počet je závislý na maxi-
málním počtu uživatelských účtů, tato omezení se vytvářejí při spouštění instance programu.
Pokud je aktivní uživatel s identifikačním číslem 1, bude přivedena na neuron asociovaný
s tímto uživatelským účtem hodnota 1, zbytek uživatelských neuronů bude mít na svůj vstup
přivedenu hodnotu 0.
Lokalizační neurony představují výstup lokalizační části práce (sekce 5.4.2). Jedná se
o nejdůležitější zdroj informací, který slouží k rozlišení uživatelské činnosti. Počet lokalizač-
ních neuronů je dán omezením počtu celkových lokací, které bylo specifikováno při inicializaci
programu.
Skrytá vrstva obsahuje LSTM bloky (sekce 4.9.2), celkový počet těchto bloků je 75%
z velikosti výstupní vrstvy. Celá vrstva je plně rekurentně propojena se sebou samou. Každý
LSTM blok je spojen s neuronem, jenž se označuje jako bias (sekce 4.2).
Velikost výstupní vrstvy je dána množstvím rozpoznávaných aktivit, ke kterým se při-
dává jedna výchozí prázdná aktivita, jež značí, že uživatel právě nevykonává žádnou činnost.
Rozpoznání aktivity je klasifikační problém, proto se na výstupní vrstvě realizuje softmax()
funkce (sekce 4.4).
Celková architektura je viditelná na obrázku 5.7.
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Obrázek 5.7: Architektura neuronové sítě pro rozpoznání aktivity.
Při vyhodnocování aktuální aktivity je využit jistý výstupní práh, konkrétně se jedná
o hodnotu 0.8, kterého musí neuron dosáhnout, aby byl považován za aktivní, pokud dojde
ke stavu, kdy není aktivní žádný neuron, uživatel nevykonává žádnou činnost. V některých
případech se stává, že práh negativně ovlivní celkovou úspěšnost sítě, nicméně tento fakt
je nutno přijmout, protože ve chvílí, kdy je zaveden práh, je většina chyb sítě spojena
s nevykonáním žádné aktivity, i když měl uživatel vykonat určitou aktivitu, bez prahu může
být celkový počet chyb sítě menší, avšak charakter chyb je odlišného původu, většinou
síť rozhodne ve smyslu, že by se měla vykonat jistá činnost navzdory faktu, že uživatel
neprovádí žádnou činnost. Tento jev má mnohem závažnější dopad na uživatelský komfort
a je detailněji rozebrán v sekci 6.2.
5.5.1 Strategie učení
Učení je rozděleno do dvou fází, v první fázi je každý uživatelský vstup zaznamenáván
až do chvíle, kdy se uživatelé rozhodnout ukončit tuto fázi. Při ukončení této fáze dojde
k vyhledání všech aktivit, které byly zaznamenány, a uloží se každá jako zvláštní sekvence
spolu s 1000 předcházejícími vzorky do trénovacího zásobníku. Následně je tento zásobník
rozdělen v poměru 1 : 4 na validační a učící část, síť se trénuje na učící části dokud není její
výstup vůči validační části 100% správný nebo dokud nepřekročí maximální možný počet
trénovacích epoch, maximální množství trénovacích epoch je 200.
Druhá učící fáze probíhá již během samotného vyhodnocování uživatelských dat, síť
si uchovává 1000 posledních uživatelských vstupů, pokud uživatel popře výstup sítě, je
vytvořena nová sekvence, která je uložena do trénovacího zásobníku, a síť je trénovaná po
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dobu 100 epoch nebo do té doby, než celková chyba sítě klesne pod hodnotu 0.001.
5.6 Simulace
Simulace uživatelských akcí probíhá v ROSu s využitím simulačního balíčku Gazebo. Pro
simulaci uživatelských činností byl vytvořen model bytu (obrázek 5.8), v němž probíhali
veškeré experimenty (kapitola 6).
Obrázek 5.8: Simulační model bytu.





Simulace byla realizována jenom pro osvětlení bytu, bylo vytvořeno celkově 8 modelů ve
formátu sdf, které realizují různé stavy osvětlení v bytě. Tyto modely jsou do simulačního
prostředí zaváděny pomocí služby /Gazebo/spawn_sdf_model, prostřednictvím rozhraní pro
programovací jazyk Python.
Stav zapnutých dvou světel je k dispozici na obrázku 5.9.
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Všechny experimenty byly prováděny na procesoru Intel(R) Core(TM) i7-3632QM CPU @ 2.20GHz.
6.1 Lokalizace
Experimentovalo se především s těmito faktory ovlivňujícími výsledek úspěšné klasifikace
polohy:
• topologie neuronové sítě (sekce 6.1.1)
• transformace vstupních dat (sekce 6.1.2)
Všechny testované sítě v lokalizační části měli dopřednou architekturu (sekce 4.6.1) s vý-
stupní vrstvou, na níž byla aplikována funkce softmax() (sekce 4.4.2). Všechny skryté vrstvy
měli jako aktivační funkci tanh() (sekce 4.4). Vstupní vrstva neaplikovala na své vnitřní po-
tenciály žádnou aktivační funkci. Na vstupní data byla aplikována transformační funkce
(sekce 5.4.3), pokud se nejednalo o experimenty související právě s transformací vstupu. Va-
lidační vzorek tvořil 25% učícího vzorku dat. Úspěšnost byla měřena na vzorku 1000 prvků
z každé lokace, tyto vzorky byly získaný odděleně a tedy nejsou zastoupeny vůbec v učícím
vzorku dat. Pokud se nejednalo o experimenty s topologií sítě, byla vždy při experimentech
volena topologie explicitně uvedena v sekci 5.4.
6.1.1 Topologie neuronové sítě
Experimentálně bylo zjištěno, že maximální počet skrytých vrstev, se kterými se dá do-
sáhnout rozumné klasifikace, jsou 3. Celkově nejlepší topologie, na kterých bylo prováděno
podrobnější testování jsou tyto:
1. 1 skrytá vrstva, jejíž velikost je vůči vstupní vrstvě v poměru 3:4 (tabulka 6.1)
2. 1 skrytá vrstva, jejíž velikost je vůči vstupní vrstvě v poměru: 3:2 (tabulka 6.2)
3. 3 skryté vrstvy, jejichž velikost je vůči vstupní vrstvě v následujících poměrech: 1:1,
3:4, 1:2 (tabulka 6.3)
Experimentálně bylo zjištěno, že přidávání šumu do vstupních dat nemá pozitivní vliv
na klasifikační schopnosti neuronové sítě.
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počet učících prvků úspěšnost klasifikace průměrná doba učení
30 86.09% 5.3 s
50 82.88% 8.3 s
100 86.71% 17.26 s
Tabulka 6.1: Výsledky pro první topologii.
počet učících prvků úspěšnost klasifikace průměrná doba učení
30 65.19% 5.50 s
50 71.0% 8.45 s
100 73.65% 17.83 s
Tabulka 6.2: Výsledky pro druhou topologii.
počet učících prvků úspěšnost klasifikace průměrná doba učení
30 51.03% 6.15 s
50 59.52% 10.0 s
100 66.09% 22.11 s
Tabulka 6.3: Výsledky pro třetí topologii.
Nejlepších výsledků bylo dosažené s topologií číslo 1.
6.1.2 Transformace vstupu
Výsledky experimentů (tabulka 6.4) před a po aplikování transformace vstupu (sekce 5.4.3).




Tabulka 6.4: Vliv transformace vstupu na úspěšnost klasifikace.
počet učících prvků doba učení s transformací doba učení bez transformace
30 5.3 s 6.23 s
50 8.3 s 10.63 s
100 17.26 s 15.99 s
Tabulka 6.5: Vliv transformace vstupu na čas učení sítě.
Transformace vstupních dat má pozitivní vliv na klasifikaci a nebylo pozorováno žádné
výrazné zhoršení doby potřebné pro učení sítě.
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6.2 Rozpoznání činnosti
Experimentovalo se především s typem neuronové sítě. Ukázalo se, že klasická dopředná síť
(sekce 4.6.1) není vhodná pro rozpoznávání činnosti, její úspěšnost byla nulová ve všech tes-
tovacích případech. Stejných výsledků dosáhla klasická rekurentní neuronová síť Elmanova
typu [3]. Jediná síť, s kterou bylo dosaženo pozitivních výsledků, byla LSTM síť (sekce 4.9.2.
Celkové fungování této části práce se testovalo na synteticky vytvořených datech. Byly
využity 4 lokace a pět uživatelských modelů chování s celkovým počtem 252 uživatelských
zásahů. První 4 modely chování obsahovaly jisté vzorce, s každým modelem rostla komplex-
nost chování, 5. model představoval náhodné chování. Uživatelské zásahy se skládali pouze
z úkonů rozsvícení a zhasnutí světla, typicky po vstupu do místnosti docházelo k rozsvícení
světel v aktuální místnosti a zhasnutí světel v předešlé místnosti, jednotlivé akce od sebe
byly odděleny časovými odlukami, které představovali v průměru 1 minutu. Následné ověření
celkové funkčnosti probíhalo pomocí vložení stejného scénáře jako při učení, ale s mnohem
většímu časovými rozestupy mezi jednotlivými akcemi a sledováním odezev sítě. Mezi jed-
notlivé činnosti byly vkládány náhodně rozestupy tvořící celkově až 20 minut. V tabulce 6.6
jsou zobrazeny výsledky sítě pro jednotlivé scénáře, u testování funkčnosti sítě jsou uvedeny
průměrné hodnoty pro 20 testovacích scénářů obsahujících šum a v tabulce je také uvedeno
zda-li byl při testování uplatněn práh na výstupní neurony.
č. scénáře klasifikace s prahem klasifikace bez prahu počet akcí
1 61.57% 50.42% 35
2 10.25% 7.08% 60
3 28.57% 20.42% 70
4 36.66% 28.75% 60
5 29.62 s 37.03% 27
Tabulka 6.6: Přehled úspěšnosti klasifikace činností.
Chyby klasifikace se dají rozdělit do 2 skupin. První typ chyb spočívá v tom, že síť
vyhodnotí aktuální situaci ve smyslu, že by mělo dojít k vykonání jiné aktivity, než by měla
nastat, takže například dojde k rozsvícení světla v jiném pokoji. Tento typ chyb ovlivňuje
uživatelský komfort nejvíc a to hlavně z toho důvodu, že vzpamatování z takovéto chyby je
v současném návrhu velice náročné. Jedná se o závažný typ chyb. Druhý typ chyb spočívá
v defenzivním chováním sítě, síť si myslí, že by uživatel v současné chvíli neměl vykonávat
žádnou činnost, přestože se uživatel k vykonání činností chystá. Z takového druhu chyb
se síť vzpamatuje velice snadno, stačí aby uživatel vykonal danou činnost. V celkovém
návrhu bylo tedy myšleno hlavně na defenzivní chování, kterého bylo dosaženo pomoci biasu
a vysoké prahové hodnoty pro aktivaci neuronu ve výstupní vrstvě (sekce 5.5). Výsledky
aplikace prahu na výstupní vrstvu jsou k dispozici v tabulce 6.7, opět se jedná o průměr
z 20 testovacích vzorků.
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Tabulka 6.7: Přehled průměrného počtu závažných chyb.





Celkové vlastnosti jednotlivých neuronových sítí nejsou dostatečné pro úspěšné předpově-
zení uživatelovy činnosti. Navzdory tomu, že lokalizační síť dosahuje úspěšnosti přesahující
90%, je její využitelnost v reálných podmínkách značně složitá a to hlavně z důvodu cel-
kové reakční doby na změnu uživatelské polohy. Celková úspěšnost celého řešení inteligentní
domácnosti v reálném prostředí byla menší než 1%. Především lokalizační část představuje
výrazný problém, zvláště v dynamickém prostředí jakým domácnost beze sporu je. Snímání
okolního signálu RSSI za pomocí mobilního telefonu trvá přes dvě sekundy, zatímco note-
booky jsou schopny vydat relevantní výsledky již po jedné sekundě. Množství viditelných
WiFi sítí za pomocí mobilního telefonu představuje asi čtvrtinu sítí viditelných pomoci
WiFi notebooku. V tomto ohledu se může technologie mobilních telefonů samozřejmě ještě
zlepšovat, nicméně pořád zde existuje problém v podobě relativně jednoduchého ovlivnění
síly signálu pomocí prakticky jakéhokoliv předmětu nebo obyvatele domácnosti, které může
změnit celkový výsledek sítě, protože nově vzniklé hodnoty RSSI můžou být asociovány
s úplně jinou oblastí. Tento problém by se možná dal opět řešit rekurentní neuronovou
sítí, nicméně zcela jistě by opět představoval náročné sbírání hodnot RSSI a nemalý výpo-
četní výkon. Také jakákoliv změna konfigurace okolní WiFi infrastruktury může mít velice
negativní dopad na určení polohy.
Jako daleko lepší řešení se jeví zaměřit se místo síly signálu na čas, který potřebuje
signál k uražení vzdálenosti mezi přístupovým bodem a uživatelem, tato procedura by ovšem
vyžadovala časovou synchronizaci v jednotkách menších než jsou nanosekundy, poskytla by
však daleko lepší výsledky.
Jako jedno z nejtriviálnějších řešení s malou počáteční investicí a přesto s vysokým
stupněm přesnosti se jeví RFID čipy. Problém spojený s tímto řešením je nutnost vybavit
uživatele zařízeními pro aktivaci čipu a také změnit formu ovládání příslušenství domu, což
by byl zřejmě problém pro většinu současných korporátních řešení.
Za jeden z úspěšnějších aspektů této práce lze považovat uplatnění neuronové sítě typu
LSTM na charakter problému inteligentní domácnosti. Ač celková úspěšnost na testova-
cím vzorku syntetických dat byla v průměru 33%, což není mnoho, je nutné si uvědomit,
že testovací vzorek dat představuje opravdu jenom minimální startovací vzorek, který je
svým charakterem velice věrohodný opravdovému využití v praxi. Pro uplatnění v praxi
by bylo vhodné trénovat neuronovou síť pro rozpoznání činnosti alespoň celý první týden.
Navíc defenzivní charakter výstupu sítě umožňuje rychlé doučení všech neznámých situací
v online módu. Jedním ze způsobů jak zlepšit vlastnosti rozpoznávací sítě by mohlo být
implementovat ji jako obousměrnou LSTM síť [5].
Celkové řešení sice podporuje více uživatelský mód, ale není pro něj optimalizováno, také
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všechny učící procesy neuronových sítí jsou implementovány pouze jednovláknově, v tomto
ohledu se dá učení neuronové sítě optimalizovat pomocí grafického procesoru, který zrychluje
proces učení až 150krát.
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• src - složka obsahující zdrojové kódy aplikací
• tools - složka obsahující skripty, jež byly použity během vytváření práce
• tex - složka obsahující zdrojové kódy tohoto dokumentu
• test_data - složka obsahující různé data pro simulace a testování, popřípadě výsledky
testů
• start_smart_home.py - jedna se o skript, který spouští instanci inteligentní domác-
nosti
• install_dependencies.sh - skript, který nainstaluje závislosti pro ubuntu 13.0
• README - obsahuje podrobnější popis implementovaných aplikací
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