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Abstract—Custom-made, point-of-care PCR platforms are a
necessary tool for rapid, point-of-care diagnostics in situations
such as the current Covid-19 pandemic. However, a common
issue faced by them is noisy fluorescence signals, which consist
of a drifting baseline or noisy sigmoidal curve. This makes
automated detection difficult and requires human verification. In
this paper, we have tried to use nonlinear fitting for automated
classification of PCR waveforms to identify whether amplification
has taken place or not. We have presented several novel signal
reconstruction techniques based on nonlinear fitting which will
enable better pre-processing and automated differentiation of a
valid or invalid PCR amplification curve. We have also tried to
perform this classification at lower PCR cycles to reduce decision
times in diagnostic tests.
Index Terms—qPCR, noisy, automated detection, nonlinear
curve fitting, classification, lower PCR cycles
I. INTRODUCTION
Quantitative polymerase chain reaction (qPCR) is the gold
standard for quantification of DNA sequences given its sen-
sitivity, specificity and large dynamic range [1]. However,
as shown in Fig. 1(a), it suffers from disturbances such as
noise, drift, and non-specific amplification when performed
on point-of-care devices. To obtain the real qPCR curves
from an extremely large number of data samples, we need
to find an algorithm which could identify the valid qPCR
amplification signal automatically. Because the identification
of qPCR does not have a very accurate numerical amplification
template, i.e. different concentration and type of DNA has
different threshold cycle (Ct), it makes automated detection
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using machine learning need extremely large training data
which could be very difficult to be implemented. However,
specific nonlinear model-fitting is a good choice for qPCR
identification which can fit the qPCR curve automatically
for any concentration and type of DNA if the curve has an
amplification characteristic.
The specific nonlinear model-fitting detection could be
classified as full-cycle detection and early-cycle detection.
The full-cycle detection is based on model-fitting to the
whole qPCR fluorescence data (full-cycle fitting) and therefore
require waiting until the PCR reaction is complete. PCR
reaction usually takes 45 minutes to 1 hour [2] [3], with
each cycle about 1-1.5 minutes long. However, given that
some time-limited applications require the time-to-result to
be shortened, it is essential to reduce the number of cycles
required, at which this classification can take place. For
example, one of the current rapid Covid-19 tests deployed
in the UK hospitals is CovidNudge – rapid point-of-care
real time RT-PCR test, which requires no laboratory handling
or sample pre-processing [4]. The platform comprises two
components: a disposable cartridge (where a swab is inserted)
and a processing unit (’Box’). It needs approximately 1.5h
to complete the test, which is very good for a non-lab-based
system, but still it means only 16 tests can be done over a
24 hour period with one box. If the PCR processing time can
be halved then a single machine would double its throughput
to 32 tests per day, which is in current circumstances a very
significant improvement.
To solve the signal identification problem, we also propose
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tion time, by fitting a model only to the early part of the
fluorescence signal (early-cycle fitting) and by evaluating the
similarity between the reconstructed signal and real signal to
identify a true sample or valid PCR amplification curve from
noise. Depending on the initial concentration of DNA, the
time-to-result could be shortened significantly as results would
be available shortly after the signal enters the exponential
phase. In this paper, we not only quoted the existing model
such as Sigmoid, Log-Logistic and MAK2 to support our
classification algorithm but also proposed some novel models
such as expMAK2, dsMAk2 and SOE to supplement our
model library.
II. QPCR AMPLIFICATION CURVES
A. Mathematical Aspects
A qPCR amplification curve represents the fluorescence
emitted by the target sequence, measured at each cycle of
the PCR reaction. As shown in Fig. 1(b), a typical qPCR am-
plification curve has four phases [5]. Phase 1, approximately
between 1 and 15 cycles, represents a baseline with a small
variation of fluorescence. At this stage, the concentration of
DNA is too low to be detected, which causes the background
noise to cover the real signal. The background noise should
be determined and removed by setting the range of baseline.
Background noise can be removed automatically by the qPCR
instrument by selecting the range of baseline. Processed qPCR
curve is obtained by removing the background value. However,
the result in phase 1 is still not clear, even if the background
noise is removed. Because the noise is irregular which breaks
the initial stage data irreversibly, so, a threshold line should be
set as a starting point of correct qPCR quantification. Phase
2 is a region where the qPCR curve increases sharply as
exponential. This phase represents the amplification charac-
teristic, and the efficiency is large enough with the threshold
line of detection equal to ten times the standard deviation
of the baseline fluorescence signal [6]: this gives the Ct
value, i.e. the cycle at which the threshold line crosses the
fluorescence signal. Ct value will help for classification of
the qPCR curve. Phase 3 is a region where the efficiency
decreases, which is because of the limited amount of deoxy-
ribonucleoside triphosphate (dNTPs) and enzymes. The qPCR
curve reaches a plateau and stays almost unchanged in phase
4 [5]. At this stage, enzymes are gradually inactivated, dNTPs
are exhausted, and the amount of product increase gradually
decreases; until no product is produced, the number remains
constant [5]. Four phases compose an s-shaped curve which
is the characteristic of a valid amplification qPCR curve.
B. Ct of Amplification qPCR Curves
As shown in Fig. 2, different qPCR curves could be clas-
sified by Ct value, which means the Ct value is a unique
characteristic of the qPCR curve. So, early-cycle detection
could be used to classify qPCR curves by detecting the Ct
value. Considering the real definition of Ct value is the cycle
where fluorescence reaches the threshold value [7], early-cycle
detecting cannot identify the Ct value extreme accurately.







(b) Processed qPCR curve shape
Fig. 1: qPCR signals
However, setting several regions for Ct values should be
helpful for classification such as three Ct values form an
interval, which is shown as Fig. 2.
III. DNA AMPLIFICATION CURVES IDENTIFICATION
A. Full-Cycle Detection
Full-cycle fitting is implemented by fitting a model to the
entire qPCR curve, including all characteristic phases. The
choice of a suitable fitted model could be found in full-
cycle fitting model. When performing full-cycle detection, a
threshold R2* should be set first (Fig. 3). The threshold R2*
should be set to around 0.99 theoretically. Secondly, a valid
qPCR signal is fitted by the full-cycle fitting model, and if a
high R2 value is obtained, the amplification characteristic is
reliably detected. If the R2 is greater than the set threshold
R2*, the signal is classified as a valid qPCR amplification
curve. If R2 is smaller than R2*, the signal is classified as
noise.
B. Early-Cycle Detection
Early-cycle fitting is implemented by constructing a model
which only fits phase 1 (baseline) and phase 2 (exponential).
Early-cycle detection is dynamic and uses the R2 value as a
criterion for detection. The choice of a suitable fitted model
could be found in early-cycle fitting model. Considering that
phase 2 (exponential) is the main feature of the amplification
curve, if phase 2 exists, the probability of the existence of
true amplification in the qPCR curve is exceptionally high.
The models for early-cycle fitting are therefore focused on the
phase 2.
As shown in Fig. 3, a threshold value R2* should be set first
(around 0.99). At each cycle, the chosen model is fitted to the
Fig. 2: qPCR curves with Ct value
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Fig. 3: Full-cycle detection and early-cycle detection
fluorescence curve obtained up until that cycle. If R2*>R2,
the fluorescence signal is classified as valid amplification;
otherwise, qPCR will keep running until the last cycle is
reached. If the amplification characteristic is found before the
end of the qPCR, the final fitting cycle n will be recorded
as the Ct value. However, if all cycles have been completed,
but R2 is still lower than R2*, the signal will be classified to
noise.
IV. MODELS FOR FULL-CYCLE FITTING OF QPCR
AMPLIFICATION CURVES
A. Four and Five-Parameter Sigmoid Models
The description of four-Parameter sigmoid model is:




where Fn represents the fluorescence at cycle n; Fmax rep-
resents the maximum fluorescence; Fb is the background
fluorescence; and c is the fractional cycle of the inflection
point and b is the slope of the curve [8] [9].
B. Log-Logistic Models
The expression of five-parameter log-logistic models is:




where Fn is fluorescence at cycle n; Fb is background flu-
orescence; Fmax is the maximum fluorescence in the whole
qPCR curve; q, r, s are used to adjust the shape of the fitting
curve. Four-parameter log-logistic model is a specific case of
the five-parameter log-logistic model when s = 1 and s are
used to keep the asymmetry shape of the curve. The sigmoid
model is same as log-logistic model only except the part of
(log(n)− log(r)) [6].
C. Tanh Model
The tanh model can be represented as:









where Fn represents fluorescence at cycle n; Fb represents a
constant background fluorescence; Fmax represents the maxi-
mum fluorescence in the whole qPCR curve; q, r ,s are used
to adjust the shape of the fitting curve. As the tanh model
is derived from the sigmoid model, tanh model has the same
fitting property as a sigmoid function.
V. MODELS FOR EARLY-CYCLE FITTING OF QPCR
AMPLIFICATION CURVES
A. Two-Parameter Mass Action Kinetic Model of PCR
Two-Parameter Mass Action Kinetic Model (MAK2) is
a mechanistic model obtained from reaction kinetics in the
anneal/elongation steps of PCR [6]. The expression can be
described as [6]:







where n represents the cycle of double-stranded DNA (ds-
DNA) replication; Dn represents the fluorescence associated
with dsDNA at n cycle; Dn−1 represents the fluorescence
associated with dsDNA at n − 1 cycle; k is an adjustable
parameter which represents the increasing rate of dsDNA in
the process of PCR [6].
B. Modified MAK2 for Less Cycle Fitting
• Exponential MAK2 model (expMAK2) can be described
as:









where n represents the cycle of dsDNA replication; Dn
represents the fluorescence associated with dsDNA at n
cycle; Dn−1 represents the fluorescence associated with
dsDNA at n−1 cycle; k is adjustable value to adjust the
amplification efficiency of fitting curve.
• The expression of double-strand MAK2 model (ds-
MAK2) is:
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compared to MAK2 and expMAK2, dsMAK2 introduces
a new element to capture the reaction efficiency of
another single-strand DNA. With the compensation of
the new parameter q, amplification efficiency becomes
more flexible, so dsMAK2 could fit the qPCR curve with
high R2 but uses fewer cycles. The slope of the curve is
controlled by both k and q. So, dsMAK2 describes the
reaction efficiency of two single-stranded DNA (ssDNA).
C. Second-Order Efficiency Model (SOE) for Less Cycle Fit-
ting
The description of the second-order efficiency model (SOE)
is:
Dn = Dn−1 +
(b+ 1)×Dn−1
Dn−1 + a2/b+ a2/Dn−1
(7)
where n represents the cycle of dsDNA replication; Dn
represents the fluorescence associated with dsDNA at n cycle;
Dn−1 represents the fluorescence associated with dsDNA at
n − 1 cycle; a and b are adjustable parameters which could
adjust the amplification efficiency.
VI. RECOGNITION RESULTS
We used a real qPCR data-set for qPCR identification
testing. As shown in Fig. 4(a), the data-set is composed of
96 qPCR curves, including both valid amplification signal and
invalid noise signal.
All data in data-set were recognised by each model with
different threshold value (R2* = [0.90 to 0.99]). In our
experiment, the recognition accuracy (AC) is defined as:
AC = P/N (8)
where P represents the number of correct identifications and
N represents the total number of test qPCR curves.
(a) Real qPCR data-set (b) Recognition accuracy vs R2* in each
model
Fig. 4: Experiment data
TABLE I: Average Ct of each model
Model
MAK2 expMAK2 dsMAK2 SOE
33.875 33.125 33.625 32.75
Fig. 4(b) shows the recognition accuracy of each model at
different thresholds R2*. R2* can affect the recognition accu-
racy and the model can achieve a good recognition accuracy
with a suitable R2. The recognition accuracy increased as R2*
increased. All models reached the highest accuracy when R2
= 0.99. When R2* = 0.99, MAK2, expMAK2, dsMAK2, SOE
and sigmoid give a recognition rate of 1.00. The accuracy of
Log-logistic and Tanh cannot reach 1.00. In this data-set, we
collected the average Ct value of each early-cycle detection
model at R2* = 0.99. Table I shows the average Ct of MAK2,
expMAK2, dsMAK2 and SOE.
Here we also showed the classification results of each early-
cycle fitting model. As shown in Fig. 5, the threshold R2*
= 0.99. The results have three parts: (1) Identification, which
represents the model recognition results of amplification curve
and noise. (2) Ct, which shows the minimum cycles required
for model-fitting to reach R2*. (3) Classification, which is the
results of the qPCR amplification curve classification by Ct
value. The range of each class is 5 cycles.
Fig. 5: Identification, Ct and classification result of 4 models
VII. CONCLUSION
Since the full cycle detection only needs to perform one
fitting, full-cycle detection is easy to implement and has fast
detection speed, but it can only be performed after the qPCR
reaction. Early-cycle detection has high accuracy and can help
shorten the time required to obtain qPCR results, but requires
fitting a new model at each amplification cycle. R2* should
be set in a suitable range to achieve high recognition accuracy,
usually, we set R2* = 0.99 to reach the highest recognition
accuracy.
Considering early-cycle detection is always run with thermal
cycler simultaneously, it is necessary to be fast and accurate.
So, the reduction of Ct value would be an improvement
of time-limited amplification detection. By using Ct value
obtained from early-cycle detection, amplification signal could
be classified further. The normal range of Ct value is between
15 and 35, and some signal with very high or very low Ct
value could be found from a large number of amplification
signals. So, early-cycle detection could help us find the non-
specific amplification with abnormal Ct value for further
processing.
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