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1. INTRODUCTION 
In this paper we improve the main theorem of [6] to the following theorem. 
THEOREM 1. Let (G, M) be a quadratic pair for p, p odd, such that G is 
quasi simple. If (G, M) is a quadratic pair for 3 whose root group has order 3, 
then we also assume that O,(X) = 4 f or some X E Z. Under these conditions 
G/Z(G) is isomorphic to one of the following groups. 
(1) Groups of Lie type of odd h c aracteristic: A,(q) (n > 2 except in the 
case q = 3, where we have n > 3), 2&(d (n 3 2), f&(q) (n 3 3) G(q) 
(n 3 2), Rtq) (n b 3) 2&(q) (n 3 3) 3W)J G2(d, F&h E&h 2G4d, 
E,(q), where q = p”! for some positive integer 01. 
(2) Groups of Lie typ e o even characteristic: PGU,(2), Sp(6, 2), D,(2), f
G,(4). 
(3) Alternating groups: A, , n 2 5. 
(4) Sporadic groups: HJ, SW, Co, . 
Furthermore we havep = 3, whenever (2) (3), or (4) holds. 
The proof of Theorem 1 depends on Theorems 2 and 3 which will be 
proved in Sections 4 and 5, respectively. 
THEOREM 2. Let (G, M) be a quadratic pair for 3 whose root group has 
order 3 and G is quasi simple. Suppose t&(X) = I$ and I(X) consists of long 
r-involutions for some X E Z. Then G/Z(G) is isomorphic to one of the groups 
listed in (1) OY (3) of Theorem 1. 
THEOREM 3. Let (G, M) be a quadratic pair for 3 whose root group has 
order 3 and G is quasi simple. Suppose e,(X) = + for some X E 2. Let i be a 
long r-involution of I(X). Then one of the following holds. 
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(1) The centralizer of i in G contains a subnormal subgroup H such that 
iEHandHr&forsomen>4. 
(2) G/Z(G) is isomorphic to PGU,(2). 
(3) i is the unique-long r-involution of G. 
Most of our notations follow [6]. For the convenience of the reader we 
recollect some of them in the following. 
DEFINITION. Let G be a group and M a vector space over the finite field 
GF(p) of p elements where p is an odd prime. We say that (G, M) is a 
quadratic pair for p if the following is true. 
(1.1) M is a faithful irreducible GF(p)G module with dirncFtD) M > 1. 
(1.2) G is generated by a set Q of linear transformation of M such that 
Q = {g E G\(l) j M(g - 1)2 = 0). 
For any subset S of G and any subgroup V of M, let V, = C,(S) = 
{v j v E V, vs = ZI for all s E S} and VS = (v(s - 1) / v E V, s E S}. For 
u E G, set pdfo) = ) M0 I. For any integer e, let Qe = {u E Q 1 d(a) = e}. 
Let d = minoeo d(u). For each (T EQ& , set E(u)# = {T E Q / Mu = M. 
and MU = MT} and let E(o) = E(a)# U (1). Then Qd is partitioned by 
E(u)+ and E(u) is an elementary abelian p-subgroup of G. Let Z = (E(u) ] 
u EQJ. We say that (G, M) is a quadratic pair whose root group has order 
3if 1x1 =3foranyXEZ. 
For X E 2, let U(X) be the stability subgroup of G of the chain MI) 
MxI Mx13 0. For u, 7 E G, we let A(u, T) = (u - l)(~ - 1) + (T - l)(u - 1). 
where u, 7 are regarded as elements of the ring of the endomorphisms of M. 
For any subgroup H of G, let Z n H = {X 1 X E Z and X C H}. Let 31f2 
be the nonabelian 3-group of order 27, exponent 3 and nilpotent class 2. 
By the main theorem of [6], the study of quadratic pairs for odd prime p 
reduces to the case where p = 3 and the root group has order 3. Henceforth 
(G, M) will denote a quadratic pair for 3 whose root group has order 3 in 
the rest of this paper. 
Before giving some more definitions we need the following known result. 
THEOREM 4. Let (G, M) be a quadratic pair for 3 whose root group has 
order 3. Let u, 7 cQd and let H = (a, rj. Then H is isomorphic to one of the 
following groups. 
(4 sL(2,3), (b) SL(2,5), (c) sL(2,3) x 4, (4 Z3 x Z3 , (e) 31+2. 
Furthermore, in the case Hz 31+2, if we let h = [u, T], then 
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(1) A~Qtir 
(2) M = M, + MT, M=nMr =0, 
(3) MA = (MO n MT) + (Mu + iIF), MA = (MO n MT) n Mu + MT), 
(4) H C V(Q). 
Proof. See [5, Lemma 4.1; 3, Theorem I]. 
For each X E Z, let 0(X) = {Y j Y E Z such that (X, Y) is not a 3-group} 
and I(X) = {i lj is the unique involution of (X, Y) for some YE 0(X)}. 
We also define B,(X) = {Y 1 YE e(X) such that (X, Y) s SL(2, 3)}, 
e,(X) = {Y 1 Y E 0(X) such that (X, Y) z SL(2, 5)) and t&(X) = 
{Y 1 YE B(X) such that (X, Y) g SL(2, 3) x Za}. Thus e(X) = B,(X) u 
e,(X) u t&(X) is a disjoint union of subsets in Z. 
Let i be an involution of G. We say that i is an r-involution of G if there 
exist X, YE 2 such that i E (X, Y). Clearly, d(i) < 2d. An r-involution i is 
long if d(i) = 2d. An r-involution which is not long is a short involution. 
Let .7,(G) be the set of all r-involutions of G. Let Qd = (Z E Qd 1 there exist x, 
y E Qd such that [x, y] = Z} and let ,?? = {(z) 1 z E Qd}. 
A finite group, X, is quasi-simple if X is perfect and X/Z(X) is simple, 
where Z(X) is the center of X. We now introduce some quasi-simple groups 
which will appear in this paper. A, is the alternating group of degree 71 and a, 
is the perfect two fold covering of A, for n > 5 and 4, s SL(2, 3). MC is 
the simple group discovered by J. McLaughlin. LyS is the Lyons-Sims 
group. 
For a vector space V over GF(3), we sometimes write dim V instead of 
dim, m V. All groups considered are of finite order. Other notations are 
standard and can be found in [4]. 
The proof of Theorem 2 is a generalization of [IO, Lemma 10.2, Sect. 231. 
The proof of Theorem 3 bases its ideas on [5, Theorem 4.4; 10, Sect. 181. 
The d operator introduced by [lo] also plays an important role here. In fact, 
the basic ideas of this work are found in [lo]. 
Theorem 1 shows that the study of quadratic pairs for odd prime p, where 
the group is quasi-simple reduces to the case where the root group has order 3 
and 0,(X) # + for some X E Z. It seems that in this case the characterization 
will be more difficult if it does exist. 
The author wishes to thank Professors Griess, Lyons, and Solomon for 
helpful conversations. He also thanks Professor Gorenstein who made it 
possible for the author to participate in the Special Group Theory Year 
sponsored by Rutgers University, where main ideas of this work were 
accomplished. He would like to express his gratitude to Professor Gorenstein 
for his encouragement and hospitality during the period when the author 
stayed in New Brunswick. 
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2. A-PRINCIPLE 
LEMMA 2.1. Let x, y 6Qd and let S = (x, y>. Let B be a basis of M 
such that, with respect o B, the representing matrix of y is 
Let the representing matrix of A(x, y) with respect o B be A,(x, y). Then the 
following statements are true. 
(a) Suppose S s SL(2, 3) and the involution of S is long. Then 
A,(x, y) = (’ -;d ;I 
when x is conjugate to y in S and 
when x is not conjugate to y in S. 
(b) Suppose S s SL(2, 5). Then 
A,(x,y)2 = t-i” jd %j. 
Proof. By [5, Lemma 4.81, there is a basis B, of M such that, with 
respect to B, , the representing matrix of y is 
and the representing matrix of x is 
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where t = 1 d when x is conjugate to y in S, and t = - Id when x is not 
conjugate to y in S. Thus the representing matrix of (x, y) with respect 
to Bl is 
A, = 
Let P be a nonsingular m x m matrix over GF(3), which corresponds to 
the change of the basis from B, to B. Since the representing matrix of y with 
respect to B, equals the represnting matrix of y with respect to B, P has the 
form 
Hence 
A&, y) = P-lA,P = 
The rest of the proof of (a) is trivial. 
(b) By [5, Lemma 3.61, there is a basis B, of M such that with respect 
to B, the representing matrix of y is 
,i 0 ld 0 ld Id L2d 0  
1 
and the representing matrix of x is 
where R2 = -Id . Let 
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Conjugating by w we see that M has a basis B, such that with respect to B, 
the representing matrix of y is 
and the representing matrix of x is 
Let da be the representing matrix of d(x, y)“, with respect to B, . Then 
An argument similar to that in the proof of (a) yields the desired result. 
LEMMA 2.2. Let x, y EQ~ and let S = (x, y). Suppose S N SL(2, 3). 
If x is not conjugate toy in S, then A(x, y) is an idempotent. 
Proof. Let i be the involution of S and let dim Mi = 2d, , Set d, = 
d - dl . Since i centralizes x, i acts on M”. Choose a basis for M” such that i 
is represented by 
Thus M” = Msx @ Mbx, where Msx = Mi n M” and Max = Mi n Mx. 
Let f = y-l. Then f is conjugate to x in S. Define M3f = (M,“)(l -f). 
Since [i, f] = 1, M3f C Mf n Mi. Since S acts quadratically on Mi and 
(Mi)s = 0, Mi is a direct sum of the two dimensional standard S-modules. 
Therefore Mi = (Mi n MS) @ (Mi n Mf). Hence M3f = Mf n Mi. Let 
Mi = M4z @ V, where V is any vector space complement to M4x in Mi . 
Since x stabilizes Mi , I/‘” = Mhx = Mix. Hence V = L @ N, where 
N== VnM, and IL\ =3% Thus M=M3f@L@M3x@M4x@N, 
and with respect to a suitable basis adapted to this decomposition, the 
representing matrices of x and f are 
481/43/l-23 
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Hence d(x, y) is represented by 
i 1 020  0 l,, 0 00  0 
1 
. 
Therefore d(x, y) is an idempotent. 
3. RESULTS CONCERNING SOME QUASI-SIMPLE GROUPS 
LEMMA 3.1. Let r be a covering group of MC. Then there does not exist 
a vector space V over GF(3) such that (I’, V) is a quadratic pair for 3 whose 
root group has order 3. 
Proof. Suppose the lemma is false. Let (r, V) be a quadratic pair for 
3 whose root group has order 3. Since r acts faithfully and irreducibly on V, 
O,(r) = 1. Since the Schur multiplier of MC is of order 3, r = MC. There 
are two conjugacy classes of elements of order 3, D, , D, in MC. There exists 
an involution i of MC such that C,,(j) = C(i) z A^, . Then C(j) n D, 
corresponds to the conjugacy class of 3-cycles and C(j) n D, corresponds 
to the conjugacy class of the product of two 3-cycles in C(j)/(j). Let a = 
(123)(4.56) and b = (147)(256). S ince (a, b) is transitive on { 1, 2, 3,4, 5, 6, 7}, 
7 divides the order of (a, b). Theorem 4 implies that D, is not a subset 
of the corresponding Qd of MC. There is an element c in D, such that c 
centralizes an element f of order 5. Let C(f) be the centralizer off in MC 
Then O,(C( f )) is an extra-special 5-group of order 25. Since c does not 
centralize O,(C( f )), a conjugateg of c and c generate a subgroup of order 3.5” 
with 012 1. Theorem 4 again shows that D, is not a subset of the correspond- 
ing QZd . Therefore no 3-element is an element in the corresponding Qd , 
which is impossible. The proof of the lemma is complete. 
LEMMA 3.2. There is no vector space V over GF(3) such that (LyS, V) is 
a quadratic pair for 3 whose root group has order 3. 
Proof. Suppose the lemma is false. Let (LyS, V) be a quadratic pair 
for 3 whose root group has order 3. There are two conjugacy classes of 
elements of order 3 in LyS. We use the notation in [7]. Let D, be the con- 
jugacy class containing vu1 . Let D, be the conjugacy class containing va . In 
c = C(Wz> Gs 4, , va corresponds to the conjugacy class of A,, con- 
taining (123)(456). The argument in the proof of Lemma 3.1 shows that 
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D, is not a subset of the corresponding Qd . Proposition 2.10 (b) of [7] shows 
that there are two elements a, b in D, such that (a, b) is of order 3 * 5” 
with a > 1. Theorem 4 shows that D, is not a subset of the corresponding 
Q, . The proof of the lemma is complete. 
LEMMA 3.3. Let n > 3. There does not exist V such that (SP(2n, 2), V) is 
a quadratic pair for 3 whose root group has order 3. 
Proof. Let G = Sp(Zn, 2) and let W be a standard 2n-dimensional 
symplectic space over GF(2), where G acts naturally. Let x E G such that 
x # 1 and x3 = 1. Then W = C,(x) @ [W, x]. Let w E C,(x) and z’ G W. 
Let the inner product of W be denoted by ( , ). Then (v(x - I), w) = 
(ZX, w) - (a, w) = (ZJX, wx) - (u, w) = 0. Thus W = C,(x) 1 [W, x]. 
Since W is nonsingular, C,(X) is also nonsingular. Hence C,(x) contains 
a hyperbolic plane N if C,(x) # 0. In this case we have x E S,(HA), which 
is isomorphic to Sp(2n - 2, 2). This shows that the classes of 3-elements 
of Sp(2n - 2) are the classes in Sp(2n - 2,2) or the class of fixed point free 
elements on W. Since Sp(4, 2) E Z:, , the corresponding conjugacy classes 
of 3-elements cannot be in the corresponding setQ, of Sp(6,2) by Theorem 4. 
Let 0, 7 be two fixed point free elements of Sp(4, 2) such that (a, T> is not 
isomorphic to any group listed in Theorem 4. Let y be a fixed point free 
element on the hyperbolic plane perpendicular to the four-dimensional 
space where Sp(4, 2) acts. Extend B, 7 to gl, or in Sp(6, 2), where ur = 
u @ y, TV = 7 @ y. Clearly ( ui , pi) is not isomorphic to any group listed in 
Theorem 4. This shows that none of the 3-elements of Sp(6, 2) is in the 
corresponding Qd . Thus there does not exist V such that (Sp(6,2), V) is a 
quadratic pair for 3 whose root group has order 3. The same method and 
induction shows that the lemma is true in the general case. 
LEMMA 3.4. Let n > 3. Then there does not exist Vsuch that (Q*(2n, 2), V) 
is a quadratic pair for 3 whose root group has order 3. 
Proof. The proof of this lemma uses the same method as Lemma 3.3 
and the following observations. For n > 2, ,0*(2n, 2) acts transitively on 
nonsingular vectors and on nonzero singular vectors. For n > 3, the 
stabilizer in Q*(2n, 2) of a nonsingular vector is isomorphic to Sp(2n - 2,2) 
and the stabilizer S of a nonzero singular vector is a split extension of O,(S), 
an elementary abelian group of order 22n--2. by S/O,(S) z 9*(2n - 2, 2). 
4. THEOREM 2 
HYPOTHESIS 4.1. (G, M) is a quadratic pair for 3 whose root group has 
order 3 such that G is quasi-simple. 
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HYPOTHESIS 4.2. The set I,.(G) consists of long r-involutions and Hypothesis 
4.1. 
LEMMA 4.3. Assume that Hypothesis 4.1 holds. Suppose 6,(X) = 4 and 
Z(X) consists of long r-involutions for some X E 2. Then Huypothesis 4.2 holds. 
Proof. See [6, Theorem B]. 
We assume that Hypothesis 4.2 is true in the rest of this section. For 
i E IT(G), X E ,E, we let Y(i; X) = {Y 1 YE z and i E (X, Y)} and H(i; X) = 
(X, Y 1 YE Y(i; X)}. 
THEOREM 4.4. Let i E I,(G) and X E .Z. Suppose Y(i; X) + 4. Then 
H(i; X) g A^, for some n 3 4, Z n H(i; X) is a conjugacy class of subgroups 
in H(i; X) and H(i; X) = H(i; 2) for any 2 E Z n H(i; X). 
Proof. Let H = H(i; X). For any subset S of H, let s = S<i)/(i). 
Denote the positive and negative space of i on M by Wand N, respectively. 
Since i belongs to the center of H, W and N are H-submodules. By [5, 
Hypothesis 4.2, Lemma 4.61 we see that B,(T) = 4 for any T E Z: From 
[5, Lemmas 3.6, 4.81 we see that the restriction of X on W is the identity 
transformation and the restriction of Y on W is also the identity transforma- 
tion for any YE Y(i; X). Therefore we can identify H as a group of auto- 
morphisms of N. 
Let zI be the conjugacy class of subgroups of H containing X. Since 
B,(X) = +, Z; contains X and Y(i; X). Therefore H is generated by the 
elements in Er . 
Let E, FE z n H. Suppose (E, F) is a nonabelian 3-group. Theorem 4 
implies N = NE + NF and NE n NF = 0. From NE C NE and NF C NI: 
we see that NE @ NF C NE + NF . Since (E, F) is a 3-group, NE n NF # 0. 
Hence NE + NF g NE + NF = N. However, this implies 2d = dim N & 
dim NE + dim NF = 2d, a contradiction. Therefore we conclude that 
[E, F] = 1 whenever (E, F) is a 3-group. Suppose (E, F) is not a 3-group. 
Let j be the involution of (E, F). Since j is long, the fact that dim N = 2d 
implies j = i. 
Let X = <x) and let b = X. Let D be the conjugacy class of R containing b. 
From above we see that ff = (D) and for any noncommutative pair of 
elements e, f in D we have (e, f) z A^, or A, . 
Case 1. For some a, c ED we have (a, c) s A, . Satz 6.13 of [9] implies 
that n = A, for some n 3 5. Since i E Z(H) n [H, H], H s A, for some 
n >, 5 in this case. 
Case 2. For any e, f E D we have (e,f) s A,. This implies that 
B(E) = B,(E) for any E E A’r . Let Y, ZE ,Y(i; X). Set R = (X, Y> and 
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R, = (X, 2). The proof of [6, Theorem 3.31 shows that R = R, . Since 
Y, 2 are arbitrary, H = R z SL(2, 3) g A4 in this case. 
Therefore Nz A, for some n >, 4 in any case. We now show that Z n H 
is a conjugacy class of subgroups of H. Let FEZ n H. Since O,(H) = 1 
and H is generated by the elements in x1 , there exists E E ZI such that 
[II, F] # 1. We know this implies that (E, F) is not a 3-group. Since &(I?)=#, 
(E, F) s SL(2,3) or SL(2, 5). Thus, F E .ZI and Z n H = Z; is a conjugacy 
class of subgroups of H. 
Suppose Z E E n H. Since Z n H is a conjugacy class of subgroups, 
2 = Xh for some h E H. Since i belongs to the center of H, Y(i; X)h = 
Y(i; 2). Therefore, H = HhC H(i; Z). 
THEOREM 4.5. Let i E I,.(G) and let C = C,(i). Then there is a subnormal 
subgroup H of C such that i E H and H N A^, for some n >, 4. Furthermore, 
n > 5 if there exist E, F E Z such that (E, F) N SL(2, 5). 
Proof. By the definition of I,(G) we see that there exist X, YE 2 such 
that iE (X, Y}. Hence Y(i; X) # 46 for this X. Let H = H(i; X). Then 
H N &, for some n >, 4. By [6, Theorem B], we see that .Z is a conjugacy 
class of subgroups. Therefore H N 2, for some n >, 5 if there exist E, 
FE 2 such that (E, F) N SL(2,5). 
Let ZI = 2 n H and let 2s be the conjugacy class of subgroups of C con- 
taining ZI . Let W and N be the positive space and the negative space of i 
on M, respectively. Thus W and N are C-submodules. As in the proof in 
Theorem 4.4 we see that for any E in L; , E induces the identity transforma- 
tion on W. This implies that for any F in 2s , F induces the identity trans- 
formation on W. The argument in the proof of Theorem 4.4 now shows 
that for E, F F 2s , [E, F] = 1 whenever (E, F) is a 3-group. 
Let Z E .ZZ:,\.ZI . Suppose there is T E 2; such that (2, T) is not a 3-group. 
Let j be the involution of (2, Q. Th e restriction of Z on W is the identity 
transformation and the restriction of T on W is the identity transformation. 
Since dim N = 2d and i is long, i = i. Thus 2 E Y(i; T). Theorem 4.4 
implies H = H(i; T). Hence 2 e Zr in this case, a contradiction. Therefore 
(2, F) is a 3-group for any FE Zr . Thus, [Z, F] = 1 for any J?Jr . Let Hl 
be the subgroup generated by the elements of 2s. Then, Hl Q C. Since H 
is generated by the elements of Z; , the above argument shows that H 4 HI . 
Since Hl 4 C, H is a subnormal subgroup of C. Clearly, i E H. The proof 
of the theorem is complete. 
We now prove Theorem 2 in the rest of this section. Lemma 4.3 shows 
that Hypothesis 4.2 holds under the assumption of Theorem 2. By Theorem 
4.5 we see that the centralizer C of an involution i contains a subnormal 
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subgroup H E A, for some R 3 4 and i E H. If i belongs to the center of 
G, then clearly G = H ‘v A, for some 71 > 5. Suppose i does not belong 
to the center of G. For any subset S of G, let S = SZ(G)/Z(G). Then H is a 
subnormal subgroup of C,(Z) such that t E R and H N a, for some n > 4. 
Suppose 4 < n < 7. Corollary 3 of [2] . pl rm ies that G is isomorphic to one 
of the groups mentioned in Theorem 2 or Mrr . Lemma 3.2 of [6] rules out 
the possibility of M,, . Hence Theorem 2 holds in this case. For n 3 8, 
[8, Corollary 1.21 implies that G is isomorphic to MC or k or LyS or A^, . 
Lemmas 3.1 and 3.2 now imply that G is isomorphic to A, . The proof of 
Theorem 2 is complete. 
5. THEOREM 3 
In this section we assume the hypothesis of Theorem 3 and prove the 
conclusion of the theorem. 
By [6, Theorem B], we see that Z is a conjugacy class of subgroups. If 
.Z = 2, then [5, Theorem 4.41 implies that every r-involution is long. 
Theorem 2 implies that conclusion (1) holds in this case. Therefore we may 
assume that ,Y == (b in the rest of this section. If O,(X) = 4, then the theorem 
in the introduction of [l] implies rhat (1) or (2) holds in this case. Hence 
we may assume in addition to Z’ == 4 that e,(X) $- 4. Let U :-= C:(X). 
Lemma 2.6 of [6] implies that U acts transitively on the set of all long Y- 
involutions in 1(X). Since O,(X) # 4, there exists I’ E B,(X) such that 
i E (X, I’}. Let F E O,(X) and F C <X, I’). Let C = C,(i). 
First suppose 1(X) n C consists of long r-involutions only. Let k E I(X) n C. 
Lemma 2.6 of [6] implies that ik E G. Since L’ is a 3-group, i = k. Hence 
I(X) n C == {i}. Let El be the conjugacy class of subgroups in C which 
contains X. Let ZE Z; . Then 1(Z) n C = {i}. Applying the argument in 
the proof of Theorem 4.4 shows that conclusion (1) holds in this case. 
By [6, Lemma 2.61, Z’E Z*(C). Th eorem 2 implies that C contains a 
short r-involution. Therefore we may assume that I(X) n C contains a 
short r-involution i. The proof of [5, Theorem 4.41 shows that U is abelian. 
Therefore C = C,(j) x [i, U]. Let F = (<f) and let X = ix) such that 
(x) is conjugate to f in (X, F). Lemma 4.8 of [5] implies that M has a basis 
B such that, with respect to B, the representing matrices of x and f are 
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respectively. We now label an element u of U by (5, 7, 6) provided that the 
representing matrix of u with respect to B is 
We identify an element of G with its representing matrix. Hence 
Thus ([, 7, S)i = (-5, -7, 6). Therefore (t,q S)i = (5, q, 6) if and only 
if [ = 0 and 7 = 0. Hence C,(i) = X. Since C,(j) contains X, i inverts 
[j, U]. Let z, = (01, p, y) E U. Then u-l = (-01, -p, -y + c+). A short 
calculation shows the following. 
We claim the following statement. 
(5.4). Let v = (CX, fl, y) E U. Suppose (f, f*) is not a 3-group. If the 
involution of (f, f “) is long, then rank(y) = d = rank( -a/3 + y). 
Proof. From (5.2), after a short calculation, we see that 
4f7 f “1 
=i -(-4+Y) 0 0 1 0 1 
)i 
-p 0 100 0 1 0 1 y g 0
)! 
(-,++Y), 0 -(-&+Y)ol 0 
1 
* 
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Hence 
Y 0 0 
rank(o(f, f”)) < rank < 24 
4 C-4 3 Y>Y -(-43 + Yb 
as y is a d x d matrix. Since the involution of (f, f “) is long, Lemma 2.1 
implies that rank(d(f, f “)) = 2d. H ence rank y = d. Next we observe that 
4fY f “1 = 
i 
-c-4 + Y)Y 
2 
-a{+y g ; Y)[ -& -3. 
Thus 
t 
4-d + Y>Y 0 
2d = rank(d(f, f”)) < rank 
-2 
-CL/?+, <2d. 
+ k” 1m!2,). O 
1 
Hence rank(-c&I + y) = d as required. Let 
Then w E (X, F). Since U admits i and C,(i) = X, U = XU-, where 
U- = {U 1 u E U and ui = u-l}. It is easy to verify that (cu, /3, y) E U- if and 
only if y = $$I. Set (01, /3) = (cu, p, &$I). 
(5.5). Let v = (a!, p, y) E u. If [f, f”] = 1, then V = (01, /8) E u-, y2 = 0, 
ya = 0 and py = 0. If [f, f “1 = 1 and y = 0, then rank 01 = rank/3 = d. 
Proof. As [f, f*] = 1, (5.1) implies 1 - c& + y = 1 - y. Hence 
y = -$I = G&p. Therefore, ZI = (01, /I) E U-. From (5.1) we see that 
0 = (-a/3 + y)y = -y2. Hence y 2 = 0. We also have YCY = 0 and /3y = 0 
by (5.1). 
Suppose y = 0. A short calculation shows that 
I 0 0 
(01, /3)w = 
t 1 
0 1 01 . 
-p 0 1 
Let z = [(ol, /3), (cr, /3)“]. Then 
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Let us assume that /?a = 0. Let Y be a d-dimensional vector space 
over GF(3) and let W be an (m - 2d)-dimensional vector space 
over GF(3). We can view 01 E Hom(V, W) and p E Hom(W, I’). 
Since /3a = 0, ker 01 r) Im t3. Since dim V = dim Im(ol) + dim(Ker (II), 
d=rankar+dimkerol>ranka+rank/3. From y=O and ,%x=0 we 
see that ((01, p) - 1)” = 0. Since rank{(a, p) - 1) = rank 01 + rankp < d, 
the definition of Qd implies that (01, /3) EQ~. Let t = [f, (01, p)]. Then 
10 t 0 1 0 t= --01. PO 1  
Since @ = 0 and @ = 0, (t - 1)2 = 0. Since rank(t - 1) = rank OL + 
rank /3 = d, t E Qd . However, f, (01, /?) E Qd . This implies 2 # 4, a contra- 
diction. Hence /&x # 0. Since (z - 1)2 = 0, x E Q. Since rank(x - 1) = 
rank(@) < min{rank 01, rank /II < d, z E Qd and d = rank 01 = rank /I. The 
proof of (5.5) is complete. 
We now improve (5.5) to the following result. 
(5.6). If v = (a, /3, y) E U such tkat [f, fv] = 1, then y = 0, ‘u = 
(CX, fi) E U- and rank 01 = rank/3 = d. 
Proof. By (5.5) it suffices to prove y = 0. Suppose (5.6) is false. From (5.5) 
we may assume that y2 = 0 but y # 0. Let a = rank y and let b = d - 2~. 
Then there exists a d x d matrix m such that 
Let 17 = diag(r, n, lnaPsd). Then 7 E CBnd(M)((~, f)). By considering (OL, fl>” 
if necessary, we may assume that y has the above matrix representation at 
the beginning. Let 01 = (+), /I = (&), 1 < i < j < 3, where a,, , b,, are 
a x a matrices and a22 , b,, are b x b matrices. Actually this is possible only 
if m - 2d 3 a + b. However, -$I = y implies rank 01 >, rank y = a. 
Hence m - 2d = a + b, with b, >, 0. If b > b, , then we take u22 , b,, to 
be b x b, matrices. From yol = 0 and fly = 0 we see that asi = 0, us2 = 0, 
a ss = 0, b,, = 0, b,, = 0, and b,, = 0. It is easy to see that there is an 
invertible m - 2d square matrix c such that OIC is a lower triangular matrix. 
Let rll = (b , L , 4. Then Q E GIl~d(~, 0) and (01, B, r)“l = (a~, c-Y, Y). 
Hence, by considering (OL, p)“l if necessary, we may assume in addition that 
a - 0, uis = 0, and u2a = 0. Since c& = -y, a,,b,, = - 1, . Let s = 12 - 
[(ol, /3), (01, /3)“], where w is defined in the proof of (5.5). A short calculation 
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shows that s = diag(1, + y, Id + y, lnz-ad - pa). Thus (s - 1)2 = 0 and 
rank(s - 1) = 2 rank y + rank pa. Since (s - 1)2 = 0, s EQ. Therefore 
rank(s - 1) 3 d. This implies that rank pa 3 d - 2 rank y = d - 2a = b. 
So far we have 
and 
Let 
Then olcr = 01. Let r12 = diag(l,, Id, 4. Then 712 E CE~~(M)((X, f>) and 
(% 8, ,P = (% c;% Y)- Hence by considering (01, /3>“a if necessary, we may 
assume in addition that : 6,, = 0 at the beginning. From $3 = -y we get 
a2,b2, = 0 and a2r + a,,b,, = 0. Let 
Then olc2 = 01. Let r/s = diag(1, , 1, j cd Then r13 E CEnd(M)((Xp f>>. BY 
considering (01, /3>“3 = (01, ccl/?, y) if necessary, we may assume in addition 
that b,, = 0. From u2r + a,,b,, = 0 we now get u2r = 0. Since rank@ > b 
and 
rank u22 > b. Hence aa is invertible. From a,,b,, = 0 we now get b,, = 0. 
Thus 
Since b,, is an (m - 2d - a - b) x b matrix and rank /3a > b, rank b,, = 
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b = rank @. Therefore there exists an invertible m - 2d - a - b square 
matrix c, such that c;‘b,, = (3). Let c4 = diag(l,+, , c3). Then 
and tip = 01. Let r/a = diag(1, , I,, 4. Then q4 E GQ,~(~)((x,~)). By 
considering (a, /I)% if necessary, we may assume the following. 
Therefore s = [(oI, fl), (~1, /3)“] is represented by 
0 1, 
1 0 
Thus rank(s - 1) = 
following. 
2a + b = d. This implies s E Qd . We observe the 
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-1 0 0 
0 1 0 
0 0 1 
0 0 -1 1 -1 0 0 0 
0 0 0 1 0100 
0 0 0001 0 0 0 0 
0 0 -1 1 
0 0 0 0 I 
O-1 0 0 0 1 
-0 0 0 0 0 0 1. 
This implies that (CY, /I) and (01, 8)w E U((s)). Therefore U((s))’ # 1. Since Z 
is a conjugacy class of subgroups, U’ # I, which is impossible. The proof 
of (5.6) is complete. 
We now return to the involution j. The restriction of X on III~ is the 
identity transformation. Since Mi , Mi are (j)-modules, the restriction of j 
on Mi is also the identity. Thus j is represented by 
where h is a d x d matrix. Since h2 = Id , there exists an invertible d x d 
matrix P such that 
P-lhP = (-;‘I ;,). 
Let 17 = diag(P, P, lm-2d). By considering Gn if necessary, we may assume 
that 
at the beginning. Let 
and let 
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Then j = jrj, . It is easy to see that j, E CEnd(M)( U). Therefore u E C,(j) if 
and only if uj, = jru. Also uj = u-l if and only if & = u-l. We remark 
that jr might not be an element of G. We now subdivide the matrix re- 
presentation of (cz, 8, 7) E U into smaller blocks, namely, 
where 01 = (g;), /? = (a ,8a), and y = (2 2). Since dim Mj = 2dr and j is a 
short involution, d > dl and d, > 0. 
(5.7). (a) I~(oL, /3, y) E [j, U], then LY = @), /3 = (Pr 0), andy = (-z”l 2). 
(b) If (a, B, r> E G(i), aen 01 = (f,>, P = (0 P22), and Y = (3 z4). 
Proof. For any element u E U we have uj = ju if and only if ujl = jru 
and uj = u-1 if and only if & = u- l. By the fact that j inverts [j, U], (5.7) 
follows from a short direct calculation. 
Let u = ([, 7) E [j, U] and u # 1. We now consider the group (J x, f “). 
If (f,f”) has a long r-involution, then (5.4) implies that rank(-(7) = d. 
From (5.7) (a), we see that 5 = (2) and 77 = (qr 0). Hence -5~ = ($)(Q 0)= 
(Elll i). Since d, > 0, d) rank(--7). This shows that either [J f “1 = 1 
or (f,fu) z SL(2, 3) and the involution of (f, f “) is short as 2 = 4. 
Suppose [f, f “1 = 1. By (5.6) we see that rank 6 = d in this case. However, 
f = (2) by (5.7) (a). Since d > dl , rank 5 = rank t1 $ d. This shows that 
{f, f u) g SL(2, 3) and the involution of (f,f”) is short. Since (x, f> z 
X.(2, 3) and u E C,(x), (x, f “) E SL(2, 3) and the involution of (x, f “) is 
long. There are four root subgroups in (x, f “), namely, (x), (f”“), (f”“-I) 
and <f’“>. It is easy to verify that ux = ([, 7, 1 d - 5;1) and ux-l = ([, v, 
--III - 577). If [f,f%] = 1 where ur = ux or ur = ux-l, then (5.6) implies 
that rank 5 = d. Since (4,~) E [j, U] and d > dl (5.7) (a) implies a contra- 
diction in this case. Hence (f, f “1) is not a 3-group for ur = ux or ux-l. 
Let 6 = -57. We have the following two cases. 
Case 1. f is conjugate to f U in (f, f “). 
Applying (5.3) to u = ZI we see that 
Since O(f-*, .f”) is an idempotent by Lemma 2.2, P = -62. Hence 
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(1 - Sz)z = 1. Suppose (f, f”“) E SL(2, 5). Applying (5.2) to z = ux = 
(t,~, 1 + S) we see that 
t 
(6 + (1 + S))(-1 -S) 0 
4Lf”“) = * -(l” 62) * . 
* 0 0 1 
Applying Lemma 2.1(b) to y = f, x = f Uz, we see that (1 - Sa)a = -1. 
This implies 1 = -1, a contradiction. Hence (f, f uz) g SL(2, 5). Suppose 
(f,f”“-‘) s SL(2, 5). Applying (5.2) to z, = U& = (f, 7, -1 + S), we 
see that 
i 
-(l - 62) 
o(f,f”“-‘) = * -(l? 62) 
* 0 
Applying Lemma 2.1(b) to y = f, x = f U2-1 we see that (1 - S2)2 = -1. 
This implies again - 1 = 1, a contradiction. Therefore we have the following 
situation. (x,f)~(f,fUx)~(f,fUx-‘)~~f,fU)~SL(2,3). Let L = 
(f, x, f “). By [9, (l.l.l)], we see that the possibilities for L are U(3, 3) or the 
Frobenius group stated in [9, (l.l.l), (IO)]. IfL E U(3, 3), then O,(C(x)) = 
[0,(1?,(x)), i] < U and is nonabelian, a contradiction. If (f, x, f “) is iso- 
morphic to the Frobenius group, then i belongs to center of (f, x, f”). This 
is impossible as [u, i] # 1. Therefore Case I cannot occur. 
Case 2. f-l is conjugate tofu in (f,f”). 
In this case Lemma 2.2 implies that O(f, f “) is an idempotent. Applying 
(5.2) to ZI = u we see that (S2)2 = S2. Suppose (f, f ,%) s SL(2, 5). Applying 
(5.2) to v = ux we see that 
t 
-(l - 62) 0 
4f,f”“) = * -(l(L) * 
* 0 0 1 
Now substitute y by f and x by f”” in Lemma 2.1(b). This shows that 
(1 -S2)2 = -1. Hence -1 = 1 - S2 as S4 = S2. Therefore -Sa = 1. 
This implies that rank S = d. Thus rank & = d. However, (f, 7) E [i, U] 
which implies rank 6 < d by (5.7)(a). Therefore (f, f ,,) z SL(2, 3). 
Substitute v by ux-l = (f, 7, -1 + 6) in (5.2). This implies that 
! 
-(l - 62) 0 
A(f, f”“-‘) = * -(I 0 62) * . 
* 0 0 1 
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By Lemma 2.1(b) we see, as before, that if (f,f”“-‘) g SL(2, 5), then 
rank 6 = d. This is impossible by (5.7)(a). Therefore (f,f”“-*) s SL(2, 3). 
An argument similar to that in Case 1 shows that Case 2 cannot happen 
either. 
Therefore we conclude that [j, U] = 1. Suppose I = (5, , Q) E C,(j). 
By (5.7)(b) we see that rank tr~i $ d. If ui -f 1, then an argument similar 
to that in the case when u E [i, U] presents a contradiction. We conclude that 
[U, i] = 1. Hence U = X. Since U acts transitively on the set of long 
r-involutions of I(X) by [6, Lemma 2.61, I(X) contains an unique long 
r-involution i. Since ,?Y is a conjugacy class of subgroups, the following result 
holds. 
(5.8). For any R E Z we have U(R) = R and I(R) contains a unique long 
r-involution. 
LetR(i)={RIREzandiEI(R)).W 1 e c aim R(i) = E. Suppose [Z, S] = 1 
for all S E R(i) and all 2 E z\R(i). Then R(i) is invariant under G = (Q. 
Since G is transitive on Z: R(i) = Z in this case. Hence we may assume that 
there exist S E R(i) and (z) = 2 E LY\R(i) such that [S, Z] # 1. Since 
2 = 4, /S, 2) contains an r-involution i. By (5.8) we see that j is short. 
Suppose [Z, ;] = 1. Then Mi and Mi are Z-modules. Let s E S such that s is 
conjugate to z in (S, 2). Since SC R(i), the restriction of S on Mi is the 
identity transformation. Hence s-l2 and z have the same restriction on Mi . 
However (s-rz)a = j is an involution. This shows that the restriction of Z on 
Mi is the identity transformation. Since [Z, i] = 1, i acts on I(Z). Therefore, 
(5.8) implies that i centralizes the unique long r-involution E of I(Z). Hence 
Mi, Mi are (Q-modules. Lemma 2.6 of [6] implies that I induces -1 on Mi. 
Since I is a long r-involution, 1 = i. This implies that 2 E R(i), a contra- 
diction. Thus we may assume that [Z, i] # 1. Let T E R(i) such that i E (S, T) 
If [T, Z] = 1, then iz E (S”, Tz) = (P, T). By (5.8) we see that i = i”, a 
contradiction. Similarly this shows that (T, , Z> E SL(2, 3) for each Tl E 
2 A (S, T). Thus by [9, (l.l.l)], i is conjugate to i in (S, T, Z). However, 
this is impossible as i is a long v-involution and j is a short r-involution. 
Therefore R(i) = Z. Hence (5.8) implies that i is the unique long r-involution 
of G. The proof of Throrem 3 is complete. 
6. THEOREM 1 
We now prove Theorem 1. The hypothesis of Theorem 1 is assumed, and 
by the main theorem of [6] we may assume that (G, M) is a quadratic pair 
for 3 whose root group has order 3 and O,(X) = 4 for some X E .E. If I(X) 
consists of long r-involutions, then Theorem 2 implies that Theorem 1 holds 
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in this case. We now apply Theorem 3. If conclusion (1) of Theorem 3 holds, 
then the proof of Theorem 2 implies that Theorem 1 is still valid in this case. 
If conclusion (2) of Theorem 3 holds, then obviously Theorem 1 holds. 
Suppose finally conclusion (3) of Theorem 3 holds. For any subset S of G let 
s = SZ(G)/Z(G). Let (x) = X and let b = X. In G let D be the conjugacy 
class of elements of order 3 containing b. Since conclusion (3) of Theorem 3 
holds, the subgroup of G generated by two noncommutating elements in D 
is isomorphic to one.of the following groups: SL(2, 3), A, , A, . The Schur 
multiplier of Sp(2n, 2) is 1 except Sp(6, 2). The Schur multiplier of Q*(2n, 2) 
is 1 except D,(2), Q-(6, 2) g U,(2), and 52+(6,2) s At. By Lemmas 3.3, 
3.4, and [9] we see that Theorem 1 holds in this case too. The proof of 
Theorem 1 is complete. 
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