Abstract-This review paper is a sequel to our earlier paper entitled "Application of the principle of analytic continuation to interpolate/extrapolate system responses resulting in reduced computations-Part A: Parametric methods" dealing with parametric methods in the context of the principle of analytic continuation and providing its relationship to reduced rank modeling using the total least-squares-based singular value decomposition methodology. The problem with a parametric method is that the quality of the solution is determined by the choice of the basis functions, and the use of bad basis functions generates bad solutions. A priori, it is quite difficult to recognize what are good basis functions and what are bad basis functions, even though methodologies exist in theory on how to choose good ones. The advantage of the nonparametric methods is that no such choices of the basis functions need to be made, as the solution procedure itself develops the nature of the solution and no a priori information is necessary. This is accomplished through the use of the Hilbert transform, which exploits one of the fundamental properties of nature, i.e., causality. The Hilbert transform illustrates that the real and imaginary parts of any nonminimum-phase transfer function from a causal system satisfy this relationship. In addition, some parameterization can also be made of this procedure, which can enable one to generate a nonminimum-phase function from its amplitude response and from that generate the phase response and, thereby, can compute the time-domain data for the amplitude-only case except for a delay in the response. This uncertainty is removed in holography, as in such a procedure, amplitude and phase information is measured for a specific look angle, thus eliminating the phase ambiguity. An overview of the technique along with examples is presented to illustrate this methodology.
I. INTRODUCTION
A FUNCTION x(t) is said to be "causal" if x(t) = 0 whenever t < 0.
(
These types of functions arise in the study of causal systems and are of obvious importance in describing phenomena that have well-defined starting points [2] - [4] .
Let x(t) be a real causal function with Fourier transform X(ω), and let R(ω) and I(ω) be the real and the imaginary parts of X(ω). Then [2]-[6]

X(ω) = R(ω) + jI(ω) = |X(ω)|e j Φ(ω ) = |X(ω)| [X(ω)]
(2) where j = Ý(−1) and represents the phase angle of the transfer function. Since x(t) is real, R(ω) is even and I(ω) is an odd function of ω. A general question of whether a specified amplitude characteristic can be realized as a causal system response is answered by the Paley-Wiener criterion [2] , [3] . Consider a specific magnitude |X(ω)| of a transfer function X(ω). It can be realized by means of a causal system if and only if the integral
is bounded. Then, a phase function associated with X(ω) {represented by [X(ω)]} exists such that the impulse response x(t) is causal. The Paley-Wiener criterion is satisfied only if the support of |X(ω)| is unbounded. Otherwise,|X(ω)| would be zero over finite intervals of frequency, and this would result in infinite values for the numerator in (3) as ln |X(ω)| = ∞. Since x(t) has a causal representation, one can write [2] - [6] x(t) = 2 π ∞ 0 R(ω) cos (ω t) dω, for t > 0 , or
and also 
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In addition, if x(t) is bounded at the origin, then [7] - [11] R(ω) = − 1 π
where [ [•] defines the Hilbert transform. The Hilbert transform constitutes a convolution operation with the function 1/s, which is not defined at the origin. For a real-valued function x(t), in the interval −Ý < t < Ý, its Hilbert transform, denoted byx(t), is defined by [2] - [6] x (t) = 1
where PV denotes the principal value of the integral. For notational simplicity, the symbol PV will be omitted from the integrals. Hence, both (6) and (7) have to be interpreted in the principal value sense. So, they both are defined in terms of the Hilbert transforms and have been defined using Cauchy principal values. Note that (6) and (7) hold for nonminimumphase systems. The only restriction is that the temporal response should be causal. This restriction holds for most practical systems.
As an example, consider the reconstruction of phase from amplitude-only data, which is a relatively straightforward problem for a certain restricted class of problems defined as minimum-phase systems, as the phase response is given by the Hilbert transform of the log of the magnitude of the amplitude data [2] - [13] . For a minimum-phase system, both the poles and the zeros of the transfer function are located in the left half of the complex frequency s plane with s = σ + jω, with σ < 0. As Maxwell first pointed out that for the stability of a system its poles must be located in the left half plane where as the zeros can be located either in the right or in the left half plane. Unfortunately, most electromagnetic systems that exhibit delays in their response are nonminimum phase, as some of their zeros can be located in the right half plane. Another characteristic of a minimum-phase function is that the maximum of the energy is concentrated at t = 0, whereas for a nonminimum-phase system, it occurs later in time. For a general class of problems, the relationship between the amplitude and phase is a little involved, as we will see later on. In summary, for minimum-phase systems, the reconstruction of phase from amplitude-only data is relatively straightforward, as the phase response is given by the Hilbert transform of the log of the magnitude ln |X(jω)| of the amplitude data [14] , [15] . The minimum-phase response of a transfer function in terms of the amplitude-only response as a function of frequency is given by arg |X(jω)| and is expressed as
since it is a principal value integral, as the integrand has a singularity that is not integrable. Therefore, the integral in (9) only exists in a principal value sense. However, this property given by (9) of a linear-time invariant (LTI) system does not hold if the system is not minimum phase. If the system is not minimum phase (i.e., when some of the zeros of the transfer function may be on the right half-plane), then (9) does not hold. Hence, (9) has very little use for the practical problems in electromagnetics, even though they are useful for minimum-phase acoustic systems and are available in most signal processing textbooks. However, there is a more general result (which is not very well known) for the Hilbert transform, which is based on the principle of causality and is valid for nonminimum-phase systems. The principle of causality implies that the function x(t) = 0 for t < 0 and is nonzero otherwise. It is important at the onset to point out that the phase realization (be it minimum or nonminimum phase) is a problem that does not have a unique solution given amplitude-only data. A linear-phase term may be added to any phase function without altering its amplitude spectrum. This is because the addition of a linear phase to the phase of the transfer function with a uniform amplitude is equivalent to a pure delay in the time domain. Since we are dealing with linear-shift-invariant systems (as the response of the system is the same independent of the time origin), changing the starting point of the impulse response of the system by a time shift does not alter the magnitude of the transfer function of the original system, except that the phase spectrum is modified by a linear-phase function. The slope of this linear-phase function is equivalent to the time delay. Also, the amplitude spectrum of the transfer function is unaltered by providing a delay to the impulse response of the system at hand.
II. CONSEQUENCE OF CAUSALITY AND ITS RELATIONSHIP TO THE HILBERT TRANSFORM
All time-domain responses of physical systems are causal in that the signal is nonzero only after a certain interval of initial time. In other words, the system output is observed only after a finite delay and cannot be observed before the application of the input. However, since band-limited complex frequency-domain data do not guarantee causality in the time-domain or a realtime-domain response, computations or measurements carried out in the frequency domain do not truly represent the transient response of the system. Even so, we establish that it is possible to extract a causal response by interpolating the complex frequency-domain data under the premise that the time-domain signal must be causal. We use the principle of causality to extrapolate/interpolate the frequency-domain response [14] , [15] .
In general, the real and imaginary parts of the complex frequency-domain data are independent of each other. However, the causality of the time-domain signal, denoted as h(t), ensures us that the real and imaginary components of the frequencydomain response are related through the Hilbert transform. The physical principle of causality imposed some constraints on the real and imaginary parts of the transfer function. The relationship was originally developed by Kronig [14] and Kramers [15] . This is equivalent to (6) and (7) of this presentation.
James and Andresic [16] used this approach to minimize the effects of noise on experimental data. Arabi et al. [17] used the Hilbert transform technique to generate causal time-domain responses of multiconductor transmission lines by enforcing the Kramers-Kronig relationship [14] , [15] between the dielectric constant and the loss tangent of any dielectric material. Bruck and Sodin applied them for image reconstruction [18] . Tesche [19] and Pyati [20] used this technique to generate causal timedomain response from band-limited frequency-domain data. If we denote H R (ω) as the real part and H I (ω) as the imaginary part of the transfer function H(ω) obtained from h(t), then, from the principle of causality, they have to be related by the Hilbert transform [2] - [22] . The property that the real and imaginary parts of the frequency-domain data correspond to the even and odd parts of h(t) is exploited in extracting a causal response from complex band-limited frequency-domain data.
The various properties of the Hilbert transform are summarized next for completeness, as it is not well known in the electromagnetic literature.
III. PROPERTIES OF THE HILBERT TRANSFORM
By a change of a variable, (8) transforms tô
(10) The various pertinent properties are the following. 1) The relation between the Fourier transform of the Hilbert transform.
In this casê
where F denotes the Fourier transform, X(ω) is the Fourier transform of x(t), and sgn (ω) is the signum function defined by
and ω = 2 πf . To establish this result, we knoŵ
p dp
2) The inner product defined by < x ;x > is zero, i.e., the function and its Hilbert transform are orthogonal. To prove this
where * denotes a complex conjugate.
3) The energies in x(t) andx(t)are the same, i.e.,
Hence, the Fourier transforms of a signal and its Hilbert transform have identical amplitude spectra. However, the phase spectra differ from one another only by a constant
where denotes the phase angle of the complex function. This relationship can be used to compute the Hilbert Transform from the Fourier transform. 4) Convolution product:
If
5) An extension of the above property is
6) The double Hilbert transform of a function is the negative of the function, i.e.,x
Or equivalently, the inverse of the Hilbert transform is the negative of the function itself! Since
then if we take Hilbert transform of both sides, and utilizing property (20) , we getx(t) ⊗ y(t) =x(t) ⊗ŷ(t) = −x(t) ⊗ŷ(t), and this is equivalent tox(t) = −x(t). This self-mapping property of a Hilbert transform can be used very effectively to extrapolate computational data, or fill up missing data or can be used to reduce noise in the measurements without having any structural knowledge of the waveform that we are dealing with! This is what is implied by extrapolation of the transfer function of an LTI system without any parametric model. Here, a nonparametric modeling scheme based on physical principles is utilized to extrapolate limited data without any a priori knowledge about the structure of the waveform, as illustrated in [8] , [9] , and [11] . 7) Properties of an analytic signal:
For an analytic signal that is a complex function of time, the Fourier transform exists only for positive frequency components and not for negative frequencies. So an analytic signal x(t) is given by
with
where
8) Expansion of the real and imaginary parts of an analytic function: As Hilderbrand has shown [3] that if a function x(θ) is defined by the Fourier cosine series, then
a n cos (n θ), for 0 < θ < π (23) and it can be shown that its Hilbert transformx(θ) is of the form
a n sin (n θ), for 0 < θ < π (24) as the Hilbert transform of a constant is zero. The principles of modulation and demodulation techniques are based on this principle and so on all instruments implemented in hardware. Let us illustrate this. When a low-frequency signal f m is modulated by a carrier frequency signal f 0 , then one essentially generates two sidebands located at either side of the carrier frequency. The upper sideband is located above the value of the carrier frequency at f 0 + f m and the lower sideband is located at f 0 − f m below the carrier frequency. The modulated signal is translated up in frequency so as to reduce dispersion, as the effective bandwidth of the total waveform with respect to the carrier frequency now becomes very small as opposed to the percentage bandwidth of the signal of interest f m . So once the signal traverses to its desired destination with little distortion, it is now necessary to demodulate the composite signals and remove the carrier frequency and get back the baseband signal. However, the problem is that one cannot simply demodulate the high-frequency signal by beating it with a local oscillator, as the two sidebands will simultaneously get translated into the baseband and will interfere with each other. Hence, the first step in the demodulation process is to generate an analytic signal through I (in-phase) and the Q (quadrature phase) components of the modulated signal so that the signal is defined only for positive frequencies as the negative frequencies will be eliminated through (21) . Now, the analytic signal beats with the local oscillator generating a single sideband generating a translated version of the baseband signal of interest. Besides this important point, there is another economic issue related to every equipment having two separate independent channels for the in-phase and the quadrature phase channels, thereby almost doubling the cost of any instrument. A more innovative way will be to generate the I channel only, digitize it, and use a Hilbert transform of the I channel to generate the Q-channel. The latter can now be done in software rather than in hardware reducing the cost. This will cut the cost of any instrument almost by a factor of half, as two independent channels are not required in this process! Some modern instrumentations including some ground probing radars have embraced such a methodology. This will be a very interesting application of a nonparametric processing algorithm in many equipment manufacturing besides having some advantages in computational methodology.
9) Inverse of a transform: If one considers the Hilbert transform over a finite region defined by the singular integral equation [2] - [5] , i.e.,
is finite, the solution for w can be given by
Many of these properties have been utilized in phase reconstruction [23] , material parameter characterization [24] - [26] , and on causality for the S-parameters [27] . Causality for transmission line responses has been carried out in [25] - [28] . Since we extensively compute the Hilbert transform using Fourier transforms, we next discuss some important related computational properties. Often, we deal with digitized signals resulting in discrete frequency-domain data, and hence, it is necessary to process frequency-and time-domain signals in the form of sequences.
IV. TRANSFORM RELATIONSHIP BETWEEN THE HILBERT AND THE FOURIER TRANSFORMS FOR THE ANALOG AND THE DISCRETE CASES
For an analog causal signal given by (1), its Fourier and the Hilbert transforms are related by (6) and (7) . For the discrete case, we briefly cover some of the properties of sequences and their Fourier transforms. The relevant point here is that for the discrete case, one need to develop an alternate form of the Hilbert transform where the singular kernel periodically repeats itself and not just exists as a single monotonically decaying function. Since we are going to perform computations, it is necessary to consider the digital sequence h [n] . The details of the computations are available in [6, Ch. 10] .
Any complex sequence h[n] can be expressed as the sum of a symmetric sequence h e [n] and an antisymmetric sequence h o [n] . In the case of real sequences, these are called even and odd sequences [6] represented by subscripts e and o. Therefore
where the Fourier transform of any complex sequence h[n] is represented by H(e jω ), where
Therefore
This implies that
, which is an even function and H I (e jω ) = − H I (e −jω ), which is an odd function. The procedure outlined in [6, Sec. 10.2] forms the basis of our computation for the Hilbert transform technique for the extraction of a real causal time-domain response from bandlimited complex-valued frequency-domain data. The theoretical development ensures us that by computing the discrete Fourier transforms (DFTs) and inverse DFTs (IDFTs), the original realtime sequence will not lose its causal nature.
V. METHODOLOGY TO EXTRAPOLATE/INTERPOLATE DATA IN THE FREQUENCY DOMAIN USING A NONPARAMETRIC METHODOLOGY
A technique to extrapolate/interpolate data in the frequency domain in a nonparametric fashion utilizing the Hilbert transform is described next. Before the algorithm is described, it is useful to know something about the properties of a frequencydomain data samples. Assume that we have complex frequencydomain data between frequencies f 1 and f 4 . Consider a missing band of data between the frequencies f 2 and f 3 . The frequencydomain data are sampled at (n 2 − n 1 ) frequency points between f 2 and f 1 , and at (n 4 − n 3 ) points between f 4 and f 3 . This is expressed as a vector
It is now our objective to interpolate these missing data between n 2 and n 3 . As a first step:
1) The available band-limited frequency-domain data are padded with zeros to ensure a length of n points, where n is given by N/2 + 1, and N ls [2 4 8 . . . 1024 2048 ·. ·], providing a sequence of
2) This complex sequence is altered to obtain a modified sequence of length N. This is done by appending the complex conjugate of the sequence to the original data as
where the overbar denotes the complex conjugate of a complex-valued sequence.
3) The complex sequence is now split into its real and imaginary parts 
This in fact is the even part of the time-domain sequence. The numerical implementation of the Hilbert transform may be found elsewhere [6] . 5) Before proceeding further, it is important to know that there are sharp discontinuities in the frequency-domain data as portions of the data are missing. In order to deal with this situation, we will have to multiply the timedomain sequence with a window. A Hanning window of length N is multiplied with the time-domain sequence.
The resulting frequency-domain sequence will now be filtered or "smoothed" [11] . The Hanning window is given by
Hence
where the ⊗ denotes the convolution. 6) The odd sequence is obtained from the even sequence by making use of the available relationships [6] , [8] , [9] . We have
7) The DFT of this odd sequence will give the imaginary part of the spectrum as stated earlier
8) A substitution for the missing points is made in the imaginary part of the original sequence using the sequence obtained in Step 7 as
9) This sequence is copied to obtain a sequence of length N, which is an improved version of the original sequence
10) The IDFT of this sequence will give us the odd sequence again 12) The DFT of this sequence obtained in the previous step will give us the real part of the spectrum as stated earlier
13) A substitution for the missing points is made in the real part of the original sequence using the sequence obtained in
Step 12, as 
16) As in
Step 5, this time-domain sequence is multiplied with the Hanning window to make the sequence rather smooth. 17) Subsequent processing involves iterations of Steps 6-16. The above set of procedures will interpolate the missing band of frequencies. The reconstructed sequence will now be the complex sequence given by
And by comparing it with (46) to illustrate that the missing data are iteratively being reconstructed as
it is worthwhile to note that by making use of the Hanning window, although we have overcome the difficulties due to discontinuities at the ends of the missing band, we might suffer a loss of resolution. This is not a serious problem and its effects can be minimized as shown in the numerical examples.
VI. ILLUSTRATIVE EXAMPLE
Let us consider the frequency-domain data of a microstrip filter measured using the HP 8510B Network Analyzer. The device is a bandpass filter and its characteristics are measured (it can also be computed) at 415 points from 4.31 to 7.415 GHz. Our objective now is to compare the performance of the two methods (the Cauchy method described in [1] that is a parametric method and the iterative nonparametric technique based on the Hilbert transform, as the number of missing points is gradually increased). These missing points are created by deleting portions of the measured data. However, the data samples could as well have been taken from some numerical computations in an electromagnetic simulation or from other systems. Fig. 1(a) shows the real and imaginary parts of the original data. Let us now discard 40 points (which is about 10% of the data) from 200 to 240. Fig. 1(b) shows this deleted band of data. These data points are now given as input to the parametric interpolation/extrapolation based on the Cauchy method. The entire dataset is not required for this. Only a few points before and after the missing band are sufficient. The program returns the interpolated data. Next, these same missing data are given as input to the iterative nonparametric methodology described in the earlier section based on the Hilbert transform presented in Section V. The missing points are zero padded. Fig. 1(c) compares the output of both methods (the parametric Cauchy method and the nonparametric iterative method based on the Hilbert transform) with the original real part, while Fig. 1(d) compares the corresponding imaginary part. Clearly, the reconstruction is quite accurate using either technique.
Next, the number of deleted points was increased to 60, i.e., points 200-260 were discarded. The same procedure was repeated. Fig. 2(a) displays the truncated data. Fig. 2(b) shows the reconstructed real part, and Fig. 2(c) shows the reconstructed imaginary part of the response utilizing both the techniques.
It is clear from these figures that the reconstruction obtained using the iterative method based on the Hilbert transform is slightly better than that obtained using the direct method. Note that the amplitude of the reconstructed part using the Cauchy method came out slightly higher than the actual amplitude.
When the number of deleted points was increased to 80 (about 20% of the data have been deleted from the middle of the band), i.e., from 200 to 280, the iterative method again proved to be better than the direct method. But this time, a slight modification was made in the initial guess for the missing points in the iterative method. A straight line extrapolation between the ends of the missing band was made in the initial guess instead of zero padding it. Fig. 3(a) shows the original data with the initial guess. Fig. 3(b) and (c) shows the reconstructed real and imaginary parts using both methods. Clearly, the iterative method gave better results. But it should be noted that a better interpolation can be obtained by the Cauchy method if the cutoff for the singular values (explained earlier in the theory in [1] ) is chosen appropriately. Fig. 3(d) and (e) shows the improved result. The singular value cutoff was changed to 10 −21 from the previous value of 10 −16 . However, determining the cutoff for the singular values in practical situations may not be possible. Applications in antenna measurements [29] - [34] have been implemented using this technique; causal responses have been computed in [35] , in causal parameter characterization [36] - [38] , and in electromagnetic time reversal [39] . The final application of generating the temporal response from amplitude only data is discussed next. Other related applications can be seen in [40] - [42] . Now, it is illustrated on how to obtain the transient response from an amplitude only data without having any knowledge of the phase spectrum. The solution is nonunique as the actual practically band-limited causal signal will differ from the true one by a time delay as illustrated next.
VII. GENERATION OF THE TRANSIENT RESPONSE USING AMPLITUDE-ONLY DATA FOR NONMINIMUM-PHASE ELECTROMAGNETIC SYSTEMS
For a causal sequence x n where n = 1, 2, ..., N , its frequency response can be obtained as X(ω) = ∞ n =0 x n e −j ω n .The magnitude square of the frequency response, i.e., the power spectrum, can be written as
where X * (ω) is the complex conjugate of X(ω). Multiplying both sides by e −j kω (where k is an integer) and integrating from 0 to 2π results in
When k = m − n, the integration of the terms in the righthand side leads to 
So (52) can be written as
Since we are not dealing with the continuous magnitude response but with a finite number N of the amplitude only data, (55) needs to be written in the discrete form as
where Δω is the frequency-sampling interval and X(ω i ) is the DFT of sequence x n . The left-hand side of (56) is the DFT of the magnitude response and the right-hand side is the autocorrelation of the time-domain sequence. The last half of sequence x n , which corresponds to the negative index of n, should be filled with 0s to satisfy the causality condition; otherwise, (55) will not hold. An error function is now defined, the minimization of which leads to the values of x n computed from the amplitude only power pattern. The error function is defined as
x n x * n +k .
(57) The time-domain sequence x n can now be solved by minimizing the error function, from which the desired phase response can be solved. Note that for a delayed version of x n , as long as it is causal, the autocorrelation in (57) will yield the same result, and therefore, the solution is not unique. The nonuniqueness of the solution will cause a linear phase difference in the frequency domain. As in general x n is complex, optimization of (57) requires a 2N-dimensional search over x n , so the computational load can be very large. We can use an all-pass filter representation for a nonminimum-phase function [6] to reduce the computational load, as shown next.
The actual frequency response of any system can be represented by the product of the minimum-phase frequency response and the frequency response of an all-pass filter [6] , resulting in
where X min (ω) is the minimum-phase response given by
The all-pass system has the unit magnitude response from 0 to 2π and so it has only a phase function and all it poles and zeros occur in conjugate symmetry. The frequency response H all−pass (ω) can be represented in terms of the following polezero factorization:
where a p and b q are the real and complex pole-zeros of the all-pass system, respectively. Note that for a causal and stable system, the amplitudes of a p and b q should be less than 1. Rewriting (60) as the function of a p and b q , one can redefine the error function as
n +k , and IFT[·] denotes an inverse Fourier transform. Equation (61) has only P + 2Q variables to be optimized. According to [4] - [6] , the values of x n that are of any significance occur in the first few samples and decay to zero for the rest of the sequence; (56) needs approximately a 20-30-dimensional search to minimize the error. In contrast, (61) normally needs only a 3-6-dimensional search for minimization (the numerical values for P and Q are generally 1 or 2). Even though (61) is more complex than (57), the computational load is still significantly reduced. Because it is very hard to get the gradient of variables a p and b q , and the downhill simplex that is used to obtain a multidimensional search [4] is used to obtain the desired solution. After the parameters a p and b q are estimated, the desired phase response is given by (58).
Next, we present a numerical example to illustrate the applicability of this approach in reconstructing the temporal response, but first extracting the phase response from the magnitude-only data. Consider a horn antenna as shown in Fig. 4 . The probe at the end of the horn is excited with 1 V and is oriented along the z-axis. Its length is 40 mm. The dimensions of the horn antenna are: a 1 = 72 mm, b 1 = 80 mm, c 1 = 50 mm, a 2 = 60 mm, b 2 = 30 mm, c 2 = 50 mm, and d = 25 mm. The input pulse exciting the horn is a Gaussian pulse shown in Fig. 5 . The far-field power spectrum from 1.4 to 2.8 GHz is given in Fig. 6 . There are totally 1401 sample points, which is downsampled by 10 before being processed by the Cauchy method of [1] . The 1.4-GHz frequency band is divided into three subbands of 0.6 GHz, and the overlap between the adjacent subbands is 0.2 GHz. Fig. 7 shows the actual computed phase by HOBBIES [43] (solid line) for the actual electromagnetic nonminimum-phase system, the reconstructed phase (dashed line), and the phase difference (dotted line) between the true and the reconstructed responses for the horn antenna. From Fig. 7 , it is seen that the difference between the actual phase and the estimated phase is very linear, which is the differential linear phase functions representing a pure delay in the time domain. Fig. 8(a) and (b) displays the time-domain response of the horn antenna. The difference between Fig. 8(a) and (b) is in the reconstructed time-domain response, which is shifted in Fig. 8(b) to match the original time-domain response. From these two figures, we can see that the distortion in time domain is very small.
For the next example, consider a microstrip patch antenna as shown in Fig. 9 . The probe is connected to a long rectangular metallic strip, and it connects to a square patch which are printed over a dielectric substrate with ε r = 2.6. The dimensions of the patch and the substrate are: a 1 = 76.56 mm, b 1 = 48.72 mm, a 2 = b 2 = 34.8 mm, a 3 = 34.8 mm, b 3 = 7.36 mm, h 1 = 1.575 mm, and h 2 = 0.4725 mm. The input excitation is the same Gaussian pulse as in Fig. 5. Fig. 10 shows the power spectrum density of the microstrip patch antenna from 2 to 3 GHz.
In the specified frequency band, there are 2001 frequency sample points, which is downsampled by 10 before being processed by the Cauchy method of [1] . The 1-GHz frequency band is divided into three subbands of 0.4 GHz, and the overlap between the adjacent subbands is 0.1 GHz. Fig. 11 shows the actual computed phase (solid line) using HOBBIES [43] , the reconstructed phase (dashed line) using the presented methodology, and the phase difference (dotted line) between the true and the reconstructed responses for the patch antenna. From Fig. 11 , we can see that the phase difference is a straight line, thereby representing the nonuniqueness of the solution as an addition of a linear phase will not change the amplitude response but will provide a delay form the output of the antenna. The original and the shifted reconstructed time-domain responses are plotted in Fig. 12 . These two time-domain responses are almost identical.
VIII. CONCLUSION
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