In this paper, we prove that every F * space (i.e., Hausdorff topological vector space satisfying the first countable axiom) can be characterized by means of its "standard generating family of pseudo-norms". By using the standard generating family of pseudo-norms P, the concepts of P-bounded set and γ-maxpseudo-norm-subadditive operator in F * space are introduced. The uniform boundedness principles for family of γ-max-pseudo-norm-subadditive and quasi-homogeneous operators in F * spaces are established. As applications, we obtain the corresponding uniform boundedness principles in classical normed spaces and Menger probabilistic normed spaces. c ⃝2015 All rights reserved.
Introduction
The uniform boundedness principle (or the resonance theorem) is one of the foundation stones of functional analysis. For its importance there has been a lot of work (see books [2, 14, 16] ) on uniform boundedness principles since Banach-Steinhaus theorems were established in 1927. Especially, today we can find some new improvements for uniform boundedness principles in many different mathematical fields (for examples, see [1, 5, 6, 8, 9, 10, 11, 12, 15, 17, 18] ).
Recently, in [4, 7] , R. Li et al. gave the definition of quasi-homogeneous operator and showed the family of quasi-homogeneous operators included all linear and many more nonlinear operators. The introduction of quasi-homogeneous operators has strongly broadened our research scope of operators. After that, some new uniform boundedness principles for quasi-homogeneous operators have appeared in the literature (see [9, 12] ).
On the other hand, it is well known that the subadditive functions have played a important role in the study of uniqueness of differential equations, convex solids and extension of linear functional. Then the uniform boundedness principles for family of γ-subadditive functionals in some topological vector groups are established in [5] . Inspired by the work of [4, 5, 7, 9, 12] , the main work of this paper is to establish the uniform boundedness principles for family of γ-max-pseudo-norm-subadditive and quasi-homogeneous operators in F * spaces.
In this paper, we use the terminology in [14] , where a F * space means a Hausdorff topological vector space satisfying the first countable axiom, and a complete F * space is called a F space. In Section 2, we first prove that every F * space can be characterized by means of its "standard generating family of pseudo-norms". Then by using the standard generating family of pseudo-norms P, the concepts of P-bounded set and γ-max-pseudo-norm-subadditive operator in F * space are introduced. In Section 3, the uniform boundedness principles for family of pointwise bounded γ-max-pseudo-norm-subadditive and quasi-homogeneous operators in F * spaces (or normed spaces) are established. In Section 4, we give some applications concerning our results. As example, we obtain the corresponding uniform boundedness principles for family of pointwise probabilistic bounded γ-max-probabilistic subadditive and quasi-homogeneous operators in Menger probabilistic normed spaces, and the elements of the space (l p ) form a subset of the first category in the space (c 0 ), where p 1.
Preliminaries
In this section, we first introduce the concept of "standard generating family of pseudo-norms" of a F * space, and prove that the linear topology on every F * space can be determined by its standard generating family of pseudo-norms P. Secondly, we use the standard generating family of pseudo-norms P to give the definitions of P-bounded set and γ-max-pseudo-norm-subadditive operator in F * spaces, and study their relevant properties.
Throughout this paper, let R = (−∞, +∞), R + = [0, +∞) and N be the set of all positive integers. In order to give a new characteristic description of F * spaces, we need the following lemma. Lemma 2.1. ( cf. [11] ) Suppose X is a linear space on a number field K (real number field or complex field), P = {p λ | λ ∈ (0, 1]} is a family of pseudo-norms in X satisfying the following conditions:
(P-1) p λ (x) = inf 0<µ<λ p µ (x) for each x ∈ X and λ ∈ (0, 1]; (P-2) p λ (kx) = |k|p λ (x) for all x ∈ X, λ ∈ (0, 1] and k ∈ K; (P-3) for each λ ∈ (0, 1], there exists µ ∈ (0, λ], such that
Then there exists a unique topology T on X, such that (X, T ) is a Hausdorff topological vector space, and
Remark 2.2. Below, the topology T introduced in Lemma 2.1 on the linear space X, is called a topology generated by the family of pseudo-norms P in X. Theorem 2.3. Let (X, T ) be a F * space, then there exists a family of pseudo-norms P = {p λ | λ ∈ (0, 1]} in X satisfying conditions (P-1)−(P- 4) , such that the topology T generated by P is equivalent to the original topology T on X.
Proof. Since (X, T ) is a topological vector space satisfying the first countable axiom, there exists a balanced T -neighborhood base {V n | n ∈ N} of θ, with V n+1 ⊂ V n (n = 1, 2, · · · ). For each λ ∈ (0, 1], we define U λ as follows:
Obviously, {U λ | λ ∈ (0, 1]} is also a balanced T -neighborhood base of θ, and from (2.1) we know
We now prove that P = {p λ | λ ∈ (0, 1]} is a family of pseudo-norms in X satisfying conditions (P-1)−(P-5).
(P-1) From (i) and (2.2) we know, 0 
and (P-1) holds.
(P-2) can be easily checked by (2.2) and the balance of U λ .
(P-3) Note that {U λ | λ ∈ (0, 1]} is the T -neighborhood base of θ satisfying (i), hence for each λ ∈ (0, 1], there exists µ ∈ (0, λ] such that U µ + U µ ⊂ U λ . Let p µ (x) = a, p µ (y) = b, then for any ε > 0, there exist 0 < s < a + ε and 0 < t < b + ε, such that x ∈ sU µ , y ∈ tU µ . Thus
which means that p λ (x + y) s + t < a + b + 2ε. By the arbitrariness of ε, (P-3) holds.
(P-4) By (2.2), p λ (θ) = 0 for each λ ∈ (0, 1]. Conversely, if for each λ ∈ (0, 1], p λ (x) = 0, then from (2.2) and the balance of U λ , we know
} is a T -neighborhood base of θ in the Hausdorff topological vector space (X, T ), we have x = θ. Therefore, (P-4) holds.
Since the family of pseudo-norms P = {p λ | λ ∈ (0, 1]} satisfies conditions (P-1)−(P-4), then by Lemma 2.1, there exists a topology T on X, such that (X, T ) is a Hausdorff topological vector space, and
It is easy to show that for any ε > 0 and λ ∈ (0, 1], we have the following two inclusion relations between sets
Therefore, the topology T generated by P is equivalent to the original topology T on X.
Remark 2.4. If the topology T generated by a family of pseudo-norms P on X is equivalent to the topology T in a F * space (X, T ), then we call P a generating family of pseudo-norms of T on X, or a generating family of pseudo-norms of (X, T ) for short. If a family of pseudo-norms P = {p λ | λ ∈ (0, 1]} satisfies conditions (P-1)−(P-4), then we call P a standard generating family of pseudo-norms in the F * space X. According to the proof of Theorem 2.3, we know that
For the sake of neatness, below we will denote a F * space (X, T ) by (X, P) or (X, {p λ } λ∈(0,1] ), where P or {p λ } λ∈(0,1] is a standard generating family of pseudo-norms on (X, T ). It is easy to see that if {x n } ∞ n=1 is a sequence in X, and x ∈ X, then
Notice that the definition of a family of pseudo-norms in Theorem 2.3, we can easily obtain the following lemma. 
) is a locally convex F * space, and the family of semi-norms {p λ } λ∈ (0, 1] satisfies conditions (P-1)−(P-4).
Obviously, {p λ } λ∈(0,1] is a family of semi-norms, and (P-2)−(P-4) are easy to check. For any 0 < µ < λ 1, we know [ 
From the continuity of x(s), we can know that for any ε > 0, there exist δ > 0 such that
By the arbitrariness of ε, we have p λ (x) inf 0<µ<λ p µ (x). Thus (P-1) holds. Hence the check is completed.
From the proof of Example 2.6 we have the following example.
Example 2.7. Let X = C(R + ) and the family of pseudo-norms {p λ } λ∈(0,1] be defined on X as follows
Then (C(R + ), {p λ } λ∈ (0, 1] ) is a locally convex F * space, and the family of semi-norms {p λ } λ∈(0,1] satisfies conditions (P-1)−(P-4).
Now we use the standard generating family of pseudo-norms P = {p λ | λ ∈ (0, 1]} in a F * space (X, P) to give the definitions of P-bounded set.
Definition 2.8. Let (X, P) be a F * space and A ⊂ X. A is said to be a P-bounded set if
Proposition 2.9. Let (X, P) be a F * space and A ⊂ X, then A is a P-bounded set in (X, P) iff A is a topology bounded set (for short, bounded set) in (X, P), i.e., A can be absorbed by any T -neighborhood of θ in (X, P).
Proof. Suppose A is a P-bounded set, i.e., for each λ ∈ (0, 1], sup x∈A p λ (x) < +∞. Suppose W is a T -neighborhood of θ in (X, P). By Remark 2.4, U = {U (ε, λ) | ε > 0, λ ∈ (0, 1]} is a neighborhood base of θ, and so there exist ε 0 > 0 and
Conversely, suppose A is a bounded set. Note that for any λ
Therefore, A is a P-bounded set.
Remark 2.10. The concept "bounded set" is well known in an ordinary topological vector spaces. As a consequence of the above proposition, in a F * space, a "bounded set" is equivalent to a "P-bounded set".
is a locally convex F * space, and we call it the induced F * space by the norm ∥ · ∥.
Remark 2.12. By Lemma 2.11, it is easy to see that if (X, P) be an induced F * space by a norm ∥ · ∥,
Definition 2.13. ( cf. [4, 7] ) Let X,Y be vector spaces. An operator T from X to Y is said to be quasi-homogeneous if there exists a function φ :
Remark 2.14. Say that the function φ in Definition 2.13 is the eigenfunction of a quasi-homogeneous operator
Obviously, if φ is the eigenfunction of a quasi-homogeneous operator T , then φ ∈ C(0).
We define a function φ 0 : R → R by φ 0 (t) = t (t ∈ R). Obviously, φ 0 ∈ C(0), and we know that if T is an ordinary homogeneous operator from X to Y , then T ∈ QH φ 0 (X, Y ) and QH φ 0 (X, Y ) is just the family of all homogeneous operators from X to Y . Definition 2.15. Let (X, P) and (Y,P) be F * spaces, with (Y,P) is locally convex.
(1) An operator T : X → Y is said to be γ-max-pseudo-norm-subadditive if there exists γ > 0, such that
for all x, y ∈ X and λ ∈ (0, 1];
(2) An operator T : X → Y is said to be γ-pseudo-norm-subadditive if there exists γ > 0, such that
for all x, y ∈ X and λ ∈ (0, 1]. In particular, T is pseudo-norm-subadditive if γ = 1.
Remark 2.16. It is easy to see that an additive operator must be γ-pseudo-norm-subadditive, and a γ- 
In fact, it is easy to see that T (x) ∈ X for all x ∈ X, and T ∈ QH(X, X) with
which implies that the operator T is pseudo-norm-subadditive. Furthermore, for any {x n },
6). For α > 1, we define the operator T : C(R) → C(R) as follows:
T (x)(s) = |x(s)| α for all x ∈ X and s ∈ R.
Obviously, T (x) ∈ X for all x ∈ X, and T ∈ QH(X, X) with φ(t) = |t| α ∈ C(0) is the eigenfunction of a quasi-homogeneous operator T . For all x, y ∈ X and λ ∈ (0, 1], we have
which implies that the operator T is 2 α -max-pseudo-norm-subadditive. Furthermore, for any {x n },
Example 2.19. Let (X, ∥ · ∥) and (Y, ∥ · ∥) be two normed spaces, and f ∈ BL(X, Y ). For 0 < α < 1, define
Then the family
For all x, y ∈ X, without loss of generality, suppose that x ̸ = θ and y ̸ = θ. Note that f ∈ BL(X, Y ) and 0 < α < 1, we have
Main results
For the sake of brevity, before we state the main results we introduce the following definitions.
Definition 3.1. Let (X, P) and (Y,P) be F * spaces. A family {T β } β∈Λ of quasi-homogeneous operators from X to Y is said to be uniformly quasi-homogeneous if lim t→0 φ β (t) = 0 uniformly for β ∈ Λ, where φ β is the eigenfunction of T β .
Definition 3.2. Let (X, P) and (Y,P) be F * spaces. A family {T β } β∈Λ of γ-max-pseudo-norm-subadditive (or γ-pseudo-norm-subadditive) operators from X to Y is said to be uniformly γ-bounded if sup β∈Λ {γ β } < +∞.
Let δ > 0 and ω 1 are two constants, then we denote by C δ,ω (0) the set 
(a) {T β } β∈Λ is uniformly quasi-homogeneous, and φ β ∈ C δ,ω (0) for each β ∈ Λ, where φ β is the eigenfunction of T β ;
To prove Theorem 3.3, we need the following some lemmas: 
and so tx
Letting n → ∞, we obtain p λ (x) λ. So V λ is closed. By Lemma 2.1 we know that V λ is a neighborhood of θ in (X, P). Therefore, V λ is absorbing.
Lemma 3.5. (cf.[9, 12]) Let φ ∈ C(0). If there exists a non-zero and continuous operator T : X → Y such that T ∈ QH φ (X, Y ), then φ has the following properties:
Proof. of Theorem 3.3. For each λ ∈ (0, 1], we now denote by
We shall first prove that W λ is a closed and absorbing set for each λ ∈ (0, 1]. By Lemma 3.4 , we know that V λ is a closed set in Y . Note that T β is continuous, we have T
−1
β (V λ ) is a closed set in X, and so W λ is a closed set in X.
Moreover, since T β is quasi-homogeneous,
, and so θ ∈ W λ . Note that condition (c), {T β (x) : β ∈ Λ} is aP-bounded set in Y for each x ∈ X. Hence, from Definition 2.8, we know that for each λ ∈ (0, 1] there exists M λ > 0 such thatp λ (T β (x)) M λ for all β ∈ Λ. Further, applying (3) of Lemma 3.5, we have φ β (t) > 0 for each β ∈ Λ and t > 0. By condition (a), lim t→0 φ β (t) = 0 uniformly for β ∈ Λ. Hence for the above M λ > 0 there exists m λ ∈ N such that 0 < φ β (1/m λ ) 1/M λ for all β ∈ Λ. And then it is easy to obtain that
which implies that
These show that W λ is a absorbing set for each λ ∈ (0, 1].
In the next step we shall estimate the upper bounded of {p λ (T β (x)) : β ∈ Λ} for every x ∈ X.
Note that absorptivity of W λ , we have X = ∪ ∞ k=1 kW λ . By (X, P) is of second category , W λ is closed and {U (λ, λ) : λ ∈ (0, 1]} is also a neighborhood base of θ in (X, P), it is not difficult to see that there exist k 0 ∈ N, x 0 ∈ X and λ 0 ∈ (0, 1] such that
For any x ∈ X and ε > 0, taking z = x/(p λ 0 (x) + ε). It is clear that
and so
Note that T β is γ β -max-pseudo-norm-subadditve, applying (1) of Lemma 3.5, it is not difficult to obtain that
Obviously
. By using (4) of Lemma 3.5, from (3.1) we can obtain that
From (2) of Lemma 3.5, we know that φ β is continuous on [0, +∞). Hence, letting ε → 0 in the above inequality, we can obtain that
Note that condition (b), {T β } β∈Λ is uniformly γ-bounded. Hence there exists M > 0 such that γ β M for all β ∈ Λ. We havep
Indeed, for (3.2) we have three cases to consider: Case 1: p λ 0 (x) = 0. By Definition 2.13, we have φ β (0) = 0. Then it follows from (3.2) that sup β∈Λpλ (T β (x)) = 0.
for all β ∈ Λ. Applying (4) of Lemma 3.5, we can obtain that φ β
and so from (3.2) we havẽ
In view of the above discussions, we can claim that
Finally, We shall prove that sup
Note that A is a P-bounded set in X, by Definition 2.8 we can find that for the above λ 0 there exists 
, by Lemma 3.6, it is easy to obtain the following corollaries. Proof. Obviously, {T (x)} is aP-bounded set in Y for each x ∈ X. As in the proof of Theorem 3.3, we can prove that there exist k 0 ∈ N and λ 0 ∈ (0, 1] such that
Corollary 3.8. If in Theorem 3.3 we replace {T
Note that A is a P-bounded set in X, by Definition 2.8 we know that for the above λ 0 there exists
Thus, from (3.4) and (2) of Lemma 3.5 we have
for each λ ∈ (0, 1]. This implies that T (A) is aP-bounded set in Y .
Applying Theorem 3.3 (or Theorem (3.7)) , it follows from Lemma 2.11 and Remark 2.12 that:
Theorem 3.11. Let (X, ∥·∥ X ) be a normed space of second category (or a Banach space) and let
we easily obtain Theorem 3.3 in [12] . In addition, it is easy to see that Theorem 3.11 is the extension of classical uniform boundedness principle on normed spaces.
Theorem 3.13. Let (X, ∥ · ∥ X ) be a normed space of second category (or a Banach space) and let
(c) There exists some subset E of second category in X such that for each x ∈ E, the set
Thus we need only to prove that sup β∈Λ sup x∈B(θ,r) {∥T β (x)∥ Y } < +∞ for each r > 0.
Let
Note that condition (c), by Definition 2.8 and Remark 2.12, we have E = ∪ ∞ k=1 W k . By E is of second category, we can see that there exist k 0 ∈ N, δ 0 > 0 and x 0 ∈ W k 0 such that
Below, we shall prove that p(x) is upper bounded on B(θ, δ 0 ). In fact, for each β ∈ Λ and x ∈ B(θ, δ 0 ), by T β ∈ C(X, Y ), we have that for a given ε 0 > 0 there exists δ (x,β) > 0 such that
It is clear that
. By {T β } β∈Λ is uniformly γ-bounded, we know that there exists a M > 0 such that sup β∈Λ {γ β } < M . Note that T β ∈ γ-MSAQH(X, Y ), from (1) of Lemma 3.5 and (3.5), we have
From (3.6) we can see that ε 0 + M k 0 is independent of β ∈ Λ and x ∈ B(θ, δ 0 ). This shows that p(x) is upper bounded on B(θ, δ 0 ). Moreover, we know that for each r > 0, there exists a t r > 0 such that B(θ, r) ⊂ t r B(θ, δ 0 ). Thus for each x ∈ B(θ, r), there exists a x ∈ B(θ, δ 0 ) such that x = t r x. Note that φ β ∈ C δ,ω (0), by using (4) of Lemma 3.5 and 3.6, we can obtain that for each x ∈ B(θ, r) such that
which implies that sup β∈Λ sup x∈B(θ,r) {∥T β (x)∥ Y } < +∞ for each r > 0. Hence the conclusion of theorem holds.
Some applications
In this section, we shall give some applications concerning our results. As example, first we shall apply Theorem 3.3 to establish uniform boundedness principles for family of pointwise probabilistic bounded γ-max-probabilistic subadditive and quasi-homogeneous operators in Menger probabilistic normed spaces. To complete the results, we need state some basic concepts and results which will be used in Menger probabilistic normed spaces (cf. [3] or [13] ).
We denote by D the set of all (left-continuous) distribution functions F satisfying sup t∈R F (t) = 1 and inf t∈R F (t) = 0. D + = {F ∈ D : F (0) = 0} and H is a specific distribution function defined by 
for all x, y ∈ X and s, t 0. 
where
Remark 4.3. The above topology T on (X, F , ∆) is called its (ε, λ)-topology. In addition, it is not difficult to see that {U (1/n, 1/n) : n ∈ N} is also a neighborhood base of θ in (X, F , ∆). Hence (X, F , ∆) satisfies the first countability axiom.
In the following, we always assume that a t-norm ∆ satisfies condition (4.1), unless otherwise stated. 
We now prove that P satisfies conditions (P-1)−(P-4).
On the other hand, by (4.3), for any ε > 0, there exists 0 < t < p λ (x) + ε such that x ∈ N (t, λ), i.e., F x (t) > 1−λ. Evidently, there exists µ 0 ∈ (0, λ) such that F x (t) > 1− µ 0 , i.e., x ∈ N (t, µ 0 ). By (4.4), we have p µ 0 (x) < t < p λ (x) + ε. By the arbitrariness of ε, inf 0<µ<λ p µ (x) p µ 0 (x) p λ (x). Therefore p λ (x) = inf 0<µ<λ p µ (x), and (P-1) is satisfied.
(P-2) For any k ∈ K with k ̸ = 0, note that
Thus p λ (kx) = |k|p λ (x), which also holds for k = 0. Therefore, (P-2) holds. 
Therefore, (P-4) holds. This shows that P = {p λ | λ ∈ (0, 1]} is the standard generating family of pseudonorms in X. 
Then from (4.4) we get sup x∈A p λ (x) t 0 < +∞, i.e., A is a P-bounded set. Conversely, suppose A is a P-bounded set, i.e., for each λ ∈ (0, 1], there exists t 0 = t 0 (λ) > 0 such that (1) An operator from X to Y is said to be γ-max-probabilistic subadditive if there exists γ > 0 such that F T (x+y) (γ max{s, t}) ∆ 2 {F T x (s),F T y (t)} for all x, y ∈ X and s, t > 0; (4.5) (2) An operator from X to Y is said to be probabilistic subadditive if 
Since T is a γ-max-probabilistic subadditive and ∆ 2 = min, we havẽ for any x, y ∈ X and λ ∈ (0, 1], i.e., T is γ-max-pseudo-norm-subadditive.
(2) In a similar way, we can show that conclusion (2) holds. Proof. Suppose that (X, P) and (Y,P) are the induced F * spaces by (X, F , ∆ 1 ) and (Y,F , ∆ 2 ) respectively. By (X, F , ∆ 1 ) is complete, we can prove that (X, P) is also complete, i.e., (X, P) is a F space. By Remark 4.6, ∆ 2 = min implies that (Y,P) is a locally convex F * space. By Lemma 4.7 and (1) of Lemma 4.9, we can see that {T β } β∈Λ in this theorem also satisfies that {T β } β∈Λ ⊂ γ-MSAQH(X, Y ) ∩ C(X, Y ) and conditions (a), (b) and (c) in Theorem 3.3. Therefore from Theorem 3.3 we can prove that the conclusion holds.
As the proof of Theorem 4.10, we can prove the following corollary. Remark 4.12. It is easy to see that the probabilistic subadditive operators of Theorem 4.1 in [12] (and the linear operators of Theorem 2 in [17] ) are necessarily γ-max-probabilistic subadditive operators in this paper. Therefore, the conclusions in this paper unite and generalize the corresponding conclusions in [12, 17] .
Finally, we shall give an application of Theorem 3.13 in normed spaces. Let (c 0 ) = {{ξ n } : ξ n → 0 (n → ∞), ξ n ∈ R, n ∈ N}. Define the norm ∥ · ∥ c by ∥x∥ c = sup n∈N |ξ n | for all x ∈ (c 0 ), then ((c 0 ), ∥ · ∥ c ) is a complete normed space. This is a contradiction with (4.7). In addition, note that the elements of the space (l p ) is dense in the norm of the space (c 0 ), we can know that the conclusion of theorem holds.
