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SYMBOLS AND NOTATIONS 
A acceleration 
a peak values of the signals 
a(t) time varying output of a random process 
b width of the test specimen 
b(t) envelope function of variable sinusoidal excitation 
d thickness (depth) of the test specimen 
E elastic modulus of the test material 
erf error function 
f frequency, cycles per unit of time, e.g. Hz 
f^ center frequency of the random process or equivalent 
frequency of the variable sinusoid, cycles per unit of 
time, e.g. Hz 
H(ja)) complex frequency response or transfer function 
I moment of inertia 
j yCT 
2 K spectrum width parameter equal to (1-R ) 
& length of the test specimen between the free end and 
the fixed end 
Jin natural logarithm 
M moment 
number of cycles at stress level i, i = l,2,...,n 
number of zero crossings with positive slope per 
second 
vi 
Np number of positive peaks per second 
P( ) probability 
p{ ) probability density 
R irregularity ratio 
S stress 
S(w) power spectral density, mean square spectral density 
theoretical 
S^(co) input power spectral density-theoretical 
Sy(w) output power spectral density-theoretical 
T period of the envelope 
t time 
u a^/2a^ 
w weight of end mass plus accelerometer 
W(f) power spectral density, mean square spectral density 
experimental 
W^(f) output power spectral density-experimental 
free end 
x(t) time varying input process 
y vertical coordinate or deflection of the specimen 
y(t) time varying output process 
y^ acceleration of exciter base in g's 
z a/a 
vii 
0) frequency, radians per unit of time 
(jù^ center frequency of the random process or equivalent 
frequency of the variable sinusoid,- radians per unit 
of time 
a RMS value of the variable 
X a constant multiplier of a 
0(t) time varying phase angle 
Y specific weight of the specimen material 
E strain 
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I. INTRODUCTION 
The term fatigue, as defined in the International 
Standards Organization Recommendation on General Principles 
for Testing of Metals, applies to the behavior of a metallic 
material which when subjected to cyclically variable stresses 
or strains of sufficient magnitude, produces detectable changes 
in mechanical properties. However, in practice the term 
usually applies to those changes which lead to an observable 
crack or a crack of sufficient length to cause structural 
failure. The basic mechanism which leads to this behavior of 
the metal is extremely complex. Many theories have been put 
forward to explain this mechanism. However, even today, 
fatigue is a phenomenon which may be one of the least under­
stood phenomena of metal behavior. 
Wohler, prompted by railway axle failures, performed the 
first fatigue test in 1852. Since then people have conducted 
constant amplitude, constant frequency, sinusoidal fatigue 
tests on carefully prepared specimens and presented their 
results in the familiar form of S-N diagrams. It was almost 
80 years later that the problem of variable amplitude fatigue 
was realized and attempts were made to predict the fatigue 
lives under variable amplitude loading from the fatigue lives 
under constant amplitude loading using the Palmgren-Miner (P-M) 
(1,2) or linear cumulative damage theory. But the predictions 
based on P-M theory were found to overestimate (3,4,5,6,7) the 
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actual fatigue lives in some cases and underestimate (8,9) 
them in other cases. This is believed to be due to the fact 
(10/11) that linear damage rule does not give consideration 
to the effect of high stresses on the damage done by low 
stresses and vice versa. However, Swanson (12) points out 
that since P-M theory relies more on the S-N curve, its failure 
may be due to the inadequacy of the S-N curve (obtained using 
constant amplitude test data) rather than its simplicity. Two 
theories which allow interaction between various stress levels 
are Cortsn-Dolan theory (13) and the modified form of linear 
damage rule due to Freudenthal and Heller (14,15). Although, 
these theories provide a better prediction than P-M theory, 
they have also been found less than satisfactory. 
Only about four decades ago, fatigue tests under variable 
amplitude loading were conducted in an attempt to simulate 
actual service conditions. In programmed block type variable 
amplitudes tests described in references (11,16,17) factors 
like sequence, number of load levels (18,19) were found to 
influence the fatigue life. This may be due to the fact that 
load variation in service is continuous and random, where as 
in all program tests the continuous random loading is replaced 
by discrete load levels. In the past two decades, the approach 
to this problem has been refined continuously using the theory 
of random processes. In program tests the continuous load 
spectra are replaced by discrete load spectra and the discrete 
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load levels of varying amplitude are called up in a computer-
randomized sequence (12) (called ICR test). In the most 
recent refinement, made possible by advanced fatigue testing 
equipment, an analogous random process (ARP) (12,20) is used to 
simulate the service conditions and the load variation in this 
case is continuous. Although, ARP tests seem to provide much 
better simulation of service conditions, they are also very 
complex and difficult to understand for someone who has no 
specialized knowledge of the random processes. 
The object of this investigation was to obtain an exact 
sinusoidal simulation of material fatigue life when subjected 
to a Gaussian narrow band random loading. The technique or 
the method of testing developed should be such that it retains 
all important characteristics of the random processes. Also 
it should be such that the existing sinusoidal fatigue testing 
equipment can be used with very little modification. 
The investigation as described here was limited to mild 
steel and fatigue lives greater than 10^ cycles. 
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II. REVIEW OF LITERATURE 
In the last three to four decades a great deal of research 
has been done on the subject of simulating actual service 
conditions in the laboratory. During this time many techniques 
for simulation of field load histories have evolved, but only 
a few of them have found general acceptance. Since the main 
purpose of this investigation was to arrive at entirely new 
concept of laboratory simulation, only a few of these presently 
used techniques are described below for understanding the 
problem of simulation. 
A. Programmed Fatigue Tests 
The programmed fatigue test is characterized by a sub­
division of the total field load spectrum such as shown in 
Fig. 1 into individual blocks of constant amplitude tests of 
relatively short duration. The field load spectrum is thus 
simulated by a sequence of constant amplitude tests arranged 
in varying intensity as shown in Fig. 2. The number of cycles 
at different load or stress levels is usually derived from the 
field load spectrum. Since the data from any inservice 
operating conditions is generally limited to a finite time 
span of a few hours at best, it is necessary for data to be 
typical and to contain all extremes that can reasonably be 
expected in actual service. As an example for an automobile 
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Fig. 1. Typical field load time history 
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Fig. 2. Typical laboratory programmed test 
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the data recording must include sections of "very severe", 
"mildly severe", and "good" road surfaces. This may require 
recording of selected road sections individually rather than 
making one overall recording and then combining the individual 
recordings in various proportions according to relative 
frequency of occurrence of various load levels. The methods 
of recording and combining the individual recordings into one 
sum distribution for arriving at typical laboratory load pro­
gram described in Fig. 2 are discussed in references 10,11,17, 
and 21. 
This method was first suggested by Gassner (22) in 1935 
and is widely used in the aircraft industry. Note that as 
shown in Fig. 2 the test begins at a moderate load and con­
sists of monotonie increasing and decreasing blocks, which are 
repeated until failure occurs. Each block in the program 
represents one step in the sequence of command to the fatigue 
machine; therefore the name programmed fatigue test. 
In the method described above the loads are increased and 
decreased in some arbitrarily established sequence. Some 
researchers (15,18,23,24) have found that the sequencing of 
low and high load intensities have a large influence on fatigue 
lives. It is reported in these references that the fatigue 
lives obtained from the tests which started at low load and 
increased to high load (Lo-Hi sequence) differed three to four 
times in some cases from those obtained from the tests which 
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began at high load and decreased to low load (Hi-Lo sequence). 
In order to eliminate this apparent sequencing effect, sone 
investigators (15,25) suggested increasing number of blocks 
in the program and arranging them in random sequence (Fig. 3), 
say, through the use of a statistical table of random numbers. 
This is referred in the literature (12) as the Random 
Programmed Constant Amplitude (RPCA) test. Whether the random­
izing of sequence is an improvement or not is questionable 
(21,26). 
B. Individual Cycles in Randomized 
Sequence (ICR) 
In this method, the continuous load spectrum is reduced 
to a discrete load spectrum and the individual load cycles are 
each coded on a paper punched tape or magnetic tape, using 
generated random numbers and are called in random sequence. 
In this type of tests, the load levels are preset at a definite 
discrete number, and some means is used to ensure that the 
relative frequency of occurrence of various loadings will be 
such that the overall frequency of distribution is the same 
as in the load spectrum from which the load levels were ob­
tained. In reference 27 a method of generating random numbers, 
g 
which would have a repetitive period of 5 x 10 cycles is 
given. There are other methods mentioned in literature (28) 
which provide a different repetitive period. If the fatigue 
life is greater than the period of load selections, the program 
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Fig. 3. Random programmed constant amplitude test (RPCA) 
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is repeated. 
Naumann (27) conducted tests on 7075-T6 aluminum alloy 
specimens using four different ways of programming, namely 
(1) RFCA tests (Fig. 3), (ii) random cycle tests, in which 
each positive half cycle was followed by a negative half cycle 
of equal magnitude (Fig. 4a), each cycle being called in 
random sequence, (iii) random half cycle, restrained, in which 
as in type (ii), each positive half cycle was followed by a 
negative half cycle, but not necessarily of same magnitude 
(Fig. 4b), (iv) random half cycle, unrestrained, in which no 
restrictions were placed on the occurrence of positive or 
negative half cycles (Fig. 4c). The results of his tests 
indicated that the fatigue lives are appreciably affected by 
the manner in which a given load spectrum is represented 
(sequence of 1/2 cycles). The ratio of lives under the four 
schedules, in that order, was about 1:0.55:0.7:0.83. On 
examination of Figs. 4(a-c) we note that each of the three 
random sequences shows that on the average the range (differ­
ence between positive peak and the following negative peak) of 
each cycle decreases in the following order: (1) random cycle; 
(2) random half cycle, restrained; and (3) random half cycle, 
unrestrained. It was also found that the beneficial effect of 
residual stresses formed while cycling at the high stress 
decayed at a lower rate as the difference between the higher 
stress and the subsequent lower stresses increased. This 
Fig. 4a. Random cycle 
Fig. 4b. Random half cycle restrained 
rig. 4c. random half cycle unrestrained 
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explains why life under schedule (iv) was higher than those 
under (ii) and (iii). Also his tests indicated that depending 
on the order in which the subsequent groups of cycles are 
applied, they may cause a reduction in the beneficial effects 
of residual stresses as well as cause actual damage or acceler­
ate crack growth. In the case of random sequence loadings 
(schedules (ii) to (iv)), the amplitude-number occurrence 
combination required to overcome the beneficial effects of the 
high load can occur more frequently in a given interval of 
time than in case of program loading in random sequence. This 
explains why a longer life was obtained under schedule (i) as 
compared to the other three load schedules. 
Payne (28) also conducted fatigue tests on 24 ST aluminum 
alloy wings using both RFCA and ICR type loadings. His pre­
diction of fatigue lives made using P-M theory indicated that 
fatigue life under ICR type loading was slightly greater than 
that under RPCA type loading. Since difference between the 
two fatigue lives was found to be insignificant, he concluded 
that for the types of failure observed in his tests RPCA 
loading was equivalent to ICR type loading. However, the 
results of other investigators (29,30,31,32) seem to support 
the findings of Naumann (27). 
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C. Fatigue Testing by Analogous 
Random Process (ARP) 
The fatigue testing by analogous random process can be 
classified into (i) stationary random process (SRP) and 
(ii) programmed random process. In the ARP type of testing, 
the service load history is simulated by using an analogous 
disturbance; for example, an electrical signal from a random 
function generator. Hence the name analogous random process. 
The notion of randomness and some important statistical 
properties of random processes are briefly discussed in Appen­
dix A. 
The ARP method of testing uses the mean square spectral 
density also called power spectral density (MSSD or PSD) 
approach to random process. In conducting the tests one 
attempts to simulate as exactly as possible the service load-
frequency spectrum on the laboratory specimen or model. Even 
if, the laboratory load spectrum deviates slightly from that 
obtained in service, it can be shown that (12) , from a fatigue 
point of view, such deviations can be safely ignored. 
For thorough understanding of ARP type testing some 
knowledge of general aspects of random process associated with 
a linear time invariant system is essential. These are 
briefly described in Appendix B. 
If a random process x(t) is passed through a linear time 
invariant system having an amplitude or frequency response, 
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H(ju), a new random process, y(t), is obtained. The frequency 
response, H(jw), can be defined such that the new random 
process y(t), will have a specified power spectrum, provided 
that x(t) is a stationary random process. This can be ob­
tained by using the input and output relation of power spectral 
analysis (33,34,35,36) which states that the product of input 
power spectral density, S^(co), and the square of the absolute 
value of the frequency response, |H(iw)|^, (also called 
transfer function) is equal to the output power spectral 
density; S^(w) (see Eq. B14 in Appendix B), i.e., 
Sy ( 0 3 )  = iH( j u )  l^s^Xw) (1) 
Note that the frequency w has units of radians per second. 
In terms of experimental units in which the frequency f 
is expressed in Hz (cycles per second), Eq. 1 can be rewritten 
in the following form: 
W (f) = |H(jf) 1^ W^(f) (2) 
where, w(f) = 4iTS(aj) (3) 
The plot of power spectral density vs. frequency is called 
the power spectrum or simply spectrum of the process. 
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The main objective of the ARP testing is thus to simulate 
the output power spectrum. In most cases the output power 
spectrum is known a priori and the frequency response of the 
testing system» which includes the exciter, model or specimen 
and other hardwares of the system is known or can be deter­
mined. Hence, the input power spectrum can be calculated using 
Eq. 1. 
Two types of ARP testing mentioned above are discussed 
below and the published results are compared with the pre­
viously mentioned techniques of fatigue testing. 
1. Stationary random process (SRP) 
The stationary random process (SRP) can be further sub­
divided into (i) narrow band or single resonance type (Fig. 5) 
and (ii) wide band (Fig. 6). A narrow band process is a 
stationary random process whose mean square spectral density 
(MSSD); S(w) or W(f) as shown in Fig* 5 has a significant 
value only in a band or range of frequencies whose width is 
small compared with the magnitude of the center frequency of 
the band. Such processes are typically encountered as response 
variables in strongly resonant vibratory systems when ^.he 
excitation variables are wide band processes. Also it can be 
shown that for such a process when the input is a stationary 
Gaussian random process then the distribution of peaks is a 
Rayleigh distribution. For this case, the irregularity ratio; 
R, which is a ratio of the number of zero crossings with 
Fig. 5. Narrow band stationary random process 
(a) Time history of sample function 
(b) Spectral density 
(c) Peak probability distribution function 
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Fig. 6. Wide band stationary random process 
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positive slope per second to the number of positive peaks 
per second approaches unity. 
The Gaussian input and Rayleigh peak response is repre­
sentative of great many short-term natural processes causing 
fatigue. Ocean waves and atmospheric disturbance were 
recognized as classic examples of this type process long ago. 
More recently, road induced vibrations in ground vehicles, as 
well as the ground input into agriculture and earthmoving 
equipment, were recognized as having essentially Gaussian 
amplitude distribution and random sequence character. Many 
researchers have stated that there is so much evidence of the 
predominance of Gaussian distribution in processes of all 
descriptions that if the true process cannot be determined, 
one can safely assume the presence of a Gaussian distribution. 
The wide band process is a stationary random process 
whose mean square spectral density, S(w) or W(f), as shown in 
Fig. 6 has significant values over a wide band or range of 
frequencies which is of roughly the same order of magnitude as 
the center frequency of the band. The peak probability density 
function for a wide band random process is a combination of 
Gaussian cind Rayleigh, the irregularity ratio R, being actually 
a measure of the proportion of the two distributions. 
Examples of structures of practical importance which are 
wide band in response to significant fatigue loading are rare. 
The response of the most vital structures is either 'peaked* 
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at one frequency like narrow band or has several peaks due to 
presence of multiple resonances. This may explain why most of 
the random loading fatigue tests conducted have been by the 
SRP method and of narrow band type (3,4,5,7,9,27,30,37,38,39, 
40,41,42). 
Head and Hooke (5), in 1955, were apparently the first 
one to report fatigue tests of this type. Notched cantilever 
beam specimens were excited to vibrate at resonance by an 
electrodynamic shaker driven with a random noise generator. 
They found that P-M theory predicted a lifetime which was three 
to three and one-half times greater than that found with random 
loading. 
Fralich (4,9) tested notched cantilever beam specimens 
at resonance using 7075-T6 aluminum a.'loy in 1955 and 4130 
steel in 1961. He found that the P-M theory underestimated 
the life for the aluminum alloy at high stress level and over-
OG+" "1 m a+• o<^ +• h o 1 1 f o T- h a ^ a v-a /-xf 
stresses considered. He also found that the fatigue life for 
the random loading was shorter than for the constant amplitude 
loading when compared at equal RMS values of peak stresses. 
In 1963, Swanson (7) tested axially loaded specimens of 
2024-T4 aluminum alloy. He used a single resonant frequency 
and double resonant frequency type of loading. He found the 
P-M theory to overestimate the fatigue life by a factor of 
about three to five for the single resonant frequency tests 
19 
and even more for the two resonant frequency type tests. 
In 1968, Marsh and Mackinnon (26) published their results 
of fatigue tests on sharply notched mild steel specimens con­
ducted with constant amplitude, random and block type loadings. 
They found that the results of random loading tests indicated 
much shorter life when compared to constant amplitude on equal 
RMS stress basis. They also found that random loading tests 
were considerably more damaging than the multi-level block 
tests. 
In 1970, Brown and Ikegami (3), reported test results of 
2024-T3 and 6061-T6 aluminum alloys. They found that the P-M 
theory consistently overestimated the actual fatigue lives 
found under random loading. They also found that the fatigue 
lives under constant amplitude loading were higher than that 
under random loading when compared on the basis of equal RMS 
strain. 
Some examples of fatigue tests conducted using wide band 
type loading are also available in the literature (6,39,41,43, 
44,45,46,47). 
Kowalewski (43), in 1959, apparently was the first one to 
report results of fatigue tests conducted using the wide band 
type random loading. He observed that the life under 
programmed loading was shorter than under random loading by a 
factor of about two, throughout the stress range tested. P-M 
theory predicted life under random loading fairly well. He 
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also conducted random loading tests using different power 
spectral shapes but each one having the same RMS value. He 
found that lives under different spectral shapes were differ­
ent, life being longer for lower values of the irregularity 
ratio, R. 
Clevenson and Steiner (45,46) conducted tests on 2024-T4 
aluminum alloy specimens under various random loading spectra. 
They found that the life under random loading was shorter than 
under constant amplitude loading, when compared at the same 
RMS stress value. They also observed that the lives under the 
three different spectra considered were essentially the same 
for the range of stress levels considered. Naumann (39) ob­
tained similar conclusions from his random loading tests 
conducted using four spectra namely (i) white noise, (ii) atmo­
spheric turbulance, (iii) narrow band-single resonant frequency 
and (iv) narrow band-double resonance. 
Bussa (41) conducted fatigue tests on notched low carbon 
steel specimens using five different spectral shapes with 
irregularity ratio R varying from 0.75 to 1.0 (narrow band). 
He found that Fuller's (47) method accurately predicted 
failure of the specimens used in his test series. 
Hillberry (6) tested 2024-T3 aluminum alloy 
cantilever beam specimens similar to that recommended in (48), 
using both wide band and narrow band excitations. He observed 
that both P-M theory and Corten-Dolan theory consistently 
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overestimated the actual fatigue lives under random loading. 
However/ he claimed that a new theory, called the equivalent-
crack length theory (49) provided excellent agreement with his 
test results for both the wide and narrow band random loading. 
2. Programmed (or Quasi stationary) random process (PEP) 
Two forms of loading discussed in the preceeding section 
are the most simplified forms of random loading. Fortunately, 
most of the natural processes as mentioned before can be 
duplicated with the aid of these two forms of excitation. How­
ever, there are some examples of practical importance (e.g. an 
aircraft flying through turbulent atmosphere of varying 
intensities) where the structure does not experience a 
stationary random process with a constant RMS value but a 
combination of stationary random processes of different RMS 
intensities, having a fixed overall RMS value. Now, if the 
service condition such as this is represented by one stationary 
random process, say Gaussian narrow band, then the ratio of 
the maximum value of the variable (viz. load or acceleration) 
experienced to the overall RMS value will be at the most 4-5 
(for a Gaussian process, the probability that the amplitude 
— C 
will exceed 5 x RMS is 1.5 x 10 ^). Thus, the simulated 
clipping ratio, which is the ratio of the maximum value to the 
overall RMS value, will be at the maximum of the order of 5 to 
6. However, in practice the values of clipping ratios en­
countered may be in order of 10 to 12 (this happens because of 
22 
the weighting of the lower levels, the overall RMS value is 
about 40% or less of the range of RMS values (10). Since, the 
fatigue life is primarily amplitude dependent, it is extremely 
important that the correct clipping ratio is simulated. 
Because, this cannot be achieved in SRP testing, another method 
called programmed random process (PRP) is recommended. 
Figure 7, is a simplified block diagram of a quasi-
stationary random process, a^, , Og,... etc; are the RMS 
values of individual stationary processes, each representing 
a segment of a quasi stationary process. We note from Fig. 7 
that there are abrupt changes in intensity from one segment to 
another. This is typical of some service conditions encountered 
in actual field operations of many vehicles. As an example, 
consider durability testing of automobiles on a proving ground 
which consists of smooth road, rough road, very rough road and 
extremely rough road such as cobbled stone. If we record out­
put of a strain gage or an accelerometer mounted at some 
critical point on the frame of an automobile running on such 
a road and then analyze it, we will find that it consists of 
four different stationary processes, each having a different 
RMS value. We must remember that fluctuations within each 
process are continuous. If the probability distribution of 
various RMS intensities experienced during the life time of 
such a vehicle is known, then the different RMS values could 
be programmed by using any one of the methods described 
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RMS stress 
Fig. 7. Quasi-stationary random process 
24 
previously, e.g. ICR. This technique was first used by 
Swanson (7). 
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III. SIMULATION 
A. Necessity and Usefulness 
The final user of data generated in any type of the 
engineering orientated laboratory is the design engineer. In 
order for him to make design decisions so that the component 
he designs does the job it is supposed to do in the environ­
ment for which it is designed he needs reliable information. 
The product reliability will be as good as the data used in 
making his decisions. It is the job of a test engineer to 
provide him with data that he can use with confidence. This 
means that the test engineer must obtain the data by simulating 
the actual service conditions just as it occurs in the field 
or by using an equivalent process which retains almost all 
characteristics of the original process. 
With the recent advancements in technology there is 
equipment available which could reproduce stationary, quasi-
stationary or non-stationary random processes. Most of this 
equipment is complex and very expensive. The availability of 
such test equipment does not necessarily solve the problem of 
duplicating the actual service conditions in a laboratory^ In 
order to achieve successful simulation, it is necessary that 
all the instruments and hardware associated with the test 
system be compatible. In addition it is necessary to have a 
thorough understanding of sophisticated techniques for analysis 
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of the resulting data. Otherwise the data obtained from the 
use of these complex and expensive equipment could turn out 
meaningless. 
In subsequent paragraphs a simple, yet very useful 
approach to the problem of simulation that has provided 
excellent agreement with the test data obtained from Gaussian 
narrow band random loading is outlined. 
B. Narrow Band Process-Definition and Properties 
A narrow band process (Fig. 5) is a stationary random 
process whose mean square spectral density S(u) or W(f) has 
significant values only in a band of frequencies whose width 
is small compared with the magnitude of the center frequency 
of the band. This means that only a narrow range of frequen­
cies appears in representative samples of such a process. 
A sample of a narrow band process shown in Fig. 5 has an 
appearance of a sinusoid of frequency, or f^, but with 
slowly varying random amplitude and random phase. For such 
functions it is meaningful to speak of individual "cycles" and 
an envelope as indicated in Fig. 5a. If it can be assumed 
that the process is normal or Gaussian then it is possible to 
compute the average or expected frequency of the cycles and 
probability density distribution for the peaks, provided that 
the MSSD (S(w) or W{f)) is known. 
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For a stationary normal random process with zero mean, 
the expected number of zero crossings with positive slope per 
second, N^, which is also equal to the expected frequency, 
f^, in Hz (cycles per second) is given by 
The above result was first derived by Rice (50) and is 
also given in references (33,34). 
For the narrow band random process the limits of integra­
tion in Eq. 4 (also for Eq. 5 below) become: 
(1) lower limit i.e. 0 (zero) is replaced by the lowest 
significant frequency of the band, and 
(2) upper limit i.e. ® (infinity) is replaced by the 
highest significant frequency of the band. 
Another important result derived by Rice (50), also 
given by Bendat (34)/ is that the expected number of positive 
peaks per second, N^, is given by 
o 
W(f)df 
(2irf) W(f)df 
(4) 
(27rf)'W(f)df 
1/2 
(5) 
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The irregularity ratio, R, defined as the ratio of 
expected number of zero crossings with positive slope per 
second to the expected number of positive peaks per second, is 
then given by 
I/2I 
J J 4= 1; (2nf)^W(f)df W(f)df 
1/2 i: (2nf) *W(f)df 
(6)  
For a narrow band random process when the input mean 
square spectral density, W(f) is constant, the ratio R, 
is unity for bandwidth £ 0.2 f^. 
For a stationary normal random process, the peak 
probability density function, p(a) is given by (51) 
pCa) = K 
r/2Tr 2a 
exp(-aV2a^K^) + ^  expC-a^/2cr^) 
N 
where, R = irregularity ratio = ~ 
P 
K 
a 
2 1-R , is the spectrum width parameter 
peak values of the signal 
XV — "Diuro ralus of the signal 
(? )  
erf = error function 
Since it is simpler to work with non-dimensional parameters 
we rewrite Eg. 7 by letting z = (a/a) 
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p(a) = —— exp(-z^/2K^) + §— z exp(-z^/2) 
a/2¥ 
1 + erf 
2K'^ 
(8) 
For narrow band random process the irregularity ratio is 
2 
unity i.e. K = 1-R = 0, the probability density function p(a) 
reduces to 
p{a) = (2/a)exp(-Z^/2) , z > 0 (9) 
The probability density function represented by Eq. 9 is 
the so called Rayleigh distribution (Fig. 5c). Incidentally, 
for narrow bemd normal process the probability density distri­
bution for the envelope is also Rayleigh distribution (33,34). 
Note that in Eg. 9 the parameter z is restricted to non-
negative values. It should not be confused with the ordinary 
normal probability density function (which can be obtained 
from Eq. 8 by putting R = 0) where the parameter, z, can take 
on both positive and negative values. 
We also note from Eq. 9 that the probability density 
distribution for peaks (Rayleigh distribution) for narrow band 
nomal process is independent of time (i.e. independent of the 
center frequency =27rf^) and a function only of the RMS 
value (a) of the process. 
Substituting, z = (a/a) in Eq. 9 we get 
p (a). = ^  exp (-a^/2a^), a ^  0 (10) 
CT 
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The probability of 'a' exceeding a specified value Xa is 
P(a > Xa) = ^ exp(-a /2a )da 
Xa a 
(11) 
Let, u = 
2a 
(12) 
du = da (13) 
a = Xa u = •=— f a = (o u = =) (14) 
Substituting Eqs. 12, 13 and 14 into Eq. 11 we obtain 
r® 2 
P(a > Xa) = j 2 exp(-u)du = exp (-X /2) 
X 
T-
(15) 
Equation 15 is plotted in Fig. 8. We note from Pig. 8 
the following significant numerical values. 
Table 1. Probability of peak values (a) exceeding a specified 
value Xa for Rayleigh distribution 
X P[a > Xa] 
0 . 0  
1.0 
2.0 
3.0 
3.5 
1.0000 
0.6065 
0.1354 
0.0111 
0 . 0 0 2 2  
0.0003 
too small to appear in 
Fig. 8 
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a 
a 
Fig. 8. Probability of peak values (a) exceeding Xa (X is 
a constant) 
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C. Sinusoidal Simulation of Gaussian 
Narrow Band Random Process 
It was mentioned earlier that a sample function of narrow 
band random process (Fig. 5a) has the appearance of a sinusoid 
of frequency, a)^(=2TTf^), but with slowly varying random 
amplitude and random phase. If a(t) denotes output of such a 
process, then 
a(t) = b(t) sin(Wgt + © (t) ) (16) 
where, b(t) is the envelope of the process 
0(t) is the phase angle of the process. 
Since fatigue is strongly dependent on amplitudes, it 
was felt that the phase angle 9(t) can be safely ignored. 
Putting 6(t) = 0 in Eg. 16 we have 
a(t) = b (t) sin w^t (17) 
Equation 17 represents a sinusoid whose frequency of 
vibration is same as the center frequency of the narrow band 
random process with phase angle equal to zero. When the 
narrow band process is Gaussian we already know that the 
probability density distribution of peaks is Rayleigh. For 
the sinusoid in Eq. 17 to be completely representative (except 
the phase angle 6(t)) of the narrow band normal process then 
not only must its RMS value be same as that of narrow band 
normal process but its probability density distribution of 
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peaks should also be Rayleigh. From this fact an equation for 
the envelope b(t) is derived below so that peak amplitudes of 
the sinusoidal excitation (Eq. 17) have a probability density 
distribution that is Rayleigh. 
Envelope b(t) 
Pig. 9. Determination of envelope bCt) 
From Fig. 9 at cuiy ins tarn t of time we have 
a = b (t) (18) 
writing t as a function of a, gives 
t = g(a) (19) 
and Lim (At/Aa) = (dt/da) = g' (a) (20) 
Aa+0 
Probability that the amplitude a will be found in the interval 
a to a + Aa is given by 
P(a,a + ia) = ^ ^ (21, 
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Hence, the probability density p(a) is given by 
^ (22> 
Since our objective is to determine the envelope b(t) such 
that the probability density distribution of peaks is a 
Rayleigh distribution, we write using Eg. 10 
p(a) = ^ exp(-aV2a^) (23) 
a 
g' (a) = T 3% exp(-a^/2a^) (24) 
G 
fb(t) 2 2 
g (a) = T —y exp(-a /2a )da 
J o a 
T 
(25) 
= 2 
let, u = (26) 
2a' 
du = da (27) 
a 
a — G li — G, a — b(t) u — ^ (28) 
Substituting Eqs. 26, 27 and 28 into Eq. 25 we obtain 
rb^(t)/2a^ 
g (a) = T exp(-u)du (29) 
J o 
g(a) = T [1-exp(-b^(t)/2a^)] (30) 
Combining Eqs. 19 and 30, we have 
1 = 1 -  e x p ( - b ^ ( t ) / 2 a ^ )  ( 3 1 )  
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exp(-b^(t)/2a^) = 1 - ^  (32) 
-tnd - h 
2a^ 
(33) 
b (t) _ 
a /? J-lnil - (34) 
b ^  = y: 2£n(l - |) (35) 
(36) 
Equation 36 represents the desired envelope function for b(t). 
This equation is plotted in Fig. 10 for various values of (t) 
which are some fractions of the period (T). We note from Eq. 
36 that the positive root is used in defining the envelope. We 
also note that, (t/T) = 1 is a singularity i.e. the ratio 
(bCt)/a) is undefined. This difficulty can be avoided by 
limiting the ratio (t/T) to some value less than one, e.g. 
when 
t/T = 0.999 ^ (b(t)/o) = 3.72 
t/T = 0.995 ->• (b(t)/a) = 3.26 
t/T = 0.990 -*• (b(t)/a) = 3.04 
Thus, substituting Eg. 36 into Eq. 17 gives 
(37) 
36 
4 r -
b(t) J-ina~) 
.0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1.0 
t/T 
Fig. 10. Envelope function for b(t) 
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as the desired excitation function which is plotted in Fig. 11. 
The sinusoidal excitation of the form represented by Eq, 37 is 
referred to as variable sinusoidal excitation in the remaining 
text of the thesis. It is felt that because of the strong 
dependence of fatigue on the distribution of peak amplitudes 
the material fatigue lives under the variable sinusoid and 
Gaussian narrow band random excitations should be same. 
Before concluding this section on simulation it seems 
worthwhile to make note of the following observation with 
regards to linear time invariant systems. 
It is known (33) that if the excitation is stationary the 
response will also be stationary. In addition, if the input 
is normal or Gaussian then the output will also be a normal 
process for a linear system (for experimental proof see 
section VII C). This statement simply means that the proba­
bility density distribution of instantaneous amplitudes is 
independent of whether the process is narrow band or wide band. 
The density distribution of amplitudes depends only on the 
properties of stationarity and Gaussianness. But this is not 
true for the distribution of peak amplitudes or peaks. As 
mentioned earlier, the density distribution of peaks is 
strongly dependent on whether the process is narrow band or 
wide band. For narrow band, this distribution is Rayleigh 
(Eq. 9), while for wide band it is Gaussian and for a process 
which is not either narrow band or wide the distribution of 
a(t)/a  
Envelope b(t) 
Fig. 11. Theoretical output from variable sinusoidal excitation 
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peaks is a mixture of Rayleigh and Gaussian distributions. 
Thus in attempting the laboratory simulation of random process, 
these two conceptually different characteristics of the random 
processes must be given due consideration. 
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IV. TEST SPECIMEN 
A. Material 
The material used in this investigation was manufactured 
in the form of 1/8 inch thick steel sheets. It was supplied 
by A, O. Smith Corporation; Milwaukee, Wisconsin and is 
referred as A.O.S. 1110 (equivalent to SAE 1008) steel. 
B. Chemistry 
The typical chemistry of the steel sheet used for fabri­
cating the fatigue specimens is given in Table 2 below. 
Table 2. Typical chemistry of A.O.S. 1110 steel in percent 
Carbon-C Mang anese-Mn Phosphorus-P Sulphur-S 
0.036 0.33 0.033 0.010 
C. Static Properties 
The tensile specimens for determining the static proper­
ties of the material were machined from the same sheet from 
which the fatigue specimens were fabricated. The average 
static properties of the five tensile specimens is given in 
Table 3 below. 
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Table 3. Static properties of A.O.S. 1110 steel 
Elastic 
modulus 
2% offset yield 
strength 
psi 
Ultimate 
stress 
psi 
Elongation in 
2 inches 
percent psi 
28.8x10 6 32,040 44,440 42.8 
D. Design of Fatigue Specimen 
A dual cantilever beam type fatigue specimen was designed 
so that the maximum bending strain occurred away from the fixed 
end. The following calculations were made using strength of 
materials (52) relationships which indicate that the maximum 
strain occurred at the test section 1.2 inches away from the 
fixed end. The design details are as follows. 
End mass plus 
r accelero-
4 I meter 
A 2-x X  
& 
Fig. 12. Design of fatigue specimen 
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Let, X = horizontal coordinate of the test section from the 
free end 
y = vertical coordinate or deflection of the specimen 
I = length of the specimen between the free end and the 
fixed end 
b = width of the specimen 
d = thickness of the specimen 
Y = specific weight of the specimen material 
= acceleration of exciter base in g's 
w = weight of end mass plus accelerometer, lb. 
M = moment 
E = elastic modulus 
I = moment of inertia 
e = strain 
Then, the moment, M, at the test section in Fig. 12 is given 
Prom the geometry of the test specimen in Pig. 13, we note 
b = 0.700 in. (width of constant section and not that of 
test section) 
d = 0.125 in. 
X = 2.800 in. 
as well as for the specimen material (steel), y = 0.283 Ib/in^, 
the weight of the end mass plus accelerometer at the free end, 
w = 20 gm. = 0.044 lb, and E = 30 x 10^ psi was used in 
initial design calculations. 
by 
lia. 
1.5 Dia 
Hole circle" Strain gages on 
top and bottom 
surfaces at this 
location m 00 (N Clamped 
LO o in 
n ' 
1.200R 700R o 
937R 
600 
2 . 2 0 0  
5. 000 
Note: 1. Specimen thickness = 0.125 in. 
2. All dimensions in inches 
Fig. 13. Fatigue test specimen 
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Substituting the above values into Eg. 38 gives 
2 
M = (0.283) (0.700) (0.125) (2.800) + (0.044) (2.800) Yb (39) 
= 0.220 in.lb 
From the geometry of the test section in Fig. 13, the moment 
of inertia, I, of the test section is given by 
I = (1/12) (0.470) (0.125)3 = 76.5 x lo"^ in^ (40) 
and from strength of materials (52), the maximum bending strain 
is given by 
^ _ (Md/2) 
EI (41) 
substituting Eqs. 39 and 40 into Eq. 41 the maximum bending 
strain at the test section is found to be 
220 X 0.0625 I * # M A ya * » * « 9 
Tfil Yb " 5.99 y^ u in./in. (42) 
The moment M, at the fixed end is given by 
M = (43) 
substituting I = 4.0 in. (Fig. 13) and other values as indi­
cated above into Eg. 43, we have 
M = (0.283) (0.700) (0.125) (4.0) + (0.044) (4.0) (44) 
M = 0.3741 y, in. lb. 
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From Fig. 13 the moment of inertia, I, of the cross section at 
the fixed end is given by 
I = (1/12) (1.200) (0.125)^ = 195. 32 x lO"® in.^ (45) 
substituting Eqs. 44 and 45 into Eg. 41, the maximum bending 
strain at the fixed end is found to be 
e = U.3741 X 0.0625 
30x10^x195.32x10"^ 
y, = 3.99 y, u in./in. (46) 
A comparison of Eqs. 42 and 46 shows the ratio of the 
strain at the test section to that at the fixed end to be 1.5, 
i.e., the strain at the test section is 50% higher than that 
at the fixed end. Hence, we can conclude that the fatigue 
failure under bending will occur at the test section, 1.2 in. 
away from the fixed end. 
The final configuration of the fatigue specimen is shown 
in Figs, 13 and 14, 
E. Fabrication of the Test Specimen 
The dual cantilever beam type fatigue specimens were 
machined according to the dimensions shown in Fig. 13 from 
1/6 inch A.O.S. 1110 steel sheets. The top and bottom surfaces 
of the specimen were retained in an as received state. The 
Fig. 14. Fatigue test specimen 
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edges of the test specimen^ were hand polished using succes­
sively finer emery paper to remove any sharp corners and to 
eliminate visible surface scratches in the region where the 
maximum bending strain occurred. 
Initial eleven specimens were not hand polished. Only 
seventeen of total fifty^three data points were obtained from 
these specimens (see Figs. 36 and 37). 
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V. DESCRIPTION OF TEST FACILITY 
A. Complete System 
A circuit schematic of the Iowa State University fatigue 
testing facility specifically developed for the purpose of this 
research is shown in Fig. 15 and the actual system is shown in 
Fig. 16. A brief summary of all the instruments shown in these 
two figures is given in Table 4. 
The fatigue test system shown in Figs. 15 and 16 is a 
modified version of the standard test system used for the 
sweep-sine (constant amplitude) and sweep narrow band random 
(3, 10, 30/ 100 Hz bandwidth available) or wide band random. 
When used as a standard test system the three blocks within 
the dotted block are bypassed as indicated in Fig. 15. 
The standard test system was modified for the purpose of 
conducting the variable amplitude sinusoidal test. To achieve 
this modification, the rectified feedback signal from the sine-
random generator was tapped at a selected point on the seven 
point pin output connector and fed to the analog time averaging 
circuit of Amplifier 1 in Fig. 17. This circuit converts the 
rectified feedback signal into a nearly DC feedback signal 
which is then summed with a variable amplitude control signal 
from amplifier 3. The output from the analog summing circuits 
of amplifier 2 in Fig. 17 is then feedback to the input of the 
compressor circuit of sine-random generator. In this manner 
Ch-2 
Omit for 
random test 
LOW 
frequency 
oscillator 
Diode 
function 
generator 
1 
Analog 
summing 
circuits 
Frequency 
counter 
A: Rectified feedback 
B; Modified feedback 
control signal 
Ch-1 
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Strain 
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conditions 
Charge 
amplifier 
Charge 
amplifier 
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1 TT ,4 
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J 
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iH 
W 
CN 
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(N 
W 
Analog 
computer 
Ag(RMS) 
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Fig. 15. Circuit schematic of fatigue testing facility 
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Fig. 16. Fatigue test facility 
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Fig. 17. Modification of standard fatigue test facility for variable sinusoid test 
Table 4. Summary of instruments 
Item Manufacturer 
Low frequency Hewlett-Packard 
oscillator 
Diode function Electronics shop 
generator of I.S.U. 
Analog computer Electronic 
Associates Inc., 
Frequency 
counter 
Sine-random 
generator 
Hewlett-Packard 
Bruel & Kjaer 
Power amplifier MB Electronics 
Electrodynamic " 
exciter 
Accelerometer- AGAC-Derritron 
preamplifier Inc. 
Model no. 
202A 
TR-10 
5233L 
1042 
T51 WMC-K 
ClO-E 
yMrl2R 
Vibration meter Bruel & Kjaer 2502 
Serial no. Remarks 
3750 
644-0641 
239485 
356 
400 
102 
164785 
Frequency range -0.01 to 
1200 Hz 
Generates envelope shown 
in Fig. 10, p. 36 
Generf-1 purpose designed 
for desk-top use 
Frequency range-0 to 2 MHz 
Frequency range - 5 to 
10 KHz 
Capacity - 1200 lb. from 
50 to 1200 Hz 
Frequency response; + 1% 
5 Hz - 5 KHz + 2% 2Hz -
20 KHz 
Tolerance; + 1% from 20dB 
below to 10 dB above 
full scale deflection 
Piezoelectric- Endevco 
accelerometer 
Piezoelectric- Endevco 
accelerometer 
Strain-gages Micro-
measurements 
Dial gain charge- Kistler 
amplifier 
Dual mode charge- Kistler 
amplifier 
Universal signal Endevco 
conditioning 
module 
Dual-beam Tektronix Inc. 
oscilloscope 
Oscilloscope 
camera 
Tektronix Inc. 
Electronic counter Berkeley 
Electronic counter Berkeley 
Digital 
voltmeter 
Electronics Shop 
of I.S.U. 
Level recorder Bruel & Kjaer 
Tape recorder Sony Corp. 
Electronic 
voltmeter 
Bruel & Kjaer 
2222B 
2222B 
YL15 
YL17 
EA-06-250BG-120 
504 
504D 
4401 
502A 
C-12 
10 
410 
2305 
TC 352D 
2416 
102X 
0234 
23417 
014067 
269 
164 
284627 
20935 
291402 
Microminiature, Frequency 
response: +5%, 20 to 6 KHz 
Microminiature, Frequency 
response: + 5%, 20 to 6 Kdz 
Frequency response (within 
+ 5%); near DC to 100 KHz 
Frequency response (within 
+ 5%): near DC to 100 KHz 
Used in connection with 
strain gages for dynamic 
strain measurment 
Equipped with special out­
put jacks for both upper 
and lower beams 
Accuracy: + 0.2 dB when 
used with 25 dB logarith­
mic potentiometer 
Three head stereo tape-
recorder 
Frequency response: linear 
within 2% RMS from 2 Hz to 
200 KHz 
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the excitation signal supplied to the electrodynamic exciter 
by the sine-random generator via the power amplifier was 
shaped as closely as possible to the desired theoretical 
excitation for the variable sinusoidal testing (Fig. 11). 
Details of this modification is shown in Fig. 17. 
The modification of the system could have also been 
achieved by summing the control signal from the diode function 
generator at the analog summing circuit with either the output 
from the accelerometer preamplifier or the vibration meter, 
and then feeding the modified feedback signal to the compres­
sor of the sine-random generator. However, since the necessary 
hardware available for the modification of the system was more 
suitable to the modification shown in Fig. 17, it was used in 
this research. 
As shown in Fig. 15, the output of the specimen was 
recorded in the form of strain at the test section and acceler­
ation at the free end. These signals were conditioned and 
amplified as necessary and then fed to the analog computer for 
computing the RMS values. The output acceleration designated 
as , was taken from the corresponding charge amplifier and 
recorded on the tape recorder. Also, output signal from the 
vibration meter was simultaneously recorded on another channel 
of the tape recorder. The output from the time average circuit 
of the acceleration, A^, was recorded on the level recorder 
(strip chart recorder) to monitor the drop in acceleration with 
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the progression of fatigue failure. 
B. Individual System Components 
and their Calibration 
The standard fatigue system which includes the sine-
random generator, the power amplifier, the exciter, the 
accelerometer preamplifier and the vibration meter were 
periodically checked and calibrated by the ERI electronics 
shop of Iowa State University. The frequency counter and the 
two electronic cycle counters were also periodically checked 
by the electronics shop. The diode function generator was 
checked and reset if necessary before every variable sinusoidal 
test and monitored on oscilloscope during the test. The strain 
conditioning unit was calibrated before every test to assure 
that the deflection on the oscilloscope was correctly related 
to the output strain. Since output of the oscilloscope was 
fed to the analog computer for determining RMS values of the 
strain signals, the oscilloscope was periodically calibrated 
to determine any change in its input-output relationship. The 
analog circuits for computing RMS values were also periodically 
calibrated. The brief description of the last four items and 
their typical calibration data is given below. 
1. Diode function generator 
The diode function generator was designed to duplicate 
electronically the envelope shown in Fig. 10. To achieve the 
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electronic duplication the envelope was broken up into seven 
straight lines, each one having an appropriate slope. The 
point where two adjoining straight lines intersected each other 
was denoted as a break point. Also the highest point on the 
curve was called a break point. 
The curve in Fig. 10 was replotted in terms of the input 
and output voltages for the electrical design of the diode 
function generator. Figure 18 shows this replotted curve and 
also the seven straight lines and seven break points. The 
slope of the first straight line is denoted as a central slope 
(CS) while the slopes of other six straight lines are denoted 
as SL1-SL6. The seven break points are referred as BK1-BK7. 
The detailed electrical circuit diagram of the diode function 
generator is given in Fig. 19. 
Before conducting every variable sinusoidal fatigue test 
the diode function generator was checked to see whether there 
is any drift in its output causing the electronically generated 
envelope to differ significantly from the theoretical envelope. 
In order to make this check easier, the eight points given in 
Table 5 were selected on the curve shown in Fig. 18. These 
points were adjusted as accurately as possible (within + 1% to 
2%) by properly adjusting the seven slopes (which includes the 
central slope) and the six break points (the break point seven 
as indicated above is not actually a break point). After the 
accurate adjustment of these points, output of the diode 
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Fig. 18. Input-output relationship of diode function generator 
Fig. 19. Circuit diagram for diode function generator 
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Table 5. Diode function generator input-output relationship 
Input-volts Output-volts 
0.00 0.00 
1.00 1.30 
4.00 2. 87 
7.00 4.40 
8.25 5.35 
9.25 6.50 
9.50 7.00 
10.00 10.00 
function generator was displayed on the oscilloscope. It was 
then compared with the theoretical envelope which was scribed 
on a clear plastic and pasted on the screen of the oscilloscope. 
The output of the diode function generator was also periodi­
cally compared with the theoretical envelope during the actual 
fatigue test. 
2. Two channel dynamic strain measuring system 
The system consists of Endevco universal strain con­
ditioning module (Model 4401) which has two data conditioners, 
and a type 502A Textronix oscilloscope. The system was set up 
for a 120 ohm external bridge system. The wheatstone bridge 
circuit (53) used for dynamic strain measurements is shown in 
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Fig. 20. Note that this arrangement provides the increased 
circuit sensitivity (53), since the two active gages (one on 
the top and other on the bottom of the test section of canti­
lever beam specimen) under bending experience strains of equal 
magnitude but of opposite sense. Hence the two strain signals 
add electrically. Also note that this arrangement provides 
automatic temperature compensation without any loss in circuit 
sensitivity (53). 
The preliminary adjustments such as setting the excitation 
voltage, trace adjustments, DC scope balance (balanced at all 
scope sensitivities progressively increasing sensitivity from 
20 volts/cm. to 0.1 mv/cm with the input switch set at "AC A-B") 
\ 
Dummy 
Dummy 
Calibration 
switch 
/ \ / 
Red / 
Green 
\ 
/ 
\ 
White 
Black• 
Shield Excit. (-) 
Fig. 20. Wheatstone bridge circuit for dynamic strain 
measurement 
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setting guard potential, and balancing the bridge (balanced at 
all scope sensitivities progressively increasing sensitivity 
from 20 volts/cm to 0.1 mv/cm with the input switch set at 
"DC A-B") was carried out following the operational manual for 
the system. Calibration was completed by setting the scope 
sensitivity to 1.0 mv/cm (input switch set at "DC A-B") and 
pressing the calibration button and adjusting "Excit" potentio­
meter until the desired scope deflection of 5 cm. was obtained 
for the simulated strain of 2500 u in./in. The calibration 
button inserts a 24.0 k ohm resistor in parallel with one 
active arm of the bridge as shown in Fig. 20. Table 6 gives 
the strain simulated per centimeter of deflection for the 
various scope sensitivities. 
Table 6. Oscilloscope sensitivity vs simulated strain 
Scope sensitivity Active arms on bridge 
Strain y in/in/cm 
Act : 
mv/cm (1) (2) 
0.1 50 25 
0.2 100 50 
0.5 250 125 
1.0 500 250 
2.0 1,000 500 
5.0 2,500 1,250 
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3. Oscilloscope input-output relationship 
It was mentioned earlier that output of the oscilloscope 
was fed to the analog circuits for computing RMS values of the 
strain signals. In order that the RMS values read on the 
digital voltmeter can be correctly related to the strains in 
the specimen, it was extremely vital to know that the input to 
and output from the scope were properly related to each other. 
The block diagram in Fig. 21 illustrates the method used for 
obtaining this relationship. Note that a known RMS voltage 
from a low frequency function generator was fed to each of the 
two channels of the scope and the output from the scope was 
read on the true RMS voltmeter. The results obtained are shown 
in Figs. 22 and 23. 
Chi Chi Low 
frequency 
1 FN generator 
Oscilloscope True RMS 
voltmeter Ch2 
—-
Ch2 
• 
Fig. 21. Oscilloscope input-output relationship 
The effect of the input impedance of the voltage measur­
ing circuit on the output of the scope was also investigated 
by inserting 100 k ohm and 10 k ohm resistors between the 
scope output and ground. It was observed that a 100 k ohm 
resistor had no effect on the output of the scope as measured 
Fig. 22. Input-output relationship Fig. 23. Input-output relationship 
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on the voltmeter. With a 10 k ohm resistor, the measured 
voltage was 2 to 3% lower than previously measured. Hence, 
for computing RMS values of the strain signals, output of the 
scope was fed to the analog circuits through a 100 k ohm (+ 1%) 
resistor. 
4. TR-10 analog computer 
The RMS values of the strain and acceleration signals were 
computed using the TR-10 analog computer. Figure 24 is a 
simplified block diagram of the electrical circuit in Fig. 25 
used for computing these values. The output voltage of ampli­
fier 2 in Fig. 25 is the time average of the input voltage 
so long as the time constant is sufficiently large compared to 
the period of the lowest frequency component. The performance 
of the time average circuit was determined experimentally for 
variable sine wave which has the lowest frequency component. 
Table 7 shows typical calibration data obtained from these 
analog circuits for constant frequency and amplitude sine wave. 
e Cti 
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Ct)or Time sq. root 
or 
A(t) A^ (t) 
averaging 
r!T -rmii t 
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u ^RMS 
or 
lA^(t) 
dt e (t) 
A"(t) 
Fig. 24. Block diagram for computing RMS values 
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Fig. 25. Analog circuit for computing RMS values 
Table 7. Calibration data from analog circuits for computing RMS values^ 
Strain-e^ Accéléra tion-Aj^ Strain-Eg Acceleration-Ag 
Input 
volts 
RMS 
Square Time 
ave. 
Sq. 
root 
(RMS) 
Square Time 
ave. 
Sq. 
root 
(RMS) 
Square Time 
ave. 
Sq. 
root 
(RMS) 
Square Time 
ave. 
Sq. 
root 
(RMS) 
1.0 - .10^ .10^ - .98^ - .10 .10 - .98 - .10 .10 - .98 - .10 .10 - .98 
2.0 - .40 .40 -2.02 - .40 . 40 -2.03 - .40 .40 -2.02 - .40 .40 -2.03 
3.0 - .91 .90 • -3.00 - .91 .92 -3.02 - .91 .92 -3.03 - .92 .92 -3.02 
4.0 -1.60 1.61 • -3.98 -1. 61 1.62 -3.99 -1.60 1.62 -3.99 -1.60 1.61 -3.98 
5.0 -2.52 2.51 • -5.00 -2.5 2 2.52 -5.01 -2.52 2.52 -5.01 -2.50 2.51 -5.01 
6.0 -3.62 3.60 • -6.01 -3.62 3.65 -6.03 -3.62 3.62 -6.02 -3.65 3.65 -6.04 
7.0 -4.89 4.92 • -7.00 -4.93 4. 99 -7.05 -4.94 4. 96 -7.01 -4.98 4.97 -7.03 
^All values are volts RMS. 
^See Fig. 25 for the proper gain and the sign. 
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VI. EXPERIMENTAL PROGRAM 
An experimental investigation was carried out to obtain 
experimental validity of the theory of simulation described in 
section IIIC, To achieve this verification, the fatigue tests 
were performed on A.O.S. 1110 (equivalent to SAE 100 8) steel 
using both the variable sinusoid and narrow band random exci­
tations. The details of this experimental program are 
described below. 
A. Test Setup 
The cantilever beam type fatigue test specimen was sub­
jected to the base excitation as shown schematically in Fig. 
12. Figure 26 shows the test specimen mounted on the vibra­
tion exciter. As can be seen from this figure, the dual 
cantilever beam specimen was clamped in the middle by a 
mounting fixture which was attached directly to the armature 
of the vibration exciter. An •^nd mass in the form of a steel 
piece (1 in. x 0.36 in. x 0.40 in. high) was attached at the 
free end of cantilever beam specimens. An endevco micro­
miniature piezoelectric accelerometer model 2222B was glued to 
+-Vi<a chool i->-5 -in +-'ho 
To measure strain level during the fatigue test, the 
micromeasurements series EA-06-250BG-120 strain gages were 
mounted on the top and bottom surfaces of every cantilever 
beam at the point where the maximum bending strain occurred. 
Fig. 26. Fatigue specimen on vibration exciter 
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To determine actual RMS strain the strain signals from the 
specimen were fed to the analog computer through the Endevco 
universal strain conditioning module model 4401 (Fig. 15). 
RMS values of the output acceleration signals were also 
determined. In this case, acceleration signals were fed to 
the analog computer through the Kistler charge amplifiers 
(Fig. 15). Since the fatigue life of the strain gage installa­
tion was found smaller than the fatigue life of the specimen, 
the acceleration signal from its time averaging circuit was 
used to determine cycles to failure. The same signal was also 
used to plot acceleration-time history. 
Signals from the output accelerometer, , and the vibra­
tion meter (Fig. 15) were simultaneously recorded on two 
channels of the Sony tape recorder model TC352D. The recorded 
signals were used later to ascertain Gaussian nature of tlie 
input and output processes (see section VIIB). 
B. Frequency Response of the Specimen 
Frequency response of the test specimen including the 
entire system was experimentally determined to study the 
response characteristics of the specimen at and near the 
resonance. Before starting the test, frequency of the sine-
random generator was set at 20 Hz. The specimen was then 
subjected to a constant base acceleration and frequency of the 
sine-random generator was automatically increased at a very 
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slow rate. This was continued up to a frequency beyond 
resonance at which the response dropped virtually to zero. 
A typical experimentally determined response curve with 
an end mass of 20 gm. attached at the free end is shown in 
Fig. 27. It is seen from this figure that the system is 
strongly resonant and has only one resonance peak. The system 
response with no mass at the free end and with an end mass of 
10,30 and 40 gm. was also studied. The response curves were 
exactly like that shown in Fig. 2 7 with only difference being 
the resonance frequency. 
C. Output Acceleration vs. Excitation Frequency 
Because of the high transmissibility ratio, the input 
acceleration required to produce fatigue failure at the 
resonance frequency was very small. However, it was observed 
that with small input acceleration the signal to noise ratio 
was too low. It was also found that a few degrees change in 
room temperature had noticeable effect on frequency setting 
of the sine-random generator. For strongly resonant system 
such changes in excitation frequency at the resonance would 
have large effect on the response. 
Because of the reasons cited above it was felt that 
performing the fatigue tests at the resonance frequency of the 
specimen is not advisable. Hence an experiment was performed 
to determine the excitation frequency such that a small change 
Fig. 27. Frequency response of the specimen 
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in it would have very little effect on the output. Also the 
other purpose of the same experiment was to make sure that 
input acceleration required to produce fatigue failure at that 
frequency would be high enough so that the signal to noise 
ratio would be excellent. The results of this experiment are 
plotted in Fig. 28. Note that in this figure the ordinate is 
a ratio of the output acceleration at a given excitation 
frequency to the output acceleration at the resonance frequency 
of sinusoidal excitation while the abscissa is the deviation 
in excitation frequency from the resonance frequency. It is 
seen from the same figure that the curve becomes relatively 
flat at frequencies for which Af > 6.0 Hz. Since enough power 
from the power amplifier was not available to obtain high 
strain levels at frequencies for which Af > 9.0 Hz, the fatigue 
tests were performed at Af = 7.0 Hz. This assured that some 
reserve power was available if needed. 
D. Output Strain vs. Input Acceleration 
An experiment was performed to establish a relationship 
between the output RMS strain and input RMS acceleration for 
various values of excitation frequencies above the resonance. 
The results of the experiment are plotted in Fig. 29. The 
results shown in this figure were used to determine approxi­
mate settings of the input accelerometer preamplifier gain to 
obtain desired RMS strain level during the fatigue testing of 
75 
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Fig. 28. Output acceleration vs excitation frequency 
76 
140 
120 
100 
c 
80 
c 
-H 
03 U 
-P 
m 
Af 7 Hz CO 
4J 
3 
Cl 
•P 
3 
O 
Af 8 Hz 
Af 9 Hz 
20 ^  
0 2 . 0  1.0 1.5 .5 
Input RMS acceleration - g's 
Fig. 29. Output strain vs input acceleration 
77 
the specimens. 
E. Static Load-Strain Test 
It was observed that on some specimens the strain gages 
were slightly off-centered. The probable cause could be that 
the strain gages may have slipped during the curing process. 
In order to ascertain that the off-centering of the strain 
gages does not have appreciable effect on the strain readings, 
a static load-strain test was performed on most of the speci­
mens. A point load was applied in center of the width at 5/16 
inch away from the free end. A typical static load-strain 
curve is shown in Fig. 30. The maximum difference found in 
the strain read on any one specimen at the maximum applied 
load was about + 2.0% from the mean of all specimens. Since 
this is extremely small, no correction was applied to the 
strain read during the actual fatigue test. 
F. Fatigue Life Cycle Counting Method 
It is seen from Figs. 13 and 14 that the test specimen 
consisted of two cantilever beams which were excited simul­
taneously. In order to utilize the experimental data of both 
beams effectively it was felt that the end of fatigue life 
must be considered as being some point before complete separa­
tion occurs. This decision was based on experience since it 
is almost impossible to expect both beams to separate into two 
800 -
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pieces at the same time. Also the dynamic stability of the 
exciter moving element cannot be maintained once one of the 
two beams separates into two pieces. 
It was found that the fatigue life of the strain gage 
installation was generally much smaller than the fatigue life 
of the specimen. For this reason, the output from the analog 
time average circuit of the output acceleration signal was 
used to determine cycles to failure. 
The output from the time average circuit as shown in Fig. 
31 was fed to the comparator circuit where it was compared 
with the reference voltage. The reference voltage was always 
set at 1/4 of the initial time average squared value. When 
the time average squared value of the output acceleration 
signal dropped slightly below the set reference voltage, then 
the zener diode in the comparator circuit was turned on auto­
matically. This in turn deactivated the cycle counter, thus 
stopping it from counting cycles when the RMS value of 
acceleration signal dropped to 1/2 of its initial value. In 
order to justify that the above indicated very closely the 
total number of cycles to failure, a continuous time history 
of the time average squared value of the output acceleration, 
A2 (see Fig. 15), was plotted. Two samples of these time 
histories are shown in Figs. 32 and 33. We note from these 
figures that the time between 3/4 drop (indicated by the tick 
mark) in the initial time average squared value and 9/10 drop 
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in the same value (indicated by the horizontal line at the 
bottom) is very small compared to the total time. 
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Fig. 31. Method of deactivating cycle counter 
G. Fatigue Tests 
The fatigue tests described in the following have been 
designed to investigate how well the fatigue lives obtained 
using variable sinusoidal loading will predict the fatigue 
lives under Gaussian narrow band random loading. The narrow 
band random excitation used for the purpose of comparison had 
a 3 Hz bandwidth. 
Fig. 32. Time average squared acceleration vs. time history (variable sinusoid) 
RMS strain = 580 p in./in. 
Paper speed = 0.03 mm/sec 
aa Ht Po(entiomeler Range:.. lower I,m Fteq • . _ _ H/ W, Speed _mm/:ec Papei Sp««d: Potenliometor Range dB Foclilief; 
dBdO dB dB 
20-1 
Rec No -. 
Dale: 
0 Sign 
100 70000 40000 0 A 8 C Lin. 5000 10000 1000 (WO 200 IOC Hf 
Fig. 33. Time average squares value vs. time history (narrow band random) 
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Before performing a fatigue test, the resonant fre­
quencies of both cantilever beams of every specimen were 
determined. This was accomplished by subjecting the specimen 
to a constant sinusoidal excitation. Before starting this 
test, the sine-random generator was always set at 8 to 10 Hz 
below the expected resonant frequency. Frequency was then 
atuomatically increased at a very slow rate. The exact 
resonant frequencies were determined by observing the Lissajous 
patterns on an oscilloscope. In most cases, the resonant 
frequencies of two cantilever beams of the same specimen were 
found to differ slightly from each other. In such a case, a 
very small weight was added at the free end of the beam having 
the higher frequency. In this manner the resonant frequen­
cies of two beams were brought within 1/10 Hz. This assured 
that during actual fatigue test both beams of the same speci­
men would experience approximately the same RMS strain. 
It should be mentioned here that the time spent in 
searching the resonant frequencies was extremely small 
compared to the total time to failure. Also the RMS strain 
observed during this test were never greater than 200-250 
in./in. Hence no fatigue damage was done to the specimen 
since the endurance limit of this material is in the order of 
500 to 565 y in./in. RMS. 
Before starting the fatigue test the input vibration 
level and the accelerometer preamplifier gain were preset to 
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obtain the desired RMS strain level. Once the fatigue test 
was begun no attempt was made to correct the input in case the 
observed RMS strain level did not correspond to the desired 
RMS strain. Only the observed RMS strain level was used for 
plotting the fatigue test data. 
Two samples were initially fatigue tested to determine 
the strain levels that would cause fatigue failures in the 
reasonable amount of time. From the results of these two pilot 
experiments the RMS strain levels for the future testing were 
so selected that the fatigue test was completed within a 
normal day or a not too extended working day. Two types of 
fatigue tests and their results are described below. 
1. Variable sinusoidal fatigue tests 
Fourteen dual cantilever beam fatigue specimens were 
fatigue tested at various strain levels using the variable 
sinusoidal excitation of the form shown in Fig. 11 and 
mathematically described by Eq. 37. Because of the failure 
of strain gages at the beginning of the test on one of the two 
beams of the two fatigue specimens only twenty-six data points 
were obtained for the statistical evaluation of the test data. 
The strain-time history for most of the specimens were 
photographed for the purpose of qualitative rather than 
quantitative evaluation. Two samples of these time histories 
are shown in Fig. 34. When the photographs in this figure 
are compared with Fig. 11, we note that almost exact 
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Fig. 34. Veuriable sinusoid-strain time history 
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duplication of the theoretical envelope was attained. The only 
major difference found between the two was near the zero 
amplitude. At this point it was observed that the exciter 
instead of returning to no input, paused momentarily at ampli­
tudes slightly above the zero. This may explain why in the 
statistical analysis (section VIIC) of the input and output 
acceleration an excess of small amplitudes were found. 
The fatigue test data of the twenty-six cantilever beams 
is tabulated in Table 8. Note that the fatigue lives in this 
table were recorded at the time when the RMS value of the out­
put acceleration dropped to 1/2 of its initial value. 
Table 8. Variable sinusoidal fatigue test data 
No. of cycles at 50% No. of cycles at 50% 
RMS strain drop in RMS output RMS strain drop in RMS output 
y in./in. acceleration yi in./in. acceleration 
468.0 3.96 X 
VO 
'
 
o
 
1—1 
491.0 1.82 X 10® 
496.0 2.15 X 10® 515.0* 4.12 X 10® 
529.0 3.29 X 10® 530.0 2.02 X 10® 
534.0 2.01 X 10® 539.0 1.32 X 10® 
540.0^ 3.34 X 10® 540.0 1.79 X 10® 
552.0* 2.73 X 10® 554.0 1.42 X 10® 
573.0 1.15 X 10® 575.0 1.23 X 10® 
580.0 1.23 X 10® 583.0 1.62 X 10® 
611.0 1.08 X 10® 620.0 7.04 X 10^ 
620.0 7.36 X 10^ 639.0 8.08 X 10^ 
649.0 7.27 X 10^ 682.0 6.01 X 10^ 
682.0 5.87 X 10^ 683.0* 1.03 X 10® 
692.0 5.12 X 10^ 740.0 4.03 X 10^ 
^These data points were obtained from the initial batch 
of 8 specimens. All specimens were made from the same sheet of 
steel, however, the initial batch seems to indicate slightly 
higher fatigue lives. 
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2. Gaussian narrow band randoin fatigue tests - 3 Hz bandwidth 
Fifteen dual cantilever beam fatigue specimens were 
fatigue tested at various strain levels using Gaussian 3 Hz 
narrow band random excitation. Because of the failure of 
strain gages at the beginning of the test on one of the two 
beams of the three fatigue specimens only twenty-seven data 
points were obtained for the statistical evaluation of the 
test data. 
The strain-time history for most of the specimens were 
photographed for the purpose of qualitative rather than 
quantitative evaluation. Two samples of these time histories 
are shown in Fig. 35. From the photographs in this figure we 
note that even though the amplitudes vary in random fashion, 
we can speak of an individual "cycle" for narrow band random 
process as we do for the sine wave process. Also note that 
the envelope of the peak amplitudes in these photographs is 
very similar to that shown in Fig. 5a. 
The fatigue test data of the twenty—seven cantilever 
beams is tabulated in Table 9. Note that as in the case of 
variable sinusoidal tests the fatigue lives in this table were 
also recorded at the time when the RMS value of the output 
acceleration dropped to 1/2 of its initial value. 
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RMS strain = 501 y in/in 
RMS strain = 687 # in/in 
Fig. 35. 3 Hz narrow band random-strain time history 
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Table 9. 3 Hz narrow band random fatigue tests data 
No. of cycles at 50% No. of cycles at 50% 
SMS strain drop in RMS output RMS strain drop in RMS output 
U in./in. acceleration ^ in./in. acceleration 
482.0 4.17 X 10® 487.0 3.64 X 10® 
501.0 3.39 X 10® 501.0 2.32 X 10® 
501.0 2.08 X 10® 533.0* 2.88 X 10® 
539.0 1.98 X 10® 544.0* H
 
H
 
00
 
X 10® 
546.0^ 1.28 X 10® 570.0 1.79 X 10® 
573.0 1.23 X 10® 592.0* 2.02 X 10® 
600.0 1.55 X 10® 600.0 9.16 X 10^ 
601.0^ 2.06 X 10® 601.0 1.29 X 10® 
603.0* 1.57 X 10® 604.0* 2.17 X 10® 
647.0 1.01 X 10® 653.0 7.73 X 10^ 
664.0 8.37 X 10^ 673.0 8.75 X 10^ 
687.0 8.06 X 10^ 687.0 5.97 X 10^ 
707.0 5.34 X 10^ 720.0 5.13 X 10^ 
720.0 4.71 X 10^ 
^These data points were obtained from the initial batch 
of 8 specimens. 
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VII. ANALYSIS AND COMPARISON OF EXPERIMENTAL DATA 
It is universally accepted fact that all experimental 
data contain "errors", or deviations from some conceptually 
ideal "true value". Experience has shown that this is 
definitely true for fatigue data since scatter is an inherent 
characteristics of such data. Hence the experimental data 
given in Tables 8 and 9 were statistically analyzed before 
presenting them in the form of strain-life diagrams. The 
comparison of the two sets of data was also made on the basis 
of statistical analysis. 
A. Strain-Life Diagrams 
Before applying any statistical method for the data 
analysis, the raw experimental data was plotted on logarithmic 
paper. It vas found that a straight line can be fitted on 
this type of paper to both sets of data. i.e.,. the equation of 
the line had the form 
y = ax^ (47) 
Taking logarithms of both sides of Eq. 47, gives 
log y = b log x + log a (48) 
which can be looked upon in the form of 
y' = bx' + a' (49) 
where, y' = log y, x' = log x and a' = log a 
Thus y ' and x' are linearly related euid the regression line of 
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y* on x' can be plotted by the method of least squares to 
obtain the best straight line through the data when plotted on 
logarithmic paper. 
For the least square analysis of the fatigue data the RMS 
strain was assumed to be dependent variable and the fatigue 
life in cycles was assumed independent variable i.e. RMS strain 
played the role of y and the fatigue life played the role of x. 
The best straight line and confidence limits in Figs. 36-38 
were analyzed on this basis. However, if the fatigue life is 
assumed to be the dependent variable and the RMS strain inde­
pendent variable, the method of least squares can still be used 
by simply interchanging the roles of y and x. Statistical 
analysis made on this basis was in agreement with the analysis 
presented in Figs. 36-38. 
1. Variable sinusoidal fatigue test data 
The variable sinusoidal fatigue test data given in Table 
8 was analyzed by the method of least squares outlined in 
Chapter 15 of the reference 54. The transformation of the 
data as indicated above was performed on the computer before 
using the I.S.U. linear regression analysis subroutine ME0226. 
The intercept, slope of the regression line, the 95 percent 
confidence limits on the mean and other statistical parameters 
were obtained in the form of the printed output from the 
computer. The important statistical parameters are tabulated 
in Table 10 after performing an inverse transformation of the 
computer output. The RMS strain versus the fatigue life 
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Table 10. Statistical analysis of fatigue data 
Variable 
sinusoid 
3 Hz narrow 
band random 
Combined variable 
sinusoid and 3 Hz narrow 
band random 
Mean RMS strain - 581.0 593.0 
M in./in. 
Mean life-cycles 1.34 x 10^ 1.36 x 10* 
Slope of regression line -0.1675 -0.1818 
Intercept at 10^ cycles 899.0 953,0 
Upper 95% limit on mean 594.0 606.0 
strain-y in./in. 
Lower 95% limit on mean 668.0 580.0 
strain-y in./in 
Experimental correlation 0.896 0.899 
coefficient 
Theoretical correlation 0.388 0.381 • 
coefficient^ 
587.0 
1.35 X lo' 
-0.1728 
926.0 
596.0 
578.0 
0.892 
0.271 
^For the correlation to exist between the RMS strain and the fatigue life the 
absolute value of the experimental correlation coefficient must be higher than the 
theoretical correlation coefficient. It always lies between o and 1. 
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cycles data, the regression line and the 95 percent confidence 
limits on the mean RMS strain are plotted in Fig. 36. 
2. 3 Hz narrow band random fatigue test data 
The 3 Hz narrow band random fatigue test data given in 
Table 9 was analyzed in a manner similar to that used for the 
variable sinusoid. The important statistical parameters of 
this data are also tabulated in Table 10. The RMS strain 
versus the fatigue life cycles data, the regression line and 
the 95 percent confidence limits on the mean RMS strain are 
plotted in Fig. 37. 
3. Combined variable sinusoid and 3 Hz narrow band random 
fatigue test data 
The variable sinusoid and 3 Hz narrow band random fatigue 
test data was analyzed as one set of data for the purpose of 
comparing the statistics of the combined data with the 
statistics of rhe two individual sets of data. The important 
statistical parameters of the combined data are also tabulated 
in Table 10 for comparison purposes. The combined data, its 
regression line and the 95 percent limits on the mean RMS 
strain are plotted in Fig. 38. 
B. Gaussianness 
It is known (33) that if the excitation is a stationary 
random process then the response will also be a stationary 
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random process. In addition if the input is normal or Gaussian 
then the output will also be a normal process for a linear 
system. For the variable sinusoid to be completely representa­
tive of the stationary Gaussian random process its input and 
output processes should also be Gaussian. Also the probability 
density distributions of instantaneous amplitudes of input and 
output processes of both types of excitations should reasonably 
match each other. 
In order to check the Gaussianness of the excitation and 
response processes for both types of loading, signals from the 
output accelerometer, , and the vibration meter which were 
simultaneously recorded on two channels of the tape recorder 
were analyzed on the Victoreen Pulse Height Analyzer model 
PIP400. For the purpose of analysis two hundred channels of 
the available four hundred channels were used. The range 
4 
switch was set at 10 counts. The sampling rate of 8000 
samples per second was used. 
The same number of tape revolutions of the input and out­
put processes (accelerations) were analyzed so that their 
probability density distributions can be compared directly. 
A print Output from the analyzer provided the number of counts 
in each channel. Because of the large number of channels and 
the high sampling rate used, the output of the analyzer when 
displayed on the scope looked almost like a normal distribu­
tion instead of a frequency-amplitude histogram. 
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A computer program was written to obtain a normalized 
probability density distribution from the printed output of 
the analyzer. The output from the computer was plotted on 
simplotter using the subroutine graph. The abscissa of the 
graph was normalized amplitude and ordinate was the normal 
error function. 
The computer plotted probability density curves of input 
and output processes were superimposed on each other for the 
purpose of comparison. In Fig. 39, the theoretical Gaussian 
or normal probability density distribution is plotted together 
with the probability density distribution of input acceleration 
of the narrow band random at 570 y in./in. In Figs. 40-46, the 
probability density distributions of input and output processes 
for two types of loading at two different RMS strain levels 
are shown. 
It is seen from Fig. 38 that there is no significant 
difference in fatigue lives obtained from the two types of 
loading. This becomes more evident when the slopes and inter­
cepts of the two regression lines in Figs. 36 and 37 are 
compared. The difference^ in slopes of the two regression 
lines is 7.9%, while the difference between the intercepts at 
^The percent difference was computed using the data for 
narrow band random loading as a reference. 
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fatigue life of 10^ cycles is 5.7%. The intercepts of two 
lines computed at the fatigue life of 10^ cycles indicated 
almost no difference. Thus it can be said that the two lines 
are nearly parallel. The RMS strains computed at various 
fatigue lives in the range of strains investigated indicated 
no more than 5.0% difference. 
It can be noticed from Table 10 that the width of 95% 
confidence band on the mean RMS strain of the two sets of data 
is identical. From Table 10 we also note that inspite of the 
narrowness of the 95% confidence band on the mean RMS strain 
of the variable sinusoidal loading fatigue data, it includes 
the regression line and also the lower limit of 95% confidence 
band on the mean RMS strain of the narrow band random loading 
data. 
It is seen from Fig. 39 that the probability density 
distribution of input acceleration of the narrow band random 
loading compares extremely well with the theoretical Gaussian 
or normal probability density distribution. 
It can be seen from Figs. 40, 41 and 42 that the 
probability density distributions of the input and output 
processes for two types of loading compares very well with 
each other except in the region of + (1/2)a. In this region, 
the variable sinusoid has an excessive number of counts 
compared to the narrow band random loading. The reason for 
this becomes evident from photographs of the output as shown 
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in Figs. 34 and 35. It is seen from Fig. 34 that in case of 
the variable sinusoid, the smaller amplitudes which are pro­
grammed in the envelope occur everytime the envelope is 
repeated. But from Fig. 35 we note that in case of the random 
loading, the smaller amplitudes occur occasionally. We also 
note from Figs. 11 and 34 that the envelope of the output 
process of the variable sinusoid is slightly distorted near 
zero amplitude. The reason for this behavior is mentioned in 
section VI-G-1. Thus, in case of the variable sinusoid, it is 
felt that the Victoreen Pulse Height Analyzer which provides 
the amplitude-frequency histogram may have overemphasized the 
occurrence of smaller amplitudes. This indicates that the 
slightly improved control system is necessary to obtain better 
experimental duplication of the theoretical envelope in this 
region. 
The curves shown in Figs. 43 and 44 were plotted after 
removing the excessive number of counts in the region of 
+ (1/2)a. This amounted to be 3.5% of the total number of 
counts. It is seen from these figures that the removal of 
excessive counts considerably improved the comparison of the 
+ Cl/2)a region. 
The curves in Figs, 45 and 46 reveal that with increase 
in the RMS strain there is a decrease in probability of 
occurrence of higher amplitudes of output acceleration. It 
is striking to note the complete absence of amplitudes greater 
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than + 2.5a at RMS strain levels of greater than 700 u in./in. 
It is felt that this decrease in output amplitudes may be due 
to an increase in material damping at high cyclic strains as 
well as non-linear material behavior. 
The photograph in Fig. 47 was taken at the RMS strain of 
450 y in./in. When this photograph is compared with those in 
Fig. 34 we note that the high amplitude oscillations near peak 
amplitudes have considerably damped out at RMS strain levels 
of approximately 500 y in./in. or greater. This tends to 
indicate that there is increase in damping as the cyclic strain 
is increased. This increase in damping with increase in strain 
can be explained from the behavior of the mild steels under 
cyclic straining. 
Morrow (55) observed that cold worked metal usually 
softens^ under cyclic loading. It is also stated in references 
55 and 56 that significant softening is observed in mild steel 
2 in the high cycle fatigue region^ This becomes more evident 
from the hysteretic loops for mild steel plotted in Fig. 48 
from reference 56. The large curvature in this figure beyond 
the point p indicates presence of high degree of non-linearity 
^For metals which cyclically soften, the cyclic stress 
curve will be below the monotonie curve and for metals which 
harden the cyclic stress strain curve will be above the mono-
tonic curve (55). 
2 High cycle fatigue region is defined as the region of 
S-N diagram in which fatigue life is greater than 105 cycles 
(57) . 
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Fig. 48. Hysteretic loops for mild steel at various stress 
levels 
in the cyclic stress-strain curve. This means that beyond 
point p, the damping increases more rapidly than quadratically. 
The quadratic damping is referred as "linear damping" in 
reference 56. 
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The material used in this investigation was cold rolled. 
From its static properties in Table 3 it can be classified as 
a mild steel. Since fatigue lives obtained were greater than 
10^ cycles, the S-N curves shown in Figs. 36, 37 and 38 fall 
into the high cycle life region. Hence, the cyclic stress 
strain behavior of mild steel as shown in Fig. 48 can be used 
to explain the behavior of this material. From Fig. 48 it can 
be noticed that the metals which cyclically soften have a 
much lower proportional limit under cyclic loading than that 
found under static loading. This indicates that the cyclic 
inelasticity will occur within the apparent elastic limit of 
the virgin material. Thus, even though the RMS strains used 
were far below the static elastic limit of the material, the 
high strain amplitudes experienced by the material were well 
into the plastic region. Since beyond the point p in Fig. 48, 
the cyclic stress increases at much slower rate than the 
strain, the normalized amplitudes of stress and hence output 
acceleration can be expected to drop with increase in the 
strain level. This can explain the absence of amplitudes 
greater than + 2.5a as found in Figs. 45 and 46 for high 
strain levels. 
The conclusions derived above with regards to the behavior 
of the test material under cyclic loading can be substantiated 
by the experimental data plotted in Fig. 49. This data was 
obtained using 30 Hz narrow band random excitation centered 
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116 
on the natural frequency of the specimens. It can be noticed 
from Fig. 49 that the inelastic behavior of the material under 
cyclic straining begins at approximately 450 u in./in. RMS. 
The elastic static limit of the material is approximately 750 
U in./in. RMS. Hence we can conclude that the material used 
in this investigation is a cyclically softening material. 
Curves 1 and 2 in Pig. 49 were obtained in extremely short 
interval of time. The experiment was also repeated a second 
time. The data from this experiment plotted exactly on curve 
2. Hence from these curves it can be said that the hysteretic 
loop of the material becomes stable after cycling for very 
short duration. 
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VIII. CONCLUSIONS AND RECOMMENDATIONS 
The primary object of this research Was to obtain an 
exact sinusoidal simulation of material fatigue life when sub­
jected to a Gaussian narrow band random loading. The problem 
of simulation was approached from the fact that in the case of 
a Gaussian narrow band random process the probability density 
distribution of peaks is a Rayleigh distribution. From this 
fact an envelope amplitude-time relationship was derived so 
that peak amplitudes of the sinusoidal excitation have a 
probability density distribution that is also Rayleigh. 
The test results of the experimental investigation carried 
out to determine the validity of this theory show that the RMS 
strain vs. fatigue life curves for the variable sinusoid and 
the Gaussian narrow band random loadings are nearly parallel. 
A statistical analysis of the fatigue data indicated that 
the fatigue lives under narrow band random loading can be 
predicted within ten percent from the fatigue lives under 
variable sinusoidal loading. The prediction being conserva­
tive by the amount indicated. 
The probability density distributions of the instantaneous 
amplitudes of two inputs and two outputs compared very well 
with each other in the region of amplitudes greater than 
+ (1/2)a. In the region where the amplitudes are smaller than 
+ [l/2]o, the variable sinusoid was found to have slightly 
higher number of counts than the narrow band random loading. 
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When these excessive number of counts were removed the two 
distributions matched almost perfectly. 
The input probability density distribution of the 
instantaneous amplitudes was found to be Gaussian for both 
types of loading. The output probability density distribution 
was found to be distorted by nearly identical amounts at high 
strain levels. 
Several recommendations can be made concerning future 
research in this field. 
An improved control system is needed to duplicate the 
envelope function of the variable sinusoid to eliminate the 
excessive number of amplitudes in the region of + (1/2)CT. 
Extension of the theory of simulation used in this 
research should be investigated in the region of low cycle 
fatigue which is defined in reference 57 as the region in 
which the failure of materials under cyclic strains occurs in 
less than 10" cycles. For the material used in this investi­
gation an increase of slightly more than 50 y in./in. above 
the highest RMS strain level used would give the fatigue life 
which is less than 10^ cycles. 
The application of this theory to various types of loading 
other than the flexural e.g. tension-tension should be investi­
gated. 
A possibility of duplicating the response of a system 
with multiple resonances e.g. system having two resonance 
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frequencies should also be examined. 
It is felt that the accelerated fatigue testing (which is 
not possible with the random loading) can be performed with the 
variable sinusoidal loading. This is briefly explained below. 
If it is known that the strains below the certain per­
centage of the RMS strain level have no effect on the damage 
accumulation then these strain cycles can be eliminated. This 
is done by curtailing the theoretical envelope in Fig. 10 at 
the lower limiting value of the strain and then the curtailed 
envelope shown in Fig. 50 is used for the actual fatigue 
testing. It is expected that the RMS values of the two 
envelopes will be different. Hence due consideration must be 
given to this fact while comparing the results from the two 
tests. 
RMS strain 
Fig. 50. Method of accelerating fatigue test with variable sinusoid 
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XI. APPENDIX A 
A. Randomness 
The concept of randomness involves the notion that in 
addition to the given record one should consider the totality 
of all possible records that might have been produced under 
the same conditions. If eui identical experiment is performed 
many times amd records obtained are always alike (whether 
regular or irregular) the process is said to be deterministic. 
If. however- when all conditions under control of experimenter 
are maintained the same, the records continually differ from 
each other, the process is said to be random. In such case, 
a single record is not a sufficient representation of the 
process and a statistical description of the "ensemble" 
provides a better and more meaningful representation of the 
process. Each individual time history of a random process 
shown in Fig. Al, is called a sample function and collection 
or group of such sample functions that might have been pro­
duced form an ensemble and is a representation of the random 
process. Random processes may be classified into stationary 
and non-stationary= A stationary random process in turn can 
be subclassified into ergodic or non-ergodic. • 
B. Statistical Characteristics of Random Processes 
The basic properties of any random process are described 
mainly by four types of statistical functions. They are 
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(1) probability density functions, (2) ir,ean square values, 
(3) auto correlation and covariance functions, and (4) mean 
square spectral density or power spectral density. 
C. Probability Density Functions 
Consider an ensemble of sample functions representing a 
random process, shown in Fig. Al. At any given instant of 
time t = t^, the individual sample functions teike different 
values (t^), x^^^ (t^) ,... ,x^^^ (t^). The first-order 
probability distribution for values of x(t^) at t = t^ can be 
described by a graph such as in Fig. A2 which shows the 
probability density function p[x(tj^)] or simply p(x). The 
function p(x) has the property that the fraction of ensemble 
m e m b e r s  f o r  w h i c h  x ( t ^ )  l i e s  b e t w e e n  x  e m d  x  +  d x  i s  p ( x ) d x .  
Similarly, the probability that a sample lies between a and b 
in Fig. A2 is given by 
=  I  p  ( x )  d x  ( A l )  
a 
For a random process, in general, one can expect that the 
first order probability distribution functions will be differ­
e n t  f o r  d i f f e r e n t  v a l u e s  o f  t i m e ,  i . e .  p [ x ( t ^ ) 3 ,  p [ x C t g ) ] #  
etc. The second-order joint probability distribution for 
pairs of values x(t^) and xftg) can be described by a surface 
s u c h  a s  i n  F i g .  A 3 .  T h e  j o i n t  p r o b a b i l i t y  d e n s i t y  p ( x ^ , x 2 ) ,  
x(t^) and xCtj) replaced by x^ and x^ respectively, has the 
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property that the fraction of the ensemble members for which 
X (t^) lies between x^^ and x^ + dx^ and x (t^) lies between X2 
and Xg + dXg is p(x^,Xg)dx^dx^. The probability that a random 
sample of the eneewble would have x^ and x^ lying in the 
ranges a^ < x^^ < b^ cind ^ ^2 ^ ^2 given by 
dx^ (A2) 
The first-order density functions p(x^) and pfxg) can be 
obtained from the second order joint probability density 
function ptx^iXg) by simple integrations (33). 
D. Expected Value: Mean, Mean Square, 
Variance and Standard Deviation 
Consider a fixed time t = t^ (Fig. Al), and the ensemble 
of values xCt^) or simply x. Let f(x) be a function associated 
with each sample x(t^) or x. Now, consider an experimental 
case where n sample values x^i^ (t^), for j = 1,2,...,n are 
available. The average of f(x) values taken across the 
ensemble can be computed as 
E [ f ( x ) ]  =  Ï  ( A 3 )  
j=l " 
This can be extended to a theoretical case where infinite 
number of sample functions are available. If p(x) is the 
first order probability density function of the ensemble. 
r^l r": 
= j, J, P(xi.%2)ax2 
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then the continuous analog of the discrete average (Eg. A3) is 
given by 
E [ f ( x ) ]  =  [  f ( x )  p ( x ) d x  ( A 4 )  
J —CO 
When f(x) is simply x, the ensemble average Eg. A4 
becomes 
4: E [ x ]  =  X p( x ) d x  ( A 5 )  
Equation AS defines the mean of x or expected value of x. 
2 When f(x) is the function x , then Eg. A4 becomes. 
E [ x ^ ]  =  
00 
x ^  p ( x ) d x  ( A 6 )  
which defines the mean square value of x. The square root of 
Eg. A6 is called the Root Mean Square or the RMS value. 
An important statistical parameter, called the variance 
of X is obtained by setting f(x) = (x - E[x])^ in Eg. A4 
2 
and is represented by a 
=  E t ( x  -  E [ x ] ) 2 ]  =  
00 
(x-E [x] ) ^p (x)dx (A7) 
The square root of Eq. A7 is called the Standard Deviation a. 
When the mean is zero, the variance is same as the mean square 
value and the standard deviation is same as the RMS value. 
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E. Autocorrelation and Covariance 
Let t^ and t2 be two fixed values of t (Fig. Al) and x^ 
and X2 denote the ensembles of samples x(t^) and xCtg). Let 
f(x) and gCx) be known continuous functions. Again let us 
consider aa experimental case where n sample functions 
^(j) ( t ) ,  j  =  l / . . . , n  a r e  a v a i l a b l e .  A t  t h e  f i x e d  t i m e s  t ^ ^  a n d  
tg these provides n pairs of values x^^i^ and Xg^^^. The 
average of ffx^igfxg) would be 
E f f f x ^ i g C X g ) ]  =  Z  f  ) g ( x 2 ^ ^ ^ ) i  ( A 8 )  
i=i 
Generalizing this to a continuous case, where the distribution 
of x^ and Xg is described by the second-order probability 
density pfx^/xg), the ensemble average or mathematical expec­
tation of the product ffx^igtxg) is given by 
r r 
ECftx^lgfXg)] = J ftx^lgfxglpcx^fxgldx^dxg ( A 9 )  
when f(x^) = x^ and gfXg) = x^f the resulting average is called 
the autocorrelation function, and is given by 
EExCt^ifXCtg)] = J *1*2 (AlO) 
The prefix auto refers to the fact that x^^ and Xg represents 
a product of values on the same sample at two instants. For 
fixed t^ and tg this average is simply a constant. If both 
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and are allowed to vary then the atuocorrelation function 
will in general be function of both t^ and t2. 
If f(x^) = - E[x^] and gfxg) = ^2 ~ then Eq. A9 
becomes 
E[{x^ - E[x^])(x2 - EEx^]) = j j (x^ - E[x^])(x2 - EfXg]) 
• p(x^,x2)dx^dx2 = E[x3^X2J " E[x^3E[x23 (All) 
Equation All defines the covariance function. When x^ and X2 
have zero means, then the covariance is identical to the 
autocorrelation. When t^ = t2/ then the autocorrelation is 
identical with mean square value and the covariance is 
identical with the variance. 
F. Stationary Random Process 
As seen before, a random process is an infinite ensemble 
of sample functions described by a set of probability distribu­
tions, e.g. by the first-order density function p(x), the 
second-order density function p(x^,x2), etc. These density 
functions in general vary with time. Consider a random 
process for which the above mentioned probability density 
functions are invariant under a shift of the time scale; i.e. 
the family of probability density functions applicable now 
also applies at a later instant. A random process of this 
kind is called a Stationary random process. For such a 
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process, the first-order probability density p(x) becomes 
universal distribution independent of time, i.e. p[x(t^)] = 
pExttg)] = ... = p(x). This implies that all ensemble 
averages based on p(x) i.e. the mean, mean square and variance 
are constants independent of time. If the second order 
probability density function p(x^,x2) is to be invariant under 
a shift of the time scale, then it must be a function only of 
the lag between t^ and tg and not a function of t^ or tg 
individually. Setting tj - t^ = t, we can write the second-
order density function of a stationary process as p(t, t + x), 
the function being independent of t. This implies that the 
autocorrelation function is also a function only of T. 
EEx^Xg] = E[x(t)x(t + t) ] = R(t) (A12) 
Note that when T = 0, then the autocorrelation function R(o) 
reduces to the mean square value and for zero mean it reduces 
to variance. 
G. Temporal Averages 
All of the averages discussed above have been ensemble 
averages. Let us now compute these averages on a temporal 
basis over one sample function. Given a single sample x^^^ 
of duration T it is possible to obtain averages by averaging 
with respect to time along the sample. Such an average is 
called a Temporal average. 
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Let = f(t) be a function of time defined from 
t = -T/2 to t = T/2. The temporal mean of f(t) is given by 
f 1 
<x> = 2 
/2 
-T/2 
f (t) dt (A13) 
and the temporal mean square is given by 
<x^> = i 
T/2 
-T/2 
f^ (t)dt (A14) 
When fCt) is defined for all time then Eqs. A13 and A14 
become 
<x> = lim 1 
T^oo T 
rT/2 
-T/2 
f(t)dt (A15) 
T/2 -
f (t)dt (A16) 
-T/2 
The temporal autocorrelation function of a sample junc­
tion of a random process describes the general dependence of 
the values of the data at one time on the values at a previous 
time. The autocorrelation between the values at times t and 
t + T can be defined as 
$(T) = <f(t)f{t+T)> = ^ f(t)f(t+T)dt (A17) 
J-T/2 
Note that 0(0) reduces to the temporal mean square. 
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H. Ergodic Processes 
Within the subclass of stationary random processes there 
exists a further subclass known as ergodic processes. An 
ergodic process is one for which ensemble averages are equal 
to the corresponding temporal averages taken along any one 
representative sample function. Thus for an ergodic process, 
which is necessarily stationary, we have 
E[x] = <x> 
2 2 
E[x ] = <X > 
= E [x^] - (E [x] ) ^ = <x^>-(<x>)^ 
R(t) = $(T) 
I. Fourier Analysis and Power Spectral 
Density of Random Process 
A periodic function y(t) with a period T can be expressed, 
using Fourier series as 
a «> 
y(t) = •=— + E (a cos ncot + b sin nwt) (A18) 
^ n=l ^ * 
where, w = (2n/T) is the fundamental angular frequency. 
The function y(t) will have a discrete frequency spectrum, 
the amplitude values having significance only at discrete 
values of noi. The function y(t) can be expressed in complex 
Fourier series as 
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y (t) = Z c exp(jn(jût) 
n=-oo 
(A19) 
where, = (a^/2), = (a^-jb^)/2, c_^ = (a^ + jb^)/2 and. 
Cn - T 
T/2 
-T/2 
y (t) exp (-jnojt) dt (A20) 
Now, as T->®, w-»-0 and the spectral lines become so dense that 
the discrete frequency spectrum approaches as continuous 
spectrum. The angular frequency nw can now assume any value. 
Thus, T = (2n/w)^^2n/Aw), na)-»-a) and 
s = 17 
T/2 
-T/2' 
y(t) exp(-jwt)dt 
y ( t )  =  2 F  ( C  (  
— CO « 
T/2 
-T/2' 
y (t) exp (-jcot) dt) exp ( j wt) Au) 
since as T-^», Aw^dw, and we have 
y (t) = 
2n 
00 -co 
(j y (t) exp (-jwt) dt) exp ( jcot) dw (A21) 
The above equation is one form of the Fourier 
integral. Expressing 
y(w) - (^) y(t)exp(-jut)dt (A22) 
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we nave 
Y (t) = y (w) exp ( jwt)dco (A23) 
i —OO 
Equations A22 and A23 are called Fourier transform pairs. 
It is not important where the factor (1/2?) is included, 
whether in the expression for y(w), which is called the Fourier 
transform of y(t), or in the inverse Fourier transform of 
y(w) as long as Eq. A21 is satisfied. 
The power spectral density (mean square spectral density) 
of a random process is by definition the Fourier transform of 
the autocorrelation function. We recall from Eq. A12 that for 
stationary random processes the autocorrelation function 
E[x(t^)x(T2)] was a function R(t) of the interval x = TG-t^. 
If S(w) is the power spectral density function, then by the 
definition given above, we have 
r 00 O ^ T* \ i C ^ t.* V t ^  f ^ \ A t y / ^ 4 \ A v \ k /  —  1  V  J  w u  t  /  V i à u . ;  • *  /  
J —00 
and 
1 S(w) = R(T)exp(-ja)T)dT (A25) 
It can be shown that S(w) is a non-negative even function of 
w. When tg-t^ = X = 0 then the autocorrelation function yields 
the mean square value of the random variable, and we have 
2 
E[x^] = R(0) = S(w)dw (A26) 
J —OO 
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Thus, S(w)d(jù gives the fraction of the mean square value that 
lies between the frequency component w and w+dw and the mean 
square value of the entire process equals the sum over all 
frequencies of S(u)da). Hence, the power spectral density 
S(w) can also be interpreted as mean square spectral density. 
The dimensions of S(w) are mean square (of the random variable) 
per unit of circular frequency. The spectral density S(w) so 
defined in Eq. A25 where both the positive and negative 
frequencies are counted is convenient in analytical investi­
gations. In experimental work a different unit of spectral 
density is used. The difference arising due to use of cycles 
per unit time in place of radians per unit time and only the 
positive frequencies are counted. The experimental power 
spectral density is denoted by W{f) where f is frequency in 
cycles per unit time and the relation between S(w) and W(f) is 
simply 
W(f) = 4irS((jj) (A27) 
The factor 4it is made up of a factor of 27t accounting for the 
change in frequency units and a factor of 2 accounting for the 
consideration of positive frequencies only, instead of both 
positive and negative frequencies for an even function of 
frequency. In place of Eq. A26 we have 
2 R(0) = E [x ] = W(f)df (A28) 
o 
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for the relation between the mean square and the experimental 
spectral density. As an example, when x{t) represents a 
2 
random acceleration process W(f) often has the units of g /Hz. 
If we consider the temporal autocorrelation function 
&(?) of an individual sample function x(t) of a random process 
then the individual power spectral density G(w) can be defined 
in a similar manner. For an individual sample Eqs. A24-A26 
become 
$  ( T )  =  G(w)exp(j'OT)da) (A29) 
J —00 
G(w) - ~ $ ( t )exp(-j w x ) d x  (A30) 
fT/2 
*(0) = <f2> = i I y2(t)dt = 
T  J - T / 2  
G(w)dw (A31) 
For an ergodic process G^^^ (w) = S(w) for any representative 
s ample function x ' ^ ^(t). 
J. Gaussian or Normal Random Process 
To define a random process completely, an infinite set of 
probability distributions is required. However in most 
practical applications a complete description of the random 
process is unnecessary. Generally, stationary random processes 
are characterized only by their spectral densities. Such a 
characterization is by no means unique, since many different 
143 
processes have the same spectral density. But knowledge of 
the spectral density does not in general permit construction 
of the probability distribution of any order. 
There is, however, one very special type of process 
called stationary Gaussian or normal random process, having a 
number of remarkable properties. The one most important and 
very useful property of this process is that from a knowledge 
of the power spectral density function all higher order 
probability density functions can be constructed (33). 
It was mentioned in early parts of the thesis that many 
of the naturally occurring processes can be assumed to be 
normal or Gaussian. This is made plausible by the Central 
Limit Theorem, according to which a random process will be 
essentially Gaussian if it is generated by a large number of 
independent random processes (not necessary Gaussian them­
selves) of which no one process is dominant. 
The first-order probability density function of a 
Gaussian or normal process is given by 
p[x(t, )] = p[x_] = —i 
a, /I? 
exp [-(x^-m^)^/2a^] {A32) 
X 
where m^ = E[x^] 
and = E[(x^ - E[x^])^] = E[x^]-m^ 
The above density distribution is sketched in Fig. A4. 
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P (Xi) 
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Fig. A4. First order probability density of a normal random 
process 
The second-order probability density function of a normal 
process is given by 
pExCt^ifXftg)] = ptx^fXg) = 
2'iïCT l''2 f-' 12 
exp -1 
2(1-P?^) 
2 2 (x^-m^) (Xg-mg) 
2 — + —2 
L_ 
{A3 3) 
where, m2 
2 a- = 
'12 
E[x2] 
Elx^] - m^ 
E [ (x^-m^) (x^-m^) ] 
% 
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The parameter p^2 is called the normalized covariance or 
correlation coefficient. For a stationary process, m2=m^=m, 
a2=cr^=a and becomes a function only of T=t2-t^. All these 
parameters can be determined if the mean m and the auto­
correlation function R(T) of a stationary process are known, 
since 
If instead of R(T) the spectral density S (to) is known, then 
= R(0)-m^ (A34) 
2 
(A35) 
— CO 
(A3 6) 
S (w)exp ( j w T)dw- m  2 
*2 
(A3 7) 
The higher order joint probability densities of a normal 
process are determined in a similar manner. The only paraou-
eters required are a^, m^ , and Pj_j/ i/ j = l,2,...,n. 
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XII. APPENDIX B 
In the Appendix A some general theoretical aspects of 
random processes were described. In this appendix some 
important relations between the excitation or input and the 
response or output are discussed. The excitation may be a 
motion or force history and the response may be a desired 
motion or stress or strain history. When the excitation is a 
random process then the response will also be a random process. 
A. Linear Time-Invariant System (LTS) 
A vibratory system is said to be linear and time-invariant 
if the differential equation describing the motion of the 
system has the form of linear differential equation with 
constant coefficients. A general input-output relation for 
such a system is sketched in Fig. Bl and can be written as 
Fig. Bl. Excitation-response relationship 
yCt) = x(t)H(jw) where H(jaj) is a complex frequency response. 
If the excitation is sinusoidal at a given frequency then 
the response will also be sinusoidal at the same frequency but 
its amplitude and phase generally depend on frequency. If we 
assume, x(t) = exp(jwt) and y(t) = H ( jto) exp (jcot) then the 
complex frequency response, H(jw) = y(t)/x(t) i.e. essentially 
X (t) 
EXCITATION 
H ( jo); y ( 
RESPONSE 
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H(ja)) is an output measure per unit input. If the excitation 
is not sinusoidal but periodic then it can be decomposed into 
sinusoids forming a Fourier series. In such a case response 
y (t) is given by a new Fourier series 
y(t) = Z y_ (t) = Z H(jna))x (t) 
n=0 ^ n=0 * 
(Bl) 
When x(t) is not periodic but has a Fourier transform 
X (w) = X (t) sxp (-jut) dt (B2) 
then an analogous superposition is valid. For each frequency 
component we obtain 
Y(w) = H(ju)X(w) (B3) 
as the Fourier transform of the response y{t). The response 
y(t) is then obtained by writing inverse Fourier transform. 
Y(t) = Y(w)exp(jut)dw (B4) 
Substitution of Eqs. B3 and B2 in Eg. B4 gives 
- YF 
H (jw)exp (jut) dw X (x) exp (-jux) dx (B5) 
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Note that Eqs. B1 and B5 are obtained by using the principle 
of Superposition which applies to linear systems. The super­
position is performed in the frequency domain using Fourier's 
method. The response y(t) may also be obtained by superposing 
unit solutions in the time domain. Here, we employ the unit 
impulse; i.e. we let x(t) to have the form 
X (t) = 6 (t-x) 
where 5  (t- x )  is the dirae delta function which has the 
following properties; 
(i) It is zero everywhere except at t= x  where it encloses 
unit area. 
-1: (ii) [ 6 (t- x )dt = 1.0 • 00 
(iii) fCt)ô(t-x)dt = f( x )  
The response y(t) to the unit impulse is called the system 
characteristic impulsive response, h(t-x). Once, the impulse 
response function h(t-x) is obtained, the superposition can be 
performed in time domain. The concepts involved in time 
domain superposition are illustrated in Fig. E2. In this 
illustration the excitation x(t) is shown divided into dif­
ferential elements of width Ax and the height x(x). The 
magnitude of the impulse applied at t = x is then x(x)dx. The 
response y^ (t) at time t due to this impulse is simply given by 
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X (t) 
• [-•—AT t=t 
I 
I 
0 
h(t-T) 
0 
- e 
I 
Fig» B2. Concepts involved in time domain superposition 
(t) = [x(T)dT]h(t-r) 
For a linear system, the response y(t) at time t due to all 
previous impulses is obtained by superposition of all y^(t); 
i.e. 
y(t) = I x(T)h(t-T)dT (B6) 
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The above integral is known as superposition or convolution 
or Duhamel integral. 
If we put 6 = t-T ->• dx = -de in Eq. B5 we get 
y (t) 
-i: x(t-e)h(e)de = | x(t-e)h(0)de o (B7) 
Substituting, x { t )  =  ô ( t ) in Eq. B6 and considering the 
response at t=0 we find 
y (t) =  [  ( S  (T)h (t-T)dT = h (t) 6 (t) dt = h (t) (B8) 
Note that in Eq. B8 we have used the second property of the 
dirac delta function mentioned above. The system impulse 
response function h(t) and the complex frequency response 
H(jw) even though look quite different are intimately related 
to each other. The relationship between them is obtained by 
substituting, x(t) = ô(t) in Eq. B5 and evaluating the result­
ing integral at t=0, i.e. 
y(t) = h(t) = ^  H ( ju) exp (jut) 5 (T)exp{-ju)T)dT dw 
at T=0; the second integral on right reduces to unity= Hence 
h(t) = H ( jw) exp (jtot)dco (B9) 
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Writing the inverse Fourier transform of h(t) we obtain 
H(ja)) = [ h (t)exp (-ja3t)dt (BIO) 
} mmCO 
The above theory provides input-output relationship for 
linear time-invariant systems in terms of particular responses 
to particular excitations. This theory can be easily extended 
to the case where the excitation is no longer an individual 
time history but is an ensemble of possible time histories; 
i.e., a random process. When the excitation is a stationary 
random process then the response is also a stationary random 
process. 
From Eq. B7 for any individual sample excitation, we have 
y^ct) = 
00 
X (t-9)h (9)d6 
— 00 
Note that h(0) = 0 for 6 < 0, hence the lower limit can be 
changed from 0 to -<». Averaging across the ensemble, the mean 
or expected value E[y(t)] of the response process is 
E[y(t)] = E 
fOa 
x(t-e)h(e)de 
-co J-c 
Since integration and ensemble averaging are both linear 
operations their order can be interchanged in any well behaved 
case. There fore 
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E[y(t)l = E[x(t-0) ]h(e)de 
When x(t) is a stationary random process, E[X(T)] is a 
constant independent of t. Hence 
E[y(t)] = E[x(t)] h(e)de (BID 
The integral on right in Eg. Bll can be evaluated from Eq. 
BIO by letting w = 0 and t = 6, i.e. 
H(0) = f" 
J-C 
h(0)de 
. Ely(t)] = H(0) E[x(t)] (B12) 
The method illustrated above can also be applied for 
obtaining autocorrelation and mean square spectral density 
functions of the response process. For a particular pair of 
input and output functions we have from Eq. 57 
y(t)y(R.+T) = r x(t-0^)h(9)^d0^J x(t+T-02)h{e) 2^02 
Since integrals involved in this equation are convergent, the 
iterated integral can be replaced by a double integral. Hence, 
E [y (t)y (t+x) ] = E X (t-©^^) x (t+T-OgXh (0^) h (©2) d0^d02 
Again, interchanging the order of integration and averaging 
and noting that E [x (t-0^)x (t+T-02) 1 = (t+0-,-©2) :Eor a 
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stationary process x(t), we obtain 
.00 fOO 
E[y Ct)y(t+T)] = R^(T+E^-92)H(E^)H(02)DE^D02 
J .CD' —CO 
Since, the right side of the above equation is independent of 
t, the left side is function only of T. Hence E[y(t)y(t+X)] = 
Ry (x). Therefore, 
R y ( x )  =  R (x + 81 - 02)h(e^)h(02)d9^d02 (B13) 
The response mean square spectral density is found by 
taking the Fourier transform of Ry(x): 
Sy(w) = 27 Ry (x)exp (-jwx)dx 
or what is the same : 
R ,. (x)exp (-jw (x+0^-02) )exp(jaj0^)exp {-ja}02)dx 
J —00 ^ 
Inserting the formula given above for R^(x) and inverting the 
order of integration, we obtain 
S^,{w) = f h(0, )exp (ja)0i )d0^ f hfOgiexpf-jwOgidOg 
J -00 J mmOa 
1 
2tt Rx(x+0i-02)exp(~j"^'^"''®l"®2^ )âx 
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In the third integral on right, substituting Ç we 
recognize that it is equal to input spectral density, (c,) . 
From Eg. BIO we note that the second integral on right is the 
Fourier transform H(jcj) of the impulse response hfB-). The 
* 
first integral on the right can be recognized as H(-jw)=H (jw) 
which is the complex conjugate of H(jw). Hence 
S (w) = H*(iw)H(jw)S^(w) = iH(ju) j ^5^(03) (B14) 
2 The mean square E[y ] of the stationary response process 
y(t) can be obtained as follows: 
E[y2] = R (0) = (B15) 
or 
E[y^] = [ S^^(u)dco = 
J —C -oo y 
~ 9 |H(jw) 1 S (y)dw (B16) 
— OO 
When the input spectral density, 5^( ) = 3^, a constant for 
all frequencies (true only for ideal white noise), then 
Ely ] = j |H(iw) rdo) (B17) 
