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Abstract
Conditions are established under which Fredholmness, Coburn’s property
and one- or two-sided invertibility are shared by a Toeplitz operator with
matrix symbol G and the Toeplitz operator with scalar symbol detG. These
results are based on one-sided invertibility criteria for rectangular matrices
over appropriate commutative rings and related scalar corona type problems.
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1. Introduction
To outline the main topics of this paper, we need first to agree on some
standard notation and introduce some terminology. For any set X , we will
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denote by Xn×m the set of n ×m matrices with entries in X , abbreviating
Xn×1 to Xn. If X is a Banach space (a ring, a (Banach) algebra), then Xn×m
(resp., Xn×n) is also supplied with the Banach space (resp., ring, (Banach)
algebra) structure. A diagonal matrix from Xn×n with the diagonal entries
x1, . . . , xn will be denoted diag[x1, . . . , xn].
Some important examples of X include the Lebesgue spaces Lp(R) of
functions defined on the real line R, and their subspaces H±p of the traces on
R of the functions from the Hardy spaces1 over the half-planes C± := {z ∈
C : ± Im z > 0}. We also denote by M±p , 1 ≤ p ≤ ∞, the linear sums of H
±
p
with the algebra R of all rational functions in L∞(R):
M±p = H
±
p +R.
The closure ofR in the uniform norm is the algebra C of all functions contin-
uous on the one point compactification R˙ := R∪{∞} of R, while the closure
of M±∞ coincides with H
±
∞ + C. The latter is thus a (closed) subalgebra of
L∞(R). Finally, for any ring A, we let GA stand for the set of its invertible
elements.
Recall that a bounded linear operator A : X → Y acting between Banach
spacesX and Y is Fredholm if its kernel kerA and cokernel cokerA = Y/ ImA
are finite dimensional. Note that then dim cokerA = dimkerA∗; the differ-
ence
IndA = dimkerA− dim cokerA
is the (Fredholm) index of A. We say that two operators A : X → Y and
A˜ : X˜ → Y˜ are Fredholm equivalent if either they are both Fredholm, with
the same Fredholm index, or they are both non-Fredholm. Further, A and A˜
are nearly Fredholm equivalent if they are both Fredholm (with no relation
imposed on their indices) or both non-Fredholm, and strictly Fredholm equiv-
alent if they are Fredholm equivalent and, in case they are both Fredholm
operators, dim kerA = dimker A˜ and dim cokerA = dim coker A˜ their kernels
have the same dimensions, and their cokernels have the same dimension.
We are ultimately interested in Fredholm properties of Toeplitz operators
TG with matrix symbols G ∈ L
n×n
∞ acting on (H
+
p )
n, 1 < p < ∞, and in
particular their relations with those of TdetG.
1H±∞ consist of all functions analytic and bounded in C
±; see Section 4 for the precise
definition of H±
p
for p <∞.
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Observe first of all that for G ∈ (H±∞ + C)
n×n, the operators TG and
TdetG are Fredholm equivalent. This follows directly from the Fredholmness
criterion and index formula from [14], see also [15] or [23, Section 5.1]. Indeed,
TG is Fredholm if and only if G ∈ G(H
±
∞ + C)
n×n, which in turn happens
if and only if detG ∈ G(H±∞ + C). Under this condition, Ind TG coincides,
up to the sign, with the winding number of the harmonic extension of detG
into C± along horizontal lines sufficiently close to R. The particular case
of G ∈ Cn×n is of course simpler [25]: TG is then Fredholm if and only if
G ∈ GC, while Ind TG = IndTdetG is the opposite of the winding number
of detG over R. On the other hand, already for piecewise continuous G
with just one point of discontinuity, starting with n = 2, there are examples
of both nearly Fredholm (but not Fredholm) and not even nearly Fredholm
equivalent operators TG, TdetG. These examples can be easily constructed,
based on the Fredholm crtierion and index formula for Toeplitz operators
with (matrix) piecewise continuous symbols, see e.g. [4, 11, 23].
Now suppose that
G = M−G0M
−1
+ , (1.1)
where M± ∈ G(H
±
∞ + C)
n×n. Then the Toeplitz operators TG and TG0
are nearly Fredholm equivalent [23, Theorem 5.5]. These two operators are
strictly Fredholm equivalent if M± ∈ G(H
±
∞)
n×n [23, 25].
In particular, if G0 = I in (1.1), we conclude from here that the operator
TG is Fredholm whenever
GM+ = M− (1.2)
for some M± ∈ G(M
±
∞)
n×n. We remark that, in this case, detG admits an
analogous (scalar) representation
detG = (detM−)(detM+)
−1, (1.3)
and TdetG is also Fredholm.
Note also that each of the n columns of M+, together with the corre-
sponding column ofM−, due to (1.2) yield a solution to the Riemann-Hilbert
problem
GΦ+ = Φ−, Φ± ∈ (M
±
∞)
n. (1.4)
In the 2 × 2 case it was shown in [6] that only one solution to (1.4) is
needed to conclude that TG is Fredholm equivalent to TdetG — as it happens
e.g. in the case of continuous symbols, — as long as Φ± are corona-type
pairs, left invertible over M±∞. Moreover, the Fredholm equivalence is strict
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if Φ± are left invertible over H
±
∞, i.e., satisfy the corona condition in the
corresponding half-planes C±. Thus it is possible to reduce the study of the
Fredholm properties of Toeplitz operators with a 2× 2 matrix symbol to the
study of analogous properties for a Toeplitz operator with a scalar symbol.
The following question is then natural to ask: is it possible to generalize the
results of [6] to n × n matrix symbols if, instead of n solutions to (1.4), we
have n−1 solutions satisfying some form of a left invertibility condition? Or
if we have an n × n symbol whose elements are continuous on R˙ except for
one column or a row?
Left invertibility of n×m (m ≤ n) matrix functions over H+∞ was studied
in [18, Theorem 3.1] where a generalization of the Carleson corona theorem to
the case of matrix valued analytic functions was obtained by reduction to the
scalar corona theorem via determinants. There it was shown, in particular,
that if the determinants of all m ×m submatrices satisfy a (scalar) corona
condition, then the n×m matrix function is left invertible over H+∞. We may
therefore ask: is this also a necessary condition? Can we deduce analogous
results in the more abstract context of a unital commutative ring, allowing
a broader range of applications, and obtain expressions for the left inverses
in terms of the solutions to an associated scalar corona-type problem?
We now turn to a different question concerning Toeplitz operators. In the
scalar case, they possess what is known as Coburn’s property, first observed
in the Hilbert space (that is, for p = 2) setting in the proof of Theorem 4.1
in [12]: for any Toeplitz operator with non-zero symbol g ∈ L∞(R), Tg or T
∗
g
has a zero kernel. It follows, in particular, that Fredholmness of Tg implies
its one-sided invertibility.
In this respect the situation is quite different when the symbol is ma-
tricial. The latter case presents much greater difficulties, some of which are
naturally due to the non-commutativity of multiplication and the impossibil-
ity of division by vectorial functions. The degree of difficulty increases with
the order of the matrix symbols involved, as reflected by the overwhelmingly
greater number of results and papers concerning Toeplitz operators and re-
lated problems for 2× 2 symbols, as compared with the general n× n case.
Coburn’s property is among many familiar properties holding in the scalar
setting but not, in general, in the matricial setting, even in the simplest case
when the symbol is diagonal. A natural question thus arises: what classes of
Toeplitz operators with matricial symbols satisfy Coburn’s property?
In this paper we address and relate all these apparently different ques-
tions, taking an algebraic point of view that enables us to unify and tackle
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different problems in different settings. This approach provides moreover a
good illustration of how the study of Toeplitz operators knits together dif-
ferent areas of mathematics such as operator theory, complex analysis, and
algebra.
The paper is organized in the following way. Section 2 contains one-sided
invertibility criteria for rectangular matrices with elements from an abstract
commutative ring A, along with formulas for the respective inverses. In
Section 3, these results are recast for A being H±∞ or M
±
∞ with the help of
corresponding corona theorems. These results are used in the main Section 5,
where conditions are established on matrix functions G guaranteeing that TG
and TdetG are (nearly or strongly) Fredholm equivalent. It is preceded by a
short Section 4 containing the necessary background information on the rela-
tions between Fredholmness of TG and factorization of G. Some special cases
(unitary or orthogonal matrices, and matrix functions continuous except for
one row or column) are considered in Section 6. Finally, in Section 7 we deal
with almost periodic symbols G.
2. One sided invertibility of matrices over commutative rings
In this section, A is a unital commutative ring. We say that an element
a ∈ An×k, k ≤ n, is left invertible over A if there exists b ∈ Ak×n such that
ba = Ik, the identity matrix in A
k×k. The notion of right invertibility over
A is introduced in a similar way. The treatment of (one sided) invertiblity
of square matrices with elements in A can be found in [22, Chapter I]. We
are interested in the case of An×k with k 6= n.
For any matrix Φ ∈ An×n and I ⊂ {1, . . . , n}, ΦI will stand for its
submatrix obtained by keeping the i-th rows, i ∈ I while deleting all other
rows. If m ≤ n, label by I1, I2, . . . , IN all N =
(
n
m
)
subsets of {1, . . . , n} with
m elements, and denote dΦk := det ΦIk .
Lemma 1. Let Φ ∈ An×m with m ≤ n, and let ΦI be some m×m submatrix
of Φ. Denote by ∆ΦIpq the determinant of the matrix obtained from ΦI by
deleting its p-th row and q-th column. Define Φ∗I ∈ A
m×n by setting its
(q, p)-entry according to the formula
Φ∗qp =
{
(−1)p+q∆ΦIpq if p ∈ I,
0 otherwise.
(2.1)
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Then
Φ∗IΦ = detΦI diag[(−1)
q]q=1,...m.
Proof. By construction,
m∑
p=1
Φ∗qpΦpq = (−1)
q det ΦI , q = 1, . . . , m,
while
∑m
p=1Φ
∗
qpΦpl = 0 for q 6= l as the determinant of a matrix with two
coinciding columns.
Theorem 2. (i) An element Φ of An×m is left invertible over A if and only
if the column
∆ :=

dΦ1
dΦ2
...
dΦN

is left invertible in A.
(ii) If Φ ∈ An×m is left invertible over A with left inverse Ψ ∈ Am×n,
then the row
∆∗ = [dΨ
T
1 , d
ΨT
2 , . . . , d
ΨT
N ]
is a left inverse of ∆ over A.
(iii) If ∆ is left invertible in A with a left inverse ∆∗ = [∆∗1,∆
∗
2, . . . ,∆
∗
N ],
then
Ψ = diag[(−1)q]q=1,...,n
N∑
k=1
∆∗kΦ
∗
Ik
,
where Φ∗Ik are defined in accordance with (2.1) with I = Ik, is a left inverse
of Φ.
Proof. (ii) If ΨΦ = Im, then the Cauchy-Binet formulas show that ∆
∗∆ = 1.
(iii) We have
ΨΦ = diag[(−1)q]q=1,...,n
N∑
k=1
∆∗kΦ
∗
Ik
Φ
which, by Lemma 1, is equal to
diag[(−1)q]q=1,...,n
N∑
k=1
(∆∗kd
Φ
Ik
) diag[(−1)q]q=1,...,n = Im.
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(i) is an immediate consequence of (ii) and (iii).
The “if” part of Theorem 2 is an abstract version of its particular case
when A is the algebra of bounded analytic functions on the unit disc con-
tained in the proof of [18, Theorem 3.1]; the “only if” part shows moreover
that the converse is true.
In what follows, we adapt the notation to the special case m = n − 1
which is of particular relevance to the main results of the paper.
Given Φ ∈ An×(n−1) we denote by ∆p;·(Φ) the determinant of the (n −
1) × (n − 1) matrix obtained by omitting the row p in Φ; we denote by
∆p,s;j(Φ) the determinant of the (n−2)× (n−2) submatrix of Φ obtained by
omitting the rows p and s (p 6= s) and column j (we take p, s ∈ {1, 2, . . . , n},
j ∈ {1, 2, . . . , n − 1}). Analogously, for Ψ ∈ A(n−1)×n, we use the notation
∆·;p(Ψ) for the determinant of the (n − 1) × (n − 1) matrix obtained by
omitting the column p in Ψ; and ∆j;p,s(Φ) stands for the determinant of the
(n− 2)× (n− 2) submatrix of Ψ obtained by omitting the columns p and s
(p 6= s) and row j.
Corollary 1. An element Φ ∈ An×(n−1) is left invertible over A if and only
if the column  ∆1;·(Φ)...
∆n;·(Φ)
 (2.2)
is left invertible over A.
Moreover, in this case a left inverse of Φ is given by
Ψ =

Ψ1
Ψ2
...
Ψn−1
 , Ψj ∈ A1×n, j = 1, 2, . . . , n− 1, (2.3)
with
Ψj = (−1)
j∆∗

0 ∆1,2;j ∆1,3;j . . . ∆1,n;j
−∆1,2;j 0 ∆2,3;j . . . ∆2,n;j
−∆1,3;j −∆2,3;j 0 . . . ∆3,n;j
...
...
...
. . .
...
−∆1,n;j −∆2,n;j −∆3,n;j . . . 0
 · I˜n, (2.4)
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for j = 1, 2, . . . , n− 1, where ∆p,s;j := ∆p,s;j(Φ),
∆∗ =
[
∆1;.(Ψ
T ), . . .∆n;.(Ψ
T )
]
(2.5)
is a left inverse of (2.2) over A, and
I˜n = diag [1,−1, 1, . . . , (−1)
n+1]. (2.6)
The following result will be crucial in establishing relations relations be-
tween left invertibility of some matrix functions and Fredholmness of Toeplitz
operators.
Theorem 3. Let Φ ∈ An×(n−1) be left invertible over A, and let Ψ ∈ A(n−1)×n
be its left inverse:
ΨΦ = In−1. (2.7)
Let moreover
Φe = [Φ N ] , Ψe =
[
Ψ
N˜
]
, with N ∈ An×1, N˜ ∈ A1×n. (2.8)
Then:
(i) if
N =

N1
N2
...
Nn
 , Nj = (−1)j−1∆·;j(Ψ), (2.9)
then
ΨeΦe =
[
In−1 0(n−1)×1
N˜Φ N˜N
]
. (2.10)
(ii) if
N˜ =
[
N˜1 N˜2 . . . N˜n
]
with N˜j = (−1)
j−1∆j;·(Φ), (2.11)
then
ΨeΦe =
[
In−1 ΨN
01×(n−1) N˜N
]
. (2.12)
8
(iii) if N and N˜ satisfy (2.9) and (2.11), respectively, then
ΨeΦe = ΦeΨe = In and det Φe = detΨe = (−1)
n−1. (2.13)
Proof. (i) Since Ψ is right invertible, ΨT is left invertible. Therefore, by
Corollary 1, ∆1;.(Ψ
T )
...
∆n;.(Ψ
T )

is left invertible over A. Let c1, . . . cn ∈ A be such that
∑n
j=1 cj∆j;.(Ψ
T ) = 1.
Then, setting
Ψ1 = [c1,−c2, . . . , (−1)
ncn]
and using cofactor expansion across the first row, we see that detΨ0 = 1,
where
Ψ0 :=
[
Ψ1
Ψ
]
.
Thus, Ψ0 is invertible, N is the first column of Ψ
−1
0 , and the equality ΨN = 0
follows. Part (ii) is proved analogously. For Part (iii) note that the Cauchy-
Binet formula yields
n∑
j=1
∆·;j(Ψ)∆j;·(Φ) = 1.
Thus, taking into account parts (i) and (ii), we have ΦeΨe = In. Then also
ΨeΦe = In (this is a general property of matrices with elements in unital
commutative rings, see e.g. [2]). Finally, expanding det Φe along the last
column, we obtain
(−1)n−1det Φe =
n∑
j=1
∆·,j(Ψ)∆j,·(Φ), (2.14)
which is equal to the (n, n) entry of the product (adjΦe) · (adjΨe), where
we denote by adjX ∈ An×n the algebraic adjoint (adjugate) of a matrix
X ∈ An×n. Since Ψe and Φe are inverses of each other, then so are adjΦe
and adjΨe, and (2.14) is equal to 1, as claimed.
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3. Corona tuples and one sided invertibility in H±
∞
and M±
∞
Having the results of Section 2 in mind, we now establish necessary and
sufficient conditions for the left invertibility of n-tuples in some concrete
unital algebras of interest: H±∞ and M
±
∞.
The corona tuples, with respect to these algebras, are defined as follows:
HCT±n :=
{
[h±1 , h
±
2 , . . . , h
±
n ] : h
±
j ∈ H
±
∞ and inf
z∈C±
(
n∑
j=1
|h±j (z)|
)
> 0
}
,
MCT±n :=
{
[r1h
±
1 , r2h
±
2 , . . . , rnh
±
n ] : [h
±
1 , . . . , h
±
n ] ∈ HCT
±
n and r1, . . . , rn ∈ GR
}
.
Theorem 4. (a) Let h±1 , h
±
2 , . . . , h
±
n ∈ H
±
∞. Then [h
±
1 , h
±
2 , . . . , h
±
n ] ∈ HCT
±
n
if and only if
 h
±
1
...
h±n
 is left invertible over H±∞, i.e. there exist gj ∈ H±∞,
j = 1, 2, . . . , n, such that
∑n
j=1 gjhj = 1.
(b) The following statements are equivalent for h±1 , h
±
2 , . . . , h
±
n ∈M
±
∞:
(1) [h±1 , h
±
2 , . . . , h
±
n ] ∈MCT
±
n ;
(2) There exist r ∈ GR and [g1, . . . , gn] ∈ HCT
±
n such that h
±
j = rgj,
j = 1, 2, . . . , n;
(3)
 h
±
1
...
h±n
 is left invertible over M±∞.
Part (a) is the classical corona theorem, going back to Carleson [10].
When proving (b), the case p = ∞ of the following simple observation is
needed:
M±p = {sφ : s ∈ GR, φ ∈ H
±
p }. (3.1)
For a proof see [6, Proposition 2.3].
Proof of Part (b). We follow here the logic of [6, Theorem 2.6], where the
case n = 2 was considered.
(1) implies (2): Let (1) hold, that is, hj = sjφj, where sj ∈ GR and
{φ1, . . . , φn} is a corona n-tuple in H
+
∞ (the case of H
−
∞ can be treated along
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the same lines). Denoting by {z1, . . . , zN} the set of all zeros and poles of
s1, . . . , sn in C
+ and by Uǫ its ǫ-neighborhood, observe that h1, . . . , hn are
analytic, bounded, and satisfy the corona condition on C+ \ Uǫ for every
ǫ > 0. On the other hand, each of the functions hi has either a zero or a pole
at zj, i = 1, . . . , n; j = 1, . . . , N . Let ℓj be the minimum of the orders of all
hi at the given zj (recall that the order of φ at z0 is k (respectively, −k) if
z0 is a zero (respectively, pole) of φ with multiplicity k.) Introduce
s(z) = (z + i)−
∑N
j=1 ℓj
N∏
j=1
(z − zj)
ℓj .
Then the functions gi = s
−1hi are analytic, bounded and satisfy the corona
condition on C+ \ Uǫ simultaneously with hi, because s is analytic, bounded
and bounded away from zero on this set. Due to the choice of ℓj, we also
have that all functions gi are analytic on Uǫ and for each j at least one of
them assumes a non-zero value at zj . Consequently, [g1, . . . , gn ∈ HCT
+
n .
(2) implies (3): Let h±j = χgj, j = 1, 2, . . . , n, for some χ ∈ GR and
[g1, . . . , gn] ∈ HCT
±
n . Using part (a), we have
∑n
j=1 ℓjgj = 1 for some
ℓj ∈ H
±
∞. Now
∑n
j=1(χ
−1ℓj)h
±
j = 1, where χ
−1ℓj ∈ M
±
∞ by (3.1), and (3)
holds.
(3) implies (1): We have
∑n
j=1 gjh
±
j = 1 for some gj ∈ M
±
∞. By (3.1),
h+j = rjφj and gj = sjψj for some rj, sj ∈ GR and φj, ψj ∈ H
±
∞. Conse-
quently,
n∑
j=1
rjsjφjψj = 1 on C
±. (3.2)
Without loss of generality we may suppose that the functions φj do not all
vanish simultaneously at any point in some open set Ω ⊆ C± containing all
the poles of rjsj, j = 1, . . . , n, in the upper half plane, since otherwise a
respective rational factor could be moved from φj to rj. Then the n-tuple
[φ1, . . . , φn] satisfies the corona condition on Ω.
Since rjsj (j = 1, 2, . . . , n)are bounded on C
± \ Ω, the corona condition
for (φ1, . . . , φn) follows from (3.2). Thus, [φ1, . . . , φn] ∈ HCT
±
n .
Note that (2) implies (1) in a trivial way.
Corollary 1 admits therefore the following interpretation.
Theorem 5. (a) Let Φ ∈ (H±∞)
n×(n−1). Then Φ is left invertible over H±∞ if
and only if [∆1,.(Φ), . . . ,∆n,.(Φ)] ∈ HCT
±
n .
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(b) Let Φ ∈ (M±∞)
n×(n−1). Then Φ is left invertible over M±∞ if and only
if [∆1,.(Φ), . . . ,∆n,.(Φ)] ∈MCT
±
n .
In both cases formula (2.3) applies, provided Φ is left invertible over the
respective algebra.
According to [6, Theorem 2.7], Φ ∈ (M+∞)
2×1 is left invertible in M+∞ if
and only if there exists a matrix function R ∈ GR2×2 and f+ ∈ HCT
+
1 such
that Φ = Rf+. We here extend this result to include Φ ∈ (M
±
∞)
n×(n−1) with
arbitrary n ∈ N.
Theorem 6. Let Φ ∈ (M±∞)
n×(n−1). Then Φ is left invertible over M±∞ if and
only if there exist R ∈ GRn×n, Q ∈ GR(n−1)×(n−1) and F ∈ (H±∞)
n×(n−1), the
latter being left invertible over H±∞, such that
Φ = RFQ. (3.3)
Proof. The sufficiency is obvious. When proving necessity, let us consider
the case of invertibility over M+∞; the case of M
−
∞ can of course be treated in
a similar way.
So, let Φ be left invertible over M+∞. Denote by Φj the j-th column of Φ:
Φ = [Φ1Φ2 . . .Φn−1], Φj ∈ (M
+
∞)
n×1.
Then Φj ∈ MCT
+
n and, by Proposition 4(c), there exist r˜j ∈ GR and g˜
+
j ∈
HCT+n such that Φj = r˜j g˜
+
j . Thus,
Φ = G˜+Q, (3.4)
Q = diag[r˜1, . . . , r˜n−1],
G˜+ = [g˜+1 g˜
+
2 . . . g˜
+
n−1] ∈ (H
+
∞)
n×(n−1) (3.5)
and
∆k(G˜
+) =
(
n−1∏
j=1
r−1j
)
∆·;k(Φ), k = 1, 2, . . . , n.
On the other hand, by Theorem 1 (or 5(c))
∆(Φ) := [∆·;1(Φ),∆·;2(Φ), . . . ,∆·;n(Φ)] ∈MCT
+
n
so that, by Proposition 4(c), there exist r ∈ GR and g+ ∈ HCT+n such that
∆(Φ) = rg+.
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Therefore, if g+l ∈ (H
+
∞)
1×n is the left inverse of g+ over H+∞, using the
notation
∆(G˜+) := [∆·;1(G˜
+),∆·;2(G˜
+), . . . ,∆·;n(G˜
+)],
we have
g+l ·∆(G˜
+) =
(
n−1∑
j=1
r−1j
)
rg+l g
+ =
(
n−1∑
j=1
r−1j
)
r ∈ H+∞ ∩ GR. (3.6)
Let now, in the notation of (3.5),
g+l = [(g
+
l )1, (g
+
l )2, . . . , (g
+
l )n]
T ∈ (H+∞)
n×1, h+k := (−1)
k+1(g+l )k, k = 1, 2, . . . , n,
and
h+ = [h+1 , h
+
2 , . . . h
+
n ]
T ∈ (H+∞)
1×n.
Let moreover
M˜+ = [h+g˜+1 g˜
+
2 . . . g˜
+
n−1] = [h
+ | G˜+]. (3.7)
Then M˜+ ∈ (H+∞)
n×n and
det M˜+ = g+l ∆(G˜+) ∈ H
+
∞ ∩ GR
by (3.6). Following Theorem 3.4 in [9] or Lemma 2.1 in [23], we see that there
exist R ∈ GRn×n andM+ ∈ G(H+∞)
n×n such that R−1M˜+ =M+. From here
and (3.7),
R−1G˜+ = G+, (3.8)
where G+ is left invertible over H+∞, its left inverse equals (M
+)−1 with the
first row deleted.
It follows from (3.4) and (3.8) that (3.3) holds, with F = G+.
Remark 1. The obvious analogues of Theorems 5 and 6 for right invertible
matrices over A are also valid. We will not explicitly state these analogues,
but use them as needed in the sequel.
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4. Fredholmness of Toeplitz operators and factorization
Let Lp(R), 1 < p ≤ ∞, be the standard Lebesgue spaces of functions on
the real line R with respect to the Lebesgue measure, while H±p denote the
Hardy spaces Hp(C±) in the open upper (resp. lower) halfplane C+ (resp.
C−). For 1 < p < ∞, H±p consists of all functions f holomorphic in C
± for
which
sup
±y>0
∫ ∞
−∞
|f(x+ iy)|pdx <∞.
This definition is standard in many sources, see, e.g., [16, 19, 21, 28] for
basics on H±p and associated singular integral operators.
For p ∈]1,∞[, the space Lp(R) splits into the direct sum of H
+
p and
H−p : Lp(R) = H
+
p +˙H
−
p . We denote by P
± the projection of Lp(R) onto H
±
p
parallel to H∓p . We will also need the modified projections P˜
±, acting from
L∞(R) into L
±
p := (ξ ± i)H
±
p , p ∈]1,∞[, by
P˜±φ = (ξ + i)P±
(
φ
ξ + i
)
. (4.1)
Toeplitz operators with matrix symbol G ∈ (L∞(R))
n×n are defined as
follows:
TG : (H
+
p )
n −→ (H+p )
n, TGφ
+ = P+Gφ+ (p ∈]1,+∞[). (4.2)
There is a close relation between properties of Toeplitz operators and fac-
torization of their symbols. Thus, we remind now the basic definitions and
properties concerning the latter.
Given p ∈ (1,∞), an Lp-factorization of a function G ∈ (L∞(R))
n×n is
defined as a representation
G = G−DG+, (4.3)
where D is a diagonal rational matrix of the form
D = diag (rkj)j=1,2,...,n , kj ∈ Z for all j = 1, 2, . . . n, (4.4)
r(ξ) =
ξ − i
ξ + i
, for ξ ∈ R, (4.5)
and the factors G± are such that, for
p′ =
p
p− 1
, λ±(ξ) = ξ ± i (ξ ∈ R), (4.6)
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we have
λ−1+ G
−1
+ ∈ (H
+
p )
n×n, λ−1+ G+ ∈ (H
+
p′ )
n×n (4.7)
λ−1− G− ∈ (H
−
p )
n×n , λ−1− G
−1
− ∈ (H
−
p′ )
n×n. (4.8)
Under conditions (4.7), (4.8), G−P
+G−1− I can be considered as a closable
operator on (Lp(R))
n defined on a dense linear set λ−1+ G+R
n. If, in addition,
G−P
+G−1− I is bounded in the metric of (Lp(R))
n (4.9)
(and therefore extends onto (Lp(R))
n by continuity), we say that (4.3) is a
Wiener-Hopf (WH) p-factorization of G.
For each p, the diagonal middle factor in (4.3) is unique up to the order of
its diagonal elements, and the integers kj are called the partial indices of G,
its sum Indp (G) being the (total) p-index of G. In the case of a scalar symbol
possessing a WH p-factorization, the partial and the total indices coincide
and will be simply called the p-index of G.
The factorization (4.3) is said to be bounded if
G+ ∈ G(H
+
∞)
n×n, G− ∈ G(H
−
∞)
n×n. (4.10)
Clearly, a bounded factorization is a WH p-factorization for all p ∈]1,+∞[.
Any matrix function in GRn×n admits a factorization (4.3) with G± ∈
G(R±)n×n, where R± := R ∩ H±∞ is the subalgebra of R consisting of all
rational functions without poles in C± ∪ {∞}.
In particular, every scalar function in GR is the product of functions in
GR+, GR−, and some integer power of the function r defined by (4.5). Thus,
without loss of generality condition s ∈ GR in (3.1) may be substituted by
s = s∓r
j, where s∓ ∈ GR
∓ and j ∈ Z.
The relation between Fredholm properties of TG and factorization (4.3)
is well known; see e.g. [25, Theorem 5.2]. For convenience of reference, we
give the precise statement here (as it was done also in [6]).
Theorem 7. Let G ∈ (L∞(R))
n×n, p ∈]1,+∞[. Then TG is Fredholm on
(H+p )
n if and only if G admits a WH p-factorization.
The partial indices are related to the dimension of the kernel and the
cokernel of TG by
dimker TG =
∑
kj≤0
|kj| , dim coker TG =
∑
kj≥0
kj. (4.11)
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Thus, the index of TG, IndTG, is given by (see Theorem 7)
Ind TG := dim (Ker TG)− dim (coker TG) = −IndpG.
We see thus that the existence of a canonical p-factorization for G is partic-
ularly interesting, since it is equivalent to invertibility for TG. Moreover, the
inverse operator can then be defined in terms of G± by
T−1G = G
−1
+ P
+G−1− I. (4.12)
5. One sided invertibility and Fredholmness of Toeplitz operators
In this section we show that one-sided invertibility over the algebrasH±∞+
C or H±∞ of certain submatrices of the n× n matrix function G implies that
the Toeplitz operators TG and TdetG are at least nearly, and in some cases
strictly, Fredholm equivalent. In particular, in the latter case TG possesses
Coburn’s property.
Given Φ± ∈ (H±∞+C)
n×(n−1), Ψ± ∈ (H±∞+C)
(n−1)×n such that Ψ±Φ± =
In−1, let moreover Φ
±
e ,Ψ
±
e be defined by
Φ±e =
[
Φ± N±
]
, Ψ±e =
[
Ψ±
N˜±
]
, (5.1)
where
N± =

∆·,1(Ψ
±)
−∆·,2(Ψ
±)
...
(−1)n−1∆·,n(Ψ
±)
 ∈ (H±∞ + C)n×1, (5.2)
N˜± =
[
∆1,·(Φ
±),−∆2,·(Φ
±), . . . , (−1)n−1∆n,·(Φ
±)
]
∈ (H±∞ + C)
1×m.(5.3)
Theorem 8. Let G ∈ (L∞(R))
n×n, and let Ψ be an (n− 1)×n submatrix of
G obtained by omitting one row in G.
(a) If Ψ ∈ (H+∞ + C)
(n−1)×n, and if Ψ is right invertible over H+∞ + C,
then TG is nearly Fredholm equivalent to TdetG, for every fixed p ∈]1,∞[.
(b) If moreover Ψ ∈ (H+∞)
(n−1)×n, and if Ψ is right invertible over H+∞,
then, for any fixed p ∈]1,∞[, ker TG = {0} or ker T
∗
G = {0}, and TG is
strictly Fredholm equivalent to TdetG. In particular, TG is one- or two- sided
invertible simultaneously with TdetG.
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(c) If, in the setting of (b), in addition IndTdetG ≥ 0 and the omitted row
Ĝn of G is its last one, then a WH p-factorization of G is given by (4.3) with
G− =
[
In−1 0
0 γ−
] [
In−1 0
P˜−(ĜnΦ
+γ−1− ) 1
]
, (5.4)
D =
[
In−1 0
0 rk
]
; (5.5)
G+ =
[
In−1 0
P˜+(ĜnΦ
+γ−1− ) · r
−k 1
] [
In−1 0
0 (−1)n−1γ+
]
· Ψ+e . (5.6)
Here
detG = γ−r
kγ+ (5.7)
is a WH p-factorization of detG and Φ+ is a right inverse of Ψ.
Note that in (5.7) k ≤ 0 since it is opposite to IndTdetG. This condition
is essential for the statement (c) to be valid, while of course omitting the
n-th row (as opposed to some other row) is just to simplify the notation.
Proof. (a) Since Ψ is right invertible over H+∞ + C, by Theorem 3 (taking
(2.13) into account) Φ+e ∈ G(H
+
∞ + C)
n×n and — see (2.10), where G takes
the place of Ψ+e — we have
G = G˜(Φ+e )
−1, where G˜ =
[
In−1 0(n−1)×1
ĜnΦ
+ (−1)n−1detG
]
. (5.8)
By [23, Theorem 5.5] (or rather its version for the right factorization) G
is WH p-factorable only simultaneously with G˜. In its turn, this matrix
function is block triangular, with one of the blocks (the identity matrix)
obviously WH p-factorable. According to [23, Corollary 4.1], G˜ itself is WH
p-factorable only simultaneously with its other diagonal block, that is, the
function detG. In the language of Toeplitz operators this means that TG and
TdetG are nearly Fredholm equivalent.
(b) If moreover Ψ+ ∈ (H+∞)
(n−1)×n is right invertible over H+∞, then
(Φ+e )
−1 (which is equal to Ψ+e by Lemma 3) is invertible in (H
+
∞)
n×n. Con-
sequently, from (5.8), ker TG = {0} ⇔ ker TG˜ = {0} ⇔ ker TdetG = {0},
and analogously ker T ∗G = ker TG∗ = {0} ⇔ ker T
∗
detG = ker TdetG = {0}.
Since, by Coburn’s property, ker TdetG or ker T
∗
detG is {0}, the same is true
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regarding ker TG and ker T
∗
G. On the other hand, since in (5.8) we have
(Φ+e )
±1 ∈ (H+∞)
n×n, not only G and G˜ admit WH p-factorizations along with
detG, but also their partial indices coincide. Due to the triangular structure
of G˜, the set of its partial indices is majorized by the set of the indices of its
diagonal entries [26], see also [23, Theorem 4.7]. Without going into details of
the majorization relation and its properties, we note here only the following
pertinent piece of information: since the indices of the diagonal entries of G˜
are 0, . . . , 0 (n− 1 times) and k, all its partial indices are of the same sign as
k, and their sum amounts to k. According to (4.11), the defect numbers of
TG are the same as those of TdetG. In particular, one of them is zero, and the
other coincides in absolute value with Ind TdetG. This guarantees one sided
invertibility (which becomes two sided if and only if k = 0).
(c) Under the condition k ≤ 0, the matrix functions G± defined by (5.4)-
(5.6) satisfy (4.7), (4.8). Since G is WH p-factorable and (4.3) holds, condi-
tion (4.9) is satisfied automatically [23, Theorem 3.8], and (5.4)–(5.6) deliver
the desired WH p-factorization. In particular, the partial indices of G are
0, . . . , 0 (n−1 times) and k, so they coincide with the indices of the diagonal
entries of G˜.
The next result is a dual version of Theorem 8.
Theorem 9. Let G ∈ (L∞(R))
n×n, and let Φ be an n × (n − 1) submatrix
of G obtained by omitting one column in G (it will be assumed that the nth
column is omitted, essentially without loss of generality).
(a) If Φ ∈ (H−∞+C)
n×(n−1), and if Φ is left invertible over H−∞+C, then
TG and TdetG are nearly Fredholm equivalent, for every fixed p ∈]1,∞[.
(b) If moreover Φ ∈ (H−∞)
n×(n−1) and Φ is left invertible over H−∞, then,
for any fixed p ∈ (1,∞), ker TG = {0} or ker T
∗
G = {0}, and the operator TG
is strictly Fredholm equivalent to TdetG. In particular, TG is invertible if and
only if so is TdetG.
(c) If, in the setting of (b), in addition Ind detG ≤ 0 and the omitted
column of G is Ĝn, its last one, then a WH p-factorization of G is given by
(4.3) with
G− = Φ
−
e
[
In−1 r
−kP˜−(γ
−1
+ Ψ−Ĝn)
0 (−1)n−1γ−
]
, D =
[
In−1 0
0 rk
]
,
G+ =
[
In−1 γ+P˜+(γ
−1
+ Ψ−Ĝn)
0 γ+
]
.
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Here detG = γ−r
kγ+ is a WH p-factorization of detG, Ψ− is a left inverse
of Φ, and Φ−e = (Ψ
−
e )
−1 is given by (5.1)–(5.3).
Of course, formulas similar to those given in Theorem 9(c) hold when the
removed column is not the last one.
In the previous results we have used the one sided invertibility of a sub-
matrix of G to study the Fredholmness, and other associated properties, of
the Toeplitz operator TG. Now we turn to the study of the same properties
of TG based on one sided invertibility of a solution to a Riemann-Hilbert
problem with coefficient G.
Theorem 10. Let G ∈ (L∞(R))
n×n, and let
GΦ+ = Φ−, Φ± ∈ (H±∞ + C)
n×(n−1), (5.9)
where Φ± are left invertible over H±∞ + C. Then:
(i) TG is nearly Fredholm equivalent to TdetG;
(ii) If moreover Φ± are left invertible over H±∞, with left inverses Ψ
± ∈
(H±∞)
(n−1)×n for Φ±, respectively, then ker TG = {0} or ker T
∗
G = {0},
and TG is strictly Fredholm equivalent to TdetG. In particular, TG is
invertible if and only if TdetG is invertible.
(iii) Assuming that
detG = γ−r
kγ+ with k ≥ 0 (5.10)
is a WH p-factorization for detG, a WH p-factorization for G is given
by (4.3) with
G− = Φ
−
e ·
[
In−1 0
0 γ−
] [
In−1 α−
0 1
]
, (5.11)
D =
[
In−1 0(n−1)×1
01×(n−1) r
k
]
(5.12)
G+ =
[
In−1 α+
01×(n−1) 1
] [
In−1 0
0 γ+
]
· Ψ+e , (5.13)
where Φ−e , Ψ
+
e are given by (5.1)–(5.3),
α+ = P˜
+(Q) ∈ (L+p )
(n−1)×1, (5.14)
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α− = r
−kP˜−(Q) ∈ (L−p )
(n−1)×1, (5.15)
and where
Q := Ψ−GN+ ∈ (L∞(R))
(n−1)×1, (5.16)
with N+ as in (5.2).
Proof. (i) Let Φ±e , Ψ
±
e be defined as in (5.1), (5.3), where Ψ
± ∈ (H±∞ +
C)(n−1)×n is a left inverse of Φ± over H±∞. From Theorem 3 it follows that
Ψ±e ∈ G(H
±
∞ + C)
n×n and (Ψ±e )
−1 = Φ±e .
Defining
G0 = Ψ
−
e GΦ
+
e , (5.17)
we can rewrite (5.9) as
G0Ψ
+
e Φ
+ = Ψ−e Φ
−. (5.18)
On the other hand, it also follows from Theorem 3 (see (2.12) or (2.13),
taking (2.8) into account) that
Ψ±e Φ
± =
[
In−1
01×(n−1)
]
, (5.19)
therefore (5.18) implies that G0 has the form
G0 =
[
In−1 Q
01×(n−1) detG
]
. (5.20)
In particular, detG = detG0.
From (5.17) it follows according to [23, Theorem 5.5] that TG is Fredholm
if and only if TG0 is Fredholm, and this in turn is equivalent to TdetG being
Fredholm (by (5.20)).
(ii) If Φ± ∈ (H±∞)
n×(n−1) and Φ± is left invertible over H±∞, with a left
inverse Ψ±, then
Ψ−e ∈ G
(
(H−∞)
n×n
)
, Φ+e ∈ G
(
(H+∞)
n×n
)
,
and it follows that TG is strictly Fredholm equivalent to TdetG and that
ker TG = {0} or ker T
∗
G = {0} (see a similar reasoning in the proof of Theo-
rem 8).
(iii) The formulas for G± and D follow from
G = Φ−e G0Ψ
+
e ,
together with (5.20) and (5.10).
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6. Special cases
Let G ∈ Ln×n∞ with all rows but one having elements in M
+
∞ (the case
of all columns but one having elements in M−∞ can be treated analogously).
Assume for simplicity that
G =
[
Ψ
gn
]
with Ψ ∈ (M+∞)
(n−1)×n, gn ∈ L
1×n
∞ . (6.1)
Then the following results hold.
Theorem 11. (i) If G is unitary with constant determinant and gTn ∈MCT
−
n ,
then TG is Fredholm for all p ∈ (1,∞). If moreover Ψ ∈ (H
+
∞)
(n−1)×n and
gTn ∈ HCT
−
n , then TG is invertible.
(ii) If G is (complex) orthogonal with constant determinant and gTn ∈
MCT+n , then TG is Fredholm for all p ∈ (1,∞). If moreover Ψ ∈ (H
+
∞)
(n−1)×n
and gTn ∈ HCT
+
n , then TG is invertible.
(iii) If one of the (n− 1)× (n− 1) minors of Ψ is invertible in M+∞, then
TG is nearly Fredholm equivalent to TdetG. If the above mentioned minor is
in fact invertible in H+∞, then TG is strictly Fredholm equivalent to TdetG and
ker TG = {0} or ker T
∗
G = {0}.
Of course |detG| = 1 in case (i) and detG = ±1 in case (ii).
Proof. (i) Observe that the k-th entry gnk of gn coincides with (−1)
n+k detG∆.,k(Ψ),
k = 1, . . . , n. Thus, condition gTn ∈MCT
−
n can be rewritten equivalently as
(∆.,k(Ψ))k=1,...,n ∈MCT
+
n . (6.2)
By the right invertibility analogue of Theorem 5, it follows that Ψ is right
invertible over M+∞, and Theorem 8(a) implies that TG is Fredholm. The
second part of (i) follows analogously from Theorem 8(b).
(ii) If G is orthogonal, then gnk = (−1)
n+k detG∆.,k(Ψ), so that now
gTn ∈MCT
+
n can be rewritten as (6.2). The rest of the proof goes as in (i).
(iii) The invertibility of any (n− 1)× (n− 1) minor of Ψ ∈ (M+∞)
(n−1)×n
implies (6.2). So, Theorems 5 and 8 again do the job.
Remark 2. In the case of orthogonal (6.1) we automatically have gn ∈
(M+∞)
1×n, so that the relation GGT = I immediately provides the right inverse
of Ψ over M+∞. It can then be used in factorization formulas (5.4)–(5.6) of
Theorem 8(c).
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A factorization of unitary matrices G with detG = 1,Ψ ∈ (H+∞)
(n−1)×n
and gTn ∈ HCT
−
n as in Theorem 11, was by different methods considered
earlier in [17].
We will now show that the one sided invertibility requirement in part (a)
of Theorems 8, 9 can be lifted if the submatrix in question is continuous.
First we will dispose of the case when it is rational.
Lemma 12. Let G be of the form(6.1) with Ψ ∈ R(n−1)×n. Then TG is nearly
Fredholm equivalent to TdetG.
Proof. If the determinants ∆.,k(Ψ), k = 1, . . . , n (which are rational functions
in R) have at least one common zero in R˙, then detG has the same zero and
thus neither TdetG nor TG is Fredholm.
Suppose now there are no common zeros of ∆.,k(Ψ) in R˙. Since there
are at most finitely many such zeros in C±, then (6.2) holds again. By
Theorems 5, Ψ is right invertible over M+∞. The statement now follows from
Theorem 8.
Theorem 13. Let G ∈ Ln×n∞ be such that all its elements except maybe for
those located in one row or one column are continuous on R˙. Then TG is
nearly Fredholm equivalent to TdetG.
Proof. Without loss of generality, G is of the form (6.1) with Ψ ∈ C(n−1)×n.
Necessity. Suppose TG is Fredholm. Then detG is invertible in L∞.
Expanding detG across the last row, represent it as
detG =
n∑
j=1
fjgn,j,
where the cofactors fj are continuous due to the continuity of Ψ. Let us
approximate Ψ by a rational matrix function Ψ˜ so closely that the Toeplitz
operator with the modified symbol G1 =
[
Ψ˜
gn
]
remains Fredholm. In partic-
ular, detG1 =
∑n
j=1 f˜jgn,j is still invertible.
Now let
g˜n,j = gn,j detG/ detG1, g˜n = [g˜n,1 . . . g˜n,n] and G˜ =
[
Ψ˜
g˜n
]
.
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The matrix function G˜ can be made arbitrarily close to G, so that we may
suppose T
G˜
to be Fredholm. By Lemma 12, the operator Tdet G˜ is Fredholm.
It remains to observe that
det G˜ =
n∑
j=1
f˜j g˜n,j = detG.
Sufficiency. Along with TG, let us consider TadjG, where adjG stands for
the transposed matrix of the cofactors of G. Recall that
G adjG = adjGG = (detG)In, (6.3)
and let I+, I
n
+ denote the identity operators on H
+
p , (H
+
p )
n, respectively.
Since the first n − 1 rows of G and the last column of adjG are continuous
on R ∪ {∞}, the operator
kℓ := TadjGTG − TG adjG
is compact (Corolary 3.5 in [25]). Taking (6.3) into account, we conclude
that
TadjGTG = (detG)I
n
+ + kℓ
is Fredholm and therefore TG has a left regularizer (that is, a left inverse
modulo the ideal of compact operators).
To show that TG has also a right regularizer — and therefore TG is Fred-
holm — we consider TGTadjG. In this case, the difference TGTadjG − TG·adjG
may not be compact, so we have to use different (and somewhat more in-
volved) arguments. Let [Tij ], (i, j ∈ {1, 2}), be the block representation of
the operator
TGTadjG − TG·adjG = TGTadjG − (detG)I
n
+,
corresponding to the decomposition (H+p )
n = (H+p )
n−1 ⊕H+p . The operators
T11, T12, and T22 are compact (by [25, Corollary 7.5]), and we can write
TGTadjG = (detG)I
n
+ +
[
T11 T12
T21 T22
]
=
[
(detG)I+ 0
T21 (detG)I+
]
+
[
T11 T12
0 T22
]
.
Thus TGTadjG is a compact perturbation of a block triangular operator
which is Fredholm since its diagonal elements are Fredholm (see, e.g., Corol-
lary 1.3 in [23]). Thus TGTadjG is Fredholm which implies that TG has a right
regularizer as well.
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Note that some relations between semi-Fredholmness of TG and TdetG in
the setting of Theorem 13 can be extracted from Markus-Feldman results
([24], see also [22, Chapter 1]) on the one sided invertibility of matrices over
some non-commutative ring but with entries from different rows or columns
pairwise commuting.
7. Toeplitz operators with almost periodic symbols
The difference between the scalar and matrix settings becomes even more
profound for Toeplitz operators with almost periodic symbols. To define the
latter, first we introduce APP , the (non-closed) algebra of almost periodic
polynomials, that is, linear combinations of the functions eλ(t) := e
iλt, λ ∈ R.
The Banach algebra AP of almost periodic functions by definition is the
closure of APP in L∞(R). We will also need APW , the closure of APP in
the Wiener norm ∥∥∥∑ cjeλj∥∥∥ =∑ |cj| ,
with no repetitions in the set {λj}.
Let further AP± (APW±) denote the closure in AP (respectively, APW )
of all f =
∑
cjeλj ∈ APP with ±λj ≥ 0. Note that AP
± (respectively,
APW±) consist of all functions f ∈ AP (respectively, APW ) that admit
holomorphic continuation into C±. Of course, AP± and APW± are unital
Banach subalgebras of AP and APW , respectively.
For any f ∈ GAP there exists a unique κ ∈ R such that a continuous
branch of log(e−κf) lies in AP . This κ is called the mean motion of f , and
is sometimes denoted κ(f).
Operators Tf with scalar f ∈ AP were treated by Coburn-Douglas [13]
and Gohberg-Feldman [20], and the situation with them is as follows: the
operator Tf is semi-Fredholm if f ∈ GAP and has a non-closed range oth-
erwise. Moreover, for f ∈ GAP with κ(f) = 0, Tf is invertible while in the
case of non-zero κ(f) one of its defect numbers is infinite. In particular, Tf
is Fredholm only if it is invertible.
The latter property persists for matrix AP symbols, see [3, Chapter 18].
However, it is no longer true that the invertibility of G ∈ AP n×n, or even
APW n×n, implies the semi Fredholmness of TG. Moreover, there exist
G =
[
e−λ 0
f eλ
]
(7.1)
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(so that detG ≡ 1) with λ > 0 and f ∈ APP for which the range of TG is
not closed [27].
To describe the situation further, we introduce the notion of AP and
APW factorization.
Representation (4.3) in which G± satisfy
G+ ∈ G(AP
+)n×n, G− ∈ G(AP
−)n×n (7.2)
and the diagonal elements of D have the form eµj , as opposed to (4.4), is
called a (right) AP factorization of G. An AP factorization of G is by
definition its APW factorization if conditions (7.2) are strengthened to
G+ ∈ G(APW
+)n×n, G− ∈ G(APW
−)n×n.
The real parameters µj are defined uniquely, provided that an AP (or APW )
factorization of G exists, and are called its partial AP indices. Of course, a
canonical (that is, satisfying µ1 = . . . = µn = 0) AP factorization of G is at
the same time a bounded canonical factorization.
In line with Theorem 7 (though requiring a rather involved independent
proof), Toeplitz operators TG with G ∈ APW
n×n are invertible if and only
if G admits a canonical AP (equivalently, APW ) factorization [3, Section
9.4]. However, the necessary and sufficient conditions for AP factorization,
canonical or not, to exist are presently not known. The question is open even
for already mentioned triangular 2 × 2 matrix functions (7.1). Quite a few
partial results were obtained in this direction, showing that the problem is
indeed intriguing and complicated. An interested reader may consult [3] for
a coherent description of the state of affairs as of about ten years ago, and
[5, 7, 8] for some more current results.
Because of these reasons, statements relating the Fredholm properties of
TG and TdetG, as well as factorization formulas for G, are of special interest
in the AP setting.
The AP version of Theorem 8 is as follows.
Theorem 14. Let G ∈ AP n×n be invertible, and suppose that it contains a
submatrix Ψ ∈ (AP+)(n−1)×n which is right invertible over AP+. Then the
operator TG is invertible (resp. right invertible, or left invertible) on (H
+
p )
n
for any (equivalently, all) p ∈ (1,∞)if and only if detG has zero (resp. non-
positive, or non-negative) mean motion κ. If in addition G ∈ APW n×n and
κ ≥ 0, then G is APW factorable, and its partial AP indices are 0, . . . 0
(n− 1 times) and κ.
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The proof runs along the same lines as that of Theorem 8, taking into
consideration that detG is an invertible AP function and thus the operator
TdetG is automatically one sided invertible. To construct the APW factor-
ization, one can still use formulas (5.4)–(5.6) substituting rk by eκ(detG) and
P˜± by the projections of APW onto APW±.
The analogue of Theorem 10 also holds.
Theorem 15. Let G ∈ APW n×n be invertible, with κ(detG) ≥ 0. Moreover,
let there exist Φ± ∈ (APW±)n−1×n left invertible over APW± and such that
GΦ+ = Φ−. Then G is APW factorable, with the partial AP indices equal
0, . . . , 0 (n− 1 times) and κ(detG).
To state the analogue of Theorem 11, let us introduce the notion of the
AP corona tuple as
APCT±n :=
{
[h±1 , h
±
2 , . . . , h
±
n ] : h
±
j ∈ AP
± and inf
z∈C±
(
n∑
j=1
|h±j (z)|
)
> 0
}
.
The almost periodic version of the corona theorem, in principle contained
already in [1] and stated explicitly in [29], reads:
Let h±1 , h
±
2 , . . . , h
±
n ∈ AP
±. Then [h±1 , h
±
2 , . . . , h
±
n ] ∈ APCT
±
n if and only
if
 h
±
1
...
h±n
 is left invertible over AP±.
Consequently, the AP analogue of Theorem 5 holds.
Theorem 16. Let Φ ∈ (AP±)n×(n−1). Then Φ is left invertible over AP± if
and only if [∆1,.(Φ), . . . ,∆n,.(Φ)] ∈ APCT
±
n .
Let now G ∈ Ln×n∞ with all rows but one having elements in AP
+ (the case
of all columns but one having elements in AP− can be treated analogously).
Assume for simplicity that
G =
[
Ψ
gn
]
with Ψ ∈ (AP+)(n−1)×n, gn ∈ L
1×n
∞ .
Invoking Theorem 16, we immediately obtain
Theorem 17. (i) If G is unitary with constant determinant and gTn ∈ APCT
−
n ,
then TG is invertible for all p ∈ (1,∞).
(ii) If G is (complex) orthogonal with constant determinant and gTn ∈
APCT+n , then TG is invertible for all p ∈ (1,∞).
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