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SUMMARY 
Mcmy methods hr.ve boen proposed for the sto.bili ty c.nalysis 
of systems described by non-linoGr differential e~uatiors. Of 
these methods, some are 'Gd hoc', being c.pplicc.blo only to those 
systems for which they 1fOre developed. 
general. 
Others arc mere er less 
The increasing availability of digitr.l computing fncilities 
hf1.S m:.'de it desir<,ble to develop o.lljOrithms, Hhere pos::;iblo, to 
allow the numoric<.'.l impl'3Bente.tion of these general Bcthods. 
This report describes the development of such e.lgorithms for 
e. v<.'.rioty of methods, o.nd a comparison of their power and applic-
ability in different situc.tions. 
The work falls into four main sections. After an introdue-
tory section, in ,;hich arc described tho vc.rious concepts 
definitions cnd theorems to be used, the next section do<.'.ls with 
methods b:ls~d upon the direct method of LiGpounov. These methods 
arc for the construction of LiGpounov functions, the plotting of 
stability boundc.ries, ::md the optimisntion of the construction 
procedures. Several extensions ",nd developments, believed to be 
new, Gre described. 
The third section deals with methods which arc not based upon 
the method of Lic.pounov, 'md ag::-.in severc.l novel extensions e.re 
doscribed. In particulc.r, the trc;eking function method, origin-
e.lly e. grc.phieal procedure npplicablo to ::'.utonornous systems only, 
". 
,,: 
is shown to provido a numerical o.lgorithm which grontly incro1!ses 
its offectiveness, while extensions to linear non-stationary and 
non-linear forced systems are discussed. 
Finally, the concluding section brings together tho main 
results omorging from the comparison of the methods, this comparison 
being obtained from application of the vari?us methods to some 
Btand~rd systems. 
1'ho digi tCll comput~r routines arc gi van both in block 
diagram form and, in the Apl)Ondices, explicitly, cod'~d in 
FORTRAN 4. 
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1. IN TRO DUCrrON 
1.1. Elementary Concepts of Stability. 
rhe notion of stability is probably introduced first 
in the study of elementary mechanics where, in considering 
the position of some mechanical device, it is relluired to 
assess the effect that some small displacement will have. 
It is usual to class such systems into three categories 
namely stable systems, unstable systems and neutrally stable 
systems. A much quoted example of a stable system is a 
smooth .sphere resting in a concave basin, while a smooth 
sphere at the apex of a convex surface illustrates instab-
ility. Neutral stability is illustrated by a smooth 
sphere resting on a smooth horizontal surface. 
'1~hat such concepts are not even always in accord with 
intuition is seen from the example of a right circular 
cylinder standing verticalJy on a smooth horizontal surface. 
No matter how small the diameter of the base, this system 
is classed as stable since it is allvays possible in theory 
to postulate a small enough disturb~~ce that the cyJinder 
returns to its vertical position. 
However, these elementary concepts do provide the basis 
;. for the more rigorous concepts relluired for mod.ern stabiJ ity 
analysis and give good insight inte the eSSentially 'local' 
---- - --------------
nature of SOille of the criteria. 
1.2. Some Definitions 
We shall henceforth be concerned Vlith systems whose 
motion is described by the set of n first order differential 
elluations 
1.2.1 
dt 
i 1,2, ..... ,11 
or in vector notation 
x 1.2.2 
where x -= (xl'x2 ••••••• xn)T is the state vector while the 
individual elements x. are the state variables. l The 
~ 
vector x may be viewed as defining a point in the n-dimen-
sional state space X or the (n+l) dimensional motion Space 
X x 'r where T is the range of t. 
If the right-hand side of 1.2.2 is conti4uous and such 
as to ensure the existence and unillueness of solutions 
continuously dependent upon the initial conditions (~.to) 
then we say the function f(~.t) is of class E or fE E. 2 
Lf f is of class E, the function 
1.2.3 
denotes the well defined solution of 1.2.2 and obeys 
~(to·~·to) == ~ 1.2.4 
rf(t.~.to) -= ff~(t.~.tO).t} 1.2.5 
This solution defines a motion in the motion spaoe. 
The projeotion of the motion on the state spaoe X is oalled 
a tra,leot.ory and the t:ir:te t appears as a curve parameter. 
A oonstant solution 
is oalled an equilibrium. and if in a neighbourhood of ~ no 
other equilibrium exists then ~ is an isolated equilibrium. 
It will be assumed hereafter that all equilibria are 
isolated. It will further be assumed that ali eCIuiJ ibria 
are situated. at the origin of the state space. This oan 
aJl'lays be aohieved by a simple linear transformation. 
If in 1.2.2 the vector f(2S.t) is independ<?nt of t i.e. 
f(x.t) _ f(2S) then the system is autonomous. If f(2S.t) 
oan be written as A(t)x where A(t) is a matrix the system is 
I il'l.ear. 
For the autonomous system 
x - f(2S) 
3 
if the function f(~) possesses a convergent power series 
expansion about the origin the system may be written as 
• 
1. 2. 7 
where A is a constant matrix and f2(~)- is a polynomial with 
terms of at least second degree • 
. 
'The sYEltem x = Ax is called the linear parts of (or 
the first approximation to) the system 1.2.7. If the 
eigenvaJues of A all have negative non-zero reaJ parts then 
A is call,ed a stability matrix. 
'The following definitions apply 
Definition 1.2.J 
A scalar function V(~)' is positive(negative) definite 
if in some neighbourhood of the origin V(~) > 0 « 0) and 
V( 0) = o. lf V(~) ~ 0 (~ 0) and V(O) == 0 it is positive 
(negative) semidefinite. 
Definition 1.2.2 
A scalar function V(~.t) is positive (negative) 
definite if there exists a positive definite function ;'IJ(~) 
such that in some neighbourhood of the origin 
{ <: -W(~)l 
and in addition V( Q. t ) =: O. t ~ to' 
4-. 
The function V(~,t) is positive (negative) semi-definite 
if in some neighbourhood of the origin 
and in addition V(O,t) -= 0, t ~ to. 
Definition 1.2.3 
A scalar function V(~,t) is decrescent if the relation 
Lim V(~,t) -= ° 
I~I~Q 
holds uniformly in t. 
A scalar function V(~) is decrescent if V(Q) = ° and 
Vex) is continuous at x = o. 
1.3. Definitions of Stability. 
rhe fonowing definitions apply to the stability of the 
isolated equilibrium x = ° of the system 
f(O,t) 
° 
1.3.1 
fEE 
Definition 1.3.1. (Stability) 
rhe equilibrium of the system 1.3.1 is stable if for 
any E > ° there exists :. cS > ° such that IQ, < S implies 
1~(t,~,to)1 <E • t~ to. 
5. 
Definition 1.3.2. (Asymptotic Stability) 
rhe equilibrium of system 1.3.1 is asymptotically 
stable if it is stable and in addition there exists a >.. > 0 
such that Ixl <)... implies Lim szl(t ,x ,t ) = o. ~ t-= ~ 0 
Definition 1.3.3. (lnstability) 
rhe equilibrium of system 1.3.1 is unstable if it is 
not stable. 
A fllu1titude; of othe;r dGfinitions have been proposea.3 ,4,5 
but for the purposes of this work the above wiB. suffice;. 
Wc have the following theorem 
rheore;m 1. 3.1. 
For the autonomous system x - !(x) aSSU!l1.e; that f(~) 
ras.)' be written as !!!. + !2(~) where A is a s·GabiJity matrix 
and f2(~) is a polynomial with terms of at le;8st second 
degree. rhen the; syste;ffi x·: !(x) is asymptotically 
stable. 
1. 4. rhe Direct li;ethod of Liapounov 
If the solutions ~(t .~,to) to the system 1.3.1 Vlere 
availa.ble, the; analysis of stabi'.ity would be (1l6rely a matter 
of mspec tion. In general, however, so!.ution of 1.3.1 
by analytic means is impossible and while numerical 
integration could be employed, the depende;nce of the Soll1t-
10. 
ions on the initial oonditions wou1d neoessitate :'1 large) 
number of integrations with resul'Gant increase in computing 
time. 
The <lireot method of LiDPOUl10V offerS an approach by 
v/hioh the stability of the equilibrium may be assessed 
vlithout recourse to the solutions of the describing equations. 
This is aohieved by consideration of certain scalar functions 
defined in the Llotion space and possessing certclin character-
istios. These functions are the so-oalled Liapounov 
functions. 
1.5. The HG.in Theorems. 
'rhe foll owing theorems, which are presented 'Ni thouob 
proof, provide the basis of the analysis of stability by the 
direct method. 
Theorem 1.5.1. (Stability) 
The equilibrium !S - 0 of the system 
[(O,t) - 0 fEE 1. 5.1 
is stable provided there exis ts a posit i ve definite sc&lar 
• funct ion V(!S. t) Vlhose time deri vat i ve V(!S, t) by virtue of 
1.5.1 is at least negative semidefinite. 
(for proof see ref. 2.) 
7. 
Theorem 1. 5.2. (Asymptotic Stability) 
The eQuilibrium of the system 1.5.1 is asymptotically 
stable if there exists a positiv6 definite acaJ.aT fWlction 
V(x,t) such that 
• 
a. V(~,t) is negative definite. 
b. V(~,t) is decrescent. 
(For autonomour; syst6ms the' condition a may be replaced by 
• 
the weaker conditions 
al' V(~) is negative semi-definite, 
• 
El 2 • V(~) does not vanish identicaHy on any non-
trivial trajectory, ) 
(for proof see ref. 2.) 
The above theorems are concerned with stability und 
asymptotic stabiJ.ity in the sense of definitions 1. 3.1 and 
1.3.2 and ar6 of a looal character insofar as it ia not 
pos8ihle a-priori to determine th6 magnitude of S. For 
linear systems stability extends to the entire 8tate sp8.ce. 
1n other ,7ords, if the eQuilibrium is asymptotioalJ y stable 
(say) then the response to any initial conditions will 
eventually converge to the eQuilibrium. For non-linear 
systemo, however, this is not generally true. The following 
theoreLl provides a means of assessing the extent of asymptotic 
stability for llon-lin.ear 8ystems. 
Theorem 1.5.3. (The Extent of ASymptotic Stability)6 
The response of the system 1. 5.1 to in it ial condit ions 
lying in some region .J containing the equilibrium converges 
to the equilibrium asymptotically if there exists a scalar 
function V(~,t), positive definite in j) and such that 
• 1. V(~, t) by virtue of 1.5.1 is at least negat i ve 
semi-definite in D. 
. . 
2. V(O,t)=: ° ancl V(~,t):/: ° on any other trajectory 
of the system in D. 
3. IlV(~,t) f 0 except at ~ = 0 in D. 
4. One of the curves V(~, t) = constant clef.mos :the 
boundary of D. 
Such a region D is called a region of asymptot 1c 
stability (MS). if it is the entire region of llLitial 
conditions for which the responses approach the equilibrium 
asymptotically it ia called the domain of attr[tction.(DOA). If 
the domain of attraction is 
asymptotically stable in the 
the whole 
2 large. 
Th 1 ~ 4 (J.'nstab<'.<ty)2. corem .:>.. ~_ • 
spacG the system is 
Let the system 1.5.1 be autonomous. Then the equiJ.ib-
rium is unstable if thero exists a positive definite scalar 
function V(~) with continuous first p8rtial derivatives and 
• 
such that its time derivative V(x) by virtue of 1.5.1 can 
assume posit i ve vaIues arbitrarily near the equil i briur,:l. 
9. 
lhe theorem of greatest use is theorem 1.5.3 since it 
provides the m6[lnS of assessing not only stability but aJ_so 
the extent of stability. 
T he two main tasks in the application of I iapounov' s 
direct method are 
a.rhe generation of u suitable Iiapounov functioll 
V( x. t) if it exists and 
b. The determinatioll of the boundary of the region 
of stability indicated by this liapounov function. 
in chapters 2,3,4 and 5 are presented several methods 
for solving the first of these problems and in chapter 6 a-
method for solving the second. 
]?he following theorem provides a method for generating 
a liapounov function for a linear system. 
-2 Theorcdll 1.5.5;, . 
"'or the linear system x = Ax where A is a stability 
T 
matrix the function V(x) = x Ex is a liapounov function 
where B is the solution of the Liapounov matrix equation 
A'TB + BA = -C 1. 5.2 
where C is an arbitrary positive definite symmetrio matrix. 
10 
1; 6, ~l.:!-llPounov Eethods, 
Although the direct method of Iiapounov has assUJ;)ed a 
dominant role in modern stability analysis, many other 
methods have been proposed. 
ln chapters 9,lO,and 11 three ffUch methods are described, 
The method of Iuus and Lapidus 7 and the method of the 
alternating extreme radius pathS make use of some simplifying 
approximations and because of this, as is shown, the results 
must be interpreted with care, rhe tracking function method9 
involves no approximation but is concerned with a weaker 
concept of stabilitY,namely practical stability (defined in 
chapter 9), 
1, 7, The _~,ys1:~ms Analysed, 
Bach of the methods discussed hereafter i8 applied to 
some or all of a number of s6cond order systems, To avoid 
the necessity of repeatedly writing th6 system equations 
these equations are given here and are designated in the text 
by the appropriate n~~ber. The equations of other systems 
which are used onl y occasionally are given vlhere the necessit y 
arises. 
" 
System 1.7.1. rhe van der Pol equation. 
x = y 
y _ E- Cl_x2 )y - x 1:->0 
rhis system possosses an unstable equilibrium at the 
origin and a stable limit cycle of radius ~ 2 whose shape is 
dependent upon the value of E 
• 
System 1. 7 .1.A. rhe system 1.7.1 with time reversed. 
-_._._-
'rhis system is asymptotically stable. 
interior of the limit cycle of system 1.7.1. 
SYS!!!'ffi 1..7.2. An example from Bodden. 10 
x = 
• 
y == 
:Cilis system is asymptotically st able. 
unbounded and shown in fig. 3.4-.• 
• 
x -
y -
2 
example from Halm • 
-y 
rhis system is asymptoticaJ.ly stable. 
region defined by xy < 1. 
, 2.. 
:rhe DOA is the 
The DOA is 
The :VOl. is the 
~~tem 1.7.4. A Chbffiical Peactor 
c _ (-.875c-.8737)f(B) - c - 1.H24 
. 
e - (.8743c-.8735)f(B) (5.rwe -.68;',3)g(9) 
- 1.189 - .4269 
f -35.9251 0 f(e) - cxp 6+1.754 10' 
g(B): exp(3.90SB) 
where c and e are respectively the normalised concentration 
and t(;mperature. ]~hi8 system has an unstable eCJ.uilibrium at 
the origin and a otable limit cycle (see fig. 11.4-. ). 
System J..7.4.A. 'rho above system with time revGroed. 
This system is asymptotically stable. The DO.:. is the 
interior of the limit cycle of system 1.7.4. 
System 1.7.5, 
x ":; y 
}' A Su,rgerank system. 
[ f3 (24)x) } 0<:2 . 
-x 1 - (Hx)Z _yZ Y = f3 
~~{ Z0<:2 f3 1 + z;\} 
where.x is the normalised displacement of the water level in 
the surge tank from its eCJ.uilibrium position (sce fig, 11.(" ). 
13. 
rhis systGm has an Ggui1ibrium at the origin the stabilit.v of 
which depends on the values of 0<. and j3 which in turn depend 
on the phySical dimensions of the system. 
1.8. 1iotivation, 
-~he motivation for the investigation described herein 
was the realisation that whereas the theordical content of 
modern stability analysis has increased rapidly, thG actual 
implementation of the various methods has remained a rather 
nogJ.ected field, -rhus, in the direct method of Iiapounov, 
while a vGry great [flurry theorems have been proposed to cover 
a wide variety of situations each retluires the establishr.1ent 
of the existence of a suitable Iiaoounov fcu"ction, For . , 
systems of even moderatG complexity the construction of such 
a function can be extremely tedious and has been a matter of 
art and experienc6 rather than a completely form8.l procedure. 
":ith the increasingly easy ava:ilability of digital 
computing facilities it seemed worthwhile to pursue an 
investigation with two main objectives (a) to program those 
methods which were known to provide computing 01go1'i thms and 
to compare their efficiency in diffGrent. situations and (b) 
to seek new and hopeful1y more powerful algoritru'ls, 
At the outset those methods vlhich were Imown to provide 
algorithms were the methods of ZUbov12 ,13,14 and lngwerson6 , 
11;- . 
During the course of the investigation Weissenbergor publish-
a papor describing a numerical method for generating optimum 
Iiapounov functions. 16 in addition to these three methods, 
algorithms, believed to b6 now have been developed from the 
_21 22 23 _ 24 25 28 
methods of Krassovsk~ , , and 0zego ' , • 
11 neVl method for optimi8ing some of these procedures has 
been developed15 und shown to be more effective. 
The method of 'leis8cnberger is shown to be a special case 
of this optimisat ion procedure, while 'Neissenberger's conj ec-
tu re for the construction of high degreo optiill~ Iiapounov 
functions is shown 
-rhe method of 
to be invalid;26 
10 Rodden for tracing tho boundary of the 
J1.A5 is described ancl several modifications i.Yltrodueed to inc-
re68C thG 8pced of computation. The sinJplo confi(l;urotions in 
the state space described by Rodden are shown to bo not the 
most general case and more comp) icated configurations are 
discussed which offsr considorabl0 prob1offis particularly to 
the optimisation procodurss. 
Three non-liapounov methods Eire describod. 
The tracking function mGthod9 in shown to be nmel1.ab1e 
h - t - 17,18 to mac ~ne compu-at~on • :ChG a1gori thm which has been 
developed is optimal in the nenSG thst the best tr£\cking func-
tions are selected and others ignored. This digital 
routinG converts a tedious and inaccurate graphical procedure 
into a fast and efficient numerical. procedure. 
IS". 
le novel extension of the tracking function method to the 
polar plane (plotted in rectangular Cartesian coordinates) 
'd 'd19 ~r; escr~be. 'rhis extension is believed to be more powerful 
in certain cases. 
~he tracking function method is extended both in its 
graphical fOThlUlation and the numerical procedure to non-
20 
uutonomous systems. Results have been obtained which are 
better than those obtuined by previous methods. 
An algorithm is described for the method of Iuus and 
Lapidus which disposes of the tedium of applying the method 
in its original formulation. 
'The alternating 6xtreme radius path method is described 
and shown to provide an effective algorithm. iJ.ll examp le is 
givGn which illustrates the care with which rGsults must be 
interpreted. 
All of the methods are compared by application to some 
standard systems. 
At this point it must be emphasised that the number of 
results obtained has been subject to limitations in computing 
tUlle available as is inevitable. it is believed that the 
results which have been obtained are fairly representative and 
permit a reasonable assessment of the va.rious methods to be 
made. However it is possible that by using different systems 
in the analysis different opinions could be obtained. The 
conc~usions should not, therefore be considered definitive. 
2. THE METHOD OF KRASSOVSKI 
2.1. Introduction 
5 21,22 23 Krassovski ' 'proposed the following theorem 
concerning the stability of the system 
f{O) - 0 f EO E 2.1.1 
Theorem 2.1.1. 
The function 
2.1.2 
is a Liapounov function sufficient to prove the asymptotic 
stability in the large of the system 2.1.1 if the symmetric 
matrix ~(~) given by 
is positive definite for all ~. 
is the Jacobian defined by 
2.1.3 
In 2.1.3 the matrix J{x) 
2.1.4 
This condition will not in general bo satisfiGd. How-
ever consider the linear autonomous system 
. 
x - Ax 2.1,5 
IT 
and let us assume that the SystGll i8 8.symptotical1y stable 
i.e. ~ is a stability matrix. For this systaID the Jacobian 
l. is simply A and equation 2.1.3 is oquivalent to the Liap-
ounov eCluation 
ATE -+ BA 
-c 2.1.6 
and the funct ion V( x) ~ xl Ex is a Liapounov func t ion from 
theorem 1.5.5. APplication of theorem 1.3.1 shows that this 
function is also a Liapounov function for the non-linear 
systGm 2.1.1 provided th8 system has the linear parts of 
equation 2.1.5. It can be shown (SOG section 2.4) that the 
function defined by equation 2;1.2 is also a Liapounov 
function provided B is the solution of equation 2.1.6 with 
positive definite symmetric~. This is the LiapoUl1ov 
function which we shall construct in polynomial form. The 
computing algorithm is extremely Simple and straightforward. 
It is descri bed be low for second order syst ems. extension to 
systems of highor order being obvious. 
18. 
2.2 The Computing Algorithm 
TGt us write the system equations as 
IMf ':+--I 
x 
- LL PijX i-j+lyoi-l == f(x,y) 
l"" I "'" I 
IMf Ltl 2.2.1 
• LL: i-j+-l j-l y ;:, Clijx Y = g(x,y) 
l= I J ~I 
and. let us d.enote the ]Jositive d.efinite symmetric matrix C 
and. the s~netric matrix B by 
2.2.2 
2.2.3 
It can be shown that the elements of ~ from 2.1. 6 are 
given by 
2 
bll = (-ollPllCllZ - CllCllZ - cllP1ZClll+ 
Z 
+ Zc lZClll Cl 12 - ° 2ZClll ) /IJ. 2.Z.4 
2.2.5 
b22 = (-CZ2P~l - c 22P llCllZ + ZOlZPllP12 
+ c 2ZP12Clll - CllPi2)/t1 2.Z.6 
19. 
where 
2.2.7 
Having thus obtained the elements of B the Liapounov funotion 
T V(x,y) = f (x,y) .B,f(x,y) 2.2.8 
is easily obtained thus 
V(x,y) = bn f
2 (x,y) + 2b12f(x,y)g(x,y) + b22g
2 (x,y) 
2.2.9 
= 
+ 
2.2.10 
, i+k-j-s+2_1+S-2 
+ 2b12PijqkS + b22qijqkS JX r 
2.2.11 
If the Liapounov function is required in the standard 
fom ~v l-l-I 
V( x,y) _ LL i-j+l.l-l a .. X y" J.J 2.2.12 
l"'L J= I 
ZOo 
then the coefficients a are obtained by the following 
ij 
successive additions to the initial values a .. = O. all i.j 
~J 
+ 2b1zP ij CJ.ks + b22<l.ij <l.}~s 2.2.13 
i 
-
1,2, .... ,It'v\f ( j 
-
1.2 ..... ,(1-1-1) 
J 
( i+ k) ~ flMl/ 
k - 1,2 ..... , ""'f 
s 
-
1,2, ••••• (kH) 
As the algorithm is self evident from 2.2.13 no flow 
diagram is given. The program designated SUBR9UT1NE llTG"iER 
is described in APpendix A.l. 'The reason for adopting the 
name lNGWER which is a180 the name of the routine for the 
method of Ingwerson is that the specification i~ the same for 
each. Both routines are called by the main program of 
Appendix 1 •• 4. 
2.3. Examples 
2;3.1. The system 1.7.2. 
Figs. 2.1 and 2.2 show the RAS obtained for thi8 system 
using the matricos 
[
10 
C -:= 
- 1 ~l and respectively. 
21. 
The different degrees of Liapounov function, obtained by 
truncation of the polynomial 2.2.12 give different RAS. It 
is seen that the higher degree functions indicatc regions of 
infcrior size than the quadratic regions. In other 1V0rds 
thc use of Krassovski's method gives poorer results than arc 
obtaincd merely by lincarising the systcm equations. 
2.3.2. The System 1.7,3, 
Figs, 2.3 anc. 2.4 sholV the RAS for this systcm using the 
samE C matrices as in the above example. Again it is clear 
that the Bethod results in inferior Liapounov functionEl, 
, 
2.3.3. The SystGm 1.7.l,A. (6~ 0,1) 
Fig 2.5 shows the RAS for this system, Again the effect 
of applying KraSSOYSki' s ;nethod ia detrimontal. 
2.4. COClfJlents 
- t . - d l' 29 t t th t th 1n a roe en paper j;.aurGr an Gar ~d saG a . e 
function 
2.4.1 
is a Liapounov fullotion for the system 2,1,1 for any positive 
dGfinite sy;runotric B, ':Ve show hGre that this is not gel'lGr-
ally true und that an additionul condition on ~ is required 
namely that B be the solution of the Liapounov matrix~ 
equat iOll 2.1.6. 'fife roquire the fo110'lling lemma 
22.. 
LISElma 2.4.1. 
ThIS matrix dofinGd by dlT I3.\ wherlS A is non-singular 
is positive dlSfinite if and only if the matrix!! is posiitve 
dGfinitG. 
How consider thIS 1inear parts of th6 systom namely 2.1.5 
b(;aring in mind that lJ:.. is a stabiJity matrix and cannot thor-
of ore b(; singular. Lot B bo somo positive dlSfinite matrix 
and consid(;r tho function V dlSfined in 2.2.8. 
linear syst(;ITI V is just 
V ( •• x) TBJ,x 
T .., 
, r B · x J.~ .i1.X 
- ---
which by the l~mma 2.4.1 is positive dofinite, 
For this 
2.4.2 
2.4.3 
In order to 
<l.ualify a3 a Liapounov function howovGr the time d0rivativ6 
• 
V must be negat i ve (sGfJ1.i-) dof init G. DifflSrontinting wo 
have 
2.4.4 
T T T T T 
x 1, ;. B.!,x +- x}, B;''&'x 2.4.5 
2.4.6 
By lemma 2.4.1 this win b6 nGgativo (scmi-) definito 
if tho function (l,"T B + ~) is nogativG (s(;li!i-) dGfinite 
vlhich is GCJ.uivalell'/; to tho roquirem0nt that B he the solution 
of 2.1.6. 
2.3, 
~s an ilJustration consider the system 
• 
x = y 
• 
2.4.7 
y - -x - y 
which is asymptoticalJ.y stable, Using the positive definite 
symr,et ric mat rix 
B '= [1.0 
0.9 
there resul ts the function 
0,9 ] 
1.0 
V=. x2 + 0.2xy + 0. 2y2 
2,4,8 
2.4,9 
which is positive definite. lts time Qeriv8tiv€ is 
• 
V =: 2 -0.2x -I- l.4xy 2 0.2y 2.4.l0 
which is sign indefinitG. V thorefore is not a liapoUl"ov 
function. 
3.1. Intro duo t ion 
24 25 . The method of Szego ' ~s a prooedure for the oonst-
ruotion of Liapounov funotions. lt is described below for 
seoond order systems although extension to systGfuS of higher 
order appears feasible. 
rhe method is restricted to a partioular class of systGms 
namely systems describable by the pair of first order 
diff~rential o1uations 
x f(x,y) 
y - g(x,y) 
f(O,O) _ 0 
g(O,O) - 0 
3.1.1 
with the additional condition that f(x,y) and g(x,y) are 
linear in eithor x' or y. Without loss of generality we 
assUJ;le them to be linear in y. 
We construot a funct ion V( x, y) given by 
V{x,y) = '" (x) .x2 + 
• 
2 ;sex) .xy + y 3.1.2 
The time derivative V of this funotion by virtue of 
3.1.1 is given by 
o 
v - ~v f + Ox 
25" .. 
~v g 
dy 3.1.3 
OJ~ • 
[2O(X) d<>«X)} V 
- + x. dx x.f(x,y) 
+ l ~(x) + x. dg ( x) J y. f (x, y) 
+ {(3(X).X+ 2y}g(X,y) 3.1.4 
Since 2o«x) and do<.(x) dx .x are of the sam~ degree the 
first brQckc;t in 3.1.4 may bo replacod by a now flllction 
0(' (x) = 2o<.(x) +- do<.(x) dx .x 
and similarly thG socond brackot may be replaced. by 
giving 
v - [~, (x).x +- ;S' (X).y} f(x,y) 
1- [j3 (x). x + 2Y} g( x, y) 
3.1.5 
3.1.6 
3.1. 7 
Szego now OElploys the dovice of generating a fUllction 
+ (x,y) of thG S8j;J.G form as V by identifying the fUIlctions 
o('(x) and (3'(x) with 0<: (x) and ;sex) respectively in 3.1.7 
leaving 
f "" { o«x).x +- (3 (x) .Y] f(x,y) 
+ L(3(X).x 1- 2y}g(x,y) 3.1.8 
z". 
Because of the linearity of f(x,y) and g(x,y) in y this 
function is quadratic in y and may be written as 
+ = A(x)y2 + B(x)y + C(x) 3.1.9 
If the two x-dependent roots of this quadratic are 
constraLl'led to coincidG by suitable choice of th6 functions 
cJ.. (x) and j3 (x) the sign of + will not change along any line 
in the state plane parallGl to the y-axis. The resulting 
fUJiotiou f will then hopefully possess sign semi-definiteness 
in some neighbourhood of th6 origin. 
USLl'lg the form of + so obtained, the forms of the 
polynomials o<.(x) and f3 (x) are efltablish6d and thus th6 form 
of V from 3.1.2. 
The entire process is re-applied to this form and its 
unknown coefficients GValuat6d to provide the actual 
function V which is hopGfully a Liapounov f"lUlction. 
The r6CJ.uireDent that thG roots of 3.1.9 coincide may 
be accomplished by the condHion 
3.1.10 
As this condition [Jay be satisfied in a varioty of ways 
no unique LiupOUl"OV function is generated. It may also 
occur that 3.1.10 cannot be sutisfi6d at all. However in 
many cases the 1,ethod does· produce a ~Liapounov funotion. 
The mothod is illustrated by th6 following example. 
:q 
3.2. An Example 
Consider the system 
3.2.'1. 
Fron 3.1.8 we have. dropping arguJIlel1 ts for convenience 
f= 
Putting thi8 
+ ~ 
(o'x + f3 y)y + «3 x + 2y)(-y -
in the form of 
{(3 - 2)i + 
3.1.9 
(o<'x 
+ 
we have 
- (3 x -
4 (-f1x ) 
2 
1d x) • y +- B( x). y + C (x) 
2x 3 )y 
x
3 ) 
3.2.2 
3.2.3 
3.2.4 
ro achieve condition 3.1.10 lot us set A(x) and .s(x) 
equal to zero idcnticall~', then 
3.2.5 
and, since at this stage "le are interosted only in the forms 
of these fluwt ions VlG have 
, (J ho.s the; form c 1 3.2.6 
0< has the fom; 3.2.7 
28 
where cl c 2 and C 3 aro constants to be doteIIDined. 
u·t;ing in 3.1.2 WG have 
V(x,y) 
• 
and the derivativG V is, by virtue of 3.2.1, 
V( x • y) - ( cl - 2) y2 
-l- (2c 2x + 4c3x3 - c 1x - 2x
3)y 
-l- (-c 1x
4 ) 
Substit-
3.2.8 
3.2.9 
which is again of the fOIID 3.2.4. Letting '.(x) and B(x) 
va;.1ish identically WG have 
and. 
2 
The function V is then 
V(x,y) =: x 2 + 2xy + y 2 -l-
veX) = 4 -2x 
3.2.10 
2 
3.2.11 
3.2.12 
The function V s,~tisfies tho cond.itions of theorem 1.5.3 
in the entire stato 91ane and. is thus 0. Liapounoy f'unction 
proving the SystUil to be asymptotically stab1G in. the large. 
2.9. 
3.3. A Counter-Example 
ro illustrate the invalidity of the procGdu.rc ill some 
cases consider the system 1.7.3 • The e~uations are 
• 
x = -x + 
• 
3.3.1 
y:: -y 
\.1. By 3.1.8 WG have 
+ - (0( x +- ;3 y}(-x + 2x2y) + (,IS x + 2y) (-y) , 
30'3.2 
( 2x2j3 2)i + 3 2j3x)y +- 2 -
-
(2x ~ 
-
(- <Xx ) 
, 
3.3.3 
A(x)y 2 .j.. 
-
B(x)y + C(x) 3.3.4 
To satisfy 3.1.10 it io sufficient to set :a(x) and eithGr 
~(x) or C(x) identically zero. However in this C<lse no 
polynomials ol (x) and f3 (x) may be found whic h achievEl this 
2 (except o(x) -= j3(x) == 0, in which case V = Y and is 
not positive definite). 1. t may yet bo possiblG to satisfy 
3.1.10 withou.t the va-'1ishing of ;.l(x) B(x) or C(x). For this 
WG reCJ.u.ire 
2 . 
B (x) = 4.i,(x) .C(x) 3.3.5, 
or 4x 6o(2 + 4j32x 2 -8<><(3 x4 = -80<(3 x4 + 8o<x2 
3.3.6 
or 3.3.7 
30. 
Now lot 
3.3.8 
and 
wc have LL 
K=OJ=O 
3.3.9 
If the coefficients of ID,,; powers are c0110c toct and 
equated to ZtOro thero res"G.lts a set of siuultanoous nonlinear 
differontial equations fO)7 the c06fficionts aki bk EUld no 
solution is possiblo witllO"G.t rocour[Je to some ad-hoc computing 
routine, and in f£lct it may be th8.t no solution Gxiots, 
Thus for this systGnl the method breaks down, The 
failuro ot' the Elothod in this case i8 OV6n morG surprising 
in vibw of tho fact that any positivo dGfinite function 
whatsoever i8 a Liapounov function for this systeD, Tho 
reason for the failure is disCUSSGd lutGr in SGC tion 3,7, 
3,4, Th0 Computing Algorithm 
The mGthod of Szogo providGs a relatively si<:1p}o 
computing algorithm providod an adcUtional weak restriction 
is placed on the oystom oquations in order to clir,;innto thoso 
31. 
systems such as·the counter-exaJIlp1e o"f section 3.3 for which 
the IDothod fails. 
Let the linear p:Cirts of the system 3.1.1 be 
3.4.1 
y-qx+q'y 
- 1 I 
Then in addition to the linearity of f and g in y 16t 
us further demand the satisfaction of the conditio~s 
l. PIqi - Pjql "> 0 
2. PI + q1 < 0 3.4.2 
3. D' 
-1 -:f: 0 
Conditions 1 and 2 are the conditions for the system to 
be asymptotically stable. Coadition 3 as we shall see is the 
condition necessary to exclude the systems for wbich tho 
method fails. (Note that it may be possible to satisfy 
condition 3 by interchanging the rolo8 of x an~ y.) 
·'ie now proc0ed to construct the fU!lction V of Gquation 
3.1.2. Let uo 90stulate general polynomial fo=s for 0< (x) 
and (3(x) thus 
of. (x) 
3.4.3 
(3(x) L 
J=I 
32. 
By the ass"W'lptions on f and g W6 may writ G the system 
6'luations as 
• L Pkxk YL k-l x - + p'x le 
/(:\ K=I 
3.4,.4 
• L 'lkXk + L k.:..1 y - y 'l:icx 
K=I /<:=1 
Substituting from 3.4.3 and 3.4.4 into 3.1.2 and 3.1.3 Vl6 have 
• 
." ( x) y2 + B( x) y + C ( x ) 3.4.5 v = 
where 'l'Af LL ' le j-2 .'.( x) - PkbjX + 
1<= \ ..J=\ 
+ fL k j-2 + Pkbj(j-I)X 
K=I .j=1 
+- ~ 2 ' k-I 
'lkX 3.4.6 
1(:1 
B(x) 
- ~L 2pl~a. xk j-l + 
K=\ J=I "' J 
I)Vlf 
+ LL Pkaj(j-l)xk j-l + 
K=I .j=1 
+- [r 'll~b.x k j-l + • J 
)(=I.J=I 
+ fL k j-l + L le + P b.x 2Q.kx le J /<:=1 J=I K=I 
+ f~ k-j-l 3. '1. 7 Plcbj(j-I)X o· 
I<:=I.J=I 
33. 
and. c (x) 
I}'v\f 
-LL 
+-
+-
K=I J=/ 
'Mf 
LL 
1(=1 J=/ 
'YV\.f 
LL 
1(~IJ:1 
k+j 
ql b.x 
C J 3.4.8 
For j,(x) to vanish id.entically Vie collect terms of like 
power and equate the coefficients to zero. 
followin5 set of simultaneous equations 
coust. 
or 
and. 
x 
2 
x 
pi b1 
.. P2b l -l- 2o'b 
-1 2 
p'b + 
. 3 1 2P Zb2 + 
.............. 
• • • • • • • • • • • • • • G to • 
+ "q' ~ 1 
+ 2qk 
3pi b 3 + 2q3 
-
= 
-
The-re results the 
0 
3.4.9 
0 
0 
3.4.10 
3.4.11 
n -= 2,3, ..... 
Sir,liJ.(jrly setting B(x) identically equal to zero we have 
34. 
\.. 
Term 
x 2Pial +-
2 
x 2P 2a 1 +- 3P1 a 2 +-
3 2p' a +- 3P 2a 2 +- 4piU3 -I-x 3 1 
•••••••••• 
+- P 1 b 1 + 
+- P 2b1 +- 2P 1 b 2 + 
+- P 3b l +- 2P 2b 2 + 3P1 b 3 + 
• • • • • • • • • • 
+ 9.i b 1 +- + 29.1 - 0 
+ 9.' b +-2 1 9.jb 2 + + 29.2 - 0 3.4.12 
+ 9.3b1 + 9.2b 2 + 9.i b3 +- 29.3 ,,: 0 
. . . . . . . . . . 
••.••••••• e tc . 
or 
a rh - qi', - 2q,} 1 -
2p' 1 
3.4.13 
and 
'Tl-I IYt 
)
-29. -' (k+l)a. 0' - ~ 
n L-- ~n-k+l ~ 
(rLHnt) K=I IC=I 
o·n "% L n-IC::+ I !': """f) 
l (n+l)pj 
0' ) ~n-lc+-l l 
J 
3.4.14 
n - 2,3, .••• 
Equations 3.4.10, 3.4.11, 3.4.13 Qnd 3.4.14 constituto 
35'. 
tlw algorithm for computing tho coofficiGnt8 ~, \: of tho 
Lio.pounov function V of 3.1.2. ·rhus 
3.4.15 
if V is r0lJ.uirod in tho standard form 
3.4.16 
WO hr:vo a~l = a k _1 k - 2,3, ..• 
aak2 -
b
k
_
1 k = 2 t 3 •••• 3.4.17 
0.0.23 - 1 
Gakj = 0 othorwisG 
• 
'rhe time dGri vati ve V i8 gi von by 
l\"If 
C(x) = LL k+j I <l b.x ;-k J ~ LL K=I J=I P a (j _l)x-lc+j k j . K:IJ=/ 3.4.18 
which has tho ge!1orc: 1, fom 
3.1J •• 19 
and thE) cooffioiout8 dk are obtained from the qocfficicnts 
81;: and bk thUG 
A~-I 
dn == L. <lkbn_k 
K=I 
(iC ~ f)Ylf) 
m-I 
+ L Pkan_k(n-k+l) 
K-I 
(1C~')<.,f) n - 2,3, ... 
3(,. 
3.4.20 
Figs. 3.1. (a) and 3.1. (b) show the floVl diEcgram for tho 
method l"lhilG the progr[tLl is given in appGndix " •• 2. 
3.5, The System Eg;u.ationo in Com:9£ll1ion Form 
,:, sYiJtem is saicL to be in comp8.11.ion form if th0 c'1ue.tions 
[",ay be written as 
• 
xl 
-
x 2 
• 
x2 - x 3 
• • • • • • • 
• •••••• 3.5,1 
• 
x l·=·x ll- n 
• 
xl1 - f(x1 ,x2 ,··"xn ,t) 
For n sY::-:l'liOEl in corr.paniol1 fOIT:1 the 8Q.uotions 3.4,4 
b€COfJG 
x 
-
y 
~ '¥VIf-k L k-l 3.5.2 Y -== flkx + Y 9.kx 
K=I K=I 
;'pplying the method of SZ6g0 to this syotcm the algor-
i thm for Qk and bk beCOffitS 
and 
b = n -29.' /n n . 
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n = 1,2, ... ,1">\f 
3.5.3 
'l"\.. 
L bkCl~_k+l 
K=I 
(n-K+-I ~ -mf) 
(n+1) 
3.5.4 
n = 1,2, .... ,I;:!.'l1\.f -I) 
The reason for making a point of this SPGCiCl1 case is 
that the pCtraoeter n in 3.5.3 and 3.5.4 has a terninal value 
Md. (2mf-l) 
nm:10Jy 'l'n.f ,>,vlhi1b in 3.4.14 n moy increDse indefinit01y. 
In othor viOrds if the sys tem is in companion fon" the algor-
i tl1m ulwE!Ys ·terfilinatos for fini to 7nf v!horGtls for SystGL~S not 
in companion fOThl this is not guarantGGd. The reason for 
this is obvious froG1 a comparison of eClns. 3.4.14 and 3.5.4. 
In the former the value of a doponds upon the valuos of the 
n 
previously dctol'1:,ined ~ (le < n) whereas in the lattor the 
valuo of 0 dep.encLs only upon tho coefficients of the systom 
n 
e CJ.ua t ions. This fllGOnS that for system:, not in compnnion 
fOrfil it may bo impossiblo to fincl n Lispounov function of 
fini to deGree; which saGisfies tho fJtrong conditions imposod 
by tho ElG'Ghocl of szogo. For examplo it ·",IR8 found to bo 
impos8iblo to c0118t1'1.O.c t 8. f ini to dGgree Liapounov func tion 
by t his m "thod for tho s ys 'ceID 1.7.4.1.. and as is sho'fll1. in 
section 3.8 it is not poroissible to trw1.cato licpounov fun-
ctions obtained by the method of Szogo. 
The flow di£.g)'~Jn for the llle';hod for OystVi:!f! in companion 
forn isol1own in fig. 3.2 and the program :L"l appGndix i~.3. 
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3.6. Validity in the Linear CaSG 
i,ny fonnal method for thE) construc tion of Liapounov fun-
ctions for nOil-linear systoms f~hould be applicablG to linoar 
6 
systems. Tho c<Gthods of In.gwerson and Zubov Celn bo shown to 
pOSSGcJS this charac tGristic (thGY [\re in fuot eCJ.ui valGnt for 
linear 8yutcsms). rt ifJ shown hGrG that the mG thod of SZGgo 
also has this property. 
Consider the linGar systeD] 3.4.1 bGaring L1. mind thG 
conditions 3.4.2. 
and fror,l 3.1.\ 13 
then V is giVGn by 
FrOfn 3.4.10 we haye; 
b l = -2CJ.' lp' 1 1 
CJ.')/p' 1 1 
V _ a x 2 + 1 
3.6.1 
3.6.2 
3.6.3 
For this to he a LiapolUlov function it filUSti bo ])osi ti YG 
d6fini tc i. 0. wo must hnvG 
3.6,4 
o 
R0-arranging 3.6,2 wo have 
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3.6.5 
which is positive by condition 1 (3.4.2),ancl 
which again is positive by condition 1. 
• 
that V is negative. By 3.4.5 '!Ie huv€; 
and by 3; 6.1 and 3.6.2 wo have 
• 
V= 2(CJ.Jh - Cl1P])(Pl+ 
2 CJ.1)X 
1 
which is negative by conditions 1 and 2. 
3.6.6 
It rem8ins to show 
3.6.7 
3.6.8 
'1~h€; method is -thus applicable to those systeDls to which 
the method;:! of Zubov a..l1d IngwGrson are applic-')lG provided 
the addi tionul cO~ldit ion 3 iD satisfied. 
3.7.1. The systeID 1.7.1."", (~= 1.0) 
• 
x _ -y 
y = x _ y + x2y 3.7.1 
The only non-zero coefficients al'e 
1 q' -= 1 3 3.7.2 
Fron 3.4.10, 3.4.11, 3.4.13 and 3.4.14 \"lG have 
b1 '= -2 Q1 = 2 
b 3 - 2/3 a -3 - -2/3 3.7.3 
Q5 = 119 
Tho Liapounov function is thus 
and 3.7.4 
3.7.5 
V s8tiofi.os tho conditions of thoorom 1.5.3 in a rE;gion 
about thE; origin. ThG R,S io shown in fig. 3; 3. Tho 
actual dOElQin of' attraction is of sinilar ShClPO but passing 
through x == 2 approx. Tho Elothod th".lS gi VOS Q good 
approxirJation to thE; DO.A, 
3.7.2. 'Tho SYStoID 1.7,,2. 
Fig 3.4. shows tho RAS for this SystE;ID togdher with 
tho actual DOl,. In this caso thE; approximati9u is not so 
good but is bGttor than those; obtt,iuod by tho E'.&thod. of 
KrQssoys1ci (figs. 2.1 Md 2.2). 
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3.8. Comments 
The method of Szogo is 'mell suitod to Glachine comput-
ation and possesseS tho advantage of boing simpler to program 
than e:ithor tho method of In5wor8on (che.pter 4) or Zubov 
(chapter 5). Also, it is relatively fast since therG is 
only a single sot of simultnnGOU8 eQ.uations (unlike the: 
wethod of Zubov in which th0rc, is a set for each homogen-
eouS part of the Liapounov function) and these equations 
ure in a form suitablo for solution by simple recur:Jion. 
If the method of Roddol1 is employed to trace thG 
boundary of the R\S th6u the [1uthod of Szego POS80886S an 
attractiv6 feature. In tho r:lGthod of RoddGn it is necesoary 
I 
to follow thG loous V=-O in the state plane. 11'1 the 
general CQSG this 10CU8 if) curvilinear ano. may onJ.y be tracod 
by the; use of a time cO!ls1.Lsing iterative toohlliquG (soe 
chapter 6). For Liapounov f1l.t1ctions genorated by thG method 
of Szego, howev6r, the locus V = 0 is u straight linG and 
may bo tracGd Simply. For SYSt6f1S of order highGr than 
86cond V = 0 defines flat .insteiid of curvGd ::lUrfQcGs. 
'rhe main disQLlvQ~1t"gf:S of thG method are that it is 
applioable onTy to a restricted clasG of systoms and that 
thG R:,S are not generally so good as those obtain0cl by the 
method of Zubov (chaptor 5). 
:,l1othGr :L'Jportant foature of the method is that unlike 
42. 
the other methods described, the Liu'pounov function may not 
in general be truncated, This is becausE> the derivative is 
only sGmidefillite, If V is a Liapounov function of degroe 
n > 2 with V llegative definite the~ the function V' obtained 
by truncating V ut degree n 1 (2 ~ n l < n) is ClJ so n Liapounov 
function, rhat this is not true for the method of Szogo 
is illustrated by the follo'fling Gx::n:nple, Con8i 0.0r the 
system 
x _ y 
3,8.1 
y - -x - y + xy 
:rhe Iiapounov function by Szego's method is 
3,8,2 
and V:=; _2x2(l - x/2) 
If we truca.te V ut c.GgreG 2 we obtain the function 
V' = 2x2 + 2xy + r 3.8.3 
which is of couse still positive definite, T he time dGri v-
ativG, howGvGr, is 
• 
V' -
which is sign indefinite, V' is not, therefore, n LinpoUllov 
function, 
~3. 
4.1. Introduction 
(, 
ThE; method of IngwE;rson is a f.l.ethod. for tho construotion 
of Liapounov funotions for aU'Gonomous systGms. It is an 
GxtE;nsion to non-linear systoms of the weJ 1 known r1Gthod. for 
obtaining Liapounov functions for linGar systems (see theoroffi 
1.5.5). 
If 'lie have the 1 inGar sye tom 
x = k,x 4.1.1 
whGre l. is :1 stc,biJ ity matrix, thGn 
T V = x Bx 4.1.2 
is a IiapowlOv function if B is the 8Dlution of the G'luatinn 
4.1.3 
where C is an arbitrary positive d.efinite 8.\T;;'llletric matrix. 
This flllction V will al30 be a Liapoullov function for a 
non-li.~'lE;ar SystGf1 
4.1.4 
prov1dod its first npprox1Bation is just 4.1.1. 
In general this Liapounov funotion which takes no . 
account of tho non-linGarities in thG system will not be very 
effective, and the RAS will bo only a poor approximation to 
. the domain of attraction, 
By the Ll0thod of .Lngw6rson a Liapounov function of 
dogroe higher than second is constructed whos6 ~uadratic part 
is the function of 4.1.2. 
Any method for the construction of high degroe Iiapounov 
fUllctions ought to ensure that the functions constructed are 
in fact sup6rior to those which could be obtained siDply by 
linearisation of the system equations otherwiso there would 
be no point in using the method, jls is shown 'later the 
method of lngwerson, like the method of Krassovski often 
results in liapounov functions less effGctive than those 
obtHined by linearisation, 
4.2. The IIIethod 
ConsidGr the system 
!( Q)"'" 0 ! E- E 4.2.1 
and assume that f has a convergent power serius expansion 
about the origin i,e. the system may bo written 
, 
x = Ax + f (x) 
-2 -
nhore !-2(~) hets no linGer t0rJS~ 
1. is a::.stability··mat.rix. 
4.2.2 
::et uo further assume that 
DifferGutiating 4.2.1 with rGspGct to timG >:IG have 
.. . 
25. = A(x) .x 4.2.3 
where £!.(25.) is the Jacobian matrix; i.G. thG matrix of elGfl!_'" 
urotc that ;\ and f!.{25.) are disti:1ct.) 
Equations 4.1.1 and 4.2.3 havG the same form so VIe 
proc6eil as for the linGar caSE) ana. GGt up thG eQuation 
analogous to 4.1.3 thus 
4.2.4 
wb.6re we have indicated that ncm B is il function of 25.. lf 
the> elementu of this mr;,trix B W6r0 the 8econd partial deriv-
atives of a scalar functi.on V thGn V would be obtainable from 
B by integrating twicc and would b6 a Liapouncv function. 
Howeyer, B will not in gC!1eral hc,v6 this form. :Lt is poss-
. . * *. ible to obta~n a lUatr~x B from B such that ~ does sat~sfy 
the conditions necGssary for it to be thG matrix of thG 
second par-tinl deriYctlYGS of a scalar, and v/hich gives (l 
Liapounov function v/hich according to l11gw6rso11 'often 
" gives eood results'. 
This mntrix B.l\-= i"(x").ffiUot be syr;J.ffi6tric and the elem-
'*' Gnts b. (x) fJU8t satisfy 
~j -
* '* ~b .. (x) Ob·k(xl ~.J - ~ - 4.2.5 
= 
~~ ?lx. J 
!lE 
To obtain !!. (~) we first multiply 68ch e'0.Q(;nt of 3(x) 
by the lowest CODmon multiple of thG dGnominators so that 
Gaoh GlGlUGnt assuraes polynomial fonn. Then, in Gaoh elG[,lGnt 
b .. (x) of this mOdified matrix, all state variables arG 
~J -
all.owG!l to vanish excGPt xi and x j • 'This leQvGs thG 
reouired aatrix B*(x) which, as a result of thG abovG 
~ - -
modifications, may bG wri ttGH as !}'*(Xi ,X j ). .. Liapounov 
function may "lOW bG obtained by two integrations. 
* First Cl v0otor T_(x_') . is obtained from B (x. ,x.) by an 
- ~. J 
integration of a spGoial tYPG. 
gi VGll by 
4.2.6 
k "= 1,2, .... ,11 
l.ngWGrson34 has sho'Fm that this vector i(~) SQtisfiGS 
thG conditions llGCGCSBry for it to be the gradient of a 
scalnr fUl1.ction V(~). rhis fUl'lction V(~) is obtainGd by 
linG intGgration from x 0= 0 to x= X along any path 
::x: 
V(~) - J!.(~).d:£ 
o 
This function V(2S) is thG rGCJ.uirGd TiapOllilOY funotion. 
Note that the ElO.trix C nGG d only be sH;,i-dGfinitG in SO['1G 
Uo'veVGr if a 8G"1i-dGfinite C is u8ed it is 
nGcessary to check that thG function V is a LiapourlOV func-
tion. ']~he ffiGthod r.lay also be used if the linear pnrts of 
th8 systGf~ are only stable instead of aSY!llptotic[l11 Y stable 
but again it is nGcGssary to check th8t [\ LispOUllOV function 
has bGen obtail1Gd. :Lf 11 is a stabili ty m:)trix ["ld C 
positive dGfitlite then a Lictpounov funotion is Guaranteed. 
4.3. lm Example 
Consider systGf:1 1. 7.2 
x :. y 
3 Y _ -x - y +- x 
Let us choose the positive sEOLli-d8finite ffiCttrix 
4.3.1 
Solvine; 4.2.4 and olearing the denoninntors vie hOVG 
[
4-
2
6X2 
B(~) - :J 
Tt.is is already in thG fom] requirGd for 
procoed to the integrations. We have 
x. 
.Y f (4-6x2 ) dx + J2dY 
!( x) 
- 0 0 
::L J;dY J 2c"uc + 
0 0 
;/( 
B(X.,x.) 
- j{: J 
4.3.3 
and "~le 
.1:, c" ,:1 
[4x_2X
3 
+ 2Y] !( 25.) 
-
4.3.5 
2x + 2y 
Then 
/c:X-2X3 
y 
Vex) = 2y) d.x fc2X 2y) dy 4.3.6 
0 0 
(y= 0) (x = x) 
-
') 2 4'/2 <oX - X + ···2xy + y2 l:b. 3.7 
• 
2x 2(x 2 vex) - - 1) 4.3.8 
'This is thG SWle LiapoilllOv function 3S obtained by the 
method of Szego (sGe section 3.7 Gxaople 3.7.2). 
shown in fig. 3.4. 
4.,;,. 'Th0 COillputinf~ 1,lgoritl1m 
The R~S is 
ingwerson has given the 3(;:£) 11::ttricefJ for systeLls of 
up to fourth ord0r for some 8imllJ 6 Q.. mo.tric'js auu. unCler thIS 
(defined in SGC tion 3,5). For th& more general CBSe of 
systems of thG fOn;! 4.2; 1 the B( x) is ",i VGn for the sGcond 
- - ~ 
ordGr caSG only Bnd for only two Q. mBtric03. SinCG thG 
optimi8ation procGdurG described in chaptGr 7 requires El 
rou tine which can cons'Gru.ct a Liapounov flL'lC tion fer 8.rbi t-
rBry C such a routine waS doveloped and is deEicribGd bel.ow. 
This algorithm i8 app) ic:?,ble to second order SySt0iilS only 
for re8son8 which '!Iill be o.pparGr,G. 
ConsiQer the system 
x = f(x,y) 
y - g(x,y) 
f( 0,0):: 0 
g(O,O) - 0 
Let us write 
tlv.f It-I 
f(x,y) 
- LL 
L=f J=f 
g(x,y) - I!f 
l=1 J=J 
,., xi-jt-l j-1 
,,-. • Y ~J 
PGrfoJ."'ming the rlifferentib.tion of ~ •• 2.3 we hay", 
.. 
• • 
x 
-
[lll(x,y)x .j... a
12
(x,y)y 
.. 
• [l22 (x, y)'; y 
-
a 21 (x,y)x + 
wh6J."'6 ~f ~ 
aU(-x,y) = LL .p .. (i-jf.J )xi - j yj-1 ~J . 
l =-1 J=I 
IMf .l+J 
-L . +1 8 12( x ,y) - L .P ij (j-1)x~-j ;)rj-2 
t".1 J=1 
IW>f l 
8 21(X,y) - LL ~ .. (i_jH)xi - j yj-1 ~J 
l". 1 J=J 
-'Mf l+1 
. '+1 . ~ 
8 22 (x,y) :::: LL 'lij (j_l)x~-J ·i-r::-
L~I J=2. 
LGt us cionotG the matrices B(~) anQ Q. by 
so. 
4.4.1 
4.4.:3 
4.4.4 
4.4.5 
4.4.6 
and 
c 4.4.7 
then it is easy to show that the elements b of Bare 
ij 
given by thG following (Bssuwing th0 denominators have been 
cleBr0d.) 
4.4.8 
b12(X,y).-== C22!l.1l821 + Cll!l.12!l.22 - 2c12BllB22 
4.4.9 
+ c22821812 - C II at2 4.4.10 
*" Since, to obtain B from B, 
- "."-
W0 allol"l variabJes to vanish, 
is conveniGnt to v/rito tho olen10nts 8 .. of 4.4.5 in the 
~J 
foll.owing form 
x _ 0 
~ i-I L-,- Piiy 
L 
L 
i 
i-l Cl .. l( i)y 
~,~-
SI . 
y - 0 
~ ( .) i-I L Pil ~ x 
l. 
\" (.) i-I L Cl11 ~ x . 
l.. 
4.4.11 
it 
All summations in 4.4.11 arG i= lo •• fif. 
*' For b)l(x) ,ve USG thG tG=s with y = 0 and from 4.4.8 
WG obtain 
or 
( .) i+j-2 Pi]bj2~X 
11. b x i +- j - 2 
~2 j 2 
b (.) i +j-2 
Pi2jl J x 
[" r {-C n P illlj2(i) - cIIIliZllj2 
t. J 
4.4.12 
4.4.] 3 
-", . 
* For b 12(x,y) we USG thG genGraI foms of 4.4.5 and we , . 
obtain 
--. 
Equation 4.4,12 
by" . 
, q •.•. v -
, ~J 
all the subscript b .. should be 
'. . ~J 
, ---- -
52. 
'\ '\ . i+j-2 
-0 22 ~ ~ Piiqj,j+1 CJ )Y 
• J 
2 L L C·) i+j-2 + 0 , .Pl· 1· P . . Ll J Y .L2 . J,J' 
L J 
L > p.. q .. C i)yi+j-2 
. . 1,1+ 1 J J 
L J 
-01.1 
4.4.15 
01' 
4.4.16 
We now perfolID the int0gration describ6d in 4.2.6 and 
obtain 
tl (x,y) = 
o'k.!t ~o r K [Po ,qk (i-j+l)(k-S+l)} o+k '.'yJ 1 
° L:·L· '\ ~J 8 ~ -J -8 +s-+ 22 L- x 
- 0 (j+s-l) 
t=IJ=1 K:I S=I 
IMf It.''Mf IC+'{Pojqo (j-l)(S-l)} 't1 ' t2 "s 3 + 011 IOLoLL ~ -kS, x~ .c-J-s yJT-
l: I J=o2 iC~I 5-=2 ( J +s-3) 
~f ,; ~f ICtl[P q (i-j+l) (S-l)} 0 
-2012 LoL.L.[ _ij kS, xltk-j-S+lyj+s-2 
l-:'J=I ~~I 5"2 (J+s-2) 
4.4.17 
Similarly for t 2(x,y) WG obtain 
t 2 (X,y) = 
-f~f 
LL [l-CZ2PiiP j j -c 22Pii Cl j ,j+l (j) + 2C 12PiiP j ,j+l (j ) 
L=IJ-=I 
.j- C22Pi,i+-1Cljj(i)-CnPi,i+lPj ,j+l(i j )} !(i+j-l)] yHj-l 
+ c
22 
rt. [" t JPijClkS(i-j~l) (k-8+]~.)Xitk-j-S+lyj+S_2 
l=IJ~llc=ls=ll (~+k-J-fj+J) 
IMf It-I ~f KH (. ') (, ) 
+ cll LL: L L {PijClks ~-- s-1 }xi+lc- j -S+3y j +S-4 
t-= I J=Z K=I $=2. ( ~+lc-J -s+3) 
.,.,.t~· rfl<+lfp·.<11rs(i_jH)(S_I)} i+lc-j-s+2 j+s-3 
2C 12 L [ r ~J ' X Y 
!-=IJ=I K=I S=l (i+k-j-s+2) 
4.4.18 
FinoJJy W0 ilmst pGrform th0 line int0{S'ratiol1. of 0<111.. 
'1.2.7 to obt[\in thG LinpDUl1.DV function V( x, y) thus 
ss. 
,. 
V(x,y) 
i+j 
Y 
f
C22PikCJ... (i-k+l)(j-S+l)} i+J'-k-c'+l k+ 1 J S x .. tl - Y s-_ 
, 
(ltj -k-s+l) (k+s-l) -
{ 
cl lP, l'-CJ..· (k-l)(S-l)} HJ'-k-s+2 ,,+c'_3 .-~~JS x - V"'" 
• 
(Hj-]<-s+3) (k+s--3) 
If t )f f [2C12PikCJ..js(i-k+l)(S-1)lxi+j_k_S+2yk+S_2 
L:/ K=I J-==/ S-==2 (Hj-k-s+-2) (k+s-2) J 
4. ~ •• 19 
Equation 4.4.19 gives the algorithm fo!' constructing the 
Liapounov function V(x,y). From the complGxtty of the; 
Gxprcssion it may be apprEOci!O!tGQ that GxtGl1sion to SYStGllS 
of highcr ord01' than sGcond, though possible in principle, 
would prG8ent fOIT.,i d2ci.Jl c difficulties. 
;,s the; algorithm is SGlf evidGnt from equ2tion ·~.4.J9 
no floVl di.".\grara is Given. The actual program d.esignated 
SUBROUTj,J:m INGVIER is .si VGl1 in appendix : •• -1. 
\.-' 
4.5. EXO.GlplGS 
4.5.1, 'Thb System 1,7.3. 
Figs. 4.1 to 4.·1, 8hol"l the R'.S for this sys !;om using 
vnrious diffGrent Q. matI'io es. The highGst dugI'oe of Liap-
OUll0V 'lIhioh it is possiblo to construct is 4. 
arc the !luadI'at ic P,LS obt ained by merely linearisi!lg the 
system equations, It is cloar that in tho majority of cases 
tho Liapounov f1.U1ctions constructed by lngwersorls method aro 
infe;rior to tho qU2.Clratic Linpoullov functions, The regions 
are, how6ver, an ir.lprov6ffient en those obtained by the L'\othod 
of Krassovski (figs. 2.3 Gnd 2.4). 
4.5.2 The System J.7.4.A. 
Figs. '1. C' '1.6 und 4.7 shol"l the; F;',S for this system using 
differunt C matrices. ,.gain in some Ca8GS the application 
of IngVlerson's Llethod resuJts in I,iEipounov functions 
less effect i vo t hO.n :'\l'G obtained by linoclrisa tion. 
c\ glance at tho 30a168 of tho figures Sh01C/S how extrem-
ely sl:18.11 are the; R;,i) cOLlparGd with the actual DO;, which 
has aver>:lgG radius .55 (SGO fig. 11.4-.). 
4.5.3. The; Systom 1. 7.1,1,. (E: = 1.0) 
Figs, '1.8 (0) (b) and (0) shO\1 the; rGsults of ap:;>lying 
thG r.lGthod to thirJ sys'l;eD. Yet aGaia thG Ll8thod hC?,s an 
5"7. 
adverse effect in some cascs although in others the R~S 
is a good approx~lation to thc DOA. comparable vnth that 
obtaincd by Szcgo's mcthod. 
4.6. Comm6nts 
As can b6 scei1 from the cxamplcs thc usc of th6 method 
of lngw6rson is not justified in Dany caS6S by the fact that 
te6 regions of asymptotic stability indicated are in fact 
smaller than those obtained by the much simpler device of 
linearising thc system cquations and applying theorem 1.5.5. 
The rcason for this would appear to b6 the vanishing of 
t enTIS in obtaining B* froD B with rssul tant loss of charnc t-
erisation of thc non-lincarities in the equations. 
6 The mcthod is applicablc to discontinuous systems 
although not in its numcrical forJ:lull?tion. It would 
appear that thG method is a powerful tool in stability analy-
sis when appliGd in its original non-numerical fonnulation 
being capablc of handling a wide variety of systcms of 
orders highcr than second providcd the system ?quations are 
of a rcasonably simple nature:;. For systems of the complex-
ity which demands nllillerical COElputution the mcthod is not 
very effective. 
5. THE EE'THOJ) OF ZUBC'V 
5.1. lntroduction 
ThG method of Zubov is n construction procedure for 
I,iapoUJlOV functions for systems of the form 
We impose the following concli tions; (a) the funct ion f 
posseBBes a convergent powor series oxp[c[lsion about th0 ". 
origin and (b) thtO linbar parts of the sYBteEl "!re (lsymptot-
ica11y stable. 
l,ccordi'.lg to t,heors[a 1.5.1 if V is a Liapounov function 
for the BysteEl thsn tho timG derivative V by virtuG of 5.1.1 
Dust be negative (s8oi-) d.Gfinite. This condition may be 
I. 
iraposed. by eC].uating tho expression for the tine derivative 
to a nGga ti VG (sGllli-) definito form thus 
,. 
V(~) 
5.1.2 
or thus 
5.1.3 
ln GC].uations 5.1.2 and. 5.1.3 the function ~(~) is 
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a positive (semi-) dofinito form. (It is noted that for 
tho nUi:lericn.1 procedure <jJ (~) {;lust be strictly positive 
dGfinitb. In the non-numerical forr,mlation of the method 
it may bo possible to UfjG a <jJ which is only soeli-definite 
to find a LiapoTh."lov fTh."lction for Cl SystE;[:,l for "!hich 
cond.ition (b) above does not hold i.G. Q syateo which is 
stable but not asymptotioally stable. In such a case 
however, thG 1> must be choson oarefully and it is not true 
that fIny I> will suffioe. This is the reason for 
demanding oondition (b); if (b) holds and y6 is positive 
definite a Liapou:J.ov fu.n.otion is guaranteed.) 
'. ::~; 
The factor 1 + L f}2(x) ih .. 5.1.2 and f).1.3 is 
k c-
equivalGnt to ilGfin:i,ng a nevI indGpenilent variable in 
so that the right h~~il sides are bounded and the solutions 
are Gxtendible for -00 < t < 13 co. This is automatioally 
satisfied for our systeL1s and the equQtions 5.1.2 and 5.1.3 
illay be replaced by the simpler equations 
-sz5(~) {I - V( ~)} 5.1.4 
- ~(x) 5.1.5 
These equations are kl1.own as the r6gular and. modified 
Zubov e<luatioils rGspectively. 
'The basis of Zubov T s method is cOl1tainecl in the 
following theol'ems I'Ihich ar6 pr6s6nted without proof. The 
proofs can be found in r6fs. 12 an.a. 13. 
~o 
Theorom 5.1.1. (see rof. 12) 
The funotion V(x) sa·l;isfying 5.1.4 or 5.1.5 if it exists 
is a Liapou.l"J.OV fUl1.ction for the systOf.l 5.1.1 Sufficient to 
prove asyoptotic stability, 
T heorGID 5.1. 2 (soe rof. 12) 
Let D be the;; do'·::ain of ott:i.'8.ctic>n of the system 5.1.1. 
Thcn thc fUl10t ian V( :!:) ~·Ihich SQ tisfies 5.1.·1 also sat isfies 
o ~ V(~) < 1 
for all ~ in D. 
Theorem 5.1 0 3. (see ref 13) 
If V(~) Eiat i8fj.0s 5.1.4 the curve defil"l.od by 
5.1. 7 
is an integral ourVG of the Syst6111 5.1.1 and defines the 
boundary of the dODain of attraction. 
if V(~) satisfies 5.1.5 then the curVG defined by 
V(~) = co 
is an il"l.togral ourve cf the systel:l 5.1.1 and defines the 
b:lUl1. 0.:.1 ry of the dOillain of a 'G t rQC t ion. 
~I. 
C onsidGr the systGlJ! 1.7.3. The equations are 
y - -y 
w1d let us choOSG 
<;6(x,y) - 2x2 + 2y2 
'Then equation 5.1. 5 becomes 
~h(_x 
dx 
2 
+- 2x y) +- OV( _y) _ 
dy 
It may be verified s~uply that the ~~ction 
2 
x 1(1 - xy) 
5.2.1 
5.2.2 
5.2.3 
5.2.4 
satisfies 5.2.3 and by the second part of theOr&ll 5.1.3 the 
boundary of the doma:L'l of attraction is giVGn by Gguating V 
to (Xl i.G. by xy'" 1. 
5.3. i,pproximations to the; Boundary of the DO.J\. 
:Lt will not in (?;enGral be possible to find an an"lytiC 
solution to Githe;r 5.1."1 and 5.1.5. HOWGvor it is :possiblG 
to 0 bte.in Liap01:U1ov fUllC tions which iSl VG approximat iOilS to 
the; boundary of the DOL i.G. which dofino re:gions of asymp-
totic stability (R\S). 
L~ 
Let us suppose that the Liapounov function V(~) had been 
obtained by solving 5.1.4 or 5.1.5 ond let us also suppose 
that V(~) were expancl(,d in an infinite power BGriGs 
of 
trunc ationA the form. Id VT (::£) be the fUllCtion obtained by 
expansion for V( ~J 80 that VT(:::s.) hE,S degree n (n finite). 
'l,hen ths following thGOrGffi appllcs 
Th60re[1 5.3.1 (sec ret. 13) 
VT (x) is a Liap01.UlOV function and thG Ri,S DT indicated 
by it is bOUDQGd by the curve 
VT(~)-::.C 5.3.1 
for somG const",nt c, and DT C D. 
it is the availability of such power seriGs Gxpansions 
that Llakes thG mG'Ghod of Zubov suit abJe for n1.Flerica 1 
computation. Th5 e.lgorithm is d6scribGd below for sGcond 
order systeL1s. Extension to higher order systems is, in 
principlu, st::'aightfoI'wurd, howevor it is shown later that 
the difficulties encoulltGred arG formidable. 
(,3. 
5.4. The C08puting I.1gorithD 
Let the system equ(1t ions be writ ton as 
x = 
y -
or x = 
g +- ...... + 2 
f 
Ii1f 
5.4.1 
5.4.2 
whGro the f. Md g; are homogeneous po1ynomiRls of de/';reo i 
~ . 
in x and y. ]~hus wo mny write 
as 
or 
1"'+1 
f L r-jH j-1 _ :p x y r r' 
..J=I J 
1'"+1 
gr= L r-J' +l . 1 q .x yJ-. rJ 
..j = 1 
r = 1,2 ••.• ,mf 
Let the fll.'lction ;b(x,y) of 5.1.·} or 5.1.5 be written 
~(X,y) tLl +' 
l:2 J=I 
r. x i - jHyj-1 
~j 
~(x,y) = ~2 + cf3 +- ...... + ~lfi 
5.4.5 
whGrG the ~i arG hOLlog()llUOUS po} ynomia1s of dogreG i in x '. 
and y whilG s62 is a positivG definite qUCtdratic fonr,. 
Thus wo may writo 
K+I 
~ k-j+l j-l 
- L rk·x Y 
...)=, J 5.4.7 
k = 2 J 3, ••• • ,illl 
':10 shall const:cuct tJ. LiapouIlOv function V(x,y) of the J •• 
form IYnV l+1 
V(x,y) - LL i-j+l __ i-1 Q .• x ir J.J 
l'=2 J=I 
5.4.8 
or 
. " " " "" + V 5.4.9 mv 
whore the Vi Q1'O honogeneous polynomials of dG{!,'roo i in x and 
y so that wo Llay write 
then 
V -i -
dV. J.' 
'= 
dV. 
J. 
l+1 
L 
J=' 
i-j+l j-l 
a .. x y J.J 5.4.10 
i =- 2, 3: " " " " ,1l1V 
5.4.11 
i = 2,3,,,,,,,,, ,mv 
EQuations 5.1.s. anc1. 5,1.5, a.ft8r substitution froLl . 
5.4.2 5.1.6 and 5.1"9, become 
... + 
( szS 2 + szS;:, f- "," + ~ mI ) (1 .• "2 .- V 3 - ••• -
(si 2 + si 3 + ... + 9fm,s) 
V ) 
lilV 
5.1.l3 
5.4.14 
5.4.13 is the regular equation, 5.4.14 the modified. 
Equating terms . 13 of 11.kG cLegre0 (Zubov has shown that the 
equations are satisfied for all x,y in the DOl,) VlG have 
2 5.4.15 
3 
5.'.1.16 
and 80 on~ 'I'he8G GQ.uatiollS proyide a rGcul'sivG nGthocl for 
dGtol'filini!l"'o' the coefficients a .. of the Liapounov function. lJ 
Thus 5.~~.15 givGS the 'luadretic p,n't, V2 • This is substit-
u toli in 5. '1.16 frOEl which V 3 is then obktinod. This 
procoss contj.tmefJ li."1ti1 the hi-ghost dogreG part Vr;lV has beon 
obtai..rled. 
Rearr,~nging the Gqu[!tions so that the unknown o 1 Gffiont 8 
aPPGar on the lcf'G han:} sicl08 Wr) have 
degree 
2 
OV
3 
dV3 dV2 ~V2 
-'f l + --·gl - --,f2 - ~y gz..-~3 OX dy ;)x 3 
5.4.18 
oVn ?:JV 
11'1.-' 
n 
-L f i • ~CVn:':iH) -.fl + -·gl = Ox ay L-=>2 ()x 
m-' 
-[ 
l:2 
-cA n 
m.-z 
( + ~ ~iVn_i) 5.4.19 
whore the last term is present for the regular procedure and 
absent for the mOdified procedure, 
write 
n-2 
~V 
n 0' 
--''''1 cy 
an:: [. </> iVn_i 
l:2 
fo7 
It is convenient to 
5.4.20 
5.4.21 
5.4.22 
Then we have 
degree 
2 01 2 -
_a 
2 
3 01. 3 = .. 6 - t 3 3 5.4.23 
n~4 01.. -= -b 
- tn + (On) n n 
whGre the term in brackGts is present for the regular proced-
ure. 
It is nov/ necGssary to expand the exprGssions for 0<. 
n 
(3n On ana. 6
n 
by virtuG of the exprGssions 5.4.3, 5.4.4, 
5.4.5, 5.!t.6, 5."1.8, 5.'1.11, and 5.4.12. It is Gasy to 
show that 
'\'\ 2 
\ "\ 2-k+n-j j+k-2 L L a .PI} (n-j+l)x y 
..1=1 1(=1 nJ C 
1h+1 2 . 
L L 3-k+n-J j+k-3 a .Cl (j-l)x y nJ Ik 
J:2 1<:=1 
5.4.24 
~ l+1 'h-t+1 L L L P. a. (n_i_k+2)xn - k - j +2yj+}C-2 
l=Z J=I K=I lj n-l+1,k 
+-
'YI-I t+1 'YI-H2 
'\ "\ "\' Cl .. [C. (k_l)xn-k-j+3~+k-3 
L L L lJ n-HI,k 
t=2 J=I 1<=1. 5.4.25 
-'1'\-'2 ~+I fl-l+1 
L > L n-k-j+2 j+k-2 = .- r .. a. }x y lJ n-l,C k ~ 26 l~2 .)'=1 1<:=1 ,'. ~ • 
• H-I 
J n - L 
J=I 
n-jH j-l 
r .X y 
nJ 
5.4.27 
The cquations 5.4.23 in view of the expressions 5.4.24 
to 5.4.27 represent n-l vector equations. The equa'tion for 
the kth degree re'lUi:c's8 the solution of k+l simultaneous 
equations for the coefficients akj , j = 1,2, •••• ,k+l. If 
we write the equcd;icE for tho kf,h Cl.egree as 
DB:: C 5.4.28 
- -
where D is a (k+1,]c+l) ::latrix of elements d .. , Band Care 
~J -
k+l vectors with e18file.'ltfJ b i [(nd c i respectively, then it 
can be shown tha't 'Ghe elements of D and Q. l'lay be obtail1<3d by 
the following sequential conditional additions to initially 
zero yalucs 
Cl..+. 1 . -J :L- , J 
f ~ = 
1 ~ = 
d j + i _ 2 ,j -
[ ~ = 
-
dj+i_1,j + Pli(k-j+l) 
1,2, ..... k} 
1,2. 
d j+i-2, j + q,.(j-l) .. ~ 
1,2 ••••• ,k+l] 
, ;:> 
-- , '-' . 
c j+r-l c,+ 1 - p. ,f.\., '+1 (k-i-r+2) - Jr.· :LJ lC- ~ , r 
2,3~~.e.,k-l ] 
1.2, .... ,i+l 
1,2., ••• ,1c-i+l 
b9. 
(i ~ mf) 
5.4.29 
5.4.30 
5.4.31 
c j+r-2 
1:' 
C. - :C-., • J l{J j _ 1,2 ••.••• k+l 
= c + r .. 8... 1 J.J..s-J J.J lC- ,s 
- 2,3 •• ••• • k-2 l (i ~ ms6) 
-= 1.2, ••••• i+~ J 
- 1,2, ...• ,k-l+-l 
5.4.32 
5.4.34 
where the last set of GCJ.uations is present for thE: regular 
procedures and absent for thG DodifiGd. 
The eCJ.untion 5,4,28 is solved for the eslements bi whioh 
are the ooeffio iGnt s of the le th degree part of the Liapounov 
funotion i.e. b i = 8] .i=1,2",."k+l. {:,l 
The vaIu6 of k is inoreasecL by 1 and the prooGss repGat-
ed until the Liapou.nc'l fU!lotion of required degree is 
bbtained. 
·The flow diagreEl is shown in fig, 5.1 and the aotual 
program desig.c'"lated i::UER0U:i.' INE ZUBOV with the sirJultaneous 
equations routine SUBROUTINE Gl,ETo :i.s given in appendix A.5. 
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5.5. Examples 
5.5.1. The Systen 1,7,3, 
Figs, 5.1 and '5 c 2 GhQ\{ respectively the Ri.S using 
"" 2 + 2 f +. .. 'd'f' " d f/ -= x Y' or "r"" rGb""U·.Le.l' Q.J.l.C .. 1.10 ~ ~eU. proce ures. The 
non unifon:l convergence of the l .. ;ethod is obvious in that the 
20th degree RAS is in fact inferior to the quadratic Ri,S in 
each case. The &\S ar0, however, conSiderably better than 
those obtaineJ by the method of Krassovski (figs, 2.3 and 
2.4) or lngwerson (figs. 4.1 to 4.4). 
5,5.2. The Syst0m 1.7.2 
Figs. 5.3 and 5.4 show respectively the Ri,S using 
fJ -= x 2 + y2 for the I.lodified and reguJar procedures. The 
regular proc0dure exhi hit s non-unifonIli ty of convergence 
whereas the convergence of the nodified procGdure is unifo= 
for this caS0. th The 20 degree rGgion for the modified 
procedure is much superior to thG Ri.S of Krassovski (figs. 
2.1 and 2.2) or Sze-1go r " ,I:!.g 3.4) • 
5.5.3 The system 
Figs 5.5 and 5.6 show the R: .. S for the modified and reg-
ular procedures respcictively for ~ = x 2 + y2. The two 
procedures are in this case about equally effective (note 
the difference in the 3ca)es of the figures). 
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5 • 5 • 4 The S ys tern 1. 7 • 1,1; , ( E= = 0, 1 ) 
Fig, 5,7 shows thG R:'S for this systen using the 
modified procGdu:.:'0 
'T he SYElteo 1. 7, '1, 
2 
.'i , The convergence here 
DOA is good. The 
th 
while the 20 
'The fu~S for -I;his system are shown in figs, 8,3, (a) and 
8,3, (b) for two different r/J -functions, It can bG seen that 
these RAS are vGry much better than those obtained by the 
OGthod of l.ngwerson (figs 4,5 4.6 and 4,7), 
l,[any other GX0)21plGS of the method are given later 
in chapters 7 &'1d 8 'lIhtn the optimisation of the method is 
discussed, 
The cOElparison of the varicl'-8 construction procedure 
indicated that the ~,le'G~,ocl of Zubov 1l:~-ves consistently better 
results than the other methods, In view of this an atteElpt 
was made to extend -s118 method to c:ystGms of arbitrarily high 
order, ~~lthough~hE 8t-;,Gmpt w,,'" unsucc6ssful the formulat-
to future researchers" ::'lL any I',-ren.t it indicatGs clearly 
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the foruidable difficulties involved, and that these diffic-
uJties, which are not obvious in the theoretical formulation 
arise as notationEl.l and w.l11l"I'i0~,1 :0robleEis. 
))fo atteJ:lpt has bHen made in what follows to make effic-
ient use of computer 8:;:.J~.·f;gG al1u. in the represGntations of 
the various polynomials which crise r;mItidiElensional arrays 
are used in which only a fevl of the e lellents are non-zero. 
'rhis storage inefficiency is justified by the simplifications 
it permits and Day later be eliminated after a successful 
routine has bGen devised. 
!. homogeneous polynoDial of degreG ill of !!. variables OM 
be written 
5.6.1 
;, non-homogeneous polynolilial of d.Ggree m can then be 
o 
written 
f ( xl ,x2 ' ..... x ) mo n 
tl'no 
L fm (xl ,x2 •••• .Xn ) 
Itn .. I 
5.6.2 
Our sys tGffi 0]' erd" r n with right hand side s of degree 
mf can then be written 
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IIY\f 
1 ~ l' Xl = f mf(x1 ,···,xn ) - f m(xl"" .xn ) IM=I 
IMf 
• 2 2-. f !<X1 ,···,Xn ) X f mf (x1 , ... ,xn ) -2 
1\1.\" 1 5;6.3 
• • ••• • ••••• 
""'f 
• f nf (x1 ,···,X ) ~ ~<xl,···,Xn) X = -11 ID· 11 
I)I.!= I 
Where 
J+I J+I J+I 
f~= LL·· .. L 
J 'M,=I '1>12 =1 'h11\~1 
5.6.4 
Let U8 assum6 that tho .winpounov function V can be writ-
ten as 
v2 + V3+ .... +- V nv 5.6.5 
"here Vi is a homogen6ou8 poJ.ynohlial of degree i, so that 
''1e may v/rite 
(L~ = Hn) i - 2,3, ... ,nv 5,6.6 
7'+. 
/ 
/ 
# ... ..--.., •• 
The method of Zubov requires the solution, for V of 
one of the two equations 
• • • • 
- )i (1 - V 2 - V 3 - ••• - V n v) 5.6.7 
-~ 5.6.8 
the first of which is the regular procedure, the seconcl the 
modifiect. 
In these equations let us assume that can be 
written as 
where the ~i are homogeneous po] ynomials of degree i, while 
y62 is a positive definite quadratic form, so trot 
i.f-I 1.+/ l+J 
rf_'\'\----\ ml -lm2-1 mn-l ~ .. - L L L r(m l •... • D1n )x x ••• x ~ 11>11=111112=1 'Ivi",=J 
CL mk ? n+i) i = 2.3 ••••• n 5 •• 10 
Our equations are just those of 5.4.23 but written in 
the neYI notntion. Expanding <X'k' f3Jc' If k end d k we have 
75. 
5.6.11 
(LlIit ~ k + n) 
5.6.12 
= 
( ) j ( ) m1+ql-2 m2+q2-2 m. +q.-3 (mj -l)p ml'" .mn .a ql'· .. q" ~ x2 .. x j J J 
7~. 
m +0 -2 1 
• " xn n." ) J 5.6.D 
1(-/ 11.. 
= LL(~)fi 
.,J=2 L=I oXi ]c-j-l-l 
K-I rt J+-I J+I j+1 K-Jf2 K-J+2 I<-J+2{ LL"["L,··ZL L····L 
.,J=-2 1,=/ ')'VI,:/ 1tn;4=/ I\'nn"/ 'l..,=/ '1.2=1 Cl-n=1 
(L!Ilk = j+n) (L Ilk = n+k-j+l) 
r2 f f ---- f''f' fi_+~ __ j<-L+I { 
~-2 "'1=1 "'~=I Mn=I 'l.1~I q.,,'I 'l.n=1 
(I:IDk =- n+i) (?: q.k ";. k-H-n) 
m1+1l1-2 r~2+1l2-2 m +11 -2} 
r(ml ••• mn)P(1l1 ••• lln)Xl- X2 ••• xnn n 
5. 6•17 
The expression for is gi VGn by 5.6.10 
ThGse expressions for o'k fk /)" k and a k togethor 
with the olluatiol1s 5.'1.23 
the Liapovnov function. 
provide the algorithm for obtnining 
th 
The coefficionts of the k degree 
part of the ,-,iapounov function arc 
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i!:ach of tho oqustions 5.~.23 rGprosents El SE;t of 
simultaneous oquations. In tho socond orQor coso 
QescribeQ in soction 5.4. these simultanoous oquutions 
8ppoal'od in El fonn suitablE; for solution. 
this is not so for highor orQor cnsos. 
Unfortun8tely, 
':rho OqUClt ions 5.4.23 for the higher order caso ure 
hyper-Qimensional blocks 'Clf sirllultaneous oqu'~1tions. 
For a sixth ord.er systoo the number of equations 
is 66 or 46,656. Tho fJQgnituQo of this number clGarly 
shoVls thG inpossibility of treating high dogreo systems 
using this not[ltion. Of courso th"se nU£lbers are inf18tod. 
by the inefficiGnt notrttion usod, thero beinG vory fow 
non- zoro G lUnlent s in tho OYl'clYS. 'ilbilG it is po,',sible in 
principlo to Qrrango tho stor~lge of tho cOGffioients so as 
to !::lakE; solution fE;cisible thE; [\ccompanying compJGxity of 
thE; fOrnlulation is just 8S prohibitivo as the ('i.:ii.1onsionolity 
it sGekS to E;liEli..l'lato. 
The atto8pt was therofore aban(lol1od. at this stCtge. 
5.7. COfilfllonts. 
J2hG major drmlb[lCk of thG illothoQ of Zubov liGS in thG 
non-unifonnity of convergenco of the R.S to the .vC..:.. 
El low Qogro6 Liapounov funotion mc.,y >7G11 bu more Gffective 
than El high liogrou onG • 
...,~ . 
This is also true of the methods of IngwGrson and 
Krassovski but is more ~~fortunate in the case of the 
Zubov method since it is known that as n approaches ro J 
the ~S do converge to the DO~. 
the other methods. 
No such claim is m8de for 
Inv6stigation into the reason for this non-uni;f'::>rmity of 
convergence would appear to be worthwhile ,.,..nd pot6ntially 
fruitful. 
The m6thod of Zubov consumes more computing time than 
th6 oth0r methods since the recursive fonaula for the constr-
uction reQuires the solution of a SGt of siruultan0ou8 GQuat-
ions for e8ch sto.ge inside t he loop. However the superior 
Liapounov functions obtained compens&te for this and in 
any case the ti115 to construct a Li!'.pou.nov function is 
negligible compared with the tirJe rGQuirGd for the plotting 
of the bOUtldary of the Ri,S by Rod.den' s oethod (SGG chapter 6). 
It is impossible ·to givo an exact figuro but typical1y 
the tirae required for the construction of a Licpounov func-
tion of 20 th d6gree is of the order of 90 seconds while the 
plotting of the boundnry of the Ri.S may truce up to one hour 
depeading upon uccuracy re'luirGments. step sizes etc. (All 
tiDlOS stated nrG for an 1.G.T 1905 COillputer). 
Like the method of IngVlerson (chapter 4) the treatment 
of higher order systems appears to be infeasible at present. 
Some [uore compact notation is reQuired than thnt used in 
79 
section 5.6 but eVGn if this were aV2,ilable the; r6CJ.uir6l:wnt 
of converting th0 hyper-dimt3Usional blocks of simultaneous 
G'J.u,dions to 8. single array suitabJe for solution Vlould 
appear to present considerable difficulties. 
~o. 
6, THE lYIErHOD OF RODDEN FOR PIOrT:LNG THE RAS, 
6,1, Introduction 
'The two main tF,sks in the application of the direct 
method of liapounov to the stability analysis of non-lineor 
syste,;1s are, fi:t'st the construction of a Linpounov function, 
and. then the Gstablishm6nt Of the rGgion of E:tability 
associatGd with tIllS Liapou.'1.oV fUJ.1.ction according to the 
dictates of thGorGm 1,5.3. 
The first of th6se tAsks m~y be nccempJishGd by the 
methods descri beo_ in the pr8vious chapters. 
'This chapGer is ccncGrned with the SGco[1(l, In what 
10 follows we drnw hGavily from RoddGn, - However, sGvGrnl 
modifications have been j.l1troducGcl into the original 
scheD.lG bO'Gh to incrGflse the speGd of computc.tion and to 
makG the program suitable for incorporfi-Gion into the 
optimisation 1'1'OCt..0..UY-(;S :"·f ch,·.;l1-Gl.-i":J 7 211Ct 8. 
Consid.er fig, 6,l.(a) which sheYls the configurQtion 
in. the state space for a LiDpounov function V(x,y) api;llied 
to the sGcond.-oro.E:r system 
. 
x _ f(x,y) 
• y - g(x,y) 
f(O,O) = 0 
g(OtO) = 0 
6.1.1 
(Note thDt thG saruG genGral principles apply to higher 
orc1Gr systeno: only the .geometrical configuration is 
morE: difficult to visualisG,) 
~I. 
Since, by definition, V is positiv0 dofinito the 
curvos V= constant are closed in a neighbourhood 
containing the origin. FroI;l the re Q.-d rGJ;Jen t s of the orem 
1,5,3 it is obvious that the largest region of stability 
is th!lt boundGd by thG curVG V = c 2 (note that c 1<'c2 <,c3 ) • 
• 
This curvo is tangGnt to thG locus V=.O,. 
Originally it WRS nOCG8Sary to plot thG ontire 
configuration in tho state space in order to 0stablish 
the region of stability. The method of Rodden provides 
a procedure by Which this extremely todious (and inaccurate) 
task may be obviated. 
Tho mo thod. falls int 0 thrGG main parts. First the 
v= 0 locus is Joco.ted, Then thia locus i::l traced until 
the point of tangency isro8ched. 
V=c2 is ]lottGd. 
6,2. Locution ef the V= 0 locus. 
Final J Y th0 curV0 
Starting at SODe point c lose GO the origin, [\ spiral 
, 
path is followed until a region in v/hich V> 0 is r0f,ch0d. 
Fig. 6,l,(b) sho\'ls hoVl th0 spiral.is constructod. .L.t any 
point P (x,y) a step is taken aJ.ong the tangent to the 
circle oentred at the origin passing through P, 
dGfinGs a nGW point pI (x' ,yl) on the spiral. The 
distfu'1.0e between P ancl pI is suoh as to cause tho point 
P' to be sl further from tlw origin than P. It can be 
show~ that the coordinates of pt are given by 
x' _ x _ yf /s~ + 2S1 /x2 + y2} / /x2 + y2 
y' = Y + xf !si + 2s1 /x2 + i] / /x2 + y2 
• This spiral is followed 1LYltil a region where V> 0 is 
entered. 
~s there is no way of knowing 'a-priori' the dist~"ce 
of the f-= 0 loous from the origin, the step size sl is 
• 
at first made extremely s41al1. If a V> 0 region is not 
rGaohed i~ a oertain number of steps (50 in our' o:;,se). 8 1 
. 
is increased and the spiral resterted. Once ~ v>O region 
is reached in 11. stGpS (!!. < 50) the stGp size is multiplied 
by 11./20 and the spiral again restarted. In this WHY it 
• 
has been found th8t the V> 0 region is enteroct in 
approXlllately 15 steps. (This is merely to standardise 
the location of the V> o ,region for differen; V funotions 
for the optimisfltion procedurGs of chaptc,rs 7 and 8.) In 
thG aotual program the step size Sl is stored in Hddress 
S'TEP. 
Havin.g ent srGd the V> 0 region the V = 0 loous is now 
looated. Consider fig. 6.li(b). Point Pl is the first 
. 
point on the spiral for which V> 0 While Po is the 
preoe0ding point. It is required to locate the V=- 0 loous 
at Q. This is aohiGved as follows. The point R midway 
~3. 
- I 
I 
bE;tween .Pl and Po is calculated. If R is on the same side 
of the V-:=. 0 locus as Pl (Po) it rGplaces P l (Po). ~his 
bisection of the line joining P l and Po is oontinued until 
the distr).Uce between P l and Po is small enough and Q 
10cQted to within some predetermined accuracy, In our 
c"se Q is considered to have been located when thE; 
distance between P l 
the rQdius to R. 
and P becomes less than 
o 
.01 times 
~his part of thel procedure is shown in floi'! diagram 
form In figs. 6.3.(a) and 6.3.(b). ~ eYJilinal 1.. indicat es 
the entering of at> 0 region and terminsticn of the 
spiral. ferminal B indicat es that the region of negati VG 
. 
V is either non-existent or so small as to be negliGible • 
• 
Ter!2linal C indicat es the locst ion of the V = 0 locus (l t 
Q and the initiation of the search for tangency. 
6.3. Loct'.tion of the Point of ~angenc.v • 
• 
ConS<der f<g 6 2 ~ ~... The V= 0 locus has been located 
at Q. It is required to find the tangency point T • 
• 
fhis is achieved by iterating along the V = 0 locus. The 
direction from Q to T may be found by evaluation of the 
vector g given by 
-. f 
IIV 
- IVVI' 
6.3.1. H _ vi 
Ivvl 
':Chis is the oomponGnt of the normalisGd e;radient of 
• 
V perpendioular to the gradient of V. The veotor H 
always points a,my from the tangenoy point (at l08st 
for the simple oonfiguration of fig. 6.2.; more oomplioated 
oonfigurations for whioh this is not true are disoussed 
later) • 
Thus, a step of size s3 is t£~en from Q in thG 
direotion of -H to the point Al' This new point \"/ill 
• 
not be on the V = 0 loous whioh must be rolooated Elt B 
• 
by iterating along V V in step8 of initial size s4' 
This stopping and iterating is oontinued until the 
point T is pnssed. This is indioated by the omJ1gi..'1g of 
the direotion of the yeotor li, i.e. if HI and H2 are two 
li veotors oomputed :>n diffe'"Gnt sic1GS of the talle;onoy point 
T, the sonlar produot H.H is nGgative. 
-'l -2 
When this stage 
is rGaohed thG size of tho step s3 is deoreased suooessively 
eaoh timo T is passed until s3 beoomes 80 small thc'ct T 
Of'.n be oonsidered to have been looatod to within some 
prGdetermined Qoouro.oy. In the progrilffi given in appendix 
.a.6. the prooess is tGrminated when 8 3 booomes smaller than 
.01 times the radius to T. 
Rodden d.esoribes the oase where the gradient of V 
vanishes D.t the tangenoy point. 
fig. 6.4. In such a case the vector H ohanges d.ireotion 
abruptly at ':c. Fig. 6.5. represents the 'direotion' of 
• 
the H veotor as n funotion of the distanoG along the V= 0 
locus. (NotG that fig. 3.4. shows a pnrticu1ar example of this 
Hc rG V V Yc;;:li shG 8 Cl t x -= 1, Y = -1 :;~1.d. x == - J, Y == 1). 
Such cases presentod a considerable problem to the 
IDGthod in its original formulation. '£his problem arose 
because Rodden used the size of ~{ as the criGerion for 
• 
terminating the iteration along the V:: 0 locus. It is 
obvious that for the case repre8entGd in fig. 6.4. the 
it0ration will nGVGr tel'Llinate and the procodure will 
oscillate about the tangency point. 
To overcome this j;lrob1em Rodden proposed a lengthy 
and time consur~ing procedure. This involved noting the 
• 
ra t e of change of V V along the V = 0 loc'\ls and, When it 
apPGf1.rGd that VV Ylould go to zero in a fel'/ stGpS, [~oving to 
• 
n noighbouring locus V == E wherG E is a snaIl nega ti ve 
constant. 
Howeyer this procedure is UlLYleC essary. It is not 
rG'luired to locate the point at which H has magnitude smaller 
tha..'l somG valuE;. What is rO'luirGd is to locatG thG point T 
to within SOHe tolerance. ·:rlrus it is necessary nler01y to 
keep a record of thE; step size s3 and to te=inatG thE; iter-
ation 'uhen s3 bGcoilles smaller than some pr0detel'!:lined vfJlue 
irrespe;ctive of the mngnitudo of g. 
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RoddGn also dcscribGs a sOD.ewhat complicatGll procedure 
for modifying the; step siZE; 83 as T is approached. This 
involves computing the partial dGrivativGs of H. Lt hns 
-~ .. -
been found that this time-oonsuming procedure is not neoess-
ary and that division of s3 by 3 eaoh time T is passed is 
~uite suffioient. 
The two modifioations described above greatly inorease 
the speed of o om put at ion. Without them the procedure 'i.'Quld 
be too slow for incorporation in the optimisation procedures 
of ohapters 7 and 8. 
Figs. 6.3.(0) and 6.3.(d) show the flow diagram for this 
part of the procedure, (Note that in the program of appen-
dix A.6 the values of s3 and s4 are stored in addresses Sand 
SS respeotively while the initial value of s4 which is used 
for referenoe is stored in ESS). 
'Tenninals D and E indicate respeoti vely the successive 
• 
location of the loous V-::. 0 and the looation of the tangency 
pOint. 
6.4. 'Tracing the Bound.ary of the HAS 
Having located the point of tangenoy T to within the 
spec ified tolerance the value of V is comput e d. This gives 
the constant c such tr~t V = c defines the bOUl~dary of the 
HAS. 
The boundary V = c is traced by a stepping and iterating 
• procedure similar to that used in tracing the V -::: 0 loous. 
From some point ~ on V~ 0 the next point is predioted by 
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the truncated Taylor expansion 
X X + f ~Js + )2-{:2sx2:1s2 -~ de u.) 
where the derivatives are calculated at ~. 
the distance along V = c. 
6.4.1 
1n 6.4.1 s is 
We restrict the remainder of the discussion to second 
order systems, 
From geometrical considerations we have 
h 
~V -~ d.x {{~~t+~~;}2} dx --ds oy - - 6.4.2 
d.s £Z oV 
ds ox 
If R is the radius of curvature of the locus V -= C \VIS 
have 
1 
R 
-{::; 1 / f ~ 1 
where n is the normal displacement. 
dV 
d.n 
is just I VV I find 
1 VV 
-'-
i:{ Ivvl 
6.4.3 
Further we ha'Te 
6. 4.~. 
6.4.6 
The new point obtained from 6.4.1 will, because of the 
truncation of th6Taylor series, b6 displRced from the locus 
v = c. An iteration proc6durb along VV is instituted to 
relocate V"" c to within some specified accuracy. This 
iteration initially has the step size s5 = s/5, and 8 5 is 
successiv6ly diminished each time V = c is crossed. 
An important point to note is that neith6r fig. 6.1.(a) 
nor h.4 represent the most 'general configuration in the state 
plane. Consider fig. 6.6 which displays the configuration 
for the system 1.7.3 with Liapounov function 
" 2 V(x,y) _ .22222x~ - .l6667xy + .22222y 
_ .02469x4 + .25926x 3y - .14667x2? 
+ .03704xy3 - .02469y4 6.4.6 
As can b6 seen there are four points of tangency and, 
unlike the configurRtion of fig. 6.1.(a), these points are 
not all located on the Same V"" constant locus. 'rhe actual 
RAS is bOUl'lded by the curve V = .165 as indicat6d by tang-
ency point A (at which the gradient of V vanish6s). If 
tangency point Al W6re to be located by thE; procedure 
describ6d above, the spurious value .24 would be attributed 
to V and during th6 subseCluent plotting of the V: .24 
. 
curve a region in which V > 0 would be entered at C. It is 
therefore necessRry, at each point on the V= c curve, to 
• 
evaluate Vend, if it becomes positive, to initiate a new 
89, 
search for the correct point of tangency. Rodden does 
not appear to recognise i;his contingency for second orC.er 
systems although he does for syst ems of hi"her order, 
Another ~inor modification to the method is necessary 
for the opt imisnt ion procedures of chapters 7 and 8, 
Since it is not Ta priori T known how many steps will be 
required to complete exactly one circuit of the origin 
following the V = c locus, an automatic procedure must be 
introduced to terminate the trace. If (x,y) is the 
tang0ncy point, the straight line through the origin 
passing through (x,y) has gradient m = y/x. 
and. (x2' Y 2) 
if (YI/xI -
be successive points on the boundary, 
and (Y2/X2 - m) 
m)Ahave diffel'ent signs, the two points 
Then, 
are 
on differGnt sides of the line y = mx which paSS6S through 
the tang6ncy point. The; procedure is thus terminated on 
the second occasion that this situation occurs. 
first time of course being when the trace crosses y = mx 
radially opposite 'Ghe tangency point). 
For:;he optimisation procedu:ces of chuptGrs 7 and 8 
it is necess(',ry to have some measure of th6 size of the 
region of stability. 'fie take as 'Ghis meaSure the average 
radius of the boundary, As each successive point is 
located on the curve V= constant the radius is computed 
and added to a store initially set zero, and a Cmll1ter is 
increased by one to record the number of points. At 
termination of the trace the average radius is obtained 
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by dividing the sum of the radii by the number of pOints. 
This part of the procedure is depicted in figs. 6.3.(e) 
and 6.3.(f) in flow diagram form. 
ThG Gntira procedure, designated SUBROUT1NJtVALUE, 
is given in appendix A.6. This main subroutine calJ.s 
various other subroutines thus 
SUBROUTINE PXTAHA to compute V and V 
x y 
SUBROUT1NE PXTAlm to compute V Vxy and V xx' yy 
SUBROUT llTE PX'UNE to compute V 
SUBROUT1NE PXTM~B to compute f and g 
SUB~OUTHm PXTANC to compute fx' f y • gx and gy 
where subscript s denote partial deri vati vas. f and g 
are thG right hand sides of the system eQuations thus 
• 
x - f(x,y) 
6.4.7 
• y '" g(x,y) 
6.5. Tw~Patpological Configurations. 
Fig. 6.7.shows the configuration in the state plane 
of system 1.7.3. for the Liapounov function 
2 n 4 V = 2x - 1.5xy + 1.25y~ - O.25x 
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3 O.5x Y 6.5.1 
As can be seen there are four tangency points (the 
figure is radially symmetric). The RAS is bounded by 
V'" 3.93 as indicated by tangenoy point A. If however, 
tangency point A' were located by the program the method 
could fail depending upon which dire;ction the ourve V = 5 
we;re traced. Thus if the trace were to adopt the direction 
, 
~'B the method would succeed sinoe a region of V> ~ would 
be entered and the correot tangency (radially opposite ~) 
would be located. If however the trace took the direotion 
A'O the method lVould fail since the; trace would oontinue 
along A '0 without J.imi t, 
The only way to overcome this problem is to try 
both dire;ctions simultaneously but of course this doubles the 
oomputing time. 
Fig. 6.8, shows another configuration whioh causes 
10 
great diffioulty and which is not discussed by Redden. 
(The; diagrrun is not accure.te end is not drawn to scale for 
olarity). 'rhe actual MS is bounde;d by V = .15. If 
• 
however, the V == 0 locus Vlere located at P, the H vect or 
here points towards the IL~ instead of avvay from it (see 
• 
section 6.3.) The V= 0 locus Vlould therefore bo traced 
in the wrong direction, This is due to the reversal of 
the gradient of V at point B, No effective way round this 
pc,rticulf!.r problem is known at present. Fortunately, the 
occasions on which this type of oonfiguration occur are rare. 
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7. OPT llHSAT ION OF THE CONSTRUC'nON PROCEDURES. 
7.1. Introduction. 
Of the methods for constructing Liapounov functions 
described in the foregoing chapters, the methods of 
Krassovski, Ingwerson and Zubov possess an important and. 
potentially powerful feature. Unlike the method of Szego 
these methods aa~it of optimisation such that the Liapounov 
function indicating the RAS of m~ximal size may be obtained. 
The feature common to these three methods wJ1..ioh 
faoilitates optimisation is thnt each depends upon the 
initial choice of' certain urbitrnry coefficients. '.J;he 
Tinpounov function constructed, and hence the size of the 
RAS, is a fLUlction of these coefficients. 
It is descri bed below how a direct senrchdrocedure 
milY be applied to find that set of coefficients which provides 
the Liapounov function whose Ri.S is of maximum size. 
7.2. The i:iize of thc; !liS flS y, Function of Ce rta:L.'1 
Co"ffioiGnts. 
Consider the methods of lngvlGrson (ohapter 4) and 
Krassovski (chapt Er 2). To gEnerate a Liapo~~ov function 
by either of thGse methods requires, ini tinlly, the s "lut ion 
of the Li[,po~~ov matrix eCluation 
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T 
A.B + B 1. = 
-'-
7.2.1 
for the elements b ij 
matrix of the line[tr 
of the matrix B. (In 7.2.1 il. is the 
p-Grts of the system and C is an 
arbitrary positive definite symmetric matrix.) 
For the second order CHse the matrix 9.., given by 
o 1 12 
c 22 
7.2.2 
has three coefficients c 11 ' c 12 and c 22 which are arbitrary 
but subject to the conditions 
7.2.3 
which ensure the positive definiteness of 9... 
ConSider now the mGthod of Zubov (chapt er 5). For 
the genercttion of a Liapounov function V(~.l the method. 
re(J.uires the solution of one afth" equntions 
or 
T 
VV(~.l .f(~) 7.2.4 
7.2.5 
where f(~) is a positive definite fom but othGrwise 
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arbitrary. For th6 s6cond or0..6r case, and as~nwin,g. tjJ (~) 
to b6 a lJ.uadratic form wo may write 
c/> (~) ~(x.y)= 7.2.6 
i>gain th6refore the I·iapounov function is dependent upon 
threo c06ffici6nts c ll • c12 and c 22 vlhich are chosen to 
s(ltisfy the constraints. 
It is not6cl h6r6 thDt th6 function ~(x,y) is not 
n6cessarily quadratic but may be of arbitrary degre6. 
1. general function of o..!cgrG6 n may be writ t en 
If'\. L + I 
~(x.y) _ LL rl.2.7 
ono.. the Liapoul10V function is th6n a function of th6 
(n + l)(n +2)/2 - 3 c06ffici6nts Cij vlhich ar6 now subject 
to th6 conditions 
o 
7.2.8 
Th6 optimisation proceQures will l10\"leVer be described 
below for th6 case of thr6e arbitrary coefficients always 
bGoring in mind that th6 Zubov procedur6 may be 6xt6nded 
to larger numb6rs of coeffici6nts. 
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7.3. Optimisation by Direct Search 
The objeot of oonstruoting a Liapounov funotion is to 
obtain a RAS whioh is as good an approximation to the aotual 
DOl, as possible. In general the RAS will not be the entire 
DOA but it will of neoessity be. oontained in it. A measure, 
therefore, of the effioienoy of Cl partioular I,iapounov funo-
tion is the area or the overage radius of the Ri,S indioated 
by it. 
lf the area or average radius is donotod by I" 
d0pondenoe of :. on the ooeffioients 011 0 12 alld 022 desoribed 
earlier is delloted by Vlri'Ging 
7.3.1 
The three coeffioients c 1 c J and 0 may be viewed as L.2 22 
defil'ling a point in 3-dimellsiona1 Space, and a direct SE:aroh 
may be institutE:d in this spaoE: to find the parameter set 
(0 i1'0 iz 'oh) such that 
7.3.2 
is of maximum size. 
The basio neoessity is that 3,(on,012,022) should be 
e.ble to be oomputed at any point whioh Satisfies the oonst-
raints 7.2.3 or 7.2.8. 1 his is aohieved as folloV1S; first 
the oOE:ffioients c ll 012 and 022 are introduoed into the 
9"". 
appropriatG oonstruotion prooGdure, then the Liapounov 
funotion is introduoed into thG prooGdure for Rodden's 
method (ohapter 6) and the boundary of the RI.S is traoed and 
its aVGrage r8dius obtained. 
"thG dirGot s68rch proced.ure used is the mOdified 
SimplGX method of Nelder and Ivjea(I.~5 The reaSon for choosing 
this method is that the partial derivatives ol,/~c .. ~J are 
not available so that gradient methods are inapplicable 
(unless the gradient is found by perturbation). 
modified Simplex method requiros only one function evaluation 
at eaoh point on the route to the oxtremum, a fe£'.ture desir-
El.ble when the funct ion evaluation is n lengthy process. Of 
course monotonic convergence to the extremu.."!l is not achieved. 
cO handle the constraints a Simple penalty function is 
intyoduced. l.f at any stage one of the vertices of the 
simplex enters ft region in the sp('.OG for which the constr.,.· 
aints ar6 not satisfied, the fuul0tion oonstructed by th6 
construction prooedurG would not be a Liapounov funotion 
£\nd the lJldhod of Rod.dGn would fail. ;.t suoh a point ther-
foro the polioy adoptGd is to assign the vaJ:lle zero to 1>. 
Sinoe, for a liapo'U..'1ov function, 1. > 0 this policy Gnsures 
tho:~ any J.l0int which crosses a oonstraint has associatod with 
it the worst function value. ·"then, by the modified Simplex 
policy, it wiIl be this point whioh is reflecteD. to bring 
it back into the permifJsiblo region. 
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As it was not obvious what criterion to use to terminate 
the search when the extremum had been located Vlith sufficient 
accuracy. it was decided merely to incorporate a time check 
and to terminatG the search after a certain time had elapsed. 
:Lf it transpired that the extremum had not been located 
2.fter this timG thG search could be rGstarted at the final 
point. 
The simplified flow diagram for the method is shown 
in fig. 7.1 and the modified Simplex method is discussed 
briefly in appendix ;, .13 • 'The actual program for the 
optimisation procedure is shown i."l appGndix /,.7. lt is 
designated SUTJROUr Em Sll,·OPT and in the form shown it is 
suitable for optimisation of Zubov's mGthod. By making 
Iilinor aHerations and changing the subroutines callGd by the 
progr"m it is also suitable for optimising the m6thods of 
Krassovski and lngwerson. 
:Lt is elilphasised that in thG optimisation of Zubov's 
method the program is able to dGal with ~-functions of 
degree higher than second. 
7.4. Examples 
7.4.1. The System 1.7.3 (a) 
Figs. 7.2.{a) and 7.3)\show the optimum F..:',S obtained for 
this system for 4th and 6th degree Liapounov functions cons-
tructed by Zubov's mGthod (regular). Fig 7.4 shows the 
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optllilum 4th degree Linpounov function obtained by lngwerson's 
method. The improvement in the size of the R.;.S is c 1oe.rly 
seen, w"d is more marked in the case of the Zubov procedure. 
( a.) 
ThE R:~S of fig. 7.3,>,iS, i;o the author's knovlledgG, better 
than any other hithGrto obtained. 
7.4.2. The System 1.7.4.~. 
Fig. 7.5 shows the optimmil 4th degree Liapounov function 
for this system using the regu1~r Zubov procedure. Figs. 
. th th 7.6 ,,"nd 7.7 show the optlI;1mn 4 and 6 degree Lie.pouno'! 
f1.Ulctions by Ingwerson's r,1ethod. 'The llllprovement in aree. is 
p8.rticu1Etrly m.'trked, eltho'\lgh thG method of Zubov still gives 
the bott6r Liapounov functions. 
7.4.3. The System 1.7.2 
(a) 
Fig. ?8,>..Shows the optimisation of the rGgul.'lr Zubov 
th 
me thoct for this sys tem for 6 degree I,i"pOUll0V func tiOllS. 
;,gein the ir:lprovement is cOl'lsidernb1e, Figs, 7.9 and 7.10 
shoV'! the opt:Lnisation of Ingl'ior80n's method f~r 4th and 6th 
degree Liapoullov functions. In tl1is caSG thGrG is not much 
improvemon'j; • 
?4.4. The SystGm 1.7.5. (0(= .2, (3= .075) 
Fig. 7.11 shows th6 optimm,] 6th degree Liopounov func t,;:. 
ion obtained by the modified Zubov prooedure. The opt~um 
~S is 4 times gre~tGr L~ area than the initial gl1.ess. 
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7.4.5. The System 1.7.l.A. 
Fig. 7.12 8howo the Opt:iL1UD Liapo1ll1oy funotion obto.i.c.ed 
by the method of Ingwe1'son for this system with EO= 0.1. The 
aotual DOl~ is also shown. .ii.lthough the improYe!J1ent is not 
very greflt thG optimum Ri,S is muoh oloser to the DO;, than 
is thG region of th6 initial guess. 
Fig. 7.13 shows the optimis["tion of Ingwerson's method 
for 6th degreG li npounov f1L'1otions for this SyStOfll with 
EO= 1,0. In this oase the irllprovement is quite drwnatio, 
The RAS for tho irlitial guess is vilnishingly small while the 
optir,l1l.';l Ri,S is vory olose to th0 aotual DOl,. 
Fig. 7.l3.(a} shows the optimisation of Krassovs1ci's 
illothod for this Syst8n1 with E- = 0.1. The degree of liap-
01ll10V fUlLotion is 6. The lllproveillont is obvious. 
7.5. Se9,uential Optimisation of the Zu1)ov Prooedure 
As pointed out in seotion 7.3 it is possible to use 
cP -funotions of degrGe high6r thM seoond. in the optimisntion 
of Zubov's f:lethod.. HoweVer if a ~-funotion of degree E)D 
is USed the spaoe in which the searoh is oonduoted has diJTIen-
sion (m~+ 1)(!:1~+- 2)/2 - 3. This lir;}its the USG of the 
mGthod to low degreo ~-functions. To OVGrcome this problen 
it was deoided to invGstigate the' s0quential' optirnisation 
of the Zubov procedure. Suppose the dGgrbe of liapounov 
function desi1'e,1 is of degree mv. Thon wo may adopt the 
following procedure. First J 0. searoh is ffiad.e 1).sing 8. second 
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degree )Z> -funotion (thif! r'''Jul.r6s [l space of thrGG d.imensions. 
Havi1lg found. the o.pt1J;:ur>1 second. d.egreG f!5, this is held and. 
El sG:Jrch for the optimuDl 3r d. d.egrGe 'part of sz5 is pursued.. 
(This reQ.uires a s'pace of 4 iim0l'lsiollS). Thus e8ch 
homog,.neous part of sz5 is optimisGd. 
degre6 2. If ml is th6 degree of 
1..'1. s0Clu6nCG stf!r'Ging with 
the c;i -fu..>J.c t ion, the 
proc0dur0 rCQ.uires (mJII -1) distinct 8earches in spaces of 
d.imons ion 3,4, ••• mJII + 1. 
Unfortuna tely, this lllGthod V!aS fOllild to be ineffec ti ve 
due p!J.rt~y to thu non-unifonn convergence of the [llGthod of 
Zubov, an0_ .pertly dU6 to the 'prohibitively lonG computing 
tihle required.. 
'The program, designated SU'J'ROU TiITE CYRIL is e;i ven in 
ap'pGl'ltiix 1.8. whilG 8. 8impJifieti f10,-1 tiio.grnm is givGn in 
fig. 7.16. 
7. 6.1. The Syst0m 1.7.3. 
Liap01Uov function. B r6'pJ.'eSGn'Gs tlh; optimwil. IL~S obtained 
using 2nti d.Ggree cJ. This Optim\lD Cluad.ratic p.,\rt "'!nS held. 
and. a search inst,itu-GGd. for the; oi)timulll 3rd d.egr0G 'part. 
Th0 result was C which as CQl'l b6 seGn is 1;1 fSlct inferior 
GVGn to th0 initinl guess, 
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7.6.2. The SYStGhl 1.7.4.~. 
Fig. 7 .15 sho~IS the fUGthod np,?liod to tl1is syotoo. 
RowGver, in this case, no optirllisntion was carriGd. out on thG 
quadratic part of sD. This is h01d at c 2 /2 +e 2.The 
rd r1 
optimisation \VaS carried out on the 3 dGgreG part of>L' and 
thGre resultGd thG IUS B whiClh is a rG('tsonablG improvement. 
7.7. COrI'_"lents 
The optinisetion procedurGs certei.'lly result ii'l 1iap-
ounov functions with Gnhw:l.cGcl properties. This is of course 
gained at the expense of computing time. it has b0Gn found 
that the n1.l.iJlbGr of steps rGquired to locate the; optimun with 
sufficient accuracy is of the order of 20 to 30. Si.'lce 
the tracing of the boundary for Cl pl3.rticular sth clegreG 
Linp01.mov function may be about 200 seconds, the total time 
maybG about 1 hour. (l.e.T. 1905). 
If the search encounters Liapou . 'lOV functions with the 
pathological confi6"Uratiol1.S of section S.5, thG IDGthod may 
fail. it hHS beGn the experieno<o of the author th8t SUCCGSS 
ThG sGg.ubntial optimisntion 100}cGd promiSing but 
unfortUl1.[\tely, as disOUSSGd in SGotiol1 7.5 thi8 proc1isG vnlS 
not fulfilled. 
10Z. 
8. THE I,;ErHOD OF WE1SSENBERGER 
8.1. Introduction 
Th", m8thod. of weissGnberger16 is a procedure for the 
construction of optimum Liapounov functions. As such it 
bears considerable similarity to the optimisation methods 
dGscribod L~ chapter 7. Originally formulated as a method. 
for deal ing with relay control systems, the method is 
applicable to continuous systems. Unfortunately, as will 
bE; shown, the method is restricted to liapounov fU.!lctions 
of low degree. 'NeissGnbGrger proposed a illothod for dealing 
Vii th high dogreG Liapounov func tions, based upon what we 
shall oall 'rVsissenberger's conjecture. It will be show2:l 
that ''1eissenberg8r's oonj Goture is in fact invalid and that 
th8 high degrGE; Liapounov funotions so oonstruoted do not 
pOSSGSS opUfilal oharaoter. 
8.2. ThG ].[ethod 
ConsidGr the second order oontinuous systGm 
x -;: f(x,y) 
y :.g(x,y) 
and the liapounov funotion 
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f(O,O) = 0 
g(O,O) -; 0 
8.2.1 
8.2.2 
This Liapounov function, of dogroe mY, has 
Nc - (mv+ l)(mv + 2)/2 - 3 8.2.3 
coefficionts a .. ~ 
~J 
·rhe sizG of '~hG HAS in.dicated by this 
Liapounov function is a function of thesG c06fficiGnts. lf 
1. is again the ~~verage radius of the RAS we may write 
A ~ ~(a21~a22,a23,a3], •••••• ,a ,) 
. mV,mv+ ... 8.2.4 
rhe coefficients a ij may be, vi0wed as dGfining a point 
in the paraIDetGr spaCG of dimension Nc and in a mannGr 
similar to that described in chapt6r 7 11 direct se2.rch may 
bG m'3de for the optiGlal set. 
It is emphasised that tho diffGrencG bet weGn this nethod 
and thG m6thod of ch2ptGr 7 is that here no construction 
procedure is involved. The coordinatGs of tho spacE; in 
which tho sGarch is made IHG the; actual cOGfficiGnts of thG 
Liapounov f~~ction itself. This leads to a problem of 
dililGnsionalHy, in th~lt to construct a liapounov f~'lction 
of degreo mv tho dimGnsion of the sPace is I:l" (sGe 8.2.3) 
c 
Ylhich rises re.pidly ·"ith my. Thus to construct a TinpolL'1ov 
f~'1ction of th' 6 c1egrGG would r0CJ.uire a spaco of dimension 25. 
'rhis is complotely infGasible considering thG timG rGquired 
for El singl!'; function evaluation (evnluaticn of ~~ by Rodden's 
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ID6thod) • 
lInoth6r asp5ct of thG mGthod 1iGS in th5 constraints 
imposGd. I\Tot only must the coefficients a ij b5 such 3S to 
(ill sure; th5 positive; d6finitGn5ss of V but also the nc;g:l'GiVG 
• de;finite;ne;ss of V. 'rhe firs: of these; constraints is 
6CJ.uiva16nt to th6 in6CJ.ualitiGs 
C\ 21 > 0 
2.21a 23 > 
<) 
a 22 /4 8.2.5 
'rhe second constraint may b6 handJ 6d by 801 ving the; 
Liapounov matrix GCJ.uatiol1 
,r 
:>_ :!? +- ill. = -C 8.2.6 
for C, wh6r6 "' is thG mat rix of t hG 1i11.o(1r parts of the; 
syst6m 8.:2.1 and B is th6 matrix 
8.2.7 
if C is given by 
8.2.8 
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the second constraint is equivelent to the inequalities 
cc> c 2 11 22 12 8.2.9 
lis in chnpter 7 a p0nalty function is introduced to 
hundle these constraints. 
'rhe direct seG.rch procedure used by'ifeissenberg0r 
in his originaJ. presentation was the steepest ascent gradient 
method, the gradient being found by perturbation. HoV/ever 
this .proc0dure requires s6ver81 function evaluations at eaoh 
lloint on the wcy to the optir,1Um. It ~!as therefore decid6d 
t th 0. , f' 0. S' 1 th d f'r 1 d 0. l' "35 ouse ,e mo ~ ~e ~mp. ex me· 0 0 1'.e .. er an ;,eau as 
waS used in the methods of chapter 7. 
''rhe flol'! diagram for the method is shown in fig. 8.1 
and thE> ac tua 1 program is given in appendix :1.9. 
It is easy to 8ee that the method of 'Veissenberger 
(for continuous systems) is just a Sp0C iaJ. case of the 
optimisatioll of ZuboyTs mothod (chaptGr 7). 'rhus considar 
, 
tho optiroisution of ZubovTs method. 'r he 'llLuin e qua t ion, for 
second order systems ~md using the regular procGdure is 
dV f + dx = -~( I-V> 8.2.10 
:Lf the Liapounov funotion and the function ~ have tho' 
lOb, 
Sam6 degrGG then there is a 1-1 r61ationship betV!G6n them. 
;1'h"reforG to gGneTute a LiiJ.p01L'lOV fllliction it is immatGrial 
whether the optimiscJtion i8 carried out in thG cOGfficiont 
Sj?aC8 of the Liapoun.ov function or that of the ~ - fllHC tion. 
Of cour88 the former will bG marginally fast6r sinc8 it 
re'1uir6s no construction procGo.uro. The program for 
"ieissenbGrgGr's method could 6'1ua11 y vI,,1l, the :r'GforG, be 
thot of £l1l.pGndix .~.7 with the proviso that the dGgr6G of ~ 
is the samG as the d<)gree of Liapounov fu.n.ction. 
Bc;for6 illustrating th" method by exampJes \'/6 discu.ss 
the devicG proposed by 'VGiss0nbGrgGr to pGrmit tho COi1strllc-
tiOll of high d5grGG Lisb10UllOV functions. 
8.3. 'iVeissGnberger's COl1j Gcture 
1,8 shown abovG the maj or dra','!back to the method of 
"iGissGnbGJ.'ger is thG high dimonsio!lali ty of th(3 SP"ICG in 
which the s0[\rch is conduct0d. 1:his Gffec ti ve ly liillitS 
the mGthod to Liapounov fV.nctions of Cl.egr<)G ~ 3~ To 
OVGrcomG this W0issenbGrgGr conjectured that higher Cl.egrGe 
Liapounov functions could b6 obtained by thG following proc-
0dur0 and that such Liapoul1ov fUllctions would p088GSS enJw'l-
clOd. properties. 
(1). The optimum Liapounov function of 2nd dGgre0 is 
found by th<) prOCedure d6scribed in the; previous ch~lpter. 
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This we call 
( 2) • 
Vopt 
2 
The 
• 
tiMe derivative of this function is 
.opt 
obtained. If nE; cU:.not e this by V Vie have 
.opt 
V -
( 3) • The 
and usec!. as the 
( either 5.1.4 or 
'0 opt 
V2 f 
ox + 
Q.u[ldra tic 
fUIlction 
5.1.5). 
" opt uV2 
- g ay 
.opt 
pert V 2 
-st in the 
8.3.1 
.opt 
of V is isolClted 
Zubov equfo,tion 
(4). 'The Zubov eQuetion is 801 ved for 8 Li8POunov 
function of arbitrary order. 
Tho hie;h CtGgr6G LiapOl..UlOV function so obtf ... inoQ has as 
its qU8.dratic Qart the optimur:l 'W,ldr2,tic .uinpounov function 
opt 
V 2 • \-IGissen berger c onj ectured thc\t it should i t8elf 0nj oy 
enhanced properties. 
That this conj5cture is invHJid is il1ustr8ted by the 
follovling examples which also il1U8trnte the ci'Gct use of 
WeissenbergGr's illGthod for Generating low degrGG Tci.:1pounov 
fmlCtions indicating R.:,::; of optimum size. 
IO~, 
8.4. Examp 1G8 
8.4.1. rho Syst6ll 1.7.3 
Considor fig. 8.2. Contour.A is 'bho Ri,S for the 
8.4.1 
B is the optirfi1.1lil quadratic R:.3 obtainod by the method of 
"'iGissonborger and COrrGSllOnding to the Ii8pounov function 
v = .77972x2 +- 1.5532xy + 
~ 
1.3206y"' 8.4.2 
• 
'The tirnG ,d(;rivative V by virtue of thG system e'lUatioD.s is 
• l' 2 10 2 V -= - .5:J944x - 3. 64xy - 2.6412y 
Talcing thG Cluadratic part of V and using it as - ~ and 
solving tho regul ar Zubov OCluation for 4th and 6th dogroe 
Ii8POU..rlOV flLYlc tions re8pGC ti VG 1y 'bhGre rGsul t the R:,S of 
contours C and D. Far from possGssing enhancGd propGrtiGs 
thGse rGgions arG consid6rably infGrior to thG ClUQdratic 
region B. 
Contour 1£ is tilG RL,S for thG 6th degrGG Iio.po\LYloV func 
tion obtainGd by thG [,lothod of chapter 7. This rGgiol1 is 
a considGro.ble improvGmGnt snd although it is not much 
lrcrgGr thsn contour B, it dOGS indicatG morG clearly the 
shapG of thG actual 1)01.. 
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it is worth noting that the 1)..'1ion qf the R:.S of fig. 8.2 
is itself El p..;,S. 
8.4.2. The System 1.7.4.A. 
Fig. 8.3.{a) shovls the R',S for Lio.pounov functions of 
vQrious degreGs u8ing the optir,mm ~ -function 
<jJ ':; .0116c 2 + .127506 + 8.4.4 
whioh W0.8 obtained by thG metho~. of'jei88enbergGr. 
i.n coc.p3.rison fig. 8.3. (b) shows thG 80fl10 degree 
Iio..pounov functions ul::ing th8 arbitrarily selGotc,d function 
8.4.5 
TlK en1o.rgeil1Gnt of thG 'lUo.dratio ragion 1, is obvious, 
but thG highGr degreG regions of fig. 8.3.{a) an infGrior 
to thoSG of fig. 8.3.{b). 
8.4.3. The System 1.7.1.1,. 
Fig. 8.L~ shol.'ls the R',S for this system. 
for the initial f,'1le8S 
v = x 2 - O. 5xy + 2 0.75y 
,. is th8R:.S 
8.4.6 
B is thG optilUULl CJ.uaclro.tic RLS obtainGd by ';'feissGbergGr' S 
mGthod. T h8 Liapouc1ov func tion for thi 8 is 
v -= 1.5066x2 - l.llllxy + .98734y2 8.4.7 
I/O, 
?his corresponas to the function 
cJ = 1.1111x2 - .0725 45xy + 2 .86363y 8.4.8 
using this fUllCtion in the regulnr Zubov 0iluation and 
(;enGrccting thE; 6th QGgr00 Liapounov fUllCtion ther0 rGsults 
'Gh0 R\S of contour C. 
J:hat this R,.·,3 is not tho b0st that can bG obk,inGd is 
shown by the R',.S of contour II which is 8upE;rior to it. D 
TI83 obtained by ths ffi&thod of cheptGr 7. 
J:he ffiethocl of WCiS8811borger is not pclrticu1E:rly 
effective in application to continuous SYSt8DS owing to 
the invalid.i ty of WeiS80nbel'gGr's conj ec ture. 
for this is the inherent non-unifomity of coyorgonce of the 
hlGthod of Zubov. 
J:he mothod was originally proposca as Q ffiothod for thE; 
analysis of relay contraJ. systems und us such it is a 
po"'!erfuJ syst0matic procedure. ''le hC,V8 not given any 
Gxamp1.er:: 
paper of 
of the applicE'.tion to reJ r,y systems as tb.0 original 
16 :~.J6issGnb(;rg6r con tnins p, cOl1.sid8rable nurnb6r. 
I I , . 
9. THE TFJ.CKLiG FUHCTI0H Im'UIOD 
9.1. Praotioal Stability 
The traoking funotion fGethod9 is u8ed to i..'lvostigato the 
prao tio al s tabili ty of seoond ordGr systems. Originally 
formulated. as a graphioal prooedure appli08ble to autonomOl.ls 
systeills only, the oethoi admits of modifioation to fnoilitate 
maohine oomputation17 , 18, and OOX1 in cortain O,<:\8es be 
extGnded to thE; analysis of foroed systems [111(1 systG[QS 
. 20 
with tb~G dependent p8.rfl.ITiE;tors. 
In 1:1""1.y praotic;;l situations the concepts of st".bility 
in the Sense of Liapou..>1ov [11'0 6ithET too rOfJtriotiVG, 
o 1 ssing as unstablo, sys tens whoSG perfor!Jlal'lco is <;[ui to 
s8ti8factor~r, or not restriotivG enongh, class:Lng 8S st::'cblG, 
SYStCfr18 whoSG rG8~OnS6 transgresses th088 physic[t' constr-: .. 
e,int8 to which the SystGffi is subject. 
In such 8ituatio118, the concept of 'prJ.ctical stc,iJility' 
is more uS0ful. 
£6finition 9.1.1. (Practicn] Stability) 
I.et S2. 1 bv n 01Nl0cl bounded. region of~he 8 i:8te spooe 
such that all 6xpGcted iaiti[ll COl1cLitiol'.s (or iD!puJac (U,'jt-
urballccs) liG in 52 l' 
Lst 52. 2 bG the region of the 8 1.;at0 spoce oomprising 
1/2, 
[Ill states which ?re acceptablG. 
'rhen, a SYSt6!'n is vracticf111y stablo provid6Q t1'1o rGsp-
onse to initial conditions in SL 1 C3rLJ1.ot IG2,ve S2. 2' 
~ '!:'.or6 rigorous dGfinition of practicel stability (:l8.y 
be found in ref. 3. For the purposGs of th6 foUov!ing 
discussion th(J above is sufficient, 
That 'prac tic[~l stD. bi 11 ty and 8 tc. hi 1 i ty in tiJ1C 5(;'.lS(; of 
I.iapounov arG distinct [llay bG appreciated fl'Ofil the; foD,ovling 
(;X[l~1Dlc8. 
ConsidGr a c1'1emicsl plQut opGreting in a stab],e fashion 
GXCGpt for sfJ811 oscillations of on6 of tho statG variables 
(temperature. say) about th6 reQuirod 0PGrating point. 
According tothG Liapoli.'loy conc6pi> such a systGE! would be 
'L1.llS tab Je • However, if thG 08ci11ation.s WGre of sufficiGatly 
small ampliJ;ud'J it Day bo th,at thG opGretion of th0 p1,ant is 
Gn.tirely satisfactory. ~hc plant Ylould t1'1011 be l.lr3c1;ical1y 
sti',blc. (rhG SYS:CEl 1.7.4 is just such a system), 
1'J\;c,rnati v0ly, considGr a posi 1;ion control sorvor~ocl1::U1ism 
stE;bl0 in the SGn88 of LiapoUl'lOv, but 'LL"lderdampcd, If thG 
thu SYS-G6ill would not bu pro.ctical1 ~r ste,b16 <I 
ro analysG practical st3bi1 ity, theJ'cforG, it is 
nGcoss,'lrY to spocify 'e,-priori' tho rGgions SL land SL 2 
then to 8Gok bOlt'lds on th0 ror,ponoe to ini 1:i'11 co'l(1.i 1;io11s 
in 5L J [(l'ld to doteI'EL'lo 'ahethGl' or not this rospOllOO 1i6s 
I t 3 , 
for all time in 52 2' 
Such bounds on th0 systeill r68p01186 mey be obtained by 
the considorcttion of 8ev0ral 8implo functions, the so-calJ.0d 
tracking rIDlctions. In many respects the tracking function 
mGthocl replacGs the sesrch for a single, possibly cOr:JplicatGd..> 
Li£'.polmov function with the consideration of a largG l1"l1!!lbGr 
of simple :f1L'lCtions, 
9 " k' .' 9 • G, T'rac ~ng Func v~ons 
Consider thl; state plane of fig. 9.1 for the system 
• 
x 
-
f(x,y) f(O,O) = 0 
• 
9.2.1 
Y 
-
g( x, y) 05(0,0) = 0 
It is rGQuired to bO\l-ad the sys t01il tr8.j ec -l;ory from thG 
point P. :rho y"lues of two arbitrary tracking fUl1,ctions 
• 
and. E 2 (x,y) = ° arc Ci.ro.v:n. 
from 
, 
E 
'i -
('lE, 
-~ f + 
dx 
OE, 
--~ g 
~y 
• 
The loci "\(x,y) = 0 
9.2.2 
. 
In fig. 9.1 WG havG [l,S8Uifled. that E>.'~ P, El,iS l1ogntiv6 
• 
and E2 positi 70. Consid.eration of thesG signs together with 
the clirectio118 of inCrG:Js0 of th6 Ei = constant curvos 
'!,hr~u!3h P 6s'i',a blishGS r",gions (shown sha1(jd) forbidden ;;0 
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the trflj ectory from P, 80 that this +,raj ecto1'Y is 1ir:\i tell +.0 
an [~lJoVlable sector (in this case t.h0 SGctor RPQ). An ou"ter 
bound on +.he system response from P is t.herGforo t.he.t :::rm of 
the Bllo~~ble sector which takes the response fBr~hest from 
tha origin (in this case PQ). 
This 0xtrG!':.e bounding curve is exf;endGd until onc of 
• 
the B. = 0 loci is crossed and. continued in this nUl region 
~ 
in accordance; witb the now configuration existing there. 
lf this boul1o,ing pat.h at 8flY ti.m0 '!10ul(1, if p)~oduced, 
Gnhr the previously dGfined S2. 1 region, it is cOl1strnil1od 
from doing so and ru[ltte to foPol'! thE; bOul1d."ry ?f 52. 1 un.ti 1 
such tir:lE; es a Hare GX'~r(;me :path is indicntGo .. 
in the abovG, we hav0 desci.'ibGQ the US0 of only t\'10 
tracking funcb ions. There is of course no liLlit (excGpt 
incTe8.si.l'li) corap] Gxit:r) to thG 11l.'!,lbcr of trn.clcing func·l;io.::J.s 
used, (\nd thG L,ro3'0r ";he nUi~b6r the cl08er ',;i11 bG the bound 
obktined. 
situetions Yii1.) prevuil; 
( 1) • it "'ay convergE> to th0 boundary of i;'1C. 5L 1 
TGgion. ln this case the 5L 1 and Sl. 2 regions 2.re thG 
sumG and thG SYStGlil is prncticnlly stnblG. 
(2). It ',]8."' fOIlic a clOEled curYG C .sbout the origin. 
Let lC bG the intcrior of C. Then tho system is prE(ctic[,1J.y 
/'5. 
stable if re c Jl2, 
(3). None of the 
extreme path diverges to 
p.boVE; may happen and 0i tlle;r the 
infinity or, in (2) 10 i- 52 2 , 
In this event, since the method. gives sufficient but not 
n6cessary conditio.l1.s for practical stability, nothing may 
be inferred, and the analysis should be pursue Cl furU18r \'1i th 
th(.; use of a h,rger m.lJl1b01' of treclcing functions, to obtain 
if possible; clos6r bounds. 
9.3 D o .' J,.. ~Hau.vanl,agGS of th", Graphical I"Gthod 
This otherwif30 610gnat ana. powerful procGllure suffGl's 
(1). The nur::bGr of 'Gretcking functions requiJ'Gd to 
e licit sufficient infoI'ffiation m~ly risG to iElpr£'.c tiC8!. size; • 
• 
:rhus, e"c11 Li = 0 locus divid0S the s~atG plan0 into at l0ast 
two distinc-t regions. 
functioas therGfol'G r8sults ia an iClpossihly lorco 11:umbGr of 
• (2), Tho proc0ss of plotting the; Ei - 0 loci 
re; CluirG8 , in ,,11 but th8 SiElp18St casGs, th8 use of Cl digi t;al 
CODputor, and. is both tL10 COi'lsuL,ing and illc,ccuratG, 
( 3) , Th0 pl'0s8lec t"o. S0 t of tracking func tions may 
1/ {". . 
not bo the most c;ffGctivG for a particular problem or at a 
pnrticul[?,r poin'l; in the Stat0 spaC0. 
:rhG complexity of the graphical proc'cdur.; may bG 
apprGciated from consirlol'ation of fig. 9.2 which shc'as thG 
method applied to thG chemical reactor (system 1.7.,,). HerG 
VI.; hQVG u8ed the eigh'G treckinB' functions 
El x
2
+ 
2 E 
-
Y 5 - x 
E 2 - • 6x +- y E6 - x-y 
E~ 
-
x+ Y E 
-
Y 
u 7 
E 
':1 -
4x+ y E 8 - x + 2y 
The, co;,~puting algorithm dG8Cribod bGlo'i/ offGctivGly 
OVGrcomGS thGSG obj6ctions 2,nd is both simplG aml fHSt. 
9. t:h. Th6 Computi.i."J..g :l.lgori thfG 
Consid0r th0 state, planG of fig. 9.3 for th6 3yS-GOID 
9.2.1 anel the tl'!O linear tracking ftUlctiotls 
T,' 
"'1 - x 
£:2 Y 
then 
• 
E 
-
x 
-
f(x,y) 
1 
• • 9.40.2 E 
- Y - g(x,y) 2 
"T 
------ ------------
• • i.t a 'p OL1t P thG signs of El and. E2 ['.ro COJ11pU tod. froi" 
9.4.2. At a point Q distclut s from P on onG sido of tho 
constant line. through P, the v8lue of El i8 computed.. 
qe donoto this by E (Q}). } . 
Then, if the sign of El(Ql) - El{P) is thG somo :;s thG 
• 
sign of El (P) thG point Q1 is 8CCGpted. as lying on tho 
nllownblG side of tho lino E '::; cOi1stant through P. i.f ). 
tho signs (,re o.ifferellt th6 ];Joint Ql is rGje.ctvl as lying 
on the. forbid.d.en siCk, and. tho point Qi is [Iccoptod, '.'lhere 
Qi is distant s from P but on tho oth0r side of the. El 
constant linG. 
• 
Siwilarly by comparing tho signs of E
2
(P) and 
E2 (Q2) - E2{P) ,.:.ither tho point Q2 or Qk is accGpted as 
lying on thG allowable siclo of the linG E2 = const'1nt .. 
through P. 
• • 
In fig. 9.3, El is NlSu.mod. to bo nGgntivb, E2 is 8SSUI1l-
Gd to bo posi ti VG ana. the d.irGc Uons of L1CrGaS'3 of the; E 
The nllowo.blG sector for ·bho trcj Gctory frOG P is, in 
this ca8e, thG 900 se.ctor QIPQ2' 
l\S tho next tracking fu.nction, t.ho line through P 
lf P is tho point 
(Xll,yp), Ql the point (xl'Yl) f.111(lQ2 thG point (x2'Y2) thG 
G(J.uatioll of this n<:;v! tracking fu..'1ction E3 is 
E3 - Y - BX - constant 9. LI..:.3 
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whore Yl + Y2 - 2yp 
ill 
-
xl + Xz - Zx p 
Then 
• 
v IS - rof .., -3- 9.4.5 
;,pplying the tr.~.ckLlg function poJicy to this nGW 
traoking function, one of its sides EJay be; Gstnblishccl fiS 
forbidCLen. Either point Ql or point Q2 "Iill lie on this 
lying on the line EZ = oonstsnt through P, dist£,nt s from 
P t'Jld lying in the aDowQble stotor. ThG coo1'dim·.tes of 
this nGW point (T in fig. 9. Z) 2.1'G gi ""n by 
9.,1:.7 
where V1G hSV8 38SlJL1(;Q that J? is the origin, ('~c in f:lCt 
81"0 using ft. ILloving coorcLinots system centred on P as 
Gxplained later). 
:ui 9.4.6 the sign to hG used. is c,e'cGJ,T1ined by 
• exa~1ining thc Gign8 of EZ(P) and 
If Ql liGS 0,1 thG fo1'bidde"'l 
beCOD}bS the nGW E Z ano. T heCOicGS 
EeCT) - E (P) ~ 3 
side of EZ thG 
thG nE-\,,! n 
'1 • 
ns above. 
function E 
Z 
on the forbidden sidG thc fUllction Ez bGCOBGS the nO'i! El and 
In any e7cllt t.bGre r0ffiElin two trrlelcing functions El 
and EZ with points '11 and QZ and thc allo\'.'3blc sector h2.8 
119· 
o 
bGGn narrowod to thG 45 sector q,lPQ2 (or Qll'T in the caS(; 
of fig. 9.3). 
This bisection of thG alJow,tb'G sGctor and rOjGction of 
forbidd.0n sidGS is continuG<1 until thG anglo of the aUowc:blG 
8Gctor is d0&r.wd. SLl~lll 0nough. 1.t this stag& tee poin~; P 
is movGcl from its prGsent positio ~1. to GithGr Cl]. or 112 which-
GVGr talCGs thG locus to tho grGater rE'.d.ius. In fig. 9.3 
thG locus would bG Gx~endGd to T. 
ThG 0ntirG procGdurG is appliGd at this ne,l point P and 
so on uIltil the. SySt;Gfl rGs]Jons0 has bGon bound0d. by th0 curve 
composGd of short strnight-linG 8octions. 
Tho prGviously dGfined.52 ) rE-gioi"! contains G:ll thE; 
Obviously, thGJ'Gfol'O, the S2. 
2 
region contai!lFJ SL 1 sinCE- all initial sta i;08 ArG achievcble 
if only a t the ini tin 1 ins tan t • Thus, if thG bOu.:.lcling 
locus e.t any stage Gnters the SL 1 l'ogioD. it is cons'~r(\ined 
to follow its boundary until a mor0 GxtrGf:1G path is indicated, 
Tho flovi diagrccm for the rr,Gtl1oQ is sho",n ill fiG. 9.4. 
ThG Gctual program is not e;iv0n sinc0 it is El spGcial Celse of 
thG progreJ,l for the non-a1.1tolloi;10U8 ca8e Which is given lcti:Gr. 
9.5 •. Salicmt Points COl1c(;rning the ;,lgorithm, 
( 1), If thG 111.llilb0r of bisGctiol1s 0L1ploYG(c is £" thG 
numbGr of tr::\C;cing fU.l1ctions implicitly GLlploYGQ is 2 b+l , 
12.0. 
£lnd thG allg10 of the ,tllov'able sector roduoos to (90/2b)0. 
However, at each point, tho forbi("den sidos of only (2 + b) 
tracking funotions (x, '1 "'nd tho bioectors) are ostablishod, 
tho forbidd8n sidGS of the othors b0ing suporfluous. ]~hus 
the offioiGncy of thG hlGthod, which is dirGotly proportionnl 
to thE; nlJ1~lbGr of traoking functions used, 1~~HY Du inCrGESod 
without proportioJ1atG increasG in COlilpUtL'lg timo. 
• (2). ':rho m0thod orl'S GBch timl' on0 of thG:E = 0 
loc i is crossod. 
small as nooossary this error may bo made llGgligibla. In 
<"ny OHS8, in the; najority of situations, this orror will DO 
c O:ls(;rvn ~;i ve. rhis is dUG to ths fao t that iil <;<10 C8j ority 
of cnzl'S the; 5L C) r6giol1 will, bGccmsb of the oonsGrvHtivo 
,~ 
estioFlto givon by th0 tr[lckL"lg fUD.otion 110thod, b0 COJ1VOX. 
In such 0".8G8 thG 5L n l'0giol1 indicf"tGd by th" ,:Gthod will 
r:, 
bG grGatol' than the; SL 2 whioh -,-lOuld be obt3inGd graphicalJ.y. 
SincG it is e.dvisablG to kGep thG s+.ep sizG s 
8S sn1811 as possiblG, the diffGrGncG b6tVl€GIl. thG valuGs of, 
• fjay, EI«ll) and El (?) Ll.:.~y be, W116[l comp3.1'Gd to EI (}?), 
outside the COr.Iput6r significancG. EowGver, sincG vie are 
interGstGQ in thG diffGrenc6 betwGGn valuGs rsth6l' thon in 
o.bsolutG vn!uGs, <\n([ sinoG thG tracki;'lJ§; f11!lc'Cion8 arG 1 ic'lGf'.r, 
it is possiblG to tro.nsfGr th0 point P to the, origin at each 
stagG. 
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centred. on P and. moving with it. This is accomplished. by 
ignoring the constant in equation 9.4.3, as we have Hlready 
done in equations 9.4.6 and 9.4.7. 
(4). 1.lthough the trucking functions used. arG lineD.1' 
a lc"rge enough nu.D1 bel' can be emp 10yGd -1;0 c[nwe the .5( 2 
boundary to becom6 almost continuous. 
9.6. Examp les 
Fig. 9.5 shoVls the method. appJ.ico. to this system for 
land 4 bisections. "'.lso Bh OVlll is tbG [tc tu~: 1 region of 
practical stability the intGrior of the l:i.m.it cycl,,). 
'rh.;; improvGf!lent in using -I;h" oonputCl' Clethod CHn be SGGll by 
compgrine figs. 9.5 "\lid 9.2. The r:sgion B of fig. 9.5 
is a DJUch closer bound thf!n 'GhG regioil of fig. 9.2. altrlOugh 
the lQtter re'l.uiroii c.bou.t 1 dny to obtc,in (gl':Jphic[llJy) 
'i:hile the, fomer rt;quired only 15 mins. Cl.C.T. 1905). 
i:.;incG no oonstraints llc.vtJ bG0n pl[\cod upo.~ 'the SYSt0[l1 
response the systGU is practically stRblG. 
ini~iaJ. con:iitions lying insidG contours," or "S CEcn never 
Fie. 9.6 shons thG analysis of this systeD with a rGct- ( 
angular S2. 1 region and using 1 bisection. l.s Gxpected the 
region of practicel Btnbility is larger thnn thoso of fig. 
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9,6.2. l, Relay Control System 
Considor the sYStO(;1 shown in fig, 9,7, This systeru 
f "1' b 16 bGon tho subject 0 study by "6~ssen erger, rho 
G(J.uations arc, 
x _ y 
9.6.1 
y - x - ,3 eFT( 2x + y) 
SGN(z) A Z/lzl 
and. is undefined for z = 0, 
Fig, 9.·8.. shows the bound obtained USi..rlg 1 b1.section, Also 
, 
shO'll11 arc the Ei = 0 loci which v/Ould bo roquired to apply 
the mothod graphically. 
From the figur0 it may be S00n thc-,t any trsjectory 
origillstine insiclo the contour FGEI Dust 0vcntu8JJy e.ttain 
the r0gion boundc,d by :~13CD, 
atc,ly b01.mrlefl for rospom.:os starting inside FGHi •. 
/.lso shor;:.l for cO;;J];lnl'ison is the RLS ob1;Q=!-ned by 
16 
''!eiss0nbergGr using the Iiapounov func tion 
2 b + (2x + y)SC;N(2x + y) 
it is interesting to not" that the i;re,cking fUclction 
method givos a l~:rger region of stability (FGH1, than dOGS 
tho ffiGthod of I,inpo~'1.ov, 2nd. gives a c lose!' bound all the 
rGsponso to in.itial conditions (0,0), it cnunot of COU1"SG 
i23. 
predict asymptotic stability. 
This exaffiplE; il1ustrQt<:,s that for ste.bl0 systolJls the 
graphical procodur0 frlay bo more. pO'IIGrful sincG thE; rGgion of 
ultimatG bOIL.'ldGd.i10SS is containod in thG region of initial 
c ondi t ions. For unstable systoms, hOI"J(;vGr, the CO!;1pc:.ter 
method is more powerful Si~lCG it i8 rGQuirGd to finfl as close 
El bound as possiblG to thE; SystGffi responsE; Hnd this rGQuires 
the USlJ of as Dally tracking fUl1.ctions as possiblE;. 
9.6.3. The ;jystem 1.7.1. (E:.= 0.1) 
Contours L, Band C of fig. 9.11 show tho 52 regions 2 
obtained f()j~ this SySt6ill using varioU8 li1.1nbcrs 'ofgisections. 
Cl.1.rvo F i8 the QctuGl region of prsctic2.l stability. 
Since no constraints have been placed. oa the S,yst0fil response 
practical stability is eetablish0d. 
Consider tho system ef fig. 9.9. 
the followL"l,'; o Quat ions 
1 
e - c(ir - f( e » r r 9.6.2 
• ~ i ,,' e + E) - -.t.I.l r -r I, r 
.'.pproxirc Cl "ting the nOl'l-1i 1001' fu..l1.ct ion of the nogf\t i VG-
124-, 
rGsis';anCG eleffiont by thG thrc.G TGsistances 1'1' 1'2 and 1'3 
as shown in fig. 9.10 and using the va!.ues 
E - 55V -6 C ~ 10 F 
r" _ 505L R = 28.57143..5l.. 
~ 
l' 
3 
87.5JL. 
and writing x = 6r and. y -= ir wo have 
• 2 
Y - 5.10 (-x - 28.571·13y + 55) 
f(x) _ 
.02x 
- -.016x+ 1.1 
.0114286x - .585716 
0<x<30 
30 <. x < 60 
x> 60 
9.6.3 
9. 6. iJ: 
9.6.5 
Tho focus of the system is th6 point where the lo~d-
linG crosses the non-linoar char(""cteristic. For tho purpos-
e s of the "i;r8.ckillg fUl1cGiol1. 86thod the focus 8ust be; tl':>llS-
ferred to tho origin. 
formation 
X_x-45 
9.6.0 
y _ ~T - .35 
and the tro.nsfOrulGd system is 
• 2 
Y = 5.10 (-X - 28.57143Y) 
where 
f(X) _ .02X + .55 
- -.016X 
.01H28X .421429 
X<-15 
-15< x< 15 
X >15 
9.6.7 
9.6.8 
Fig. 9.10 shol7s the regions bOUllding the re8.9ons0 obt-
ained for various m.1Jll0erS of bisections. The <lctual region 
of llrs.ctical stobility is tho interior of the ~.:iJ,~,it cycle 
which exists just L'lside the region obtD.ined. for 5 bi8(;ctiol1.s. 
Agnin, r.;aoh region is both the S2.. land S2.. 2 region. 
Notice:, that if the voltl'.ge were constre.inod to J io 
below 70V the nnalysis using 5 bisGctions Ylould 0stablish 
practical sto.bility while the-et using 2 bis(;ctions would n.ot. 
(see line d). 'This illustrotos' the sufficiGncy but not 
nccGssity of ths conditions. 
9.7. Prncticr.l.Stability in PolGr Coordinc.t8s 
It has oe0n fOUild that il1 certl:!il1 Cf,~S0S a si'.1IlIG 0xtEinsion of 
the wethod incroo.seS its effectivvness. L0t the syste:rJ 
equations be as givGn in 9.2.1. Let us transf'o!".:1 the 
system to ,?oler coordin!1tes by the; ":ro.n8fomatioll 
. i 2.'-. 
x _ r cos e 
y _ l' sine 
The system equutions becoQe 
9.7.1 
;. -= fer cose ,1' sine )cose + g(r cose ,1' sine )sine 
e -={g(r cose ,1' sinB)cose - fer cos6,r sinG)Sine} 11' 
9.7.2 
or, in genGral, 
; =F(r,G) 
e = G( r,e ) 9.7.3 
Equations 9.7.3 are of the some; fonn as equations 9.2.1 
and the tracking fUnction Qethod may be applied in the 
re plane (plotf;ed. in rectangular Cartesian cool'clinates) 
either in thG graphical proce;dure or in th0 !1UJ1lericnJ. form-
ulation. 
The only Qodific~!tioll necessary is that having estab-. 
lished the c.11owable sector, the locus is extended not along 
the ar.:a which tolcGS it farthGst from the origin but along 
thut which giv6s the highest l' value. 
;,"{hell, as this locus is extended, it r6Qches Gitl1er 
e= -2fT' or 9= ZlTthG point is move;d back to e == 0, a.nd 
the prOC0SS continued. 
One dGsirable feature of this modification is that if 
the 52 1 l'Ggion is circular in the xy plane, it plots into 
a staight line parallel to the e -axis. If at any stage 
the extreme path Vlould oross this line it is oonstrained to 
move along it till a more extreme path is indiontea_. 
Thu extrH1e path in the re plane may then be re-plotted 
in the xy plane to preSei1.t tho more f81niliar reGion of 
praotioai stability. If in the re plane linear traoking 
funotions e.re used, tho extreme path in tho xy pLU16 oompr" 
iSGS aros of oiroles and spirals. 
The prograJl\ for the !:lethod in the re plan.; i;3 given 
in appo.'1d.ix i., .10. 
9.8. EXaLlP los . 
9.8.1. The Syster:: 1.7.1. 
Fig, 9.11 shoVIS the analysis of this systGm in the 
l' e plane (ourve s D a . .'l.d. E). 
L1.e d using tho tT>:eoking funotion u10thod in the xll plane. 
rho inoreased power of thG method in the re pl')l1G is 
npparGnt from the faot that 'I;he region of pr2.otioal stc,bility 
obtainocl. using tl1G re '.llanE: method ;uth only 2 biseot.ions 
~ourve E) is a olosor bound than that obtccinGd USing the xy 
planG ;.lethod and 5 biseotions (ourV6 C). 
It \·:ou10. appear thr.t tho re plane method will bo more 
effeo ti ve for thoS0 SYStGIDS whose region of ;?rnotioa 1 
stability is ::.pproximat81y oiroular. 
I Z '8. 
9.8.2 The SystCQ 1.7.4 
Fig. 9.12 shows the IllE;thod. r.P91ied to this systeIll in 
tho rB plane using initial oond.itions of magnitud.e ~ .5. 
'rho !lumbor of bis6otions is 3. Fig 9.13 shows tho S!lIi:G 
rosult ro-plotted in thG xy plane (or in this C8se tho C 
p18no) • i,lso shown (ourvE; E) is tho region of praoticf.(J 
stability for zero initial oonditions. 
Fig. 9.14 shows the re plQne mothod applied to this 
system for zero initial oonditions and various numbers of 
bis8ctions. Fig. 9.15 shows these regions re,-plotted 
in the xy plane. 
Coopnrison of figs. 9.15 and 9.5 shows that in this 
0880 the xyp1alle Illothod is more effeotive. 
9.9. Extension to Lillo8.r irol1-Statio11~:ry Systoms 
Con.sidor the g0110ra1 second. order ll.on-stationary SystOIll 
.. . 
x + p(t)x + q(t)x -= 0 
where thGtiinG-dopGndont ooefficLmts p(t) and. q(t) s8tisfy 
the bounds 
ID ~ co 
2 
St . k' 37,2 . . d b th f . 1 L' arz~ns .~ 0 0 te.~ne, y 0 USE:: 0 a Sp0C ~(! ·J.GpounoV 
function, the ine<lunlities 
n l > .Jm2 - Jffil 
Ll2 + 2jmlffi2 1- 511 1 
n 2 < [illz-p,. 
as suffici0nt conditions for aS~lptotic stability. 
The tracking function method. is applicabl,~ to such 
systoms, and it will be shown that the upper bound n 2 of 
• 
p (t) Day bo rulaxe;d to infinity while; the lower bouncl ffie.y 
bo lowered slightly. 
Consid0r th0 particulnr s.ysteLl 
•• • 
x + p(t)x + 4(1 +- .5coswt)x -= 0 
then from 9.9.1 1"/0 hr,ve 
q(t) =. 4(1 + .5cos£,.lt) 
so that by 9.9.3 wc; have 
2 III :- 6 2 
j.pplying the ineQualities 9.9.·~ the bounds on p(t) sufficient 
for asymptotiC stability are 
130. 
, 
1.035 ~ p(t) ~: 22,15 
We now apply the tracking f1.L.'1.ction method to this system. 
Let us write the sJrstem 6 'lUG ti ons as 
• 
x = Y 
, 9,9,8 
Y - -'l(t)x - p(t)y 
and let us consider the general linear tracking function 
th0n 
E(x~y) = 11.x + Y 
• , • E(x,y) 
-
.Ax + Y 
-
(li 
-
p(t)).y -'l(t)x 
For this to be positive we require 
x - p(t).l, 
q( t) J 
9,9,10 
9.9,11 
9,9,12 
Of course tho right hand side of 9,9,12 is time varying, 
HOVloyer, let us consider y to be positive (without sacrif-
, 
icing gen0rality since the configuration of the E = 0 loci 
in thG phas0 pIano is, as ;"/6 shnl1 seo ,radiully symr:;ctric), 
Thon it is not difficult to soe that, bocause of the 
b01.L.'1.ds on p (t) 3l1d q( t), we mflY stu te 
• For positive y, E is positive proyided 
i 3 I. 
for 
for 
Similarly We fiDY state 
• For positive y; E is negative provided 
x > f"~ :2n1]y for (1, - n 1 ) < 0 
x > f ~ :1111]y for (.\ - n 1 ) > 0 
For the system of 9.9.5 fi1 = 2 and ffi. 2 = 6. 
assume Wl infinite upper bound on p(t) i.G. 
CD 
9.9.13 
9.9.14 
9.9.15 
9.9.16 
Then the Ll'J.equalities 9.9.13 ano. 9.9.14 [~rc nevor satis-
fied (assuming finite ~). In words, the time derivatives 
of the tracking ~l'J.ctions are never positive for positive y. 
Substituting the ve.lues of 8 1 and Dl2 in 9.9.15 and 
9.9.16 WG have 
• For positive y, E is negative for 
for .(1. - n 1 ) positive 9.9.18 
132. 
{ A - n1} x > y 6 
for 
9.9.19 
It is required to find the lowest value of nl for whioh 
asymptotio stability is ass'Ured. To this end we take 
various va1uGs of n l and obtain, via the traoking funotion 
method, bounds on the system rGsponse. The different traok-
ing funations are obtained by taking different values of A. 
For example let us take n = 1 and i.J. = 2 (whioh oorr-1 
esponds to the traoking funotion 
E = 2x + y 9.9.20 
Then oonditions 9.9.18 and 9.9.19 beoome siaply 
• E is negative for x > y/2 and is undefined elsewhere, for 
y positive. 
For the values 
1. - 0, -t, -I, -2, :'3, I, and 2 
and. n1 = t, 1, It, 2, and 3 
• 
we obtain the fo11oVling table of oonditions for the E to 
be negative for positive y 
• 
133. 
I Traoking III ~ j n 1 1 n 1 1t i n 1 2 3 
.i> function" , 
x> I x> . x> I x> x> 
____ .. ______________ L-___ i ____ ~------~---·~--rr·--···-----
\ !! ! 
o y : -y/12 I -y/6 I -y/4 -y/3 
-x-2y 
-1 -x-y 
-2 -2x-y 
x-2y 
1 x-y 
2 2x-y 
i : 
i I 
-y/6 I -y/4 . -y/3 
I 
I -y/3 
i 
, 
I -y/4 
I I -y/2 !-5y/12 , 
j 
o -y/12 
y/4 o 
3y/4 y/2 
-5y/12 
-7y/12 
I i -y/6 
I i -y/12 
I 
y/4 
-5y/12 
-y/2 
-2y/3 
-y/4 
-y/6 
o 
-y/2 
-7y/12 
-2y/3 
-5y/6 
-5y/12 
-y/3 
-y/6 
Figs. 9.16.(£1) to 9.16.(d) show thG configurations in 
th0 phasG plane for the various v:1111es of n l (111= ?a not 
shown). In fig 9.16.(a) the symbols? on onG side of CQch 
• 
of the E = 0 loci indicate the regions of sign inde terminRc Y 
of the E. The symbols L Show the ('\llov/[lb1e soctors. 1 t 
should bo noted that the tracking function E = x is employed 
in addition to those listed above. The sign of the deriv-
ative of this function is of course defined. eV0rywhere and is 
posi'Give for y positive. 
If r is the initin1 r£ldiuB of th0 extreme path and 
o 
r l the radius after one enoirolement of the origin, n 
13.q... 
measure of the stability of the system is the ratio rl/r
o
' 
For asymptotio stability wo must have 
9.9.21 
The values of rl/r arc plotted in fig. 9.17 agaL~st 
. 0 
This 
1.65. 
ourve passes through tho line r /r at the vaJ.ue 1 0 
'This ostablishes the following oonditions as 
suffioient for asymptotio stability 
1. 65 ~ p ( t ) ~ CD 9.9~22 
whioh OOrapaI'08 with tho Starzinski oriterion 
1.035 ~ p(t) ~ 22.15 9.9.23 
Thus. although tho low"r bound obtaL'1ed by the traoking 
function r.-.c,t,hod is mor.:; rostrictive thal'l tho bound obtained 
by Stc.rzil1ski, the uppor bound is rolaX0d to L'1finity. 
In this unalysis only 8 tracking fUl'lctions V!Grc GDp]oY6d. 
The use of Q largor nWJ bor of tracking func tions, thoueh 
possible, is iupractical owing to thG resultant; conplexi+,y 
of the graphioal procedure. It is possiblo, hovl6ver, to 
evolve a 11Ui.1erioal proo6dure to deal with non-stationary 
8ystehls and which ::,llov-TS the considl;r~ tion of E'. large nw.l ber 
of trncking functions. This is described below, ~nd it is 
shown thc,t the lower bound fi'.~y be o.ecreGs6d to 1.03 at leAst. 
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9.10. Computing "\lgorithfil for Non-Stationary S,ystGIDS 
Consider the system 
x _ f(x,sr,t) 
• 
9.10.1 
y - g( x,y, t) 
Then the extrGhle bounding path from any point in the state 
plane may still be detGrrilin0d by the procedure described in 
section 9.4. provided t is considered const~~t. Since t 
is not constE'.nt, however, D.dditional logic must be introd-
uced and a condition !:lust be fulfilled. This condition is 
that for any x and y the functions f and g are bounded 
functions of t. If this condition is satisfied the tracking 
funchon nethod is applicable. 
The only diffGrence between the routine described here 
and that described in section 9.4 i8 that at any point P in 
the state pIp-ne (S06 fig. 9.3) it is necessRry to find. ·tho 
allowable sector for four distinct contingGncies namely 
(l) • :il .fl:fJ S1J.,. . . I!HJ 1ta.DfH~·:i:otuT G its ,:; i:l1nur.' for all t 
(2). f lt CS its f.1 c.ximu'"J. If 
( 3) • f assumes its minimum , .\"i' 
.J its o i:.l i:c~ un If 
( 4) • f a {; its L1-:.x.ii:-.u:J. ;r 
Thus four allowRble sectors are coraputed. The BOSt 
extreme p!?th in each of these sectors is estublishGd so that 
13b. 
at ~o8t·four extreme paths from P are indicated (it may be 
that more than one of the above four contingenciGs indicate 
the same Gxtreme path). Of thGSG four Gxtreme paths, one 
will be more extreme than the others, This path is then 
The program for thG mGthod is shown in appendix ;,;10,1. 
under the name TFNONJ.UT. 
Using this program with the value n = 1.03 there 1 
resultod the extrGIDe path of fig. -9.16 which indicatos Ctsymp-
totic stability. Our final conditions for as~ptotic 
s tabili ty arG 
1.03 ~ n ~ 1 9.10.2 
in which both bounds are better than those of St!lrzinski. 
In fig. 9.1'a the munb0r of bisections VIaS 4, i.0. thG number 
of tracking functions was 32. It is possible to obtain eVGn 
better bounds using a greatGr number of tracking flUlctions 
although the: con,puting timG mc.y then be: prohibitive:. 
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9.11. Extension to Systems Vlith Bounded Forci11.B Functions 
The tracking function method may be extended to the 
Qnalysis of SYS'bGIDS with bOlilllled forcing f1L"lctiol1S~O 
38 1n a rGcGnt pap6r ;.ggarwal <''cescribe-d a mGthod for 
obtaiIling bounds on thG response of a restrictod ol,,"ss of 
forced systems. Th6 SystGIDS to which the mGthod of 
Aggarwal is applicable are those whose behaviour is governed 
by equations of the form 
• 
-f(x) + g( y) + p( t) x _ 
• + 
y = - h( x) - k ( y) + 'l ( t ) 9.11.1 
where f(x), g(y), hex) and key) QrG poJynomiRls of odd 
degree with positive leRding coefficients, and pet) aad 
'let) are bounded functions. 
For this class of systems the tracking function method 
giVGS closer bounds fu"ld in addition is applicable to a wider 
class of sYSt(,ffiS. 
1.s for the case of linear non-stationary systems (see 
section 9.9) there arise regions of indetGrminacy of the 
signs of the time derivatives of the tracking functions. 
For many systemsi provided a sufficient number of trackli.g 
functiorls is employed, practical stability may still be 
inferred by utilising those functions whose signs.'aro 
determinate at f'J.y particular point in the state plane. 
Consider the system 
• 
x = 
• y= 
2 
-x + 2x y 
-y + f(tl 
where f(tl is an arbitrary function bounded by 
-00 < -L ~ f(tl ~ L < 00 
Let us considGr the two tracking functions 
thon, by virtue of 9.11.2 we have 
• 2x2y El -= -x + 
• 
E2 - -y + f(t 1 
• For 1, ~l to be positive 'NG rGQuire 
> 
1 
Y 2x 
• 
and for El to be negative we rOQuirG 
y < 1 2x 
• Thus, the sign of El is defined overywhore • 
• For:C to be positivE; we reQuire 
2 
y < f( t 1 
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9.11.2 
9.11.4 
9.11.6 
9.ll.7 
and by the boundedness of f( t) this impli6S 
y < -L 9.11.9 
. 
Similarly for :E2 to be negativE; we require 
y > L 9.11.10 
• 
and E2 is undetermined for 
-L < Y < l.i 
Referring to the state plan6 of fig. 9.19 for this 
system, it is evident that the rGctangle i,BeD is a region of 
prelctical st3bility for il'litial conditions lying inside it. 
This is obvious becausG a't all points on thG b01L'1dnry all 
'trajec'tor;iGs are l1il"ected in'llarrls. 
Further, if EFGH is any othGr l'GctanglG cont8ining thG 
origin and such th8t E and F lie bGtw0Gn ;, and E, Dllcl G and 
H liG b6t'tiGGn C o,;ne1 D, thGn cnyGrnjeotoric.s originftting 
insidE; EFGH 08n never loave it. 
In the limit as E cnd F approach the y-axis thG 
region degenerates into the y-axis between y = L 2nd y = -l.i. 
In other y/ords, for zero il'litial x the oscillation is contai-
ned in the y-axis. :;:his is obvious from the equations 
9.11.2 v/here if x is zero 'ther0 can be no x varintion subseq-
uen'tly. 
For this, admittedly rathGr s~ilplG, ay-stem the tr8cking 
11+0. 
function method, using only two tracking ftUlctions, has 
elicited the following information 
(a). If the initial conditions x o , Yo are such that 
Ixol < 1/2L 9.11.12 
then the trajectories are bounded by ~BCD for any forcing 
function f(t) satisfying 9.11.3. 
(b). If Xo = 0 and IYol < L the trajectories 
erG confinGd to the Y-f1xis. 
It is worth noting that this system is not f\ m6mber of 
the clGSS to which ;.ggarwnl's fil6thod is applicablG . 
.;".s a further, more; realistic, eX('JilplG consid.Gr thG 
system 
, 3 
x- -x + Y + sinW,t 
• 9 ,V-.13 
y= -x - y -+ 2SinWz.t 
This systGm has been !'nalysGd 38 by "ggnrwal, It is shown 
below that the tracking function method, using only four 
linear tracking functions, provid0s closer bounds. 
Consid6r the four tracking ftLl'lctions 
E3 = x + y 
E~ = x - y 
~ 
14-1. 
9.11.14 
Then, by virtue of 9.11.13, WG have 
• • 
E '= x 1 
3 
= -x + y + sinW,t 9.11.15 
The right h:l.llcL side of 9.11..15 is time varying, but 
by the boundedness of tho sin function it is Gasily soen 
that 
• El is positive provided 
9.11.,16 
and negativ(; if 
9.11.17 
and is inCLetormino.to for 
9.11.18 
In fig. 9,20 the r&gion 1'1 is tho region of sign 
indeterminacy of i l • The curvos y = x 3 - land y = x 3 1 
• 
aro drawn and. tho sign of El is given on the [',ppropriate 
sides of theso lines. 
Similarly, we h8Y6 
• 
E 2 - -x -
_x 3 
-
• 
E -
·1 _x
3 + 
and ';10 de due 0 
y+p 
x+ 
" + .. 
1'+2. 
-2 <p<. 2 
q 
-3 < q < 3 9.n.19 
2y + r -3 <:: r < 3 
, 
E 4 
positive 
n0gativ0 
positive 
negative 
'positive 
nagativo 
y< 
y> 
x< 
x> 
y> 
y< 
-x 
-
2 
9,11,20 
-x + 2 
-"0/3 
Vi" 9,H.2l 
(x 3 x + 3)/2 
-
(x 3 3)/2 
-
x 
-
9,H.22 
Fig. 9.20 shows tha oonfiguration in the state; plane;. 
J:h" rGgions h. i are the, regions of sign inuGtGrminacy in 
Constructing the Gxtrem0 locus by thG trncldng function 
'policy rGsults in the clos0d r0gion PClRSTUV. This is tho 
5l. 2 region for Z0ro initial conditions. Any trr~j GC tory 
starting inside this J:'Ggion can n("Y0r loave it. irrcs'poct i vo 
of t110 fr0~llG!lCias.521 andSZ 2 of the forcing tarms, 
J:ho bO'\.UlQ obtained by .il.ggarwal is thG rQci;ane;lG JKLLI. 
rho tracking function ulGthod thus givGS much closvr bounds. 
For oX8JllplG. if practical ste.bility d6manG.Gd. the.t y bG 
always less than 3 in mr:gnitu:'l6. th6 tracking function 
ID0thod '"ould Gstr:blish practical str:bility. wh;ilG l,ggnrwal's 
mothod would not, 
11+3. 
10. THE lIlETHOD OF LOOS :.ND Ll.Prros 
10.1 lntroduction 
Consicl8r a systGm cl6scribable by the 8qua t ions 
• 
x 
-
f(x,y) + u l (t) 
• 
10.1.1 
y 
-
g(x,y) + u Z( t) 
In tho genoral caS6 it will not b6 pos8ib16 to obtnin 
the solution of thos8 oquations annlytic['1 1 y. HowevGr, 
if only tho stability of the solution is of intorost, it 
l!]flY bo possibJG to 8SS0SS this via somo sirnplor tGcrm.ique. 
The mothods doscribod in the prGvious chap tors havG, to 
a greater or loss extent aohiovod this. In tl1is ohap·~cr 
wo dC8cribo tho method. of Luus and Lapiclus 7 which providos 
anothor approach, sirJplo to imp 1 OnlOl1. t, but whos8 offoc '0i vc-
noss is, as wc shall S80, OpO!.l to somo doubt. 
Tho mG thod is br"sod upon an [lvoraging tochniquo ''!hich 
nll.ows tho sotting up of an approxir;tation to the systom 
6quntions in a fonn which is readily interpretod from El 
stnbility viowpoint. 
10.2. Th6 Mothod. 
Tho system oquations 10.1.1 ar6 transfol'!:lod to polar coord-
inr.tes by the t:c"nsfon"ation 
• 
r cos e x 
-
• 
10.2.1 
Y - r sin9 
giving 
• {fer cose ,r sine) u 1 et)}cose r = + 
+ [ gCr cosS.,r sine) +- u 2 C t)~ sine 10.2.2 
• 
N(£;Cr e - cose ,r Sine) +- '-'2Ct)]cose 
frCr cose,r sine) + u](tU sinel 10.2.3 
"le now assume thQt, on the right ha.""ld siuG of 10.2.2 
and 10.2.3, t110 radius r is constant C = ro) ttnd that thG 
angle e is a linear furlCtion of time C = e +- :.t). 
o 
Sil1CG WG are inter6stGQ only in the s-tabHity of the 
systeD:, Rnd since this is implicit iz:. thG beh'1.viour of r, 
we ignore equ:)tion 10.2.3 • Equation 10.2. 2 ~ecoE1es 
• 
r 
[f[rocOSce 0 +-
+ [g[rocosC eo+-
i.t),ro8i!lCe o+ 1.t)J +-
ilt),r sinCe +- 11t)1 + 
o 0 ~ 
U 1 et )}COscl7 0 + 
u2ct)Jstnee 0 + 
10.2.-1 
If thG p..ssumptio;1s of const8nt rr..dius a!ld 1ineC!r 
dGp{;ndence of the ~nglG on thG time- were correct, integration 
2 
of ogugtion 10.2.4 bGtWGCl t = 0 nnd. t ="7- should havG 
". 
thG rosult 0 si.!1oG thG SySt0ill would h.Jvo rcturn0c1. to its 
ori8:ina1 StCltO. HOWC-ITGI', becQusG of the inv[eJ idi+,y of 
valuG which is intcrprE"GGd GS a ch[~ng(; in rndius, thus 
o 
2TT/A 
(21T) r -J.~ - 1'(0) 
f {f[roCOS( eo + ..:.t),roSin(e o + :.t)] +1;'l(t)jCOS(e 0+ 
2lT/A 
u,,(t)lSil1.(e + ~ J: 0 
At) a.t 
At) a.t + f {g[roCOS(eo~ 
o 10.2.5 
If thG Q:JOVC i::J.t(;g2~r:~ti0l1f~ £11"'8 performed. (8i.:.-lcO the 
inttigrnncls ~:n~c D.OW [,'lGrl.lz fUllC-+:ioHS of t) G11Q both 8i~les 
811' divided. by t tl101'C :::,osuJ t8 
•• 
re 0) ( _ 
10.2.6 
J 
end ro is replaced by r. In nclo.itiol1, it is Q8SUfti.(;U thEre 
t;h0 foy-ci,l.3 f1L1Ctio:15 (or th"ir fU . .'ld<1mental h~rnonic::J) are 
na)C;eJ.y the l1QtUJ:r>] fI'OQUOiWJ of the Syclt()O. The n[1.tul'[ll 
7 fre~uenoy may be oonputed by the formula 
W 
n bo 10,2,7 
whare Q,b,o Qnd d are the ooefficients bf the linear parts 
~ 
of the system 10,1,1 n0~ely 
, 
x - ax + by 
, 10,2,8 
y - ox +- dy 
Under these assumptions the funotion F of 10,2,6 beoomes a 
funotion of r only and W0 mny write it as F( r), 
Now the left hund sidG of 10.2,6 may be viol'lod as a 
Ih10ar upprO>d.G12.tion to th0 time Qerivative of the ractius r. 
Replaoing the left hand side by 
dr 
dt 
= F(r) 
ar 
dt then, we have 
10,2,9 
j,s vlill be soen 1.9t0r, in').ppJyin.g the above proo6l1ure 
the vnlue of 'Ghe oonstant "~ in the expr6ssion for e in 
10,2,4 is i.m.11deriul BS it oRnoels out in obt£lining 10,2.6 
from 10,2,5 so that it w'.y be- tnken to be unity with no 
loss of gonerality (S00 following oxnmplo). 
it is th6 bf.lsio oont0ntio!1 of the method thDt 10,2,9 
oontains 8uffioi6nt information to ass()ss thG stabiJity of 
the aotual systGnl 10,1,1, Sinoe 10,2,9 is LlUOll Simpler 
14-7. 
than 10.1.1 it may be possible to integrate to obtain r 
as an 0xplicit function of time. !,lternatively, if (Lr 
dt 
is plotted against r, the b0haviour of r may be inferred by 
inspection. 
Thus, consider fig. 10.2 which shows a p 1 0t of ~ 
dt 
vs. r for a hypothetical system. It is obvious that the 
origin is unstable s:L1'J.ce a small displacement results in 
dr positive • The radius will incre;ase until point;, is 
dt 
reachGd. Point ". obviously indicates a sta.ble limit cyclG. 
Point B reprGsents an unstable limit cycle, whil0 C repres-
ents a limit cycle stable on the inside, unstable on the 
outside. 
10.3 1.n ExamplG 
Consider thG systGm 
x = -x + 2x2y 
• 10.3.1 
Y - -y + f(t) 
where f(t) is a sinusoidal function of ampJitude Land 
of frGquency ~1'J.d phase such as to cause th0 greatest degree 
of insto.bili ty. 1.pplying thG transformation 10.2.1 we have 
10.3.2 
Ilt-S. 
Letting e = e 0 + At and r = ro on the right hand side 
of 10.3.2 we have 
• 
r ::: 
+ f(t)sin(6 0 + At) 
Now we have assumed an angular frequency A so that the 
sinusoidal fUnction f(t) causing the greatest degree of 
instability will have this frequency. thus 
substituting in 10.3.3 and integrating we have 
r( :1'1') _ r( 0) 
21l'/A I [-ro + 2r~cos3(eo +- At)sin( 9 0 + At) 
o 
Now let 
then 
+ LSin2( eo + At) ] dt 
u = e + At o 
du _ .l\dt 
so that the right h~~d side of 10.3,5 becomes 
e., + 2'iY I [ -ro + 2r~cos3u sinu ~ Lsin2u J ~u 
eo 
14-9. 
10.3.8 
l-2r 0 rr: L TI ] 
Dividing throughout by 
dr 
2T1' 
and identifying the left 
A 
hand side with dt we have 
dr 
dt 
-r + L 
2 
10.3.11 
where r has been allowed to regain its variable nature. 
o 
Equation 10.3.11, the approximation to 10,3.1, gives, 
after integration, 
r(t) - ~l 2 - e -t) 10.3.12 
Thus, the system eventually performs osoillations of 
amplitude ~ about the origin. 
The above example shows how the oonstants A and eo do 
not appear in the final result. 
10.4. Comparison with the Tracking Function Eethod 
In section 9.11 the tracking function method was 
applied to this 8ystem. 
Assuming zoro initial oonditions the tracking ~~ction 
method established that the trajectories were contained 
150. 
entirely in the y-axis between y = L eXlIJ. y = -.u and that for 
given initi('.l conditions a suitable rectangle could be erec-
ted of width sufficient to contain x and height 2L to bound 
o 
the oscillations. 
'The method of Luus and .uapidus only specifies the aver-
age radius of oscillation and gives no indication of its 
L 
shape. The value of 2" is equivalent to oscillation along 
the y-axis bet
'
,'leen y = Land y = _L 17hich agrees with the 
result obtained by the tracking function method. However 
if circular oscillation is assumed, then the method of Luus 
and .uapidus is misleeding since a suffiCiently high amplitude 
of forcing function would cause the oscilletio~ to enter the 
region xy > 1 which is un.stable. 
10.5. The Computing Algorithm 
It can be sesn that for systef.1S of reClsonGble complex-
ity the manipulations! involved in obtaining 10.2.9 from 10.1.1 
could be extremely laborious. In the ir original pr,pel-? 
Luus and .Lapidus never consider systems whose pol.ynomial 
right hand sides are of degree> 3. Eowever, it has been 
found that for some systems a 3rd degree expansion is insuff-
icient to proviCLe the stability infoI'!llation. (For example 
in the case of the chemical reactor system 1.7.,1 nn expan-
+,h 
sion of less thfu~ 9' degree fails to give meanll"b~ul 
results. ) 
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1.'1e describe below a computer algorithm which allows the 
consideration of expsnsions of arbitrarily high degree, 
Consider the system 10.1.1, neglecting the forcing 
terms. This is permissible since they play no pc.rt in the 
analysis, appearing only as additional cOl1st~,nts in the final 
expansion for dr (see for exnmple equation lOi3,lO.) 
d t -
Expanding the right hand siites of 10,1.1 as polynomials 
about the origin our system is 
IIvtf l+1 i-jtl j-l 
x 
- LL Pijx Y 
L=l...j=/ 
• 
IMf L+ I i-j+l j-l 
Y LL <lijX Y 
/.=/ J=I 
APplying the transformo.tion 10.2.1 we have 
1.Is shown GfCrlier it is sufficient to take 
;.~ = 1 or 
6=t 
10.5.1 
10.5.2 
e = 0 and 
o 
10.5.3 
so that, allowing r to be constant (-= r ) in 10.5.2 nnd 
o 
integrating from t::: 0 to t = 21l' we hElve 
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dr 
dt 
r(2lt) - r(O) 
211' 
10,5,4 
Thus, in the oxpC\nsion F( r) for dr of equat ior. 10,2.9, the 
clt 
coefficient of ri is given by 
2lT 
1 ~ J i-j+2 
21Y L (Pij cos t 
o 
. j-1 s~n t 
i-'+l + 'lij cos J t s injt) clt 
i = 1,2, •• , ,mf 
10,5.5 
'The integrals appe3ring in 10.5,5 aI'G of the form 
2IT 
I(m,n) - J sL"f'llx cosnx O.X 
o 
10,5.6 
and may be computed. for any m and. n by th6 ViGIl knovm 
fomulo.a· 
rmh rmh 
n (m - 2i + 1) IT (n - 2i + 1) 
I(m,n) ~L_~~I ______________ l_= __ I ____________ 2IT (1h1~,,)12 
.n (m + n - 2i + 2) 10.5.7 
1..:1 
for ill and. n both even and. non-zero, 
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l«LOll,O» } _ 
1 ,0 
for m even 
'Wlh 
-, I (m - 2i ... 1) 
rnh IT (m -' 2i + 2) 
1(0,0) -
and l(m,n) = o 
2TT 
otherwise 
j,fter this computntion WE; are left with 
0.1' 
dt 
10.5.8 
10.5.10 
10.5.11 
Now it will in g(;neJ~al be impossible to intograte thh; 
6 <luat ion. However the rucIllire;l estimate of stnbiJ ity may. 
ns stated GQrlier, be inferred from 
for the range of r of interest. 
d-:-
'1. plot of .. dt vs. r 
Having obt2.ined this plot the 6ff0ct of the forcing 
functions may be added. The forcing functiollfl merely 
raise the curve by nn 8JllOU-'1t ctopending O!l. the nQture of the 
forcing functions. 
Fig. 10.1 shows the routine for computing the l(m,n). 
The f'.ctua1 progrQffi for this is dGsigllCltecl. SUBROUTmE SINGOS. 
ThG whole program ca1l6d. LUl.:i.P is shO\'1l1 in 3p.!?endix ; •• 11. 
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10; 6. Examples 
10.6.1. The Syats@ 1.7.1. 
i,fter application of the m6thod the approximate eQuation 
becomes 
dr 
dt G 
~hus. the limit cycle is stable and has average radius 
2 independent of the value of ~ • '~his accords well with 
actuality. 1, sinusoidnl forcing function of emplitude I 
1 dr L 
moves the curve of up by the a.mount so that the ~ dt 2E 
limit cycle moves to a larger radius (see fig. 10.3). The 
1 
preS6nce of the factor E: indioates that increasing E 
increases the stability of the limit cycle since the larger 
~ i8. the large:c· must be the amp 1 i tude of the forc ing 
function reguired to move the limit cycle by a given emount. 
10.6.2. '~he System 1.'7.2. 
The approxima-l;e eQuation is 
dr 
dt 
r 
2 
10.6.2 
which indicates asym:ptotic stability in the large. '~he 
sysi;em is in fact only conditionally aSYIn:Ptotic st['bility. 
The ac tual DOl~ is shown in fig. 3.4, 
1:5"5'. 
10.6.3. The System 1,7,4, 
1.pplication of the method t9 this system, expanding the 
right hand sides of the system equations to d·e/Sree 20, gave 
th6 clepend8nce of 21: upon r ShOVill in the table of fig. 10.4. 
dt 
This is not plotted as a curvc because of the widely varying 
values. However, c1.r it can be seen that the sign of 
IH 
is 
positive for r <: 2 and Ch<lllgcs abruptly at r"" 2. This 
indicatu~ a stable limit cycle of ro.dius 2. Th" actual 
limit cycle is stable but of re.dius .55. Th" discr6pnncy 
is prcsumably due to thG highly non-linear charC\cter of the 
SystCill eq:uo.tions and the resulting gross inval;i.dity of the 
approximat ions made in the ano.ls'13 is. 
10,6,4. The System 1.7.5. ( ~= .2'(3 = .075) 
For this system a 5th degree expc\nsion of the right 
hand sides is necessary to obtain meaningful results. If 
this is done Qno. the llwthod r,.pplied, there is predicted a 
limit cycle of rad.ius .43, unstable on both sides. ·The 
actunl limit cycle is u'lst2ble, but of radius ,3 (see 
fig. ]1.7 rlhich shows the actual limit cycle for this system. 
together with the result of applying the i •• B.R.P. raethod). 
;5" 
11.1. Introd.uction. 
The obj ect of the Glternating extr0ffiEi radius path 
8 (..'..}!;.R.P.) ffi0thod. is to predict the existGnce of limit 
cycle behaviour in non-linear systems. In this object 
the method is similar to the m0thod of Luus and. .Lapidus 
(chapter 10). R01r!ever the procedure adopted. for the 
achievement of this object is d.ifferent. 
:rhe method is r0stricte,1 to second-order systems and. 
no extension to higher ord.ers seems feGsible. 
:. locus, thG altGrn"ting 0xtr0me radius path, is 
constructed in the phasG 'Jlane according to a particular 
policy. If this locus fin2lJ.y C10S0S upon itself to 
producG a clos0d. contour ::lbout th0 origin it is contGndod 
that a limit cycle exists. 
Originall,Y formu 1 8ted. 8.8 a Graphical tecIh'li'lue the 
method. is \':e11 sui t0Q to macr,ine computc'tion. 
11.2. Construction of the :'.~.R.2. 
Consider the system 
x 
= 
f(x,y) f(O,O) 
-
° 11.2.1 
• 
Y - g(x,y) g(O,O) -
° 
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If f and g arG GxpandGd as polynomials about thG 
origin the Gquations 11.2.1 bGcomG 
• x _ 
11.2.2 
• y - cx t dy + e2(x,y) 
whGrG f2 and g2 are polynomials of clogrGG ~ 2. 
ll'urther, lot us flssume that thG linear parameters 
a, b, c, d sCltisfy thG following conditions 
ad be"> 0 
blc < 0 
Then the [;uthor8 of thG method claim th8.t sufficiGnt 
informQtion conCerning stability may be obtainGd from the 
three looi 
• 
x 
-
f(x,y) = 0 1l.2.4 
• 
y 
-
g(x,y) 
-
0 11.2.5 
• jx2 2 2 R d = + :M Y - 0 dt 11.2.6 
2 
y!hGre liI = - b/c 11.2.7 
The J •• J!;.R.P. is constructect as folloY!s. ....t SOlli0 point 
., . 
in thG :phase \llane thG signs of x, y and R will define El 
sector allowablG to the traj Gctory from P. (by Cl procGss 
IS~. 
Gxactly similar to that used in tho tracking function method 
(SG8 soction 9.2). From P the i,.B.R.:? i8 0xtGnded 'lccord-
ing to the following policy; 
• (1) • if R is posi ti ve thG locus is extended along 
th6 path of minimum radius ( i.e. along th0 most stable 
arm of thG allowable S6C tor) • 
• (2) ~ if R is nGgative the locus is extend0d nlong 
th0 path of maximum radius ( i.G. nlong thG most unstablG 
arm of thG allowabl0 sector). 
if this locus closes upon itsef to produce a closed 
cycle about thG origin, lirilit cyclG bGhaviour is inferrGd • 
. -, point of confusion arisGs here concc;rning thG insert;-
ion of th0 factor iv[2 in th0 6xpressioll 11.2.6 for R. 
B6cause of this factor R is not the actual radius and thG 
curves R = coasr,ant nre not circlGs but GUipses. -rh0 
Cluestion arises; in thG plotting of thG ,:,.E.R.:P. should 
thG path cOlilprise arcs of circles or ellipses? -rhe authors 
f th .. 1 k 8 t . 1 o 0 orlg1na wor BppGar 0 USG c1rc.GS, however in t;hat 
casG will not nGcGssarily remnin in the allowablo soctor. 
SincG, as thG authors aQrnit in the original vfOrk, thGrG is 
no mathGmatical. justification for the mothod (at prGsent) • 
there is conseCJ.uently no rigorous method of ans'7Icring th0 
ClUGS tionposGd n bov0. 
ThG following Gxamp10 iDustratGs thG probJ Gm. 
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11.3 Illustration of. thG_.1Jllb~.&Uity }n_J;b.2.911,oicG of Radius. 
Punction 
Consider thG linear system 
x _ y 
• 11.3.1 
y = -(x + y)/16 
Thus, by 11. 2. 2 we have 
b 1 c ;: -1/16 d _ -1/16 
- -2 1:, 
-b/c - 16 11.3.2 
The loci of interust are 
• 
x 
-
0 or y 
-
0 n. 3. 3 
• y = 0 or 'T 
- -x 
• 
11.3.4 
whilG 
• Ltx2 l6y2)i R 
-
+ 
dt 
-
_y2(x2 + 
J. 
l6y2)-2 1] • 3. 6 
• R is therefore negative or zero ever~7here and the 
i,.E.R.P. al'!lays takes the path of maximum radius. li'j.g. 
ll.l.(a) shows thG configuration in the state 
syr.1bols h indicnte thG allowable sectors. 
is the locus ;,BCDEFGH. 
planG. The 
];row consider the; same system after applying the linear 
transformat ion 
'"0 
x = x/4 J.i1. 3.7 
The SY8tOffi Gqufltions become 
x - y/4 
11.3.8 
Y -= -X/4 - y/4 
Then, a _ 0 b -= 1/4 c _ -l/~~ 0. _ -1/4 
and 
'Thus by this transfo:rmation thG function R i8 thG 
(",ctual ro.diu8 in the Xy plane. 
Fig. ll.l.(b) shows the A.E.R.P. for this case ( th8 
locus PQRSTUV1."l). This locus is re-plottod. in tho xy plone 
and thero results the locusl,BC'D'E'F'G'H'. This locus 
corresponds Iloro closely to tho traj6ctories of tho. clystem 
than does the original trHjectory. 
In this linear caS6 both methods imply stability since 
both converg6 to the origin. HoweV8r thl) locus produced 
after the transformation indicates a greater degrGe of inst_ 
ability. It appears quite possible that thGro exis1" non-
linGar systems for which the original method would give 
spurious rGsults. 
Hence, before applying tho method to the systom 11.2.2 
it is first of all nocessary to epp ly the tral1sfO'f"m6-too(l., 
.1. 
X .= l.x whero .f:. = (-c Ib) 2 so that thG func tion R is the 
H.4. 'The Comput}ng 1.lgorithm 
1.1 though the method is in prillcip le s traigh tfQrwz,rd.,;. 0 
for non-linear systems of reRsona b).e comp lexi ty it is 
• • 
necess[,ry to use a computer to plot thG loci x -::: 0, y = ° 2nd 
• R = 0. ~fter this there remains the task of plotting the 
1 •• E. R.P. It appeared worthwhiJ e to_~~.ek an algori i;hr.1 to 
enable a computer to do thG whole job. 
is described below. ·rhis algori trun is both fas t and accur-
at", attributes not possesSGd by the graphiccJ. procedure. 
The method is YGry siBilar to the tracking f1Ulction method 
of SGC tion 9.4. 
Consider fig. 11.2. ;'.t somG point P (x,y) in the phase 
• plane, f(x,y), g(x,y) and R are computed, i. new point 
:r distant 8 froII'. P on the; linG x = constant through P is 
obtainGd. The coordinates (xl'Yl) of this point are just 
Xl = X 
Yl = Y + s,g/Ig) 
i:iimiJ::)rly 0. new point U on the line y= constant through P 
is obtained with coordinates (X2 'Y2) giVen by 
x 2 - x 4- s,f/lf) 
Y2 - Y 
• 
H. 4. 2 
l~ow according to the sign of R, one or both of thGse 
points will lie on the allowab!'G sidG of thG cir16 cGntred 
1102. 
• 
at thG origin E~nd ;Jassing through p. 'rhus if R is posi ti ve 
and 
11.4.3 
then T is acceptable. S:i.111i larly it 111I}Y be calcula tea. 
whether or not U is acceptable. If both are acceptnhle we 
are done. 1f either is not accep~able it is replaced by the 
point W distant s from P along the circle centrGd at the 
origin passing thrOUGh p. 'rhe dirGc tion from P to 'N is 
obvious since W must lie in thG sector UP':E as the othE:rs 
are not allowable. 
In any event, at this stage there are two points 
which d.efine thG allowablG sector. In fig, 11,2 we have 
, ., 
ass~~ed that x is positiv8, y end R arE: negative, The 
forbidden sid.GS are shown shaded. 
• 1.t this stage, dep(mding on the sign of R the ,:"E.R.P, 
is extGndE:d from P to oue or other of thE: two remaining 
points [lccording to the 1l..E.R,P, policy. In fig 11,2 the 
. 
allowable sector is TPN and since R is negative thG most 
extreGw path is ad.opt0d and the locus extended to W which 
beoomes the neVi P. The entire process is repeated here:; and 
so on, 
':Ehe flow diagram for the method is shown in fig, 11,3 
and thE; program is gi VDn in appendix 1 •• 12. 
1(;,3. 
11.5. Exaop}es 
11.5.1. Th6 System 1.7.4 
Fig. 11.4 shows the i •• E.R.P. Llethod appli0d to.the 
ch6mica1 reac tor s)IIstem. Also shown for comparison is th6 
actual limit cycle. TherG is X'easonab1y good. agreGmen'l~ 
bE; tVle0n the two bound.".rles. 
11.5.2. ThE; System 1.7.1 
Fig. 11.5 shO\'18 thG mcithod applied to this system for 
€: -= 0 • 1 . and 1. 0 • For th6 case E = 0.1 the .:~.1;.R.P. is 
almost exactly in agr6em6nt with the actual limit cycle 
which is approximat61y circular of radius 2.0. For the 
case of €: = 1.0 the A.E.R.P. is less representative of the 
actual limit cycle which is more diamond shaped (see ref. 
40 . ). In both caS8S the 1 •• E.R.P. is in agrGem6nt with the 
m6thod of Luus alld Lapidus (chapter 10) which pr6l'licts 
limit cycle 6xistenco with rndius 2.0 irr8spoctivG of the 
valu6 of ~ • 
11.5.3. 'Th6 SystGm 1.7.5. ( 01..= 0.2,(3 =: 0.075) 
Fig. 11.6 show8 th6 physical S6t-UP of this surge 
tank Syst6Dl. 
Fig. 11.7 shows thG r8sult of applying the ;,.E.:R.? 
f116thod togeth"r with the actual limit cycle. 
Ib~. 
11.5.4. The System 1.7.2. 
For this system, as will be seen, the numerical proc-
ed.ure provides Iess information than thG graphical method. 
While thG numerical procedure does indicate the fact that 
the system does not possess a limit cycle it is in addition 
possible to dGterminG by the graphic81 method a region 
of stability. 
Consider fig. 11.8 which shows the 1l..E.R.P.' s fro[') 
various starting positions. 
convlirges to e closed curve. 
None of these 1l..E.R.P.'s 
It is evidGnt that eny 1 •• E.R.P. starting ll1.sid.6 thG 
region i,BCDEF oVGntually attains the origin, while those 
starting outside divergG to infinity. The region i,BCDEF 
lYlay therefore be consicl.erod an Gstimato of the DOA of the 
system. 'rhe actual DO;, is bound6d by the 'curves GG'. 
The small shadod regions R aro in fact unstablG (i.e. the 
1'osponse to initial conditions in R divGrgos to infinity) 
but tho 1', .1~.R.P. ffiothod indicates that thoy arG stable. 
WhilG it is true that wo are here asking more of the method 
than ita authors claim for it, this GXQ)]lple illustrato8 
thG caro which must be GxorcisGd in interproting tho rGsults 
obtainoii. 
It is intorosting to note that the .i;.E.R.P. method did 
indicate that tho stability of this systeo was not 'in the 
large'. The ITlGthod of Luus and Lapidus erroneously indic-
ated asymptotic stability in the large (soe chaptGr 10). 
'''5. 
11.6. Comments 
The 1,. E. R.P. method is eminel1. tly sui t~ble for [uE\chine 
computation, 1.1 though there is ~ot any rigorous mathem-
atical justification for the m6thod, thG examp16s show 
that the ffi6thod does appear to work insofar as a l~nit 
cycle is predicted if wld only if a limit cycle dOGS exist. 
~',s shown by the eXafnple 11,5,4, when the ffi6thod is used 
to estimate stability rather than merely the Gxistence of 
limit cycle behaviour the results must be viewed. with 
scepticism, lt d.oes not appearinconcievable that there 
exist systems for which the method. would erroneously pred.ict 
the existence or otherwise of limit cycle behaviour. 
1(P£" . 
12. CONCLUSIONS 
We attempt hare to bring togeth0r the maj.n conclusions 
resulting from the investigation, and lihich have be on ste.ted and 
discussed throughout the text particularly in the 'commontn' 
sections. 
For the construction of Lia11ounov functions the m,)thod of 
Zubov emerged clearly as the most powerful, s.t loast as far RS 
numerical calcul~tion is concerned. The fact that the c)nvergenco 
of the RAS to the actual DCA is non-uniform in general is the major 
drawback of the method. HOlwv0r, as has been shown, the mothods of 
Krassovski "nd Ing;lCrson also possess a similar feature in that ·there 
is no guarantee that a high dogreE) Liapounov function will bo better 
than a low degree ono. 
Investigation into the reason for this non-uniformity of 
convergonce of the Zubov method would appcar to be a worthllhile area 
for furthor rosoarch. 
WG h~.vo not obtained rosults for systems of order gr, .. ater thar, 
socond, for t~.,o reasons. First tho formidable difficultioiJ in 
involved in extending t.he method" is orvi au" fl'Or;. seotj.a:: 5.6. 
so that ",hile in p:.-inciple such extension io possiblo, in practice 
the time and effort rGquired could not be justified. Second, it 
appOE.rs rc,r.sonable to suppose that the efficiency of a p"'rticulm' 
method c~,n be g".uged by its officiency in dealing wi th second order 
systoms. In other ~lords if a method is .)fficient in dealing lli th 
second order systoms it soems plausible that this efficienoy will 
extend to higher order systoms. 
As fur as computing time is concerned, this rangos from 
approximately 2 seconds for a qu"dratic Liapounov functipn to 
th 
approximately 2 minutes for a 20 degree ~ction, for the Zubov 
procedure (LO.T. 1905 computer). The other construction procedures 
arc generally faster than this but not significe.ntly so. 
As shown in section 5.6. the major difficulty in extending 
tho mothod of Zubov to higher order systems is a problem of .notation. 
With the simple notation used, there arise hyper-dimensionel blocks 
of simul tnneous e'lu"'tions. It would appear useful therefore to 
investigute oither a me~ns of solving simultaneous equ~tions in thin 
form, or a more 8fficiont note.tion. 
The method of Weis8enberger, though straightforward conceptually, 
suffers from a problem of dimensionality. An shown in soction 8.3. 
Weienenbergor'o conjecture for overcoming thin ~oblom is inv~lid, 
due no doubt to the non-uniformity of convergence of the Zubov method. 
Thun, the only effective method for obt~ining high degree optimum 
Lir.pounov functions is the 1\pproach devcloped and described in 
chapter 7. (AI though it must be otrensed the.t rlUch Liapounov 
functions are not strictly optimum but only optimum for the particular 
construction procedure adopted.) This approach is c,pplicnble to the 
methods of Kras8ovski, Ingwerson and Zubov, ~nd ngnin it is the method 
of Zubov which provides the best Lil1pounov functions. 
It is worthwhi.1.8 tc note horo th:".t in a. recent survey pap or 
cJ 
Gurel cnd Lepidus (1968)" str.tc that, "In" paper to be pubLLshod, 
(Luocke and MCGuire) have derived p. comput,~tion3.l method to 
dot~rmino the A matrix (our m~trix B of Kra.s80vski's method; c~uBtion 
2.1.2) so BS to yield the, lC·"'.JSt RAS for tho two varic',ble probleIJ." 
l'his is preoisely what has been aohiev ... d by the method d~veloped in 
ohapter 7, not only for the method of Krc:.ssovski, but also for tho 
mothods of InglTerson and Zubov. 
Tho method of Rodden for plotting the boundary of the HAS is 
t, 'c'Jribod in chapt~r 6 is the only numerioal method knolln at pro:Jont 
for achieving th~ti p~rpose. ~Io he.vG described severel modific,-:ctionc 
to the method ~nd also oortain pathologioal configurations (figs. 6.7· 
~.nd 6.8) l1hich oan a.rise end which poso considerable problellli.'. 
The computing time to plot tho bound,:ry depends upon th·' v~',:i.O'.l'l 
parameters used in the procedure. In our case, typicel times l1Gre 
of tho order of 100 seconds for (lUadrn tic Linpounov function to 2000 
th 
seconds for 20 dogree. As oan be seen the timoG rocluirod for 
construction of tho Linpounov functions r.re negligiblo compared Id th 
the times required for the plotting of the RAS. 
Again, no extension to higher ordc,r systOlfiS has boon dcv01opeQ. 
Roddon hees describod tho analysis of a 3rd order system. HO~'lcvGr 
for orders'> 2 the method would <'ppoar to be info3sible :)xce,pt for 
p2.rticulcrly simplo systoms and low degree Liapounov functions. 
I" 9. 
As a general cowmont on the direct method of Liapounov then, 
it is possible to conclude that it is not p'.rticul~rly >lell suited 
to numoricc:l computation for thG follo~ling rG2.sons. 1. The 
system eC[u~tions (at prosent) must be able to be represented by 
polynomials. 2. For high order systems tho algorithms oro o%tronoly 
diffiGul t to prO{!;rc.Cl ".nd tho Ri.S al;:lost impos[)iblo to plot or to 
visualioe. 3. The Liapounov functions giv~ only a poor approximntion 
to the DOA (sec fig. 703 ~Ihich shows tho bost HAS obtained for the 
systom 1.7.1.A; this is only an infinitossimal portion of the actual 
DOA. ) 
Other methods for constructing Liapounov functions have been 
invostigatod but no algorithms have been obtained. Thesc methods 
31 30 32 are the mothods of Walk~r & Cl!lrk , Inf1'.nte & Cl::lrk' and the 
variable gr[,diont method33• The common fo.:·.ture of these methods 
preventing the formulation of a computing algorithm is th~t each 
requiros the seloctiQ~ of ~ largo number of coofficionts - this 
selection to be made in the light of the analysts exporiencG C!nd 
ingenuity rather than by a formal procedure. It I'lQuld be worthwhile 
to continue rosearch in this dirGction to try to find suitable 
algorithms for these methods. 
Tho tracking fUnction method (ch1'.pter 9) is often moro germcne 
I'.nd is cortE.inly simpler to use. HOl'1Ovor it is limited (at prosent) 
to second order systems. It would be worthl·,hile to pursue extension 
to highor order systems - to l'lhich end a more 'cn1'.lytic treatment of 
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tho method may bo fI·U::'·'':"l. 
A point of interest is tho use of the tre.c.ktng function method 
together with the direct method of Liapounov, for lo",·,ting the 
position of limit cycles. Consider fig. 7.15. Curve B is the 
best RAS obtdned for the oystc;m.1.7.4 • .i... 3:'nec any trajectory 
starting inside this r',gion 2.syraptoticrclly approaches tho origin, 
thon, if the direction of timo is rovers od (t replaced by -t), ~ny 
.. ' trajectory str.rting incido B will eventually leave B. This time 
reversal transforms' syster;: 1.7.4A to system 1. 7.4. Fig. 9.5, curve B 
shows the best bound on the trajectories of system 1.7.4. obtained 
by the tr"cking function method. Thus any trajectory starting ins id" 
B can no vcr leave the r0gion bounded by B. 
the limit cycle for system 1.7.4. must lie in the region botw'ocm tl'.-
cm've B of fig. 9.5. and the curve B;of fig. 7.15. Sir.lilar 1y it 
c~n be deduced that the limit cycle of system 1.7.1. (E = rl) must 
th lie betweoll the curve E (fig. 9.11) "nd the 20 degree curve of 
fig. 5.7. 
'.' 
For this locatioll of th". posi tion of a limit cycle, the closest 
bounds ~re required for the gre~test precision so that the Li~pounov 
function fbr the stable syste8 should bo obtained by the optiOlis:,tion 
rmcedure of chapter 7 ,.,hile the bound on the unstc'.blo rospons: should 
be obtained by the com~uting algorithm for tho tr~cking function 
method ~s described in section 9.4. 
'7
'
. 
The method of Luus and Lapidus (chapter 10) is straightfor~rard 
and eminently sui table for m£l.chino computr,tion. Howevor the 
usefulness of tho method is sevorely handioapped by tho fact the.t. 
thoro is no way of assossing tho offGots of the gross approximations 
involved. It is advi3ed, th()roforo, th2.t the mothod be usod in 
conjunction with anothor, moro rigorous method, perhaps to give an 
initial indicc\tion of the stability bohaviour, rather than on i·~s own. 
This comment applies equally to the A.E.R.P. method (chapter 11). 
A possible area of furthor \fork is an invostig['.tion into the question 
of whether or not there is any justification for the policy adoptod. 
Certainly in those cases analysed herein the method was successful 
in its aim of predicting lim1 t cyolo oxistGnoe. HO~1Gvor an example 
is given (fig. 11.8) for which tho method is sholm to be misleading 
if it is applied to the analysis of general stability behaviour. 
In ref. 5. Kalm2.n and Bertrcm offer the follol;ing comment. 
"The ebstract method (of Liapounov) becomes a concreto ona whenever 
explici t expressions C::ln bo found for a Liapounov function. This 
is always possible in tho linear case ••••••• In the linear non-
sta'tionary case or non-linear c.':8es, no straightforward methods are 
available for doing this. Further applied mathomatic~l resoarch 
should be directed toward developing efficient digital computer programs 
for finding L:inpounov functions", while as recently as 1965, Derf39 
suggests that "automCltic digital computer programs for testing the 
172-· 
Liapounov functions >lo"c.d be of gro::,t vClluo. Furthormore if a 
:)"egrnm oould be wri tton which gGnor'~tos tho Lia.pounov function thu 
analyst would have a complete Liapounov stability test program." 
It is hopod that the roso~.roh doscribed in the foregoing has, 
to some extent, contri bu-t"d to the implemente. tion of these proposals, 
and has indicated the numerical applicRtion cf othor non~Liapounov 
methods. 
'73. 
ACKNOWLEDGEMENTS 
It is \d th plo?suro and gra ti tudo the. t I acknowledge tho 
assistanco and encouragement given by Professor C. Storoy, who 
supervised this ros0~rch. 
Thanks are also duo to the staff of the Computer Contre, 
Loughborough University of Tochnology, for many services. 
'71+. 
In the rofcrcnccs which follow, those nUJ,1bored 15,17,18,19, 
20,26,27 and 28 wore published as a result of tho research d~scribed 
in this thesis-. 
" 
REFEREl~CES. 
1. Derusso P., Roy R., Close R., "State variablGs for enginGers", 
John Wiley, N.Y., 1965. 
2. Hahn W., "Theory and application of Liapounov's diroct method", 
Prentice Hall, N.J., 1963. 
3. LaSalle J .1'., Lefschotz S., "Stability by Liapounov's direct 
method", Academic Press, N.L, 1961. 
4. Antosiewicz f!.., "A survey of Liapounov's second method", Ann. 
Maths. Studies, Vol. ~l, Contributions to the 'l'heory of Non-
linear Oscillations, 4, Princeton U.P., N.J. 1958. 
5. Kalman R.E., Bertram J .E., "Control system analysis. and design 
via the sQcond method of Liapounov. 1; Continuous time systems", 
Trans. A.S.M.E., Series D, June 1960, pp. 371-393. 
6. Ingwerson D.R., "A mOdified Liapounov method for non-linear 
stability anal.ysis", 'J'rans. I.R.E., Vol. AC-6, 1961, pp. 199-
210. 
7. Luus R., Lapidus L., "An averaging techni'l.ue for stability 
annlysis n , Chem. Eng. SciencG, Vol. 21, 1966, pp. 159-181. 
8. Leathrum J.F., Johnson E.F., Lapidus L., "A n81i approach to the 
stability and control of non-linear proeessGs", Journal 
A.LCh.E., Vol. 10, No •. 1, 1964, pp. 16-25. 
9. Paradis VI.O., PerlmuttGr D.D., "'hacking function approach to 
practical stability and ultimate boundedness", Journal 
A.I.Ch.E., Vol. 12, No. 1, 1966. 
10. Rodden J.J., "Numerical applications of Liapounov stability 
theory", J.A.C.C., S0ssion IX, Paper 2, Stanford UniverSity, 
Stanford, California, June 1964. 
11. Infante E.F., Clark L.G., "On the stability of the oscillations 
of a simple surge tank", Trans. A.S.M.E., Series E, Dec. 1965, 
pp. 945-947. 
12. Margolis S.G., Vogt ~'i.G., "Control engineering applications of 
V.I. Zubov's construction proeGdurc for Li&.pounov functions", 
13. Zubov V. I., "'~ucstions on the theory of Liapounov' s ·soeond 
method: 'rhe construction of the general solution in the domain 
of asymptotic stability", Prild. Math. Mekh., Vol. 19, No. 2, 
1955· 
14. 
15. 
16. 
18. 
19. 
20. 
21. 
22. 
23. 
24. 
26. 
Zubov V. I., "Methods of A. M. Liapounov and their application", 
Noordhof, Groningon, 1964. 
Howi t J .R., Storey C., "Optimisation of the :<:;ubov and lng1'ler-
son methods for constructing Liapounov functions", Electronics 
Lotters, Vol. 3, No. 5, May 1967. 
Weissenborger S., "Stability boundary approximations for 
relay control systems via a steepest ascent construction of 
Liapounov functions", Trans. A.S.M.E., Series D, June 1966. 
Hewit J.R., Storey C., "Computer application of the trl'cking 
function approach to practical stability", Electronics Letters, 
Vol. 2, No. 11, Nov. 1966, pp. 408-409. 
Ho,/i t J .R., Storoy C., "Computer program for obtaining regions 
of practical stability for second order autonomous systems", 
Proe. l.E.E., Vol. 114, No. 9, Sept. 1967, pp. 1347-1350. 
Hewi t J .R., Storey C., "Practical stability in polar coord-
inates", Electronics Letters, Vol. 3, No. 12, Dec. 1967. 
Hewit J.R., Storey C., "Practioal stability of non-autonomous 
sGcond ordor systems". (to be published). 
Krassovski N.N., "On stability under large perturbations", 
Prikl. Math. Mekh., Vol. 21, 1957, pp. 309-319. 
Krassovski N.N., "On tho stability in the large of a system 
of non-linear difforential equations", Prikl. Math. Mekh., 
Vol. 18, 1954, pp; 735-737. 
Berger J.S., Perlmutter D.D., Journal A.l.Ch.E., Vol. 10, 
No. 2, 1964, pp. 233-238. 
Szego G.P., "On tho application of Liapounov's second method 
to the stability analysis of time-invariant control systems", 
Trans. A.S.M.E., Series D, June 1963, pp. 137-142. 
Schultz D.G., "The genoration of Liapounov functions" in 
"Advances in control systems" ed. Leondes C.T., 2nd edition, 
Academic Press, N.Y., 1965, pp. 1-64. 
Hewit J.R., Stor8Y C., "On Weissenberger's method for the 
construction of Liapounov functions", (to be published). 
Hewit J.R., Storey.c., "Comparison of numerical methods in 
non-linear stability analysis", presented at the U.K.A.C. 
Control Convention, University 'of Leicestor, April 1968. 
177· 
28. He1'li t J .R., Storey C., "Numerical application of Szego' s method 
for constructing Liapounov functions", (to bo P1lblishcd). 
29. Jilaurer C.J., Garlid K.L., "Stability of naturally bounded non-
linear systems", Journal A.I.Ch.E., Vol. 14, No. 1, Jan. 1968, 
pp. 3-8. 
30. Gurel 0., Lnpidus L., "Stability via Liapounov's seeond method", 
Ind. and Eng. Chcm., Vol. 60, No. 6, June 1968. 
31. Walker J .A., Clark L.G., "An integral method of Liapounov 
function generation for non-linear autonomous systems", Trans. 
A.S.M.E., Series E, Sept. 1965, w. 569-573. 
32. Infante E. F., Clark L. G., "A method for the det~rmination of 
the domain of stability for second order non-linear autonomous 
systems", Trans. A.S.M.E., Series E, June 1964, pp. 315-319. 
33. Schul tz D.G., Gibson J .E., "The variable gradient method for 
generating Liapounov functions", A.I.E.E. I.T.G. on Automatic 
Control, 1, (4), 1963, pp. 23-32. 
34. Inguerson D.R., "A modified Liapounov method for non-linear 
stability problems", Ph.D. dissertation, Stanford University, 
California, 1960. 
35. Nelder J .A., Mead R., "A simplex method for function mini-
misation", Computer Journal, Vol. 7, No. 4, Jan. 1965. 
36. Cunningham W., "Introduction to non-linoar analysis", M'Graw 
Hill, 1958, pp. 106-114. 
37. Starzinnki V .M., "Sufficient conditions for the stability of a 
mechanical system t1i th ono dogroe of freedom", Prikl. Math. 
Mekh., Vol. 16, 1952, pp. 369-374. 
38. Aggarwal J.K. "Amplitude bounds on periodie and aporiodic 
oscillations. Second ord8r systems", Journal Inst. Maths. and 
Applications, Vol. 3, No. 2, June 1967. 
39. Dorf R. C., "Time-domain analysis and design of control 
systems", Addison-Wesley, Reading, Mass., 1965. 
40. Gurel 0., Lapidus L., Chem. Eng. Progress Symp. Ser. No. 55, 61, 
78, 1965. 
178 
APP:&"TDICES. 
In the following appendices the various programs dpvGloped 
i 
and used in the investigation are given. The notes 
accompanying the programs are intended only to enable the 
interested reader to use the programs and give no 
information regarding the logic involved. Thifl logic is 
described in the main text and is also given in flow 
diagram form. 
" 
Program for Krassovski' s lie thod 
The program, written in FORl'RAU 4 is dGsignated 
SUBROUTEJE lNGWER. It computes the coefficients 
the Liapounov function V given by eQuation 2.2.12 
systGm 2.2.1. 
The call statelllent is 
C;,LL ING'HER(1!IF,P,Q,C) 
where 
MF is the degree of the system eQuations J 
a ij of 
fI:lr the 
P and Q are 2-dimGnsional arrays of the coeffiGien'ts .p .. and 
,., ~J 
qij of the system equations. 
C is e. I-diL1ensioal arrr,y containing the 3 coeffic ient s C ij 
of the positive dGfinite mn trix C wherG C is d~fined by 
- - ! 
equation 2.2.2. Thus C(l) contains c ll ' C(2) c?l1tains c 12 
and C(3) contains c 22 ' 
The output is the 1;1 a trix C in the form 
and the matrix ~ in the form 
both in FOPjV;AT(20X,3E17.10) , 
The ooeffioieute ilij of the L1apounov :fU!1.ction are held 
in array 1, which is not outputted but held in the COl.iJWl'T 
area. 
1'80 
" 
SUBROUTINE INGWER(MF,P,Q,B) 
DIMENSION PI\O,llj,Q(IQ,11 ),.(20,21 ),B(3) 
COMMON A 
DO 1 ~=1,20 
DO 1 J::I,21 
1 A(K.J)~(). 
WRITE(2.4)Srl),B(2),S(3) 
DE T = ( Cl ( I , 2 ) • P ( 1 , 1 ) - Q ( 1 , I )" P ( I , 2 ) )" ( P ( I , 1 ) + (l( 1 • 2 ) ) 
T 1 = -B ( \ ) * P ( I , 1 ) ~ Q ( 1 , :< ) - B ( 1 ). Q ( 1 , 2 ) u 2 + B ( 1 ) .. P ( 1 , 2 ) • Q ( 1 , 1 1 + 2 • "I:i ( I , I ) 
I*Q( l,21.p,(2)-(l( 1,\ ).~2"B(31 
T 2 = -2 ... 3 ( 2 ) • P ( I , I )I. (H 1 , 2 ) .. B r :'I ) " P ( I , I )" ci r I 7 I ) + R ( 1 ),., P ( 1 , :2 1 • Q ( I , :< ) 
T3 = - P ( 1 , 1 ) u 2' fl ( 3 ) -1' ( I I 1 ) .0 ( 1 , 2 ) * B ( :'I l+:2 ... l' ( 1 , 1 )" P / I , 2 ) .. B ( 2 )+ P ( 1 • 2 ) 
I .. 0 ( \ , 1 ) * A r 3 ) - P ( t , 2 ) « It 2 * B r 1 ) 
B(I)=TIIOET 
B/2)::T2IDET 
B( 3 )=T3/0ET 
WRIT E ( 2 • d ) B I 1 ) , B ( 2 ) , P, ( ;I ) 
4 FORMATr2DX.3EI7.IO) 
DO 2 lcl.:~1' 
DO 2 J=l.!+1 
DO 2 K::l,MF 
DO 2 IS=I,I(+1 
2 A r I + K , J ... ! S - I 1,. A ( I + I< • J ... I S -I ) ... e / I ) .. P ( I , J ) .. P ( I( , IS) + 2 ... B ( 2 ) .. P / I •• J 1 ., Q ( ~ 
I,ISl+B(3) .. QII.Jl<'(~(K,IS) . 
RETURN 
END 
END 01' SEGMENT. LFNGTH 568. NAME INGWER 
I~I. 
r 
--I -- ---~-'-'------.-' ," 
·\ppendix ;',.2. Program for Szego's Method: Syst~m in Genernl 
Form 
This program, written in FORl!Rl,N 4, oOLlputes the 
ooefficients aa·. of the Liapounov function V of E;quntion ~J 
3.4.16 for the system defined in 3.4.4. The qall statement 
is 
C.iLL SZEGO(MV ,MF ,P ,PD, et, QD, :.;\, D, A, B) 
Where MV is the degree of Lisp01.UlOV func tion. 
llF is the degrGe of the system equations. 
P,PD,Q and QD are I-dimensional arrays contain~ng the 
elements Pi' p~, qi and qi of the system equations. 
AA is a two dimensionnl array of the coefficients afl ij of . 
the Liapounov function (s6e equation 3.4.16). 
• D is a 1-d~nensional array of the ooefficients d .. of V ~J 
(see equation 3.4.19). 
~ Qnd B are one dimensional arrays of the coeffioients a j 
and b j of the Liapounov function in the form of equation 
3.4.15. ;, and B may be oonsidered as working space. 
The program gives no output. 
i '82.. 
, 
--: (---
, ' ~ 
.~ 
-- .L-_... ;--l ---
,~ ~ ---,-
-~ 
SUBROUTINE ~ZEGOIMV,MF,P,PD,G,QD.AA,D.A.B) 
----, 
D I MEN S ION P I 1 c:; ) • Q ( 1 9 ) • P D ( 1 >I ) • Cl 0 ( 1 9 ) • A ( I 9 ) • B ( 1 <) ) • D ( 38 ) • A A ( 20 • 2 I ) 
'~O i K=ld9 
A I K )=0, 
1 B(K)=!), 
00 31 ~=1.2() 
I) I] 31 J = t • 2 r 
31 AtdK.JI=O. 
B( Il=-2 •• 0DI 1 )/PO( 1 I 
DO ;; N=2'!~V-l 
'XN=N 
DO " I=I.N-I 
X I = I 
I F ( ,'j - j + I - H F' 1 7 • 7 • (, 
7 RI N )"BIN )-?( N-l+l I.BI II'X! 
" CONTINUE 
IF(N-MF)S.B.5 
8 BINj.SIN)-2.*QDINI 
5 RIN1=BIN)/«N-PDII I i 
A I 1 ) = ( - P ( ! l>;; I ! I - QD I 1 )" B I 1 I -;> •• cl< I ) I / <:2. • p [) ( 1 1 ) 
DD 15 ,\l=2,Mv-1 - ---- ---- -
~N=~ 
rJI) 16 I"t .N-l 
n=, 
IF! N-I + j -MF 1 t 7.17. 1 ~ 
17 AIN1=AIN1-A(I )j,PIN-l+i I*IXI+!. I 
16 CONTINUE 
DO i8 I"I.N 
Xl" I 
IFCN-I+!-MF 119.19.18 
19 AIN)=A(N)-BI! )*IPIN-l+! )*XI·HlO(N-!+! I) 
18 CONTINUE 
IF(N-M~)21.21.15 
21 A(N)=A(f<)-2 .• 0pn 
15 A ( N I = A IN) / I I X N + \,' i "p D ( 1 »' 
DU 40 1=2.i><V 
~A(!d )=AI I-I) 
40 AAli,2)=BII-1l 
AAI2.'l1=1. 
DO i4\i K=1.31l 
140DIKI=0. 
Mi·1='~V+~F- J 
DO t(!o N=?,\,~M 
XN=N 
DO 100 1=1. 'J-l 
X1=! 
IF(I-MF)101.I01.100 
101 !FIN-J-"~I!+I 1102,102.100 
1~3 . 
'. 
.'. 
,-
.-
.( . 
. . . 
,," ... ... . 
. . 
= 
" 
I 02 ['\ ( N ) = D 0; ) + Q ( I ) * f:ll N - I )+ P ( I ) • ~, ( N - I ) * ( X N - X I + I ) 
IOf) Ci)N ll'l UE 
Ri.=TURi-J 
END 
714, N~ME S7.EC;O 
l.11pend.ix· .'0.3 Program for Szego's Method.; System.~ in 
Comp8.nion Form 
'This prograLl, written in FORTR.L\N 4, computes the coeff-
iciGnts a i and. hi of the LiapoUlloVi-.f1inction of GCJ.uation 
3.4.15 for the system 3.5.2. 
The reCJ.uired. data is as follows 
NQ, the degree of the system eCJ.uations (mf in 3.5.2) 
in FORMAT ( 13) • 
P(l} Q(l}, a list of the coefficients q, and CJ.! of the ~ =1-
system equations 3.5.2. in FORH1.T(2E12.5} 
'The output is the Liapounov function V in the fOTh1 of eCJ.uut-
• ion 3.4.15 and V in the form of eCJ.uc,tion 3.4.19. 
1'85 
--~ ......~.'~ " t. , 
LI ST (LP) 
PROGRAM(MIOI) 
TRACE 
I NPUTI "CRO 
OUTPUT2,(MONITOR)=LPO 
ENO 
MASTER S Z EGOSMETHODCOMPFORM 
DIMENSION P(40),QC40),AC79),BC79) 
REAO( I, I HJQ 
FORMATC I~) 
DO 2 lal,NQ 
2 REAO(l,3 )PC!) ,Q!!) 
3 FORMAT(2EI2:S) 
NN .. 2*NQ,,1 
DO 4 1=I,NN 
ACI)=O, 
4 B ( I ) =0, 
OOSI=I,NQ 
XI=I 
S BC! )=B(I ) .. 2 ":*CII I )/XI 
DO I; IR=I,N'! 
XIR=IR+I 
DO 7 I"I,IR 
IF(IR-I+I~N~)a,8,7 
a A( IR)=AC IR)"B( I )*QC IR-I+I) 
7 CONTINUE 
IF( IR.NQ)9,~,1; 
9 A(IR)aA(IR)~Z,*P(IR) 
6 A(IR)aAIIR)/XIR 
WR I TE (2, 10 ) ~ Cl) , B ( t ) 
10 FORMATC2(ZX;EI2,S),14H I,OOOOOE 00) 
DO 11 1=2,NN 
11 WRITE(2,IZ)A(I),B(z') 
12 FORMATC2(2X;EI2,S» 
DO 13 IR=I,IIjQ 
C=O, 
DO 14 1=1, I'l 
14 C=C+BCI).PCIR .. I+I) 
13 WRITEC2, Is)e 
IS FORMAT(40X,Et2,S) 
STOPO! 
FINISH 
I~b. 
- ·'t.' ! 
~"ppendix b. 4. Program for lngwerson' s l.!ethod 
This progr::lm, written in FORTRl,l'T 4 und designated 
SUBROUTlirE ING':JER, oomputes the ooeffioients a of the 
ij • 
Liapounov function in stnndard form (see equution2.2.l2) 
by Ingwerson's method, for the system of equations 
4.4.2 and 4.4.3. 
The cull statement is 
where }IF is t.he degree of the system equations. 
P ~ld Q contain the elements Pij and qij of Gq~s. 4.4.2 and 
4.4.3. 
o is ,"- I-die. nrrc,y contnining the eleu:ents 0\1' 012 and 
, 
c
22 
of the matrix 0 of eqn. 4.4.7. Thus, 0(1) 9(2) and 
0(3) oonte.in respeotiv6Jy cn c 12 and 0 22 • 
The coefficients u ij of V are storecl i!l CPW{;ON in array 
P (in the subroutine). 'This is outputted. 
':'lso shown is the main progrwn whic h a HoVls the 
, 
gGnere.tion of fc.miliGS of Liapoul'lo',J':fuuotions of different 
degroGs and for different ~ matrices. 
I 
.;. 
. ':+, 
; . : ~ 
.: ! 
, , 
.' , 
" 
, ' 
,< . _ 'i.~. .~, .. '~,,,, ..... -- ... 
" 
_ -=--::c .-~_--
- - - - . 
'" 
- - --" , 
, , , 
._-----
-~--. --", 
-- - _. -
- -- - - -
-:::-.~-=--c::' 
.-~;..~-~--' - -.. -
-- - - - -
SUBROUTINE INGWER(MF,A,B,C) 
OIMENSION A(IO,II),BCIO,II),PC20,21).C(3) 
,COMMON P 
MFF"2*I.1F, 
00 1 K=I.MFF, 
KKal(.1 
00 1 Jal,KK 
I'PCI(,J)aO. 
00 2 I=I,MF' 
Xlal 
00 2 Jal,MF 
XJ-J 
PC I +J , 1 ) ap C I .J , I H ( -C ( I ) * A ( I , I ). S ( J • 2 ). X I-C ( I I. S ( I , 2 1 • B ( J, 2 ) +C ( ! I 
I.A(I,2)oS(J,1 ).XJ+2 •• C(2)oS(I,1 I.BIJ,2).XI-C(31.S(I,1 I.SIJ,I I.XI. 
2XJ)/IIXI+XJ-I.I.(XI+XJ» 
P( I+J, I+J+I )ClP( I+J, I+J"I H(-C(! loA( I, I I.A(J,JI-C(3I.A( I, I I.S(J,J+ 
I1 )*XJ+2' •• C( 2 )oA( I, I HA(J,J+I ).XJ+C(3 I.A( I, loIoll.SCJ,JI.XI-C( II.A( I 
2,1+1 I.A(J,J+l I.XI*XJ)/( (XI.XJ-l. )*( XI+XJ I I' 
00 3 KDIr! 
XK=K 
00 3 LIII,J 
XLaL 
P(I+J,K+L)aP(I+J,K+L)+(C(3).A(I,KI.B(J,L).IXI.XK+I.I.IXJ-XL+I.I)! 
I(IXI+XJ-XK-XL+I.)·(XK+XL-I.» 
3 CaNT! NUE 
Ilal+l 
00 4 K1I2r11 
, XK=K 
KI(=I<+1 
JJClJ+1 
DO 4 La2,JJ, 
XL=L 
P( I+J,K+L-2 )apl I+J,K+L~21+(CI! I.AI 1',1( hSIJ,L).IXI(-!. 1.( XL-I.»II I 
IXI+XJ-XI(-XL+3. 1.IXK+XL-3.» 
4 CONTINue 
DO 2 KDI.I 
XKaK 
00 2 L.2,JJ 
XLClL' 
P( I+J,K+L-I )QP( I+J,K+L.I )-(2 •• C(2IHI I,KI.S(J,L).(XI-XU1. 1*( XL-! 
!.))/«XI+XJ-XK-XL+2.)·(XK+XL-2.)) 
2 CONTINUE 
IF(PI2r1) )5,6,7 
6 IF(PI2,3»)S,B,7 
"5 00 9 l(al,MFF" 
KKaK+! 
00 9 Jal,KK 
9 P(K,J)a-P(K,J) 
-_. - - --
, •• ! 
,. 
, j 
.. ,. 
~ ,.' 
==--~. '-.-·8 
~~.-'--. - - 10 
.-:.~---::: -
=-::;:::~=--. ..:...,:", 7 
GO TO 7-
WRITE(4·.10) 
FORMAT(/II.ISH L.F. NOT +VE 
00 15 K .. 2.MFF 
KK"K·I 
WRITE(4.11 )(P(K.J).J~I.KK) 
II FORMAT(IH .5EI2.5) 
1'- CONT! NUE 
RETURN 
ENO 
END OF SEGMENT. LENGTH 867. NAME 
~7· 
- ,. -
--- --
---.---.-.~ 
:.,.:::..::::::......:--.-
. --=~~~~-::;-.:,; 
'- ~--=:.-- ~ 
.---. --- ~ 
1t39 
.... 
OEF •• /l1l 
INGWER 
_J 
- , 
'I 
I 
, , 
,I, 
~ .~ . 
, " 
, r , 
, .. \ . 
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------- MASTER FAMll'!eS OF' ING -- --- - - .. -- -- -----
DIMENSION Prl0,11),Qll0,ll),AI20,21),'CI3) --- -- -. ---" --.. 
----- COMMON A -- -----
--READI t, I )MF',NFAMIL' --- -- ----------
----I FORMATI2I4) ------
----, WRITEI2',2) 
,----- 2 FORMATC24X,~2HFAMILIES OF STABILITY BDUNoARIES/59W,3HFOR¥/26Xi28HV .-
----'IARIOUS INGW,-RSON C MATRICES,II) 
WRITEC2,3)N~AMIL 
---3 FORMAT(6X,'-~HNUMBER OF SETS OF FAMILlES',14)-- - - - - -- ,--,--
DO 5 ~=I,MF' 
--.- I<K=I<+1 
-- - - 5 READI I ,4')(f'rK;'J),'J=1 ,KIO 
----" NNIIO 
----4 FORMATc IH ., del7 .10)' 
------00 (\ 1( •• 1,"11': 
---- KI<=I<+ I 
---6 READCI,4)(QCK,J),J.,I,KK) 
'17' REAoCI,7)NBoUND 
---- 7 FORMATC 14) 
----. READClr1l)CCI),'CC2),C(3) 
-8 FORMATC3E12~5) 
WRITEC 2',9 )Cr! ),C(2) ,C(3) , 
-- 9' FORMATC35H ELEMENTS OF C MATR!X •• -~ •• - ·Cl1 .... ,·,EI2.5·",2gw,6He!2 -11' 
- --" - 1 , E I 2 • 5 , I, 29 X , 6 H C 2? .. , E I 2 • 5 , 11 ) 
---'CALL- INGWERrMF,F',Q,C) 
----- 00 'ID K,a!,N;OUNO 
-----READC 1,11 )Mv' 
---11 FORMATCI4) 
----. -WRITE(2',200lMV--
---200 FORMATCI4H nRDER' OF L.F.,!4) 
,-- ---- CALL !TIME C I SEC) 
- - - - .- WRIT E I 2, ! 0 () l ! SEC 
--IOO-FORMATI5H TIME,16,3HSEC) 
--- - CALL VALUEC'1V,I.,AI/RADr!) 
-CALL ITIMECISEC) 
- .- 10 WRITEC2rlOOlISEC 
-'--- - .. NN=NN+ 1 
"IFCNN-NFAMILI)17,18,18 
---18 STO? 01 
END 
--- ------.-------- ---.- - .--.. 
227, NAME FAMILIESOFING- - ----------------- - --
--- -.-. _ .. ---_.-'-- ---~-------.-- .. -. -.-
-- ----- - - - - -- ---'. ---- --- -
190 
-- '-- --- -- -- --------...!..---- ----. 
:,pp.:.ndix 1~. 5. Program for Zubov's }{ethod. 
This program, written in FORrRI,N 4 and designaGed , 
SUBl'10UTHffi ZUBOV. cOElputes the coefficients ai. of the 
J 
1iapounov function V (eqn. 5.4.10) for the system 5.4.1 
by Zubov's j;}ethod. 
The cull statement is 
Cl.LL ZUBOV(MV,lJiF,HPH1,P,Q,R,IND) 
wher6 EV, EF, and 15"PHI £".r6 resp6ctive1y the d6gre6s of V 
the system equations und ~. SG6 eqns. 5.4.10. 5.4.1 ~~d 
P a..~d q coni;nin th6 coefficients p .. and q .. of t.hG system 
~J ~J' 
equations (eqns. 5.4.1). 
R contains the coefficients r. of the ~ -ful1ct:ion (eqn. ~j 't' 
5.4.5). 
IND is set to 0 for the regular procedure und ru1Y other 
value for l!lodified. 
Tho coefficients a ij of V ar6 held in COHMON in arr8Y .i. 
Ther6 is no output. 
1.1so shown is SUBROUTDfE GJ,EL. a simultaneous equatiolls 
routin6, and the main program which permits th6 gGnerntion 
of families of Iiapounov functions of various d.egrees and 
for different cf -functions. 
~5C;~:;:}::C:;;'~~CSU~-ROUTlNE ZUElOV01V,t.1F,MPHI,P,Q,RrlND) ~, 
=~~~'~ -:~~~ DIMENSION r:1HSI 11) ,SOl 11, fI) ,PI 10, t 1) ,Q! 10, t I) ,R(3,4) ,hA( It), A( ID, 
:00="',,::: ::.::: ~-~~ .- 11 ) , 
"""_C~~~",,,~_~c.c COMMON A 
""'~~=,~ '-'DO~ 1 Mc2,MV 
MM:::M+t 
~~,c:':c_'=~~""""c,c "XM:::M 
:::.......-=::::-~--
::".7""'---. -.". ___ _ 
DO 2 Kcl,MM 
DO '3 Jol,MM 
3 SQ(J,K)=O. 
~~~C 2 RHS(I( )::0. 
DO 4 J=I,M 
,~~" =~c~~'c XJ:;:J 
DO 4 1(:::1,2 
-,~~ ,- c c 4 S Q ( J.; I( ~ I , J ) ::: S Cl I J <-I(.,j , J ) '" P ( I , K ) ~ ( ~ M" X J + I • ) 
DO 5 Jo2 d"M 
'XJ"J 
DO 5 1(=1,2 
c ,"'-= ~'~_ -. ~ ~=.,- - 5 S Q ( J + I( - 2 , J ) "S fl ( J ~ ~ "'- , J H' Q ( I , K ) ~ ( tt J- I • ) 
IF(M~MPHI)30,30;31 
~~.~'c _~'~c,~" 30 DO 6 Jcl,M01 
& RHS(J):::RHS(J)-R(M.J) 
~: -~- . .-~---= 31 IF(M,,2)8,7,B 
c • _ a MMM:::M-I 
~-. c~_~=cE., DO 9 102, t~M\1 
. ~ ',. - IF( !l·MF1I7t11,ta 
:.::- ~-=o,,- :.,=~:, 17 X I" 1 
=~_ .:C' cc.:: _ Il c I -I- I 
:::-,-c=:-::= __ ~--==---'-- ' DO 9 J::: 1 , I I 
XJ:::J 
NN:::M·oI"1 
DO 9 K"I,NN 
XK:::K 
___ ',_, '·.=~c~9 RHS(JH-I )cRHS(J<-I(-1 I-PI I ,J)"A(M-I~I ,K)"(XM-XI",XK+2.) 
,,'CC'" ~~-~ ~--IB 00'10 1:::2dAMM 
. _ __ IF( bMF )19t19,20 
~--- ----19 ··II~I+1 -
DO 10 J::: 1 , I I 
.-~.~ '::--:--, . .:--... NN=M,.l +2 
DO 10 1<=2, NN ='-=~c '~c--'-_c:c~.·" XK:::K ~-
<'.~c_-"-·~IO RHS(J+K-2 )cRIiS(J.,K-2 )-Q( I ,J)"A(M~i+I,K ).>( X!(-I. l 
·~:·-"'--:~20 IF( INO)7t12,7_c~ c 
===' ~~_12 IF(M .. 3)IOO,7,\OO 
-~ - ~ ~c~_1 00 MMMM::M-2 
~ c~=:--'_'=~ __ DO 13 1;;2,MViMM 
~--~c-~~-lF(I",MPHl)21,2!,7 
~:;~~;_jc3'2=:2LI t=.r +1 
~ - -- ---:-~----'-. 
:..:=:- --=..::. -
-
. -
-, --
"-" ..:....---
. . 
00 13 J:::ld! 
M~"Mn!~1 
00 13 ~=1 ,MX 
tJ RHSrJ<-i(~I)CRHS(J71(-!)+R(I,J)"A(M-I,K) 
7 CALL GAEL(SQ,AA,RHS,MM) 
DO It!. J=I,MI1 
1/1. A(M,J)r:AA(J) 
I CONI! NUE 
RETURN 
t'ND 
END OF SEGMENT, LENGTH 660, N4MF. ZUBOV 
193. 
---
=:-.= ~- . ~---- ." 
SUBROUTlNE GAE~(A,VAR,B,N) 
DIMENSION A(ll,!! ),6(!!),IPIU01(11),INOEX(!!,2),PIVOT(11 ),UA~(II I 
EQU 1 V_~LENCE ( I no\~, JROv!) , ( i COL, JCOL , 
57 OETel. 
__ ~~~~':';:~:~-c" DO -17 J= I, N 
17 IPIVOy(J)"O 
'-_~":o-'''-''-_ DO 135 I=I,t,) 
TcO. 
DO 9 Jel,," 
IF(IP!VOT(J)"I)!3,e,13 
'- '-" '--'--"-13 DO 23 K=!, N 
IF( IPIVOT(~ )-1 )113,2'1,81 
-- ----- 43 IF(ABS(Y)"ABSC1\(J,!{» )83,23,23 
83 IROWeJ 
I COL=K ' 
T=A(,)'K) 
23 CONTINUE 
,9 CONTINUE 
IPIVOT( ICOL)'"'lPIVOT( ICaL)~1 
IF( IROI'i-ICOL '7:1, 10<),73 
--- --- "73 OET=-DE7 
DO 12 L::j,N 
TcA( JROill,L l 
A( lROill,ll"~( ICOl,L) 
------ - 12 A( ICOL,L )nY 
33 T=B( IROW) 
B( IROW)eB( IeOL) 
B(xeOl)=T 
-~---'-~~" 109 INDEX( I rll=IRON 
INDEX( 1,2)n!COL 
-.-;:.:.-~---- PIVOTC I loAf lCOL~ leOL) 
0. __ -::~--_---_ 
DET=DET·PIVOT(il 
A( lCOLdeOl )=1, 
DO 205 L=I,N 
A( ICOL,L )eA( ICOL.I- )/PIVOT( Il 
B( leOL )::B( !COL )/PXIIOT( I) 
DO 135 LInt,N 
IF(LI-ICOL)2!.1~5.2! 
, 21 T=A(L!,ICOLl 
A(LI,ICOL)nO. 
00 89 L:::I,N 
:, ":':~:-=-:~;_~-'2,_89 A (L1 ,L) cA (Ll , L) ~A ( ! COL, L) 117 
B ( Ll ) = B (L1 ) -i'lf i COL) 6 T 
:..:~;,~,', 0:i~.13:; CONTINUE 
---- - 222 DO :I 1;::I,N 
- -- --- L"N~I+! 
- --'- -=-=---=---~-
IF( INOH(L/j )~"''l':~(L,?) )19,3,19 
Cc :-_ >-:;;::.:-~_.t 9 , JRO\~" I NOE ~ ( L , l 
-::..=...:::. ~-.::-
-- :... --- .:-" ---
- _~ -_co. --'-.-__ -
.. ', 
, . 
". 
JCOLnINDEtt(L,2) 
DO 51\~ ~"I,N 
T=A(I(.JROW) 
A(K,JROW)~A(K.JCOL) 
A (j(. J':OL ) "i' 
549 CONTINUE 
> CONTINUE 
01 DD 901 1(::1 •. '1 
901 VAfl( nr.BOn 
RnURN 
END 
END OF SEGMENT, LENGTH 577, NAME GAEL 
-- - - . .. -
____________ MASTER FA'HI"H:!: 01' ZUR ________ . ______ . _____ . 
DIMENSION Pr?O,21) ,D( 20;21) ;,,( ID..! 1) ,AI20;'-I)_ 
. ______ . COMt~ON/~q<:'4t/?,O,R/AflEA2/A ________________ . __ _ 
WRlT,"(2dOOi _ 
____ _ __ 100 .FOR"1H (24 X I ~?4r: ~M tLl El OF ST A!' ILl 'i'Y __ BOUNDAR IES/39X 13HFO~, 126~ ;:17 
llRIOUS ZU~OV °MI PUNCTIONS.III) 
__________ . REA(l( I, 1 )1·IF~N;:A"1IL _____ . 
MP IS D~DER O~ RH5 OF SYSTEM SOUAflONS 
NFAMIL IS N'J'l;:1ER OF FAMILIES 
I FOR~lAT!2I(l.) 
WRITE(2;!0ItN~ftMIL 
101 FORMAT(6X;2'H~UMaER OF SET9 OF FAMILIES:14) 
__ Bc!. 
IPRINTc.! 
DO 2 Kr.! ,~lF 
KK"K+l 
REAO(I,3)(PI~;J),J~1,~K) 
3 FORMATtIH ,JC:I7.10) 
P IS.AQRAV 1F CnEFFICIENTS_OF RHS O~ FIRST_SYSTEM EQUATION 
? CONTINUE 
______ .. ____ DO /.I. K~! ,'iF 
KK::K+I 
. ___________ 4 REA0(1,3l1Qil("J),.J:::I':{~) 
C Q IS A~R.¥ nF COEFFICIENTS OF RHS OF_SECOND SVSTEM EQUATION 
________ NN::O 
-17 READ( 1,8 p~p'·JIINDOllND, IND 
_________ 8FORMH13I4) __ _ 
. _., C N£,OllNO IS N'J'.1I)ER OF BOUND.HlIES PER PHI FuNCTION 
______ C __ . MPHl IS O'lD:R OF PHI FUNCTION 
.. _ C . lND IS SET H 0 FOR PEGlIL~R ZUBOV CONSTRUCTION d FOR MODII= lED 
__ ___ __ _ WR ITE (2;' 103 i . _______________ . __ .__ _ 
__ __ ._ 103 FORMA1'U6X;12IWHl FUNCTIO~l) ... __ _ 
___ . ______ 00_0 i<=i!.MP~1 _________ .. ___ _ 
KI<=K+I 
______ . __ ._. __ .READ(I,3)(R(~;J)"hj'!O{) ____ ._ .. ______ . _ 
C 
_ _ ___ c 
R IS ftRRAV nF COEFFICIENT~ OF PH! FUNCTION 
WRITE(2,3)(q(V,J);J~I,KK) 
I; CONTINUE 
. _DO 7 K~I,NA~UfID 
READ( 1,5 )MV 
hili IS ORO":R or INDI'liDlJn Ll APDIINOV FUNCTION IN GIVEN FhMILV 
5 FORMAT( 14) 
______ ... __ WRITE(2,I04i'1II,!1II1'l _... . ________ . ___ . __ ._.__ _ 
____ ... _ _ 104 FORMAT(!IC,X;II\,20~ ORDER or- L1APOUNOV FIjNC'flDN~'3X~5HIND ,,':14) 
____ . _ CALL ZUBfJ11(VII;rAF,MPHItlNDI 
CALL VALUE(~v.g,AVnAD,IPR!NT) 
7 CONTINUE 
NN",NN+! 
, . 
. . 
JF('JN-~FI\Hlt",) 17 ;Ie; 18 
\11 STOPO 1 
E~JI) 
245; NAME FAMILJES("IFZli" 
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-, 
!,ppendix .,~. 6. Program for Rodd6n's Eethod 
This progr8.t;], written in FOR-rl'Lel 4 and designntod 
SUBRourlNE V;,LUE computes points on the Pi;S for n 
particular system :::.nd c. particular Liapounov f\Ulct,ion, 
The call statement is 
where liV is the degrE;e of thE; Liupounov function. 
B is set at 1.0 nOn:',c,lly, when the averng6 radius of thE; 
" -
R.S is requir6d. If B is set at -1.0 the neg[ctivG of the 
average radius is computed (for the optiruisation techniques 
of chapters 7 and 8 which nre minimisation routines). 
\ 
1, VRAD is working SPelce, ctnd c ontai,~'ls the avoragE; radius • 
.. 
lPRHIT is E; i th&r SE; b to 1 or 2. 1f 1, thE; program outputs 
f:'. list e:,c h linG of which is X Y V.00cr V whE;rE; X and. Yore 
the cool'clinD,tes of points on the bow'ldary of the Ri,S ".nd 
• VDOT and V are thE; values of V Qna. V at theso points. If 
IPRlaT is set to 2 this print is suppressed •. 
Before this list is outputt6d vnrious other VQluE;s nre 
outputted. Theso ore of no consequence, being merely for 
checking purposes. 
The program requires the follo\',ing secondary !3'llbroutines 
SUBROU-rLm PXTM[h(X.Y,DVsVX.VY) to oouputc V)( nnd Vy 
SUBROUT1:m PXTbND(X, Y,E'T, V',{X, V'.!..Y, VYY) to compuiIJ V , V i!nd 
xx xy 
v yy 
SUBROU:i: Hm PX T.AJ:TE ( x, Y ,1,: V ,V) to compu to V 
Thes0 are perrunnent routines. Th0 user !!lust supply th0 
pnrticul[',r routines 
SUBROU~i.TE PX'rAi.TB(X,Y,F,G) to compute f and g 
SUBRournm PX'rl.I<iC(X,Y,FX,FY,GX,GY) to compute fx' fy' gx' gy. 
In thG above, subscripts dGnote psrtinl derivativE;s, and 
f and g nre the right hand sides of the system eC].u,otions thus 
• 
x 0:: f(x,y) 
• y = g(x,y) 
The cOGfficients of the Liapounov function Qro contnilled in 
arro.y 11. which is stored. in COJ.!l1W:~. 
'Ye hnve shown the subroutiile PXTMTB ana. PXTAHC for the sys.;. 
t Gm 1. 7 • 4 .i:.. • 
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, ',I, 
" ,
,. 
' .. ,: 
.... 
, . ': t,,' 
'" ,:' ; t 
, "." 
.' ... ", .',0< ,r ~ .• ~ 
··c .. --.- ---- "-SURROUTINE VALUE 
.. ----.. SUBROUTI NE-VAI.;-UE( ~1V j B, AVRAD ;'1 PR I Ni) .. ------------.... ----.. --
---.... DIMENSJ(lN A(o,7) 
- .. -"-'COMMON/AREA3/A 
-'-- EXPF( X) =EX~(X) 
----ATANF(X) =ArAN(X) 
------SORTF(X) = SORT(~)' 
'ABSF(X)"=ABS(X) . 
"-' - "2' FORMAT( lH ,~EI2.5) 
.. ------.. "x I =0,00000 I .. -
YI=O,O'JOOOI 
STEP=O,OOOI 
GGX=I,OE.,40 
AVRAD=O.-" .... -
. -- .. - - TOTER=O.· 
JJJ=O.... - .... -- -
.- 444 N=O 
--'''-''-'' X=XI" .. - .. --.. 
"'--. "YcYI - .. - . 
.... CALL"PXTANA( X,, Y ,MV, vx ,VY) .... 
.. -- -- . CA L L P X TAN B (X , Y , F , G ) 
.-- -.- VDOT=VX*F+Vv*G'-
- IF( VDOT ,445;44e;;446 
'446 XI=xl/5, 
-- - Y1=Yt/5. 
-- ... - IF( ASS( XI )"GGX )529,5?9,444· 
--'445 RAD=SQRTF(X*.2+Y'*2) 
- --- STAN=SQRTF (STEP**2+2, -STEP.RAD) 
- ...... GX=-Y/ilAD 
-- .. - - GY=X/RAD -
- .... - XO=X 
.. --- .. yo=y" - -- - .. - . -'-
....... --- X=X+GXhSTAN .. 
-----.. Y=Y+GY*STAN - ... .. 
.. .... --- .. VDOTO=VDOT" - ... . 
--.-.. CALL PXTANArX;Y,MV,VX,VYl' 
.- - .. - CALL PXTAN8rX,y,F,G) 
'VDOT=VX*F+Vy*G 
---- N=N+I" 
.--- ·IF(VDOT)462i4fl?,450 
450' IF(N a IO)451;452,452 
--- 451 XN=N ----..:.---.... 
....... STEP=STEP*X\l120. 
--.. --·JJJ=I------ .. -- .. 
-'---"-GO TO :144- ........ 
. --462 .... 1 F (JJJ') 445, ~63 ,-'445" 
- '463 IF(N.,50)445;4fl4,464. 
---464- STF.P=STEP*5': ... 
._--_ .. _-- - - - .- --
---.. - -.- -- ---
---_ .. _- -.--.- ..... 
----_. -.. - ... 
.... ---------
.. .. - .-.- .. ---
. .. ---.------.. ---.------
..---.. -------
----------. 
-----_ .. -_._--
". , 
" "J 
';'. , 
. " , 
· ; !. . 
, 
", 
· :\.., 
· ,-
- GO TO, 444 - -
, . 
, ' 
. __ .. ----------
. - --. ---- --------------
c-- ----.-. ----- ----sp IRAL--ENOS-------------
- 4S2-X2=( X+XO )/2:- - - . 
---V2"(Y+YO)/2-;---- -- - - -
DIST=S~RTf(X~XO)**~~(Y~YO)**2) 
----R AD 1 US =SQRT'( X2**:2 + Y? **?)- . 
------ IF(0IST .. RAD1US/l00. )706,70&;703 ... 
.-- "'---
------_._-
--_._--
. - --------------
-703-CALL--PXTAN~C X2-,'Y2 ,;~V', VX, VY) . - - ------------------------
-CALL PXTANB(X2,Y2,F,G) 
--- VDOT=VX*F+vv*G 
IF(VDOT)702;706;447 
--702 XO=X2 
YO=V2 -. 
---.-- GO TO -~S2----- -.-
'--447'X=X2 - -.- ... --, ... 
----Y=Y2-·--·------ .-
GO TO ~52'--
-- 706' X=12 ------ - --
-'" - Y=Y2 -- - -----
----- .-------
----.---- ---
- ----.-------- -- --.. _-- -. -
----- -.-.---
-----------
.. -'-' ---------
c -------.--------- - . -.--- ----FIRST -LOCATlON-OP-VOOT-= -0----
- -701 CALl.;' PXTANACX,'Y,MV,VX,VY) 
----CAtt-PXTANB<Xi-Y·,F,-G)- -.-- - -----.----------------
CALL PXTANCeX,Y,FX,FY,GX,GY)' 
---CALL- PXT AND (X', Y', MV i VX X, VX Y, VYV)- -- --. ---
--.- -VDOTX=\lXX.~+VX*FX+VXY*G+Vv.GX . ' .. - .-.-- -------------
VDon=vx y *r-'+VX*FY +v n *G+VHGY .-.---
-- --'RODT=SQRTp( VX**2+Vvu2) .. ----
---- -BL=RODT * ('VDoTX **2+VOOry **2) - --- --- .--.-----------
----F,~C= (VX*vDQTX+VY *\loon) IBL - .-----
---HX=VX/RDOT~"AC*VOOTX' - - .. ' --- - - ---
----. HY=VY IROOT.,"AC*VQOTY . - ------ -------------
HMi.lD=SQRTF( 4X**2+~Y.*2 ).--
--- S=SQRT( X**2+Y*"2 )/10. 
ESS=S/5~----- --
- - - - SS=E5S ---- - --. -----
--'708'DX = -5 * HX IHMClD 
. - DY=-S*HY/HMDO- - --
-720-X=X+OX 
--. -Y=Y+DV . -----------
-.--- -DIO=OI 
DYO=DY 
. ---- -----------
.- _. __ ._----------------
-- ._-_._----
'---CAll: PXT ANA-rx~Y -, MV, 11'1., VY) . -. - --- -
----- -CALL PXTAN9(X,Y,P',G) 
VDOT=VX*F+V-V.G·-- ---
--- - IF(VDOT>704;7t')9,709 
-704-X8=1-, ------
GO TD 710' ----
-799'X8=-I;-- --------
-------
.- _._-------------
", , 
7ID-CALL PXTANAII,Y,MU,VX,VY) 
--'-'--"---CALL PXTANSIX,Y,flG) 
---' --. -CALL PXTAi'CcX,Y.FX,FY,GX,GYl 
." .. -.... CALL PqA"lDIX,Y,MV,VXX,VXY,VVY) 
- - '- --. 'VPOTX=VXX*F+VX*FX+\JXV'i'H"JY*r;x 
.. ----.- -- VODTY=VXY*i=+VX*FY+VVY*G+VY*::;Y 
-.-.-- - ROOT=SQRTP I vPOrx*"2t\lDOT'l**2) 
'---'--705' VDDTO"VDOT' 
-.---.- ...... X=X+VDOTX*SC;.vr,/ROOT 
---.-- -- --- y" Y + VD () 'fY. S C; * xe I R DOT 
- '-' 713 Cf'LL PXTANAIX,Y,MV.Ii;i,VYl 
----.--"- ."- Cnl PiiTANSIX,Y,F,Gl 
- .. -. . VDOT"VX*FtVY*G 
---- -"-'1 F (\fDOil712; 709,711 
.- ..... - 712 X8=1.-
.--------- IFISS-F.SSl10. }709,709,1i4 
- 711 XB=-1. 
. -714 . I F I V DO P V DOT 0 l 7 1 5 , 7 () 5 I 705 
----- 715 SS=SS/3. 
---.--. . GO TO 705 
--- "C .' 
-----709 CALL PXTANl\cX,Y,'ItIi,VX,VYl 
---- -'-CALL PXTANBIX,Y,F.G) 
--- --' - 'CALL PXTA,.C(X.Y,FX,FY,GX,GYl 
--- --- 'CALL PXTMJD<x,y,MV,VXX,IIXY,VH) 
-.-'--- .... VDOTX=VXX *F.V x*n +iI AY *a+\lY *GX 
.-,.-.-. VDOTV=VXY*F+VX*FY+VYY*G+VY*GY 
--- ---------
LOCATION ·OF VOOT ::: 0-" --'---
----.---- 'ROOT=S:J,RTF( VXH?+\lyu21 --. --.. - - .-.--. 
- ----. -'- F AC= ( V X *VDOTX + VY * VDOTY ) /( ROaH ( VDOT X'" >: + VDQTY"2 ) , .. 
- .--. -_ .. - -HX=VX/ROl1i-;:AC.VODTX 
"--- ... HY=VY/ROnT~;:AC*VDun 
----. HMOD::S QRTF ( ~ X H 2 +HY ~. 2 ) 
'---'-'--721 RADiuS"SQRT(X H 2+V**2) 
--.-- -- . --"IFI$-RADIUSI100. )707,707,9~4 
... -.--. - 934- P~=-S*HX/Hr~:JD 
-----.- -'DY=-S*HY/HMOD' 
----- - IF(Ox*DXO+Dv*OYfl)722,7::>2,729 
.--' .-. -729' SS",,!';S 
-_ .. _--. --GO TO 720 
--·----722-5=5/3.-·-
... - ... -- -ESS=ESS/3. 
-' --. - .. --- SS=EsS -.-. 
--"- - --. GO TO 708 
---C------ - .... --.---
.- - -- 707 AVRAD=O. 
-----------·-R AD I V=O.· 
- ... -.-.- ·TOTER=O. 
----.. ······ .. -CALL PXTP.NE(X,Y,MV,VTA"(';) 
,.--.... , 
202. 
------_ .. _. 
. , 
WRITE( ~·,2)VIANG 
·--ST=$C\RT(X"~<"'Y(,"2)/l0, 
X=X*.9S 
._- .. - Y=Y",9& 
CALL PXTAN.(X.Y,~V,vX,VY) 
·CALL PXTAN~rX,Y,F,G) 
VD(JT=VX·F~VYI'C; 
CALL P.TAN~(X,y,~V,~) 
TOL=(VTANG~v)13, 
WR ITE (~, 106 I HX,:lY, \/DOT, it 
106 FORMAT(SE!2:5) 
ESST.,ST/5, 
SST=ESST 
CONST=V 
! I I = I 
.. HIt";:Y IX 
951 XOOr:X 
YOO=Y 
xo=x 
YO=v . 
CALL PXT.NA(X,y.MU,V~,uYI 
CALL PXTANDeX,V,MJ,VXX,u.V,vYY) 
GROOT=SQRT(V.*C~9VY·~?) 
Bl"GROOT.~4 
TL=-V X X" \/V ~ .2~? , ,,'/:: Y QU I.. \lY _IIV Y ,;v X I> *2 
X=X-~Y*ST/G~00T •• '*rLQVX*~T**~/aL 
. Y=V+V~.ST/GQOOT •• '6rL*vY*RT**2/~L 
....... Cr,LL· PXTAtJF:CX,V,MV"I) 
EN=u_C8NST 
IF(ENlua3,5~2,508 
993 IF(EN+TOL)508.508,J~? 
·506 EO=EN . 
C~LL PXTANAcX,Y.MU,VX,VV) 
·GROOT=SQ~TF'~X.*26V'··2) 
IF(EN)S09,509,510 
509X=~+VX6SST/GNOOT 
Y=Y+VYR$ST/:.ROOT 
GO TO 521 
510 X=X-VX.SST/~knOT 
Y=Y-VYhSST/r,POOT 
521 CALL PXT.~E(t,t,;dV.V) 
EN:::V_CONST 
IFcEN)'23,522.,?0 
- -_._. 523 !F(E'!+TOLl5:;>O.520,52:;! 
520 IF(ENREO)11,11,~~o 
-11 5ST=55T/5. 
GO TO 5ce 
522 CALL PXT.NA(X.y,~v,V~.V1) 
203 
-- r" 
. , 
CALl. PI'ANBI.,V,F,G) 
VDOT=VX~F.VYIlG 
IF(VDOT)'50;S30,452 
530 GO TO(IOO,lol),IPflIrH 
lOO WRITE(,,2)X,Y,VDOT,Y 
102 FORMAT(3X,E!2.5,3X.~I~.') 
101 SST=ESST 
xo=x 
yo=y 
ER=IOO.*(V .. cO~1SI)/CO"ST 
TOH'R" T OTF.R H; '1 
AVRAO=luRAo+saRTFIMo·2.y*o?l 
RAOlv=:(ADIVd. 
XMO=YOO/XOO 
IF(ABS(XMO-WM~)-.00001)q51,q5I,950 
950 IFI Iy-xoX'I;':l.<YlIU-~IIi1"X:·::.I) )Q'?,9'?,951 
952 IFI III )953,qS~,Q53 
953 111=0 
GO TO 951 
954 TOTER=TOTER/RADIV 
AVRAD=~VRAD.B/A~OIU 
529 WRITEI~,3201AVRAD,TuTER 
320 FORMAT(17~ AUERAGE ~AD!USc ,E!~;5,3X'I&HAVERAGE ERROR ~ ,E12,5,7HP 
IERCENT) 
RETlIRN 
END 
ENO OF SEGMf~T, L=NGTY 1508, NAME VALUE 
. r-
------
c 
SUAROUTINE oXTANA(=.Y.~V.VX.V') 
DIMENSIOtJ ~.(6.71 
COW·lON/ARF.A3/A 
VX=O. 
VY"O. 
DO 1 1=2,~IV 
X I" I· 
DO 2 J,,\.I 
XJ=J 
2 V X " V X ~ A ( I , J ) 0 ( X I "~ .1," \ • )f, X <,,;( 1 ~ J Hd' * ~ ( J" \ ) 
11"1+1 
DO 1 J~2rII 
X J:::.J 
1 VY=VY<-A( 1 ,J),,cl..J-l. )f'Xn"'( ;~~NI ) "'«<d').'1) 
RETURI·1 
END 
END OF SEGME~T. LeNGTH I~B, NA~E PXTANA 
, 
PXHNA 
c 
" 
PXTAND 
$U8ROllT'jNE ~XT;1.ND(X.Y,:W,V~~,VXY'VYy)- '-- -
DH1ENSION A(6,71 
COt~MON / i,REA 3 / A 
VXX=D. 
V~Y=O. 
VYY=O. 
-DO 1 1=2,MV 
XI = I 
11=1+1 
ill=j-l 
DD ? .j::l tll! 
X J=.J 
- -2 VXX=Vi1X+A(I;Jl'(~I~~;J"!.)"(Xl"XJ)"XH(I,.J"I).Y~'(Jd) 
DO 3 J=2,i 
XJ=.) 
:; V X Y = V X Y + A ( I ; .J ) * ( Y. I ~ ~ ,H 1 • ) ~ ( X J,. \ .; '" X*,,( I-.J I "VI< " ( J - ~ ) 
DO 1 J~3, 11 
X ,J:::J 
1 VYY=V'iY+A(I;J);";;J"I.),qXJ~2.I"'X.*(I-J+I)~Y'.(J-3) 
RETU"N 
END 
END OF SEGMENT, L=NGTH 220, NAME PXTAND 
c 
S lH.l R Q "11 NE p HT A NE ( X , Y , '.j V , V ) 
DIME~)r:;i11N A{6,7l 
COt".lLHI/ uR!; A 3/.~ 
V=O. 
DO 1 )n?,''11 
11::: 1<. '. 
'I)O!),,\,Il 
I 11=\'+<1( i ,J;~V""( !-J.?\ )*Y~*(J ... I) 
RETUflN 
END 
END OF SEG~~~T, L~NA'H 1'11, NAi,JE PXT ANE 
PXTANE 
. , 
"" 
SUBROUTINE ~ITANa(X,Y,F/G) 
AA=I.0E9 
EEP=EXPC3.908·Y) -
EP=EXP(-35.g25/(Y+!.754)) 
F=.875.AA.X.EP+.8737.AA*EP+X-.e737.AAnEXp(~35.925J!.754) 
GQ-.6735.AA.EP~.8743~AA.X'EP+I.le.Y~5.57.Y.EEP+.&853.EEP+.873S.AA6 
lEXP{~35.925/'.75A)-.6855 
RETUHN 
END 
SUBROUTINE ~XT~NC(XIY,FU,FY,GX,GY) 
EP=EXP(-35.925/(Y+!.754)) 
EEP=EXP(3.%8';¥) 
AAcl.OE9 
EEPY=3.908* .. EP 
EPY=35.92S·EP/(Y+!.7541 •• 2 
FX=.87S.AA.EP<>!. 
FYn.875.AA·X·EPY+.8737.AA*EPY 
G X::-. 8743",;\ b. *EP 
Gy=-.e735.AA.EPY~.8743.AA.X.EPY+l.16+5.57.Y.EEPY+5,57.EEP~.6853.E! 
IPY 
REiURN . 
END 
20<il . 
•• " - "T~·· •• ~ 
/ 
i,pp611dix ~ •• 7. Program for the Optimisation of ;o:ubov's liiethod 
This program, written in FORTRAN 4 and designated 
SUBROUT lIfE SDdOPT, uses the modified Simplex method of 
1'l"e1dor and liio8.d (soo ilpPGndix 1 •• 13) to optimiso tl1e 
mGthod of Zubov as dGscribed in ohnptur 7. The call 
C" ... .uL S :J1IOPT (lJV ~j.;F ,1iPHI. LHD,;.LP, BEl' , GjJj, B,P ,Q, X, IT~Ii>L) 
'"lhere ],IV NF li,PHl nm B P and Q arG defined in ;'PP:f)mdia6s .. 
1,...;p, .BET '-\ild GJ;M are the par8.lile ters 0(. , f 8:10_ 0 ;)f the simp-
lex method (seo E'.]l:!?Gndix A. 13). 
HRI1,L is the timG in seconds at which the sea'rcb is tJ:) 
torminate. 
The 2-dim. array X holds th6 initial points of the 
simplex. Thus X( 3,J) holds the coordinat6s of thG 3rd 
point (J _ 1,2, ••• ,H-l vlhGrG 1 is thG dimGllSion of the 
space) • 
Th6 coefficiGnts of the Li~lpou..'lOV function are stored 
in C OHill'IOH in array;,. 
• -1 
.,' 
, , 
-~-'-------------":"::::"-----'---
-=--3;;-: -;:_ -:;~_~-:.~ -:-." 
SUBROUT I NE SI MOPT (MV-; MF • MPf.lI. ,-NO:. -ALP";BE-T~ GAM. B'. pO. Q ,X'. lTP I A L ) 
",,~::-.;~:~-~-__ -~_-_ DIMENSION P(lO.II)'-Q(10.ll).XI8;7_r,R(3~4r;AHO.II)-;F(8)-,)(PBAR(7 
-------- IPS<7). XPSS( 7) - - --- ~----'--
~¥!~;~OMMON- A-
'" A-LL -ITIME(ISEC1i 
-.: :...--:---,,---- ----- -
- --- -~~"~-WR ITE' ( 2.555) I SEC 1-
555 '""OPMA1 (8H TIME = 16, 4f.1SEtS-)-"~ 0'0_-_· 
;:::-::':'t--:o =:::c:-,~'oc ~ ! PR I N T :: 1 
=~=~---~"--- N= ( 12 *MPH 1+'1 \ **2-25 -) /8 
=--:=:~=,..::-"o=--~ __ -\IN" N + 1 
XN=N 
~'== _;:.:.,~~, __ ::..-:--'-DO -404 -L= 1. NN 
----- -,-- --['=2 --
~--=-~:-~:-"J=I =o;c-
=~~--~~~ OCr' 40-1 K=I.,\j 
: ~_--~::''''-=-=C'':l'fl r;-J)=xI[;'.() , 
~~= =~-I FI J~-I -I )403,402,403' 
~"':.;~;;-~/l-.o-2 :-,,",-1' :::.::: Cc _~,' 
!" I + 1 
'" -"'" _, __ ~.::--::Z"" -,_ GO I 0' :l 0 1-
,=~===~ 403--,)';-j+1 
- :-:-- --:"~_:..- ~~_~~.~~-~~_: -. ~'i-_- >--_--
,-, =~-~ ,--::: -
=~~""'- -.. -- --~ -- ---
~~.:.~.;,>-_-:--"";401-:-:CbNi INUE - --~- -;..-~~~-_--:-=--_':-;-'::::-- '.~-=:--~ 
"------=~~~=COLL--ZUBOvi \1V. MF. MPH I. P'-Cl. R. I NO -(~'-~~-~~-=-=---~' ~,- --~-
~-==,-:~_ - -'--<:A LL~VALUE ( I1V • B • FF-. I PR I NT ) 
=-~~-~~'~--~ I L )=FF, 
'-__ :. __ ~ -,::,---~~_,l P RI NT =2 
---------4-04-(ONi I NUE-
=-, ,co:: --_·~::_4U-:NH=r", 
==-==~=, D-O 6 = K =2, NN 
-~-':_- ,_'--...--:-~:..,:! FTFI_NH) -F I <) 17-.7;8 
7 - NH=~---
=-=,--;-~:::-=-"=';;'~8;:-C O~U_LN UE:: ,- -' 
"=~~=~"~~jL';;i -- -
,==-,_ "',_ -=-~~c_-'ric: 9 ::-K-,,'2 , N N' -
~~=~=(F-'"" I NL )':F( ~) )9.1'0; 10 
=-o-=:: ::-=~..:;:-=ro __ N L = K 
===~=-=--9 CON I r NUE· 
- :'--~_-~"'--.' NHD= f-' 
- - --i-F-,NH-! )15, 1/l.15 
~~':~!4 NHD=2 
=~"",,~~_15 DO' 11 K=2. N'J 
=----=:=-~_, :'c--:=IFiK-NH)12, 11 12 
~=-12--rFIF( tJHO )-Ff K» 13 .13, 11 
"'.,..~- ~:-::'-",;'C~;-13----NHD=K_ 
~-~-=11 CON,INUE' 
--
-~~-.. :;---- -- :;,.:-==-:-- -=-:-~.­
:...:. ~~--:....:.. .------ --
~;·?~;-:"':-':"_-.IP. f'i'E 12.150) NL I NHO. NH, F (NL) .F (NHO) , F (NH-)_~::~f~::~~"--:--;--c~ --c:, 
150 - F-ORMA-T (/ /! H .313. 3E 12.5) - --- ----------
;:"--~=:::;;-:i:c=-~~~.;,~_c ~ LL ~ IT IME ( I SEC 2 ) 
--
- -
:=--=-~~::.~--- - ---~ -- ~ 
- , 
--
--
.:-:'-::': •. :;;:. ,,- -' . 
.-.- - - -
'-
~::- "--~~::---:: ~-~I~G~~E= 1-;E-~2 ~; SEC I _~ .. _o==-_-~- ~~~---- .. 
~2"'C-: ·:;·~~·7·.WR IT!" i 2'. 555·d GONE ~"-. - ---
~.-~- ~--55f; 'FCJRMAT (15H T HIE ELAPSED: .15-. 4HSECS) ---.. .:. .-
--.--'- -JF'iGONE-iT'lIALlI57.168,168· -~-.~~~.~.--
~=-.o··t· - THIS SECTlDN FOR FINAL PRINT AFTER 'TIME LIMIT-· 
,.~,:,,,:.·.:."c';;"168~!·=2 .. . .... - .~"---~- _-;c~' --. 
-~o:::....::_-. __ - ,J::1 -. ---~-:.---~-.;;...----
=--:_.:.~;c .c-:-Y:~i:/PR r NT=l _ . 
. -.- - --- .. - DO· 172· K = I • N 
~·~-=c'~~;;:'R l Ii J )=X (NL. K) 
.. . -j·Fi"J-I-I)17J.171d7Ll 
'.".":_~-:~""C':~-:'~"::1 7 r."·U=-I-·:~ .-
=" .. ' =.=-==. ... -i = I + I·~ 
·.;c:?~",c.: '7~:r,Ll 'fO-17? 
-- ---'-1 70 -J=J~ I·' 
~~4_;::~:::::172'; t.Q"J I I NUE: 
-_. --- 00 160 K=2;~PHI 
=':'_"-'~i:'_ .. /" .:-=~ K =K + 1 - ---.- .. ~=~~=~ -~--.-.----~- --_. 
= .. _. -.---:;-":..~"":::" ~JR r fE ( 2,159) (R (K·, J) , J= 1 , KK ) "- --- --~.., ~:.:~==---=~ -,-----:._--
=~~ .. 159·-FORMAT( 13H ? .. U-FUNCTION, II.tH· ;6E·12:!n-._": · .. ·.o~ .. -· .-
~~-~-.! 6()CONT I NUE . -- .~~~= =-
=~~_::.. - 0:' ··~C ALl:: -Z UB 0 V ( il V d"F~ MPH I, P , Q , R ;-, NO n::~::.=~:· ~==-"""-': .:.-~- ."-c- . 
=~~~.o-·~CAlL VALUE ( \IV. a. AVRAD, 'PR I NT ).=-~- -.~-==~ .. =o·~·_ .. '~'-' .. 
= : . "-==~:·o .. _RETURN '.: 
= ==-Ci=~--' -.. 
;c .-:o::-;:-:-.:o.:O""';.! 6 7':::0 b--· 3' K = 1 • N . 
-- - --- 3 - X PBA R ( i( ) =0. 
=_. ":;:;;,=-'-':::'~ "~'O~O~ 5_J=1. N -
----- ---Ofj-41=t".NN 
_c.=."",,'-.-- ·":::'::.2'IFtJ :-NH) 6, d, 6 . 
- - . - ---'6 '-j( P BAR i J l = X P BAR ( j ) .. x ( I .J ) 
--- -_._-
-"-.-. - --:: ~'-:--:-~~::---=-~..:....:.--~ 
~~--=-,-::=:'_~:-4.=OC ON1-' ~ru E . . '~,-;;::: 'y~c~-:t'",:<,-~ 5~-
~?"]'~==~----XPBAR (-J) = XPMR (J)I XN ... - - _. . - _. - _ .. 
~~)"~--~~i..~~~::~7~~ !~-I) ( x PB AR ( J ) ~~~~.-;/) ;--,.':~ --=5:'-:;;=;';-:=-=':=.:;:'...-;:.- ~--
=.:::..:. _ '15l'~E.O·P.MAT ( 1 H .• SE 12.5 ) - -. '- .•. - - -,¥-;::,:c;i':J,,:,Y:'~~~ .-=-.... : - - .. 
---- ---- -- '00·20 K=l, N .-. - -~.-~----- _. __ . 
~.:: __ .' ~.::=-,.~io:':-x P'S-(K) = ( t : +A L P f. x P BAR (K ) - A LP~ j( CNH-,_K C~ '.-.:_::.:':-:-:.':.. _ .. {.~:'-~:-.-
-.------ ---)=2 . . .. -- - ---. ---._.-
---- - --------
." :~~:-.:-=--T=_--=- -'-:..;=.~:-=-__ - :' .. __ - ... 
---- -~~= 
'--:::.~' ~~:-=-~ -.:,.-~~--:=..-=- -.; ---=."...:..~~ - ," 
7-=-'-'- ~'::-'-"7~:-=:~--
_.c.-_-.: "_.:..::...:..= _--==- __ 
-:- --.-.---.. -.- .---. --;-; .. -
- - . - --
-_. __ . --- .. - - - .: 
. __ .- -
- ----::::==~ -?:-:.::.=~.:::::::::--:..-:: ,~~=-~.-=---' ,., .. --
-~-:.~-.-
- -_. 
'.-.":;::--:' ,_."._-----
I 
---. - ---' r--'"~ . "'. 
. '
" 
" 
---.---, -.=:--.~ ---;:..: -=-.- --- .... -- -~7-::::=---=-; -... ... -~- -=;:~---
'~-- =-_--:-:-:-- -= _... ----
=~- '_-O~., -I F eR 12.1) *R 12.3). LE. R I 2. 2 ),*.V4:'YGO""TO~'6'{Ocf:=-''O-=:''''''''~~ 
cc<:-:::c-:=:":'--,,~o_C ALL,' Z usa v I \1 V , MF ; MP HI. P • Q,. R • 1 NDC··~'~ =_-,--,' 
-~'~~~--== C-ALL 'VALUE I \lv,'e. FS; I PR I NT f ~=~, ' 
:o:-_=.:=:'-:----=.-.:..:..=: "::-= ~:.:;:-r, o-~:ro & -1 2 
=:==6'(O~-WR-nE 12 ;611 
~,_~,-.:c~'6~'I,-,'I,-,-:-FUf'MAT I 24H CONSTRA I NT 'TR ANSGRESSED')'_.~=-'--"'~_-2:-. ~""-,---~~::-~. 
= . FS-"'iRI2,!)*RI2,3)";RI2.2)'*2/4:)*S--
=,.7~~:='''::-''6-I,2 'w R' (, E I 2. I 5 I ) ( x P S (J) , J= I, N f7' 
=-~-'- -WRJTE!2'.!52)FS 
FDRMAn4H Fsi .EI2.SI 
lFIFS-F'INL»2I,21.22 
~~:,,:,,,-::~-'~21' DD 24 K=I,N' ,-, ---.--'-.:.~~.~.:-:=~ 
~:f~:~,=",~~~~~.~~II!/,~1 1 + GAM )-*,XPS I 1<." -G A~: x P~-~'~:;~~~=C~:Z:C" c:,~,:~c;--~--~ -:~.~:=:~ _. J= \-' -.. " 
-- -.---------,-
....... -.--
- ----:....--:-~- -"':-:':::;~:~-=:-:~-:---"---':"-:~-=--
, . 
...0_- _ 
--... - ... -- --- -
-0- ~:..:. • .:-_-~~..:.. _. __ ;, <:~-=-_--=-:::" ___ =-==-==~_~-=,:;-:-_._ 
-.-.--:-=-:"-.-
. =-~,::~~-;-'_--- --==--:-0'-_...:-:~",~ ~_ 
-:- -:::...-=:--::::--~- ~ .;; =-----:::-- ---- -:----=----~------
__ - __ ::._-=-.....: ~?=.-:;:-_=!2:_~ c;.=-= . .=.-=}~=r.::_--~c";.-_~:'·_.- .. -. ___ . 
-.--= -:. --;~. .: ~ --;::? - --=--. -.:...., ::.:.-.---=-
~ --=-~- ..;.~-=::::-: :----~,~- ::..----.. ---'--:..:..--=: --....:.: 
--- ---
~"::-:-~ __ .~_...:..~-w--'"..:: ____ -::....~:.~~__=_=._-
.2[2 
~~-- '=';-j: ::::::~---~~..:~-.:-: ~-.. ::.-
.--...;.... - -=-..:_----"---
- --=~~ ==-~----= --~~~-.:-..-:.- -: 
._-:.. - -,--. ---- - ------
-=---:..~~ ... = -. -= ~:-~-,--. 
,-
I-
, 
:.::-~~~----
.""::... .'.-~ ."_ ... 
.. --_.-
.- .. 7-::-.::~ .. :::'::"- -
( 
( 
... --=---;c--.-----O = .. ". .. "O.=-:.--=-~=- .. 
:- ---:..----.. - _ :._. __ ~ ....:..._.....:......_~_~=-===_-====-==_:::.z..'.:.::..~:~ . .;:,.:.~-. 
-:.--::--.--.--
---- --
.----- -. -=::....-.=:-:;- .= 
- -. 
-
-
----
.. . -___ ~- --_·--":--~-~~-:-:.-:.-,:,;-:.-~_-r--~-=~:-- _--::_~:~~-::-~ _ 
Appendix ~,8, Program for Sequential Optimisat~on of 
Zubov's Method 
This program, written in FORTRLN 4 and designated 
SUBROUTINE CYRIL applies the method of seotion 7,5 to 
the oonstruction of optimum Liapounov function~, 
The oal1 statement is 
C:,LL CYRIL(MV,MF,IND,A.c.P ,BET ,B,MPHIMX) 
where all arguments except the last ore defined in appendix 
; 
A.7. 
l1PH1MX is the degree of the 9-function, 
The main program oust also supply other variables whioh are 
stored in COMMON, 
ITR~L is a I-dim, array holding the times in seconds at 
which each stage of the optimisation is to terminate,Thus 
if the optimise.tion is carried out on 3rd degree ~ -funotj.ons 
, , 
liJPHThiX is 3; the optimisation of the quadratio part of will 
termin~te aft6r ITRBL( 1) secs. and the optim.:j.sation of the' 
3rd degree part after ITRL~L(2) secs. 
XX is a three-dimensional array containing the points 
of the simplex. The first subscript denotes the degree of 
the part of ,rj being optimised: the second the point on the 
Simplex; the third the coordinate of the point, Thus 
XX(3,2,l) holds the first ooordinate of the second point on 
rd ,/. the sll~plex for the 3 degree part of ~ • 
P and Q are defined in appendix i •• 5. 
21 Lf-. 
, '., 
f£~;~~1"~-~~-~_; S-URRnUT I NE r. Y RI L( MV • MF • I NO.. ~L ~:: ~F.T"7~~~ -:B-".M~OHTM7~-~-;~::' 
;c-c:::c:=="~=,= ___ 0 I ME N S I ON X I 0 • 5 ) • R ( 4 .5 ) • F ( 0 i ,p( 5 • 6 )c. 0-( 5 • 5~)"';A ( 6-;7); X P BAR ( 5 ) • X" SI 
-'~-=~=-- ---~--1xPSS(5).IrRIAL!3).XXI3.6.5) ------ ---- -
;::_:;~~_L~'~:,-COMMON 1 ARE AI IP. 01 ARE A 31 A! A RE A411 TR I AL:~ XXrXTARE A 51 R' _ ~- _ 
--- --OLCITIMEIISEC1) -----,~-----=-=--- - - -
=:"'---~~_-=c-=-- ;PRINT=1 --- --_--~- __ - --=---~---, 
~- - - -~~-- MPH1=2 - -- --'"- -- ~~,-,~-~---------=---- ------
~E'_~XO-l - MMO~E= MPH 1+ 1 -- ----- - - --- -_-c,-_ ;:.-=_2;':-~;-~-f!i-<---~-:--:--:---
- - - -= XN=MMORE 
""'~:-~ :~-?::.'':.f:- MMMURE =MPH 1+ 2 - _~ - - -
-------- i'L· 1 K = I· MMI10RE 
~::::=-:-: _=- =-:~';:d::-Dr)-l-J= 1 • ~lM.'RE 
------- -Y(I(-;.jI=XXIMPHI-l.K.J)-
-- - --- ----- -~---=-~~ 
__ ._ -.~--::5...:_ ._-~__=..:...-______ .-:'-___ -._ 
~~-=:-"-~.;:TCONTINUE ___ - - -- ,:-,_--_~=-: ~~_.::--<-i:::.=~~-::~:", -----:~--
DD 3 K=1. MMll0RE 
~~~",...;~?-:~~--,-::::cD()' 4--_J= I, MMQRE 
PIMPHI.J)~XIK.J) 
-;:----- .-.-. 
=:,:,, __ ."....,;.~:,~-4:.):nNl.-INUE· _ -.------ -._-.:::'--- +--0:::-
-- ---==---CAfL ZUBOVIIIV.MF.MPHI.INDI C:: __ ='-"_=-:C- -==-- =,'- - ---
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- ----- - ---F ( I( ) = A VR A 0. ---- - -- --- -- --- -------
p:--=---- --< :=-:! PRl NI =2 
- -3 --CON f I NUE 
"'.-= _=",;:- :,-=~4-0--NH=1 
--- ----- 1')0 8 1(=2, MMII(1RE 
~~~-:::~--=".i'-~c~~-I F (F (N-H) -r: I ~ I ) 7.7.8 
-----7- NH=K- - . .-
=--==--~~,- - ~-.-.- -::- -_._==----
- -- - ---.~C?::---:-= -.--~--.. ---:---- -_.-::--. 
- --~:~i;.:""~. -;~:+- ;-..:::;.~; .--:: . ..:.:-_:,-::.. 
__ '--:'.:...3_-=--=-' -. :£~ '::-:,,-=~._ .. _-__ .--'-~_._. 
- ~.--~ -.:-_';:_:~--~--:-,:"_-:.;--"--· .. -2:--···:' 
- - ---~-=-:-"-",------
--- :.----.-,;. -=.'- :.".~:--~ --:-..:----
__ .-:=..:--:_.:0-=:--==.:< 
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;-.:.---.:: ---..;......;..---_.:..: 
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'- ,=,=====-~~~-~'~~' 
./. ' 
, " 
, ' , 
, , 
'. 
----- ---, -- --
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- - -'-
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" 
- - -. - . 
-- - _._---
- --- - --
_ ; ~-,,'.:--:-.~_-_..:.--? - . .:~ '-~=::::.::::-::-~-. :::;';'.i~t..:. _ _ + ?- _ ~ _ 
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1258. NAME 
'2.11 
kppendix :,.9. Program for Weissenberger's Me thod 
This program, written in FORTRi.N 4 and dGsignated 
SUBROUTL>JE SlliiOPT, appUes '7eissenberger's llGthod to the 
construction of optimw~ Lillpounov functions. Thu call 
. , 
S t8 temGnt is 
Ci.LL SlliIOPT (N, X, B,i,J...P ,BET. GAM, Fll,F12, Gl1, G12) 
where N is the dll~Gnsion of the parameter spaoe and is given 
by (mvrl)(mvf. 2)/2 - 3 wherG mv is the degree of the 
Liapounov fUl1ction. 
X holds the points of the simplex so that X( I,J) holds thG 
Jth coordinutG of the rth point. 
Fll,F12,C;l1 and G12 are the coefficients of the lineur parts 
of the system thus 
• 
x -= Fllx t- F12y 
• Y _ Gllx t- G12y 
The other arguments ore defined in .:,ppendix 
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" , , 
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-----, --" --,-,--, -,-. ~ '+-. ~.o:...---=:------=--
-' ~ ...:---.: --.:;::- -=-~-:, - --', -:: 
SU8RDUT I NE 5 I~DPT (N, X, B, ALP, 8FT, GAM, F I I'-FI2"'GIT,GI2"'1T~ I ALr:~' -, 
D I MEN 5 I D N X C 2 I , 20 , , A ( I 0 , I I , , F C 2! , , X I' B A ~ ( 20 , , X I' S ( 2 I)' ; X P S S ( 20'- -, 
- -------CALl ITIME( ISEC1) -. -. :-~--,--~-::-:--- ""7- -~'.--~- -
--,-
IPRINT"1 
KK=O 
KKK=O 
NN='l+! 
XN=N 
_~ _....:....- __ - __ , _. __ ~.:o '. ___ . ..:. 
~--=",==---, - -,-_0:-
, i 
. -, ' 
.. - .-
~.-'. :...=::-=. ~ .-:.- .. :;:---,. - ._--
C PUTTING- POINT COORDINATES IN LUPOUNOV-'ARRAY-'ANO-OBTAlNING-V-';LUE-' 
DO 404 L=I,NfII 
1=2 
J=I 
DO 40\ K=!,N 
ACl,J)=XCL.K) 
IFCJ-I-I )403,402,403 
402 J=1 
_ .. --"- . 
1=!+1 
GO TO 1101 
~' 1103 _ J=J+ 1 
401 CONTINUE 
XMV=C-3'.+SO~TC8.*XN+25.',)/2_ 
HW=XMV+. ! 
. -----.- -. MV='XM,r ," """-
R!=?.*AC2.! ).F!I+AC2,2'.GII 
I 
- __ • _-. ---I 
-=~~ ----- -, 
-
- .. ~---
-- -
------- ----
. . ._-
~- -- - .. --. _. ~ 
I - -, _.:....... :_' .-,--~_'. __ 7'~ 
. -. ~ ---:--::-:-- -- .---:".- - - ------::--:::- .-
- -
- - - . -- - - --
-~- =--""'-" ---,- - ' 
-- -:: ::::.':- - - £._~>-- .. ,'.-,:.. 
,---1 
R2=AC2,2'.FI!+2 •• AC2.! '*FI2+AC2.2"GI2+2;-.AT2;3T*Gn--;-~:..:-c.- .. " -,---::---
R3=AC2,2,.FI?+2.*AC'-.3'*GI2 
TEST=Ql*R3-R2 •• 2/4. 
IFCTEST'7!O.7!O,711 
~-"-, 710 FCL )=-TEST 
GO TO 404 
-- -
-711 CALL VAI.UEC,I1V"A,8,FF,IPRINT-) 
FC ll=FF 
IPRINT=2 
404 CONT! NUE 
40 NI-I=! 
00 1'\ K=2,NN 
-- ,- - _ .. IF (F ( N H') - F ( I( 1 ") 7 ; 7 ,8' 
- - - 7 NH~K' . 
---::--- -e- CONTINUE 
. ~---
NI.=1 
DO 'l K=2.NN 
IF C F ( N l'l-F (K , ) 9, 10, I 0 
i O-NL:\( ---
,9 CONTINUE 
NI-IO=I' 
IFCNH-I )15;,4,\5 
14 NI-I0=2 
15 DO I1 K=2,NN 
--::-~-,~-.--=--- "77 
.--:.._-- --:-. -- -
.. _. 
:..-,--.:.<~- .;-~~~- ,---::':'.~':..:;:,-
-~""?"~=- --, --
,-" -_- .. ;:._.: .. 3 __ ':'-'. !_, _:..--~--,=---' 
..:.- . .:: ":;:--
- - :"..:: --::-.- -:;:-.,,: - -
'::--::., -:-._.,-=-..:. - " 
. -, - -: ~-~- .:: -~ -!_-c:- .,' -=- -.~ .' ::;:.~~ -
-:-: -:;:--~"",-------" - :;:-:----=- ~...:- . 
, -
-:.,_. =- -...: ~ .-. -.-
.:-::-:- ~,7~ .. -,---
.~-- ., =-.:.. _.-::._.;. - . -.-.:. .. -.:. , 
--"'7" c-''--:----, : ---_;-~ 
.--- ::....~ .. ...:....---. '- .----=----'--" -.-:' . 
~~~, -~---,-----
---
-:.--"'-'-.,..==-... - .:.:::-.---.-='.: - - :;:--;.-
I 
" , 
- . 
Cr 
--...... ..---, 
219 
___ ..-p~ -~_ '_' ,_ ... ,._,~~_:::_-c_::~:_~--_' --:-. r) 
" .
" , 
." j, .. ~, " .... ;. • ..:. ~l" 
IF(K~NH)I?.I! .• 12 
12 IF(F(NHO)-F(K»13.13.11 
13 'NHO=I(' 
11 CONTINUE . 
150 
WR I TE (2.150) NL. Ni"O. NH. F (Nl ) • F (NI.iO). F (NH) -
FORMAT(313.3~12.5) 
CALL !TIME( ISFC2) 
IGONE=ISEC2-ISECl 
~ -
-,----- IF(IGONE-!TRIAL)167.157.158 
C Ti"I5 5Et::TION FOR FIN.41. PRINT ~FTER TIME LIMIT 
168 1 =2 . . --.. - .- '-'-~--.-
~ - --
J=1 
---- - ---
-.-. - -:-::-::: --:-:-
- - --
C 
171 
DD \72 K=I.N 
A( 1 .J)=X(NL.K) 
IF(J~!-I )170.171,170 
J=I 
T=I+l 
GO TO 172 
170J=J+1 
172 CONTINUE 
IP'lINT=1 
CALL VALUE(~V.A,B,~VRAO,IPRTNT) 
RETU~N 
16700 :'I K=I.N 
XPBAR(K )=0. 
3 CONTI NUE 
DD 5 J=I.N 
DO 4 I=! .NN 
IF( I-NH)6.4.6 
6 XPBAR(J)=XPBAR(J)+X(I,J) 
4 CONTINUE 
XPBARrJ)=xp~AR(J)/XN 
5 CONTINUE 
151 
WRITE(2.151 )(YPBAR(J),'J=I ,Nl 
FORMAT(IH .3EI7.IO) 
DD 20 K=I.N 
-'-: --. ---,,--
-:-- -~---
,', --;;. ..• ,", - - . - .. 
--- -~---:;-----;---. 
- - . - --
- - ---
-o::.--=- _~'_-_ ==-- --
. --
. . __ it 
. 
-, - - _. 
"~--'-~ ~~.~-~---~---~ 
. - - --... -
'-~- -~-.--=~~. 
-- -----
.-~. 20 
C 
XPS(K )=( 1.+ALP·)UPBAR(I("-AlI"*X(Nf'.K) 
CONTINUE .-. -- .. -- --- ~-' 
PUTTING POINT COORDINATES IN 1:IAPOUNOif ARRAY AND OBTAINING'viLUE' 
1=2 
J=1 
DD 501·K=I.~ 
A(I.J)=XPS(K) 
IF(J-I-l )503.502,503 
902 J=I 
1=1+1 
GO TO 501 
2::W 
- - -- -
--
.• 7. • 
. - --~-::."""-~::. -~---- ---~~--; 
~""1" .'" .f .- . .... --------, -
I 
i 
~ i I 
I', I ' 
- ,~",,~,;~ . .... ... ' ~ . 
C:.~Oc='503· 'J=J+ I' 
.... 501 CONTINUE 
··XMV=(;'3.+S0RT(e~*XN+25. »/2:'" 
XMV=XMV+.! 
MV=XMV 
RI=?.*A(2.1 ).FII+A(2.?1*GII 
"',' , .' 
.. "",,:- .. 
---:---: - - ---~ -:---:- --- =---
-. ·..:=:_;-~",:::--==--c :_:'::".-.. = _.....;;-_ ." __ ---._ 
. ~-:--,-,--:!-,---=-;. - -- - -_ .. 
. ----='- ....:.:;:--~ .:....:..:':.....------ -. - -_.-
~.'~:C"- R? = A ( 2 , 2 1 * F 1 I + 2 •• A ( 2 • I ) * F I 2+ A'I 2 • 2 >",;; G I 2 +2 -=-* A' (T.-3,*(n I ~.'.~. ' •. :. z':", '-:.-~ ... 
R3=~(2.2)*FI2+2.·A(2.3)*GI2 ..... --" .--. 
'T' -'TEST=P I*R3-'l2*.2/4. .._ .. _. - _. . ·~'·~~'c~'"~c·.-:".';: ,~.=:c -'--
IFCTEST)720.720.721 
720 F$=-TEST 
GO TO 72:1 
- --"721 CALL VHU;;(MV.A.B.FS,rPRI'JTl 
722 WRITEC2.1511(XPS(J).J=I.N) 
.. WRITEC2.1521FS 
152 FORMAT(4H FS .EI7.IO) 
IF(FS-FCNL)121.21.22 
21 D024K=I.N 
-.-~_~- - XPSS(J( }cC t .+GflM)*XP')(K )-GA~.XPBAR<"K) 
24 CONTINUE 
.:;--:--::-----
_. - ::.:---~.-;... -- ~-- =.-~- -'-""':..-~'" 
-- -- - --:....-~---.- -;:..,:-:: ;.~~-
:--.~C·~ PUTTING' PIJI'JT COORDINATES IN llAPOUNOV~ARRAY}AND~)lBTA'ININGc-1ALUE-' 
1=2 
- -'.-. ---j:I-.-.-····_--
D060IK=I.N 
--·------A(I,J")=XPSS'(J() 
- ----- IF(J-·I-I )603.502,503 
':.2602 J=I -.~. 
1= r"C 
GO TO'-50 I ::. 
503 J=J+I 
50 I CaNT! NUE· ... ~ 
- - ·XMV={':"3.+S0QT(S.*XN+25.) )/2.' 
XMV=HIV+. (. 
MV=XMV 
.:"'; --=------".:: ... :'"--..: . .- ---- -
- - --=- -=-.:::...- -=----~':""-. - -- ~-- =-
- --- --
.: -",- -~=--:-:--_-7-:;'_':;';:;.j:,,::~<~ --:';-}-- ... ':: -._-'. . 
RI=?.*A(:!.ll*FII+AC7.·.2).GII .. _"-.. _..:. .. "?""C.:.....:2.._ .. ~~-.- .,~." 
-.-. R2=Af2,2)~Ftl+2 •• A(?,1 )*F12+A(2,2}*Gl-2+2 •• A-('~3)-'-GI1--
R 3='\ ( :? • 2 1;' Ft? + 2 • *A ( 2 • 3 ) *G! , .. . - - :.-:;-. 'c:,,~,,"7' .~:;. ';.~.~=. ,~.~:~: .--:=fo-~=···. ' 
TEST=R! *R3-R2.*2/4. = ~- -~= "== -'. "- .. ~. 
'.' ._-- .'1 F C TE ST ) 730.730.731 .. .._. c~_.~._=~.~=-~:'·'~:~';;~~~-::·::-: .. 
730 FSS: .. TEST 
GO TO 732' 
--731 CALL VALUE(\1V.A.B.FSS.IPRINT) 
. '=-':-'73 2' WR IT E ( 2 • I 51 1 ( y P S S ( J 1 • J= 1 • N) . 
. - WRIiEC2d531FSS 
·"~~'153.·FORMAT(5H F~S ,EI7.10) 
. IF(FSS-F(Nll)23.23.25 
"-'-;"23'DO 26 K=!.N 
. ---- X(NH.K )"XPSS(~) 
_ -·--7·- - ::- -
_____ -::c-; 
- "':~,--'--. 
.. 
'---=--~::':: .:":::~- ;-:-=-:- - --=-~-=:-;-~-:..-:....::.. --- --:::..: . 
_ ;_:..=::- ~_- ~:-~~:;-:::::::--=--c.:=-=--:. 
.~.=-:..,.-..; --~ _~--.,---=--:..:...:.-'O::...: _ .'--i :::.:--::::-=~=-. 
.. -" . 
---- ---- ." 
- - ---
; 
I 
., 
I , 
I 
. I • 
. ' . 
. ~ -'," .. -- ~.:... ;"'.~ ". 
2& CONTlNUI: 
F(NH)=FSS' 
------ - --GO TO 33 
22IF(FS-F(NHOI)25.25.27 
- ---, 25 00 ~8 K=I.N 
XINH.K )=XPS(I( I 
- --- 28 CONT r"r-.!UE 
FINH)=FS 
- -GO TO 33 
27 IFIFS-FINH) 12'1.29.30 
29 DD 101 K=I.N 
X(Nf.!.~ I=XPS(K) 
_---"~ 101 r.ONTINUE-
F(NH)=FS 
- 30 DO 32 K=I.N· 
XPSSfK)=(t.-BETl.XPBftRIKI+8FT.X(NH.KI 
32 CONTINUE 
c PUTTING POI'JT COORDIN.ATES IN llAPOUNOV ARRAY AND-OBTAINING IiALUE 
1=2 
J=t 
DO 701 j(=I.N 
AI I.J)=XPSSfKI 
IF(J-1-1 )703.702.703 
702 J=t 
I=I+t 
GO TO 701 
703 J=J+I 
701 CONT I NUE 
XMV=(-3.+S0QTfS.*XN+25.1)/2. 
XMV=XMV+.I 
MV=XMV 
RI=2.*AI2.t )*Ftl+AI2.2).GII 
-- -----
- ... -
, R2=A (:;>.2 ,.Fll +2. *A I 2.1 )*1'\ 2+A (2. ,-1.G\ ::!+i.:.A(:!; 3 j*t; iTT_:'::-:--,~c ~ 
'R3=A(2.21.FI2+2.*AI2.3)*GI2 - - -, --- -, 
TEST=~I.R~-Q'- •• 2/4. 
IFfTESTI740.740,741 
-. --7 4'0 - F S s= - T F. S T 
GO TO 742 
741 CALL VALUE(MV.A;S.F5S.IPRINTI 
742 WRIT El 2 .I r; I )( X P $ SI J ) • J= 1 • N ) 
WRITEf2.154lFSS 
154 FORMAT(5H FSS2 .EI7.10) 
IFCFSS-F(NHII~4.35.35 
34 DO 36 l(=I.N 
X(NfoI.K )=XPSSCK) 
. -- ~---:~:-:;:- - -:;-
--~ .=--~-
- -'--=--. - .--
,,~~-
. -
~----- .-
2, :.1, '_ 
3& CONT! NUE 
FINH)=FSS 
GO TO 33 
-_.-- :;.. 
~"" ! , ...... 
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.'--, ! 
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. , 
- I 
I 
• '. > ~' 
r 
~--
r-
1----
r -
.l-- ----::---
i--
~---
f -
,----- --,-
35 
37 
33 
46 
00 37 J=t,NN 
00 37 I=I,N 
XC J, I )" C XC J, I ) + XC NL, I ) ) /?. 
CONTINUE 
~RITEr2,48)CXCNH,K),K=I,N) 
FORMATCfiEI2.5) 
WRITEC?,4g)FCNH) 
FORMATCEI7.tO) 
GO TO ~O 
RETUP.N 
.~ END i~--~':' END OF ! f-: . ---:.~-;-~:­
! 
[----
--
.----- ---:-. 
i 
SEGMFNT, LI;NGTH 1401, NAMF 
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l~ppendix .:..10. Progrn41 for the Tracking Funotion Method in 
t h(; rep 1£1.11(; 
This progrem writt(;11 in FORrPJ.N 4 oomputes ~he 8xtrGme 
bounding path aocording to the tracking function Qolicy in 
the re p 1 ane (see section 9.7 ). The dat", rO<;luirGd is 
XXI YYl 
s SS 
wh(;re R',n;nn is the radius of the circulnr 521 regton (in 
the xy pInne). IlPOll1T is the number of points on' thG extr-
erne po.th before teminntioll. HDIV is the nUlnber of St0PS 
betwoon printouts; thus if lTDIV is 10 every tertth poi:lt will 
be printGd out. XXl 
?nd ITl tire the coordinntGs e and r r(;sp. of tp.G' star1:ing 
point. S and SS arc resp. the stop size for pIotti,".,,," Rnd 
th6 step sizG for finding the allowable sGctor. It is 
reusol1.ab10 to IGt S - SS. 
'The progr;::ffi requir0s on6 subroutinG, namely:, 
SUBROUTINE F;,G(XX1,TIl,F,G) where F <cnd G ::Ire the right hand 
sides of the systeLl equGtiol1.s thus 
• 
r :0 f(r,e) 
e~ g(r,e) 
We also show the program TFUmUU·r \"Ihich npplies the 
tracking function method in th6 xy plane to the linear 
.' 
non-stationary syst6ms described in section 9.10, The 
data is l\JPOINT XXI ITI where the first three of 
" 
theSE; argulllents are defined 8bove. XXI and ITi are the 
coordi;:J.ates x and y of the initie.l point. 
The prof,ram r6~uirus one subroutine 
SUBROUTINE F!IG( N ,X, Y ,F, G) 
where rT is working space. F and G ':Ire the right hone. sides ~ 
of the system e~uations. This subroutine sta~ts wi7.h the 
s~ntement GO TO (1,2,3,4)N. EUClhcf ·the sF,'r.cc,Gl!i.ts labelled 
i 
l,2,3o.nd 4 cOIilputes the right hand sides F fllld 
of the 4 possibilities describ6d in secl-IOn. 9.10. 
F for one 
This is better appreciated by the eX['JJlple ~iyen. This 
is the subroutin6 Fi.G for the case ill l = 2 ID = 6 n 1 -= 1,03 2 . ; 
40 
n 2 -= 10 (D.pproximnting CD ). 
This program may also be used for the autonomous cose 
Gierely by making the stateLients 1,2,3 and 4 compute the 
same functions, nan161y the right hand Sides of the system 
e~uations , 
225" 
LlSdLP) 
---- PROGRAM (M I 0 1 ) 
----TRACE- ---------
__ -_INPUTI"CRO_ 
---- OUTi'LJT/i.,. (.MO'J ITOR) =LPO 
---END-- ------
-----MA Sf ER T R ACI< 1 NGFUNCT i ONRAD I US 
___ _ NN=0 __________ _ 
--- NST"P=O ------ ----
- __ READ( 1,110 ).~ADMIN 
-_110 FORMAT(EI2.S) -
READ ( 1,50) NPOINT,NDIV,NANG 
--50 F.GRMAT(314)_ 
- --- - REA D !j.l) XX I , Y Yl- -
- -I FORi·JAT-( 2F.12. 5) 
---- READ(1,33)S,SS 
- 33 - FORMA T (?E 12.5) 
ULT=SS/S 
___ 21_CALL FAG(XXI,YYj,F,G) 
N=0 -- ___ ____ _ 
Y3=O. . .--- ----. 
IFtF)2,2,3 
2 X3=-S 
GO 10 4· 
3 X3=$ 
4IFIG)5,5,c __ 
_. __ 5 Y2=-S ____ _ 
GO 1'0-7 
_ 6 Y2=$ 
._ 7 GRAO=IY2+Y31/(X2+X3) 
X4=S/SQRTC I. +GRAO**2) 
YIl=GRAD*X4 
_ IFIX2)S,9,8 
·9 IF(X4*F·)IOrl0r11 
__ 10 X4=-X4_ 
Y4=-V4 
GO TO 11 
e E2X4=Y4-Y2*x4/X2 
-____ E200T=G-Y2*F/X2 
IF(E2X4*E2DOT)12,12,11 
----12 X4=-X4 - - ----
VIl=-y4 
_11 E4X2=V2-Y4*x2/X4 
E4DOT=G-Y4*F/X4 
IF(E4X2*E4DOT)13,13,14. 
---13 X2=X4 .. --- -- --
. Y2=Y4 _________ _ 
GO :'0 15 
14 X3"X4 
Y3=Y4 
15 N=N+1 
IF(N-NANG)7,16,16 
- 16 XX2=XX1+X2*ULT- __ 
YY2=YY\+Y2*uLT 
XX3=XX\ +X3*UL T 
YY!lnyY \ +Y3.IJL T 
," i 
22(,. 
----------_._.-
- - - ---- -- -- -- ------
- ------------
--- ---- -------------
" 
------------, 
--------
, 
._- "-- -~--- -- -_.-
- - ---------
_ ............. -----_._- -" -_ .. ; 
------
--_. ---- --------
----- ------
. -- -- - - .. --- -- ----------
- - -- --- -----------
----------
---------
-- ------- ------ ---~ 
' .. " 
. " 
' .. 
~ 
----'--- ••. 1 
~t 
IF(YY2-YY3)17,17,18 
. --·17 XX4=XX3 
YY4=YY3 
GO ',0 19 
-·18 XX4=XX2 
YY4=VY2 
-19 IF(VYI.RAOMIN)900.900,901 
-- 901 XXl=XX~· 
.. HI=YY!I· 
GO TO 105· 
900 IFIF)904.901.902 
902- XX5=XXI+SS 
GO TO 1)03 
- 904 XX5=xXl-SS 
903 YV5=YYI 
IFIYY4-YYS)812,612,901 
- 812 XX1=XXS 
- --.- Y Y I = Y Y 5 
- 106 NSTEP=NSTEP+I 
-IFIXX!-5.28318S3)817,818,818 
-- 818 XXI=XX!-6.2S31853 
- -1;0"0-8'.1 
_817_1F{XX1+6.2831853)820,821,82! 
_820 XXI=XXI+6.283ISS3 
.821 X=YYI*COS(XXI) 
- Y=YYl*SIN( XX!) 
IF(NSTE?-NDIV)21,31,31 
31 WRITF.(4,52)x,Y.XXI,VYI 
'2 FOR"~AT(IH ,~EI2.5) 
NN::;;NN+l 
IF! NN-NPOINT )501,501,502 
SDI NS;::P=0 
GO TO 21 
502 STOP 01 
END 
227· , 
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- _ •. -- --- -- -._--
- _._-- - ----- --- - '- -
. - -.-._-- -------_._--
------------------
_._--------
_ .. - -- - ----'----
-- -.------
- ------.----- -----
.• 1 
• 
. ' 
. , 
. ~. 
J; I. 
, ,. 
'! ' 
.. 
~ ,----
r: ~----
,. " - ---- ----------------~ MA$'iER TFNO~nUT--------- --- -----------__ 
C ~-,~~~~~~;ON XX':.~~) I Y!_" (4_) ,~~~~ 4_-_) ________ '--_ 
r. 
" 
~ 
\.. 
r 
\. 
C 
C 
r 
'-
C 
C 
r 
..: 
C 
C 
( 
c. 
~ I -- READ ( I • 110) ~PO I NT I NANG, S, XX1-,-YYII---------- '" 
" ~1-10--FORMAT(214.;EI2-.5)--
,--2)-00 100 "1=1.4 -- - ---
----CALL FAG (M, XXI, Yy\ ,F,G )---------------
r--- N=O ---- .- --- _ 
l_· __ -- X 2=(!~ - - --- ----
---------- ---
~--- - -Y3=O. 
IF(F)2,2,3-
,---2 X3"-5 
'GO TO ~ 
-------_._-----
------------- . c=---3 X3=S . -- --- ---
L----4-II=(G)5.S,6-- -- ---- -----------------
r----5 -Y2=-,; ---- -
----Gn- TO 7 -- ------- .--
I 5--Y2=S -- - -------------------
L---7-GRAD=( Y2+Y3 r/( X2+~3 )-------------------
~--- -X4=S/S:lRT(I.+GRAD**2)---
L ______ Y 4=GR A 0 * X4 ---- ---------------------
---------- ---- -
r----~IF( X2 )6.9.8 -.- -. ---.---------------
'----9--1 F( X4 ~;: )) O. 10; 1"1- - ----- ------------------
,----IO-X4=-X" . ---- -. -, 
'----:--y 4= -Y4 ----- - ---------------_:_------
--'---GU ro 1\ -- -. ---
[-a-E2X4:::Y4-Y2* xd/X2--
,---E2DOT= G- Y 2 H' / X 2 -- .----------------
IF( E2X1*E2DJT) 12;-12.-11,---------------
- i 
-12--X4=-X4 -- - --- --------------------, C Y4c-Yd. -- ----------~ -- .----------------, 
r---l1--E4 X 2= Y 2 - Y4. x?1 X4 --------------------
'------- Ed OOT= G- Y cl * ~ I X4· 
IF(E4.2.E4DJT)13,13Tl~ -------------- . 
--j"3-X2=X4 --------- _ _________________ J 
~- •. -Y2=Y4---- -- ------
GO ,0 15 - ----- -- - ----- --------.-----.-~ 
~--Ia. -X3=X4- ----------- -_._-, 
I Y3=Y4 - - --__ -----------------1 
'--IS·--N=N+l .------------- - -- 1 
~----IF (N-NANG)'" 15; 16-- -------------------------, 
r---j"E;-X X 2= X X 1 + X 2- -- --- ---------------.~~_J 
-- - ---------
. c 
-YV2=YY! +Y2 - -- ---
,- -"" --- XX3=XX 1 +0 
L-__ yv:;=yv 1 +y:;--
c 
"I ( 
r---·--RR2=SQ~T(XX?*~2+YY2·*2)---------------
RR3=SQ?T(XX~"2+YY3"'2)---------------
1 
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~ 17-XX4(t·1)=XX3 
o C d------- n4 (M) ='iY3 
- : - GO TO 100- - - - ----- -------------- -- --
~ -- IS 'XX4(~j)~\X2 eN' yY4(M)~YY2 ------
,----I'OO-RR (:,j) :;SI1RT (X Xd (-M) "'?+YV4 (M )-**2-)1-----------
-RBIGcP'l(l) -- --------
-XX1=XX~( 1) 
L....--- YY1 =YV4( 1) . --------. c 
I DO 300 Kc2, ~ -- --------'-----------------
( ----- IF(RBIG-RR(~) )301,300,300-
~-301 RBIGcRG(K) ---------------
-----XX1=XU(K) ----- -.--
r: ,----- YY 1 = yy ~ ( K)- - -- - ----- -- -------------------
~ L...-..300-CONiINUE -------------- -------------------
------------ - --NSTEP;:~JSiFP.l---- --C ----'JR If1' ('T, 5;<) X X I iVY 1---
-. --- 52 FOR:·1AT( lH ,2( 2X,EI2.5) )-----------------
!F(N5iEP-NPOINT)21,21·.50~ 
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SUBROUTINE qG(~, X, Y 'FfG)'-------------
,-- -- - F=Y 
~----'GO iD (1,2,3,4)N 
~--- I P=1.03 
~-- Q=2-;--
r-- ----GO TO 5 
----2 - P= L 03 
,--- - '0=5. 
~-~-GO YO ~ 
-, -- - 3 P=l;OE~O 
Q=2; 
GO TO 5 
---4' P=I.O~"u 
,- -- 11=6. 
,----
5- G=-p.Y-Q*X 
RETURt>l 
--- END 
--------"---_. 
--------------
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----- -------------
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Appendix Iq 11. l'rogrur,1 for the Hethod of Luus and .uQllidus. 
This program, written in FORTR.;',N 4, gives t~lG rate of 
chang6 of radius £lS 2. function of the radius according to 
the method of .lJUUS and .wap idus. -rhe do. to. to be supp lied 
is 
]\',F 
P 
Q 
R.;'.Dl R..'.D2 STEP 
where lfF is the degr6e of the SystGEl equatio:ls.P and Q 
are 2-dlll. arrays containing the coefficients Pij and qij 
of th6 sY8teliJ equations (sGe equations 2.2.1). 
RADl and RAD2 are the least and greatest radi:ii of interest, 
[ 
while S:rF.P is the 8JIlOUt1t by whioh the radius r is increased 
from RADl to R\D2. 
dr The output is a list of values of r el1.d as given, 
dt 
for example in fig. 10.~ 
",180 given is the progr,'1J,1 deSignated SUBROu:rrNE SIlTCOS 
which COiJputes the value of the intogrel I(m,n) as defined 
in section 10.5 
231. 
'--.-~--.--...- ----.------- .-
L1ST/l.P) 
PROGRAM(MI27) 
INPUTI=CRO 
OUT?UT2=l.PO 
END 
MASTERLULA? 
DIMENSION P(~0,~I),Q(40,41),R(40) 
PI c3,14159 
READ( I, I )MF 
WRITE(2.tIM" 
I FORMAT(14) 
DO 2 Kcl,MF 
KKc:K+1 
REA D / I ,3 ) ( P ( K , J ) , J= I , K K ) 
3 FORMAT(IH ,~EI7,10) 
2. CONT I NUE 
00 4 K=I,MF 
KK=K+I 
READ/I,3)(Q(K,J),J=I,KK) 
4 CONTINUE 
READ(I,5)RADI,RAD2,STEP 
5 FORMAT(3EI2.5) 
DO 10 I=I,MF 
R/I)=O, 
11=1+1 
DO 10 J=I.!I 
ISIN=JNI 
ICOS=IeJ+2 
CALL S!NCOS(ISIN,ICOS,PI,~JNT) 
R(I)=R(II+XINT*P(I,J)/(2,*PI) 
ISIN=J 
-- ... _--_ .... ICOS=I .. J+I 
CALL SINCOS(!SIN,ICOS,Pl,XINT) 
I 0 R ( I ),= R ( I H. X , N 1* Q ( I , J ) 1/ 2 , * PI) 
RAD=RAOI 
WRITE/2,30) 
30 FORMAT(4X,9~RAOIUS(R),7X,5HOR/OT) 
'20 DROT=O', 
DO 15 K=I,M" 
15 OROT=DRDT+RtK).RAD**K 
WRITE(2,16),AD,DROT 
16 FORMAT/2X.EI2.5,3X,EI2,5) 
RAD=RAD+STEp 
IF(RAO"RA02)20,20,19 
19 STOP 01 
'-'''I', "' 
•• .... 
END 
.~. 
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SUAROUTINe ~INCn5(M.N,FI,XINTI 
HI~wtl ... l • 
X N=N' 
I~M=M.,I 
XM=M 
MNcM+N.,.j 
TOP= I, 
TOP2= I, 
BOT'" I, 
IFCMII,2,3 
2 IFCNI'I,5,6 
5 XINT=2,*PI 
RETURN 
1 WRiTEC2,7/ 
I, 
7 FORMAT(24H ~R~OR POWER OF SINE eVE) 
STOP 01 
3 MHIIM/2 
MW=MH+.I\H 
IFCM~MWI29,8,29 
29 IFCN/4,9,9 
8 IFCNI4dld2 
12 NHcN/2 
NI'I=NH+NH 
IFCN.,NI/19,13,9 
9 XINT=O, 
RETURN 
C; NH .. N/~ 
40 
NillaNH+NH 
IFCN."Ni'/19',14,9 
DO 15 K=1.N"I,2 
XK=K 
TOP=TOP*CXN-XK) 
BOT=BOT*( XN,.XK+I, / 
XINT=TOP*2,*PI/BOT 
RETURN 
~~ R l LE ( 2 .. 1 7 L,~ ~ . - _..... ..... -_. --- ---
FORMAT(23H ERROR POWER OF COS ·.VEI 
STD? 01 
00 18 K=I.M'1.2 
XK=K 
TOP=TOP*(XM.,XK) 
BOT=BOT*CXM.,XK+I.I 
XINT=TOP*2,*PI/BOT 
RETURN 
DO 20 K=I.NN,2 
XK=K 
TOP=TOP*(XN-XK) 
DO 21 K=I,W~,2 
XK=K 
TOP2=TOP2*(XM~XK) 
00 22 ;(=I,MN,2 
XKcK 
BOT=BOT*CXM+XN,.XK+I,) 
XINi=TOP*TOP2*2,*PI/BOT 
RETURN 
END 
FINISH 
2'33 
. , ~, 
I 
( 
Program for the 1 •• E.R.P. mathod 
This llrogrwl, written in FORTRiIN 4, cOIDIm t8S the 
accordL~ to the policy described in oh~Dter 11. 
,-
T he data to be suppliecl is 
XIND NPOINT 
Xlii Xl Yl SDIV 
where Xli~D indioates the diree tion the traj eotories take 
around the origin. If the trajeotories are olc;>okwise XHm is 
set to 1 and if anticlookwise, to -1 (the direQtiop of the 
traj eotorie s may be inferred from the linear p8rt~ of the 
system) . NP01;rT is the nuuber of points before terminat-
ion. -2 JG:: is the value of b -b/o (see seotion ) and 
under the Qsumption that the transformation of, section 
has been applied, takes the value 1. Xl and 11 are the 
ooordinates of the initi!l.l point. SD1V is the n1Ji'lb8r by 
whioh the radius is divided to give the step s'ize. Thus 
if SDl V is' 100, the step size is .01 tiI:les the radius. 
The program reCluires SUBROUTHm FAG(XXl,,1Y1,F,G) to 
oompute the right hand sides of the systemeCluations. 
\'Ve have shown suhrou tine FAG for the system 1.7.4. 
234. 
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MASTERAERP 
ALTERNATING EXTREME RADIUS PATH MEtHOD 
DIMENSION X(2),V(2),R(2) 
NcO 
REA"I I, I )XINO,NPOINT 
I FORMAT(EI2.5,141 
REAO(I,2)XM,XI,YI,SOIV 
2 FORMAT(4EI2.5) 
RAOcSQRT(XI*·2+YI**2) 
18 S=RAO/SOIV 
CALL FAG(XI,VI,F,G) 
SGNF-F/ABSIF) 
SGNG"G/ABSIG) 
X I I ) "x I +S.SGNF" 
X(2)"XI 
Y(I)"YI 
Y(2)=YI+S*SGNG 
RI 1 ) "SQR T ( X ( 1 ) u 2 + Y ( I ) .. 2 ) 
R(2)=SQRTIX(2).*2+Y(2)**2) 
ROOT"XI*F+XM*YI*G 
IF(RrlDT*(RI I )~RAO) )3,4,4 
3 RII,=R(2) 
X(I)"XI2) 
VII)I,Y(2) 
GO TO 5 
4· IF(ROOT~(R(21-RAO»5,&,& 
5 Ac l."S**2/12,*RAO**2) 
B=SORT(4,*S*.2*RAO**2-S.*4)/(2.*RAO**21 
IF( ASS( XI )-ASS( VI) )9,9,10 
9 X(2,cA*X1+XINO*YI*B 
Y(2)A(2,*RAO.*2-2,*X(21*XI-S**2)/12,*VI) 
GO TO 11 
10 Y(2)"ApYI-XINO*XI*S 
X(2),,(2.*RAO**2-2,*Y(21*YI-S.*2)/(2.*X\) 
11 R(2'cSQRT(X(2).*2+Y(2)**2) 
& IF(R(I )-R(2»14,14,15 
14AA"X(I) 
BScY(I) 
CC=RII) 
X(I)"X(2) 
YII)=Y(2) 
RI I )pIH2) 
X(2)"AA 
Y(2)11BB' 
R(2)=CC 
15 IFIRODT)20,20,21 
20 XI=X(I) 
YIeYII) 
235" 
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RADaFlC I ) 
GO TO 16 
21 Xl;:X(2) 
Yl=Y(2) 
RADIIR( 2') 
16 WRITE(2,17)Xl,YI 
N=N+t 
17 FORMAT(IH .EI2.5,3X.EI2.5) 
IF(N~NPOINT)le,19,19 
19 STOP 01 
END 
END OF SEGMENT, LENGTH 548, NAME AERP 
-
. - -
23("', 
" v 
i· 
), 
" , , ' 
, , 
., .. 
SUBROUTINE FAG(XXI,YYI,F,GI 
EP=EXP(~35.925/(YYI+I.754)1 
_" 'EEP=EXP(3.90e*YYI) 
, AhtO.*.9 ' 
F=(-.875*AA*XXI.EP-.8737*AA*EP"XXI+I.1195)/3.416014, 
G=.8735.AA.ep+.8743.AA.XXI.EP·I.18.YYI.5.57.YYI.EEP~.68B5.EEP·~433 
12 
'. RETURN 
ENC 
ENC OF SEGMENT, LENGTH 81, NAME FAG 
• 
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Appendix A.I3. The modified Simplex Meth0d 
The method searohes for the minllnum value of a function 
of n variables. The values of the function at the (n -1-1) 
points of a simplex are oomputed and oompared. The vertex 
with the highest function value is replaced by another pOint. 
, 
The aotual policy adopted for this repIacement may be found 
in ref. 35. It suffices here to define the nomenclature of 
the flow diagram of fig. A.14.1. from which the logic invol-
ved may be inferred. 
The suscripts h, l, and h' refer resp6c ti ve ly to the 
vertices with the highest, lowest and next to highest funct-
ion values. Other subscripts refer to the ver~~ces by 
number. 'rhus, P; is the i th vertex, while P is the vertex 
~ h ' 
with the highest function value. The function; values are 
I 
denoted by f with the appropriate subscript. P" is the , 
• 
centroid of the '[ertices neglecting Ph' If ~s a new 
point obtained by reflecting 
p* = (1 + 0( )1' 
Ph in l' so that 
, 
is a nerl point obtained by extending the l~ne from P" to 
p¥ and is given by 
pU = (1 -I- 6 )P P" 
if P~ is a point with a new minimum i.e. a better point, or 
pH= Ph + (1 -(3)P" 
if p* is El v/orse point. 
" 
23'i? 
The actual values used in the program are 
which correspond to direct reflection, retracting to half 
way if the n8W point is worse, and stepping tl-lice the 
distance if the neVl point is b8tter. 
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