Introduction
A waxy oil is a mixture of heavy hydrocarbons (referred to as wax) that for sufficiently high temperatures are dissolved in a lighter mixture (referred to as oil), which in this respect has the role of a solvent. When the temperature is lowered below the Wax Appearing Temperature (WAT or Cloud Point) T wat depending on the concentration of dissolved wax, the solution becomes saturated and wax segregates in the form of solid crystals possessing a very low mobility in the mixture. Since the concentration at saturation depends on temperature, a temperature gradient will induce mass transport by Fickian diffusion.
When waxy oils are transported through submarine pipelines this phenomenon may cause the formation of solid deposits on the pipe walls owing to radial migration of dissolved wax. It is clearly very important to predict the deposit growth rate.
In addition to diffusional transport, another phenomenon contributing to the formation and consolidation of the deposit is the aggregation of solid crystals in a gel-like structure with a large oil inclusion (gelification), which occurs at a temperature T gel (< T wat ) depending on the concentration of solid wax. Other mechanisms such as shear dispersion and sedimentation are usually neglected in the deposition process (see [1] ).
In this paper we investigate and model deposition taking into account diffusion and gelification. We will confine ourselves to the static condition of the same kind as the one of the so-called "cold finger" device (an apparatus used to infer wax diffusivity from measurements of the rate of wax deposition), studied e.g. in [4] , [5] .
An important difference between the present study and the models investigated in previous papers (see [12] , [13] , [14] ) is that mass transport is not supposed to take place in a stationary thermal field and we consider mass and heat diffusion to have comparable time scales. Moreover, we assume that the diffusivity coefficient of liquid wax depends on the solid wax fraction that has been formed and diffusion (which is known to take place to some extent in gels) is no longer allowed when a critical solid wax fraction has been reached. When the gel has attained the non diffusive stage we call it a deposit. We also assume that solid wax does not diffuse in the solution, even when it has not yet entered the gel state. Finally, we suppose that the segregated solid phase can be present only when the solution is saturated and that super-saturation is never achieved.
For simplicity we consider a plane geometry (a system confined between two parallel planes x = 0 and x = L). The oil is initially at a temperature T w > T * wat , where T * wat is the WAT corresponding to the initial wax concentration c * . Thus we start with an unsaturated solution. The wall x = L is kept at the temperature T w , while the wall x = 0 is progressively cooled to an asymptotic temperature T a sufficiently low to produce gelification. The extension to cylindrical geometry and the case in which both walls are cooled below T * wat is not difficult. In the selected situation the system is described by the evolution of the thermal field and of the solid/liquid wax fraction. It may go through five stages characterized by:
(i) pre-cooling: temperature is everywhere T * wat , wax concentration stays constant and no mass flux takes place;
(ii) onset of deposition at the cold wall: the layer is partitioned into a deposit (non diffusive gel) and a non-saturated region. The interface concentration is less than c * , causing the mass flux feeding the deposit. For a reason that will be clear later this stage can be considered a waiting time;
(iii) onset of saturation: at the exit of the waiting time the mass flux in the unsaturated region has become intense enough to allow the formation of a saturated region with segregated solid wax, interposed between the unsaturated region and the deposit. The new region will eventually evolve into a gel, which, in turn, undergoes further changes becoming a deposit (the latter is also subject to ageing);
(iv) onset of crystals depletion: in a finite time shrinking of the unsaturated phase is reverted and the latter expands consuming the suspended solid phase;
(v) asymptotic stage: after the crystal depletion front hits the deposition front we are back in the situation of stage (ii) and the system goes to its asymptotic state, with a flat concentration in the unsaturated solution and a totally inert deposit.
We shall see that stages (iii), (iv) may not appear (depending on the cooling rate), but if they do they present non trivial free boundary problems. In addition the transition from (iv) to (v) can be rather complicated. The limit thickness of the deposit can be evaluated in a unique way. Beside formulating the model, analytical results concerning existence, uniqueness and regularity of the solution are provided. Also a careful analysis of the behaviour of the free boundaries involved in the model is presented.
Physical overview
In a waxy solution the saturation concentration 1 (solubility) is an increasing function c s (T ) of temperature in a certain range. Correspondingly, if we consider a solution with wax concentration c * , temperature T wat at which wax crystals begin to appear is an increasing function of c * .
If we assume that the solid phase can exist only in the presence of saturation, the oil entrapped in the gel is necessarily saturated. An important consequence of the temperature dependence of c s is that temperature gradients induce molecular diffusion within saturated oil. If we lower the temperature sufficiently below T wat the solid crystals tend to form a network which is usually referred to as gel. This process, known as gelification, will take place if the temperature is below T wat and if the concentration of crystallized wax G in the solution is greater than a certain G gel = G gel (T ), where G gel is an increasing function of temperature. The inverse of G gel is the gelification temperature T gel (G) which is, in turn, an increasing function of G.
It is assumed that diffusivity of the dissolved wax in the gel is a function of G decreasing to 0 when G ranges from G gel (T ) to some G dep > G gel (T ) . The function G gel (T ) is bounded by G dep and when G > G dep diffusion of of liquid wax in the oil is not allowed. It is reasonable to assume that when G is small, temperature must be well below T wat in order to have gelification. This approach is in contrast with the assumption we find, for instance, in [3] where it is assumed that the gelification front is simply the one where T = T wat . Indeed, in our setting, on the interface T = T wat the segregated phase is absent (G = 0) while in [3] the front propagates with the Stefan condition for phase change, meaning that latent heat is liberated (this suggests that we are dealing with a solidification front).
We assume that the densities of segregated wax, dissolved wax and oil are constant and all equal to ρ, so that in the segregation/dissolution process no volume change nor sedimentation occurs. In the layer x ∈ [0, L] we denote with G(x, t) the concentration of solid crystals (also referred to as segregated wax) and with c(x, t) the concentration of dissolved wax. When the solution is saturated by wax c(x, t) = c s (T (x, t) ), where c s is wax solubility (the maximum amount of wax that can be dissolved in a unit volume of solution at the given temperature T ). We assume that c s is linear in T (see [4] ) so that
where β is a positive constant. Even though solubility c s (T ) represents the concentration of wax in the liquid phase, we consider it as the concentration in the whole system. This is reasonable if we assume that the solvent (oil) has a volume fraction close to one. Consequently c ρ for all times. As a consequence of this assumption, which will be kept throughout the model, oil can be considered immobile and convection can be safely neglected. We define the total wax concentration c tot (
where
[..] + representing the positive part. In fig. 1 a phase diagram for the total wax concentration c tot is shown. T s represents the solidification temperature of the oil. The diagram is consistent with monocomponent approach for wax and oil (which is of course quite naive, but well suited for suitably prepared laboratory mixtures). The five separated domains A, B, C, D, E represent A Liquid phase. This is the region with 0 < c tot < c s (T ). Here all wax is dissolved in the oil and no solid phase is present (G ≡ 0). As we said, solubility is taken as a linear function of temperature.
B Mushy region with constant diffusivity. This is the region where 0 < G < G gel (T ) and liquid wax diffuses with constant diffusivity. In this region the solid fraction is not enough to form the gel structure.
C Gel permitting wax diffusion. This is the region where G gel (T ) < G < G dep and liquid wax diffuses with diffusivity depending on G and T . Since G ≥ G gel (T ), here the solution is gelled.
D Gel with no diffusion of liquid wax (in the following referred to as deposit). This is the region where G dep < G and no diffusion of liquid wax is allowed. Also in this region the solution is in the gel state.
E Solid phase. This is the region where temperature is below the oil solidification point T s .
Here both oil and wax are present in the solid phase only. 
A Model problem
We model the process of gelification and mass diffusion of wax for a static non-isothermal solution (a waxy oil). For simplicity we study the one-dimensional case of a solution confined between two parallel plates x = 0 (the cold wall) and x = L (the warm wall). All the quantities entering the model depend on (x, t) only. The system consists of a waxy solution with concentration c * that is initially heated to a temperature T w > T * wat . Subsequently the temperature at the wall x = 0 is gradually lowered to a temperature below T * wat . Denoting with T (x, t) the thermal field we thus impose
wat , meaning that the temperature at the cold wall falls below T * wat in a finite time. Moreover we require that T a > T s .
The thermal problem
We start studying the thermal problem in the region 0 < x < L, taking into account the latent heat of fusion of wax λ and assuming that heat conductivity k, density ρ and specific heat c T are everywhere constant. The thermal problem is given by
where the source term in the heat equation is due to the formation of solid crystals (see [17] ). Such a term can be actually neglected. Indeed, rescaling problem (4) with
and setting t c = (ρc T L 2 /k), which represents the characteristic time for the evolution of the thermal field, equation (4) 1 becomes
With typical values λ = 2
which allows us to neglect the second term in the right hand side of (4) 1 within the order of accuracy of these experiments, provided that the process is run in such a way that G * t * = O(1). Thus, reverting to dimensional variables, problem (4) becomes
The asymptotic steady state of (8) is given by
We will assume that the initial and boundary data of (8) are such that
The first two inequalities are a direct consequence ofṪ c (t) < 0 while the third can be obtained requiring
Evolution of the system
The system evolves through 5 stages (see fig. 3 ). In stage 1 the solution is everywhere unsaturated, since initially temperature is above T * wat and all wax is dissolved in the solution. Stage 1 ends when temperature at the cold wall reaches T * wat . In stage 2 a deposition front starts propagating from the cold wall with a growth rate proportional to the flux of liquid wax (molecular diffusion). No saturated zone is present since the incoming Fickian flux is too weak to allow the creation of a saturation region, which requires a sufficient intense feeding rate from the unsaturated region. Therefore the incoming liquid wax segregates forming a deposit of increasing thickness η where mass transport is absent. On the deposit front the flux of dissolved wax steadily increases (at the beginning of stage 2 it is zero) and, depending on the cooling rate of the system, it may become equal to the flux occurring in case of saturation at the same temperature, i.e. Dc x (η, t) = Dc sx (T (η, t)). If this happens the system enters stage 3 and we observe the growth of a region of coexistence of liquid wax (at saturation concentration) and of segregated wax ("mushy region"). At the beginning of stage 3 a saturation front x = ξ(t)
appears and the domain that does not contain the deposit is divided in two regions: a mushy zone (liquid plus solid, not gelled) and an unsaturated zone.
The saturation front moves rightwards as long as c x (ξ, t) − c sx (T (ξ, t)) = 0. When the liquid wax diffusing from the unsaturated phase becomes insufficient to feed the liquid wax diffusing towards the mushy region, the front inverts its motion and solid wax is dissolved to keep flux balance at the interface between the saturated and unsaturated regions. This marks the passage to stage 4, which is therefore characterized by the depletion of solid wax. Stage 4 ends when the saturated region disappears, that is when the front separating the unsaturated and saturated phases meets the deposition front (as we shall see this intersection is reached through a not simple mechanism).
In stage 5 the system is divided into the deposit and the unsaturated zone only. This is the asymptotic stage in which liquid and solid wax are completely separated. In the limit t → ∞ the concentration profile in the unsaturated part becomes flat and equilibrium is reached. In case stages 3 and 4 are not present the whole process can be modelled considered the first two stages only. The evolution of the quantity G in the mushy region, in the gel state and in the deposit is governed by a nonlinear first order P.D.E.
The system is described by the evolution of the thermal field, the concentration of solid and dissolved wax, the saturation front and the deposition front. During stage 1 G(x, t) = 0, c(x, t) = c * , no deposition occurs and we have just a standard thermal problem. In stage 2 we have a free boundary problem in the unsaturated zone. The free boundary represents the deposition front. During stages 3 and 4, in the unsaturated region, G = 0 and c is obtained solving a free boundary problem, where the free boundary represents the interface between the saturated and unsaturated phases. In stage 4 the free boundary is not monotone. In stages 2 and 5 there is no saturated phase and the problem is modelled writing a free boundary problem for c where the free boundary represents the deposition front.
A parameter playing a major role in the model is the diffusivity of dissolved wax D c , which is usually assumed to be constant out of the solid deposit (see [4] , [5] , [12] , [13] , [14] ). Here we assume that the gel allows the diffusion of dissolved wax, but only to a certain extent. In particular we assume that
With reference to fig. 1 , (10) is equivalent to
The reason for assumptions (10) will be clarified in sections 4, while an example of D c with the above properties is given in remark 4 of section 4.1. The behaviour of D c for a fixed T < T * wat is depicted in fig. 2 .
Stage 1
The concentration of wax c * defines T * wat via
The solution is initially everywhere unsaturated with c(x, t) = c * and, as long as the temperature stays above T * wat , no diffusion of wax occurs. Indeed, when the solution is unsaturated, a temperature gradient does not induce a concentration gradient (Soret's effect is neglected) and consequently there is no diffusion of liquid wax. Of course during this stage G(x, t) = 0 everywhere.
Stage2
At some time 0 < t η the temperature at the cold wall x = 0 falls below the cloud point T * wat and a deposition front of increasing thickness η(t) is formed. On the front G takes the value G dep at which D c vanishes. Such a front is obtained solving the free boundary problem
Note that the deposit front grows with initial zero velocity, i.e.η(t η ) = 0, since the initial mass flux Dc x (η(t η ), t η ) = 0. Indeed the front on which c = c s cannot enter the region in which T > T * wat and therefore it must have a finite slope implying the continuity of c x . It is precisely for this reason that the mass flowing to the cold wall has to form a structure not carrying any flux, i.e. a deposit. Depending on the way the system is cooled (that is depending on T x and T t ) it may happen that at some time t ξ > t η we have
where 0 < β = dc s /dT (recall that c s is approximated as a linear function of T ), thus allowing the appearance of a mushy region. In this case a saturation front x = ξ(t) starting from x = η(t ξ ) will propagate and the system passes to stage 3. The duration of stage 2 will be called waiting time, since it is the time interval needed to build up the mass flux (14) . It can be finite (the process evolves through stage 3) or infinite (the saturated region never appears).
Stage3
Suppose that the system enters stage 3. In the unsaturated zone the pair (c, ξ) satisfies the free boundary problem
The last equation of (15) expresses flux continuity across the saturation interface, consistently with the assumption that the segregated phase has no mobility and so it does not enter the mass balance at the boundary x = ξ(t). In the domain {(x, t) : η(t) < x < ξ(t), t > t ξ } the solution is saturated so that c = c s (T ) and G > 0. Mass balance for the concentrations c s and G is given by
where Q > 0 is the mass passing from dissolved to segregated phase per unit time and unit volume. In (16) the flux of solid crystals is not taken into account since we are neglecting solid wax diffusivity. The dissolved wax diffusivity D c is constant and equal to D as long as (16), (17) we get
Recalling, from (8) 1 , that
where D T = (k/ρc T ) is thermal diffusivity, we get
is a positive constant, since D is typically smaller than D T . Integrating (20) between ξ −1 (x) (where G = 0) and t we get
which gives the concentration of solid wax in the saturated region (region B of fig. 1 ). In the saturated domain G > 0 and dissolved wax diffuses towards the deposition front. Once the dissolved molecules come in touch with x = η(t) they segregate forming a deposit (made of saturated oil and solid crystals) which now grows according to the following equation 3
The deposit growth is due to the combined action of diffusion of dissolved wax and incorporation of solid crystals by the advancing front. 
Stage 4
At some time t δ > t ξ the dissolved wax diffusing to the interface x = ξ(t) from the unsaturated region will no longer be enough to balance the wax leaving the same interface in the saturated zone, so thatξ(t δ ) = 0. For t > t δ solid crystals must be dissolved in order to keep balance of mass flux on the saturation front x = ξ(t), which, for t > t δ , will invert its motion. This new front which may be called the crystals depletion front will be thus given by a temporarily non-increasing function x = δ(t), obtained solving the free boundary problem
wherec(x) is obtained from stage 3 and G(δ, t) is given by (22) evaluated at x = δ(t), that is
On the deposit front, at some time t = t γ , the function G(η + , t) may reach G gel , i.e.
Thus a front x = γ(t) defined by the implicit equation
appears 4 .
For x > γ(t), G(x, t) is still evaluated by means of (22). For x < γ(t)
, we have to reformulate the problem for G and c s , since in this region the diffusivity coefficient D c is no longer constant and depends on G and T (see (10) ).
In equation (17) we have to replace D with D c , that now depends on G and T ,
and we get the first order nonlinear P.D.E.
where the right hand side of (30) 1 is obtained making use of (8) 1 . The solution of (30) can be obtained by the method of characteristics solving the nonlinear system
Note that the r.h.s of (31) 3 is positive (recall that T t < 0 and D c < D T ), meaning that G is increasing along the characteristics. Of course due to the nonlinearity of problem (30) we might have self intersecting characteristics. The mathematical structure of this problem will be studied in section 4.3.
When x > γ(t) G(x, t) is given by (22) and when x < γ(t) G(x, t) is given by the solution of (30). For t > t γ the deposit layer continues to grow according to (23) where G(η + , t) is now evaluated by means of the solution G(x, t) of (30). Since G is increasing, at some time
For t > t ν the deposit interface grows along the level set x = ν(t) defined by the implicit relation 5 
G(x, t) = G dep , where G(x, t) is the solution of (30). On x = ν(t) the diffusivity D c = 0 and the deposit grows only because the gel thickens due to cooling.
For what concerns the regression front we have two possible scenarios:
(i) the front ν does not appear,
(ii) the front ν does appear. In case (i) the front x = δ(t) may hit the deposit front and we pass directly to stage 5. In case (ii) the interface δ(t) has to invert its motion before meeting the deposition front. Indeed if we assume that δ = ν andδ ≤ 0 for some finite time then, by (25) 5
where the l.h.s is non positive and the r.h.s is positive. Therefore in case (ii) there must be a finite time t δ such thatδ(t δ ) = 0 with a gap δ(t δ ) − ν(t δ ) > 0. The characteristics of problem (30) entering the gap belongs to two families: one defines the continuation of ν and the other provides the value of G to be used in the free boundary condition
whereδ is now positive. Stage 4 ends at time t θ when ν(t) meets δ(t).
Stage 5
For t > t θ we have to solve the problem in the unsaturated domain given by
wherec(x) is taken from stage 4. The free boundary condition (35) 5 is the evolution equation of the deposit whose growth is now due to diffusion of liquid wax only (same situation as in stage 2). In the limit t → +∞ the concentration profile in the unsaturated region becomes flat and θ → θ ∞ < L. The concentration of wax in the unsaturated region will be given by c(θ ∞ ) = c s (T (θ ∞ )). The deposit thickness θ ∞ can be evaluated by means of the following mass balance
which implicitly defines the asymptotic deposit thickness θ ∞ . In (36) G ∞ (x) is the asymptotic concentration of solid wax in the deposit (see next section). In lemma 7 of section 4.1 we will give a sufficient condition for the uniqueness of θ ∞ .
Evolution of the deposit: the ageing process
The deposit is characterized by the fact that no diffusion of liquid and solid wax is allowed. The evolution of the solid wax concentration (ageing) is thus given by
that is equation (20) with D = 0. Integration yields
Taking the limit t → ∞
Notice that due to the dependence on η the asymptotic concentration of solid wax G ∞ brings in the whole history of the deposit.
Analytical results
The inequalities
already discussed in the previous section, play a fundamental role in what follows. We stress this fact by stating the assumption
Concerning the function D c (G, T ) we suppose
) and satisfies (10).
We also recall that 
Some a-priori properties of the interfaces

Remark 2 Having T t (x, 0) = T t (L, t) = 0 and requiring T x (0, t) > 0 forces T tt (0, t) to take negative values. The implication is that T tt (x, t) cannot have constant sign.
Remark 3 By the maximum principle it will be c(x, t) < c * for all t > t
Lemma 1 The boundary γ(t) is strictly increasing, i.e.γ(t) > 0.
Proof. Differentiating (28) w.r.t. time we get
(41) Relation (41) can be rewritten as
where the terms in square brackets are positive thanks to (HT), (HG) and where τ is a suitable instant in (ξ −1 (γ), t). This yieldsγ > 0. fig. 1 ), which contradicts inf
Lemma 2 The boundary x = γ(t) never meets x = ξ(t) and x = ν(t).
Proof. If γ(t) = ξ(t) for some finite t then G(ξ(t), t) = G gel (ξ(t), t) = 0, which is admissible T (ξ(t), t) = T s (see
The front ν is generated when and if G reaches the value G dep on the characteristics. Such a front is defined implicitly but it can be represented as x = ν(t) thanks to the following
Lemma 3 Under assumptions (HT), (HD)we have
throughout the gel.
Proof. Let us first study the sign of G x on γ(t). From (22)
Differentiating w.r.t. time
From (20) we have that G t = −µT t and therefore
due to (HT). We set Λ = G x and differentiate equation (30) 1 w.r.t. x obtaining
Notice that, owing to (HT), (HD), the coefficients A and C are negative. Equation (47) can be rewritten as dΛ dτ
where dΛ/dτ represents the rate of change of Λ along the characteristic. Integrating (48) with the initial datum Λ| γ we get
where the quantity in square brackets in (49) is negative since Λ| γ = G x | γ < 0 and AΛ 2 + C < 0. We conclude that Λ < 0 everywhere in the gel. Therefore, the level set G = G dep defines a front of the type x = ν(t).
We can say more:
Lemma 4 The same assumptions as lemma 3 guarantee that the boundary x = ν(t) (when it exists) propagates faster than the characteristics of equation (30).
Proof. We differentiate G w.r.t. time along the level set G = G dep and along a characteristic we get
where H > 0 is the r.h.s. of (30) 1 andẋ is the slope of the characteristic. Subtracting
Since G x < 0 we conclude thatν >ẋ.
Remark 4 A possible D c satisfying (10) is given by
Exploiting (55) and (56) we obtain
A possible way for requiring that
If we take the latter with the equality sign and set
we end up with the differential equation
whose integration leads to
that is
We also have the following
Lemma 5
The boundaries x = γ(t) and x = δ(t) have to meet in a finite time.
Proof. No matter how thin it is the region between these boundaries, it is crossed by a mass flux which is bounded away from zero. If we allow it to exist for all times we arrive at a contradiction, since asymptotically the concentration c in the unsaturated region will be flat, providing no flux at all.
Lemma 6
The boundary x = ν(t) can only exist for a finite time.
Proof. It is a simple consequence of (31) 3 and (HD), which imply that the time taken by G to reach the value G dep along any characteristic is finite.
Remark 5 Lemmas 5, 6 imply that both the mushy region and the diffusive gel disappear in a finite time.
Lemma 7 If
then (36) defines the asymptotic thickness of the deposit θ ∞ uniquely.
Proof. Recalling (1) we have
for any T 1 , T 2 . Therefore, from (39),
We define the function
which is continuously differentiable in θ ∞ . We have
Moreover, since
and
because of (62). Differentiating (65) w.r.t. θ ∞ we get
Inequalities (66), (68) and (69) prove the lemma.
Existence of a classical solution of problems (FBP2), (FBP3), (FBP4)
Throughout this section hypotheses (HT), (HD), (HG) hold true.
Theorem 1 Problem (FBP2) has a unique solution (c, η) in the classical sense during the whole waiting time. The boundary x = η(t) is such that
Proof. Problem (FBP2) has Stefan data on the free boundary and well posedness can be proved by means of standard arguments (see [7] ). Reformulating (FBP2) for the difference
We haveη(t η ) = 0 and by definition u x < 0 on the free boundary (and on the all domain because of T xt > 0). Therefore we have the a-priori natural bound 0 < G depη < βT x (η, t)) guaranteeing existence up to t = t ξ . Finally, we can establish that u x < 0 by the maximum
Phase shrinking in (70) is due to the forcing term βT x in the Stefan condition and not to "supercooling", thus excluding instabilities sometimes related to phase shrinking. Since the end of stage 2 (and thus of problem (FBP2)) is marked by u x = 0, we find the slope of the deposition front at the exit of the waiting time setting u x = 0 in (70) 5
The analysis of (FBP3) can also be based on [7] concerning local existence , but global existence is more complicated for the reason that will be clear soon. We conjecture that the assumptions used so far should not only guarantee existence and uniqueness, but alsoξ < 0 (dealing with the latter question is quite difficult even for much simpler cases, e.g. [6] , [16] ). However we can give sufficient conditions excluding the occurrence of blow-up (which, in our case, is the only event which could terminate the solution in a finite time). For t in a finite time interval (t ξ , t * ) we put
We observe that A(t * ) > 0 for all finite t * by assumption. Next we get an upper estimate of time t δ calculating the finite time t * at which the solutionc(x, t) of the following problem vanishes
where b = inf c sx for t > t ξ , i.e. b = inf βT x for t > t ξ , which we know to be positive and coinciding with βT x (L, t ξ ). Clearlyc > c for t > t ξ (we extract less and from a farther boundary). Therefore the lifespan of stage 3 is necessarily less than t * − t ξ , hence t δ < t * . We use precisely this t * in (72). In order to point out the possible occurrence of blow-up, we first reformulate the problem in terms of the function
where c(x, t ξ ) is taken from stage 2, and then we reduce it to a Stefan problem taking the new
It is easy to realize that that Z has no constant sign (see also the Remark 2 of Section 4.1).
In particular we expect Z to be positive near the free boundary (indeed we are interested in the time interval in whichξ > 0), but it can become negative, e.g. on x = L. In particular, the fact that Z > 0 close to the free boundary, so that phase is shrinking, makes it similar to a supercooled Stefan problem, for which blow-up can be a typical feature (for a review on non-standard Stefan problems see [11] ). A rather comprehensive analysis of the phenomenon of blow-up for parabolic free boundary problems with data of Cauchy type (like (74)) or of supercooled (superheated) Stefan type (like (75)) has been performed in a series of papers [8] , [9] , [10] , but only in case of constant coefficients. We note for instance that in (75) the source is not constant (even of variable sign) and the "latent heat", though of constant sign, is variable (it is important to stress that, by assumption, it is bounded away from zero in the time interval considered). Therefore the above mentioned results are not directly applicable to our case. However we can give sufficient conditions for a supersolution not to develop a blow-up. This result, jointly with the result of [7] , enables us to continue the solution of (FBP3) up to the desired time.
Lemma 8 Suppose that at the end of stage 2 we have
then there will be no blow-up during stage 3.
Proof. We introduce the supersolution (û(x, t),ξ(t)) solving
where b has been defined above. In order to make use of the theory developed in [8] , [9] , [10] we introduce the variable
Note that U o (1) = U y (1, 0). Setting U τ = W , we formulate the superheated Stefan problem
According to [9] blow-up can be excluded if the level curve W = 1 never appears. Thus condition (76) is enough to prevent blow-up to occurs.
As a consequence we may state
Proof. From (26) we have
where |T t | is separated from zero in every finite time interval. We note that |ξ −1 (δ)|/|δ| → ∞, owing to the fact thatξ(0) = 0. Suppose now that t is the leading term in (90). This would require that δ = o(t), against the assumption.
We shall see later that (89) remains true also whenδ(0) = 0. For the time being, if we want to prove thatδ(0) = 0, we may use (89), since denying (89) yieldsδ(0) = 0. That said, a useful lemma is the following Lemma 10 Let (δ, u) be a solution of (86) and suppose that near the origin
Thenδ(0) = 0.
Proof. It follows immediately from G(δ, t)δ = u x (δ, t) and from (89), which says that the ratio u x /G under assumption (91) behaves at most like δ/ξ −1 (δ), which goes to 0 as t → 0.
Now we consider the class C of function δ such that lim t→0 + δ/t exists and if it is not bounded thenδ(t) tends monotonically to −∞ as t → 0 + . We can prove the following Lemma 11 Let (δ, u) be a solution of (86), with δ ∈ C. Thenδ(0) = 0.
Proof We apply the following strategy. Postulating some behaviour of δ near the origin we compute the local behaviour of u x (δ, t). Next we compare u x (δ, t) and G(δ, t) as in the previous lemma to reach our conclusion. Since the analysis is purely local, we may replace the data with the following approximation:
where f i , i = 0, 1, 2 are known constants, and, according to (87), (88)
Introducing the function 
v(δ, t) = O(t 2 ) if lim
To be specific, let us takeδ(t) ∼ −kt −(α+1/2) , with α ∈ (0, 1/2), k > 0 and perform the transformation θ = τ /t, obtaining 
We split the integral (106) over the interval (0, θ o (t)), (θ o (t), 1), with θ o (t) defined through (107), 
When t → 0 + the upper limit goes to +∞ and the presence of e −z keeps the integral bounded. Thus also the second contribution is O(µ). This holds true any time |δ|/ √ t → ∞ not necessarily as a power of t. Hence, from (99), we conclude once more that µ = O( ) = O(δ 2 ).
Proceeding to the estimate of v x , and therefore of u x , we see, as in the previous case, that u x = O(µδ). Now the free boundary condition gives us G = O(µ) = O(δ 2 ), which contradicts G/|δ| → +∞. Thus we are left with the only possibilityδ(0) = 0.
We can now investigate more closely the short time behaviour of δ(t), which is dictated by the one of ξ(t).
Lemma 12 Let us define the function
Then
Proof. Knowing thatδ(0) = 0, i.e. |δ(t)| = o(t) we can conclude from the previous calculations that |u x (δ, t)| = O(t). A first consequence is that G(δ, t)/t has to diverge as t → 0 + . Therefore the leading term in G(δ, t), which behaves as t + |ξ −1 (δ)|, must be ξ −1 (δ). Thus the product ξ −1 (δ)δ must be O(t), i.e. Ξ(δ) = O(t 2 ). 
The latter inequality is due to (10) . Hence the characteristics travel faster than the free boundary x = δ(t). This guarantees that in equation (34) the coefficient G(δ, t) playing the role of "latent heat" in the corresponding Stefan-like problem is well defined and strictly positive. Therefore well-posedness of the final portion of stage 4 at this point is standard.
