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Introduction
Boltzmann Machines (BMs) (Ackley et al. , 1985) , are networks of binary neu rons with a stochastic neuron dynamics, known as Glauber dynamics. Assum ing symmetric connections between neurons, the probability distribution over neuron states s will become stationary and will be given by the Boltzmann Gibbs distribution P(S), The Boltzmann distribution is a known function of the weights and thresholds of the network. However, computation of P(S) or any statistics involving P( S), such as mean fi ring rates or correlations, requires exponential time in the number of neurons. This is due to the fact that P(S) contains a normalization term Z, which involves a sum over all states in the network, of which there are exponentially many. This problem is particularly important for BM learning. This is because the BM learning rule requires the computation of correlations between neurons. Thus, learning in BMs requires exponential time.
A well-known approximate method to compute Z, or any other statistics, is by importance sampling (ItZykSOll and Drouffe, 1989) . Glauber dynamics is an example of importance sampling. Importance sampling is more effective than the exact computation because the sampling is biased towards the parts of the configuration space that will give the dominant contribution to Z, but is still very time consuming. This is the approach chosen for learning in the original Boltzmann Machine (Ackley et al., 1985) . The method has poor convergence and can only be applied t.o small net\,,"orks.
In (Peterson and Anderson, 1987) , an accelera.tion method for learning in EMs is proposed. They suggest to replace the correlations by the naive mean field approximation: (SjS j ) = ffiimj, where ffii is the mean field activity of neuron i. The mean fields are given by the solution of a set of 11 coupled mean field equations, with n the number of neurons. The solution can be efficiently obtained by fixed point iteration. The method was further elaborated in (Hinton, 1989) . It. can be shown (Kappen and Rodriguez, 1997) that the naive mean field ap proximation of the learning rules does not converge in general. Furthermore, we argue that in the correct treatment of mean field, the correlations can be com put. cd using the linear response t. heorem (Pa.risi, 1988) . In the context . of neura.l networks this approach was fi rst introduced by (Ginzburg and Sompolinsky. 1994) for the computation of time-delayed correlations and later by (Kappen, 1997) for the computation of stimulus dependent correlations.
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Boltzmann Machine learning
The Boltzmann Machine is defi ned as follows. The possible configurations of the network can be characterized by a vector s = (S1' .. , 8i, . . , sn), where Si = ± 1 is the state of the neuron i, and n the total number of the neurons. Neurons are updated using Glauber dynamics.
Let us define the energy of a configuration s as
Wij and ()i denote the weights and thresholds in the network.
The probability to find the network in a state s converges to a stationary distribution (thermal equilibrium) and is given by the Boltzmann distribution
z = L.exp{ -(3E(S)} is the partition function which normalizes the probability distribution.
A learning rule for Boltzmann Machines was introduced by Ackley, Hinton and Sejnowski (Ackley et al., 1985) . 
The parameter 1J is the learning rate. The brackets (-) and Oe denote the 'free' and 'clamped' expectation values, respectively. The 'free' expectation values are defined as usual:
2.: 0i!3 Si P Oi !3 01(3
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Si Sj P Oi/3'
• The 'clamped' expectation values are obtained by clamping the visible units in a state a and taking the expectation value with respect to qOi: 2.: sf /3 qOiP (3I Oi a/3
, J e (6) 01/3 sf/3 is the value of neuron i when the network is in state a{3. P!3IOi is the conditional probability to observe hidden state {3 given that the visible state is a. Note that in Eqs. 4-6, i and j run over both visible and hidden units.
Thus, the BM learning rules contain damped and free expectation values of the Boltzmann distribution. The computation of the free expectation values is intractible, because the sums in Eqs. 5 consist of 2n terms. If qo: is given in the form of a training set of p patterns, the computation of the clamped expectation values, Eqs. 6, contains p2nh terms. This is intractible as well, but usually less expensive than the free expectation values. As a result, the BM learning algorithm cannot be applied to practical problems.
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The nlean field method and the linear response correction
The basic idea of mean field theory is t.o replace the quadratic term in the energy, WijSiS j in Eq. 1, by a term linear in Si. Such a linearized form allows for efficient computation of the sum over all states, such as Eqs. 5 and 6 and the partition function Z. \-Ve define the mean fi eld energy
where we introduce n mean fields H'i. 
We can now compute the mean fi ring rates and correlations in the mean field approximation:
While computing ;f, using Eq. 8, we must be aware that the mean fields Wi ] depend on Bi through Eq. 9:
with Aij = �. The last step in Eq. 11 follows when we use the mean field ) equations Eq. 9. Eq. 12 is known as the linear response theorem (Parisi, 1988) . The inverse of the matrix A can be directly obtained by differentiating Eq. 9 with respect to (h. The result is:
Thus, our approximation consists of replacing the free expectation values in Eqs. 4 by their linear response approximations Eqs. 9, 11-13. The clamped quantities are directly computed from the data. The inclusion of hidden units is straigthforward and is discussed elsewhere (Kappen and Rodrlguez, 1997) . The complexity of the method is dominated by the computations in the free phase. The computation of the linear response correlations involves the inversion of the matrix A, which requires O(n3) operations. The computation of the mean firing rates through fixed point iteration of Eq. 9 requires O(n2) or O(n2Iogn) operations, depending on whether fixed precision in the components of ru i or in the vector norm L i mr is required. Thus, the full mean field approxima tion, including the linear response correction, computes the gradients in O(n3) operations.
No hidden units
For the special case of a network without hidden units we can make significant simplifications. In this case, the gradients Eqs. 4 can be set equal to zero and can be solved directly in terms of the weights and thresholds, i.e. no 'gradient based learning' is required. First note that (si lc and (siSj l c can be computed exactly from the data for all i and}. Let us defi ne eij = (siSj lc -(si lc (Sj lc' The fixed point equation for D,, (}i gives
The fixed point equation for D"wij, using Eq. 14, gives
The fixed point equations are only imposed for the off-diagonal elements of D"wij because the Boltzmann distribution Eq. 2 does not depend on the diagonal elements WH. The condition D"wii = 0 is automatically satified in the exact method. However, in the approximate method things are different. The solution depends on Wii in Eq. 9 and the condition D"wii = 0 must be enforced explicitly to ensure that 1 = (sr) = 1 -mr -Aii. Thus, instead of Eq. 15, one must impose the stronger condition Aij = eij for all i,}, which is equivalent to (A-1)ij = (e-l)ij. Using Eq. 13 we obtain
In this way we have solved mj and Wij directly from the fixed point equations.
The thresholds ()i can now be computed from Eq. 9:
Note that this method does not require fixed point iterations to obtain meall firing rates mi in terms of 'Wij and (h. Instead, the 'inverse' computation of ().j given m, and Wi j is required in Eq. 17.
Results
In this Section we will compare the accuracy of the linear response correction with the exact method and with the naive mean field approximation. We re strict ourselves to networks without. hidden units. Of course, there are many probability estimation problems, for which the BM without. hidden units is a poor model. The optimal solution can be found using the exact gradient de scent method. Our main concern is whether the linear response approximat.ion will give a solution which is sufficiently close to the optimal solution, and not whether the optimal solution is good or bad.
The correct. way to compare our method to the exact method is by means of the Kullback divergence. However, this comparison can only be done for small networks. The reason is that the computation of the Kullback divergence requires the computation of the Boltzmann dist.ribution, Eq. 2, which requires exponential time due to the partition function Z. In addition, the exact learning method requires exponential time. The comparison by Kullback divergence on small problems is the subject of Section 4.1.
For networks with a large number of units one can demonstrate the quality of the linear response method by means of a pattern completion task i.e. the network must be able to generate the rest. of a pattern, when part of the pattern is shown. The results on this pattern completion t.ask suggest that. the perfor mance of the linear response met.hod is also good for large networks (Kappen and Rodrfguez, 1997) .
Comparison using Kullback divergence
In order to show the performance of the linear response correct.ion, we have compared it with the results obtained with the exact method and with a 'mean field' method that ignores correlabons. For the exact met.hod (J(ex), we have used a gradient descent method with a momentum term. The mean firing rates and correlations are computed using Eqs. 5. For the linear response method (Klr), we obtain the ,,,eights and thresholds from Eq. 16 and Eq. 17. In the case of the naive mean fi eld approximation (Km!), we assume a factorized model:
The mean firing rates are given by mi = (Si)c' We compared the methods on a number of typical examples in Fig. la . Each neuron value sf = ±l,i = 1, ... ,n,J-l = 1, ... ,p is generated randomly and independently with equal probability. The three methods are compared by computing the Kullback divergence, using Eq. 3, that we obtain for each method on each of the data sets. The network size was varied from 3 to 10 neurons. For each data set we compute Klr -Ke:c and Km! -Ke:c. In the Figure, we show these values averaged over all data sets, as well as their variances.
The difference in quality between the exact method and the linear response method is a sensitive function of the number of patterns in the data set. This is illustrated for n = 6 in Fig.1b .
We conclude that the linear response correction gives a good approximation of the exact results. The naive mean field approximation that ignores the cor relations is much worse, as should be expected. It indicates that correlations play a signifi cant role in these learning problems.
Discussion
We have proposed a new efficient method for learning in Boltzmann Machines. The method is generally applicable to networks with or without hidden units. It makes use of the linear response theorem for the computation of the correla tions within the mean fi eld framework. In our view, this is the proper way to compute correlations in the mean fi eld framework, instead of the 'naive' mean fi eld assumption (SiSj) = (Si) (S j) which has been advocated by some authors (Peterson and Anderson, 1987; Hinton, 1989; Hinton et al., 1995; Dayan et al., 1995) . We have derived an explicit expression for the optimal weights and thresh olds for networks without hidden units. Thus, no gradient descent procedure is needed. In our numerical results we have restricted ourselves to networks without hidden units. We argue that this is sufficient to show the advantage of the method, since the 'free' expectation values are the most time consuming part of the computation. These expectation values are unaffected by the fact whether part of the network is hidden or visible.
In the presence of hidden units, both the exact method and the linear re sponse method require a gradient descent algorithm. The advantage of our method is that the gradients can be computed in O(n3), instead of in O(2n), time. The required number of iterations may be somewhat more for the linear response method, because the gradients are only computed approximately.
This brings us to an interesting point, which is the convergence of the gra dient descent algorithm in the linear response approximation. Convergence re quires the existence of a Lyapunov function. The Kullback divergence is clearly a Lyapunov function for the exact method, but we were not able to fi nd a Lya punov function for the linear response approximation. In fact, one would like to construct a cost function such that its gradients are equal to the gradients of J{ in the linear response approximation. Whether such a function exists is unknown to our knowledge.
An important potential application domain is for Bayesian networks (Pearl, 1988) . These networks encode domain knowledge in a graphical structure. It is well known, that inference and learning in Bayes networks is intradible (Cooper, 1990) . The most efficient algorithms transform the direct.ed graph by a number of steps to an undirected graph (Lauritzen and Spiegelhalter, 1988) . The re maining complexity is in the estimation of the joint. probability distribution on cliques in t.he undirected graph. The Boltzmann Machines as used in this paper could be used to estimate the probability distributions on these cliques. This would result in a polynomial time learning algorithm for Bayesian networks. 
