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Abstract
The search for new ab initio models rapidly delivering accurate excited state energies and properties is one
of the most active research lines of theoretical chemistry. Along with these methodological developments, the
performances of known methods are constantly reassessed thanks to the emergence of new benchmark values.
In this Letter, we show that, in contrast to previous claims, the third-order algebraic diagrammatic construction,
ADC(3), does not yield transition energies of the same quality as the third-order coupled cluster method, CC3.
There is indeed a significant difference in terms of accuracy between the two approaches, as we clearly and
unambiguously demonstrate here thanks to extensive comparisons with several hundreds high-quality vertical
transition energies obtainedwith FCI, CCSDTQ, andCCSDT.Direct comparisonswith experimental 0-0 energies
of small- and medium-size organic molecules support the same conclusion, which holds for both valence and
Rydberg transitions, as well as singlet and triplet states. In regards of these results, we introduce a composite
approach that we named ADC(2.5) which consists in averaging the ADC(2) and ADC(3) excitation energies.
Although ADC(2.5) does not match the CC3 accuracy, it significantly improves the ADC(3) results, especially
for vertical energies. We hope that the present contribution will stimulate further developments and, in particular,
improvements of the ADC-type methods which have the indisputable advantage of being computationally lighter
than their equivalent-order CC variants.
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Electronic excited states (ES) play an important role in
many technological applications (photovoltaics, photocatal-
ysis, light-emitting diodes, . . . ), but their characterization
from purely experimental data remains often tedious. This
has stimulated the developments of various density- and
wavefunction-based methods allowing to model accurately
ES. Amongst all these wavefunction approaches, the alge-
braic diagrammatic construction (ADC), which relies on per-
turbation theory to access excitation energies and properties,
has now become one of the most popular.1 The ADC scheme,
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originally developed by Schirmer and Trofimov,2–8 has sev-
eral advantages over the well-known coupled cluster (CC)
family of methods, e.g., hermiticity and higher compact-
ness for odd expansion orders. These assets have greatly
contributed to the ever growing applications of ADC. In par-
ticular, its second-order variant, ADC(2), generally provides
valence transition energies as accurate as the one obtained
with the second-order CCmodel, CC2,9,10 for a smaller com-
putational cost [yet similar O(N5) scaling].11–13
One of the originality of ADC(n) lies in its alternative rep-
resentation, known as intermediate-state representation, of
the polarization propagator which poles provides the vertical
excitation energies.2 These intermediate states are generated
by applying a set of creation and annihilation operators to the
nth-order Møller-Plesset (MPn) ground-state wave function,
and are then orthogonalized block-wise according to their
excitation class.3 This explains why ADC(n) is usually pre-
sented as “MPn for excited states” in the literature. One can
show that the intermediate states and genuine ES are related
by a unitary transformation X, which satisfies the Hermitian
eigenvalue problem MX = ΩX (with X†X = 1), where M is
the so-called ADC matrix and Ω is a diagonal matrix gath-
ering the corresponding excitation energies. We refer the
interested reader to Ref. 1 for a non-technical discussion of
the general form of the ADC(n) matrices.
Hättig pointed out several interesting theoretical connec-
tions betweenADC(2), CIS(D∞) and CC2.14 In particular, he
showed that ADC(2) is a symmetrized version of CIS(D∞),
and that the only modification required to obtain CIS(D∞)
excitation energies from CC2 is to replace the ground-state
CC2 amplitudes by those from MP2. This idea has been
exploited by Dreuw’s group to develop the so-called CCD-
ADC(2) method where the ADC(2) amplitudes are replaced
by those obtained from a coupled cluster doubles (CCD)
calculation.15,16 In addition to improve excitation energies,
because CCD-ADC(2) does not rely on perturbation theory
anymore, it has been shown to be more robust for molecular
dissociation energy curves.15 One of the disadvantages of
CC2 compared to ADC(2) is that, due to its non-Hermitian
nature, CC2 does not provide a physically correct description
of conical intersections between states of the same symmetry,
a difficulty absent in ADC(2).
Similarities between the third-order variants, ADC(3) and
CC3,17 are likely to exist but, to the best of our knowledge,
these potential formal connections have never investigated in
the literature. Nonetheless, it is worth mentioning that CC3,
which scales as O(N7), treats the ground state at fourth order
of perturbation theory and the 2h-2p block at second order,
whereas ADC(3) describes the ground state and 2h-2p block
at third and first order of perturbation theory, respectively.1
This difference becomes particularly apparent in the calcula-
tion of double excitations, for which ADC(3) typically yields
inaccurate values.18 However, ADC(3), with its O(N6) com-
putational scaling, has the indisputable advantage of being
computationally lighter than CC3, and has a more compact
configuration space.
In 2014, Harbach et al.12 reported an efficient implemen-
tation of ADC(3) and benchmarked its accuracy for transition
energies using the theoretical best estimates (TBE) of the fa-
mous Thiel set19 as reference. They concluded that, using
the benchmark data available at that time, it was impossible
to determine whether ADC(3) or CC3 was the most more
accurate. As ADC(3) enjoys a lower formal computational
scaling [O(N6)] than CC3 [O(N7)], and is generally regarded
as the logical path for improvement over ADC(2), this find-
ing contributed to enhance the popularity of ADC(3) in the
electronic structure community. ADC(3) was subsequently
employed to perform theory vs experiment comparisons,20–26
and to define benchmark values for assessing lower-order
methods.27–30
Given, on the one hand, that ADC(3) was advocated as a
benchmark method and, on the other hand, the recent avail-
ability of high-accuracy reference energies for a large panel
of ES,18,31,32 we believe that the time has come to perform
a new performance assessment of this method. To this end,
we have first considered our most recent set of TBE/aug-
cc-pVTZ obtained for vertical transition energies in organic
compounds encompassing from one to six non-hydrogen
atoms.18,32 These TBE have been computed at very high lev-
els of theory, i.e, mostly FCI (full configuration interaction)
for molecules with up to three non-hydrogen atoms,18 CCS-
DTQ for four non-hydrogen atom derivatives,32 and CCSDT
for compounds containing 5 or 6 non-hydrogen atoms.32Note
that, for the smallest compounds where the following com-
parison is actually possible, the mean absolute errors (MAE)
obtained with CCSDTQ and CCSDT compared to FCI are
trifling (0.01 eV and 0.03 eV, respectively).18
Table 1 provides a statistical analysis of the performances
of the second- and third-order ADC and CC methods, using
these TBE as reference. Figure 1 gives histograms of the
errors for both singlet and triplet states. The full list of data
can be found in the Supporting Information. We consider
here a set of 328 ES, that has been divided into three rel-
atively equivalent subsets of 1–3 non-hydrogen atoms (106
ES), 4 non-hydrogen atoms (89 ES) and 5–6 non-hydrogen
atoms (134 ES). From these data, it is quite clear that CC3
delivers astonishingly accurate transition energies with MAE
below or equal to 0.03 eV for each subset, and no devia-
tion exceeding ±0.20 eV. This is inline with several previ-
ous benchmarks.14,18,25,32–35 Again, consistently with previ-
ous analyses and theoretical considerations (see above), the
ADC(2) and CC2 performances are very similar and these
second-order methods deliver a global MAE smaller than 0.2
eV, together with negligible MSE for all subsets. This con-
firms that ADC(2) is indeed a very interesting computational
tool thanks to its attractive accuracy/cost ratio. Nevertheless,
in par with the above-described conclusions, we found that
the performance of ADC(3) is rather average with a signifi-
cant underestimation (MSE of −0.11 eV for the full set) and
a MAE around 0.20 eV for each subset. Overall, ADC(3)
underestimates transition energies and provides an average
deviation of the same order of magnitude as ADC(2) and
CC2. Strikingly, the MAE of ADC(3) is basically one order
of magnitude larger than the MAE of CC3.
As can be seen in Table 1, the ADC(3) MAE obtained
for the singlet (0.21 eV) and triplet (0.23 eV) ES, as well
as for valence (0.23 eV) and Rydberg (0.18 eV) ES are all
rather similar. Interestingly, ADC(2) exhibits the reverse
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Table 1: Mean signed error (MSE), mean absolute error (MAE),
maximal positive error [Max(+)], and maximal negative error
[Max(−)] with respect to the highly-accurate TBE/aug-cc-pVTZ
of Refs. 18 and 32 (see text for details) for various sets of verti-
cal transition energies. All values are in eV. The raw data, which
can be found in Table S1 of the Supporting Information, have
been obtained with the aug-cc-pVTZ basis set and within the
frozen-core approximation.
Set Method MSE MAE Max(−) Max(+)
All ADC(2) 0.00 0.16 −0.76 0.64
ADC(2.5) −0.05 0.08 −0.33 0.24
ADC(3) −0.11 0.21 −0.79 0.55
CC2 0.02 0.17 −0.71 0.63
CC3 0.00 0.02 −0.09 0.19
1–3 non-H ADC(2) −0.01 0.21 −0.76 0.57
atoms18 ADC(2.5) −0.08 0.10 −0.33 0.24
ADC(3) −0.15 0.23 −0.79 0.39
CC2 0.03 0.22 −0.71 0.63
CC3 −0.01 0.03 −0.09 0.19
4 non-H ADC(2) −0.03 0.18 −0.73 0.64
atoms32 ADC(2.5) −0.07 0.08 −0.29 0.15
ADC(3) −0.10 0.24 −0.76 0.49
CC2 0.03 0.20 −0.68 0.59
CC3 0.00 0.02 −0.05 0.17
5–6 non-H ADC(2) 0.03 0.11 −0.48 0.45
atoms32 ADC(2.5) −0.02 0.06 −0.26 0.24
ADC(3) −0.08 0.18 −0.46 0.55
CC2 0.01 0.12 −0.58 0.31
CC3 0.00 0.01 −0.03 0.04
Valence ADC(2) 0.07 0.13 −0.76 0.54
ADC(2.5) −0.05 0.07 −0.24 0.24
ADC(3) −0.16 0.23 −0.46 0.50
CC2 0.12 0.15 −0.71 0.50
CC3 0.00 0.02 −0.09 0.19
Rydberg ADC(2) −0.14 0.22 −0.38 0.64
ADC(2.5) −0.07 0.09 −0.33 0.24
ADC(3) −0.01 0.18 −0.79 0.55
CC2 −0.17 0.21 −0.41 0.63
CC3 −0.01 0.02 −0.09 0.17
Singlet ADC(2) −0.03 0.17 −0.76 0.64
ADC(2.5) −0.05 0.09 −0.33 0.24
ADC(3) −0.07 0.21 −0.79 0.55
CC2 −0.02 0.18 −0.71 0.59
CC3 0.00 0.02 −0.09 0.19
Triplet ADC(2) 0.05 0.15 −0.70 0.57
ADC(2.5) −0.06 0.07 −0.23 0.19
ADC(3) −0.17 0.22 −0.56 0.38
CC2 0.09 0.16 −0.66 0.63
CC3 0.00 0.01 −0.09 0.04
n→ pi? ADC(2) −0.04 0.09 −0.38 0.23
ADC(2.5) −0.02 0.06 −0.23 0.24
ADC(3) 0.00 0.14 −0.32 0.40
CC2 0.02 0.08 −0.25 0.21
CC3 0.00 0.01 −0.05 0.04
pi → pi? ADC(2) 0.14 0.17 −0.31 0.64
ADC(2.5) −0.07 0.08 −0.33 0.19
ADC(3) −0.27 0.29 −0.79 0.55
CC2 0.19 0.21 −0.41 0.63
CC3 0.01 0.02 −0.09 0.17
valence/Rydberg trend with a smaller error for valence tran-
sitions (0.13 eV) and a larger one for Rydberg ES (0.22 eV). It
is only for the n→ pi? transitions (0.14 eV) that the ADC(3)
MAE becomes significantly lower than the usual 0.2 eV er-
ror bar. This success is mitigated by the fact that it is also
for the n → pi? transitions that ADC(2) and CC2 are the
most accurate, as both yield MAE smaller than 0.10 eV for
this ES family. On a more optimistic note, one notices that
the ADC(3) errors are smallest for the largest compounds
gathered in Table 1. This hints that the error might well
decrease with system size and become more acceptable for
“real-life” derivatives. However, a similar trend is observed
for both ADC(2) and CC2. It is therefore difficult to perform
a trustworthy extrapolation to larger systems.
Finally, as we have found previously,18 ADC(3) seems to
overcorrect ADC(2). Therefore, in the spirit of Grimme’s and
Hobza’sMP2.5 approach tailored to provide accurate interac-
tion energies,36 we propose here its excited-state equivalent,
ADC(2.5), that simply corresponds to the average between
the ADC(2) and ADC(3) transition energies. Indeed, test nu-
merical experiments have shown that such 50/50 ratio is close
to optimal for the present set of transitions. This ADC(2.5)
protocol delivers a MSE of −0.05 eV and a MAE of 0.08
eV considering the entire set of transitions. It is therefore
significantly more accurate than ADC(2) or ADC(3) (taken
separately) for practically the same cost as ADC(3). This is
well illustrated in Figure S1 of the Supporting Information.
This observation might indicate that a renormalized version
of ADC(3) could be an interesting alternative to improve its
overall accuracy, as commonly done for one-electron Green’s
function methods.37,38
  
  
 
Figure 1: Histograms of the errors (in eV) obtained with ADC(2),
ADC(3), CC2, and CC3 taking the TBE/aug-cc-pVTZ values of Refs.
18 and 32 as reference. “Count” refers to the number of transitions
in each group. The full list of data can be found in the Supporting
Information. Note the difference of scaling in the vertical axes.
Notwithstanding the high accuracy of the vertical excita-
tion energies presented above, CCSDT and CCSDTQ are
not error-free. In addition, the previous analysis is limited
to compact compounds with a maximum of 6 non-hydrogen
atoms. Therefore, it is worth investigating the correlation
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between experiment and theoretical observables. Meaning-
ful theory-experiment comparisons for ES are always chal-
lenging but the simplest and safest strategy is very likely to
be comparing 0-0 energies, an approach that has been used
many times before, e.g, see our recent review on the topic.39
Following this strategy, we then consider here the (slightly
extended) set of compounds defined in Ref. 35: it encom-
passes gas-phase measurements for 71 singlet and 30 triplet
low-lying transitions. Note that the typical uncertainty of
such experimental gas-phase measurements is of the order of
10−4 eV (or 1 cm−1) only. We select here (EOM-)CCSD/def2-
TZVPP geometries and (TD-)B3LYP/6-31+G(d) vibrational
corrections, as it is known that the errors in the 0-0 energies
are mostly driven by the inaccuracy in the adiabatic energies,
rather than the approximate nature of the structures and/or vi-
brations.11,35,40,41 Our calculations are again performed with
the aug-cc-pVTZ basis set, and within the frozen-core ap-
proximation. The full list of raw data are given in the Sup-
porting Information. Statistical data can be found in Table 2
and Figure 2.
First, considering all 101 cases, we notice that the CC3
adiabatic energies produce chemically accurate 0-0 energies
in 59% of the cases, with errors almost systematically smaller
than 0.15 eV. None of the other approaches can match such
a feat. In particular, both ADC(2) and ADC(3) deliver MAE
above 0.15 eV and a chemical accuracy rate smaller than 20%.
As in the set of vertical transitions discussed above, ADC(2.5)
outperforms ADC(2) and ADC(3), and yields rather small
deviations of the same order of magnitude than CC2 (MAE
of 0.10 eV). The fact that CC2 provides more consistent 0-0
energies than ADC(2) while their performances were found
similar for vertical energies might be related to the relatively
poorer description of potential energy surfaces with the latter
approach.42
Turning our attention to the impact of spin symmetry, we
note that, although CC3 remains very accurate, we observe a
slight decline of its accuracy for triplet ES, a conclusion fit-
ting with our recent study.35 It is also quite clear that ADC(3)
has the edge over ADC(2) for triplet ES, whereas the oppo-
site trend is observed for the singlets. Surprisingly, opposite
conclusions were drawn for vertical transitions (see above).
Despite its tendency to overerestimate (underestimate) sin-
glet (triplet) transition energies (see Figure 2), CC2 is found
to be globally more robust than ADC(2) and ADC(3) for both
ES families. Probably more enlightening is the comparison
between the results obtained on small (71 molecules with
1–5 non-hydrogen atoms) and medium (30 molecules with
6–10 non-hydrogen atoms) compounds (see Table 2), the lat-
ter set being mostly composed of (substituted) six-membered
rings. One sees a clear improvement of the ADC(3) perfor-
mance going from the smaller to the larger molecules, with
a MAE of 0.12 eV and a chemical accuracy rate of 43%
for the latter group. These values are definitively promis-
ing. Indeed, although such a MAE value remains three times
larger than its CC3 analogue, this hints that ADC(3) might
become significantly more accurate for larger compounds.
Finally, we wish to recall that these conclusions are made
using (EOM-)CCSD geometries and (TD-)DFT harmonic
vibrational corrections for all methods. Thus, the overall
error is not exclusively (though probably predominantly) re-
lated to the method selected to compute adiabatic energies.
It would be definitely interesting to have access to ground-
and excited-state ADC(3) geometries in order to investigate
if whether or nor it yields an improvement of the ADC(3)
performance.43
Table 2: Mean signed error (MSE) and mean absolute error
(MAE), as well as percentage of chemical accuracy (%CA, abso-
lute error below 0.043 eV) and acceptable error (%AE, absolute
error below 0.150 eV) with respect to experimental 0-0 energies
for the (71) singlet and (30) triplet sets of 0-0 energies from Ref.
35. All values are in eV and have been obtained with the aug-cc-
pVTZ basis set and within the frozen-core approximation using
(EOM-)CCSD/def2-TZVPP geometries and (TD-)B3LYP/6-31+G*
vibrational corrections. The full list of data can be found in the
Supporting Information.
Set Method MSE MAE %CA %AE
All ADC(2) −0.09 0.16 18 52
ADC(2.5) −0.08 0.10 24 78
ADC(3) −0.07 0.18 19 50
CC2 0.00 0.10 31 75
CC3 −0.03 0.04 59 98
1–5 non-H ADC(2) −0.10 0.16 15 55
atoms ADC(2.5) −0.11 0.11 24 72
ADC(3) −0.13 0.21 8 41
CC2 0.01 0.09 31 82
CC3 −0.03 0.05 62 97
6–10 non-H ADC(2) −0.07 0.17 23 47
atoms ADC(2.5) −0.01 0.06 23 97
ADC(3) 0.05 0.12 43 70
CC2 −0.11 0.11 30 60
CC3 −0.03 0.04 53 100
Singlet ADC(2) −0.05 0.13 23 62
ADC(2.5) −0.07 0.09 31 76
ADC(3) −0.09 0.19 18 48
CC2 +0.05 0.09 34 80
CC3 −0.03 0.04 63 99
Triplet ADC(2) −0.20 0.23 7 30
ADC(2.5) −0.12 0.12 7 87
ADC(3) −0.04 0.17 20 53
CC2 −0.11 0.12 23 63
CC3 −0.05 0.05 50 97
At this stage, it seems natural to wonder why the conclu-
sions of the 2014 ADC(3) assessment12 based on Thiel’s
set differ significantly from ours although the nature of the
molecules belonging to the two sets are relatively similar.
To understand this discrepancy, let us reexamine the data
of Ref. 12. In this work, Thiel’s original TBE (denoted as
TBE-1),19 mostly based on CASPT2/TZVP but also incor-
porating some CC3/TZVP (as well as other values), were
used as reference rather than Thiel’s most recent set of TBE
(denoted as TBE-2),44 which are mostly basis set corrected
CC3/aug-cc-pVTZ values. In addition, given the knowledge
at that time, the authors of Ref. 12 logically decided that to
consider only the non-CC3 TBE values in their comparison
of the relative accuracy of ADC(3) and CC3, which is a very
reasonable point. Considering the subset of TBE-1 based on
CASTP2 (i.e, excluding the CC3 values from TBE-1), Ref.
12 reports, for the singlet states, a MSE (MAE) of +0.23
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Figure 2: Histograms of the errors (in eV) obtained with ADC(2),
ADC(3), CC2, and CC3 taking experimental 0-0 energies as refer-
ence. “Count” refers to the number of transitions in each group. The
full list of data can be found in the Supporting Information. Note the
difference of scaling in the vertical axes.
(0.24) eV for CC3. This value has to be compared with a
MSE (MAE) of +0.12 (0.24) eV for ADC(3) where the ref-
erence was taken as the entire TBE-1 set.12 Similarly, for the
19 triplet excitation energies of the TBE-1 set not based on
CC3, the MSE is +0.12 eV with CC3 and −0.10 eV with
ADC(3).12 The direct comparison of ADC(3) and CC3 is
also instructive. By considering now CC3 as reference, the
MSE (MAE) of ADC(3) reported in Ref. 12 are −0.20 (0.29)
eV for the singlets and −0.22 (0.25) eV for the triplets.12
These numbers are consistent with the findings of the present
Letter, and show that ADC(3) significantly underestimates
both families of transitions. We can then conclude that the
bias in this earlier ADC(3) assessment12 was likely due to
the CASPT2 reference values. Indeed, as clearly demon-
strated in a recent series of papers,18,25,32,34,35 CC3 is a very
robust method which generally delivers chemically accurate
excitation energies, while CASPT2 has a clear tendency of
underestimating transition energies.32
In this context, we also wish to point out that an early
ADC(3) vs FCI benchmark performed for a series of small
molecules (H2O, HF, N2, Ne, CH2, and BH),33 concluded
that “the mean absolute error, as calibrated versus the FCI
results for 41 singlet and triplet transitions, has been found
to be smaller than 0.2 eV” (more precisely the MAE is equal
to 0.18 eV for the first four compounds) and that “the quality
of the results [...] does not match the impressive accuracy of
the CC3 computations”. The present results confirm these
two earlier assertions.
An additional aspect to take into account is that previous
comparisons between ADC(3) transition energies and exper-
imental λmax values were often performed in the vertical ap-
proximation,22,45 which means that the geometry relaxation
and vibronic effects were neglected, which is often done,
as such vibronic corrections are computationally expensive.
However, as shown in several works,41,46–50 this approxima-
tion implies a significant bias, because the blueshift between
the experimental 0-0 energy and the λmax value is typically
smaller than the blueshift between the computed 0-0 and
vertical energies. As a consequence, applying the vertical
approximation favors methods delivering smaller transition
energies.
As an example, the Q-band of Mg-porphyrin was stud-
ied at various levels of theory including ADC(3) in 2018.45
The first experimental maxima appears at 2.07 eV,51 a value
smaller than the ADC(2), CCSD, and TD-DFT vertical tran-
sitions (which are found in the 2.27–2.43 eV range) as it
should.45 In contrast, the ADC(3) vertical value of 2.00 eV,
is the closest from experiment but presents the incorrect er-
ror sign and would likely be significantly too redshifted if
vibronic corrections were accounted for. Indeed, according
toDurbeej,49 the CC2 difference between vertical and 0-0 en-
ergies is −0.05 eV in the (free-base) porphyrin. This brings
the ADC(3) estimate to −0.12 eV compared to experiment
and improves the agreement for the other approaches. Again,
both the error sign and its magnitude are quite coherent with
the present estimates. Using the same procedure, ADC(2.5)
would give a 0-0 energy of 2.11 eV, in superb agreement with
experiment.
In the same work,45 an ADC(3) value of 4.65 eV is re-
ported for the lowest Bu state of trans-octatetraene, a bright
ES with a dominant single-excitation character.45 This value
is significantly lower than Thiel’s CC3 value of 4.84 eV,44
although the latter was obtained on a MP2 geometry that
slightly underestimates the bond length alternation, whereas
the ADC(3) estimate relies on a more accurate CCSD(T)
structure. The measured gas-phase 0-0 energy for this tran-
sition is 4.41 eV,52 and the estimated difference between
vertical and 0-0 energies is −0.45 eV at the TD-BHHLYP
level,46 and −0.36 eV at the CC2 level,49 again hinting that
the ADC(3) value is in fact slightly too low by a magnitude
of −0.12 eV if one naively applies the CC2 correction (deter-
mined on a CC2 geometry). In this case, ADC(2.5) would
only slightly reduced the error to −0.10 eV.
Of course, these two comparisons remain very qualitative
and one would greatly benefit from ADC(3) 0-0 energies
which, to the best of our knowledge, are not available to date
for these compounds.
In this Letter, we have provided what we believe are com-
pelling evidences that the transition energies computed with
ADC(3) in organic compounds are significantly less accurate
than their CC3 counterparts. This statement is based on i) ex-
tensive comparisons with both vertical energies determined
with higher levels of theory (CCSDT, CCSDTQ, and FCI),
and ii) accurate 0-0 energies measured in gas phase for small-
and medium-size compounds. This conclusion apparently
holds almost irrespectively of the nature of the transition,
provided that the ES does not exhibit a dominant double ex-
citation character. Of course, given that the ADC(3) error
for 0-0 energies has a clear tendency to significantly drop for
the largest compounds considered here (i.e, substituted six-
membered rings), one could rightfully speculate that ADC(3)
would become more accurate for even larger compounds, a
claim that we cannot honestly verify at this stage. Besides,
ADC(3) might also deliver accurate ES properties (such as
geometries, transition and total dipoles, oscillator strengths,
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two-photon cross-sections, etc). Indeed, these properties are
treated at third order of perturbation theory by both ADC(3)
and CC3. We believe that comparisons between CC3 and
ADC(3) properties is a particular point that needs to be fur-
ther investigated in the future.
COMPUTATIONAL DETAILS
For the set of vertical transition energies, the CC3/aug-cc-
pVTZ geometries of Refs. 18 and 32 have been selected
because the TBE have been obtained on the very same struc-
tures. The GS and ES structures used in the 0-0 calculations
have been obtained at the (EOM-)CCSD/def2-TZVPP level
and are provided in the Supporting Information of Ref. 35.
The zero-point vibrational energies used to compute the 0-0
energies have been (mostly) obtained at the (TD-)B3LYP/6-
31+G(d) level and are all listed in the Supporting Informa-
tion of Ref. 35. The CC and ADC calculations have been
performed with DALTON53 and Q-CHEM,54 respectively,
with the aug-cc-pVTZ basis set. The ADC calculations have
been performed within the RI approximation. Test calcula-
tions have shown that this approximation implies only trifling
changes in the transition energies (< 0.01 eV). We refer the
readers to our previous works18,35 for additional details.
ACKNOWLEDGEMENTS
PFL thanks the Centre National de la Recherche Scientifique
for funding. This research used resources of i) the GENCI-
CINES/IDRIS; ii) CCIPL (Centre de Calcul Intensif des Pays
de Loire); iii) a local Troy cluster and iv) HPC resources
fromArronaxPlus (grant ANR-11-EQPX-0004 funded by the
French National Agency for Research).
SUPPORTING INFORMATION AVAILABLE
Full list of transition energies for vertical and 0-0 energies.
REFERENCES
(1) Dreuw, A.; Wormit, M. The Algebraic Diagrammatic
Construction Scheme for the Polarization Propagator
for the Calculation of Excited States. WIREs Comput.
Mol. Sci. 2015, 5, 82–95.
(2) Schirmer, J. Beyond the Random-Phase Approxima-
tion: a newApproximation Scheme for the Polarization
Propagator. Phys. Rev. A 1982, 26, 2395–2416.
(3) Schirmer, J. Closed-Form Intermediate Representa-
tions of Many-Body Propagators and Resolvent Ma-
trices. Phys. Rev. A. 1991, 43, 4647–4659.
(4) Barth, A.; Schirmer, J. Theoretical Core-level Excita-
tion Spectra of N2 and CO by a new Polarisation Prop-
agator Method. J. Phys. B: At. Mol. Phys. 1995, 18,
867–885.
(5) Trofimov, A.; Schirmer, J. Polarization Propagator
Study of Electronic Excitation in key Heterocyclic
Molecules I. Pyrrole.Chem. Phys. 1997, 214, 153–170.
(6) Trofimov, A.; Schirmer, J. Polarization Propagator
Study of Electronic Excitation in key Heterocyclic
Molecules II. Furan. Chem. Phys. 1997, 224, 175–190.
(7) Schirmer, J.; Trofimov, A. B. Intermediate State Repre-
sentation Approach to Physical Properties of Electron-
ically Excited Molecules. J. Chem. Phys. 2004, 120,
11449–11464.
(8) Schirmer, J.Many-Body Methods for Atoms, Molecules
and Clusters; Springer, 2018.
(9) Christiansen, O.; Koch, H.; Jørgensen, P. The Second-
Order Approximate Coupled Cluster Singles and Dou-
bles Model CC2. Chem. Phys. Lett. 1995, 243, 409–
418.
(10) Hättig, C.; Weigend, F. CC2 Excitation Energy Cal-
culations on Large Molecules Using the Resolution of
the Identity Approximation. J. Chem. Phys. 2000, 113,
5154–5161.
(11) Winter, N. O. C.; Graf, N. K.; Leutwyler, S.; Hättig, C.
Benchmarks for 0–0 Transitions of Aromatic Organic
Molecules: DFT/B3LYP, ADC(2), CC2, SOS-CC2
and SCS-CC2 Compared to High-resolution Gas-Phase
Data. Phys. Chem. Chem. Phys. 2013, 15, 6623–6630.
(12) Harbach, P. H. P.; Wormit, M.; Dreuw, A. The Third-
Order Algebraic Diagrammatic Construction Method
(ADC(3)) for the Polarization Propagator for Closed-
Shell Molecules: Efficient Implementation and Bench-
marking. J. Chem. Phys. 2014, 141, 064113.
(13) Jacquemin, D.; Duchemin, I.; Blase, X. 0–0 Ener-
gies Using Hybrid Schemes: Benchmarks of TD-DFT,
CIS(D), ADC(2), CC2, and BSE/GW formalisms for
80 Real-Life Compounds. J. Chem. Theory Comput.
2015, 11, 5340–5359.
(14) Hättig, C. In Response Theory and Molecular Proper-
ties (A Tribute to Jan Linderberg and Poul Jørgensen);
Jensen, H. A., Ed.; Advances in Quantum Chemistry;
Academic Press, 2005; Vol. 50; pp 37–60.
(15) Hodecker, M.; Dempwolff, A. L.; Rehn, D. R.;
Dreuw, A. Algebraic-diagrammatic construction
scheme for the polarization propagator including
ground-state coupled-cluster amplitudes. I. Excitation
energies. J. Chem. Phys. 2019, 150, 174104.
(16) Hodecker, M.; Rehn, D. R.; Norman, P.; Dreuw, A.
Algebraic-diagrammatic construction scheme for
the polarization propagator including ground-state
coupled-cluster amplitudes. II. Static Polarizabilities.
J. Chem. Phys. 2019, 150, 174105.
(17) Christiansen, O.; Koch, H.; Jørgensen, P. Response
Functions in the CC3 Iterative Triple ExcitationModel.
J. Chem. Phys. 1995, 103, 7429–7441.
(18) Loos, P.-F.; Scemama, A.; Blondel, A.; Garniron, Y.;
Caffarel,M.; Jacquemin, D.AMountaineering Strategy
to Excited States: Highly-Accurate Reference Energies
and Benchmarks. J. Chem. Theory Comput. 2018, 14,
4360–4379.
(19) Schreiber, M.; Silva-Junior, M. R.; Sauer, S. P. A.;
Thiel,W. Benchmarks for Electronically Excited States:
CASPT2, CC2, CCSD and CC3. J. Chem. Phys. 2008,
128, 134110.
(20) Holland, D.; Seddon, E.; Trofimov, A.; Gromov, E.;
Wormit, M.; Dreuw, A.; Korona, T.; de Oliveira, N.;
Archer, L.; Joyeux, D. A Study of the Excited Elec-
tronic States of Normal and Fully Deuterated Furan by
Photoabsorption Spectroscopy andHigh-Level ab initio
Calculations. J. Mol. Spectrosc. 2015, 315, 184–195.
6
(21) Bohnwagner, M. V.; Burghardt, I.; Dreuw, A. Sol-
vent Polarity Tunes the Barrier Height for Twisted In-
tramolecular Charge Transfer in N-Pyrrolobenzonitrile
(PBN). J. Phys. Chem. A 2016, 120, 14–27.
(22) Knippenberg, S.; Gieseking, R. L.; Rehn, D. R.;
Mukhopadhyay, S.; Dreuw, A.; Brédas, J.-L. Bench-
marking Post-Hartree–Fock Methods To Describe the
Nonlinear Optical Properties of Polymethines: An In-
vestigation of the Accuracy of Algebraic Diagram-
matic Construction (ADC) Approaches. J. Chem. The-
ory Comput. 2016, 12, 5465–5476.
(23) Holland, D. M. P.; Powis, I.; Trofimov, A. B.; Men-
zies, R. C.; Potts, A. W.; Karlsson, L.; Badsyuk, I. L.;
Moskovskaya, T. E.; Gromov, E. V.; Schirmer, J. An
Experimental and Theoretical Study of the Valence
Shell Photoelectron Spectra of 2-Chloropyridine and
3-Chloropyridine. J. Chem. Phys. 2017, 147, 164307.
(24) Tikhonov, S. A.; Fedorenko, E. V.; Mirochnik, A. G.;
Osmushko, I. S.; Skitnevskaya, A. D.; Trofimov, A. B.;
Vovna, V. I. Spectroscopic and Quantum Chemical
Study of Difluoroboron β-Diketonate Luminophores:
Isomeric Acetylnaphtholate Chelates. SpectroChim.
Acta A 2019, 214, 67–78.
(25) Suellen, C.; Garcia Freitas, R.; Loos, P.-F.;
Jacquemin, D. Cross Comparisons Between Experi-
ment, TD-DFT, CC, and ADC for Transition Energies.
J. Chem. Theory Comput. 2019, 15, 4581–4590.
(26) Avila-Ferrer, F. J.; Angeli, C.; Cerezo, J.; Coriani, S.;
Ferretti, A.; Santoro, F. The Intriguing Case of the
One-Photon and Two-Photon Absorption of a Proto-
typical Symmetric Squaraine: Comparison of TDDFT
and Wave-Function Methods. ChemPhotoChem 2019,
3, 778–793.
(27) Plasser, F.; Dreuw, A. High-Level Ab Initio Compu-
tations of the Absorption Spectra of Organic Iridium
Complexes. J. Phys. Chem. A 2015, 119, 1023–1036.
(28) Prlj, A.; Sandoval-Salinas, M. E.; Casanova, D.;
Jacquemin, D.; Corminboeuf, C. Low-Lying pipi∗ States
of Heteroaromatic Molecules: A Challenge for Excited
State Methods. J. Chem. Theory Comput. 2016, 12,
2652–2660.
(29) Mewes, S. A.; Mewes, J.-M.; Dreuw, A.; Plasser, F. Ex-
citons in Poly(para phenylene vinylene): a Quantum-
Chemical Perspective Based on High-Level ab ini-
tio Calculations. Phys. Chem. Chem. Phys. 2016, 18,
2548–2563.
(30) Azarias, C.; Habert, C.; Budzák, Š.; Blase, X.;
Duchemin, I.; Jacquemin, D. Calculations of n → pi?
Transition Energies: Comparisons Between TD-DFT,
ADC, CC, CASPT2, and BSE/GW Descriptions. J.
Phys. Chem. A 2017, 121, 6122–6134.
(31) Loos, P.-F.; Boggio-Pasqua, M.; Scemama, A.; Caf-
farel, M.; Jacquemin, D. Reference Energies for Dou-
ble Excitations. J. Chem. Theory Comput. 2019, 15,
1939–1956.
(32) Loos, P.-F.; Lipparini, F.; Boggio-Pasqua, M.; Sce-
mama,A.; Jacquemin,D.AMountaineering Strategy to
Excited States: Highly-Accurate Energies and Bench-
marks for Medium Size Molecules. J. Chem. Theory
Comput. 2020, xxxx, xxx–xxxxx.
(33) Trofimov, A. B.; Stelter, G.; Schirmer, J. Electron Exci-
tation Energies Using a Consistent Third-Order Propa-
gator Approach: Comparison with Full Configuration
Interaction andCoupledCluster Results. J. Chem. Phys.
2002, 117, 6402–6410.
(34) Loos, P.-F.; Galland, N.; Jacquemin, D. Theoretical 0–0
Energies with Chemical Accuracy. J. Phys. Chem. Lett.
2018, 9, 4646–4651.
(35) Loos, P.-F.; Jacquemin, D. Chemically Accurate 0-0
Energies with not-so-Accurate Excited State Geome-
tries. J. Chem. Theory Comput. 2019, 15, 2481–2491.
(36) Pitoňák, M.; Neogrády, P.; Černý, J.; Grimme, S.;
Hobza, P. Scaled MP3 Non-Covalent Interaction En-
ergies Agree Closely with Accurate CCSD(T) Bench-
mark Data. ChemPhysChem 2009, 10, 282–289.
(37) Cederbaum, L. S. One-Body Green’s Function for
Atoms and Molecules: Theory and Application. J.
Phys. B: At. Mol. Phys. 1975, 8, 290.
(38) Schirmer, J.; Cederbaum, L. S.; Walter, O. New Ap-
proach to the one-Particle Green’s Function for Finite
Fermi Systems. Phys. Rev. A 1983, 28, 1237–1259.
(39) Loos, P.-F.; Jacquemin,D. Evaluating 0-0Energieswith
Theoretical Tools: a Short Review. ChemPhotoChem
2019, 3, 684–696.
(40) Furche, F.; Ahlrichs, R. Adiabatic Time-Dependent
Density Functional Methods for Excited States Prop-
erties. J. Chem. Phys. 2002, 117, 7433–7447.
(41) Send, R.; Kühn, M.; Furche, F. Assessing Excited State
Methods by Adiabatic Excitation Energies. J. Chem.
Theory Comput. 2011, 7, 2376–2386.
(42) Budzák, Š.; Scalmani, G.; Jacquemin, D. Accurate
Excited-State Geometries: a CASPT2 and Coupled-
Cluster Reference Database for Small Molecules. J.
Chem. Theory Comput. 2017, 13, 6237–6252.
(43) Dreuw, D. R. R. A. Analytic Nuclear Gradients of the
Algebraic-Diagrammatic Construction Scheme for the
Polarization Propagator up to Third Order of Perturba-
tion Theory. J. Chem. Phys. 2019, 150, 174110.
(44) Silva-Junior, M. R.; Schreiber, M.; Sauer, S. P. A.;
Thiel, W. Benchmarks of Electronically Excited States:
Basis Set Effecs Benchmarks of Electronically Excited
States: Basis Set Effects on CASPT2 Results. J. Chem.
Phys. 2010, 133, 174318.
(45) Mewes, S. A.; Plasser, F.; Krylov, A.; Dreuw, A.
Benchmarking Excited-state Calculations Using Exci-
ton Properties. J. Chem. Theory Comput. 2018, 14,
710–725.
(46) Dierksen, M.; Grimme, S. The Vibronic Structure of
Electronic Absorption Spectra of Large Molecules: A
Time-DependentDensity Functional Study on the Influ-
ence of Exact Hartree-Fock Exchange. J. Phys. Chem.
A 2004, 108, 10225–10237.
(47) Goerigk, L.; Grimme, S.Assessment of TD-DFTMeth-
ods and of Various Spin Scaled CISnD and CC2 Ver-
sions for the Treatment of Low-Lying Valence Excita-
tions of Large Organic Dyes. J. Chem. Phys. 2010, 132,
184103.
7
(48) Jacquemin, D.; Planchat, A.; Adamo, C.; Mennucci, B.
A TD-DFT Assessment of Functionals for Optical 0-0
Transitions in Solvated Dyes. J. Chem. Theory Comput.
2012, 8, 2359–2372.
(49) Fang, C.; Oruganti, B.; Durbeej, B. How Method-
Dependent Are Calculated Differences Between Ver-
tical, Adiabatic and 0-0 Excitation Energies? J. Phys.
Chem. A 2014, 118, 4157–4171.
(50) Santoro, F.; Jacquemin, D. Going Beyond the Vertical
Approximation with Time-Dependent Density Func-
tional Theory.WIREs Comput. Mol. Sci. 2016, 6, 460–
486.
(51) Edwards, L.; Dolphin, D.; Gouterman, M.; Adler, A.
Porphyrins XVII. Vapor Absorption Spectra and Redox
Reactions: Tetraphenylporphins and Porphin. J. Mol.
Spectrosc. 1971, 38, 16–32.
(52) Leopold, D. G.; Vaida, V.; Granville, M. F. Direct
Absorption Spectroscopy of Jet-Cooled Polyenes. I.
The 11B+u ← 11A−g Transition of trans,trans-1,3,5,7-
Octatetraene. J. Chem. Phys. 1984, 81, 4210–4217.
(53) Aidas, K.; Angeli, C.; Bak, K. L.; Bakken, V.; Bast, R.;
Boman, L.; Christiansen, O.; Cimiraglia, R.; Cori-
ani, S.; Dahle, P. et al. The Dalton Quantum Chemistry
Program System. WIREs Comput. Mol. Sci. 2014, 4,
269–284.
(54) Shao, Y.; Gan, Z.; Epifanovsky, E.; Gilbert, A. T.;
Wormit, M.; Kussmann, J.; Lange, A. W.; Behn, A.;
Deng, J.; Feng, X. et al. Advances in Molecular Quan-
tum Chemistry Contained in the Q-Chem 4 Program
Package. Mol. Phys. 2015, 113, 184–215.
8
