Abstract. We interpret the lens transformation (a variant of the pseudoconformal transformation) as a pseudoconformal compactification of spacetime, which converts the nonlinear Schrödinger equation (NLS) without potential with a nonlinear Schrödinger equation with attractive harmonic potential. We then discuss how several existing results about NLS can be placed in this compactified setting, thus offering a new perspective to view this theory.
Introduction
Let d ≥ 1 be an integer. We consider solutions u : I × R d → C of the free (i.e., zero-potential) nonlinear Schrödinger equation (1) i∂ t + 1 2 Δ u = μ|u| p−1 u on a (possibly infinite) time interval I, where p > 1 is an exponent and μ = ±1. For the algebraic manipulations below we shall assume that our solution has sufficient regularity and decay to justify all the formal calculations; standard limiting arguments (see, e.g., [8] ) then allow us to utilise the same computations for any regularity class for which one has a strong local wellposedness theory. The case μ = +1 is defocusing, while the case μ = −1 is focusing. This equation enjoys the scale-invariance (2) u(t, x) → 1 λ 2/(p−1) u t λ 2 , x λ for λ > 0, and also has the conserved mass
The L 2 -critical or pseudoconformal power p = 1 + 4 d is of special interest for a number of reasons. Firstly, the conserved mass M (u) becomes invariant under the scaling (2) . Secondly, one also acquires an additional invariance, the pseudoconformal invariance u → u pc , where u pc : −I −1 × R d → C is defined on the time interval −I −1 := {−1/t : t ∈ I} (assuming 0 ∈ I) by the formula (3) u pc (t, x) :
The pseudoconformal transform is an involution (thus (u pc ) pc = u) and preserves the conserved mass
and (as observed in [2] ) more generally preserves the L q t L r x Strichartz norms for all admissible (q, r) (i.e., 2 ≤ q, r ≤ ∞ and 
We remark that if p is not the pseudoconformal power, and u solves (1), then u pc does not solve (1) , but instead solves the very similar equation
Note that the pseudoconformal transformation inverts the time variable, sending t = 0 to t = ±∞ and vice versa. Because of this fact, this transform has been very useful in understanding the asymptotic behaviour of free nonlinear Schrödinger equations. The purpose of this note is to highlight a close cousin of the pseudoconformal transformation, namely the lens transform which we will define shortly. This transform, introduced in the study of NLS in [22] , [25] , [4] , compactifies the time interval to (−π/2, π/2) rather than inverting it, and is thus very analogous to the conformal compactification map of Penrose [24] , which has been useful in studying the asymptotic behaviour of nonlinear wave equations (see, e.g., [11] ). The one "catch" is that the lens transform introduces an attractive quadratic potential 1 2 |x| 2 to the linear component of the Schrödinger equation, which changes the long-time dynamics (for instance, the propagators for the linear equation are now time-periodic with period 2π). The lens transform was used in [5] , [7] to study nonlinear Schrödinger equations with harmonic potential, but we argue here that it can also be used to clarify much of the theory concerning the free nonlinear Schrödinger equation, particularly the portion of the theory concerning scattering and uniform spacetime bounds. (Similar ideas appeared in [10] .) In particular, asymptotics at t → ±∞ are converted to asymptotics at t → ±π/2, thus converting the global-in-time theory to local-in-time theory.
The results we present here are not new, being essentially due to earlier work by other authors; thus the paper here is more of a survey than a research paper. However we believe that the unifying perspective afforded by the lens transform is not widely known, and thus hopefully of interest to readers.
The author thanks Tonci Cmaric for pointing out that the results of Begout and Vargas imply an inverse Strichartz theorem, and Remi Carles and Jim Colliander for helpful corrections, references, and comments. The author also thanks the anonymous referee for helpful comments and corrections.
The lens transform
Given any function u : I × R d → C, we define the lens transform
is the arctangent function, by the formula
Thus for instance, Lu(0, x) = u(0, x), or in other words the lens transform does not distort the initial data. Its inverse is given by
Like the pseudoconformal transform, the lens transform also preserves the mass and Strichartz norms:
In particular the map u(tan t) → Lu(t) is unitary in L 2 x (R d ) for each t, and the pure Strichartz norm is preserved:
As observed in [22] , [25] , [4] , if u solves (1), then Lu solves a nonlinear Schrödinger equation with attractive harmonic potential:
This is especially useful in the pseudoconformal case p = 1 + 4 d , in which case we simply have
More generally, the equation (4) can be sensibly extended to all times t ∈ R provided that we are in the scattering-subcritical regime p > 1 + (4) has more serious singularities at t = ±π/2 and the asymptotics are more nonlinear here; see [23] .
The lens transform is closely related to the pseudoconformal transformation, indeed one easily verifies the formula
where s mod π is the unique translate of s by an integer multiple of π which lies in the fundamental domain (−π/2, π/2]; note that tan(t+π/2 mod π) = −1/ tan(t). Thus the lens transform conjugates the pseudoconformal transformation to (essentially) a translation in the lens time variable (which is the arctangent of the original time variable). Because of this, many arguments in the literature which rely on the pseudoconformal transformation can easily be recast using the lens transform instead. To give one very simple example, observe that the harmonic energy of Lu(t),
is equal to the classical energy of u(tan t),
plus the pseudoconformal energy of u(tan t),
In the pseudoconformal case p = 1 + 4 d , the harmonic energy of Lu is conserved. Since the classical energy of u is also conserved, we conclude the conservation law for the pseudoconformal energy. For other values of p, the harmonic energy of Lu enjoys a monotonicity formula, which yields the standard monotonicity formula for the pseudoconformal energy. The scat-
}, which appears frequently in the NLS theory, can now be interpreted naturally as the harmonic energy space; a scattering result for Σ corresponds after the lens transformation to a local wellposedness result in the harmonic energy class for (5) on the time
Unfortunately, while the lens transform beautifully simplifies the pseudoconformal transformation, it makes the other symmetries of NLS, such as space or time translation symmetry u(t, x) → u(t − t 0 , x − x 0 ), the scaling symmetry (2) , and the Galilean invariance 
cos t )) "straightens out" the pseudoconformal transformation while distorting some of the other symmetries.
The lens transform also clarifies the relationship between the free Schrö-dinger equation
and the linear Schrödinger equation with attractive harmonic potential
as it maps solutions of the former to solutions of the latter without distorting initial data. Indeed, since the former equation has the fundamental solution
we obtain the Mehler formula (see, e.g., [14] ) for the fundamental solution of the latter, 1 namely
The lens transform shows that the evolution of the NLS equation does not really "stop" at time t = +∞ or t = −∞ (which correspond to the times t = +π/2 and t = −π/2 in the lens-transformed coordinates), but in fact continues on indefinitely beyond these points, providing of course that the equation (4) is globally wellposed; thus the apparent noncompactness of the time interval R is really an artefact of the coordinates rather than a true noncompactness of the flow (at least in the scattering-subcritical case p > 1 + (8) lim 
whereû ± is the Fourier transform of u ± :
Thus, asymptotic completeness in L 2 x (R d ) transforms under the lens transform to continuity in L 2 at the endpoint times t = ±π/2; conversely, continuity of the lens-transformed solution at these times implies asymptotic completeness. One can now cast the wave and scattering operators as the nonlinear propagators of (4) between the times t = 0, t = +π/2, and t = −π/2, composed with the Fourier or inverse Fourier transform at appropriate places; we omit the details. This may conceptually clarify some of the scattering theory for NLS, such as that in [8] , [23] , [2] . The long-time nonlinear propagator of (4) can thus be factored into a product of the nonlinear propagator of (1), the scattering operator, and the Fourier transform. The long-time evolution of (4) is not well understood, even for small, spherically symmetric data in the defocusing case, precisely because it involves iterating the scattering operator (which can be viewed as a kind of Poincaré map for this flow), which is itself not well controlled. See [6] for further discussion of this iterated scattering operator.
Remark 2.1. One can think of the lens time variable tan −1 t as an angular variable living on the unit circle S 1 , or more precisely on the universal cover R of the circle. Since the circle S 1 is the punctured plane R 2 \{0} quotiented (which quantizes a rotation of the phase plane {(x, ξ) : x, ξ ∈ R d } by an angle t) is simply equal to the Fourier transform at t = π/2, which gives another explanation of the fact that this propagator is periodic of period 2π.
out by dilations, the lens time variable can thus be thought of as living in the universal cover of that punctured plane, quotiented out by dilations. The ordinary time variable t then lives on a vertical line {(1, y) : y ∈ R} of the punctured plane, lifted up to the universal cover and quotiented by dilations. The pseudoconformal transformation (3) 1/t for t > 0 uses a different coordinate chart, based on the horizontal line {(x, 1) : x ∈ R} in the punctured plane, lifted up and quotiented as before. (For t < 0 one uses the horizontal line {(x, −1) : x ∈ R}.) Thus the universal cover of the punctured plane, quotiented by dilations, can be viewed as a "universal" time axis, and all the other time variables viewed as co-ordinate charts.
Remark 2.2.
There is an analogue of the lens transform for the repulsive harmonic potential, in which the trigonometric functions are replaced by their hyperbolic counterparts. This transform is no longer a time compactification (it transforms t to tanh −1 t; instead, its inverse is a time compactification, thus a bounded interval in the original time variable maps to an unbounded interval in the transformed variable. See [4] .
Application to pseudoconformal NLS
To illustrate the simplifying conceptual power of the lens transform, we review the recent result in [1] , [18] regarding equivalent formulations of the L 2 global existence problem for the pseudoconformal NLS
It is known (see [15] , [9] , [8] 
for some interval I ⊂ R, and that this solution is global (so I = R) if the mass M (u) = M (u 0 ) is sufficiently small. A similar statement is known for the lens-transformed equation [4] , [5] ; one can also deduce this fact from the preceding one via the lens transform and time translation invariance). We remark that the time- (10) is manifestly obvious for the lens-transformed solution v, but corresponds to a rather unintuitive invariance for the original solution u, namely
where s := tan t 0 ; note that the pseudoconformal transformation (3) is the limiting case s = ±∞. The power of the lens transform lies in the fact that this nontrivial invariance of the original equation can be manipulated effortlessly in the lens-transformed domain. It is conjectured that the equation (9) has global solutions (with globally finite L 2(d+2)/d t,x norm) for any finite-mass initial data in the defocusing case μ = +1, while in the focusing case μ = −1, the same is conjectured for masses M (u) < M(Q) less than that of the ground state Q, defined as the unique positive radial Schwartz solution to the ground state equation
norm is conjectured to be bounded by a quantity depending only on the mass. As is well-known, by starting with the soliton solution u(t, x) = e it Q(x) to (9) and applying the pseudoconformal transform one can obtain solutions of this equation with mass M (Q) which blow up in finite time, which shows that this above conjecture is sharp.
As mentioned earlier, this conjecture is known to be true for sufficiently small mass, and has also recently been established for spherically symmetric data in a series of papers [32] , [33] , [20] , [19] . At this time of writing, the conjecture remains open in general.
Ordinarily, global existence is a weaker statement than asymptotic completeness, or of global spacetime bounds. However, a curious fact, recently established in [18] in one and two dimensions, and in [1] in general dimensions (with the connection to (10) essentially in [4] ), is that these statements are in fact logically equivalent: 
with M (u 0 ) < m, the maximal Cauchy development u to the equation (9) with data u 0 is global in time, and the L
(iv) (Uniform spacetime bounds for (9)) There exists a function 
Proof. Equivalence of (i) and (v). From the lens transformation (which is mass-preserving, and also preserves the
norms) we see that global wellposedness of (9) is equivalent to local wellposedness of (10) on the time interval (−π/2, π/2). But from time translation invariance (and mass conservation and uniqueness) we see that the local wellposedness of (10) on this interval is equivalent to global wellposedness.
Equivalence of (v) and (ii). Clearly (ii) implies (i), which we know to be equivalent to (v). On the other hand, (v) implies (ii) from the lens transform and the discussion in the introduction concerning (8).
Equivalence
of (v) and (iii). Clearly (iii) implies (i), which we know to be equivalent to (v). On the other hand, (v) implies (iii) since the lens transform preserves L
norms. Note how the local spacetime norm of Lu is used to control the global spacetime norm of u.
Equivalence of (iv) and (vi). The implication of (vi) from (iv) follows from the fact that the lens transform preserves L
norms. Conversely, from (iv) and the lens transform we obtain (vi) for intervals I contained in (−π/2, π/2); the claim then follows from time translation invariance (and mass conservation and the triangle inequality).
Implication of (i) from (iv). This follows immediately from the local wellposedness theory in [9] , which among other things asserts that the maximal Cauchy development of an L 2 solution to (9) is not global only if the L
norm is infinite. Implication of (iv) from (i). Note that we already know that (i) is equivalent to (ii), (iii), (v), so we may use these results freely. This implication was established in [1] , following the induction-on-energy ideas of Keraani [18] (see also [21] ; related arguments also appear in [3] , [12] , [33] ); in higher dimensions d > 2 the key harmonic analysis tool being the bilinear restriction estimate of the author [28] . We can sketch a slightly simpler version of their argument (avoiding the full concentration-compactness machinery) as follows. Here we will avoid using the lens transform as it distorts the other symmetries G of the NLS equation, which we will now need to exploit. Let δ 0 be the supremum of all m for which (iv) holds; our task is to show that δ 0 ≥ m. Suppose for contradiction that δ 0 < m. Then we could find a sequence u n of global solutions to (9) 
was finite (by (iii)) but unbounded. Let u n,− be the asymptotic scattering state at t = −∞, thus M (u n,− ) < δ 0 and u n (t) ap-
From the small data theory we know that e itΔ/2 u n,− L
Applying the inverse Strichartz theorem (Theorem A.1 in the appendix) in the contrapositive, we thus see that u n,− is not weakly convergent with concentration to zero, or in other words there exist group elements g n ∈ G (where G is defined in the appendix) such that g n u n,− does not weakly converge to zero. We observe that the group G acts on
solutions to (9) in a natural manner 3 which is consistent with its action on the scattering data at −∞, and which also preserves the mass and the L
Thus without loss of generality we may take g n to be the identity for all n.
Since u n,− is bounded in L 2 x (R d ) and not weakly convergent to zero, we thus conclude by weak sequential compactness of the L 2 x ball that after passing to a subsequence (which we continue to call u n,− ), there exists a nonzero u − ∈ L 2 x (R d ) with 0 < M(u − ) ≤ δ 0 < m such that u n,− converges weakly to u − . By the hypothesis (v) and the lens transform, we can find a
norm which has u − as its asymptotic state at −∞. Also, if we split u n,− = u − + v n,− , then from Pythagoras's theorem and the weak convergence of v n,− to zero we have
Thus by construction of δ 0 , we thus see that (for n sufficiently large) there are global solutions
to (9) which have v n,− has their asymptotic state, and whose L
norms are uniformly bounded in n. Since v n,− converges weakly to zero, it is not difficult (using the Strichartz wellposedness theory and the uniform spacetime bounds) to show that v n also converges weakly to zero. 4 Now split u n = u + v n + e. One checks that e(t) → 0 in L 2 x (R d ) norm as t → −∞, and that e solves the equation
where
(R × R d ) and v n converges weakly to zero, one easily verifies that
]). Standard application of Strichartz wellposedness theory (estimating
see, e.g., [33] ) and the uniform bounds on u, v n then shows that e converges strongly in L
But this then implies that u n is uniformly bounded in L
Remark 3.2. In one dimension d = 1, the equivalent statements in Theorem 3.1 are also linked to the analogous statements for the L 2 -critical generalised Korteweg-de Vries equation, see [29] . These statements are also stable under addition of further power nonlinearities which are larger than the L 2 -critical power 1 + 
Appendix A. The inverse Strichartz theorem
The standard Strichartz estimate (see, e.g., [27] ) asserts that
It is of interest to invert this estimate by deducing necessary and sufficient conditions for which this estimate is sharp. Such an inverse result is implicitly in [1] (following [18] and [21] ), but we state it explicitly here.
We first observe that both sides of (11) are invariant under the spatial translation symmetry u 0 (x) → u 0 (x − x 0 ) for any x 0 ∈ R, the phase rotation symmetry
for any θ ∈ R, the scaling symmetry
x λ for any λ > 0, the time translation symmetry (12) u 0 (x) → e −it 0 Δ/2 u 0 for any t 0 ∈ R, and the modulation symmetry
for any v ∈ R d . -The latter is not immediately obvious, but follows from the Galilean invariance (7) of the free linear Schrödinger equation
Let us use G to refer to the group of unitary transformations on L 2 x (R d ) generated by all these symmetries; this is a 2d + 3-dimensional noncompact Lie group whose elements can be explicitly described, though we will not do so here. 5 Thus for all g ∈ G and
. We remark that this group G is a group of dislocations in the sense of Schindler and Tintarev [26] . In other words, if g n ∈ G is any sequence of group elements in G which has no strongly convergent subsequence (in the strong operator topology on L 2
x (R d )), then g n necessarily converges to zero in the weak operator topology.
Let us say that a bounded sequence u n ∈ L 2 x (R d ) converges weakly with concentration to zero if the sequence g n u n is weakly convergent to zero for every choice of group element g n ∈ G, thus lim n→∞
This convergence is a little stronger than weak convergence, but certainly weaker than strong convergence. Nevertheless, for the purposes of Strichartz estimates, it is "as good as" strong convergence in the following sense:
which converges weakly with concentration to zero. Then (14) lim
Proof. Fix the sequence u = (u n ) ∞ n=1 . We shall use the following asymptotic notation:
• 5 The estimate (11) is also invariant under the pseudoconformal transformation, rotation symmetry, the Fourier transform, and the quadratic modulation symmetry u0(x) → e iα|x| 2 u0(x), which increases the dimension of the symmetry group to + 4, but we will not use these symmetries here as they are not needed for the inverse Strichartz theorem.
Thus for instance our hypotheses on u imply that 
We consider the mesh of dyadic cubes Q in R d (i.e., half-open cubes Q with axes parallel to the coordinate axes, whose length (Q) is a power of two, and whose corners have coordinates which are integer multiples of the length). These cubes should be thought of as lying in Fourier space rather than in physical space. We say that two cubes Q, Q are close if they have the same length and are not adjacent (i.e., their closures do not intersect), but their parents are adjacent. For any cube Q, let u n,Q be the Fourier restriction of u n to Q, thusû n,Q = 1 Qûn . We write u n,Q (t, x) for the free solution e itΔ/2 u n,Q (x).
Observe that given any two distinct frequencies ξ, ξ ∈ R d there is a unique pair of close dyadic cubes Q, Q which contain ξ, ξ respectively. This gives rise (as in [30] ) to the Whitney decomposition
.
Thus it will suffice to show that
Since u n converges weakly to zero, one can easily show that u n,Q (t, x) converges pointwise to zero for each fixed t, x, Q. However, this convergence is not uniform in t, x, Q. By using the stronger hypothesis that u n converges weakly with concentration to zero, however, one obtains the more uniform estimate
for all t, x, Q. Indeed one can use the group G to move t, x, Q to a compact set, in which case the uniform estimate follows from the pointwise estimate (observe that the frequency localisation to Q and the uniform L 2 bounds on u n ensure that the u n,Q are equicontinuous in n). Let Q, Q be two close cubes. The bilinear restriction theorem from [28] , combined with a standard parabolic rescaling argument (see, e.g., [30] or [1,
. On the other hand, from (16) we have
and hence by interpolation we have
The point is that the right-hand side is uniform over all choices of close cubes Q, Q . Now we sum over all close cubes Q, Q . Observe (as in [30] , [1] , or in the classical work of Córdoba [13] ) that the spacetime Fourier transforms of u n,Q u n,Q are supported in essentially disjoint cubes. Thus we may apply the almost orthogonality estimate in [30, Lemma 6 .1] to conclude
for some 1 < p < ∞ depending only on d. But from the bilinear restriction estimate from [30, Theorem 2.3] (or by interpolating the estimate in [28] with trivial estimates) and a parabolic rescaling argument we have
for some 1 < q < 2 whose exact value is not important here.
Suppose for the moment that we could show
for all r > 1. Then by the uniform boundedness of u n in L 2 x we would have
and hence by (17) and by choosing 1 < r < p Lemma 5.5] , and the abstract concentration compactness theorem in [26] . However the proof above, while using many of the same ingredients as that in [1] , uses slightly less machinery and thus can be regarded as a more primitive (but nonquantitative) proof.
One can state Theorem A.1 in the contrapositive, in a manner which more clearly explains the terminology "inverse Strichartz theorem": (19) , which is weakly convergent with concentration to zero. But this contradicts Theorem A.1.
Remark A.4. By going more carefully through the arguments in [1] , one can obtain more quantitative estimates here; indeed, for any fixed d, the quantities η and #C will be some polynomial combination of m and ε. Furthermore, for any fixed k ≥ 1, we can make the elements of C bounded in the weighted Sobolev space H k,k x (R d ) with a norm which is polynomial in m and ε. We omit the details.
