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We consider some problems of inference fmm censored discrete-time Markov chains. The 
censoring me&&m is general enough to be useful in applications and maintains the conditional 
multinomiall el for successive transitions. Procedures are @vea for nonparametric 
estimation of transition probabilities and tests of the intrinsiotime and time-homogeneity 
hypotheses. These procedures apply to muhiwave panel data when continuous-time Markov chains 
are only periodically monitored. To illustrate this we buiid on a result of Singer and Cohen (1979) 
by shotig that a nonhomogenmus Markov chain without an intrinsic-time isa reasonable model 
for transition data fmm a WHO malaria survey. 
Markov chains * censorin Q panel data * counting process * proportional hazards * intrinsic-time 
1. Introductiun 
A continuous-time Markov chain is sometimes an appropriate probability model 
for the analysis of attitude change, social mobility, and the epidemiolo 
diseaa%. It is axtainly most efficient to study these models by 
lete Me history. How r (1981) points out that currently 
mple, arise from sirmpling con- 
crete time points. This observation scheme gives rise 
conducted every ten weeks fro wet season in No 
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From the panel data generated by the WHO malaria survey in Garki, Singer and 
Cohen (1979) considered ok problem of estimating the malaria infection and 
recovery rates. In this connection the authors developed aprocedure to test embedda- 
bility or whether or not two-state, two-wave panel data ~sulcl have come from 
sampling a continuous-time Markov chain. 4n additional feature of surveys of this 
type is that a given individual may be absent from the vill e at some survey times. 
Thus the total number of individuals observed varies ss the sampling time 
points. Some of the reasons for this variation would include new births, mortality 
(especially among infants), or a person could be away from the village doing 
agricultural work or at market. In the statistical analysis of life histories this 
phenomenon is called censoring; this feature of the Garki data was noted by Singer 
and Cohen (1979), but they do not ex licitly account for it in their analysis even 
though its presence might change the di bution theory used in their test procedures. 
In this paper we consider some pr&!ems of inference from censored iscrete-time 
Markov chains. We define a censored Markov chain in Section 2 where the censoring 
process depends only on the past and auxiliary random variation. This assumption 
turns out to be sufficient for the validity of the distribution theory used by Singer 
and Cohen (1979). In Sections 3 and 4 we propose a nonparametric estimator of 
transition probabilities based on r censored Markov chains observed over a period 
of time. The estimator is consistent and the normalized ifference converges weakly 
to a Gaussian process as r increases. In the uncensored case it reduces to the 
maximum likelihood estimator derived by Anderson and Goodman (1957), and 
Fleming and Harrington (1978) so that our results cover this case as well. 
In Section 5 we assume that multiwave panel data were nerated by sampling 
some continuous-time Markov chain so that the observed p ess is a discrete-time 
Markov chain. ‘Then we propose procedures for testing the time-homegeneity 
hypothesis and for t -state chains, the intrinsic-time hypothesis. In Section 6 we 
discuss how censori according to Section 2 would account for variation in the 
number of observations across samplin times in the WHO malaria survey data. 
on theory used in the embeddability test 
result that the observed transitions are 
to carry out a test of time-homogeneity 
e tests suggest hat a nonhomogeneous 
Markov chain without intrinsic-time is a reasonable model for these data. 
In &3 r-r to Si and Cohen (1979) mentioned above, problems of inference 
from panel data un the Markov assumption are considered by Kalbfleisch and 
Lawless ( 198% These authors develop procedures for maximum likelihood estima- 
tion in parametric families of time-homogeneous arkov chains. We contribute to 
the methodology for panel data in allowing for time-inhomogeneity and general 
PattOrus of censoring, but the methodology developed here is nonparametric. Thus, 
etric assessments of specific 
est of Seckn 5.0 
g processes; a ten 
which also informs the 
Section 7 
based inference to s 
where P(l, m) = I if the product above is empty. 
For each r > 11 and fixed AI > 0, let (sd, F, g ‘) denote a probability s 
a fmily of processes {(Xz, Jt), OS a, s IV’ k - ES . . . , F) is defined and let F’ = 
{F’,, 0~ n s N} be a given increasing family of sub-a-algebras of E Note that, 
without loss of generality below, (OS F) is taken independent of r (see Reboliedo 
(1980)). We have the following. 
Assumptions. (1) For each k=l,...,r, .I’ = {.I”,, F’,, 0~ n s N} is a (0, I}-valued 
stochastic process such that .I”, E F”,_,, i.e. .I’ is Kpredictable. 
(2) The random variables X”, for k E {k: Jt = I} are independent and moreover 
for i,j~ E and on {Xi_, = i) we have 
The process Jk models the censoring of Xk so that only when J: = I the tritnsition 
from Xf_, to X: is observed. Censorin at time 1 depends on past tram&o 
any auxiliary random variation included in the history F;_,. Note that tra 
at time 1 from amon the uncensored chains (i.e. those for which J: = 1) are 
independent, but censorin chains may be dependent. 
r w==l,..., 
AN&, j) = i l(Xk,_, = it X”, = j, .I”, = 1) 
k=i 
and 
Y,(i)= i 1(x:-) = i, J”, = I) 
k=i 
so that Y,( i) is the number of chains in s 
(i, a’) is a 6% 
state j. Qbsewe that assumptions (1) and (2) imply that the conditional distribution 
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of {AN,(i, j), jE E) given is multinomial with parameter Y,(i) and cell 
probabilities { pC, j r E ). In addition, it follows that the counting process 
has compensator 
n 
Mi, j) = C YMdj, Icn<N, (2.5) 
I=i 
with NO( i, j) = A,( i, j) = 0. 
. (1) The conditional multinomial sampling model described above is 
derived by virtue of the predictable censoring and independence among observed 
transitions. This sampling model is key in our proof of asymptotic normality for 
the estimate of 4) proposed in Section 3. 
(2) For two state Markov chains, i.e. E = (1,2}, the multinomial sampling model 
reduces to binomial sampling. The test of embeddabiiity for two-state chains 
developed by Singer and Cohen (1979) depends upon the validity of this conditional 
binomial sampling model. Thus our assumptions (1) and (2) are sufficient o ensure 
the validity of their test procedure for censored observations. 
3. The estimator 
E define the estimator 3; by 
p^z==AN,,(i, j)/Y,(i), lsnn N, (3.1) 
= 0 otherwise. According to (3.1), 5; is the fraction of observed 
transitions into state j at time n from among those in state i at time n - 1. Thus 
for each n, (3.1) estimates pi, nam the one-step transition probability of 
i-to-j transition at time n. For 1 N, we define the random matrix & = 
for i = j. 
(3.2) 
To estimate the transition probabilities P we introduce the product estimator 
l={&I,m), mWz0) defined by 
B(1, m)= I-l WA&a) (3.3) 
I<nSm 
,,+ and &l, m)= I when the uct above is empty. Note that 
ator (3.3) satisfies the 
The estimator (3.3) is defined in terms 
(6m,QUG ) as this expression is convenient fo 
in Section 4. It turns out that the proms 
matrix-valued function B = 
B@(n) is defined by 
and 
B&n) = - G B@(n). 
g+i 
(3.41 
In particular, we have the followings 
Proposition 3.1. For i, jc E dejFne the process &i, j) = {8&i, j), 06 n d N} 6y 




C 1( Yt(i)>O)ABti(I) for i #j, 
'=* 
-C &G,i) for i = j, 
jti 
where AB,(l) = p& men &i, j) - &i, j) is an F’-martingale. 
(3.6) 
Prmf. Observe that 
&(i, j)-&(i, j)= i 
I= 
fi(i)(ANl(i, j)-AA,(i, j)), 1s ns IV, 
by (t.2), AAr( i, j) = U,( i)AB,( I), and e(i) = 
Ii) e Fr_ t and according to equations (2.4) and 
(2.5), A N,( i, j) - AA,( i, j) is a ingale difference. Therefore, by direct calcula- 
tion or the theory of stochastic integration, it follows that &i, j) - 8( i, j) is a 
where AN,( i, j) is defined 
Yy’( i)l( Y,(i) > 0). For each 1, 
. (I) By virtue of Proposition 3.1 and equation (3.3) it can be demon 
that the product estimator fi is a martingale estimator of P. reover, equation 
(3.3) is used in Section S to relate this estimate in the context multiwave panel 
data to the product-limit estimate of Aalen and Johansen (1978) proposed for 
continuous time Markov chains. For uncen rkov chains equation (3.3) 
reduces to the maximum likelihood estimato for example, by Anderson 
and Goodman (1970). 
(2) The estimator fi (equivalently @) is shown in Sect 
asymptotically Gaussian. Although it is a martingale esti 
using an 0 atity criterion. ather, 
in light of the general patterns of censoring allowed for by the model. Nonetheless 
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it can be rigorously derived as a maximum partial-likelihood estimator within the 
framework recently proposed by Greenwood (1988). In fact cur treatment of the 
asymptotic distribution theory is in line with this point of view (see Phelan (1988)). 
(3) The estimator (3.2) is combined with Beta-process priors on the cumulative 
conditional rate functions (3.4) and (3.5) by Hjort (1984) in order to construct Bayes 
estimators of the transition probabilities. 
. Asymptotic properties of the estimator 
We show that the product estimator (3.3) is consistent and the normalized itierence 
converges weakly to a Gaussian process as r+ a. For this purpose we introduce 
the matrix-valued process fi = (&, 0 s n s N}, where I?,, = (&( i, j)), i, j E E, and 
&,( i, j) is defined by equation (3.6). From B we define a second matrix-valued 
process fi = (p(O, n), 0 s n s N) defined by 
P(O,n)= fl (I+Aijh), IsnsN, W) 
O</s?l 
where A& - & - &,_, and I'(0, 0) = I. We have the following. 
.I. Consistency. Suppose that for all i E E, 1 s n s IV’, Y,(i) converges to 
infinity in pfobabifity as r + 00. Then 
max I~(O.nb==P(O,n)~-1:0 au-,00 . . 
where the norm of a matrix A is given 6y IAl = maxi & laul. 
roof. We have 
I&& n) _ P(0, n)l l&f4 4 -&O, n)l l&O, +=-N4 41 (4.2) 
will treat tkese two terms separately. 
(0, l- l)(Aii, - 
/=I 
(4.3) 
where m is the cardinality of E. y hypothesis 1 (min, .= ,s N Y,(i) = 0) converges to 
zero in probability as r + 80. Therefore the right side of (4.3) converges to zero in 
robability uniformly in n as r+ 00. This takes care of the second term in (4.2). 
ext observe that 
, 1- 1) and PQl, n) re bounded elementtise by 1 it suffices to
ny one state nor at 
following preliminari ve the weak conve 
difference. For i E E, let yj denote a strictly positive fun&3 
V,=(V,(&j); i, jEE), n=l,..., A!$ denote N independent mean zero 
random matrices. For i E E, V,(i, i) = -&+i Vm(i,j), and for i’#i {Vn(fJ), jEE} 
and { V,( i’, j), j E E} are independent. Assume that for i Sj, V,(i, j) has variance 
pE(l -pi)/yi(n), and for j’#j, V,(& j) and V,(i, 3”) have covariance -pip;*&,(n). 




We have the followin 
Theorem 42. Wedi Convergence. Suppose that fir i E and n = I,. . . , lV, Y,(i)/r 
converges to yj( n) in prosclbility OS r + 00. Then fi( $ - P) s U. 
Proof. Observe that it suffices to prove that fi( P - P) converges weakly to U and 
that I/$&-=- P) es weakly to zero as r -+ 00. To prove the latter, recall from 
equation (4.3) that 
is inequalitj and the hypothesis imply that fi(P-- P) COW 
process having inc 
and (iii) of Theorem 3.4 o 
foreach n=l,..., 
to the law of Vn in probability as P+ W. In ou eorem 3.4 of Jaco 
ite bomber of ti 
able stopping times. 
ion (iv) is vacuous. 
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that for i E E and conditional on FL- 1, { ANn (i, j), j E E} are independent multi- 
nomial random variables with parameters { Yn( i), pi, j E E}. Moreover, when 
Y,(i) > 0 we have 
fi(A&(i, j)-A&i, j))=fi A~~f)j)-p~ . 
n 
Therefore it follows from the hypothesis and the Gaussian approximation to multi- 
nomial sampling that the conditional law of fi(A& - A&,) given FL-, converges 
in probability to the iaw of V, as r+ 00. Thus, by equation (4.4) and Theorem 4.1, 
fi(@ - fi) converges weakly to U as r + 00. q 
According to Theorem 4.2 the asymptotic distribution of the product estimator 
(3.3) is Gaussian. The limiting covariance function is given by 
(U)(n)= i P(O,l-1) 
/=I 
@P(f), f - 1) c (i)P(l, n)@ P(1, n), 1 S n< N, (4.6) 
where @ denotes the Kronecker product and C (I) is the covariance matrix of V,. 
Under the hypothesis of Theorem 4.2 a consistent estimate of (4.6) is obtained by 
substituting the product estimator (3.3) for P and Y( i)/r for yi. In addition to 
providing the asymptotic distribution of the product estimator, Theorem 4.2 shows 
the asymptotic distribution of the martingale estimator fi to be Gaussian with 
independent increments given by the Vn. We mention finally that Theorem 4.2 
includes a proof that the maximum likelihood estimator of P based on r independent 
observations is asymptotically Gaussian as was proved using other methods by 
Anderson and Goodman (1970), and Fleming and tiarrin ton (1978). This is proved 
that the hypothesized condition is implied in this case by the weak law 
ultiwave panel data arise in some areas of science and medicine when the status 
or patiznt is only periodically monitored over a period of time. For 
example, if Y = ( Y,, t 3 0) is a stochastic process which models the status of an 
individual, suppose we observe Y only at the times 0, b, 26,. . . , MI, b> 0. The 
observations { YO, Yh, . . . , YNh} are called multiwave panel data by Singer (1981), 
where 1 + N is the number of waves of pane; Jnd 6 is the spacing between waves. 
We say the observations are censored when the individual’s status is not observable 
We assume that Y is a continuous-time arkov chain with 
and transition probabilities P = { P(s, t), s s t) 
andP(k-l,k)=P(icb-6,kb)sothatX=(Xks 
chain with transition probabilities 
able r censored observations of X 
are valid. 
5.1. Estimation 
The transition probabilities P can be estimated from multiwave panel data usin 
the product estimator defined by equation (3. ). If the assumptions of Section 4 are 
valid, the estimator is consistent and asymptotically Gaussian. On the other hand, 
in the absence of further specification of the transition probabilities P they can not, 
in general, be estimated from panel data alone. However, if an individual’s status 
can be monitored in continuous time, although possibly censored, then the product- 
limit estimator of P proposed by Aalen and Johansen (1978) is appropriate. Their 
estimator is consistent and asymptotically Gaussian under mild assumptions regard- 
ing censoring. Suppose alternatively that an individual’s status is periodically 
monitored as described above but that the spacing b is “small” and the number of 
waves N is “large” so that A% = T > 0, say. For small spacings there will be at most 
one change of state per individual in each subinterval with high probability. In this 
case the estimator (3.2) approximates the estimator (3.1) of Aalen and Johansen 
(1978) with high probability, so that in like manner the estimator (3.3) will approxi- 
mate the product-limit estimator (3.2) of Aalen and Johansen (1978). Of course the 
limiting case 6 10 and A% = T yields the product-limit estimator of P over [0, T] 
almost surely. 
We consider nonparametric one-sample test procedures for the time-homo 
nd intrinsic-time hypoth es. ‘The procedures are based on mult 
where we assume that a la number of observations are drawn fr 
population. 
5.2.1. Time-hsmugeneity hypothesis 
The time-homogeneity h pothesis refers to the assumption that the one-step transi- 
tion probabilities are constant across time. In this case we test the hypothesis 
H:~;=P~~, k=l,..., AL The alternative is t 
(i.e. k) in which case the esimates of the tra 
The estimators of the common values {po} u 
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and the test statistic is given by 
x2== fJ C Y,(ij(&-~~j*/~~. 
&=I i,j 
Under the hypothesis and as t increases to infinity, x2 has a limiti 
distribution with (N - 1) m( m - 1) degrees of freedom where l)rt is the number of 
states in E. The proof is a consequence ofTheorem 4.2 and the argument of Anderson 
and Goodman (1957) (see Section 6) made for the analogous statistic appropriate 
for uncensored Markov chains. We note that the test is consistent since under the 
alternative pfj Z pij for some kp i, j. 
On occasion a researcher may prefer a graphical diagnostic of the time- 
homogeneity hypothesis obtained by graphin the estimators &i, j). Under the 
hypothesis these estimate functions with a constant rate of increase. 
52.2. Intrinsic-time hypothesis: Two-state case 
Let P = { B( s, t), s s t} denote transition probabilities for a nonstationary continuous- 
time Markov chain with state space E = (1,2}. Let t# = {4(t), t 2 0) denote a non- 
linear, continuous, strictly increasing function such that 4(O) = 0. The function 4 
induces a nonlinear transformation of the time parameter t and we assume that the 
nonstationary Markov chaitl can be made stationary by using 4 as its clock. By 
virtue of Theorem 5.1 of Goodman (1970), 4 is, without loss of generality, taken 
to be the function 
44t) = -1ogdet P(O, t) (ta0) (5.3) 
so that &s, t) has the representation 
is a stochastic matrix. e clock 4 is called the intrinsic-time by 
ilities M with its transition times b 
v Our aim is to devise a test of this hypothesis uitable for panel 
es below is a non~ar~met~c procedure which provides a novel 
ional odds model for counting processes. According to 
our observation scheme the Markov ch t times 0,6,26, . . . , MA 
edore, by hypothesis, the sbserv v chain has transition 
according to Singer and Spilerman (1976) (see Section 3. 
unique representation 
P(k-t,k)=Ak 
(2.5). The compensator is defined in terms of the Y-processes of equation (2.3) and 
the cumulative (conditional) rate function (3.4). Using (3.4) and the fact that the 
row sums of transition probabilities are one, the intrinsic-time hypothesis is 
equivalent o H: &(n) = yi&(n), n = 0, 1, . . . , IV, where y = /3/ar. Hence the test 
of the intrinsic-time hypothtis is reduced to a test of proportiona rate functions 
for the counting processes N(2,l) and N( 1,2) of (2*4). We note that in discrete 
survival analysis this is a well known problem of testing for proportional odds (see 
Section 5.2 of Andersen and Borgan (1985)). 
To measure the departure from hypothesis H we introduce the stochastic process 
W={ W,,O6 ne IV) defined by W,=O and 
W, = ,i, K,(A&2, E)- ?A&&, 2)), 1 G n =s N, cw p: 
where K, = Y,(2) Yr( l)/( Yl( 1) + jY,(Z)) and 9 is a consistent estimator (under H) 
of y (see Remark 2 below). The process W is a weighted estimate of the difference 
between B2, 
H the normalized process W/fi co 
zero Gaussian process with variance function a2 
a’(n) = 
where ~(0 z ~i(~)~(y~(~)~ YJNL al test of the intri 
hypothesis is based on the process W. or this purpose we introduce the 
S given by 
(5.9) 
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Brownian bridge on [0, 11. This limiting process is, of course, a discretization of 
the Brownian bridge. The results of Andersen (1983) (see also Wei (11984)) show 
that a test based on S is consistent against he broad class of alternatives B,, # y&. 
To conduct the test let Sa, denote a random variable with the limiting distribution 
of S. Then under H, So0 is stochastically dominated by sup{lS’(s)l: 0~ s =Z 4}, where 
various percentiles from the distribution of the latter are given in table 1 of Hall 
and Wellner (1980). Therefore bounds on p-values for an asymptotic test of H based 
on S may be obtained there. 
ematks. ( 1) In addition to the formal test procedure asimple graphical diagnostic 
is obtained by plotting log & 1,2) and log 6(&l) versus time. Under the intrinsic- 
time hypothesis these graphs will yield approximately parallel curves. We illustrate 
this approach in the application to follow. 
(2) A consistent estimate of y is obtained from & (2,1)/ EN ( 1,2). Alternatively 
we propose p^/&, where 
6 = i &‘A&(l, 2)/N and 6 = F &‘A&(2,1)/N, 
k=l &=I 
and where ik = 1 - det $( k - 1, k). By virtue of Theorem 4.1 and the continuity of 
det, det P( k - 1, k) is a consirjtent estimator of exp( -&} (see equation (5.5)) so that 
C? and 1 are consistent estimators of cy and fl, respectively. If the hypothesis appears 
reasonable stimates of the quantities h k, Q! and /3 would have additional interest 
as is shown in the application below. 
(3) The test procedure above requires a consistent estimator of (5.8). This is 
achieved by substituting into (5.8) consistent estimates of yi, BIZ, S,, and y, namely 
( 1,2), 8(2,1), and one of the consistent estimators of y proposed in 
Remark (2). 
(4) The test based on S provides an all-pupose test of the intrinsic-time hypothesis 
which is consiste ainst all alternatives. A consistent special-purpose t st based 
on W, is availabl ives which satisfy a certain monotonicity condi- 
tails consult Section 5.2 of Andersen and 5). 
In the WH0 Garki baseline survey IV+- 1 = 6 waves of panel data on malaria 
were collected over a perio f time covering both wet and dry seasons 
Q red a blood test which classified them as positive (state 2) 
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Tabie 1 
Test of time-homogeneity from malaria parasitology transition data* 
Panel Surveys 
1: Dry season 111 70 181 538 &tH 0.39 
87 270 357 024 0.76 
2: Wet season 102 135 237 677 0.43 0.57 
65 37s 0.15 0.8s 
3: Wet season 79 90 169 706 0.47 0.33 
122 415 537 &23 01.77 
8: Dry season 86 61 147 527 8.58 0.42 
106 274 380 O-28 0.72 
Dry season 120 59 179 901 t-k.67 033 
81 241 322 0.25 0.75 
* Source: Singer and Cohen (1979). 
by some Markov chain. Our aim is to test the time-homogeneity and the intrinsic-time 
hypotheses. 
In Table 1 the coh~rrr~r labeled AN ++ records the total number of transitions 
observed at each panel survey. There is considerable variability among these totals 
which Singer and Cohen (1979) attribute primarily to some people being absent 
from a village. We model their absence using a censoring mechanism which we 
assume to satisfy the conditions of Section 2. Practically this means that at each 
survey and among those villagers with observable transitions the transition prob- 
abilities *‘get their chance” before the next censoring. However, in the interval 
between surveys up to but not including the next survey the censoring mechanism 
“gets its chance”. Further, this mechanism depends only on past transitions and 
auxiliary random influences. 
‘Fhe column labeled fi disphtys, for each panel, estimates of the one-step robabilities 
of transition between the negative and positive state en by (3.1 Jv T%us in panel 
one 70 people among 181 made a transition from gative to positive $0 that 
if2 = 70/181= 0.39. To conduct the test of time-homogeneity we need the estimators 
(5.1) of the transition probabilities under the hvpothesis. This calculation yields 
p^, 1 = 0.55, p1,* = 0.45, j&8 = 0.23 and j&Z = 0.77, where for this application these 
estimate the IO-week transition probabilities. The test statistic x2 of (5.2) equals 54 
and there are 8 degrees of freedom. The asymptotic p-value associated with this 
statistic is less than I and suggests that t 
is variation is a source of 
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even within those panels with 11 week spacing (i.e. 2,3 and 4) we still find significant 
departure from the hypothesis. 
The above result and that of Singer and Cohen (1979), suggest hat the process 
underlying these transitions is Markovian with nonstationary transition probabilities. 
The outcome of the time-homogeneity est is hardly surprising in view of the fact 
that the transition data spa.,n both wet and dry seasons. The natural history of malaria 
is a story of transmission between humans and mosquitos and clearly the mosquito 
population fluctuates directly with the amount of rainfall. These fluctuations appear 
to have induced nonstationarity in the process describing the epidemiology of 
malaria among humans. 
6.2. Test of intrinsic-time 
Next we investigate the possibility that the nonstationary chain can be made 
stationary by a nonlinear change of time parameter, i.e., the: intrinsic-time hypothesis. 
In Fig. 1 we exhibit plots of the natural logarithm of & lp 3) and &2,1) together 
with a plot of the log of j%( 1,2). Under the in%insic-time hypothesis the latter is 
a good predictor of &2,1) and Fig. 1 suggests departure from the hypothesis. In 
particular, observe that the graph of log & 1,2) increases at a rate faster than the 
graph of log &2,1) between time one and time two. This reflects the fact that the 
negative (state 1) to positive (state 2) transitions how a marked increase in frequency 
relative to positive to negative transitions between the dry season (time 1) and the 
wet season (time 2). The graphs then reverse this relationship as we move across 
time three and on to times four and five. This requires a precipitous decline in 
negative to positive transitions from the wet season (time 3) to the dry seasons 
(times 4 and 5). The easiest way to see this pattern is to compare the successive 
pairwise slopes th #( 1,2)) with those through the 
his departure in interpretive terms 
e 
transition rates 
also indicated the intrinsic-time hypothesis appears not 
to this hypothesis all of the 
isson process which conceiv- 
lation with relatively hi queney. This unintuitive s 
e 
t verifies. There one finds the Qifkential e&et of season on the 
two transitisn ra$fzs that was iflustrat d graphically by 
The results above suggest hat the int 
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are estimates of the mean of a Poisson random variable and note that the largest 
means occur in panel surveys 2 and 3, both of which span 11 we&s of wet season. 
Of course, a rather crude estimate of the function 4 is obtained by cumulating the 
&‘s. From our earlier calculations vie ained 6 = 0.66, @ = 0.34, and the constant 
of proportionality 9 = 0.52. On combining the &‘s with & and fi estimates of the 
cumulative malaria conversion and recovery rates between panel surveys are 
obtained. For example, during the wet season in panel 3 we find the cumulative 
conversion rate &S = 0.94 whereas the cumulative recovery rate &fi = 0.49. These 
rates are cumulated over the approximately 11 weeks in survey 3 and are therefore 
in close agreement with the estimates obtained by likelihood methods in Table 5 
of Singer and Cohen (1979). Finally, an estimate of the transition probabilities A4 
for the embedded Markov chain are given by 
&,,= -& + 1 = 0.34, &,* = & = 0.66, 
fi,, = fi = 0.34 and &,, = -/$ + 1= 0.66. 
7. Remarks and generalizations 
The methods of this paper apply to the statistical analysis of censored iscrete-time 
Markov chains such as might arise from multiwave panel data. This observation 
scheme, it was noted, commonly occurs in sociology, epidemiology and medicine 
when the status of an individual is only periodically monitored. Our model for 
eneral enough to cover many practical situations and maintains the 
conditional multinomial sampling distribution for transitions at each 
observation time. We used this fact in our proof of Theorem 4.2. More broadly, 
allows a direct extension of a number of test 
(1979), and Anderson nd Goodman (1957) to 
res were based on the lidity of the conditional 
The test of the intrinsic-time hypothesis is new 
models of occupational mobility (see Si 
ea t,vhich will generalize this 
re than two s?ates. 
er and Cohen (1979) show that the transition data examined here are embed- 
Qahle in some continuous-time Markov chain. Our results how that it is reasonable 
to model these transitions with a Markov chain having nonstationary transition 
robabiliti~s. We noted that the seasonal effect of rainfall on the mosquito vector 
rovided a plausible explanation of this finding. It turns out that the transition data 
sic-time hypothesis meaning that there is not a single 
verning the rates of both negative to positive and positive 
Recall that our statistical procedures and our asymptotic derivations formu- 
lated in terms of counting processes. This formulation points the way toward 8 
unified generalization of the methodology 
Rose in SectEon 2 m 
xperiment, in that As 
law only over observable transitions; thes 
ism. In the tanguage of Greenwood (1988), the 
semimartingale xperiment, where the 
counting process. We have already remarked in Section 3 that our treatment of the 
asymptotic theory is in line with this point of view. More importantly, however, 
and although the theory of partially specified experiments i early in its development, 
it generalizes the likelihood based inference procedures of Kalbfieisch and Lawless 
(1985) to that of partial-likelihood based inferences. In this mathematical framework 
our estimators give the maximum partial-likelihood estimator of the compensator 
of a (censored) counting process-a procedure which further generalizes to the 
inclusion of covariate processes other than censoring. We are currently working in 
this direction in the context of predicting a binary outcome Zn a time series from 
an auxiliary series of predictors. 
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