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Abstract
In this paper, we first construct a contact wave for 1-dimensional Jin–Xin relaxation system [S. Jin,
Z.P. Xin, The relaxation schemes for systems of conservation laws in arbitrary space dimensions, Comm.
Pure Appl. Math. 48 (1995) 235–277]. This wave serves as the relaxation version of contact discontinuity of
the corresponding hyperbolic system at equilibrium. Such a contact wave is shown to be nonlinearly stable
under small initial perturbation. The time-decay rate is also obtained by weighted energy estimates.
© 2007 Elsevier Inc. All rights reserved.
1. Introduction
The relaxation phenomena arises in many physical situations, such as the kinetic theory,
non-equilibrium gas dynamics, elasticity with memory, flood flow with friction and magneto-
hydrodynamics, etc., see [29] or [26]. Mathematically, the investigation of the behavior of the
solutions to the relaxation system is an important subject. A good survey in this direction is [26].
In this paper, we consider the initial value problem of 1-dimensional Jin–Xin relaxation sys-
tem [15] which reads
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⎧⎪⎪⎨
⎪⎪⎩
ut + vx = 0,
vt + a2ux = 1
ε
(
f (u)− v), x ∈R1, t  0,
(v,u)(x, t = 0) = (v0, u0)(x), x ∈R1,
(1.1)
where u = u(x, t), v = v(x, t) are vector-valued functions in Rn, f (u) is a smooth function from
R
n to Rn, a > 0 is a given constant satisfying the sub-characteristic condition (1.5) below, and
ε > 0 represents the relaxation time.
Assume that the initial data satisfy
(
v0(x), u0(x)
)→ (v±, u±), as x → ±∞, (1.2)
where v±, u± are given constants subject to the constraints v± = f (u±).
As ε → 0, formally, the leading order approximation of the system (1.1) is the following
conservation laws:
ut + f (u)x = 0. (1.3)
The relaxation system (1.1) is designed by Jin and Xin in [15] to approximate the conserva-
tion laws (1.3) for numerical purpose. The main advantage of this scheme is its generality and
simplicity since (1.1) is semi-linear.
As usual, we make the following assumptions throughout this paper.
(H) Assume that the system (1.3) is strictly hyperbolic. Namely, the Jacobian matrix Df (u) of
the flux f (u) has real and distinct eigenvalues
λ1(u) < λ2(u) < · · · < λn(u)
with corresponding left and right eigenvectors lj (u), rj (u) (j = 1,2, . . . , n) satisfying
L(u)Df (u)R(u) = diag(λ1(u), λ2(u), . . . , λn(u))≡ Λ(u),
L(u)R(u) = Id, (1.4)
where L(u) = (l1(u), . . . , ln(u))t , R(u) = (r1(u), . . . , rn(u)), Id = identity matrix. We fur-
ther assume that each i-field is either genuinely nonlinear
∇λi(u) · ri(u) = 0,
or linearly degenerate
∇λi(u) · ri(u) ≡ 0.
Under the above assumptions, it is well known that the hyperbolic conservation laws (1.3)
have rich wave phenomena. In the genuinely nonlinear field, the nonlinear waves (shock waves
or rarefaction waves) may appear; and contact discontinuities, which are the linear waves, may
occur in the linearly degenerate field, see [28].
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characteristic condition [1,2,15,18,29]:
−a < λi(u) < a, ∀u, ∀i = 1,2, . . . , n. (1.5)
Although the dissipation of relaxation is not strong enough to smooth out discontinuities, it does
prevent the singularity formation from small smooth initial data. The elementary hyperbolic
waves of (1.3), i.e., shock waves, rarefaction waves and contact discontinuities, have smooth cor-
respondences in the system (1.1). It is interesting to investigate the asymptotic stability of these
waves (relaxation versions of the hyperbolic waves) and the relations to their correspondences of
(1.3).
Liu [18] first considered a general 2 × 2 relaxation system in one spatial dimension, and gave
the stability criteria for the shock waves, rarefaction waves and also diffusion waves. Since then,
many authors have studied the stability of shock waves and rarefaction waves to the relaxation
system in one or several space dimensions; see [3–8,16,17,21–25,27,31–34], etc. However, as far
as we know, there is no result corresponding to contact discontinuities for the relaxation system
(1.1). We will pursue this issue in current paper.
The investigation of the asymptotic stability of contact discontinuity for the viscous conser-
vation laws dates back to Xin [30] in 1996, which concerned with the Euler system with uniform
viscosity. It was first discovered in [30] that the inviscid contact discontinuity cannot be an as-
ymptotic state for the viscous system, but a viscous contact wave which approximates the contact
discontinuity on any finite time interval as the viscosity tends to zero, is nonlinearly stable. This
phenomenon is called meta-stability [30].
In this paper, we study the meta-stability of contact discontinuities for the relaxation system
(1.1) under the assumptions (H) and (1.5). That is, we construct a contact wave, which approxi-
mates the contact discontinuity of the corresponding hyperbolic system (1.3) on any finite time
interval as the relaxation time tends to zero, and prove that the contact wave is nonlinear stable.
Our idea is as follows. Note that the relaxation system (1.1) is equivalent to the following
perturbed viscous conservation laws:
ut + f (u)x = a2εuxx − εutt . (1.6)
We treat the term utt as a higher-order perturbation term in (1.6) and expect that the long time
behavior of the solutions to (1.1) is similar to that for the viscous conservation laws
ut + f (u)x = a2εuxx. (1.7)
We remark that utt in (1.6) is of the same order as uxx due to the hyperbolic nature of the system.
The sub-characteristic condition (1.5) will play an essential role in this paper.
For (1.7), Liu and Xin [20] showed that the inviscid contact discontinuity is meta-stable by
the pointwise estimates. Liu–Xin’s analysis is based on approximated Green’s function, which is
very difficult to construct in many physical systems when viscosity matrix is only semi-definite,
such as compressible Navier–Stokes and Boltzmann equations. Recently Huang, Matsumura and
Xin [10] and Huang, Xin and Yang [12] develop a new energy method to treat the stability of
the contact discontinuity for the compressible Navier–Stokes equations. Such approach admits
that the energy estimate involving the lower order grows at the rate (1 + t) 12 . But it can be
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decay rates for the time evolution can close the a priori estimate containing the uniform bounds
of the L∞ norm in the lower order estimate due to Hölder inequality. This method can be widely
applied to many physical systems, see [9], [14], [13] and [11]. In this paper, we shall adopt the
ideas of [10] and [12] to investigate the stability of the contact discontinuity for the relaxation
system (1.1).
Assume that p-field of system (1.3) is linearly degenerate for some p such that 1  p  n.
Therefore,
∇λp(u) · rp(u) ≡ 0.
Consider the hyperbolic system (1.3) with the following Riemann initial data
u(x,0) =
{
u−, x < 0,
u+, x > 0,
(1.8)
where u+ and u− are chosen such that
f (u+)− f (u−) = s(u+ − u−), s = λp(u+) = λp(u−). (1.9)
Then (1.3), (1.8) admit a p-contact discontinuity solution
Uˆ (x, t) =
{u−, x < st,
u+, x > st. (1.10)
Without loss of generality, we assume that s ≡ 0 in (1.9).
Now we construct the p-contact wave for (1.1). Eliminating v(x, t), we obtain from (1.1) a
system for u(x, t) itself
⎧⎪⎨
⎪⎩
ut + f (u)x = a2εuxx − εutt ,
u(x,0) = u0(x),
ut (x,0) = −v0x(x).
(1.11)
We first construct the contact wave for (1.11) following [20], and the v component will be re-
covered through (1.1). With a non-singular parameter ρ chosen below in (1.14), we define the
p-contact wave curve by
Cp(u−) =
{
u
∣∣∣ u = u(ρ), du
dρ
= rp
(
u(ρ)
)
, u(ρ−) = u−
}
. (1.12)
Along the curve Cp(u−), it holds that
dλp(u(ρ))
dρ
= ∇λp
(
u(ρ)
) · du(ρ)
dρ
= ∇λp · rp ≡ 0.
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λp
(
u(ρ)
)= λp(u+) = λp(u−) ≡ 0. (1.13)
This means that the p-eigenvalue λp(u) is zero along the curve Cp(u−). The non-singular para-
meter ρ is defined by
u(ρ−) = u−, u(ρ+) = u+,
and
⎧⎨
⎩
ρt − a2ερxx = 0, x ∈R1, t −1,
ρ(x, t = −1) =
{
ρ−, x < 0,
ρ+, x > 0.
(1.14)
Without loss of generality, we assume that 0 < ρ− < ρ+. With ρ(x, t) defined in (1.14), we
define the viscous p-contact wave U¯ (x, t) by
U¯ (x, t) ∈ Cp(u−), U¯ (x, t) ≡ u
(
ρ(x, t)
)
. (1.15)
From the construction of U¯ (x, t), we have
U¯t (x, t) = rp
(
u(ρ)
)
ρt , U¯x(x, t) = rp
(
u(ρ)
)
ρx,
U¯xx(x, t) = rp
(
u(ρ)
)
ρxx + ∇rp
(
u(ρ)
) · rp(u(ρ))(ρx)2. (1.16)
Following [20], we impose the following structure condition
∇lp
(
u(ρ)
) · rp(u(ρ))≡ 0, ∇rp(u(ρ)) · rp(u(ρ))≡ 0, ∀u ∈ Cp(u−). (1.17)
We remark that physical systems such as compressible Euler equations do satisfy (1.17). Under
(1.17), the viscous contact wave U¯ (x, t) defined in (1.15) satisfies the system
U¯t + f (U¯)x − a2εU¯xx = 0. (1.18)
The parameter ρ(x, t) in (1.14) has the following properties as x → ±∞:
|ρ − ρ±| = O(1)(ρ+ − ρ−)e−
x2
8a2ε(1+t) ,
|ρx | = O(1)(ρ+ − ρ−)
[
ε(1 + t)]− 12 e− x28a2ε(1+t) ,
|ρt , ερxx | = O(1)(ρ+ − ρ−)(1 + t)−1e−
x2
8a2ε(1+t) . (1.19)
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|U¯ − u±| = O(δ)e−
x2
8a2ε(1+t) ,
|U¯x | = O(δ)
[
ε(1 + t)]− 12 e− x28a2ε(1+t) ,
|U¯t , εU¯xx | = O(δ)(1 + t)−1e−
x2
8a2ε(1+t) , (1.20)
as x → ±∞, where δ = |u+ − u−| = O(1)(ρ+ − ρ−).
Direct computations show that
‖U¯ − Uˆ‖Lq(R) = O(1)ε
1
2q (1 + t) 12q , q  1,
where Uˆ is the inviscid contact discontinuity defined in (1.10). The above property means that the
viscous contact wave U¯(x, t) for (1.1) approximates the inviscid contact discontinuity Uˆ (x, t) to
the system (1.3) in Lq norm, q  1, on any finite time interval as the relaxation time ε → 0.
In the following, we only consider the asymptotic behavior of the solutions of the system (1.1)
for fixed relaxation time ε with initial data that is a small perturbation near U¯ . Without loss of
generality, we fix ε = 1.
Usually the integral
+∞∫
−∞
(
u(x,0)− U¯ (x,0))dx
does not equal to zero. We shall introduce some linear diffusion waves to carry the excessive
initial mass. We remark that the nonlinear diffusion waves were first introduced in [19] for the
study on the nonlinear stability of the viscous shock wave to (1.7). But in our case, as in [10], it
is sufficient to use the linear diffusion waves due to the different stability analysis.
For weak contact discontinuity, i.e., δ  1, the vectors r1(u−), . . . , rp−1(u−), u+ − u−,
rp+1(u+), . . . , rn(u+) form a basis of Rn. We thus decompose the excessive initial mass as
+∞∫
−∞
(
u(x,0)− U¯ (x,0))dx =∑
i =p
αiri(uˆi)+ x0(u+ − u−) (1.21)
with the uniquely determined constants αi (i = p) and x0, where and in the sequel, we use the
notation
uˆi =
{
u−, i < p,
u+, i > p.
Define the linear diffusion waves by
{
θit + λi(uˆi)θix = a2θixx, x ∈R, t −1, i = p,
θi(x, t = −1) = αiδ(x),
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+∞∫
−∞
δ(x) dx = 1.
Then we have
θi(x, t) = αi√
4πa2(1 + t) e
− |x−λi (uˆi )(1+t)|2
4a2(1+t) ,
+∞∫
−∞
θi(x, t) dx = αi. (1.22)
Now we define the ansatz U˜ (x, t) by
U˜ (x, t) = U¯(x + x0, t)+ θ(x, t) (1.23)
with θ(x, t) =∑i =p θi(x, t)ri(uˆi ). Thus we have
+∞∫
−∞
(
u(x,0)− U˜ (x,0))dx = 0. (1.24)
A direct computation gives
U˜t + U˜tt + f (U˜)x − a2U˜xx = Rx (1.25)
with the error term
R(x, t) =
[
f (U˜)− f (U¯)−
∑
i =p
λi(uˆi)θiri(uˆi )
]
+
[
−f (U¯)t + a2U˜xt −
∑
i =p
λi(uˆi)θit ri(uˆi )
]
= O(δ¯)(1 + t)−1
n∑
i=1
e
− |x−λi (uˆi )(1+t)|2
8a2(1+t) , (1.26)
where we have used the fact
f (U˜)− f (U¯)−
∑
i =p
λi(uˆi)θiri(uˆi )
= Df (U¯)θ −
∑
i =p
λi(uˆi)θiri(uˆi )+O(1)|θ |2
=
∑[
Df (U¯)−Df (uˆi)
]
θiri(uˆi )+O(1)|θ |2i =p
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i=1
e
− |x−λi (uˆi )(1+t)|2
8a2(1+t)
= O(δ¯)(1 + t)−1
n∑
i=1
e
− |x−λi (uˆi )(1+t)|2
8a2(1+t) ,
and the diffusion wave strength |α| =∑i =p |αi | and δ¯ = δ + |α|.
Without loss of generality, we assume that x0 = 0 from now on. Set
H(t) =
+∞∫
−∞
(
u(x, t)− U˜ (x, t))dx.
It follows from Eq. (1.11) for u(x, t), and (1.25) for U˜ (x, t), that
d
dt
H(t)+ d
2
dt2
H(t) = 0.
We know H(0) = 0 from (1.24), and
H ′(0) =
+∞∫
−∞
(
ut (x,0)− U˜t (x,0)
)
dx
=
+∞∫
−∞
(
−vx(x,0)− U¯t (x,0)−
∑
i =p
θit (x,0)ri(uˆi)
)
dx
= −(v+ − v−)+
(
f (u+)− f (u−)
)= 0.
Thus we have, for all t  0,
H(t) =
+∞∫
−∞
(
u(x, t)− U˜ (x, t))dx = 0. (1.27)
Set the perturbation by
φ(x, t) = u(x, t)− U˜ (x, t)
and introduce the anti-derivative variable
Φ(x, t) =
x∫
−∞
φ(y, t) dy.
Eq. (1.27) ensures that the anti-derivative variable Φ(x, t) is well defined in some Sobolev spaces
like L2(R1),H 1(R1), etc.
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V˜ (x, t) = f (U˜)− a2U˜x +
x∫
−∞
U˜tt dx −R, (1.28)
then we have
U˜t + V˜x = 0. (1.29)
Set
ψ(x, t) = v(x, t)− V˜ (x, t).
From (1.1) and (1.29), we have
φt +ψx = 0
and
Φt = −ψ, Φx = φ. (1.30)
We now state our main result:
Theorem 1.1. Fix ε = 1. Under (H) and the sub-characteristic condition (1.5), assume p-
character field is linearly degenerate (1  p  n) and the structure condition (1.17) holds. Let
U˜ (x, t) be the ansatz in (1.23). Then there exists a small positive constant δ0 such that if the
wave strength δ¯ and the initial values (v0(x), u0(x)) satisfy
δ¯ + ∥∥Φ(x,0)∥∥2
H 3 +
∥∥ψ(x,0)∥∥2
H 2  δ
2
0, (1.31)
then the problem (1.1)–(1.2) admits a unique global solution (v(x, t), u(x, t)) satisfying
u(x, t) ∈ C([0,+∞);H 2)∩L2(0,+∞;H 3),
v(x, t) ∈ C([0,+∞);H 1)∩L2(0,+∞;H 2),
and
∥∥(u− U˜ , v − V˜ )(·, t)∥∥
L∞  Cδ0(1 + t)−
1
4 , (1.32)
where C is a positive constant independent of t .
This theorem will be proved in next two sections. In Section 2, we will derive the desired a
priori energy estimates. The estimates will be closed and decay rates will be given in Section 3.
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From (1.11) and (1.25), we obtain a system for φ(x, t)
φt + φtt +
(
f (u)− f (U˜))
x
− a2φxx = −Rx. (2.1)
Integrating the system (2.1) over (−∞, x), one yields
Φt +Φtt +
(
f (u)− f (U˜))− a2Φxx = −R.
Linearizing the above system, one has
Φt +Φtt +Df (U¯)Φx − a2Φxx
= −[f (u)− f (U˜)−Df (U˜)(u− U˜ )]− [Df (U˜)−Df (U¯)]Φx −R
=: R1, (2.2)
where
|R1|O(1)
(|Φx |2 + |θ |2 + |R|). (2.3)
From now on, we will work on the Cauchy problem of (2.2) with the initial data
Φ(x,0) =
x∫
−∞
(
u(y, t)− U˜ (y, t))dy, Φt (x,0) = v(x,0)− V˜ (x,0). (2.4)
We note that (2.2) is a system of semi-linear wave equations with damping and source terms.
Standard theory gives the local existence and uniqueness of classical solution for a short time
T ∗ for smooth initial data. In order to prove the global existence and further to study the large
time asymptotic behavior, we need to derive some uniform estimates under the condition (1.31).
For technical reason, we will perform weighted energy estimates under the following a priori
assumption:
(H1) The smooth solution of (2.2)–(2.4) exists on time interval [0, T ] for some T and satisfies
N(T ) = sup
t∈[0,T ]
(‖Φ‖L∞ + ‖φ‖H 2 + ‖Φt‖H 1 + (1 + t) 14 ‖φ‖L2) ε0, (2.5)
where the small positive constant ε0 is only depending on the initial values and the wave
strength δ¯.
Clearly, (H1) is true for a short time if we choose δ0 small, due to local theory. We will prove
that T = +∞ with the help of uniform estimates and continuity argument.
To diagonalize the system (2.2), we introduce the new variable
W(x, t) = L(U¯)Φ(x, t), Φ(x, t) = R(U¯)W(x, t), (2.6)
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R(U¯)Wt +R(U¯)Wtt +Df (U¯)R(U¯)Wx − a2R(U¯)Wxx
= −R(U¯)tW − 2R(U¯)tWt −R(U¯)ttW −Df (U¯)R(U¯)xW
+ 2a2R(U¯)xWx + a2R(U¯)xxW +R1
=: −Df (U¯)R(U¯)xW +R2.
Multiplying the above system by L(U¯) to the left, we get
Wt +Wtt +Λ(U¯)Wx − a2Wxx = −Λ(U¯)L(U¯)R(u¯)xW +L(U¯)R2, (2.7)
where
L(U¯)R2 = O(1)(ρtW + ρtWt + ρttW + ρxWx + ρxxW +R1). (2.8)
Let
W = (W1,W2, . . . ,Wp−1,Wp,Wp+1, . . . ,Wn)t , (2.9)
where and in the sequel the notation ( )t represents the matrix transpose.
Introduce a weight function
η(x, t) = ρ(x, t)
ρ+
, (2.10)
where ρ(x, t), ρ+ are defined in (1.12). Clearly |η(x, t) − 1| Cδ. Here and after, we will use
C and Ci (i = 1,2, . . .) for generic positive constants which are independent of δ¯, ε0 and time t .
Note that 0 < ρ− < ρ+, thus ρx > 0. Set
W¯ = (ηNW1, ηNW2, . . . , ηNWp−1,Wp,η−NWp+1, . . . , η−NWn)t ,
where N = max{2, 1√
δ
}. If δ is small enough, we have
1 −C1
√
δ  ηN  1 η−N  1 +C1
√
δ. (2.11)
Multiplying the system (2.7) by W¯ t , we have
(
1
2
W¯ tW + W¯ tWt
)
t
−
(
ηN
p−1∑
i=1
W 2it +W 2pt + η−N
n∑
i=p+1
W 2it
)
+ a2
(
ηN
p−1∑
W 2ix +W 2px + η−N
n∑
W 2ix
)
i=1 i=p+1
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p−1∑
i=1
[(
ηN
)
x
λi(U¯ )+ ηNλi(U¯ )x
]W 2i
2
−
n∑
i=p+1
[(
η−N
)
x
λi(U¯ )+ η−Nλi(U¯ )x
]W 2i
2
+ a2(ηN )
x
p−1∑
i=1
WiWix + a2
(
η−N
)
x
n∑
i=p+1
WiWix
− (ηN )
t
p−1∑
i=1
(
W 2i
2
+WiWit
)
− (η−N )
t
n∑
i=p+1
(
W 2i
2
+WiWit
)
= −W¯ tΛ(U¯)L(U¯)R(U¯)xW + W¯ tL(U¯)R2 + (· · ·)x, (2.12)
which is equivalent to
(
1
2
W¯ tW + W¯ tWt
)
t
−
(
ηN
p−1∑
i=1
W 2it +W 2pt + η−N
n∑
i=p+1
W 2it
)
+ a2
(
ηN
p−1∑
i=1
W 2ix +W 2px + η−N
n∑
i=p+1
W 2ix
)
+Q1
= R3 + (· · ·)x, (2.13)
where
Q1 = −
p−1∑
i=1
[(
ηN
)
x
λi(U¯ )+ ηNλi(U¯ )x
]W 2i
2
−
n∑
i=p+1
[(
η−N
)
x
λi(U¯ )+ η−Nλi(U¯)x
]W 2i
2
+ W¯ tΛ(U¯)L(U¯)R(U¯)xW,
R3 = O(1)N
∑
i =p
[
ρxWiWix + ρt
(
W 2i +WiWit
)]+ W¯ tL(U¯)R2. (2.14)
We now claim that if δ is small enough, it holds that
Q1  C2Nρx
∑
i =p
W 2i . (2.15)
To prove this claim, we note that |λi(U¯ )x | C3ρx , and
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=
∣∣∣∣∣ηN
p−1∑
i=1
λi(U¯)Wi
n∑
j=1
lti (U¯ )rj (U¯ )xWj + η−N
n∑
i=p+1
λi(U¯)Wi
n∑
j=1
lti (U¯ )rj (U¯ )xWj
∣∣∣∣∣
=
∣∣∣∣∣ηN
p−1∑
i=1
λi(U¯)Wi
∑
j =p
lti (U¯ )rj (U¯ )xWj + η−N
n∑
i=p+1
λi(U¯ )Wi
∑
j =p
lti (U¯ )rj (U¯ )xWj
∣∣∣∣∣
 C4ρx
∑
i =p
W 2i .
Here we have used the structure condition (1.17), which implies
rp(U¯)x = ∇rp(U¯) · rp(U¯)ρx = 0.
Therefore, noting that N = 1√
δ
,
Q1 −ηN−1
p−1∑
i=1
(
Nηxλi(U¯ )+ ηλi(U¯)x
)W 2i
2
+ η−N−1
n∑
i=p+1
(
Nηxλi(U¯)− ηλi(U¯ )x
)W 2i
2
−C2ρx
∑
i =p
W 2i
 (C5N −C4)ρx
∑
i =p
W 2i
 1
2
C5Nρx
∑
i =p
W 2i ,
if we choose δ small enough. This proves (2.15).
Integrating (2.13) over (−∞,∞), we have
[∫ (1
2
W¯ tW + W¯ tWt
)
dx
]
t
−
∫ (
ηN
p−1∑
i=1
W 2it +W 2pt + η−N
n∑
i=p+1
W 2it
)
dx
+
∫ [
a2
(
ηN
p−1∑
i=1
W 2ix +W 2px + η−N
n∑
i=p+1
W 2ix
)
+Q1
]
dx

∫
R3 dx. (2.16)
Multiplying the system (2.7) by 2(Wt)t , then integrating over (−∞,∞), we obtain
[∫ (
W 2t + a2W 2x
)
dx
]
t
+
∫ (
2W 2t + 2
n∑
i=1
λi(U¯)WixWit
)
dx
−2
∫
(Wt)
tΛ(U¯)L(U¯)R(U¯)xW dx + 2
∫
(Wt )
tL(U¯)R2 dx. (2.17)
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[∫ (1
2
W¯ tW + W¯ tWt +W 2t
)
+ a2W 2x dx
]
t
+
∫ p−1∑
i=1
(
a2ηNW 2ix + 2λi(U¯)WixWit +
(
2 − ηN )W 2it)dx
+
∫ n∑
i=p+1
(
a2η−NW 2ix + 2λi(U¯)WixWit +
(
2 − η−N )W 2it)dx
+
∫ (
a2W 2px +W 2pt
)
dx +
∫
Q1 dx

∫ [−2(Wt)tΛ(U¯)L(U¯)R(U¯)xW + 2(Wt )tL(U¯)R2 +R3]dx. (2.18)
Using the sub-characteristic condition (1.5), the estimate (2.11) and the smallness of δ, it is
clear that there is C6 such that
min
{
a2,1
}
>C6 > 0
and the following hold
(
1
2
W¯ tW + W¯ tWt +W 2t
)
 C6
(
W 2 +W 2t
)
,
p−1∑
i=1
(
a2ηNW 2ix + 2λi(U¯ )WixWit +
(
2 − ηN )W 2it) C6
p−1∑
i=1
(
W 2ix +W 2it
)
,
n∑
i=p+1
(
a2ηNW 2ix + 2λi(U¯)WixWit +
(
2 − ηN )W 2it) C6
n∑
i=p+1
(
W 2ix +W 2it
)
.
Define
E1(t) =
∫ (1
2
W¯ tW + W¯ tWt +W 2t
)
+ a2W 2x dx,
K1(t) = C6
∫ (
W 2x +W 2t
)
dx. (2.19)
(2.18) reduces to
E1t +K1 +
∫
Q1 dx 
∫ [−2(Wt)tΛ(U¯)L(U¯)R(U¯)xW + 2(Wt)tL(U¯)R2 +R3]dx.
(2.20)
We now work on the right-hand side of (2.20). First of all, we observe that
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∫ [−2(Wt)tΛ(U¯)L(U¯)R(U¯)xW ]dx  C7
∫ ∣∣ρx(Wt)tW ∣∣dx
 C7δ
∫
W 2t dx +C7(1 + t)−1δ
∫
W 2 dx, (2.21)
and ∫
2(Wt )tL(U¯)R2 dx 
1
8
C6
∫
W 2t dx +C8
∫ (
L(U¯)R2
)2
dx
C9(1 + t)− 32 + 14C6
∫ (
W 2t +W 2x
)
dx
+C8(1 + t)−1δ2
∫
W 2 dx, (2.22)
where we have used the a priori assumption (H1) and Cauchy–Schwartz inequality. We now work
on R3. In view of (2.14) and (2.15), we have
O(1)N
∫ ∑
i =p
[
ρxWiWix + ρt
(
W 2i +WiWit
)]
dx
 1
2
∫
Q1 dx +C10
√
δ
∫ (
W 2x +W 2t
)
dx +C10
√
δ(1 + t)−1
∫
W 2 dx, (2.23)
and ∫
W¯ tL(U¯)R2 dx  C11δ(1 + t)−1
∫ (
W 2 +W 2t
)
dx
+C11δ
∫
W 2x +C11
∫ ∣∣W¯ tR1∣∣dx. (2.24)
However, using (2.3), (H1) and (1.26), we have∫ ∣∣W¯ tR1∣∣dx  C
∫ ∣∣Wt ∣∣(Φ2x + θ2 + |R|)dx
 C12
∫ ∣∣Wt ∣∣(ρ2xW 2 +W 2x )dx +C12
∫ ∣∣Wt ∣∣(θ2 + |R|)dx
 C12δ(1 + t)−1
∫
W 2 dx +C12ε0
∫
W 2x dx +C12δ(1 + t)−
1
2 . (2.25)
Choosing δ¯ and ε0 small, we conclude from (2.20)–(2.25) the following lower order estimate:
Lemma 2.1. Let E1 and K1 be defined in (2.19). Assume (H1) holds. There exits a small positive
constant δ1 such that if δ¯ < δ1 and ε0  δ1 then
E1t + 12K1  C13
√
δ¯(1 + t)−1E1 +C13δ¯(1 + t)− 12 (2.26)
holds for any t ∈ [0, T ].
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Z(x, t) = L(U¯)φ(x, t),
then
φ(x, t) = R(U¯)Z(x, t).
Applying ∂x to the system (2.2), we have the system for φ(x, t)
φt + φtt +
(
Df (U¯)φ
)
x
− a2φxx = R1x. (2.27)
Substituting φ(x, t) = R(U¯)Z(x, t) into (2.27), then multiplying by L(U¯) to the left, we get the
following system for Z(x, t)
Zt +Ztt +
(
Λ(U¯)Z
)
x
− a2Zxx −L(U¯)xR(U¯)Λ(U¯)Z
= [−L(U¯)R(U¯)t +L(U¯)R(U¯)tt + a2L(U¯)R(U¯)xx]Z
− 2L(U¯)R(U¯)tZt + 2a2L(U¯)R(U¯)xZx +L(U¯)R1x. (2.28)
Let
Z¯ = (ηNZ1, . . . , ηNZp−1,Zp,η−NZp+1, . . . , η−NZn)t
with η(x, t) defined in (2.10) and N = max{2, 1√
δ
}. Multiplying (Z¯)t to (2.28), similar to (2.13),
one has
(
1
2
Z¯tZ + Z¯tZt
)
t
−
(
ηN
p−1∑
i=1
Z2it +Z2pt + η−N
n∑
i=p+1
Z2it
)
+ a2
(
ηN
p−1∑
i=1
Z2ix +Z2px + η−N
n∑
i=p+1
Z2ix
)
+Q2
= R4 + (· · ·)x, (2.29)
where
Q2 = −
p−1∑
i=1
[(
ηN
)
x
λi(U¯ )− ηNλi(U¯ )x
]Z2i
2
−
n∑
i=p+1
[(
η−N
)
x
λi(U¯ )− η−Nλi(U¯)x
]Z2i
2
+ Z¯tL(U¯)xR(U¯)Λ(U¯)Z,
R4 = O(1)N
∑
i =p
[
ρxZiZix + ρt
(
Z2i +ZiZit
)]+ Z¯tL(U¯)R1x
+O(1)δ(1 + t)−1(Z2 +ZtZt +Z2t ). (2.30)
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2a2Z¯tL(U¯)R(U¯)xZx = (· · ·)x +O(1)
(
Nρ2x + |ρxx |
)
Z2.
Due to the structure condition (1.17), we know
lp(U¯)x = ∇lp(U¯) · rp(U¯)ρx = 0.
Therefore,
∣∣Z¯tL(U¯)xR(U¯)Λ(U¯)Z∣∣
=
∣∣∣∣∣ηN
p−1∑
i=1
λi(U¯)Zi
n∑
j =p
lti (U¯ )xrj (U¯ )Zj + η−N
n∑
i=p+1
λi(U¯ )Zi
n∑
j =p
lti (U¯ )xrj (U¯ )Zj
∣∣∣∣∣
O(1)ρx
∑
i =p
Z2i .
Similar to (2.15), if δ is small, there is a positive constant C14 such that
Q2  C14Nρx
∑
i =p
Z2i . (2.31)
We now integrate (2.29) over (−∞,+∞) to obtain
[∫ (1
2
Z¯tZ + Z¯tZt
)
dx
]
t
−
∫ (
ηN
p−1∑
i=1
Z2it +Z2pt + η−N
n∑
i=p+1
Z2it
)
dx
+
∫
a2
(
ηN
p−1∑
i=1
Z2ix +Z2px + η−N
n∑
i=p+1
Z2ix
)
dx +
∫
Q2 dx

∫
R4 dx. (2.32)
Multiplying (2.28) by 2Zt , it gives
(
Z2t + a2Z2x
)
t
+ 2Z2t +
n∑
i=1
λi(U¯)ZixZit = R5 + (· · ·)x, (2.33)
where
R5 = O(1)(ρx + ρt + ρtt + ρxx)
(
Ztt Z +Z2t +Ztt Zx
)+Ztt L(U¯)R1x. (2.34)
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[∫ (
Z2t + a2Z2x
)
dx
]
t
+
∫ (
2Z2t +
n∑
i=1
λi(U¯ )ZixZit
)
dx 
∫
R5 dx. (2.35)
Add (2.35) to (2.32), we have
[∫ (1
2
Z¯tZ + Z¯tZt +Z2t
)
+ a2Z2x dx
]
t
+
∫ p−1∑
i=1
(
a2ηNZ2ix + 2λi(U¯)ZixZit +
(
2 − ηN )Z2it)dx
+
∫ n∑
i=p+1
(
a2η−NZ2ix + 2λi(U¯)ZixZit +
(
2 − η−N )Z2it)dx
+
∫ (
a2Z2px +Z2pt
)
dx +
∫
Q2 dx

∫
[R4 +R5]dx. (2.36)
Define
E2(t) =
∫ (1
2
Z¯tZ + Z¯tZt +Z2t
)
+ a2Z2x dx,
K2(t) = C6
∫ (
Z2x +Z2t
)
dx. (2.37)
(2.36) reduces to
E2t +K2 +
∫
Q2 dx 
∫
[R4 +R5]dx, (2.38)
where we have used the following fact
(
1
2
Z¯tZ + Z¯tZt +Z2t
)
 C6
(
Z2 +Z2t
)
,
p−1∑
i=1
(
a2ηNZ2ix + 2λi(U¯)ZixZit +
(
2 − ηN )Z2it) C6
p−1∑
i=1
(
Z2ix +Z2it
)
,
n∑
i=p+1
(
a2ηNZ2ix + 2λi(U¯)ZixZit +
(
2 − ηN )Z2it) C6
n∑
i=p+1
(
Z2ix +Z2it
)
.
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R4 +R5  C15
√
δ(1 + t)−1Z2 + √δ(Z2x +Z2t )+ (Z¯t +Ztt )L(U¯)R1x. (2.39)
On the other hand, we have
∫
Z¯tL(U¯)R1x dx = −
∫ (
Z¯txR1 + Z¯tL(U¯)xR1
)
dx
 C
∫
R21 dx +Cδ(1 + t)−1
∫
Z2 dx + 1
4
C6
∫
Z2x dx (2.40)
and
∫
Ztt L(U¯)R1x dx 
1
4
C6
∫
Z2t dx +C
∫
R21x dx. (2.41)
It remains to estimate the terms with R1. From (2.3) we know that
∫
R21 dx  C
∫ (
Z4 + θ4 +R2)dx
 Cδ2(1 + t)− 32 +C‖Z‖2L∞‖Z‖2L2
 Cδ2(1 + t)− 32 +C‖Z‖L2‖Zx‖L2‖Z‖2L2
 Cδ2(1 + t)− 32 +C16‖Z‖6L2 +
1
8
C6‖Zx‖2L2 . (2.42)
Recall
R1 = −
[
f (u)− f (U˜)−Df (U˜)(u− U˜ )]+ [Df (U˜)−Df (U¯)]Φx +R.
We have
∫
R2x dx  Cδ(1 + t)−
3
2 , (2.43)
and
∣∣[f (u)− f (U¯)−Df (U¯)(u− U˜ )]
x
∣∣= ∣∣∣∣
[
1
2
φt∇2f (U˜,φ)φ
]
x
∣∣∣∣
= O(1)(|φx | + ρx + |θx |)φ2 +O(1)|φ||φx |,∣∣[[Df (U˜)−Df (U¯)]Φx]x∣∣= ∣∣[θ t∇2f (U¯, θ)φ]x∣∣
= O(1)(ρx + |θx |)|θ ||φ| +O(1)(|θx ||φ| + |θ ||φx |). (2.44)
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∫
R21x dx  Cδ(1 + t)−
3
2 +C
∫ ((
ρ2x + θ2x
)
φ2 + (φ2 + θ2x )φ2x)dx
 Cδ(1 + t)− 32 +Cδ(1 + t)−1
∫
Z2 dx +C(δ + ε0)
∫
Z2x dx. (2.45)
Due to a priori assumption (H1), one has
‖Z‖6
L2
 ε40(1 + t)−1
∫
Z2 dx.
We thus conclude from (2.38)–(2.45) the following estimates
Lemma 2.2. Let E2 and K2 be defined in (2.37). Assume (H1) holds. There is a small positive
constant δ1 such that if δ¯ < δ1 and ε0 < δ1 then
E2t + 12K2 C17
(√
δ¯ + ε40
)
(1 + t)−1‖Z‖2 +C17δ¯(1 + t)− 32 (2.46)
holds for any t ∈ [0, T ].
In order to obtain the uniform estimates and close the argument with the a priori assump-
tion (H1), we need to work on higher order derivatives. For this purpose, we apply ∂x to the
system (2.28) to obtain
Zxt +Zxtt +
(
Λ(U¯)Z
)
xx
− a2Zxxx = R6x, (2.47)
where
R6 = L(U¯)R1x +
[
L(U¯)xR(U¯)Λ(U¯)−L(U¯)R(U¯)t +L(U¯)R(U¯)tt + a2L(U¯)R(U¯)xx
]
Z
− 2L(U¯)R(U¯)tZt + 2a2L(U¯)R(U¯)xZx. (2.48)
Multiplying (2.47) with (Ztx + 2Ztxt ) and integrating over (−∞,+∞), integrating by parts,
we arrive at
E3t +K3 
∫
R7 dx, (2.49)
where
E3(t) =
∫ (1
2
Z2x +ZxZxt +Z2xt
)
+ a2Z2xx dx,
K3(t) = C6
∫ (
Z2xx +Z2xt
)
dx, (2.50)
R7 =
(
Ztx + 2Ztxt
)
R6x −Ztx
(
Λ(U¯)Z
) − 2Ztxt(Λ(U¯)xxZ + 2Λ(U¯)xZx), (2.51)xx
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(
1
2
Z2x +ZxZxt +Z2xt
)
 C6
(
Z2x +Z2xt
)
,
(
a2Z2xx + 2ZtxtΛ(U¯)Zxx +Z2xt
)
 C6
(
Z2xx +Z2xt
)
.
We now estimate
∫
R7 dx term by term. First of all, one has
∣∣∣∣
∫
−2Ztxt
(
Λ(U¯)xxZ + 2Λ(U¯)xZx
)
dx
∣∣∣∣
 Cδ(1 + t)−1
∫ (
Z2 +Z2x
)
dx +Cδ
∫
Z2xt dx, (2.52)
and∣∣∣∣
∫
Ztx
(
Λ(U¯)Z
)
xx
dx
∣∣∣∣=
∣∣∣∣
∫
Ztxx
(
Λ(U¯)Z
)
x
dx
∣∣∣∣
=
∣∣∣∣
∫
Ztxx
(
Λ(U¯)xZ +Λ(U¯)Zx
)
dx
∣∣∣∣
 Cδ(1 + t)−1
∫
Z2 dx +Cδ
∫
Z2xx dx +
∣∣∣∣
∫ 1
2
ZtxΛ(U¯)xZx dx
∣∣∣∣
 Cδ(1 + t)−1
∫
Z2 dx +Cδ
∫ (
Z2xx +Z2x
)
dx. (2.53)
Then, we note that
∣∣∣∣
∫
ZtxR6x dx
∣∣∣∣=
∣∣∣∣
∫
ZtxxR6 dx
∣∣∣∣
 1
4
C6
∫
Z2xx dx +C
∫
R26 dx
 Cδ(1 + t)−1
∫ (
Z2 +Z2x +Z2t
)
dx
+Cδ(1 + t)− 32 + 1
4
C6
∫
Z2xx dx. (2.54)
Finally, we have
∣∣∣∣
∫
ZtxtR6x dx
∣∣∣∣ C
∣∣∣∣
∫
ZtxtR1xx dx
∣∣∣∣
+Cδ(1 + t)− 12
∫ (|Z| + |Zx | + |Zt | + |Zxt | + |Zxx | + |R1x |)|Zxt |dx,
which implies that
F. Huang et al. / J. Differential Equations 244 (2008) 1114–1140 1135
∣∣∣∣
∫
ZtxtR6x dx
∣∣∣∣ C
∣∣∣∣
∫
ZtxtR1xx dx
∣∣∣∣+Cδ(1 + t)−1
∫ (
Z2 +Z2x +Z2t
)
dx
+Cδ
∫ (
Z2xt +Z2xx
)+R21x dx
 Cδ(1 + t)−1
∫
Z2 dx +Cδ(1 + t)− 32
+C(δ + ε0)
∫ (
Z2x +Z2t +Z2xt +Z2xx
)
dx +C
∣∣∣∣
∫
ZtxtR1xx dx
∣∣∣∣. (2.55)
Furthermore, from the expression of R1, a standard calculation gives∣∣∣∣
∫
ZtxtR1xx dx
∣∣∣∣ Cδ(1 + t)− 32 +C(δ + ε0)
∫ (
Z2x +Z2xx +Z2xt
)
dx +Cδ(1 + t)−1
∫
Z2 dx.
(2.56)
With the help of Lemma 2.2, we collect the estimates in (2.49)–(2.56) and conclude the following
lemma.
Lemma 2.3. Let E3 and K3 be defined in (2.50). Assume (H1) holds. There is a small positive
constant δ1 such that if δ¯ < δ1 and ε0 < δ1 then
E3t + 14K3 C18
(√
δ¯ + ε40
)
(1 + t)−1‖Z‖2 +C18δ¯(1 + t)− 32 (2.57)
holds for any t ∈ [0, T ].
In order to get the decay rate of ψ = −Φt , we need the estimate on Φtt . To this end, we apply
∂t to the system (2.2),
Φtt +Φttt +
(
f (U¯)
)
t
Φx +Df (U¯)Φxt − a2Φxxt = R1t . (2.58)
Multiplying (2.58) by 2Φttt , integrating it over (−∞,+∞) and integrating by parts, we have(∫ (
Φ2t t + a2Φ2xt
)
dx
)
t
+ 2
∫
Φ2t t dx
 2
∫ (∣∣Φttt(Df (U¯))tΦx∣∣+ ∣∣ΦtttDf (U¯)Φxt ∣∣+ 2∣∣ΦtttR1t ∣∣)dx
 Cδ¯(1 + t)−1‖Φx‖2 +
∫
Φ2t t dx + C¯
∫
Φ2xt dx +
∫
|R1t |2 dx. (2.59)
Recall Φx = φ. With the help of the expression of R1 and a straightforward computation, (2.59)
and Lemma 2.2, lead to
(∫ (
Φ2t t + a2Φ2xt
)
dx
)
+
∫
Φ2t t dx  C
(√
δ¯ + ε40
)
(1 + t)−1‖Z‖2 +Cδ¯(1 + t)− 32 . (2.60)t
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E4 = E3 +
∫ (
Φ2t t + a2Φ2xt
)
dx, K4 = 14K3 +
∫
Φ2t t dx. (2.61)
Note that ∫
|Z|2 dx =
∫ ∣∣L(U¯)Φx∣∣2 dx =
∫ ∣∣L(U¯)(R(U¯)W )
x
∣∣2 dx
 Cδ¯(1 + t)−1
∫
|W |2 dx +C
∫
|Wx |2 dx
 Cδ¯(1 + t)−1E1 +CK1. (2.62)
We conclude from Lemma 2.3, and (2.60)–(2.62) our desired estimate
Lemma 2.4. Let E4 and K4 be defined in (2.61). Assume (H1) holds. There is a small positive
constant δ1 such that if δ¯ < δ1 and ε0 < δ1 then
E4t +K4  C19δ¯(1 + t)−2E1 +C19
(√
δ¯ + ε40
)
(1 + t)−1K1 +C19δ¯(1 + t)− 32 (2.63)
holds for any t ∈ [0, T ].
3. Time-decay rate
In this section, we are going to complete the proof of Theorem 1.1 based on estimates stated
in Lemmas 2.1–2.4. Lemma 2.1 implies that
E1  C
(
E1(0)+ δ¯
)
(1 + t) 12 . (3.1)
Set
E5 = E1 +E2 +E4, K5 = K1 + 12K2 +K4. (3.2)
For δ¯ and ε0 small, we conclude from Lemmas 2.1–2.4 and (2.62) that
E5t +K5  Cδ¯(1 + t)−1E5 +Cδ¯(1 + t)− 12 . (3.3)
Since K5  0, we thus have
d
dt
[
(1 + t)−Cδ¯E5
]+ (1 + t)−Cδ¯K5 Cδ¯(1 + t)− 12 −Cδ¯, (3.4)
which gives
E5  C
(
E5(0)+ δ¯
)
(1 + t) 12 , (3.5)
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t∫
0
K5 dτ  C
(
E5(0)+ δ¯
)
(1 + t) 12 . (3.6)
Now set
E6 = E2 +E4, K6 = 12K2 +K4. (3.7)
By Lemmas 2.2, 2.4 and (2.62), we have
E6t +K6  C20δ¯(1 + t)−2E1 +C20
(√
δ¯ + ε40
)
(1 + t)−1K1 +C20δ¯(1 + t)− 32 . (3.8)
Then we compute
[
(1 + t)E6
]
t
= E6 + (1 + t)E6t
E6 +Cδ¯(1 + t)−1E1 +C
(
δ¯ + ε40
)
K1 +Cδ¯(1 + t)− 12
CK5 +Cδ¯(1 + t)− 12 . (3.9)
Integrating the above inequality in t yields
E6  C
(
E5(0)+ δ¯
)
(1 + t)− 12 . (3.10)
We collect all estimates we obtained in (3.1)–(3.8) in the following lemma.
Lemma 3.1. Let E5 be defined in (3.2) and E6 in (3.8). Assume (H1) holds. There is a small
positive constant δ1 such that if δ¯ < δ1 and ε0 < δ1 then
E5 C
(
E5(0)+ δ¯
)
(1 + t) 12 , E6  C
(
E5(0)+ δ¯
)
(1 + t)− 12 (3.11)
hold for any t ∈ [0, T ].
We remark that all estimates we obtained up to now are based on the a priori assumption (H1).
Now, we are able to show that if we choose δ0 (in Theorem 1.1) small, (H1) is true in the time
range where smooth solution exists.
First of all, since φ = R(U¯)Z, we have
‖φ‖2
H 2  CE6 C
(
E5(0)+ δ¯
)
(1 + t)− 12 , (3.12)
which also implies
(1 + t) 14 ‖φ‖L2 C
√(
E5(0)+ δ¯
)
. (3.13)
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‖Φ‖2L∞  C‖Φ‖L2‖φ‖L2  C‖W‖L2‖Z‖L2
 CE
1
2
1 E
1
2
6 C
(
E5(0)+ δ¯
)
. (3.14)
For ψ = −Φt , we know from the system (2.2) that
Φt = −Φtt −Df (U¯)Φx + a2Φxx +R. (3.15)
Thus
‖Φt‖L2  C
(‖Φtt‖L2 + ‖Φx‖L2 + ‖Φxx‖L2 + ‖R‖L2)
 CE
1
2
4 +Cδ¯(1 + t)−
1
4
 C
(
E5(0)+ δ¯
) 1
2 (1 + t)− 14 . (3.16)
We conclude from (3.10)–(3.16) that there is a positive constants C21 and C22 such that
N(T ) C21
(
E5(0)+ δ¯
) 1
2 C22δ0. (3.17)
Therefore, if we choose δ0 small enough such that
C22δ0 
1
2
ε0, (3.18)
the a priori assumption (H1) is true as long as the smooth solution exists. On the other hand, the
uniform estimate (3.17), together with the local well-posedness theory, gives the global existence
of unique smooth solution. We thus proved the first part of Theorem 1.1.
We now show that (3.11)–(3.16) also give the decay estimate (1.32). In fact, we have
∥∥(φ,φx)∥∥L∞  C‖φ‖H 2  C(E5(0)+ δ¯) 12 (1 + t)− 14 , (3.19)
and
‖ψ‖L∞ = ‖Φt‖L∞ C‖Φt‖
1
2
L2
‖Φxt‖
1
2
L2
 C
(
E5(0)+ δ¯
) 1
2 (1 + t)− 14 . (3.20)
Therefore, the proof of Theorem 1.1 is complete.
Acknowledgments
The first author is supported by The Institute of Mathematical Sciences, The Chinese Uni-
versity of Hong Kong. The research of F. Huang is also partially supported by NSFC grant
(No. 10471138), NSFC-NSAF grant (No. 10676037) and 973 program of China
(No. 2006CB805902). The research of R. Pan is partially supported by NSF grant through DMS-
0505515.
F. Huang et al. / J. Differential Equations 244 (2008) 1114–1140 1139References
[1] G.Q. Chen, T.P. Liu, Zero relaxation and dissipation limits for hyperbolic conservation laws, Comm. Pure Appl.
Math. 46 (1993) 755–781.
[2] G.Q. Chen, C.D. Levermore, T.P. Liu, Hyperbolic conservation laws with stiff relaxation terms and entropy, Comm.
Pure Appl. Math. 47 (1994) 787–830.
[3] L. Hsiao, H.-L. Li, M. Mei, Convergence rates to superposition of two travelling waves of the solutions for a
relaxation hyperbolic conservation laws with boundary effect, Math. Models Methods Appl. Sci. 11 (2001) 1143–
1168.
[4] L. Hsiao, T. Luo, Stability of travelling wave solutions for a rate-type viscoelastic system, in: Advances in Nonlinear
Partial Differential Equations and Related Areas, World Sci. Publishing, River Edge, NJ, 1998.
[5] L. Hsiao, R.H. Pan, Nonlinear stability of two-mode shock profiles for a rate-type viscoelastic system with relax-
ation, Chinese Ann. Math. Ser. B 20 (1999) 479–488.
[6] L. Hsiao, R.H. Pan, Zero relaxation limit to centered rarefaction waves for a rate-type viscoelastic system, J. Differ-
ential Equations 157 (1999) 20–40.
[7] L. Hsiao, R.H. Pan, Nonlinear stability of rarefaction waves for a rate-type viscoelastic system, Chinese Ann. Math.
Ser. B 20 (1999) 223–232.
[8] L. Hsiao, R.H. Pan, The linear stability of traveling wave solutions for a reacting flow model with source term,
Quart. Appl. Math. 58 (2000) 219–238.
[9] F.M. Huang, A. Matsumura, X. Shi, On the stability of contact discontinuity for compressible Navier–Stokes equa-
tions with free boundary, Osaka J. Math. 41 (1) (2004) 193–210.
[10] F.M. Huang, A. Matsumura, Z.P. Xin, Stability of contact discontinuities for the 1-D compressible Navier–Stokes
equations, Arch. Ration. Mech. Anal. 179 (2005) 55–77.
[11] F.M. Huang, Y. Wang, Large time behavior of the solutions to the Boltzmann equation with specular reflective
boundary condition, J. Differential Equations 240 (2007) 399–429.
[12] F.M. Huang, Z.P. Xin, T. Yang, Contact discontinuities with general perturbation for gas motion, 2005, preprint.
[13] F.M. Huang, T. Yang, Stability of contact discontinuity for the Boltzmann equation, J. Differential Equations 229
(2006) 698–742.
[14] F.M. Huang, H.J. Zhao, On the global stability of contact discontinuity for compressible Navier–Stokes equations,
Rend. Sem. Mat. Univ. Padova 109 (2003) 283–305.
[15] S. Jin, Z.P. Xin, The relaxation schemes for systems of conservation laws in arbitrary space dimensions, Comm.
Pure Appl. Math. 48 (1995) 235–277.
[16] H.L. Liu, Asymptotic stability of relaxation shock profiles for hyperbolic conservation laws, J. Differential Equa-
tions 192 (2003) 285–307.
[17] H.L. Liu, The Lp stability of relaxation rarefaction profiles, J. Differential Equations 171 (2001) 397–411.
[18] T.P. Liu, Hyperbolic conservation laws with relaxation, Comm. Math. Phys. 108 (1987) 153–175.
[19] T.P. Liu, Shock waves for compressible Navier–Stokes equations are stable, Comm. Pure Appl. Math. XXXIX
(1986) 565–594.
[20] T.P. Liu, Z.P. Xin, Pointwise decay to contact discontinuities for systems of viscous conservation laws, Asian J.
Math. 1 (1997) 34–84.
[21] T. Luo, Asymptotic stability of planar rarefaction waves for the relaxation approximation of conservation laws in
several dimensions, J. Differential Equations 133 (1997) 255–279.
[22] T. Luo, Z.P. Xin, Nonlinear stability of shock fronts for a relaxation system in several space dimensions, J. Differ-
ential Equations 139 (1997) 365–408.
[23] C. Mascia, R. Natalini, L1 nonlinear stability of traveling waves for a hyperbolic system with relaxation, J. Differ-
ential Equations 132 (1996) 275–292.
[24] C. Mascia, K. Zumbrun, Stability of large-amplitude shock profiles of general relaxation systems, SIAM J. Math.
Anal. 37 (2005) 889–913.
[25] M. Mei, T. Yang, Convergence rates to travelling waves for a nonconvex relaxation model, Proc. Roy. Soc. Edin-
burgh Sect. A 128 (1998) 1053–1068.
[26] R. Natalini, Recent results on hyperbolic relaxation problems, in: Analysis of Systems of Conservation Laws,
Aachen, 1997, in: Chapman & Hall/CRC Monogr. Surv. Pure Appl. Math., vol. 99, Chapman & Hall/CRC, Boca Ra-
ton, FL, 1999, pp. 128–198.
[27] R.H. Pan, The nonlinear stability of travelling wave solutions for a reacting flow model with source term, Acta
Math. Sci. (Engl. Ser.) 19 (1999) 26–36.
[28] J. Smoller, Shock Waves and Reaction–Diffusion Equations, Springer, New York, 1994.
1140 F. Huang et al. / J. Differential Equations 244 (2008) 1114–1140[29] G.B. Whitham, Linear and Nonlinear Waves, Wiley, New York, 1974.
[30] Z.P. Xin, On nonlinear stability of contact discontinuities, in: Hyperbolic Problems: Theory, Numerics, Applica-
tions, Stony Brook, NY, 1994, World Sci. Publishing, River Edge, NJ, 1996, pp. 249–257.
[31] T. Yang, C.J. Zhu, Existence and non-existence of global smooth solution for p-system with relaxation, J. Differen-
tial Equations 161 (2000) 321–336.
[32] W.A. Yong, Existence and asymptotic stability of traveling wave solutions of a model system for reacting flow,
Nonlinear Anal. 26 (1996) 1791–1809.
[33] H.J. Zhao, Nonlinear stability of strong planar rarefaction waves for the relaxation approximation of conservation
laws in several space dimensions, J. Differential Equations 163 (2000) 198–220.
[34] C.J. Zhu, Asymptotic behavior of solutions for p-system with relaxation, J. Differential Equations 180 (2002) 273–
306.
