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Introduction générale 
 
 
Les travaux présentés dans le cadre de cette Habilitation à Diriger des Recherches s’inscrivent à la 
fois dans la problématique dite d’« Adéquation Algorithme Architecture » (A3) mais aussi 
« Systèmes embarqués », de la section 61 du CNU « Génie informatique, automatique et traitement 
du signal » . De fait, ces activités de conception de systèmes électroniques s’inscrivent également 
dans les champs disciplinaires de la section 63 du CNU « Electronique, Optronique et Systèmes » tels 
que « Composants et systèmes électriques », « Instrumentation » ou « Traitement du signal 
appliqué ». 
Ils ont pour objectif commun la mise en œuvre de systèmes principalement matériels et mais aussi 
logiciels dédiés à la vision artificielle à fortes contraintes en termes de temps d’exécution. Ces 
systèmes matériels reposent principalement sur des capteurs d’images spécifiquement développés 
en technologie CMOS et interfacés avec des structures de calculs plus traditionnelles telles que des 
FPGA ou des DSP.  
 
Partie1 : 
 
 
Dossier administratif 
 
 
 
 
 
 
 
 
 
 
 
1  Introduction 
Après une maîtrise EEA (Electronique, Electrotechnique et Automatique) en 1997 à Besançon au sein 
de l’Université Franche Comté, j’ai obtenu un Diplôme d’Etudes Approfondies (DEA) en Informatique 
et Instrumentation de l’Image (3I) en 1998. J’ai réalisé mon stage d’initiation à la recherche à 
l’Observatoire de Besançon.  
J’ai réalisé une thèse en Electronique au sein du laboratoire Hubert Curien (anciennement LTSI) de 
l’Université Jean Monnet entre 1998 à 2001 (bourse MESR). J’ai obtenu une bourse EuroDoc qui m’a 
en outre permis de réaliser six mois de mes travaux au sein du laboratoire « Image Processing and 
Expert System » (IPES) de l’Université de Warwick (Grande Bretagne). A l’issu de ma thèse, j’ai 
rejoins l’équipe du professeur Mattavelli au sein de l’Ecole Polytechnique Fédérale de Lausanne 
(EPFL - Suisse) où j’ai occupé un poste de chef de projet entre 2001 et 2003.  
En septembre 2003, ma nomination comme Maître de Conférences (63ème section) à l’UFR des 
Sciences de Dijon de l’Université de Bourgogne, m’a permis d’intégrer le Laboratoire Electronique 
Informatique et Image (Le2i - UMR CNRS 6306). L’objectif de mon recrutement était double. D’une 
part, d’un point de vue pédagogique il s’agissait de renforcer le potentiel enseignant afin d’assurer la 
future ouverture d’un nouveau département nommé InfoTronique au sein de l’école d’ingénieur 
ESIREM. Ainsi, je me suis investi pour couvrir les nouveaux besoins de l’école en particulier dans le 
domaine des systèmes embarqués en étant ainsi responsable de cinq modules portant sur ce 
domaine. De plus, je suis depuis son ouverture en septembre 2004, le responsable de 4ème année de 
ce département. J’ai naturellement été rattaché à cette entité dès 2006. D’autre part, d’un point de 
vue recherche mon recrutement s’inscrivait dans la problématique de recherche menée par l'équipe 
« Architecture » de ce laboratoire. Je suis actuellement co-responsable de la thématique « Smart 
Camera » qui représente l’un des trois projets du laboratoire porté par l’équipe « Architecture ». 
La première partie de ce mémoire présente de manière détaillée ces différentes activités 
pédagogiques, scientifiques et administratives. Les activités de recherche seront développées dans la 
deuxième partie de ce manuscrit. 
 
 
2 Curriculum Vitae 
Maître de Conférences 63ème section 
ESIREM / LE2I - Université de Bourgogne 
 
 
Adresse Professionnelle 
 
LE2I – Université de Bourgogne 
Aile de l’Ingénieur -BP 47870 
21078 Dijon Cedex 
 
Tel: + 33 (0)3 80 39 36 09 
 
Email : julien.dubois@u-bourgogne.fr 
Adresse Personnelle 
 
21 Allée du Suchot 
21800 Quétigny 
 
 
Tel : +33 (0)3 80 46 52 59 
Né le 15 Novembre 1975 (37 ans) à Belfort (90) 
Nationalité : Française 
Marié, 3 enfants (6 ans, 4 ans, 2 ans) 
2.1 Fonctions Actuelles  
Recherche : Enseignant-Chercheur – Laboratoire Electronique Informatique Image (LE2I UMR 
6306) : 
Modélisation, Validation, et Implémentation de plates-formes matérielles 
dédiées à l’Adéquation Algorithme Architecture pour le Traitement d’images 
temps réel 
Enseignement : Responsable de différents modules d’enseignement traitant essentiellement des 
systèmes embarqués : 
Electronique numérique, Architectures Reconfigurables, System On Chip, 
Systèmes Embarqués et interfaces, Real-Time Imaging and Control 
Administration : Responsable pédagogique – 4ème année Département InfoTronique – ESIREM 
Membre élu du Conseil d’Administration de l’ESIREM 
Membre nommé du Conseil d’Orientation de l’ESIREM 
 
Curriculum Vitae 
 
2.2 Formation Universitaire 
2001 Doctorat spécialité Electronique, Université Jean Monnet de Saint-Etienne 
Sujet :  
« De l’intégration d’algorithmes de traitement d’images pour la mesure temps réel du 
mouvement vers la définition d’une architecture générique » 
 
Recherche menée au sein du laboratoire au laboratoire Hubert Curien 
(anciennement LTSI) de l’Université Jean Monnet de Saint-Etienne, et du laboratoire 
« Image Processing and Expert System » (IPES) de l’Université de Warwick (Grande 
Bretagne). 
Jury : 
J.P. DERUTIN Professeur, Université Blaise Pascal (Clermont-Ferrand), Rapporteur 
M. PAINDAVOINE Professeur, Université de Bourgogne, Rapporteur 
M. MATTAVELLI Maître de conférences, Ecole Polytechnique Fédérale de Lausanne (Suisse) 
G. NOYEL Professeur, Université Jean Monnet (Saint-Etienne), Président du jury 
T. TJAHJADI Professeur, Université de Warwick (Grande Bretagne) 
R. FOUQUET Professeur, Directeur de Thèse, Université Jean Monnet (Saint-Etienne) 
G. JACQUET Maître de conférences,  Co-encadrant, Université Jean Monnet (Saint-Etienne) 
 
 
1998 DEA Informatique et Instrumentation de l’Image (3I), Universités de Bourgogne et 
de Franche-Comté 
 
2.3 Parcours Professionnel 
Depuis 2003 Maître de conférences, Université de Bourgogne, attaché à l’école d’ingénieur 
ESIREM et au laboratoire de recherche Le2i 
2001-2003 Post-doc : Chef de projet, Ecole Polytechnique Fédérale de Lausanne (EPFL), Institut 
du Traitement du Signal, Laboratoire LTS3   
1998-2001 Allocataire de recherches (bourse MERT) à l’Université Jean Monnet de Saint 
Etienne 
Moniteur à l’IUP Vision de l’Université Jean Monnet de Saint-Etienne 
 
Curriculum Vitae 
 
2.4 Bilan des publications scientifiques 
 17 publications dans des revues internationales 
 41 publications dans des conférences internationales  
  
2.5 Renseignements complémentaires 
2008-2013 Bénéficiaire de la Prime d’Encadrement Doctoral et de Recherche (PEDR) entre 2008 et 
2012, puis depuis 2012 de la Prime d’Excellence Scientifique (PES) - Rang A 
2006-2013 Membre élu du Conseil d’Administration de l’ESIREM 
Membre nommé du Conseil d’Orientation de l’ESIREM 
 
2004-2013 Membre de la Commission de Spécialistes (61/63ème section) de l’Université de 
Bourgogne entre 2004 et 2006, puis Membre extérieur du Comité de Sélection de 
l’Université Jean Monnet (63ème section) entre 2008-2011 et actuellement pour 
l’Université Blaise Pascale de Clermont-Ferrand (61ème) depuis 2011. 
 
2004-2013 Responsable de la 4ème année du département InfoTronique depuis son ouverture en 
2004 
 
2003-2013 Co-Encadrement de 5 étudiants en thèse depuis 2003 (dont 4 thèses soutenues) avec 
accord du Conseil Scientifique de l’Université de Bourgogne 
Encadrement d’un étudiant en DEA (2004) 
2004-2010 Membre du Comité MPEG 
Participation à la création d’une plateforme unifiée de traitement pour des implantations 
hétérogènes dans le domaine de la compression vidéo  
Participation à la mise en place des outils de prototypage rapide à partir d’une 
description flot de données (relatif aux standards MPEG-B et MPEG-C).  
 
 
 
3 Synthèse des activités pédagogiques & administratives 
liées à la pédagogie 
3.1 Enseignement et responsabilités de module 
Depuis mon recrutement en tant que Maître de Conférences en 2003, j’ai effectué 
principalement mes activités d’enseignements au sein du département InfoTronique de 
l’école d’ingénieurs ESIREM. J’ai également été impliqué dans différents modules 
d’enseignement au sein du département Informatique Electronique Mécanique de l’UFR 
Sciences et Techniques ainsi au sein du Master international « Computer and Vision » 
(MsCV) de l’Université de Bourgogne.  
 
J’ai eu la chance de me voir confier la 
responsabilité de nombreux modules 
d’enseignement, en particulier dans le 
département InfoTronique de l’ESIREM. Ces 
modules n’existaient pas pour la plupart et ont 
été spécifiquement créés pour les 3 années du 
cycle ingénieur InfoTronique. Cette formation, 
ouverte en septembre 2003, permet d’accéder à 
la fois des compétences sur les systèmes 
embarqués mais aussi sur les réseaux de 
communications. Le développement et la 
montée en charge de cette filière correspondent à l’expansion de nombreux domaines 
technologiques actuels tels que les objets communicants. Ceci a nécessité non seulement de 
préparer les Cours Magistraux, mais également les Travaux Dirigés ainsi que mettre en place 
les Travaux Pratiques adéquats. La responsabilité de ces modules implique également la 
gestion de l’équipe pédagogique en charge de tous ces enseignements.  
Je ne présente ici que les modules dont je suis actuellement le responsable. 
 
 Electronique numérique – ITC37-  (depuis 2003) 
 Mots clés : Numération, conversion analogique/numérique, logique combinatoire et 
séquentielle, synthèse fonction logiques, architecture et parallélisme  
 Objectif du module : Former les étudiants sur les bases des systèmes numériques et à la 
définition des architectures des systèmes numériques  
 Volume horaire réalisé au sein de ce module : 
16h de Cours Magistraux, 18h de Travaux dirigés par an 
 Public : 3ème année du département InfoTronique 
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 Architectures Reconfigurables – ITSE42-  (depuis 2004) 
 Mots clés : FPGA, VHDL,  modélisation, flot de conception, synthèse, implantation 
matérielle, validation   
 Objectif du module : Former les étudiants sur la modélisation, l’implantation, et la 
validation des systèmes numériques à base de FPGA  
 Volume horaire réalisé au sein de ce module : 
4h de Cours Magistraux, 8h de Travaux dirigés, 28h de Travaux dirigés par an 
 Public : 4ème année du département InfoTronique 
 
 Systèmes sur puces  (SoC) – ITSE51-  (depuis 2005) 
 Mots clés : SoC, SystemC, modélisation et synthèse de haut niveau, association et 
implantation de composants complexes 
 Objectif du module : Former les étudiants  la conception des systèmes numériques 
complexes par l’association et implantation de composants complexes  
 Volume horaire réalisé au sein de ce module : 
8h de Cours Magistraux, 4h de Travaux dirigés, 16h de Travaux dirigés par an 
 Public : 5ème année du département InfoTronique 
 
 Systèmes embarqués et interfaces – ITSE53-  (depuis 2005) 
 Mots clés : FPGA, Processeur embarqués, OS embarqués, communications inter et intra 
plateformes.  
 Objectif du module : Former les étudiants la mise en œuvre des systèmes numériques en 
se focalisant sur les communications inter et intra système.  Plus de la moitié de ce  
module réalisé sous la forme d’un projet consistant à acquérir et traité un flux vidéo à 
partir d’un FPGA, puis de le transmettre via une liaison sans fil à une tablette graphique. 
 Volume horaire réalisé au sein de ce module : 
2h de Cours Magistraux, 32h de Travaux dirigés par an 
 Public : 5ème année du département InfoTronique 
 
 Real-Time Imaging and Control – RTIC-  (depuis 2010) 
 Mots clés : FPGA, VHDL, conception, implantation, accélérateurs matériels, traitement 
d’images,  reconfiguration dynamique  
 Objectif du module : Former les étudiants l’intégration de traitement d’images sur des 
cibles de type FPGA  
Synthèse des activités pédagogiques & administratives liées à la pédagogie 
 17 
 
 Volume horaire réalisé au sein de ce module : 
10h de Cours Magistraux, 7h de Travaux dirigés, 8h de Travaux dirigés par an 
 Public : Master international Computer and Vision (MsCV) 2ème année  
 
3.2 Synthèse des activités administratives liées à la pédagogie 
En 2003, le département InfoTronique (http://esirem.u-bourgogne.fr/) accueillait ses premiers 
étudiants, j’ai donc été impliqué dès sa création au sein des enseignements dispensés en 3ème année 
du cycle Ingénieur de ce département. Dès son ouverture en septembre 2004, j’ai pris la 
responsabilité pédagogique de la 4ème année du cycle Ingénieur de ce département. A ce titre, 
j’assure un certain nombre de responsabilités administratives : 
 Définition des services des intervenants et organisation de l’emploi du temps 
 Constitution de l’équipe pédagogique et choix des enseignants vacataires 
 Participation aux jurys de soutenance de stage ingénieur 
 Gestion des projets de la 4ème année InfoTronique (jusqu’en 2011) 
 Recrutement des nouveaux élèves 
 
J’ai participé au montage du cycle de préparation intégrée, ouvert en septembre 2010, au sein de 
l’école  ESIREM. J’ai été fortement impliqué dans le montage du dossier transmis à la Commission 
des Titres d’Ingénieurs (CTI) pour l’audition périodique qui a lieu en juin 2010 (réhabilitation pour 
6 ans).  
Finalement, je suis membre nommé du Conseil d’Orientation mais également membre élu du 
Conseil d’Administration de l’Ecole d’ingénieur ESIREM depuis 2006. 
 
4 Rayonnement, animations et responsabilités 
scientifiques 
4.1 Au niveau local 
 Responsable de l’animation du thème Caméra intelligente (http://le2i.cnrs.fr/-Outils-de-
prototypage-rapide-pour,391) au sein du laboratoire LE2I, inscrit au projet du laboratoire  
 Membre de la commission de spécialistes 61/63ème section de l’Université de Bourgogne 
entre 2004-2008. 
 Responsable financier de l’équipe architecture du LE2I sur la période 2005-2010. 
 
4.2 Au niveau national et international 
 Membre extérieur pour le Comité de Sélection (63ème section) de L’Université Jean Monnet 
de Saint Etienne depuis 2009-2011 et pour le comité de sélection (61ème section) de 
l’Université Blaise Pascale de Clermont Ferrand depuis 2011. 
 Membre du comité de standardisation MPEG, groupe « Hardware Reference group » de 
2004-2010,  
 Membre du GDR ISIS depuis 2000 avec diverses participations et présentations lors des 
réunions thématiques du Thème C, Membre du GDR  SoC – SiP : « System on Chip and 
System-In-Package du Réseau » depuis 2008, et participation aux journées RGE du GDR ASR 
depuis 2011. Coorganisateur d’une journée thématique RGE du GDR ASR (Architecture 
Systèmes Réseaux) à Dijon - journée du 09 février 2012 (http://rge.u-
strasbg.fr/calendrier.html) 
 Reviewer pour les journaux (IEEE Transactions on Circuits and Systems for Video Technology, 
Journal of Signal Processing) et pour des conférences IEEE (IECON06, IECON07, ISIE07, 
PSIVT07, ISIE08, ISCAS08, ICME08, ICIP09, ICIP10, ICIP11, ISCAS11, ICIP12, SOICT12, 
ISCAS12…) 
 
 Participation au jury de thèse : 
 
  Membre du jury de Matthieu Wipliez, «Infrastructure de compilation des 
programmes flux de données », INSA de Rennes, décembre 2010, 
 Rapporteur de la thèse de Richard Thavot, « Rapid prototyping of complex digital 
systems based on dataflow modeling », Ecole Polytechnique Fédérale de Lausanne 
(Suisse), décembre 2012. 
 Membre du jury de Sameer Ahmed, « Application of a Dataflow Programming 
Language to the High Level Synthesis of Real-Time Vision Systems on Reconfigurable 
Hardware », Université Blaise Pascale de Clermont-Ferrand, Février 2013. 
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 Chercheur invité :  
 
 au sein à l’Ecole Polytechnique Fédérale de Lausanne (EPFL – Suisse) en 2010, séjour 
de deux semaines dans l’équipe de Pr. M. Mattavelli, (séminaire scientifique) 
 au sein de l’Université de Monastir (Tunisie) en 2010, séjour d’une semaine dans 
l’équipe de Pr. R. Tourki (séminaire scientifique) 
 au sein de l’Université de Gunadarma (Indonésie) et l’institut STI&K (Indonésie) en 
2011, séjour de 10 jours (présentation de trois séminaires scientifiques et enseignements 
dans un master recherche). 
 Organisation et de colloques 
 Membre du comité d’organisation et de programme de CORESA 2013, prévu au Creusot 
du 28 au 29 novembre 2013). 
 Membre du comité d’organisation du 22ème colloque GRETSI 2009 - Traitement du signal 
et des images qui aura lieu à Dijon en septembre 2009 
 Membre du comité d’organisation du colloque international JFAAA’05 (Journées 
Francophones sur l’Adéquation Algorithme Architecture) qui a eu lieu en janvier 2005 à 
Dijon. 
 
 
 
5 Encadrements de thèses et de DEA 
Depuis mon recrutement en tant que Maître de Conférences en 2003, j’ai eu l’opportunité de suivre 
les travaux d’un étudiant en DEA / Master Recherche. J’ai également co-encadré cinq thèses dont 
quatre ont déjà été soutenues (2006, 2009,2011 et 2013) et un est en cours. Les thèses sont co-
encadrées sous la responsabilité des Professeurs M. Paindavoine, V. Vajnovszki, et J. Mitéran avec 
l’accord du Conseil Scientifique de l’Université de Bourgogne.  
Ces encadrements se situent principalement dans la thématique « Conception CMOS de capteurs 
d’images » ainsi que dans la thématique « Développement d’applications complexes de traitement 
d’images à fortes contraintes temporelles ».  
Chacune de ces thèses a donné lieu à une ou plusieurs publications dans une revue internationale.   
5.1 Thèses soutenues (4)  
1. Thèse de Wajdi Elhamzi  
 Sujet : « Définition d’une estimation de mouvement adaptatif pour la mise en œuvre 
d’un codeur vidéo reconfigurable », 
 Financement : Thèse en co-tutelle, Université de Monastir (Tunisie) et Programme Egide 
Utique (pour la partie réalisée en France),, 
 Début : Octobre 2009 
 Soutenance : Février 2013 
 Situation actuelle : ATER, Université de Bourgogne 
 Encadrement à 50%  
 
2. Thèse d’ Elfitrin Syahrul  
 Sujet : « Méthodes combinatoires pour la compression de données», 
 Financement : Université de Gunadarma (Indonésie) et Ambassade de France, 
 Début : Octobre 2006 
 Soutenance : Juin 2011 
 Situation actuelle : Enseignant Chercheur, Université de Gunadarma (Indonésie) 
 Encadrement à 60%  
 
3. Thèse de Khalil Khattab  
 Sujet : « Implantation sur architecture embarquée de l’algorithme de localisation de 
visage de Viola-Jones», 
 Début : Octobre 2004 
 Soutenance : Novembre 2009 
 Situation actuelle : Chef de projet à Linxens 
 Encadrement à 60%  
 
4. Thèse de Romuald Mosqueron  
 Sujet : « Conception et réalisation d'une caméra rapide haute-résolution avec 
traitements d'images embarqués », 
 Financement : L’ANVAR & LE2I, 
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 Début : Octobre 2003 
 Soutenance : Décembre 2006 
 Situation actuelle : Project Leader, Ecole Polytechnique Fédérale de Lausanne (Suisse) 
 Encadrement à 70%  
 
5.2 Thèse en cours (1) 
Thèse de Imen Charfi  
 Sujet : « Détection de chute : application à la compression vidéo adaptative», 
 Financement : Thèse en co-tutelle, Université de Monastir (Tunisie) et Programme Egide 
Utique (pour la partie réalisée en France), 
 Début : Octobre 2009 
 Soutenance prévue : Octobre 2013 
 Encadrement à 50%  
5.3 Encadrements de Master Recherche  
Master Recherche (DEA) de Lionel Pierrefeu : 
 Sujet : « Définition et intégration du bloc d’estimation du Mouvement de la chaîne 
MPEG4 sur un Co-processeur embarqué sur FPGA » 
 Soutenance : Juin 2004 
 Encadrement à 100% 
 
 
 
6 Activités contractuelles  
6.1 Contrats publics retenus : 
1. Projet européen Eureka Catrene  
Sujet : « HiDRaLoN : High Dynamic Range Low Noise CMOS imagers » 
Résumé : Le projet HiDRaLoN vise à développer une nouvelle génération de capteurs 
CMOS à grande dynamique, grande résolution, faible bruit et haute qualité d’images. 
Période : 2009 – 2012.  
Montant : 297 k€ pour Le2i 
Partenaires : 15 partenaires dont Thomson, Thales, Philips, E2V, Fraunhofer Institute 
Porteur du projet : Grass Valley (NL) 
Responsable LE2I : D. Ginhac  
 
2. Contrat d’études PARI- Région Bourgogne 
Sujet : « Définition et implantation matérielle d’un estimateur du mouvement 
configurable pour la compression vidéo» 
Résumé : Ce projet propose la définition et l’implantation matérielle associée d’un 
estimateur du mouvement pour l’adaptation des performances de codage en fonction de 
la détection d’événements extérieurs.  
Période : 2011 – 2012  
Montant :  13k€  
Responsable : J. Dubois 
3. Projet EGIDE Utique (Référence: 20801WB), classé 1er/24 à l’évaluation 
Sujet : « Plateforme de compression vidéo pour des applications basse résolution 
incorporant des mesures temps réel de reconnaissance de formes » 
Résumé : Ce projet vise à définir d’une plateforme de codage simplifiée pour la basse 
résolution avec insertion des algorithmes de reconnaissance de forme et de détection de 
chutes. 
Période : 2009 – 2012  
Montant : 28k€  
Responsable : J. Dubois 
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4. Contrat d’études Hors Contrats de Plan Etat-Région (Référence: 04516CPO10S184)  
Sujet : « Recherche et développement d’une plateforme unifiée de traitement pour 
des implantations logicielles/matérielles en traitement vidéo » 
Résumé : Ce projet vise à définir une plate-forme ouverte destinée au co-processing 
vidéo qui supportera des implémentations mixtes hardware/software, flexibles et 
reconfigurables, de codeur vidéo.  
Période : 2004 – 2008  
Montant : 25k€  
Responsable : J. Dubois 
6.2 Contrats publics soumis ou non retenus (2 soumis, 4 non retenus) 
5. Projet européen COST (non retenu mais qui sera à nouveau soumis) 
Sujet : « EUNEVIS : European Network on Embedded Vision Systems » 
Résumé : Le projet a pour objectif la création d’une conférence internationale sur le 
domaine, d’un ensemble d’outils pour le HW ou le SW en open access, d’un réseau 
d’échange et de mobilité à destination des jeunes chercheurs en particulier et finalement 
le montage de projets européens dans le cadre des KET d’Horizon2020 
Dépot : 2013  
Partenaires : 15 partenaires européens dont LASMEA, Ghent University, Deft University, 
EPFL, … 
Porteur du projet : Le2i (D. Ginhac) 
Responsable LE2I : D. Ginhac  
 
6. Projet européen Small or medium focused research project FP7-ICT-2013-10 (soumis) 
Sujet : « MATE : Robot-Dog interaction for efficient urban search and rescue 
operations» 
Résumé : Ce projet a pour objectif d’analyser comment un groupe d’agents (robots –
chiens- humains) peuvent collaborer et interagir durant une opération de secours.   
Dépot : 2013  
Partenaires : 7 partenaires européens dont University of Girona, University of 
Luxembourg, TAUROB OG, …  
Porteur du projet : University of Girona 
Responsable LE2I : D. Fofi 
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7. ANR programme HARPEGE (non retenu) 
Sujet : « PARADIS : PARallel ADaptive Imaging System» 
Résumé :  Le projet PARADIS a pour objectif de développer une plateforme matérielle (à 
base de FPGA), haute performance en calcul supportant un flot de conception adaptée 
aux applications multi-processors sur cible (MPSoC) avec un réseau de communications 
de type « Network on Chip » (NoC). 
Dépôt : 2010  
Montant : 4.56 M€ (dont 271 k€ pour LE2I) 
Partenaires : LASMEA, GIPSA, LRI, E2V 
Porteur du projet : Le2i (D. Ginhac) 
Responsable LE2I : D. Ginhac  
8. Projet R&D dans le cadre du fond unique interministériel (FUI) – 9ème appel  (non retenu) 
Sujet : « DigitalX : Imagerie numérique 2D et 3D Rx industrielle » 
Résumé : Ce projet a pour but de concevoir la nouvelle génération des systèmes de 
reconstruction 3D, de type contrôle non destructif (CND) à partir de rayons X (Rx). 
L’action du Le2i se situant essentiellement sur l’accélération les calculs de reconstruction 
3D permettant l’exploitation des données. 
Dépôt : 2009 
Montant : 5.8 M€ (dont 250 k€ pour LE2I) 
Partenaires : 11 partenaires européens dont Dynamic 3D, LIP, CEA LIST, INRIA, CETIM, 
CEA DAM, AREVA intercontrol  
Porteur du projet : Dynamic 3D 
Responsable LE2I : J. Mitéran  
9. ANR non thématique- Jeune Chercheur (projet 2008 modifié- non retenu) 
Sujet : «  Visio Spread : 3D High speed imaging and mobile prototyping platform for the 
characterization of fertilizer and centrifugal spreaders » 
Résumé : Développement d’une plateforme destinée  à la mesure de mouvement, de 
granulométrie, et de densité de particules d’engrais éjectées par épandeur. 
Développement des algorithmes et du système global.  
Dépôt : 2009  
Montant : 160 k€ (dont 65 k€ pour Le2i) 
Partenaires : ENESAD,  ILVO, LML  
Porteur du projet : ENESAD (F. Cointault) 
Responsable LE2I : J. Dubois  
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10. ANR non thématique- Jeune Chercheur (non retenu) 
Sujet : «  Visio Spread : 3D High speed imaging and mobile prototyping platform for the 
characterization of fertilizer and centrifugal spreaders » 
Résumé : Développement d’une plateforme destinée  à la mesure de mouvement, de 
granulométrie, et de densité de particules d’engrais éjectées par épandeur. 
Développement des algorithmes et du système global.  
Dépôt : 2008  
Montant : 229 k€ (dont 79 k€ pour Le2i) 
Partenaires : ENESAD, ILVO, LML  
Porteur du projet : ENESAD (F. Cointault) 
Responsable LE2I : J. Dubois  
6.3 Contrats privés  & transfert de technologies  
1. PTR avec la société W2NUMERICOM 
Sujet : « Intégration de QoS adaptive sur la plateforme de visioconférence IRIS» 
Résumé : Ce projet vise à proposer automatiquement la configuration la plus adéquate 
en transmission pour la plateforme IRIS lors d’une visioconférence (projet sponsorisé par 
la Bourgogne Innovation et la société W2NUMERICOM) 
Période : 2011 – 2013 
Montant : 13 k€ 
Responsable du projet : J. Dubois (Le2i) 
2. Prestation de Transfert de Technologie avec la Société Eyenetics 
Sujet : « Implantation de codeur sans perte basé sur JPEG-LS pour la vidéo rapide » 
Résumé : Ce projet visait en l’intégration d’un codeur sans perte au sein d’une caméra 
intelligente commercialisée par la société Eyenetics 
Période : 2012 
Montant : 2 k€ 
Responsable du projet :  J.Dubois (Le2i) 
3. Expertise pour la société W2NUMERICOM 
Sujet : « Diagnostic de la plateforme de visioconférence IRIS » 
Résumé : L’amélioration du produit commercialisé par la société W2NUMERICOM  nous a 
rapidement conduit à considérer l’axe suivant : définir et optimiser dynamiquement la 
qualité de service (QoS) en fonction des contraintes utilisateurs et environnementales. 
Période : 2010 
Montant : 4 k€ 
Responsable du projet : J. Dubois (Le2i) 
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4. Prestation de Transfert de Technologie avec la Société Fast-Vision 
Sujet : « Accélérateur matériel pour  la mesure de profilométrie» 
Résumé : Le projet consiste à définir un accélérateur matériel permettant de réaliser une 
mesure de profilométrie, cet accélérateur étant intégré au sein d’une caméra intelligente 
(le prototype de la caméra a été développé dans le cadre de la thèse de R. Mosqueron)  
Période : 2007 
Montant : 1 k€ 
Responsable du projet :  J. Dubois (Le2i) 
 
 
7 Collaborations scientifiques  
7.1 Collaborations internationales : 
 Ecole Polytechnique Fédérale de Lausanne (EPFL), Suisse 
 Responsable au sein du LE2I de la collaboration avec le groupe SCI-STI-MM de l’EPFL. Cette 
collaboration s’effectue au niveau du développement de caméras intelligentes et de 
plateformes hétérogènes  
 Personnes concernées : 
 Marco Mattavelli, Professeur, chairman du groupe « ISG »  au sein du comité de 
standardisation MPEG, responsable de l’équipe SCI-STI-MM.  
 Romuald Mosqueron, chef de projet 
 
 Universités de Monastir et Sfax, Tunisie 
 Cette collaboration concerne l’intégration matérielle d’algorithmes de compression d’images 
ainsi que la localisation de visages basés les descripteurs de Fourier. 
 Personnes concernées :  
 Mohamed Atri, Maître de Conférences  
 Rached Tourki, Professeur  
 Mohamed Abid, Professeur 
 
7.2 Collaborations nationales : 
 Institut National Supérieur des Sciences Agronomiques de l’Alimentation et de 
l’environnement (AgroSup) 
 Responsable de la collaboration qui s’effectue dans le cadre de la mise en place d’une plate-
forme d’imagerie rapide 3D et de prototypage mobile pour la caractérisation de l’engrais et 
des distributeurs centrifuges 
 Personne concernée :   
 Frédéric Cointault, Maître de Conférences, HDR 
 
 
 
8 Publications et Communications 
Les paragraphes suivants sont consacrés à la présentation exhaustive de toutes les 
publications et communications réalisées depuis 2000. Le classement a été fait en six 
catégories : 
 Publications dans une revue internationale : 
 Brevet 
 Chapitres de livre 
 Communications dans un congrès international avec actes 
 Communications dans un congrès national avec actes 
 Autres présentations internationales 
A titre d’information, les publications internationales soumises et les publications en cours 
de rédaction ont été également ajoutées en fin de liste.  
 
8.1 Récapitulatif  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Publications dans une revue 
internationale : 
17( + 1 soumise) 
Brevets en cours de dépôt : 1 
Chapitres de livres : 1 
Revue de vulgarisation 1 
Conférences internationales : 41 
Conférences nationales : 10 
Workshop (contributions 
MPEG) 
5 
  
Total des publications : 76 
Publications et Communications 32 
 
 
8.2 Publications dans une revue internationale (17) 
[R1] Imen Charfi, Johel Mitéran, Julien Dubois, Mohamed Atri, Rached Tourki, "Optimised 
spatio-temporal descriptors for real-time fall detection : comparison of SVM and 
Adaboost based classification”, Journal of Electronic Imaging (JEI), 2013,  In Press 
[R2] Wajdi Elhamzi, Julien Dubois, Johel Mitéran, Mohamed Atri, Barthélémy Heyrman, 
Dominique Ginhac, "Efficient smart-camera accelerator: an configurable motion 
estimator dedicated to video codec", Journal of System Architecture, Ed. Elsevier,  
2013,  In Press 
[R3] Tomasz TOCZEK, Faouzi HAMDI, Barthélémy HEYRMAN, Julien DUBOIS, Johel MITERAN, 
Dominique GINHAC, "Scene-based non-uniformity correction: from algorithm to 
implementation on a smart camera", Journal of Systems Architecture, (2013) 1-18, 
2013, In Press 
[R4] Wajdi Elhamzi, Julien Dubois, Johel Mitéran, Mohamed Atri, "An Efficient Low-cost FPGA 
Implementation of a Configurable Motion Estimation for H.264 Video Coding", 
Journal of Real-Time Image Processing (JRTIP), August 2012  
[R5] Bilal Hijazi, Jurgen Vangeyte, Frédéric Cointault, Julien Dubois, Sébastien Coudert, Michel 
Paindavoine, Jan Pieters, "Two-step cross correlation based algorithm for motion 
estimation applied to fertilizer granules motion during centrifugal spreading", 
Optical Engineering, Vol.50, Number 6, June 2011. 
[R6] Elfitrin Syahrul, Julien Dubois, Vincent Vajnovski, "Combinatorial Transforms : 
Application in Lossless Image Compression", Journal Of Discrete Mathematical 
Sciences & Cryptography, Editor TARU, Vol. 14, Number 2, pp 129-147, april 2011 
[R7] Richard Thavot, Romuald Mosqueron, Julien Dubois and Marco Mattavelli, "Generation of 
Hardware/Software systems based on CAL dataflow description", Algorithm-
Architecture Matching for Signal and Image Processing, Best papers from Design and 
Architectures for Signal and Image Processing 2007 & 2008 & 2009, Series Lectures Notes 
in Electrical Engineering, Vol. 73, Springer Verlag, pp 275-292, jan. 2011. 
[R8] Bilal Hijazi, Frédéric Cointault, Julien Dubois, Sébastien Coudert, Jurgen. Vangeyte, Michel 
Paindavoine, "Multi-phase cross-correlation method for motion estimation of 
fertilizer granules during centrifugal spreading", Precision Agriculture, pp 684-702, 
vol.11, No.6, Nov. 2010. 
[R9] Khalil Khattab, Julien Dubois and Johel Miteran, "Cascade Boosting Based Object 
Detection from High Level Description to Hardware Implementation", EURASIP 
Journal of Embedded Systems, Special Issue "Design and Architectures for Signal Image 
Processing", Hindawi, 12 pages, 2009.  
[R10] Christophe Lucarz, Marco Mattavelli, Julien Dubois, "A platform for the development 
and the validation of HW IP components starting from reference software 
specifications", EURASIP Journal of Embedded Systems, Special Issue "Design and 
Architectures for Signal Image Processing", Hindawi, 16 pages, 2008.  
[R11] Romuald Mosqueron, Julien Dubois, Marco Mattavelli, David Mauvilet, "Smart camera 
based on an Embedded HW/SW Co-Processor", EURASIP Journal of Embedded 
Systems, Special Issue "Design and Architectures for Signal Image Processing", Hindawi, 
13 pages, 2008.  
[R12] Fethi SMACH, Johel MITERAN, Mohamed ATRI, Julien DUBOIS, Mohamed ABID, Jean Paul 
GAUTHIER, "An FPGA-based accelerator for Fourier Descriptors computing for color 
object recognition using SVM", Journal of Real-Time Image Processing (JRTIP), 
Springer, vol.2, pp. 249-258, 2007.  
[R13] Romuald MOSQUERON, Julien DUBOIS, Michel PAINDAVOINE, "High-speed smart 
camera with high resolution", EURASIP Journal of Embedded Systems, Special Issue 
"Embedded Vision System", Hindawi, vol. 14, no. 1, Article ID 24163, 15 pages, 2007. 
[R14] Johel MITERAN, Jean-philippe ZIMMER, Michel PAINDAVOINE, Julien DUBOIS, "Real-time 
3D face acquisition using reconfigurable hybrid architecture", EURASIP Journal on 
Image and Video Processing, Hindawi, vol. 8, no. 3, Article ID 81387, 6 pages, 2007. 
[R15] Johel MITERAN, Sébastien BOUILLANT, Michel PAINDAVOINE, Fabrice MERIAUDEAU, Julien 
DUBOIS, "Real-time flaw detection on complex object: comparison of results using 
classification with SVM, Boosting and Hyper-rectangle based method", Journal of 
Electronic Imaging, SPIE, vol.15, 2006 
[R16] Fan YANG, Michel PAINDAVOINE, Dominique GINHAC, Julien DUBOIS, "Développement 
d'un système rapide pour le mosaïquage et la reconnaissance de visages 
panoramiques", Traitement du Signal, Vol. 22 (No. 5), pp. 549-562, Septembre 2005. 
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[R17] Johel MITERAN, Jiri MATAS, Elbey BOURENNANE, Michel PAINDAVOINE, Julien DUBOIS 
"Automatic Hardware Implementation Tool for a Discrete Adaboost-Based 
Decision Algorithm", EURASIP Journal on Applied Signal Processing, Hindawi, 2005 (7), 
pp. 1035-1046, 2005 
8.3  Livres (1) 
[R18] Khalil Khattab, Philippe Brunet, Julien Dubois, Johel Mitéran, "Real Time Robust 
Embedded Face Detection Using High Level Description", InTech, New Approaches to 
Characterization and Recognition of Faces, Ed. Peter Corcoran, August 2011. 
8.4 Revues de vulgarisation (1) 
[R19] Fethi SMACH, Johel MITERAN, Julien DUBOIS, Irène Foucherot, "Les Descripteurs de 
Fourier Généralisés dans le cadre de la reconnaissance de formes", article paru 
dans la revue de l’Université de Bourgogne en 2008.  
8.5 Articles soumis dans une revue internationale (1) 
[R20] Mohammad Ali Mirzaei, Julien Dubois, Darin Tsoupikova, "Run-time Supervised Multi-
stage Classifier: Theory and Implementation on FPGA", IEEE Transactions in 
Industrial Electronics. 
8.6 Conférences internationales (41) 
[C1] Imen CHARFI, Johel Miteran, Julien DUBOIS, Mohamed ATRI, Rached Tourki "Spatio-
temporal descriptor for SVM and Adaboost based fall detection", Internataional 
conference TAIMA, special session on Shape Descriptor and application (IDMA), 
Hammamet, Tunisia, may 2013 
[C2] Wajdi Elhamzi, Julien Dubois, Johel Mitéran, Mohamed Atri, Rached Tourki, "High 
Efficiency Architecture of Half-Pel Motion Estimation for H.264 Video Coding", 
Proceedings of International Conference on Information Processing and Wireless Systems 
(IP-WIS), Djerba, Tunisia, March 2013. 
[C3] Julien Dubois, "FPGA-based smart camera : industrial applications", Keynote at the 
9th Portuguese Meeting on Reconfigurable Systems, Institute of Systems and Robotics, 
University of Coimbra, Portugal, Feb. 2013. 
[C4] Imen CHARFI, Johel Miteran, Julien DUBOIS, Mohamed ATRI, Rached Tourki, "Definition 
And Performance Evaluation Of A Robust SVM Based Fall Detection Solution" 
Proceedings of IEEE International Conference on Signal-Image Technology & Internet-
Based Systems (SITIS 2012), Italy, November 2012. 
[C5] Wajdi Elhamzi, Julien Dubois, Johel Mitéran, Mohamed Atri, Rached Tourki, "Hardware 
implementation of a configurable motion estimator for adjusting the video 
coding", Advanced Concepts for Intelligent Vision Systems (ACIVS2012), Brno, Czech 
Republic, Sept. 2012 
[C6] Imen Charfi, Wajdi Elhamzi, Julien Dubois, Mohamed Atri, Johel Mitéran, "Video Scene 
analysis for a configurable hardware accelerator dedicated to Smart Camera", 
IEEE/ACM First Workshop on Architecture of Smart Camera (sponsored by ICDSC 
conference), Clermont Ferrand, France, April 2012. 
[C7] Wajdi Elhamzi, Julien Dubois, Mohamed Atri, Richard Thavot, Jérôme Gorin, Johel Miteran 
and Rached Tourki, "An Efficient Hardware Implementation of Diamond Search 
Motion Estimation Based on CAL Dataflow Language", The 23rd International 
Conference on Microelectronics (ICM), Hammamet, Tunisia, December 2011. 
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[C8] Elfitrin SYAHRUL, Julien DUBOIS, Asep Juarna, Vincent VAJNOVSKI, "Lossless 
Compression Based on Combinatorial Transform : Application to Medical Images", 
International Congress on Computer Applications and Computational Science (CACS), 
Singapore, Dec, 2010 
[C9] Bilal Hijazi, Frédéric Cointault, Jurgen Vangeyte, Julien Dubois, Michel Paindavoine, Jan 
Pieters "A 3-D stereovision system for fertilizer granule characterization", 
International Conference of Agricultural & Biosystems Engineering for a Suitable World 
(AgEng 2010), Clermont-Ferrand, France, Sept. 2010. 
[C10] Elfitrin SYAHRUL, Julien DUBOIS, Vincent VAJNOVSKI, "Burrows Wheeler Compression 
Algorithm (BWCA) in Lossless image Compression", International Conference on Soft 
Computing, Intelligent System and Information Technology (2nd ICSIIT) , Bali, Indonesia, 
July 2010. 
[C11] Bilal HIJAZI , Frédéric COINTAULT , Julien DUBOIS , Jurgen VANGEYTE, Michel 
PAINDAVOINE, "New Power-LEDs based illumination system for fertilizer granule 
motion estimation", Proceedings of 10th International Conference on Precision Agriculture 
(ICPA2010), Denver, USA, July 2010. 
[C12] Bilal HIJAZI, Jeroen BAERT, Frédéric COINTAULT, Julien DUBOIS,  Michel PAINDAVOINE, 
Jan PIETERS, Jurgen VANGEYTE, "A device for extracting 3D information of fertilizer 
trajectories", Proceedings of 17th Congress of the International Commission of 
Agricultural Engineering (CIGR2010), Québec, Canada, July, 2010. 
[C13] Julien DUBOIS, Richard THAVOT, Romuald MOSQUERON, Johel MITERAN, Christophe 
LUCARZ, "Motion Estimation Accelerator with User Search Strategy in an RVC 
Context", Proceedings of IEEE International Conference On Image Processing 2009 
(ICIP09), Cairo, Egypt, Nov. 2009. 
[C14] Richard THAVOT, Romuald MOSQUERON, Julien DUBOIS, Marco MATTAVELLI, "Hardware 
synthesis of complex standard interfaces using cal dataflow descriptions", 
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1 Introduction 
Outre le besoin pédagogique lié à l’ouverture du département InfoTronique au sein de l’école 
d’ingénieur ESIREM, d’un point de vue recherche, mon recrutement s’inscrivait pleinement dans la 
problématique de recherche menée par l'équipe « Architecture» de ce laboratoire. Il s’agissait ainsi à 
la fois de renforcer la thématique « Adéquation Algorithme Architecture » (A3) du Le2i et en raison 
de mes expériences antérieures j’ai été rapidement amené à contribuer à des travaux de recherche 
dans le domaine de « vision intelligente à haute cadence ». 
 Mon parcours professionnel au sein du Le2i est demeuré fortement lié à la thématique A3 et à 
celle de vision intelligente au sens large. Au cours de ces dix dernières années (enfin presque…), j’ai 
pu, aux contacts de mes collègues et grâce à leurs apports, développer une expérience autour des 
systèmes de vision intelligents et porter cet axe de recherche labellisé « smart camera » au sein du 
laboratoire le2i dès 2010. Je vais ainsi présenter dans cette partie recherche trois activités qui ont, à 
mon sens, tout leur place dans la conception et l’implantation de ces systèmes de vision intelligents 
et présentent des interactions fortes entre elles telle que le schématise la Figure 1 :  
 Développement de nouvelles méthodes pour/ou en vue d’une mise en œuvre dans un 
système de vision intelligent, 
 Développement d’accélérateurs matériels dans une démarche A3, 
 Conception et l’implantation d’architectures innovantes de caméras intelligentes. 
 
Figure 1. Activités réalisées ayant pour objectif la conception 
 de systèmes de vision intelligents 
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Pour chacune de ces activités, les contributions pour l’axe de recherche sont ainsi exposées, le 
bilan en termes de valorisation scientifique est proposé, suivi d’une sélection des publications, jugées 
significatives. 
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2 Développement de nouvelles méthodes et mise en 
œuvre 
2.1 Contexte scientifique 
La conception de systèmes embarqués temps réel, nous amène, en suivant une démarche 
Adéquation Algorithme Architecture (A3), à la définition de l’architecture des systèmes de visions ou 
des accélérateurs matériels conjointement à l’étude et à la modification des techniques d’imagerie 
(de traitement du signal) sélectionnées. Nous pouvons être aussi amenés à travailler de manière plus 
amont en développant les algorithmes eux-mêmes et en évaluant leurs performances et robustesse 
indépendamment de la plateforme matérielle support.  
Les travaux qui sont ainsi présenté dans ce chapitre s’inscrivent complètement dans ce contexte. Ces 
études se focalisent sur les thèmes algorithmiques principaux de ma recherche, à savoir la 
compression, l’analyse d’images et l’estimation du mouvement. Ces traitements sont fondamentaux 
puisque présents dans un grand nombre de systèmes de vision actuels. Ces traitements seront la 
base des implantations matérielles proposées dans les chapitres suivants. Trois études sont 
présentées dans ce chapitre. Dans le cas des deux dernières études, nous avons mis en œuvre une 
chaîne complète d’acquisition et de traitement, en levant les verrous technologiques liés à 
l’application considérée. Les trois études sont les suivantes :  
 La première étude se focalise sur une approche originale dédiée à la compression de 
données. Cette recherche algorithmique pure s’accompagne d’une validation sur 
plateforme PC standard. 
 La seconde étude propose le développement d’une méthode d’analyse de scènes vidéo 
permettant la détection de chute. Cette validation a été réalisée dans un premier temps 
sur une plateforme PC standard puis nous avons réalisé le portage de cette application 
sur un processeur embarqué dual corps ARM cortex -A9 MPCore (avec OS embarqué – 
distribution Ubuntu). 
 La troisième étude consiste à développer une technique d’estimation du mouvement 
d’images multi—exposées dans le domaine applicatif de l’agro-équipement. Le challenge 
réside aussi dans la mise en œuvre d’un système complet de mesure pour l’obtention 
d’un épandeur d’engrais « intelligent ». 
2.2 Chaîne de compression d’images incluant des transformées 
combinatoires 
Les méthodes classiques de compression d’image sont communément basées sur des transformées 
telles que la transformée en Cosinus Discret (DCT) ou encore la transformée discrète en ondelettes. 
Nous présentons dans ce document une méthode originale basée sur une transformée combinatoire, 
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celle de Burrows-Wheeler (BWT) [1]. Cette transformée est à la base d’un réagencement des 
données du fichier servant d’entrée au codeur à proprement parler. Ainsi après utilisation de cette 
méthode sur l’image originale, les probabilités pour que des caractères identiques initialement 
éloignés les uns des autres se retrouvent côte à côte sont augmentées. Cette technique est utilisée 
pour la compression de texte, comme le format BZIP2 qui est actuellement l’un des formats offrant 
un des meilleurs taux de compression. 
La chaîne originale de compression basée sur la transformée de Burrows-Wheeler est composé de 3 
étapes, présentées Figure 2. La première étape est la transformée de Burrows-Wheeler elle-même 
qui réorganise les données de façon à regrouper certains échantillons de valeurs identiques. Burrows 
et Wheeler conseillent d’utiliser un codage Move-To-Front (MTF) qui va maximiser le nombre de 
caractères identiques et donc permettre un codage entropique (EC) (principalement Huffman ou un 
codeur arithmétique). Ces deux codages représentent les deux dernières étapes de la chaîne de 
compression. 
 
 
 Figure 2 : Insertion de la transformée de Burrows-Wheeler au sein d’une chaîne de 
compression de données 
La méthode présentée est une approche originale intégrant l’utilisation de transformées 
combinatoires dans une chaîne de compression de données. La méthode est issue des travaux de 
thèse de Mademoiselle Syahrul Elfitrin. J’ai assuré le co-encadrement de cette thèse dirigée par le 
Professeur Vincent Vajnovszki. Ces travaux ont bénéficié du support de financier du ministère de la 
recherche indonésien et de l’ambassade de France en Indonésie. 
Nous avons étudié l’état de l’art et réalisé des études empiriques de chaînes de compression basées 
sur la transformée BWT pour la compression d’images sans perte. Les données empiriques et les 
analyses approfondies se rapportant à des variantes de MTF et EC. De plus, contrairement à son 
utilisation pour la compression de texte, et en raison de la nature 2D de l’image, la lecture des 
données apparaît importante. Ainsi un prétraitement est utilisé lors de la lecture des données et 
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améliore le taux de compression. Nous avons comparé nos résultats avec les méthodes de 
compression standard et en particulier JPEG 2000 et JPEG-LS. En moyenne le taux de compression 
obtenu avec la méthode proposée est supérieur à celui obtenu avec la norme JPEG 2000 ou JPEG-LS. 
Ainsi sur la base IRMA (base images médicale) [2] présentée Figure 3, les gains moyens sont 
respectivement de 4,9 et 6,3 % de gain en moyenne sur JPEG-LS et JPEG2K.  
Il est important de noter que la valeur moyenne masque l’écart de performances obtenu. Ainsi le 
taux de compression obtenu avec cette méthode est supérieur à celui obtenu avec JPEG-LS pour 
seulement 40 % des images de la base. Sur ces images, le gain est alors en moyenne de 20% par 
rapport à JPEG-LS. Par conséquent, le taux de compression est inférieur pour 60 % des images de la 
base. Dans ce cas la perte enregistrée au niveau du taux de compression est égale à 3,33 %. Des 
résultats quasi identiques ont été observés avec le standard JPEG2000.  
Aucun critère discriminant entre ces deux classes d’images n’ayant à ce jour été trouvé, nous avons 
proposé la mise en œuvre d’un double codeur JPEG-LS et la méthode basée la BWT. Le flot de 
donnée doit alors être compressé en parallèle par les deux codeurs. Le flot compressé de plus petite 
taille est conservé et marquée en fonction de la méthode de compression utilisée. Dans ce cas, le 
gain serait alors en moyenne de 8 % par rapport à JPEG-LS.  
 
 
Figure 3 : IRMA - base de données médicales ouverte à la communauté scientifique 
D’un point de vue pratique, une version presque sans perte d’images médicales a aussi été proposée. 
Une segmentation de la zone critique est alors réalisée. Cette zone est compressée sans perte tandis 
que le reste de l’image est très fortement compressée avec perte (voir éliminée pour certaines 
configurations).  
Des perspectives existent pour ces travaux, notamment sur deux axes : 
 Le développement d’un accélérateur matériel réalisant de traitement de la transformée 
de Burrows-Wheeler en temps réel (25 images/s), pour proposer in-fine la réalisation 
d’un système d’acquisition permettant l’obtention d’un flux compressé sans perte. La 
conception d’un tel accélérateur demeure un challenge en raison du très nombre de 
permutations à réaliser séquentiellement. 
 L’utilisation de la méthode par plan de bits et non pas sur la dynamique total de 
l’échantillon afin de réduire la statistique des échantillons à regrouper. 
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2.3 Analyse de scènes vidéo pour la détection de chutes 
Les applications liées à la vidéo assistance nécessitent une bande passante élevée notamment 
lorsque la sortie est composée d’informations à la fois bas niveau (pixel, image) et haut niveau 
(informations extraites automatiquement, comme le nombre de personnes présentes dans la scène, 
la détection d’événements inhabituels de type chute, etc.). Dans ce contexte, nous étudions un 
système de détection de chutes adapté à une implantation matérielle permettant de réduire la 
bande passante finale nécessaire (compression vidéo adaptative). En effet, l’analyse de l’évolution de 
la scène permet d’adapter la compression dynamiquement en fonction des besoins pour lesquels 
différents taux de compression peuvent être affectés.  
La méthode originale proposée de détection automatique de chutes, nous a permis de définir des 
descripteurs de chute et d’étudier leurs performances. Ces descripteurs sont calculés à partir de la 
géométrie de la forme en mouvement dans la scène, et de la transformée de Fourier ou des 
ondelettes combinés avec des classifieurs de type SVM et Boosting. La représentation schématique 
de la méthode de détection est représentée Figure 4. L’approche proposée est issue des travaux de 
thèse de Mademoiselle Charfi Imen. J’ai assuré le co-encadrement de cette thèse réalisé en cotutelle 
avec l’Université de Monastir. Cette thèse a été dirigée par le Professeur Johel Mitéran. Elle s’appuie 
sur des études préalables menées conjointement avec le Professeur Mitéran [R12][R15][R17]. Le 
domaine applicatif est la vidéo assistance. Le projet a été supporté financièrement par le projet 
EGIDE UTIQUE dont j’ai assuré la responsabilité.  
 
Figure 4. Représentation schématique de la méthode de détection de chutes 
De manière plus précise, la détection est basée sur une élimination de l’arrière-plan, un suivi de la 
personne en mouvement et l’extraction d’attributs de premier niveau (moments, caractéristiques de 
la boîte englobante, position de l’ellipse englobante de la zone en mouvement, etc.) tels que 
représentés sur la Figure 5. Au total 14 attributs sont définis puis réduits à 7 par sélection d’attributs 
de type  « Sequential Backward Floating Selection » (SBFS). Une chute étant caractérisée par une 
variation brutale de certains de ces attributs, nous avons appliqué différentes transformées (dérivées 
première et seconde, FFT et transformée en ondelette). Les données brutes et ces transformées, 
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calculées sur une fenêtre temporelle glissante (dont nous avons étudié la taille optimum) forment 
des attributs de second niveau constituant le vecteur d’entrée du classifieur, qui donne une décision 
pour cette plage d’images. Nous appliquons de plus à la sortie du classifieur une règle temporelle 
prenant en compte 18 décisions successives, ce qui correspond à la durée moyenne d’une chute. 
 
Figure 5 : Images traitées et extraites d’une scène de chute disponible  
dans la base de données ouverte à la communauté 
 
En outre, nous avons constitué une base de 200 vidéos annotées comprenant des chutes et des 
situations diverses afin de réaliser l’apprentissage puis l’évaluation de la méthode, ainsi que la 
recherche de la meilleure combinaison possible d’attributs. Cette base de données est ouverte à la 
communauté scientifique et accessible sur le site http://le2i.cnrs.fr/Fall-detection-Dataset. Afin 
d’évaluer la robustesse de la méthode au changement de point de vue et d’environnement, les 
vidéos ont été enregistrées dans 4 locaux différents. Différents protocoles d’évaluation ont été 
proposés et testés afin d’obtenir une solution réaliste en vu du déploiement au sein d’une habitation 
personnelle ou encore au sein de structure médicalisée (hôpital, maison de retraite).  
Les résultats expérimentaux préliminaires nous permettent de conclure que dans le cas des SVM, la 
meilleure combinaison d’attributs est constituée des données brutes et de leur dérivée première. 
Dans ce cas, le meilleur résultat obtenu est une seule fausse alarme constatée sur l’ensemble des 
vidéos, alors que toutes les chutes sont détectées. Lorsque le test est réalisé sur des vidéos d’un 
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environnement qui n’a jamais été appris, le nombre de fausses alarmes passe à 4 (rappel : 0.89, 
précision : 0.94). 
Dans le cas du Boosting, les performances finales sont très proches des SVM, (rappel : 0.86, 
précision : 0.96) et beaucoup mieux adaptées à une implantation matérielle de type FPGA, puisque la 
fonction de décision est constituée de simples comparateurs qui peuvent être largement 
parallélisés [R17]. 
Les contributions de ce travail sont : la constitution d’une base de 200 vidéos annotées, enregistrées 
en plusieurs endroits ; une analyse de la trajectoire et de la déformation de la forme en mouvement 
réalisées directement par le classifieur, laissant ce dernier prendre en compte l’aspect temporel de la 
chute, contrairement à [3], [4] ; une comparaison en faveur du Boosting qui permet, à performances 
de classification comparables, d’envisager une implantation matérielle complète sur FPGA à faible 
coût, compatibles avec nos objectifs initiaux d’intégration de l’ensemble dans une caméra 
intelligente. D’autre part, nous avons réalisé l’intégration de la détection de chute sur une cible 
matérielle de Zynq. L’idée essentielle de ce développement réside dans le prototypage rapide de la 
méthode sur une plateforme embarqué autonome. Le composant Zynq possède d’une part une 
architecture hétérogène qui allie un processeur double-cœur et de la logique configurable et d’autre 
part propose un grand panel d’interfaces de communication. Ainsi, le déploiement d’un OS de type 
Ubuntu sur cette cible a permis la réutilisation du code original en C/C++ et des bibliothèques 
associées (principalement OpenCV) ainsi qu’une gestion simplifiée des interfaces de 
communications. Le système proposé, assimilable à une caméra intelligente, est composé d’une 
webcam et d’une carte d’évaluation intégrant un composant Zynq. Les communications sont 
assurées par des liaisons USB et Ethernet respectivement pour les liaisons : 
 entre capteur vidéo et carte d’évaluation 
 entre capteur d’évaluation et l’environnement extérieur.  
L’adaptation algorithmique mais aussi la transformation du code dans une version « multi-thread » a 
permis d’obtenir une intégration performante (environ 10 images/s) de la méthode proposée sur ce 
système embarqué et autonome. Des perspectives intéressantes demeurent naturellement dans le 
passage de ces parties de l’algorithme en implantation matérielle dans l’objectif de traiter le flux 
vidéo en temps réel à 25 images/s.  
2.4 Estimation du mouvement pour images multi-exposées : application 
à l’épandage « intelligent » d’engrais  
La fertilisation excessive des terres agricoles est considérée comme une contribution majeure au 
déséquilibre environnemental croissant observé dans les 20 dernières années. Un meilleur contrôle 
de la précision des méthodes d’épandage limiterait les excès de fertilisant inutilement déversés dans 
l’environnement. L’objectif de ces travaux est de se concentrer sur le contrôle de l’épandage 
centrifuge qui représente le mode de fertilisation le plus communément utilisé en Europe (Figure 6). 
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Figure 6.. a- Un système d’épandage centrifuge commercial (Amazone S.A.); b-principe de l’épandeur 
centrifuge (S. Villette) ; c-images illustrant des problèmes occasionnés par des mauvaises fertilisations (cercles). 
L’utilisation de matériel permettant l’acquisition et le traitement d’images a permis de la définition 
de nouvelles technologies permettant d’observer et de décrire le comportement des granules de 
fertilisant durant la phase d’éjection au niveau de l’épandeur centrifuge. La répartition au sol du 
fertilisant peut ainsi être prédite en utilisant un modèle de vol balistique à condition de pouvoir 
déterminer, lors de la phase d’éjection, les vitesses et les directions des granules. Nos travaux ont 
ainsi consisté à proposer l’amélioration d’un système de mesure de ces informations, basé sur de 
l’imagerie rapide mais aussi sur le système d’illumination stroboscopique spécifique à cette 
application. Ces travaux ont été portés et initiés par F. Cointault d’AgroSup Dijon avec le soutien du 
Professeur M. Paindavoine. Ces travaux ont majoritairement été développés lors de la thèse de 
Monsieur Hijazi Bilal (soutenue en 2012). Cette thèse a été co-encadrée par Monsieur Frédéric 
Cointault et dirigé par le Professeur Michel Paindavoine. J’ai collaboré sur ces études d’une part sur 
la définition de la méthode du mouvement en 2D et d’autre part sur la mise en place du système 
expérimental. Ces méthodes ont été empruntées aux techniques de vélocimétrie par images de 
particules utilisées en mécanique des fluides. Ces techniques m’étant particulièrement familières 
puisqu’aux cœurs de mes travaux de thèse. Ces méthodes ont dû être adaptées aux contraintes des 
images multi-exposées avec large déplacement inter-expositions.  
Les images multi-exposées sont ainsi constituées d’une série de jet d’engrais ayant une forme se 
rapprochant d’arcs tel qu’illustré Figure 7. Chacun d’entre eux doit être identifié et extrait de 
manière automatique. Une technique basée principalement sur de l’inter-corrélation et réalisée sur 
de petites zones (typiquement 16x16 ou 32x32) permet de réaliser l’identification et le suivi des 
particules entre deux jets consécutifs. Cette technique d’estimation du mouvement directement 
inspirée de la méthode de vélocimétrie par images de particules (P.I.V) a été comparée avec d’autres 
méthodes en particulier une méthode basée sur les champs de Markov (MRF), mise en œuvre dans 
les travaux précédemment menés durant la thèse de F. Cointault [5]. 
 
 
Figure 7. Estimation des vitesses des granules de fertilisant avec une illustration de cette dernière sur 
deux images acquises consécutivement dans le temps (F. Cointault; S. Villette). 
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Les tests ont montré que la méthode basée sur l’inter-corrélation est nettement plus précise que les 
champs de Markov et garantissait l’obtention d’une précision sub-pixel. Sachant qu’à partir de la 
résolution spatiale choisie (640x480) et de la distance caméra – épandeur (figée pour des raisons de 
sécurité du matériel) une erreur d’un pixel entraîne une erreur de prédiction au sol comprise entre 
200 et 500 mm, la méthode proposée permet d’obtenir une précision sur les composantes 
horizontales et verticale de la vitesse comprise entre 0.1 et 0.4 pixels contre une erreur située entre 
3 et 9 pixels avec la méthode MRF. La précision sub-pixel a été démontrée par l’utilisation d’images 
de synthèse modélisant des déplacements contrôlés au niveau des grains de fertilisant. Cette 
précision sub-pixel permet ainsi d’envisager des résolutions spatiales réduites, avec des caméras 
standard. La réduction de prix de revient du système résultant est alors nettement inférieure à 
l’utilisation de caméras rapides possédant des résolutions spatiales supérieures au méga-pixel. Ces 
améliorations rendent alors envisageable le déploiement de ce type de système, probablement sous 
la forme de caméras intelligentes, sur les épandeurs classiques. Pour autant, la source lumineuse doit 
permettre un éclairage uniforme sur une large surface (typiquement 1 m2 ) de type stroboscopique 
synchronisé sur le système d’acquisition. Nous avons ainsi développé ce type d’éclairage à base de 
LED de puissance en vue du déploiement industriel du système de mesure. Ce système d’éclairage a 
fait l’objet d’un dépôt de brevet.  
La transposition de la plateforme 2D à un système de mesure 3D a été investiguée par l’équipe de 
recherche d’AgroSup en collaboration avec l’institut d’ILVO (Belgique). La mise en place d’un système 
stéréoscopique a permis une mesure précise des trois composantes des vecteurs vitesses et 
améliorer ainsi l’estimation de la distribution de fertilisant au sol.  
L’intégration du système 2D sur composant de type FPGA est actuellement à l’étude en collaboration 
avec l’institut d’ILVO. La caméra intelligente qui sera alors obtenue pourra ainsi être déployée sur les 
épandeurs d’engrais centrifuges  
 
2.5 Synthèse personnelle sur la recherche de nouvelles méthodes et 
leur mise en œuvre 
Les méthodes définies ont été développées dans le but de répondre aux contraintes fortes des 
applications visées. Leur originalité doit être un apport fondamental pour améliorer les performances 
des systèmes de vision intelligent (bien souvent pour une application donnée). Nous avons toujours 
développé ces techniques dans l’objectif d’une mise en œuvre au sein d’un démonstrateur. Ainsi une 
démarche A3 a accompagné ces développements.  
D’autre part, nous réalisons le constat que les modes d’acquisition et généralement fortement lié aux 
traitements envisagés. La liaison entre acquisition et traitement justifie l’idée même de systèmes dits 
« intelligents ». Où se situe la limite entre acquisition et traitement ? Cette question est tout à fait 
légitime dans le cas d’un capteur intelligent ! Ainsi la détection d’évènements dans la scène vidéo, 
comme la détection de chutes, peut permettre de contrôler temporellement le débit d’un codeur 
vidéo (ou encore la qualité de l’encodage). 
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Le contrôle en dynamique de l’acquisition comme par exemple l’extraction de zones d’intérêt dans 
les images s’avère fondamental pour les performances du système global. Ainsi, le contrôle de 
l’acquisition peut permettre de : 
 simplifier le traitement à mettre en jeu, 
 sélectionner les zones utiles dans l’image à un instant donnée et réduisant par 
conséquent les bandes passantes nécessaires pour les transmissions des données ou 
encore le temps de calcul. 
La répartition du flot de données entrant vers les différentes unités de traitement pour un 
fonctionnement en parallèle de ces dernières, s’avère tout aussi fondamental pour obtenir de hautes 
performances de traitement. Nous essayerons de l’illustrer dans la section 4 qui traite de la définition 
d’architectures innovantes pour les systèmes intelligents de visions.  
Finalement, l’utilisation de cibles matérielles telles que le Zynq permet (avec déploiement d’un OS et 
une distribution adaptée) la migration rapide vers un prototype opérationnel. Bien sûr, une perte de 
performance peut être alors observable si aucune optimisation de type logicielle (par exemple une 
version « multi-thread ») ou matérielle (intégration de certaines fonctionnalité en matériel) n’est 
réalisée. Pour autant, ces solutions ou plus généralement doivent être considérées pour réduire les 
temps de développement (souvent très important) du système global. Nous présenterons cette 
approche en section 3. 
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2.7 Publications jointes 
Les travaux relatifs à la thématique présentée dans cette section ont permis une valorisation 
scientifique significative avec notamment la publication de 5 articles dans des journaux scientifiques 
internationaux, un dépôt d’un brevet et treize présentations dans des conférences internationales. 
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[R5] Bilal Hijazi, Jurgen Vangeyte, Frédéric Cointault, Julien Dubois, Sébastien Coudert, 
Michel Paindavoine, Jan Pieters, "Two-step cross correlation based algorithm for 
motion estimation applied to fertilizer granules motion during centrifugal 
spreading", Optical Engineering, Vol.50, Number 6, pp.13, June 2011. 
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ABSTRACT
We propose a supervised approach to detect falls in home environment using an optimised descriptor adapted to
real-time tasks. We introduce a realistic dataset of 191 videos, a new metric allowing to evaluate fall detection
performance in a video stream, and an automatically optimised set of spatio-temporal descriptors which fed a
supervised classifier. We build the initial spatio-temporal descriptor named STHF using several combinations
of transformations of geometrical features (height and width of human body bounding box, the user’s trajectory
with her/his orientation, projection histograms and moments of order 0, 1 and 2). We study the combinations
of usual transformations of the features (Fourier Transform, Wavelet transform, first and second derivatives),
and we show experimentally that it is possible to achieve high performance using Support Vector Machine and
Adaboost classifiers. Automatic feature selection allows to show that the best tradeoff between classification
performance and processing time is obtained combining the original low-level features with their first derivative.
Hence, we evaluate the robustness of the fall detection regarding location changes. We propose a realistic and
pragmatic protocol which enables performance to be improved by updating the training in the current location
with normal activities records.
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1. INTRODUCTION
Automatic detection of falls using artificial vision is a particular case of human activities recognition, and can
be useful for helping elderly people : according to the Center for Research and Prevention of Injuries report1 ,
fall-caused injuries of elderly people in UE-27 are five times as frequent as other injuries causes which reduces
considerably their mobility and independence. Among the diverse applications of computer vision systems,
object detection and event recognition are of the most prominent related recognition and motion analysis, that
is, researchers had the idea to spread it in fall detection. The fall event, extracted automatically from the
video scene represents itself, crucial information that can be used to alert emergency. In this context, visual
information on the corresponding scene is highly important in order to take the “right” decision. Therefore,
video compression may be included into the acquisition system to reduce data-bandwidth. Meanwhile, detecting
such particular situations allows the video compression to be controlled. For instance, the compression rate can
be reduced after a fall, to provide more details on the scene or the different compression rates can be applied
on the background and the regions of interest. Detecting falls requires two main tasks. First, we have to use a
robust method for human body tracking. Second, a robust feature extraction method should be proposed which
describes the user’s behavior to discriminate falls from other activities.
In this paper, we aim a fall detection system that not only insures privacy protection (the detection is
embedded in the camera, and image transmission is only an option of the system) but insures real-time processing
and is therefore suitable to the adaptive video compression context. Our objective is to design a fall detector
system that acquires realistic video data, detects falls and alerts emergency by sending the relevant part of the
video. Thus, the main contributions of this paper are (i) to propose to build experimentally some spatio-temporal
human fall descriptors, named STHF , finding the best combination between several features and transformations
of features, using a robust human body tracking algorithm, and a supervised based classification system, and
(ii) to compare the classification results obtained using standard SVM and Adaboost based algorithm, which is
more suitable to real-time embedded applications.
This paper is organised as follows. In section 2, we review the related works. In section 3, we present the
dataset and the experimental protocols. The section 4 proposes an overview of the selected fall detection method
and is followed by the description of the extracted features and the transformations used for the spatio-temporal
descriptor definition, the classification methods and the new proposed evaluation metric. In the section 5, the
experimental results and discussions are presented.
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2. RELATED WORK
Numerous methods have been developed recently for camera based human action recognition, such as by Liu2
who used Affine-SIFT based descriptors combined with supervised classification. Jain3 developed a novel SVM
tree applied to gesture recognition, and Wang4 combined large-scale global features and local patch features with
specific SVM classification. However, we will focus in this study only on human fall detection, in order to build
a simple descriptor optimised for fall, and suitable for real-time embedded applications.
Numerous existing fall detection systems are based on sensor devices such as accelerometers, microphones
and cameras and were summarised by Noury5 . The camera-based methods for which the recorded videos can
be used for outlying and post verification and analysis, are less cumbersome because they are installed in the
buildings and not worn by users.
Recently, 3D image sensors were used for fall detection applications since they afford consequential depth
informations. Leone6 proposed a preliminary study of an interesting framework to detect falls using two 3D time-
of-flight camera and showed that depth measurements using wall mounting setup are sufficient to detect falls
with a real-time implementation. Nevertheless, the use of such cameras remains an expensive vision technology
which represents its main drawback. Kawatsu7 proposed two fall detection algorithms using Microsoft Kinect
joint position data. In the first algorithm, for each frame the distance of each joint from the floor was calculated
to determine if a fall has occured. In the second one, the time series data were used distinguish falls from
lying down situations. Since our aim is to combine event detection and image compression, we will focus on fall
detection systems using machine learning methods based only on (standard) image sensor.
Most of the image based fall detection methods start by the tracking of the body and the spatial features
extraction at each time step which are used to distinguish falls from other actions. The analysis of the bounding
box representing the person is one of the simplest and commonly used techniques. In the vision part of Toreyin
and al. work8 the aspect ratio of the moving region detected with a standard camera is analysed by the motion
model with Hidden Markov Model (HMM).
Anderson and al.9 adopted the width to height ratio of the silhouette bounding box and the off-diagonal
term from the covariance matrix as the features to determine whether fall incident occurs. These features need
to be extracted from the silhouette to train and perform classification stage with HMMs for temporal pattern
recognition. Vishwakarma and al.10 proposed an analytic method for video fall detection by analysing the
bounding box representing the person. Same features are extracted by Willems and al.11 after a background
subtraction method for object segmentation.
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Khan12 estimated the magnitude and the orientation of the movement using the Gradient Image. They also
analysed the bounding box changes. Shortcoming of these methods is that they did not consider falls in the
direction of the camera axis. Moreover, Wu and al.13 studied unique features of the velocity during normal and
abnormal activities. Nevertheless, the 2-D velocity seemed inefficient when the person is close to the camera.
Nait-Charif14 tracked the head movement and detected falls with an omni-directional camera in an overhead
view for automatically extracting motion trajectory. The tracking process is performed by a particle filter
estimating ellipse parameters describing human posture. These existing fall detection methods15 showed a
weakness to distinguish between a simple lying situation and a real fall scene.
Foroughi et al.16 proposed a fall detection method combining the variations of the best-fit approximation of
an ellipse around the human silhouette, the projection histograms and the changes of head pose as features for
a Support Vector Machine based classifier (SVM).
Rougier and al.17 analysed with the Gaussian Mixture Models classification method the shape’s deformations
through video sequences acquired from only one uncalibrated camera and they improve the performance by
combining results of four uncalibrated cameras mounted in different points of view. The same authors18 tracked
the head represented as a 3D ellipsoid, with hierarchical particle filter based on color histograms and shape
information. They used the vertical velocity of the head centroid during the critical phase (500 ms) in addition
to the height of the head relatively to the ground to detect falls. Zhang and al.19 developed a set of structure-
motion using skeleton statistics features based on 3D information to recognize daily activities and to distinguish
falls from other similar activities thanks to a set of SVM classifiers. The authors used background subtraction
and represented actions as histogram features based on 2D appearance RGB information.
Liu and Lee20 detected falls by adopting the human body silhouette to improve privacy and vertical projection
histograms and statistical scheme to reduce human body upper limbs activities. The kNN classification algorithm
is used to classify postures using the ratio and difference of human body silhouette bounding box height and
width. Even though they demonstrate their effectiveness, these works are based on the presumption that the
lighting conditions stay relatively uniform which does not always remain true in daily life.
Recently, Liao and al.21 proposed a method able to detect both fall and slip only events based on the motion
activity measure and human silhouette shape variation. The motion measure is obtained by analysing the energy
of the motion active area allowing to detect falls parallel to the optical axis.
These previously cited works used the selection of interest points in the spatial domain and none made use of
local features such local spatio-temporal descriptor to detect falls, even though they were used for other several
human actions recognition. The main idea presented by De Souza22 is to consider local spatio-temporal features
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showing that motion patterns are efficient to classify the video elements to violent or non-violent. The authors
detected violent scenes characterised by motion variations of image structures over time using the concept of
visual codebooks and SVM classifier, where the relevant information is retained describing the spatial interest
with respect to derivatives in space and time directions.
We will focus in this paper on a mono camera fall detection system, showing that it is interesting to extend
simple spatial features set in the spatio-temporal domain using standard well known transformations and a
powerful classifier able to take into account temporal variations in order to obtain a useful detector, regardless
the direction of the fall. From a large initial set of features and thanks to a large video dataset, we will build
experimentally an optimised spatio-temporal fall descriptor suitable to real-time fall detection.
3. THE DATASET AND THE EVALUATION PROTOCOLS
3.1 The Dataset
When we started this study, there was only few available datasets dedicated to fall detection solution. Moreover,
the authors of the related works (for example Rougier17) used generally the same location for testing and training
which does not enable to evaluate the robustness of the method to the location change. Thus, we build our own
dataset named S for the problem of fall detection in realistic videosurveillance setting and in several environments
using a single camera.
We acquired a total number of 191 video sequences including 143 containing falls and 48 containing several
normal activities, motions, body transfers, for instance from a chair to a sofa. It was necessary to include more
videos containing falls than video without fall, since the average duration of a fall is only 14 frames, and since
the decision of the classifier is made at the frame level. In these sequences, nine different subjects are acting,
simulating falls or other activities, nevertheless only one at a time is present in the video. The frame rate is 25
frames/s and the original resolution (640x480) is downsampled to 320x240 pixels for the next experiments.
The video data illustrates the main difficulties of realistic video sequences that we can find at an elderly
home environment, as well as in a simplest office room. Our video sequences contain variable illumination as
well as shadows and reflections that can be detected as moving objects, and typical difficulties like occlusions
or cluttered and textured background. The actors wearing different clothes with different colors and texture
performed various normal daily activities (walking in different directions, sitting down, standing up, crouching
down, housekeeping, moving a chair) and falls (forward falls, falls when inappropriate sitting-down, loss of
balance). All activities are taken in different directions without taking in account the camera point of view as
shown in figure 1.
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The dataset contains videos noted vi, that we annotated with extra information representing the ground-truth
of the fall position in the image sequence. This annotation is used to evaluate the fall detection method. The fall
position is defined for each video by the two frame numbers which respectively correspond to the beginning bi
and to the end ei of the fall (bi = ei = 0 if the video does not contain any fall). Then, each frame of each video
is annotated: the localization of the body is manually defined using bounding boxes. This manually defined
bounding box, noted β, allows to evaluate the classification features independently from the automatic body
detection. Moreover, a label yt is associated to each frame It, such as yt = 1 if bi 6 t 6 ei and yt = 0 otherwise.
Thus, a video vi is a set of labeled and annotated frames we can note as vi = {It, yt, βt}γt=1 where γ is the frame
number of the video sequence.
The video sequences of the dataset S have been grabbed into different locations listed in Table 1, defining four
subsets, in order to evaluate the robustness of our fall detection method against location change. S is publicly
available following the link : http://le2i.cnrs.fr/Fall-detection-Dataset.
As an ethical requirement, all the videos are anonymous, and all those visible in the videos signed an autho-
risation of diffusion and use of these videos for research purpose only.
Table 1. The Dataset.
“Coffee room” (c) Sc = {vi, bi, ei}nci=1 , nc = 70
“Home” (h) Sh = {vi, bi, ei}nhi=1 , nh = 60
“Lecture room” (l) Sl = {vi, bi, ei}nli=1 , nl = 28
“Office” (o) So = {vi, bi, ei}noi=1 , no = 33
The full dataset S = Sh ∪ Sc ∪ So ∪ Sl
3.2 Definition of the experimental protocols
In order to build the fall descriptors and to evaluate the performance of our method, we defined three protocols
P1, P2 and P3 that we built using training sets L and testing sets T coming from the subsets described before,
assuming that ∀s = {h, o, c, l}, we have Ls ∩ Ts = ∅ and Ss = Ls ∪ Ts.
• For P1, the training and the test subsets were built with videos from the locations “Home” and “Coffee
room” i.e. from the subsets Sh and Sc : LP1 = Lh ∪ Lc and TP1 = Th ∪ Tc. This protocol was used
first for low-level features and transformations selection, which will experimentally determine the final fall
descriptors, and secondly for evaluation of the automatic tracking of the moving human body.
• For P2, the training set was built using the videos from “Coffee room” while the test set was built from videos
coming from different locations, using “Office” and “Lecture room” subsets : LP2 = Lc and TP2 = To ∪Tl.
This configuration was used in order to evaluate robustness of the fall detection system against the location
change.
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Home Coffee room Office Lecture room
(a) Fall samples
(b) Normal activities samples
Figure 1. Samples from the Dataset S
• For P3, the training set was built using the videos from “Coffee room” and some videos without any fall
(nf) of “Office” (Lnfo = {vi, bi = ei = 0}
η1
i=1 ) and “Lecture room” (L
nf
l = {vi, bi = ei = 0}
η2
i=1 ). The test
set was built from “Office” and “Lecture room” : LP3 = Lh ∪ Lnfo ∪ L
nf
l and TP3 = To ∪ Tl.
We defined this realistic protocol P3 in order to show that it is possible to improve the performance by
updating the training in the current location, with normal activities records, and without the need to
record new falls.
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4. THE FALL DETECTION METHOD
4.1 Overview
Our method consists in building the STHF descriptors of the fall containing both spatial and temporal informa-
tion, and to use these descriptors at the input level of a supervised classification system.
Foreground 
segmentation
Tracking
Low level feature 
extraction and pre-
filtering
Feature 
Transformation
Classification Filtering
Video input
Fall detection
Figure 2. Overview of the fall detection method.
The main steps of our detection system, described in details in next sections, are as follows (Figure 2) :
• Motion detection and tracking of the most important moving part in the image, using foreground/background
segmentation. This step ends using morphological operators (erosion and dilatation) allowing to remove
segmentation artifacts. The result is a binary image and the coordinates of the bounding box of the human
body.
• Feature extraction from the binary image and the bounding box coordinates, such as aspect ratio of the
bounding box, ellipse orientation, moments, etc. These features contain only spatial information.
• Feature transformations, capturing temporal variations of previous features, since a fall is characterized by
large movement and change of the human shape. The combination of all the feature transformations is the
STHF descriptor.
• Image level fall detection using supervised classification : we compared Support Vector Machine23 and
Adaboost24 based systems to classify each image. The decision of the classifier is followed by a filter
(majority vote in a moving window of size mw = 5) removing isolated decisions. The final decision is given
at the frame rate.
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• Slot image level fall detection using a novel metric to evaluate the performances introducing tolerance in
the final classification.
4.2 Feature extraction
From each video v of γ images from S, we extract γ spatio-temporal descriptors noted STHFt, t=1,...,γ, built
from spatial low-level features combined with standard transformations allowing the temporal information to be
exploited.
4.2.1 Low-level features
For moving object detection, we compared the background subtraction method from L. Li25 and a simple
background subtraction updated using circular buffer. The method of Li is based on the Bayesian decision that
performs effectively on many difficult videos of both indoor and outdoor scenes. The algorithm consists of four
parts: moving pixels detection, moving pixels classification, foreground object segmentation and background
learning and maintenance. However, we evaluated in the preliminary studies of this work that the performance
using simple background subtraction were, in our case, at least as good as the Li based method, and 6 times
faster. Thus, the results presented in this paper will be presented only using simple background subtraction.
The result is a binary image as shown on Figure 3. From this moving object detection, we defined an initial set
F of ϕ = 14 features that we present in Figure 3, containing height and width of the bounding box (Bh, Bw),
aspect ratio of the bounding box (Br), coordinates of the center of the bounding box (Cx, Cy), coordinates of the
center of the best fitting ellipse (Ex, Ey), horizontal and vertical projection histograms (Hph, Vph),26 moments
of order 0, 1 and 2 (m00,m11,m02,m20) of the moving parts of the image, and orientation of the Ellipse (Eo).
The moving object detection and feature extraction are implemented in C++ using the OpenCV Library27 .
The full set of low-level features is then :
F = {Bh, Bw, Br, Cx, Cy, Ex, Ey, Vph, Hph,m00,m11,m02,m20, Eo} . (1)
These features capture spatial and temporal information, since they are determined from the moving object
detection. However, a fall, as other human actions, is characterised by a variation of motion, so it is necessary
to capture more information about this variation taking into account a group of frames. Then, the basic spatio-
temporal descriptor of one frame is made of ϕ sets of w1 values : X =
{
fi =
{
f it
}w1
t=1
}ϕ
i=1
, where f it is the value
of the feature number i computed at the frame number t. X is built only from the original low-level features
throughout w1 successive frames.
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Some examples of variations of these features are depicted on Figure 4 (a) for a video without any fall and
(b) for a video with a fall. More generally, these two sequences illustrate several activities : scene entry, walk,
fall, immobility, sitting down, standing up and walk away from the camera, walk towards the camera. From
this curves, it is possible to suppose that the more significant features characterizing the fall (part numbered 3
in the figure) are the horizontal projection histograms Hph, the coordinate of the bounding box center, Cy, the
moment m02. The automatic feature selection method applied in section 5.1.1 will provide the final feature set.
(Cx,Cy)
(Ex,Ey)
Eo
Bw
Bh
Figure 3. Initial segmentation and low-level feature extraction samples.
4.2.2 Transformations and combinations of low-level features
The descriptor X can be seen as an input vector of the classification method as well as a set of time-dependent
signals. In order to include the variations of these signals in the classification process, it is possible to use several
well known transformations applied to the signals depicted in figure 4. The velocity can be approximated using
the discrete first derivative. The acceleration is approximated using the discrete second derivative. It is also
known that the windowed Fourier Transform combined with supervised classifier has been used with success in
several cases, such as 2D object recognition by Smach28 cancer detection by S. Parfait29 . It is also well known
10
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Figure 4. Example of low-level features variations. (left column) Video containing fall, (right column) Video without fall. Activities
numbered on figures are (1)scene entry, (2) walk, (3) fall, (4) immobility, (5) walk and sitting down (6) standing up and walk away from the
camera, (7) walk towards the camera.
that the wavelets coefficients can be used as features for pattern recognition30 . The result of the first derivative
applied to X (set of ϕ signals) during w1 frames is a set of w1 × ϕ values. We note this operator FD, where:
FD(X) =
{
αi =
{
(f it − f it+1)
}w1
t=1
}ϕ
i=1
. (2)
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The same principle is applied for the second derivative. The operator is noted SD. The result is also a set
of w1 × ϕ values.
SD(X) =
{
δi =
{
(αit − αit+1)
}w1
t=1
}ϕ
i=1
. (3)
The standard FFT algorithm is applied on the signals of X. The module of each coefficient of the Fourier
Transform is noted ξf . The set of wtf × ϕ coefficients obtained using the operator TF is :
TF (X) =
{
ξi =
{
ξif
}wtf
f=1
}ϕ
i=1
. (4)
Finally, we applied a standard wavelet transform to the original signals of X. We used the D4 Daubechies
orthogonal wavelets transform.31 The result of the transform is a set of values noted Ck. The operator is noted
W :
W (X) =
{
Ci =
{
Cik
}wW
k=1
}ϕ
i=1
. (5)
The whole spatio-temporal descriptor is as follows:
STHF = {{fi, αi, δi, ξi, Ci}ϕi=1} . (6)
STHF can be seen as a vector of dimension d = ϕ× (3w1 +wtf +wW ), which can be of high value (typically
d = 14 × 32 × 5 = 2240 in this study). Moreover, important redundancy can be present between the several
used operators. Therefore, a part of this study, presented in the section 5 will be dedicated to automatic and
experimental selection of features in order to reduce the final feature vector dimension d. The influence of some
parameters of the descriptor, such as w1 and wtf will also be studied in this section. One can note that since
we used a relatively low sampling frequency (25 frames/s), and that artifacts in segmentation can occur due to
automatic tracking errors, we filtered the signals of each feature using oversampling, convolution with Gaussian
Kernel,32? and subsampling. The influence of this step will be also evaluated in the section 5.
4.3 The classification methods
We compared in this study the classification result obtained using two supervised methods : SVM and Adaboost.
Both methods are well known and were used successfully to solve numerous pattern recognition problems such
12
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Figure 5. Spatio-temporal feature vector construction.
as anomalies detection on complex objects under manufacturer production in the industrial domain33 . SVM
usually performs better in terms of classification error, whereas Adaboost is faster during the decision step.
Moreover, Adaboost is also more suitable to hardware implementation, which can be a critical criterion for
real-time embedded application of fall detection.
4.3.1 Support Vector Machine
SVM is a universal learning machine developed by Vladimir Vapnik23 in 1979. The SVM performs a mapping
of the input vectors from the input space (initial feature space) Rd into a high dimensional feature space Q; the
mapping is determined by a kernel function K. It finds a linear decision rule in the feature space Q in the form of
an optimal separating boundary, which leaves the widest margin between the decision boundary and the input
vector mapped into Q. A Radial Basis Function SVM (RBF) was used in this study:
K(u, v) = exp
(
−‖u− v‖2
2σ2
)
(7)
Mapping the separating plane back into the input space Rd, gives a separating surface which forms the following
nonlinear decision rules:
C(x) = Sgn
(
Nv∑
i=1
yiεi ·K(si, x) + b
)
(8)
where εi are the Lagrange coefficient obtained during the optimisation process. The separating plane is con-
structed from those Nv input vectors, for which εi 6= 0. These vectors si, i = 1, ..., Nv are called support vectors
and reside on the boundary margin. All results with SVM were obtained with a home made software based
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on the LIBSVM library34 . We used the default values of the SVM parameters defined in this implementation,
excepted for the RBF parameter σ which was automatically tuned in order to optimize the classification rate.
4.3.2 Adaboost
AdaBoost is a machine learning algorithm formulated by Freund and Schapire24 in 1995. It is widely used in
the machine learning community and its application showed good performance in many important subtasks of
computer vision such as face detection35 . The basic idea of the Boosting classification is to build “strong”
classifier from “weak” ones, focusing at each iteration on misclassified samples. One particularity of Adaboost is
to provide a simple decision function and to perform a feature selection in the same training process, when the
weak classifier depends only on a subset of feature (usually only one). The algorithm described below consists
of learning weak classifiers ht given a training weighted and labeled data set DL of p samples in order to build
the final classifier by adding the weighted weak classifiers. The weight of each sample xi is noted g. In our case,
the weak classifier is defined as follow: ht (x) = 1⇔ xk < ρk and ht (x) = −1 otherwise, where ρk is a threshold
applied on the component xk of the feature vector x.
• Input DL = {xi, yi}pi=1, maximum number of iteration Tmax
• Initialize g(t)i = 1/p, ∀i = {1, ..., p}
• Do for t = 1, ..., Tmax :
– Train the classifier with respect to the weighted samples set
{
DL, g(t)
}
and obtain hypothesis ht :
x→ {−1,+1}.
– Calculate the weighted error et of ht:
et =
p∑
i=1
g
(t)
i I (yi 6= ht (xi))
– Compute the coefficient λt
λt = 12 log
(
1−et
et
)
– Update the weights
g
(t+1)
i =
g
(t)
i
Zt
exp {−λtyiht (xi)}
• Stop if et = 0 or et ≥ 12 and set T = t− 1
• Output: y (x) = sgn
(
T∑
t=1
λtht (x)
)
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Note that we developed a software tool allowing Adaboost evaluation as well as automatic hardware imple-
mentation of the decision function. This tool generates VHDL code which can be embedded in highly parallel
programmable device such as FPGA. This work is described by Miteran36 and can be used in the future evolution
of this work, i.e. the hardware implementation of the full fall detection process.
4.4 Evaluation metrics
We evaluate the fall detection process firstly at the classifier output level (measuring the error rates, computed
from the well and misclassified frames) and secondly after the filtering, computing the sensitivity, the specificity,
the accuracy, the recall and the final classification error rate as follows:
• true positives (TP): number of falls correctly detected,
• false negatives (FN): number of falls not detected,
• false positives (FP): number of images detected as a fall,
• true negatives (TN): number of images of normal activities not detected as a fall,
• precision: Pr = TPTP+FP × 100%,
• specificity: Sp = TNTN+FP × 100%,
• accuracy: Ac = TP+TNTP+TN+FP+FN × 100%,
• recall : Re = TPTP+FN × 100%,
• classification error rate: E = FN+FPTP+TN+FP+FN × 100%.
Since the goal of our work is to perform the fall detection in real-time and in a continuous way, we defined
an evaluation protocol based on a moving analysis window that we applied to the classifier output decision. The
window size w has been fixed regarding the average fall duration, which is 14 images for the whole dataset S,
with a standard deviation of 1.4. We fixed then w = 18 images. All images of the whole video sequences of test
subsets are classified, regarding information contained in the last w images. The resulting latency of a real time
implementation would be less than 1 s, which is acceptable for a real time fall detection system. And since it
is not critical to detect the fall few frames before or after the fall ground truth (which is not easily to define at
the frame level precision), we defined a delay or tolerance factor D between the theoretical fall and the detected
fall, measuring the number of images between the beginning of the ground truth fall and the detected fall. We
depicted the most important cases in the Figure 6 split into part (a) and (b) for better visibility.
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If a beginning of a fall is detected, the system waits w images before to continue the analysis. A TP (or TN)
occurs when the number Z of successive decisions “Fall” (or “No fall”) of the classifier is higher than a threshold
Zmax, and if this detection occurs close to the ground truth fall.
If D < Dmax and Z > Zmax, where Dmax is a parameter of the system, a true positive is considered. This
situation is depicted in the Figure 6 (b). It is obvious that a too high value of the Dmax parameter could lead
to an non significant classification error (always equal to zero). It seems realistic that the tolerance allowed for
the position evaluation of the fall in the video stream is lower than one second (30 frames). The final value has
been experimentally fixed to Dmax = 15, as described in the next section. The main cases depicted in Figure 6
(a) and (b) are summarized as follows :
• Case 1 : at the frames number 24, a TP is generated (Z1 > Zmax and D1 < Dmax). Note that a good
detection will generate only one true positive (TP) for the whole set of fall frames. If a fall is well detected,
a TP is generated and we wait 2w frames assuming that in a realistic configuration it is not possible to
have more than one fall in a short time duration (2 seconds),
• Case 2 : at the frame number 14, a false alarm (FP) is generated when Z2 ≥ Zmax. This is logical since
the classifier output is wrong for a high number of successive frames, and the beginning of this detection
is too far from the real fall (D2 > Dmax).
• Case 3, at the frame number 35, a TN is generated despite of being inside the interval of fall ground
truth. However, when Z3 ≥ Zmax, a FN is generated, frame 36. If no fall is detected, the classification
process continues, analyzing the next frame. A non detected fall will generate several false negatives (FN)
depending on the duration of the fall.
• Case 4 : the fall detection of the classifier occurs late after the ground-truth fall (from frame 56), and the
duration of this detection is short. However, no FP occurs : we filtered the false alarms generated at the
classification output thanks to the Zmax parameter which allows to generate a TN at the frame number
66 (Z4 < Zmax).
• Case 5 : the fall detection occurs after the ground truth fall, but since Z5 > Zmax and D5 < Dmax, a TP
is generated for the frame 50, and the system wait 2w frames before to continue the analysis.
5. EXPERIMENTAL RESULTS
We evaluated the robustness of the fall detection system thanks to the three protocols defined in section 3.2
for both SVM and Adaboost classification methods. The numbers of samples for each class ( fall or no-fall)
16
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Figure 6. Final decision : (a) case 1 to 3 (b) case 4 to 5.
that we used to train these two classifiers for the three protocols are presented in the Table 2. The SVM-based
fall detection evaluation includes the feature selection step in order to remove the non-significant features and
builds the optimum STHF descriptor. The fall detection using Adaboost classifier makes use of the full STHF
descriptor. For all the experiments, the manually defined bounding box has been used, in order to consider only
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the intrinsic discriminative capacity of each feature, independently from the body detection. So far, performance
of the system including the automatic body detection are presented.
Table 2. The numbers of true and positive samples used for Adaboost and SVM training steps
P1 P2 P3
Fall samples 812 1041 840
No fall samples 2173 2287 2143
5.1 SVM-based fall detection
During this section, we evaluated the fall detection performance using SVM and the protocol P1. We applied
feature selection methods and we evaluated the robustness of the automatic annotation.
5.1.1 Feature selection
In order to optimise the final classification rate and to build an optimised descriptor, we evaluated several
combinations of transformations using Protocol P1 and manual annotation. We evaluated the result at the SVM
output level (so the error rate is computed at image level), after a simple majority vote filtering, and at the
final decision level using the previously described metric. For computational time reasons, it is not possible to
use an exhaustive feature selection method (the total number of low-level features is d = 2240). We decided to
select firstly the best combinations of transformations and secondly the subset of low-level features using selected
combinations to build the final descriptor. Since the number of combinations of transformations is relatively low
(31 possible combinations), it was possible to use an exhaustive approach for this step, where the initial number
of low-level features is fixed to ϕ = 14.
For each step of this selection process, we tuned the parameters of the method (the width w1 of the first
and the second derivatives, the width wtf of the Fourier Transform and the NW , number of wavelet level of
decomposition) and we retained the optimum values for each combination. Examples illustrating the influence
of these parameters are depicted in Figure 7 and 8.
We tuned also the impact of the parameters of the protocol of tolerance at the final decision level and we fixed
for all the next experiments Dmax = 15 and Zmax = 9 giving the best performance. An example of this process
is illustrated in Figure 9 at the SVM output level, after the majority vote filtering and at the final decision.
The majority vote filtering applied to the SVM decisions at the image level improved the classification
performance. This enables the isolated decisions in the temporal domain to has a better consideration. However,
the filter does not affect the performance at the final decision, since our metric removes also the isolated decisions.
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The results are summarised in the Table 3, together with the results obtained applying the final decision
stage previously described in section 4.4 which was proposed aiming to tolerate delay between the detected fall
and its corresponding ground truth. Using this new metric, four combinations allow us to have global errors
equal to zero : STHFa = {X,FD(X)}, STHFb = {W,FD(X)}, STHFc = {X,W (X), FD(X)}, STHFd =
{TF (X),W (X), FD(X)}.
In order to optimise the global computation time, we used in the next experiments these four best combina-
tions. For a real-time implementation, the simplest combination can be retained, i.e. the original features values
combined with the first derivative transformation : STHFa = {X,FD(X)}. Indeed, at the SVM output level,
the recall rate is better for STHFb, STHFc and STHFd which use the Fourier and Wavelet transforms, but
this difference is not significant at the final decision level. For real-time hardware implementation of the full
process, the computation of transformations can be then avoided without affecting significantly the classification
performances.
Table 3. Combinations performance for manual annotation with pre-filtering at the SVM output and final levels using the
protocol P1.
SVM level performance Final level performance
Combination E Sp Ac Pr Re E Sp Ac Pr Re
X 3.51 97.01 96.39 92.21 94.75 0.29 99.79 99.70 96.07 98.01
TF 5.05 94.82 94.77 86.61 94.63 0.67 99.98 99.32 97.87 88.46
W 2.56 98.29 97.40 95.42 95 0.38 99.79 99.61 96.07 96.07
FD 3.1 97.29 96.84 92.59 95.56 0.29 99.79 99.71 96.07 98.03
SD 7.6 94.14 92.85 86.07 89.66 1.37 98.75 98.62 80.05 96.04
X+FD 2.5 98.57 97.47 96.12 94.54 0 100 100 100 100
X + TF 3.42 97.23 96.53 92.74 94.64 0.39 99.59 99.61 92.59 100
X + SD 2.82 98.61 97.16 96.18 93.28 0.29 99.79 99.70 96.07 98.02
X +W 3.11 97.50 96.84 93.42 95.10 0.19 99.79 99.80 96.15 100
FD + SD 3.75 97.58 96.22 93.48 92.58 0.58 99.48 99.41 90.74 98.01
TF + FD 3.8 96.83 96.14 91.74 94.29 0.48 99.69 99.51 94.11 96.08
TF + SD 3.61 97.45 96.34 93.20 93.39 0.38 99.79 99.61 96.00 96.03
TF +W 3.33 97.18 96.62 92.67 95.10 0.19 99.89 99.80 98.01 98.07
W+FD 2.91 97.24 97.08 93.40 96.67 0 100 100 100 100
W + SD 3.08 98.59 96.92 96.39 92.76 0.29 99.69 99.70 94.34 100
X + TF + FD 2.67 98.08 97.30 94.88 95.20 0.09 99.89 99.90 98.03 100
X + TF + SD 2.65 98.43 97.33 95.51 94.20 0.09 99.89 99.90 98.03 100
X + TF +W 3.26 96.74 96.66 91.71 96.46 0.29 99.79 99.70 96.07 98.05
X+W+FD 2.67 97.72 97.32 94.47 96.33 0 100 100 100 100
X +W + SD 3.01 98.01 96.98 95.05 94.42 0.29 99.69 99.70 94.34 100
FD + SD +X 3.26 97.94 96.70 94.44 93.39 0.19 99.89 99.80 98.08 98.01
FD + SD + TF 3.73 97.41 96.35 93.11 93.52 0.19 99.89 99.80 98.04 98.00
FD + SD +W 3.58 97.36 96.44 93.03 93.97 0.29 99.79 99.71 96.07 98.00
TF+W+FD 3.04 96.71 96.93 92.28 97.50 0 100 100 100 100
TF +W + SD 3.35 97.82 96.64 94.56 93.70 0.29 99.79 99.71 96.07 98.03
X + TF +W + FD 3.01 97.05 96.97 92.97 96.80 0.09 99.89 99.90 98.03 100
X + TF + FD + SD 3.66 95.93 96.32 90.61 97.27 0.09 100 99.90 100 98.02
X + TF +W + SD 3.35 97.82 96.64 94.56 93.70 0.38 99.69 99.61 94.23 98.05
X +W + FD + SD 2.97 97.09 97.01 93.08 96.80 0.38 99.79 99.61 96.01 96.08
TF +W + FD + SD 3.56 97.34 96.43 93.46 94.20 0.19 99.89 99.80 98.00 98.04
X + TF +W + FD + SD 3.29 97.58 96.66 93.59 94.19 0.29 99.79 99.70 96.07 98.03
Then, we selected the features from the set F using a standard SBFS approach37 minimising the error at the
SVM output level. The minimum error at the majority vote level is obtained for ϕ = 7 features (see Figure 10).
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Figure 7. Influence of the width of the TF window.
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Figure 8. Influence of the Wavelet transform level.
0
0,5
1
1,5
2
2,5
3
3,5
4
4,5
5
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
G
lo
b
al
 e
rr
o
r 
(%
)
Dmax
Figure 9. Dmax influence for the combination STHFa = {X, FD(X)}.
The final set Fs of features used for next experiments is thus:
Fs = {Cy,m00, Ex, Br, Eo,m02, Hph} (9)
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Using these ϕ = 7 low-level features selected after applying the two transformations, we build the descriptor
STHFa SBFS = {Xs, FD(Xs)} where Xs represents the basic spatio-temporal descriptor constituted only of the
Fs selected features. The final dimension of the feature space is d = 32× 7× 2 = 448.
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Figure 10. SBFS-based low-level feature selection for the combination STHFa = {X, FD(X)}.
5.1.2 Performance of the automatic tracking and annotation
We evaluated our fall detection method using SVM and the selected STHFa SBFS descriptor including the
automatic annotation, for the four combinations giving best performance in the previous experiment, i.e using
manual annotation). We presented some examples of automatic and manual annotations (bounding boxes and
ellipses) in Figure 11. According to the Table 4, at the SVM level, the classification errors are slightly higher using
the automatic annotation than manual annotation, for the four combinations previousely selected. However,
at the final decision, which includes tolerance, the performance are close to the performance of the manual
annotation showing that the automatic annotation is approved (classification errors are lower than 1%). Between
these four combinations, X + FD applied to Fs is still giving the best performance at the final decision level as
well as at the SVM output which confirms the result of the previous combinations selection procedure.
Table 4. Fall detection performance (%) using SVM and STHFa SBFS descriptor - Protocol P1
Manual annotation Automatic annotation
SVM level performance Final level performance SVM level performance Final level performance
Combination E Sp Ac Pr Re E Sp Ac Pr Re E Sp Ac Pr Re E Sp Ac Pr Re
X + FD 2.50 98.57 97.47 96.12 94.54 0 100 100 100 100 4.94 87.36 95.22 87.36 96.41 0.38 99.61 94.23 98.00 99.69
W + FD 2.91 97.24 97.08 93.40 96.67 0 100 100 100 100 5.04 87.51 94.93 87.51 96.08 0.48 99.51 94.34 96.15 99.69
X +W + FD 2.67 97.72 97.32 94.47 96.33 0 100 100 100 100 5.11 87.56 94.86 87.56 95.73 0.77 99.22 93.87 90.19 99.69
TF +W + FD 3.04 96.71 96.93 92.28 97.50 0 100 100 100 100 5.11 87.56 94.86 87.56 95.73 0.48 94.11 99.51 96.00 99.79
Still in the context of automatic annotation validation, we evaluated the pre-filtering step which consists to
apply oversampling and convolution with Gaussian Kernel based filtering to the feature vector samples. This
approach is standard in pyramidal multiscale signal analysis. As an important result, we got to improve the
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Figure 11. Dataset with manual (a) and automatic (b) annotations.
detection rates. Indeed, at the final decision the recall was clearly increased and the global error was decreased
to half when we performed the method based SVM and STHFa SBFS using the automatic annotation. These
simple operations not only smoothed the automatic annotation errors but also allowed to have better performance
when the manual annotation is used (the recall raised from 98% to 100%). Table 5 illustrates the impact of the
pre-filtering operations to filter out detection errors and hence the classification errors and showed the robustness
of the automatic annotation as well (the global error is 0,38%). In the best case, using the automatic annotation,
only one fall was not detected from a total of 65 videos, regardless the direction of the fall or the position of the
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body in the scene, and there were three false positives.
Table 5. Fall detection performance (%) using SVM and the STHFa SBFS descriptor at the final decision level- Protocol
P1
Manual annotation Automatic annotation
Without pre-filtering With pre-filtering Without pre-filtering With pre-filtering
Sp 100 100 99.69 99.69
Ac 99.90 100 99.32 99.61
Pr 100 100 94.00 94.23
Re 98.00 100 92.157 98.03
E 0.097 0 0.67 0.38
5.2 Adaboost-based fall detection
Since Adaboost algorithm provides classification rule together with feature selection, the original descriptor used
is the full STHF , i.e. the total number of d = 32 × 14 × 5 = 2240 values. We evaluated the performance of
the method using manual and automatic annotations with and without pre-filtering operations (protocol P1).
Results are presented in the Table 6.
Using the automatic annotation, performance were slightly lower than the manual ones. Thus, we manage to
confirm the robustness of the automatic annotation used for our fall detection system where the error is 0,33%
for the manual annotation while it is 0,58% for the automatic tracking. From this table, we noted that the
performance were significantly improved thanks to the convolution with Gaussian Kernel based filtering applied
to the oversampled low-level features. These operations implied a considerable gain in recall (roughly 2% for
manual and automatic annotations). Using manual annotation, the global error rate increased from 0,48% to
0,33% and from 1,07% to 0,58% using automatic annotation. Thus, we experimentaly shown the impact of these
operations to filter out the errors of the automatic annotation.
An interesting result is that Boosting classification, despite the simplicity of the decision function, gave good
performance. It showed the effectiveness of our spatio-temporal descriptor to distinguish between falls and others
activities. Using Boosting classification, from a total of 65 videos, 50 containing falls (Protocole P1) only two
falls were non detected, without any false positive.
At the final decision level and with pre-filtering operator, the fall detection performance using Adaboost,
compared with the performance of the method using SVM classification, decreased for manual (error increased
from 0% to 0,33%) and automatic annotations (error increased from 0,38% to 0,58%) . This loss of performance
is acceptable considering the possibility of computing time gain (see section 5.4).
5.3 Comparison with state-of-the-art
There is unlikely no common fall database available, and so the most of previously reported works create their own
databases for evaluation aims, and so it is hard to compare them with our method directly. Rougier17 obtained
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Table 6. Fall detection performance using Adaboost and STHF descriptor at the final decision level- Protocol P1.
Manual annotation Automatic annotation
Without pre-filtering With pre-filtering Without pre-filtering With pre-filtering
Sp 99.69 99.76 99.38 99.79
Ac 99.51 99.66 98.92 99.42
Pr 94.11 96.07 88.46 95.91
Re 96.00 98.00 90.19 92.15
E 0.48 0.33 1.07 0.58
a global error rate of 4.6% whereas our error rate is 0.38%, however these rates are not really comparable
since the test protocols are different: we evaluated the performance at the slot level, and Rougier evaluated
the performance at the video level, which is not really applicable in the real world where video is acquired in a
continuous way.
Thome38 obtained for real falling cases 82% true positives using a multi-view method whereas we had 92%
and 90% true positives using respectively SVM and Boosting clasifications, noting that we acquired video data
from single camera independently of the camera axis.
Moreover, the choice of the orientation of the camera of Rougier (very wide angle lens and camera fixed
on the ceiling) is not suitable to our feature extraction. We evaluated our algorithm using their database, and
obtained a global error rate of 4%,with a recall of 73% and a precision of 97.7%. The difference of performance
comes mainly from the difference of camera setup : our camera was set at only 2 meters from the ground and
used a narrower angle lens. Our setup better captures vertical motion which characterizes falls. This lead us to
evaluate the robustness of our method to location change between training and testing, since in real application
the final user it is not always able to train the system using fall simulation.
5.4 Robustness to location change
We evaluated our fall detection method using the images acquired in several locations. The three protocols P1,
P2 and P3 were used in order to evaluate the robustness of the automatic fall detection method to location
change, using Adaboost and SVM classifiers. The results are presented in the Table 7, in terms of classification
performance and in terms of computation time of the decision function, per frame. The computation time is
here evaluated using C++ implementation of the decision function and a 2.6 GHz based standard PC, without
specific optimisation.
For all experiments, the classification results obtained using the protocol P2 (training using videos of “Coffee
Room” and testing with videos from “office” and “Lecture Room”) depicted a significant loss of recall and
precision performance in comparison with performance using the protocol P1 where all the videos were acquired
in the same location.
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Indeed, using P2, the system has to classify some data acquired using a setup very different from the training,
which causes an important number of false positives and false negatives. However, the results of protocol P3
show that it is beneficial to add in the training set some videos without fall, acquired in the current location
allowing to get close to P1 performance. We selected only videos without fall which is realistic since final user
can easily record some videos of normal activities at home (the final location) and then update the training.
Using this protocol we obtained better performance of the fall detection system. Thus, we prove that it is robust
to the location change. These observations are suitable for the five configurations (listed in the table below) that
we used in order to find the optimum descriptor in terms of recognition rates and processing time.
Using the STHFa SBFS descriptor, the results of protocol P1 using SVM (global error rate of 0.38% and
recall of 98%) are better than the results of the same protocol P1 using SVM and the full descriptor STHF
(global error rate of 0.77% and recall of 88.23%). This is the same for the protocol P3, using selected features,
the global error decreased from 1.55% to 0.16% and the recall increased from 80.64% to 90.32%. As a finding,
the optimised descriptor STHFa SBFS allows to have better performance by removing the irrelevant features. In
the context of robustness to location change, the detection results are very motivating especially for the “SVM
after selection” configuration.
Table 7. Automatic fall detection robustness to location change at the final decision level - Descriptor optimisation
SVM before SVM after Boosting SVM after Boosting- Boosting afterSBFS SBFS based feature selection SBFS
Initial
STHF STHFa SBFS STHF STHFboost STHFa SBFSdescriptor
Protocol P1 P2 P3 P1 P2 P3 P1 P2 P3 P1 P2 P3 P1 P2 P3
Sp 99.79 99.05 98.74 99.69 99.70 99.95 99.79 99 99.73 99.88 98.69 99.87 99.69 99.35 99.67
Ac 99.23 98.24 98.44 99.61 99.54 99.83 99.42 98.33 99.32 99.56 97.57 99.58 99.51 98.03 99.36
Pr 95.74 86.84 52.08 94.23 84.84 96.55 95.91 56.41 82.14 97.91 82.92 88.88 94.11 87.87 80.64
Re 88.23 86.84 80.64 98.00 90.32 90.32 92.15 68.75 74.19 94.03 82.92 77.41 96.01 76.31 80.64
E 0.77 1.75 1.55 0.38 0.45 0.16 0.58 1.55 0.67 0.43 2.42 0.41 0.48 1.96 0.63
Time(µs) 8590.47 7901.39 11932.41 248.61 128.16 216.08 3.63 3.27 3.64 42.31 33.90 40.91 2.63 2.56 2.62
The decision time per frame using the STHFa SBFS is then decreased (about 40 times) in comparison with
the STHF descriptor for the three protocols. Thus, we got an optimised descriptor able to distinguish falls from
others activities in a relatively short time.
The performance obtained using Adaboost and STHF descriptor are close to those obtained using SVM and
STHFa SBFS . Even if the recall is only 74.19% for the Adaboost-based method, the performance still promising
especially regarding the processing time. Indeed, the processing time using SVM is about 30 times longer than
Adaboost decision. This difference is due to decision function complexities of these two algorithms, given in
section 4.3. It should also be noted that the STHF descriptor used for Boosting based fall detection requires the
computation of all transformations and all the low-level features. This may slow the global system down (the
computation time of these transformations is 0.56 ms/frame for STHF and 0.3 ms/frame for STHFa SBFS).
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We defined then the configurations “SVM after Boosting” and “Boosting after selection” using respectively
STHFboost (the descriptor built using the feature selection step performed in the Adaboost training process)
and the STHFa SBFS descriptor. The general performance (protocol P1) using Adaboost and the optimised
descriptor STHFa SBFS are close to the performance of SVM fed by the full descriptor, especially for the protocol
P1. Using this configuration (Boosting after selection), the method is still robust to location change (protocol
P3).
In order to illustrate how the non-fall activities are confused with fall, we classified the actions found in the
dataset into ten categories (fall, walk, lie down on a mattress, stand up from a mattress, sit down, stand up from
a chair, move a door, move a chair, bend down, others). Performance of detection is summarized in the Table 8.
Table 8. Number of False Negatives and False Positives per action. Na is the total number of considered action
Fall
FN/Na
Walk
FP/Na
Lie down
FP/Na
Stand up from a mattress
FP/Na
Sit down
FP/Na
Stand up from a chair
FP/Na
Move a door
FP/Na
Move a chair
FP/Na
Bend down
FP/Na
Others
FP/Na
SVM after SBFS 3/31 0/107 1/12 0/14 0/17 0/20 0/12 0/12 0/9 0/54
Boosting after SBFS 6/31 4/107 2/12 0/14 0/17 0/20 0/12 0/12 0/9 0/54
6. CONCLUSION
We presented in this paper a method for real-time fall detection of one elderly person living alone, using only
one camera, based on a spatio-temporal descriptor.
We evaluated the robustness of our method using a realistic dataset and we evaluated the ability of some
standard transformations to improve the classification performance. We built a high-dimensional spatio-temporal
descriptor named STHF in order to raise maximum informations about events and to use a powerful classifier
which enables the variation of these features to be taken into account.
We also introduced a new metric allowing to evaluate the event detection at the slot level, taking into account
a tolerance (0.5 s) on the instant of the detection which is not critical for real application.
We evaluated SVM and Adaboost algorithms for classification followed by final decision step. During this
study, we were brought to build experimentally an optimised descriptor that allows to have good performance
in terms of classification rates and time processing.
For the SVM-based method, we built the descriptor STHFa SBFS after feature and combination of trans-
formations selection methods. This descriptor is obtained combining seven low-level features with their first
derivative, i.e. their velocity, automatically extracted and tracked using robust algorithm.
Using Adaboost classification, we reached promising tradeoff between classification performance and time
processing. This method is more suitable for real-time (eventually hardware) fall detection application thanks
to its simple decision function.
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Hence, we evaluated the robustness of our method regarding location changes. We proposed a realistic and
pragmatic protocol which enables performance to be improved by updating the training in the current location,
with normal activities records.
Evaluating the method using P1 and P3 protocols, the global error rate is lower than 1%. This error seems
acceptable to real applications of fall detection using only one camera.
We plan in the next future to implement the full process in a smart camera, as well as the adaptive compression
scheme described in the introduction.
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Abstract. Imaging systems are progressing in both accuracy and ro-
bustness, and their use in precision agriculture is increasing accordingly.
One application of imaging systems is to understand and control the cen-
trifugal fertilizing spreading process. Predicting the spreading pattern on
the ground relies on an estimation of the trajectories and velocities of
ejected granules. The algorithms proposed to date have shown low ac-
curacy, with an error rate of a few pixels. But a more accurate estimation
of the motion of the granules can be achieved. Our new two-step cross-
correlation–based algorithm is based on the technique used in particle
image velocimetry (PIV), which has yielded highly accurate results in the
field of fluid mechanics. In order to characterize and evaluate our new
algorithm, we develop a simulator for fertilizer granule images that ob-
tained a high correlation with the real fertilizer images. The results of
our tests show a deviation of <0.2 pixels for 90% of estimated velocities.
This subpixel accuracy allows for use of a smaller camera sensor, which
decreases the acquisition and processing time and also lowers the cost.
These advantages make it more feasible to install this system on existing
centrifugal spreaders for real-time control and adjustment. C© 2011 Society of
Photo-Optical Instrumentation Engineers (SPIE). [DOI: 10.1117/1.3582859]
Subject terms: particle image velocimetry; high-speed imaging; motion estimation;
normalized cross-correlation; centrifugal fertilizer spreading.
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1 Introduction
Imaging systems have gradually been introduced over
the last few decades for agricultural applications in
0091-3286/2011/$25.00 C© 2011 SPIE
horticulture, robotics, and remote sensing. The emergence
of the precision agriculture concept has stimulated develop-
ment of these systems, particularly in fertilization. Various
authors1–4 have developed models based on machine vision
techniques for understanding and controlling the centrifugal
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Hijazi et al.: Two-step cross correlation–based algorithm for motion estimation. . .
fertilizing spreading process, because this is the type most
commonly used in Europe. This type uses spinning disks
with vanes that throw packets of fertilizer grains into the
field. The developed models aim to accurately determine the
trajectories of the granules ejected by the disk and predict
the fertilizer distribution on the ground using a specific
ballistic flight model.
The imaging systems developed by Cointault et al.5 and
Vangeyte and Sonck2 were based on a device combining
a high-resolution monochrome CCD camera with strobe
systems resulting in multiexposure images. These imaging
systems differ in the size of the field of view (1×1 m2
versus 0.10×0.10 m2) and the stroboscopic approach
[photographic flashes versus Classical light-emitting diodes
(LEDs)]. The systems previously developed are described in
Fig. 1.
After breaking down each multiexposure image in se-
quences of images similar to those usually obtained with
high-speed cameras, Cointault et al.5 proposed a method of
motion estimation that combines a theoretical model of the
granule distribution and the Markov random fields method
(MRFs) to estimate the motion of the fertilizer granules. Vi-
sually, this method gave very good results but the estimated
displacements present a bias error of >5 pixels, which can
produce important errors in distribution on the soil. The low
accuracy is caused by the small motion detection field of
MRFs (3 pixels).6 The hypothesis of invariance of lumi-
nance between two successive images, required when using
the optical flow principle, was not always verified. For these
reasons, we set out to develop a more accurate motion esti-
mation algorithm.
Particle image velocimetry (PIV) is a well-known tech-
nique for measurement of particle velocity in the field of fluid
mechanics. It is based on correlation to find a position in the
image I1, taken at t + t, which gives the best matching cost
for a pattern in the image I0, taken at the instant t. Fertilizer
granules and PIV particles have a similar shape in images
(Fig. 2). This similarity makes it possible to apply the proven
high-accuracy PIV algorithms to the estimation of the fertil-
izer’s movement. Two other important similarities between
our application and PIV techniques for fluid mechanics exist,
namely,
1. Illumination variation. Because particles in fluid me-
chanics are moving within a sheet of light, their in-
tensities vary between the two exposures. The lift of
the ejected fertilizer granules produces a comparable
illumination variation in our images.
2. Measurement noise. Particles in fluid mechanics move
in and out of the sheet of light, which creates measure-
ment noise. The same noise is found in our images,
caused by occlusion from overlapping grains.
An important difference is that the fertilizer granules
are concentrated in one zone of the image, unlike parti-
cles in PIV images. This difference must be taken into
account.
Image digitization has led to improvements in PIV since
its inception. The basic pixel-level correlation of particle im-
ages has improved,8 which led to improvements in the sub-
pixel accuracy of this technique.9 The accuracy of PIV has
now been intensively tested on both experimental and sim-
ulation images. The different algorithms were tested against
each other in three PIV Challenge contests.10–12 An accu-
racy of <0.01 pixels is found on simulated images13, 14 us-
ing advanced algorithms.15, 16 But real recorded images now
show an accuracy of 0.1 pixels.17 Because ideal images for
PIV have particles uniformly distributed inside the analy-
sis area, the standard PIV analysis is done on a regular
grid (i.e., rectangular mesh with a constant step size). In
order to deal with large displacement, a multiscale analy-
sis of the PIV image is done by performing several PIV
analyses (passes) using different window sizes. For exam-
ple, on a three-pass algorithm, the first pass is typically
64×64 pixels, the second is 32×32, and the last one is
16×16 pixels.
To achieve a 0.1-pixel accuracy, the last pass window
should contain at least 10 particles.8 This number of particles
per window can be converted into a concentration of particles
[i.e., particles per pixel (ppp)]. We take this to correspond to
0.03 ppp. Accuracy is also related to the particle size. It
should be over 2 pixels in diameter to satisfy the sampling
theory. Of course, bigger particles give higher accuracy but
less spatial resolution.
The aim of this paper is thus to propose an adapted PIV
algorithm for application in fertilization. We first describe
the use of the new algorithm and the characterization of its
parameters in Sec. 2. We then present, in Sec. 3, the experi-
mental evaluation of the accuracy of the proposed algorithm,
followed by our conclusions and plans for further research
in Sec. 4.
Fig. 1 Graphical representation of our measurement concept: (a) the real spreading process, (b) analyzing the one-disk process with a measuring
system, and (c) the resulting multiexposure images for image processing.
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Fig. 2 (a) Granules’ real image and (b) PIV particles image (Ref. 7).
2 Algorithm Description and Characterization
The typical concentration of granules in one zone of our im-
ages (called a “throw”) and their large specific displacement
(i.e., >40 pixels) do not allow for direct application of the
PIV algorithm. Therefore, the new algorithm introduces an
additional processing step, which takes the large and cen-
trifugal displacement of granules into account.
During the spreading process, some particles are ejected
incorrectly because they leave the vane too early, they bounce
off the spinning disk, or they hit by the vane edges.
In a well-adjusted spreader, these particles are relatively
few and do not contribute significantly to the fertilizer distri-
bution in the field. Because their speed and direction differ
significantly compared to the other particles in the throw,
these particles can enter or leave a specific frame. This means
they will appear in one frame but are not visible in the suc-
cessive frame. The proposed algorithm connects the pixels
of corresponding particles in successive frames. For pixels
belonging to the described particles, the algorithm will not
find the right corresponding pixels (because they do not exist
in the successive frame). In these specific cases, the outcome
of the algorithms will be wrong. However, because their num-
ber is negligible, we can treat them as noise on the image that
disturbs the algorithm.
We therefore treat them as noise. In Sec. 2.3, we present
our granule-ejection simulation algorithm, which we use to
characterize and validate the proposed motion-estimation
algorithm.
2.1 Motion Estimation Based on a Two-Step
Cross-Correlation Algorithm
Both steps of our two-step algorithm use cross-correlation to
find the velocity vectors. The first step calculates one total
displacement vector for each fertilizer throw, and the second
Fig. 3 Principle of the two-step cross-correlation algorithm.
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Fig. 4 (a) Synthetic image of two granules, (b) part of corresponding
velocity vectors obtained with cross-correlation, (c) real image of two
fertilizer throws, and (d) part of corresponding velocity vector field
obtained with cross-correlation.
one refines this vector to estimate the local motion for each
pixel (Fig. 3). This two-step methodology has been used with
relative success for the MRF-based technique (see Ref. 1).
The modulus of the velocity vectors obtained with the new
algorithm for real fertilizer images are close to velocities of
a granule determined visually on the images (Fig. 4). The
accuracy of the direction of the resulting velocity vectors
is not high, however. Centrifugal force acts on the grains
in fertilizer throws, resulting in different directions for each
grain depending on its location in the throw.
To reduce the effect of the centrifugal displacement on the
global motion, we propose multiple global velocity vectors.
The granule motion follows a ballistic model, meaning that
the 2-D motion direction of each granule and its position in
Fig. 5 Flowchart of the motion estimation based on our two-step
cross-correlation algorithm.
the throw barely change over time. Hence, when splitting the
throws in image I0 and image I1 in several areas with an equal
proportionality, we can assume that the granules of each area
of I0 correspond to the granules of the same area in I1. Then
we can determine a global motion vector for each area. The
resulting algorithm is shown in Fig. 5.
To reduce the amount of data to manipulate as well as the
processing time, the throw is detected as a region of interest
(ROI). This detection is based on a simple scanning of the
image and a threshold. The particles are highly contrasted
compared to the background; therefore, a threshold for the
pixels belonging to the granules is fixed. Then a horizontal
and vertical scan of the image searches the position of the
first and last pixels with a value higher than the threshold
[Fig. 6(a)].
The second step is the “throw-area partition” based on the
modeling of the throw by an arc. This is performed in the
following stages:
1. Determination of three points in the throw. To model
the throw, these three points should belong to its top,
center, and end. To accurately determine these points,
they are calculated as the gravity centers of the grain
pixels within a rectangle on the top, center, and the
end of the throw [Fig. 6(b)].
Fig. 6 (a) Area bordered by the four lines representing the ROI and (b) details of the determination of the three points needed for modeling the
throw (h is the length of the detected ROI).
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Fig. 7 Determination of the opening angles: the dotted arcs repre-
senting the modeling circles that pass in the throws.
2. Calculation of the center of the circle. The previously
determined three points are sufficient to calculate the
center and radius of the circle, which passes through
those three points.
3. Determination of the opening angle. The angle be-
tween the line that joins the center of the circle with
the top of the arc and the line that joins the center with
the end of the arc (Fig. 7) is calculated.
4. Area partition. The number of segmented areas is
influenced by the degree of accuracy and the ratio of
the chords that join the top and end of the arc mode-
ling the throw in the first and second images (r = l0/l1).
The lower the value of r is, the higher the number of
cut points. We then determine the cut points on the
arc by dividing the opening angle by the number of
segmented areas.
After cutting the throw, the global motion vectors are de-
termined by finding the position that gives the maximum
correlation between the areas in the first and second images
using cross-correlation. Finally, the global motion for each
pixel is then adjusted to find the local motion vectors by fixing
the search window (SW) around the position predicted from
the global estimation (Fig. 3). At this level of the algorithm, a
subpixel refinement is performed. The cross-correlation peak
in a resulting subwindow can be approximated by different
curves (e.g., Gaussian and parabolic). The interpolation of
the cross-correlation peak enables subpixel displacement to
be determined (Fig. 8). Various subpixel interpolation meth-
ods have been tested; the most efficient one is 2-D Gaussian
interpolation. Global review and comparison of these meth-
ods is well described.6
2.2 Characterization of Algorithm
When assessing the quality of the algorithm, the influence
of the processing parameters on the accuracy of the velocity
measurement must be evaluated (e.g., the number of the zones
used for the dissociation of a fertilizer throw, the search
window size, and the number of rectification passes).
Fig. 8 Principle of the 2-D Gaussian interpolation method.
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2.2.1 Number of zones
As mentioned above, the number of the zones used for the
dissociation of a fertilizer throw influences the accuracy of
the estimation. The smaller the number of zones used, the
higher the probability of error on the estimated velocities,
owing to the effect of the centrifugal displacement.
2.2.2 Search window
The SW defines the region in I1 where the best correla-
tion with a pattern of I0 is searched. The size of the pattern
should be half of the SW to have the best ratio between the
displacement measurement length and the amount of signal
encountered. A reliable correlation requires two conditions:
(i) the displacement of all elements inside the chosen pattern
should be similar and (ii) sufficient information inside the
pattern should be provided. To find a compromise between
these two conditions, the size of the pattern that gives the
best accuracy is investigated in an interval between 10×10
and 25×25 pixels2. A pattern size larger than 25×25 pixels2
violates the first condition, whereas a pattern size smaller
than 10×10 pixels2 violates the second one (see Sec. 2.4.2).
2.2.3 Number of rectification passes
The rectification pass represents the step of the local motion
calculation (Sec. 2.1). We tested one and two rectification
passes. The SW size in the second pass is reduced to a quarter
of the SW size in the first pass. For example, if the size of SW
in the first pass is 50×50 pixels,2 then its size in the second
pass will be 25×25 pixels2. Thus, the second pass reduces
the effect of large disparity of the granule’s velocity in the
pattern. We performed several tests; results are presented in
Sec. 2.4.3.
2.3 Simulated Granule Image Generator
Known values of granule displacements are needed to vali-
date the proposed algorithm. On real images of the fertilizer
flow, the displacements are unknown. It is thus not possible
to use them to validate the algorithm. Therefore, we have
developed new and specific algorithms to simulate fertilizer
granule images with known displacements.
To obtain a high correlation between simulated and actual
images, the characteristics of actual fertilizer throws (e.g.,
the centrifugal center and three points defining the arc of
the throw) are taken into account. The simulated images are
created in two steps: (i) creation of the first throw of granules
and (ii) creation of its displacement, as follows:
1. The throw is modeled by an arc, and the granules are
modeled by disks whose amplitude of pixel luminos-
ity has a 2-D Gaussian shape. Granules are placed
randomly around the arc, taking into account the fric-
tion effect, which causes greater distances between
the grains at the end of the throw.
2. For the displacement of the throw, the centrifugal ef-
fect is taken into consideration by displacing each
grain on an axis originating from the centrifugal cen-
ter (Fig. 9).
The fertilizer mass flow (i.e., number of particles) is cal-
culated based on a quantity of fertilizer spread in a field.
Generally, a centrifugal spreader runs at 7 km/h (∼2 m/s)
with a classical working width of 24 m (working widths are
included between 12 m and 48 m). Fertilizer applications be-
Fig. 9 Centrifugal effect.
tween 100 kg/ha and 500 kg/ha, with an average at 300 kg/ha,
were used. Figure 10 clearly illustrates that our simulating al-
gorithm provides images highly correlated to actual images,
as shown by the two images resulting from the subtraction
and the sum of the real and simulated images.
2.4 Algorithm Parameters Characterization by
Means of Simulated Images
Because at the present time the velocities and the trajectories
are unknown, the accuracy of the method could not be tested
on real images. Therefore, the influence of the parameters
was performed using simulated images. Images with dif-
ferent numbers of granules and several displacements were
used. The following paragraphs present the results of the tests
performed to evaluate the influence of the number of zones,
SW, and number of rectification passes.
2.4.1 Number of zones
Four combinations of density and displacement of granules
were investigated. Estimation of the accuracy was determined
for a number of zones ranging from 3 to 15. Figure 11 shows
that the error increased when using a low number of zones
Fig. 10 Comparison between simulated and real images.
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Fig. 11 Horizontal and vertical errors for velocity according to the number of zones, the density, and the displacement.
with displacement of 140 versus 70 pixels. With a displace-
ment of 140 pixels, the dispersion of granules was more
significant than with a displacement of 70 pixels, and a small
number of global velocity vectors was no longer representa-
tive of the motion of the granules. The probability of nonre-
liable correlation thus increased. By increasing the number
of zones, the number of global vectors increases while the
error decreases to reach a stable value. This stable error is
<0.5 pixels in both directions (horizontal and vertical) for a
number higher than eight zones.
2.4.2 Search window
To test the algorithm under maximum influence of the
centrifugal effect, images with large granule displacement
(140 pixels) were used. Figure 12 shows that a large SW
associated with a smaller number of zones gives higher
accuracy than a small SW. On the other hand, when the
number of zone increases, the accuracy using a small SW
(20×20 or 30×30 pixels2) increases to reach a stable state
when the number of zones is sufficiently high. The SW of
20×20 pixels2 presents the highest accuracy with a number
of zones higher than eight.
These results were expected and can be explained as fol-
lows. With a displacement of 140 pixels, the dispersion of
granules is high, and as mentioned above, a small number
of global velocity vectors are not representative of the gran-
ules’ motion. Nonetheless, this restriction can be bypassed
by enlarging the SW. A large SW allows for matching with
the dispersed granules, but there is a risk that the displace-
ments of objects inside the pattern may be different. This
is the reason for higher accuracy with 40×40 pixels2 than
with 50×50 pixels2. For the same reason, the 20×20 pixel2
SW gives the highest accuracy when using a large number of
zones to solve the dispersion problem.
2.4.3 Number of rectification passes
Figure 13 compares the accuracy from SWs sized 20×20,
30×30, and 40×40 pixels2 for one and two rectification
passes. Of all the possible numbers of zones, the rectification
by two passes with a 40×40 pixel2 SW has the highest accu-
racy. The highest accuracy for two passes is only found for
the 40×40 SW due to the pattern size in the second pass. For
an SW size of 20×20 and 30×30 pixels2, the pattern sizes in
the second pass are 5×5 and 7×7 pixels2, respectively. These
patterns are small and do not provide sufficient information.
Fig. 12 Horizontal and vertical errors for velocity according to the size of the search window with 300 particles per image and particle
displacements of 140 pixels in two successive frames.
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Fig. 13 Horizontal and vertical errors of the velocity according to the number of passes.
This is not the case with a SW size of 40×40 pixels2. Further-
more, the SW of 40×40 pixels2 in the first pass reduces the
effect of centrifugal displacement, which is clearly shown by
the stable shape of the accuracy curve presented in Fig. 13.
The advantage of a bigger SW and the two-pass ap-
proach disappears as the number of zones increases. When
using more than eight zones, one pass with a SW size of
20×20 pixels2 gives the accuracy of the two rectification
passes with SW size of 40×40 pixels2.
2.4.4 Analysis
Our study shows that two parameter combinations gave the
best results for granule motion estimation: two rectification
passes with SW size of 40×40 pixels2 and a number of zones
higher than five or a single rectification pass with SW size of
20×20 pixels2 and a number of zones higher than 10. Given
that the computation time of two passes is higher than for
one pass, we adopted the second combination.
2.4.5 Noise analysis
Several types of sensor noise can influence the accuracy of
the motion estimation in this analysis. Therefore, three types
of noise are considered:17 additive Gaussian white noise,
salt-and-pepper noise, and multiplicative noise. First, a se-
ries of images with different levels of Gaussian white noise
were tested. The Gaussian white noise used to characterize
different PIV algorithms18 was 2% of the dynamic range
(i.e., five gray levels for a quantization on 8 bits). However,
to ensure the robustness of the algorithm, we tested it on
12 different images. For each test, a Gaussian white noise
was added to the 12 images. The maximum amplitude of the
Gaussian white noise was one gray level in the first test and
was increased by 1 gray level in each following test until it
reached 20 gray levels. Using single rectification pass with
SW size of 20×20 pixels2, the accuracy does not decrease
by >0.06 pixels (Fig. 14).
Fig. 14 Horizontal and vertical errors of the velocity according to the Gaussian white noise in the gray level. The abscissa axis shows the
maximum amplitude of the Gaussian white noise of each test.
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Fig. 15 Horizontal and vertical errors of the velocity according to the salt-and-pepper noise. The abscissa axis shows the density of the
salt-and-pepper noise of image pixels.
Noise did not considerably affect accuracy; the standard
deviation is <0.009, or <1.5% (Table 1). Furthermore, the
influence of salt-and-pepper noise, caused by transmission
and digitalizing errors in the sensor, was investigated. Trans-
mission and digitalizing errors in the sensor can cause this
kind of noise. Sometimes corrupted pixel sensors either fail
to respond or saturate erroneously, resulting in, respectively,
black or white spots in the image.
Densities of salt-and-peper noise varying from 0.002 to
0.3 of image pixels in steps of 0.002 were applied to the
same 12 images. First, a median filtering was used as noise
removal, then the motion estimation algorithm was applied
using one rectification pass and an SW of 20×20 pixels2.
Noise has decreased the accuracy of 0.05 pixels with a stan-
dard deviation of 0.0127 pixels (Fig. 15 and Table 2).
Finally, a study of the influence of the drift illumination
was done by adding a background illumination ramp. Two
tests were performed with drifts of 1 and 2% of the dy-
namic range. When using the normalized cross-correlation
technique, the accuracy was not affected by noise (Fig. 16).
Table 1 Comparison of accuracy without noise and the average of
the accuracies over all tested white-noise levels.
Error with white
noise (pixel)
Error without Standard
noise (pixel) Mean error deviation
Horizontal error 0.4033 0.4044 0.0057
Vertical error 0.4442 0.4398 0.0087
This shows the robustness of the algorithm against the drift
illumination.
3 Experimental Results and Discussion
This section addresses the comparison of the accuracies ob-
tained with our two-step cross-correlation algorithm and the
MRF-based algorithm proposed by Cointault et al.1 Tables 2
and 3 present results of estimated velocities using simulated
images. These images were generated from two different real
multiexposure images (Fig. 17).
Throws are numbered from one to eight regarding the
instant of exposure. For example, throw number 1 is pho-
tographed at the first flash and throw number 8 is pho-
tographed at the eighth flash.
The first cell of Tables 3 and 4 presents the following
information:
1. The number of the successive throws (“T7 and T8”
and “T5 and T6,” respectively). The motion estima-
tion of the displacements is always done from throw
number 5 to throw number 8, because in the first
Table 2 Comparison of accuracy without noise and the average of
the accuracies over all tested salt-and-pepper-noise density.
Error with salt-pepper
noise (pixel)
Error without
salt-and-pepper
noise (pixel)
Mean
error
Standard
deviation
Horizontal error 0.42 0.44 0.01
Vertical error 0.48 0.51 0.0127
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Fig. 16 Horizontal and vertical errors of the velocity according to number of zones (See 2.3.1) with two different values of gray level ramp.
four throws, the granules are too concentrated and
not enough granules have left the vane.
2. The delay between each flash. This indicates the
value of the simulated displacement (77 and 63 pix-
els/image for Tables 3 and 4, respectively).
3. “A” corresponds to the type of fertilizer (ammonium
nitrate).
4. “V800” corresponds to the rotational speed of the
spinning disk (800 rpm).
5. “Pl” and “Pm” correspond to the length of the vanes
(325 or 275 mm), which has an influence on the fer-
tilizer speed at the ejection.
6. “t = 25 mm” and “t = 45 mm” correspond to the aper-
tures of the hopper trap and define the fertilizer mass
flow (0.6 kg/s →125 kg/ha or 1.4 kg/s → 290 kg/ha).
The last column gives the accuracy of the particle speed: 90%
of the detected particle speeds have an accuracy inferior to
this value. With the camera and lens located at a height of 1
m, 1 pixel corresponds to 1 mm.
The cross-correlation method very accurately determines
the fertilizer granule velocities compared to the MRFs tech-
nique. The average error is 0.1 pixel or less, and 90% of
the granule velocity has an error rate of <0.25 pixels. The
simulation algorithm developed could possibly be seen as a
reference for future comparisons.
The main advantages of the cross-correlation technique
can be broken down as follows:
1. Only two successive images are needed to measure
the displacement, and the accuracy is independent
from the amplitude of displacement between these
two images.
2. This technique estimates semilocal motion. The two-
step strategy developed is ideal for our application
because it resolves the problem of large displacement.
3. The use of normalized cross-correlation made the
method more robust via the variation of illumination
and for noisy images than the MRFs-based method.
In addition, the subpixel accuracy of the cross-correlation
technique has two important benefits. First, a higher precision
of the predicted spread pattern will be achieved. An error of
1 pixel on 70 pixels of displacement can lead to an error
of 200 mm on the predicted distribution on the ground. The
subpixel accuracy of 0.2 pixels reduces this to ∼40 mm,
which is very acceptable in our application.
Table 3 Displacements and corresponding accuracies obtained with cross-correlation, based on simulated images for throws T7 and T8.
Displacement between Mean
T7 and T8 displacement Bias Maximum Standard Accuracy
2.048 ms modulus error error deviation 90%
A; V800; Pl; t = 25 mm (pixel) (pixel) (pixel) (pixel) (pixel)
Cross-correlation Horizontal 76.509 0.064839 0.330551 0.059355 0.13392
Vertical 0.065808 0.2770088 0.050016 0.12189
MRFs Horizontal 74.855 2.062399 7.966087 1.805508 4.54770
Vertical 5.172972 11.957868 3.008836 9.03480
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Table 4 Displacements and corresponding accuracies obtained with cross-correlation, based on simulated images for throws T5 and T6.
Displacement between T5 Mean
and T6 displacement Bias Maximum Standard Accuracy
2.048ms A; modulus error error deviation 90%
V800; Pm; t = 45 mm (pixel) (pixel) (pixel) (pixel) (pixel)
Cross-correlation Horizontal 62.402 0.085365 0.384418 0.073746 0.17261
Vertical 0.099817 0.330194 0.080768 0.21957
MRFs Horizontal 61.453 1.624881 5.549145 1.399179 3.65780
Vertical 0.800443 3.431636 0.834144 2.34400
Second, the subpixel accuracy creates the possibility for
the use of lower resolution cameras in future work. For
example, a precision of 0.2 pixels can allow division of
the resolution of the camera by five in each dimension.
It then becomes possible to install such a camera directly
onto a centrifugal spreader for real-time control of the
spreading parameters and real-time settings of the spreader
configuration.
4 Conclusion and Perspectives
The aim of this study was to propose an improved method for
the characterization of granule ejection trajectories. We first
developed specific algorithms to simulate fertilizer granule
images with known displacements. The images generated
by this new simulator gave a high correlation with the real
images. We then developed a new two-step motion estimation
algorithm with subpixel accuracy to obtain the velocities and
the directions of the ejected granules. The simulated images
were used to characterize this new algorithm. This study
allowed us to optimize the algorithm parameters, such as the
search window size, the number of zones, and the number
of rectification passes. The subpixel accuracy of the motion
estimation algorithm was tested further and validated with the
simulator. The results obtained show that the PIV algorithms
are highly adapted to fertilizer granule application.
The next step in this research is to test the two-step cross-
correlation technique and validate it on images obtained with
a low-resolution high-speed camera. In addition, we will de-
sign a 3-D imaging system based on stereovision to improve
the detection and the estimation of the granule trajectories,
as well as to obtain more information about other spreading
parameters, such as granulometry. That will allow for evalu-
Fig. 17 Two 1000×1000 pixel multiexposure images processed for
two different fertilizer mass flows: (a) 125 kg/ha and (b) 290 kg/ha.
ation of the angular distribution of granules and control over
the distribution pattern of the fertilizer.
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3 Développement d’accélérateurs matériels dans une 
démarche « Adéquation Algorithme Architecture » : 
définition, modélisation, validation, implantation 
3.1 Contexte scientifique 
La définition et l’implantation d’accélérateurs matériels est réalisée dans une démarche 
d’Adéquation entre Algorithme et Architecture (AAA). Le développement d’architectures innovantes 
représente le cœur de mes travaux de recherche. J’ai ainsi contribué au développement d’un certain 
nombre d’architectures innovantes depuis mon intégration au sein du Le2i, parfois en tant 
qu’initiateur, parfois en tant que participant. De plus, en partant du constat que la conception des 
systèmes de vision embarqués permet généralement la réutilisation d’un certain de nombre de 
fonctionnalités (aussi bien en termes de traitement que de communication) d’une application à une 
autre, la démarche « AAA » a été alors accompagnée par le souci d’exploiter cette caractéristique ou  
plus généralement de réduire les temps de conception et d’implantation de ces développements. 
Ainsi aux cours des travaux de recherche décrits dans la suite de ce paragraphe, nous avons proposé: 
 la réutilisation de plateformes logicielles/matérielles (SW/HW) et de bibliothèques 
spécifiques pour diminuer le temps nécessaires à la validation des accélérateurs, 
 l’évaluation de l’utilisation de la modélisation haut niveau et des outils associés de 
synthèse de haut niveau (HLS) pour le développement d’accélérateurs logiciels et ou 
matériels. 
3.2 Plateforme de co-traitement destinée à la validation 
d’accélérateurs matériels  
Le projet consistait en la conception d’une plateforme « Recherche et Développement », plateforme 
unifiée de co-processing pour implantation Software/Hardware de traitements vidéo. Ce projet a été 
initié au sein du comité MPEG, auquel j’ai participé activement jusqu’en 2009, pour un besoin de 
validation d’accélérateurs matériels sophistiqués et dédiés à la compression, et dont nous avons pu 
montrer par ailleurs qu’il était transposable plus généralement aux accélérateurs matériels dédiés au 
traitement d’images. 
De nos jours, la compression et la décompression d’images numériques sont devenus des outils 
technologiques matures qui commencent à apparaître dans les applications de tous les jours tels que 
la télévision numérique, le stockage d’images numériques statiques, les web-cams. Cependant, la 
vidéo numérique est loin d’être utilisée à son potentiel maximum sur terminaux mobiles ou encore 
sur plate-formes PC standard. La raison principale réside dans le fait que les tâches de compression 
et de décompression nécessitent l’utilisation de plate-formes spécifiques dans le but de parvenir à 
une performance temps-réel. En général, les terminaux sont équipés de composants hardware 
spécifiques dans le but de réaliser les tâches de compression/décompression. C’est le cas de la 
télévision numérique et des webcams où des composants MPEG-2 sont en charge de l’intégralité du 
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chargement vidéo. Dans d’autres cas, la résolution vidéo est réduite dans le but de correspondre aux 
capacités de traitement des terminaux, même en utilisant des taux de transmission vidéo bien en 
dessous des capacités offertes par la bande passante du réseau ou des capacités de stockage. C’est le 
cas des terminaux mobiles de troisième génération (UMTS) or d’un PC portable sans capacités 
hardware qui lisent des fichiers vidéo au format DVX. 
La difficulté d’intégrer les capacités nécessaires en termes de traitement dans les terminaux multi-
média est accrue par le fait qu’un terminal ne doit pas seulement répondre à un simple algorithme 
spécifique de compression/décompression vidéo (vidéo standard) mais aussi à différents standards 
dépendant du type de matériel dont le terminal dispose ou de la connexion réseau imposée par le 
codeur spécifique. Si d’un côté les standards vidéo correspondent à des algorithmes très différents 
(H.261, MPEG-1, MPEG-2, H.263, MPEG-4 vidéo, MPEG/ITUT advanced video coding AVC, Movie 
JPEG2000, etc etc …) car ils représentent l’état de l’art du codage vidéo au moment de leur 
définition, pour une gamme de taux de transmission spécifiques ou pour un ensemble spécifique de 
fonctionnalités (efficacité du codage, modularité, erreur …, code orienté objet, etc, …), d’un autre 
côté, ces standards partagent différents outils de codage utilisés dans des contextes différents ou 
avec des paramètres différents. 
Ainsi l’idée de ce projet était de définir une plate-forme ouverte destinée au co-processing vidéo qui 
devait supporte des implémentations mixtes hardware/software, flexibles et reconfigurables, de 
codeur vidéo. Cette plate-forme avait pour ambition de correspondre dans le domaine de 
compression vidéo à l’équivalent de la librairie OpenGL dans le domaine  graphique sur ordinateur. 
En d’autres termes, il s’agissait d’un ensemble de traitements codés à haut niveau tels que les blocs 
DCT, DWT, compensation de mouvement, estimation du mouvement, VLC, VLD, codage de forme, 
codage arithmétique, etc., et qui, grâce à la définition de leur API, seront exécutables par les 
« fonctions » de co-processing de la plate-forme, et ceci d’une manière complètement transparente 
pour l’application multimédia y faisant appel. Les fonctions ont été codées en VHDL ou Verilog et 
compatible avec la « PC-card  WildCard » (Figure 8) comportant un FPGA de type Xilinx Virtex2 
XCV300E. 
 
Figure 8 : Une PC-card à base de FPGA – La Wildcard 
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L’intervention du Le2i s’est effectuée en partenariat avec ses autres collaborateurs universitaires 
(Universités de Taïwan, de Calgary, de Dublin et l’Ecole Polytechnique Fédérale de Lausanne) et 
industriel (Xilinx). Le laboratoire Le2i a eu en charge le développement de la fonction d’estimation du 
mouvement présente dans la plupart des standards de compression vidéo récents. Le Le2i a été 
supporté financièrement par le contrat d’étude « Hors Contrats de Plan Etat-Région » (Référence: 
04516CPO10S184) et a permis un certain nombre de contributions MPEG sur la période 2004-2008.  
Ce projet a été achevé avec succès en 2008. D’une part, il a permis d’atteindre les objectifs annoncés 
pour faciliter la mise en œuvre de codec vidéo. D’autre part, il a permis d’initier un projet plus 
ambitieux nommé « Reconficurable Video Coding » (RVC). Ainsi le développement d’un formalisme 
de type flot de données nommé CAL-RVC et des outils de prototypages rapides associés a été 
proposé comme plateforme de développement des futurs standards MPEG. A partir d’une 
description de ce type, il est possible de générer une partition logicielle et/ou matérielle. Les 
langages de description des décodeurs vidéo, le langage flot de données CAL-RVC permettant de 
décrire notamment l’ensemble des composants décodeurs ont été respectivement normalisés sous 
les noms MPEG-B Decoder Description Language (ISO 23001-4) (normative languages for the 
specification of a decoder configuration) et MPEG-C MPEG Toolbox (ISO 23002-4) (normative 
language for the specification of the toolbox). 
En outre, nous avons cherché à montrer que cette plateforme pouvait être utilisée en dehors du 
domaine de la compression d’images. Ainsi la plateforme Wildcard a été utilisée dans le cadre de la 
thèse de Fethi Smach. Cette thèse portant sur la reconnaissance de formes a été dirigée par le 
Professeur Johel Mitéran. Les applications de reconnaissance de formes représentent un nombre 
croissant d’application de la vision artificielle au domaine industriel. La littérature abonde de 
techniques en reconnaissance de formes. Bon nombre de ces études ont pour objectifs de résumer  
une image à un nombre réduit de descripteurs qui ont comme propriété d’être invariants 
notamment aux déplacements (translation, rotation). Considérant les déplacements dans le plan, 
Gauthier et al [6] ont proposé une famille d’invariants, appelés descripteurs de mouvement, qui sont 
invariants en translation, en rotation, insensible aux changements d’échelle et à l’effet miroir. H. 
Fonga [7] a étendu l’utilisation des descripteurs de mouvement, définis de manière identique à ceux 
de Gauthier mais appliqués aux images en niveau de gris. Notre but, ici, était de montrer que tels 
descripteurs pouvaient être utilisés de manière souple et robuste pour la reconnaissance de formes 
basées sur des images couleur. Les descripteurs sont utilisés pour alimenter un classifieur de type 
« Support Vector Machine » (SVM), qui est une méthode supervisée. Les SVM cherchent un 
hyperplan permettant de séparer l’ensemble d’apprentissage de sorte que tous les points d’une 
même classe soient d’un même côté de l’hyperplan. Parmi l’ensemble des hyperplans satisfaisant ces 
conditions, les SVM cherchent celui qui maximise la distance entre l’hyperplan et les points les plus 
proches de chaque classe. Nous appliquons les phases classiques d’apprentissage et de décision ( 
Figure 9) de la manière suivante :  
 
 L’image est redimensionnée au format 128x128 pixels. 
 La FFT2D est calculée pour les 3 canaux rouge, vert et bleu. 
 Les descripteurs de Fourier généralisés sont calculés pour chaque canal. 
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 L’ensemble des descripteurs (soit 3x64=192 valeurs) est utilisé pour alimenter le 
classifieur, qui génère un modèle en ce qui concerne la phase d’apprentissage, ou classe 
l’élément inconnu en ce qui concerne la phase de décision. 
 
Au cours de la phase de décision, les descripteurs sont calculés de manière identique à la phase 
d’apprentissage. La prise de décision s’effectue directement grâce à la fonction de décision des SVM. 
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Figure 9. Phase d’apprentissage et phase de décision 
Nous avons évalué les invariants des descripteurs généralisés de Fourier appliqués à la 
reconnaissance d’objets couleur sur les bases COIL et AR-faces. Pour montrer la robustesse et les 
performances de cette approche, nous avons réalisé des tests avec variation d’éclairage et de bruit, 
ainsi qu’une comparaison avec d’autres méthodes appliquées aux mêmes bases. Nous avons 
implanté la chaîne de calcul des descripteurs de Fourier généralisées sur la carte WildCard PCMCIA, 
(Xilinx Virtex2 XCV300E). La fonction FFT2D a été décrite en VHDL et intégrée au reste de l’algorithme 
(décrit) en C/C++. La plateforme de co-processing a ainsi permis d’intégrer rapidement cette 
fonctionnalité afin d’assurer un traitement temps réel de la phase de décision. Le débit bus PCI a 
permis de supporter le flot important des données.  
Ces différents projets ont démontré l’intérêt de ce type de plateforme. Pour autant, l’utilisateur est 
limité à l’utilisation de l’architecture proposée. Par conséquent, nous nous sommes intéressés à une 
autre approche : l’utilisation d’une modélisation haut niveau associée à des outils de HLS pour 
permettre d’obtenir un prototypage rapide d’un accélérateur matérielle de manière 
« indépendante » de la plateforme visée. 
3.3 Implantation d’accélérateurs matériels dédié à la reconnaissance 
de visages à partir de modélisation en SystemC 
Ces travaux se situent dans la continuité des études menées sur l’analyse d’images pour la 
reconnaissance d’objets en temps réel menées durant la thèse de Monsieur F. Smach. Cette 
approche est issue des travaux de thèse de Monsieur Khalil Khattab, portant sur la définition d’un 
accélérateur matériel permettant la détection et la localisation de visages dans une scène vidéo. J’ai 
assuré le co-encadrement de cette thèse dirigée par le Professeur Johel Mitéran. Cette thèse a été 
soutenue en 2009. Lors de ces travaux, nous avons par ailleurs estimé l’impact de l’utilisation d’un 
outil de HLS à partir d’une modélisation en langage SystemC sur la définition et l’implantation 
d’architecture matérielle. L’outil de HLS utilisé était l’outil commercial System Crafter. 
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Plusieurs solutions algorithmiques robustes ont été proposées avant le début de ces travaux. 
Toutefois, les recherches dans le domaine de vision par ordinateur et notamment la reconnaissance 
d’objets et des formes se focalisaient généralement sur les parties algorithmiques et fonctionnelles 
des techniques étudiées. Ceci mène généralement à des implantations sur des stations de travail peu 
contraintes en puissance de calcul et en taille mémoire. La plupart de ces techniques, même si elles 
permettent d’obtenir de bonnes performances en termes de détection, ne sont pas adaptées à des 
applications ou systèmes temps réels, c'est-à-dire en ce qui nous concerne de l’ordre de 25 images/s, 
pour une résolution standard de type 320x240. Toutefois, la publication par Viola et Jones en 2001 
d’une nouvelle méthode est venu modifier significativement l’état de l’art [8]. Leur algorithme, basé 
sur une cascade de classifieurs de type boosting a permis des performances en termes de vitesses de 
détection plusieurs fois plus rapides que les autres méthodes de la littérature, tout en conservant un 
taux de détection élevé et un nombre de fausses alarmes acceptable. De plus la méthode de Viola et 
Jones peut également être utilisée pour détecter d’autres types de formes au sens large, telles que 
les véhicules, les vélos et les motos, les piétons, etc. Le prototype initial de cette méthode réalisé par 
Viola et Jones est une implantation logiciel sur un PC, en utilisant des classifieurs de type Adaboost 
Discret. L’approche utilisée est un algorithme optimisé pour une implantation séquentielle qui 
consiste à construire une cascade d’étages de classification dont la complexité est progressive. Cette 
première mise en œuvre a montré de bons potentiels en réalisant de bonnes performances en 
termes de qualité de classification et de vitesse. En effet Viola et Jones ont obtenu une vitesse de 
traitement de 15 images par seconde sur un poste de travail, pour des images de résolution de 
320x240. Une telle implantation sur des postes de travail ordinaires offre une flexibilité importante, 
et peut être développée et optimisée en peu de temps et à faible coût, grâce à une large variété 
d'outils de conception bien établie pour le développement logiciel. Cependant, cette mise en œuvre 
peut occuper toute la puissance de calcul du processeur pour cette seule tâche. Or la détection de 
visages est considérée comme étape préalable pour de nombreuses applications. D’autre part, des 
capteurs haute résolution et rapides ont été développés récemment et conduisent à de nouvelles 
exigences. Dans ce cas, les solutions logicielles standard ne permettent plus d’obtenir des 
performances temps réel. 
L’objectif de ces travaux était donc de contribuer à accélérer et embarquer, sur des systèmes 
disposant de ressources limitées, des opérateurs de détection de visages multiples dans une scène 
non contrainte. L’accent a été mis sur la généricité du détecteur choisi, afin que ces travaux puissent 
être étendus à d’autres domaines. Dans ce contexte, nous proposons d’utiliser une méthodologie de 
conception comprenant :  
 une étude des flots de données d’un algorithme, 
 des modélisations à plusieurs niveaux d’abstraction, 
 la synthèse haut-niveau des modélisations proposées et les raffinements 
correspondants. 
La cascade proposée par Viola-Jones comprend 25 étages de classifieurs. Les trois premiers étages 
sont respectivement constitués de 3, 9 et 16 classifieurs faibles. Le nombre de classifieurs faibles 
pour les étages supérieurs peut être supérieur à 200. A partir des analyses faites sur le nombre de 
classifieurs faibles évalués et le nombre d’accès mémoire nécessaire par étage, nous avons remarqué 
que, malgré la différence de complexité entre les premiers étages et les derniers, le nombre de 
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classifieurs faibles évalués et le nombre d’accès mémoire nécessaires dans les deux premiers étages 
sont supérieurs à l’ensemble des nombre de classifieurs faibles évalués et nombre d’accès mémoire 
des étages restants. En effet 34,5% et 33,5% des accès mémoire du système entier sont réalisés 
respectivement dans le premier et le deuxième étage de la cascade, tandis que l’ensemble de tous 
les étages restants nécessite seulement 32% des accès mémoire. Ces analyses nous ont amenés à 
proposer une nouvelle solution en pipeline, formée de 3 blocs qui fonctionnent en parallèle sur 3 
images différentes. Dans les deux premiers blocs (Etage1 et Etage2), nous avons implanté 
respectivement le premier et le deuxième étage du classificateur, et dans le dernier bloc (EtageA), 
nous positionnons une cascade séquentielle formée de tous les étages restants tels que représentés 
en Figure 10. 
 
Figure 10. Exploitation du parallélisme de données dans la cascade de boosting 
L’ensemble des traitements mais aussi des interfaces de communication a été modélisé en langage 
SystemC. L’architecture pipeline permet de réaliser les calculs des trois étages ainsi que celui de 
l’image intégrale en parallèle. Le temps de calcul est alors intrinsèquement réduit d’un facteur 
légèrement supérieur à 3. La difficulté majeure réside alors dans l’accès aux résultats de calcul de 
l’image intégrale sur plusieurs images décalées dans le temps mais aussi dans la transmission des 
résultats intermédiaires entre les étages. L’utilisation de différents bancs mémoires dans un mode 
multi-ports (double voir triple accès en ce qui concerne la gestion de l’image intégrale) est une 
solution envisageable. De manière réaliste, il apparaît nécessaire de regrouper ces bancs mémoires 
dans le minimum de composants physiques. Deux boîtiers de commutation, nommés SWITCH, ont 
été ainsi conçus afin de réaliser ces fonctionnalités de transfert de données en temps partagé sur une 
unique liaison physique. Une description SystemC à haut niveau d’abstraction des processus de 
communication permet d’élaborer efficacement l’architecture en charge des transferts de données. 
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Ces boîtiers intègrent des files d’attentes « First In First Out ». Leur utilisation en simulation avec une 
taille infinie et l’analyse de leur taux de remplissage en cours d’utilisation permet de définir leur taille 
définitive, les largueurs de bus et les fréquences des différents éléments. Ces informations 
permettent in-fine la fusion de la plupart des bancs mémoires. La modélisation en SystemC à haut 
niveau d’abstraction des transferts de données a permis de définir un compromis intéressant 
utilisant respectivement une mémoire de type SDRAM pour les bancs relatifs au stockage des 
résultats intermédiaires et une mémoire de type SRAM pour ceux relatifs à l’image intégrale. Pour les 
deux boîtiers les simulations ont montrées que des fréquences inférieures à 25 MHz et une largeur 
de bus égale à 32 bits étaient suffisantes pour satisfaire les contraintes de notre application en 
termes de bande passante. Ces modules SWITCH représentent des éléments critiques pour 
l’architecture globale, ils ainsi ont été décrit en VHDL afin d’optimiser l’implantation matérielle. La 
possibilité de réaliser des simulations mixtes (HDL/SystemC) sur les environnements de simulation 
classique tels que ModelSim facilite le test des modules et réduit le temps de développement.   
L’efficacité de modélisation SystemC est clairement apparue pour la mise en place de l’architecture 
globale. Cependant, l’outil de synthèse de haut niveau utilisé, à savoir SystemCrafter, a produit des 
résultats modestes à partir d’une description en SystemC à haut niveau d’abstraction. L’architecture 
globale possède alors une cadence inférieure de 4 images/s. Des raffinements du code proposé ont 
été alors nécessaires pour obtenir une architecture plus performante. Plusieurs procédures et 
mécanismes ont été utilisés afin de raffiner le niveau de détail de la modélisation et de décrire le 
parallélisme de l’algorithme, notamment le dépliage des boucles, le pipeline des instructions, le 
traitement en parallèle des différents flots de données et de contrôle, et enfin l’utilisation de 
primitives issues de bibliothèques optimisées. Il faut noter ainsi que selon les cas nous pouvons 
utiliser ces techniques séparément ou de les associer. Les raffinements réalisés ont mené à des 
modélisations possédant le même degré de détail qu’une description de type HDL, notamment pour 
la plupart des modules de traitement. L’amélioration de performances est alors notable. Le système 
implanté est capable de traiter jusqu’à 44 images par seconde pour des résolutions d’images de 
320x240. L’objectif de traitement en temps réel a été atteint pour cette résolution à partir d’une 
modélisation SystemC. Le résultat de la détection est illustré Figure 11.  
  
Figure 11. Détection de visages obtenue  à partir de l’architecture proposée 
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D’autres modélisations à partir de langages à haut niveau d’abstraction et d’autres outils de HLS 
peuvent être bien entendu considérées. Nous avons aussi utilisé le flot de conception associé au 
langage flot de donnée CAL-RVC  proposé par le comité MPEG. Cette étude sera décrite dans la 
section suivante. 
 
3.4 Implantation d’accélérateurs matériels pour l’estimation du 
mouvement dédiés la compression vidéo. 
Au vue de la diversité des standards de compression, de l’hétérogénéité des média de 
communication et des terminaux utilisés, il paraît primordial de pouvoir adapter les 
performances de codage en fonction des évolutions des contraintes liées à l’environnement, 
voire du contenu de l’image ou des événements détectés dans la scène (comme notamment 
décrit en partie 2.2).  
D’autre part, les outils existants combinant rapidité, faible encombrement et faible 
consommation et qui réalisent la compression sont la plupart du temps basés sur des 
architectures spécifiques. En effet, devant la demande croissante en puissance de calcul, des 
applications de traitement du signal et particulièrement, des applications de codage 
d'images fixes et vidéos, il est de plus en plus courant de faire appel à la puissance des 
architectures matérielles afin d’accélérer le temps de traitement et respecter les contraintes 
temps réel. Ce type d’approche présente une puissance potentielle importante, mais la 
complexité de la description et le coût d’implantation d'une application peuvent s’avérer 
très élevés. Pour cette raison, plusieurs langages à haut niveau ont été mis au point afin de 
faciliter la conception hardware tout en profitant de la souplesse d’une description à un 
niveau d’abstraction le plus élevé possible. 
Le premier objectif de ce travail était donc de proposer une architecture capable de 
concurrencer l’état de l’art, en termes de performances brutes d’encodage, et d’envisager 
plusieurs outils pour la description de cette architecture. 
D’autre part, le deuxième objectif était que cette architecture soit flexible, permettant 
d’une part de modifier la stratégie de recherche et d’autre part de sélectionner les 
raffinements préconisés par les standards les plus récents. En effet, l’opération de mise en 
correspondance de blocs dépend de la stratégie de recherche choisie. L’étude exhaustive de 
toutes les positions du macro-bloc dans la zone de recherche représente la technique de 
référence. Il s’agit aussi de la méthode la plus coûteuse en temps de calcul. D’autres 
stratégies, sub-optimales en termes de performances de codage, utilisent un parcours 
particulier de la fenêtre de recherche pour limiter le nombre de tentatives de mises en 
correspondances, et sont de ce fait beaucoup plus rapides. 
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La flexibilité vise à pouvoir adapter et optimiser l’estimation du mouvement réalisée pour 
la prédiction de l’image courante par rapport à une image précédemment encodée/décodée 
selon le choix d’utilisateur ainsi que le type d’application. Il nous a donc été nécessaire 
d’identifier les éléments pouvant être utilisés au sein d’un modèle commun d’architecture 
afin d’arriver à notre objectif final, l’implantation de l’ensemble de l’architecture et la 
comparaison avec des architectures existantes. 
Les travaux réalisés s’articulent autour de deux phases de recherche ayant pour but de proposer de 
nouvelles architectures matérielles d’estimateurs de mouvement flexibles et améliorant les 
performances en compression des codeurs vidéo actuels. Cette approche est issue des travaux de 
thèse de Monsieur Elhamzi Wajdi, soutenue en février 2013. J’ai assuré le co-encadrement de cette 
thèse réalisé en cotutelle avec l’Université de Monastir. Cette thèse a été dirigée par le Professeur 
Johel Mitéran. Le projet a été supporté financièrement par le projet EGIDE UTIQUE dont j’ai assuré la 
responsabilité. Ce travail a été effectué dans le cadre d’une coopération franco-tunisienne, projet 
CMCU intitulé « Plateforme de compression vidéo pour des applications basse résolution  
incorporant des mesures temps réel de reconnaissance de formes » au sein de deux laboratoires : 
Laboratoire Electronique, Informatique et Image (Le2i) de l’Université de Bourgogne et le Laboratoire 
d’Electronique et Microélectronique (LEME) de l’Université de Monastir. 
La première phase de nos travaux a été davantage orientée vers l’étude générale 
algorithmique et architecturale des différentes stratégies de recherche afin de proposer une 
solution permettant de supporter les différents paramètres de configuration visant à 
améliorer l’encodeur standard H.264/AVC de façon incrémentale. Dans cette phase, nous 
avons identifiés principalement quatre contributions qui apportent des gains significatifs par 
rapport aux travaux présents dans la littérature : 
 Une analyse des différentes stratégies et architectures existantes, qui nous a 
amenés à définir un modèle modulaire et flexible. 
 Une nouvelle architecture matérielle d’un estimateur de mouvement pixélique à 
taille de bloc variable, capable de supporter différentes stratégies de recherche. 
 Deux nouvelles architectures des unités d’interpolation demi et quart de pixel, 
profitant de parallélisme des données, afin de réduire le temps de traitement de 
raffinement sub-pixélique. 
 Deux nouvelles architectures concernant l’estimation de mouvement sub-
pixélique (séquentielle et pipeline). 
L’architecture réalisant l’estimation pixélique est comparée d’un point performance avec les 
architectures les plus populaires utilisant 16 unités de calcul [9][10][11]. Nous obtenons des 
performances identiques en termes de nombre de cycles d’horloge pour le traitement d’un 
macro-bloc 16x16 avec une fenêtre de recherche de 16x16 (4096 cycles). De plus, suivant les 
besoins de l’utilisateur, cette architecture permet de modifier la stratégie de recherche, par 
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exemple en choisissant l’algorithme « Diamond Search (DS) » à la place de la recherche 
exhaustive « Full Search (FS) ». Il est ainsi possible de modifier la qualité d’encodage, les 
débits de transmission, ou encore le temps d’encodage en fonction des contraintes liées à 
l’application. 
L’utilisation stratégies de recherche non exhaustive réduit de manière particulièrement significative 
le temps de calcul (le temps de calcul peut être divisé par facteur 100). Ainsi, il apparaît nécessaire de 
porter une attention particulière à l'implantation de la phase d’estimation sub-pixélique, puisque en 
effet cette phase peut se révéler alors comme l’étape la plus consommatrice en temps de la phase 
d’estimation du mouvement globale. Par conséquent, nous avons proposé des architectures 
exploitant le parallélisme de données de cette phase de raffinement sub-pixélique. La définition 
d’une unité d’interpolation originale permettant les traitements simultanés de plusieurs sous-blocs 
de largueur 4 ou 8 a permis d’améliorer de manière significative les performances de l’état de l’art. 
D’un point de vue performances de codage, les deux solutions architecturales proposées 
(séquentielle et pipeline), basées sur cette unité d’interpolation permettent d’atteindre les plus forts 
débits en termes de nombre de MacroBlocs traités par seconde à la fois pour le raffinement demi 
pixel mais pour celui quart de pixel. Ainsi l’architecture séquentielle permet d’atteindre 649 K 
MacroBlocs/s pour le raffinement demi-pixel, soit un facteur d’accélération respectivement de 6.49, 
1.30 et 1.25 obtenu par rapport aux architectures de Chen [12], Yang [13] et Thang Ta [14]. En ce qui 
concerne l’architecture pipeline, elle permet d’atteindre 538 K MacroBlocs/s pour le raffinement 
quart de pixel, soit un facteur d’accélération respectivement de 10.98, 2.15 et 2.07 obtenu par 
rapport aux mêmes architectures. 
La seconde phase de nos travaux est davantage consacrée l’étude de l’optimisation de 
temps de mise sur le marché d’un tel système, par réduction du temps de développement. 
Une modélisation et description de type flot de donnée en langage CAL [15] de l’estimateur 
de mouvement pixélique est réalisée. L’utilisation de la plateforme ORCC [16] a permis de 
traduire cette description en langage VHDL. La comparaison d’une implantation basée sur le 
code généré par cette plateforme a pu alors être réalisée avec celle basée sur une 
description manuelle de l’architecture proposée. Une discussion est aussi menée dans le 
mémoire de thèse correspondant pour démontrer l’apport de telles descriptions « haut 
niveau » au niveau de la conception d’une architecture hétérogène d’un estimateur du 
mouvement supportant la stratégie sélectionnée.  
L’étude des résultats de l’implantation pour une cible de type FPGA Virtex6 a fait apparaître le 
surcoût matériel apparaît relativement important puisque le nombre de blocs logiques (ou Slices) est 
supérieur d’un facteur 3 aux résultats obtenus lors de l’implantation de la description manuelle. Les 
débits sont quant à eux réduits d’un facteur 2,25. Finalement le temps de conception a été réduit 
d’un facteur 4. Des travaux menés antérieurement [C16] avaient montrés qu’il était possible d’égaler 
les performances d’une implantation réalisées à partir d’une description manuelle. Cette perte de 
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performance au niveau de l’unité de traitement, s’explique par les opérateurs mis en jeu 
(notamment extraction de bits) et leur implantation par l’outil de HLS comme décrit dans [C7][C13]. 
Bien que l’implantation matérielle obtenue à partir du code automatiquement généré à partir de la 
description flot de données ne permette d’obtenir que des performances relativement  modestes par 
rapport à l’implantation réalisée à partir du code VHDL décrit manuellement, cette solution nous 
apparaît tout de même très intéressante en raison de sa flexibilité, de la compacité de la description, 
de la réduction du temps de développement mais aussi et surtout, car elle offre la possibilité de 
proposer une architecture hétérogène à partir d’un modèle unifié. En effet la possibilité de générer 
du code en C, à partir de la même description en CAL-RVC, permet de proposer une flexibilité 
supplémentaire vis-à-vis de la problématique traitée. En fonction de la complexité et de la régularité 
de l’algorithme de recherche choisi, il est très simple de modifier la partition matérielle/logicielle et 
de traduire cet acteur en code C ou VHDL. 
Ainsi, en ce qui concerne notre problématique particulière de compression vidéo, plusieurs solutions 
d’implantation peuvent être proposées très rapidement grâce aux outils de génération automatique 
de codes. L’approche de conception CAL facilite les tâches de validation de cette nouvelle 
architecture, ce qui nous permet de choisir, pour l’acteur génération des adresses (définissant la 
stratégie de recherche au pixélique), une implantation logicielle/matérielle (PC/FPGA) ou 
exclusivement matérielle comme respectivement illustré Figure 12 et Figure 13. Les outils de 
génération automatique associés au formalisme CAL peuvent fournir l'architecture complète. En 
effet, outre les partitions matérielles et logicielles, les interfaces de communication (par exemple une 
interface PCI), peuvent être générées automatiquement ce qui facilite encore l’implantation d’une 
architecture hétérogène tel que nous le décrirons dans la section 3.5 
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Figure 12. Implantation matérielle/logicielle de l’estimation de mouvement 
 
 
Figure 13. Implantation matérielle de l’estimation de mouvement 
 
3.5 Prototypage rapide d’accélérateurs matérielles : génération 
automatique d’interfaces de communication 
De nos jours, un grand nombre de méthodologies existent pour concevoir et déployer les systèmes. 
Cependant, l’intégration des communications entre les unités de traitement en fonction des 
spécifications fonctionnelles nécessite un temps important. Dans ce contexte, le défi est de fournir 
un moyen automatique pour les intégrer tout en étant conscient de l’environnement du système et 
des contraintes du concepteur. Par conséquent, une méthode de modélisation de système a été 
étudiée pour définir et générer automatiquement des communications en utilisant une description 
de type de flot de données CAL-RVC. La méthodologie proposée permet de gérer les interfaces, les 
contrôleurs et négociateurs réseaux, tout en tenant compte de la future génération de réseau avec 
les aspects de gestion de flux multiple pour tous les périphériques traditionnels. Ces travaux ont été 
menés lors de la thèse de Monsieur Richard Thavot au sein de l’Ecole Polytechnique Fédérale de 
Lausanne (EPFL). Cette thèse, soutenue en décembre 2012, a été dirigée par le Professeur Marco 
Mattavelli. Notre contribution a été essentiellement la mise en place d’un nœud de communication 
générique.  
La modélisation d’un traitement d’images en langage CAL permet, comme traditionnellement dans 
les langages flot de données, de décrire des actions (ici nommé acteurs) et de les associer sous la 
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forme de réseaux. Les acteurs sont donc reliés par des arcs de communication unidirectionnels. 
Comme précisé précédemment, le flot de conception associé au langage CAL permet de spécifier la 
partition logicielle et la partie matérielle (Figure 14). L’idée originale de ce travail est de simplifier la 
mise en place des interfaces de communication entre ces deux partitions mais aussi avec 
l’environnement extérieur.  
 
 
Figure 14. Modélisation flot de donnée et définition des interfaces communication 
Ainsi la méthode proposée permet de sélectionner une interface de communication standard pour 
un arc de communication donné, puis de regrouper plusieurs arcs sur la même interface physique,  et 
enfin de générer automatiquement les contrôleurs matériels et les pilotes permettant d’insérer 
l’interface de communication au sein de la cible matérielle. Pour cela, un nœud de communication 
générique a été défini. Il comporte : 
 des sérialiseurs et désérialiseurs permettant de connecter plusieurs arcs de 
communications sur une même interface physique, 
 un contrôleur matériel (IP) issu des bibliothèques proposé par le fabricant de FPGA, 
 un processeur embarqué permettant le séquencement global du système. 
Les flux de données issus des sérialiseurs et des désérialisateurs sont contrôlés par une unité 
nommée « flow translator » qui permet de gérer la multi-connectivité. Différentes stratégies ont été 
implantées afin de gérer efficacement les échanges de données dans cette configuration, tel que le 
simple « round-robin » pour une gestion identique des différents flots mais aussi l’algorithme des 
banquiers pour affecter dynamiquement une priorité à chaque lien de communication relativement à 
la quantité de données transitant dans ce lien [R7]. 
Les pilotes logiciels sont générés automatiquement par l’outil pour chaque contrôleur matériel. La 
structure générique permet d’insérer les contrôleurs matériels sur le bus local lié au processeur. Le 
processeur est de type « soft-core » directement décrit en VHDL. Le concept a été testé à la fois pour 
la technologie Altera et Xilinx. Différentes implantations ont été réalisées [R7] [17] mettant en œuvre 
des liaisons Ethernet ou encore diverses liaisons séries pour valider avec succès le concept. 
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L’avantage de cette solution est de pouvoir utiliser la performance des contrôleurs développés par 
les fabricants de FPGA ou de leurs partenaires. Pour autant, des pertes de performances peuvent 
apparaître en fonction de la puissance du processeur mis en jeu et de la complexité du pilote à 
mettre en œuvre. Une étude devra être réalisée afin de chiffrer précisément ces pertes pour chaque 
liaison disponible.   
Une autre configuration a fait l’objet d’une étude préliminaire. Le processeur peut éventuellement 
permettre simultanément de gérer plusieurs contrôleurs matériels tel que présenté Figure 15.  
 
 
Figure 15. Evolution du nœud de communication 
Le nœud de communication subit alors de légères modifications. Chaque arc de communication est 
associé à un service d’entrée ou de sortie (respectivement iService et OService) conservant la 
structure précédente (sérialisateur, désérialisateur et flow-translator). L’ensemble des interfaces de 
communication est connecté au processeur unique. Le processeur joue le rôle de routeur, 
permettant d’atteindre l’interface physique désirée. Grâce à l’association des services et le routeur, 
le re-routage dynamique des paquets de communication est alors rendu possible. Ce processus 
s’inspire des spécificités décrites au sein du protocole « Stream Control Transmission Protocol » 
(SCTP). De la même façon, il est ainsi possible d’envisager l’équilibrage dynamique de charge sur les 
différentes interfaces physiques (dans le cas d’un fonctionnement en mode « multi-homing ») ou 
encore la modification dynamique du choix d’interface de communication en cas de défaillance 
matérielle d’une liaison ou encore d’une attaque visant à pirater des informations. Ces perspectives 
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représentent, selon moi, des axes de recherche de travail très intéressants pour la mise en place de 
réseaux de capteurs intelligents. 
3.6 Synthèse personnelle sur la conception d’accélérateurs matériels 
L’exploitation du parallélisme potentiel de l’application représente certainement une clé pour 
l’obtention d’architectures matérielles efficaces. Le compromis entre le degré d’exploitation de ce 
parallélisme et les ressources matérielles requises permet d’ajuster les performances de 
l’architecture définie.  
Une représentation permettant de décrire le parallélisme de flot de données tels que le langage CAL 
ou bien encore dans une moindre mesure le langage SystemC, peut apparaître très appropriée pour 
représenter ce parallélisme. D’autre part les outils de HLS associés permettent d’accélérer le 
prototypage des systèmes embarqués. Selon notre expérience avec les outils que nous avons 
évalués, les performances des implantations matérielles ainsi obtenues peuvent être tout à fait 
satisfaisantes moyennant des raffinements de la description. Ces méthodes et les outils associés 
demeurent perfectibles mais représentent certainement, selon nous, des pistes à considérer pour 
diminuer de manière importante le temps de développement des systèmes de vision embarqués. 
L’outil Vivado HLS apparaît lui aussi intéressant. Son évaluation est en cours au sein du laboratoire.  
 
A l’heure actuelle, le degré de raffinement (éventuellement nécessaire) pour obtenir de hautes 
performances pour certaines parties de l’implantation matérielle, ou encore améliorer les 
performances de transmission obtenues pour certaines interfaces de communication générées et 
insérées automatiquement, nous amène à penser que des solutions hybrides permettant de 
remplacer (mais d’une manière « simple » et « rapide » !) lors de la synthèse le code généré 
automatiquement par un code décrit manuellement, seraient particulièrement intéressantes.  
 
Les architectures figées comme la Wildcard associée à un PC standard ou encore de type System on 
Chip (SoC), comme la plateforme Zynq, offrant une architecture hétérogène de traitement 
logicielle/matérielle, apparaissent, elles aussi, comme une solution alternative intéressante non 
seulement en raison de leurs performances de traitement mais aussi pour la flexibilité proposée lors 
de l’utilisation d’un OS. Dans le cas la plateforme Zynq, cette solution permet en effet notamment 
une intégration rapide d’interfaces standard de communication. Pour autant, les performances de 
traitement obtenues pour ce type de solutions sont limitées par la plateforme utilisée. L’utilisation 
de langages à haut niveau d’abstraction associés aux outils HLS ne présente pas cette limitation 
puisque le choix des cibles n’est pas figé à l’avance.  
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FPGASmart cameras are used in a large range of applications. Usually the smart cameras transmit the video or/
and extracted information from the video scene, frequently on compressed format to fit with the appli-
cation requirements. An efficient hardware accelerator that can be adapted and provide the required cod-
ing performances according to the events detected in the video, the available network bandwidth or user
requirements, is therefore a key element for smart camera solutions. We propose in this paper to focus on
a key part of the compression system: motion estimation. We have developed a flexible hardware imple-
mentation of the motion estimator based on FPGA component, fully compatible with H.264, which
enables the integer motion search, the fractional search and variable block size to be selected and
adjusted. The main contributions of this paper are the definition of an architecture allowing flexibility
and some new hardware optimizations of the architecture of the motion estimation allowing the
improvement of the performances (computing time or hardware resources) compared to the state of
the art. The paper describes the design and proposes a comparison with state-of-art architectures. The
obtained FPGA based architecture can process integer motion estimation on 720576 video streams at
67 fps using full search strategy, and sub-pel refinement up to 650 KMacroblocks/s.
 2013 Elsevier B.V. All rights reserved.1. Introduction
The smart camera is a label which refers to cameras that have
not only the availability to grab images but also to process them
in real-time. Hence, some hardware accelerators based on a combi-
nation of FPGA, specific circuits (ASIC) and processors are devel-
oped and embedded inside of the camera to reach real-time
[1,2]. Generally, the processing enables useful information to be
extracted from the image and therefore requires a low output
bandwidth [3]. Nevertheless, some smart cameras are still used
to transmit the original video stream (or a part of it) as well as
the results obtained from the embedded processing. For this con-
figuration, the original video stream is frequently compressed to
reduce the required data-bandwidth. The compression is therefore
embedded in the smart camera using a dedicated accelerator. The
adjustment of coding performance that we propose in this paper is
different than state-of-art approaches. The recent MPEG Scalable
Video coding standard (MPEG SVC) [4] aims to encode a high-qual-
ity video bit-stream which contains a subset of bit-streams. Partsof this subset are dropped to match with the network capacities
used to transfer the video. At reception level, the terminal received
a video stream adjusted to its features (i.e. resolution, frame rate).
Nevertheless, whatever the selected configuration, a high-quality
bit-stream is encoded which represents a high processing charge.
Our approach is to adjust the trade-off between the video coding
performances and processing time at the codec level. At this level,
some standards (i.e. H.264) offer several configurations (named
profiles) and parameters which enable the coding performances
to be adjusted. The flexibility is easily obtained with the software
implementation however it is still a challenge to design a hardware
accelerator which supports several profiles and parameter
modifications.
For instance, Del Bue et al. [5] propose a software implementa-
tion based on a DSP component which enables the compression to
be adjusted according to the information extracted in real-time
from the video scene. Del Bue et al. propose a smart camera which
enables several regions of interest to be detected in the scene and
the coding performances to be adjusted for each of them. The sys-
tem task is to transmit to its base station high quality foreground
data, while trading-off the quality of the background data. Using
a MPEG-4 Simple profile codec, different texture quantifications
are applied on the foreground data and the background data. The, J. Syst.
Table 1
The impacts of the search strategy on the PSNR and the processing time.
PSNRFS  PSNRRS
Average, Min, Max
Processing TimeFS/ Processing TimeRS
Average, Min, Max
0.5 dB, 0.02 dB, 1.13 dB 98.08, 53.69, 214.75
2 W. Elhamzi et al. / Journal of Systems Architecture xxx (2013) xxx–xxxquantification control is efficient for achieving the video coding
adjustment, meanwhile the processing time is fixed. We propose
a similar approach which focuses on the main part of the coding
process (for almost all the standard): the motion estimation (ME)
[6]. The motion estimation is well known to be the most computa-
tion-intensive stage of video coding process. Any improvement on
this stage has therefore impact on the whole video codec’s perfor-
mances. Focusing on the motion estimation adaptation enables
adjustments to be proposed on processing time as well as on the
bit-rate and the PSNR. The processing time tuning represents a
new contribution compared to Del Bue’s approach. This approach
enables the best trade-off between coding performances and the
processing time to be defined by the user. Based on our experience
on H.264 standard, we propose to adjust the motion estimation
performances using three key features: (i) the format of input data
(i.e. the size of the blocks to match), (ii) the integer search method,
(iii) the optional fractional search. These adjustments allows the
user to fit the application’s constraints (image spatial resolution,
frame-rate, bit-rate, PSNR).
The motion hardware accelerators presented in the literature
do not consider the three key features simultaneously. The inte-
ger search stage is compulsory, contrary to the Variable Block Size
Motion Estimation (VBSME) and the Fractional Motion Estimation
(FME) refinement. Both these optional phases enable PSNR to be
significantly increased as discussed in Section 2. Thus, the pro-
posed architecture has been designed to support in particular
these two optional phases. Nevertheless the optional phases, in
particular FME, increase significantly the processing time. Indeed,
the FME represents 45% of the inter-prediction processing time.
Hence, the proposed architecture has been designed to reach
high-performances on the FME phase. The proposed architecture
enables higher throughput in term of Macro-Blocks per second
to be reached compared to state of the art architecture’s perfor-
mances [7,8].
The selection of the integer search method enables the applica-
tion requirements (bit-rate, etc.) to be reached as well as the pro-
cessing time. However, the hardware accelerators focusing on the
integer search [9,10], propose efficient, but fixed architectures
which support either full-search or one reduced search strategy.
Consequently for these solutions, the integer search method can-
not be modified. Our contribution is to propose an architecture
which overcomes this limitation, allowing the user to select the
integer search strategy.
It is still nowadays a challenge to define such an efficient
hardware accelerator which supports such flexibility as well as
high coding performances. Moreover, this accelerator should not
require the whole processing resources of the system as other im-
age processing must be embedded inside of the smart camera.
Therefore, we propose a motion estimation accelerator, fully com-
patible with H.264, which supports several configurations of the
three key features previously mentioned. The main contributions
of this paper are the definition of an architecture allowing flexi-
bility and some new hardware optimizations of the architecture
of the motion estimation allowing to improve the performance
(computing time or hardware resources) compared to the state
of the art. The paper is organized as follows. In Section 2, we ana-
lyze how the search strategy, the optional use of Fractional Mo-
tion Estimation (FME) and the Variable Block Size Motion
Estimation (VBSME) allow the coding performances to be ad-
justed. In Section 3, the motion estimator architecture and the
associated hardware implementation, based on a FPGA compo-
nent, are presented. We describe the two main units of the archi-
tecture: a generic Integer Motion Estimation architecture which
supports user-friendly search strategy selection and the FME
architecture. Finally, the conclusion and future work are dis-
cussed in Section 4.Please cite this article in press as: W. Elhamzi et al., Efficient smart-camera acc
Architect. (2013), http://dx.doi.org/10.1016/j.sysarc.2013.05.0052. Key features to adjust motion estimation performances
We propose to focus on features of the motion estimation which
represents the key stage of many of the standards (i.e. the powerful
H.264) as well as the most expensive task in term of processing
time.
The main idea in using the ME stage is to predict the next frame
from the previous one, and then to code the prediction error. As the
motion is not generally homogeneous on the whole frame, and also
in order to reduce the processing complexity, the image is split into
macro-blocks. The estimation is then operated on each macro-
block which is searched into the reference frame using usually a
Block Matching Algorithm (BMA). The matching criterion is usually
done by the Sum of Absolute Differences (SAD). The most accurate
vector corresponds to the position which causes SAD to be mini-
mum. At this stage, the optimum corresponds to an integer
position.
Many search algorithms have been developed to propose an
alternative to the exhaustive Full Search approach (FS) where each
position of the macro-block in the search window is considered.
These optimized approaches aim to converge to the best matching
motion vector without considering all possible positions. This
number of points per block to be checked (NSP) is then reduced,
as the algorithm uses predefined search patterns or previously pre-
dicted motion vectors to guide the process. Using these algorithms
impacts the global coding performances (i.e. bit-rate, image quality
and processing time). The improvement of the bit-rate or the im-
age quality is achieved by finding the best possible motion vectors.
Meanwhile, reducing the total search time is achieved by selecting
the proper fast motion estimation method. Nevertheless, the bit-
rate and the image quality can be decreased compared to the FS ap-
proach. For all these algorithms, several search phases are required
to converge to the most accurate vector. For instance, square-
shaped or hexagon-shaped or diamond-shaped search patterns
with different sizes are employed in several fast motion algorithms
such as, Three-Step-Search (TSS) [11], the four step search (4SS)
[12], the hexagon-based search (HEXBS) [13], the Diamond Search
(DS) [14] and the block-based gradient descent search (BBGDS)
[15] algorithms. The aforementioned fast search algorithms are
evaluated in [16] by considering the output PSNR and the process-
ing time. Table 1 summarizes the results of this study. The study is
done considering several videos with different resolution or mo-
tion speeds. Performances depend on the video content. Globally,
all the Reduced Search algorithms (RS) achieve a significant
speed-up compared to FS while maintaining high PSNR as pre-
sented in the Table 1. The user can select a reduced search strategy
to decrease the processing time nevertheless the PSNR may de-
crease for high-motion speed or high texture variation. The largest
decrease obtained in this study is 1.13 dB. The results are con-
firmed by other studies. For instance, the enhanced efficient DS
algorithm, named Modified Diamond Search (MDS), is proposed
and compared with other fast approaches and FS method in [17].
This algorithm achieves significant speed-up compared to FS. In-
deed, on average the processing time decreases by 99% with a neg-
ligible degradation in both PSNR and bit-rate except for high-speed
motion and/or high texture variation where PSNR can decrease by
0.6 dB.elerator: A configurable motion estimator dedicated to video codec, J. Syst.
Fig. 1. The top-level view of the proposed motion estimation architecture.
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able the coding performances, as well as the processing time, to
be adjusted by the user to match with application’s constraints.
The second major possible adjustment concerns the type of pre-
cision chosen for position estimation. Indeed, the motion of blocks
usually does not match exactly in the integer positions. So, to find
best matches, fractional position accuracy can be used. If the best
motion vector is a fractional position, an interpolation is needed
to predict the current block. According to [18,7], Fractional Motion
Estimation (FME) upgrades on average the rate distortion effi-
ciency by +4 dB in PSNR and requests 45% of the inter-prediction
processing time as shown in Table 2. In [8,18], authors evaluated
FME in H.264 using several sequences and have shown that using
half or quarter-pel increases image quality.
Another refinement included in recent standards allows the
improvement of the estimation performance: the VBSME [9]. This
method is based on the BMA, combined with a dynamic selection
of the blocks size. The VBSME is carried out in both IME and FME
phases. In H.264, VP8 and other video codec, a 1616 sized
macro-block can be further partitioned into 168, 816, 88,
84, 48 and 44 sub-blocks. When all sub-blocks are in uniform
motion, all sub-block motion vectors will be the same as the mo-
tion vector for the entire macro-block. Nevertheless, when sub-
blocks partitions are moving in different directions, sub-block mo-
tion vectors can differ significantly from each other and from the
motion vector of the macro-block. Consequently the ME unit must
be able to generate a separate motion vector for each of the sub-
blocks. The advantages of a large block size are (i) simplicity and
(ii) the limited number of vectors that must be encoded and trans-
mitted. However, in areas of complex spatial structures and mo-
tion, better performances can be achieved with smaller block sizes.
Since the image quality, bit-rate and global codec performances
depend on the application and the video content, it is useful to pro-
pose a flexible hardware architecture allowing the user to chose
the algorithm embedded in the smart camera, and eventually to
adapt dynamically the algorithm depending on the events detected
in the scene.3. Configurable architecture for motion estimation
3.1. Overview of the proposed architecture
The presented architecture aims to propose a flexible solution
to adjust the video stream transferred by the smart camera. The
accelerator is able to support several search strategies at IME stage
and different configurations for FME stage. The Variable Size Block
is available for each of these two stages. The global architecture is
depicted in Fig. 1.
We propose in this paper an improved version of the architec-
ture which basic principles have been presented in [19]. We have
modified the global architecture and improved significantly the
performances of the FME to reach high-level compression rate
that fit with smart camera applications. For IME and FME stages,
the best matching is performed using the 1616-pixels reference
macro-block and a region extracted from the corresponding
search window. Processing one matching in one cycle is not, from
our point of view, a realistic solution for implementation reasons
(this requires hardware resources and data-bandwidth). A trade-Table 2
The impacts of the FME on the PSNR and the processing time.
PSNRFME  PSNRFS
Average, Min, Max
Processing TimeFME/
(Processing TimeFS + Processing TimeFME)
4 dB, 2 dB, 6 dB 0.45
Please cite this article in press as: W. Elhamzi et al., Efficient smart-camera acc
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obtained by performing, in one cycle, the comparison between a
macro-block row with the corresponding row extracted in the
search window. Therefore one key feature of our architecture is
the embedded cache memories design which provides one row
of macro-block and one row of the search window at each sys-
tem’s clock cycle.
After the best integer motion vector is estimated, the Fractional
Motion Estimation accuracy can start. The half-pel refinements of
the surrounding eight half-search positions are computed, and
then the quarter-pel refinements of eight quarter-search positions
surrounding the best half-search position are computed. The list of
matching positions to be considered is performed by the Address
Generator Unit (AGU) and transferred to the IME and FME mod-
ules. The address generation is regular for FME. The list of ad-
dresses is processed using the results obtained during the integer
estimation. Eight addresses are therefore systematically deter-
mined for each sub-block. For IME the address generation depends
of the selected search algorithm. Using a full search strategy, the
motion detection process is completely regular. Only one genera-
tion phase is required, as all possible positions of the pattern in
the search window are scanned contrary to fast search approaches.
All the fast search strategies are intended to converge gradually in
several phases to the right motion vector. For each phase, the next
set of positions is defined using the results of the previous list of
matching. For all configurations, the address generation can be de-
scribed with two simple schedulers. The one in charge of the FME
address generation uses a simple and fixed strategy, as described
previously. The scheduler in charge of the IME phase can be mod-
ified by the user according to the selected strategy. For IME, two
fixed size 16-pixels rows are respectively extracted from the refer-
ence macro-block and from the search window. The IME architec-
ture presented in Section 3.2 supports VBS and all possible sub-
blocks are processed in parallel. For FME, an interpolation phase
is required, using a set of six-tap filters and bilinear filters respec-
tively for half-pel and quarter-pel refinements. Therefore, the re-
gion to be extracted is slightly larger than the block width. The
pixel number extracted also depends on the selected mode
(1616, 168, 88, 84, 44, etc.). For block’s width equal to
16 pixels, 8 pixels and 4 pixels respectively, 22, 14 and 10 pixels
should be extracted. The sub-block matching is generally esti-
mated sequentially. Yang et al. have proposed in [7] an architecture
which enables two sub-blocks (44 or 48) to be processed in par-
allel. This principle has been used for our architecture, therefore
the cache memories structure has been modified compared to
[19]: a copy of the search window has been introduced to enable
two simultaneous accesses to two independent regions of this win-
dow. As discussed in Section 3.3, this data redundancy associated
to a modification of the interpolation unit enables two sub-blocks
(44 or 48 or 84 or 88 or 816) to be processed in parallel
which allows a significant performance improvement compared
to state-of-art to be obtained.elerator: A configurable motion estimator dedicated to video codec, J. Syst.
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The architecture of the Processing Unit is a key point of the inte-
ger motion estimation, in terms of hardware resources and pro-
cessing time. Several architectures have been proposed in the
literature, some implementing Fixed Block Size Motion Estimation
(FBSME) based on the FS algorithm, and some implementing
VBSME, as the Propagate Partial SAD [9,20], the SAD Tree [21],
and the Parallel Sub-Tree [22]. Due to data dependency of full
search motion estimation, 1D and 2D systolic arrays are generally
used for efficient implementation of VBSME. One of the first 1D-
systolic PEs-array implementations of VBSME was presented by
Yap and McCanny [9], and later improved upon by Song et al.
[20] and Fatemi et al. [23]. Two dimension array architectures have
also been proposed for high-end application domains, such as
HDTV [10]. All these structures support only FS strategy. Other re-
lated works support DS strategy, but the originality of the unified
PU architecture that we propose is to support several strategies
as well as VBSME.
The IME phase is highly regular therefore the proposed archi-
tecture is based on the Propagate Partial SAD architecture used
in [9,20]. Four kinds of operators are therefore required: absolute
difference, adder, accumulator and comparators. The 16 differ-
ences are added with a six-stage pipelined structure. The 16 accu-
mulators, which are included in this structure, enable all 40 sub-
blocks defined in VBSME to be processed. The described structure
enables a matching to be processed sequentially, row-by-row, in
16 cycles. This architecture is fixed for any search strategy without
any processing time overhead. Indeed, the cache memory which
enables the macro-block and the search window to be stored,
has been designed to provide one macro-block row and one search
window row (selected according the considered address) at each
clock cycle without any latency between any random address. Con-
sequently two random matching can be performed without any la-
tency. Therefore there is not a penalty in term of processing time
between two matching using reduced search instead of FS. The
only constraint is having to include an embedded cache memory
which is present in most of the motion estimation accelerators.
We have implemented two search strategies to provide system
flexibility: Full Search (FS) and Diamond Search (DS). The imple-
mentation has been done on a Virtex6 FPGA target
(6vlx240tff784-3). The proposed architecture can be considered
as a low-cost implementation of a motion estimator. Table 3 shows
the hardware resources requested for our FPGA based implementa-
tion and a comparison between our IME architecture and previ-
ously published ASIC VBSME processors [9,20,23].
All these selected architectures enable a matching to be pro-
cessed row-by-row. Therefore the number of PEs, as well as the
data bandwidth, is reduced compared to the resources required
by the solutions which process a matching in only one step. For
all these lost-cost architectures, the 41 possible motion vectors
are carried out by a common pipelined structure of 16 PEs which
enables a matching to be processed in 16 cycles. A 1616 searchTable 3
Comparison of VBSME architectures performances. The required hardware resources of th
Ref. Yap’s Song’s
Year 2004 2006
Tech (lm) TSMC 0.13 TSMC 0.18
Searching range 16  16 16  16
Latency 4096 4096
Gate count 61 k 51.7 k
Freq (MHz) 294 266
Video 720  576@45 fps 352  288@25
Search strategies FS FS
Please cite this article in press as: W. Elhamzi et al., Efficient smart-camera acc
Architect. (2013), http://dx.doi.org/10.1016/j.sysarc.2013.05.005range can therefore be processed in 4096 cycles. The architecture
described in [23] is original as a 3232 searching range can be per-
formed. High-clock frequency can be reached due to a pipelined
structure and a pixel truncation technique. Nevertheless the pro-
cess still requires 26624 cycles due to the large searching range
and the higher number of sub-blocks to be performed. The origi-
nality of our approach is to support different search strategies.
Therefore the main challenge was to provide the input data with-
out latency even for two matchings with non-consecutive accesses
in the cache memory. Our implementation frequency reaches
438 MHz that overcomes all mentioned designs, as we use more
recent technology (40 nm). Hence a matching is processed within
36.5 ns. Using a 1616 search window, 720576 video streams
can be processed at 67 fps in a FS mode. Meanwhile, using a DS
method and considering a realistic average range of 15–30 match-
ings per macro-block, a 1080 HD video stream can therefore
respectively be processed from 223 down to 111 fps. The IME
implementation results demonstrate that very low-cost architec-
ture can be proposed. Moreover, it obtains real-time performances
for high resolution images using fast search strategies. Meanwhile
the FME is a complex task and is time consuming, therefore in or-
der to obtain high-performances at the system level, the corre-
sponding implementation should be optimized.
3.3. High-speed Fractional Motion Estimator
The FME stage enables sub-pel accuracy to be performed there-
fore the considered search region should be interpolated. As the
half-pel and quarter-pel refinements are generally processed
sequentially, the interpolation is done with two successive filtering
operations. The half-pel and quarter-pel estimation differ mainly
by the interpolation stage. The half-pel refinement requires 6-tap
separable FIR filters which is more complex than the quarter-pel
processing which is performed using only bilinear filters. Each
half-pel value is calculated using six adjacent pixels horizontally
or vertically [18,7]. Once half-pel samples are available, the pixel
values at quarter-pel locations are processed with basic bilinear
weighting of the values at half-pel and integer-pel positions.
Fig. 2 depicts the overall block diagram of the proposed architec-
ture of FME. It consists of two interpolation based units, eight pro-
cessors units, 16 memory units and two comparator units.
In each refinement stage, eight candidates surrounding the
refinement center are evaluated simultaneously using the proces-
sor units. Sixteen classes of interpolated pixels are defined in
[24]. In order to optimize the matching process with the eight pro-
cessors, each class is stored individually. The proposed architecture
requires therefore four memory banks for half-pel processing and
12 banks for the quarter-pel refinement. Each bank is implemented
with dual-port memory embedded into the FPGA component. Only
two memory blocks are required per class. Therefore, the used
hardware resources are still low and suitable for FPGA implemen-
tation. For instance, the 32 memory blocks represent less than 8%
of Virtex 6vlx240 FPGA’s memory blocks. Two comparator unitse proposed architecture are: 1168 slice registers, 1281 slice LUT and 1 BRAM.
Fatemi’s Proposed architecture
2009 2012
TSMC 0.18 Virtex6 0.04
32  32 16  16
26624 4096
44 k NA
316 438
fps 352  288@30 fps 352  288@67 fps
FS FS/DS
elerator: A configurable motion estimator dedicated to video codec, J. Syst.
Fig. 2. Overall FME architecture.
Fig. 3. Half-pel interpolation units.
Table 4
Comparison hardware resources.
Chen’s Yang’s Ta’s Proposed architecture
Version 1 Version 2
Nbr of FIR-H 5 17 9 17 18
Nbr of FIR-V 11 35 19 35 38
Nbr of PUs 9 9 6 16 8
W. Elhamzi et al. / Journal of Systems Architecture xxx (2013) xxx–xxx 5are implemented to enable two sub-blocks to be estimated
simultaneously.
Half-pel interpolation is the most time consuming step of FME.
Many hardware architectures have been proposed to accelerate the
computation of the FME algorithm [18,7,25] and have been imple-
mented in Application Specific Integrated Circuit (ASIC) technol-
ogy. In our design, we propose two versions of a modular
interpolation unit. They provide a trade-off between the processing
time, the redundant interpolation and hardware utilization. Paral-
lel sets of 6-taps FIR horizontal (FIR-H) and vertical (FIR-V) process
the integer input data. In [18], Chen proposes an architecture based
on 4-pixels interpolation unit with nine 44 processing units
(PUs). In each refinement stage, nine candidates around the refine-
ment center are evaluated simultaneously. All blocks are decom-
posed into 44 sub-blocks during processing. However,
decomposing large blocks into 44 blocks brings redundant frac-
tional pixel interpolation. This redundancy problem appears in
the overlapping area of the adjacent interpolation window. To
overcome this problem, Yang [7] proposes a new architecture
based on 16-pixels interpolation unit with nine 1616 processing
units which removes all the redundant pixel area. Moreover, this
design adopts a short-latency 16-pixels wide interpolation to in-Please cite this article in press as: W. Elhamzi et al., Efficient smart-camera acc
Architect. (2013), http://dx.doi.org/10.1016/j.sysarc.2013.05.005crease throughput. All block sizes are processed by 1616 process-
ing units. This architecture enables 48 and 44 blocks to be
processed in parallel. Hence the memory bandwidth, required for
reading in parallel the reference pixels of search window memory,
becomes very large as mentioned previously. Ta proposes in [25]
an 8-pixels interpolation unit and decomposes all larger blocks
into 84 blocks. The redundancy is totally removed except for
the 16-pixels wide block. All these architectures use a sequential
approach: the half-pel is processed followed by the quarter-pel
refinement. The same processing unit is used for both sub-pel
refinements.
To improve the performances, we propose two new approaches.
Both solutions are based on a 16-pixels wide interpolation unit.
The first architecture, we proposed in [19], use a pipeline stage be-elerator: A configurable motion estimator dedicated to video codec, J. Syst.
Table 5
Comparison of number of cycles requested for different subblocks.
Sub-block types
block number
Chen’s Yang’s Ta’s Proposed architecture
Version 1 Version 2
Cycles/block Total cycles Cycles/block Total cycles Cycles/block Total cycles Cycles/block Total cycles Cycles/block Total cycles
16  16 1 22  4 88 22  1 22 22  2 44 22  1 22 22 22
16  8 2 14  4 112 14  1 28 14  2 56 14  1 28 14 28
8  16 2 22  2 88 22  1 44 22  2 44 22  1 44 22  2 22
8  8 4 14  2 112 14  1 56 14  1 56 14  1 56 14  2 28
8  4 8 10  2 160 10  1 80 10  1 80 10  1 80 10  2 40
4  8 8 14  1 112 14  2 56 14  1 112 14  1 56 14  2 28
4  4 16 10  1 160 10  2 80 10  1 160 10  1 160 10  2 40
Processing
1/2 1/4
Sequentially Sequentially Sequentially Pipeline Sequentially
Latency NA 29 NA 29 29
Half-Pel 41 832 366 552 502 276
Quarter-Pel 41 1664 790 1104 553 610
0
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Chen
Tech : 0.13µm
Freq : 100 MHz
Gate count : 79.3k
Yang
Tech :0.18µm
Freq : 285 MHz
Gate count : 188.45k
Ta
Tech : 0.18µm
Freq : 290 MHz
Gate count : 93.7k
Proposed architecture V1
Tech : Virtex 6 40nm
Freq : 175 MHz
Slice Register : 13540
Slice LUT : 18034
BRAM : 24
Proposed architecture V2
Tech : Virtex 6 40nm
Freq : 198 MHz
Slice Register : 10676
Slice LUT : 15545
BRAM : 36
kM
B
/s
Throughput 1/2
Throughput 1/4
Fig. 4. Comparison of the FME architectures throughput performances.
6 W. Elhamzi et al. / Journal of Systems Architecture xxx (2013) xxx–xxxtween half-pel and quarter-pel accelerators. Each of them requests
eight processing units. High-performances are obtained for quar-
ter-pel refinement nevertheless this pipelined architecture is obvi-
ously less performant in half-pel. Meanwhile the half-pel accuracy
is sufficient for many smart camera applications. We propose a sec-
ond solution based on the sub-blocks parallel processing which aims
to optimize the half-pel processing, keeping high global perfor-
mances. The proposed architecture processes a maximum number
of two sub-blocks in parallel. This version aims to support any sub-
block sizes therefore the interpolation unit must be modified. As de-
picted in Fig. 3, two concatenated 8-pixels interpolation units oper-
ate in parallel. This architecture consumes 282 FIRs (92 FIR-H and
192 FIR-V) to process 28-pixels integer input data. The number of
required pixels is therefore 28 which is 14 pixels twice.
Table 4 regroups the number of horizontal, vertical FIR’s and
processing units required for the various half-pel interpolation
implementations. Table 5 presents the number of cycles requested
respectively for each kind of sub-block as well as the global perfor-
mances of the different architectures. Chen’s low-cost interpola-
tion unit requires only 16 FIRs and 9 PUs. Each sub-block is
processed sequentially. When block size is wider than 44, they
are processed in several stages. Therefore the required number ofPlease cite this article in press as: W. Elhamzi et al., Efficient smart-camera acc
Architect. (2013), http://dx.doi.org/10.1016/j.sysarc.2013.05.005cycles for sub-pel refinement is higher than other implementa-
tions. Yang’s design has a 22 input integer pixel, which requires
52 FIRs and 18 PUs. It enables two 44 or 48 sub-blocks to be
performed simultaneously. Half-pel and quarter-pel refinement is
achieved, for all sub-blocks, respectively in 366 and 790 clock cy-
cles. Ta’s architecture represents a trade-off between complexity
and performances compared to these two previous architectures.
Our pipeline version, noted version 1 in Tables 4 and 5, enables
high-performances to be obtained for quarter-pel processing: the
motion estimation can be performed in 553 cycles for all sub-
blocks that improves Yang’s performances by 30%. In this version,
the interpolation unit is based on Yang’s. The pipelined architec-
ture requires a double number of processors.
Compared to Yang’s architecture, the second solution with the
interpolation modification, noted version 2 in the two Tables, only
requires two extra filters meanwhile improves the processing per-
formances for both sub-pel refinements. The proposed architecture
is able to perform simultaneously two sub-blocks either 816,
88, 84, 48 or 44. Hence, half-pel and quarter-pel modes
are respectively performed for all 41 sub-blocks in 276 and 610 cy-
cles. We saved respectively about 25% and 23% of processing time
in comparison to Yang’s architecture.elerator: A configurable motion estimator dedicated to video codec, J. Syst.
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terms of hardware resources, system frequency and throughput.
The state-of-art designs are based on similar technology
(0.18 lm) and our implementation uses the 40 nm technology
available on Virtex 6 FPGA (6vlx240tff784-3). We select FPGA tech-
nology to offer a high-flexibility in the implementation of other
processing inside of the smart camera (such as event detection).
Moreover the dynamic or partial reconfiguration available on FPGA
component could represent an interesting solution when selecting
the FME architecture in function of the application. Meanwhile, the
comparison of the hardware resources is difficult as the architec-
tures use different technologies, nevertheless frequency and
throughput can be compared. The implementation of the version
1 and 2 enables a half-pel refinement to be processed respectively
at 329 and 649 KMacroBlocks/s (KMB/s), and quarter-pel at 316
and 325 KMB/s. The implementation of the first version has
slightly lower frequency than the second version. Therefore, the
performances of implementation of the second version is higher
for both configurations, with a significant improvement of 25%
compared to state-of-art performances.4. Conclusion
The adjustment of processing and/or communication, according
to the events happening in the video scene or some environment
modifications (as a network bandwidth reduction), represents a
major challenge for a new generation of smart cameras. Therefore
the configurable motion estimator represents a key element in a vi-
deo codec which enables such flexibility to be achieved. We have
implemented a motion estimator on a FPGA which is a current tar-
get for smart camera design. The proposed accelerator enables the
integer search strategy to be adjusted and the optional VBSME and
sub-pel refinements to be processed. Moreover, the current imple-
mentation enables high-speed performances to be reached. Hence
for IME, 1080 HD video streams can be processed up to 200 fps
using fast search strategy. Due to a novel FME architecture, the
same video streams can be processed with half-pel and quarter-
pel refinements respectively at frame rate of 41 and 81 fps (respec-
tively around 330 and 650 KMB/s) which represents a significant
improvement (25%) compared with the state-of-art. This solution
can therefore represent an efficient solution for many video coding
applications. Current investigations aim to consider dynamic
reconfiguration to adjust on-line FME architecture.References
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Generation of Hardware/Software Systems
Based on CAL Dataflow Description
Richard Thavot, Romuald Mosqueron,
Julien Dubois, and Marco Mattavelli
Abstract This chapter presents a new development of rapid prototyping tools for
system design based on data-flow specifications. In this context, the efficiency of
tools for the automatic translation from the data-flow programs to C and/or HDL
are assessed by means of two design cases. The chapter also introduces the new
concept of the automatic synthesis of interfaces. Such generic interfaces are imple-
mented by using an embedded microprocessor, which can support a large variety
of interfaces already available as native IP libraries in the case of FPGA. The two
design cases described here have been developed, tested and validated on different
implementation platforms. The results of the assessment show that flexibility, gener-
icity and generality are attractive features of the proposed interface implementation
methodology approach.
1 Introduction
Nowadays, heterogeneous embedded systems platforms are composed by a vari-
ety of different types of computational units, digital signal processor (DSP), graph-
ics processing unit (GPU), Central Processing Unit (CPU), dedicated co-processor,
custom acceleration logic units or generic field-programmable gate array (FPGA)
just to mention the most common building blocks. Heterogeneous platforms are
more and more frequently used to support the implementation of complex process-
ing applications. Nowadays, the tasks of developing, optimizing and mapping such
complex application algorithms on heterogeneous platforms become more and more
challenging and require new flexible and efficient methodologies. A key issue is
therefore to provide new design methodologies for quick architecture prototyping.
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In this perspective several steps need to be accomplished, and several issues need
to be addressed by the design process, they can be summarized as: (1) define which
partition of the algorithms will result in a more efficient implementation on a com-
ponent of the heterogeneous platform, (2) find which partitioning schemes satisfy
the constraints of the application and (3) how to translate the algorithm partitions
into the form (i.e. language) compatible with the corresponding platform compo-
nent. Several works have already addressed some of such issues [1–7]. However,
only a few of them propose a complete solution for the design of heterogeneous
platforms including software components, hardware components and their differ-
ent interfaces. All approaches mentioned above propose to address the first issue
by using a unique language, allowing for system specification at a high level of ab-
straction for both SW and HW components. For several reasons, an approach based
on a data-flow language is proposed by the authors. This form of programming
language presents several advantages versus the classical imperative sequential lan-
guages employed so far in System design. Data dependencies, task concurrency and
parallelism are explicitly and directly represented by a graph in a visual and intuitive
form where algorithms are encapsulated in data-flow components. For such propose
the CAL actor language [1] is used. CAL is based on the asynchronous data-flow
computation model. It provides many interesting features particularly attractive and
appropriate for system modeling, the most important as mentioned above are encap-
sulation, explicit concurrency and composability. The second issue can be addressed
by using a tool environment that supports different design space exploration stages
and yields efficient mapping and partitioning of the high level algorithm specifi-
cation on each component of the heterogeneous platform. An essential element of
the tool environment is the inclusion, at the level of the unified computation model,
of the architectural components of the heterogeneous platforms and of native li-
brary/IP components. A unique description allows the task partition to be delayed.
A data-flow program written in CAL is composed of a set of independent actors,
which consume data tokens from input ports, consume these tokens and generate
tokens on output ports. Connections between output and input ports of actors are
represented by oriented edges that represent the direction of the tokens flowing be-
tween two actors ports. CAL language explicitly shows how a complete design can
in principle be partitioned on different platform components as well as the type of
communication between them. Generic drivers have been designed to easily con-
vert the program by including with the appropriate interfaces. A generic interface
architecture has to be able to connect to different communication controllers. These
drivers could be connected with their sub-layers to every IP-interface defined within
the component library. Two types of drivers are necessary: one for communication
interfaces and another for handling the communication with memories. In this chap-
ter, a description of the communication interface driver for hardware components is
provided, with a focus on the case of an FPGA with a soft-core. The chapter shows
that the driver architecture is generic and can be used with different communication
interfaces. The chapter is organized as follows: Sect. 2 presents the main objective,
the language and the methodology for system design. Differences and similarities
between the different approaches are discussed in this section. Section 3 highlights
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the efficiency of the CAL synthesis to SW and HW languages by means of two de-
sign cases (an MPEG-4 simple profile decoder and a bar code decoder). Section 4
describes the role and functionality of the interface drivers. In Sect. 5 some exam-
ples of interface drivers are provided. Finally, Sect. 6 concludes this chapter.
2 Objectives and principles
This section describes the main objectives of this work and highlights the differences
with some other approaches such as:
• UGH [5],
• CatapultC [4],
• GAUT [6],
• generation of embedded hardware/software from SystemC [7].
UGH methodology presents a similar approach to CAL data-flow to generate a hard-
ware co-processor description by using a high level description language. However,
this approach does not provide a full heterogeneous platform. Moreover, UGH re-
quires three inputs: the algorithm description, a draft of data-paths and finally the re-
quired system’s frequency. Unfortunately, interfaces between different coprocessors
are not supported. Our methodology needs only two inputs: the algorithm descrip-
tion, hardware information(hardware/software partition, kind if interfaces, required
system’s frequencies). In our approach, draft of data-paths are intrinsically included
in the algorithm specification. Catapult™C uses a unique formalism to describe the
entire algorithm. Unfortunately, Catapult™C has a conceptual limitation. Models
implemented in languages such as C that use a sequential programming approach,
exhibit inherent limitations with data dependencies and task parallelisms. Moreover,
the management of the interfaces is not supported. Similarly, GAUT methodology
has the same limitation that Catapult™C to describe algorithm. GAUT exhibits data
dependencies between operations via a derived from C/C++ compiler. As explain
previously, our methodology does not need data dependencies exploration on an al-
gorithm, because it is directly provided by the data-flow representation itself. This
approach manages the point to point links via the LIS communication theory [8].
Nevertheless, GAUT approach is too dedicated to DSP applications.
Finally, “generation of embedded hardware/software from SystemC” approach
is the closest methodology compared to the CAL actor approach. This methodol-
ogy includes generation for software and hardware with management of interfaces.
The SystemC description has to be refined at a bit accurate level to enable high
synthesis performances to be obtained. The interface control must be fully detailed
in SystemC whereas a CAL dataflow program hides any sort of low-level detail
and controls. Moreover, the management of interfaces in SystemC provides point to
point links whereas the CAL actor approach provides multi-point links. The CAL
actor methodology [1] and management of interfaces are described below so as to
highlight the advantages of such approach versus the state of the art approaches.
278 R. Thavot et al.
2.1 CAL Actor Language
A data-flow program written in CAL is composed by a set of independent “ac-
tors” [1, 2] and by the topology of their connections which constitute a network
(see Fig. 1) and is specified using an XML dialect. An actor is a standalone entity
which has its own internal state represented by a set of state variables. It performs
computations by executing actions and it must have, at least, one action to perform
computations. An action execution is modeled as a sequential atomic component
which means that once started it cannot be interrupted until it finishes and no other
action, of the same actor, can execute at the same time. An action is executed on the
basis on the internal state of the actor and on the availability and values assumed
by the tokens at the input ports. Each “actor” has a set of input and output ports
through which it communicates with other actors by passing data tokens. In sum-
mary, an “actor” may consume tokens from inputs, may change the internal state
and may produce tokens at the outputs by firing actions that execute one after the
other inside each actor. As shown Fig. 1, an actor can be represented in two differ-
ent ways: (1) a network which is a set of actors and a set of connections; (2) a set
of actions, where only one action is selected to be executed according to the in-
ternal state machine. CAL actor language provides different mechanism that can
be used for the scheduling and control the execution order of actions inside an ac-
tor. The XML based description of network of actors supports hierarchical system
specifications. A network is simply the specification of the input and output ports
connections defining the communication of data tokens between actors. The com-
munication channels are constituted by FIFOs components of theoretically infinite
size that preserve the order of the tokens without loss of data. By writing CAL net-
works, designers can only focus on the modeling of the dataflow system and do
not need to care much about the low level of details to implement the communica-
tion between actors. This is done by the tools that synthesize SW and HW imple-
mentations. Such tools provide to the designer some control over communication
parameters such as length of queues and the types of exchanged data in the final
implementation. When a data-flow program is developed, it can be simulated using
the OpenDataflow simulator [9] to check for the correct functionality.
Fig. 1 CAL principles
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2.2 Objectives: Unified Specification Formalism
The main objective of the approach based on writing CAL data-flow programs is to
define and develop a methodology with a unique unified specification formalism for
software and hardware components that can be mapped onto heterogeneous multi-
component embedded platforms by direct synthesis of SW and HW. In a CAL-based
design flow, the whole system is modeled and implemented in CAL. The partition-
ing between hardware and software can be easily modified since the same source
is used for generating both components. Figure 2 details the components of the de-
sign flow: a CAL program which is the application algorithm is one input, whereas
the architecture of the heterogeneous platform is another input of the design flow.
First, the CAL program is validated by means of a behavioral simulation. Then,
the second step is a pre-partitioning stage. This step defines, in accordance with
the constraints and the architecture (component and interface), which actors will be
mapped as hardware or software components. The methodology and optimization
criteria for the partitioning of a network are not addressed in this work. The focus
here is in the automatic synthesis of the interfaces and drivers that yield a correct
and efficient implementation of any partitioning of a network onto a heterogeneous
system. Given a CAL data-flow program partitioned on architecture components,
attributes are added to each actor corresponding to the physical component and at-
tributes are added at each arc connecting two different partitions and corresponding
to the physical interface of the heterogeneous system. The attributes are represented
in brackets in Fig. 1 and this one does not change the CAL dataflow program and
its behavior. Using such information CAL synthesizers can include driver synthesis
into the design according to the physical interfaces present in the platform. However,
on the hardware side, the synthesis and integration of interfaces and their drivers is
much more difficult to be obtained because there is no operating system (OS) that
can manage interfaces automatically. Moreover, many edges connecting two parti-
tions may share the same physical interface. An example of a partition that presents
this case is shown Fig. 3. Once the choice of the partition of a network is done, each
partition is translated into the appropriate implementation language by two synthe-
sis tools: CAL2HDL [10] for FPGAs components and CAL2C for processors [11].
Fig. 2 Overview of the
design flow based on CAL
description
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Fig. 3 Example of
partitioning
A further step of the implementation process is to synthesize and to implement some
actors by using specific IPs components that might be present as native optimized
components libraries. The objective of this chapter is to describe how the automatic
synthesis of interfaces and drivers has been implemented and with which results.
2.3 The Global Interfaces Methodology
One of the key issues in system design is to be able of producing working prototypes
so as to validate system implementation architectures that satisfy the application re-
quirements. The CAL approach with the synthesis tools enables to describe and to
implement a complete design chain. The initial CAL data-flow program represent-
ing the behavior processing of the application, as explained in the previous section,
can be partitioned into several components of type SW and HW that can be auto-
matically translated to C and VHDL codes respectively, and assigned to physical
SW and HW components of a heterogeneous platform. The efficiency of the auto-
matic synthesis will be discussed in Sect. 5 with the results of two design cases.
Two specific classes of actors can be defined to represent respectively the external
interfaces and the external memory. The two resulting models can be used at dif-
ferent stages of the design validation. The model can be used to validate: (1) the
functional CAL, (2) the CAL description obtained after merging with the architec-
ture definition. For instance, the external interfaces can be described with a simple
description: (1) bandwidth, (2) temporal interruption (period or randomly gener-
ated). Obviously, the model can be completed to be more conformant to the real
physical interfaces. The external interfaces are directly exchanged with the physical
link (for instance ETHERNET, RS232, PCI, . . .). A completed automatic imple-
mentation requires handling the control of the different interfaces. A technological
solution is proposed for the two partitions. The processor in charge of the SW par-
tition can easily handle the control of the interface with a C driver. For the HW
partition, a controller, as well as the driver, must also be generated to connect the
interface with the HW partition. A unique driver structure is proposed to handle in-
terfaces. These latter enables a large variety of interfaces to be integrated. Hardware
driver is composed of a generic part to handle multi-connectivity between CAL
actor partition and an interface then a peripheral IP specific to each physical inter-
face. The structure of the driver is based on a micro-controller (Xilinx-Microblaze
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Fig. 4 Example of partitioning with the addition of the communication driver
or Altera-NiosII), which nowadays proposes a large variety of interface controllers.
For instance, as presented in Fig. 4, the different drivers should be added for each
physical external interface. These drivers are defined with two sub-layers: (1) seri-
alizer/deserializer, (2) Peripheral IP. The serializer/deserializer offers the possibility
to connect several arcs for using a single interface. The peripheral IP is the controller
of the physical interface. In summary, for the SW partition, a C driver is generated
with the CAL2C tool. For the HW partition, a specific driver based on embedded
micro-controller is generated with the CAL2HDL tool. The micro-controller pro-
gram is dedicated to a specific interface via libraries.
3 Effectiveness of CAL2C and CAL2HDL
Translators have been tested by two different signal processing applications. The
first is the MPEG-4 SP decoder [10–13], while the second is the code bar decod-
ing [14–17] in postal sorting. Both applications focus on the flexibility of a CAL
program specification and on the interests of high level of abstraction for a com-
plete application specification.
3.1 First Design Case: MPEG-4 SP Decoder
MPEG-4 is a suite of standards composed of several “parts”, where each part stan-
dardizes various entities related to multimedia, such as audio, video, and file for-
mats. MPEG-4 contains a number of features that allow it to compress video much
more effectively than older standards and to provide more flexibility. Figure 5 shows
the MPEG-4 Part 2 SP decoder which has been described via a data-flow model us-
ing CAL. This decoder is composed of three distinct functional components. The
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Fig. 5 MPEG-4 SP decoder described in CAL actor language
first includes the parser and merger actors. The parser partition the bitstream video
in Y, U, V syntax elements streams, MB type, texture coefficients and associated
motion vectors. The merger recomposes the video picture. The second part is used
to decode the texture, and then the third part computes the motion compensation on
the decoded texture. The MPEG-4 SP data-flow program is composed of 42 actor
instantiations. Figure 6 compares the entire MPEG-4 SP decoder written in CAL
and the same decoder directly described in HDL files. This graph shows a relevant
advantage in term of development time and code size description for the MPEG-4
SP decoder CAL specification compared with the manually written HDL program
(normalize to 1). This graph also shows an advantage for CAL program synthe-
sized to HDL in term of area used by the FPGA and the obtained throughput. The
entire MPEG-4 decoder can be directly generated from the CAL program using
CAL2C [12] synthesis tool. Table 1 shows the different performances in terms of
throughput between three MPEG-4 SP decoder implementations [10].
Fig. 6 Comparison of hardware performances between CAL generation and HDL handwrite for
the MPEG-4 SP decoder
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Table 1 Performances of the
MPEG-4 decoder described
in CAL, C and HDL
generated
MPEG4SP decoder Speed (kMB/S) Code size (kSLOC)
CAL simulator 0.015 3.4
CAL2C 2 10.4
CAL2HDL 290 4
3.2 Second Design Case: the Code Bar Decoder
The goal of this application is to detect and decode bar codes on letters to enable
automatic sorting at different stages of the logistic postal letter handling. Figure 7
shows the code bar decoder processing which has been specified in CAL. This pro-
cessing system is composed by three distinct parts: the preprocessing, two process-
ing (blobbing and code bar decoder), and then the manager stage. The first part
applies some filtering operations so as to improve the picture quality and to identify
the useful area for the bar code decoding. The third component is in charge of man-
ages the flow of information among the different components. Figure 8 compares
two architectures, one is synthesized from the CAL program, whereas the other is
the manually-written HDL program (normalized to 1). The results show that the de-
velopment time and the code size of the CAL data-flow program have a factor of
four of advantage compared with the handwritten HDL. The figure also shows that
in term of area the difference is minor, but the throughput is substantially different
even if both satisfy the requirements of the application.
These two design cases show the effectiveness of the CAL synthesis to SW and
HDL languages (CAL2HDL and CAL2C). Therefore, the HW/SW partitioning can
be delayed to the last stage of the design flow. Consequently, the automatic inser-
tions of interface controllers represent a key-point for efficient rapid prototyping.
Fig. 7 Code bar decoder describes in CAL actor language
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Fig. 8 Comparison of hardware performances between two CAL generation and HDL handwrite
for the bar code decoder
The final design results present more or less the same features, particularly the
amount of silicon FPGA area used. This latter is closed to the handwritten descrip-
tion. But the development time and the size of the programs have been improved by
about a factor of four.
4 Interfaces Driver Generation for Implementation
4.1 Driver Architecture Overview
A driver is used to directly connect an interface. The architecture is automatically
generated to connect and handle virtually un unlimited number of devices. In the
partitioned CAL specification, only parameters change to configure the right adapter
as explained in Sect. 2.3. Figure 9 represents the driver on the hardware side. The
generic driver is composed by a peripheral IP, a serializer/deserializer and a con-
troller. The generic device connection allows connecting many communications
with the serialization and the deserialization. A microprocessor or controller is re-
quired to enable and to support a large number of different interfaces. The soft-core
microprocessor is an RISC architecture. It provides flexibility and scalability and
it is customizable and fully implemented in programmable logic. This solution has
already been proposed, for instance in [7, 18], to define and manage interfaces, nev-
ertheless this approach has never been implemented from a dataflow description.
The advantage of using a microprocessor is that most dedicated communication IPs
already have been created and optimized by manufacturers. Moreover, this solu-
tion aims at suppressing or decreasing a loss of performances that has already been
noticed for instance in [18] with PCI express. Therefore, our approach has been
designed to support different manufacturer soft-processors: microBlaze for Xilinx
and/or NiosII for Altera. Hence two different implementations using different FPGA
technologies and interfaces are reported in this chapter and detailed in Sect. 5. The
driver architecture is designed around the soft-core processor. Each component is
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Fig. 9 Driver architecture
functional view
accessible by the Processor Local Bus which is managed by the soft-core. The mi-
croprocessor is connected on a multi-master bus to access the IP slaves. The soft-
core uses robust and light-weight OS which are based on the pre-emptive real time
multi-tasking operating system kernel for microprocessors. This type of OS allows
having several concurrently running tasks called “threads” and allows having event
flags, which suspend or run the thread according to their status. The architecture
aims at supporting a large range of peripheral interfaces, therefore memory ele-
ments should be available. The architecture supports one internal soft-core memory
and/or an external cache memory. The architecture is generated according to the se-
lected peripheral. The architecture has a peripheral IP controller that is either built
by the manufacturers or self-described. This approach, in our opinion, saves a large
amount of the prototyping time nevertheless it retains the manufacturer’s IP perfor-
mances. Our specific flow translator converts the tokens into a pile of data and vice
versa. Piles of data are accessible from the processor local bus addresses and also its
pile statuses. This conversion is realized by means of FIFOs for both directions. The
driver adapter has also the possibilities of checking both FIFO statuses. A key con-
tribution of our architecture is the ability of automatically handling data-flow multi-
connectivity on the same peripheral. Indeed, several “CAL actor language arcs” can
use one driver, if only one interface can be used for many tasks or transfers. For in-
stance, and has shown previously in Fig. 4, the driver should manage two output arcs
and an input arc. For this reason, the component named serializer/deserializer has a
key position in our architecture. The driver must be able to serialize data from chan-
nels and must be able to deserialize data to the proper channel. Moreover the driver
should manage deadlock e.g. if arcs resources are not available on the reception side
then the respective arcs should be disconnected of the serializer/deserializer to keep
a correct functionality of the system. For this reasons, next subsection focus on the
description of the serializer/deserializer process. Two algorithms are tested within
the serializer/deserializer module. Then the generic device connection is explained
and the resulting efficiency and implementations resources are compared.
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4.2 Serialization and Deserialization Process
Drivers are used to convert a token from any channel into a sequence of data trans-
mitted across a network connection link. This allows automatic generation of the
driver according to the number of “arcs” connected to the device. Even if it is writ-
ten in CAL, it remains completely transparent because it will be instantiated during
the pre-partitioning and the partitioning steps. Another advantage of developing a
CAL data-flow program is that the successive re-design and improvements stages
result easier. The serialization driver should add data such that the deserialization
driver is able to redistribute the tokens on the right channels. Moreover, the arcs
connected to the driver are not necessarily active at the same time, so then the driver
must be able to adjust its consumption and its production of tokens automatically
according to the arc activities. To solve this problem of random token presence on
the arcs, two algorithms have been assessed to consume tokens according priorities.
Both algorithms have the same functionality i.e. one algorithm could be on a par-
tition and the second algorithm on the second partition. Then both algorithms have
a feedback loop which handles deadlocks. The numbers of messages sent which
manage deadlocks are calculated according the size of each FIFO of reception de-
fined by a CAL actor arc. Smaller the FIFO size of reception is smaller the numbers
of messages must be and vice-versa. The FIFO size is defined by attributes on the
arc. The sent back message rules are each FIFO of reception sends back a message
when the numbers of data consumed and produced by it is equal to the FIFO size.
The First algorithm is the “Token ring’s algorithm”. This algorithm is based on the
traditional “Round robin” i.e. each communication channel is on a turnstile. When
a channel is selected and both FIFO of reception is not full and FIFO of emission is
not empty. Then a message is sent with a command data and all the data available
according the two FIFOs. Then the status of the FIFO sent are updated and the turn-
stile is pushed. When one of the two FIFOs of a channel is empty then nothing is
sent and the turnstile is pushed. The second algorithm is the “Banker’s algorithm”.
This algorithm is based on the Banker’s algorithm [19] used by operating system
developed by Edsger Dijkstra. This one will directly select the channel with the
highest priority. The priority is calculated according to the occupancy of the FIFO
of emission, the vacancy of the FIFO of reception and the size of each FIFO. As the
previous algorithm, the message is built with the same behavior.
4.2.1 Comparison of the Efficiency
The efficiency of both algorithms is different according the numbers of ports serial-
ized, deserialized and the flow applied on each port (see Fig. 10). In this experiment,
the resulting global bandwidth of the different ports should not obviously exceed the
bandwidth of the physical interface. The efficiency is considered as optimum when
no latency is observed on any port. The presented results have been obtained with
the two following interfaces: PCI and Ethernet. The used CAL design bandwidth is
always under the interface bandwidth so as to not perturb the measure of efficiency
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Fig. 10 Efficiency versus the
numbers of ports and the
number of connections
applied on each ports
of each algorithm. Figure 10 shows that with a homogeneous data-flow on each port
then both algorithms have the same efficiency equal to 1 and do not depend of the
port number. Contrariwise, with heterogeneous data-flow the efficiency of Token
ring’s algorithm decreases according to the numbers of ports. The features of the
Banker’s algorithm allow for maximum efficiency for any number of ports. How-
ever, the implementation complexity of the Banker’s algorithm is higher than the
Token ring’s one.
4.2.2 Comparison of the Hardware Implementation
In this section, both algorithms of the serializer/deserializer have been synthesized
to determine the numbers of slices and the maximum frequency available on two
different XILINX FPGAs and an ALTERA FPGA (see Tables 2, 3, 4). In terms of
slices and frequency, the token ring’s algorithm achieves very good result. The slice
doubles when the number of ports quadruples with a frequency more or less equiv-
alent. Contrariwise the Banker’s algorithm does not present the same performance.
The number of slices increases linearly with the number of ports. Moreover the fre-
quency for a high number of ports decreases sorely. Figure 11 represents the trend
of each table according the number of ports. Despite a hardware resource overhead,
the Banker’s algorithm presents higher performances for a large number of connec-
tions (≤ 4). With a heterogeneous data-flow, this implementation can be considered
Table 2 Hardware performance for both algorithms on a Virtex 5
Algorithm Numbers of ports 1/1 2/2 4/4 8/8
Token ring Slices 354 421 750 819
Frequency (MHz) 229 215 203 191
Banker Slices 391 522 784 1284
Frequency (MHz) 218 207 199 159
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Table 3 Hardware performance for both algorithms on a Spartan 3
Algorithm Numbers of ports 1/1 2/2 4/4 8/8
Token ring Slices 396 500 659 954
Frequency (MHz) 100 86 82 80
Banker Slices 367 522 903 1907
Frequency (MHz) 86 79 75 60
Table 4 Hardware performance for both algorithms on a Cyclone II
Algorithm Numbers of ports 1/1 2/2 4/4 8/8
Token ring Slices 606 807 963 1391
Frequency (MHz) 97 79 67 49
Banker Slices 481 730 1222 2497
Frequency (MHz) 87 76 61 37
as an efficient alternative to less sophisticated solutions, such as the Token ring’s al-
gorithm. Both algorithms have been implemented to control the multi-connectivity
on one interface.
4.2.3 Algorithm Synthesis
Both algorithms are available in the prototyping framework and algorithms have
been implemented to control the multi-connectivity on same interface. Until 4 ports,
the Banker’s algorithm represents an efficient solution to deal with heterogeneous
data flow. The resource requires to implement this protocol is slightly similar to tra-
ditional algorithm as the Token ring algorithm. Beyond of 4 ports, the token ring’s
algorithm is a good way in term of slices and frequencies but this algorithm is com-
pletely inefficient if a heterogeneous flow is applied on the serializer/deserializer.
Probably the designer is in charge to select the well algorithm according to his ap-
plication requirements.
5 Design Cases with Interfaces Driver Generation
The drivers are used with simple CAL examples (at the level of partitioned CAL
model), which sends and receives data from and to the FPGA. Examples use dif-
ferent interface with multi-connectivity to prove the flexibility and the genericity
on this methodology. Examples follow the steps from partitioned CAL to bitstream
generation. These examples have been tested and validated on different platforms.
To verify the flexibility and the smooth operation of the generic hardware interface
model, several implementations with communication bus has been performed.
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Fig. 11 Slices and frequency
trend as function of the
numbers of ports
5.1 Ethernet Link
In this example a peripheral that is dedicated for the Ethernet protocol has been
tested. To compare the flexibility of the driver interface, the system is implemented
on two different FPGAs from two different manufacturers. The first example has
been designed targeting the Altera family associated with an SMSC component. The
same case can be applied to the Xilinx family. Nevertheless, Virtex 5 from Xilinx
includes a specific core dedicated for Ethernet communication, which is the second
case. Both designs need an external memory to use the light-weight implementation
of the stack TCP/IP.
5.1.1 Ethernet on Cyclone II
The 32-bit embedded-processor NIOS II [20] is connected on a local processor bus
named “Avalon”. The Avalon interface family defines interfaces for usage in both
high-speed streaming and memory mapped applications. In the studied case, the
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peripheral controller connected to this bus is the SMSC LAN91C111 device con-
troller [21]. This external device is designed to facilitate the implementation of a
third generation of Fast Ethernet connectivity solutions for embedded applications.
5.1.2 Ethenet Link on Virtex 5
The 32-bit Harvard RISC microprocessor that is used with the Virtex 5 is the microb-
laze [22]. The microblaze is connected on processor local bus named “PLB”. The
device controller connected to the PLB is the TEMAC (Tri-Mode Ethernet MAC).
The TEMAC is a configurable core ideally suited for using in networking equip-
ment such as switches and routers. The customizable TEMAC core enables system
designers to implement a broad range of integrated Ethernet designs, from low cost
10/100 Ethernet to higher performance 1 Gigabit ports.
5.2 PCI Link
In this example a peripheral that is dedicated for the PCI protocol has been tested.
The proposed implementation is based on the driver that is described in Sect. 4.
This implementation is compared with the direct implementation of a specific PCI
controller. As described in Sect. 4, the driver is based on a microblaze micropro-
cessor. The target technology is the Virtex 2 Pro FPGA from Xilinx. The peripheral
connected on the PLB bus is the PLBV46 PCI Full Bridge. The proposed imple-
mentation is obtained with the automatic translation of the driver dedicated to this
PCI configuration. The performance is identical for both designs, and therefore rep-
resents another important step to obtain an efficient rapid prototyping tool based on
CAL data-flow programs.
6 Conclusion
This chapter has proposed a new methodology to generate system interfaces from
a data-flow description. The methodology may be considered as a solution to yield
system architecture exploration results as well as a key contribution to quick proto-
typing. Indeed the system’s architecture can be defined in CAL data-flow language
and automatically translated into an efficient implementations. The generic driver
proposed in this study enables the implementation of different interfaces. More-
over the generic driver can handle multi-connectivity employing two different algo-
rithms. These algorithms can virtually manage up to 256 input/output “CAL actor
arcs” with for each FIFO a depth range of 1 to 16,777,216 data. The structure of this
driver enables to deal with bandwidth repartition of the different external interfaces.
Generic driver methodology provides a high-degree of flexibility and robustness.
The proposed methodology facilitate the design-flow of typical embedded systems.
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In case of the occurrence of a lack of performance, a designer may use a native
peripheral IP, and then include it in the generic peripheral driver. Moreover, the
proposed driver methodology enables an easy changing of interfaces for exploring
several mapping and design exploration options.
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Correspondence should be addressed to J. Dubois, jdubois@u-bourgogne.fr
Received 28 February 2009; Accepted 30 June 2009
Recommended by Bertrand Granado
Object detection forms the first step of a larger setup for a wide variety of computer vision applications. The focus of this paper
is the implementation of a real-time embedded object detection system while relying on high-level description language such
as SystemC. Boosting-based object detection algorithms are considered as the fastest accurate object detection algorithms today.
However, the implementation of a real time solution for such algorithms is still a challenge. A new parallel implementation, which
exploits the parallelism and the pipelining in these algorithms, is proposed. We show that using a SystemC description model
paired with a mainstream automatic synthesis tool can lead to an efficient embedded implementation. We also display some of the
tradeoffs and considerations, for this implementation to be effective. This implementation proves capable of achieving 42 fps for
320× 240 images as well as bringing regularity in time consuming.
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1. Introduction
Object detection is the task of locating an object in an image
despite considerable variations in lighting, background, and
object appearance. The ability of object detecting in a scene
is critical in our everyday life activities, and lately it has
gathered an increasingly amount of attention.
Motivated by a very active area of vision research, most
of object detection methods focus on detecting Frontal Faces
(Figure 1). Face detection is considered as an important
subtask in many computer vision application areas such
as security, surveillance, and content-based image retrieval.
Boosting-based method has led to the state-of-the-art detec-
tion systems. It was first introduced by Viola and Jones as
a successful application of Adaboost [1] for face detection.
Then Li et al. extended this work for multiview faces, using
improved variant boosting algorithms [2, 3]. However, these
methods are used to detect a plethora of objects, such
as vehicles, bikes, and pedestrians. Overall these methods
proved to be time accurate and efficient.
Moreover this family of detectors relies upon several
classifiers trained by a boosting algorithm [4–8]. These
algorithms help achieving a linear combination of weak
classifiers (often a single threshold), capable of real-time face
detection with high detection rates. Such a technique can
be divided into two phases: training and detection (through
the cascade). While the training phase can be done offline
and might take several days of processing, the final cascade
detector should enable real-time processing. The goal is to
run through a given image in order to find all the faces
regardless of their scales and locations. Therefore, the image
can be seen as a set of subwindows that have to be evaluated
by the detector which selects those containing faces.
Most of the solutions deployed today are general purpose
processors software. Furthermore, with the development of
faster camera sensors which allows higher image resolution
at higher frame-rates, these software solutions are not always
working in real time. Accelerating the boosting detection can
be considered as a key issue in pattern recognition, as much
as motion estimation is considered for MPEG-4.
Seeking some improvement over the software, several
attempts were made trying to implement object/face detec-
tion on multi-FPGA boards and multiprocessor platforms
using programmable hardware [9–14], just to fell short in
frame rate and/or high accuracy.
2 EURASIP Journal on Embedded Systems
The first contribution of this paper is a new structure
that exploits intrinsic parallelism of a boosting-based object
detection algorithm.
As for a second contribution, this paper shows that
a hardware implementation is possible using high-level
SystemC description models. SystemC enables PC simulation
that allows simple and fast testing and leaves our structure
open to any kind of hardware or software implementation
since SystemC is independent from all platforms. Main-
stream Synthesis tools, such as SystemCrafter [15], are
capable of generating automatic RTL VHDL out of SystemC
models, though there is a list of restrictions and constraints.
The simulation of the SystemC models has highlighted
the critical parts of the structure. Multiple refinements
were made to have a precise, compile-ready description.
Therefore, multiple synthesis results are shown. Note that
our fastest implementation was capable of achieving 42
frames per second for 320× 240 images running at 123 MHz
frequency.
The paper is structured as follows. In Section 2 the
boosted-based object detectors are reviewed while focusing
on accelerating the detection phase only. In Section 3 a
sequential implementation of the detector is given while
showing its real time estimation and drawbacks. A new paral-
lel structure is proposed in Section 4; its benefits in masking
the irregularity of the detector and in speeding the detection
are also discussed. In Section 5 a SystemC modelling for the
proposed architecture is shown using various abstraction
levels. And finally, the firmware implementation details as
well as the experimental results are presented in Section 6.
2. Review of Boosting-Based Object Detectors
Object detection is defined as the identification and the
localization of all image regions that contain a specific object
regardless of the object’s position and size, in an uncontrolled
background and lightning. It is more difficult than object
localization where the number of objects and their size are
already known. The object can be anything from a vehicle,
human face (Figure 1), human hand, pedestrian, and so
forth. The majority of the boosting-based object detectors
work-to-date have primarily focused on developing novel
face detection since it is very useful for a large array of
applications. Moreover, this task is much trickier than other
object detection tasks, due to the typical variations of hair
style, facial hair, glasses, and other adornments. However,
a lot of previous works have proved that the same family
of detector can be used for different type of object, such
as hand detection, pedestrian [4, 10], and vehicles. Most of
these works achieved high detection accuracies; of course a
learning phase was essential for each case.
2.1. Theory of Boosting-Based Object Detectors
2.1.1. Cascade Detection. The structure of the cascade detec-
tor (introduced in face detection by Viola and Jones [1])
is that of a degenerated decision tree. It is constituted of
successively more complex stages of classifiers (Figure 2).
Figure 1: Example of face detection.
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Figure 2: Cascade detector.
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Figure 3: Rectangle features.
The objective is to increase the speed of the detector by
focusing on the promising zones of the image. The first
stage of the cascade will look over for these promising zones
and indicates which subwindows should be evaluated by
the next stage. If a subwindow is labeled at the current
classifier as nonface, then it will be rejected and the decision
upon it is terminated. Otherwise it has to be evaluated
by the next classifier. When a sub-window survives all the
stages of the cascade, it will be labeled as a face. Therefore
the complexity increases dramatically with each stage, but
the number of sub-windows to be evaluated will decrease
more tremendously. Over the cascade the overall detection
rate should remain high while the false positive rate should
decrease aggressively.
2.1.2. Features. To achieve a fast and robust implementation,
Boosting based faces detection algorithms use some rectangle
Haar-like features (shown in Figure 3) introduced by [16]:
two-rectangle features (A and B), three-rectangle features
(C), and four-rectangle features (D). They operate on
grayscale images and their decisions depend on the threshold
difference between the sum of the luminance of the white
region(s) and the sum of the luminance of the gray region(s).
Using a particular representation of the image so-called
the Integral Image (II), it is possible to compute very rapidly
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Figure 4: The sum of pixels within Rectangle D can be calculated by
using 4 array references; SD= II [P4] – (II [P3] + II [P2] – II [P1]).
the features. The II is constructed of the initial image by
simply taking the sum of luminance value above and to the
left of each pixel in the image:
ii
(
x, y
) =
∑
x′<x,y′<y
i
(
x′, y′
)
(1)
where ii(x, y) is the integral image, and i(x, y) is the original
image pixel’s value. Using the Integral Image, any sum of
luminance within a rectangle can be calculated from II using
four array references (Figure 4). After the II computation, the
evaluation of each feature requires 6, 8, or 9 array references
depending on its type.
However, assuming a 24× 24 pixels sub-window size, the
over-complete feature set of all possible features computed in
this window is 45 396 [1]: it is clear that a feature selection
is necessary in order to keep real-time computation time
compatibility. This is one of the roles of the Boosting training
step.
2.1.3. Weak Classifiers and Boosting Training. A weak classi-
fier hj(x) consists of a feature f j , a threshold θj , and a parity
pj indicating the direction of the inequality sign:
hj(x) =
⎧
⎨
⎩
1, if pj f j(x) < pjθj ,
0, otherwise.
(2)
Boosting algorithms (Adaboost and variants) are able to
construct a strong classifier as a linear combination of weak
classifiers (here a single threshold) chosen from a given, finite
or infinite, set, as shown in (3):
h(x) =
⎧
⎪⎪⎨
⎪⎪⎩
1,
T∑
t=1
αtht(x) > θ,
0, otherwise,
(3)
where θ is the stage threshold, αt is the weak classifier’s
weight, and T is the total number of weak classifiers
(features).
This linear combination is trained in cascade in order to
have better results.
There, a variant of Adaboost is used for learning object
detection; it performs two important tasks: feature selection
from the features defined above and constructing classifiers
using selected features.
The result of the training step is a set of parameters (array
references for features, constant coefficients of the linear
combination of classifiers, and thresholds values selected by
Adaboost). This set of features parameters can be stored
easily in a small local memory.
2.2. Previous Implementations. The state-of-the-art initial
prototype of this method, also known as Viola-Jones algo-
rithm, was a software implementation based on trained
classifiers using Adaboost. The first implementation shows
some good potential by achieving good results in terms of
speed and accuracy; the prototype can achieve 15 frames per
second on a desktop computer for 320 × 240 images. Such
an implementation on general purpose processors offers a
great deal of flexibility, and it can be optimized with little
time and cost, thanks for the wide variety of the well-
established design tools for software development. However,
such implementation can occupy all CPU computational
power for this task alone; nevertheless, face/object detection
is considered as prerequisite step for some of the main
application such as biometric, content-base image retrieval
systems, surveillance, and autonavigation. Therefore, there is
more and more interest in exploring an implementation of
accurate and efficient object detection on low-cost embedded
technologies. The most common target technologies are
embedded microprocessors such as DSPs, pure hardware
systems such as ASIC, and configurable hardware such as
FPGAs.
Lot of tradeoffs can be mentioned when trying to
compare these technologies. For instance, the use of embed-
ded processor can increase the level of parallelism of the
application, but it costs high power consumption, all while
limiting the solution to run under a dedicated processor.
Using ASIC can result better frequency performance
coupled with high level of parallelism and low power
consumption. Yet, in addition to the loss of flexibility, using
this technology requires a large amount of development,
optimization, and implementation time, which elevates the
cost and risk of the implementation.
FPGAs can have a slightly better performance/cost trade-
offs than previous two, since it permits high level of
parallelism coupled with some design flexibility. However
some restriction in design space, costly rams connections as
well as lower frequency comparing to ASIC, can rule-out its
use for some memory heavy applications.
For our knowledge, few attempts were made trying
to implement Boosting-based face detection on embedded
platforms; even so, fewer attempted such an implementation
for other object type, for example, whole body detection
[10].
Nevertheless, these proposed architectures were config-
urable hardware-based implementations, and most of them
could not achieve high detection frame rate speed while
keeping the detection rate close of that of the original
implementation. For instance, in order to achieve 15 frames
per second for 120×120 images, Wei et al. [11] choose to skip
the enlargement scale factor from 1.25 to 2. However such a
maneuver would lower the detection rate dramatically.
Theocharides et al. [12] have proposed a parallel archi-
tecture taking advantage of a grid array processor. This array
processor is used as memory to store the computation data
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and as data transfer unit, to aid in accessing the integral
image in parallel. This implementation can achieve 52 frames
per second at a 500 MHz frequency. However, details about
the image resolution were not mentioned.
Another complex control scheme to meet hard real-time
deadlines is proposed in [13]. It introduces a new hardware
pipeline design for Haar-like feature calculation and a system
design exploiting several levels of parallelism. But it sacrifices
the detection rate and it is better fitted for portrait pictures.
And more recently, an implementation with NoC
(Network-on-Chip) architecture is proposed in [14] using
some of the same element as [12]; this implementation
achieves 40 frames per second for 320 × 240 images.
However detection rate of 70% was well below the software
implementation (82% to 92%), due to the use of only 44
features (instead of about 4600 in [1]).
3. Sequential Implementation
In software implementation the strategy used consists of
processing each sub-window at a time. The processing on
the next sub-window will not trigger until a final decision
is taken upon the previous one, that is, going through a set of
features as a programmable list of coordinate rectangles.
In attending to implement such a cascade algorithm,
each stage is investigated alone. For instance, the first stage
classifier should be separated from the rest since it requires
processing all the possible subwindows in an image, while
each of the other relies on the result of previous stage and
evaluates only the subwindows that passed through.
3.1. First Classification Stage. As mentioned earlier this
classifier must run all over the image and reject the subwin-
dows that do not fit the criteria (no face in the window).
The detector is scanned across locations and scales, and
subsequent locations are obtained by shifting the window
some number of pixels k. Only positive results trigger in the
next classifier.
The addresses of the positive sub-windows are stored in a
memory, so that next classifier could evaluate them and only
them in the next stage. Figure 5 shows the structure of such
classifier. The processing time of this first stage is stable and
independent from the image content; the algorithm here is
regular. The classifier complexity on this stage is usually very
low (only one or two features are considered; the decision is
made of one to comparisons, two multiplications, and one
addition).
3.2. Remaining Classification Stages. Next classification
stages, shown in Figure 6, do not need to evaluate the
whole image. Each classifier should examine only the positive
results, given by the previous stage, by reading their addresses
in the memory, and then takes a decision upon each one
(reject or pass to the next classifier stage).
Each remaining classifier is expected to reject the major-
ity of sub-windows and keep the rest to be evaluated later in
the cascade. As a result, the processing time depends largely
on the number of positive sub-windows resulted from the
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image II
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Positives sub-windows
addresses  
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Figure 5: First cascade stage.
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Figure 7: Sequential implementation.
previous stage. Moreover the classifier complexity (number
of comparisons, multiplications, and additions) increasse
with the stage level.
3.3. Full Sequential Implementation. The full sequential
implementation of this cascade is proposed in Figure 7.
For a 320 × 240 image, scanned on 11 scales with a
scaling factor of 1.25 and a step of 1.5, the number of total
sub-windows to be investigated is 105 963. Based on tests
done in [1], an average of 10 features is evaluated per sub-
window. As a result, the estimated number of decision made
over the cascade, for a 320 × 240 image, is 1.3 million as an
average. Thereafter around 10 millions memory access (since
each decision needs 6, 8, or 9 array references to calculate
the feature in play). Note that the computation time of the
decision (linear combination of constants) as well as the time
needed to build the integral image is negligible comparing to
the overall memory access time.
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Considering the speed of the memory to be 10 nanosec-
ond per access (100 MHz), the time needed to process
a full image is around 100 millisecond (about 10 images
per second). However, this rate can vary with the image’s
content. Nevertheless, this work has been performed several
times [1–3] using standard PC, and the obtained processing
rate is around 10 images/s; the implementation is still not
well suited for embedded applications and does not use
parallelism.
4. Possible Parallelism
As shown in Section 3, Boosting-based face detector got
a few drawbacks: first, the implementation still needs to
be accelerated in order to achieve real time detection, and
second the processing time for an image depends on its
content.
4.1. Algorithm Analysis and Parallel Model. A degraded
cascade of 10 stages is presented in [1]. It contains less than
400 features and achieves a detection rate between 75% and
85%. Another highly used and more complex cascade can be
found in OpenCV [17] (discussed later in Section 5.2). This
cascade includes more than 2000 features spread on 22 stages
and achieves higher detection rates than the degraded version
(between 80% and 92%) with less false positive detections.
Analyzing those 2 cascade, one could notice that about 35%
of the memory access takes place on each of the first two
classifier while 30% on all remaining stages, which leads us
to suggest a new structure (shown in Figure 8) of 3 parallel
blocks that work simultaneously: in the first two blocks we
intend to implement, respectively, the first and second stage
classifiers, and then a final block assigned to run over all
remaining stages sequentially.
Unlike the state-of-the-art software implementation, the
proposed structure tends to run each stage as a standalone
block. Nevertheless, some intermediate memories between
the stages must be added in order to stock the positive-label
windows addresses.
The new structure proposed above can upsurge the speed
of the detector in one condition: since that the computation
complexity is relatively small and the time processing
depends heavily on the memory access, an integral image
memory should be available for each block in order to
gain benefit of three simultaneous memory accesses. Figure 8
shows the proposed parallel structure. At the end of every
full image processing cycle, the positive results from Block1
trigger the evaluation of Block2. The positive results from
Block2 trigger the evaluation of Block3. And the positive
results from Block3 are labeled as faces. It should be noted
that blocks cannot process simultaneously on the same
image, that is, if at a given moment Block2 is working on
the current image (I1), then Block1 should be working on
the next image (I2) and Block3 should be working on the
previous image (I0). As mentioned in Section 3, the first
classifier stage is slightly different from the others since
it should evaluate the whole image. Hence, a “shift-and-
scaling” model is needed. The positive results are stored in
a memory (mem.1) and copied in another memory (mem.2)
in order to be used on the second stage. The positive results
are stored in a memory (mem.3, duplicated in mem.4) in
order to be used in the final block.
The final block is similar to the second, but it is designed
to implement all the remaining stages. Once the processing
on mem.4 is finished, block 3 works the same way as in
the sequential implementation: the block run back and forth
through all remaining stages, to finally give the addresses of
the detected faces.
This can be translated into the model shown in Figure 9.
A copy of the integral image is available to each block as well
as three pairs of logical memory are working in ping pong to
accelerate the processing.
The given parallel model ought to run at the same
speed rate as its slower block. As mentioned earlier, the
first stage of the cascade requires more access memory and
therefore more time processing than the second stage alone
or all the remaining stages together. In the first classifier
stage, all 105 963 sub-windows should be inspected using
four features with eight array references each. Therefore,
it requires about 3.4 million of memory access per image.
Using the same type of memory as in Section 3.3, an image
needs roughly 34 millisecond (29 images per second) of time
processing.
4.2. Parallel Model Discussion. Normally the proposed struc-
ture should stay the same, even if the cascade structure
changes, since most of the boosting cascade structures have
the same properties as long as the first two cascade stages.
One of the major issues surrounding boosting-based
detection algorithms (specially when applied on to object
detection in a non constraint scene) is the inconsistency
and the unpredictable processing time; for example, a white
image will always takes a little processing time since no sub-
window should be cable of passing the first stage of the
cascade. As opposite, an image of thumbnails gallery will take
much more time.
Though this structure not only gives a gain in speed, this
first stage happens to be the only regular one in the cascade,
with fixed time processing per image. This means that we can
mask the irregular part of the algorithm by fixing the detector
overall time processing.
As a result, the whole system will not work at 3 times
the speed of the average sequential implementation, but a
little bit less. However, theoretically both models should be
running at the same speed if encountering a homogenous
image (e.g., white or black image). Further work in Section 5
will show that the embedded implementation can benefit
from some system teaks (pipelining and parallelism) within
the computation that will make the architecture even faster.
Due to the masking phenomena in the parallel imple-
mentation, decreasing the number of weak classifiers can
accelerate the implementation, but only if the first stage of
the cascade is accelerated.
For this structure to be implemented effectively, its
constraints must be taken into consideration. The memory,
for instance, can be the most greedy and critical part;
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the model requires multiple memory accesses to be done
simultaneously.
It is obvious that a generic architecture (a processor, a
global memory and cache) will not be enough to manage
up to seven simultaneous memory accesses on top of the
processing, without crashing it performances.
5. Architecture Definition:
Modelling Using SystemC
Flexibility and target architecture are two major criteria for
any implementation. First, a decision has been taken upon
building our implementation using a high level description
model/language. Modelling at a high-level of description
would lead to quicker simulation, and better bandwidth
estimation, better functional validation, and for most it can
help delaying the system orientation and thereafter delaying
the hardware target.
5.1. SystemC Description. C++ implements Object-
Orientation on the C language. Many Hardware Engineers
may consider that the principles of Object-Orientation are
fairly remote from the creation of Hardware components.
Nevertheless, Object-Orientation was created from design
techniques used in Hardware designs. Data abstraction is the
central aspect of Object-Orientation which can be found in
everyday hardware designs with the use of publicly visible
“ports” and private “internal signals”. Moreover, component
instantiation found in hardware designs is almost identical
to the principle of “composition” used in C++ for creating
hierarchical design. Hardware components can be modelled
in C++, and to some extent, the mechanisms used are
similar to those used in HDLs. Additionally C++ provides
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inheritance as a way to complement the composition
mechanism and promotes design reuse.
Nonetheless, C++ does not support concurrency which
is an essential aspect of systems modelling. Furthermore,
timing and propagation delays cannot easily expressed in
C++.
SystemC [18] is a relatively new modeling language based
on C++ for system level design. It has been developed as
standardized modeling language for system containing both
hardware and software components.
SystemC class library provides necessary constructs to
model system architecture from reactive behaviour, schedul-
ing policy, and hardware-like timing. All of which are not
available using C/C++ standalone languages.
There is multiple advantages of using SystemC, over a
classic hardware description languages, such as VHDL and
Verilog: flexibility, simplicity, simulation time velocity, and
for most the portability, to name a few.
5.2. SystemC Implementation for Functional Validation and
Verification. The SystemC approach consists of a progres-
sive refinement of specifications. Therefore, a first initial
implementation was done using an abstract high-level timed
functional representation.
In this implementation, we used the proposed parallel
structure discussed in Section 4.
This modeling consists of high-level SystemC modules
(TLM) communicating with each other using channels,
signals, or even memory-blocks modules written in SystemC
(Figure 10). Scheduling and timing were used but have not
been explored for hardware-like purposes. Data types, used
in this modelling, are strictly C++ data types.
As for the cascade/classifiers, we chose to use the database
found on Open Computer Vision Library [17] (OpenCV).
OpenCV provides the most used trained cascade/classifiers
datasets and face-detection software (Haar-Detector) today,
for the standard prototype of Viola-Jones algorithm. The
particular classifiers, used on this library, are those trained
SystemC model
Simulation
Validation
Figure 11: SystemC functional validation flow.
for a base detection window of 24×24 pixels, using Adaboost.
These classifiers are created and trained, by Lienhart et al.
[19], for the detection of upright front face detection. The
detection rate of these classifiers is between 80% and 92%,
depending on the images Database.
The output of our implementation is the addresses of
the sub-windows which contain, according to the detector,
an object of particular type (a face in our case). Functional
validation is done by simulation (Figure 11). Then, multiple
tests were done, including visual comparisons on a dataset
of images, visual simulation signals, and other tests that
consist of comparing the response of each classifier with
its correspondent implemented on OpenCV’s Haar-Detector
software. All of these tests indicate that we were able to
achieve the same result in detection rate as using the software
provided by OpenCV. The images, used in these tests, were
taken from the CMU+MIT face databases [20].
The choice of working with faces, instead of other object
types, can help the comparison with other recent works.
However, using this structure for other object-type detection
is very feasible, on the condition of having a trained dataset
of classifiers for the specific object. This can be considered
a simple task, since OpenCV also provides the training
software for the cascade detector. Even more, classifiers
from other variant of boosting can be implemented easily,
since the structure is written in a high-level language. As a
result, changing the boosting variant is considered a minor
modification since the architecture of the cascade detector
should stay intact.
5.3. Modelling for Embedded Implementation. While the
previous SystemC modelling is very useful for functional
validation, more optimization should be carried out in order
to achieve a hardware implementation. Indeed, SystemC
standard is a system-level modelling environment which
allows the design of various abstraction levels of systems.
The design cycle starts with an abstract high-level untimed or
timed functional representation that is refined to a bus-cycle
accurate and then an RTL (Register Transfer Level) hardware
model. SystemC provides several data types, in addition to
those of C++. However these data types are mostly adapted
for hardware specification.
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Besides, SystemC hardware model can be synthesizable
for various target technologies. Numerous behavioural syn-
thesis tools are available on the market for SystemC (e.g.,
Synopsys Cocentric compiler, Mentor Catapult, System-
Crafter, and AutoESL). It should be noted that for, all those
available tools, it is necessary to refine the initial simulatable
SystemC description in order to synthesize into hardware.
The reason behind is the fact that SystemC language is a
superset of the C++ designed for simulation.
Therefore, a new improved and foremost a more refined
“cycle accurate RTL model” version of the design implemen-
tation was created.
Our design is split into compilation units, each of which
can be compiled separately. Alternatively, it is possible to
use several tools for different parts of your design, or even
using the partition in order to explore most of the possible
parallelism and pipelining for more efficient hardware
implementation. Eventually, the main block modules of the
design were split into a group of small modules that work
in parallel and/or in pipelining. For instance, the module
BLOCK1 contains tree compilation units (modules): a
“Decision” Module which contains the first stage’s classifiers.
This module is used for computation and decision on each
sub-window. The second module is “Shift-and-Scale” used
for shifting and scaling the window in order to obtain
all subsequent locations. Finally, a “Memory-Ctrl” module
manages the intermediate memory access.
As result, a SystemC model composed of 11 modules
(Figure 12): tree for BLOCK1, two for BLOCK2, two for
BLOCK3, one for the Integral image transformation, two for
the SRAM simulation, and one for the SDRAM intermediate
memory (discussed later in this chapter).
Other major refinements were done: divisions were
simplified in order to be power of two divisions, dataflow
model was further refined to a SystemC/C++ of combined
finite state-machines and data paths, loops were exploited,
and timing and scheduling were taken into consideration.
Note that, in most cases, parallelism and pipelining were
forced manually. On the other hand, not all the modules
were heavily refined; for example, the two module of SRAM
were used in order to simulate a physical memory, which will
never be synthesized no matter what the target platform is.
5.4. Intermediate Memory. One of the drawbacks of the
proposed parallel structure (given in Section 4) is the use
of additional intermediate memories (unnecessary in the
software implementation). Logically, an interblocks memory
unit is formed out of two memories working in ping-pong.
A stored address should hold the position of a particular
sub-window and its scale; there is no need for two-
dimensional positioning, since the Integral Image is created
as a monodimensional table for a better RAM storage.
For a 320×240 image and an initial mask’s size of 24×24,
a word of 20 bits would be enough to store the concatenation
of the position and the scale of each sub-window.
As for the capacity of the memories, a worse case scenario
occurs when half of the possible sub-windows manage to pass
through first block. That leads to around 50 000 (50% of the
sub-windows) addresses to store. Using the same logic on the
next block, the total number of addresses to store should not
exceed the 75 000. Eventually, a combined memory capacity
of less than 192 Kbytes is needed.
Even more, the simulation of our SystemC model shows
that even when facing a case of consecutive positive decisions
for a series of sub-windows, access onto those memories
will not occur more than once every each 28 cycles (case of
mem.1 and mem.2 ), or once each 64 cycles (case of mem.3
and mem.4).
Due to these facts, we propose a timesharing system
(shown in Figure 13) using four memory banks, working
as a FIFO block, with only one physical memory. Typical
hardware implementation of a 192 Kbytes SDRAM or
DDRAM memory, running on a frequency of at least 4 times
the frequency of the FIFO banks, is necessary to replace the
four logical memories.
SystemC simulation shows that 4 Kbits is enough for each
memory bank. The FIFOs are easily added using SystemC
own predefined sc fifo module.
6. Hardware Implementation and
Experimental Performances
6.1. Hardware Implementation. SystemC hardware model
can be synthesizable for various target technologies. How-
ever, no synthesizer is capable of producing efficient hard-
ware from a SystemC program written for simulation. Auto-
matic synthesis tool can produce fast and efficient hardware
only if the entry code accommodates certain difficult require-
ments such as using hardware-like development methods.
Therefore, the results of the synthesis design implementation
and the tool itself and the different levels of refinements done
depend heavily on the entry code. Figure 14 shows the two
different kinds of refinements needed to achieve a successful
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fast implementation, using a high-level description language.
The first type of refinements is the one set by the tool itself.
Without it, the tool is not capable of compiling the SystemC
code to RTL level. Even so, those refinements do not lead
directly to a good proven implementation. Another type
of refinements should take place in order to optimize the
size, the speed and sometimes (depending on the used tool)
power consumption.
For our design, several refinement versions have been
done on different modules depending on their initial speed
and usability.
The SystemC scheduler uses the same behavior for
software simulation as for hardware simulation. This works
to our advantage since it gives the possibility of choosing
which of the modules to be synthesized, while the rest works
as SystemC test bench for the design.
Our synthesis phase was performed using an automatic
tool, named SystemCrafter, which is a SystemC synthesis tool
that targets Xilinx FPGAs.
Table 1: The synthesis results of the components implementations.
Logic utilization Used Available Utilization
Integral
Image
Number of occupied Slices 913 10752 8%
Number of Slice Flip Flops 300 21504 1%
Number of 4 input LUTs 1761 21504 8%
Number of DSPs 2 48 4%
Maximum frequency 129 MHz
BLOCK 1
Number of occupied Slices 1281 10752 12%
Number of Slice Flip Flops 626 21504 3%
Number of 4 input LUTs 2360 21504 11%
Number of DSPs 1 48 2%
Maximum frequency 47 MHz
BLOCK 2
Number of occupied Slices 3624 10752 34%
Number of Slice Flip Flops 801 21504 4%
Number of 4 input LUTs 7042 21504 33%
Number of DSPs 3 48 6%
Maximum frequency 42 MHz
It should be noted that the used SystemC entry code can
be described as VHDL-like synchronous and pipelined C-
code (bit accurate): most parallelism and pipelining within
the design were made manually using different processes,
threads, and state-machines. SystemC data types were used
in order to minimize the implementation size. Loops were
exploited, and timing as well as variables lengths was always
a big factor.
Using the SystemCrafter, multiple VHDL components
are generated and can be easily added or merged into/with
other VHDL components (notably the FIFO’s modules).
As for the testbench set, the description was kept in
high-level abstraction SystemC for faster prototyping and
simulation.
Basically, our implementation brings together three
major components: the integral image module, the first stage
decision module, and the second stage decision module
(block 3 of the structure is yet to be implemented). Other
components such as memory controllers and FIFO’s mod-
ules are also implemented but are trifling when compared to
the other big three.
Each of these components was implemented separately in
order to analyze their performances. In each case, multiple
graphic simulations were carried out to verify that the
outputs of both descriptions (SystemC’s and VHDL’s) are
identical.
6.2. Performances. The Xilinx Virtex-4 XC4VL25 was
selected as a target FPGA. The VHDL model was back
annotated using the Xilinx ISE. The synthesis results of the
design implementation for each of the components are given
in Table 1.
The synthesis results of the design implementation for
the whole design (BLOCK1, BLOCK 2 and integral image
combined) are given in Table 2.
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Table 2: The synthesis results of the entire design implementation.
Logic utilization Used Available Utilization
Number of occupied Slices 5941 10752 55%
Number of Slice Flip Flops 1738 21504 8%
Number of 4 input LUTs 11418 21504 53%
Number of DSPs 6 48 13%
Maximum frequency 42 MHz
Table 3: The synthesis results of the decision modules implemen-
tation.
Logic utilization Used Available Utilization
BLOCK 1
Decision
Number of occupied Slices 1281 10752 12%
Number of Slice Flip Flops 626 21504 3%
Number of 4 input LUTs 2360 21504 11%
Number of DSPs 1 48 2%
Maximum frequency 47 MHz
BLOCK 2
Decision
Number of occupied Slices 3624 10752 34%
Number of Slice Flip Flops 801 21504 4%
Number of 4 input LUTs 7042 21504 33%
Number of DSPs 3 48 6%
Maximum frequency 42 MHz
The clock rate of the design did not exceed the rate of
its slowest component (BLOCK2). The design is capable of
running with a frequency of 42 MHz. In the first block, a
decision is taken on a sub-window each 28 clock cycles.
Hence, this system is capable of achieving only up to 15
frames per second or 320× 240 images.
Accelerating BLOCK1 and BLOCK2 is essential in order
to achieve higher detection speed. BLOCK1 includes three
important modules: “Decision” module, “Shift-and-Scale”
module, and “Memory ctrl” module. As for BLOCK2 it
includes only “Decision” module and “Memory ctrl” mod-
ule. The decision modules however use some division and
multiplication operators, which are costly in clock cycle
frequency. Therefore, each “Decision” module of these two
components is synthesized alone, and their synthesis results
are shown in Table 3.
As expected the “Decision” Modules in both BLOCK1
and BLOCK2 are holding the implementation onto a low
frequency.
Analyzing the automatic generated VHDL code shows
that despite all the refinement already done, the System-
Crafter synthesis tool still produces a much complex RTL
code than essentially needed. Particularly, when using arrays
in loops, the tool creates a register for each value, and
then wired it into all possible outputs. Things get worse
when trying to update all the array elements within one
clock cycle. A scenario which occurs regularly in our
design, for example, updating classifiers parameters after a
Shifting or a Scaling. Simulation tests proved that these last
manipulations can widely slowdown the design frequency.
Table 4: The synthesis results for the new improved decision
modules.
Logic utilization Used Available Utilization
BLOCK 1
Decision
Number of occupied Slices 713 10752 7%
Number of Slice Flip Flops 293 21504 1%
Number of 4 input LUTs 1091 21504 5%
Number of DSPs 1 48 2%
Maximum frequency 127 MHz
BLOCK 2
Decision
Number of occupied Slices 2582 10752 24%
Number of Slice Flip Flops 411 21504 2%
Number of 4 input LUTs 5082 21504 24%
Number of DSPs 3 48 6%
Maximum frequency 123 MHz
Table 5: The synthesis results of the refined implementation for the
entire design.
Logic utilization Used Available Utilization
Number of occupied Slices 4611 10752 43%
Number of Slice Flip Flops 1069 21504 5%
Number of 4 input LUTs 8527 21504 40%
Number of DSPs 6 48 13%
Maximum frequency 123 MHz
Therefore more refinement has been made for the “Decision”
SystemC modules. For instance, the arrays updating were
split between the clock cycles, in a way that no additional
clock cycles are lost while updating a single array element per
cycle.
The synthesis results for new improve and more refined
decision modules are shown in Table 4. The refinements
made allow faster, lighter, and more efficient implementation
for the two modules. A new full system implementation is
made by inserting the new “Decision” modules, its results
and performances are shown in Table 5. The FPGA can
operate at a clock speed of 123 MHz. Using the same logic
as before, a decision is taken on a sub-window each 28 clock
cycles; therefore the new design can achieve up to 42 frames
per second on 320× 240 images.
The simulation tests, used in Section 5.2 for the func-
tional validation of the SystemC code, were carried out on
the VHDL code mixed with a high-level test bench (the same
SystemC test bench used for the SystemC validation model).
The outputs of the VHDL code were compared to the outputs
of the OpenCV’s implementation after the first two classifi-
cation stages. These tests prove that we were able to achieve
the same detection results as in using the software provided
by OpenCV. The design can run on even faster pace, if more
refinements and hardware considerations are taken. How-
ever, it should be noted that using different SystemC synthe-
sis tools can yield different results. After all, the amount and
effectiveness of the refinements depend largely on the tool
itself.
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Other optimizations can be done by replacing some of
the autogenerated VHDL codes from the crafter by manually
optimized ones.
7. Conclusion
In this paper, we proposed a new architecture for an
embedded real-time object and face detector based on a fast
and robust family of methods, initiated by Viola and Jones
[1].
First we have built a sequential structure model which
reveals to be irregular in time processing. As estimation, the
sequential implementation of a degraded cascade detector
can achieve on an average of 10 frames per second.
Then a new parallel structure model is introduced. This
structure proves to be at least 2.9 times faster than the
sequential and provides regularity in time processing.
The design was validated using SystemC. Simulation and
hardware synthesis were done, showing that such an algo-
rithm can be fitted easily into an FPGA chip, while having the
ability to achieve the state-of-the-art performances in both
frame rate and accuracy.
The hardware target, used for the validation, is an FPGA
based board, connected to the PC using an USB 2.0 Port. The
use of SystemC description enables the design to be easily
retargeted for different technologies. The implementation
of our SystemC model onto a Xilinx Virtex-4 can achieve
theoretical 42 frames per second detection rate for 320× 240
images.
We proved that SystemC description is not only inter-
esting to explore and validate a complex architecture. It can
also be very useful to detect bottlenecks in the dataflow
and to accelerate the architecture by exploiting parallelism
and pipelining. Then eventually, it can lead to an embedded
implementation that achieves state-of-the-art performances,
thanks to some synthesis tools. More importantly, it helps
developing a flexible design that can be migrated to a wide
variety of technologies.
However, experiments have shown that refinements
made to the entry SystemC code add up to substantial
reductions in size and total execution time. Even though,
the extent and effectiveness of these optimizations is largely
attributed to the SystemC synthesis tool itself and designer’s
hardware knowledge and experience. Therefore, one very
intriguing perspective is the exploration of this design using
other tools for comparison purposes.
Accelerating the first stage can lead directly to a whole
system acceleration. In the future, our description could
be used as a part of a more complex process integrated
in a SoC. We are currently exploring the possibility of a
hardware/software solution, by prototyping a platform based
on a Wildcard [21]. Recently, we had successful experiences,
implementing a similar type of solutions in order to accel-
erate a “Fourier Descriptors for Object Recognition using
SVM” [22] and motion estimation for MPEG-4 coding [23].
For example, the Integral Image block as well as the first and
second stages can be executed in hardware on the wildcard,
while the rest can be implemented in software on a Dual core
processor.
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4 Conception et implantation d’architectures innovantes 
de caméras intelligentes 
4.1 Contexte scientifique 
L’idée de base de la caméra intelligente réside dans le fait d’associer au sein d’un même système le 
capteur en charge de l’acquisition des images et les unités en charge de leur traitement. Bien sûr, la 
communication avec le monde extérieur nécessite l’ajout d’interfaces de communication adaptées 
aux caractéristiques du capteur d’images et des traitements implantés au sein de la caméra. Les 
unités de traitement peuvent être basés sur trois catégories composants (ou leur combinaisons) : 
 les composants programmables (processeurs génériques ou spécialisées comme par 
exemples les processeurs dédiés au traitement du signal (DSP), 
 les composants de type configurables tel que les FPGA, 
 ou finalement les composants figés tel que les ASICs. 
Les accélérateurs matériels tels que présentés dans la section 3 permettent l’intégration 
d’algorithmes innovants (comme par exemple ceux présentés en section 2) au sein de caméras 
destinées à fonctionner en temps réel (c'est-à-dire à la cadence du capteur ou celle requise par 
l’application ciblée). Un des aspects les plus fondamentaux dans ce type de systèmes est 
certainement la gestion des différents flots de données au sein même du système comme à 
l’extérieur de ce dernier. Les trois architectures proposées dans les sections suivantes ont été 
élaborées en respectant ce critère qui est selon moi fondamental. De plus, en s’appuyant sur 
l’expérience forte du Le2i [18][19][20][21] dans la conception de démonstrations pour le domaine du 
contrôle par la vision et en particulier dans conception de caméras intelligentes chacun de ces 
travaux s’est accompagné de la réalisation d’un démonstrateur opérationnel.  
4.2 Conception d’une caméra rapide intelligente haute résolution 
Les caméras rapides sont de puissants outils pour étudier, par exemple, la dynamique des fluides ou 
le mouvement des pièces mécaniques lors d'un processus de fabrication. Durant la dernière 
décennie, l'utilisation des capteurs CMOS à la place des CCDs a facilité le développement des 
caméras rapides en offrant des interfaces numériques, une flexibilité de lecture et un faible coût de 
fabrication. 
Dès 2003, l’objectif de nos recherches fut de produire à bas coût, des caméras intelligentes basées 
sur l’utilisation de capteurs CMOS mais non standard puisque fonctionnant à des hautes cadences 
(500 images par seconde) et possédant une résolution spatiale importante (> 1Mpixels). Le contrôle 
du capteur a été réalisé au sein d’un composant de type FPGA ce qui permis l’intégration des pré-
traitements d’images et l’insertion de module de communication pour permet la connexion avec une 
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plateforme PC standard. L’intégration d’une liaison de type USB 2.0 a permis notamment la 
suppression de carte d’acquisition au niveau du PC. Cette approche est issue des travaux de thèse de 
Monsieur Mosqueron Romuald. Cette thèse a été soutenue en décembre 2006. J’ai assuré le co-
encadrement de cette thèse dirigée par le Professeur Michel Paindavoine. Le système final est 
présenté Figure 16. 
 
 
Figure 16. Caméra rapide intelligente à haute résolution 
D’une manière générale, lors de l’utilisation de caméras rapides, l'important flot de données 
provenant du capteur ne pouvant être facilement transféré directement au PC, il doit donc être 
stocké temporairement dans une RAM local rapide. La taille de la RAM étant limitée, le temps total 
d'enregistrement ne dépassera pas quelques secondes pour des résolutions importantes. Nous avons 
ainsi proposé de développer une solution alternative permettant un enregistrement continu. Nous 
avons développé une compression d'images en temps réel pour réduire ce flot de données. Nous 
avons implanté et comparé 3 algorithmes: le codage par longueur de plage (run-length encoding), le 
codage par blocs et la compression en ondelettes. Ces algorithmes de compression ont été implantés 
dans un FPGA Virtex II-1000. Les images de résolution 1280x1024 pixels peuvent alors être codées à 
la cadence maximale de 500 images par seconde et ceci avec un taux de compression de 30:1 et un 
PSNR supérieur à 30dB. Le flot d’images peut alors être transmis en temps réel par liaison USB2. Avec 
de telles performances, il est possible de mémoriser de longues séquences d'images directement sur 
le PC sans utiliser de mémoire spécifique, ce qui est un avantage car nous pouvons profiter des 
améliorations constantes sur les PCs, spécialement sur les mémoires.  
Avec cette approche, il nous sera possible de créer de nouvelles caméras avec des capteurs plus 
rapides (comme 1Mpixels@1000images par seconde ou plus) ou de plus grandes résolutions. En 
utilisant la technologie FPGA, l'intégration de nouveaux traitements d'images temps réel à l'intérieur 
de la caméra sont alors envisageables, par exemple le suivi d'objet (tracking), l'analyse d'image, ou 
reconnaissance de modelés. La Figure 17 illustre un algorithme de détection de centre de gravité mis 
en œuvre pour l’analyse du mouvement du petit animal.  
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Figure 17. Chaîne de traitement pour l’extraction de centre de gravité  
Cette figure illustre la mise en œuvre de pré-traitements simples de type morphologique, ou 
binarisation de zone d’intérêt et du calcul de centre d’intérêt. La mise en place de ces traitements 
nécessitant l’utilisation de voisinage de points est compliquée par la nature même du flux de pixels 
provenant de la caméra. En effet, 10 pixels sont transmis simultanément à chaque cycle d’horloge 
(fréquence de 50 MHz) en sortie de la caméra. Pour autant, une amélioration significative des 
performances de l’état de l’art a été obtenues avec ce système puisque d’une manière générale le 
traitement de 16 000 fenêtres de résolution 1280x32 par seconde est alors rendu possible. 
Le centre de gravité peut être aussi alors mesuré pour chaque objet sur chaque ligne. Une 
application de profilométrie est ainsi présentée Figure 18. Il est alors possible de traiter 500 profils/s 
en pleine résolution ou encore jusqu’à 50 000 profils/s mais pour  une image de 10 lignes de large.  
Outre une valeur scientifique significative, ces travaux ont abouti à l’élaboration d’un partenariat fort 
avec la société Eyenetics (http://www.eyenetics.fr/home.php) mais aussi  la création de la société 
FastVision (http://www.fastvisiontechnologies.com/fvtsocietefr.html). 
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Zoom sur un profil 
Figure 18. Mesure de centre de gravité par ligne et par objet 
4.3 Caméra intelligente à unité de traitement hétérogène SW/HW 
Ces travaux présentent une caméra intelligente basée une architecture hétérogène de traitement. 
Cette architecture regroupe un processeur multi-média de type Nexpéria et un co-processeur vidéo 
développé spécifiquement pour ce projet. Le système permet l’acquisition d’images de résolution 
spatiale supérieure à 1 Mpixels et leur traitement à fréquence maximale de 30 images par seconde. 
Le système global est représenté Figure 19.  
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Figure 19. Caméra intelligente à élément de calcul hétérogène et architecture globale développée  
Un bus fond de panier de type PCI permet la communication entre les deux composants principaux et 
les différentes interfaces de communication disponibles. La communication entre capteur CMOS et le 
co-processeur vidéo est assurée par une liaison de type CameraLink. Le co-processeur (COP) est basé 
sur deux composants de type FPGA (Figure 20). Outre ses larges capacités de calcul, il permet 
notamment la gestion en parallèle du flot de données issu de la caméra CMOS mais aussi des 
différents flots de données lors des traitements. Le flux vidéo provenant du capteur est 
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temporairement stocké au sein de la mémoire SDRAM. La relecture de la mémoire s’effectue en 
temps partagé et permet le transfert des images ou de zone d’intérêt à l’unité de traitement ou 
même au processeur multi-média. La mémoire SRAM est utilisée pour les phases de traitement. Son 
architecture originale permet l’enchaînement des traitements disponibles [R13]. La liste des 
traitements est évolutive en fonction des applications ciblées et l’utilisation d’un composant de type 
FPGA. 
 
Figure 20. Architecture du co-processeur vidéo développé 
 
Ces travaux ont été menés en collaboration avec l’Ecole Polytechnique Fédérale de Lausanne. J’ai 
initié ces travaux lors de mon parcours dans cet institut de recherche entre 2001 et 2003, et ceux-ci 
ont été poursuivis par le Dr Mosqueron Romuald dès 2006. Ce produit a été élaboré en partenariat 
avec la société Akatech (http://www.akatech.ch/) basée à proximité de Lausanne. Cette société 
réalise le tri postal pour l’ensemble de la poste suisse, danoise et une partie de celle française.  
Les capacités de calcul ainsi que l’intérêt du partitionnement logiciel/matériel des tâches sont 
illustrées à l’application de tri postal développée pour la société Akatech. Ainsi l’objectif initial était 
de traiter le flot continu d’enveloppes circulant à 4 m/s devant un système en charge de réaliser le tri 
de ces dernières en fonction de leur destination, celle étant indiquée par l’intermédiaire d’un code 
barre présent sur ces enveloppes. Le co-processeur est en charge du traitement des tâches les plus 
régulières et le reste des tâches étant confiées au processeur multi-média. L’architecture de ce 
dernier a été conçu par la société Philips conjointement au compilateur en charge de génération du 
l’exécutable. L’objectif étant de conserver un code en langage C et ne pas décrire les tâches dans un 
langage assembleur. La chaîne de traitements mise en œuvre est représentée sur la Figure 21. La 
partie contrôle permet la sélection de zone utile dans l’image. Une série de filtrage définit par la 
société Akatech est tout d’abord réalisé afin de rehausser l’information utile dans l’image, puis 
l’image subit des opérations morphologiques. Un sous-échantillonnage de l’image permet de réduire 
la zone à transmettre au processeur multi-média. Ce dernier est en charge d’une opération de 
blobling permettant de déterminer et donc de situer la zone utile. Cette zone est alors transmise 
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dans sa taille d’origine au processeur multimédia. Elle est lue et interprétée au niveau de cette unité. 
Le système permet alors une lecture à la vitesse de 8 m/s soit le double du cahier des charges 
originel. 
 
Figure 21. Séquencement des traitements pour l’extraction en temps réel de codes barres 
4.4 Caméra intelligente pour la haute dynamique 
Le projet HiDRaLoN (High Dynamic Range Low Noise CMOS imagers) est un projet européen 
déposé en avril 2008 dans le cadre du programme EUREKA CATRENE (Cluster for Application and 
Technology Research in Europe on NanoElectronics). Ce projet a été évalué positivement par le 
comité scientifique de CATRENE réuni en assemblée en juillet 2008. Ce projet est géré au sein du Le2i 
par le Professeur Dominique Ginhac. Le projet HiDRaLoN s’intéresse au développement de nouvelles 
approches de conception de capteurs d’images CMOS. L’objectif était de concevoir, de développer et 
de mettre au point de nouvelles méthodes permettant d’accroître de manière drastique la 
dynamique des capteurs d’images CMOS tout en conservant, voire améliorant les autres 
caractéristiques importantes que sont la résolution, la qualité d’images, la sensibilité.  
La participation du LE2I dans ce projet se situe à deux niveaux. Le premier est le développement 
d’algorithmes de correction d’images permettant d’éliminer les valeurs aberrantes des pixels. Il s’agit 
ici de veiller à fournir en sortie de la matrice de pixels une image de la plus grande qualité possible 
après avoir supprimé les pixels défectueux et les non-uniformités de type bruit fixe de colonne (FPN). 
Deuxièmement, le projet HiDRaLoN vise à augmenter de manière significative la dynamique des 
capteurs CMOS. Pour cela, les travaux menés par le LE2I avaient pour objectif de développer un 
système innovant de lecture de l’image réalisant plusieurs lectures partielles de l’image tout au long 
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de l’acquisition. Au final, l’image à la sortie du capteur est constituée de l’assemblage des différentes 
zones de l’image acquises à différents moments. Un tel système devait permettre d’une part d’éviter 
les problèmes de saturation pour les zones fortement éclairées et d’autre part de disposer 
d’informations suffisantes pour les zones faiblement éclairées. 
Les retombées potentielles de ce projet et les champs d’applications de ces capteurs CMOS 
innovants sont très nombreuses. On peut citer les caméras professionnelles pour la télévision haute 
définition ou le cinéma numérique dans le domaine artistique et culturel. Mais également, on peut 
envisager diverses applications pour le contrôle et la surveillance des routes, pour la surveillance des 
lieux publics, pour les systèmes automatisés de contrôle de qualité par vision artificielle, … Selon les 
applications visées, les résultats issus de ce projet HiDRaLon, et plus particulièrement les travaux sur 
le pixel, pourront permettre de concevoir des systèmes de vision parfaitement adaptés au domaine 
souhaité selon plusieurs directions différentes (Figure 22) : 
 La diminution de la taille des pixels associée pour une diagonale du capteur constante 
permet de libérer de l’espace en périphérie de chaque pixel, espace qui peut être utilisé pour 
intégrer au niveau du plan focal des traitements d’images spécifiques. Le champ 
d’application visé ici est principalement le domaine des machines de vision pour applications 
industrielles. 
 La réduction de la taille des pixels pour une même diagonale de capteur permet de créer des 
sous-groupes de pixels sur lesquels sont disposées des microlentilles dans l’objectif de 
pouvoir créer des images 3D des scènes acquises. 
 Dans le cas d’une diagonale du capteur constante, l’utilisation de pixels de taille plus petite 
permet également d’augmenter la résolution horizontale et/ou verticale du capteur pour 
toutes les applications nécessitant une grande finesse de détails (surveillance, télévision, 
cinéma, photographie, …). 
 Pour une résolution constante, des pixels de taille plus petite permettent de concevoir des 
capteurs plus compacts et donc de réduire le coût de fabrication. Ceci est très bénéfique 
pour les systèmes grand public comme les webcams, la téléphonie mobile, etc. 
 
J’ai pu collaborer à la fois sur la correction des défauts mais aussi la conception d’une caméra 
intelligente permettant de générer un flux vidéo traité à 60 images/s. Ces travaux font actuellement 
l’objet de la thèse de Pierre Jean Lapray dirigée par le Professeur Dominique Ginhac et co-encadrée 
par le Dr Barthélémy Heyrman.  
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Figure 22. Différents champs d’applications du projet HiDRaLoN 
Le système et l’architecture associée sont représentés Figure 23. L’architecture proposée a été 
implantée sur une carte évaluation de type ML605. Elle permet l’ajout d’une carte capteur fabriquée 
au sein du laboratoire le2i. Le capteur CMOS utilisé a été fourni par la société E2V partenaire du 
projet HiDRaLon. Il permet l’acquisition des images de 1.3 Mpixels et ceci à la fréquence de 60 
images/s.  
 
 
Figure 23. Caméra HDR et architecture associée 
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L’acquisition de trois images décalées dans le temps, chacune d’elle possédant un temps 
d’intégration différent (court, moyen et long) permet de générer l’image de type HDR (Figure 24).  
 
Figure 24. Séquencement des acquisitions et génération d’un flot continu d’images HDR. 
Chaque pixel est codé sur un nombre flottant (norme IEEE 754) de 32 bits. Un algorithme de type 
« tune mapping » a aussi été intégré au sein du FPGA. Il permet la génération d’une image 
visualisable au niveau des écrans standards, chaque pixel possédant une dynamique de 8 bits. La 
transmission du flux vidéo peut alors être réalisée via une liaison Ethernet. L’implantation de 
l’ensemble du système sur le FPGA Virtex-6 XC6VLX240T présent sur la carte d’évaluation nécessite 
moins de 12 % des ressources matérielles présentes au sein de ce composant. Il est par conséquent 
envisageable d’intégrer in-situ des algorithmes de traitements utilisant directement les images HDR 
codées sur 32 bits.  
Ces travaux font actuellement l’objet d’une phase de valorisation scientifique. Les perspectives sont 
par conséquent nombreuses et très prometteuses. L’intégration d’une correction de fantômes 
permettant de s’affranchir du phénomène de bouger obtenu en raison du décalage temporel présent 
entre les trois images nécessaires à la génération d’une image HDR est actuellement envisagée. 
4.5 Synthèse personnelle sur la conception et la réalisation de 
caméras intelligentes 
La caméra intelligente peut être considérée comme un capteur, certes relativement sophistiqué, 
permettant d’extraire des informations d’une scène vidéo. Le traitement mis en jeu, responsable de 
l’extraction de ces informations, peut être considéré comme le cœur du système global. En effet, il 
réalise le lien entre l’acquisition et la communication vers l’extérieur du système. Ainsi des 
commandes utilisateur provenant de l’extérieur du système mais aussi les résultats obtenus au 
niveau du traitement peuvent permettre de configurer dynamiquement à la fois l’acquisition 
(modification de temps d’exposition, extraction de zones d’intérêts…) et les caractéristiques de la 
communication choisie (la liaison physique choisie, débit de la liaison, …). Selon moi, la flexibilité 
offerte par la caméra intelligente pour s’adapter dynamiquement aux évènements détectés ou à une 
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modification de la configuration spécifiée par l’utilisateur ou imposé des contraintes 
environnementales (par exemple un changement de bande passante offerte le média de 
communication choisit) représente un élément clé pour la définition des systèmes de futur 
génération.  
L’insertion d’accélérateurs matérielles ou de contrôleur d’interface permettant d’optimiser les 
transferts de données permet de proposer des architectures hautement performantes. A nouveau 
l’optimisation de la gestion des flux de données et de contrôle, et l’exploitation du parallélisme 
intrinsèque à l’application visée apparaît fondamentale. On retrouve ainsi les mêmes contraintes que 
lors la définition d’accélérateurs matérielles mais à une autre échelle. A nouveau la diminution du 
temps de prototypage de tels systèmes doit être prise en considération en raison de la complexité 
croissante de ce type de systèmes. 
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Abstract—This paper describes an image acquisition and a
processing system based on a new co-processor architecture
designed for CMOS sensor imaging. The system exploits the full
potential CMOS selective access imaging technology because the
co-processor unit is integrated into the image acquisition loop.
The acquisition and co-processing architecture is compatible with
the majority of CMOS sensors. It enables the dynamic selection
of a wide variety of acquisition modes (random region acquisi-
tion, variable image size, variable acquisition modes line/region
based, multi-exposition image) as well as the reconfiguration
or implementation of high-performance image pre-processing
algorithms (calibration, filtering, de-noising, binarisation, pattern
recognition). Furthermore, the processing and data transfer, from
CMOS sensor to the processor, can be operated simultaneously to
increase achievable performances. The co-processor architecture
has been designed so as to obtain a unit that can be configured on
the fly, in terms of type and number of chained processing (up to
8 successive pre-defined pre-processing stages), during the image
acquisition process that can be defined according to each specific
application requirement. Examples of acquisition and processing
performances are reported and compared to classical image
acquisition systems based on standard modular PC platforms.
The experimental results show a considerable increase of the
performances. For instance the detection and reading of bar codes
in the case of postal sorting applications, on a PC platform is
limited to about 15 images (letters) per second. The new platform,
beside being more compact, more flexible at the acquisition stage
and easily installable in hostile environments can successfully
acquire and fully process up to 50 image codes/s.
I. INTRODUCTION
Nowadays, smart cameras are more and more applied for
their specific performances and their processing capabilities
in different application fields. We can distinguish three typical
classes of smart cameras.
• Artificial retinas: in which dedicated processing is
directly integrated aside the pixel acquisition circuitry
transistors. The processing capabilities are usually fixed
or limited to a few simple and local functions [1], [2],
• Standard cameras directly connected to a computer
via a standard interfaces: all the processing is per-
formed into the computer CPU,
• Cameras including embedded processing units: the
processing is performed into the camera and only the
processing results are transferred outside the camera
(Fig.1 [3]).
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Fig. 1. Simplified smart camera description.
For the class of the artificial retinas cameras, the image
processing capabilities, or better the pixel imaging capabilities,
are usually fixed, locally to a small pixel neighborhood and re-
main very limited in scope. No application specific processing
can be added at the image acquisition stage. However, such
kind of sensors can achieve very high frequency acquisition
rates that are necessary for some class of applications. In the
case of a standard camera interfaced with a computer, the data
transfer between the camera and the computer is limited by the
connection interface. When dealing with applications requiring
high frame-rate or very high resolution cameras, usually the
problem is the amount of data that needs to be transferred
to the CPU that may largely exceed the available standard
interface bandwidth. For such class of applications, different
camera architectures that include embedded processing units
have been developed. They can be further classified as follows:
Cameras including an embedded ASIC, where fixed processing
is executed. The level of flexibility of such architecture is
quite limited since only a few processing parameters can be
configured according to application constraints. Such systems
can be considered as being similar to an artificial retina sensor.
There also exist cameras coupled with an embedded process-
ing unit (DSP, FPGA). The problem of such architectural
solutions is that the processing capabilities remains usually
very limited. Cameras with embedded coprocessors enable the
implementation of more powerful processing due to the high
degree of flexibility and to the clear task separation between
the different units. The camera developed in this work belongs
to this last class of system architectures (Processor+FPGAs
based co-processor).
For very high-performance image-processing applications an
adaptive image acquisition stage is very often the key feature
enabling the achievement of real-time performance and thus
satisfy the demanding application requirements. The high pixel
rate to be transferred to the central processing unit from the
image sensor is often the main system bottleneck in terms
of performance. Moreover, whenever such high pixel rate can
be reduced according to the analysis of its own content (i.e.
image portions can be discarded not being relevant for the
application), the response time of the system is too slow to
adapt the acquisition stage to the relevant image sequence
content because the transfer time from the sensor to the CPU
unit is too large. Such problem can also be seen in terms of
system costs, the (very large) bandwidth required is very often
too expensive in terms of equipment and interfaces. Although
we have assisted in the past to a continuous increase of
processing performances of single core processors, this trend
is approaching its end because of the difficulty to brake and
approach the 4GHz barrier. In the meantime we observe now
the wide availability of low-cost high-speed high-resolution
sensors. This fact not only pushes the required processing
performance to higher and higher levels so as to cover new
demanding applications, but requires new architectural ap-
proaches to reduce the costs of the interfacing and processing
stages that are now the real bottleneck of such systems.
The co-processing approach has been investigated in the last
few years by several authors. Some works presented in litera-
ture are based on hardware co-processing designs specifically
dedicated to a single application [4]–[6]. The performance
improvements reported in literature are quite relevant, when
comparing architectures with or without co-processor, those
have the speed-up factor of several hundreds. Other authors
have proposed generic systems whose property is the possibil-
ity to implement different algorithms on a co-processing based
architecture [7]. The performance of such implementations, in
terms of speed-ups factors, can be higher than for some spe-
cific processing. In the class of ”generic” co-processor units,
only a few authors have mentioned the possibility to control
the image acquisition stage simultaneously with the processing
stage. Gorgon proposed a co-processor unit to control the
acquisition stage of Charge Coupled Devices (CCD) sensor
[8]. Jung et al. presented a pre-processing unit to control
CMOS sensor [9], but the achieved functionality operates
only on the specific image corrections used to compensate
physical limitation of the CMOS sensor. Although CMOS
sensors present very attractive properties, no works presented
in literature have shown that acquisition can be adapted to the
processing providing a processing stage similar to the one we
can find in ”artificial retina” sensor approaches [10].
This paper describes a co-processor unit design (COP) provid-
ing an interface for the full control of the sensor acquisition
process driven from the main application CPU. The main
processor and the co-processor are respectively in charge of
the high-level tasks, the acquisition and processing decision
imposed by the application, and the lower-level tasks, charac-
terized by high level of processing regularity and parallelism.
The co-processor implementation is based on a standard Field-
Programmable Gate Array (FPGA) technology.
The first interesting result achieved by implementing this
architecture is that relevant speed-up factors are obtainable
for reconfigurable processing modules, thus providing enough
flexibility in term of choice of processing and in terms of
acquisition mode defined on the fly by the application itself
(selection and preprocessing of any kind of area of interest).
The second interesting result is that such on the fly adaptation
of the acquisition mode yields a further bandwidth reduction
for the transfer of the image data to the central CPU. This
feature represents for some application a further speed-up
in the overall system performance in terms of reduction of
processing or increase of the achievable acquisition/processing
frame rate.
The co-processor commands and the data are transferred
between the main CPU and the by a common bus. The
command word bandwidth is negligible compared to the image
data volume. The co-processor operations are determined by
commands received by the main processor together with the
acquisition commands.
The paper is organized as follows: section II presents the co-
processor platform. In section III, the different configuration
possibilities of the system are presented. Section IV presents
how the inclusion of processing into the acquisition loop
enables to exploit the features and innovations of CMOS
based imaging. In section V the co-processor architecture is
presented and its features are discussed in details. Finally,
the performance of the co-processor architecture obtained by
simulations means, are reported in Section VI and compared to
a classical image acquisition and processing scheme. Results
of a complete postal sorting application to is presented in
section VII.
II. ARCHITECTURE OF THE CO-PROCESSOR CAMERA
Figure (2) illustrates the main architectural components
of the camera with embedded co-processing stage. The
Fig. 2. Block diagram of the co-processor based architecture.
system is composed of an embedded frame-grabber equipped,
at different levels, of processing capabilities for the image
acquired by the sensor and it is illustrated in Figure (3). This
system in its experimental configuration is made of a compact
stack of 4 boards, enabling to easily interface various types
of sensor/cameras and thus answering to various resolution
Fig. 3. Block diagram of the system architecture.
and acquisition speed requirements in the most modular and
economic way. The four boards include:
• the motherboard containing the main processor
• the communication board
• the board including the co-processor
• the camera interface board
The main additional advantages of this system, besides the ca-
pability of controlling the acquisition loop and the achievable
processing performances compared to a traditional modular
PC system, consist of:
• a low dissipated power,
• compact dimensions,
• a greater robustness (mean time between failures) because
it does not integrate mobile components (ventilators, hard
disks)
• a greater commercial lifespan because components in the
computers world are very volatile and cannot be replaced
with components having the same characteristics. Some-
times, after only a few years, partial redesign of the
system is required to critical applications.
The mother board contains a Nexperia processor and includes
functions for the sound and image processing. Around this
DSP, we can find communication interfaces such as Ethernet,
ISDN, etc.., as well as acquisition and rendering of video
images and analogical sound. The second board is based
on a FPGA Spartan XL to manage the PCI arbiter, the
communication interfaces such as USB2.0 and Firewire that
can be driven to connect the camera with digital standard
interfaces. On the third board, two FPGAs are used to acquire
the pixels and to process the image coming from the camera
sensor. The fourth board is a simple interface board between
the FPGA board and the camera. A compact solution with only
two boards is possible for low cost and compact solutions.
The main boards communicate through bus PCI v2.2 allowing
to transfer a large number of data (upto 133Mbytes/s) to
the host processor. However, the main idea of the system
architecture is indeed to reduce as much as possible the
data rate after the co-processor unit by transmitting only the
processed image sections or by controlling the acquisition and
to let the room on the bus for other interfaces such as the USB,
the IEE1394 that are supported and communicate with the host
processor by the PCI bus.
This architectural solution provides exceptional processing
potential and offers wide communication possibilities (RS-
232, RS-485, USB, and Ethernet interface). The connectiv-
ity is achieved with a standard PCI bus. The co-processor
unit is in charge of image acquisition and pre-processing.
It implements a wide variety of acquisition modes (random
region acquisition, variable image size, variable acquisition
modes line/region based, multi-exposition image) and high-
performance image pre-processing (calibration, filtering, de-
noising, binarisation, pattern recognition). The pre-processing
part is independent from the acquisition part. The processing
part is built with pipelined or parallel HW processing mod-
ules to obtained high-performance. Furthermore, a processing
and data transfer, from CMOS sensor to processor, can be
operated in parallel to increase performance. Eventually, the
co-processor architecture has been designed in order to as
to obtain a unit that can be configured on the fly, in terms
of type and number of chained processing, during the image
acquisition process that is defined by the application.
Following this section is a description of the three main
component boards.
A. Motherboard
The processor Nexperia PNX1500 [11] has been selected
for the powerful VLIW core and for the variety of supported
integrated interfaces such as Ethernet controller, DDRam
controller and PCI. In addition, Nexperia integrates a graphic
2D engine able to display up to a resolution of 1024 × 768
to 60 Hz. The motherboard contains a 64 Mbytes DDR Ram
(333 MHz). In addition, there are 32 Mbytes of flash memory
used to store the programs or different information.
B. Communication Board
This board provides four functionalities. It extends the
communication of the motherboard with standards USB
2.0 ,IEEE1394 and Ethernet. The ethernet connection is
important, because systems and a computer can communicate
by this interface with a simple IP number. It also provides
a centralized power supply for the system. On this board, a
converter N/A is used to display on a standard VGA monitor
and this board is also used as PCI arbiter by the intermediary
of a FPGA (Spartan XL) [12].
C. Acquisition and processing board
This board is in charge of the acquisition and the preprocess-
ing stages of the video signal coming from the CMOS sensors
or cameras. Figure 4 illustrates the architecture of the board.
The main functions are partitioned into two FPGAs. The first
FPGA is a Virtex2Pro VP4-fg456-5 [13], their functions are to
acquire images and communicate the configuration and orders
to the camera. The second FPGA is a Virtex2Pro vp20-fg676-
5 [13], the image pre-processing is its principal function. Both
FPGAs communicate through two high speed serial channels,
specific to Xilinx, called RocketIO [14].
This board contains, in addition of FPGAs:
• 2 SDRAM until 128 Mbytes associated with the first
FPGA.
• 2 ZBT until 8 Mbytes associated with the co-processing
FPGA.
Fig. 4. Block diagram of acquisition and processing board architecture.
The system can be used with several CMOS image sensors,
for the results described in this paper, a sensor IBIS4 [15],
with a resolution of 1280× 1024 pixels and a 40 MHz pixel
frequency has been used for the experimental results.
III. SYSTEM AND APPLICATIONS
The overall system can be described as an autonomous
intelligent camera with powerful embedded processing when
compared with modular systems associated with a computer.
The system has been thought for monitoring applications such
as: road monitoring [16] or intrusion detection or any other
similar application. Quality control and control of industrial
processes, where very high frame-rate on specific image
sections are required, is another application field of the system.
For such kind of processes, only the ”relevant” portion of
the images are necessary to be transmitted to the host CPU
for further processing. In some cases only the result of the
preprocessing, or of the processing (i.e. the detected feature),
is needed to be transmitted outside the system to a local host
PC or via Internet.
Several schemes of system connections are possible using the
Ethernet network:
• a vertical architecture: several camera works on the same
sector either with different processes, or with the same
processes, but placed at different position. These cameras
can communicate with each other and with a central unit
which can be a standard PC,
• a horizontal architecture: Several cameras are used on
different work sectors. In this case they communicate
with each other and can be connected to a standard PC,
• a vertical and horizontal architecture illustrated in figure
5: This architecture is the composition of the previous
topology connection. It finds interesting applications in
the inspection of large areas for the control of industrial
process chains.
The association of the processing and acquisition stages aims
at reducing the pixel rate for applications where ”irrelevant”
image portions are detected by the co-processor. The process-
ing is then complemented by the Nexperia processor for higher
level tasks at a possibly lower pixel-rate. The partition of the
tasks is made by exploiting the specificity of each elements,
to use it as efficiently as possible, thus reducing the pixel-rate
when possible and the processing time so as to increase the
overall throughput.
This architectural approach to the processes of sequence is
particularly useful and performing, but not limited to the
following application examples:
• Tracking applications: to follow events of objects on a
camera with transmission of the results to another camera
which will resume the tracking,
• Pattern recognition applications: to recognize an object
in a scene for which only a portion of the image needs
to be further processed,
• Compression applications: to visualize or store sequences
on a computer as for the video monitoring,
• Profilometry applications: where detection of objects pro-
file depth and images need to be acquired on the same
cameras.
Compression of video signals is generally used in camera
systems to reduce the bandwidth of the data transfer and to be
able to use a standard communication channel without addition
of acquisition boards such as the camera-link for instance.
However, with high performance sensors, there is immediately
the problem of the connection that becomes now the system
”bottleneck”, and prevents from transferring the images rate
provided by the sensor. The system described in this paper
supports the implementation of a compression stage that makes
it possible to approach to the sensor limit capabilities [3].
IV. CO-PROCESSOR INTO PROCESSING
ALGORITHM/ACQUISTION LOOP
The integration of a co-processing element into the image
acquisition loop of a CMOS sensor has very interesting
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Fig. 5. Block diagram of horizontal and vertical network architecture.
features. Standard CCD based image systems are synchronous
and require that the full image is downloaded before pro-
ceeding to a new acquisition. CMOS sensors are much more
flexible because not only they are intrinsically asynchronous,
but they are also capable of performing image acquisitions
on limited section of the sensor up to the acquisition of single
pixels. For several applications such flexibility can be success-
fully exploited so as to reduce the data transfer to the central
CPU thus considerably reducing the necessary data bandwidth.
As consequence, the overall processing requirement of the
application has just to process a limited portion of the original
image. The key to achieve such results is to be able to provide
to the main application the necessary information to adapt the
acquisition stage without the need to transfer the full image to
the central CPU. In other words, CMOS imaging can achieve:
• a selective image acquisition stage depending on the
image content itself and on the requirements of the
application,
• a relevant reduction of the data volume to be transmitted
to the central CPU once the selective acquisition stage
has been activated.
The condition for which such features can be achieved is
that a ”co-processing” element is inserted in the image ac-
quisition loop driven by the ”high level” application. In such
architecture the ”co-processing” unit besides the control of
the acquisition stage becomes naturally in charge of the
standard low-level repetitive tasks such as filtering, de-noising,
binarisation, etc. In fact the full control of the acquisition
stage enables the right control of the pre-processing tasks
usually performed at the level of the central CPU or high-
level application.
For instance, the ”instructions” for a selective image acquisi-
tion stage, i.e. an acquisition stage for which only a (small)
portion of the image that presents certain features need to be
”acquired” and transmitted to the central CPU for further high
level processing are handled by the ”co-processor” accessing
directly the CMOS sensor itself in an asynchronous manner.
At this point also the processing associated to the specific
feature ”found” in the image can efficiently be implemented
at the ”co-processor” level. Then, only the ”selected” image
portion already pre-processed and/or pre filtered is transferred
to the central CPU unit. The co-processing task schedule can
be selected on the fly depending on the acquisition commands
and is adapted to the acquisition form that is region/pixel
based. With this architectural approach, only the CMOS sensor
is providing the input image, thus the overall system results
are very similar to an ”artificial retina” [10]. By this approach
the necessary data bandwidth can be drastically reduced elim-
inating in most of the cases the major system limitation. An
example of achievable performance for some classical pre-
processing stage is provided in section VI. The main processor,
freed from image acquisition and pre-processing tasks can then
be used for further processing and/or high-level algorithms
defined by the specific application.
The challenging aspects of the co-processor design are mainly
related to the variable acquisition mode (i.e. input image
format and layout). Obviously, the bandwidth associated to
a window processing can be optimized, moreover the nature,
the complexity and the number of possible processing stages
can be adapted at each acquisition mode. In the examples
of co-processing performance provided in this paper, the
acquisition command word set generated by the processor
are constituted essentially by two parts: the processing order
with the parameters and the acquisition part. Each acquisition
field is coded on 16 bits. Many different acquisition modes
are then available. In all modes, a window can be selected
in the full-range image, the size and the integration time
are defined and moreover a sub-sampling (on Y and X) can
also be specified. In simple multi-exposition mode, the same
window is acquired several times or periodically and the delay
between two acquisitions can be defined. Also in the tracking
multi-exposition mode, the window can be translated. Such
modes allow to create a ”sub-image” image by row or column
accumulation when the sensor is used as line sensor even with
lines varying their position during the acquisition itself.
V. CO-PROCESSOR DESIGN
The essential problem of the co-processor architecture is
the trade-off between processing efficiency and flexibility
required to exploit the CMOS potential features. Two dif-
ferent parts essentially constitute the COP architecture (Fig.
2): the processing and the acquisition parts. The following
functional blocks constitute the processing part: a processor
interface (PCI interface), a command controller, a processing
controller, a processing unit, a SRAM. The COP architecture
is essentially constituted by the following functional blocks
(Fig.6):
• a processor interface (bus interface),
• a bus bridge, a command controller,
• a processing controller,
• a processing structure,
• a CMOS sensor interface
The command controller receives the acquisition commands,
the processing commands from the main application. The task
scheduling is controlled by the processing controller and is
executed by the processing structure unit configured according
to the received commands. The data and image portions,
provided by the main CPU and used by the co-processor for
the actual processing tasks, are transferred to the processing
structure via the bus bridge and via the processing controller.
This feature enables to implement a true co-processing stage
and not a simple pre-processing.
The link between sensor and acquisition part is specific for
each image sensor, consequently it should be modified after
any sensor change. The connection between acquisition and
processing is standard, therefore independent of the sensor.
Acquisition commands are constituted of parameters defined
to cover a large number of acquisition modes to enable to
interface a large sensor sort (linear CCD, CMOS matrix).
Eventually, the connection with co-processor and processor
are linked with standard PCI. Hence, the co-processor is
independent of the processor and could be used as embedded
IP with any PCI system. The co-processor architecture enables
a full data rate to be obtained on PCI bus.
Fig. 6. Block diagram of the COP architecture
The possibility to adapt the number and nature of the process-
ings and to operate on variable size/shape images is provided
by the flexibility of the processing structure unit.
In essence it is constituted by five different components (Fig.
7): CONTROL MEM is in charge of the main memory,
CONTROL PRO is in charge of the processing control, the
processing modules, the system control and the FIFO is in
charge of the temporary storage. Such architecture implements
several options for the data flow control Fig.7). The input
data, provided by CMOS sensor and by the processor, are
referred in Fig.7), respectively with the number 1 and 3.
There is no FIFO in 1 since there is a memory in the CMOS
interface. The broadcasting nets referred with 2, 4 and 5
allows to copy the data and transfer them on each output
branches. The copy is specified for each net by the command
word. The nets referred as 2 permits to transfer the input
image without processing. The nets 4/5 permit to transfer
the result image between two processing, simultaneously with
data loading/result reading. The processing structure unit can
be configured to adapt its processing in function of the
acquisition mode and in function of the high level application
via software. The current acquisition data has to be stored into
an internal memory to allow the pre-processing stage. Several
types of pre-processing require a pixel neighborhood for each
pixel process. A common way to operate is to use a video
line to store few image rows. Unfortunately, such solution
is not possible because the sub-image size is not fixed. In
the architectural solution presented here, an internal cache
memory is associated at each processing. Consequently, the
Fig. 7. Diagram of the COP functional.
processing flow might not be synchronised with the output data
flow of the memory MEM. Such solution enables to decrease
the number of accesses to MEM. The size and features of the
cache are defined to match the selected processing.
The processing modules are sharing the same input and output
busses that are connected to the bi-directional main memory
bus. So as to store the results in the same memory, the
input data enables to cascade the processing or to apply the
same processing several times [17]. This system is adopting
this principle, however an extension is made by adding new
components to the system architecture. In section VI, some
simulation results of the system performances are provided.
VI. EXAMPLE OF ACHIEVEABLE PERFORMANCE
The image acquisition FPGA contains the camera driver,
a PCI core and a rocket IO core. These FPGA resources
are used for about 90%. No processing is implemented on
this component. All the processing of the co-processor are
implemented in the other FPGA.
Three different processing types have been implemented in the
co-processor:
• a median filter on different basic kernels (1 × 3, 1 × 5,
3× 3),
• a local adaptive binarisation (Niblack algorithm) with a
neighborhood of 8× 8 or 16× 16 pixels [18],
• a binary pattern recognition based on block matching with
32× 32 and 64× 64 pattern size.
The performances and the required hardware-resources ob-
tained by the co-processor architecture are reported in Table I
for the median filter, Table II for the local adaptive binarisation
and Tables III,IV for the pattern recognition.
The median filter is a simple sliding-window spatial filter
that replaces the center value in the window with the median
of all the pixel values in the window. The median filter is
normally used to reduce noise in an image. In the median
filter implementation, two kinds of filter are implemented : a
one dimensional ( 1× 3, 1× 5)and a two dimensional (3× 3).
The required resources for each kind are 313 and 265 slices
for processing, the reunification use 893 slices which include
all the processing tasks and the handling of all transfers and
local buffers.
Used in the pre-processing stage, the local adaptive binari-
sation not only provides a very performing threshold algorithm
in presence of illumination or object variations, but also allows
3× 3 1× 3, 1× 5
Number of slices 313 265
Number of Block RAM 9
Number of mult16× 16 0
frequence (MHz) 100
Image size Time processing (ms)
512× 512 5.22 2.61
256× 256 1.30 0.65
128× 128 0.32 0.16
TABLE I
TIME PROCESSING OF MEDIAN FILTER 3× 3.
to reduce the bandwidth to the central CPU like an artificial
retina sensor can perform. For example, a 1024 × 1024 full-
range image requires 1 Mbytes to be stored but the binarized
image only 1 Mbits. If an area can be selected in the full-range
image, for example a 256× 256, the result image size would
reduce to 64 Kbits. This process allows gaining a factor 64 on
the original bandwidth. For the third processing, the binary
Number of points 2 4 8
Number of slices 477 965 1605
Number of mult16× 16 5 9 17
Frequency (MHz) 25 25 25
Size Time processing
Image Block (ms)
512× 512 M16× 16 158.09 79.04 39.52
M8× 8 40.80 20.40 10.20
256× 512 M16× 16 76.66 38.33 19.16
M8× 8 20.12 10.06 5.03
256× 256 M16× 16 37.75 18.59 9.87
M8× 8 9.92 4.96 2.48
128× 128 M16× 16 8.17 4.09 2.04
M8× 8 2.34 1.17 0.59
64× 64 M16× 16 1.54 0.77 0.38
M8× 8 0.52 0.26 0.13
Cycle time 40 20 10
TABLE II
LOCAL ADAPTATIVE BINARISATION.
shapes search, different tests have been made to compare
with different image size and research size. The goal of this
processing is to recognize one or more shapes in a binary
image. The entire processing is implemented and require 3021
slices and 9 Blocks RAM of 18 kb each. In the table, only
the required slices for a single processing are reported. A
comparison has been done between the performance obtained
by the co-processor architecture (COP) and a PC, Bi-Xeon
1.7 GHz, 256 Mo Ram, Rambus 800 MHz (2 × 400MHz).
The performance results reported in Table V do not consider
camera frame-grabber transfer time for the PC based platform.
The comparison shows that, besides the achieved speed-up
factor up to a factor of 5 that would certainly result higher
considering the frame-grabber transfer time, the central CPU
in the co-processor approach is fully available for further
processing. Moreover, when a bandwidth reduction is possible
by means of adaptive acquisition the co-processor approach
provides much higher speed-up gains.
Shape size 64× 64 32× 32 16× 16
Block Size 64× 128 32× 64 16× 32
Mem. blocks 6 3 2
Slices 2328 1300 1250 700 750 400
/detect. block 127 70 40
detection 16 8 16 8 16 8
block used
Image Size Processing time (ms)
512× 512 16.05 9.2 4.93 32.1 18.4 9.86
256× 256 2.96 2.015 1.155 5.92 4.03 2.31
256× 512 6.9 4.32 2.39 13.8 8.64 4.78
128× 128 0.335 0.375 NC 0.67 0.75 NC
TABLE III
BINARY SHAPES RESEARCH WITH A 50 MHZ FREQUENCY.
number of shapes 5 4 3 2 1
256× 512 68.52 59.88 51.24 42.6 33.96
256× 256 32.67 28.64 24.61 20.58 16.55
128× 128 6.73 5.99 5.24 4.49 3.74
TABLE IV
TIME TO SEARCH A SHAPE IN AN IMAGE (MS).
Processing PC (Mpixel/s) COP (Mpixel/s)
Median 1× 3 41 100
Median 1× 5 28 100
Median 3× 3 27 50
Niblack 8× 8 5 25
Niblack 16× 16 4 14
TABLE V
PROCESSING COMPARISONS.
VII. APPLICATION EXAMPLE : READING A BAR
CODE FOR POSTAL SORTING
A. Application description
The postal sorting is a real-world example showing the
processing possibilities and the achieved level of parallelism
of the system. The goal of this application is to read bar
codes on the letters, to enable automatic sorting at the dif-
ferent stages of the logistic postal letter handling. If the bar
codes cannot be read, the letter is rejected and need to be
processed manually. This application has been developed with
the objective of replacing an exiting platform which integrates
a camera associated with a PC. The new embedded solution
has been developed to increase as much as possible the
processing performances and to obtain a portable and more
flexible system.. Indeed due to the fact that bar codes printed
on letters may be of bad quality or superposed to other visual
information the possibility of implementing more complex
processing increase the rate of correct detections/decodings
achievable. Ideally, to correctly read the largest percentage
of bar codes, each processing stage should require as much
as possible processing power so as to guarantee that the bar
code area is correctly localized (framed in the image 8). In
reality the processing resources are limited and,results easier
to extract and process a small part of the image that with a
high probability includes the bar code, instead of dealing with
the entire image of the letter which include extra information
that can potentially create errors for the code bar detection
and decoding. First, in the postal sorting application example,
Fig. 8. Example of a bar code
a letter is grabbed with the CMOS camera, the speed of
the transporter is around 4 meters per second. Secondly, the
system processes the image. For this application, in the co-
processor platform, the used processings are:
• Transposition,
• Low pass filtering,
• Dilatation plus sub-sampling,
• Blobbing.
Blobbing task is performed in the processor. Details of these
processing stages are provide in the following section. The
final action is to read the bar code and send it to the postal
sorting machine.
B. Details of the processing
To grab a letter, the CMOS camera is configured in a line
scan mode. The camera is configured in this mode and not in
an area scan mode due to the high speed of the transporter (4
meters per second), and the result image is deformed as shown
in the image 9(a). However, the line scan mode is better suited
to capture this kind of images. The camera grabs the same
line during a predefined number of line or continuously and
the acquisition FPGA rebuilds an image, this mode is shown
in Figure 9(b). In this image, the difference between the two
modes is shown, especially the effect on the bar code.
The first processing is a transposition. The transposition is
(a) Area scan mode
(b) Line scan mode
Fig. 9. Acquisition mode difference
used to rotate the rebuilt image to 90 degrees. A transposition
is necessary because the other processing stages are specific
to a horizontal reading (Figure 10). The first real image
processing is a low pass filter. The low pass filter is used to
delete the background and to raise the white bar code as shown
in Figure 11(b) compared to the original image in Figure
11(a). As shown previously, the data bus is a 32 bits bus,
and transfers 4 pixels at the same time. The low pass filter is a
(a) Original image
(b) Low pass filtering
(c) Dilatation
(d) Sub-sampling
(e) Blobbing
Fig. 11. Sequence into the co-processor
A c q u i s i t i o n  
D i r e c t i o n
P r o c e s s i n g  d i r e c t i o n
Fig. 10. Transposition of an image
convolution between the image and the window which includes
the coefficients (11 coefficients is the best compromise for this
action).
The second processing is a dilatation. The dilatation is used
to complete the region which integrates the bar codes, thus it
will be easier to detect this region as shown in Figure 11(c).
This latter processing is performed to replace the central pixel
by the maximum value of the 32 neighbor pixels.
The sub-sampling is the third processing. In fact, only one of
4 pixels is transferred, moreover one line over four (Figure
11(d)). The goal is to divide the size of the image by 16 and
consequently the original pixel bandwidth.
These three last processing stages are performed in one
dimension (line dimension) to obtain the best result and to
reduce the processing time with the access of the second
dimension. Therefore, the FPGA resource usage is reduced. As
seen in the previous section, only the blobbing is made by the
processor and all the other processing stages are performed by
the FPGA (Co-processor). The blobbing is the last processing
of the code bar detection. After the dilatation, several white
(or grey) areas are designed. In the figure 11(d), two large
areas are detected, that correspond to the area including the
bar codes, but other areas can be detected which are probably
not part of the code. The goal is to determinate the coordinates
of the two zones that contain the code. So as to detect a region
(blob), the image is described row by row and when a pixel
superior to the threshold is founded, the object is squared and
associated with a label. Once the image is fully analyzed and
labelled, the two or three largest areas that are chosen probably
include the bar code and the coordinates of these two objects,
are extracted. Image 12 shows a part of the blobbing image
where white areas are detected (squared in grey). The transfer
of these coordinates is made to the co-processor and the co-
processor transfers only the selected regions to the processor.
The regions are taken on the filtering image which is stored
temporally in the SRAM (Figure 13). When bar codes are
transferred to the processor, the decoding can be activated.
To decode the bar code, a FFT is made following several
tests to read correctly percentage rates approaching 100%
of bar code detected. As shown in Figure 13, the bar code
is ”1111010111101011111001001111010111001111” and af-
(a) Zoom of the sub-sampling image
(b) Zoom of the blobbing image
Fig. 12. Zoom of the blobbing processing
Fig. 13. Bar code: zone transferred
ter all the processing the system correctly read the code.
In Figure 14, the efficacy of the system is illustrated also
with a bad bar code which is not even readable at sight
and without an appropriate processing. However, the system
can correctly read it. Here, the bar code cannot be read
(a) Original image not readable at sight
(b) Image after processing
Fig. 14. pre-processing for improvement of ”unreadable” bar code
exactly, but the system reads the correct bar code which
is ”111001101101010111111001011101010111001111”. It
proves the efficiency of the system.
So as to accelerate the decoding, the actions are performed
in parallel and not in sequential order: acquisition (task 1),
processing (task 2) and reading (task 3). These 3 tasks are
executed in parallel to gain time and increase the number of
letters processed. In Figure 15, it is a sequential sequence
(Task 1 following 2 and 3) and during the acquisition the
processor and the co-processor do not work. The same remarks
are valid when the co-processor or the processor work.
The specificity of the platform is that the 3 principal compo-
nents can work in parallel as shown in Figure 15 (i.e. task 1
at the same time of 2 and 3). Only the transfer between the
FPGA, prevents an acquisition or a processing into the co-
processor. The processor is implemented in DMA mode and
enables to work continuously. It receives data and at the same
time it decodes the bar code. By using this configuration, the
processing time is the same from acquisition to the output,
but the number of processed letters is increased. Results are
shown in the following section, and a comparison between a
sequential mode, a parallel mode and the PC performances is
made.
3
1
2
Fig. 15. Processing mode
C. Results and comparisons
In this sub-section, results of the processings are provided.
A comparison between the current system and the co-processor
platform is made. The current system is a PC with the
camera (BCi4 from Vector international [19]) associated with
the compatible frame grabber. The co-processor platform is
associated with the same camera. The current system is a PC
with a processor 3.2 GHz and 1Go of RAM.
In the table VI, the necessary time for each processing needed
to decode a bar code is shown. The tests were made with
an image of 180 pixels width and 1712 rows captured. It is
about a standard acquisition for a letter. Transfer is considered
as a processing in the table. The transfer time from the co-
Processing Time (ms)
Acquisition 15.4
Transfer between the 2 FPGAs 4.6
Transposition 1.54
Low pass filtering 1.54
Dilatation plus sub-sampling 1.54
Transfer in the processor of the sub-sampling image 0.15
Blobbing 4
Transfer in the processor of the bar code image 0.11
Reading the bar code image 12
Total 40.88
TABLE VI
PROCESSING TIME.
processor to the processor by the PCI is considerably reduced.
To transfer an entire image by the PCI, it takes 2.3 ms, but to
transfer a sub-sampling image, it is 16 times less (0.15 ms)
and for the bar code it is 20 times less (0.11 ms). This saving
is very important factor to accelerate the processing.
The table VII presents the comparison between :
• The co-processor platform and a sequential reading,
• The co-processor platform and a parallel reading,
• The actual PC.
sequential parallel PC (ROI)
Time processing (ms) 40 40 40
Number of letter 15 30 15
Theorical speed (m/s) 4 8 4
TABLE VII
PLATFORM VS PC (APPROXIMATIVE TIME)
In sequential and parallel mode, the processing time is around
the same time as a PC, but with the parallelism, the number of
the processed letters is increased (I.E. number of images). In
the case of the PC, the size of the processed image is reduced
to a small ROI (around 512 × 70), against 1712 × 180 with
the co-processor platform. If the size is reduced to include
correctly the bar code and not the image of the letter, the
number of letters read can increase up to 50. Thus, the platform
can read more images than the actual system and if it was
possible to increase the speed of the physical transporter.
Moreover, the co-processor platform is more efficient in hostile
environment, small in size, and equivalent in term of the
percentage of bar codes correctly read. The portability of
the two systems is illustrated in the figure 16. The size is
reduced and results more adequate for the integration industrial
process.
(a) Co-processor platform plus camera
(b) PC and co-processor platform
Fig. 16. Portability : Co-processor Platform Versus PC
VIII. CONCLUSION
Despite the increasing speed PC processors and bus fre-
quency, the implementation of embedded co-processor systems
expressly conceived for image sensors and inserted in the ac-
quisition loop keeps several advantages. Very high processing
speed and reduced image data bandwidth are achievable and
maintain a high degree of flexibility in the pre-processing stage
for the different acquisition modes specific of CMOS imaging.
The described acquisition and co-processing embedded archi-
tecture is completely operational and the potential of such a
new architecture are far from being fully exploited and are
currently investigated in several challenging applications.
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High-speed video cameras are powerful tools for investigating for instance the biomechanics analysis or the movements of mechan-
ical parts in manufacturing processes. In the past years, the use of CMOS sensors instead of CCDs has enabled the development of
high-speed video cameras offering digital outputs, readout flexibility, and lower manufacturing costs. In this paper, we propose a
high-speed smart camera based on a CMOS sensor with embedded processing. Two types of algorithms have been implemented.
A compression algorithm, specific to high-speed imaging constraints, has been implemented. This implementation allows to re-
duce the large data flow (6.55 Gbps) and to propose a transfer on a serial output link (USB 2.0). The second type of algorithm is
dedicated to feature extraction such as edge detection, markers extraction, or image analysis, wavelet analysis, and object tracking.
These image processing algorithms have been implemented into an FPGA embedded inside the camera. These implementations
are low-cost in terms of hardware resources. This FPGA technology allows us to process in real time 500 images per second with a
1280× 1024 resolution. This camera system is a reconfigurable platform, other image processing algorithms can be implemented.
Copyright © 2007 R. Mosqueron et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
1. INTRODUCTION
The human vision presents high capacities in terms of infor-
mation acquisition (high image resolution) and information
processing (high performance processing). Nevertheless, the
human vision is limited because human’s reactions to a stim-
ulus are not necessarily instantaneous. The human vision
presents spatial and temporal resolution limitations. More
precisely, the human vision temporal resolution is close to
100 milliseconds [1]. Moreover, the fast information storage
capacity of the human system is difficult to evaluate. On the
other hand, the human vision system is very performant in
terms of image analysis which extracts relevant information.
In the last few years, technical progresses in signal acquisition
[2, 3] and processing have allowed the development of new
artificial vision system which equals or overpasses human ca-
pacities. In this context, we propose to develop a new type
of smart camera. The three following constraints have to be
considered: a fast image acquisition, images with high resolu-
tion, and real-time image analysis which only keeps necessary
information.
In the literature, either high-speed cameras without em-
bedded image processing [3] or low-speed smart cameras
are presented [4] but we never can find high-speed smart
cameras.
Therefore, we propose to develop a new concept of smart
camera. In this way, for the last fifteen years, our labora-
tory has worked in high-speed video system areas [5, 6]
and has obtained results for biological applications like real-
time cellular contractions analysis [7] and human move-
ment analysis [8]. All these developments were made us-
ing CCD (charge-coupled device) imaging technology from
Fairchild and FPGA (field-programmable gate array) tech-
nologies from Xilinx [9]. The main goal of our system was to
provide, at a low price, high-speed cameras (500 images per
second) using standard CCD devices in binning mode, with a
preprocessing FPGA module connected to a PC-compatible
computer. As well as these high-speed camera developments,
our laboratory has worked, during these last years, on smart
cameras based on standard CMOS (complementary metal-
oxide-semiconductor) sensors (25 images per second) and
on FPGA technology dedicated to embedded image process-
ing. In the past five years, the use of CMOS sensors instead of
CCDs has enabled the development of industrial high-speed
video cameras which offer digital outputs, readout flexibility
and lower manufacturing costs [10–12].
In our context, fast images present a video data rate close
to 6.55 Gbits, this corresponds to 500 images per second
with a 1.3 Mpixel resolution. In this high-speed acquisition
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context, according to us, the main feature is the huge data
flow provided by the sensor output which can represent a
major constraint for the processing, the transfer, or the stor-
ing of the data. The embedded processings must be adapted
to this high-speed data flow and they represent the main core
of the high-speed smart camera. The embedded processings
enable real-time measurements, such as the fast marker ex-
traction, to be obtained. In the marker extraction applica-
tion, the output flow is considerably reduced, therefore the
transfer and storing of result are simple. On the contrary, if
the output flow is not reduced, then an adapted data inter-
face should be selected. In any case, the data are temporar-
ily stored in a fast RAM (random access memory) memory
(local or external). The RAM is size-limited, therefore the
recording time is only a few seconds long. Our strategy is to
propose a compression mode to perform longer sequences
and simplify the transfer. The compression can be applied
either on the processed images or on the original ones. In
this paper, we only present a compression applied on im-
ages which have not been processed. The targeted applica-
tions are observations of high-speed phenomenon for which
fast acquisitions are required. Depending on the compres-
sion quality and the precision of the measurement required,
an offline processing can be done on the compressed im-
age sequences. In order to optimize the performances of the
image compression, we compared different compression al-
gorithms in terms of image quality, time computation, and
hardware complexity. First, we compared some algorithms
with low hardware complexity like run-length encoding or
block coding. Then, as these first compression algorithms are
poor in terms of compression ratio, we studied some famous
compression algorithms like JPEG, JPEG2000, and MPEG4.
This study allowed us to show that a modified and simplified
JPEG2000 approach is well adapted to the context of real-
time high-speed image compression.
Likewise, in order to implement real-time marker extrac-
tion algorithms which are compatible with high-speed image
data rate, we used simple image segmentation algorithms.
Our camera allows us to record fast image sequences directly
on the PC to propose fast real-time processing such as the
fast marker extraction.
This paper is organized as follows. Our high-speed cam-
era is described in Section 2. The studied image compres-
sion algorithms and their implementations are presented and
compared in Section 3. Then, the studied image processing
algorithms applied to fast marker extraction are introduced
in Section 4. In this section we show a biomechanics applica-
tion example. In order to compare our system’s performances
to some other smart camera, we outline our specifications in
Section 5. Finally, in Section 6, we conclude our paper and
give some perspectives of new developments.
2. HIGH-SPEED SMART CAMERA DESCRIPTION
In order to design our high-speed smart camera, some con-
straints had to be respected. The first one was of course high-
frequency acquisition as well as embedded image processing.
Then, some other important specifications had to be taken
into account such as low price, laptop, and industrial PC
compatiblity. In the literature, most of the high-speed cam-
eras are designed either with embedded memory or using
one or several parallel outputs such as a camera link con-
nected to a specific interface board inserted in the PC. In or-
der to record long sequences, the capacity of the embedded
memory has to be large, and thus the price is growing. In this
paper, we propose a new solution which combines advan-
tages of fast imaging and smart processing without the use of
embedded memories. Fast video data output is transferred
directly to the PC using a fast standard serial link which
avoids the use of a specific board, and thus the full image se-
quences are stored in the PC memories. This solution makes
the most of the continuous progress of PC technologies, in
particular memories capacities.
In this section, we describe the different blocks of our
high-speed camera and we explain the choices of different
components that we used: fast image acquisition using high-
speed CMOS sensor from Micron [13] and embedded real-
time image processing using FPGA from Xilinx. Finally, at
the end of this section, we present the full high-speed smart
camera architecture, and in particular the interface choice
dedicated to high-speed video data transfer.
2.1. Image acquisition using a high-speed
CMOS sensor
Nowadays, in the context of fast imaging, CMOS image
sensors present more and more advantages in comparison
with CCD image sensors that we will summarize hereafter
[14, 15].
(i) Random access to pixel regions: in CMOS image sen-
sors, both the detector and the readout amplifier are
part of each pixel. This allows the integrated charge
to be converted into a voltage inside the pixel, which
can then be read out over X-Y wires (instead of using
a charge shift register like in CCDs). This column and
row adressibility is similar to common RAM and al-
lows region-of-interest (ROI) readout.
(ii) Intrapixel amplification and on-chip ADC (analogic-
digital converter) produce faster frame rates.
(iii) No smear and blooming effects: CCDs are limited by the
blooming effect because charge shift registers can leak
charge to adjacent pixels when the CCD register over-
flows, causing bright lights. In CMOS image sensors,
the signal charge is converted to a voltage inside the
pixel and read out over the column bus, as in a DRAM
(dynamic random access memory). With this architec-
ture, it is possible to add an antiblooming protection in
each pixel. Smear, caused by charge transfer in a CCD
under illumination, is also avoided.
(iv) Low power: CMOS pixel sensor architectures con-
sume much less power—up to 100 x less power—than
CCDs. This is a great advantage for portable high-
speed cameras.
Taking these advantages in consideration, we used the
MTM9M413 high-speed CMOS image sensor from Micron
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in order to design our high-speed camera. The main features
of this image sensor are described as follows and illustrated
in Figures 1 and 2:
(i) array format: 1280× 1024 (1.3 megapixels);
(ii) pixel size and type: 12 mm × 12 mm, TrueSNAP
(shuttered-node active pixel), monochrome, or color
RGB;
(iii) sensor imaging area: H: 15.36 mm, V: 12.29 mm, diag-
onal: 19.67 mm;
(iv) frame rate: 500 images per second at full-size frame
(1280 × 1024), ≥ 10 000 images per second at partial-
size frame (1280× 128);
(v) output: 10-bit digital through 10 parallel ports (ADC:
on-chip, 10-bit column-parallel);
(vi) output data rate: 660 Mpixel/s (master clock 66 MHz
500 images per second);
(vii) dynamic range: 59 dB;
(viii) digital responsitivity: monochrome: 1600 bits per lux-
second at 550 nm;
(ix) minimum shutter exposure time: 100 nanoseconds;
(x) supply voltage: +3.3 V;
(xi) power consumption:≺ 500 mW at 500 images per sec-
ond.
2.2. Image processing with an FPGA device
The used high-speed image sensor delivers, in a pipeline
dataflow mode, 500 images per second with a 6.55 Gbits per
second data rate. In order to manage this dataflow, it is nec-
essary to add inside our camera a processor able to treat in
real time these informations. Some solutions are conceivable
and one of them is the use of FPGA.
2.2.1. FPGA advantages for real-time image processing
The bulk of low-level image processing can be split into two
types of operations. The first type of operation is where one
fixed-coefficient operation is performed identically on each
pixel in the image. The second type of operation is neighbor-
hood processing, such as convolution. In this case, the result
that is created for each pixel location is related to a window of
pixels centered at that location. These operations show that
there is a high degree of processing repetition across the en-
tire image. This kind of processing is ideally suited to a hard-
ware pipeline implemented in FPGA, that is able to perform
the same fixed mathematical operation over a stream of data.
FPGAs, such as the Xilinx Virtex-II series, provide a large
two-dimensional array of logic blocks where each block con-
tains several flip-flops and lookup tables capable of imple-
menting many logic functions. In addition, there are also re-
sources dedicated to multiplication and memory storage that
can be used to further improve performance. Through the
use of Virtex-II FPGAs, we can implement image-processing
tasks at very high data flow rates. This allows images to be
processed from the sensor with full resolution (1280× 1024)
at 500 images per second. These functions can be directly
performed on a stream of camera data rate as it arrives with-
out introducing any extra processing delay, significantly re-
Figure 1: CMOS imager.
ducing and, in some cases, removing the performance bot-
tleneck that currently exists. In particular, the more complex
functions such as convolution can be mapped very success-
fully onto FPGAs. The whole convolution process is a matrix-
multiplication and as such requires several multiplications to
be performed for each pixel. The exact number of multipliers
that are required is dependent on the size of the kernels (win-
dow) used for convolution. For a 3 × 3 kernel, 9 multipliers
are required and for a 5 × 5 kernel, 25 are required. FPGAs
can implement these multipliers. For example, with the one-
million-gate Virtex-II, 40 multipliers are available and in the
eight-million-gate part, this number increases to 168.
2.2.2. Main features of the used FPGA
Taking into account the image data rate and image resolution
we selected a VIRTEX-II XC2V3000 FPGA from Xilinx which
has the following summarized specifications:
(i) 3 000 000 system gates organized in 14 336 slices
(15 000 000 transistors);
(ii) 96 dedicated 18-bit× 18-bit multipliers blocks;
(iii) 1728 Kbits of dual-port RAM in 18 Kbit SelectRAM re-
sources, 96 BRAMs (block RAM);
(iv) 720 I/O pads.
2.3. High-speed camera system
Our high-speed camera system is composed of three boards
as shown in Figure 3.
As illustrated in Figure 4, the first board contains the
CMOS image sensor and is connected to the FPGA board.
This second board has three functions. The first function is
the CMOS sensor control, the second function is the real-
time image compression, and the third function corresponds
to real-time image processing such as edge detection, track-
ing, and so on. The role of the third board (interface board)
is to control, using the USB 2.0 [16] protocol, the image real-
time transfer between the FPGA board and the PC computer.
The USB 2.0 has the main advantage of being present on any
standard PC and also permits the connection of the camera
to a PC without any frame grabber. The USB 2.0 features
are fully compatible with our results on the targeted appli-
cations.
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Figure 2: CMOS imager.
2.4. High-speed camera implementation
We propose to separate high-speed imaging applications into
two classes. The first class regroups applications that do not
require real-time operations, for instance offline image pro-
cessing or a visualization of recorded sequences that repre-
sents a high-speed phenomenon. The second class regroups
applications that require online operations like high-speed
feature measurements (motion, boundaries, marker extrac-
tion). Therefore, for this second class, most of the time, the
camera output flow is considerably reduced.
With our camera design, FPGA embedded solutions are
proposed to match with the two presented classes’ features.
In any case, both solutions must deal with the main feature
of high-speed imaging: the important data bandwidth of the
sensor’s output (in our case, up to 660 Mpixels per second),
which corresponds to the FPGA’s input data flow.
For the first class application, we propose a solution
based on an embedded compression (Section 2). With a
data compression, the output bandwidth can be obviously
reduced, therefore the data can be easily transferred. The
compression choice should be defined to match to output
feature (Section 3.1). To demonstrate online capacities of
our camera, feature extraction processing has been imple-
mented (Section 4). As the first class is, the measurement is
performed at the highest frequency of sensor data output.
Hence, the embedded solutions must achieve real-time pro-
cessing on this large input data flow, moreover the hardware
resource should be minimized.
Consequently, some image processing, compression and
feature extraction, has been implemented taking into ac-
count the required performances and the hardware resource
available. In the following sections, two implementation ex-
amples are described, one for each class of applications: an
embedded compression and a real-time marker extraction.
The algorithm selection has been done using hardware con-
siderations.
3. EMBEDDED IMAGE COMPRESSION
The compression type, lossless or lossy, is connected to the
application’s features. For instance, the observation of an-
imal movements can require lossless or lossy compression.
A biologist, who focuses on a mouse’s behavior does not
need images showing the animal’s precise movement. On the
contrary, if the biologist needs precise measurement on the
movement of the mouse’s legs, he may need to track precisely
the markers. Therefore, an image sequence with a lossless
compression may be more relevant. A selection of the lossy
compression would limit the number of applications, never-
theless it would have advantage in terms of compression rate
than in words of data flow.
With our proposed compression, full-resolution images
can be transferred up to 500 frames per second using a simple
USB 2.0 connection.
3.1. Compression algorithms
The high-speed CMOS image sensor delivers im-
ages with a pixel data rate of 1280 × 1024 pixels ×
500 images per second = 655 Mpixels/s. Each pixel is coded
on 10 bits, thus the bit data rate is 655× 10 = 6.55 Gbits/s.
As described previously, information is sent from our
high-speed camera to a PC computer through a USB 2.0 link,
and this with a peak data rate of 480 Mbits/s. We have ob-
tained an average transfer rate equal to 250 Mbits/s. In our
case, to transfer data at the sensor’s full speed, the data must
be compressed with a compression ratio at least equal to
(6.55 Gbits/s)/(250 Mbits/s) = 26.2.
Two main approaches are used in compression algo-
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Figure 3: High-speed camera system.
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Figure 4: High-speed camera system principle.
rithms: lossless compression and lossy compression. The
main goal of lossless compression is to minimize the num-
ber of bits required to represent the original image samples
without any loss of information. All bits of each sample must
be reconstructed perfectly during decompression. Some fa-
mous lossless algorithms based on error-free compression
have been introduced like the Huffman coding [17] or LZW
Lossy compression
15 : 1
Lossless compression
2 : 1Original
image
Compressed
image
Figure 5: Compression synoptic.
coding [18]. These algorithms are particularly useful in im-
age archiving, for instance in the storage of legal or medi-
cal records. These methods allow an image to be compressed
and decompressed without losing information. In this case,
the compression ratio is low (ranges from 2 : 1 to 3 : 1).
Lossy compression algorithms result in a higher com-
pression ratio, typically from 10 : 1 to 100 : 1 and even
more. In general the more the compression ratio is high,
the more the image quality is low. Some famous methods,
designed for multimedia applications, have been also intro-
duced like JPEG, JPEG2000, MPEG2, MPEG4, and so forth.
These methods are based on spatiotemporal algorithms and
use different approaches like predictive coding, transform
coding (Fourier transform, discrete cosine transform, or
wavelet coding).
Our compression method choice is based on two main
constraints. The first one concerns the real time considera-
tion: how to compress 500 images/s in real-time? The second
constraint is related to the image quality, our goal in this case
is to compress and to decompress images in order to obtain
a PSNR1 greater than 30 dB. For real-time consideration, the
compression process is implemented into the FPGA device
and the decompression process is operated using a PC after
the image sequence has been recorded.
As shown in Figure 5, we combine lossless compression
and lossy compression. The used lossless compression, based
on the Huffman algorithm, gives a compression ratio close
to 2 : 1. So the lossy compression has to obtain a compres-
sion ratio close to 15 : 1. In order to accomplish this tar-
get, we studied five lossy compression algorithms: block cod-
ing, one-dimensional run-length coding, JPEG, JPEG2000,
MPEG4 and we present our low-cost compression imple-
mentation based on wavelet coding using lifting scheme. We
describe and compare these algorithms hereafter.
3.1.1. Block coding
This compression method consists of processing the image
with an n×n pixels window. For each n×n pixels window, we
test the uniformity of the pixels. Considering the algorithm’s
results, an 8×8 window has been selected. If the uniformity is
not verified, we divide this window into 4×4 and 2×2 pixels
1 PSNR means peak signal-to-noise ratio and is calculated as PSNR =
10 log10((2
B − 1)2/ MSE), where B represents the number of bits in the
original image. MSE means mean square error and is calculated as MSE =
(1/Npixels)
∑
x,y( f (x, y)−g(x, y))2, where Npixels is the number of pixels
in the image, f (x, y) and g(x, y) are, respectively, the grey levels of orig-
inal and processed images at x, y coordinates. Reconstructed images are
obtained after a compression-decompression process.
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Figure 6: Block coding principle.
subwindows and we test again the uniformities inside these
subwindows. In Figure 6, we give an example of this method.
If we consider the 4 pixels P(1, 1), P(1, 2), P(2, 1) and P(2, 2)
in the 2 × 2 pixels window, we can compute the following
operations:
Pmoy = P(1, 1) + P(1, 2) + P(2, 1) + P(2, 2)4 ,
if P(i, j) ≤ Pmoy, then
⎧
⎨
⎩
Diff(i, j) = Pmoy − P(i, j),
Sign = 0,
(1)
if P(i, j) > Pmoy, then
⎧
⎨
⎩
Diff(i, j) = P(i, j)− Pmoy,
Sign = 1,
with i, j = 1, . . . , 2.
(2)
The obtained code is Pmoy, Diff(1, 1), Diff(1, 2),
Diff(2, 1), Diff(2, 2), Sign(1, 1), Sign(1, 2), Sign(2, 1),
Sign(2, 2).
As each of the original pixels P(1, 1), P(1, 2), P(2, 1), and
P(2, 2) is coded on 10 bits, the 2×2 original pixels subwindow
contains 40 bits. If we code Pmoy on 10 bits, Diff on 2 bits, and
Sign on 1 bit, the size of the obtained code is (1× 10) + (4×
2) + (4 × 1) = 22 bits and the theoretical compression ratio
is 40/22 = 1.81.
3.1.2. One-dimensional run-length coding
In this method, we consider the variations between neigh-
bor pixels on the same image line. If the variations between
neighbor pixels are small, we merge these pixels into the same
segment with a unique reference grey-level value. Figure 7 is
an illustration of this method. For each pixel, we execute the
following tests:
if r j − e ≤ gi ≤ r j + e, then
⎧
⎨
⎩
pixel(i) merges with r j ,
else r j = gi,
(3)
with gi the current grey-level pixel, r j the grey-level reference
of the jth segment, and e the error range.
The obtained code is r1,n1, r2,n2, . . . , rNseg ,nNseg with nj
the jth segment size and Nseg the segments number detected
on the current image line.
If we code the reference pixels (r j) on 10 bits and the seg-
ment size (nj) on 5 bits, the compression ratio for an n-pixel
image line (here 1280) is (10×n)/∑Nsegj=1(10 + 5). This ratio is
variable in function of the image’s content; the more the im-
age contains high variations, the more this compression ratio
is low.
3.1.3. JPEG compression
The principle of the JPEG algorithm [19, 20] for grey-level
images is described (for color image, a similar algorithm is
applied on each chrominance components) in the following
section. The image is split into blocks of 8 × 8 pixels. A lin-
ear transform, DCT (discrete cosine transform) is applied on
each block. The transform coefficients are quantified with a
quantization table defined in JPEG normalization [20]. The
quantization step (or truncation step) is equal to a bit reduc-
tion of the samples. This is the main lossy operation of the
whole process (see Figure 8).
The entropy coding is the next processing step. The en-
tropy coding is a special form of lossless data compression.
It involves arranging the image components in a “zigzag” or-
der employing a run-length encoding (RLE) algorithm that
groups similar frequencies together, inserting length-coding
zeros, and then using statistic coding on what is left. The
statistic coding is generally a Huffman coding or an arith-
metic coding.
The JPEG compression reaches high performances. Us-
ing a compression rate of less than 30, a high-quality image
is obtained. Nevertheless, for a higher compression rate, a
block effect is appearing.
3.1.4. JPEG2000 compression
The JPEG2000 compression [20, 21] is not only more effi-
cient than JPEG compression, it also introduces new func-
tionalities. The JPEG2000 permits the gradual transfer of im-
ages, regions-of-interest coding, and a higher errors robust-
ness. The JPEG2000 codec is presented in Figure 9.
The essential processing steps are the color transform,
DWT (discrete wavelet transform), the quantization, the en-
tropic coding, and the rate allocation. The color transform
is optional. In JPEG2000, the 2D DWT based on Mallat’s re-
cursive algorithm is applied on each tile or on the full frame
[22]. The result is a collection of subbands which represent
several approximation scales. These coefficients are scalar-
quantized, giving a set of integer numbers which have to be
encoded bit by bit. The encoder has to encode the bits of
all the quantized coefficients of a code block, starting with
the most significant bits and progressing to less significant
bits by a process called the EBCOT (embedded block cod-
ing with optimal truncation) scheme [23]. The result is a bit
stream that is split into packets, where a packet groups se-
lected passes of all codeblocks from a precinct into one in-
divisible unit. Packets are the key to quality scalability (i.e.,
packets containing less significant bits can be discarded to
achieve lower bit rates and higher distortion).
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3.1.5. MPEG4 compression
The MPEG4 standard is one of the most recent compres-
sion codings for multimedia applications. This standard has
been developed to extend capacities of the earlier standard
(as MPEG1, MPEG2) [24, 25]. The fundamental concept in-
troduced by MPEG4 is the audiovisual objects concept. A
video object is represented as a succession of description lay-
ers, which offers a scalable codage. This feature permits to re-
construct the video with optimal quality with respect to the
constraints of the application, the network, and the terminal.
An MPEG4 scene is constituted by one or several video ob-
jects characterized temporarily and spatially by their shape,
texture, and movement. Figure 10 represents the MPEG4 en-
coder.
As in JPEG standard, the first two processing steps are
DCT and quantization. The quantization level can be fixed
or set by the user. The output coming from the quantization
function is further processed by a zigzag coder. A temporal
compression is obtained with the motion estimation. Indeed,
the motion estimation’s goal is to detect the differences be-
tween two frames. The motion estimation algorithm is based
on mean absolute difference (MAD) processing between two
image blocks (8× 8 or 16× 16) extracted from two consecu-
tive images.
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Figure 9: JPEG2000 synoptic.
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3.2. Comparison and analysis for
embedded compression
The performance comparison of the compression algorithms
[26] is not an easy task. Many features should be consid-
ered such as compression rate, image quality, time process-
ing, memory quantity, and so forth. Moreover these features
are linked together, for instance, increasing the compression
rate can reduce the image quality.
In the previous sections, several types of compression
have been described, as well as their performances in terms of
compression rate. Indeed, to be efficient for high-speed ap-
plications, we need to select a compression with a compres-
sion rate greater than 30. The RLE coding and block coding
must be associated with other compressions to reach our re-
quirements. The three standard compressions respond to our
application’s requirements. The image quality must be con-
sidered taking into account the applications and the parame-
ter settings (e.g., the selected profile in MPEG4). Anyway, all
of the presented compressions can offer high image quality
(e.g., PNSR > 25). In term of image quality, JPEG2000 ob-
tains better performances than JPEG for high compression
rates. The MPEG4 codage appears to be well adapted to ap-
plications with a low-motion background. These three com-
pressions present the advantage of being standard codages,
moreover, all of their functionalities are optional and do not
need to be implemented (gradual image transfer).
For a defined application, the compression rate and the
image quality are not the only parameters to take into ac-
count when selecting an algorithm for hardware implemen-
tation. The choice should also consider hardware resource re-
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quirements and the processing time. Considering the high-
speed imaging constraint, we have chosen the compression
algorithm and the proposed hardware implementation. The
main difficulty is the large bandwidth and the large input
data flow (660 Mpixels/s and 10 parallel pixels). We propose
to focus on an implementation based on an FPGA compo-
nent.
Three significant hardware implementations of famous
image compression standards (JPEG, JPEG2000, MPEG4)
are then presented as starting point to the implementation
analysis. These methods are based on spatiotemporal algo-
rithms and use different approaches like predictive coding,
transform coding (Fourier transform, discrete cosine trans-
form, or wavelet coding). First of all, these implementations
perform a compression on the video stream at high fre-
quency. The JPEG, JPEG2000, and MPEG4 IPs (intellectual
property) can process, respectively, 50, 13, and 12 MPixels
per second [27–29]. The hardware resource cost is very high,
particularly for JPEG2000 and MPEG4 implementations. In-
deed, the three standard implementations require, respec-
tively, 3034, 10800, and 8300 slices with a serial pixel access.
Moreover, nearly all these IPs require external memory.
These processing performances do not match with high-
speed constraints (660 Mpixels per second = 66 MHz × 10
pixels). Our 10-pixel access at each cycle can be a solution
to increase performances, nevertheless a parallel processing
of the 10 pixels is not an easy task. Indeed, the spatiotem-
poral dependency does not permit the splitting of data flow
between several IPs, the IP must be modified to deal with
the input data flow and it improves the output throughput.
Obviously, the hardware resource cost will then increase. We
propose to restrict the implementation by integrating only
parts of the standard compression.
The DCT or the DWT, the quantization associated with
coding, and the motion estimation represent crucial parts
of the three standards. Unfortunately, their implementations
are also expensive in terms of hardware resources. For in-
stance, the DCT and the motion estimation are the most
time-consuming steps in MPEG4 standard implementation,
therefore many hardware accelerators are still currently pro-
posed [30–32]. Other partial implementations focus on
hardware resources reduction, such as a partial JPEG2000
[33]. In this design, the entropy encoder has not been imple-
mented, therefore the complexity is reduced to 2200 slices.
Nevertheless, the processing frequency is still not sufficient
(33 Mpixels/s), hence the input flow constraint does not
match.
We have focussed on reducing flexibility to reach a solu-
tion with a low cost in terms of hardware resources, that of
course matches the input flow requirements. This solution is
based on a 1D discrete wavelet transform. Therefore, no ex-
ternal memory is required, indeed a 1D transform can be ap-
plied directly on the input data flow. This original implemen-
tation permits to process at each cycle 10 pixels in parallel
(1D 10P-DWT). We propose two implementations where the
wavelet coefficients are, respectively, compressed with RLE,
and with an association of block coding and Huffman cod-
ing. The second implementation reaches the 660 Mpixel/s.
Table 1: Comparison of compression implementation. P = parallel
data flow, S = serial data flow, RLE = run-length encoding, BC =
block coding, Huff =Huffman encoding.
Compression
IP
Input
flow
Slices/BRAM Freq. Mpix/s
External
memory
JPEG S 3034/2 50 No
Part. JPEG2000 S 2200/0 33 Yes
JPEG2000 S 10 800/41 13 Yes
MPEG4 S 8300/21 12 Yes
1D10P-DWT
+RLE
P 2465/9 130 No
1D10P-DWT
+BC + Huff
P 3500/17 660 No
Their performances and the hardware resource cost for the
two implementations are reported in Table 1. The full de-
scription and quality image are discussed in the next section.
3.3. Embedded compression for high-speed imaging
3.3.1. Wavelet coding using lifting scheme
This compression approach uses the wavelet theory, which
was first introduced by Grossmann and Morlet [34], in order
to study seismic reflexion signals in geophysics applications,
and it was then applied to sound and image analyses. Many
authors proposed different wavelet functions, and some of
them have very interesting applications for multiresolution
image analysis [22].
The advantage of wavelet transform coding for image
compression is that resulting wavelet coefficients decorrelate
pixels in the image, and thus can be coded more efficiently
than the original pixels. Figure 11 is an illustration of a 1D
wavelet transformation with 3 levels of decomposition. The
original image histogram shows that grey-level distribution
is relatively large (ranges from 0 to 255), while the wavelet
coefficients histogram is thinner and centered on the zero
value. Using this property, wavelet coefficients can be coded
with better efficiency than the pixels in the original image.
The 1D 10P-DWT implementation and two associated com-
pressions are described in the next section. Nevertheless, as
a comparaison point with standard compression implemen-
tations, their performances and hardware requirements are
reported in Table 1.
3.3.2. Wavelets’ preprocessing and compression
In order to implement a wavelet transform compatible with
hardware constraints, we use the lifting-scheme approach
proposed by Sweldens [35]. This wavelet transform imple-
mentation method is described in Figure 12 where we con-
sider the original-image pixels in a data-flow mode (in a 1D
representation).
The one-dimensional lifting-scheme (LS 1D) approach
is decomposed into three main blocks: split, predict, and up-
date. The split block separates pixels into two signals: odd
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pixels and even pixels. The predict and update blocks are
simple digital first-order FIR filters which produce two out-
puts: image details (wavelet coefficients) and image approxi-
mation. The image approximation is used in the next LS 1D
stage. For this camera, the width of data flow is 10 pixels
width and the IPs that we designed are based on it.
The CMOS image sensor send 10 pixels simultaneously,
and therefore a real-time parallel processing is necessary. For
this, the 10 pixels are split into five odd pixels and five even
pixels (Figure 13). For the odd pixel, we designed the IP1 and
for the even the IP2. These two IPs are based on the same
principle of LS 1D [36, 37]. For the IP1, the central pixel is
the odd pixel and we use the two neighbor even pixels with
the appropriate coefficients (Figure 14). For the IP2, the cen-
tral pixel is the even pixel and we use the two neighbors odd
pixel and the two neighbors even pixels with the appropriate
coefficients (Figure 15). For each process, we have five detail
pixels and five approximation pixels in the same time. In our
case, a pyramidal algorithm is described where three LS 1D
blocks are cascaded, and this gives a wavelet transform with
three coefficients levels. The same operation is operated for
each level. The approximation pixels are processed 5 by 5,
and then a 10-pixel word is formed to be used at next level.
In implementation, we have four outputs, three for the
detail level and one for the approximation level. The four
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Figure 13: Split 10-pixel IP.
outputs are not synchronous as a result of the cascade of
LS 1D blocks. Therefore, four FIFO (first-in first-out) mem-
ories are used to store the flow. The transform image is gen-
erated row by row, hence the FIFO memory’s readout is se-
quential. Two memory banks are implemented. One bank
is filled with the current row simultaneously, the second is
readout. Therefore, eight FIFO memories are required. The
hardware resources for the 3 levels are 1465 slices (10% of
the selected FPGA’s slices), and 8 BRAMs (8% of the selected
FPGA’s BRAMs).
A compression is then applied on the wavelet coefficients.
We have implemented two types of compressions which are
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adapted to the important data flow and the nature of the
wavelet codage.
The first method consists in using a threshold and then
applying an RLE coding for detail pixels. The approximation
pixels are not modified. Online modification of the threshold
is possible. As we have seen in Section 3.3.1, the wavelet co-
efficient histogram is thinner and centered on the zero value.
With the thresholding, the values close to zero are replaced by
zero. The number of consecutive zeros is therefore high. The
RLE coding is then very efficient as the implementation is.
Indeed, the thresholding can be applied on five parallel sam-
ples. The five resulting samples are transferred to the RLE
block. If the block is not homogeneous and equal to zero, the
previous chain is then closed and transferred. The nonequal
resulting coefficients are transferred one by one, then as soon
as possible, a new chain is started. In this configuration, we
obtain a maximum of 7 : 1 compression rate with an accept-
able PSNR (30 dB). This wavelet and compression have been
implemented (1D 10P-DWT+RLE) in the FPGA and require
2465 slices (17% of the selected FPGA’s slices) and 9 BRAMS
(9% of the selected FPGA’s BRAMs). This solution does not
permit a compression rate superior than 26 to be obtained,
therefore, we propose a more efficient solution but it requires
more hardware resources.
The second proposed compression is based on block cod-
ing method. The thresholding is still applied on wavelet co-
efficients in order to eliminate low values, and these resulting
coefficients are coded. This compression method consists of
processing the image with an n × n pixel window. A win-
dow size of 8 × 8 pixels is selected, taking into account the
hardware resources and the algorithm’s performances. The
uniformity of each window is tested. If the window is not
uniform, then it is split into subwindows. The 8 × 8 block
can be split into 4× 4 subwindows, that also can be split into
2× 2 subwindows in case of nonuniformity. The uniformity
test is described in Section 3.1.1. The main difference in the
uniformity test is due to the algorithm utilization. Each sam-
ple is split into binary planes, with a pixel resolution equal
to 10 bits, hence 10 binary planes are obtained. The binary
planes are coded in parallel (Figure 16). The uniformity test
is done with the logical operators due to the binary nature of
the plan. The type of operators are suitable for FPGA imple-
mentation. In this implementation, a code is generated for
each binary plane. The code size is variable. Therefore the re-
formatting stage requires a FIFO memory. The reformatting
adapts the code for Huffman coding block’s data input.
The utilization of this compression after a wavelet coding
enables a compression ratio of 15 : 1 to be obtained with a
high image quality (PSNR greater than 30 dB). To obtain a
compression ratio of 30 : 1, a Huffman algorithm is applied
after this processing. The association of wavelet and block
coding (1D 10P-DWT + BC) requires around 3500 slices
(24% of the selected FPGA’s slices) and 17 BRAMs (17% of
the selected FPGA’s BRAMs).
4. EMBEDDED IMAGE PROCESSING
AND FEATURE DETECTION
A lot of fast vision applications do not need to store the full
image because only pertinent information in the image are
necessary like object position detection. To illustrate this ap-
proach, we present in this section a real-time markers extrac-
tion in the context of biomechanics analysis. In the first part
of this section, we describe a preprocessing which allows ob-
ject segmentations and in the second part the marker extrac-
tion.
4.1. Preprocessing
In many applications, objects in the image are extracted from
the background. The image is then binarized: objects are
coded at high logic level and background in low logic level.
Many segmentation methods exist [38] to extract the ob-
ject from the background, we have retained a very simple
one in term of implementation: binarize with a threshold.
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In our implementation, the threshold is defined by the user
and is transferred via a USB 2.0 link to the processing block.
The threshold can be processed offline on the PC in view of
the image nature. The user can apply his own segmentation
method, this solution is then very flexible. The threshold de-
termination can be also implemented into the FPGA, some
local adaptative binarization based on robust Niblack algo-
rithm [39] (using 8×8 or 16×16 neighborhood) can be im-
plemented with a moderate hardware cost: 1286 slices (9% of
the selected FPGA’s slices) and 5 BRAMs (5% of the selected
FPGA’s BRAMs). In targeted application, the number of the
segmented regions is low and the resulting high-level regions
are very homogeneous. The information can then be com-
pressed. The transfer is obviously done row by row, there-
fore, on each row, only the beginning and the end of each
high level regions are transferred. For many applications, the
obtained compression rate is over 30, enabling a full-frame
resolution (1280× 1024) of 500 images per second to be ob-
tained. The image frequency increases proportionally with a
reduction of the image size. This solution is very economi-
cal in terms of hardware implementation, only one embed-
ded memory block and then 330 slices (2% of the selected
FPGA’s slices) are required. Most of the logic is mainly due to
the large input data flow (10 pixels).
4.2. Markers extraction
In this section, we present a specific application concerning
the tracking of a mouse running on a moving walkway with
a speed of 12, 20, or 37 cm/s. For this application, biologists
have a simple commercial video camera with a frame rate
of 25 images per second and no embedded processes. After
discussions and tests with biologists, the conclusion was that
standard video acquisition was too slow. A minimum speed
of 250 images per second is necessary for a good observation
of the leg movement. Only the movement of the leg markers
interests the biologists [40]. It is in this perspective that we
proposed an embedded markers extraction. In this case, our
camera works with a 500 images per second mode. We have
implemented inside the FPGA device of our camera some ba-
sic real-time image processing operators like ROI detection,
image thresholding, image edge detection, image merging,
erosion, dilation, and centers of mass calculation (Figure 19).
In particular, we had previously studied the implementa-
tion of real-time centers of mass calculation in the context of
subpixel metrology [41]. We used this result for our applica-
tion.
Figures 17 and 18 illustrate this application and the sim-
ple image processing which can extract the X and Y positions
of specific markers placed on the mouse. Thus, Figure 17(a)
shows the mouse running on the moving walkway. On this
mouse, 7 markers have been placed. The first step of our
algorithm consists of extracting the ROI (where the mark-
ers are) and for this, using a local edge detector, we ob-
tain the right edge of the mouse (located near its nose). As
we know the average length of a mouse, we can easily de-
termine the position of the ROI. With this ROI (shown in
Figure 17(b)), two processing are executed in parallel: image
thresholding (Figure 17(c)) and edge detection using a So-
bel filter (Figure 17(d)). A logic combination between the 3
images (Figures 17(b), 17(c), 17(d)) followed by an erosion
produces the final image shown in Figure 17(e). Erosion al-
lows the suppression on isolated white pixels. The final image
corresponds to the markers extraction. The final step consists
of determining, with a subpixel resolution the coordinates of
the centers of mass (Figure 18) of each detected marker [41].
The resulting regions or only the centers of mass can then be
transferred to reduce the output flow. The marker extraction
implementation then requires 2103 slices (7% of the selected
FPGA’s slices) and 18 BRAMs (19% of the selected FPGA’s
BRAMs) and enables 500 images per second with a full res-
olution (1280 × 1024) to be reached. Moreover, other pro-
cessings can be implemented using the available hardware re-
sources. In order to illustrate our approach, we present in this
section the description of real-time image processing imple-
mentation for edge detection, erosion, dilation, and centers
of mass.
4.2.1. Sobel filter
The choice of the Sobel filter was made considering two main
reasons. First, as markers that we wish to detect present a
good contrast, the Sobel filter can deliver in this case an edge
detection with a good signal-to-noise ratio. Second, the Sobel
filter is suitable for FPGA implementation due to the possi-
ble hardware implementations. This sum of absolute values is
easy to implement (adders, inverters, and test on bits). More-
over, this solution is low-cost in terms of hardware resources.
The Sobel implementation has also been selected for its cost
in terms of hardware resources. It has been preferred to the
more complex solution such as Canny-Deriche implementa-
tions that have been explored in the past [42]. If we consider
f (x, y) the grey value of the current pixel, where x and y are
the pixel coordinates, the output g(x, y) of the Sobel filter
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edge detector is given by the following equation:
g(x, y) = ∣∣(g1(x, y)
)∣∣ +
∣
∣(g2(x, y)
)∣∣, (4)
where
g1(x, y) =
(
f (x, y) + 2 f (x − 1, y) + f (x − 2, y))
− ( f (x, y − 2) + 2 f (x − 1, y − 2)
+ f (x − 2, y − 2)),
g2(x, y) =
(
f (x, y) + 2 f (x, y − 1) + f (x, y − 2))
− ( f (x − 2, y) + 2 f (x − 2, y − 1)
+ f (x − 2, y − 2)).
(5)
Using the Z transform, respectively, to g1(x, y) and g2(x, y),
we obtain G1(z) and G2(z). Thus,
G1(z) =
(
F(z) + 2Z−1F(Z) + Z−2F(Z)
)
− Z−2N(F(z) + 2Z−1F(Z) + Z−2F(Z)), (6)
where F(z) is the Z transform of f (x, y) and N is the number
of pixels per line. Similarly, we obtain for the g2(x, y) compo-
nent that
G1(z) =
(
F(z) + 2Z−NF(Z) + Z−2NF(Z)
)
− Z−2(F(z) + 2Z−NF(Z) + Z−2NF(Z)). (7)
Figure 20 shows the direct implementation of this filter. In
this implementation, 10 adders and 2 FIFOs are needed to
compute g1(x, y) and g2(x, y). As the data from the CMOS
image sensor are delivered in a parallel mode (10 pixels for
each clock cycle), all the calculations have to be executed in
parallel, and thus the number of adders increases (10 × 10
adders) while the number of FIFOs stays the same. In order
to reduce this arithmetic complexity, some authors [43] pro-
posed to factorize original equations. This allows a cascade
of elementary cells to be obtained and the complexity is re-
duced.
We can illustrate this approach as follows. G1(z) can be
factorized as
G1(z) =
(
F(z) · (1 + Z−1) · (1 + Z−1))
− Z−2N(F(z) · (1 + Z−1) · (1 + Z−1))
= F(z) · (1− Z−2N) · (1 + Z−1) · (1 + Z−1).
(8)
This last equation shows that the g1(x, y) component can be
calculated using simple first-order digital FIR filters. Simi-
larly, we obtain for the g2(x, y) component that
G2(z) =
(
F(z) · (1 + Z−N) · (1 + Z−N))
− Z−2(F(z) · (1 + Z−N) · (1 + Z−N))
= F(z) · (1− Z−2) · (1 + Z−N) · (1 + Z−N).
(9)
Figure 21 shows the optimized cascade implementation of
this filter. In this implementation, only 6 adders are needed
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Figure 20: Direct Sobel filter implementation.
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Figure 21: Optimized cascade Sobel filter implementation.
to compute g1(x, y) and g2(x, y) and the architecture is more
regular than the original implementation. This approach is
a compromise: a FIFO memory is added but the number of
adders is considerably reduced. This compromise combined
with our parallel approach permits a low-cost solution to be
proposed for the large and high-speed data flow. Using this
approach, 10 pixels can be processed in parallel using only
60 adders (10 × 6) and 30 FIFOs in comparison with 100
adders and 20 FIFOs used by the direct Sobel implemen-
tation. Moreover, by changing the width of the FIFO from
one pixel to 10 pixels, the memories can be organized in 3
large FIFO memories. This organization is more economi-
cal in terms of hardware resources considering the memory
organization into the selected Xilinx’s FPGA. This type of
FPGA proposes a configurable internal memory organized
into blocks of RAM (BRAMs). For instance, a FIFO memory
which can store 1023 words of 10 bits can be implemented
using a single BRAM. Due to the architecture of BRAM, only
3 blocks are required to generate a FIFO memory with a
width of 100 bits. Each FIFO can store 511 words of 100 bits.
Therefore, organizing the FIFO memories to store words of
100 bits enables the reduction of the number of BRAMs (the
depth of the FIFO memory should be taken into account).
Finally, using words of 100 bits enables high-speed per-
formances to be reached by processing 10 pixels in parallel.
The described basic block has been adapted to the parallel
pixel access as it was for the wavelet implementation. The
structure of this basic block is essentially the same. Delays are
not necessary between two consecutive pixels in the same 10-
pixel word. The majority of the original structure is repeated,
but many delays and some adders can be economized due to
the presence of the large 100 bits FIFO based on BRAM em-
bedded memory. Therefore, the final architecture can be im-
plemented with 52 adders and 3 FIFO memories with a width
of 100 bits. This implementation requires 1560 slices (9% of
the selected FPGA’s slices) and 9 BRAMs (9% of the selected
FPGA’s BRAMs).
4.2.2. Erosion and dilatation
The erosion and dilation operations are obtained, respec-
tively, by processing the minimum and the maximum values
inside a selected window. Thus, for a 3 × 3 window, erosion
and Dilation are obtained as follows:
erosion (x, y) = minimum ( f (x, y), f (x − 1, y)),
. . . ,
(
f (x − 2, y − 2))
dilation (x, y) = maximum ( f (x, y), f (x − 1, y)),
. . . ,
(
f (x − 2, y − 2)).
(10)
An implementation of these two operations is illustrated
in Figure 22. Again, the time calculation with the FPGA de-
vice is less than 15 nanoseconds per pixel. This time depends
on the design and the selected FPGA.
4.2.3. Centers of mass
The general form of center of mass is
Ck =
∑31
i=0 i · pk(i)∑31
i=0 pk(i)
, (11)
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Table 2: Comparison table. TUDelft = Technische Universiteit Delft, PE = parallel data flow, Wps = windows per second.
Camera Resolution × bits Images per second PE type 1024× 32 (Wps) 32× 32 (Wps)
Our camera 1280× 1024× 10 500 FPGA 16 000 16 000
Berry 640× 480× 8 25 FPGA Not applicable 7500
Muelhmann 1024× 1024× 10 30 FPGA 960 30 720
Lepisto 1280× 1024× 10 18 FPGA 824 26 368
TUDelft and Philips 640× 480× 10 50 Trimedia Not applicable 15 625
Dubois 1280× 1024× 10 25 Trimedia + FPGA 1000 32 000
where Ck is the kth center of mass calculated and where the
grey level of pixel i is pk(i).
The division is not performed inside of the camera, only
the numerator and the denominator calculations are pro-
cessed.
This function is applied for a 30-pixel center of mass.
The numerator and the denominator of each center of mass
are processed on 30-pixel windows. The computation step
is 10 pixels, therefore the hardware resources are reduced.
The numerator and the denominator calculations are pro-
cessed on 10 pixels at each cycle. The numerator’s compu-
tation requires 10 multipliers and 9 adders (Figure 23). The
denominator’s computation is more simple and does not re-
quire any multipliers. The numerator value for the 30-pixel
window is obtained by substracting a previous numerator
with 3 clock-cycle delays, then by adding the current numer-
ator value (Figure 24). The same method is applied on the
denominator. The calculation is made row by row, and the
starting value is 0. The numerator and the denominator are
sent to the PC where the division is processed.
It is a simple approach, in terms of hardware resources.
The centers of mass implementation requires 636 slices (4%
of the selected FPGA’s slices) and 0 BRAM (0% of the selected
FPGA’s BRAMs).
5. SYSTEM PERFORMANCES AND DISCUSSION
In this section, we propose to summarize our system’s perfor-
mances and to compare them with other smart cameras. All
the referenced systems propose different processings. There-
fore the comparison is difficult. Nevertheless, we propose to
insist on the processing’s limitations due to the sensor. A
main feature of a CMOS sensor is the possibility to select
a region of interest (ROI), a window. Hence, we propose to
compare the maximum of windows that can be processed in
one second. This number, for a defined size, is directly con-
nected to the sensor’s specifications, nevertheless it can rep-
resent the limitation of the processing. Table 2 has been elab-
orated with the references [39, 44–47]. Our sensor proposes
the highest resolution with the highest speed 4.2.3. There are
some other systems which can be performant on reduced-
size windows (32×32) but none are as efficient as our system
on larger windows as 1024 × 32. Obviously, the number of
windows represents a maximum and it depends on the al-
gorithm being processed and on the processing element. In
order to indicate the shown smart camera’s possibilities, we
precise the nature of the processing element. Our system is
Table 3: Result table. P = parallel data flow, S = serial data flow,
RLE = run-length encoding, BC = block coding, Huff = Huffman
encoding.
Compression
IP
Input
flow
Slices/BRAM Freq. Mpix/s
External
memory
1D10P-DWT
+ RLE
P 2465/9 130 No
1D10P-DWT
+ BC + Huff
P 3500/17 660 No
Marker
extraction
P 2103/18 660 No
probably less flexible than a smart camera with an embedded
processor such as [39, 47]. Nevertheless, these systems would
not be able to deal with the large input data flow because of
the interface.
The high speed and high resolution are not the only cam-
era features to consider. The system is reconfigurable in terms
of processing. We have summarized in Table 3 the process-
ing implemented in our camera. The hardware resources are
specified for each processing.
6. CONCLUSION AND PERSPECTIVES
In this paper, we showed that embedded processing can be
implemented on a high-speed camera with high-resolution.
A fast marker extraction running at 500 images per second
on the full resolution is presented. We have also showed that
it is possible to implement a real-time image compression
based on wavelet transform coding into an FPGA device.
Hence, we propose a high-speed camera based on a CMOS
image sensor and an FPGA device. The performance of this
camera allows, firstly, the acquisition of fast images with a
1280× 1024 pixels resolution running at 500 images per sec-
ond, and secondly, the transmission in real-time coded im-
ages with a 30 : 1 compression ratio with a PSNR greater
than 30 dB using a USB 2.0 link. With this performance, it is
possible to store long image records directly inside a PC with-
out any specific memory requirement, which is an advantage
because we can benefit from continuously increasing PC per-
formance, particularly concerning memory technologies.
In the future, we will design a new version of our camera
using a gigabit ethernet link. This will allow us to decrease
compression ratio (6.5 : 1), and thus will increase the image
quality (PSNR increasing). With this approach, it will also be
possible to design new high-speed cameras with a faster pixel
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Figure 22: Schematics of erosion and dilation calculation.
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data rate sensor (like 1 Mpixel at 1000 images per second or
more).
Using the performance of FPGA technology, integration
of new embedded real-time image processing inside the cam-
era is also possible, for example object tracking, image anal-
ysis, or pattern recognition [48].
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5 Conclusions & perspectives de recherche 
L’ensemble des activités réalisées au cours de ces dix dernières années s’inscrivent dans la 
thématique de conception et d’implantation de systèmes de vision « intelligents ». Le savoir-faire 
acquis au cours de travaux se situe au niveau : 
 du développement de nouvelles méthodes de mesure ou traitement d’information de 
type image ou vidéo, 
 du développement et l’implantation d’architectures nouvelles permettant une 
optimisation des traitements et de la gestion des flux de données, 
 de la réduction des temps de développement de ce type de systèmes, 
 de l’intégration des systèmes complets et la réalisation de prototypes opérationnels. 
Cette expertise permettra, je l’espère, de proposer les systèmes de vision de demain car 
apparaissent de nombreuses perspectives à ces travaux. Ainsi, comme nous l’avons décrit 
précédemment (section 4.5), au sein d’un système de vision intelligent l’acquisition, le traitement et 
la communication avec l’environnement extérieur sont étroitement liés. L’intelligence des systèmes 
se mesura certainement, selon moi, aux interactions reliant les trois aspects. La flexibilité obtenue 
peut impacter non seulement les performances du système global mais aussi éventuellement faciliter 
au sein d’un réseau de capteurs (comme par exemple l’ajustement dynamique au cours du temps des 
traitements ou encore du débit de sortie du système intelligent en fonction des besoins ou 
contraintes du réseau). 
L’intégration de systèmes « intelligents» au sein des réseaux de capteurs représente une des plus 
intéressantes perspectives sur laquelle nous avons commencé à travailler depuis plusieurs années. 
Une collaboration avec l’Université Technologique de Petronas (UTP) est en train de voir le jour sur 
cette activité. Les aspects de communications, de répartition des charges de calcul entre différentes 
unités disponibles et enfin le regroupement des informations ainsi que les heuristiques pour réaliser 
la prise de décision seront alors fondamentaux. L’étude de la consommation des systèmes 
intelligents a été très peu considérée dans les travaux exposés précédemment. Elle est pourtant 
essentielle dans le cas où les capteurs intelligents sont autonomes, comme ils peuvent l’être dans 
certain cas dans les réseaux de capteurs. La minimisation de la consommation pourra ainsi faire, elle 
aussi donc l’objet d’études.  
Devant l’ensemble de ces challenges futurs (et la charge des projets actuels, d’ailleurs…) il est apparu 
indispensable de fédérer un nombre significatif d’enseignant chercheurs sur cette thématique de 
recherche. Au sein du le2i, ce projet regroupe ainsi quatre personnes Dominique Ginhac, Johel 
Mitéran, Barthélémy Heyrman et moi-même. Dans cette esprit fédérateur, nous organisons depuis 
cette année ainsi des réunions scientifiques bimensuelles où les projets les informations sur les 
activités liés à ce projet sont diffusés aux participants et où l’on réalise des réflexions collégiales sur 
des sujets techniques portant sur cette thématique (étude d’un article issu de l’état de l’art, tutoriel 
sur une action précise). D’un point de vue national ou international, nous participons activement aux 
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actions possibles au sein des GDR, du workshop international WASC et contribuons à l’établissement 
d’un réseau autour de cette activité, ce qui s’est d’ailleurs concrétisé récemment par le dépôt du 
projet COST EUNEVIS (European Network on Embedded Vision Systems) regroupant plus de 15 
partenaires européens. Finalement, la communication autour de cette thématique auprès de 
partenaires éventuels (industriels ou académiques) s’est aussi intensifiée grâce à notre activité.   
