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FEW BODY EFFECT IN LATTICE QCD
1. INTRODUCTION
1.1. Gauge Field Theory and Its Challenge
Since the seminal work by Yang and Mills [1] more than four decades
ago, GFT (Gauge Field Theory) has been established as the basic framework
for describing all four fundamental interactions in nature, and it is thevery
foundation of today's theory for elementary particle physics and nuclear physics.
On one hand, GFT is a geometrical theory that describes theessence of nature
in a way that encompasses the dreams of physicists and mathematicians. For
physicists, GFT provides the hope for a unified description of all basic physics,
or it even may be said this goal has already been achieved by GFT at the level
of classical physics. For mathematicians, the geometry for GFT is fiber bundle
theory, which represents more than a century's effort to realize Klein's grand
Erlange Program [3], building up geometry based on symmetry. The GFTcan
be expressed in one compact formula in modern geometry
fM
Tr(F A* F), (1.1)
F=dA (1.2)
HereFand A are two-form and 1-form respectively, M refers to the base manifold.2
At the same time, the Standard Model (SM) based on GFT withstands
all the experimental tests in elementary particle physics, and it still remains a
challenge for experimental physicists to find experimental evidence beyond SM.
Nearly a century's achievement in nuclear physics and elementary particle physics
can be expressed and tested experimentally by the SM.
The 19th century ended with great confidence in the grand edifice of classi-
cal physics. More than two decades passed since the birth of SM, At the beginning
of the 21st century, no one will proclaim once again that we have built up the
new physics in the old ruin despite the tremendous success of SM and general
relativity. The reason is that we have never succeeded in combining GFT with
QM (Quantum Mechanics) seamlessly. The part of GFT that we have quantized
successfully is the SM, but we have very limited ability to do calculations in the
SM. Even the little part we can calculate by perturbative methods will become
incalculable if we demand extreme accuracy. The founders of QM and relativity
faced the same challenge nearly 80 years ago.
Since then every generation of physicists has had to live up to this chal-
lenge. In certain sense, every line of code we wrote and every formula we formed
in nuclear and particle physics are part of the endeavor to conquer this challenge
one way or the other. In spite of the tremendous success of nuclear physics in
the last century, there is always that unanswered question, did we get it right?
1.2. Geometry or Computation?
It is impossible even to count the approaches to the above grand challenge
in 80 years. Roughly speaking, there are two type of approaches, one focused on
geometry and the other focused on computation.3
Because of the success of the relativity and GFT, it has become the norm
for physicists to build theory based on symmetry, which is the same as geometry.
It has been the great hope since Einstein that we will get a final theory as a
new geometry that will unify both relativity and QM. In this final theory, the
difficulty of the computation such as the renormalization problem and the failure
of perturbative method will disappear or at least be greatly alleviated. Super-
string theory [4] and various other theories for quantization of gravity [5] belong
to this category. Today, it is the dominate trend in elementary particle physics.
The other types of approaches are directly related to experiments. Van-
ous approximation methods are proposed to calculate the SM in different energy
regions; all the models and all the calculation schemes in nuclear and particle
physics use this approach. There are two goals, first to provide a workable theory
for experiments, second to find a new mechanism which may provide the clues
leading to the final theory (if such a theory exists at all). Lattice QCD is one of
the recent candidates in this category. The focus is to overcome the computa-
tion difficulty, so numerical calculation is indispensable for most approximation
schemes.
The two categories can be called top-down approaches and bottom-up
approaches respectively. Is there anything more to Lattice QCD than simply just
one item in the long list of approximation methods? As this very dissertation is
based on our research project in Lattice QCD. It seems very natural to address
this question partly.Unfortunately, this is a long neglected problem and an
extremely hard problem. There is no answer or even serious research in this area.
We think it is worth the whole second chapter in this dissertation to address
this problem. The purpose is two-fold.Fist, lattice QCD is based on Monte
Carlo simulation, which is different from other numerical methods because of itsstatistical nature. We want to provide some ground for such approach; in plain
English, we want to address the question, shall we throw the dice?
Secondly, the mutual influence among theoretical physics, information the-
ory and theoretical computer science has greatly enriched the development of
these fields recently, but such influence mostly occurs in the outskirts of these
disciplines. The influence on the major problems in these fields is minimal. We
try to point out our neighbor is much closer than we expected, and some tradi-
tional hard problems in these disciplines may be the different sides of the same
coin. It is not our aim to add a breeze to the long existing gust of the informa-
tion revolution, but to provide a new perspective to see old orthodox problems
in a new light. Any attempt to answer the above questions will delve into the
heart of these disciplines. Instead of lengthy expository explanations of various
subjects, we want to provide some background for the question asked by every
physicist using computers: what is simulation of physics? This is the question
which was addressed by Feynman [13] 18 years ago and which has given birth to
the Quantum Computer (QC) [15].
1.3. Simulation of Physics
For a research project heavily dependent on the computing power, it is
important to understand simulation in physics. Then we meet the first question:
what is simulation, or computation in more general sense? It is a question buried
in science since the ancient Greeks. In its origin, computation was understood as
the legal operations allowed by a straight edge and compass, but it took math-
ematicians more than 2000 years to figure out the limitation of such simulation.
Mathematics can only axiomatize the rules of computation and point out the5
limitation of such systems, but never the rational grounds of such rules in the
first place. The question of computation intrigued Turing [26] who provided a
universal model to define computation, i.e. the Turing Machine(TM). The TM
is the basic model of computer science, every programmable computer, from the
very supercomputer for our project to the old iBM PC, is a TM and provides the
same computing power in the theoretical sense. But computer science can not
provide firm ground for the TM either.
Not until the 80's after two decades of effort, did Bennett [17, 18] and
Fredkin [19] provide the theoretical foundation of the TM; all computers based
on classical physics can only be as powerful as the TM. Computation is a physics
problem not a mathematical problem. Information is not just abstraction.It
needs to be realized by physical media; the laws of physics will finally provide
the rules for coding and processing information. Computation as information
processing needs to be realized on physical devices. The physics will decide what
kind of computing device we can produce in the nature ultimately. From this
perspective, simulation of physics can be understood as two similar computations
performed on two different computers; one is the experiment environment and
the other is the computer doing theoretical simulation, be it a human brainor
supercomputer.
After spending his last 10 years in the computation research, Feynman
asked if physics can be simulated on the computer at all and whatnew compu-
tation models are allowed in physics. The answer of the first question is "no"
practically, because QM can not be expressed in classical mechanics. The second
question is still open today. QC [14-16] provides a new computational model
which foretells the potential of new computing devices. But the QC is far from
the final answer. Feynman was already at the edge of providinga QC model,what hindered him is the problem that has bothered Lattice QCD since the very
beginning, the fermion problem. The QC we have today does not address this
problem at all.In some sense, it is natural because the fermion problem is a
field problem not a simple QM problem. As QC and QM are the two faces of
the same coin, QM provides the foundation of QC and QC provides a new per-
spective to understand QM, the next logical step is to provide a computational
model founded on QM and relativity. It is a hard problem, because we have not
totally established the physics to encompass QM and relativity yet. Even though
we can not provide a ultimate computational model from physics, which requires
the final theory of QM and relativity, we can utilize the lessons learned from
computation to help search for the final theory and provide guidelines for the
physics theory from the point view of information processing. Research in this
direction is in it's very infancy; we will discuss it partly in the second chapter
and partly in our conclusion.
The most optimistic estimation of the date of implementation of QC is
2020; so all computation still needs to be done on the TM. From the dominate
view in artificial intelligence (Al) [27], the human brain is no more than a TM.
Even if future research in medical science proves otherwise, up to this moment
all physics and mathematics are based on the logic founded by Aristotle and ex-
pressed in the First Order Logic [27], which can be simulated by a TM. So it is
important to find the answer to the question: can TM simulate physics practi-
cally? We already know it is impossible to simulate QM on the TM efficiently.
Could we simulate hard physics problems like QCD efficiently on TM? Could we
solve the problem approximately and efficiently? Put it another way, is human
intelligence enough to solve QCD? We will point out the hardness of QCD may
just be the great challenge for theoretical computer science, P= NP?7
What does Lattice QCD have to do with the theoretical computer sci-
ence? It is because a genuine Monte Carlo simulation can only be done by PTM
(Probabilistic Turing Machine), which is more powerful than a TM.
In practice, we can not have a perfect random generator. We have to
cheat a little when we throw the dice and hope that we will not get caught in the
final results. The problem of playing dice is that the computation model is more
than a TM, some part of the computation can no longer be repeated perfectly by
our intelligence. We can follow every step in the computer to generate a random
number, but what we really need is the opposite, the un-deterministic nature of
the randomness. Does human brain have a perfect random generator? Probably
not. Then Lattice QCD, which uses PTM to solve QCD approximately, means
something more than an approximation method if we can not find another way
to solve QCD in the context of today's physics. In some sense, we are trying to
provide some theoretical ground other than the contingency of physics for using
the super-computing resource around the world. This question is the heart of
the next chapter. It will use some very recent research result in computational
complexity.
1.4. Lattice QCD
Wilson's seminal paper [74] opened up a new way to do QCD. The impact
can be compared with the transition from analog signal processing to digital
signal processing in Electrical Engineering.Lattice QCD is simply a method
to discretize QCD. It is an old idea from the very beginning of field theory, but
there are two major difficulties to overcome. First, we never had a fully continuum
Q CD that made sense computationally because of the renormalization problem.Second the gauge freedom of the gauge fields needs to be addressed subtly when
the theory is quantized. Although there are many review articles [53, 54] and
textbooks [47-50] that expound this topic, we feel it will clarify the problem from
the point view of computability, complexity and Wilson's renormalizationgroup
method to construct Lattice QCD. We show that froma computational point
view, Monte Carlo simulation and the Euclidean field approachare determined
by the hardness of QCD.
A fully discreted version of QCD has not been fully established yet [49].
Wilson solved the problem for gauge fields beautifully but left out the fermion
part, which has bothered us for more than two decades. AS one of the pioneers
of this field point out : We still do not havea good prescription for fermions yet
[55]. We will try to see this problem ina different perspective in the next chapter
and in our final conclusion.
If we discard the fermion part of the QCD, we are left with thegauge
fields only. The discrete version is called LOFT (Lattice Gauge Field Theory).
Our project is done in LGFT. In such a theory, the charged particlesare not
represented directly. How to simulate the multiple-quark system in LGFT isa
challenging work, which will be addressed in Chapter 4.
1.5. Goal of The Project
The goal of our project is to simulate the four-quark system with tetrahe-
dral geometry for SU(2) gauge fields. It isa continuation of the research of the
Helsinki group and UKQCD [98-106].
First we have to reproduce the research results for the potential of the four
quark system in the planar configuration, which represents nearlya decade's effortof this group, and we hope to measure the flux distribution in the tetrahedral
configuration, which is a further development oi their 1998 planar results [106].
One technical problem is the subtle noise reduction, andwe have to succeed in
measuring the diagonal flux distribution first, which has never been achieved
before [106]. More important, it is the first timewe have done such large scale
parallel computing.
The experience of parallel computing and giga-byte data processing will
provide a good foundation for future research.It is predicted that [55], in the
next 10 years we will have the computing power to simulate full lattice QCD,
and we will for the first time really calculate nuclear physics from QCD. This
project will open up such a interesting and important research field at Oregon
State University.
One reason for choosing the four-quark system is that it is the simplest
interacting system in nuclear physics. The calculation of nuclear physics from
full LQCD is beyond the reach of today's computingpower. The best choice we
can have at the limit of our computing power is to simulate a simplified problem.
Previous projects observed the abnormal potential bindingenergy for the four-
quark system in the tetrahedral configuration [98-101]. We wish to providemore
numerical evidence for such a system in hope of understand such phenomena.
Our project provides the flux distribution for non-planar four-quark systems for
the first time, which will help our understanding of the confinement mechanism.
This project is supported by the DOE and the computingresources come from
the NPACI at San Diego Supercomputer Center. We used the IBM-SP system,
which has been upgraded to 1 tera flops shortly afterwe finished the project.
The software was developed on the DOE Grand Challenge Program MILC. The
following sectionwillprovide the technical outline of our project.10
1.6. Description of the Project
Our simplified problem for the four-quark systemcan be described by
explaining some technical terms we used for our project.
1.6.1. Static
Static means that the quark's mass is infinite. It is the simplest starting
point for studying strong interactions just as it was used to study the electromag-
netic field.Static approximation is simply dropping out all the terms relating
to fermions just as it is done in electromagnetic field theory. Besides the infi-
nite quark mass, the underlying physical meaning of this approximation excludes
virtual quark-antiquark generation, which is called the quenched approximation.
Static approximation implies quenched approximation. In mostcases such
elimination only slightly modify the simulation results. Aswe do not have a
satisfactory method to simulate fermions, in practice the approximationsare used
to make the numerical simulation accessible. To set the quarkmass to infinity
is the old trick used frequently in nuclear physics suchas Born-Oppenheimer
approximation [100], and it is a valid approximation for heavy quarks in modeling.
1.6.2. SU(2)
The SU(2) group is the simplest non-abeliangroup. Although it will re-
duce the number of colors to two instead of the correct color number three. With
this approximation, there is no difference between quark and antiquark dueto the
representation of the SLT(2) group. There are threereasons for using the SU(2)
gauge group.First, because it is the simplest non-abeliangroup, it will keep11
the most essential characteristics of the non-abelian field theory and provide the
best testing ground for the study of quark confinement. The second is that the
SU(2) group is the most studied non-abelian group, it is the group for angular
momentum. There are very efficient algorithms for Monte Carlo simulation for
this gauge group, which will save us up to an order of computing time compared
with the SU(3) gauge group. The third is the large N approximation [1001 is
a valid approximation for the study of a host of problems. The major features
of the non-abelian field theory remain same as we use different N. As the nu-
meric simulation of meson energy shows, the difference is less than 10% with the
substitution of SU(2) for the actual SU(3) [100].
1.6.3. Flux
Wilson's original purpose for LGFT was to understand the quark con-
finement mechanism [74]. There are two signatures for confinement: the linear
increasing potential and the cigar-like flux tube structure. It is more difficult to
simulate flux than potential, since it is generally more difficult to find the eigen-
states than eigenvalues even for a quantum mechanics problem. On the other
hand, flux provides more detailed information for the system, which is much
needed for understanding the confinement mechanism. The cigar-like flux tube
is a familiar phenomena in type-two superconductors. The connection between
the superconductivity and the QCD vacuum inspired the surge of numerical sim-
ulation in recent years [93-96]. The long cigar-like flux tube did notemerge
from numerical simulation until the middle 90s [96] because of the difficulties in
extracting very weak signals from the strong statistical noise.12
In the last couple of years a few studies were made to understand the
nature of the flux tube structure. This field draws attention to several branches
of research: the topological aspects of Quantum Field Theory [97], the study of
dual QCD theory, which uses the techniques from superconductivity for QCD,
and the study of the phenomenological model basedon LQCD.
1.7. Meson-Meson System
Most the technical terms reflect the effort of trying to simplify strong
interactions as far as possible so that we can do numerical simulation with today's
supercomputers. The simplest multi-quark system, or in the more accurate words,
the system with fewest quarks to describe the nuclear interactions is themeson-
meson system, i.e. the four-quark system.
The Helsinki research group has studied this system for nearlya decade
[98-106]. They calculate the bindingenergy and potentials for various geometrical
configurations for the four-quark system [98-101]. Not until 1998,were they able
to simulate the flux tube structure for one special planar geometric configuration
with four quarks sitting on the four corners ofa square [106].Their results
unveiled a rich set of phenomena which has yet to be explained by thenew
phenomenological models [106].
Besides the importance of the four quark system, which is the first step
towards nuclear physics from first principles, there is another importantaspect
for simulating such system, the few-body effects. The most well studied forcescan
be calculated by the two-body approach, basedon the superposition principle.
But for the strong interaction, the superposition is expected to fail [104, 105].
The Helsinki group's study shows the three-body effect and four-body effectdo13
exist in the four quark system [100, 106, 105]. The bindingenergy of the system
reflects such effects.Because it is such a unfamiliar territory, the simulation
of flux is needed to improve our understanding of the few-body effects and their
affects on the nuclear reaction. The geometry of the tetrahedron isa most special
configuration for four-quark systems. In the two-quark cluster expansion, all three
different ways of clustering are geometrically equivalent, i.e. the tetrahedron is
the most degenerate geometry. The results of the bindingenergy of the system
show there is degenerate ground states for the system [100]. The flux distribution
for such a geometry provides some hints for phenomenological modeling of the
four-quark system.
1.8. Computing Issues
One of the lessons we learned from this project is that computation at
such a scale demands the guidance of software engineering. The whole project
is more like an experiment than solving a theoretical physics problem. First, it
requires good system design to combine various computing techniques to reach
the final results. Second, it needs a testing phase to debug theprogram and some
time to change the design. For example, in order to simulate diagonal flux,we
have to make some major changes of the simulation system which is documented
in other groups' research [93, 96, 106].
Thirdly, at every major step, we have to calibrate the system to find the
system error and the final data processing is done exactly as the data analysis of
an elementary particle physics experiment. During the whole process, trial and
error and experience played a much more important role than logic. Most key
parameters of the algorithm are tuned by trial and error.14
LGFT can be perceived as DSP (Digital Signal Processing) for theoretical
physics. The major advances in algorithm development during the 90's can be
summarized as the effort to suppress the noise and increase computing efficiency,
which is exactly the design requirement for a DSP system designer.It is no
surprise that in the early 90's specifically designed computers based on DSP were
used to attack LQCD simulation. LQCD can be perceived as a sophisticated
DSP system, the difference from the normal signal processing is LQCD is based
on SU(3) matrices instead of real numbers. In some sense, once the frame of
LQCD is set, the line between physics and DSP disappears. For our project, the
smoothing algorithm can be viewed as a digital filter, which provides the key
improvement in noise suppression and makes it possible to measure flux [93, 96,
106]. In order to simulate tetrahedral flux distribution within the computing time
we had, we had to have a program with an order increase in computing efficiency
compared with other group's methods [93, 96, 106].
By using 3-D FFT, which is one of the working horses in DSP, we gained
nearly 100 times the speed in computing. LQCD has not been systematically
studied as a DSP system. In our conclusion we will try to point out some in-
teresting problems in both fields and possible mutual enrichment. One of the
problems in LQCD simulation like any experiment is error analysis. Like any
problem related with stochastic process. We have to be cautious in handling sta-
tistical errors. In recent years there have been significant developments in error
handling in statistical science. The bootstrapping method is used in our program
for data analysis.
Besides statistical errors, other errors will be discussed in our results. The
most time consuming mistake we made was spending half of our project time
working with an inappropriate framework. We spent half a year to develop the15
system based on software calledQCDMPI.The software is too small to fit our
project. Finally, we have to use MILC, which represents a decade's joint effort
of theLQCDcommunity. In a word, it is impossible to build up a system for
any real physics project in LQCI) from ground zero, and it is important to pick a
large enough software package to provide some level of programming ability. Like
any large software engineering project, it is important to assess the complexity
of the project size and realize the limit of a single programmer or even a group
of programmers.
1.9. Outline of the Dissertation
This dissertation consists of seven chapters. Chapter 2 to Chapter 4 pro-
vide the theoretical background needed for our project. Chapter 5 is dedicated
to the computing issues and algorithm design for our project. It can be viewed
as the outline of designing an experiment. In Chapter 6 we summarize the major
results we achieved in our project and some analysis of our results. Conclusion
of the project will be provide in Chapter 7. Chapter 2 provides some of the com-
putation background, and it is important even for a programmer, for one needs
to know if a certain computation is theoretically possible and if the efficient al-
gorithms are attainable in principle. What we gained most from this project is
that it made us think of physics in a totally different way. It is be too pompous
to call it new physics now, but it may lead to something radically new in the fu-
ture. We try to lay down the computation foundation ofLQCD,which will make
LQCDnot just an ad hoc invention and the Monte Carlo method a necessity. In
Chapter 3, we will try to give a concise description of theLQCDand LGFT. The
approach is based on the direction laid down in Chapter 2. We think it will make16
the subject more clear and show the genius of LGFT in dealing the difficulties in
QFT (Quantum Field Theory).
In Chapter 4, we will try to address the problem of how to simulate multi-
quark systems. It is not done directly but by a detour. We will try to explain
why such a detour is correct, as shown by the results of UKQCD and the Helsinki
Group. In Chapter 5, we will try to discuss how parallel computing is realized for
LGFT, and discuss the whole system we designed. Because it is the first project
of LQCD at Oregon State University, we will discusssome major issues in the
computing system. Some of which does not appear in the published literature,
because it is part of "common sense" in researchgroups with years of experience.
A part of our effort was spent to figure out such obvious proMems. Itmay provide
some help for future research in this direction.
In Chapter 6, major results will be represented. A clear explanation of
the results is impossible at this stage, because much simpler results for two-quark
system have not been fully explained yet. We will focused on providing new
results from our simulation and leave the modeling problem to other researchers.
We conclude in Chapter 7. First we will summarizeour project, second we will
try to provide some suggestions for the future researches based on this project,
and third we will try to provide a synthetic view of QFT and information science.17
SU(2) TETRAHEDRON FLUX DISTRIBUTION
FEW BODY EFFECT IN LATTICE QCD
2. THE HARDNESS OF QCD
The difficulty of calculating QCD has been the challenge since its incep-
tion. For a programmer who tries to find an algorithm fora problem, the very
first question is how hard the problem is or what is the complexity of the prob-
lem. It is the complexity that determines whether it is possible to findan efficient
algorithm and whether certain approximations are inevitable. There issome lit-
erature that address the hardness of QFT [108, 109], yet none of them address
QCD. This chapter is an attempt to study the hardness question and point out
its significance in our understanding of physics.
2.1. The Problem of the Continuum
Euclid'sElements isthe first axiomatic system in mathematics. The no-
tion of the continuum as a fact of nature is inherent in geometryas it was un-
derstood by the ancient Greeks. The Greeks, after all, did not invent algebra.
Computation was defined as the construction of geometrical objects according to
the following simple rule: operations can and only can be performed bya straight
edge and a compass. It worked fine with most of the problems in theElements,
but there are a few problems such as the construction ofa general polygon and
the trisection of an angle that remained unsolved for more than 2000years.
The line, which is the basic concept in Euclidean geometry, isa one-to-
one mapping between points in space and the real number system. The ancientI,:'
Greeks succeeded in using a small set of real numbers that can be reached by the
computations defined in theElements,and they failed to compute other points
on the line.In a word, they only knew a subset of the line. With the theory
of algorithm complexity [110, 1111, we know that we can only compute a subset
of the real numbers whose measure is zero in measure theory. We even cannot
compute the most common points on the line with the most powerful computer.
In a word, it is impossible even to inspect a line in detail.
QFT is the established theory for combining QM and special relativity,
which is a continuum theory. All the successful calculations in QFTare similar
to the success of the Greeks in the sense that we need only perform the operation
on a limited subset of the continuum. To put it another way, we have to make it
computable. One such success is the calculation of the free field theory in QFT.
The reason for such success is obvious in Feynman Path Integral (FPI) theory.
After we eliminate one point, the integral is still a Gaussian integral. Putting
it another way, every point on the line is the same, so that we do not need to
inspect the details of the line, and we are off the hook.
Another success is the perturbative method in QED (Quantum Electrody-
namics). Yet, recent research has shown that we never really solved QED in the
first place. There are two problems remaining in QED. First, the Landau Pole
Problem, according to the calculation of RG (Renormalization Group) of QED,
When the coupling constant becomes large for large enough momentum, theper-
turbative method is no longer applicable. We ignore this problem by arguing that
QED only makes sense before reaching such high momentumor short distance.
In another words, QED is only an approximation of anothermore fundamental
theory.19
The second problem is the convergence problem, which occurs in the region
where we can use the perturbative method. Even though every term is small,
the whole series may not converge. Actually, it has been proved that the whole
series for any gauge theory does not converge in a true sense [66]. The argument
for the applicability of the perturbative method is the asymptotic approach [66],
which actually means the perturbative method is only valid for a limited number
of terms in the perturbation expansion. Accordingly, we can calculate QED only
to a limited accuracy. For a full continuum theory we should be able to calculate
to any accuracy we want. This means that we do not know how to calculate QED
as the theory demands. The calculational results we can achieve then are only
some approximation of QED. Due to the role of the continuum in field theory,
we do not have a deterministic computeable method for QFT yet.
Because of the difficulty of the continuum, some suggest that we refor-
mulate physics as a discrete theory from the very start, such as using a Cellular
Automaton (CA) to rebuild the basic physics [6]. This suggestion still lacks wide
support in spite of its strong appeal from information theory, because continuum
implies infinite information.
Another way to deal with the continuum problem is to revise our computa-
tional model to encompass the continuum. Some research in theoretical computer
science [107] tries to bridge the gap from TM to the computation of the contin-
uum in scientific computation. Along this direction, a new computation model
based on QFT has been proposed [109] recently. Building a new computational
model based on the continuum lacks a solid foundation in physics. We can never
measure the continuum to arbitrary accuracy in our experiments. The error of
the measurement will make the input and output discrete even when we assume
that nature is continuous. Any computational model based on the continuum20
has to answer two questions. First, can the same computation be done simply by
a TM. If the answer is positive then there is no point in introducing a continuum
model except for the sake of convenience. If the answer is negative, then we have
to face the second question, how can we describe such a computational model?
We cannot figure out its details by our intelligence because that means it can
be done by a TM. We can not perform experiments to search the details either,
because even if we can discount the side effects of measurement, the detailswe get
will be discrete, which is no more than what can be done by a TM. A note needs
to be added here, this new continuum computer must be much more powerful
than QC.
TM can calculate almost all the computation done by the QC, sincewe
can find and solve QM problems by the Shrödinger equation. The only exception
is obtaining a true random number, which can be obtained experimentally from
QM but never calculated by a TM. Put in the language of computability theory,
can this new continuum computer compute the uncomputable functions for the
TM? If the continuum theory is based on classical physics, the answer is negative
[17-19]. How about the quantized version of continuum physics? This question
is equivalent to finding the ultimate theory of physics.If such a theory like
superstring theory is established and verified by experiment, then we can have a
final answer to this question. We will revisit this point inour conclusion. In this
chapter, we will only consider how far can we go with a TM.
2.2. The Starting Point
The backbone of our theoretical physics is QFT. Asa theory based on
continuum, the difficulty of computation reflects on the renormalization problem.21
Renormalization is needed even in a QM theory with countabily infinite degree
of freedoms. In other words, the renormalization theory does not need to touch
the difficulty of the continuum. Renormalization does provideus insight into the
essence of infinite degree of freedom.
The simplest system with an infinite degree of freedom is a system with
infinitely many fermions in one dimension. Then every fermion has two states, it
exists or it does not exist. The degrees of freedom area set of countable infinity.
The space spanned by all the linearly independent quantum states in such system
is a power set of the set of the degrees of freedom, which is uncountably infinite
or as large as the set of all the real numbers. QM breaks down here because
QM is defined on the Hilbert Space, which only hasa countably infinite basis.
Here, more than 23,000 years later, physicists face thesame problem as the Greek
mathematicians.
The prescription for the solution is called renormalization. It isone of the
starting points of the axiomatic approach in QFT developed in 60's [2]. Herewe
only outline the prescription. We have to choosea subspace to form the Hubert
Space. The bases of such a space are called the 0-set. Acommon choice is the
set of states of the same number of particles according to increasing order of the
particle number. Then all computation is defined in this subspace, which is the
spirit of asymptotic approximation [2].
A similar procedure is used in the computability theory [25]. Computation
for discrete numbers can be defined as a function from N to N. Then all the
functions form an uncountable set.For the computation to be realizable, its
operation has to be expressible, or there must be aprogram to compute it. But if
we list all the programs according to their size and dictionary order, then all the
programs are countable. There are always functions that cannot be computed.22
All computable functions form a subset of all the functions, and computation is
defined in such a subset.
We must give a certain bound to the size of our program, because in reality
we have a limit to the size of the program we can manage. If a mathematical
proof needs the whole Oregon State University library to hold it, then in practice
it is beyond the limit of human effort, and no one can even check such a proof.
Then the real computation is done with a small set, a finite set. The computation
should be carried out in a subspace of Hilbert Space with a finite basis, which is
exactly what happens in QC [15].
Two factors force us to choose a model of finite degrees of freedom as the
starting point for investigating the hardness problem in theoretical physics. First,
the renormalization is inevitable and we have to adopt a certain prescription for
renormalization. The final results should be independent of the prescription we
choose, and if we choose a cut-off in momentum space, it will lead us in essence
to a discrete model. Second, experiments can only be performed in finite space
and time. A testable and computable model must have finite degrees of freedom.
LQCD is the most natural candidate to fit these requirements. Unfortu-
nately, LQCD is too difficult to analyze at present stage. First let us drop the
fermion part as we discusssed in a separate section. The remaining part is LGFT,
and we choose the simplest gauge groupZ2as the starting point. It is well known
thatZ2LGFT is equivalent to the Ising Model [47] for two and three dimensions.
If we can find out the hardness of the Ising problem, then the LGFT should at
least be as complicated as Ising Model.23
a)X:=X+1;
b)X:X-1;
c)IF X 0, GOTO L.
FIGURE 2.1. Instruction Set for TM
2.3. How to Measure Hardness
In order to discuss the hardness problem, first we need to give a short
review of computational complexity theory. We introduce only the concepts
needed for the purpose of this dissertation, a full discussion can be found in the
standard textbook [25] and some recent publications [7, 8, 11].
As we stated before, computation needs to be defined upon a specific
computing device. Turing introduced the following computational model [26]. A
Turing Machine (TM) consists of an infinitely long tape that is marked off into a
sequence of cells onto which may be written a 0, a 1 or a blank, and a read/write
head that can move back and forth along the tape scanning the contents of each
cell and rewriting cells. All modern computers are equivalent to a TM except for
their finite memory.
There are other equivalent ways to represent the computing power of TM.
From the point of view of programming language, any computer that can execute
the TM instructions set is a TM.
The Power of a TM is stated by the Church-Turing Conjecture, i.e. no
computer can calculate more than a TM. From the point of view of programming24
language, all the computation can be done by the above instruction set.This
conjecture is the foundation of theoretical computer science.
Bennett and Fredkin [17, 19] proved that any computer based on classi-
cal physics can be no more than a TM. A collory of Turing's conjecture is all
computation can be simulated by a TM, thus the name, Universal TM. Not only
does the TM provide a foundation for computation so that computability can be
defined, but it also provides a natural measure for the complexity of the compu-
tation. If there exists an algorithm that can solve the problem in the time that
can be expressed as a polynomial of the input size on a TM, then the problem is
called a P (polynomial) problem. In order to introduce the complexity hierarchy,
we have to define the Non-deterministic Turing Machine (NTM) first.
An NTM is a TM except that at every step the operation of the head
is not deterministic, it has a set of operations to choose randomly. A TM can
simulate any NTM. If there exists an algorithm that can solve the problem in
an amount of time that can be expressed as a polynomial of the input size by a
NTM, then the problem is called aNPproblem.
A more convenient way to understand the NP problem is to imagine
that there is an oracle or guess that can be checked by a TM in polynomial
time. One of the most difficult and important question in theoretical computer
science is whetherP = NP.It is assumedPNPin computer science, but
a rigorous proof is yet wanting. There is a category of problems inNPsuch
that solving any one of them in polynomial time will lead to solving all theNP
problems in polynomial time by a TM. These problems are calledNP Complete
problems. There are several thousands of problems that have been proved to be
NPComplete.No polynomial time algorithm has been found for any one of25
them yet. All the problems of P form a subset of the strings, which is called a
class of language. Similarly all the problems ofNPform a larger language.
Although the P andNPclassifications are most commonly used in com-
puter science, another type of classification needs to be introduced in order to
study the Ising Model. First, we need to define the Counting Turing Machine
(CTM). This is a standard NTM with an auxiliary output device that prints
the number of acceptable computations induced by the input. By "acceptable
computation" we mean that the longest computation induced by the set of all
inputs of size m takes t(n) steps. The t(m) is the time complexity of the CTM,
#P is the class of functions that can be computed by CTM of polynomial time
complexity, and FP is the class of functions which can be computed by TM in
polynomial time.
Similar to P andNPclassifications, we can define the #Pcomplete
problem, which is the hardest class of problems in the #P class. It is worthwhile
to point out the difference between the counting hierarchy and the language
hierarchy. #P is a class of functions whereasNPis a class of languages or sets.
Until recently the relation between #P and its related counting classes and the
more studied decision classes P, NP was not clear. The most important results
can be summarized in the Toda theorem [8, 9]. In order to introduce such results,
we have to enlarge the P,NPclassification to the whole polynomial hierarchy.
PSPACEclass means that the computation can be done in the poly-
nomial space of memory.EXPTIMEdenotes the class of decision problems
solvable in time bounded by for some polynomial p.
PH=U, (2.1)
= P, (2.2)FIGURE 2.2. Figure of Polynomial Hierarchy27
= NP. (2.3)
where the exponent is the standard notation for the class of oracles, which means
the oracle can be expressed by the class of languages defined above. Apart from
knowing that P is a proper subset ofEXPTIME,none of the other containments
in the above figure is known to be strict.
We also need to introduce the probabilistic class PP, which is the set
of Languages accepted in polynomial time by a Probabilistic Turing Machine
(PTM). A PTM can be understood as a TM with the ability to tossa fair coin.
With the help of the full polynomial hierarchy and PP, the Toda theorem
is stated as the following.
NP c PP C PSPACE (2.4)
FP#P= FP (2.5)
The second equation means that the polynomial hierarchy is contained inpPP
An immediate corollary is that for any language in the polynomial hierarch, PP
is at least as powerful as an oracle for any language in the polynomial hierarchy.
Because the PPoracle is roughly as powerful as #Poracle, we have the
following corollary.
FPPH C FP#P (2.6)
In other words, any #Pcomplete function is as difficult to compute as
any problem from the polynomial hierarchy.Thus the difficulty of comput-
ing a Pcomplete function is somewhere between PSPACE and the hardest
PH functions in the hierarchy of difficulty. To state the above results plainly,
counting problems are much harder than decision problems.2.4. The Hardness of Ising Model
Since the birth of the Ising Model more than 70 years ago, it has been
one of the most studied models due to its seeming simplicity and importance
in statistical physics. After generations of effort, we still cannot solve the 3-D
Ising Model analytically. Here we wish to point out that such a solution may
not exist at all. Even recently, efforts for searching for such a solution have been
advocated.
It is worthwhile to view this problem from a different angle. The general
Ising model is a lattice G on which each vertex i of G is assigned a spin cr that
is either 1 or -1. The Hamiltonian is defined as
H(a) = Ja Moj (2.7)
If we do not consider the external field, the partition function is
H(a) = J2cro, (2.8)
Z = ueH(0) (2.9)
The summation is over all the configurations, which are 2' in total for a lattice
with N vertices and 3 = 1/kT. Kasteleyn [10] proved that there is a polynomial
time algorithm that will determine the Ising partition function of any planar
lattice when there is no external field.It is only recently [11] that Jerrum and
Sinclair proved that computing the Ising partition function for a general lattice
is #Pcompleteeven if there is no external field.
In physics, the Ising models we refer to are defined on a square lattice
for two dimensions and a cubic lattice for three dimensions. For two dimensions
without an external field J, the model is exactly solvable, but we do not know29
whether it is exactly solvable for three dimension with uniform J.If J varies
from site to site, the complexity of the Ising Model is #Pcomplete [10].If
we can prove that the partition function of the cubic lattice Ising model does
not belong to FP, then the model is not exactly solvable. We already know the
problem belongs to #P, and we need to prove FP#P, which is one of the
most important problems in computer science.
Here we find the deep connection between the most difficult and important
problems in computer science and physics. Computer science is a comparatively
new discipline, and there is no clear indication that this open problem will be
solved soon by computer scientists. The Ising model has attracted the attention
of physicists for a long time. In fact, the recent great efforts in the study of
exactly solvable two dimension models has led to the invention of a whole set
of tools such as the braid group, the quantum group, the Young-Baxter relation
and the whole subject of conformal field theory. Is it possible that this problem
is more approachable from the physics side than from computer science? In the
conclusion chapter, we will return to this discussion.
As we realize the above connection, and if we adopt the same practice as
computer science, then it is reasonable to accept the conjecture that the partition
function of the cubic Ising model does not belong to FP. The implication of the
conjecture will change the way problems are solved in physics. If the simple 3-D
Ising Model is not FP, then the more complicated LGFT is less likely to belong
to FP. The long-time pursuit to find a formula or perturbative method to solve
GFT may turn out to be a futile effort after all.
Since the beginning of QFT in the 30s, various methods have been sug-
gested to solve the QFT problem, and it has been one of the central theme of
theoretical physics after the success of quantum mechanics. Even in the early30
90's, the search for such solutions were advocated. The acceptance of the conjec-
ture that the 3-D Ising Model does not belong to FP will force us to see physics
from a totally different angle, at least for QFT.
2.5. The Road to Monte Carlo
If we accept the above conjecture, then it is necessary to use approximation
methods in computation.Most numerical calculations including perturbative
methods belong to the6approximation scheme. Another approximation scheme
is the66approximation scheme.It is possible that the6approximation
scheme is not enough to solve the Ising model in polynomial time. Then it will
be necessary to use the66approximation scheme.
The Sapproximation is a relatively new research field in computer
science; some important problems are still unsolved [12, 7]. We only give the
results related to Ising Model and state its implication.
If for any positive small number6,a number A approximates a with the
relative error less than ,
A1c<<1+,
a
(2.10)
then A is said to be an approximation of a. Most numerical methods in scientific
calculation use theapproximation. The following theorem shows that the
approximation fails for a certain category of problems.
If the counting problem to decide whether f(x) is some fixed value is
NPhard, then there cannot exist a polynomial timeapproximation to f
unless NP = P [7].
Does the Ising Model meet the above criteria? The following theorem
proved in late 80's [7, 11] is the closest results we have now.31
When there is no magnetic field, finding a ground state in the antiferro-
magnetic case is in P, but in the ferromagnetic case the problem is NPComplete
for general graphs but P for planar graphs.
Here the Ising model is defined on an arbitrary lattice and the coupling
constant varies from site to site.The other theorem deals with the external
magnetic field.
If there is an external magnetic field, then determining the ground state
is NPcomplete even in the planar case where all J = 1. The above theo-
rems indicate that there is not even a polynomial time e approximation for the
general Ising model. For a cubic lattice with uniform J, the problem of finding
a polynomial timeapproximation is still open. If J is varied from site to site,
the answer is negative unlessFP = RP.The difficulty of such proofs will be
addressed in the conclusion chapter.
If the e approximation fails, the next option is to throw the dice,i. e.
use the eSapproximation. It is an approach containing randomness. The
Sapproximation can be a Monte Carlo algorithm in which on every input
(x, c, 5), for e > 0 and S > 0, the calculation result y satisfies
Pr((1e)x < y < (1 -i-)x) > (1 5). (2.11)
Just as with theapproximation, for real problem solving the algorithm needs
to run in time which is a polynomial function of size of input x, e' and 5-i
A Monte-Carlo simulation constructs an irreducible finite Markov chain
whose states are the configurations on which we are simulating. The probability
of transition from state to state is defined by a matrix P fora Markov chain.
The matrix P is irreducible, i.e.following the Markov chain for finite steps,
any state will reach one of the equilibrium states. The number of states grows32
exponentially. A polynomial time algorithm needs to reach the equilibrium in
polynomial steps. It is only in 90's, that Jerrum and Sinclair proved that such
an algorithm exists [7, 11] for the Ising Model.
The Markov chain of a polynomial time algorithm is called a rapidly mix-
ing Markov chain. Most Monte Carlo algorithms in physics are developed by
intuition and accepted by experience, the rapid mixing property is seldom men-
tioned. Proofs of the rapid mixing property for the algorithm used in Lattice
QCD are still wanting.
Feynman [13] pointed out for general quantum physics problems that the
TM is not enough to calculate in polynomial time because Quantum Mechanics
cannot be represented by a classical hidden variable theory. In other words, the
approximation is not enough. The Sapproximation needs a random number
generator, which is impossible for a TM.
According to the theory of Kolomogrov Complexity [110, 111], a pure
random sequence can only be generated by an infinitely long program on a TM.
In practice, we assume the pseudo-random number generator is good enough
for our calculation, i. e.we use TM to simulate a PTM (Probabilistic Turing
Machine).
A real random sequence can be generated by QC (Quantum Computer). In
addition, a QC can generate real random numbers, a QC can provide a polynomial
algorithm for problems that have no polynomial time algorithm for TM and PTM
to date, such as factoring large integers [22]. Is QC essentially more powerful than
a PTM? There is no definite answer now. As for problem solving, we have to base
our computation on the TM, and we have to realize the inadequacy of the TM in
solving physics problems. If we cannot avoid throwing dice with the Ising Model,
the more complicated LGFT can only be approached by statistical methods. Thealternative of solving GFT does not exist, at least at the present time. It isa
tremendous challenge to prove it negatively. We will address this problem inour
concluding chapter.
There is another perspective for this problem. TheS approximation
is widely used in machine learning research [27].Actually at present it is the
only method we have for a lot of classical computer science problems. In physics,
we use action as the starting point and use the Monte-Carlo method to do the
calculation. Machine learning is just the opposite. It starts with a set of concrete
examples and tries to find a hypothesis that is consistent with them;or, in terms
of physics, it tries to find the action given the data. It is realized thatwe have
to use a8 Markov approximation to find the hypothesis in polynomial time
The whole theory is called PAC Learning theory [27].
One of the motives for inventing the computer was to create some machine
that could think. Machine learning is at the heart of computer science. It isan
exciting perspective to see QFT as the inverse problem of machine learning. The
symmetry of using probabilistic methods in both directions hint there are more
to be investigated.
The implication of such a perspective is two-fold. First the methods of
QFT and statistical physics can be used in machine learning. The understanding
of the Ising Model can be used to provide input for developing thenew com-
puter learning algorithm. Secondly, at present time physics can be understand
as decoding the message in the action of the SM or some final theory if it exists.
As the energy goes down, spontaneous symmetry breaking willcause more and
more complicated phase structure. It is very expensive to simulate a full SM to
see such process. Most numerical simulation done by now only deals with very
simple phase structure due to the constraint of computingresources. We suggest34
the mechanism of pattern recognition may help us to understand various phase
transitions. The numerical samples can be gleaned from pictures from nature,
which nearly cost nothing.
We can think of the most fundamental question in physics as asked by
Toffoli [20]: what is the action? The difficulty of the fermion problem is deeply
connected with the meaning of the action.At present, a non-local action is
required for simulation of QCD on a TM. Machine Learning is a good starting
point to investigate various non-local actions that have non-trivia implications
from the point of view of information content.
2.6. The Fermion Problem
The cS approximation is expected to be adequate for solving LGFT.
How about the full LQCD? The fermions are unavoidable in full LQCD. There is
no satisfactory solution for fermions in LQCD now. We will address the difficulty
of the fermion problem and discuss the implications of the fermion problem from
the computational point of view.
Discretization of any fermion action will cause a double species problem.
The Dirac Lagrangian describing a single free fermion is
(2.12)
Naive discretization of above Lagrangian leads to the following action
S ='cbmMmmn, (2.13)
Tn,n
= (2.14)
p35
Then the calculation for free fermions will be decided by the how to calculate the
inverse of the matrices M. Its inverse and corresponding element in momentum
space are
= a4N4 lcl;le2lrk(?fl_n)IN (2.15) Imn
k
Mk = m +ia17sin(21rk/N) (2.16)
p
Here, periodic boundary conditions are used, a is the lattice spacing, L is the size
of the lattice, and M is the Fourier transformation of M. When the lattice size
become large, the continuum limit of the above action is
qp =2irk/(Na), (2.17)
Mj, = m +ia1'ysirt(2iraq,) (2.18)
Then the following substitution of momentum will not change the action
= qplr/a (2.19)
There are two allowed momenta in the first Brillion zone for every dimension.
This is called fermion doubling in the lattice, because the copies of fermions
are doubled at every dimension. The unwanted copies will affect the calculation
results in a theory of interaction. There are schemes to suppress the unwanted
copies such as Wilson fermion [49] and Kogut-Susskind staggered fermion [49].
But these schemes do not totally solve the double species problem. The Nielson-
Ninomiya theorem [56] states that the discretization of fermion field locally cannot
simultaneously keep chiral conservation and avoid the double species problem.
Recently the domain wall fermion scheme [55] provides a new method in fermion
problems.36
The problem of finding a lattice theory of the standard model is still open
[55]. On one hand, for fermion field theory, Grassman numbersare used in the
path integral, which cannot be accepted by Monte Carlo simulation directly. The
only way to solve the problem is to integrate the fermion field first then solve the
remaining effective boson field problem. Unfortunately the theory is no longer a
local theory. Although there are many approximation calculation methods, none
of them is fully established to be accepted as the method for the general LQCD
problems [49].
The difficulty of developing a fermion algorithm will be discussed in the
conclusion chapter. The problem is more profound than it appears. First we have
to ask whether PTM is enough to solve the fermion problem. For the bosons, the
above discussion strongly indicates that statistical methods are inevitable, but
any direct simulation of fermions has to answer the problem of the computational
meaning of Grassman numbers. The Nielson-Ninomiya theorem and the difficul-
ties in developing fermion algorithms show that discretization of the fermion field
cannot be approached naively. The second question is whether fermion field the-
ory could be addressed by lattice methods at all.Although there are various
fermion simulations for LQCD, the fundamental question still remains: could
lattice methods really solve the computational problem in QFT?
There are only three ways out of this question. The first is simply to
disregard lattice methods, assume that PTM is not enough, and try to finda
new computational model that is more powerful than PTM and QC. The second
way is to assume that the interaction between fermions and bosons alleviates the
computational difficulty and makes it possible to avoid the statistical method.
The third method is to find efficient algorithms for fermions.37
We believe that the fermion problem needs to be addressed in a broader
context. In our conclusion chapter we will try to see this problem as a central
challenge to the synthesis of physics and how recent researches in QC can help
us to understand the nature of fermions.
2.7. Calculation vs. Simulation
As a short summary of this chapter, the complexity of QFT indicates that
we have to understand calculations differently than it was understood by the
ancient Greeks. A purely logical step-by-step calculation is probably no longer
adequate for even the most basic physics problems. We have to rethink what
calculation means.
In practice, renormalization is inevitable for QFT, but there no fundamen-
tal law of physics that indicates the necessity of renormalization. As we point
out, renormalization can be made much more forcefully if we think of it as the
requirement of computability. Then the limit of information processing will lead
to a renormalized QFT.
As is known, renormalizability was used as a criterion for the selection of
theories, the constraint of calculation having been adopted in practice without
questioning. A renormalized QFT does not necessarily need to be renormaliz-
able, because the lattice version of quantum gravity is computable. Although
it will be an interesting problem to investigate the constraints a theory need to
satisfy for computability, the necessity of renormalization and the independence
of renormalization schemes will provide legitimate grounds for a lattice version
of QCD,Since recent research on the Ising Models indicates the necessity of 5
approximation, the Monte-Carlo or other statistical approaches to solve field
theory problem are inevitable. The uncertainty of statistical approaches forces
us to adopt a more general view of calculation. If the only way to calculate ir is
to use Monte-Carlo simulation, then a mathematician will try to find something
profound about such a restriction. This happens in the most basic problems in
physics and we should not treat it as a mere nuisance.
As any physics theory is an attempt to predict the outcome of experiment,
then the requirement ofapproximation in polynomial time is not necessary,
because the experimental results of nuclear and particle physics are statistical. If
we set the requirement for theorys' ability of prediction as the ability to fit the
experiments, thenS approximation in polynomial time is the most reasonable
requirement for a theory. The goal of a formula or perturbative method in QFT
does not have any experimental ground other than the desire for simple logical
neatness.39
SU(2) TETRAHEDRON FLUX DISTRIBUTION
FEW BODY EFFECT IN LATTICE QCD
3. LATTICE GAUGE THEORY
Quantum Chromodynamics (QCD) is the standard theory of the strong
interactions.It is formulated in terms of quarks and gluons, which we believe
are the basic degrees of freedom that make up hadronic matter. It has been very
successful in predicting phenomena involving large momentum transfer since in
this regime the coupling constant is small and perturbation theory becomes a
reliable tool for an asymptotic approach. On the other hand, at the scale of
the hadronic world, p '-1 GeV, the coupling constant is of order unity and
perturbative methods fail.In this domain, lattice QCD currently provides the
only non-perturbative tool for calculating the hadronic spectrum and the matrix
elements of any operator within these hadronic states from first principles.
Lattice QCD (LQCD) is QCD formulated on a discrete Euclidean space-
time grid.Since no new parameters or field variables are introduced in this
discretization, LQCD retains the fundamental character of QCD. Lattice QCD
can serve two purposes.First, the discrete spacetime lattice acts as a non-
perturbative regularization scheme. Finite values of the lattice spacing a provide
an ultraviolet cutoff at lr/a so that there are no infinities. Second, the preeminent
use of transcribing QCD onto a spacetime lattice is thatLQCD can be simulated
on the computer using methods analogous to those used for statisticalmechanics
systems, e.g. the Monte-Carlo method. These two aspects make it possible to
form a quantum field theory (QFT) computable by a PTM. The results of sim-ulations allow us to calculate various correlation functions of hadronic operators
in terms of the fundamental quark and gluon degrees of freedom.
Before we delve into LQCD to study the interquark potential and colored
field measurement, we follow the guideline provided in the last chapter to under-
stand two important aspects of LQCD: Euclidean field theory and discretization
of QFT. In the course of our research, we have found the books [47-50] and the
reviews [51-54] very helpful. In addition, the proceedings of the yearly confer-
ences on lattice field theory [55] are excellent sources of information on current
activity and on the status of results.
3.1. Euclidean Field Theory
If a QFT can transcribed to the corresponding Euclidean Quantum Field
Theory (EQFT), it means QFT can be simulated on a PTM in polynomial time,
as we pointed out in the previous chapter. The condition for EQFT to be equiv-
alent to the corresponding QFT is the condition that QFT can be calculated by
stochastic approaches. This condition is called Osterwalder-Schrader positivity
or reflection positivity [67].
In the case of QFT, the Wightman functions contain all the important
information in the sense that the Hilbert space and the field can be reconstructed
from them. [64, 65].
(3.1)
Hereis the corresponding field operator understood as an operator-valued dis-
tribution in QFT. Similarly, the EQFT can be reconstructed from the Schwinger
functions which are the Euclidean Green functions41
L(...;Xk,x;...)=W(...;Xk,ix;...) (3.2)
(3.3)
In order for the Schwinger functions to be continued back to Minkowski
space, they must obey the positivity condition. We define the Euclidean time
reflection operation by
9(x,x4)=(x,x4), (3.4)
eq(x) =q(Ox). (3.5)
In case of a real scalar field, the complex conjugate can be omitted. The action
ofecan be extended to an arbitrary function of the field by the means of
requirement of antilinearity:
=®F, (3.6)
(FG)=F®G. (3.7)
The reflection positivity states that
(3.8)
(FF)0. (3.9)
In terms of the Schwinger functions, this is equivalent to
fdxl...dxidYl...dYkfi(xl...zi)fi(Yl...Yk) (3.10)
j,k
£(Oxi,. ..,9x,y1,...,yk)0. (3.11)
Reflection positivity can be understood as a substitute for Hubert space posi-
tivity and the spectral condition of the Minkowskian formulation. As we have
pointed out in the previous chapter, it excludes the possibility of using quantum
parallelism and interference in quantum computations.42
On a lattice there are two possible time reflections. Site reflection is the
reflection with respect to the hyperplane x4=0. Link reflection is the reflection
with respect to the hyperplane z=1/2. Suppose that F is any function of
the fields at non-negative times. ThenF depends on the fields at the negative
times. If F is defined at z40, site-reflection positiveness can be regarded as
the positiveness of the Hilbert space at time x40:
('JW)0, (3.12)
Here1W)represents a wave function at time x4=0. After shifting F by n lattice
spacings in the positive time direction, F still depends on fields at positive time,
and its time reflection is at the negative time. The positivity implies (WIT2IW).
So the positivity of T2=e2is guaranteed.
Similar arguments can be made about link reflection except now F and
are separated by an odd number of lattice spacings. Any one of the above
positivity conditions will guarantee the positivity of T2 and the existence of a self-
adjoint Hamiltonian. If we have both, then the transfer matrix T itself is positive,
and one can consider correlations at arbitrary time distances to determine the
spectrum. LQCD can be proved to have both site-reflection and link-reflection
positivity, the detailed analysis can be found in the references [67, 49].
The connection between statistical mechanics and a Euclidean field theory
in D-dimensions is most transparent when the field theory is quantized using the
Feynman path integral approach. This connection forms the basis of numerical
simulations using methods common to those used to study statistical mechanics
systems. A synopsis of the equivalences between the two is given in Table 3.1.TABLE 3.1. Euclidean Field Theory vs.Classical Statistical Mechanics.
Euclidean Field Theory Classical Statistical Mechanics
Action
unit of action h
Feynman weight for amplitudes
e_S/he_fdt/h
Vacuum to vacuum amplitude
f Dçbe/
Vacuum energy
Vacuum expectation value (0 0 i)
Hamiltonian
units of energy 3 = 1/kT
Boltzmann factor
Partition function >cfe
Free Energy
Canonical ensemble average (0)
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Time ordered products Ordinary products
Green's functions (OIT[01...0j0) Correlation functions (0...0)
Mass M correlation length 1/M
Mass-gap exponential decrease of correlation functions
Mass-less excitations spin waves
Regularization: cutoff A
Renormalization: A + oc
lattice spacing a
continuum limit a + 0
Changes in the vacuum phase transitions3.2. The Discretization of EQFT
Once we have established the EQFT of its QFT counterpart, and before we
proceed with stochastic methods for computation, we have to provide a discrete
model. Only then is it impossible to simulate a system of infinite degrees of
freedoms stochastically, as we explained in the previous chapter.
Because all the coupling constants need to be decided by the renormaliza-
tion procedure in continuum QFT, we cannot pin down the coupling constants in
the discrete version directly from the continuum theory. Instead, we must start
with a discrete version of EQFT and a set of bare coupling constants, and proceed
to find the scale and the renormalized coupling constants in order to ascertain
the physical meaning of our calculation. We will use Wilson's Renormalization
Group Transformation (RGT) to understand this discretization procedure[28].
Assume the theory has only one bare dimensionless coupling constant Yo
and a general physical observable H. For simplicity, we assume it is dimensionless,
which can always be obtained from a cutoffaand scale of lengthr:
H = H(r,a,go(a)) (3.13)
If the cutoff is changed by a factor of2,and ifais small enough,Hshould not
change appreciably.
H(r, 1/2a,go(1/2a)) = H(r,a,go(a)) + 0(a2) (3.14)
SinceHis dimensionless, we can change the scale with the same factor for both
randain Eq.3.14. Then we have
H(2r,a,go(1/2a)) = H(r,a,go(a)) +0(a2). (3.15)
The above two steps are just the two steps in RGT[28].These two steps can be
iterated:45
H(2r,a,go(a/21))= H(r,a,go(a/2')) + 0(a2) (3.16)
We can define a sequence of RGT as
H(2r,a,go(a/2))H(r,a,go(a)) = H0, (3.17)
H(2r, a, go(a/4)) = H(r, a, go(a/2))= H1, (3.18)
H(2r,a,g0(a/21)) = H(r,a,go(a/2Th))= H1, (3.19)
As it reaches the continuum, e.g.a = 0,it is expected that physics is scale
invariant forH,and thatg0reaches a certain fixed pointgF.
H(2r,a,gF) = H(r,a,gF)); (3.20)
These fixed points are the same as the critical points in statistical mechanics. At
the neighborhood of these points, the system falls intoa relatively small number
of universality classes. The universality classes are decided by:
. the number of degrees of freedom of the microscopic field and symmetry of
the system,
. the number of dimensions of space.
Universality means that the long-range properties of a critical system do not de-
pend on the details of the microscopic interactions. Thenwe can invent different
lattice version of the continuum theory to ease the computation, which is the
foundation of research on improved actions in recent years[78].
If our renormalization prescription is to setHat scalertoH0for all
values of the cutoffa,then we have
a(d/da)H(r,a,go(a))= 0, (3.21)
a(a/oa)H(r, a, 9o) + 'y(go)(ô/ôgo)H(r,a, go). (3.22)46
This is just the renormalization group equation of Geliman and Low. Here the 'y
functions are defined as
7(go) = a(d/da)go(a). (3.23)
Knowledge of 'y(go) determines the cutoff dependence of90 up to an in-
tegration constant. So once the renormalization prescription is chosen, g0 and
a are no longer independent. We can use this information to decide the lattice
spacing from the g0's. The interplay of the dimensional a and dimensionlessgo
is called dimensional transmutation.
All of the above discussions of RG has been in terms of the bare coupling
constant. This is natural in lattice theory, but the usual RG is formed in terms
of renormalized coupling constant. We define the renormalized coupling constant
RG can be derived as
limgR(r,a,go(a)) = gft(r). (3.24)
a-*O
ro(d/dro)H(r,ro,gR(ro)) = 0, (3.25)
ro(ô/Dro)H(r, r0, g) +(g) (ö/Dgft)H(r, ro, gj), (3.26)
7R(R)= ro(d/dro)go(a). (3.27)
The 7-function tell us how the cutoff a changes wheng is changed. In
lattice perturbation theory to three loops it is
'y(go) = 7og +7i90 + 729 +0(g9) (3.28)
uN
'yo = (3.29) 316ir2
34(_N_)2
(3.30) =
316ir2
N 1433.82143
72(162)3(_336.2 +N2 N4
(3.31)47
where the constants 'Yo and 'yare independent of the regularization methods,
and72is decided by the lattice regularization scheme. By integrateing Eq.3.23,
we get
AL=?exp(_ dg'
a 77). (3.32)
HereALis a constant from the integration and an external mass parameter, which
can be expanded by inserting Eq.3.28 as
AL= exP(27ogo(a)2)
[7ogo(a)2][1 + O(g)] (3.33)
This shows that g 'and that the theory is asymptotically free.
In the original theory, there is no dimensional parameter. After renormal-
ization, the dimensional parameterAappears, i.e.this is a dimensional trans-
mutation. Once we pin downA,then every physical observable will be uniquely
set according its dimension. That is, the result will be proportional toAfor the
dimensions of mass. In practice, by comparing the spring tension in the static
quark potential to the value determined experimentally by the Reggie slope, we
have
=31.9/ (3.34)
b (440Mev)2 (3.35)
whereb5is the string tension.With perturbative methods we have Eq.3.28,
which is only correct for weak coupling or when lattice spacinga approaches
zero. We can use thisALfor scaling, i.e.asymptotic scaling. However, at large
lattice spacing, thefunction can differ from the asymptotic one significantly.
We still can use the scaling method if the ratio of the twomasses is approxi-
mately constant, because theA willcanceled out. So. with the help of RG, the
discretization becomes possible and the lattice spacingcan be decided.3.3. Construction of LQCD
In 1974, Wilson [74] formulated Euclidean gauge theories on the lattice
as a means to study confinement and carry out non-perturbative analysis of
QCD. The numerical implementation of the path integral approach requires the
following five steps:
1. Discretization of spacetime.
2. Transcription of the gauge and fermion degrees of freedom.
3. Construction of the action.
4. Definition of the measure of integration in the path integral.
5. Transcription of the operators used to probe the physics.
Of these, the construction of the action and the operators is the most intricate
in practical calculations.
In this thesis we only discuss the Wilson action, the Wilson loop op-
erator and the chromofield operator. There are a number of possible ways to
discretize spacetime in four Euclidean dimensions.These include hypercubic,
body-centered cubic [75], and random [76] lattices. Of these, the simplest is the
isotropic hypercubic grid with spacing a = as = aT and sizeNs X N5 x N x NT.
This is the one we used for our simulation.
The lattice transcription of the matter fields L(x) is straightforward. The
quark field is represented by anticommuting Grassmann variables defined at each
site of the lattice. They belong to the fundamental representation of the gauge
group. The rules for integration over a pair of fermion variablesi,bandi)bare
those standard for Grassmann variables:f dd =fdd=fdd=0
f d=fdi=1
fddi = 1. (3.36)
Since the fermion action is linear in bothand ,these rules can be used
to integrate over them, and the path integral reduces to one over only the gauge
degrees of freedom. Thus it turns out that in practice the fermion parts are not
calculated directly. We have already discussed the difficulty of fermions in last
chapter. For our flux calculation, the fermion part is simply dropped out because
of the static approximation.
The construction of gauge fields is less intuitive. In the continuum, the
gauge fields A,(x) carry 4-vector Lorentz indices, and mediate interactions be-
tween fermions.To transcribe them, Wilson noted that in the continuum a
fermion moving from site x to y in the presence of a gauge field A,(z) picks up
a phase factor given by the path-ordered product
(y) =pei9A)d(x). (3.37)
This phase becomes a link variable when it is transcribed on a lattice:
= (3.38)
Wilson used this link variable as the basic element to reconstruct the action.
where
SW = (3.39)
= .-ReTr[u1u+,2utUt
1 (3.40) N
X+,JLx,uj50
is the plaquette at x in the (, v) plane. We can show that the Wilson action
recovers the continuum gauge actionfd4zj-Tr-F,, in the limit of vanishing a,
provided that the coefficient /3 is given by
/3 =2N/g2. (3.41)
Here g is the coupling constant for the strong interaction and N is the number
of colors, which is 2 for SU(2).
The fourth ingredient needed to complete the formulation of LQCD as a
quantum field theory via path integrals is to define the measure of integration
over the gauge degrees of freedom. Note that, unlike the continuum fields A,,
lattice fields are SU(3) matrices with elements that are bounded in the range [0, 1].
Therefore, Wilson proposed an invariant group measure, the Haar measure, for
this integration. This measure is defined such that for any elements V and W of
the group
fdUf(U) =fduf(uv)=fdUf(WU) (3.42)
wheref(U)is an arbitrary function over the group. This construction is simple,
and has the additional advantage that in non-perturbative studies it avoids the
problem of having to include a gauge-fixing term in the path integral. This is
because the field variables are compact. Hence there are no divergences and one
can normalize the measure by defining
f dU = 1. (3.43)
For gauge invariant quantities, each gauge copy contributes the same
amount. Consequently, the lack of a gauge-fixing term just gives an overall extra
numerical factor. This cancels in the calculation of correlation functions due to51
the normalization of the path integral. Note that gauge fixing and the Fadeev-
Papov construction does have to be introduced when doing lattice perturbation
theory [79].
The measure and the action are invariant under C,7Y,and T transforma-
tions. Accordingly, when calculating correlation functions via the path integral,
we must average over a configuration U and the ones obtained from it by the ap-
plication of C, 1', and 1. In most cases this averaging occurs very naturally, for
example, Euclidean translation invariance guarantees P and T invariance. Simi-
larly, taking the real part of the trace of a Wilson loop is equivalent to summing
over U and its charge conjugate configuration.
Gauge invariance and the property of group integration,fdU U = 0, are
sufficient to show that only gauge-invariant correlation functions have non-zero
expectation values. This is the celebrated Elitzur's theorem [80]. It states that a
local continuous symmetry cannot be spontaneously broken.
In certain applications (study of quark and gluon propagators [81], 3-gluon
coupling [82], hadronic wavefunctions [83], and determination of renormalization
constants using quark states [84]), it is useful to work in a fixed gauge. The
common gauge choices are
= 0(axial), (3.44)
8A = 0(Coulomb), (3.45)
= 0(Landau). (3.46)
where i in Minkowski space is a fixed time-like vector and the common choice is
A4= 0. We will focus on maximal axial gauge fixing because we used it for both
potential and field simulations.Maximal Axial Gauge: On a lattice with periodic boundary conditions one
cannot enforceA4= 0 by setting all links in the time direction to unity, sincce
the Wilson line in each direction is an invariant. The gauge freedom at all but
one site can be removed as follows. Set all timelike links toU4= 1 on all but
one time slice. On that time slice allU4links are constrained by the original
Wilson line in the 4-direction; however, one can set links in the 2 direction to
U31 except on one z plane. On that z plane setU3links to the Wilson line
in that direction, and set all links in thedirection toU2= 1 except on one y
line. On this y line set allU2links to the values of y lines, and set links in the
direction toU1= 1 except at one point. While such a construction is unique, the
choice of the time-slice, the z-plane, the y line, and the x point, and the labeling
of the x, y, z, t axes are not. Also, this gauge fixing does not respect Euclidean
translation invariance and it is not smooth.
It is also necessary to mention that the Monte-Carlo update procedure
is such that it is highly improbable that any finite statistical sample contains
gauge equivalent configurations. So one does not worry about gauge copies. In
the gauge-fixed path integral, one would a priori like to average over only one
Gribov copy per configuration and choose this to be the "smoothest". Finding
the V(x) which gives the smoothest configuration has proven to be a non-trivial
problem. The open questions are: (i) how to define the "smoothest" solution of
the gauge-fixing algorithm (i.e. defining the fundamental modular domain), (ii)
how to ascertain that a solution is unique (lies within or on the boundary of the
fundamental modular domain), and (iii) how to find it.
The ultimate question is: "what is the dependence of the quantities one
wants to calculate on the choice of Gribov copy?" A number of studies have been
carried out [89], however the results and their interpretations are not conclusive.53
First, it is not known whether the smoothest solution lying within the fundamen-
tal modular domain can be found economically for all configurations and over
the range of gauge coupling being investigated. In the absence of the smoothest
solution, it is not clear whether (i) the residual gauge freedom simply contributes
to noise in the correlation function, and (ii) if one should average over a set of
Gribov copies for each configuration to reduce this noise. Whereas maximal axial
gauge fixing is generally used in potential measurements, it is seldom used in field
calculations. Our simulation results recovered other research groups' results for
both two quark and four quark systems. Will these results provide some useful
insight into this question?
LQCD calculations are a non-perturbative implementations of field theory
using the Feynman path integral approach. The calculations proceed exactly as
if the field theory was being solved analytically had we the ability to do so. The
starting point is the partition function in Euclidean spacetime:
=fvAV D6S (347)
where S is the QCD action
S f dx F (3.48) /11/
and M is the Dirac operator. The fermions are represented by Grassmann vari-
ablesand ij'. These can be integrated out exactly with the result
z =fvAdetM6fd4x (FF) (3.49)
The fermionic contribution is now contained in the highly nonlocal term detM,
and the partition function is an integral over only background gauge configura-
tions. One can write the action, after integration over the fermions, as54
S = Sgauge+Squarksf dx (F,FM) -log(DetM) (3.50)
where the sum is over the quark flavors, distinguished by the value of the bare
quark mass.
It is expedient to define the "quenched" approximation (QQCD) from the
very start due to the central role it has played in simulations.It consists of
setting DetM = constant which corresponds to removing vacuum polarization
effects from the QCD vacuum. For our simulation, we use the static "quenched"
approximation, which means the quark mass is infinite, so the fermion freedom
can be totally removed from the theory. Without the "quenched" approxima-
tion, the computation for multi-quark systems would be out of the question with
today's computing power.
3.4. Two-Quark System Potential
One key element of Euclidean field theory is that the phase in the Feynman
path integral is real.This makes it much easier to separate the ground state
from other excited states. On the other hand, the exponential decrease makes
the signal decay too fast, which imposes a great challenge for calculating physical
observables. This is one of the reasons that LQCD is so demanding on computing
power.
=fvAoe. (3.51)
where 0 is any given combination of operators expressed in terms of time-ordered
products of gauge and quark fields. The Kogut-Susskind Hamiltonian formal-
ism is generally used to interpret the results of LQCD simulation. The Kogut-
Susskind Hamiltonian is just the Wilson action in Hamiltonian form:55
(3.52)
Here U is the plaquettte operator for all spacelike plaquettes at a fixed time.
The operator lis the generator of the gauge group:
[jA iB]ifABc1C [IAfJ] =AU[1,U-'=AU_l (3.53)
With the help of the Kogut-Susskind Hamiltonian formalism, the LQCD
becomes a quantum mechanics problem. Then the meaning of the ground state
and excited states becomes transparent. We will discuss how to construct Wilson
loop operators and field operators for two-quark system in the remaining sections.
The trace of a product of link variables U on the lattice along a closed
loop C is gauge invariant. Its expectation value is
(W(U)) = (Tr[fU) (3.54)
nE C
This is called a Wilson loop, and is one of the easiest gauge-invariant operators
to construct. If C is a rectangular path with separation in time direction T and
separation in space direction R, the corresponding Wilson ioop is denoted by
W(R,T). The inter-quark potential can be extracted from W(R,T). First, let us
define the operator
M(O,R,T) = (.T)fJUi/(O,T). (3.55)
nEC
This can be interpreted as a world sheet of a QQ pair: at Euclidean time r = 0,
a creation operator
= Q(0)U(0R)Qt(R) (3.56)
with a gauge covariant transporter U(0 -+ R), is applied to the vacuum state 0).
The QQ pair is then propagated to r = T by static Wilson lines in the presence
of the gauge field background, and finally annihilated by application of FR.ior
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A spectral decomposition of the Wilson ioop exhibits the following behav-
(rRrrrTLTT)
(W(R, T)) (LT)
1 = (mlfRIn, R)12 (3.57)
m,n
=Idn(R)I2e_T x (1 + 0 (e_E1T_T)))
n
where 'T=e denotes the transfer matrix, T]m)=e'In). Here d(R)=
(OFprt,R) and n, R) are the mth eigenstate in the charged sector of the Hubert
space with non-vanishing overlap with the creation operator F, and)is the
mth eigenstate of the zero charge sector.
We let V(R) denote the nth excitation of theQQpotential and set the
vacuum energy E0 to zero. This is a gauge-invariant representation for an anti-
quark at point(.,T) connected to a quark at (0, T) by a path CT. The connected
Green's function is
G(0,1,T)(0IM(0,R,T)M(0,R,0)l0)c (3.58)
Under static "quenched" approximation, the above Green's function is just the
Wilson's Loop.
Actually, we are not restricted to on-axisQQseparations, R=(R, 0, 0).
Planar Wilson loops can be easily generalized to off-axis separations by connecting
sources that do not share a common lattice axis.The physically interesting
ground state potential, V(R)=V0(R), can be retrieved in the limit of large T:
(W(R,T))=Cn(R)e_VT4Co(R)e_VT(T*oc) . (3.59)
The overlaps C(R)=d(R)l20 obey the following normalization condition:>C(R) =1 . (3.60)
The path of the transporter U(0 -*R)used for the construction of the
QQ creation operator does not affect the eigenvalues of the transfer matrix and is
by no means unique. One can exploit this freedom to maximize the ground state
overlap by a suitable superposition of such paths, aiming atC0(R) 1.At any
given value of R, the final deviation ofC0(R)fromonecan serve as a monitor
for the suppression of excited state contributions actually achieved in this way.
One can define approximations to the asymptotic potential values and
overlaps, V(R,T) -+ V(R) and C0(R,T)C0(R) (T -+ oo). Due to thep05-
itiveness of the transfer matrix 'T, these quantities decrease monotonically in T
to their asymptotid limits:
(W(R,T))'\ C1(R) V(R,T) = log ((w(R,T+1)))V(R) +CO(R)R,T) +... (3.61)
C0(R,T)
(W(R,T))T+
(W(R, T +i))T=C0(R) + C1(R)h(R, T) + (3.62)
with
h(R,T)e_(R)T (1 e) ,S.V(R) =V1(R)V(R) . (3.63)
As we wish to maximizeC0(R),we would like to acquire a qualitative
understanding of the underlying physics. With(W(R, T)) = (W(T, R))and the
parameterizations of the potential V(R) =V0e/R +KR,we obtain
ln(W(R,T))lnCo(R,T)V0T+ eT/R KRT (3.64)
=lnDVo(R+T)+e(R/T+T/R)KRT
for large R and T. So now we arrive at the estimate (with constantsV0ande
obtained from the potential analysis below),,1.J
C0(R,T)=Dev0_e/TorC0(R)=De_V0R . (3.65)
The exponential decrease of the signal as R and T increase makes it diffi-
cult to measure even the potential directly without any ground state enhancement
technique.
3.5. Two-Quark System Flux
The starting point of our research is the investigation of the action and
energy densities in the presence of two static quark sources withseparation R in
the ground state of the binding problem:
where
and
=(Ej(n) + BR(n)) (3.66)
(3.67)
=(E2(n))10,R)_10) ,J3j(n)=(B2(n))10,R)_10), (3.68)
=(O,ROIO,R)(01010) . (3.69)
This sign convention corresponds to the Minkowski notation with metric
=diag(1,-1,-1,--1), in which 5R(fl) < 0, eR(fl)0. We point out that
the Minkowski action density carries a different sign relative to the (negative)
Euclidean action, i.e. SW= (E B2)10>.
We extract these observables from the correlations between smeared Wil-
son ioops, W=W(R, T), and unsmeared plaquettes D()=U(n,).We do
not follow the authors of Ref. [93] who, in order to reduce statistical fluctuations,59
advocate subtracting (WD(n))/(W) with the reference point, n, taken far away
from the sources rather than the vacuum plaquette expectation (0). In this way,
we avoid possible shifts of the normalization relative to the vacuum energy and
action densities.
The problem is that the vacuum energy will be inaccurate. Although the
signal-to-noise ratio will be increased, the connection between flux and potential
will be destroyed.
(0(S))
1(W(D(T/2 + S)+ 0(T/2S)))
(3.70)
S denotes the distance of the plaquette from the central time slice of the Wilson
loop and takes the values S = 0, 1,... (S =1/2,3/2,...)for even (odd) T.
The plaquette insertion acts as the chromodynamical analogue of a Hall
detector in electrodynamics. We note some groups such as Ref. [94] have chosen
to connect the plaquette to the Wilson ioop via two Wilson lines and take one
overall trace instead of two separate ones since this leads to an improved signal-
to-noise ratio. However, a proof that this observable indeed can be interpreted
as a color field density in the presence of a static QQ pair is missing. Moreover,
the constraint through sum rules is lost.For 0S < T/2, (D(S))can be
decomposed into mass eigenstates as follows
(F (yTI2+So7-T/2S + 7T/2_So7-T/2+S) FtyIT_T)(0) 2 (FFtYLT-T)
=(0,R0j0,R)(00I0)
+ 2Re((i,RJD0,R))e_Tj2 cosh(VS)
\\do
+ 1,R01,R) -(0,R00,R))eT (3.71)
+ 2Re e_2_TI2 cosh((V2V)S)
+O(e_"T_)zV denotes the gap between the ground state and the first excitation (Eq.3.63).
In principle, d2=C(R) and V(R) can be determined from smeared
Wilson loops. The non-diagonal 0(e_(_V)(T'2_S)) coefficients can be obtained
only from a fit to the time dependence of the above operator. The deviations
from the asymptotic values are governed by 0(e_(TI2_9)) terms, compared to
order e_T corrections in case of the potential (Eqs. 3.61, 3.63). So the issue
of optimization for ground state dominance is certainly more critical for field
measurements. While the reduction of systematic errors would require large T-
values, the suppression of statistical uncertainties would lead one to the contrary.
Obviously, the reasonable strategy is to ensure that systematic and statistical
errors are kept in balance.
A weak coupling expansion of the plaquette yields the square of the
Maxwell field strength tensor J,=Ft,a/2:
Ut,=1_Fc FC+0(a6) /Z1 L) (3.72)
Thus, by an appropriate choice of U=U4 (U=Uk) expectation values of
squared chromo-electric (magnetic) field components can be obtained. We do
not obtain any information on the components of E and B themselves since, in
general,(02)(0)2.In the limit of large T:
T- * (E(n))1o,R)_1o)
--+(B(n))Io,R)_Io)
Note, that E=EE=2E.
(3.73)
ijk=1 . (3.74)
For measurement of the color field distributions, the appropriate plaquette
operators are suitably averaged in order to obtain chromo-magnetic or -electric
insertions in symmetric positions in a given lattice site, n. For the electric inser-
tions, two plaquettes are averaged:[.1!
U4(n) (U4(ne) + U4(n)) . (3.75)
For the magnetic fields, four adjacent plaquettes are combined:
Lk(n) (Ui(neek)+ Lk(fle)+ k(11ek) + k(fl))
.(3.76)
Notice that while B is measured at integer values of r, E is measured between
two time slices. To minimize contaminations from excited states, r is chosen as
close as possible to T/2. For even temporal extent of the Wilson loop, this means
S = 0 for the magnetic field operator and S = 1/2 for the electric field insertion.
For odd T, S0(1/2) for electric (magnetic) fields.
Even for two quark systems, the successful measurement of flux needs
several careful subtractions:
. successful measurement of the correlation with two Wilson's Loops,
. successful subtraction the vacuum self energy, and
. successful subtraction B-type field from E-type field.
Every one of the above will decrease the signal-to-noise ratio one order. Success-
ful measurement of the long flux tube was not made until 1994, long after the
simulation of the potential.62
SU(2) TETRAHEDRON FLUX DISTRIBUTION
FEW BODY EFFECT IN LATTICE QCD
4. MULTI-QUARK SYSTEM
The simulation of a multi-quark system with LQCD is not a straightfor-
ward problem. Because we cannot directly form one Wilson loop for a multi-quark
system, and because all the observables need to be constructed from Wilson loops,
we have to use some indirect methods for simulating multi-quark system. The
solution is to use a variational method for the colorless quark clusters. While
the concepts discussed are well known in the context of using Wilson ioops for
q-systems, we find it useful to start with a rephrasing of these concepts for an ar-
bitrary number of quarks. This leads naturally to the study of more complicated
systems.
Gluons mediate the force between an assembly of quarks and antiquarks.
As a quantum mechanical approximation, one can treat this system as several
static quarks interacting via potentials. This assembly of quarks is then expected
to propagate in time with the usual factor ofe_itH,where the interesting piece
of the Hamiltonian operator H is the potential energy. Then, by calculating the
appropriate Green function, the eigenstates of H can be extracted.
We will concentrate on how to calculate the potential describing four-
quark systems (the calculation of the potential is essentially the same). The
formalism for the three-quark system in LQCD is different, although the idea is
similar.
Another way to simulate multi-quark systems on a lattice is to use
Polyakov lines instead of Wilson loops.Although it is much easier to form63
multi-quark systems with Polyakov lines, the much higher computational cost
for determining the potential and flux has led most research group to use Wilson
loop method.
Because the superposition principle is not valid for QCD, we must simu-
late multi-quark systems directly, and not just as the summation of two-quark
systems (the two-body approximation). For very large values of the coupling
constant, the two-body approximation corresponds to lowest-order strong per-
turbation theory. The approximation appears to be correct even to fourth order,
with three- and four-body forces beginning to appear in sixth order. Thesemany-
body effects manifest themselves in the binding energy of the multi-quark system
as a breakdown of the superposition of two-quark binding energies.
In SU(2), quarks and anti-quarks have the same representation (they do
not in the more correct SU(3)). Furthermore, in the static approximation that
we assume, the fermionic parts of the fields are omitted. However, it is important
that our model still account for the fact that quarks are fermions. To do this,
extra negative sign are inserted into certain formulas to ensure Pauli statistics
for quarks.
4.1. Construction of Wilson Loops
Gluons mediate the force between the quarks and antiquarks in a system.
When, as an approximation, we treat this system as a quantum mechanical system
of several static quarks, the interactions between the quarks are incorporated into
a potential. This assembly of quarks then propagates in time with the usual factor
of where the interesting piece of the Hamilton operator H is the potentialenergy.Thus, by calculating the appropriate Green functions, the potentials
occurring in the eigenstates of H can be extracted.
Because only color-neutral systems are confined, all quark systems dis-
cussed must have color-singlet quantum numbers. The problem with setting
up, e.g., a q4-system in a singlet, is that then the quark and antiquark are
located some distance apart. This problem can be overcome by inserting the
path ordered exponential U(x,y,A) =ei9 JT (z)dzbetween the locations of
the quarks, x and y, in the presence of the gauge potential A. Here g denotes
the strong coupling constant and T are representation matrices. Accordingly,
x)U(x, y)i(y)O) serves as a basis state in this case.
We must also know how many basis states there are. The Green functions
coming from Monte Carlo lattice simulations have contributions from excited
states of the gluonic field, and there are infinitely many of them even in the
q-case. With suitable methods, the lowest potentials can be extracted.
It may be shown that the state
Iquarks qj and antiquarksj attime t)
=(t, x)...U(t, x, y, A)...(t, y) 0) (4.1)
satisfies Schrödinger's equation. Forming the overlap of states at time t and t,
we get an equation between Green functions and expressions of the form
A KAiIe_itHIAj), (4.2) J_iJ
where A) stands for some basis state and we have introduced the matrix A. By
assuming a decomposition of these basis states into eigenstates of H, a diagonal-
ization procedure will yield the potentials.65
In the case of the Green functions coming from lattice simulations, one
considers a practical number of basis states, expands them in energy eigenstates
and drops contributions withe_itEifor energies E above a certain limit. Here we
have implicitly assumed a Wick-rotation into imaginary time. In perturbation
theory, where a power expansion ofe_it(9)in the coupling g will not be exponen-
tially damped, we need to consider all linearly independent basis states (a number
that is finite, as remarked previously). Because of this finiteness, we can find an
invertible transformation to the energy eigenstates, and the diagonalization is
straightforward. In the new basis A is not only diagonal, but its eigenvalues are
of the forme_itEj(9).Here the energy E(g) of the i-th basis state is for static
quarks, and accordingly is equal to the expectation value i-th potential (apart
from the rest mass).
We will use the simplest geometric configuration to demonstrate the pro-
cedure for constructing Wilson loops. We start with aqq-systempositioned
along a line. After considering the well-known q-case, we find a path-ordered
line integral from antiquark to quark arising from the two link variables on differ-
ent time slices. A path-ordered line integral then propagates the quark forward
in time. Another path-ordered line integral propagates the antiquark backwards
in time and closes the rectangle to form the familiar Wilson ioop. Starting with
the Green functions described below Eq. (4.1) and evaluating them for propaga-
tion fromt/2tot/2,we obtain the following diagrammatic rule for calculating
the Green function for an arbitrary numberk/2of quark-antiquark pairs (i.e.k
quarks and antiquarks) partitioned into qsinglets:
1. Draw two horizontal lines, the lower one denoting timet/2,the upper one
t/ 2.2. Mark the position of every quark and antiquark on the lower line and once
again vertically above it on the upper line.
3. At the t/2 level, connect every quark-antiquark pair that is set up as a
singlet at t/2 with a line. Have an arrow point from antiquark to quark.
4. At the t/2 level, connect every quark-antiquark pair that is set up as a
singlet at t/2 with a line. Have the arrow point from quark to antiquark.
5. Join the quarks at the t/2 level with quarks at the same position at the
t/2 level. Keep the arrow pointing upwards, i.e. forward in time.
6. Join the antiquarks at the t/2 level with the antiquarks at the t/2 level.
Keep the arrow pointing downwards, i.e. backwards in time.
7. Associate a path-ordered exponential ofe29 c T°Aa(z)dzMtogether with a trace
for every closed loop C occurring.
8. To determine the overall sign: If the pairings at the t/2 level are the same
as those on the t/2 level, there must be a + sign. (This follows from the
positivity of the norm on a Hilbert space if one lets t * 0.)If this is not
true, determine the sign of the permutation of antiquarks on the upper line
that is necessary to give the same pairings as on the lower line.
Fig. 4.1 and Fig. 4.2 show the construction of two different Wilson loops.
4.2. Four-quark Potential
To explore the color fields around static quarks we need to find some
efficient lattice operators to represent the creation and destruction of the quarks.t/2
t/2
R4 R2 R3 R1
FIGURE 4.1. Wilson Loop Case A
t/2
t/2
R4 R3 R1
FIGURE 4.2. Wilson Loop Case BHere "efficient" means that the operators have a large overlap with the state we
want to study and small overlap with other states. The technique for constructing
such operators is the variation and method.
We know from the last section how to construct several Wilson Loops for
the four-quark system. Generally, there are three different ways to form quark-
antiquark pairs for one time slice. We can construct nine different Wilson loops
for any given four-quark system. We can also calculate the potentials for each of
them, but what we really need are the four-quark potentials for different energy
states. From the last chapter we know that LQCD can be viewed as a quantum
mechanics problem. It is natural to use variation method to calculate the ground
state and excited states for the system, with our nine Wilson ioops providing a
natural variational bases.
In a series of recent papers [32]- [36], an attempt was made to understand
the energies of systems of four infinitely heavy quarks. These used models based
on interquark potentials, i.e.the quarks are treated as fixed color sources in
the static approximation (their kinetic energy neglected). This program requires
knowing the following:
1. Reliable estimates of theexactenergies (E) of the four-quark systems. Here
the suffix i takes on the two values 0 and 1, corresponding to the ground
state and the first excited state respectively.
2. Reliable interquark two-body potentialsVqq.
3. A physically motivated and convenient model or prescription for calculating
the energies (E) of a four-quark system in terms of the potentials Vqq, the
hope being that the E,'s are good approximations to the exactEd's.The second require ingredient in the above procedure is the interquark
potentialVqq(r),whereris the distance between the two infinitely heavy quarks
in a color singlet state.This potential is well known and can be accurately
parameterized with the form
Vq(r) = + bsr. (4.3)
The parameters e andbcan be extracted by fitting the observed masses of the
heavy mesons, or from Monte Carlo lattice simulations.Since the four-quark
energy E is calculated on a lattice, for consistency, theVqqused must be a
by-product of the same lattice calculation. This improves the accuracy of the
predictions, since the main quantities of interest, the E's are the differences
from the total four-quark energies and from that of two, separated two-quark
systems. In a physical sense, these Ed's can be thought of as the binding energies
for these two-quark systems.
In the later part of this thesis we calculate correlations,
w17 p.71Np.> (4.4)
Here t = exp(aii) is the transfer matrix for a single time step a under the
Hamiltonian H, Pjis a path constructed as products of fuzzed basic links (to be
discussed in next chapter), and N is the number of steps in the imaginary time
direction.
As shown in Ref.[40, 41],a trial wavefunction= >ailPi > leads to
the eigenvalue equation
Wa = )(N)WN_laN (4.5)
For a single path this reduces to70
(N) =exp(aV0), (4.6) Wj1
where V0 is the potential of the quark system being studied. Unfortunately, N
needs to be large for this single path case, and this can lead to unacceptably large
errors on the value of the extracted V0. However, it is found that if only a few
paths are taken, a small value of N (< 5) produces good convergence in V0 with
small errors. A further advantage of this approach is that higher eigenvalues as
well as the lowest one can be extracted.
During the Monte Carlo simulation, the correlations appropriate for ex-
tracting the two-quark potential Vqq(r) and the correlations for V are evaluated
at the same time. As discussed in the previous section, the actual quantities
measured are the Wilson loops W' between different states i andjseparated
by the time intervals T. Here the i andjrefer to the different quark-antiquark
formations for the four-quark case with different quark partitions. However, the
quantities of interest are the energies V of these systems. These are extracted by
solving the eigenvalue equation
)(T)WT_laT (4.7) 233'
(T) where,\-exp(V) as T * oc.
Since the data involve the overlap of two lattice configurations,
P2(0)=U(0)Vac) andP3(T) =Uj(T)Vac) separated by time T, it can be
written as the vacuum expectation
=(VacUj(T)U(0)Vac)= (4.8)
In some symmetrical cases, such as four quarks on the corners of a square
or tetrahedron, the number of Wilson loops can be reduced by imposing symmetry71
constraints. For the square, the diagonal partition of the quark-antiquark pair
can be excluded since we can treat it as an unimportant variationbasis. When
only the two partitions involving the sides are considered, the matrix of Wilson
loops has the form
(wi
W12\
WT=
w2
(4.9)
Here, the general symmetryW12=W21is expected, as well the symmetryWi1
W22for a square. In this case, the potential can be easily determined and it yields
the lowest energy
WT+W12
11 (4.10) WT+W'
11
as well as the energy of the first excited state
w11-w12
(4.11)
Similarly, the matrix of Wilson loops has the form for the tetrahedron:
TATT LIlT
ll "12
WT=W2T1W2T2
LIlT J7T
l''31rv32
LIlT
}'l' 13
w27 (4.12)
J(7T
vi,
Here the general symmetries are T'V= W =Wf,W = W, W = W,
W = W, and the additional ones are W = W and W = W. The
minus sign appearing in the last equation is a reminder that the quarks are in
fact fermions even though quarks and antiquarks transform in the same way
under SU(2). Accordingly, there are only two independent Wilson loops W and
PITT
'12
Again the lowest energy (occurring twice) can be calculated easily:and for the excited state
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w12;+w;1
1,2
-1 + w;-'
(4.13)
WT_2W11
11 (4.14) W' 2W'
Once we know how to calculate the potential, the flux can be calculated
with the Wilson loop based on the diagonalized bases.
4.3. Sum Rules of Color Fields
As we know, there is a close relation for energy and electric fields in
classical electrodynamics. For example, if two electric chargeq1andq2sit atx1
and x2, we have
qq 1 E[RIxl_x2I]rfdxE(x)2 (4.15)
where E(x) is the electric field for the system. There are similar relations for
LQCD known as Michael's sum rules, which can be used as checks of numerical
results. They relate the variation with 3, and can be used to investigate the
16-dependence of lattice quantities and to evaluation of the lattice beta function.
Another powerful set of relations is derived by using renormalization group
invariance to express the /3-derivatives in terms of well known quantities. Here
we summarize the derivation of these sum rules that enable us to explore in detail
the field energy in the potential between static sources.
As an example of the techniques used, consider first a glueball state. Define
M(/3) as the glueball mass. This lattice observable is equivalent to the first excited
state energy. It depends on/3,the bare lattice coupling parameter, and will be73
given in lattice units. With the help of the Hamiltonian formalism, we letIa)be
a complete set of the transfer matrix T and )the eigenvalue of statea.Then
with
dAa (9
--=(alTIa) (4.16)
=(aItE0ki) (4.17)
= ) [(cE08a) + (aI0tIa)], (4.18)
M=ln)1. (4.19)
Now to determine the Wilson action, we use the identity
dM
=<flDi ><0 010 >= (4.20)
where 0 is the plaquette actionTr(1UD)summed over all6L3plaquettes in
one time slice. The subscript 10 refers to the difference of this plaquette sum
in a one glueball state (1) and in the vacuum (0).
The left hand side of this identity is evaluated as a finite difference from
lattice calculations ofM(3)at two nearby values of /3. The identity can then
used to check the observed plaquette difference.
A more powerful application of this identity comes from using the renor-
malization group invariance to relate the /3-dependence of M to the /3-dependence
of the lattice spacing a. Since M(/3(a))/a is the physical continuum mass m as
a -* 0, it must be independent of a. Hence
Thus
0
dM(/3(a))/a M1 dM d/3
da + -. (4.21)
Mdlna
(4.22)74
Note that to lowest order in perturbation theory for an SU(N) gauge theory,
d13/dlna = 11N2/(12ir2). Thus the plaquette action has a lower value in the
glueball surroundings compared to the vacuum.
This is one of the prototype lattice action sum rules.It relates the pla-
quette action around a glueball to the mass of the glueball. It is exact provided
that a non-perturbative determination of the lattice beta function is used.
Further relations can be derived by splitting the lattice Wilson action into
several terms with different coefficients. Consider the general case where there
are different coefficients for all six orientations of plaquette:
i
-f /3ijDij.
i,jni<j
(4.23)
There will be four lattice spacings a, in general, and we need to evaluate the
derivatives a/3/aak. At the symmetry point wherea = afor all i = 1, 4, these
derivatives fall into two classes
= S if k = i or j and = U if ki or j (4.24)
ôlnak t9lnak
The generalization of the identities 4.22 are also needed. These are
= (4.25)
where the sum is again over one time slice.Now the renormalization group
invariance of the result obtained on such a lattice implies that
a ]I(/3k(ao, a1, a2, a3), ..)=0
ao
(4.26)
wherea0enters because the glueball correlation is conventionally determined in
the time direction. Because in this case only this time direction is privileged, we
have at the symmetry point75
°Oj= Eiand0jk= Dforj, k $ 0, (4.27)
where the subscript 1-0 is implied hereon.
Applying the renormalization group invariance conditions ofEq. 4.26for
i = 0 and for i0 gives
M 3SD + 3UD8 (4.28)
0 = (2U + S)D + (U +
2S)D3. (4.29)
Then, combiningEq. 4.28andEq. 4.29yields
M = > 2(S + U)(3D + 3D). (4.30)
This is the same asEq. 4.22provided we have the consistency condition
2(S+U)
d
(4.31)
dlna
SubtractingEqs.4.28and4.29then gives
M = (SU)(3n3D). (4.32)
This latter equation is appropriate for the energy in the color field around
a glueball. In order to make it more useful, we need to estimate thecombination
of derivatives SU. Consider the special case, whereat= a0;a1=a2=a3= a3
and/30i/3; /3jj = /3 where i, j> 0 The derivatives in this case can be related
to S and U, at the symmetry point:
= Sand =S+2U (4.33)
ö1na 3lna,,
= U and =2S + U (4.34)
5lna ôlna376
Having used the glueball to calibrated the approach, we now consider the
sum rules.Eqs. [29, 30] relate spatial sums over the measured color fields to
the energy of the system via generalized /3-functions. This provides a guide for
comparing color flux distributions measured at different a-values. The full set of
sum rules [30] allow these generalized /3-functions to be determined at just one
/3-value [33, 34, and references therein].
By analogy, then, we have the identity
dE
=< if Of 1 ><0 > Of 0 >= > 01_U, (4.35)
which is derived in Ref. [29].This holds for ground-state energiesEobtained
from the correlation of Wilson loops in the limit of large time separations. In
Eq. 4.35 the symbol 0 denotes the plaquette actionTrU that is summed over
all plaquettes in a time slice. The subscript 10 refers to the difference of this
sum in a state containing the observable system (1) and in the vacuum (0). For
potentials between static sources, the energyEincludes an unphysical lattice
self-energy contribution which diverges in the continuum limit.
These relations can be easily extended to the case of four static quarks.
For a general configuration of four quarks, the dimensionless energyE(X, Y, Z,/3)
is a function of the coupling constant /3 multiplying the plaquette action, and
distances in lattice units X, Y, Z. The physical lengths are z = Xa, y = Ya,
z = Za, where a is the lattice spacing. To remove the /3-derivative from Eq.
4.35, we use the independence of physical energy Er/a on a as a * 0 when x,
y,and z are kept constant. That is, combining
0
dEp[x,y,z,/3(a)]/af
(4.36)
da
x,y,z
EXôEI YÔEf ZDEPf ld/.3ÔE -
-a-Hyz aix,za ada77
with Eq. 4.35 we get
0E
+ E0 =
d/3
(4.37) dma
Here, unlike the physical energy,E0has a contribution from the unphysical self
energy that depends on /3 and is not independent of a in the continuum limit.
In the general case there are lattice spacings a for all four directions
i = 1,...,4, and couplings /3jj,i > j for all six orientations of a plaquette.
The plaquettes with orientation 41, 42, 43, 23, 31, and 12 are labeled with
,Es,, (, ,6, f3, B respectively. 'When a = a for all i, the derivatives of the
couplings with respect to the lattice spacing fall into two classes:
=Sifk=iorj and =Uifki on. (4.38)
Dlnak Olnak
Combining these equations with the invariance ofE[X, Y, Z, /33(ak)] with re-
spect to a0, a, a, a(in analogy to Eq.4.36)) we get
E+E°= +z3) (4.39)
(4.40)
(4.41)
(4.42)
As for theE0in Eq. 4.37, the E's on the LHS of these equations are
the self-energy contributions that are independent of X, Y, and Z. Due to the
isotropic nature of the self-energies, we expectE' = = Ed".The negative
sign on the RHS arises from our sign convention for the plaquette. In the case
of a planar geometry, like the square we are discussing here, there is no extent
in the direction perpendicular to the plane. If we choose this direction to be z,
then Eq. 4.42 only has a self-energy term on the LHS.rKJ
In Ref. [33] the generalized /3-functionsb0j3/ain a = 2(S + U) andf
(US)/(2/3) were determined from two-body potentials and flux distributions
using sum rules. From the best estimates of b = 0.312(15) andf= 0.65(1) at
/3 = 2.4 we get S = 1.638(25), U = 1.482(25) for Eqs. 4.39-4.42. Therefore,
using the results for self-energies and -actions from Ref. [33], we get P28 = 0.14(5)
With these values in hand we can use the above sum rules as a check on our flux
distribution measurement.79
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5. COMPUTING TECHNIQUES AND ALGORITHMS
In this chapter we discuss the parallel computing techniques and algo-
rithms used in lattice gauge field theory (LGFT) for flux measurements. The
success of computing a LGFT depends on having a good system design and on
the selection of key algorithms.In our project we must deal with three seri-
ous technical difficulties: signal distortion, high statistical noise, and the large
amount of computing time needed for a realistic simulation.
The signal distortion arises from our interest in examining a diagonal flux
tube that is being computed on a hypercubic lattice; while the method has been
perfected for functions along orthogonal directions, there are serious distortions
along the diagonal. Nevertheless, by systematically changing the design of the
simulation, we have been able to greatly reduce such distortion and, for the first
time, have made a direct observation of the diagonal flux tube.
The second challenge of high statistical noise is treated with some new
noise reduction techniques. Without these advances it would have been impos-
sible to measure the field flux. The third challenge is the large amount ("high
cost") of computing time needed to make a field measurement. We will describe
how our introduction of multi-dimensional Fourier transformation so reduces the
measuring time as to make it "free". While this may appear as a purely tech-
nical advance, since it is usually the field measurement that consumes much of
the computing time in QCD calculations, this advance leads to the possibility of
moving QCD calculations from the supercomputing centers to the desktop.We will discuss the parallel computing first, then discuss the various al-
gorithms, and then explain how to understand these algorithms. Finally, we will
give an overview of the design for our project.
5.1. Parallelism and MILC
An LGFT computation is a big project. Accordingly, a methodology and
approach that may be acceptable for a small program may fail badly for an
LGFT calculation. One of the most important things in an LGFT calculation is
to have a good estimate of the size and computing difficulties of the computation.
Because of our lack of experience, we did make some major mistakes at first. In
particular, since the equations of LFGT appeared so simple, at first we thought
we could program them up ourselves. However, we soon discovered the wisdom
of taking advantage of decades of work on this problem.
The lattice we adopted is 20 x 20 x 20 x 32. This means we divide each
space dimension into 20 steps and time into 32 steps.(Since we use periodic
boundary conditions, there are no "edges" to our box, and space and time just
fold over into themselves.) In total, our lattice has about a quarter of a million
sites. Each site on our lattice has four links (three space and one time) and each
link needs four floating numbers to describe it.Accordingly, we require some
four million floating point numbers to compute one field configuration. While
the memory requirement at first seems like a major difficulty, managing memory
and I/O is only a moderate job for modern computers and techniques. In fact,
the use of the MILC environment developed by a consortium of universities and
laboratories greatly simplifies the problem.E31
The major cause of the computing difficulty arises from the need to per-
form the calculation on a multi-instruction, multi-data (MIMD) parallel com-
puter. A parallel computer is needed to speed up what would otherwise be
weeks of computing. At first sight it would appear that the use of a well-defined
grid makes LGFT an excellent candidate for parallelization. With approximately
equal computation required at each lattice site, load balancing should not be a
problem. Likewise, the Monte-Carlo algorithm is usually a simple or "trivial"
problem to parallelize since there is little need for synchronization.
In our application we separate the lattice sites into even and odd sites
according to their coordinates, and update odd and even sites alternately. This is
called checkerboard updating. Because of the locality of LGFT, even and odd sites
are updated independently as we have perfect data independence. Accordingly, no
communication between sites is needed except for a few sites along the boundary
of every processor.
The computational challenge comes from when we measure, or sample,
the Wilson loops and fields.Instead of making one measurement of one field
configuration, we need to measure a quarter of a million loops for any one field
configuration.Because of the periodic boundary conditions imposed for each
direction in the lattice, every site contributes one Wilson loop of a certain size.
This is a tremendous challenge to parallelize for to calculate a good-size Wilson
loop, one processor needs to communicate with other processors that are handling
inner sites (in addition to the boundary sites). So the actual communication load
depends on the size of the Wilson loop being calculated and the position of the
site.
If we consider the scalability of the entire program, we see that the load
of communication is not fixed. Furthermore, our procedures for noise reductionE;P
and our computation of complicated Wilson ioop shapes makes the direct use
of the popular MPI (Massage Passing Interface) procedures impossible to apply.
Accordingly, we have adopted several of the well-designed and already-developed
LGFT software systems that already exist; they are intended for much bigger
projects than ours, yet one just cannot do LGFT in a small way.
One such system is MILC, where the initials stand for MIMD Lattice
Computation (MIMD itself stands for multiple instruction, multiple data parallel
computer). This system was developed for doing simulations of four-dimensional
SU(3) lattice gauge theory. There are several reasons for us to use MILC:
It is publicly available for research purposes.
It is a reliable system as it has been tested on various computer architecture
during the last decade.
Its programming environment provides a high-level language to handle mas-
sage passing, yet still allows programming at low levels. This is important
to achieve high performance computing.
While details of the MILC system can be found in the references, we
indicate here MILC's lattice layout. The fields on the lattice are described by C
language structures of typesite.This storage scheme allows easy coding and
fast speed. Each node of the parallel machine has an array of such structures
calledlattice,with as many elements in this array as there are sites on the
node. In scalar mode, there is only one site per node. The actualsitestructure
has the form:
struct site {
/* The first part is standard to all programs */}
/* coordinates of this site */
short x,y,z,t;
/* is it even or odd? */
char parity;
1*my index in the lattice array */
mt index;
1*Now comes the physical fields, application dependent.
This is just an example.*/
/*gauge field */
su2_matrix xlink, ylink, zlink, tlink;
/* various site-depend variables for computation*/
su2_matrix fat_link; /* insert task oriented variables*/
typedef struct site site;
While this structure does not seem very efficient for memory management,
it provides a flexible template for programming, permits good speed, and handles
communications at a high level.For a large project, it achieves overall high
performance without the need to search for small savings in computing time
at many individual places.For example, it is easy to adjust the structure for
various tasks, and the structure provides a fast accessing method for the site by
using C's reference by pointer. In addition, this structure makes it possible to
provide a uniform approach to message passing, e.g., we only need to be concerned
with the communication among the sites instead of considering the components
individually.5.2. The Monte-Carlo Method
The Monte-Carlo method used in our SU(2) simulation is fairly standard:
one heatbath (HB) updating
three overrelaxation steps
The essence of this technique is a Markov chain that generates a series of field
configurationsU1,U2,U3...that leads to thermal equilibrium. (While LGFT
is not a thermal process, there is a one-to-one mathematical connection after a
Wick rotation of time.)
Aside from the requirement for ergodicity, detailed balance is satisfied and
the canonical probability distribution, is obtained if the field configurations are
generated with the Metropolis algorithm
e_Sp(U-+ U') = e'P(U'U), (5.1)
P(U -+ U') = mill [1,exp(zS9)], (5.2)
where P(UU') is the probability to arrive at configuration U' starting out
from U. In a pure gauge theory, the Metropolis algorithm permits one to update
each link independently by some stochastic modification, U(mi) -+ U',(nt), while
inducing only local changes in the action. One "sweep" is defined to be a single
update of all links.
The Metropolis algorithm works even without detail knowledge about the
action. However, we can take advantage of the SU(2) symmetry of the action
to improve our application of the algorithm. This improvement is called the
heatbath (HB) method, and can be thought of as applying infinite Metropolisupdating to one single link to obtain local thermal equilibrium for that link. Here
we provide a sample pseudocode that indicates the basis of the most prevalent
HB methods for SU(2), the Kennedy-Pendleton Algorithm [43]:
1. Represent every element in SU(2) as
a=a01+a.o (5.3)
a+a.a=1. (5.4)
2. Use polar coordinates to generate a certain distribution for the a0's.
3. Generate two uniformly distributed pseudo-random numbers R and R' in
the unit interval.
4. Set X(1nR)/ci, X' -* (lnR')/a.
5. Set C -*cos2(2irR"), with R" another uniform random number.
6. LetA*XC.
7. LetS-+X'+A.
8. IfR"2> 18/2, forR"another uniform random number, restart the
process.
9. Seta0 -+15.
Although the Kennedy-Pendleton algorithm reaches local equilibrium effi-
ciently, the subsequent field configurations are highly correlated. One measure of
correlation is the autocorrelation timeTA,and another is the correlation length
.The two are related via:yAcXeZ () (5.5)
One of the main points of the relaxation method is that they reduce to speed up
the process of generating field configurations. In this case, z, the critical exponent
and a dynamical property of the algorithm that generates field configurations, is
approximately equal to 1.
Consider now the gaussian model. It is defined by the free field action
S() = {(a(x))2 +m2(x)2}. (5.6)
A single-site Adler overrelaxation (AOR) update [45, 46] with parameter w re-
places(x) by
wF/w(2w)
qY(x) = (1w)q(x) +
+
'q, (5.7)
wheref22D +m2is the square of the highest frequency in the spectrum.
The "force" onq.(x)due to its neighbors is F=lxyI1(y), where iis a
gaussian-distributed random number. For w = 2, the new field value'(x) does
not depend on the noise i, so the update is not ergodic.
The hybrid overrelaxation (HOR) algorithm makes the generation ergodic
by alternatingNAOR steps with a single HB step. Minimizing the autocorrela-
tion time requires increasingN cx 1/rn,which leads to z = 1.
The above method can be generalized to SU(2) gauge theory [44]. The
HOR algorithm is especially easy to implement. An SU(2) element can be rep-
resented as one point on S3, then the opposite point along the diameter equals
negative in the above procedure.L!I1
5.3. Techniques for Noise Suppression
A serious difficulty in the measurement of field flux distributions comes
from the presence of high statistical noise.In order to combat the noise, two
algorithms are usually used, smoothing and m'ultihit. The smoothing algorithm
can be viewed as a generalization of the moving average.It is often used as a
filter in signal processing to eliminate high frequency noise, and is one of the
major technical advances in noise reduction. The moving average technique can
be viewed as a dispersion process: signals with different dispersion speed will be
damped differently, so that finally only signals within a certain frequency window
remain.
For the simple two-quark Wilson ioop, we know that the signal will de-
crease exponentially as the separation in space and time increases.This is a
problem since the potential and the flux need to be extracted at large time sep-
aration. Yet that is where the signal is weak, and so this leads to an expensive
calculation. The smoothing algorithm makes it possible to extract useful infor-
mation with small time separation. It also provides at least an order of magnitude
speedup in computing time. This really is the key algorithm that made it possible
to measure the long flux tube structure in 1994.
Averaged orfatlinks are constructed from basic lattice links U,(n) that
have been "fuzzed", "blocked" or "smeared" [40, 41]. This is illustrated as:
U,(n) -+ U,(n) = AcU,(n) +
U(n)U(m) = AcU(n)+
U(rt)U,(n+V)U,t(n+) (5.8)
(5.9)[Sill
Here the A are normalization factors chosen tO project the U(n) into SU(2)
and c is a free parameter. Recent experience [40, 41] has shown that c = 4 is a
suitable value for the present class of problems.
Another degree of freedom is the amount of fuzzing. For correlations over
large distances, the greater the fuzzing, the better the efficiency of the calculation.
This is because the wavefunction between the quarks, generated by connecting
together a series of fuzzed links, has a greater overlap with the ground state
wavefunction.
While the smoothing algorithm is used along spacelike links to suppress
noise, the multihit algorithm is usually used along timelike links to suppress noise.
As there are many observables, with each one involving delicate cancellations,
getting a good signal requires a large amount of computer time. A way to speed
up the process is the multihit or link integration method [42]. Here the statistical
fluctuations of the links in the Wilson loops are reduced by replacing the links by
their thermal average. The multihit algorithm can be viewed as a generalization
of the moving average approach.
We use the thermal average instead of the simple staple (U-bend) average
as in the smoothing algorithm, and set c = 0. To calculate the expectation value
of the link, we need to consider only the part of the action involving this
link. For the usual Wilson action which uses just the plaquette operator, this is
the sum W of the six staples surrounding the link. In the case of SU(2), it can
be shown that
(5.10)
f dUe
13Tr(UWt)
-112(/3d)w (5.11)
d11(/3d)
d=detW, (5.12)where the Ia's are modified Bessel functions. (The values of the Bessel functions
were integrated numerically and stored as an array, the values given by analytical
integration differing in the 7th or 8th decimal place from our numerical approach.)
Using denser arrays did not change the Wilson ioop correlations up to the sixth
decimal place. The expectation value of a link is a real number times an SU(2)
matrix, and the real numbers have to be stored for calculating correlations. Since
the surrounding staples are kept fixed, the multihit algorithm cannot be used
concurrently for links whose sides are of the same plaquette.
5.4. FFT and Gauge Fixing
A flux measurement in LGFT requires the calculation of the correlation
function for the Wilson loops and field plaquettes.In order to decrease the
time it takes for these measurements we have introduced the use of fast Fourier
Transforms (FFT) into the MILC code. We demonstrate the technique in one
dimension as the generalization to three dimensions is straightforward.
Assume that x(t) and y(t) are periodic real functions of period N. The
convolution of these functions is approximated as >x(t)y(t +r),and can be
calculated more efficiently with FFT than by direct integration:
(f) = fft(x(t)) (5.13)
(f) = ff t(y(t)) (5.14)
(f) = (f)(f) (5.15)
z(r) = x(t)y(rt) = ifft((f)) (5.16)
Here ift and ifft mean FFT and inverse FFT respectively, and
x(Nt) = x(t) (5.17)Then
= fft(x(t)). (5.18)
(5.19)
w(r) = if ft('th(f)) (5.20)
w(r) = x(t)y(r(Nt)) = x(t)y(r + t). (5.21)
Before we started using the FFT technique in our project, the flux mea-
surement was so time-consuming that we could not even afford a single measure-
ment for one field configuration. With our FFT implementation, the measure-
ment costs only27seconds for8processors. The great speedup comes from two
aspects:
1. FFT costsNlogNcompared toN2for the direct measurement.
2.By using FFT we greatly decrease the need for communication, and corn-
munication is more expensive than floating point operations.
As an example, consider a simulation that uses20 x 20 x 20space di-
mensions. The theoretical speedup is50-100compared to the scalar algorithm.
In practice, the speedup is more than 100 because of the additional saving in
communication time. This speedup made it possible for us to measure the tetra-
hedron flux distributions with the computing resources given to us as a "starter"
account at the San Diego Supercomputing Center. In addition, with FFT there
is nearly no difference in computing cost between the flux calculation and the
potential calculation at a lattice site. This is quite a surprise since it is usually
much more difficult to calculate wavefunctions than eigenvalues.
Another algorithm we implemented in our thesis is axial gauge fixing.
Usually the concern about Gribov copy leads to axial gauge fixing being used91
in the potential measurement but not in the flux distribution measurement. We
have used axial gauge fixing to overcome the strong signal distortion, and were
able to reproduce previously-published results for the four-quark square.
In our version of axial gauge fixing we replace all the timelike links with
the unit element except for the last time slice.The last slice is handled by
gauge transformation. This method can be done easilyfrom the time slice T = 0
upward till we reach T19. In order to avoid unnecessary communication costs,
we stored the link of the last time slice rather than the unitelement:
Repeat For t = 0 until 18
update (t+1) time slice spacelike link to the value of
lower timelike staple value;
multiply (t+1) time slice timelike link with the conjugate of
t time slice timelike link;
end repeat update all the timelike links to the value of t 19
timelike link
5.5. System Design
As we indicated in the beginning of this chapter, the computational chal-
lenge is to overcome both the strong signal distortion and high statistical noise,
and to do so within the limited computing time we had available. These two
problems are intimately connected and we solved them simultaneously. First we
will analyze the pros and cons of previous system designed by other groups, and
then we will provide the design of our system.
Other researchers have shown that the strong signal distortion for the di-
agonal flux is an unsolved problem. They have also shown that this distortionarises from the smoothing algorithm. As we have already discussed, the smooth-
ing algorithm plays the role of filter in signal processing, and is the work horse
for small-signal detection. When it is applied to diagonal flux detection, strong
signal distortion occurs for large separation. Because it did not show up in early
potential measurements, it was suggested that the major factor of distortion is
the insufficient iteration level and the construction method for the diagonal path
[39]. This distortion was so bad that it was even doubted if it is at all possible
to measure the diagonal path directly.
One way proposed for solving this problem is to design a new smooth-
ing algorithm which uses different scales for different directions as a means to
compensate for the symmetry breaking of the hypercubic lattice. While this is
a theoretical possibility, considering the great effortalready expended on the
standard APE smoothing algorithm, it would take a great deal of experimenta-
tion and tuning to find just the right the parameters. Another way to solve this
problem is to reconstruct the diagonal path or the operators for the color field.
Previous researchers have shown that the multihit algorithm is not nearly
as good a noise suppression mechanism as is the smoothingalgorithm [39]. For
example, it provides only about one-third of the speedup as the smoothing algo-
rithm for a potential calculation. Multihit is even more limited in flux measure-
ment because it leads to the wrong self energy unless it is switched off when the
Wilson loop and field operator share the same links.
Instead of using the multihit algorithm, we use axial gauge fixing as our
smoothing algorithm. By forcing all the timelike links to unit elements, all the
information is placed into the spacelike links (the value of timelike links becomes
exact).This is why the smoothing algorithm is better for achieving noise re-
duction. In some sense, this is just the opposite of multihit. For multihit, the93
new timelike link variable is totally decided by the thermal average without any
memory of previous value, while for axial gauge fixing, the timelike link is totally
decided by the previous value without any change by the environment.
The diagonal path is first formed as the average of the two L-shaped paths
in every plaquette. Then these diagonal pieces are connected together to form a
long diagonal path.
We also use smearing levels of both 20 and 40 in order to determine sensi-
tivity to it, and find no observable differences. Since previous computations found
an alleviation of distortion for high smearing level [39], our lack of sensitivity lead
us to conclude that our results are much less distorted than previous ones. Com-
pared with the on-axis path, we find that the distortion has been well controlled
and that the tetrahedral flux measurement are possible. We suspect that having
our constructed path closer to the diagonal than previous constructions [39] is
the main reason for the decreased distortion.
In summary, our design can be represented by Fig. 5.1. Our design of a
system to measure the tetrahedral flux distribution has achieved the criteria of
speedup, high noise suppression, and qualitative distortion suppression.First,
we used FFT to speed up the flux measurement. This basically eliminated the
most time consuming part of computation. Second, we eliminated unnecessary
multihits with the substitution of axial gauge fixing for noise suppression. We
also alleviated distortion by this approach since by keeping the timelike links
exact, the distortion in the timelike links no longer exist except for the last time
slice (which is only 1 of 32 time slices). The third crucial advance is the careful
construction of the diagonal path which makes the direct measurement of the
diagonal path possible.94
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6. RESULTS OF FLUX DISTRIBUTION
In previous chapters we have indicated our general method to simulate
the flux distribution of four quarks located at the corners of a tetrahedron. In
this chapter we present the results of such simulations.
6.1. Details of the Simulation
We have measured flux distributions throughout a 20 x 32 lattice con-
taining our four-quark structures. To reduce noise, we averaged over all positions
and orientations of the Wilson loops, and separated the measurements by one
heat-bath and three over-relaxation sweeps. For the square configuration of the
four quarks, each measurement generated 8 MB of data and consumed about 4
minutes of CPU time on an IBM SP2 supercomputer (usually using 8 processors)
at the San Diego Supercomputing Center. Eight measurements were averaged
into one block for R = 2, 4, 6, 8, and 10 respectively, and 40 of these blocks were
used for the final analysis. For the tetrahedron configuration, each measurement
generated 20 MB of data and consumed about 15 minutes of CPU time on the
IBM SF2. The errors were estimated by using 200 bootstrap samples.
We used a time-slice layout for parallelism. This leads to the calculation
of the correlation function being carried out by each individual processor sepa-
rately, and, accordingly, no communication overhead. The FFT algorithm was
implemented using a routine from the IBM Engineering and Scientific SubroutineLibrary (ESSL) optimized for the IBM SP2. This leads to a negligible computa-
tional cost for the flux measurement. Other research groups have used 90 minutes
on the Cray C94 vector machine (which has more than twice the CPU speed of
SP2) in order to measure only 1/16th of the total lattice points for square con-
figuration. In one such case, the flux distribution for the square configuration
cost them 900 Cray C94 CPU hours. In contrast, we measured 16 times as many
samples in about 36 SP2 CPU hours, for a speedup of over 400! Our speedup in
flux measurement made it possible to calculate the tetrahedron case within the
2000 CPU time we were granted from the in San Diego Supercomputing Center.
For most cases we choose c = 4.0 and a smoothing level of 20 in the
smoothing algorithm. We also tried a smoothing level of 40 to generate 80 mea-
surements for the tetrahedron geometry to gauge the level of diagonal flux-tube
distortion in our simulations. The Helsinki group reported that the higher level
of smoothing alleviates the distortion for their diagonal flux distribution mea-
surement. Since we found no significant difference between smoothing levels of
20 and 40, we concluded that we have a much lower level of distortion than the
Helsinki simulations.
Most of our computing time was spent on Wilson loops calculations. The
nearly triple increase in computing costs for the tetrahedron, as compared to
the square, arises from the more than two-fold increase in the number of Wilson
loops, and from the more complicated paths than the simple on-axis ones used
for the square.
We used about 120 hours of CPU time to generate the 40 blocks (1 gigaB)
of tetrahedron data. In the following section we will discuss our simulation results.
First we demonstrate that the distortion of the flux along the diagonal of our
tetrahedron is small enough to permit a meaningful flux measurement. Then97
we verify the Helsinki group's results for the square case, which also ensures
the reliability of this, our first Lattice QCD calculation. Finally we extract the
many-quark correlation function for the tetrahedron geometry.
Our calculations are done using natural lattice units. Values of the pa-
rameters in physical units are obtained by scaling the lattice values by
2418GeV/fm3,(a = 0.178fm). (6.1)
From the generalized 1@-functions, the values forbô/3/ôln a = 2(S+U) and f
(US)/(29) were determined from the two-body potentials and flux distributions
using sum rules. The best estimates are
b= 0.312(15), f = 0.65(1)(3= 2.4). (6.2)
From the report of the Helsinki group, we get
S = 1.638(25), U = 1.482(25). (6.3)
With these values for parameters, we end up with E0°0.14(5).
We can now measure the flux and energy. Once we know S and U, we
compute the energy density using the more accurate formula of Chapter 4,
(6.4)
where E and B are the contributions of the color field as defined in the Chapter
3. The action density is simply
(6.5)6.2. The Diagonal Flux Tube
Up until our work, no direct measurement of the diagonalfluxtube has
been achieved. Another group has observed that for R = 6 there is a sudden
narrowing in the middle of the flux tube as compared to the on-axisfluxtube, but
it was unknown whether this was due to some new physics or to the algorithm.
With our improved measuring method, the flux tube structure remains intact
even for the longer length R = 8.
In Fig. 6.1 we show two quarks separated diagonally by The two
upper graphs are surface plots of the action density for differing heights above the
quarks. The ordinate in these surface plots gives the value of the action density
in units of Gev/fm3. The other two axes denote the position of the quark in
the plane of the lattice. Since we have 20 lattice sites in each space dimension,
the data points themselves are at the values from 1 to 20. The center of the
two-quark system is at (11, 11), which means that the two quarks actually sit on
the plane x = 11. The lattice spacing is approximately0.178fm,which means
that approximately 29 protons would fit into the lattice volume (no truly very
large, but no small either). The R values in the graph denotes the projection of
the separation of the quarks in x direction. We use x in the graphs to denote the
plane where the action density is plotted. The plane on the left actually passes
through the quarks, while that on the right has one unit higher of elevation. The
lower two graphs are contour plots of the upper two.
In Fig. 6.2 we see similar plots, only this time for the energy profile. Again
we note the integrity of thefluxprofile, not found by the Helsinki group. Several
basic points concerning these two-quark flux diagrams should be noted:action two simple
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1. As the separationRbetween the quarks increases, a flux tube structure
clearly emerges for both the action and energy.
2. At any given point except for the quark's actual location, the energyfield
is a factor of approximately four smaller than the action field.
3. The attractive potential between two quarks is responsible for the cigar-like
contours of the flux.
6.3. The Flux Distribution for Square
To calibrate our system and to establish that the algorithms we use are
valid we repeat the Helsinki calculation of the flux distribution for four quarks
in a square. In Figures 6.3,6.4,6.5, and 6.6, we show two-dimensional slices
cut through color field distributions for four quarks in their ground state(later
we will extract a correlation function from thesedistributions). The left plots
in these figures show the action density within the plane where four quarks sit
(z = 11). The upper graphs are surface plots and the lower ones are contour
plots. The different graphs correspond to separationsRof 2, 4, 6, and 8 lattice
spacing between the two nearest quarks.
The right plots in these figures show the flux distribution on a plane that
is one lattice spacing above the plane upon which the quarks sit (z = 10). The
variation between the right and left plots accordingly provides an indication of
how the flux changes as we move away from the quarks.
As expected from a theory that produces quark confinement, most of
the action and energy is confined to a volume around the four quarks.This
effect seems more pronounced as the size of the square increases, which is to be14
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expected since the force between the quarks increases. We also note that the
flux tubes between the four quarks on the corners of a square appear distorted
in comparison that of an isolates two-quark flux tube, an apparent indication of
multi-quark correlations.
In Fig. 6.7 we show the energy flux distribution forR= 8.Since these
are rather similar to the action flux, other separations are not presented.
Once we have determined these flux distributions, we can ask the im-
portant physics question: "Does having a collection of quarks present produces a
field significantly different from that of superimposing the distribution of separate.S. S
S.
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two-quark pairs?" This difference could be called a correlation or many-quark
effect. While decades of study have shown no significant many-nucleon effects in
nuclear physics, the much greater strength of the color force than the nuclear force
would increase the probability of there being such few-body effects for quarks.
Its discovery and explanation would be an important advance.
We try to extract such few-quark effects from our simulations by taking
the four-quark flux distributions and subtracting off the six possible two-quark
distributions.The remaining distribution is a measure of the deviation from
linear superposition of pairwise interactions, and arises from the influence of other
quarks while any one pair of quarks is interacting. The distributions remaining
after these subtractions are given in Figures 6.8-6.11, using a similar presentation
as in the previous Figures. Fig. 6.8 is the actiondensity correlation for 1? = 2,
Fig. 6.9 is the action density correlation forR 4,and Fig. 6.10 is the energy
density correlation forR 4.
We defineF(AB)as the potential of the four-quark systemobtained by
just adding up the two-body interactions, andF(4)as the true potential of four-
quark system. As might be expected from the nuclear physics experience, the
dominant features in bothF(4)andF(AB)equal to within a 1%, and so a large
cancellation results. Accordingly, the residual profileFB(4)is expected to have
most of the self-energy cancellation errors subtracted off as well. We see this to be
true in these figures where there is no particular structure at the positions ofthe
four quarks. Elsewhere,F(4)andF(AB)cancel to leaveFB(4)lF(AB)/10
over the area defined by the four quarks. In spiteof this delicate cancellation
(which may be expected to leave only noise),FB(4) isseen to benegativein the
center of the figures for all values ofR's.According to our sign convention, this
means thatFB(4)is a negative energy density, as expected for a bound state.14
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An interesting dissimilarity between the action density and the energy
density forR = 4should be noted, although we have no explanation for it. This
also occurred in Helsinki results, but without explanation, and we wonder if there
might not be some interesting physics at play.
The preceding results were for the ground state of the four quark system.
The results for the first excited state are interesting too, especially since it is not
bound. In Figures 6.12 and 6.13 we show the energy-flux correlation for R = 2
andR = 4respectively. The major conclusion we draw is that the energy-flux14
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correlation is negative for the square geometry after subtraction of the ground
state. This indicates a repulsion, where there was an attraction for the ground
state.
In general, the excited state wavefunction is close to (A)B))/'./ both
when two or three basis states are considered.
These results match the Helsinki group's results, except for some small
and inconsequential differences in fine details. The differences arise because the
Helsinki group measured only 1/16 of their space lattice, and accordingly endedenergy after substraction first
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up with lower statistical error than in our simulations. On the other hand, by
our calculating the full lattice, we obtained more samples and, presumably, more
reliable results. (To be fair, they point out in their publication that the sum rules
check better with the full lattice, so they knew this would be the case.)
6.4. The Flux Distribution for Tetrahedron
Thefluxdistributions for four quarks in a tetrahedron are presented in the
same format as those for the square case. Again we show two-dimensional slices
cut through through the four-quark color field distributions as well as contour
plots. This is carried out for a plane in the middle of the four quarks, as well as
for a plane upon which two quarks lie. The data are taken at T2.
6.4.1. Flux Distribution of Ground State
Fig. 6.14 shows the action density flux for two neighboring quarks in a
tetrahedron with separation R = lattice spacings. The separations in the
tetrahedron graphs are all multiplied by because they are the diagonals of
squares.Figures 6.15 and 6.16 are graphs for R = 4s/ and R = 6V. Fig-
ures 6.17, 6.18, and 6.19 are the corresponding energy-density flux graphs.
In both sets of three figures, the left plots show thefluxdistribution in the
plane through the tetrahedron upon which two neighboring quarks lie. The right
graphs show thefluxdistribution on the plane which bisects the tetrahedron. The
left surface plots are close to those of simply two quarks, while the right surface
plots are close to those of a square. However, the contour plot show magnitudes
which are different from square case. Looking at these figures in sequence, we200
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notice an increasing level of noise as the quark separation increases (the level is
too high for R = 8/ to be worth showing).
The main results of our computation are the action and energy correlation
functions obtained after subtracting off the effects of pairwise interactions. [Due
to the similarity of the two degenerate ground states (any two bases from the
three,(IA)+IB))/v'),we present only one of them.] Figures 6.20 and 6.21 are the
action-density correlations for R = 2/ and R = 4vrespectively. Figures 6.22
and 6.23 are the respective energy-density correlation functions. The complicated
profile patterns in these figures clearly show the effects of few-body forces. We
also note a very interesting breaking of symmetry in these figures.
In comparing the action densities to the energy densities, we note that
due to the factor-of-four difference in the signal-to-noise ratio, the action density
plots show the few-body effects more clearly than the energy-density plots. We
note a negative energy region in the center of the tetrahedron, and peaks at the
projections of quarks in the bisection plane. The positive energy region in the
quark plane produces a more complicated pattern than the square case. Overall,
the flux profile has less symmetry than what the tetrahedron allows, with a
spontaneous symmetry breaking which is not found in square case.
6.4.2. Flux Distribution of First Excited State
For a square configuration of quarks, the ground state is doubly degen-
erate, and so the first excited state may appear as the second state above the
ground state. Our calculation of the flux distributions of excited states attain less
accuracy than those of ground states. We choose(IA) IB)+ C)) to represent
the first excited state.122
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Fig. 6.24 shows the first excited-state action density for quarks in a tetra-
hedron with separationR= 2\/lattice spacings. Figures 6.25 and 6.26 show
the action density forR4i/andR= Figures 6.27, 6.28, and 6.29
are the corresponding energy-flux densities. Figures6.30 and 6.31 display the
action-density correlations left after subtraction of the two-quark distributions for
R=2\/ andR= 4i/respectively. Figures 6.32 and 6.33 are the correspond-
ing energy-density correlations respectively. We note that the negative energy
regions that occurred in the center of the tetrahedron for the ground states are
replaced by positive energy densities here. This indicates that the binding effect
changes from attraction to repulsion for the excited state, as expected.
One major difference between the square and tetrahedron geometry for
quarks is that after subtraction of the pairwise interactions, the positive and neg-
ative flux region are more complicated for the tetrahedron. This is especially true
for the doubly-degenerate ground state. After subtraction, the resulting correla-
tion function no longer appears to maintain tetrahedral symmetry, with different
states showing different preferred directions.In contrast to the ground states,
the first excited-state correlation function shows less of a directional preference.
It thus appears that there is some type of spontaneous symmetry breaking
in the ground state. To visualize this better, in an appendix we present 3-D
contour plots of the densities.
To summarize, previous research has already shown that there are some
unusual properties to the flux distributions for four quarks in a tetrahedron. One
such interesting effect appears to be the spontaneous symmetry breaking that
appears in the ground state, possibly as a consequence of the reduced symmetry
as compared to the square configuration. The observation of such an effect in
our simulations is also an indication that we have succeeded in one of our goals,L
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FIGURE 6.33. The first exited-state energy correlation in a tetrahedron with
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namely, the ability to detect and measure small signals. The actual explanation
of the physics present in the correlation functions we have determined is beyond
the scope of this thesis. However, we are curious to know if there may be a simple
mechanism for the patterns in the correlation functions?138
SU(2) TETRAHEDRON FLUX DISTRIBUTION
FEW BODY EFFECT IN LATTICE QCD
7. CONCLUSIONS
In this chapter we indicate some future developments possible for this
thesis. We will begin at the technical level and proceed to the more general
connection between the QFT and information processes.
7.1. Future Simulations in Lattice QCD
This project is the first lattice QCD calculation performed by an OSU
research group. It is hoped that the next 10 years will witness the complete sim-
ulations of nuclear physics by LQCD. Our project is a first step in that direction.
This thesis demonstrated that careful design permits the simulation of
more complicated flux distribution than those arising from planar configurations
of quarks. Accordingly, the immediate follow-up to this project should be sim-
ulations of other spatial configurations. A series of simulations may then bet-
ter reveal what is special about the tetrahedron. Other researchers undertaking
potential-based calculations have already discovered that this symmetry does not
provide more binding energy, but does lead to degeneracy of the ground state.
Our field-theory simulations have found that such degeneracy leads to symmetry
breaking. Also, it would be interesting to compare the tetrahedral flux distribu-
tions with those of similar geometrical configurations to see how the binding is
affected.139
Another direct follow up to our work would be the simulation of theflux
distribution arising from monopoles. This would show how topology affectflux
distributions. For example, it has been discovered for the simple two-quark sys-
tem that the contribution from monopoles consists of the majority of the flux. To
the best of our knowledge, no research exists on extracting few-body effects from
monopole distributions. The technical difficulties of such a project should be well
manageable as it is just a question of combining two programs together. This is
especially true since our development of a method to make fastfluxmeasurements
would also save computing time in such a project.
7.2. The Fermion Problem in Lattice QCD
In Chapter 2 a discussion was given of the fermion problem. Here we look
at that problem again, but from another point of view. Our aim is to indicate how
different important concepts from different fields can be viewed systematically.
The double species problem can be viewed as related to the aliasing prob-
lem in communication theory. A basic requirement of information processing is
the Nyquist theorem that indicates the need to sample a signal at twice its fre-
quency to measure it. For fermions, we try to violate this most basic theorem.
Both the anticommutation problem and the double species problem arise from
a lack of a second-order derivative in the Lagrangian.Here the fundamental
question in physics is:" Can fermions be simulated?".
As also pointed out in Chapter 2, bosons can be well described computa-
tionally once the theory is transcribed to the corresponding euclidean theory. In
this way, the FPI can be understood as the definition of a probabilistic Turing
machine. On the one hand, the long-standing difficulty of computation in QFT140
comes from its equivalent computational power with a PTA. On theother hand,
the emulation of physical processes in statistical physics provide great computa-
tion techniques.
At the most basic level, the most general hypothesis in learning can be
viewed as the need for a system at equilibrium to have maximum entropy.If
we treat learning as a process to provide the most general hypothesis consistent
with existing data, then this learning process can be viewed as a process to find
out information about the equilibrium state. Then we can view the Monte-Carlo
simulations as providing a way to reach equilibrium as fast as possible. It is for
this reason that lattice QCD is so powerful. All the other techniques are based
on traditional perturbative methods, whereas Monte-Carlo simulations,while
sacrificing some computational certainty, lets nature itself provide the paradigm
for the computation.
The openness of the fermion problem is the openness towards this basic
computational model. With the use of Grassmanian numbers, we no longer have
a computational meaning for the action. The final question of finding an efficient
method to calculate LQCD is equivalent to finding the computational connec-
tion between bosons and fermions, or to provide a computational meaning for
fermions.
As perceived by Feynman, every physical process can be viewed as a corn-
putational one. Are fermions so different computationally from bosons that a
new model of computation can come from it? Here two problems are involved.
One is the discretization, and the other is the search for a technique to simulate
a discrete number of fermions. The second part of this question is an active
research problem. For example, it has just been proven that discrete fermions
can be simulated by QC. The other question is:" Can fermions be discretized?"141
It is one of the key problems in LQCD, and any progress on this problem has
profound computational implication beyond the technical challenge.
7.3. The Computational Meaning of QFT
Up until now, all the nontrivial computation in QFT needed a two-step
approximation. For perturbative methods, we needed to provide a cutoff for the
first step of approximation and then use a perturbative method for the second
step. Lattice QCD is the same. We first provide a lattice cutoff and then we
choose a finite size for the lattice. This not only means that all computations
need to be carried out in a discrete fashion, but also that they are fundamentally
of finite size.
In QFT, the renormalization procedure plus the second approximation can
be viewed as steps taken to make the problem computable. In other words,we are
trying to find a unitary transformation, the S matrix, where unitaryensures the
preservation of probability. As already pointed out, such a unitary transformation
is limited. For example, one we cannot proceed from the normal electric phase
to a superconductive phase unitarily.
In the language of particle physics, we have to pick up the vacuum and
define the meaning of particles based on such a vacuum. Once we chooseone
vacuum, the others will no longer be accessible computationally. Accordingly,
we need to study phase transitions in solid state physics and use that to provide
physical meaning of the in and out states in S-matrix theory. Otherwisewe are
trying to compute the uncomputable
Along a similar vein, we must always finitize the system under investi-
gation. An infinite system, or the thermal limit, representsan informational142
paradox. For example, as we change the scale of a system near critical points
by use of renormalization group transformations, the underlying system must re-
main at a fixed point. But we must discard high frequency information at every
step, and this can happen only if we have infinite information.
Consider lattice QCD. If we do not have a finite size for the lattice, no
calculation can be performed. If we have a finite-size system, then in principle
the discontinuity disappears and we no longer have a strict phase transition. Yet
the approximations are necessary in order to make these computations possible.
Once a finite version of the theory has been formed, real computations can be
performed and then we can unitarily transform from one phase to another.
Here we believe lies the solution to the argument of the power of a quan-
tum computer (QC) versus a probabilistic TM. If we demand that only unitary
operations are allowed, then what we demand is a theory that can be transcribed
to a euclidean theory, which can be said to be equal to a PTM. The only ad-
vantage of a QC is to utilize interference, which means to destroy the unitary
process. Without such a process, recent inventions of fast algorithm in QC would
be impossible.
Once we have a finite version of the theory, the computational complexity
will determine if we need to use a probabilistic approach. The failure of the
perturbative method arises from an underestimation of the complexity, not from
the computability.Here Feynman diagrams can be viewed as a grammar in
QFT. If the complexity of the problem demands the probabilistic approach, then,
fundamentally, a deterministic rule will not help solve the problem.
The same thing happens in natural-language processing. We can program
a computer to analyze grammar correctly, but it will not understand the meaning143
of the language since all the rule-based methods fall short here. Syntax does not
determine semantics.
In QFT, if we have perfect knowledge of how the coupling constants change
with scale, then we can use just tree-level diagrams to solve the problem. This
is analogous to being able to express ourselves verbally to others, even with the
crudest grammar and simple sentence, as long as we have perfect knowledge of the
meaning of expressions. Although the rule-based methods falls short, they have
the practical value of providing a fast algorithm in limited accuracy. For example,
we never will fully discard perturbative methods in LQCD; the renormalization
group is calculated by perturbative method not by Monte-Carlo simulation.
We can also understand this problem from the point of view of information
compression. Once a system is finite, all the problems in it can be transformed
into "yes" and "no" questions. Then a simulation of the system can be viewed as
an information-compression process to get the final one bit. For a infinite system,
we can talk about the independence of the renormalization prescription, but for
a finite-size problem, different renormalization prescriptions will have different
computational costs.
The whole point of computation in QFT can be viewed as a method to get
away from the critical point. Then we can proceed with information compression.
For an infinite system, there is no computational gain in information compression.
The recent developments in LQCD to design better algorithms to compute
the action on lattice can be viewed as providing a more efficient way to code QCD
on a lattice. The information content may decide the least number of bits that
we need, and the computation can be viewed as a method to filter out irrelevant
information and decrease the number of bits needed to code the information.
This is exactly what we pointed out in Chapter 3 in our discussion of the two144
steps in the renormalization group transformation. Computation in QFT can be
understood as a method for retrieving information from the action. But since
an infinite system contains infinite information, we have to finitize the action to
proceed.In this case the computation is near critical, but not at the critical
point.
This appears as an amazing conclusion to us. Consider classical physics.
Certain systems in classical physics have the computational power of a TM. If
we know the initial conditions, then the answer is determined. What the above
conclusion means is that certain problems in classical physics can be too hard to
be calculated.
As we divide phase space into some coarse regions, we can use letters to
represent different regions. A trajectory through phase space can be represented
by a stream of letters, or sentences. Then the allowed trajectories of classical
physics can be viewed as a language. Grammar can be used to classify the
language and determine the resource needed to understand such a language. In
statistical mechanics we no longer have deterministic trajectories; all trajectories
(sentences) are allowed, but with different probabilities. This is the root of the
failure of the deterministic approach.
In short, simulation physics means more than just solving a physics prob-
lem as if it were mathematics. It is also an enquiry about intelligence itself. If
the problem is too hard to be solved, then we can use this problem to generate
a new computation model, just like QC and PTM. Otherwise, new algorithms
need to be invented. This is the challenge of the fermion problem.145
7.4. Experiment versus Computation
As we discussed before, both experiment and computation needs to be
carried out in finite scale with constraints. One of the things demonstrated in
this thesis is the uncertainty and the noise of the computational process. Here
the boundary has disappeared.
In experiments, the limits of measurements and their costs decide how far
they will be pursued. Now we have the same problem for theoretical calculations.
Errors, uncertainties and costs are inherent in our problem through no fault of
the algorithm. The final decision of whether to perform some experiment or to
conduct a physics simulation depends on the cost, reliability, and the importance
of the results.
The impact of the computer in physics is not just to help us solve easy
problems faster, but to change the very way we think about problems. Here we
have a random-number generator performing an operation that would bore us to
tears, yet we are also ending up with a result that is hard or impossible to find
via a deterministic path.
As we tried to point out in the last chapter, there are many problems in
physics for which we believe simple (and maybe subtle) mechanisms can be used
to explain the results. But there are also certain problems for which the best way
to solve them is just to reproduce them! Certain results can only be reached fast
enough this way, and others maybe by no other way.
So, we can finally attempt to answer the question posed at the beginning
of this dissertation:" Why should we throw the dice?" It is the best way to solve
certain problems, where the inherent nature of the problem determines which
problems are solved best this way.146
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APPENDICES153
APPENDIX A. 3D Surface Plots of Square System
Fig. 7.1 and Fig. 7.2 show the equal action density surface plots for four
quarks in a 2 x 2 square, with action density equal to 80Gev/fm3and 100
Gev/fm3respectively. Here R indicates the separation and A refers to the action
density in the unit of Gev/frn3. Fig. 7.3, Fig. 7.4 and Fig. 7.5 show how the equal
action density surfaces change with the increases of the quark separation. The
flux tube structure is demonstrated in all these plots.
Similarly for Fig. 7.6, Fig. 7.7, Fig. 7.8 and Fig. 7.9, we show how the
energy density surfaces change with the increases of the quark separation. We
use E to indicate the value of the energy density.
The four-quark system is at its ground state for all the above figures. We
also have the similar plots for the first excited state. They are very similar to the
ground state plot. In order to investigate few-body effect, we show the surface
plots after subtracting the action or energy density from the two-body result just
as we explained in the main thesis.
Fig. 7.10 and Fig. 7.11 show the few-body effect of a 2 x 2 square. Fig. 7.12,
Fig. 7.13 and Fig. 7.14 show the few-body effect as the quark separation doubles.12
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FIGURE 7.1. The action density 3D surface plot of a square with R = 2 and
A =80.12,
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FIGURE 7.2. The action density 3D surface plot of a square with R = 2 and
A=100.15
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FIGURE 7.3. The action density 3D surface plot of a square with R = 4 and
A =30.13
12
11
10
achon ground r6, v25
12 10
C6
157
16
FIGURE 7.4. The action density 3D surface plot of a square with R = 6 and
A =25.14
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FIGURE 7.5. The action density 3D surface plot of a square with R = 8 and
A=20.energy ground r2, v40
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FIGURE 7.6. The energy density 3D surface plot of a square with R = 2 and
E=40.160
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FIGURE 7.7. The energy density 3D surface plot of a square with R4 and
E=40.energy ground r6, v5
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FIGURE 7.8. The energy density 3D surface plot of a square with R = 6 and
E=5.162
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FIGURE 7.10. The action density 3D surface plot of a square with R = 2 and
A = 0.4 (after subtraction).164
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FIGURE 7.12. The action density 3D surface plot of a square with R = 4 and
A = 1.2 (after subtraction).18
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FIGURE 7.13. The action density 3D surface plot of a square with R = 4 and
A = 0.35 (after subtraction).167
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FIGURE 7.14. The action density 3D surface plot of a square with R = 4 and
A = 0.4 (after subtraction).Similarly for the energy desinty, Fig. 7.15 and Fig. 7.16 show the few-body
effect of the 2 x 2 square. Fig. 7.17, Fig. 7.18 and Fig. 7.19 show the few-body
effect as the quark separation doubles.energyafter substraction çround r2, v-0.3
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FIGURE 7.15. The energy density 3D surface plot of a square with R = 2 and
E = 0.4 (after subtraction).170
energy after subsfraction ground r = 2, v-6
FIGURE 7.16. The energy density 3D surface plot of a square with R = 2 and
E = 6.0 (after subtraction).energy after substraction ground r = 4, v0.35
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FIGURE7.17.The energy density 3D surface plot of a square with R= 4 and
E = 0.35 (after subtraction).s]
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FIGURE 7.18.The energy density 3D surface plot of a square with R4 and
E0.3 (after subtraction).173
energy after substraction ground r = 4, v = -1174
The few-body effect for the first excited state is different from the ground
state. Fig. 7.20 and Fig. 7.21 reflect the few-body effect of the action density of
the first excited state of 2 x 2 square. Fig. 7.22, Fig. 7.23 and Fig. 7.24 show the
few-body effect as the quark separation doubles.15
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FIGURE 7.20. The 1st excited state action density 3D surface plot of a square
with R = 2 and A = 1.0 (after subtraction).action after substraction lirst r2, v . 10
11.2
11
10.8
10.6
10.4 j-.-.
11.5
11 10.6 10.8 11 11.2 11.4 11.6
176
FIGURE 7.21. The 1st excited state action density 3D surface plot of a square
with R = 2 and A = 10 (after subtraction).177
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FIGURE 7.22. The 1st excited state action density 3D surface plot of a square
with R = 4 and A = 0.4 (after subtraction).15
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FIGURE 7.23. The 1st excited state action density 3D surface plot of a square
with R = 4 and A = 0.7 (after subtraction).12
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FIGURE 7.24. The 1st excited state action density 3D surface plot of a square
with R = 4 and A = 8.0 (after subtraction).Fig. 7.25, Fig. 7.26 and Fig. 7.27 show the few-body effect of the energy
density of the first excited state of 2 x 2 square. Fig. 7.28, Fig. 7.29 and Fig. 7.30
show the few-body effect as the quark separation doubles.energy after substraction first r2, v = 0.4
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FIGURE 7.25. The 1st excited state energy density 3D surface plot of a square
with R = 2 and E = 1.0 (after subtraction).12.5
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FIGURE 7.26. The 1st excited state energy density 3D surface plot of a square
with R = 2 and E = 5.0 (after subtraction).183
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FIGURE 7.27. The 1st excited state energy density 3D surface plot of a square
with .11 = 2 and E = 0.3 (after subtraction).energy after substraction first r4, v0.4
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FIGURE 7.28. The 1st excited state energy density 3D surface plot of a square
with R = 4 and B = 0.4 (after subtraction).14
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FIGURE 7.29. The 1st excited state energy density 3D surface plot of a square
with R = 4 and E = 0.7 (after subtraction).20
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FIGURE 7.30. The 1st excited state energy density 3D surface plot of a square
with R = 4 and E = 0.35 (after subtraction).187
APPENDIX B. 3D Surface Plots of Tetrahedon System
Fig. 7.31 shows the equal action density surface plot for four quarks in a
tetrahedron with two quarks are separated away, and with action density
of 65 Gev/fm3. Here R indicates the separation which is inlattice spacing
units. Fig. 7.32, is of the energy density. Because we are mostly interested in the
few-body effect and since there is little difference between the ground state and
the first excited state before the subtraction, only two plots are provided here.
Fig. 7.33 is used to show that the long diagonal flux tube is good enough for
analysis of the tetrahedron.
Fig. 7.34, Fig. 7.35 and Fig. 7.36 show the few-body effect in the action
density of a tetrahedron with side length equal to 2v". Fig. 7.37, and Fig. 7.38
show the few-body effect as the quark separation doubles.
Similarly, Fig. 7.39, Fig. 7.40 and Fig. 7.41 show the few-body effect in the
energy density of a tetrahedron with side length equal to Fig. 7.42 shows
the few-body effect as the quark separation doubles.
Although the ground states are degenerate, different ground states only
show different preference for the direction, the few-body effect of the first excited
state is quite different.
Fig. 7.43 shows the few-body effect of the first excited state action density
of a tetrahedron with side length equal to Fig. 7.44 shows the few-body
effect as the quark separation doubles.
Fig. 7.45 shows the few-body effect of the first excited state energy density
of a tetrahedron with side length equal to 2\/. Fig. 7.46 shows the few-body
effect as the quark separation doubles.13
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FIGURE 7.31. The action density 3D surface plot of a tetrahedron with R = 2
and A = 65.14
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FIGURE 7.32. The energy density 3D surface plot of a tetrahedron with R = 2
and E = 20.16
14
12
10
S
190
action two simple r8, v9
4 6 8 10 12 14 16 18
FIGURE 7.33. The action density 3D surface plot of a diagonal tube with R = 8
and A = 9.15
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FIGURE 7.34. The action density 3D surface plot of a tetrahedron withR = 2
and A = 1.0 (after subtraction).12.5
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FIGURE 7.35. The action density 3D surface plot of a tetrahedron with R= 2
and A = 2.0 (after subtraction).11.5
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FIGURE 7.36. The action density 3D surface plot of a tetrahedron with R = 2
and A = 6.0 (after subtraction).action substraction around another r= 4, v = 2
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FIGURE 7.37. The action density 3D surface plot of a tetrahedron withR = 4
and A = 2.0 (after subtraction).action substraction ground another r4, v-2
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FIGURE 7.38. The action density 3D surface plot of a tetrahedron with R = 4
and A = 2.0 (after subtraction).14
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FIGURE7.39.The energy density3Dsurface plot of a tetrahedron withR = 2
and E = 1.0 (after subtraction).16
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FIGURE 7.40. The energy density 3D surface plot of a tetrahedron with R = 2
and E1.0 (after subtraction).3L
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FIGURE 7.41. The energy density 3D surface plot of a tetrahedron with R = 2
and B = 2.0 (after subtraction).15
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FIGURE 7.42. The energy density 3D surface plot of a tetrahedron with R = 4
and E = 2.0 (after subtraction).action substraction 1st excited r2, v 10
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FIGURE 7.43. The 1st excited action density 3D surface plot of a tetrahedron
with R =2and A = 10 (after subtraction).14
13
12
11
10
9
8
14
13
action substraction 1st excited r4, v = 5
11
201
14
FIGURE 7.44. The 1st excited action density 3D surface plot of a tetrahedron
with R = 4 and A = 5 (after subtraction).14
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FIGURE 7.45. The 1st excited energy density 3D surface plot of a tetrahedron
with R = 2 and E = 5.0 (after subtraction).energy substraction first excited r4, v3
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FIGURE 7.46. The 1st excited energy density 3D surface plot of a tetrahedron
with R = 4 and E = 3.0 (after subtraction).