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This paper studies two string matching problems over free partially commutative 
monoids. We analyze these two problems in detail, and present two efficient poly- 
nomial time algorithms for solving them. ‘0 1992 Academic Press, Inc. 
1. INTRODUCTION 
Let C be a finite alphabet, and C* the free monoid generated by Z. Let 
x, y E C* and x = uyv for U, v E C*. Then y is a factor of x. Moreover if 
u = 1, then y is a prefix of x, and if u = 1, then y is a suffix of x. Here 2. is 
the null word. One of the typical string matching problems over C* is the 
following: given a text string XEX* and a pattern string VEC*, decide 
whether or not y is a factor of x. Many efficient algorithms for this string 
matching problem are known; see, e.g., Aho et al. (1974). 
Recently many contributions about free partially commutative monoids 
have also appeared; see, e.g., Perrin (1985). Let us first recall the definition 
of free partially commutative monoids briefly. Let 0 be an irreflexive 
symmetric binary relation over C. = B (or simply E, when 8 is understood) 
denotes the smallest equivalence relation over Z* such that for any 
x,yEC* , I = y if x = uabu and Y = ubav for some u, v E Z* and (a, b) E 0. 
Then = is a congruence relation. M(C, 0) denotes the quotient of Z* by 
the congruence =. M(C, 0) is the free partially commutative monoid 
generated by Z w.r.t. 8, and can be regarded as a model of concurrency 
control systems, or a model of any systems with finitely many partially 
commutative operations. For any x, y E Z*, if x = uyz) for some U, v E C*, 
then we call y a Q-factor of x: moreover if u = i, then y is a &prefix of x, 
and if u = ;I, then y is a B-suffix of x. 
This paper studies the following two string matching problems over 
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M(C, 0). Let x, ~E.Z* be a given text string and a pattern string, 
respectively. 
Problem A. Decide whether or not y is a O-factor of x. 
Problem B. Decide whether or not there exist u, v E C* such that x = MU 
and y is a 8-suffix of U. 
We analyze these two problems in detail, and obtain two efficient 
algorithms for solving these two problems. These two algorithms have 
certain similar characters, and consist of two parts, respectively. The first 
part consists of constructing functions pu,h as in Aho et al. (1974) to each 
r~,,~(y), where a, b E C, a # b, (a,b)$O, and n&y) is the string in Z* 
obtained from y by deleting all letters distinct from a and b. The running 
time of this part is O(l(y) . ( #C)‘), where Z(y) is the length of y and #C 
is the cardinality of C. The second part of the algorithm for Problem A 
(Problem B, respectively) consists of scanning x once from left to right with 
proper transitions in the above functions, and deciding whether or not y 
is a e-factor of x (y is a O-suffix of some prefix of x, respectively). The 
running time of this part is 0(1(x). (#Z)“). 
This paper consists of seven sections. Section 2 presents preliminaries. 
Section 3 presents several new basic properties about M(C, O), some of 
which we need in Section 4. Section 4 analyzes Problemes A, B in detail, 
and present results from which algorithms for solving Problems A, B follow 
easily. Section 5 presents an efficient algorithm for solving Problem B. 
Section 6 presents an efficient algorithm for solving Problem A. The final 
section presents other remarks. 
Remark 1.1. It is clear that y is a B-factor of x if y is a &sufhx of some 
prefix of x. The converse is not true as the following example shows. Let 
L’= {a, b, c), Q= {(a, b), (b, a)), Y = baacbba and y = bcba. Then y is a 
O-factor of x since x E aabcbab. However, y is not a 8-suffix of any prefix 
of x. 
2. PRELIMINARIES 
Throughout the rest of the paper, let C, Z*, 9, E, and M(C, 0). be as 
above. For any w  E ,Z’* and a E 2, I(w) is the length of w, 1 WI u is the number 
of occurrences of a in w, C(w) is the set of symbols in C which appear in 
w, Pre(w) is the set of prefixes of w, and Suf(w) is the set of suffixes of w. 
0 is the empty set. For any B c Z, n,Jw) is the string in B* which is 
obtained from w  by deleting all letters which are not in B, and B denotes 
the set Z-B. 
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DEFINITION 2.1. (1) i?={(u,b)Ia,b~C,a#b, and (a,b)#O}. 
(2) C,.= {aeC 1 (a, b)EO for any btzE- {u}>. 
(3) For any aEC, 8(a)= {be-Z 1 (a, b)Ee}. 
DEFINITION 2.2. (1) I- is the binary relation over C* such that for any 
11, v E ‘P, uru iff for any (a, b)EC(u)xC(v), (a, b)EO. 
(2) 0* is the binary relation over C* such that for any U, u EC*, 
u0* u iff for any (a. b)EL(u)xZ(v), either a=b or (a, b)EO. 
(3) For any AcZ, 0(A)={ aEClfor each bEA, either b=a or 
(6, Q)EB), and L’(A)= {UEA 1 for each bEA, (a, b)EO). 
THEOREM 2.1 (Cori and Perrin, (1985). For any II, v E L’*, u z v iff the 
following hold: 
(1) For any aEC, IuI,= 1~1~; 
(2) For an-v (a, b) E & TC,,~(~) = n,,,(v). 
PROPOSITION 2.1. For any u, v E Z*, if u r v or u 8* v, then MU = vu. 
Proof. Assume that u 8*v. Clearly for any a~.& E,(uv)= zr,(uu). 
Moreover, by assumption, for any (a, b) E e, one of the following holds: 
(1)7t,&m)~a*ub*; (2) K&U) = 1 or rc,,Jv) = 2. This implies R,,~(uv) = 
rrJvu). By Theorem 2.1, uv E vu. Now it suffices to note that u r v implies 
UPV. 1 
THEOREM 2.2 (Cori and Perrin, 1985). For any x, y, -7, t E L’*, xy = zt iff 
for some p, q, u, vEC*, x-pq, y=uv, z~pu, t=qv, and qru. 
3. PRELIMINARY RESULTS DEVELOPED FOR M(Z, 0) 
This section presents preliminary results about M(C, 0) some of which 
we need in the following sections. 
DEFINITION 3.1. For any 22 0, the binary relation 3(i) over C* is 
defined inductively as follows: 
(1) For any u, VEC*, u a”‘v iff u=v. 
(2) For i> 0 and U, v E Z*, u =E-(‘) u iff for some W, x, YE.,?* and 
(a, b)E6, u jtip” IV, w = xaby, and v = xbay. 
DEFINITION 3.2. For any u, v E Z+ with u = v, the mappingf,,,: { 1, . . . . n) 
--+ ( 1, .*., n > is defined as follows, where n = l(u). Let u = a, 1 . . a, and 
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u = b, . . . 6, for ai, biEC. Then for any 1 < idn, f,,,(i)=j if bj=ai and 
lb, . ..bjla.= Ia, . ..ajl.. f,,, is called the canonical mapping from u to u. 
f,., can be also defined in the following way. 
DEFINITION 3.3. For any i > 0 and U, u E ,Z’+ with u a(‘) u, the mapping 
fu,i,r, : { 1, . . . . n > + f 1, . . . . n > is defined inductively as follows, where f(u) = n: 
(1) fu& i) = i for all 1 < id n; 
(2) If i>O and u=xaby=>“‘xbay=w~‘‘-“o for x,y~C* and 
(a, b) E 8, then 
(2.1) fu.i,t,(j) =fM..ip Jj) if either j< f(x) or j> f(x) + 3; 
(2.2) fu,i.o(lCx) + 1 )=fw,i- l,*atltx) + 2)t 
(2.3) fu,,.,(W + 2) =fw.iC l.,W) + 1). 
Because (a, a) $0 for any a E C, the following proposition holds. 
PROPOSITION 3.1. For any i 80 and any u, o EL’+, if u =E=@) v, then 
fu,i,v =fu.o. 
PROPOSITION 3.2. For any u, v E Z’, u E v iff there exists a bijection 
f: { 1, . . . . n} + { 1, . . . . n} for which the following hold, where u =a1 . . .a,, 
v=b, . . . b,, n>l, andai,biEC: 
(1) Forany l~i~n,f(i)=jzfb,=aiandla,...ajI,=Ib,...bjI.,; 
(2) For any l<i<j<n, iff(i)>,f(j), then (a,,a,)Ee. 
Proof. Necessity. Assume that u = v. We put f =f,,,. Then (1) is clear. 
To see that (2) holds, consider any 1 d i<j< n. If ai= aj, then clearly 
f(i) <f(j). Now assume that (ai, a,) E e. Then r~,~,,,(u) = rccr,.,Ju) by 
Theorem 2.1. This implies that f(i) <f(j). 
Sufficiency. Assume that there exists a bijection f which satisfies the 
conditions. We define the set 
A(f)= {(i, j) 11 <i<jQn andf(i)>f(j)}. 
The proof is by induction on # A(f ). When A(f) = 0, f is the identity 
mapping and v = U. Let #A(f) > 0. Then there exists 1 < ib n - 1 such 
that f(i+ l)<f(i). By the hypothesis, (a,,ai+l)EO. Now consider the 
word w=a, ...ai_lai+laiai+2a,. Clearly w  E U. Define the bijection 
f’: (1, . . . . n} + 11, . . . . n} by 
(3) f’(j)=f(j) ifj<i-1 or i+2dj; 
(4) f’(i)=f(i+ 1) and f’(i+ l)=f(i). 
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Then f’ satisfies (1) and (2) w.r.t. w  and u, and #A(f’) < #A(f). By 
induction MI = u. Thus u E w  = u. 1 
Remark 3.1. When US u, the above mapping S is the canonical 
mapping from u to u. 
The following theorem is a generalization of Theorem 2.2. 
THEOREM 3.1. For anv m, n > 1 and u, , . . . . u,, u, , . . . . u, E ,?I*, u, . . . u, 3 
u, “‘U” iff there exist ull, u12, . . . . uln, u?,, u22, . . . . u2,,, . . . . u,,,~, u,,,~, . . . . 
u mn~Z* such that (1) for each ldi<m, ui=uilui2~.~uin, (2)for each 
1 <j<n, vj=uliuzj.. .u,,,~, and (3)for all 1 <h<i,<m and 1 <j<k<n, 
u/& r I+. 
Proof Sufficiency is clear. 
Necessity. If u = 1, then u = A and the assertion is trivial. Let U, u # 1. Let 
u=u~“‘u,, u=v1... u, and u z u. We consider two sets, B, = {i 1 1 6 i < n 
ando,=Il)andB,=(iI ldidnandvj#A).ThenB,#@sincev#A.For 
each i E B, and 1 d j < m, put uj, = A. For each i E B, and 1 <j d m, consider 
the set, C,=(kI l<kkQuj) and I(~,...u~-,)<f,,,(l(u,..,u,~,)+k)~ 
40, . ..ui)>. Now for each iEB, and l<j<m, put uji=A if C,=@, and 
put uji=ak,akz...ak, if uj=a,a2...a,,,,,, for a,EZ, C,= {k,, kz, . . . . k,}, 
and k,<k,< ... <k,. 
Now for each 1 d i < m, it holds that ui z ii, u,~. . . uin by Proposition 3.2 
because for each 1 <j< k 6 n, U, = a, . ..ap. u..= a,, ...a,q, and uik = 
akl . ak, imply that either j, < k, or (a,$, a,() ~“e for all 1 6 S-G q and 
1 d t d r by u = u and Proposition 3.2. Similarly it holds that for each 
1 <i,<n, u,=ulruZi.~‘u,i due to Proposition 3.2. It is also clear now that 
u,ru, ifh<iand k>j. 1 
We need the following proposition very often in Section 4, and it may be 
regarded as a reversed version of Theorem 2.1. 
PROPOSITION 3.3. Let w  ELI+. Assume that there exist u, E a* for each 
a E .E,, and v,,~ E (a u b)* fur each (a, b) E 8 for which the following hold: 
(1) For each a EC,, v, is a prefix of n,(w); 
(2) For each (a, b)Efl, u,,~ is a prefix of z,,b(w); 
(3) For any (a,b),(a,c)E% I~,.~l.=u,.,.l.. 
Then there exists a e-prefix u of w  such that (4) n,(u) = v, for all a E C,., and 
(5) 71,,b(u) = u,,b for all (a, b) E ITI 
Proof: We put A = {v, 1 a E Z,.) u {u,,~ / (a, b) E 8}, and put m = 
z “GA Z(v). The proof is by induction on m. When m = 0, II satislies the 
136 HASHIGUCHI AND YAMADA 
condition for U. Let m > 0. Then there exists a E Z: for which the following 
hold: 
(6) For some UEA, u=u’a for u’EC*; 
(7) For any b E Z, if (a, b) E e, then u,.~ E C*a. 
Now for each o E A, we define u’ as follows: 
(8) u’=t if u=ta for some teL’*; 
(9) v’ = u otherwise. 
Put A’ = (u’ 1 u E A}. Then (l)-(3) hold for A’. By induction, there exists 
a &prefix U’ of w  such that (4) and (5) hold for U’ and A’. We claim that 
u’a is a B-prefix of MI. For otherwise, w E u’rbsat for some r, s, t E C* and 
b E Z with (a, b) E I?, which could imply a contradiction to (2). Now it is 
easy to see that u’a satisfies the rest of conditions for u. 1 
Remark 3.2. In the above proposition, each (a, b) E $I should be 
regarded rather as a set {a, b >, So u{,,~) may be a more rigid notation, but 
for brevity of notation, we simply write u,,~. This kind of notation occurs 
frequently in the sequel. 
4. RESULTS DEVELOPED FOR PROBLEMS A, B 
We first note the following two propositions. 
PROPOSITION 4.1. For any x, y E C*, y is a O-factor of x $f the following 
hold: 
(1) For any asz‘,, Me> 1~1,; 
(2) There exists a prefix x~,~ of xb,,(x) for each (b, c) E 8for which the 
following hold: 
(2.1) x~,~Q,~(Y) is a prefix of 7b,Ax); 
(2.2) For any (b, CL (6, 4 E 0, Ixb.( lb = 1.~~1~. 
ProoJ Necessity is clear. 
Sufficiency. Assume the conditions hold. By Proposition 3.3, there exists 
a&prefixuofxsuchthat lulc,~lyl~foralla~C,,and~c,,(u)=x,,~~,,(y) 
for all (b, c) E e. Then by the reverse form of the same proposition, we can 
see easily that y is a 8-suffix of u. 1 
One can prove the following proposition similarly to Proposition 4.1. 
PROPOSITION 4.2. For any x, y E Z’*, y is a O-suffix of some prefix u of 
x iff the following hold: 
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(1) For any UE~,., lul,> 1.~1,; 
(2) For each (6, c)E~, z6,Jy) is a suffix ofn,,,.(u). 
The rest of this section is devoted to developing results in order to obtain 
efficient algorithms solving Problems A, B. We first study Theorem A. 
PROPOSITION 4.3. Let u, y, t E .Z*, and assume that y is a O-factor of ut. 
Then there exist CI, /?, y, 6 E Z* such that (1) c$ is a O-suffix of u, (2) a6 = y, 
(3) y6 is a O-prefix of t, and (4) c$ f 6 and p r 6. 
Proof Assume the condition holds. Then ut z rys for some r, s E C*. By 
Theorem 3.1, there exist uO, u,, u2, t,, t,, t, E C* such that u = U,,U,ZQ, 
t-t,t,t,, r=u,t,,J’-uu,t,, s = u2 t,, and other relations about r hold. By 
putting CY = ul, /I = u?, y = t,, and 6 = t, , the assertions hold. 1 
DEFINITION 4.1. Let u, y E C*. 
(1) An extensible pair of (u, y) is a pair (cq p) such that (i) CI, /?EC*, 
(ii) c$ is a Q-suffix of u, and (iii) for some y E Z*, ay = y and /I Ty. 
(2) An extensible, 2-maximal pair of (u, y) is an extensible pair (a, p) 
of (u, y) with 1(/I) maximum, that is, 1(p) = max { 1( b’) 1 /I’ E C* and (M’, fi’) 
is a extensible pair of (u, y) for some u’EC*). 
(3) An extensible, (1, 2)-maximal pair of (u, y) is an extensible, 
2-maximal pair (a, B) of (u, y) with l(a) maximum, that is, /(cc) = 
max{ /(a’) / a’ E Z* and (z’, /?‘) is an extensible, 2-maximal pair of (u, y) for 
some /I’ E Z* }. 
Notation. For any u, y E Z*, (u, y) denotes any extensible, (1, 2)- 
maximal pair of (u, y): see Theorem 4.1 below. 
PROPOSITION 4.4. Let u, y E ,Z’* and (a, /?) be an extensible pair of (u, y). 
Then for any arc and bEC with (a, b)E??, n,,(a)=n,,,(~j). 
Proof: Let ay =y for y E E*. Consider any (a, b) E e. If nc,,Jc() # nU,~( y), 
then n,,,(y) # I,. Since B l-n,,,(y), we have a, b $ C(p). 1 
THEOREM 4.1. Let u, y E Z*. 
(1) Let (c1,, /II) and (cI?, p2) be two extensible pairs of (u, y). Then 
there exists an extensible pair (c(, p) of (u, y) such that (i) fil and f12 are 
Q-suffixes of p, and (ii) a, and CI* are both &prefixes and %-suffixes of CY. 
(2) (u, y ) is unique up to the congruence =. 
Proof: (l)-(i). If B, is an Q-suffix of /I,, we put /I=/I1. Otherwise let 
u~r~/j~~r~/3~ for r,,rzEC*. Let f: (l,..., l(u)] + {l,..., l(u)} be the 
138 HASHIGUCHI AND YAMADA 
canonical mapping from ribi to r2BZ. We put A = {i 1 1 <i< Z(r,) and 
4r2) + 1 <f(i)}, and let A={i,,...,i,} with i,<i,< . ..<i.. Let r,fll= 
a1 . . . a/,,, and we put /? = aila,, aiJ,. Then clearly p is a B-suffix of U, 
and pi and /I2 are 8-suffixes of 8. 
(l)-(ii). Let u E uOfi and p = /&,fl, for ug, &, E Z*. We define c1 as follows. 
By Proposition 3.3, it suffices to define (iii) n,(a) for each ~EC,., and 
(iv) x,,.(a) for each (b, c) E i% For each a E Z‘,., we put n,(a) = rc,(ai), where 
Ia; I a 2 lai Icl and {i, j} = { 1, 2 >. Now consider any (6, c) E 0. Assume first 
that (b, c} n C(B) # 0. In this case, we put xnh.Ja) = 7cbJy). We can see 
that rch,Jy) is a suffix of rcb .(u,) as follows. If {b, c} n C(&) # @, then 
7cbJa2) = rc&y) by Proposition 4.4, and it is easy to see the assertion 
holds. Otherwise rca,(u,jO) = rrzb,c(~O) and (b, c} n ,X(/3,) # 0, and the 
assertion follows similarly. Now assume that {h, c) n C(B) = 0. Let 
i,j~ { 1, 2) be such that (i,j} = { 1, 2) and 1(71h,c(ai))~I(nb,c(ai)). Then we 
put rrb,,.(a) = xb,,(ai). It is clear that x,,.(a,) is a prefix and a suffix of 
zb,Jai) since 7ch,,(ai) and zb,<(aj) are both prefixes of z&y) and suffixes of 
r~~,~(z+,). Now it suffices to show that for any h, c, de .Z with (b, c), 
(h 4 E & h.Aa)lb = Inb,d(a)lh. If Ma) = n,,,.(ai) and %d(a) = ~dai) 
for some in { 1, 2}, then the assertion is clear. Otherwise assume that 
nb,La) = ~b,c(ai), xb.Ja) = ndaj), and (Lj) = (1, 2). Then h,.Aa)lb = 
I~b,Aai)lb = bd41h d Indaj)lb = bda)lh. Symmetrically l~d~)lb 2 
Inb,d(a)lb. Thus the equality holds. Thus (ii) holds. It is also clear that for 
some 6 EZ*, a6 -y and j3 r6 due to Proposition 3.3. (2) is clear from 
(1). I 
Notation. For any U, u, w, t E C*, (u, a) = ( )v, t ) means u = w  and u = t. 
THEOREM 4.2. Let u,y~C*, UEZ, (u,y)=(a,,fl,), and (ua,y)= 
(a*, f12). Then al/l* is a &suffix ofa,/?]a. 
Prooj Let (u, y) = (a,, fii) and (ua, y) = (a,, bz). By Proposition 3.3, 
it suflices to show that (1) for any b EZ,., nb(az/12) is a suffix of zJa,b,a), 
and (2)for each (c, d)Ee, x,.d(a2pz) is a suffix of 7c,,(a,j?la). If UEC,., 
then the assertion is clear. Let a$ Z,.. Then (1) is clear. For (2), consider 
any (c, d)E& and assume that r-~&tx~j3~) is not a suffix of z,,(a,j?la). 
Then for some u,EZ* and u~EZ+, u=uOu,a,pl and z,,d(a2/?2)= 
~,.~d(u,a,j?la). Note that 71c,d(U,aIPla)=71~,d(U1a,81)a if UE {c,d), and 
71,,d(U1a1Bla)=x,,(u,a,B,) otherwise. Then, as in the proof of 
Theorem 4.1, one can define an extensible pair (a, fi) of (u, y) such that 
I(a) + I(b) > Z(al) + I(/?,), a contradiction. 1 
Notation. For any a, BEE* and Bc Z, n,(a, 8) denotes (xg(a), z~(/?)). 
We need the following proposition and corollary for efficiency of our 
algorithm. 
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PROPOSITION 4.5. Let B, C c Z be such that B u C = C and B r C. Then 
for any u,yEC*, ~d(u,y))= (xB(u), nkv)). 
Proof: Let (a, /3) = (u, y ) f or c(, fl E Z*. Then u E uO@ and y = ay, for 
u,,y,~Z*. Then ~c~(u)-~~~(u~c$) and n,(y)=z,(a) n,(y,,), and it is 
clear that (n,(a), nB(P)) is an extensible pair of (n,(u), x~(JJ)). If it is not 
an extensible, ( 1,2)-maximal pair of (7th(u), rtg(y)), then one could show 
the existence of an extensible pair (cI’, fl’) of (u, y) with /(~‘fl’) > I(@), as in 
the proof of Theorem 4.1( 1 ), a contradiction. 1 
COROLLARY 4.1. Let u, y E .E* and aE Z. Assume that there exist 
B,Cc.E such that BuC=C, BrC, and aEC. Then rcg((ua,y))= 
ns((u,Y)). 
Proof: By Proposition 4.5, zg((ua, y)) = (n,(ua), n,(y)) = (7cB(u), 
n,(y)> = ~,((U? Y)). I 
Next we study Problem B. 
DEFINITION 4.2. Let u, y EC*. 
(1) An extensible word of (u, y) is a EC* such that c( is a &suffix of 
u and a d-prefix of y. 
(2) A maximal extensible word of (u, y) is an extensible word u of 
(u, y) with I(E) maximum, that is, l(a) = max{ l(cr’) 1 a’ is an extensible word 
of (4 Y)>. 
Notation. [u, y] denotes any maximal extensible word of (u, y): see the 
following theorem. 
THEOREM 4.3 Let u, y E C*. 
(1) Let ~1,) a2 E E:* be two extensible words of (u, y). Then there exists 
an extensible word a EC* of (u, y) such that a, and a2 are both e-prefixes 
and O-suffixes of a. 
(2) [u, y] is unique up to the congruence =. 
Proof: ( 1). If a1 is a Q-prefix of &suffix of a?, then X, is both a @prefix 
and a &s&ix of az, and we put a = a*. Otherwise we can define a as in the 
proof of (1 )-(ii) of Theorem 4.1 due to Proposition 3.3. (2) is clear from 
(1). I 
THEOREM 4.4. Let u,y~C* andaEZ. Then [ua,y]=[[u,y]a,?,]. 
Proof: Let [u, y] = a,, and [ua, y] = az. As in the proof of 
Theorem 4.2, one can prove that az is a 8-suffix of a, a. 1 
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The following proposition and corollary are necessary for efficiency of 
our algorithm in Section 5, whose proofs are similar to those of Proposi- 
tion 4.5 and Corollary 4.1 and are omitted. 
PROPOSITION 4.6. Let B, Cc Z be such that B u C = Z and B r C. Then 
for any u,yEz*, ng(Ckyl)= CUB, nB(y)l. 
COROLLARY 4.2. Let u, y E C* and a EC. Assume that there exist 
B, CcZ such that BuC=Z, BTC, and aEC. Then rcg([ua,y]) 
~B(CU*Yl). 
5. ALGORITHM SOLVING PROBLEM B 
From Theorems 4.3, 4.4, we have the following algorithm for Problem B. 
ALGORITHM 5.1. 
Input: A text string x = a, . . . a,, n > 1, a, E C, 1 < id n, and a pattern string 
YECf. 
Output: “ACCEPT” if y is a B-suffix of some prefix of x; 
“REJECT” otherwise. 
begin 
i+- 1; tt;l; scfalse; 
while s = false and 1 6 i 6 n do 
begin 
t+ Ctai,yl; 
if 1(t) = I(y), then 
begin 
write “ACCEPT”; 
s c true 
end 
else i c i + 1 
end 
if s = false, then write “REJECT” 
end 
In the rest of this section, we develop a more precise implementation of 
Algorithm 5.1. Our strategy is to store (1) z,(t) for all a E Z:,, and 
(2) rtCb,=( t) for all (6, c) E e, instead of storing t directly in Algoritm 5.1. Thus 
we must first construct functions pb,<, to each r~~,~( y) for each (b, c) E i? as 
in Aho et al. (1974). 
Notation. Let u E C*. When u # I, [u] denotes the longest word which 
is both a proper prefix and a proper suffix of u. We put [A] = 1”. 
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DEFINITION 5.1. Let (b, c) E f?. 
(1) pb,r is the function from Pre(7th,c(ev)) to Pre(rc,,.(y)) such that for 
any 2.4~ Pre(~,,,.(y)), P~.Au) = Cul. 
(2) pL!j=~~.~ and for k> 1, pj,~J=pb,r.p~~,~‘). 
(3) *h,c. is the failure function from Pre(rr,,(y)) . (b, c} to 
Pre(rr,,,.(y)) such that for any M’E Pre(rr,,.(y)) and dg {h, c}, 
(3.1) $b,c.(~xd) = pj=“,!(w)d if m is the least positive integer such that 
P!(~w)~E Prdn,,,.(?i)); 
(3.2) +bb,Jwd) = A if such m above does not exist. 
For the proof of the following proposition, see (Aho et al., 1974). 
PROPOSITION 5.1. For any (b, c)E~, ~‘~Pre(rr~,,(y)), and de (b, c), 
t,bbJ wd) is the longest word in Pre( n,,.( Jj)) n (Suf( wd) - -( wd > ). 
We need the following graph. 
DEFINITION 5.2. G(C, e) is the finite undirected graph whose vertices 
are letters of Z and whose edges are those {a, b) such that (a, b) E i?. Let 
{C 1 > ..1 C,} be the set of connected components of G(C, e), and for each 
1 < i < e, let Vi be the set of vertices of Ci. 
LEMMA 5.1. For any 1 6 i <j < e and (h, c) E Vi x V,, (6, c) E 0. 
Notation. For each 1 d i < e, rrci denotes the function rr c,r. 
Now we have the following more precise implementation of Algo- 
rithm 5.1. 
ALGORITHM 5.2. 
Input: A text string x = a, . . . a,, n > 1, ai E C, 1 < i < n, and a pattern string 
I’tLT+. 
Output: “ACCEPT” if y is a &suffix of some prefix of x; 
“REJECT” otherwise. 
begin 
obtain n,(y) for each a E Z,. and ~~.~(y) for each (b, c) E e; 
construct pb.c for each (b, c) E & 
t, c 2 for all a E Z,.; t,,,. c 2 for all (b, c) E 8; 
s +- false; i 4- 1; 
while s = false and 1 < i < n do 
(* where U,E V,, 1 <jde, and B=C/, *) 
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begin 
if ai EC,, then t,, c the shortest word of t,,ai or n,(y) 
else 
begin 
if for all bE@u,), ta,.h a,~ Pre(n,,.,(yj), then 
t u,,b + tu,,bur for all b E @a,) 
else 
begin 
t o,,6 + $,,,Jta,,+zi) for all b E @ai) with 
tq,b”i$ Pre(%.b(y)); 
ah+-min{jt,,,I, 1 (b,c)E V,x V,ng} for 
all b E Vj; 
while for some (b, c) E Vi n e, 1 th.c 1 h > Ed, do 
begin 
if b = ui or c = uj, then tb,c t $bJtb,cur); 
else t,,, + Ph.c(tb,c,); 
&b + min{%? It,,, lb) 
end 
end 
end 
if Qt,)=1(7t,(y)) for all UEC,. and Qt.,.)= 
I(x~.~(~)) for all (b, c) E 0, then 
begin 
write “ACCEPT”; 
s t true 
end 
else i 4- i + 1 
end 
if s = false, then write “REJECT” 
end 
Proof of the Correctness of Algorithm 5.2. For each 1 < i< n, we put 
ti= [a, ... ui, y]. For each 0 < i < n, let ti,u be the word t, in the ith stage 
of the algorithm for each UEZ,., and fr,h,c be the word t,,. in the ith stage 
of the algorithm for each (b, c) E 0. Due to Theorem 4.3, it suffices to prove 
that x,(t,)= tin, for ail UEC,., and nb,,.(ti)= tr,b.l. for all (b, c)E~. The proof 
is by induction on i. When i = 0, to = 1, and the assertion is clear. Let i > 0. 
We consider three cases. 
Case (1). ui E Z, . The assertion is clear. 
Case (2). ui$Zc, and for all bE&ui), t, .,.,,.bujoPre(xU,.b(,v)). The 
assertion is also clear. 
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Case (3). Neither of Cases (l), (2) holds. Let aiE Vi, 1 <j< e, and 
B= vi. By Corollary 4.2, it holds that (i) ti,, = time ,.0 = n,(t, _ i) = n,(t,) for 
all a+-C,, and (ii) ti,6,r = tip ,,6,c=71b,c(ti-,)=~h,~(tj) for all (6, C)EBx 
Bn a. On the other hand, for each (6, c) E V, x Vjn a, the following hold: 
(3) If ai$ {b, c}, then ti,h,c. is both a prefix of tipI.h,r and a suffix of 
fi- 1,h.c; 
(4) If ajE {h, c}, then t,,, is in Suf(t,- ,.h.car) n Pre(n,,(y)). 
Moreover, ti,h,r is the longest word which satisfies (3) and (4), and such 
that for any h,c,d~ V,, Iti,,Jh= Iti,h,dlh. This implies that t,,h,c,=n,,,.(ti) 
for all (h, c)E V,x V,n& 1 
THEOREM 5.1. The running time of Algorithm 5.2 is O(l(xy) ( #Zj3). 
Prooj We put m = #C, and let x, y be as in the algorithm. Thus 
n=/(x). It is clear that #Z<<m, #Q<(l;), and for each aEZ, #&a)<m. 
Thus 0( #0) = O(m2). Then the running time of constructing n,(y) for 
each a EC,. and zb,(( y) and p,,< for each (b, c) E I?? is 0(/(y) .m2); see (Aho 
et al., 1974). For the rest part of the algorithm, we note the following claim. 
CLAIM. Let 1 d i< n and ti,h,c be as in the proof of the correctness of the 
algorithm for each (b, c) E e. Then the sum of numbers of ali applications of 
pb,< in order to obtain ti,6.c. to the ith stage of the algorithm is at most 
2.i-Qt,,,,.). 
Proof of the claim. The proof is by induction on i. When i = 1, the 
assertion is clear. Let i > 1, and consider any (b, c) E e. Let ai E V, and 
B = Z - V,. If (b, c) + B x B, then ti,h,c = t, ,,6,c and the assertion follows 
by induction. Otherwise the number of applications of P,,~ at the ith stage 
is at most l(tip ,,h.c)-I(ti.h.c)+ 1. By induction, this implies that at the ith 
stage, the sum is at most 
Proof of Theorem 5.1 (Continued). We here note that for each 
(b, c) E & $6,c can be computed by repeated applications of P,,, ; see Aho 
ef al. (1974). We also note that each application of ph.< in the algorithm 
needs at most #Q(b) + #a(c) comparisons. Thus by the claim, the running 
time of the second part is O(n .tn3). Now the assertion follows. [ 
6. ALGORITHM SOLVING PROBLEM A 
From Theorems 4.1, 4.2, we have the following algorithm for solving 
Problem A. 
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ALCKIRITHM 6.1. 
1nput:A textstringx=a,...a,,n~l,aiEC, l<idn,andapatternstring 
yEC+. 
Output: “ACCEPT” if y is a d-factor of x; 
“REJECT” otherwise. 
begin 
ic 1; cc+-%; b+-A; s-false; 
while s = false and 1 d i < n do 
begin 
(a, p, + (c&i, 4’); 
if l(a) = 1(y), then 
begin 
write “ACCEPT” 
s + true 
end 
else i 4- i + 1 
end 
if s = false, then write “REJECT” 
end 
As in Section 5, we need some strategy for storing sufficient information 
to compute I(a). First we need the following definition. 
DEFINITION 6.1. Let U, ye,Z’* and (u, y) z (c(, fi). Define the following: 
(1) A(%Y)=c(B). 
(2) B(u,y)= (QEW) I Ida= IAaf. 
(3) For each (a,6)~8, q(u,y,a,b)=n,,,(ol). 
(4) For each a EC, E(U, y, a) = Ial,. 
LEMMA 6.1. (1) C,..s(~,y,u)=l(cc). 
(2) For each (u,b)~A(u,y)x(A(u,y)uB(u,y))n~, q(u,y,u,b)= 
%,b(Y )* 
(3) For each u~A(u, y)uB(u,y), r(u,y,u)= 1.~1,. 
Proof (1) is clear. (2) and (3) follow by definition and Proposi- 
tion 4.4. 1 
By Lemma 4.1, it suffices to compute Casz E(U, y, a) for each prefix u 
of x. To do this, we also need p(u, y, a, 6) EC* for each (a, b) E e: see 
Procedure NEWSTATE and Algorithm 6.2 below. Here for each (a, b) E e, 
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p(u, y, a, b) EZ* is a sufficiently long suffix of rrn,,(c@) and a prefix of 
rcc,J y) so that for any t E Z*, q(ut, y, a, b) is a suffix of p(u, y, a, 6) t when 
{a,6}-A(ut,y)#@. Thus ~(;1,y,a,b)=i, and for each (a,b)~i?n ~ ~ 
A(u, y) x A(u, y), p(u, y, a, b) =q(u, y, a, b). Here we also note that (a, b) 
should be regarded rather as a set (a, b ), and p(u, y, a, h) and p(u, y, b, a) 
have the same meaning, etc. 
Now it is almost clear that for computation of I(a), it suffices to store 
(l)A(u,y), B(u,y)cC, (2) for each (Q,~)E& q(u,y,u,b), p(u,y,u,b)~ 
C*, and (3) for each a E C, E(U, y, a). 
We need the following subroutine which computes (1) A(uu, y) 
B(uu, y) c C, (2) for each (b, c) E & q(uu, y, h, c), p(uu, V, h, c) EC*, and for 
(3)for each bEC, ~(uu,y,b), when (4)u~Z, (5)A(u,y), B(u,y)cC, 
(6) for each (b, C) E 8, q(u, y, b, c), p(u, y, b, c) E C* and (7) for each b l C, 
e(u, y, b) are all given as inputs. Here we recall Definition 5.2, and let 
UE v,, 1 bj<e. 
PROCEDURE NEWSTATE. 
Input: a E V,, 1 <j < e; A, B c C; E+, > 0 for each b E C; 
p(b, c), q(b, c) E C* for each (b, c) E e. 
begin 
if a E (A u B) n B(C(y) - (A u B)), then 
begin 
A + A u {a}; Bc B- (a}; 
for each b E &a), do 
if da, b)aE Pre(n,,,(y)), then ~(a, b) +~(a, b)u 
else P(G b) + $,,Mu, bb) 
end 
else 
if ueEL, then 
begin 
ifE,=/yl,, then AtAu(u] 
end 
else 
for all b E 8(u), do 
begin 
A-A--(b); B+B-{b}; 
ifp(a, b)ae Pre(n,,,(y)), then ~(a, b) +~(a, b)u 
else ~(a, 6) + $,.,(~(a, b)a); 
4(4 b) ‘-P(K 6); &h + id4 b)ih 
end; 
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while for some (6, c) E Vj x Vj n 0, Jq(b, c)lb > Ed, do 
begin 
b-A-(b); B+B-(b}; 
if b = a or c = a, then p(b, c) c $,,(p(b, c)u) 
else p(b, cl + p,,,.Mb, c)); 
q(b, c) +p(b, c); 
Eb+min{Eby I db, c)lbl 
end; 
for each b E V,, do 
if Q,= lwvlb, then Bc Bu {b} 
end 
PROPOSITION 6.1. Procedure NEWSTATE is correct. 
ProoJ: Let (u, y) = (a,, /Ii) and (ua, y) = (Q, f12), By Theorem 4.2, 
Q& is a &suffix of cc,/?ia. If a~ (A u B)nO(C(y)- (A u B)), then 
(~~i,bia) is an extensible pair of (ua,y). If (a,, /?ia) f (c(,,/Iz), then one 
can define an extensible pair (a, /I) of (u, y) such that I(@) > l(cr , /Ii) as in 
the proof of (1)-(ii) of Theorem 4.1, a contradiction. Thus in this case, the 
procedure is correct: here we note that p(a, 6) should be changed properly 
for each b E @a). Assume now the contrary. If a EC,, clearly the procedure 
is correct. Otherwise we have either a $ A u B or a $ B(C(y) - (A u B)). If 
a $ A u B, then rc,(tlr ) # rc,(y). This implies that we need this last a for each 
q(uu, y, a, b) and p(uu,y, a, b) with bE&u). Then for each bEa( the 
procedure must apply $O,b to p(u, b) and q(u, b). These applications may 
cause the inequality of Iq(b, c)lb and Iq(b, d)lb for some b, c, dEZ with 
(b, c), (b, d) E & and these inequalities should be changed into equalities for 
the procedure to compute properly. Now we have the last case where 
a E A u B and a $ &Z(y) - (A u B)). This implies a E B and for some 
b E C(y) - (A u B), (a, b) E I?. In this case, we also need this last a for each 
q(uu, y, a, b) and p(uu, y, a, b) with b E &a). As above, the procedure 
computes correctly. 1 
Now we can present a more precise implementation of Algorithm 6.1. 
ALGORITHM 6.2. 
Input: A text string x = a, . . a,, n 2 1, ui E C, 1 < i < n, and a pattern string 
YEZ;+. 
Output: “ACCEPT” if y is a O-factor of x; 
“REJECT” otherwise. 
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begin 
obtain n,(y) for each a E Z,. and n,,,.(y) for each (b, c) E e; 
construct pb.c for each (6, c) E 0; 
~~tOforallb~~;Acf21;Bc0;p(b,c)t~and 
q(b, c) +- 2 for each (b, c) E e; s e false; i c 1; 
while s = false and 1 < i < n do 
(* where UE V,, l<i<e, and D=C- If, *) 
begin 
a+ ai; 
NEWSTATE; 
if Zbezsb=Z(y), then 
begin 
write “ACCEPT” 
s +- true 
end 
else it i + 1 
end; 
if s = false, then write “REJECT” 
end 
Algorithm 6.2 is correct due to Theorem 4.1, 4.2, Corollary 4.1, and 
Proposition 6.1. Its running time is as follows. 
THEOREM 6.1. The running time of Algorithm 6.2 is O(l(xy) . ( #L)~). 
Proof: Let 1 < id n, and for each (b, c) E f?, let pi.h,c and qr.6,c be p(b, c) 
and q(b, c), respectively, at the ith stage. Thus P,,~,< =qO,b,c= i for each 
(b, c) E e. As in the proof of Theorem 5. I, the following claim holds. 
Claim. The sum of numbers of all applications of pb,c in order to obtain 
pi,h,r and qi,h,c. to the ith stage of the algorithm is at most 
Now the assertions follow as in the proof of Theorem 5.1. 1 
Remark. It is necessary to store p(u, y, 6, c), not r~~,~( [u, -VI), for 
each (6, c) E e, as the following example shows. Let C= (a, b, c, d, e}, 
e= {(ah), (by a), (6, c), (c, b), Cc, d), (4 cl, (4 e), (e, d)f, I? = abdeddc, and 
u = abdedaa. Then [u, y] = a, and (u, y) = (abded, au). Now let e be the 
next input. Then (ue, y) = (abde, aa), and n8,(abde) = de is not a suffix of 
k4 C4 Yl e). 
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7. OTHER REMARKS 
Let G(C, i?) be as in Definition 5.2. Any B c C is said to be a clique of 
G(C, e) if for any distinct a, b E B, (a, b) E 8 Let {A,, . . . . AP} be the set of 
maximal cliques of G(Z, e). For each 1 < i<p, rci denotes the function rrA,. 
THEOREM 7.1 (Duboc, 1986). For any u, u E C*, u s v ijf for all 1~ i <p, 
Xi(U) = ?q(u). 
Due to the theorem, another version of Algorithms 5.2, 6.2 can be 
derived easily by constructing the function pA, and the function tiA, for each 
1 d i <p instead of constructing all pu,b and $u,h for each (a, b) E i% 
However, the problem of finding all maximal cliques of G(Z, e) is 
NP-complete, and so it would be difficult when #C is large. Nonetheless, 
when 6 = 0, this version of the algorithm turns out to be the ordinary 
string matching algorithm over Z*. 
Remark. Throughout this article, we employ notations used in Aho et al. 
(1974). But the ideas are essentially due to Knuth, Morris, and Pratt as 
concisely described in Knuth et al. (1977). Thus our algorithms may be 
regarded as FPCM-versions of the Knuth-Morris-Pratt string matching 
algoritm. 
RECEIVED October 17, 1989; FINAL MANUSCRIPT RECEIVED December 11, 1990 
REFERENCES 
AHO, A. V., HOPCRAFT, J. E., AND ULLMAN, J. D. (1974), “The Design and Analysis of 
Computer Algorithms,” Addison-Wesley, Reading, MA. 
APOSTOLICO, A.. AND PREPARATA, F. P. (1983), Optimal off-line detection of repetitions in a 
string, Theoret. Comput. Sri. 22, 297-315. 
BARTH, G. (1985), Relating the average-case costs of the brute-force and Knuth-Morris-Pratt 
string matching algorithm, in ‘Combinatorial Algorithms on Words” (A. Apostolico and 
Z. Galil, Eds.), pp. 45-58, Springer-Verlag, Berlin. 
BOYER, R., AND MOORE, J. S. (1977). A fast string searching algorithm, Comm. ACM 20, 
262-272. 
CATIER, P., AND FOATA, D. (1969), Problemes combinatoires de commutations et de 
rearrangement, in “Lecture Notes in Mathematics,” Vol. 85, Springer-Verlag, Berlin. 
CORI, R.. AND MBTIVIER, Y. (1985), Recognizable subsets of some partially abelian monoids, 
Theoret. Comput. Sci. 35, 179-189. 
CORI, R., AND PERRIN, D. (1985), Automates et commutations partielles, RAIRO Iform. 
Theor. Appl. 19, 21-32. 
CROCHMORE, M. (1983), Recherche lineaire dun carrt dans un mot. C.R. Acad. Sci. Paris 
Sir. I Math. 296, 781-784. 
CROCHMORE, M. (1985), Optimal factor transducers, in “Combinatorial Algorithms on 
Words” (A. Apostolic0 and Z. Galil, Eds.). pp. 3143, Springer-Verlag. Berlin. 
STRING MATCHING PROBLEMS OVER FPCM 149 
DUBOC, C. (1986), On some equations in free partially commutative monoids, Theoret. 
Comput. Sri. 46, 159-174. 
FL& M. P., AND ROIJCAIROL, G. (1982), On serializability of iterated transactions, “A.C.M. 
SIGACTSIGROPS,” pp. 194-200. 
GIBSON, A., AND RYTTER, M. (1986), On the decidability of some problems about rational 
subsets of free partially commutative monoids. Theoret. Compu~. Sci. 48, 329-337. 
GUIBAS. L. J., AND ODLYZKO, A. M. (1981), String overlaps, pattern matching and 
nontransitive games, J. Comb. Theory Ser. A 30, 183-208. 
HASHIGUCHI, K. (1991), Recognizable closures and submonoids of free partially commutative 
monoids, Theoret. Comput. Sci. 86, 233-241. 
KNUTH, D.. MORRIS, J.. AND PRATT, V. (1977). Fast pattern matching in strings, SIAM 
J. Comput. 6, 323-350. 
M~TIVIER. Y. (1988). On recognizable subsets of free partially commutative monoids, Theoret. 
Comput. Sci. 58. 201-208. 
M~TIVIER, Y. (1986), Une condition suflisante de reconnassabiliti: dans un monoid 
partiellement commutatif, RAIRO Inform. Thkor. Appl. 20, 121-127. 
OCHAMANSKY, E. (1985), Regular behaviour of concurrent systems, EATCS Bull., October, 
pp. 56-67. 
PERRIN. D. (1985), Words over a partially commutative alphabet, in “Combinatorial 
Algorithms on Words” (A. Apostolico and Z. Galil, Eds.), pp. 329-340, Springer-Verlag, 
Berlin. 
PERRIN, D. (1989), Partial commutations, in “Lecture Notes in Computer Science.” Vol. 372. 
pp. 637-651, Springer-Verlag, Berlin, New York. 
THOMPSON, K. (1968). Regular expression search algorithm, Comm. ACM 11, 419422. 
WEINER, P. (1973), Linear pattern-matching algorithms, in “Proceedings, 14th Annual 
Symposium on Switching and Automata Theory,” pp. 1-l I. 
ZIELONKA. W. (1987). Notes on finite asynchronous automata, RAIRO Inform. ThPor. Appl. 
21. 99-135. 
