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Abstract
Sound source localization plays a significant role in many microphone array
applications, ranging from speech enhancement to automatic video conferenc-
ing in a reverberant noisy environment. Localization of a sound source by us-
ing an algorithm which estimate the location from which the sound is coming
from, aids to address; a long time hands-free communications challenge. The
steered response power (SRP) using the phase transform (SRP-PHAT) method
is one of the most popular modern localization algorithms. The SRP-based
source localizers have been proved robust, however, the methods face high
computation complexity, making it unsuitable for real time applications and
also fail to locate the sound source in inimical noise and reverberation con-
ditions, especially when the direct paths to the microphones are unavailable.
This thesis works on a localization algorithm based on discrimination of cross-
correlation functions (CCFs) [1]. The CCFs are determined using the method
called the generalized cross-correlation phase transform (GCC-PHAT). Using
cross-correlation functions, sound source location is estimated by one of the
two classifiers: Naive-Bayes classifier and Euclidean distance classifier. Simu-
lation results have demonstrated that the localization algorithms [1] provide a
good accuracy in reverberant noisy environment.
Keywords: Sound source localization, Cross-correlation function, GCC-
PHAT, Naive-Bayes classifier, Euclidean distance classifier.
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Chapter 1
Introduction
1.1 Sound Source Localization
Hearing, one of the primary sensors of a human body, is also one of the most
important gateways to the mind. Therefore, the fascination with sound and
hearing is almost as old as recorded history. Sound engineering as a whole has
been a subject of interest to both scientific and music community. The particu-
lar aspect sound detection and localization has been of greater significance to a
research community for the alternatives that it provides in contrast to burdened
RF domain. Apparently, the medium of RF and sound are two orthogonal car-
rier mediums in nature with respect to propagation, frequency of operation and
scope of application. The constraints of RF spectrum with respect to bandwidth
regulation and RF pollution provide an impetus to explore sound like a viable
alternative in as many applications as possible.
Sound source localization (SSL) is crucial to most microphone array ap-
plications such as speech enhancement [2], hands-free speech recognition [3],
video-conferencing [4], and human-computer interface [5]. Many methods for
SSL using microphone arrays have given in the literature [6]. For instance,
distributed microphone network [7] and blind multiple-input multiple-output
filtering [8] have been used to localize a sound source. Energy measurements
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based method is given in [9]. Algorithms based on particle filtering are used
to locate and track a wideband acoustic source [10,11]. In practice, the most
popular methods are the time-difference-of-arrival (TDOA) estimation meth-
ods [12], such as adaptive eigenvalue decomposition (AED) [13] and general-
ized cross-correlation phase transform (GCC-PHAT) [14]. It has been shown
that the method based on steered response power (SRP) is more robust than
that based on time-difference-of arrival estimation. One of the most popular
modern localization algorithms is the steered response power using the phase
transform (SRP-PHAT) [16], also known as global coherence field (GCF) [15].
Localization methods can be divided into active and passive methods. Ac-
tive methods send and receive energy whereas passive methods only receive
energy. Active methods have the advantage of controlling the signal they emit
which helps the reception process. Drawbacks of an active method include that
the emitter position is revealed, more sophisticated transducers are required,
and the energy consumption is higher compared to passive systems. As com-
pared to active methods, Passive methods are more suitable for surveillance
purposes since no energy is intentionally emitted. This thesis focuses on pas-
sive acoustic source localization methods.
1.2 History
Localization has been an important task in the history of mankind. In the be-
ginning of modern navigation, one could determine his/her position at sea by
measuring the angles from the horizon of celestial objects at a known time.
The angles were determined via measurements, e.g., using a sextant. The ce-
lestial objects angle above the horizon at a particular time determines a line
of position (LOP) on a map. The crossing of LOPs is the location. Modern
navigation and localization utilize mainly electromagnetic signals. The appli-
cations of localization include radio detecting and ranging (RADAR) systems,
3
Chapter 1. Introduction
global positioning system (GPS) navigation, and light amplification by stim-
ulated emission of radiation (LASER) -based localization technology. Other
means of localization include utilization of sound waves in, e.g., underwater
applications such as the sound navigation and ranging (SONAR).
1.3 Motivation
The main motivation of acoustic source localization is fuelled by the contribu-
tion it plays in a number of applications such as robot processing, automatic
video camera shooting in video conferences, hands free mobile communica-
tions in the enclosed areas, and much more related applications. The Indian
military, in particular, the army, has been engaged in border monitoring, a fact
that has warranted untiring deployment of military resources of human capital
and material. The primary aim of such deployment towards border monitoring
is to detect enemy intrusion with an aim to counteract and pre-empt snow-
balling situations by checking intrusion at an early stage. Typically, across a
border, gun firing is a typical phenomenon and many a times, the direction
of these gun shots reveal vital information about adversaries. Currently, the
security forces do not employ any sensor setup to detect events with acoustic
emissions. In the event of a concrete and a fairly accurate acoustic detection
system, the task of monitoring would significantly ease on requirement of men
and material in that the manpower can be channelized in specific direction and
area of interest rather than a general deployment spanning across the entire
area. This would mitigate the stress and the logistic pressure as well. This need
motivated the academic interest in this field to explore the feasibility of an end
product based on the acoustic detection.
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1.4 Problem Description
The process of sound source localization (SSL) is illustrated in fig 1.1. The SSL
problem is divided into four stages: sound emission, propagation, measure-
ment, and localization. The first three stages represent the physical phenomena
and the measurement taking place before the localization algorithm solves the
source location. These stages are briefly discussed in the following subsections.
This thesis focuses on the last stage and discusses signal processing methods
to locate the sound source. When discussing solutions to a problem, it is useful
to classify the type of problem. The prediction of results from measurements
requires:
1. A model of the system under investigations, and
2. A physical theory linking the parameter of the model to the parameter being
measured.
A forward problem is to predict the measurement parameter from the model
parameter, which is often straightforward. An inverse problem uses measure-
ment parameter to infer model parameters. An example of the forward problem
would state: output the received signal at the given microphone location by us-
ing the known source location and the source signal. Assuming a free-field
scenario, this would be achieved by simply delaying the source signal by the
amount of sound propagation delay between source and microphone position
and attenuating the signal relative to the propagation path length. The inverse
problem would state: solve the source location by using the measured micro-
phone signals at known locations. The example inverse problem is much more
difficult to answer than the forward problem. Hadamards definition of a well-
posed problem is:
1. A solution exists
2. The solution is unique
5
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3. The solution depends continuously on the data
A problem that violates one or more of these rules is termed ill-posed. Dur-
ing this thesis, it will become evident that sound source localization is an ill-
posed inverse problem in most of the realistic scenarios.
1.5 Thesis Organization
This thesis consists of a total of six chapter organized as below :
Chapter 1 : This chapter gives a brief introduction to the sound source lo-
calization techniques in different environment and various applications of the
sound source localization.
Chapter 2: This chapter will give some basics of audio and speech processing,
which includes capturing and converting the audio signal, segmentation and
windowing function etc.
Chapter 3: This chapter will give the overview of the sound source localization
using Naive-Bayes and Euclidean distance classifier.
Chapter 4: This chapter will describe the implementation part of the SSL sys-
tem.
Chapter 5:The localization accuracy of the SSL system and the dependency of
it on various parameters are presented in this chapter.
Chapter 6: This chapter will discuss the conclusion and the future work.
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Chapter 2
Audio and Speech Processing
2.1 Introduction
Audio and speech processing systems have steadily risen in importance in the
everyday lives of most people in developed countries. From Hi-Fi music sys-
tems, through radio to portable music players, audio processing is firmly en-
trenched in providing entertainment to consumers. Digital audio techniques in
particular have now achieved a domination in audio delivery, with CD players,
Internet radio, MP3 players and iPods being the systems of choice in many
cases. Even within television and film studios, and in mixing desks for live
events, digital processing now predominates. Music and sound effects are even
becoming more prominent within computer games. Speech processing has
equally seen an upward worldwide trend, with the rise of cellular communi-
cations, particularly the European GSM (Global System for Mobile communi-
cations) standard. GSM is now virtually ubiquitous worldwide, and has seen
tremendous adoption even in the worlds poorest regions.
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2.2 Capturing and Converting Sound
Either sound created through the speech production mechanism or sound as
heard by a machine or human, is a longitudinal wave which travels through air
(or a transverse wave in some other media) due to the vibration of molecules. In
air, sound is transmitted as a pressure variation, between high and low pressure,
with the rate of pressure variation from low, to high, to low again, determining
the frequency. The degree of pressure variation (namely the difference between
the high and the low) determines the amplitude.
A microphone captures sound waves, often by sensing the deflection caused
by the wave on a thin membrane, transforming it proportionally to either volt-
age or current. The resulting electrical signal is normally then converted to a
sequence of coded digital data using an analogue-to-digital converter (ADC).
If this same sequence of coded data is fed through a compatible digital-
to-analogue converter (DAC), through an amplifier to a loudspeaker, then a
sound may be produced. In this case the voltage applied to the loudspeaker
at every instant of time is proportional to the sample value from the computer
being fed through the DAC. The voltage on the loudspeaker causes a cone
to deflect in or out, and it is this cone which compresses (or rarifies) the air
from instant to instant thus initiating a sound wave. In fact the process, shown
Figure 2.1: Block diagram of Digital Audio System
diagrammatically in figure 2.1, identifies the major steps in any digital audio
processing system. Audio, in this case speech in free air, is converted to an
9
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electrical signal by a microphone, amplified and probably filtered, before being
converted into the digital domain by an ADC. Once in the digital domain, these
signals can be processed, transmitted or stored in many ways, and indeed may
be experimented upon using Matlab. A reverse process will then convert the
signals back into sound.
2.3 Noise
Noise: Recorded sound is a combination of desired and undesired signals. The
speech signal, we like to record is Desired signal; undesired signals include
echoes, environment noise, and other speech signals.
2.3.1 Statistical Property
In the time domain, a noise signal has a good statistical model called a zero-
mean Gaussian process N(µN,σ2N), with a known variance σ2N and mean µN
p(y|µN) = 1√
2piσN
exp
(
−(y−µN)
2
2σ2N
)
(2.1)
p(y) =
1√
2piσN
exp
(
− y
2
2σ2N
)
(2.2)
The noise signals can be well described by the single variable (σN) Gaussian
model (2.2). Figure (2.2) depicts the PDF of a noise, which is symmetrical
about the mean µ = 0 and has standard deviation σ = 1.
2.3.2 Spectral Property
Noise has a special kind of property which signifies each frequency contains
how much power, is known as “Power spectral density” . The phase spectrum
10
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Figure 2.2: PDF of White Gaussian Noise
of white Gaussian noise is random in nature but the magnitude spectrum is flat
i.e each frequency has an equal magnitude. Due to this reason, it is also called
“white noise” – this is similar to the fact that the colour of the white light is
white, due to the presence of all colours (frequencies).
The magnitudes of the practical noises in their spectrum usually decreases to-
wards the high frequencies. A superior model for practical noises is the so-
called “pink noise ”, which has a slope of -6 dB/octave in magnitude spectrum
at the high frequencies. White noise can be formed by passing the Pink noise
through a low-pass filter of first order. The name Pink arrives again from an
equivalence of light – red colour has a lower frequency and increasing the
amount of lower frequencies leads to a more reddish colour.
“Blue noise” is one more kind of noise found in literature. The magnitudes of
the blue noise increase 6 dB/octave towards the high frequencies. The equiv-
alence with the light is same,i.e the blue noise has high magnitudes at high
frequency as blue colour light has the highest frequency in visible spectrum. In
the healthy environment, there is scarcity of the noises with spectral character-
11
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istics same as blue noise.
A more kind of noise with the same analogy is called “coloured noise ”, which
is a noise signal with a given magnitude spectrum (imitating a given colour)
and random phases.
2.3.3 Temporal Property
One of the temporal properties of a noise signal assumes the noise is a station-
ary signal. This means that its probability distribution function and statistical
properties in the time domain and mean and amplitude variation in the fre-
quency domain, do not change with time. Sometimes, temporal property is
referred to as “quasi-stationary ”, that is, the noise signal properties vary much
more slowly than the other signal properties it is compared with.
2.3.4 Spatial Property
Spatial properties of a noise signal is given by the locations of the noise sources.
In frequent cases, there is no firmly specified location of the noise source or
there are too many noise sources.. In practice, the reverberation spreads the
distinct location of the noise sources. Consequently, we are dealing with am-
bient noise in most of the cases; that means, there are no noise sources with
firmly defined locations. In modelling, we can assume that the noise energy
comes from every direction with equal probability, which is called “Isotropic
ambient noise ”.
2.4 Signal
A signal is the desired part of the mixture of sounds recorded from the micro-
phone. Unless stated clearly, by signal we will mean human speech. Human
speech is a complex signal which comprises – a sequence of silence, plosive,
unvoiced, and voiced segments.
12
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• Silence segments are used to separate words and phonemes and are an inte-
gral part of human speech.
• In the signal spectrum, plosive segments contain transient variations of highly
dynamic in nature .
•Unvoiced segments are noise-like turbulence, produced when the air is forced
at high speed through a constriction in the vocal tract while the glottis is held
open. They are characterized predominantly by the form of their spectral en-
velopes .
• Voiced segments are defined by their fundamental frequency, called “pitch ”
and its formants (harmonics). Basically, the pitch is the fundamental frequency
of the vibration of vocal cords. The male voice has pitch frequencies range
from 50 to 250 Hz, while female voice has pitch frequencies range from 120 to
500 Hz.
2.5 Sampling
2.5.1 Process
In nature, all signal present is a continuous time signal (CT-Signal) with con-
tinuous amplitudes. According to the theory, these signals have infinite time
duration. In real systems, we cannot have all the amplitudes of a signal with
infinite interval. Sound recording and processing system record the amplitude
of the CT-Signal in particular moments of time. If these particular moments
are of equal duration, then this equal duration is called “sampling period” Ts.
Sampling period defines the sampling frequency of a CT-Signal as :
fs = 1
/
Ts (2.3)
The process of changing a CT-Signal into a discrete time sequence (DT-Sequence)
is called “Sampling”. The result of this process is just a sequence of numbers.
13
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The discrete time signal is represented as x [n] where n is used as an index into
the DT-Sequence. Mathematically, it can also be defined as :
x [n] = x(nTs) = x(t).φTs(t) (2.4)
where φTs(t) is the sampling function defined as :
φTs(t) =
+∞
∑
k=−∞
δ (t−nTs) (2.5)
where is called Dirac-delta functonand is defined as :
δ (t) =
∣∣∣∣∣ 1 t = 00 ∀t , 0 (2.6)
Figure 2.3: Sampling a sinosoidal signal
2.5.2 Theorem
The sampling theorem states the conditions under which a CT-Signal can be re-
constructed accurately from its samples and moreover defines the interpolation
algorithm that should be employed to get this accurate reconstruction. In sim-
ple terms, the sampling theorem states that the original continuous time signal
can be reconstructed from its samples accurately, when the sampling frequency
14
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fs is greater than the twice of the maximum frequency fm of the signal (seen as
composition of sinosoids) to be discritized. :
fs > 2 fm (2.7)
The sample-rate is also called the Nyquist frequency, in honour to Harry Nyquist
who also contributed a lot to sampling theory. When this condition arrives, we
can reconstruct the underlying CT-Signal accurately by a process known as
sinc-interpolation.
2.6 Segmentation
Segmentation is needed when any of the following are true:
1. The audio is continuous (i.e. we cant wait for a final sample to arrive before
beginning processing).
2. The nature of the audio signal is continually changing, or short-term features
are important (i.e. a tone of steadily increasing frequency may be observed by
a smaller Fourier transform snapshot but would average out to white noise if
the entire sweep is analysed at once).
3. The processing applied to each block scales nonlinearly in complexity (i.e. a
block twice as big would be four or even eight times more difficult to process).
4. In an implementation, memory space is limited (very common).
5. It is desirable to spread processing over a longer time period, rather than
performing it all at the end of a recording.
6. Latency is to be minimised a common requirement for voice communication
systems.
Segmentation into frames is a basic necessity for much audio processing as
mentioned above, but the process of segmentation does have its own fair share
of problems. Consider an audio feature. By that I mean some type of sound that
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is contained within a vector of samples. Now when that vector is analysed it
might happen that the feature is split into two: half resides in one audio frame,
and the other half in another frame. The complete feature does not resides
in any analysis window, and may have effectively been hidden. In this way,
features that are lucky enough to fall in the middle of a frame are emphasised
at the expense of features which are chopped in half. When windowing is
considered, this problem is exacerbated further since audio at the extreme ends
of an analysis frame will be de-emphasised further. The solution to the lost-
feature problem is to overlap frames.
2.7 Window Functions
Windows are the functions defined across the time record which are periodic in
time record. They have starting and stoping value zero and are smooth function
in between.
Speech is non-stationary signal where properties change quite rapidly over
time. For most phonemes the properties of the speech remain invariant for
a short period of time ( 5-100 ms). Thus for a short window of time, tradi-
tional signal processing methods can be applied relatively successfully. Most
of speech processing in fact is done in this way: by taking short windows (over-
lapping possibly) and processing them. The short window of signal like this is
called “frame”. In the windowing corresponds to what is understoods in filter
design as window-method.
2.7.1 Hanning Window as an Example
Hanning window is the most widely used window. It has an amplitude variation
of about 1.5 dB and provides better selectivity.
A window function is defined by a vector of real numbers {wi} , i= 1,2, ..,N−
1. It is used by multiplying the time series of any signal xi with the window
16
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before performing the FFT, i.e. using x
′
i = xi.wi as input to the FFT.
wi =
1
2
[
1− cos
(
2pi.i
N−1
)]
; i = 1,2, ...,N−1 (2.8)
Figure 2.4: Hanning window
Figure 2.5: The Hanning window in frequency domain
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System Overview
3.1 Introduction
The sound source localization system, going to be overviewed here, is a clas-
sification based localization system, in which location of sound source is esti-
mated by one of the two classifier either Naive-Bayes classifier or Euclidean
distance classifier.
3.2 Block Diagram of Sound Source Localization
The block diagram of Sound Source Localization (SSL) consists of two phases:
1. Training phase
2. Localization phase
3.2.1 Training Phase of the Sound Sources
Figure 3.1: Training phase of each sound source
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3.2.2 Localization Phase of a Sound Source
(a)
(b)
Figure 3.2: Localization phase of a sound source using (a) Naive-Bayes classifier (b) Euclidean
distance classifier
3.3 Description of the Block Diagram
3.3.1 Training Phase
Fig.3.1 depicts the training phase of each possible source location (in fig. shown
‘star’) in a room. For this, we generate the two reverberant audio signals by
convolving the RIRs of each source-microphone location pairs in the room.
These signals are labelled as “Input signals” in the training phase of the block
diagram of sound source localization. In order to get cross-correlation of these
20
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two signals, we use generalized cross-correlation-phase transform method. Now,
a feature vector Y is formed from the cross-correlated data. At the last, for each
source location, mean vector and covariance matrix of cross–correlation func-
tions are calculated and store to use in localization phase.
3.3.2 Localization Phase
Fig.3.2 depicts the localization phase of a sound source present in the room.
When a reverberant signal (test data) comes from one of the trained locations,
then the location of a source is estimated by discriminating the cross-correlation
function. For this, the generalized cross-correlation function is calculated from
the test data received at the microphones. Now, the feature vector (or a set of the
feature vectors, when N frames of test data availabe) is formed by selecting the
proper range of delay parameter of the generalized cross-correlation function.
The last stage of the localization is source location estimation using one of the
two classifier : Naive-Bayes classifier and Euclidean distance classifier .
3.3.2.1 Source Location Estimation using Naive-Bayes Classifier
When Naive-Bayes algorithm is employed, the classifier gives a good sound
source location estimate based on the location lk that maximizes the probability
density function plk(ϒ).
Estimated sound source location
∧
ls using Naive-Bayes classifier is given by:
∧
ls = argmax
lk
plk(ϒ) (3.1)
where plk(ϒ) is determind by the mean vector µlk and the covariance matrix
Clk .
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3.3.2.2 Source Location Estimation using Euclidean Distance Classifier
When Euclidean distance algorithm is applied, the classifier gives a good sound
source location estimate based on the location that minimizes the Euclidean
distance given in equation (4.24).
Estimated sound source location
∧
ls using Euclidean distance classifier is given
by:
∧
ls = argmin
lk
M
∑
t=1
d2lk
(
yt
)
(3.2)
where dlk(ϒ
i) is Euclidean distance
dlk
(
yt
)
=
((
yt−µlk
)T (yt−µlk))1/2 (3.3)
where “T ” for transpose operation.
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4.1 Reverberant Speech Signal Model
A reverberant speech signal is a combination of a speech signal and a reverber-
ation. The reflection of the sounds from the walls of the room and other objects
is called “reverberation”. A microphones signal is usually a reverberant sig-
nal, as it records not solely the direct speech signal from the source but also
the multiple reflected signals that are the delayed versions of direct signal with
changed spectrum and decreased magnitude .
The reverberation process is generally described by the room impulse re-
Figure 4.1: Reverberation in a room
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sponse. In the array of two microphones as shown in figure 4.2, the reverberant
speech signal received at the ith microphone can be modelled as:
xi(n) = hi(ls,n)∗ s(n), i = 1,2 (4.1)
where s(n) is the discrete sound samples produced by the source located at ls,
hi(ls,n) is the acoustic room impulse response from the source at ls to the ith
microphone, and “*” denotes the convolution operation.
(b)
Figure 4.2: Sound wave reception
4.1.1 Acoustic Room Impulse Response
Acoustic room impulse response has all the information about the audible prop-
erties of the sound field. It is calculated using Image method of efficiently
simulating small room acoustic [20],[21].
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4.2 Cross-Correlation Function
The cross-correlation is a measure of similarity of two signals as a function of
the delay of one with respect to the other. The peak value of cross-correlation
function signifies the maximum similarity between the two signals at the certain
dalay or lag, which is nothing but the delay between the two signals being
compared.
(b)
Figure 4.3: Cross-correlation of the Sinosoidal signal with its delayed version
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4.2.1 Determination of Cross-Correlation Function
The generalized CCF between the microphone-1′s signal x1(n) and the microphone-
2′s signal x2(n) is determined in the freequency domain as :
Rx1x2 (τ) =
∞∫
−∞
ρ1,2 (ω)X1 (ω)X∗2 (ω)e
jωτdω (4.2)
where “*” denotes complex conjugation, ρ1,2 (ω) is the weighting function,
and X1 (ω) and X2 (ω) are the Fourier transforms of the microphone signals
x1(t) and x2(t) respectively.
In order to make generalized CCF less prone to reverberation, the phase trans-
form method is used. By this method, the input signals are “whitened”, which
means the spectrum of input signals are uniformed with average magnitude.
ρ1,2 (ω) =
1
|X1 (ω)X∗2 (ω) |
(4.3)
Substituting (4.3) into (4.2), we have -
Rx1x2 (τ) =
∞∫
−∞
X1 (ω)X∗2 (ω)
|X1 (ω)X∗2 (ω) |
e jωτdω (4.4)
4.2.2 Features of Cross-Correlation Function
In practice, the microphone signals x1(t) and x2(t) are firstly windowed us-
ing Hanning window (2.4), then the spectra X1(ω) and X2(ω) are calculated
through Fourier transforms applied to these windowed segments. From (4.1),
if the window length is greater than the length of the room impulse response,
the spectra of microphone signals can be expressed as :
Xi (ω) = Hi (ls,ω)S (ω) , i = 1,2 (4.5)
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where S (ω) and Hi (ls,ω) are the Fourier transforms of s(n) and hi(ls,n) re-
spectively.
Substituting (4.5) into (4.4), we have -
Rx1x2 (τ) =
∞∫
−∞
H1 (ls,ω)H∗2 (ls,ω)
|H1 (ls,ω)H∗2 (ls,ω) |
e jωτdω = Rh1h2 (ls,τ) (4.6)
From (4.6), the generalized CCF of the input signals x1(n) and x2(n) is equal
to that of the room impulse responses h1(ls,n) and h2(ls,n). However, since the
window length is shorter than the length of the acoustic room impulse response,
the microphone signals’ spectra are approximately expressed as :
Xi (ω)≈ Hi (ls,ω)S (ω) (4.7)
and the generalized CCF of the input signals is approximately equal to that of
the acoustic room impulse responses,
Rx1x2 (τ)≈
∞∫
−∞
H1 (ls,ω)H∗2 (ls,ω)
|H1 (ls,ω)H∗2 (ls,ω) |
e jωτdω = Rh1h2 (ls,τ) (4.8)
Figure 4.4: Cross-correlation Functions of the Source located at 90 degree from the mic-axis.
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4.2.3 Modelling of Cross-Correlation Function
4.2.3.1 Feature Vector Formation
A Gaussian model is used to counteract the variability of the generalized-CCF.
The generalized-CCF Rx1x2(τ) forms the feature vector
Y ∆= [Rx1x2 (−τmax) ,Rx1x2 (−τmax+1) , ...,Rx1x2 (τmax−1) ,Rx1x2 (τmax)]T
or
Y ∆=
[
y1,y2, ...,y j, ...,y2τmax,y2τmax+1
]T (4.9)
where “T ” denotes transpose operation, and
τmax = round
(
αD fs/c) (4.10)
where fs is the sampling frequency, D is space between the microphones, c
is the speed of sound, round (•) is rounding function, and the multiplication
factor α is set to 1.67 in the next event.
4.2.3.2 Probability Density Function of Features
The probability density function of the features y j, j = 1,2, ...,2τmax+ 1 with
the assumption that they are independently Gaussian with µ j is the mean value,
and σ2j is the variance, can be given by equation (4.11):
p
(
y j
)
=
1√
2piσ j
exp
(
−
(
y j−µ j
)2
2σ2j
)
(4.11)
Fig. 4.5 shows the variations of the cross-correlation functions using simulated
data.
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Figure 4.5: The estimated PDF of the feature y24, and corresponding Gaussian PDF with the
mean (µ24 = 0.256) and standard deviation (σ24 = 0.0579).
4.3 Localization Algorithms [1]
4.3.1 Training of Features
The training of the feature is required in order to train the localization system.
In this phase, the mean µ j(lk) and the variance σ2j (lk) of a feature for each
location lk,k = 1,2, ...,K are estimated using N frames training data.
µ j (lk) =
1
N
N
∑
n=1
ynj (4.12)
and
σ2j (lk) =
1
N
N
∑
n=1
(
ynj−µ j (lk)
)2 (4.13)
where ynj is the j
th feature of nth training data.
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4.3.2 Testing or Localization Phase using Classifier
4.3.2.1 Naive-Bayes Classifier
The Naive-Bayes classifier assumes that each feature is statistically indepen-
dent from the other features in order to estimate the source location. It uses a
feature vector y or a group of feature vectors ϒ= {yt , t = 1, ....,M} of test data
in order to estimate the location of the sound source using the mean vector µlk
and the covariance matrix Clk of the features from the training data.
Using these data of each location lk i.e µlk and Clk , we can calculate the
PDF of each feature vector plk (y) of the test data as :
plk (y) =
2τmax+1
∏
j=1
plk
(
y j
)
=
2τmax+1
∏
j=1
1√
2piσ j (lk)
exp
(
−
(
y j−µ j (lk)
)2
2σ2j (lk)
)
or
plk (y) =
1
(2pi)(2τmax+1)
/
2∣∣Clk∣∣1/2 exp
(
−1
2
(
y−µlk
)TC−1
lk
(
y−µlk
))
(4.14)
where
∣∣Clk∣∣ is the determinant of Clk . and
µlk =
[
µ1 (lk) µ2 (lk) · · · µ2τmax+1 (lk)
]
(4.15)
Clk =

σ21 (lk)
σ22 (lk)
. . .
σ22τmax+1 (lk)
 (4.16)
In the case, when a group of the feature vectors ϒ= {yt , t = 1, ....,M} is present,
31
Chapter 4. Implementation
then the PDF of Y can be given as :
plk (ϒ)=
M
∏
t=1
plk
(
yt
)
=
M
∏
t=1
1
(2pi)(2τmax+1)
/
2∣∣Clk∣∣1/2 exp
(
−1
2
(
yt−µlk
)TC−1
lk
(
yt−µlk
))
(4.17)
plk (ϒ) =
1
(2pi)(2τmax+1)M
/
2∣∣Clk∣∣M/2 exp
(
−1
2
M
∑
t=1
(
yt−µlk
)TC−1
lk
(
yt−µlk
))
(4.18)
The last step is the estimation of sound source location
∧
ls using Naive-Bayes
classifier is given by:
∧
ls = argmax
lk
plk(ϒ) (4.19)
4.3.2.2 Euclidean Distance Classifier
The Euclidean distance classifier is employed, when the variances of each fea-
ture are equal to σ2 for each location lk,k = 1,2, ...,K
σ2j (lk) = σ
2, j = 1,2, ...,2τmax+1 (4.20)
Substituting (4.20) into (4.16), the covariance matrix Clk can be rewritten as :
Clk =

σ2
σ2
. . .
σ2

2τmax+1×2τmax+1
(4.21)
Clk = σ
2I (4.22)
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where “I” represents the Identity matrix of order 2τmax+1.
Substituting (4.22) into (4.18), we have -
plk (ϒ) =
1
(2pi)(2τmax+1)M
/
2σM
exp
(
− 1
2σ2
M
∑
t=1
(
yt−µlk
)T (yt−µlk)
)
or
plk (Y ) =
1
(2pi)(2τmax+1)M
/
2σM
exp
(
− 1
2σ2
M
∑
t=1
d2lk
(
yt
))
(4.23)
where dlk (y
t) is the Euclidean distance and is given by equation (4.24)-
dlk
(
yt
)
=
((
yt−µlk
)T (yt−µlk))1/2 (4.24)
The last step is the estimation of sound source location
∧
ls using Euclidean dis-
tance classifier is given by:
∧
ls = argmin
lk
M
∑
t=1
d2lk
(
yt
)
(4.25)
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Simulation Results
5.1 Simulation Environment
For simulation purpose, we have assumed a room of dimension 7× 6× 3m
as shown in figure 5.1. The walls of the simulation room have a frequency-
independent and uniform reflection coefficient that does not change with the
change in the direction or angle of the sound signal. The image method of
Figure 5.1: Simulation room
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small room acoustic is used to generate the acoustic room impulse response.
The positions of the two microphones are x1 = 3.85, y1 = 2.5, z1 = 1.2 and x2 =
4.15, y2 = 2.5, z2 = 1.2, where x, y, and z denotes the three different dimensions
of the simulation room (all in meters).
The space between the two microphones is D= 0.3m and the radial distance of
the speakers from the mid-point of the line joining the two microphones is 2m.
5.1.1 The Reverberant Speech Signal
The reverberant speech signals are made using “clean” speech and the acoustic
room impulse response. When a “clean” speech signal is convolved with an
acoustic room impulse response, then a reverberant signal is generated. The
sampling frequency of the “clean” speech is 16 khz.
5.1.2 Adding White Gaussian Noise
The additive white noise has a characteristic that it is uncorrelated with the
desired signal. Moreover, the additive Gaussian noises of the two microphones
are uncorrelated with each other. In order to get different signal-to noise ratio
(SNR), the reverberant signals are added with the zero mean white Gaussian
noises of different variances. The SNRs of two microphones vary from 5 to 25
dB.
5.1.3 Segmentation and Windowing
The frame size of each reverberant noisy signal is 512 samples (32 ms), and
each frame is windowed using a Hanning window given in equation (2.4).
5.1.4 Source Locations
We have considered seventeen speaker’s locations 10o, 20o, 30o, ......, 170o for
both training and testing.
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5.2 Localization Accuracy
An outcome of a localization system is labelled as true estimate when the local-
ization outcome is the true speaker’s location. The accuracy of a localization
system is defined as the percentage of true estimates over all the localization
estimates.
5.3 Dependency of Localization Accuracy
5.3.1 On the SNR and the Reverberation Time
Fig. 5.2 depicts the localization accuracy as a function of signal-to-noise ra-
tio for the localization methods, where the number of training frames is 100 .
As expected, at high signal-to-noise ratio levels, each of the methods performs
very well. But as reverberation time increases, the performances for both algo-
rithms become bad .
(a) (b)
Figure 5.2: Accuracy of localization system for the Naive-Bayes and the Euclidean distance
algorithms with different SNR and Reverberation time (a) T60 = 0.3(s) (b) T60 = 0.6(s)
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5.3.2 On the Number of Training Frames
Fig. 5.3 shows the dependency of the localization accuracy on the number of
training frames for the two localization algorithms used. Fig. 5.4 depicts the
localization accuracy where the number of training frames is 25, and Fig. 5.5
shows the localization accuracy where the number of training frames is 200.
The performance of the training using 25 frames may be a bit poor due to
the lack of data for estimating the mean values and covariance matrices of the
generalized-CCF. The localization accuracy of the algorithms is improved by
(a) (b)
Figure 5.3: Accuracy of localization system for the Naive-Bayes and the Euclidean distance
algorithms with different number of training frames and Reverberation time (a) T60 = 0.3(s)
(b) T60 = 0.6(s)
(a) (b)
Figure 5.4: Accuracy of localization system for the Naive-Bayes and the Euclidean distance
algorithms with 25 training frames (a) T60 =0.3 (sec) (b) T60 =0.6 (sec)
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(a) (b)
Figure 5.5: Accuracy of localization system for the Naive-Bayes and the Euclidean distance
algorithms with 200 training frames (a) T60 =0.3 (sec) (b) T60 =0.6 (sec)
increasing the number of training frames. When the number of training frames
reaches 100, the localization accuracy does not increase significantly as the
training frames’ set size increases.
5.3.3 On the Number of Testing Frames
Fig.5.6 shows the localization accuracy as a function of the number of testing
data for the localization algorithms [1], where the number of training frames is
100.
(a) (b)
Figure 5.6: Comparison of the performance for the Naive-Bayes and the Euclidean distance
classifiers with various number of testing frames (a) T60 = 0.3(s) (b) T60 = 0.6(s)
Fig. 5.7 shows the localization accuracy where the number of testing data is two
frames. It can be observed from Fig. 5.6 that the localization accuracy of the
localization algorithms increases significantly as the testing set size increases.
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(a) (b)
Figure 5.7: Accuracy of localization system for the Naive-Bayes and the Euclidean distance
algorithms with two testing frames (a) T60 =0.3 (sec) (b) T60 =0.6 (sec)
5.4 Accuracy Analysis
5.4.1 PDF of the Untrained Locations
The PDF value of an untrained location’s feature vector is calculated by us-
ing the mean vector and the covariance matrix of one of the trained or known
location’s feature vector.
Figure 5.8: Untrained locations Vs log-PDF for number of test frame 1
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By finding the PDF values for each untrained location, we have evaluated
the numerical values of PDF through simulation and presented the results in
fig. 5.8.
5.4.1.1 log-PDF Graph depends on the Number of Test Frame
Fig.5.9 shows the variation in log-PDF graph as a function of number of test
frames. The difference between the log-PDF values of the trained location (90
degree source) and the neighbour location (92 degree) increases as the number
of test frames increase. This increase in difference values of log-PDFs shows
that the probability of true estimate increases with increase in the number of
test frames.
Figure 5.9: Untrained locations Vs log-PDF for different number of test frames
5.4.1.2 log-PDF Graph depends on the Reverberation Time (T60)
Fig. 5.10 shows the variation in log-PDF graph as a function of Reverberation
time. The difference between the log-PDF values of the trained location (90
degree source) and the neighbour location (92 degree) increases as the rever-
beration time decreases. This increase in difference values of log-PDFs shows
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Figure 5.10: Untrained locations Vs log-PDF for different T60
that the probability of true estimate increases with decrease in the reverberation
time.
5.4.2 Localization Accuracy of Naive-Bayes and Euclidean Distance Clas-
sifiers
Fig. 5.11 shows the comparison of the two algorithms using log-PDF graph.
Figure 5.11: Comparison of Algorithms
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It can be observed that the difference of log-PDF values of the trained and
the untrained location is greater for Naive-Bayes algorithm than that for the
Euclidean distance algorithm. Hence, Naive-Bayes method is a better discrim-
inator than the Euclidean distance method. Moreover, as the number of test
frames increases the performance of the Naive-Bayes algorithm becomes better
than that of the Euclidean distance algorithm since the difference of log-PDF
value becomes larger for Naive-Bayes algorithm than for Euclidean distance
algorithm.
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6.1 Conclusion
We have simulated the SSL systems for both the algorithms [1] in MATLAB
platform. These systems need the training of each location in a room, which is
a very cumbersome process. In reverberant noisy environment, the localization
accuracy of these systems is better than previous SRP-PHAT method based
system as given in [1]. To overcome training process of each location, we have
trained a particular location and in testing phase, we have calculated the PDFs
of the feature vector using that trained location’s mean vector and covariance
matrix and have plotted these PDFs for different locations. This graph may be
useful for the localization of untrained locations if we able to determine the
relation between an untrained location’s PDF value and the trained location’s
PDF value. The accuracy analysis for the two algorithms is presented in simu-
lation results.
6.2 Future work
In our future work, we will try to locate the untrained locations by deriving the
relation between the PDF of untrained locations and that of trained location.
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