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Abstract
The problem of computing eigenvalues of a singular Sturm–Liouville problem is reduced to the com-
putation of eigenvalues of a Hilbert–Schmidt infinite matrix. The uniform convergence of the generalized
determinant allows for the approximation of eigenvalues by the finite section. A key feature of the method
that leads to a fast algorithm is to combine generating functions with the Laplace transform to compute
explicitly the entries of the matrix without numerical integration.
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1. Introduction
We are concerned with the computational aspects of eigenvalue problems of Sturm–Liouville,
S–L for short, operators of the second order of the type
⎧⎨
⎩
L(y) := −(p(x)y′(x,λ))′ + s(x)y(x,λ) = λw(x)y(x,λ), −∞ a  x  b∞,
lim
x→a
(
αp(x)y′(x) + βy(x))= 0, lim
x→b
(
α˜p(x)y′(x) + β˜y(x))= 0, (1.1)
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(1.1) defines a self-adjoint regular operator. Otherwise the problem is singular, and the self-
adjoint realization depends on the end-point classification. Recall that a boundary condition is
required in the limit circle case but not in the limit point, see [6].
On the computational side, nearly all the codes that can handle singular S–L problems, for
example SLEDGE and SLEIGN2, rely on the assumption that a singular S–L problem can be
approximated by a family of regular S–L problems on compact subintervals [a˜, β˜] as [a˜, β˜]
tends to the infinite interval (a, b), see [1,2] . To prove numerical convergence for the shooting
method and the Prüfer transformation, one needs to impose smoothness conditions on p, s, w.
For example the coefficients should be four times continuously differentiable in the case of the
SLEIGN2 code. Also finding eigenvalues of a singular Sturm–Liouville problem by the shooting
method requires the computation the eigenfunctions of a family of regular S–L problems. The
error is mostly due to the interval truncation and numerical integration. The question which arises
now is: If only eigenvalues are required, would it be possible to avoid finding eigenfunctions,
numerical integration, smoothness conditions and the shooting method altogether? The purpose
of this paper is to answer the above question in a particular case, when the S–L operator L is a
perturbation of a S–L operator L0 with known eigenvalues and eigenfunctions. For example, as
L0 one can use the Laguerre, Hermite, Jacobi or Bessel operators. The spirit of the method is
the same for both regular and singular cases and no limitation is placed on the classification of
the end-points of the given S–L problem. The key idea is to rewrite (1.1) as an equivalent matrix
equation
Mc + Qc = λc (1.2)
where the infinite diagonal matrix M arises from eigenvalues of the operator L0, and the matrix
Q represents its perturbation. If M−1 is a compact Hilbert–Schmidt operator and M−1/2QM−1/2
is a relatively compact perturbation; then the spectrum of M + Q remains discrete. The Laplace
transform together with generating functions sometimes can be used to help us evaluate the en-
tries of the matrix Q without numerical integration. Next, the classical Lidskii’s theorem allows
us to define a certain determinant in order to compute eigenvalues of (1.2). As the operators L
and M + Q are similar, they have the same spectrum and therefore the problem of computing
eigenvalues of (1.1) reduces to a problem of computing eigenvalues of (1.2). The actual comput-
ing of the infinite determinant is achieved through the use of finite sections which is a Galerkin
type method. We prove convergence and show that the finite sections allow us to approximate the
eigenvalues of (1.1) by evaluating finite-dimensional determinants. This is a simple application
of operator theory to computational spectral theory, where low cost computational methods from
numerical linear algebra can be borrowed.
Another essential point here is, since only finite-dimensional determinants are used, there
is no need to compute the inverse operator associated with L. Inverse matrices are used only to
prove convergence. The actual computing of eigenvalues is done from a direct computation of the
matrix representation given by (1.2). The scheme computes eigenvalues without using or solving
for the corresponding eigenfunctions as the shooting method does. We also mention that only
minimal conditions on the coefficients p, q, w are needed. For example, nowhere differentiable
coefficients in (1.1) are allowed. Another advantage is that boundary conditions, which lead to
the domain of the self-adjoint extension of the minimal operator, are taken care by the basis to be
used. The actual computation of the eigenvalues is extremely fast by today’s currently available
computer algebra systems.
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The operator L defined by the differential expression in (1.1) acts in the Hilbert space
L2w(a, b) =
{
f measurable,‖f ‖2 =
b∫
a
∣∣f (x)∣∣2w(x)dx < ∞
}
.
In order to bring in the determinant, we need to represent L as a matrix first. To this end, we first
equip the separable Hilbert space H := L2w(a, b) with a basis included in the domain of the self-
adjoint extension DL. For example, if the operator L is acting in L2(0,∞) while the boundary
condition is y(0) = 0 then an obvious basis in DL is provided by the Laguerre functions, see [5],
fn(x) =
√
2(n + 1)
(n + 3/2)xL
1/2
n
(
x2
)
e−x2/2, where n = 0,1,2, . . . ,
since they form an orthonormal set in L2(0,∞) and satisfy the boundary condition fn(0) = 0.
Without loss of generality we can assume that L0 is a self-adjoint operator, whose spectrum
is known to be discrete and L is a relatively bounded perturbation of L0,
Ly := L0y + qy.
In other words we assume that the multiplicative operator q is L0-bounded, i.e.
‖qy‖ a‖y‖ + b‖L0y‖ for y ∈ DL0 ,
with DL0 ⊂ DL ⊂ H, see [4]. If b < 1, then L is also a self-adjoint operator with a discrete
spectrum and L0 is called its principal part. Denote the eigenfunctions and eigenvalues of L0
by φn and μn, respectively, i.e.
L0φn = μnφn for n 0,
and clearly the basis {φn}∞n=0 ⊂ DL0 ⊂ DL.
We now work out the matrix L of the operator L, whose entries are denoted by lk,n, k,n 0,
lk,n = (Lφk,φn) = (L0φk,φn) + (qφk,φn),
L = M + Q. (2.1)
If μn 	= 0, then the powers of the diagonal matrix M = diag(μk)∞k=0 are simply given by
Mα = diag(μαn)n0. (2.2)
A key idea in this paper, found in Section 5 is to show how to evaluate the entries qkn of Q, which
are the inner products qkn = (qφk,φn) =
∫ b
a
q(x)φk(x)φn(x)w(x)dx, by an explicit formula,
without numerical integration. We now introduce the Hilbert–Schmidt class of compact operators
in order to define determinants.
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Assume that the orthonormal basis {φn} belongs to DL. Any y ∈ L2w(a, b) can be expressed as
y =∑n0 cnφn where cn are uniquely defined by cn = (y,φn), with ( , ) being the inner product
in L2w(a, b). Thus the mapping Λ :y → (cn) defines an isomorphism between L2w(a, b) and 2.
For any y ∈ DL it maps Ly into Lc. Therefore, the mapping Λ is an isomorphism between DL
and DL, where
DL =
{
c
∣∣ c,Lc ∈ 2}.
Consider the eigenvalue problem associated with (2.1)
Lc = Mc + Qc = λc, c = {cn} ∈ DL ⊂ 2, (3.1)
which is equivalent to
c˜ + M−1/2QM−1/2c˜ − λM−1c˜ = 0 (3.2)
where M−1/2 is defined by (2.2) and
c˜ = M1/2c.
The existence of a non-trivial solution c˜ to Eq. (3.2) such that M−1/2c˜ ∈ 2, means that λ is
an eigenvalue for (3.1). To define the determinant associated with the matrices M−1/2QM−1/2
and M−1, we need the operators to be either of trace class S1 or Hilbert–Schmidt S2, see Lidskii’s
theorem in [3]. We recall that an infinite matrix A = (aij )i,j0 is Hilbert–Schmidt, which we
denote by A ∈ S2, if ∑i,j0 |aij |2 < ∞ and when A ∈ S2 we have
det2(1 − A) = det
[
(1 − A) exp(A)]. (3.3)
The generalized determinant is well defined, since from
(1 − A) exp(A) = 1 − A2 + O(A3)
we deduce that (1 −A) exp(A)− 1 ∈ S1. Moreover if A is self-adjoint and λi are the eigenvalues
of A, then
det2(1 − A) =
∞∏
i=0
(1 − λi)eλi .
Proposition 1. Assume that qφn ∈ L2w(a, b) and (‖qφn‖/μn), (1/μn) ∈ 2, then the matrices
M−1/2QM−1/2 and M−1 are Hilbert–Schmidt and λ is an eigenvalue of (3.2) if and only if
Δ(λ) := det2
(
1 + M−1/2QM−1/2 − λM−1)= 0. (3.4)
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M−1/2QM−1/2 =
(
qij√
μiμj
)
i,j0
with qij =
∫ b
a
q(x)φj (x)φi(x)w(x)dx. Therefore M−1/2QM−1/2 ∈ S2 if and only if∑∞
i,j=0
|qij |2
μiμj
< ∞. Observe that by the Parseval equality we have
∞∑
j=0
|qij |2 =
∥∥q(x)φi(x)∥∥2, ∞∑
i=0
|qij |2 =
∥∥q(x)φj (x)∥∥2.
Next Cauchy–Schwartz inequality yields
∞∑
i,j=0
|qij |2
μiμj

∞∑
i,j=0
|qij |2
μ2i
∞∑
i,j=0
|qij |2
μ2j
=
∞∑
i=0
‖q(x)φi(x)‖2
μ2i
∞∑
j=0
‖q(x)φj (x)‖2
μ2j
=
(∑
i
‖q(x)φi(x)‖2
μ2i
)2
< ∞.
Thus M−1/2QM−1/2 ∈ S2 and for any fixed λ ∈ C, the operator
M−1/2QM−1/2 − λM−1 ∈ S2
and thus (3.4). 
Corollary 1. Assume that the conditions of Proposition 1 hold, then the spectrum of the pencil
operator 1 + M−1/2QM−1/2 − λM−1 is discrete, i.e. the eigenvalues λn cannot accumulate at
a finite point.
Proof. The eigenvalues are the zeros of the determinant det2(1 + M−1/2QM−1/2 − λM−1),
which is an entire function of λ, see [3]. 
4. Convergence of finite sections
Thus to approximate the zeroes of Δ, defined by (3.4), we shall use the finite section
ΔN(λ) = det2
(
1 + PN
[
M−1/2QM−1/2 − λM−1]PN )
where PN :2 → 2 denotes the projection operator
PNc = (c0, c1, . . . , cN ,0,0, . . .), where c =(cn)n0.
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by (3.4). It remains to prove convergence. Observe that from
MαPNc =
(
μα1 c1,μ
α
2 c2, . . . ,μ
α
NcN,0,0, . . .
)
= PNMαc
we obtain for the finite matrix
ΔN(λ) = det2
(
1 + M−1/2PN {Q − λ}PNM−1/2
)
= det[(1 + M−1/2PN {Q − λ}PNM−1/2) exp(−M−1/2PN {Q − λ}PNM−1/2)]
= det[1 + PNM−1/2PN {Q − λ}PNM−1/2PN ]det[exp(−M−1/2PN {Q − λ}PNM−1/2)]
= det[PNM−1/2PN [PN {M + Q − λ}PN ]PNM−1/2PN ]
× det[exp(−M−1/2PN {Q − λ}PNM−1/2)]
= det[PNM−1/2PN ]2 det[PN {M +Q−λ}PN ]det[exp(−M−1/2PN {Q−λ}PNM−1/2)]
= GN(λ) · det
[
PNM
−1PN
] · det[exp(−M−1/2PN {Q − λ}PNM−1/2)]
= GN(λ) ·
N∏
n=0
μ−1n det
[
exp
(−M−1/2PN {Q − λ}PNM−1/2)], (4.1)
where
GN(λ) = det
[(
PN(M+Q − λ)PN
)]
. (4.2)
Observe that in (4.1) we are dealing with finite matrices and
det
[
exp
(−M−1/2PN {Q − λ}PNM−1/2)] 	= 0 for all λ ∈ C. (4.3)
Indeed if the determinant is zero, then it means that 0 is an eigenvalue of exp(−M−1/2PN ×
{Q− λ}PNM−1/2), where λ is a fixed complex number. But the spectrum of exp(−M−1/2PN ×
{Q − λ}PNM−1/2) is in fact included in exp(σ−M−1/2PN {Q−λ}PNM−1/2), thus impossible, since
the exponential is never zero.
Thus from (4.2) and (4.3) it follows that the zeros of ΔN are precisely the zeros of the poly-
nomial GN , which are easy to compute, since they are the eigenvalues of a finite matrix.
We now prove convergence of the approximations.
Proposition 2. Assume that qφi ∈ L2w(a, b) and ( ‖qφi‖μi ), (μ−1i ) ∈ 2, then the spectrum of L can
be approximated by the eigenvalues of PN(M + Q)PN ; i.e. λ(N)k → λk as N → ∞.
Proof. We shall use the well-known estimate of determinants, see Theorem 7.4 in [3]. Recall hat
if A,B ∈ S2 then
∣∣det2(1 + A) − det 2(1 + B)∣∣ ‖A − B‖2e 12 (1+‖A‖2+‖B‖2)2 . (4.4)
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have
∣∣Δ(λ) − ΔN(λ)∣∣

∥∥(1 − PN)[M−1/2QM−1/2 − λM−1](1 − PN)∥∥2e 12 (1+2‖M−1/2QM−1/2−λM−1‖2)2
 ‖1 − PN‖2
∥∥M−1/2QM−1/2 − λM−1∥∥2e 12 (1+2‖M−1/2QM−1/2−λM−1‖2)2 .
Therefore when λ is in a compact domain Ω, we have from (4.4)
sup
λ∈Ω
∣∣Δ(λ) − ΔN(λ)∣∣= ‖1 − PN‖2 sup
λ∈Ω
C(λ) (4.5)
where the function C(λ) defined by
C(λ) = ∥∥M−1/2QM−1/2 − λM−1∥∥2e 12 (1+2‖M−1/2QM−1/2−λM−1‖2)2
is a bounded function in Ω. Since ΔN ⇒Δ, i.e. converges uniformly in any compact domain of
the complex plane, the zeros of ΔN approximate the corresponding zeros of Δ. It remains to see
that by (4.1) and (4.2), the zeros of GN and ΔN coincide while the zeros of Δ happen to be the
eigenvalues of (3.2). Thus the zeros of GN approximate the eigenvalues of (1.1). 
5. The Laguerre operator
Although the method is applicable any time we choose a basis in L2w(a, b), for the sake of
simplicity we shall restrict ourselves to a perturbation of the Laguerre operator. Perturbation by
other differential operators such as Hermite, Jacobi, or Hankel can also be considered. The well-
known Laguerre special functions will allow us to illustrate the above approach in the cleanest
possible way.
Consider the self adjoint operator
{
Ly = −y′′(x) + x2y(x) + q(x)y(x) = λy(x), x ∈ [0,∞),
y(0) = 0,
where the real perturbation q is locally square integrable on [0,∞) and q(x) = O(xγ ), γ < 1 as
x → ∞. It follows that x2 + q(x) → ∞ as x → ∞, and so the operator L is in the limit-point
case at infinity, and so no boundary condition is imposed at infinity and moreover the operator L
also has a discrete spectrum, see [7]. The principal part
{
L0(y) := −y′′(x) + x2y(x), x ∈ [0,∞),
y(0) = 0,
is a Laguerre equation and has a discrete spectrum, L0φn(x) = μnφn(x), where
φn(x) =
√
2(n!)
(n + 3/2)xL
1/2
n
(
x2
)
e−x2/2 and μn = 4n + 3 for n 0. (5.1)
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and has the entries
qnk =
∞∫
0
q(x)φk(x)φn(x) dx
=
√
2(n!)
(n + 3/2)
2(k!)
(k + 3/2)
∞∫
0
q(x)x2L
1/2
k
(
x2
)
L
1/2
n
(
x2
)
e−x2 dx
=
√
n!
(n + 3/2)
k!
(k + 3/2)
∞∫
0
√
xq(
√
x )L
1/2
k (x)L
1/2
n (x)e
−x dx
=
√
n!
(n + 3/2)
k!
(k + 3/2) fnk.
where fnk denotes the integral
fnk :=
∞∫
0
√
xq(
√
x )L
1/2
k (x)L
1/2
n (x)e
−x dx. (5.2)
Although the integral defining fnk is expensive to approximate numerically, it can sometimes be
computed explicitly. For example, if q(x) = ax then
fnk =
∞∫
0
√
xq(
√
x )L
1/2
k (x)L
1/2
n (x)e
−x dx
= a
∞∫
0
xL
1/2
k (x)L
1/2
n (x)e
−x dx
= a(−1)k+n
(
n + 1/2
k
)(
k + 1/2
n
)
= a (−1)
k+n(n + 3/2)
(k + 1)(n − k + 3/2)
(k + 3/2)
(n + 1)(k − n + 3/2)
= a (−1)
k+n(n + 3/2)(k + 3/2)
k!n!(n − k + 1/2)(k − n + 1/2)
1
(n − k + 1/2)(1 − (n − k + 1/2))
= a (−1)
k+n(n + 3/2)(k + 3/2)
k!n!(n − k + 1/2)(k − n + 1/2)
sin(π[n − k + 1/2])
π
= 4a (n + 3/2)(k + 3/2)2 where n, k  0. (5.3)π k!n!(1 − 4(k − n) )
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function method. Recall the generating function for the Laguerre functions
(1 − t)−α−1e−xt/(1−t) =
∞∑
n=0
Lαn(x)t
n,
which is valid for |t | < 1. Now consider
G(u,v) =
∞∑
n,k=0
fnku
nvk for |u|, |v| < 1
=
∞∑
n,k=0
unvk
∞∫
0
q(
√
x )
√
xL
1/2
n (x)L
1/2
k (x)e
−x dx
=
∞∫
0
q(
√
x )
√
x
[ ∞∑
n=0
L
1/2
n (x)u
n
][ ∞∑
k=0
L
1/2
k (x)v
k
]
e−x dx
=
∞∫
0
q(
√
x )
√
x
[
(1 − u)−3/2e− xu1−u ][(1 − v)−3/2e− xv1−v ]e−x dx
= (1 − u)−3/2(1 − v)−3/2
∞∫
0
q(
√
x )
√
xe−x(
u
1−u+ v1−v +1) dx
= (1 − u)−3/2(1 − v)−3/2L[q(√x )√x ]( 1 − uv
(1 − u)(1 − v)
)
,
where L is the Laplace transform
L[f (x)](s) =
∞∫
0
e−sxf (x) dx.
Thus it follows that
fnk = 1
n!k!
∂n∂k
∂un∂vk
G(u, v)
∣∣∣∣
(u,v)=(0,0)
,
where G(u,v) is the Laplace transform of
√
xq(
√
x ) at 1−uv
(1−u)(1−v) .
From (5.3) and (5.2) we deduce the following
Proposition 3. The entries of the matrix Q can be computed explicitly by
qnk = 1√
n!k!(n + 3/2)(k + 3/2)
∂n∂k
∂un∂vk
G(u, v)
∣∣∣∣
(u,v)=(0,0)
.
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L[q(√x )√x ](s) =
∞∫
0
sin(x)e−sx dx = 1
s2 + 1 ,
and therefore
qnk = 1√
n!k!(n + 3/2)(k + 3/2)
∂n∂k
∂un∂vk
×
[
(1 − u)2(1 − v)2
(2 + 2uv − 2v + v2 − 2u − v2u + u2 − 2u2v + u2v2)
]∣∣∣∣
(u,v)=(0,0)
.
We now further simplify the computation of the entries qnk.
Corollary 2. We need only the first N + 1 Taylor coefficients of L[q(√x )√x ](s) about s = 1 to
compute all the values of qnk for 0 n, k N.
Proof. In order to evaluate ∂n∂k
∂un∂vk
G(u, v)|(u,v)=(0,0) for n, k  N, we need only to recall that
when (u, v) = (0,0) the function 1−uv
(1−u)(1−v) = 1, thus we are looking at the Taylor expansion of
L[q(√x )√x ](s) at s = 1.
L[q(√x )√x ](1 + s) = ∞∑
k=0
cks
k
where
ck = 1
k!
dk
dsk
L[q(√x )√x ](1).
Since
1 − uv
(1 − u)(1 − v) = (1 − uv)
(∑
n0
un
)(∑
k0
vk
)
= 1 +
∑
k1
(
uk + vk)
which leads to
L[q(√x )√x ]( 1 − uv
(1 − u)(1 − v)
)
=
∞∑
j=0
cj
[∑
k1
(
uk + vk)]j .
The knowledge of the first cj leads to the fast evaluation of the entries qnk . 
We now show that the growth q(x) = O(xγ ) where γ < 1 is the best possible growth for
M−1/2QM−1/2 to be a Hilbert–Schmidt matrix.
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Proof. We deduce from (5.3) that
q2nn =
422(n + 3/2)
π2 n!2 ∼ n,
therefore
∞∑
i,j=0
|qij |2
μiμj

∞∑
n=0
|qnn|2
μ2n
C
∞∑
n=0
1
n
= ∞.
So the matrix M−1/2QM−1/2 is not Hilbert–Schmidt. 
We will show, however, that if q(x) = O(xγ ), γ < 1, then M−1/2QM−1/2 ∈ S2. For that
purpose we need the following
Lemma 1. Let j ∈ N be such that 0 γ2 < 1 − 2−j . Then
∞∫
0
xγ φ2n(x) dx = O
(
n1−2−j
)
, n → ∞.
Proof. First let γ = 2. Using the recurrence formula Lαn(x) = Lα+1n (x)− Lα+1n−1(x) and the inte-
gral formula
∞∫
0
xα
[
Lαn(x)
]2
e−x dx = (n + α + 1)
n!
we obtain
∞∫
0
x2φ2n(x) dx =
n!
(n + 3/2)
∞∫
0
x3/2
[
L
3/2
n (x) − L3/2n−1(x)
]2
e−x dx
 2n!
(n + 3/2)
[ ∞∫
0
x3/2
[
L
3/2
n (x)
]2
e−x dx +
∞∫
0
x3/2
[
L
3/2
n−1(x)
]2
e−x dx
]
= 2n!
(n + 3/2)
[
(n + 5/2)
n! +
(n + 3/2)
(n − 1)!
]
= O(n),
since (n + a)/(n + b) = O(na−b).
Now let γ = 1. Then
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xφ2n(x) dx =
∞∫
0
xφn(x) . φn(x) dx 
[ ∞∫
0
x2φ2n(x) dx .
∞∫
0
φ2n(x) dx
]1/2
= [O(n)]1/2 = O(n1/2).
If γ = 3/2 we have
∞∫
0
x3/2φ2n(x) dx =
∞∫
0
xφn(x)x
1/2φn(x) dx 
[ ∞∫
0
x2φ2n(x) dx
∞∫
0
xφ2n(x) dx
]1/2
= [O(n)O(n1/2)]1/2 = O(n3/4).
By induction one can show that if γ = 1 + 12 + 122 + · · · 12j = 2 − 12j then
∞∫
0
xγ φ2n(x) dx = O
(
nγ/2
)
.
Now let γ be any real number between 0 and 2. Then there exists a δ = 2 − 12j such that γ < δ.
We have
∞∫
0
xγ φ2n(x) dx =
1∫
0
xγ φ2n(x) dx +
∞∫
1
xγ φ2n(x) dx

1∫
0
φ2n(x) dx +
∞∫
1
xδφ2n(x) dx

∞∫
0
φ2n(x) dx +
∞∫
0
xδφ2n(x) dx
= 1 + O(nδ/2)= O(nδ/2).
The lemma is thus proved. 
Proposition 5. Let q be locally square integrable and q(x) = O(xγ ), γ < 1, as x → ∞. Then
M−1/2QM−1/2 is a Hilbert–Schmidt matrix.
Proof. According to Proposition 1, it is enough to show that ‖qφn‖/μn ∈ 2. Since q2(x) =
O(x2γ ) there exist C and A such that q2(x)  Cx2γ for all x  A. The Laguerre polynomial
Lαn(x) satisfies the inequality∣∣Lαn(x)∣∣ Cnα, α −1, 0 x A.
Therefore, by Lemma 1 we have
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∞∫
0
q2(x)φ2n(x) dx
=
A∫
0
q2(x)φ2n(x) dx +
∞∫
A
q2(x)φ2n(x) dx
 C n!
(n + 3/2)
A∫
0
nx2e−x2q2(x) dx + C
∞∫
1
x2γ φ2n(x) dx
 Cn1/2
A∫
0
x2e−x2q2(x) dx + C
∞∫
0
x2γ φ2n(x) dx
 Cn1/2 + Cn1−2−j ,
where j is chosen so that γ < 1 − 2−j . Since μn = 4n + 3 then
∞∑
n=0
‖q(x)φn(x)‖2
μ2n
=
∞∑
1
O
(
n−3/2
)+ ∞∑
1
O
(
n−1−2−j
)
< ∞.
The proposition is thus proved. 
More general cases can be handled in a similar way. For example if the operator
{
L(y) := −(p(x)y′(x,λ))′ + q(x)y(x,λ) = λw(x)y(x,λ), 0 x < ∞,
y(0) = 0
is in the LP case at x = ∞, then we could use the same basis φn defined by (5.1). We certainly
would not have a diagonal matrix M but the analysis would apply. For Neumann boundary con-
ditions we could use ψn(x) =
√
2.n!
(n+3/2) xL
−1/2
n (x
2)e(−x2/2) for n 0, and for mixed boundary
conditions we could combine them as αφn + βψn and then use a Gram–Schmidt process to
construct an orthogonal set.
6. Numerical examples
For the sake of simplicity we consider the self-adjoint operator defined by
{
Ly = −y′′(x) + x2y(x) + q(x)y(x) = λy(x), x ∈ [0,∞),
y(0) = 0,
where q is chosen below. Here the main emphasis is on the fact that no numerical integration has
been used. Our code is few lines written in Maple, to generate a finite matrix, say 20 × 20, and
then compute its eigenvalues. The comparison of the numerical performance between codes is
not addressed here as it falls outside our interest.
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its eigenvalues. If we take q(x) = −x2 if 0 x  1 and q(x) = 0 if x > 1, then the eigenvalues
are the zeros of the characteristic equation
(
2
√
λ cos(
√
λ ) + sin(√λ )(λ − 1))W(λ/4,1/4,1) + 4 sin(√λ )W(1 + λ/4,1/4,1) = 0,
(6.1)
where W denotes the WhittakerW function. The “exact” eigenvalues from (6.1) are
2.765693814, 6.891404476, 10.95340907, 14.96627419, 18.95881035, 22.95017530,
26.94784822, 30.95178347, 34.95903630, 38.96655941, 42.97232589, 46.97550992,
50.97624807, 54.97525922, 58.97347015, 62.97172656, 66.97062369, 70.97045135,
74.97122358, 78.97275472.
The first 20 eigenvalues by our method are
[2.7658438501770310247, 6.8914355267134221412, 10.953414171250268671,
14.966302280380948812, 18.958871514655408504, 22.950256696852665773,
26.947932045599797062, 30.951857237003341795, 34.959095339204514073,
38.966605470476518056, 42.972364717871825647, 46.975548972493471541,
50.976294833712737843, 54.975320205723678066, 58.973550667453714479,
62.971831268488266999, 66.970758027928053769, 70.970624429539102530,
74.971455871795943546, 78.973114759679289701].
Example 2. We consider q(x) = 1
x
sin(x2) and a 20 × 20 matrix yields
[3.5442840746410366569, 7.0979189667855921088, 11.228618535232306350,
15.085469849343496886, 19.160955264556012263, 23.073540231081124146,
27.128755503016912743, 31.067090252316534119, 35.109296250011609954,
39.061783006057532513, 43.096710249521944831, 47.057720063845171252,
51.087081192514246185, 55.054422439524927153, 59.079852276716964312,
63.051583483290362770, 67.074289929372246773, 71.049519303562596407,
75.069914859135151160, 79.048678710474231469].
Example 3. If q(x) = 2 sin2(x2)
x
then L(q(√x )√x )(s) = 4/(s(s2 + 4)) and our method yields
[3.8824766390924937246, 7.4610121212991707079, 11.444436777335312220,
15.500752975205405890, 19.411349481815668102, 23.348523324425515775,
27.382900242621959183, 31.367188114475615118, 35.311467812820032147,
39.320054602037522268, 43.332785667025867152, 47.294509506251027763,
51.281113117138128409, 55.300117300913403697, 59.283514803491545282,
63.259057455941989788, 67.271311412529385070, 71.272385173828345181,
75.247724159511806682, 79.247645978148485423].
Example 4. Here q(
√
x )
√
x = L−1( tanh(s)
s
)is the square wave periodic function and has infi-
nitely many jumps. The first 6 eigenvalues are
[3.6936746399219430824, 7.6033150586300223141, 11.409231121436964102,
15.530810870560319157, 19.455583992753017149, 23.498208501697734192].
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