Abstract: Substantial progress has been achieved in the last couple of decades in computing the electronic structure of correlated materials from first principles. This progress has been driven by parallel development in theory and numerical algorithms. Theoretical development in combining ab initio approaches and many-body methods is particularly promising. A crucial role is also played by a systematic method for deriving a low-energy model, which bridges the gap between real and model systems. In this article, an overview is given tracing the development from the LDA+U to the latest progress in combining the GW method and (extended) dynamical mean-field theory (GW+EDMFT). The emphasis is on conceptual and theoretical aspects rather than technical ones.
Introduction
One of the keys in understanding physical properties of a material is its electronic structure. The electronic structure determines essentially all physical properties including structural, optical, magnetic, as well as transport properties. Since the advent of density functional theory (DFT) [1, 2] some fifty years ago, tremendous progress has been attained in obtaining details in the electronic structure of complex materials crucial for not only understanding many physical phenomena, but also for predicting new physical properties. The success of DFT relies greatly on the local density approximation (LDA) [2] and its subsequent development through the generalized gradient approximation (GGA) [3] , and, more recently, the hybrid functional [4] , involving a non-local exchange potential that takes DFT a step towards the self-energy in Green's function theory [5] .
The physical and chemical properties of a material are dictated to a large extent by the valence electrons that form states around the Fermi surface. Inspection of the periodic table reveals two kinds of valence electrons, itinerant and semi-itinerant or localized electrons, the former form broad bands whereas the latter narrow bands. The first type may be identified with electrons originating from the s atomic orbitals found in simple metals such as aluminium and sodium or from p orbitals found in semiconductors such as silicon and gallium arsenide. The second type may be associated with electrons originating from 3d orbitals (transition metals) or 4 f orbitals (lanthanides). For materials with valence electrons of s or p character, the one-particle LDA works very well, although some shortcomings such as too small band gaps are well known [6] . For materials in which the valence states are dominated by the 3d or 4 f electrons, the LDA is more prone to failure. This failure can to a certain extent be traced back to the strong orbital polarization associated with electron localization as found in 3d and 4 f elements [7] . Whereas the electronic structure of pure transition metals (e.g., iron and nickel), in which the 3d electrons are relatively itinerant, can be described quite well within the LDA, the electronic structure of insulating transition metal oxide compounds, in which the 3d electrons undergo localization due to the strong onsite Coulomb repulsion, are often wrongly predicted to be metallic within the LDA. A well-known example is NiO, which is regarded as a prototype of the so-called Mott-Hubbard insulators [8] .
In the last few decades, a wide variety of new materials hosting numerous intriguing properties have been experimentally discovered and synthesized. Perhaps the most familiar of these is the high-temperature superconducters [9] discovered in the mid-nineteen eighties by Berdnoz and Müller [10] . Another example is provided by materials with colossal magnetoresistance [11] in which the large change in magnetoresistivity upon application of a magnetic field has been utilized in industrial applications as hardisks in our computers. A common characteristic of these materials is the possession of large susceptibility: a small change in the external perturbation causes a large change in the corresponding physical quantity to which the perturbation is coupled. This property is related to the fact that many of these materials are close to phase transitions such as the metal-to-insulator transition. These materials belong to a class of materials known as strongly correlated, which may be loosely defined as those systems for which conventional theories based on the one-electron or mean-field picture such as the LDA fail or is insufficient in describing their electronic structure. The valence states of these materials are characterized by a set of partially filled narrow bands usually originating from 3d orbitals of transition metals or 4 f orbitals of lanthanides embedded in relatively broad bands. An important consequence of these narrow bands is that the Coulomb repulsion among the electrons occupying these bands becomes comparable to or larger than the kinetic energy. In other words, the ratio between the Coulomb repulsion and the bandwidth becomes significantly larger than one. For this reason, a proper treatment of the Coulomb interaction is necessary and mean-field or one-particle theories such as the LDA are no longer sufficient to describe the electronic structure. This poses a difficult theoretical problem and the usual approach is to resort to the Hubbard model and the Anderson impurity model. These models, however, assume some input parameters in the form of tight-binding hopping parameters and the Hubbard U representing the effective Coulomb repulsion of the localized electrons. While the model approach is useful for gaining qualitative understanding and insights into the physics of electron correlations, it lacks quantitative predictive capability. Moreover, great care must be taken when constructing a model in order to avoid misleading results when the model does not faithfully represent the system under investigation. A fully first-principles description of the electronic structure of correlated materials is undoubtedly one of the great challenges in modern condensed matter physics.
The purpose of this article is to present a short overview of the recent development in first-principles methods for computing the electronic structure of correlated materials for which commonly used mean-field methods either fail or are insufficient. Particular emphasis is put on those methods that combine traditional band structure methods with many-body approaches since this path has proven to be fruitful. This line of approach has a long history, starting in the late eighties with the idea of incorporating the Hubbard interaction in the background LDA Hamiltonian resulting in the widely used LDA+U method [7, 12, 13] . The arrival of dynamical mean-field theory (DMFT) [14] [15] [16] in the late nineties provides a new impetus to go beyond LDA+U by including dynamical effects of the onsite self-energy beyond the static Hartree-Fock approximation, resulting in the highly successful LDA+DMFT method [17] [18] [19] [20] . Parallel to this development, the GW approximation (GWA) [6, [21] [22] [23] , which is a more traditional many-body perturbation theory (diagrammatic approach) based on Hedin's expansion of the self-energy in the renormalized screened interaction, offers a better starting band structure than the LDA. While DMFT provides an improvement on the U side, the GWA furnishes a better background band structure by including long-range correlations on top of which strong onsite electron correlations can be further incorporated. This naturally leads to the GW+DMFT scheme [24] , a combination of the GWA and DMFT. Several simplified approaches based on or related to the GW+DMFT scheme have since been proposed [25] [26] [27] [28] [29] and self-consistent calculations for model systems have been carried out [30] [31] [32] [33] [34] [35] [36] [37] , but, only recently, self-consistent GW+DMFT has been performed for real materials [38, 39] . In the next section, a survey of the development leading to the present state-of-the-art schemes is described followed by a relatively detailed description of the GW+DMFT scheme, which is a basis for simplifications and further development. Simplified GW+DMFT schemes and related schemes are also discussed as well as applications of these new schemes to some materials, which are relatively few since all these schemes are rather new. The article is concluded with future prospects and directions. We do not discuss technical aspects such as basis functions and computational methods but rather focus on the conceptual and theoretical aspects. We do not attempt to be comprehensive but rather focus on a particular line of development. References are made to those works that are directly related to the topics discussed in the article so they are not meant to be comprehensive either.
Theoretical Background and Historical Development
Modern electronic structure theory starting from the arrival of DFT onward is preceded by early theories, prominently the Hartree and Hartree-Fock approximations. Slater in the early fifties introduced the idea of localizing the non-local exchange potential with the X − α method [40, 41] , which may be regarded as a precursor to DFT. The reduction of a non-local to a local potential evidently brings a lot of numerical simplifications. However, one drawback with a local potential is that every electron experiences the same potential irrespective of which state the electron occupies:
In the Kohn-Sham equation of DFT, the mean-field V is the Kohn-Sham potential V KS , which is the sum of the external field from the nuclei V ext , the Hartree potential of the electrons V H , and the so-called exchange-correlation potential V xc :
Although the Kohn-Sham eigenvalues ε k do not have a clear physical meaning except for the highest occupied, it is nevertheless common practice to interpret them as one-particle excitation energies observed in an angle-resolved photoemission experiment. The Kohn-Sham potential V KS is a local potential, which is expected to work well for electrons occupying extended states, such as those originating from s and p orbitals, since they mainly experience the average field of all the other electrons. Indeed, the bands arising from these extended states usually resemble free-electron bands with some modifications due to the crystal structure as well as renormalization of the bandwidth. A valence electron originating from 3d or 4 f orbital on the other hand is rather localized in space around an atom to which the associated orbital belongs. The Coulomb repulsion among these electrons is large and often leads to orbital polarization meaning that the occupation numbers of the angular momentum components differ significantly from the average value. For example, a transition metal atom in a transition metal oxide is at the center of an octahedral cage with oxygen atoms at its corners. The breaking of the rotational symmetry in the cubic environment lifts the degeneracy of the 3d orbitals into the e g and t 2g symmetry with the e g states usually lying higher than the t 2g states. Although this orbital polarization can be achieved by a local potential, it is less effective than a non-local potential. In practice, a local potential as in the LDA may not be sufficiently flexible to induce a strong orbital polarization. When the orbital polarization is not strong enough to energetically separate the orbitals with different angular momentum component (m quantum number), all orbital components may be partially occupied, yielding a metallic state instead of the experimentally observed insulating state.
In addition to the average mean-field of the other electrons, there is a non-local and state-dependent interaction with other electrons. This additional non-local interaction is the self-energy, which depends explicitly on the positions of the other electrons as well as on their dynamics:
The non-local and energy-dependent self-energy Σ is a central quantity in electronic structure theory. The LDA exchange-correlation potential in density functional theory may be regarded as a local and static approximation to this self-energy. To improve the LDA is then equivalent to finding a better approximation for the self-energy.
LDA+U
To handle cases containing 3d or 4 f partially filled bands in which there is a large non-local interaction between the localized electrons, it is usual to employ the Hubbard model, which, in its simplest form with one orbital per site, takes the form:
The first term describes electron hopping from site i to j, which corresponds to the one-particle band structure, whereas the second term takes into account explicitly the Coulomb interaction between electrons with the opposite spin occupying the same orbital, which cannot be reduced to a one-particle term. Following the Hubbard model, it would seem physically motivated to introduce a Hubbard U term on top of the LDA total energy [7, 12, 13] :
where n i 's are the occupation numbers of the localized orbitals in an open 3d/4 f shell and N is the total number of 3d/4 f electrons: N = ∑ i n i . Here, the subscript i may include the spin index. In principle, we may replace E LDA with a more accurate total energy approximation such as E GGA . Assuming that the LDA or GGA total energy is accurate, the last term, which is the electrostatic Coulomb energy, is subtracted to cancel the average energy of the second term. This last term is referred to as the double-counting term. The orbital energy is given by
For an occupied orbital, n i = 1, so that the LDA orbital energy is pushed down by U/2, whereas, for an unoccupied orbital, n i = 0 so that the orbital is pushed up by U/2, resulting in the formation of the lower and upper Hubbard bands. The LDA+U potential experienced by orbital i is given by
For a multi-orbital system, the LDA+U functional is given by
where E LDA is the spin-density functional energy. n σ is the density matrix defined by
where
is the Green function in the local orbital representation |inlmσ with i denoting the atomic site, n the main quantum number, l the orbital angular momentum, m the z-component of the angular momentum, and σ the spin. The last two terms in the LDA+U functional are defined only within the subspace of the localized orbitals:
V ee is the screened Coulomb interaction among the electrons residing in the subspace formed by the localized orbitals, N σ = Tr(n σ ), N = ∑ σ N σ and U and J are the screened Coulomb and exchange parameters. The Coulomb matrix elements are defined according to
The Hamiltonian defining the Green function is the LDA Hamiltonian supplemented by a term arising from E U − E dc :
The additional potential on top of the LDA potential arising from the Hubbard U term clearly displays its non-local and state-dependent property similar to the exchange potential. The matrix elements m, m |V ee |m , m can be related to U and J via the Slater integrals. Often, U and J are treated as adjustable parameters, but it is possible to estimate them using the constrained LDA method [42, 43] . Alternatively, it is possible to compute the matrix elements m, m |V ee |m , m directly using the constrained random-phase approximation (cRPA) method described in the Appendix A. U and J can then be extracted naturally from these matrix elements as the onsite Coulomb interaction and exchange integrals.
The LDA+U scheme has been very successful in improving the LDA electronic structure of strongly correlated systems, and it is now widely used due to its success and simplicity. An illustration of the effect of the Hubbard U term on the LDA band structure is given in the case of gadolinium (Figure 1 ) in which the majority spin channel of the 4 f states is fully occupied, whereas the minority channel is completely empty. In the LDA, the separation between these two spin states is severely underestimated, which illustrates the importance of a non-local potential. The Hubbard U term is expected to pull down the occupied 4 f band and push up the unoccupied one. As can be seen in the figure, the LDA+U scheme substantially increases the separation between the occupied and unoccupied 4 f bands yielding a much better agreement with experiment [7, 44] . The seminal idea of introducing the Hubbard U term into the LDA Hamiltonian has exerted a far reaching influence on later development of the electronic structure of strongly correlated systems. The LDA+U scheme, however, is not without shortcomings. The most serious approximation is the assumption that the self-energy beyond the exchange-correlation LDA potential is static. For this reason, it is not possible to describe the spectral function of a correlated metal that consists of a quasiparticle peak around the Fermi level sandwiched by incoherent satellite features. These satellites are a consequence of the dynamics or energy-dependence of the self-energy and cannot be reproduced by a static theory. To include dynamical effects of the self-energy, it is natural to combine LDA and DMFT, to be described in a later section, but we first outline the GW and DMFT methods in the next two sections.
The GW Method
The LDA+U method is in some way phenomenological since it is not derived from a basic theoretical premise. A theoretically rigorous approach for computing the self-energy is to use Green's function approach, which is designed to yield the one-particle excitation energies corresponding to the band structure observed in an angle-resolved photoemission experiment. Within the traditional many-body perturbation technique, the self-energy is expanded in powers of the Coulomb interaction v(r − r ). It was shown by Hedin [21] that it is possible to re-sum the perturbation expansion so that the perturbation expansion of the self-energy is expressed in powers of the screened interaction W, which is an energy-dependent quantity. The first order term in this expansion is the well-known GWA [6, 21, 23] , which consists of the bare exchange and a correlation part that takes into account the dynamic response of the electrons in the form of screening. Screening effects are especially important in large molecules and crystalline solids and account for the reduction of the band gap in semiconductors and insulators and remove the unphysical zero density of states at the Fermi level in metals within the Hartree-Fock approximation.
In the Green's function approach [47] , the Fock exchange is expressed as
where the non-interacting Green's function is given by
Its Fourier transform in frequency space, G(r, r ; ω) = dt exp(iωt)G(r, r ; t) is given by
The wave functions and eigenvalues {ψ k , ε k } are usually taken to be those of the LDA. Using this expression in Equation (16) and using the rule that equal-time Green's function implies G(rt, r t) = G(rt, r t + ), where t + is infinitessimally later than t, we obtain the familiar form of the exchange potential:
Heuristically, the GWA [6, 21, 23, 48] may be obtained by replacing the bare Coulomb interaction v with a screened Coulomb interaction W:
After Fourier transformation, we find
To calculate W(r, r , t − t ) or W(r, r ; ω), we first consider applying an arbitrary external perturbation V ext (r, t). According to linear response theory, the induced density is given by
This induced density in turn generates a back potential
which screens the applied perturbation V ext resulting in a screened potential V scr :
Schematically, we may write (25) and recognize that 1 + vR is the inverse dielectric matrix −1 .
If we now regard v(r − r )δ(t − t ) = δ(t − t )/|r − r |, which is an instantaneous Coulomb potential arising from a point charge at r , as our external perturbation with (r , t ) treated as a parameter, we then arrive at
We have made use of the fact that the response function R depends only on relative time for a system with time-independent Hamiltonian. We note that v(r − r 1 ) appearing in the integral in the above equation plays a different role than v(r − r )δ(t − t ), which plays the role of the external perturbation. This equation reveals the physical meaning of W(r, r ; t − t ) as a time-dependent screened interaction of a Coulomb potential arising from an instanteneous point charge at (r , t ). Since
for each Fourier component of the external perturbation, v(r − r ) exp[−iω(t − t )], the corresponding Fourier component of the screened interaction is then calculated from the following equation:
While the above equation is exact, in practice, we need to resort to approximation in order to compute the response function. A commonly used approximation is the random-phase approximation (RPA) [49] based on the assumption that the system reponds to the total perturbation (external plus back potential) as if the system were non-interacting. If P is the non-interacting response function, then, within the RPA, the induced charge is given by
Since V ind = vρ ind = vRV ext , we then find
Since the response function is a property of the system independent of the external perturbation, we obtain
and writing out the variables, R(r, r ; ω) = P(r, r ; ω) + dr
This equation is actually valid also for the exact response function, but, within the RPA, the polarization function P is approximated by the following expression:
When a non-interacting Green's function as in Equation (18) is used, one obtains the wellknown expression:
By using Equation (32) in Equation (28), the screened interaction can be shown to fulfill a similar equation as that of R:
The physical meaning of the GW approximation can be understood by evaluating the real part of the self-energy, which can be split into the screened-exchange term Σ SEX and the Coulomb-hole term Σ COH [21] :
Re
The first term has exactly the same form as the familiar Fock exchange in Equation (19) except that the bare Coulomb interaction has been replaced by an energy-dependent screened interaction. The second term involves a sum over all states and can be understood by making an approximation ω − ε k ≈ 0, which reduces the expression into
representing an interaction energy between a quasiparticle (the delta function) and the induced potential from the surrounding screening charge (W − v).
The success of the GW method is illustrated in Figure 2 , which shows that the well-known band gap underestimation of the LDA is almost entirely cured by the GW approximation. Numerous quasiparticle band structure calculations for weakly to moderately correlated materials have also shown good agreement with experimental data. However, for strongly correlated systems, the GW approximation has been found to be insufficient. Comparison of minimum bandgaps calculated with the GW approximation and LDA for some semiconductors and insulators. The theoretical data is taken from (a) [50] ; (b) [51] ; (c) [52] ; (d) [53] ; (e) [54] ; (f) [55] and the experimental data is taken from [56] [57] [58] .
GW calculations are usually performed using a non-interacting Green's function with eigenfunctions and eigenenergies obtained from the LDA. Evidently, the result may differ depending on the starting Green's function. Early fully self-consistent calculations for the electron gas yielded discouraging results in which the quasiparticle bandwidth widens compared to the free-electron dispersion [59] . Moreover, the plasmon satellites almost vanish. Both of these results are contrary to what one would expect and in disagreement with the experimental results on the alkalis for which the electron gas can be regarded as a good model. The ambiguity in the starting Green's function motivates the search for a self-consistent scheme that retains the good results obtained when using the LDA Green's function. This leads to the quasiparticle self-consistent scheme, in which the Green's function takes the form of a non-interacting Green's function but constructed from quasiparticle wave functions and energies [60] . This approach generally improves the one-shot GW results, but it has a tendency to overestimate band gaps. Qualitatively, this may be understood by the increase in the band gap after the first iteration, which reduces screening that in turn increases the band gap further in the next iteration yielding a too large band gap after self-consistency is achieved. From computational point of view, the self-consistency cycle is costly and, for this reason, this approach is not widely used in practice.
Another serious problem with the GWA is its failure in describing properly systems in which onsite correlations are strong. A clear example is provided by the much studied cerium α − γ isostructural phase transition in which the drastic reduction of the quasiparticle weight from the α-phase to the larger volume γ-phase is not captured (Figure 3 ) [61] . In general, the Mott metal-insulator transition is also not correctly described, which is a consequence of the neglect of strong onsite correlations in the GWA. 
Dynamical Mean-Field Theory
The GW method is based on a many-body perturbation expansion that has limitations when the electrons are localized so that the onsite Coulomb interaction becomes strong in comparison to the electron kinetic energy as measured by the bandwidth. For this situation, it is physically more sensible to start from the atomic rather than the band structure picture. A commonly used model to describe the electronic structure of localized or semi itinerant electrons is the lattice Hubbard model:
In DMFT [14] [15] [16] , the lattice problem is reduced to an effective impurity problem involving an atomic site in which the onsite Coulomb interaction U is retained, whereas the effects of the Coulomb interaction on other sites are approximated as an effective mean field. Since Coulomb interaction is taken into account only on the impurity site, the resulting self-energy is local (onsite). The effective onsite model is then akin to the Anderson impurity model (AIM) [62] :
The operators c 0σ , c † 0σ represent the impurity electrons whereas a † kσ , a kσ represent the electrons in the surrounding lattice or the bath. The subscript k corresponds to momentum rather than site index. The first term describes the band structure of the bath electrons surrounding the impurity. The matrix element V k describes the hopping between the impurity site and the bath electrons, simulating the effects of the Coulomb interactions on sites other than the impurity. The retarded Green's function is a solution to the following operator equation:
For the non-interacting Anderson impurity model, i.e., without the last term Un 0↑ n 0↓ , taking appropriate matrix elements yields the coupled equations
where G 0 = G 00 . Eliminating G k0 leads to the following result
G 0 is the effective mean field of the impurity problem, which is not to be confused with a non-interacting Green's function. The effective action is then given by
To compute the lattice Green's function, an assumption is made that the lattice self-energy is equal to the impurity self-energy on every site, i.e., the self-energy is assumed to be local or onsite:
By solving the impurity Green's function G imp of the effective impurity problem defined by S e f f the local impurity self-energy Σ imp (iω n ) is calculated according to
A crucial ingredient in DMFT is the self-consistency condition, which is imposed by requiring that the impurity Green's function G imp be equal to the local Green's function G loc (iω n ) = ∑ k G(k, iω n ). The quantity ∆(ω) is not given but determined through the self-consistency cycle. Note also thatε k is a parameter and it is not the same as the one-particle band structure k in Equation (47) . At each self-consistency cycle, the impurity self-energy is assigned to each site and the lattice Green's function is calculated from Equation (47), recovering the full translational symmetry of the crystal.
As a consequence of the onsite approximation of the self-energy in DMFT, spatial fluctuations between different sites are frozen, but local quantum fluctuations are retained, resulting in a local but energy-dependent self-energy. It is instructive to consider an example where there is only one impurity level on each site, in which case there are four possible quantum states |0 , |↑ , |↓ , and |↑↓ . As a function of time, the configuration on each site can fluctuate between the four possible quantum states by exchanging electrons via the coupling V k with the bath. The DMFT method has proven to be very useful in describing Mott-Hubbard physics, where the local self-energy plays a crucial role in governing the Mott metal-to-insulator transition. It is its ability to describe on equal footing the metallic to insulating phases of Mott-Hubbard systems that makes DMFT a successful electronic structure scheme.
LDA+DMFT
Initially, DMFT was used within the context of model Hamiltonians, primarily the Hubbard model. A major advance in the theoretical description of the electronic structure of strongly correlated systems from first principles was made in the late nineties with the combination of the LDA and DMFT [17] [18] [19] [20] . The basic concept resembles the LDA+U method in which the LDA Hamiltonian is supplemented by a Hubbard U term. However, a substantial progress is made by solving the Hamiltonian as an impurity problem within DMFT as described in the previous section. The role of the LDA is to provide a realistic background one-particle band structure k . The lattice Green's function for a one-band case is given by
where Σ imp is the impurity self-energy calculated within DMFT and Σ dc is the double-counting term as in the last term of Equation (15) . For a multi-band case, we have
which should be regarded as an operator or matrix equation, the size of which is given by the number of correlated orbitals or bands. More generally, the matrix size can be larger than the number of correlated orbitals, but the impurity problem is confined to the correlated orbitals. A very crucial input parameter when solving the impurity problem within DMFT is the Hubbard U, which is pivotal in determining the resulting state of the system, whether it is a metal or an insulator. While in the past it was often treated as an adjustable parameter, it has now become possible to derive it from first-principles using the constrained LDA (cLDA) method [42, 43] or, more recently, using the constrained random-phase approximation (cRPA) method [63] , described in a later section. The LDA+DMFT has been applied with success to a wide range of strongly correlated materials, providing insights into the physics of these materials. One of the most convincing successes of LDA+DMFT is the correct description of the famous cerium α-to-γ isostructural transition at T C ≈ 600 K in which the γ phase has a larger volume than the α phase but both have the same fcc structure [64] . This problem has been investigated in a large number of studies using various methods for the last few decades and neither LDA nor GW can account for this phenomenon as discussed in a previous section. In going from the α-to the γ-phase, a drastic reduction in the 4 f quasiparticle weight around the Fermi level is experimentally observed and is correctly captured in LDA+DMFT.
The range of applicability of LDA+DMFT is potentially enhanced by the possibility of deriving the Hubbard U parameter from ab initio band structure calculations within the cRPA method. This systematic derivation of the Hubbard U using many-body theory results in a frequency-dependent U and provides an unambiguous way of constructing the low-energy model. A low-energy model with an energy-dependent Hubbard U as opposed to a static one poses a new theoretical challenge for solving the impurity problem. A breakthrough was made with the development of the continuous-time quantum Monte Carlo (CT-QMC) technique that offers a natural means of solving a model with an effective action containing a retarded or frequency-dependent interaction [65] [66] [67] [68] [69] . The frequency-dependent U gives a new insight into the role of non-local self-energy neglected in the LDA+DMFT scheme. It has been found that there is a strong cancellation between the effects of the frequency dependence of U and the non-locality or k-dependence of the self-energy. Thus, LDA+DMFT calculations using a dynamic U tends to overestimate band narrowing because the inclusion of a non-local self-energy tends to widen the band. In this sense, this gives a justification for using a static U although the cancellation effect is uncontrolled.
Despite its great success, there are a number of fundamental problems associated with the LDA+DMFT scheme. The neglect of long-range or non-local self-energy can have serious consequences in the description of the quasiparticle dispersion [70] as well as the satellite features. The problem of double-counting causes uncertaintly in the obtained results.
Recent Theoretical Progress

GW+EDMFT
To overcome the fundamental difficulties of LDA+DMFT, a new approach that combines the GW method and DMFT was introduced fifteen years ago [24] . The physical idea behind this approach is to assign DMFT to account for the strong onsite correlations and to let the GW method take care of the off-site long-range correlations. The long-range correlations are expected to be weaker than the onsite ones so that a perturbative approach in the form of the GWA is expected to be sufficient. From the GWA point of view, the approach is equivalent to including onsite vertex correction via DMFT. Alternatively, from the point of view of DMFT, the approach is an attempt to include non-local self-energy neglected in DMFT. Both of these methods are based on Green's function technique, which allows for a precise removal of the double-counting term.
The combination of GW and DMFT requires an extension of the latter into the so-called extended DMFT (EDMFT) [71] [72] [73] [74] in which the self-consistency requirement is not only imposed on the impurity Green's function, but also on the impurity screened interaction. Unlike in the original DMFT, the self-consistency requirement in EDMFT encompasses both the one-particle correlation function (the Green's function) and the two-particle correlation function (the screened interaction or the density-density response function):
This extension is rather general since one could imagine including higher-order or other type of correlation functions in the self-consistency requirement in a systematic manner. Thus, for example, a self-consistency on the impurity three-point vertex function leads to the so-called TRILEX scheme [75, 76] . An important aspect in EDMFT is the possibility of having a retarded, or, equivalently, energy-dependent interaction. In the EDMFT, the impurity action is given by
which, with the Fermionic Weiss field G and the effective impurity interaction U as input, is used to solve the impurity problem yielding the impurity Green's function G imp and charge susceptibility χ imp . It is not until rather recently that a method for solving the impurity problem with a retarded interaction is available [65] [66] [67] [68] [69] . From the charge susceptibility, we obtain the impurity screened interaction
The impurity self-energy Σ imp and the impurity polarization P imp are then extracted from the following Dyson equations:
These in turn are used to compute the local Green's function and screened interaction:
Here, the EDMFT approximation has been used in which the k-dependent self-energy and polarization are approximated by the corresponding local impurity quantities. At this stage, we check the self-consistency condition, i.e., whether G imp = G loc and W imp = W loc . If this is not fulfilled, the Weiss field G and the effective impurity interaction U are updated as follows:
and the iteration is continued until the self-consistency condition is fulfilled. In EDMFT, the self-energy and polarization are assumed to be local. We now go over to GW+EDMFT by including a non-local self-energy and polarization within the GWA. This would be rather straightforward to do were it simply a matter of adding the non-local components of the GW self-energy and polarization to the corresponding impurity quantities in one shot. We would, however, like to construct a self-consistent scheme in which the non-local contributions from GW affect the local contributions from EDMFT and vice versa. This can be achieved by replacing Σ imp and P imp in Equations (57) and (58) by
where the last term in each of the above equations is the local component of the GW contribution, which when subtracted removes the double-counting. In position representation, Σ GW and P GW are given respectively in Equations (21) and (33) . For each k-point, Σ GW (k) and P GW (k) are matrices in some Bloch basis. The full lattice Green's function needed to compute Σ GW and P GW is obtained from the Dyson equation
where G H is the Hartree Green's function that can be extracted from the Kohn-Sham DFT Green's function by removing the exchange-correlation potential V xc :
In Figure 4 , we show the relationship between DMFT, EDMFT and GW+EDMFT.
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Functional Approach
It is possible to formulate the GW+EDMFT scheme using the functional approach [24] . The starting point is the generalized free-energy functional in which in addition to the Green's function, the screened interaction is added as a basic variable. A particular choice of the free-energy functional has the form [77] 
which is a generalization of the original Luttinger-Ward functional [78] 
The Psi-functional Ψ[G, W] contains the effects of exchange and correlation and the self-energy and polarization are obtained from functional derivatives
Within the GWA, Ψ is given by
whereas the corresponding quantity in EDMFT is formally written as
The GW+EDMFT Psi-functional is then
where the last term is the double-counting term to remove the local GW contribution already included in Ψ EDMFT . The functional approach has the merit that it obeys conservation laws in the sense of 
The free-energy functional can also be derived using the action formalism starting from the partition function in the grand canonical ensemble for interacting electrons moving in the crystal potential V c , [24, 73] 
where the action S is given by
Decoupling the electron-electron interaction term using the Hubbard-Stratonovic transformation reduces the interaction into a one-particle term at the cost of having an additional bosonic field φ,
Here, V Hc is the sum of the Hartree and crystal potentials and α is a coupling constant set to unity for the physical case. We now apply probing fields that couple to the Fermionic and bosonic propagators and the action becomes
The free energy is
from which the Fermionic propagator G(x, y) and bosonic propagator W(x, y) can be derived:
The free-energy functional is then obtained as a double Legendre transform of Ω:
The Psi-functional in this formulation is given by
Multitier Self-Consistent GW+EDMFT
The GW+EDMFT formulation presented in the previous section is rather general, but, in practice, EDMFT is applied to a certain subspace of the full Hilbert space typically corresponding to a partially filled narrow band, whereas the GWA is usually applied to the full Hilbert space. It is natural to divide the Hilbert space into a subspace corresponding to the partially filled narrow band (correlated band) and the rest. GW+EDMFT is then applied within the correlated band, whereas the GW self-energy is active in the rest of the Hilbert space. In many materials, however, there may be other bands in the vicinity of the correlated band which hybridize strongly with the correlated band and therefore should be included in the GW+EDMFT calculation, although they do not need to be treated explicitly within the impurity problem. We refer to these bands as intermediate subspace.
Our goal is to perform self-consistent GW+EDMFT calculations, which would eliminate many ambiguities associated with non-self-consistent or partially self-consistent calculations. For example, in non-self-consistent calculations, the double-counting correction is not unique, whereas, in self-consistent calculations, it is uniquely defined. On the other hand, a self-consistent calculation over the complete Hilbert space is physically inadvisable. The reason for this is based on the knowledge that a fully self-consistent GW calculation is expected to yield poor one-particle excitation spectra, as demonstrated in the case of the electron gas [59] . The renormalization of the Green's function in the self-consistent cycle leads to a reduction of the quasiparticle weight and a transfer of spectral weight to a higher energy region, which in turn weakens screening resulting in a stronger W. We therefore expect a widening of the bandwidth compared to a one-shot GW result, opposite to what experimental data suggest. Moreover, the plasmon excitation appearing in the spectral function is washed out in a self-consistent GW calculation, contrary to experiment [59] . These undesirable effects of self-consistency within the GWA would remain if we were to perform a self-consistent GW+EDMFT calculation over the whole Hilbert space since the vertex corrections furnished by EDMFT are confined to a limited subspace corresponding to the correlated band. In other words, nothing counteracts the detrimental effects of self-consistent GW outside the correlated subspace.
We therefore have in general three subspaces:
Subspace 1: The correlated subspace in which self-consistent GW + EDMFT is applied. Subspace 2: The intermediate subspace in which self-consistent GW is active. Subspace 3: The remaining subspace in which a one-shot GW is active.
For example, in the case of transition metal oxides such as NiO, the 3d band would be treated as the correlated band, whereas the oxygen 2p band would correspond to the intermediate subspace.
In some transitional metal oxide such as SrVO 3 described later, the hybridization between the 3d and 2p orbital is much weaker, so it is reasonable to treat the 2p orbitals as part of the remaining subspace without the need for an intermediate subspace.
This general consideration leads to the idea of multitier self-consistent GW+EDMFT [38, 39] . Note that the tiers indicate the theoretical level and they are not the same as the subspaces. In the first step, we perform a one-shot GW calculation over the entire Hilbert space, starting from a non-interacting Green's function constructed from the LDA band structure, as commonly done. However, we keep the component on this one-shot GW self-energy Σ = iG 0 W 0 only on subspace 3:
Tier III:
where the superscripts on the right side of the equation indicate the subspaces. We then perform a fully self-consistent GW+EDMFT calculation in the intermediate and correlated subspaces. To compute the effective electron-electron retarded interaction within the intermediate and correlated subspaces (1 + 2), we use the cRPA method. In Tier II, we remove the local GW self-energy contribution on the impurity site(s) (the double-counting term):
Tier II:
Finally, in Tier I, we compute the EDMFT self-energy of the impurity problem:
Tier I:
Thus, in Tier II, the non-local GW contribution is retained, whereas, in Tier I, the self-energy is equal to the impurity self-energy from EDMFT. Once the self-energy in each tier is obtained, the full Green's function is given by
Similar equation for the screened interaction in terms of the polarization on the different tiers applies, which takes into account the non-local screening at the RPA level and the onsite vertex corrections from EDMFT. For a detailed description of the multitier approach, see Ref. [39] .
Illustrative Example: SrVO 3
The cubic perovskite SrVO 3 , which is 3d 1 system and has been regarded as a paradigm of strongly correlated metals, provides an illustrative example for the application of GW+EDMFT. Therefore, we will use this as our main example to compare the different implementations combining GW-approximation with DMFT.
SrVO 3 cystallizes in a cubic perovskite structure with the vanadium atom centred in an octahedral cage between the oxygen atoms (left panel of Figure 5 ). Due to the crystal field, the 3d states of the V atom splits into the t 2g and e g components. Within the LDA, the t 2g states form a narrow isolated conduction band occupied with one electron/unit cell, whereas the e g states are unoccupied (right panel of Figure 5 ). Experimentally, the material exhibits a renormalized quasiparticle peak in between a weak, broad satellite feature centered around −1.5 eV [79] [80] [81] [82] [83] and more pronounced upper satellite feature at around 3 eV [79] . The bottom of the t 2g -band is located around −0.7 eV [80, 83] and the effective mass enhancement compared to the LDA is approximately 2 [84] , which also agrees with estimations from the specific heat coefficient [85] . Within the GWA, the bandwidth of the t 2g -bands is 2.1 eV, which corresponds to an effective mass enhancement of approximately 1.2 [38, 86, 87] . Hence, the correlations included in the GWA are not enough to account for the band renormalization observed experimentally. On the other hand, a strong plasmonic mode originating from transitions within the t 2g subspace gives rise to a weak satellite feature in the occupied region at an energy around −2 eV in rough agreement with the experimental data [87] . In the occupied region, a plasmon satellite appears at around 3.5 eV, which is corrected to 3 eV using the cumulant expansion [88, 89] , also in good agreement with experiment [87] (The cumulant calculations in Ref. [87] were based on quasiparticle self-consistent GW-calculations.).
Although GW-based methods seem to be able to describe the satellites as plasmons traditionally the satellite features are explained as Hubbard bands since they appear in LDA+DMFT calculations with a static U (See e.g., [83, [90] [91] [92] ), which do not allow for long-range charge fluctuations responsible for plasmon excitations. While LDA+DMFT provides a better description of the lower satellite, the position of the upper satellite is too close to the Fermi energy, even when the effective interaction for the impurity problem is adjusted to give the correct band renormalization. In LDA+DMFT with ab initio interaction parameters from cRPA, the band renormalization is too big (corresponding to an effective mass enhancement of approximately 2.9) and the upper satellite feature is centered around 2.4 eV.
Before we discuss the results from the fully self-consistent multitier GW+EDMFT presented above, we will present some simplified implementations and what we can learn from them.
One-Shot GW+DMFT
The simplest way to combine the GWA with DMFT is to combine the two methods on the one-shot level. That is, combine a one-shot GW calculation with DMFT. The main advantage with this is that it is simple since it is possible to make use of existing electronic structure codes with additional pre-or post-processing tools. However, one major drawback is that the result depends on how the double counting is subtracted.
In Ref. [86] , a one-shot GW calculation was first performed in the full Hilbert space. This calculation was then combined with a separate LDA+DMFT calculation restricted to the t 2g -subspace using a dynamically screened interaction U(ω) computed within cRPA. The full self-energy is then given by:
where {ψ kn } are the LDA eigenstates and {φ m } are localized Wannier orbitals, in this case constructed from the t 2g states of the Vanadium atom. The double counting term is given by the local GW selfenergy with all internal sums restricted to the t 2g subspace:
The orbitals ϕ m are usually chosen to the maximally localized Wannier orbitals [93] [94] [95] [96] . It should be noted that W loc has to be evaluated using the local interaction of the impurity problem and the local polarization, and is thereby different from the local projection of the full W,
Compared to LDA+DMFT, the non-local contribution from the GWA widens the quasiparticle band and slightly lowers the weight of the satellites (Figures 6 and 7) . However, the position of the satellites is determined by the impurity problem; therefore, the satellites are interpreted as upper and lower Hubbard bands [86] . This is a generic feature of any method that does not include a self-consistent feedback of the non-local screening on the effective impurity interaction. In these cases, the non-local self-energy will only contribute with an additional dispersion of the satellite features, but cannot change the physical interpretation of the satellites as Hubbard bands. The local vertex corrections from DMFT yields a deviation from the linear behavior of the self-energy for low energies, which yields a kink structure in the dispersion as can be seen in the lower panel of Figure 6 . The quasiparticle bandwidth agrees well with the experimental estimations as well as the position of the lower satellite feature. However, similar to the LDA+DMFT results, the upper satellite is still too close to the quasiparticle peak. In the implementation described above, there is no feedback from the non-local self-energy on the impurity problem. A way to overcome this deficiency is to account for the non-local self-energy at each step in the DMFT self-consistency cycle. That is, in each step of the DMFT cycle the local lattice Green's function is computed as:
where Σ k (ω) is defined in Equation (83) and all quantities are projected onto the DMFT (t 2g ) subspace.
Since the local Green's function enters the equation of the impurity Weiss field G in Equation (59), the effective bare propagator of the impurity includes the effect of the non-local self-energy. This scheme was implemented in Refs. [26, 27] . The effect of the non-local self-energy is dramatic. While the occupied part of the spectra is similar to the previous scheme, the unoccupied part is widened substantially, and, at the X-point, the xy/xz states are located at 0.9 eV, which is the same energy as in LDA. This means that the quasiparticle renormalization for these states are even weaker in the combined GW+DMFT calculations than in one-shot GW. For this reason, the upper satellite is absorbed in the quasiparticle dispersion and the peak in the unoccupied region in the BIS-spectra is explained as originating from the e g -states rather than as a t 2g -satellite. Further simplifications, based on using the GW quasiparticle band structure [25, 27, 86] , screened exchange approximation [28] as well as the GW quasiparticle self-consistent band structure [29] rather than the full frequency-dependent non-local self-energy have also been investigated and shown to give physically reasonable results. However, we will not discuss these simplifications further in this work.
Effect of Self-Consistency: Multitier GW+EDMFT
Within the Multitier GW+EDMFT method [38, 39] , it is natural to use the narrow t 2g bands as both the correlated and intermediate subspace. Thus, within the t 2g subspace, the method reduces to a self-consistent GW+EDMFT method while the contributions from outside this subspace is included at the one-shot GW level. Contrary to the simplified implementations discussed above, the multitier approach includes the self-consistent feedback from the non-local self-energy and screening on the impurity problem and also the feedback from the impurity problem on the lattice quantities. This allows us to explore a number of interesting questions that cannot be addressed with the simplified schemes discussed above:
1.
Are the local vertex corrections from DMFT sufficient to counteract the detrimental effects of self-consistent GW? 2.
What is the role of the long-range screening? 3.
What is the nature of the satellites in SrVO 3 ? Are they plasmons as indicated by the GW calculations and the cumulant expansion or are they Hubbard bands as DMFT-based calculations suggest?
In Figure 8 , the partial t 2g spectral functions of SrVO 3 within one-shot GW, self-consistent GW and GW+EDMFT are compared [38] . The one-shot GW results agrees with Ref. [87] and exhibits a renormalized quasiparticle peak in between an upper and lower plasmon satellite. In self-consistent GW, on the other hand, the quasiparticle is widened and the satellites are flushed out. This behavior agrees with the results for the electron gas [59] , and indicates that scGW is not a good approximation also for more strongly correlated solids. The local vertex corrections from EDMFT in the full GW+EDMFT calculations restores the satellites and narrows quasiparticle width. Compared to one-shot GW, the satellites are pulled closer to the quasiparticle, in agreement with the experimental data. To understand the origin of the satellite features, we investigate the fully screened interaction W (Figure 9 ). Both one-shot GW and GW+EDMFT exhibit clear subplasmonic modes from within the t 2g -subspace. It is interesting to note that the plasmon energy, ω p , is slightly smaller in the full calculations compared to one-shot GW. This difference originates from the local vertex corrections to the polarization in GW+EDMFT. This also offers an explanation of why the cumulant expansion calculations in Ref. [87] overestimates the energy of the lower satellite. In scGW, the plasmon is almost entirely flushed out, which also explains the absence of any clear satellite features in the spectral function. To answer the fundamental question about the nature of the satellites, we have to compare the position of the satellite features with the plasma energy as well as the static impurity interaction. If the satellites are Hubbard bands, they should be separated by roughly the static value of the interaction (U (ω = 0)), while, if they are of plasmonic origin, they should appear at roughly one plasmon energy below or above the quasiparticle peak. From Figure 8 , it is therefore clear that the satellites should be interpreted as plasmons rather than Hubbard bands. This interpretation is supported by another material, SrMoO 3 , a 3d 2 system but with a similar electronic structure to SrVO 3 , which has a satellite feature below the quasiparticle peak that is not reproduced within the LDA+DMFT scheme within a physically reasonable range of U [97] but reproduced within the GW+EDMFT scheme [39] .
In Figure 10 , the k-resolved spectral functions from one-shot GW, LDA+DMFT and GW+EDMFT are compared. The quasiparticle bandwidth in the full GW+EDMFT calculations is strikingly similar to one-shot GW and slightly larger than what the experimental data suggests, which indicates the need to go beyond the GWA also for the non-local terms. In order to investigate the multitier approach further and understand in which regimes the GW+EDMFT method is applicable, the method was applied to stretched sodium in Ref. [39] . Sodium is an electron-gas like metal with weak correlations. By artificially increasing the lattice constant, it is possible to successively increase the degree of local correlations and thereby test the method on realistic systems with different degrees of correlation. The low-energy band structure of sodium contains a broad s-like conduction band entangled with unoccupied p-like bands. To include all low-energy physics in the self-consistency cycle, the intermediate subspace was defined as the full s + p-subspace (green + black bands in Figure 11 ), while the correlated subspace was restricted to the s-like component (green components in Figure 11 ).
In Figure 12 , the effective impurity interaction is compared to the bare (cRPA) interaction for three different cases. Here, the effect of the long-range screening is unraveled. While the bare Coulomb interaction follows the counter-intuitive trend of decreasing interaction with increasing lattice constant, the effective impurity interaction follows the physically expected trend; that is, it increases as the atoms are pulled apart. Hence, in this case, a proper treatment of the long-range screening is essential. However, looking at the spectral functions in Figure 13 , one can see that, for electron-gas like materials (that is for the original lattice constant, a 0 ), the non-local diagrams included in GW+EDMFT are not sufficient and the method gives similar results as self-consistent GW with a wide quasiparticle peak and flushed out satellite structures. As the lattice constant is increased, the local correlations become increasingly important and the satellite structures are restored. At a separation of 1.6a 0 , the local correlations completely dominate and the material becomes a Mott-Hubbard insulator. 
Different Levels of Self-Consistency
The original combination of GW and dynamical mean-field theory [24] was derived from the Ψ-functional [77] and hence contains a self-consistency on both the one-particle (G) and two-particle (W) level. An alternative formulation was explored in Ref. [98] for the hydrogen dimer. In this work, a GW+DMFT formulation was derived from the Baym-Kadanoff (BK) functional [99, 100] instead:
Here, Φ v [G] contains the effects of exchange and correlations and the functional derivative of Φ with respect to the Green's function yields the self-energy:
The basic idea is that the bosonic self-consistency can be avoided with this formalism. However, this also means that the formalism neglects the effect of non-local screening on the effective impurity interaction, which implies that, similar to LDA+DMFT, the strength of the effective impurity interaction does not come out naturally from the formalism but has to be considered an independent parameter. In addition, as will turn out to be important, the double-counting term between the GW and DMFT self-energies (Σ DC−BK ) is different than in the full formulation:
where U is the chosen impurity interaction, which in this case is fixed, G loc the local projection of the Green's function and implicit summation over repeated indexes is assumed. For the hydrogen dimer, it was shown that this double counting leads to non-causal hybridizations due to the non-causality of the difference
where Σ loc GW is the local projection of the GW self-energy [98] . In the complete Ψ-derivable theory, however, this problem is not expected since the two terms in Equation (93) exactly cancel if the DMFT and GW subspaces are the same or, in the case where the DMFT subspace is smaller than the GW-subspace, reduces to
which is causal by construction. Here, r is the difference between the full Hilbert space and the DMFT subspace [39] . On the other hand, it was shown in Ref. [39] that the complete Ψ-derivable theory has different causality problems, namely that the effective impurity interaction can become noncausal in certain parameter regimes. By using a dimer model that can be solved exactly, it was also shown that this is not a unique property of GW+EDMFT.
Any (Ψ-derivable) theory that maps the lattice problem to a local impurity problem with the self-consistency equations
is expected to experience noncausal impurity interactions in certain parameter regimes. However, all physical observables remain causal. Since the effective impurity interaction is an auxiliary quantity, the non-causality is not a problem per se, although it can pose numerical difficulties in certain cases.
Conclusions
Substantial progress has been achieved in the last decade in describing the electronic structure of correlated materials from first principles. This progress owes its success to the combination of first-principles approaches and model-Hamiltonian-based many-body approaches. Two parallel developments in many-body approaches have fueled the progress: there is an approach using the traditional many-body perturbation theory (diagrammatic method) based on the Green's function technique, which has as its starting point a realistic band structure usually obtained from the LDA, and there is another approach that uses a model Hamiltonian as its starting point. The first approach has the great advantage of avoiding the use of adjustable parameters and including the details of the electronic structure, which are often important in determining many physical properties, but it has the disadvantage of having to deal with a large number of degrees of freedom, which makes it difficult to go beyond the GWA (RPA) [21] . Although it is possible to include more diagrams beyond the RPA, progress has been rather limited due to the numerical complexity as well as theoretical difficulties in selecting which classes of diagrams are to be summed. Opposite to the first approach, the second approach has the disadvantage that the model usually contains parameters and therefore the starting electronic structure is not always realistic, lacking the full details of the LDA. On the other hand, it has the advantage of having a relatively small number of degrees of freedom in the model Hamiltonian that allows for a more sophisticated many-body treatment of the problem. Indeed, with the arrival of DMFT [14] [15] [16] it is possible to solve the many-body problem within an impurity model exactly by numerical means. The seminal idea of including the Hubbard U term on top of the LDA Hamiltonian, yielding the LDA+U scheme [7, 12, 13] evolved into the LDA+DMFT scheme [17] [18] [19] [20] in which the LDA+U Hamiltonian is solved using the more sophisticated DMFT method rather than the Hartree-Fock approximation. Two fundamental problems in the LDA+DMFT scheme arise from the difficulty in removing the double-counting correction and the assumption that the self-energy is local (onsite). In early calculations, the Hubbard U was often treated as an adjustable parameter, but it is now possible to make a good estimate of it using the cLDA [42, 43] or cRPA [63] methods. A natural step beyond LDA+DMFT is to combine the GWA and DMFT leading to the GW+EDMFT scheme [24] . Since both are Green's function approaches, the double-counting term can be accounted for precisely and the GWA provides a non-local self-energy missing in the DMFT method. Alternatively, from the point of view of the GWA, the DMFT provides local or onsite vertex corrections beyond the RPA, thus offering a theoretically ideal scheme for treating correlated materials from first principles.
To gauge the performance of the GW+EDMFT scheme, we have primarily considered the much studied cubic perovskite SrVO 3 , which is a 3d 1 system. Experimentally, the spectral function of SrVO 3 is characterized by the presence of a quasiparticle peak around the Fermi level sandwiched by two satellite features, which have been interpreted as lower and upper Hubbard bands. LDA+DMFT calculations [83, [90] [91] [92] did indeed reproduce such features and so did the first few GW+EDMFT calculations [26, 27, 86] . The latter calculations, however, are rather similar to the former in that, instead of starting with the LDA band structure, one starts with a one-shot GW band structure, although they have the advantage of having a more accurate GW band structure and a more rigorous removal of the double-counting term. An important ingredient missing in these calculations is self-consistency. Self-consistent GW+EDMFT calculations show that the feedback from long-range screening can have a substantial effect in reducing the strength of the impurity U so that its static value is too small to account for the energy separation between the lower and upper satellites. Careful analysis reveals that the satellite features are better understood as long-range charge fluctuations or plasmon excitations [38] . This interpretation is supported by another material SrMoO 3 [39] .
Self-consistent GW+EDMFT calculations on stretched sodium exhibit a possible range of validity of the scheme. In the weak correlated regime corresponding to the physical equilibrium lattice constant, the scheme fails to give a proper description of the satellite feature. At larger separation, the scheme appears to give a reasonable account of the electronic structure producing the expected Mott gap at ∼ 1.5 the equilibrium lattice constant. This study suggests that long-range vertex corrections become increasingly important as the electrons become more itinerant [39] .
Including long-range vertex corrections, which are left out in the GW+EDMFT scheme, should be the next step in going beyond GW+EDMFT. However, before going further, much work needs to be done in investigating the performance of the scheme and there are many applications to interesting materials in which long-range correlations are expected to be important. Transition metals in which the electrons are semi itinerant are interesting systems to study within the scheme. A reliable description of the phase diagram of iron, in particular, poses a long-standing challenge. How the scheme treats the so-called charge transfer insulators, such as the transition metal monoxides (NiO, CoO, FeO, etc.) and the parent compounds of the high-temperature superconductors is highly interesting to know. The screening arising from the relatively wide oxygen p band can bring new unexpected physics when treated self-consistently within the GW+EDMFT scheme. Simplifying the scheme along the direction of multitier GW+EDMFT [39] is a possible route for applications to complex materials with many atoms per unit cell. 
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Appendix A. Construction of a Low-Energy Model
Appendix A.1. Constrained RPA Constructing an accurate effective low-energy model is a crucial first step in calculating the electronic structure of correlated materials. While the one-particle term in the effective low-energy model can be reliably obtained from DFT within the LDA, the effective electron-electron interaction poses a much more difficult problem. A systematic way of removing the high-energy degrees of freedom and encoding them in the effective interaction is provided by the constrained RPA (cRPA) method [63] . The resulting effective interaction is necessarily energy dependent.
The idea of cRPA is to divide the total polarization of the system into the polarization within the model subspace, which we shall call P d , and the rest of the polarization, which we shall call P r . Accordingly,
The fully screened Coulomb interaction is obtained by solving Equation (35):
which can be rewritten as follows W = W r + W r P d W,
where W r fulfills W r = v + vP r W r .
It can be readily verified by substituting Equation (A4) into Equation (A3) that Equation (A2) is recovered. The identity in Equation (A3) permits us to interpret W r as the effective interaction among electrons residing in the model subspace or the Hubbard U [63] : U(r, r ; ω) = W r (r, r ; ω).
The reasoning behind this interpretation is that, when this effective interaction is screened further in the model by P d , we obtain the fully screened interaction as evident in Equation (A3). As a consequence of retarded screening effects, the Hubbard U is frequency dependent. The screening effects arising from polarization channels P r are encoded in U as a retarded or energy-dependent screened interaction. In the commonly used Hubbard model with a static U, this retardation effect is not taken into account and it can play an important role in determining the electronic structure of the model. A formal derivation of the Hubbard U from the many-electron Hamiltonian may be found in Ref. [101] . Equation (A4) is exact, but, in practice, we approximate P r = P − P d within the RPA.
Appendix A.2. Downfolding the Self-Energy
To improve the one-particle part, we need to include the self-energy contribution from the subspace outside the correlated d subspace. The effective self-energy acting on the d subspace has the general form given by [101] Σ e f f = Σ d + Σ rd , where Σ d is the self-energy within the d subspace and Σ rd describes the influence of the rest of the subspace r on the correlated subspace d. It is to be noted that Σ d is not a projection of the total self-energy onto the d subspace and Σ rd is not simply the matrix element of the self-energy between the d and r subspaces. The Green's function within the d subspace fulfills the following equation
where h is the Hartree Hamiltonian. This general formulation was recently implemented within the GWA [102] in which the resulting Σ e f f is used to construct the quasiparticle band structures of SrVO 3 . A model Hamiltonian for the correlated band is defined with a static interaction obtained within cRPA and the GW self-energy contribution corresponding to this static interaction is then removed from Σ e f f , yielding a model with a one-electron energy dispersion that is void of the self-energy correction within the correlated subspace. The idea is that, when the model is solved using a more sophisticated method such as DMFT, it is not necessary to take into account the double-counting correction, since it is already removed from the model.
