In this paper, we prove a common fixed point theorem for a pair of weakly compatible mappings. The result is applied to prove the existence of solution of system of nonlinear integral equations. Our theorems extend and improve several known results.
Introduction
Several common fixed point theorems have been proved on the basis of compatible mappings introduced by Jungck [1] . Pathak et al. [2] introduced notions of compatible mappings of type (I) and (II) and utilized them in complete metric space for establishing a common fixed point theorems of a quadruple of self mappings. Applications of this theorem to Voltera-Hammerstein and Hammerstein nonlinear integral equations with infinite delay have also been given in [2] . On the other hand Chugh and Kumar [3] , established some common fixed point theorems for weakly compatible maps.
In the next section we compare various types of compatibility.
Various definitions of compatibility
Throughout this section, suppose (X, d) denotes a metric space.
Definition 2.1 ([2]
). Let A, S : X → X be mappings. Then the pair (A, S) is said to be compatible of type (I) if d(t, St) ≤ lim sup d(t, ASx n ), whenever {x n } is a sequence in X such that lim n Ax n = lim n Sx n = t for some t ∈ X .
Definition 2.2 ([2]
). Let A, S : X → X be mappings. Then the pair (A, S) are said to be compatible of type (II) if and only if (S, A) is compatible of type (I).
Definition 2.3 ([4]
). Let A, S : X → X be mappings. Then the pair {A, S} is said to be weakly compatible if they commute at their coincidence points, that is ASx = S Ax, whenever Ax = Sx for x ∈ X .
It is well known that a compatible pair of maps is weakly compatible pair but converse need not be true (see, e.g. [5] ). However it is interesting to note that the concepts of weakly compatible maps and compatible maps of type (I) are independent from each other. To show this, we illustrate the following examples:
Example 2.4. Let X = [0, ∞) and A, S : X → X defined by Ax = cos x when x = 1 0 when x = 1, and Sx = e x when x = 1 0 when x = 1.
Then it is clear that Ax = Sx iff x = 0 and x = 1. Also at these points ASx = S Ax. It means the mappings (A, S) are weakly compatible. Now we suppose that {x n } is a sequence in X such that Ax n , Sx n → t ∈ X . Here t = 1 by definition of A and S. Now d(t, St) = 1 and lim d(t, ASx n ) = (1 − cos 1) < 1. Therefore, the pair (A, S) is not compatible of type (I).
Example 2.5. Let X = [0, ∞) and A, S : X → X defined by Ax = 2x + 1 and Sx = x 2 + 1. Then at x = 0, Ax = Sx. Also at x = 0, ASx = 3 and S Ax = 2, which shows that the pair (A, S) is not weakly compatible. Now suppose that {x n } be a sequence in X such that lim Ax n = lim Sx n = t ∈ X . By definition of A and S, t = 1. For this value, we have d(t, St) = 1 and lim d(t, ASx n ) = 2, which shows that the pair (A, S) is compatible mappings of type (I).
It may be remarked that we have suitable examples to show that the concepts of weakly compatible maps and compatible maps of type (II) are also independent from each other. Moreover, in [2] , it has been shown that the concepts of compatibility of type (I) and type (II) are independent. Thus, the concept of weak compatibility of maps is independent from compatibility of maps of type (I) as well as type (II). In Section 3, we establish a common fixed point theorem for quadruple of self mappings satisfying certain Φ-contraction condition which is different from that used by Pathak et al. [2] . Our main result can be viewed as an independent result in the sense that we have proved the existence of a unique common fixed point for a distinct class of maps. In the sequel, we apply a consequence of our main result to solve a pair of simultaneous Volterra-Hammerstein integral equations with infinite delay which is more general than the integral equations used in [2] .
A common fixed point theorem
Throughout this section, suppose Φ denotes the collection of mappings φ : [0, ∞) → [0, ∞) which are upper semi-continuous, non decreasing in each co-ordinate variables and φ(t) < t for all t > 0.
To prove our main theorem we need the following lemmas:
. If φ i ∈ Φ and i ∈ I where I is a finite indexing set, then there exists some φ ∈ Φ such that
Let A, B, S, and T be self mappings of a complete metric space X such that:
for all x, y ∈ X , where
Then for arbitrary point x 0 in X , by (3.1), we choose a point x 1 such that T x 1 = Ax 0 and for this point x 1 , there exists a point x 2 in X such that Sx 2 = Bx 1 and so on. Continuing in this manner, we can define a sequence {y n }, for n = 1, 2, 3, . . ., in X such that
). Let φ ∈ Φ and {ξ n } be a sequence of non-negative real numbers. If ξ n+1 ≤ φ(ξ n ) for n ∈ N, then the sequence converges to 0. Now we will prove the following lemmas which help us to establish our results:
Proof. The inequality (3.2) implies
Then using this inequality the condition (3.2) yields
Similarly taking x = x 2n+2 and y = x 2n+1 in (3.2), we get
Again from (3.2), we obtain
From Eqs. (3.4) and (3.5), we obtain
for n = 0, 1, 2, . . .. And so, by Lemma 3.2, we get lim n→∞ d n = 0.
Lemma 3.4. The sequence {y n } defined by
is a Cauchy sequence.
Proof. Suppose subsequence {y 2n } is not a Cauchy sequence. Then there exists an > 0 such that for each even integer 2k, there exist even integers 2m(k) and 2n(k) with 2m(k) > 2n(k) such that
For each even integer 2k, let 2m(k) be the least even integer exceeding 2n(k) satisfying (3.7), that is
Then for each even integer 2k, we have:
Hence from Lemma 3.3 and (3.8), it follows that
(3.9)
By the triangular inequality, we have:
and
By Lemma 3.2 and Eq. (3.9), we obtain:
Now using (3.2), we have:
Letting k → ∞ and using Lemma 3.3, Eq. (3.9) and (3.10), we have:
a contradiction. Hence {y 2n } is a Cauchy sequence. Proof. Since X is complete, it follows from Lemma 3.4 that the sequence {y n } converges to a point y in X . On the other hand, the sub sequences {Ax 2n }, {Bx 2n+1 }, {Sx 2n } and {T x 2n+1 } of {y n } also converges to the point y . Now suppose that A is continuous. Then the sequences {ASx 2n } and {A 2 x 2n } converges to Az. Since the pair {A, S} is weak compatible, it follows from Proposition 2.8 [2] that lim n→∞ SSx 2n = Ay . Now using (3.2) we have:
Letting n → ∞, we have
which implies Ay = y . Since A(X ) ⊂ T (X ), there exists a point u ∈ X such that T u = y . Using the inequality (3.2), we have
which implies,
Since the pair {B, T } is weakly compatible and Bu = T u = y , we have d(BT u, T Bu) = 0 whenever T u = Bu, and so By = BT u = T Bu = T y . From inequality (3.2), we have:
Letting n → ∞, we have:
for all x ∈ L[a, ∞) and there exists K 2 > 0 such that for all s ∈ [a, ∞),
. The existence theorem can be formulated as follows: Theorem 4.1. With the assumption (C 1 )-(C 4 ), if the following conditions are also satisfied:
then the system ( * * ) has a unique solution in L[a, ∞) for each pair of real or complex numbers λ and µ with |λ|K 2 M 2 < 1 and
Proof. We define, for every x ∈ L[a, ∞)
where f 1 , f 2 ∈ L[a, ∞) are known and I is the identity operator on L[a, ∞). Then A, B, C, D, S and T are operators from L[a, ∞) into itself. Indeed, we have:
we apply conditions (C 1 ) and (C 3 ) and thus, we have
and hence Ax ∈ L[a, ∞). Similarly Bx ∈ L[a, ∞) also. For mapping C, we apply the conditions (C 2 ) and (C 4 ) in the following manner:
With the help of (C 2 ) and (C 3 ), we have for all x, y ∈ L[a, ∞) that
Similarly, by (C 2 ) and (C 4 ), we get
Hence, we have
which implies
From Eq. (4.3) and (4.6), we obtain
Thus condition ( * ) of Corollary 3.6 is satisfied.
by assumption (a) of the theorem. Similarly one can prove
Now we prove that the pair {A, S} is weakly compatible. For this we have
Now whenever Ax(t) = Sx(t), we have By conditions (C 2 ) and (C 4 ), we have Sx n − Sx ≤ x n (t) − x(t) + |λ|M 2 ∞ a |h 1 (s, x n (s)) − h 2 (s, x(s)) + h 2 (s, x(s)) − h 1 (s, x(s))|ds ≤ x n − x + |λ|M 2 K 2 ( x n − x + x − x ) → 0 as n → ∞. This shows that S is continuous. Thus all the conditions of Corollary 3.6 are satisfied. Therefore, there exists a unique u ∈ L[a, ∞) such that Au = Bu = Su = T u = u, and consequently, u is the unique solution of ( * * ).
