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Abstract—We present a novel smart transmission technique
with seamless hand-off mechanism to achieve ubiquitous con-
nectivity using multiple on-chip radios targeting remote health
monitoring applications. For the first time to the best of our
knowledge, a system architecture for low power ubiquitously
connected multi parametric remote health monitoring system is
discussed in this paper. The architecture proposed uses a generic
adaptive rule engine for classifying the collected multi parametric
data from patient and smartly transmit the data when only
needed. The on-chip seamless hand-off mechanism proposed aids
for the ubiquitous connectivity with a very good energy savings
by intelligent controlling of the multiple on-chip radios. The
performance analysis of the proposed on-chip seamless hand-
off mechanism along with adaptive rule engine based smart
transmission mechanism achieves on an average of 50.39% of
energy saving and 51.01% reduction in duty cycle of transmitter
taken over 20 users compared to the continuous transmission.
From the hardware complexity analysis made on the proposed
seamless hand-off controller and adaptive rule engine shows that
they require 2196 CMOS transistors for implementation.
Index Terms—Ubiquitous connectivity, Seamless hand-off,
RSSI, path loss model, Random Waypoint Mobility (RWP).
I. INTRODUCTION
IN remote health monitoring the proactive diagnosis ismainly constrained due to the unavailability of the patient
under ubiquitous monitoring. The primary reasons for this
scenario are the user is non-static (thereby user crosses the
range of connectivity) and life time of the node. To address this
issue we propose a system architecture for multi parametric
remote health monitoring which can be connected ubiqui-
tously and consumes less energy. For achieving ubiquitous
connectivity, a seamless hand-off controller is developed which
intelligently controls multiple on-chip radios during data trans-
mission. The seamless hand-off controller drastically reduces
the energy consumption by efficiently using multiple on-chip
radios which have different energy consumptions. In addition
to the energy saving achieved by the seamless hand-off con-
troller, a generic adaptive rule engine based smart transmission
mechanism is included in the architecture, which classifies the
data and transmits only when needed. The adaptive rule engine
reduces the data traffic transmitted significantly without any
loss of data thereby maintaining reliability.
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Many architectures for remote health monitoring procedures
were developed in the recent years such as [1], [2] & [3]. In
[1], the remote health monitoring system is based on the smart
phone for enabling the real time monitoring and full Internet
Protocol (IP) connectivity has been used. The problems that
occur due to the improper data association collected from
patients have been discussed in [2]. The architecture proposed
in [2] consists of a central gateway which gathers the data
from all the users and transfers it to the central server peri-
odically, where clinicians can classify the user’s health status.
One of the major issues in these remote health monitoring
systems is the continuous data transmission, which leads to
the hyper connectivity scenario [4][5]. In [6], intelligent indoor
positioning algorithm that fuses a Pedestrian Dead Reckoning
(PDR) system and an Received Signal Strength (RSS) based
Wi-Fi positioning system is discussed. Wireless Body Area
Networks (WBAN) applications like intra-space suit radio
propagation channel in various frequency bands including 2.4
GHz is discussed in [7]. In remote health care monitoring
application we cannot make use of the available bandwidth
effectively, if we use the traditional mode of transmitting the
data continuously. It reduces the node life time, even leads to
loss of data due to delay and buffer overloading, which is not
acceptable particularly in the health care applications.
Other issue, the Internet of Things (IoT) architectures face is
the anywhere or ubiquitous connectivity, especially in WBAN
applications where the patient is needed to be under constant
supervision of the clinicians for proactive diagnosis. Bluetooth,
ZigBee and Wi-Fi are the primary suite of high level communi-
cations used in WBANs. WBAN systems would have to ensure
seamless data transfer across standards such as Bluetooth LE,
ZigBee and Wi-Fi etc. to promote information exchange, plug
and play device interaction. ZigBee and Bluetooth LE assists
in a low energy consumption with low data rate but offers
very low range compared to Wi-Fi. Being a mobile user
under monitoring, the chances of user loosing connectivity by
crossing the range is very high which makes the delivery of
proactive diagnosis a difficult aspect.
In this paper we propose a system architecture for multi
parametric remote health monitoring which can address the
issues discussed above. The rest of the paper is structured
as follows. Section II discusses the holistic view of proposed
low power ubiquitously connected system architecture and
the internal functional units. In section III, we discussed the
environment and user mobility modelling. Section IV includes
the performance analysis of the proposed system architecture
2and the FPGA based hardware prototype developed in IIT
Hyderabad. It also discusses the hardware complexity analysis
of the proposed seamless hand-off controller and adaptive rule
engine. Section V concludes the paper by discussing the future
scope of the work.
II. HOLISTIC VIEW OF PROPOSED LOW POWER
UBIQUITOUSLY CONNECTED SYSTEM ARCHITECTURE
The holistic view of the system architecture is shown in
Fig. 1. The signal acquisition acquires the multi parametric
medical data such as Electro Cardiogram (ECG), body tem-
perature, glucose levels, heart beat etc. from different sensors
using various signal processing techniques. Better proactive
diagnosis can be given only if the data collected from the
patient is classified properly. This intelligent classification can
be achieved by extracting important features (such as PR,
QRS and QT intervals from ECG signal and body temperature
from temperature data) from the collected medical data, from
which we can discover the abnormalities in the patient. This
process of collecting features from the patients physiological
data is known as feature extraction. The features extracted are
then supplied to adaptive rule engine, which then classifies
the data into abnormal or normal. The adaptive rule engine
after classifying the data decides whether the data has to be
transmitted or not based on an automated decision making
algorithm. If the adaptive rule engine decides to transmit the
data, the seamless hand-off controller chooses an appropriate
radio from the available multiple on-chip radios depending on
the range vicinity and radio energy consumption. As a proof
of concept, we are considering the system monitoring ECG
signal from the patient with ZigBee and Wi-Fi as the on-chip
multiple radios available but no limitation on number of radios.
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Fig. 1: System architecture of low power ubiquitously con-
nected remote health monitoring system with smart transmis-
sion mechanism
Many architectures for the ECG signal acquisition system
have been developed in the past [8], [9] & [10]. For the anal-
ysis of performance Lead I ECG data is considered. The data
acquisition system developed at IIT Hyderabad has an upper
cutoff frequency of 0.5 Hz and a lower cutoff frequency of 120
Hz with a sampling rate of 1000 Hz. Feature extraction plays
an important role in automating the remote health monitoring.
Identification of points such as P, Q, R, S and T shown in Fig. 2
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Fig. 2: PQRST complex from the collected Lead I Digital ECG
data
from the Lead I ECG signal plays prominent role in calculating
the required features and helps in classifying the patient. For
a detailed description of several feature extraction algorithms
available, kindly refer to [11], [12] & [13]. In following sub
sections the functionality of adaptive rule engine and seamless
hand-off controller are discussed in detail.
A. Adaptive rule engine based smart transmission mechanism
Using the adaptive rule engine mechanism the transmission
can be made smart which reduces the amount of data to be
transmitted thereby reducing the energy consumption. Perfor-
mance analysis of the adaptive rule engine based smart trans-
mission system has been analyzed in [9]. In [9], the authors
have considered remote ECG monitoring system with ZigBee
communication facility. In this paper, we extend the analysis to
multiple on-chip radios scenario, where the selection of radios
is done intelligently. The inputs to the adaptive rule engine
are the features extracted from the collected medical data. In
ECG signal, these features primarily include PR interval, QRS
interval and QT interval.
The adaptive rule engine makes use of two thresholds, soft
threshold and hard threshold to classify the data. Considering
ECG monitoring as the target application, the key features
that doctors use to classify the data are listed in the TABLE
I. The values listed in the TABLE I are normal ranges of
the ECG signal for a healthy patient [14] and are used as
the hard threshold, which is the bounding limit of perfectly
healthy ECG data. The soft threshold is an internal variable,
which is initialized to hard threshold and whenever the sensed
value exceeds the current soft threshold, the soft threshold is
reset to the sensed value. In the first iteration, the parameters
observed from the data are compared with the hard threshold
values. If any of the parameter exceeds, it is classified as
an abnormal data and it is again compared with the soft
threshold. If the parameter values exceed the soft threshold
parameters, the parameters in the soft threshold corresponding
to the exceeded parameters of the collected data are reassigned
with the parameters acquired from the user and transmits the
collected data. In the second case, where the parameters of
collected data do not exceed soft threshold, will only enable
3the abnormality indicator resulting in no transmission of data
but stores the data on the on board storage. Using this smart
transmission, the amount of data to be transmitted can be
reduced drastically without losing the accuracy on patient
condition and without losing any data.
Case Parameter Normal Threshold
1 PR interval 0.12 - 0.20 Sec
2 QRS interval ≤ 0.12 Sec
3 QT interval ≤ 0.42 Sec
TABLE I: Threshold values of the intervals
TABLE II, depicts the flow of generic adaptive rule engine
with ECG monitoring for 3 iterations. The system is assumed
to continuously collect sets (1 set = 30 seconds duration) of
ECG data. Observed data is the average of features collected
within a single set of data. In iteration 1, the observed value of
PR interval is 0.21 which exceeds both the hard threshold and
soft threshold. Hence the data is transmitted and soft threshold
is adjusted accordingly. In iteration 2, the observed value of
PR interval exceeds hard threshold but does not exceed soft
threshold. Hence the data is not transmitted but stored onto on
board storage thereby guaranteeing no loss of data. The rest
of the iterations work in similar fashion. After a particular
number of iterations (10 in this case), soft threshold is again
reset to Hard threshold.
B. Proposed intelligent seamless hand-off mechanism
Seamless hand-off mechanism controls the hand-off
(switching and selecting) between multiple radios depending
on the physical location of user predicted using Received
Signal Strength Indication (RSSI). The ubiquitous connectivity
of the user to the network is of primary importance, which
can be achieved by the help of seamless hand-off mechanism
controlled by the seamless hand-off controller (SHC). Main
purpose of the SHC is to select appropriate radio depending
on the range vicinity and radio energy consumption. The SHC
selects the radio which consumes less energy and also has
connectivity among the available on-chip radios. In this paper
we considered ZigBee and Wi-Fi as the available on-chip
radios for SHC, but equally adaptable to any number of radios
such as Bluetooth LE and cellular networks.
At the beginning, the transmission always starts with the
user ZigBee scanning for a network, if it finds one it joins
and starts communicating with the gateway else SHC decides
to scan for any available Wi-Fi networks in the vicinity. If
none of the radios are available, the user starts using cellular
facility. The communication initialization flow is shown in Fig.
3. In the following sections each of the scenarios encountered
by the SHC is described in detail.
C. SHC scenario 1 (ZigBee available during communication
initialization)
In scenario 1, user starts the communication with the
gateway using ZigBee. Whenever the user transmits the packet
containing the payload, gateway upon receiving the packet
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Fig. 3: Initialization flow for communication by the user
calculates the Received Signal Strength from RSSI. RSSI
indicates the power in the received signal and a procedure
to measure RSSI has been depicted in [15]. Based on the
RSSI the gateway suggests the user to make a hand-off if
necessary. Fig. 5 shows the complete functionality of SHC
in scenario 1. For every packet received by the gateway, it
acknowledges the user with a specific packet containing the
information relating to the hand-off and the retransmission.
The structure of the acknowledgement packet is shown in
Fig. 6. The retransmit indicator and hand-off indicator bits
contain the information pertaining to re-transmission of the
last sent packet and the hand-off respectively. Based on the
transmission quality, acknowledgement packets are classified
into four types. The description of all the four types of
acknowledgments are furnished in TABLE VI. If the RSSI
value of the received packet falls below a particular threshold
then the gateway suggests the user for a hand-off by sending
a type II or type IV acknowledgement depending on whether
the received packet is error free or not. The complete flow of
the SHC on the gateway for generation of acknowledgement
is shown in Fig. 4.
Considering a healthy patient as the end user, the duty
cycle of the transmitter will be very low with the smart
transmission achieved using the proposed adaptive rule engine.
In such cases the user may come out of the ZigBee network
vicinity and when the user attempts a transmission, it results
in a loss. To prevent such cases every time the user is in a
sleep mode, the user performs connection status mechanism
with the gateway periodically at an interval of T seconds,
where the user initially scans for beacon messages from the
gateway. If there are any beacon messages from the gateway
immediately user transmits a connection status query frame
which consists of source address, node id and destination
address. In turn the user expects a connection response which
has the acknowledgement frame shown in Fig. 6 embedded
into it. Upon using this kind of connection status mechanism,
the gateway can suggest the user with hand-off if the node
is about to go out of the vicinity of the ZigBee gateway
thereby preventing the information losses. After crossing the
range of ZigBee and started the communication using Wi-
Fi, there are possibilities where the user comes back into the
4Initial values Iteration 1 Iteration 2 Iteration 3
Parameter Hard threshold(Sec)
Soft threshold
(Sec)
Observed
value
Hard threshold
(Sec)
Soft threshold
(Sec)
Observed
value
Hard threshold
(Sec)
Soft threshold
(Sec)
Observed
value
Hard threshold
(Sec)
Soft
threshold (Sec)
PR Interval 0.12 - 0.20 0.12 - 0.20 0.21 0.12 - 0.20 0.12 - 0.21 0.21 0.12 - 0.20 0.12 - 0.21 0.22 0.12 - 0.20 0.12 - 0.22
QRS Interval 0.12 0.12 0.11 0.12 0.12 0.12 0.12 0.12 0.11 0.12 0.12
QT Interval 0.42 0.42 0.41 0.42 0.42 0.40 0.41 0.41 0.42 0.41 0.42
Abnormality = Yes Abnormality = Yes Abnormality = Yes
Data transmitted Data not transmitted, Stored to on board memory Data transmitted
TABLE II: Flow of generic adaptive rule engine for 3 iterations in ECG monoitoring
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Fig. 4: Acknowledgment generation by SHC on the gateway
Fig. 5: Process of SHC in scenario 1 on both user and gateway
vicinity of the ZigBee. In such cases the same connection
status mechanism can be used for making hand-off back to
ZigBee. As the Wi-Fi is in transmitting state and ZigBee is in
sleep mode, ZigBee on the user device wake up at the periodic
intervals and performs the connection status procedure. ZigBee
on user node, while performing the connection status process
it will have to co exist along with the Wi-Fi which operates
in the same frequency band of 2.4 GHz which may result
in co-interference between the radios. In [16], [17] & [18],
the performance of different technologies operating at 2.4
GHz frequency during their coexistence have been analyzed.
The analysis shows that ZigBee has less effect on the Wi-Fi
transmission.
Type (Retransmit, Hand-off) indicator Description
I (0,0) No retransmit, no hand-off required
II (0,1) No retransmit, make a hand-off
III (1,0) Retransmit, no hand-off required
IV (1,1) Both retransmit and hand-off required
TABLE III: Types of acknowledgements
Retransmit indicator
1 - bit
Hand-off indicator
1 - bitacknowledgement
MAC layer
Fig. 6: Structure of the acknowledgement
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Fig. 7: Flow of connection status process in scenario 2
D. SHC scenario 2 (ZigBee is not available during commu-
nication initialization, but Wi-Fi is available)
In scenario 2, user starts the data transfer using Wi-Fi.
While the user is transmitting the data using Wi-Fi, user also
performs the connection status mechanism using ZigBee as
discussed in scenario 1 and proper hand-off is made accord-
ingly. The flow of the connection status process is shown in
Fig. 7.
In cases where the user starts moving out of the range of
Wi-Fi, the RSSI values fall gradually. At a point, the RSSI
value falls to a minimum threshold value where a hand-off is
necessary from Wi-Fi to cellular network. In this case the user
node immediately establishes connection with the local base
station in case of 2G or remote radio heads in case of LTE
network.
E. SHC scenario 3 (Wi-Fi and ZigBee are not available)
In scenario 3, the user position is assumed to be out of the
range of both the ZigBee and Wi-Fi. In such cases, user begins
his communication initialization process with ZigBee scanning
for any available networks with which the user can associate.
Since the node is not in the vicinity of the ZigBee network,
the user switches to Wi-Fi and scans for any available access
points. Finally as the user does not find any access point, he
uses cellular network as the communication mechanism. The
communication initialization in scenario 3 is shown in Fig. 8.
After starting the communication using cellular network, the
user may come into the vicinity of ZigBee or Wi-Fi where the
user will have to prefer communicating using one of them.
The user continuously performs connection status for both
ZigBee and Wi-Fi periodically. The connection status process
in scenario 3 is shown in Fig. 9. The user periodically performs
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communication status process for ZigBee and Wi-Fi. If any of
the two modes of communication is available, user then makes
a proper hand-off based on the hand-off indicator. If both of
them are available user prefers ZigBee to Wi-Fi.
III. ENVIRONMENT AND USER MOBILITY MODELING
For analyzing the performance of the on-chip adaptive rule
engine based smart transmission technique with on-chip seam-
less hand-off mechanism based multiple radio communication
system, twenty users, having both the ZigBee and Wi-Fi
based communication facilities are considered. The mobility
of the users have been modeled using ’random way point
mobility pattern’ and the path loss estimation is made using
the ’Attenuation Factor model’. The users are assumed to be
moving randomly in a room of dimensions 100m X 100m. The
complete flow involved in the environment and user mobility
modeling is shown in Fig. 10 and is described briefly in
following sections.
A. Random way point mobility pattern (RWP)
The mobility of the 20 users, has been modeled using Ran-
dom Waypoint Mobility (RWP) pattern [19]. All the mobile
nodes are distributed randomly around the entire area. The
parameter pause time determines the period of time the user
stays at one location and as soon as the pause time expires, the
Acquire training
data
(Range estimation)
Calculate distance threshold
model
Estimate path loss using
Attenuation Factor (AF)
Factor (FAF)
Calculate Floor
Attenuation Factor
Fig. 10: Flow involved in environment and user mobility
modeling
user selects a random destination around the area and starts
moving at a uniform speed which is uniformly chosen from
max speed and min speed. The mobility pattern of the 20
users is shown in Fig. 11 and the parameters of the RWP
mobility pattern are depicted in TABLE IV. The pause interval
is uniformly chosen from 0 to 1 seconds and the minimum
and maximum velocities of the mobile node considered are
0.1 and 0.3 m/s, which is a valid assumption in mobile health
care monitoring applications.
Parameter Value
Area 100 X 100 Sq.mt.
Minimum speed 0.1 m/s
Maximum speed 0.3 m/s
Pause interval [0 1]
TABLE IV: RWP mobility pattern parameters
In Fig. 11, the position of the gateway is indicated using a
red square at the center. The boundaries of the mobility for
twenty users has been indicated in different colors. The red
dashed circle indicates the estimated range of ZigBee coverage
using the ’Attenuation Factor Model’ [20], [21] & [22]. The
rest of the performance analysis is made using the mobility
pattern shown in Fig. 11.
Observing Fig. 11, we can infer that users 13 and 1
(indicated in red and blue path) lie ,most of the time within
the range of ZigBee coverage and uses Wi-Fi less frequently
when compared to other users. The mobility of all the users
for the entire one hour duration is shown in Fig. 12, where
the x-axis indicate the time in seconds and y-axis indicates the
distance of the user from the gateway. One can observe the
times at which users are crossing hand-off boundary.
B. Range estimation for ZigBee
The range of the ZigBee coverage should be estimated
for deciding the hand-off threshold distance. In general the
receiver sensitivity of ZigBee is -95 dBm, beyond which the
error rate increases and quality of the transmission will be
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Fig. 12: Coverage of all 20 users with time
poor. For making a hand-off, a safer threshold of -85 dBm is
considered. The hand-off threshold distance of the ZigBee is
equal to the distance at which the received power equals the
hand-off threshold power and is obtained using the Attenuation
Factor model and the RSSI values obtained from the training
data.
1) Attenuation factor model: Many indoor path loss models
have been proposed such as Log-distance model, Ericsson
multiple breakpoint model and Attenuation factor model (AF)
[22] etc. From the AF model, the path loss at a distance d in
indoor scenarios, can be found using the equation (1).
P¯L(d)[dB] = P¯L(d0)[dB] + 10η log(
d
d0
) + FAF [dB]
P¯L(d)[dBm] = P¯L(d)[dB] + 30
(1)
In equation (1), the P¯L(d)[dB] is the path loss at a distance
d in dB, P¯L(d0)[dB] is the path loss at a distance d0 and FAF
is the floor attenuation factor in dB. η represents the path loss
exponent value for the same floor. The equation (1) can be
rewritten as shown in (2)
P¯L(d)[dBm] = P¯L(d0)[dBm] + 10η log(
d
d0
) + FAF [dB]
(2)
For a better estimation of the path loss, a better estimate of
the parameters η and FAF are required. The standard values
for the two parameters in different scenarios are given in [22].
These parameters cannot be considered as a perfect estimation,
since they are scenario dependent and the parameters are
Fig. 13: IITH mote developed in IIT Hyderabad
affected by various environmental changes, such as occupancy
in the room, partitions in the room and user movements etc.
Hence the parameter FAF is found out using the RSSI values
obtained during the training phase. The FAF calculated from
different trials is found out to follow the normal distribution.
2) Training phase: For the training phase, the data collected
using the in house developed ZigBee node at IIT Hyderabad
namely ’IITH mote’ [23] shown in Fig. 13 is used. During
the training phase, the RSSI which gives the received signal
strength at various distances is collected. Fig. 14 shows the
average RSSI over hundred trials measured at different dis-
tances. The received signal strength decreases as the distance
from the gateway increases. From the RSSI values collected
at different distances, the FAF is estimated using the equation
(2). For the FAF estimation d0 is estimated to be 1m, which
reduces the equation (1) to the form shown below.
P¯L(d)[dBm] = P¯L(d0)[dBm] + 10η log(d) + FAF [dB]
d0 = 1m
(3)
Now the path loss at a distance of 1m can be found using
the equation 4, where P¯L(1m)[dBm] indicates the path loss at
a distance of 1m and Pt, Pr are the transmitted and received
power at a distance of 1m respectively. The transmit power
used is 3 dBm and the received power at 1m distance can be
calculated from Fig. 14, which is -48 dBm approximately for
an η of 2.68. Based on the RSSI values collected at different
distances from the gateway, the FAF is estimated and the
density function of FAF extracted from the collected data over
different trials is shown in Fig. 15. The probability density
function is evaluated over hundred trials at different distances
and is averaged over different distances. It is found out that the
average probability density function resembles the probability
density function of a normal random variable.
P¯L(1m)[dBm] = Pt − Pr(1m) (4)
From the average probability density function of FAF calcu-
lated from training phase the mean of the FAF is calculated to
be 8.684 dB and standard deviation is calculated to be 2.3616.
For the rest of the analysis in the paper the FAF is assumed to
be a normal random variable with mean 8.684 dB and standard
deviation of 2.3616. Upon averaging the path losses over a
number of trials, the path loss obtained is shown in Fig. 16.
From Fig. 16, we can observe that at a distance of 13 m,
the path loss is approximately 88 dBm, which is the hand-
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Fig. 16: Average path loss estimation at distance d
off threshold.Thus theoretical analysis using the training data
gives 13 m as the hand-off threshold distance.
IV. PERFORMANCE ANALYSIS
In this section we analyse the performance of the proposed
system architecture for low power ubiquitously connected
remote health monitoring system with smart transmission
mechanism and hardware prototype used for field trials. The
performance metrics used for the performance evaluation are
energy consumption, network node lifetime and data losses.
User node Gateway
IITH Mote
SHC
IITH Mote
RCM5600W
(Wi-Fi)
RCM5600W
(Wi-Fi)
SHC
FPGA
Spartan 3E
FPGA
Spartan 3E
Fig. 17: Architecture of the hardware prototype
Fig. 18: Hardware prototype developed in IIT Hyderabad
The specifications of the ZigBee and Wi-Fi used are shown in
TABLE V.
Parameter Value for ZigBee Value for Wi-Fi
Current consumption in transmit state 40 mA 625 mA
Current consumption in sleep state 3.5 µA 10 µA
Time for transition from sleep to transmit state 1.2 mSec 2.2 mSec
Time for transition from transmit to sleep state 1 mSec 2 mSec
Transmit power 3 dBm 17 dBm
Receiver sensitivity -90 dBm -90 dBm
Range (indoor) 30m (approx.) 100 m (approx.)
TABLE V: Specifications of ZigBee and Wi-Fi devices used
A. Architecture of FPGA based hardware prototype
A FPGA based hardware prototype for the proposed adap-
tive rule engine based smart transmission with seamless hand-
off mechanism among multiple radio communication system
architecture is developed in IIT Hyderabad. The architecture
of the prototype is shown in Fig. 17 and Fig. 18 shows the
Spartan 3E FPGA based hardware prototype developed in
IIT Hyderabad. For the prototype development, IITH Mote
is used as a ZigBee device and RCM5600W [24] is used as
the Wi-Fi device. Spartan 3E FPGA is used to implement the
adaptive rule engine based transmission system and seamless
hand-off controller. Using the prototype developed, the hand-
off boundary in a room of dimensions 9.8m X 7m is found.
The environment in the room is similar to an office scenario
having soft and hard partitions, with people moving randomly.
The hand-off border is calculated as an average over 20 trials.
Fig. 19 shows the hand-off border, RSSI values at different
distances and the partitions in the room.
In Fig. 19, the dashed line indicates the hand-off border.
The area behind the soft partition comes out of the range of
ZigBee coverage, due to the presence of many obstacles. The
average range of ZigBee coverage is approximately 12.6 m. At
a distance of 6.7 m, the received signal strength by the user
node is observed to be -79 dBm which shows a very good
correlation between the theoretical path loss derived shown in
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Fig. 16 and path losses collected from the experimental field
trials.
B. Energy Consumption and Life Time of Network Node
Analytic models for energy consumption of the sensor
nodes are discussed in [9], [25] & [26]. For the analysis,
they have considered energy consumed by the processor,
transceiver and sensors. In this paper, we considered only the
energy consumed by the transmitter with the seamless hand-
off controller controlling the radios, as the other parameters
remain constant for the analysis. For the modeling of energy
consumption, the transmitter is assumed to operate only in
two states, on and off state. The energy consumed by the
transmitter can be calculated as the sum of energy consumed
in a particular state (on or off) and energy consumed for the
state transitions.
Econs = Estate + Etrans (5)
Estate =
∑
i
PTXLi
R
+ POffTOff (6)
Etrans = j × Pon−offTon−off + k × Poff−onToff−on
(7)
The Econs in equation (5) shows the over all energy con-
sumption by the transmitter. It is the sum of energy consumed
in the two states (on, off) Estate and energy consumed for state
transitions (on to off, off to on) Etrans by the transmitter.
The PTX and Poff indicates the power consumption in
transmitting and off state respectively. Toff is the total time
the transmitter spent in the off state. Li and R indicates
the data length to be transmitted (headers + payload) and
maximum input data rate supported by the corresponding
radio respectively. i indicates the packet number. Pon−off
and Poff−on indicates the power consumed during the state
transition from on to off and off to on respectively and the
corresponding transition times are Ton−off and Toff−on. j
and k indicates the number of transitions from on to off state
and off to on states by the radio respectively.
In analyzing the energy consumption for all the three
scenarios, we have to consider the packet structures for both
the ZigBee and Wi-Fi. The energy consumed is directly
proportional to the packet length. The ZigBee packet has a
maximum size of 133 bytes and carry 104 bytes of payload at
the maximum [27]. The rest of the 29 bytes accounts for the
header fields. Whereas Wi-Fi has a maximum payload support
of 2312 bytes in a single packet [28], but in TCP it is limited
by maximum transmission unit (MTU) which is 1500 bytes
[29]. Here the transmission using TCP has been assumed,
and the maximum payload that can be transmitted in a single
packet is considered to be 1500 bytes. A single packet in Wi-
Fi has a size of 1524 bytes, where 24 bytes account for header
fields. The number of packets required to be transmitted can
be calculated using the equation (8) and total length of data
to be transmitted is given by equation (9).
N =
Ldata
Lmax payload
(8)
Li = N × Lpacket (9)
In equation (8), N refers to the number of packets, Ldata
and Lmax payload are length of data and length of maximum
payload per packet in bytes. In equation (9), Li indicates the
data length to be transmitted by the radio in bytes.
The energy consumption is analysed in two scenarios,
constant burst transmission and the adaptive rule engine based
smart transmission.
1) Constant burst transmission with seamless handoff con-
troller: In this scenario the user constantly transmits the data
at a data rate of 250 Kbps (maximum data rate supported
by ZigBee) and no intelligent transmission mechanism is
used in this scenario. The user mobility shown in Fig. 11
is considered for the energy consumption analysis. Fig. 20
shows the energy consumption for all the twenty users when
transmitting continuously at a constant bit rate. From the Fig.
20 we can see that user 13 consumes very less energy of 6.09
J compared to users 2, 3 & 4 consuming 9.77 J due to the
fact that user 13 spends most of the time within the vicinity
of the ZigBee. The lifetime of the individual nodes is shown
in Fig. 21, where the user 13 has maximum life time of 0.511
years.
2) Adaptive rule engine based smart transmission with
seamless handoff controller: In the previous scenario, we used
a continuous burst transmission technique which consumes
more power and also increases amount of traffic. Energy con-
sumption by the twenty users in the adaptive rule engine based
smart transmission with seamless handoff mechanism is shown
in Fig. 22. From Fig. 22, we can see that user 13 consumes
very less energy approximately 2.56 J compared to user 2,
who consumed approximately 4.86 J. When compared to the
continuous transmission scenario, the energy consumption in
adaptive rule engine based smart transmission scenario is very
less. On an average of 20 users the energy consumed in
the constant burst transmission scenario is 9.3389 J, which
is very high compared to 4.6329 J in adaptive rule engine
based smart transmission scenario. This shows that there is a
50.39% of reduction in energy consumption when using the
adaptive rule engine based smart transmission when compared
to the constant burst transmission scenario. The lifetime of the
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individual nodes is shown in Fig. 23, where the user 13 has
maximum life time of 1.22 years when using the adaptive rule
engine based smart transmission compared to 0.511 years in
constant burst transmission scenario.
Fig. 24 plots the duty cycle of a node versus time in seconds.
Adaptive rule engine is operated on the 3 sets of data (90
seconds of data) and it can be observed that the transmitter of
node is only awake for first set out of 3 sets, thereby reducing
the duty cycle of transmitter by 66% compared to constant
burst scenario mechanism where the transmitter is in on state
always. On an average over 20 patients, the duty cycle of
the transmitter is observed to be 48.99 %, which leads to a
significant saving in energy. Fig. 25, plots data loss for every
patient when using only ZigBee for communication and in the
presence of multiple on-chip radios. One can clearly observe
the data losses are high upon using only ZigBee radio. Hence
the use of multiple on-chip radios can greatly aid in loss
less transmission of data with less delay and very less energy
consumption.
C. Hardware complexity analysis
1) Seamless hand-off controller: Fig. 26 shows the hard-
ware architecture for seamless hand-off controller. The hard-
ware complexity depends primarily on 16 bit comparator.
It compares received signal RSSI value with the predefined
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threshold value, which enables the suitable radio for transmis-
sion. The threshold value used in this study is -85 dBm. Table
VI and Table VII shows the total number of logic gates and
Complementary Metal Oxide Semiconductor (CMOS) transis-
tors required to implement the seamless hand-off controller.
From the analysis made it shows that the seamless handoff
controller is very low complex that it requires only 608 CMOS
transistors for implementation.
Type of logic gate 16 bit comparator
AND 64
OR 16
NOR 16
NOT 32
TABLE VI: Hardware complexity of Seamless hand-off algo-
rithm in number of logic gates
Type of logic gate No.of CMOS Transistors
AND 384
OR 96
NOR 64
NOT 64
TABLE VII: Hardware complexity of Seamless hand-off al-
gorithm in number of CMOS Transistors
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Fig. 26: Hardware architecture of the seamless hand-off con-
troller
D. Adaptive rule engine
The hardware architecture of adaptive rule engine is as
shown in Fig. 27, which requires two 16 bit comparators, two
3 bit adders, one 3 bit comparator and one 16 bit subtractor.
The 16 bit subtractor serially calculates the PR, QRS and
QT data intervals of ECG signal from their respective start
and end points from the input data. The data intervals are
then compared with corresponding hard threshold values using
a 16 bit comparator and a decision is made i.e. normal or
abnormal. Based on the decision made at hard threshold, if
the data is found to be abnormal second 16 bit comparator
compares with the soft threshold values. If it does not exceed
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Fig. 27: Hardware architecture of the Adaptive Rule Engine
soft threshold, abnormality count is increased using a 3 bit
adder and timer is incremented using second 3 bit adder, if data
intervals exceed soft threshold value the data is transmitted
using control section and resets abnormality count and timer.
The output of 3 bit comparator is also used to reset both
soft threshold and timer values when timer value exceeds the
predefined threshold value. Table VIII and Table IX shows the
total number of logic gates and CMOS transistors required
to implement the proposed adaptive rule engine. From the
analysis made it shows that the seamless handoff controller is
very low complex that it requires only 1588 CMOS transistors
for implementation.
Type of logic gate 16 bit subtractor Two 16 bit comparators Two 3 bit adders 3 bit comparator Total gates count
AND 31 64 4 12 112
OR 15 32 2 3 53
XOR 48 0 4 0 53
NOR 0 32 0 3 35
NOT 0 64 0 6 70
TABLE VIII: Hardware complexity of Adaptive Rule Engine
in number of logic gates
Type of logic gate No.of CMOS Transistors
AND 672
OR 318
XOR 318
NOR 140
NOT 140
TABLE IX: Hardware complexity of Adaptive Rule Engine in
number of CMOS Transistors
V. CONCLUSION
In this paper, we proposed a system architecture of low
power ubiquitously connected remote health monitoring sys-
tem with smart transmission mechanism. We proposed a
seamless hand-off mechanism to intelligently select the radio
among multiple on-chip radios. Three different scenarios of
seamless hand-off controller were investigated and the perfor-
mance of the system is evaluated. For the performance evalu-
ation, ECG data of 20 patients with different age groups were
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considered. The radio range obtained from the experimental
results for the ZigBee matches very well with the threshold
range estimated using Attenuation Factor model. The proposed
seamless hand-off controller (SHC) achieves a 50.39% of
reduction in energy consumption and 51.01 % of reduction in
duty cycle of transmitter. Irrespective of the user mobility, the
proposed architecture guaranteed loss less transmission of data
which is an important aspect in IOT enabled health monitoring
systems. The proposed generic adaptive rule engine aids for
significant reduction in network traffic when applied on ECG
data thereby enhancing the network node lifetime. Perfor-
mance analysis of the proposed seamless hand-off controller
and adaptive rule engine shows that the architecture is very
low complex requiring 2196 CMOS transistors.
Our future work is to explore the hardware multiplexing
between the two radios and achieve a significant area reduction
in the development of multiple radios based communication
devices like an ”IoT chipset”. Envisaged IoT chipset will
have features like adaptive rule engine based smart transmis-
sion technique to achieve low power and seamless hand-off
controller (SHC) integrated for seamless hand-off between
multiple on-chip radios to enable ubiquitous connectivity.
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