Abstract-This article addresses the problem of controlling pool levels in a water delivery canal using a novel cooperative distributed MPC control algorithm that incorporates stability constraints. According to a distributed control strategy, a local control agent is associated to all canal gates (actuators). In order to achieve cooperative action, each control agent computes the corresponding gate position (manipulated variable) by performing the minimization of a cost function that considers not only its local control objectives, but also the ones of their immediate neighbors. For this purpose, a MPC algorithm with stability constraints is used (SIORHC). At the beginning of each sampling interval, local control agents exchange information with their neighbors and adjust their decisions in an iterative way. The resulting distributed MPC is denoted D-SIORHC and yields a stable closed-loop. Experimental results are provided to show the influence of the controller configuration parameters on the resulting performance.
I. INTRODUCTION

A. Motivation
Water delivery canals [1] , [2] provide an interesting and meaningful example of an application requiring distributed control. These are large, spatially distributed structures that transport water from the sources (e. g. reservoirs or dams) to the user points (e. g. land irrigation or hydro-power plants). The control of such systems attracts an increasing interest both due to the environmental and social impact associated with an efficiency increase in the use of water, and to the scientific challenges it raises. Indeed, due to their infinite dimensional and nonlinear dynamics, the design of robust, high performance controllers is a nontrivial task. Furthermore, it is natural to investigate distributed solutions, in which the controllers that drive the different gates (actuators) share information in order to act in a coordinated way [3] .
Although several other control strategies may be considered for water system applications, model based predictive control [4] has a number of advantages. Besides being intuitive to the practitioners, MPC allows to design the controller such as to incorporate constraints, either related to process operation or to ensure stability [5] . There is thus a strong motivation to extended MPC algorithms to the distributed control framework. In particular, in this work we consider a distributed version of SIHORC, an MPC algorithm for linear systems that embodies a constraint to ensure stability (in the centralized version) with a finite receding horizon.
B. Literature review
Distributed MPC have been approached in a number of works. In [6] a number of situations in which the distributed controllers exchange information to achieve some degree of coordination is considered. An extension of a class of stability constraint MPC algorithms to the distributed case is presented (SC-DMPC). Other examples include [7] , [8] , [9] , and [10] that addresses an application to power generation. In [11] distributed MPC is addressed using sensitivity based coordination. In [12] the same problem is solved based on agent negotiation when the plant is decomposed in several subsystems coupled through the inputs.
The reference [13] proposes an iterative algorithm for networked MPC applied to serially connected processes, in which local control agents interact with their neighbors in a game-like framework. A similar procedure is followed in this work, but with a different basic MPC algorithm, the SIORHC controller [14] , [15] being considered and modified in order to get a distributed version.
Several approaches to distributed control, including distributed MPC, have been applied to water delivery canals, of which [16] , [17] , [18] are examples.
C. Paper structure and contributions
In this work the application of a new distributed MPC algorithm to a water delivery canal is presented. The new controller is applicable to systems that can be decomposed in subsystems connected sequentially, i. e. in which each subsystem is affected only by a precedent and a subsequent neighbor subsystem. At each sampling interval, adjacent local controllers negotiate between themselves in an iterative way in order to reach a consensus on the value of the manipulated variables that corresponds to a suboptimal solution.
We emphasize the novelty of the algorithm proposed with respect to the ones currently available in the literature. Opposite to [10] that relies on algorithmic methods of optimization, in this paper we present a closed form solution for the local controllers. This is possible because we ruled out the inclusion of operational inequality constraints. Furthermore, although [13] also relies on closed form expressions for the local MPC agents, the control law considered in this paper is different because it considers stability constraints. As a consequence, we can prove stability of the resulting distributed MPC, opposite to [13] where nothing can be said about stability for a finite prediction horizon.
The paper is organized as follows: After the introduction in section I, that motivates the problem, makes a short literature review and presents the paper contributions and organization, the proposed distributed MPC algorithm is derived in section II. A case study on the application to a three pool water delivery canal is then presented in section III. Finally, section IV draws conclusions.
II. DISTRIBUTED MPC
A. A strategy for distributed control
The class of systems for which a distributed controller is to be designed are the so called serially connected systems. As shown in figure 1, these systems can be decomposed in a number of local linear time invariant subsystems Σ i , i = 1, . . . , N Σ . Each of these subsystems have a manipulated input u i and a measured output y i . In addition, Σ i interacts directly only with its neighbors, Σ i−1 and Σ i+1 .
A local controller K i is associated to each subsystem Σ i . At the beginning of each sampling interval, this local controller computes the value of the manipulated variable using knowledge of y i but also by performing a negotiation with the adjacent controllers K i−1 and K i+1 . Following [13] , this negotiation takes place in a recursive way along the following steps: 1) Let l be the negotiation step index and ∆U i (k, l) be the increment of the manipulated variable of local controller i at sampling time k and after performing l steps. 2) Set the counter l = 1. 3) Assume that each local controller i, i = 1, 2, 3, at time k and after performing l steps knows
, each local controllers knows the previous iteration of the neighbor controllers. Update the control increment of each local controller by
where F denotes the optimization procedure used, that varies from algorithm to algorithm. 4) If convergence is reached, stop. Otherwise, set l → l +1 and go to step 2.
In the next sub-section, a distributed version of SIORHC [15] is obtained using the above procedure.
B. Distributed SIORHC
Consider the augmented linear state model:
where A, B and C have (n × n), (n × m) and (p × n) dimensions, y k , x k and ∆u k are respectively the outputs, the state and manipulated variable increment sequences with k an integer index denoting discrete time.
For the system given in (2) the predicted outputs at k + j given observations up to time k are given by:
whereŷ 0 is the output prediction of y without control moves (the system "free response") andx denote either the state estimate obtained with a suitable observer. Using (3) and for j = 1...N, N + 1, ..., N + P, the predictors can be written in a compact form asŶ
In order to develop a distributed controller version, let the system be decomposed in a number of serially connected subsystems Σ i , i = 1, . . . , N Σ . For the sake of clarity consider the case N Σ = 3. Equation (4) is then approximated considering only interactions between neighboring serially connected systems bŷ
Associate the following local cost functional to Σ 1
with the zero terminal horizon constrain given bŷ
where e (.),k = r (.),k − y (.),k , is the tracking error in relation to the reference sequence, r (.),k , and Q (.) ≥ 0 and R (.) > 0 are weighting matrices.
In an equivalent way, the minimization of J 1 with respect to ∆U 1 may be written as
The stated QP optimization problem with constrains can now be solved by finding the vector ∆U 1 that minimizes the Lagrangian
where, for i = 1, 2, 3,
and λ 1 is a column vector of Lagrange multipliers. Solving (9) yields:
with
Using analogous procedures, other two equations are obtained for the controllers associated with Σ 2 and Σ 3 by minimizing the local functionals
and min
and
The distributed SIORHC solution for the serially connected sub-systems can be obtained, using the procedure in subsection II, from the matrix algebraic equations system
where the Φ matrix building blocks are
the entries of Ψ
To apply the iterative procedure described in subsection II-A, write (24) as
where and
It is straightforward to show that the algorithm will converge provided that the spectral radius
verifies
It has also been proved that, considering the interactions between all subsystems and assuming the number of coordination steps to be large enough, the overall system with distributed control is stable. The proof is omitted for lack of space.
III. CONTROL OF A WATER DELIVERY CANAL
A. Canal description
An experimental case study developed for the pilot canal of Núcleo de Hidráulica and Controlo de Canais (Universidade deÉvora, Portugal [19] ) is now considered. For this canal, a nonlinear model based on the Saint-Venant equations is available as a SIMULINK block [20] .
A schematic view of the experimental canal is shown in figure 2 . The canal has four pools with a length of 35 m, separated by three undershoot gates, with the last pool ended by an overshoot gate. The maximum nominal design flow is 0.09 m 3 s −1 . There are water off-takes downstream from each branch made of orifices in the channel walls, with additional pipes and valves and equipped with flow meters, that correspond to water consumption by farmers. In the work described only the first three pools are used.
Water level sensors are installed, three for each pool, respectively at the beginning, at the middle and at the end of the pool. The level sensors allow to measure values between 0 mm and 900 mm, this value corresponding to canal border. The nomenclature is as follows (figure 2 
B. Linear incremental model
For the sake of designing the local controllers, an incremental linear state space model has been identified around the equilibrium point defined in table I. The state-space model is
where x is the state, u = [u 1 u 2 u 3 ] T is the vector of manipulated variables, y = [J 1 J 2 J 3 ] T the vector of observations and A, B and C are matrices of parameters. In order to use the distributed algorithm, matrix A has the following block structure, assumed to be the same as the structure of B:
This structure reflects the fact that each pool interacts mainly only with their neighbors.
C. Distributed SIORHC canal control
The structure of the distributed SIORHC used to control the canal is shown in figure 3 . To each canal pool number i, i = 1, 2, 3, a local SIORHC is applied that, at the beginning of each sampling interval, computes the position of gate number i (manipulated variable). This computation is based on the observation of J i , the pool level close to the gate (see figure 2) , but results also from a negotiation with the controllers connected to neighbor gates with which they interchange information about gate positions, in the way described in section II.
Distributed SIOHRC has been parameterized by making in all local controllers P = 1 and ρ = 4000, with the matrix of weights of control action of pool i being R i = ρI with I the identity matrix and ρ a strictly positive parameter. The matrix of weights of the state, Q i , will hereafter always be made equal to the identity matrix.
An important issue consists in providing an overall idea of the effect of the controller parameters that can be used as "tuning knobs" to shape the response. This is shown in figure  4 that is obtained from simulations in the detailed nonlinear canal model [20] . An example is the prediction horizon N. As seen in figure 4 increasing the horizon leads first to a reduction in the observed loss, and therefore to an increase in performance. Basically, this shows the advantage of MPC when designing the controller by optimizing a cost over an extended horizon. However, for very large horizons, there is a tendency of the cost to increase again. This happens because, when the horizon grows, long range predictive models tend to decrease their precision, thereby degrading controller performance.
It is remarked that the decrease of the cost with the increase of N is not smooth, but has some oscillations. This is related to the infinite dimensional character of the plant. Figure 4 shows the cost as a function of N for two values of P, the number of points in which the terminal state is constrained. For P = 5, the performance is worst for small horizons than for P = 1, but for larger horizons P = 5 is definitely better.
Finally, figure 5 shows the spectral radius (30) as a function of the weight ρ. By increasing ρ, condition (30) is met and the control converges.
D. Experimental results
Figures 6 until 9 shows experimental results obtained in the canal with distributed SIORHC. In all these cases the prediction horizon was set to N = 25 and the number of coincidence points to P = 1. The results of many other experiments suggest that this is close to the best controller configuration. Figure 6 shows the level measures and setpoints and figure 7 shows the gate positions (manipulated variable) in an experiment in which the set-point of pool 1 level is varied. In this experiment the sampling interval was 5 second. Figures 8 and 9 shows two experiments, for ρ = 100 and ρ = 1000, in which the reference is varied in an initial period and then, in the second half of the experiment, offtake number 1 is open and then closed, in order to create a disturbance. The sampling interval is 5 seconds Both for set-point tracking and disturbance rejection, ρ = 100 yields a superior performance. Other experiments show that ρ = 100 also super-seeds ρ = 10 and ρ = 10000.
IV. CONCLUSIONS
A new distributed version of an MPC algorithm with stability terminal constraints has been derived using the general procedure explained in sub-section II-A. It is remarked that this general procedure can be used to generate a variety of distributed control algorithms, for instance distributed nonlinear MPC or distributed LQG.
The new algorithm has been tested in the control of a three pool water delivery canal for which experimental results are presented. The case study showed the ability of the algorithm to coordinate the local controllers in a way that leads to a good response in a system whose subsystems highly interact. Curves showing the dependency of closed loop performance on algorithm parameters are presented. The two most important tuning knobs are the prediction horizon and the weight on control action. Increasing the horizon leads to an increase in performance, demonstrating the advantage of MPC. Very long horizons degrade however the performance due to the loss of precision of very long term predictive models. Increasing the weight on the cost function makes the closed loop response slower, but decreases the overshot.
