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Abstract 
Layer assignment is an important post-layout optimiza- 
tion technique in Very Large Scale Integrated-circuit (VLSI) 
layout automation. It re-assigns wire segments in a rout- 
ing solution to appropriate layers to achieve certain op- 
timization objectives. This paper focuses on investigating 
the layer assignment problem with application to via mini- 
mization, which is known to be NP-complete. In this paper 
a knowledge-based genetic algorithm for  the layer assign- 
mentproblem is proposed, with the aim of utilizing domain- 
specijic knowledge to speedup the process of evolution and 
to improve the quality of solutions. Experimental results 
show that this knowledge-based genetic algorithm can con- 
sistently produce the same or better results than a heuristic 
algorithm and a traditional genetic algorithm. 
1. Introduction 
Layer assignment is an important post-layout optimiza- 
tion technique in VLSI layout automation. It re-assigns 
wire segments in a routing solution to appropriate layers to 
achieve certain optimization objectives. Layer assignment 
has become an interesting topic since it preserves the wire 
lengths and topologies of the initial routing solution during 
optimization and provides considerable flexibility for opti- 
mizations of vias, crosstalk, and delays. This paper focus 
on investigating layer assignment problem with application 
to via minimization. 
Via is a mechanism (hole) for connecting wire segments 
of a net distributed on different layers in two-layer or multi- 
layer VLSI routing. However, since via has an associated 
resistance that affects circuit performance, it is desirable to 
minimize the number of vias in a VLSI routing. 
This layer assignment problem can be stated as follows: 
Given a collection of nets, each of which consisting of wire 
segments that electrically connect a set of terminals, find a 
layer assignment to all the wire segments such that the num- 
ber of vias required is minimized, any two wire segments in 
different nets that cross or overlap each other are assigned 
to different layers, and all the wire segments in the same net 
are interconnected. 
Figure 1 shows an instance of the layer assignment, i.e. 
Figure l(a) is an initial routing solution and Figure l(b) 
gives the solution after the layer assignment. In this figure, 
dotted lines represent wire segments on one routing layer, 
solid lines stand for wire segments on another routing layer, 
and dots are vias. 
From the computational point of' view, the layer assign- 
ment problem is a NP-complete optimization problem [lo]. 
Hence, a genetic algorithm would be an effective and ef- 
ficient method for solving the layer assignment problem. 
In this paper, a knowledge-based genetic algorithm for the 
layer assignment problem is proposed, with the aim of uti- 
lizing domain-specific knowledge to speedup the process of 
evolution and to improve the quality of solutions. 
The layer assignment problem can be modeled in switch- 
ing graph model [13]. Under the swiiching graph model the 
layer assignment problem is transformed into a so-called 
switching graph problem. This knowledge-based genetic 
algorithm is based on the switching graph model. For the 
sake of presentation, we call this knowledge-based genetic 
algorithm KBGA in this paper. 
This paper is organized as follows: firstly, we review the 
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Figure 2. An instance of LAP graph 
whose in-degree and out-degree are both non-zero in a 
LAP graph equals the number of the vias introduced in the 
corresponding layer assignment. 
The vertices whose in-degree and out-degree are both 
non-zero are via vertices and the vertices whose in-degree 
or out-degree is zero are non-via vertices. Denote the 
in-degree and out-degree of a via candidate vertex w as 
id(v) and od(v) respectively. Then a LAP graph has the 
property described below: 
Figure 1. An instance of layer assignment 
switching graph model. Then, the KBGA is outlined, fol- 
lowed by the representation and the fitness function used 
in the KBGA. Next, we discuss the genetic operators with 
focuses on discussing knowledge-based issues. After that, 
implementation issues are discussed and experimental re- 
sults are given. Finally, we conclude this knowledge-based 
genetic algorithm. 
Property 2. For Vw E Vuia, id(v)  + od(v) 5 4. 
A switching graph SG (C) of a LAP graph G = (V, E) is 
defined as a bigraph obtained by reversing the direction of 
the arcs incident to the cluster vertices in the cluster subset 
C. SG (C) = (VG, EG) is formally defined as below: 
VG = v; 
EG = E - {< u i , w  > I(< ui,uz >E E).and.((ul E 
C).or.(uz E C ) ) }  + {< '112,111 > I(< '111,212 >E 
E).und.((u1 E C).or.(uz E C))} .  
For example, switching graph SG ({ CQ, cg}) of the LAP 
graph shown in Figure 2 is displayed in Figure 3. 
2. Review of switching graph model 
' I  '2 '3 '4 ' 5  ' 6  '7 
A feasible layer assignment R can be represented as a 
LAP (Layer Assignment Problem) graph G = (V, E) [ 131. 
G is a directed bigraph [6] whose vertices set V can be par- 
titioned into two disjointed sets VclUster and Vuia. The ver- 
tices belonging to Vcluster are cluster vertices and the ver- 
tices belonging to Vvia are via candidate vertices. E is the 
set of directed edges, each of which associates a cluster ver- 
tex with a via candidate vertex. Figure 2 is an instance of 
LAP graph. In the LAP graph, Ifcluster = { c1, c2, . . . , C T } ,  
The LAP graph reflects mutual constraints among via 
candidate vertices and cluster vertices and possesses the 
following useful properties: 
vvia = (211,212, . . ' ,217). 
'1 ' 2  "3 '4 ' 5  '6 '7 
Figure 3. Switching graph s G ( ( C 3 ,  c6)) 
Property 3. Assume that I is a feasible layer assignment, G 
is the LAP graph of 1,  S is the set of the switching graphs 
of G, and L is the set of all feasible layer assignments. 
Then, S and L are one-to-one correspondence. 
Property 1. The number of the via candidate vertices 
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The following are three corollaries resulting from 
Property 3. 
Corollary 1. 
SG(C) is a feasible one, where C C Vcluster .  
The layer assignment corresponding to 
Corollary 2. There are 2" different feasible layer assign- 
ments. 
Corollary 3. The layer assignment with minimal number 
of vias corresponds to the switching graph with minimal 
number of via vertices. 
Given a LAP graph G, find a switching graph with min- 
imal number of via vertices. This is so-called switching 
graph problem. The rest of this paper focuses on solving 
the switching problem problem. 
3. Outline of the KBGA 
The KBGA operates on a population of individuals, each 
of which represents a switching graph. Initial population is 
created by randomly generating a collection of individuals. 
Each individual i is evaluated using a fitness function f (i) . 
Basically, the KBGA discovers better individuals by allow- 
ing the individuals to evolve from generation to generation, 
and the evolution is realized through reproduction. 
The process of reproduction is the point at which evolu- 
tion takes place. It is implemented by two genetic opera- 
tions in the KBGA. crossover and mutation. Crossover is a 
knowledge-based recombination operator which mixes the 
genes from two parents to reproduce two offspring. Muta- 
tion is another recombination operator to randomly change 
an allele of an individual for keeping diversity in a popula- 
tion. In order to reproduce better offspring, roulette selec- 
tion strategy [7] is adopted for selecting parents for repro- 
duction. This selection strategy makes sure that the fitter 
individuals have more chances to be selected for reproduc- 
ing fitter offspring in the next generation. 
In each generation, the KBGA calculates fitness for all 
individuals and retains the fittest one. The fittest one then 
is further evolved by using a hdl-climbing operator. The 
fittest evolved is then compared with the fittest evolved in 
the previous generation, and the fitter one is kept as the 
fittest individual in history. Hence, when the KBGA ter- 
minates, the fittest individual in history is considered as the 
optimal switching graph. the KBGA is described in Algo- 
rithm l. 
Algorithm 1: Genetic Algorithm for Switching Graph 
Problem 
create initial population Pold; 
for V i  E Po& Cal-Fitness(i); 
&st = Best-lndividual(P,Id); 
abest = HillClimbing(a~,,~); 
for generation = 1 to MaxGen do 
begin 
fori  = 1 to LPopSz/P] do 
begin 
Pnew = 4; 
pa = SeZect(P,ld); 
pp  = Select(P,ld); 
Crossover(p,, pg , oa, 00 ,  pcTo.ssoveT); 
Mutate(0a,p7nutation); 
Mutate(og,pmutation); 
end 
for Vi E PneW , Cal-Fitness(i); 
tbes t  = Bestlndividual(Pn,,); 
ifCal_Fitness(ib,,t) < Cal-Fitness(tb,,t) then 
Pdd = pnew ; 
t bes t  = Hill-Clzmbing(tb,,t); 
ibes t  = tbest; 
end 
Output &est. 
In Algorithm 1, Pold  and P,,, are the old generation and 
the new generation respectively, i best retains the fittest indi- 
vidual in the history, CaZ_Fitness(i) is a procedure of cal- 
culating the fitness of an individual i, Bes t Ind iv iduaZ(P)  
finds the fittest individual in the population P ,  SeZect(P) is 
a genetic operator which is used for selecting an individ- 
ual among the population P in the roulette selection strat- 
egy, Crossover(p,, oa op pcrossover ) is a knowledge- 
based recombination operator to reproduce two offspring 
o, and op from their parents p ,  and p p  with the proba- 
bility pcrossover, Muta te(o0 ,  pmutation) is another recom- 
bination operator used for mutation with the probability 
Pmutatat ion,  Hill-Climbing(i)  is a knowledge-based op- 
erator which produces the local optimum from the individ- 
ual i. MazGen and PopSz represent the maximal number 
of generations and population size, respectively. 
4. Representation 
A switching graph represents a feasible layer assign- 
ment. Thus, a chromosome in this genetic algorithm cor- 
responds to a switching graph. Suppose that G = (V, E )  is 
a LAP graph and SG(C) is a switching graph of G ,  where 
and p = IVviaI. Then, SG(C) is represented as a binary 
string of n bits, 
V = Kluster  U h a ,  and C C Vcluster. Let = (Klusterl  
b l b 2 . .  . bn., 
where, 
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Under this representation, the LAP graph G (a special 
switching graph with C = 4) is always encoded as 00. . . 0. 
For example, the LAP graph shown in Figure 2 is repre- 
sented as 0000000. The switching graph SG ({cg , cg})  of 
the LAP graph shown in Figure 3 is represented as 0010010. 
5. Fitness function 
The objective of the KBGA is to find a switching graph 
of a given LAP with minimum number of via candidate ver- 
tices. The fewer via candidate vertices a switching graph 
has, the fitter the corresponding chromosome is. Thus, the 
fitness of a chromosome i is defined in Equation 1: 
f(i) = p - v i a ( i )  (1) 
where p is the number of via candidate vertices and 
v ia ( i )  is the number of via vertices in the corresponding 
switching graph of i. The fitness of a chromosome i is cal- 
culated in three steps: 
1. Decode the chromosome i to obtain its corresponding 
switching graph M; 
2. Calculate v i a ( i )  from M; 
3. Calculate f(i) by Equation 1. 
In order to decode a chromosome i to obtain its corre- 
sponding switching graph M, a LAP graph must be used as 
a template. Suppose that G has n cluster vertices and p via 
candidate vertices. Then G is represented in a n x p matrix 
Template  which is defined as below: 
1 if < ci,vj >E E; 
Templa te [ i ] [ j ]  = -1 if < vj,ci >E E; { 0 otherwise. 
For example, the LAP graph shown in Figure 2 is repre- 
sented as the matrix shown in Figure 4. 
Template = 
' 1 0  1 0 0  0 0 
0 0  0 0 0 - 1 0  
0 0 -1 0 -1 1 -1 
0 - 1 0 0 1  1 0  
0 1  0 0 0  0 0 
0 0  0 0 0  0 - 1  
. 1 0  0 0 0  0 0 
Figure 4. Template 
Given a chromosome s = a 1 a2 . . . a,, its corresponding 
switching graph M can be obtained by Algorithm 2 below: 
Algorithm 2: Decoding 
for i = 1 t o n  do 
for j = 1 t o p  do 
M[i][ j ]  = Template[i]Ij]; 
for i = 1 to  n do 
i f  bi = 1 then 
for j = 1 t o p  do 
M[i][ j ]  = - M [ i ] b ] ;  
For example, the switching graph of chromosome s = 
0011000 is decoded as the above matrix shown in Figure 5. 
Template = 
- 1 0 1 0  0 0 0 
0 0 0 0  0 -1 0 
0 0 1 0  1 - 1  1 
0 1 0 0 - 1 - 1  0 
0 1 0 0  0 0 0 
0 0 0 0  0 0 -1 
- 1 0 0 0  0 0 0 
Figure 5. The switching graph of s=00110000 
It can be easily calculated from the above matrix that 
via(s) = 2 because there are only via vertices 215 and 717 
(their both in-degree and out-degree are not zero). Thus, 
f(s) = 5. 
6. Genetic operators 
This section details the genetic operators used in KBGA, 
and focuses on discussing knowledge-based operators. 
6.1. Knowledge-based crossover 
It is known that there is a problem for the conventional 
one-point crossover, that is, two reproduced offspring could 
be less fitter than their parents. Let's look at the conven- 
tional one-point crossover for two selected parents shown 
in Figure 6. Figure 7 shows the two offspring produced by 
the one-point crossover. It can be calculated that the val- 
ues of fitness for p1 and pa are both 4, while the values of 
fitness for their two offspring 01 and 0 2  are 4 and 2 respec- 
tively. Hence, the total fitness of the two parents is 8 while 
the total fitness of the two offspring is reduced to 6. 
In order to overcome this problem, a knowledge-based 
crossover is used in the KBGA. Different from a conven- 
tional crossover operator, this crossover is a knowledge- 
based one which can make sure that the two offspring to be 
reproduced are fitter than their parents. In this way, the av- 
erage fitness of the chromosomes in a population has much 
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more probability to be better than that of the previous gener- 
ation. As a result, it will contribute to the quick convergence 
of the genetic algorithm. 
The basic idea behind the knowledge-based crossover is: 
when reproducing two offspring from two selected parents, 
we identify some good genes and pass these genes to their 
offspring. By good genes, we refer to the genes which 
are associated with non-via vertices in the corresponding 
switching graph. However, there may be some conflicts be- 
tween the genes from the two parents. An example of such 
conflicts is that for a particular gene is good one in both of 
their parents, while in one parent the allele of the gene is 
' 1 ', while in another parent the allele of the gene is '0'. As 
a result, we cannot pass the gene the two offspring at the 
same time. Because of this reason, this crossover passes 
the good genes from one parent to just one of the two off- 
spring and the rest genes of the offspring are copied from 
the corresponding positions at the other parent. Similarly, 
we produce the other offspring. Figure 8 shows an example 
of the crossover operator. In the figure, PI = 0111000 and 
P2 = 1010110 are two selected parents, 01 = 0011010 
and 0 2  = 0110110 are the two offspring produced by the 
knowledge-based crossover. It can be calculated that the 
values of the fitness function for two produced offspring, 
01 and 0 2 ,  are both 6. As a result, total fitness of the two 
produced offspring is 10. 
p, = 01 1 1m 
Via(p1)=3 
F(PJ = 4 
p, = 10101 10 
Via(pJ=3 
F(p3 = 4 
Figure 6. Two selected parents 
6.2. Mutation 
Mutation is to randomly change an allele of an individual 
from one alphabet value to another in order to keep diversity 
in the generations. Since a binary alphabet is used over the 
o1 = 01 1 1 1 10 
Via(o,)=3 
F(o,) = 4 
'1 '2 '3 '4 ' 5  ' 6  '7 
o*= 1 0 1 m  
Via(oJ=5 
F(oj = 2 
Figure 7. Conventional crossover 
'1 '2 '3 '4 '5 ' 6  '7 
OI =0011010 
Via(o,)=l 
F(o,) = 6 
"1 "1 "3 "4 "5 ' 6  ' 7  
Figure 8. Knowledge-based crossover 
constrained via minimization problem, the original allele is 
exchanged for its complement. 
The mutation operator offers the opportunity for new ge- 
netic material to be introduced into a population. From the 
theoretical perspective, it ensures that given any population, 
the entire search space is reachable. The new genetic mate- 
rial does not originate from the parents and is not introduced 
into their children by crossover. 
6.3. Hill-climbing operator 
The hill-climbing operator is used to improve the fitness 
of an individual. As its name implies, the operator is based 
on hill climbing technique [3]. 
This hill-climbing operator is based on the hill-climbing 
algorithm we presented in [ 131, which finds a local optimum 
switching graph from a LAP graph. 
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7. Implementation and experimentation 
The KBGA has been implemented in C on a Pentium 200 
personal computer. The program contains about 3000 lines 
source code. 
In order to test the KBGA, we developed a program to 
randomly generate switching graph problems. For each ran- 
domly generated problem we use four different methods: 
optimal algorithm, hill-climbing algorithm [ 131, traditional 
genetic algorithm [14], as well as the KBGA. The optimal 
algorithm enumerates all the possible layer assignments and 
outputs the layer assignment requiring minimal number of 
vias. Due to the mherent high computational complexity 
of the optimal algorithm (0(2n), where n  is the number of 
cluster vertices in a switching graph), it is impossible for the 
optimal algorithm to find the optimal solution for a large- 
size problem in a tolerable time. Thus, we are not able to 
know what the optimal solutions for those large-size prob- 
lems are and how many vias introduced in the optimal solu- 
tions. The hill-climbing algorithm is the one we proposed in 
our preliminary research on the layer assignment problem. 
The traditional genetic algorithm is the first genetic algo- 
rithm applied on the layer assignment problem which does 
not use knowledge-based crossover or hill-climbing opera- 
tor. 
Firstly, we randomly generate 36 switching graph prob- 
lems. Then, the optimal algorithm is applied on 27 of those 
switching graph problems to obtain the optimal solutions 
(the sizes of the rest 9 switching graph problems are too 
large to use the optimal algorithm). After that, the hill- 
climbing algorithm, traditional genetic algorithm and the 
KBGA are used. The experimental results are shown in Ta- 
ble l. 
In the table, n  and p are the number of cluster vertices 
and the number of via candidate vertices of a randomly 
generated switching graph, respectively; The v ias  in the 
column Character i s t ics  is the number of vias introduced 
in the switching graph, The v ias  and t ime  in the columns 
O p t i m a l ,  Hil l  - Cl imbing ,  G A  and KBGA are the num- 
ber of vias and the time spent on the layer assignment for the 
optimal algorithm, the hill-climbing algorithm, the tradi- 
tional genetic algorithm and this knowledge-based genetic 
algorithm, respectively. 
It can be seen from Table 1 that the computation time 
of the optimal algorithm increases dramatically with the in- 
crease of the size of switching graph problems. Hence it 
cannot be used for large-size layer assignment problems. In 
contrast, the computation speed of the hill-climbing algo- 
rithm is very fast. But the quality of the solutions obtained 
by the hill-climbing algorithm is not satisfied. For all the 
27 switching graph problem whose optimal solutions have 
been identified by the optimal algorithm, the hill-climbing 
algorithm failed to find the optimal solutions for 15 of them. 
The traditional genetic algorithm found the optimal solu- 
tions for 24 of the 27 switching graph problems and its 
computation time is in the order of dozens of seconds. The 
KBGA successfully found the optimal solutions for all the 
27 switching graph problems just in seconds. 
8. Conclusions 
Basing on the switching graph model we presented a 
knowledge-based genetic algorithm for the layer assign- 
ment problem in this paper, with the aim of utilizing 
domain-specific knowledge to speedup the process of evo- 
lution and improving the quality of solutions. 
By using the knowledge-based crossover operator we 
can make sure the process of the evolution of this 
knowledge-based genetic algorithm is convergent. By us- 
ing the hill-climbing operator to produce a local optimal, 
we can not only speedup the computation speed, but also 
generate some good genes which contribute to find the op- 
timal solution. 
Although the computation speed is not as fast as that of 
the heuristic algorithm, the quality of the solutions obtained 
by the KBGA is much better than that of the heuristic algo- 
rithm. In fact, it is able to find the optimal solutions in most 
cases. 
The unique power of genetic algorithms shows up with 
parallel computing. Parallel genetic algorithm with mfor- 
mation exchange between searches are often more efficient 
than independent searches. Our future research on the layer 
assignment will extend to parallel genetic algorithm. 
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10 
25 
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11 
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3 
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5 
22 
22 
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3 
17 
10 
16 
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10 
12 
12 
8 
5 
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2 
2 
2 
3 
28 
-
- 
- 
time(sec) 
0.0002 
0.0004 
0.0005 
0.0012 
0.001 3 
0.0019 
0.001 1 
0.0017 
0.0008 
0.0002 
0.0006 
0.0014 
0.0024 
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0.0013 
0.0022 
0.001 1 
0.0022 
0.0009 
0.0030 
0.0010 
0.0017 
0.00 19 
0.0002 
0.0008 
0.0009 
0.0014 
0.00 19 
0.0002 
0.0015 
0.0006 
0.001 8 
0.0004 
0.0037 
0.0013 
- 
vias 
2 
7 
7 
3 
2 
10 
25 
15 
7 
1 
9 
8 
4 
3 
1 
5 
4 
20 
19 
9 
1 
17 
8 
16 
7 
8 
11 
11 
8 
4 
2 
2 
1 
2 
3 
28 
- 
- 
GA 
time(sec) 
11 
19 
22 
34 
39 
51 
63 
56 
30 
19 
28 
67 
52 
29 
31 
39 
45 
83 
98 
57 
9 
82 
60 
87 
34 
49 
61 
70 
65 
41 
37 
27 
33 
16 
75 
102 
KBGA - 
vias 
2 
7 
7 
3 
2 
10 
24 
15 
7 
1 
9 
8 
4 
3 
1 
5 
4 
20 
18 
9 
1 
17 
8 
16 
7 
7 
1 1  
11 
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