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Abstract
Temporal logics are well suited for the speciﬁcation and veriﬁcation of systems of communicating
agents. In this paper we adopt a social approach to agent communication, where communication is
described in terms of changes to the social state, and interaction protocols in terms of permissions
and commitments among agents. In particular, we make use of a temporal action theory, where a
protocol is deﬁned as a set of temporal constraints, which specify the eﬀects and preconditions of
the communicative actions on the social state. The paper addresses the problem of combining two
protocols to deﬁne a new more specialized protocol, and presents a notion of protocol specialization
which is based on the well known notion of stuttering equivalence between runs. Moreover, the
paper studies suﬃcient conditions (veriﬁable from the protocol speciﬁcation) which guarantee that
the combination of two protocols is legal.
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1 Introduction
One of the central issues in the ﬁeld of multi-agent systems concerns the spec-
iﬁcation of conversation policies, which govern the communication between
software agents in an agent communication language (ACL). Conversation
policies (or interaction protocols) deﬁne stereotypical interactions in which
ACL messages are used to achieve communicative goals.
The speciﬁcation of interaction protocols has been traditionally done by
making use of ﬁnite state machines, but the transition net approach has been
soon recognized to be too rigid to allow for the ﬂexibility needed in agent
communication [18,8]. For these reasons, several proposals have been put
forward to address the problem of specifying (and verifying) agent protocols in
a ﬂexible way. One of the most promising approaches to agent communication,
ﬁrst proposed by Singh [22], is the social approach [1,4,11,18]. In the social
approach, communicative actions aﬀect the “social state” of the system, rather
than the internal (mental) states of the agents. The social state records social
facts, like the permissions and the commitments of the agents. The dynamics
of the system emerges from the interactions of the agents, which must respect
these permissions and commitments (if they are compliant with the protocol).
The social approach allows a high level speciﬁcation of the protocol, and it is
well suited for dealing with “open” multiagent systems, where the history of
communications is observable, but the internal states of the single agents may
not be observable.
In this paper we deal with the problem of protocol specialization: A pro-
tocol can be specialized by combining it with other protocols. The deﬁnition
of new protocols by aggregating existing ones is interesting from the point of
view of protocol design [17], as reﬁnement and aggregation provide notions of
abstraction which are useful to enable the reuse of existing protocols, whose
properties are well understood. This is particularly needed for the design of E-
Business protocols, as “realistic business settings will need an endless variety
of business processes” [17]. The problem of protocol composition is strongly
related with that of service composition, where the objective is “to describe,
simulate, compose and verify compositions of Web services”. Recently, tech-
nologies have been proposed which use some form of semantic markup of Web
services in order to automatically compose Web services to perform a desired
task [19,23].
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The form of composition between protocols that we consider in this paper is
that of replacement of an (abstract) action of a protocol with a call to another
protocol which achieves the same eﬀects as that action. Such replacement
operation has some relation with the notion of “splicing into” introduced in
[17], where protocols are deﬁned as transition systems, and we refer to the
conclusions for a comparison with this work. As an example of replacement,
in the following we will consider the specialization of a purchase protocol by
replacing the abstract action of “sending goods” with a call to a shipping
protocol which achieves the eﬀect of sending the goods from the sender to the
receiver.
Our approach to deal with composition and specialization of protocols is
based on a temporal logic speciﬁcation of the protocols. More precisely, it
relies on a theory for reasoning about communicating agents we have devel-
oped in [7], which is based on Dynamic Linear Time Temporal Logic (DLTL)
[12]. DLTL extends LTL by strengthening the until operator by indexing it
with the regular programs of dynamic logic. The speciﬁcation of a protocol is
given by means of a theory for reasoning about action developed in [6] which
is based on DLTL and which allows reasoning with incomplete initial states
and dealing with postdiction, ramiﬁcations as well as with nondeterministic
actions. The action theory allows a simple formalization of the communicative
actions in terms of their eﬀects and preconditions as well as the speciﬁcation
of an interaction protocol to constrain the behaviors of autonomous agents.
Several veriﬁcation tasks can be performed on the formalization, including the
veriﬁcation of the compliance of an agent to the protocol, and they can be
formalized either as validity or as satisﬁability problems in DLTL. The veriﬁ-
cation can be automated by making use of Bu¨chi automata. In particular, a
tableau-based algorithm has been presented in [5] for constructing on-the-ﬂy
a Bu¨chi automaton from a DLTL formula. The construction of the automa-
ton can be done on-the-ﬂy, while checking for the emptiness of the language
accepted by the automaton. As for LTL, the number of states of the automa-
ton is, in the worst case, exponential in the size of the input formula and
satisﬁability is PSPACE complete.
In order to verify that the composition of two protocols is legal, the paper
deﬁnes a notion of specialization between protocols in terms of stuttering-
equivalence [3] between runs, which, we believe, provides a reasonable notion of
abstraction among protocols. Moreover, the paper studies suﬃcient conditions
under which the composition of a protocol P with another protocol P’ (which
is called within P) provides a specialization of P. Such conditions can be
statically veriﬁed on the speciﬁcation of the protocols P and P ′.
The schedule of the paper is the following. In Section 2 we introduce the
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temporal logic DLTL. In Section 3 we describe how a protocol can be speci-
ﬁed in the temporal action theory, using a Purchase protocol as the running
example. In Section 4 we introduce the notion of protocol combination by
replacement. In Section 5 we deﬁne a notion of specialization between pro-
tocols in terms of stuttering equivalence between runs. Moreover, we deﬁne
suﬃcient conditions under which the composition of two protocols results in
a specialization of the original protocol. The last section concludes the paper.
2 Dynamic Linear Time Temporal Logic
In this section we shortly deﬁne the syntax and semantics of DLTL as in-
troduced in [12]. In DLTL the next state modalities are indexed by actions.
Moreover, (and this is the extension to LTL) the until operator is indexed by
programs in Propositional Dynamic Logic (PDL).
Let Σ be a ﬁnite non-empty alphabet. The members of Σ are actions. Let
Σ∗ and Σω be the set of ﬁnite and inﬁnite words on Σ, where ω = {0, 1, 2, . . .}
and let  denote the empty word. Let Σ∞ =Σ∗ ∪ Σω. We denote by σ, σ′ the
words over Σω and by τ, τ ′ the words over Σ∗. Moreover, we denote by ≤ the
usual preﬁx ordering over Σ∗ and, for u ∈ Σ∞, we denote by prf(u) the set of
ﬁnite preﬁxes of u.
We deﬁne the set of programs (regular expressions) Prg(Σ) generated by
Σ as follows:
Prg(Σ) ::= a | π1 + π2 | π1; π2 | π
∗
where a ∈ Σ and π1, π2, π range over Prg(Σ). A set of ﬁnite words is associated
with each program by the mapping [[]] : Prg(Σ) → 2Σ
∗
, which is deﬁned as
follows:
• [[a]] = {a};
• [[π1 + π2]] = [[π1]] ∪ [[π2]];
• [[π1; π2]] = {τ1τ2 | τ1 ∈ [[π1]] and τ2 ∈ [[π2]]};
• [[π∗]] =
⋃
[[πi]], where
· [[π0]] = {ε}
· [[πi+1]] = {τ1τ2 | τ1 ∈ [[π]] and τ2 ∈ [[π
i]]}, for every i ∈ ω.
Let P = {p1, p2, . . .} be a countable set of atomic propositions. The set of
formulas of DLTL(Σ) is deﬁned as follows:
DLTL(Σ) ::= p | ¬α | α ∨ β | αUπβ
where p ∈ P and α, β range over DLTL(Σ) and π ranges over Prg(Σ).
A model of DLTL(Σ) is a pair M = (σ, V ) where σ ∈ Σω and V : prf(σ) →
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2P is a valuation function. Given a model M = (σ, V ), a ﬁnite word τ ∈ prf(σ)
and a formula α, the satisﬁability of a formula α at τ in M , written M, τ |= α,
is deﬁned as follows:
• M, τ |= p iﬀ p ∈ V (τ);
• M, τ |= ¬α iﬀ M, τ |= α;
• M, τ |= α ∨ β iﬀ M, τ |= α or M, τ |= β;
• M, τ |= αUπβ iﬀ there exists τ ′ ∈ [[π]] such that ττ ′ ∈ prf(σ) and M, ττ ′ |=
β. Moreover, for every τ ′′ such that ε ≤ τ ′′ < τ ′ 5 , M, ττ ′′ |= α.
A formula α is satisﬁable iﬀ there is a model M = (σ, V ) and a ﬁnite word
τ ∈ prf(σ) such that M, τ |= α.
The formula αUπβ is true at τ if “α until β” is true on a ﬁnite stretch of
behavior which is in the linear time behavior of the program π.
The derived modalities 〈π〉 and [π] can be deﬁned as follows: 〈π〉α ≡ Uπα
and [π]α ≡ ¬〈π〉¬α.
Furthermore, if we let Σ = {a1, . . . , an}, the U , © (next),  and  oper-
ators of LTL can be deﬁned as follows:
©α ≡
∨
a∈Σ〈a〉α,
αUβ ≡ αUΣ
∗
β,
α ≡ Uα,
α ≡ ¬¬α,
where, in UΣ
∗
, Σ is taken to be a shorthand for the program a1 + . . . + an.
Hence both LTL(Σ) and PDL are fragments of DLTL(Σ). As shown in [12],
DLTL(Σ) is strictly more expressive than LTL(Σ). In fact, DLTL has the full
expressive power of the monadic second order theory of ω-sequences.
3 Protocol Speciﬁcation
In the social approach an interaction protocol is speciﬁed by describing the
eﬀects of communicative actions on the social state, in particular by specifying
the permissions for executing an action and the commitments that arise as
eﬀects on an action execution.
Let us shortly recall the action theory developed in [6] that we use for the
speciﬁcation of interaction protocols.
Let P be a set of atomic propositions, the ﬂuents. A ﬂuent literal l is a
ﬂuent name f or its negation ¬f . Given a ﬂuent literal l, such that l = f or
l = ¬f , we deﬁne |l| = f . We will denote by Lit the set of all ﬂuent literals.
5 We deﬁne τ ≤ τ ′ iﬀ ∃τ ′′ such that ττ ′′ = τ ′. Moreover, τ < τ ′ iﬀ τ ≤ τ ′ and τ = τ ′.
L. Giordano et al. / Electronic Notes in Theoretical Computer Science 157 (2006) 3–22 7
A domain description D is deﬁned as a tuple (Π, C), where Π is a set of
action laws and causal laws, and C is a set of constraints.
Action laws in Π have the form: (α → [a]β), with a ∈ Σ and α, β arbi-
trary formulas, meaning that executing action a in a state where precondition
α holds causes the eﬀect β to hold.
Causal laws in Π have the form: ((α ∧ ©β) → ©γ), meaning that if
α holds in a state and β holds in the next state, then γ also holds in the
next state. Such laws are intended to expresses “causal” dependencies among
ﬂuents.
Constraints in C are arbitrary temporal formulas of DLTL. In particular,
the set of constraints includes precondition laws of the form: (α → [a]⊥),
meaning that the execution of an action a is not possible if α holds. (i.e. there
is no resulting state following the execution of a if α holds). Observe that,
when there is no precondition law for an action, the action is executable in all
states.
Action laws and causal laws describe the changes to the state. All other
ﬂuents which are not changed by the actions are assumed to persist unaltered
to the next state. 6 To cope with the frame problem, the laws in Π, describing
the (immediate and ramiﬁcation) eﬀects of actions, have to be distinguished
from the constraints in C and given a special treatment. In [6], we deﬁned a
completion construction which, given a domain description, introduces frame
axioms in the style of the successor state axioms introduced by Reiter [21].
The completion construction is applied only to the action laws and causal
laws in Π and not to the constraints. In the following we call Comp(Π) the
completion of a set of laws Π.
We now provide a speciﬁcation of a Purchase protocol. We have two
agents: the merchant (mr) and the customer (ct). The protocol begins with
the customer requesting a quote for some desired goods, followed by the mer-
chant sending the quote. If the customer accepts the quote, then the merchant
delivers the goods. After receiving the payment, the merchant forwards a re-
ceipt to the customer.
The two agents share all the communicative actions, which are: sendQuote,
sendGoods, sendReceipt whose sender is the merchant; sendRequest, send-
Accept and sendPayment, whose sender is the customer. Communication is
synchronous: the agents communicate by synchronizing on the execution of
communicative actions.
The social state will contain the following domain speciﬁc ﬂuents: request
(the customer has requested a quote), quote (the merchant has sent the quote),
6 As a diﬀerence with [6], here we assume for simplicity that all ﬂuents are frame with
respect to all actions.
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accept (the customer has accepted the quote), goods (the merchant has sent
the goods), paid (the customer has made the payment), receipt (the merchant
has sent the receipt). Such ﬂuents describe observable facts concerning the
execution of the protocol.
We also introduce special ﬂuents to represent base-level commitments of
the form C(i, j, α), meaning that agent i is committed to agent j to bring
about α, where α is an arbitrary formula, and conditional commitments of the
form CC(i, j, β, α) (agent i is committed to agent j to bring about α, if the
condition β is brought about). The two kinds of base-level and conditional
commitments we allow are essentially those introduced in [24]. Such choice
is diﬀerent from the one in [10], where agents are committed to execute an
action rather than to achieve a condition.
For modeling the example we introduce the commitments
C(mr, ct, goods), C(mr, ct, receipt), C(ct,mr, paid)
and the conditional commitments
CC(mr, ct, accept, goods), CC(mr, ct, paid, receipt), CC(ct,mr, goods, paid).
Some reasoning rules have to be deﬁned for cancelling commitments when
they have been fulﬁlled and for dealing with conditional commitments. We
introduce the following causal laws:
(©α →©¬C(i, j, α))
(©α →©¬CC(i, j, β, α))
((CC(i, j, β, α) ∧©β)→ (©(C(i, j, α) ∧ ¬CC(i, j, β, α))))
A commitment (or a conditional commitment) to bring about α is cancelled
when α holds, and a conditional commitment CC(i, j, β, α) becomes a base-
level commitment C(i, j, α) when β has been brought about.
Let us now describe the eﬀects of communicative actions by the following
action laws.
Actions of the merchant:
([sendQuote](quote∧CC(mr, ct, accept, goods)∧CC(mr, ct, paid, receipt)))
([sendGoods]goods)
([sendReceipt]receipt)
Actions of the customer:
([sendRequest]request)
([sendAccept]accept ∧ CC(ct,mr, goods, paid))
([sendPayment]paid)
For instance, the ﬁrst law says that, when the merchant sends the quote for
the good then he commits to send the goods if the customer accepts the re-
quest, and he also commits to send the receipt if the customer pays the agreed
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amount. It is an example of action, whose eﬀect is to create new commitments.
We add two additional action laws:
([StartPu]Pu)
([EndPu]¬Pu).
Actions StartPu and EndPu start and end the purchase protocol, so that
the ﬂuent Pu is true during the execution of the protocol. Though, in general
one might assume that the protocol is started by executing the ﬁrst commu-
nicative action (and, in a ﬂexible protocol, more then one action could be
executed as the ﬁrst communicative action of a protocol), here, for simplicity,
we have introduced the special action StartPu for starting the protocol. We
assume that the customer is the sender of the StartPu action and that any
of the participants to the purchase protocol can deliberately terminate the
conversation by executing an EndPu action. Also we assume that, after a
protocol is started, it will be eventually terminated by one of the participants.
Hence, the following constraint holds
([StartPu]〈EndPu〉).(1)
The permissions to execute communicative actions in each state are deter-
mined by social facts. We represent them by precondition laws. We assume
that all the actions of the purchase protocol have as a precondition the fact
Pu. The precondition laws for the merchant are the following ones:
(¬Pu ∨ ¬request ∨ quote → [sendQuote]⊥)
(¬Pu ∨ ¬paid ∨ receipt → [sendReceipt]⊥)
(¬Pu → [EndPu]⊥)
(¬Pu ∨ ¬accept ∨ goods→ [sendGoods]⊥)(2)
meaning, for instance, that the action sendQuote cannot be executed if the
request has not been done by the customer, and similarly for sendReceipt
and sendGoods. Furthermore all actions cannot be executed if their eﬀect has
already been achieved, to avoid executing them several times.
The precondition laws for the actions of the customer are the following
ones:
(¬Pu ∨ request → [sendRequest]⊥)
(¬Pu ∨ ¬quote ∨ accept → [sendAccept]⊥)
(¬Pu ∨ ¬goods ∨ paid → [sendPayment]⊥)(3)
(Pu → [StartPu]⊥)
(¬Pu → [EndPu]⊥)
The last two laws mean that the purchase protocol can be started only if it
is not yet under execution and it can be ended only if the protocol is under
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execution.
We will denote by Permi (permissions of agent i) the set of all the pre-
condition laws of the protocol pertaining to the actions of which agent i is the
sender.
We assume that all ﬂuents are false in the initial state InitPu of the pro-
tocol, i.e. InitPu = {¬fk, for all the ﬂuents fk, with fk = Pu}. Thus we
introduce the following action law
[StartPu](
∧
InitPu ∧ Pu).
We are interested in those execution of the purchase protocol in which
all commitments have been fulﬁlled. We can express the condition that the
commitment C(i, j, α) will be fulﬁlled within the execution of the purchase
protocol by the constraint:
(C(i, j, α) → (Pu U α))
(actually commitments should have a further parameter to explicitly refer to
the protocol). We call Comi the set of constraints of this kind for all commit-
ments of agent i. Comi states that agent i will fulﬁll all the commitments of
which he is the debtor.
Given the above rules, the domain description DPu = (Π, C) of Purchase
protocol is deﬁned as follows: Π is the set of the action and causal laws given
above, and C = {
∧
i(Permi∧Comi)}∪{(1)} is the set of constraints containing
the permissions Permi and the commitments Comi of all the agents, as well
as constraint (1). The completed domain description Comp(DPu) is the set
of formulas (Comp(Π) ∧ C). The runs of the system according the protocol
are the linear models of Comp(DPu). We will refer to such runs as the runs
of protocol Pu.
Observe that in these protocol runs all permissions and commitments have
been fulﬁlled. Therefore, even if action EndPu has no preconditions, it can
only be executed in a state which does not contain any commitment, since
otherwise the protocol would terminate without satisfying the constraints on
commitments.
If Comj were not included for some agent j, the runs might contain com-
mitments which have not been fulﬁlled by j. This option is used in [7] in the
veriﬁcation of the compliance of agent j, where the conditions in Comj and
the permissions Permj have to be veriﬁed for agent j, given the speciﬁcation
of the behaviour of the agent and the assumption that all other agents are re-
specting their commitments and permissions. We refer to [7] for a description
of the veriﬁcation problems which can be addressed with this formalization of
agent protocols.
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4 Protocol Specialization
In this section we deﬁne how two protocols can be combined in a new more
specialized protocol. Consider the speciﬁcation of the purchase protocol. The
action sendGoods can be regarded as an abstract action whose eﬀect is that of
transferring the goods from the merchant to the customer. It is clear that in
a real setting, this task might require several steps to be executed. One could
think of solving this task by making use of a shipping service and replace the
abstract action sendGoods by a call to a Shipping protocol.
Let us consider the following speciﬁcation of the shipping protocol. For
simplicity we assume that the names of all the ﬂuents used within the shipping
protocol are diﬀerent from those used in the purchase protocol. The shipper
s delivers goods from merchant m to the customer c.
Action Laws:
[StartSh(m, c, s)](Sh ∧ InitSh)
[requestQuote](reqSh ∧ CC(m, s, goodsatC, paidSh))
[sendQuote](quoteSh ∧ C(s,m, goodsatC))
(goodsatM → [deliverGoods(m, s)]goodsatS)
(goodsatS → [deliverGoods(s, c)]goodsatC)
(quoteSh(q) → [sendMoney(m, s, q)]paidSh)
[EndSh(m, c, s)](endSh ∧ ¬Sh)
(©goodsatI →©¬goodsatJ), for I = J
Preconditions:
(¬Sh ∨ reqSh → [requestQuote]⊥)
(¬Sh ∨ ¬reqSh ∨ quoteSh → [sendQuote]⊥)
(¬Sh ∨ ¬goodsatM ∨ ¬reqSh → [delivGoods(m, s)]⊥)
(¬Sh ∨ ¬goodsatS → [deliverGoods(s, c)]⊥)
(¬Sh ∨ ¬goodsatC → [EndSh(m, c, s)]⊥)
The set InitSh contains the commitments C(m, s, reqSh) (if the merchant
starts protocol Sh, he is committed to request a quote) and CC(s,m, reqSh,
quoteSh) (the shipper is committed to send a quote, if the merchant sends a
request).
The last causal law describes the mutual exclusion between the values of
the three ﬂuents goodsatM , goodsatS and goodsatC . The goods may be either
at the merchant site, or at the shipper site, or at the customer site, but in
no more than one site at a time. In the initial state InitSh of the protocol
all ﬂuents are taken to be false, except for goodsatM , goodsatC , whose values
depend on the environment in which the protocol is executed. Moreover, we
assume goodsatS to be false in InitSh.
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As for the purchase protocol, also for the shipping protocol we assume that,
after the protocol is started, it will eventually be terminated by the execution
of an End action. Hence, the following constraint holds
([StartSh]〈EndSh〉).(4)
The domain description DSh = (ΠSh, CSh) of the Shipping protocol con-
tains the set ΠSh of action laws and causal laws and the set of constraints
CSh = {
∧
i(Permi ∧ Comi)} ∪ {(4)} containing the permissions and commit-
ments of all agent in the protocol and constraint (4) above. We will denote
by Comp(DSh) the completed domain description, that is, the set of formulas
(Comp(ΠSh) ∧ CSh).
To determine if we can replace the action sendGoods by a call to the ship-
ping protocol, we must have a general speciﬁcation of the global eﬀects and
preconditions of the protocol, deﬁning which properties of the environment
may be aﬀected by the execution of the protocol, and under which condition.
The global eﬀects of the shipping protocol can be described by the following
law:
(goodsatM → [StartSh(m, c, s)]goodsatC)
saying that if the goods are at m before the start of the shipping protocol,
then, after its start, a state will be eventually reached in which the goods have
been delivered to the customer. Such property is a global properties of the
shipping protocol, and can be derived from the speciﬁcation of the protocol
given above. Namely, the formula:
Comp(DSh) → ((goodsatM → [StartSh(m, c, s)]goodsatC))
is valid.
As concerns the global preconditions of the shipping protocol, it is clear
that the action StartSh starting the protocol can always be executed. However,
in all the execution of the protocol satisfying the permissions and commitments
of all agents, the execution of the StartSh action may occur in a state only if
goodsatM holds. The formula
Comp(DSh) → ((¬goodsatM → [StartSh(m, c, s)]⊥))
is valid.
If we want to compose the Purchase protocol above with the Shipping
protocol, we have to combine their speciﬁcations Dpu and Dsh. Moreover, we
have to replace the action sendGoods in the Purchase protocol with a call to
the shipping protocol, by removing the action laws for action sendGoods, and
replacing the precondition law (2) for action sendGoods with a corresponding
precondition law for the action StartSh, which starts the execution of the
shipping protocol. Hence, the precondition law (2) in P must be replaced by
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the following one:
(¬Pu ∨ ¬accept ∨ goods → [StartSh(m, c, s)]⊥)
meaning that the action StartSh can be executed only if the customer has
accepted the quote and the goods have not already been delivered.
While there are some properties of the social state that are only signiﬁ-
cant within the shipping protocol, and they are used to determine the correct
behaviour of the protocol (consider, for instance, the ﬂuent quoteSh), other
ﬂuents used within the shipping protocol describe properties of the environ-
ment in which the protocol is executed and they relate to ﬂuents used in the
purchase protocol. For instance, the location of the goods, represented by the
ﬂuents goodsatM , goodsatS, goodsatC in the shipping protocol, is represented
by the single ﬂuent goods in the purchase protocol. goods means that goods
are at C, so that when goods is false either goodsatM or goodsatS must be true.
If we want to combine two protocols, the relation among such ﬂuents can be
made explicit by an interface Intf : containing the following causal laws:
(©goods →©goodsatC)
(©goodsatC →©goods)
(©¬goods →©¬goodsatC)
(©¬goodsatC →©¬goods)
(©goodsatJ →©¬goods), for J = M,S
(©¬goods ∧ ¬goodsatS →©goodsatM)
(©¬goods ∧ ¬goodsatM →©goodsatS)
This interface describes how a change to the values of ﬂuents goodsatM , goodsatS,
goodsatC causes a change to the value ﬂuent goods, and vice-versa.
Given such an interface, from the speciﬁcation of the shipping protocol it
follows that, when the shipping protocol is called in a state in which goods
have not been delivered, eventually a state is reached where the goods have
been delivered, i.e., the formula
(Comp(Dsh) ∧ Intf) → (¬goods → [StartSh(m, c, s)]goods)(5)
is valid. This fact suggests to replace the action sendGoods in P with a call
to the shipping protocol.
In general, given two protocols P and P ′, with their associated speciﬁca-
tions DP and DP ′ , we deﬁne their composition by replacement as follows (we
assume that the speciﬁcation of P and P ′ make use of diﬀerent ﬂuents, and
that an interface Intf has been deﬁned among them):
Deﬁnition 4.1 A protocol P is combined with protocol P ′ by replace-
ment at action A , by the following sequence of steps:
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(1) remove from DP the action laws for A;
(2) replace in DP the remaining occurrences of action A with the action
StartP ′ (which is a call to an execution of protocol P ′);
(3) add to the speciﬁcation DP thus modiﬁed the speciﬁcation DP ′ of
protocol P ′ and the interface Intf between P and P ′.
We denote the resulting protocol by P (P ′/A).
Observe that, in general, the number of agents involved in the protocol
P (P ′/A) may be bigger than the number of agents involved in the protocol P .
In the example, the shipper agent was not involved in the original purchase
protocol.
Also observe that this way of combining the purchase and the shipping
protocols dose not impose any constraint on the order in which the payment
actions are executed. The merchant can pay the shipper (by executing action
sendMoney(m, s)) either before or after the customer has paid the merchant
(by executing action sendPayment). As expected, however, due to the pre-
condition law (3), the customer will not send his payment before the shipper
has delivered the goods.
However, we could impose the requirement that the merchant can pay the
shipper only after the customer has made his payment, by introducing the
following constraint:
(¬paid → [sendMoney(m, s)]⊥)
The addition of a constraint to the protocol is an operation of reﬁnement
of the protocol, which can eliminate some of the runs of the protocol. In the
following we deﬁne conditions under which the operation of composition of
two protocols by replacement and the operation of reﬁnement of a protocol
are legal.
We have argued that, for the composition of two protocols to be mean-
ingful, the protocol P ′ must at least provide on the environment the same
eﬀect as action A in the speciﬁcation of the protocol P (in the case above, we
require that in each execution of the shipping protocol eventually the goods
is delivered at C). However, this is not enough to guarantee that the composi-
tion of two protocols by “replacement” is legitimate. Consider, for instance, a
protocol P ′ which fulﬁlls all the commitments of the protocol P in a diﬀerent
order with respect to the order expected by protocol P , or, instead, which
makes unexpected changes to the values of some ﬂuent of P . In these cases
we do not want to accept the composition of P and P ′ as a legal one.
In general, the protocol P ′ might interfere unexpectedly with protocol
P and we want to be able to establish if the combination of P and P ′ by
“replacement” is legitimate. We regard the combination as legitimate when
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P (P ′/A) is a specialization of P .
5 Properties of Protocol Specialization
In this section we deﬁne a notion of specialization between protocols, which
is needed to establish whether a protocol P (P ′) obtained by combining two
protocols P and P ′, is well behaved, in the sense that it specializes the (more
abstract) protocol P . Later we will also introduce conditions on the speciﬁca-
tion of the protocols P and P ′ which are suﬃcient for the composition P (P ′)
to be a specialization of P .
The notion of specialization between protocols is deﬁned in terms of stuttering-
equivalence [15,3] between runs of the protocols, which in our case are linear
models. We refer to the deﬁnition in [20]. Let AP be a subset of propositions.
Deﬁnition 5.1 Two linear models (σ1, V1) and (σ2, V2) are stuttering equiv-
alent (with respect to AP ) if there are two inﬁnite sequences 0 ≤ i1 ≤ i2 ≤ . . .
and 0 ≤ j1 ≤ j2 ≤ . . . such that for every k ≥ 0, the valuations
V1(σ
ik
1 ), V1(σ
ik+1
1 ), . . . , V1(σ
ik+1−1
1 ),
V2(σ
jk
2 ), V2(σ
jk+1
2 ), . . . , V2(σ
jk+1−1
2 )
are identical on the subset of propositions AP , where, given σ = a0, a1, a2, . . .,
σh = a0, a1, a2, . . . , ah is the preﬁx of σ containing its ﬁrst h symbols.
Intuitively, two linear models are stuttering equivalent if they can be par-
titioned into ﬁnite blocks of repeated, or stuttered states, and corresponding
blocks are equivalent in the two linear models: the states in the k-th block of
one model have the same valuation as the states in the k-th block of the other
model on propositions from AP .
When comparing protocols, we compare their runs, which, as we have seen
in section 3, are linear model of their speciﬁcation. Let P2 be the propositions
occurring in the speciﬁcation of protocol P2.
Deﬁnition 5.2 Protocol P1 is a specialization of protocol P2 if for each
run (σ1, V1) of P1 there is a run (σ2, V2) of P2 such that (σ1, V1) is stuttering
equivalent to (σ2, V2) with respect to the subset of propositions AP = P2.
We say that P1 is a specialization of protocol P2 when for each run of P1
there is a run of P2 which is equivalent to it if we only consider the propositions
of the (more abstract) protocol P2. The notion of stuttering equivalence allows
consecutive states with the same evaluation on the propositions of P2 to be
identiﬁed, thus ignoring in the runs of P1 the actions which do not aﬀect the
value of the propositions in P2.
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The above notion of protocol specialization is more restrictive then the
one proposed by Yolum and Singh in [17], as here we require that for every
run of P1, there is a stuttering equivalent run of P2 in which all the changes
to the ﬂuents of P2 occur exactly in the same order. Instead, the notion of
subsumption between runs in [17] requires to ﬁnd, for each run σ1 of P1 a
run σ2 of P2 such that all the states of σ2 also occur in σ1 (modulo a state-
similarity function), and they occur in the same relative order in the two runs.
No constraint is put on the valuation of intermediate states, which may occur
in σ1 in between states corresponding to σ2 states. Stuttering equivalence
imposes that the value of the ﬂuents occurring in P2 cannot change in such
intermediate states. As a further diﬀerence, the state similarity function used
in [17] compares states on the bases of the commitments they contain, while
we consider all the ﬂuents used in P2.
The notion of protocol specialization can be used to deﬁne when the com-
position P (P ′/A) of two protocols is legitimate.
Deﬁnition 5.3 Given two protocols P and P ′, their combination P (P ′/A)
is legitimate when P (P ′/A) is a specialization of P .
Hence we accept that in the specialized protocol P (P ′/A) some behaviour
of the original protocol P is omitted, but we require that all the runs of
P (P ′/A) are runs of the original protocol P (modulo stuttering equivalence).
According to this deﬁnition, we regard as legal the combination Pu(Sh/
sendGoods) of the purchase protocol and the shipping protocol above. How-
ever, if we consider a diﬀerent shipping protocol Sh′, in which the shipper
brings back and forth several times the goods between the merchant and the
customer before leaving them to the customer, we would not consider (ac-
cording to the deﬁnition above) the combination Pu(Sh′/sendGoods) as a
legal one: such protocol, in fact, may have runs in which the value of the
ﬂuent goods changes several times before eventually taking the value true as
expected. Such runs are not stuttering equivalent to any run of Pu, as in Pu
the value of ﬂuent goods changes value from false to true only once.
Under some respects, using stuttering equivalence for deﬁning when the
combination P (P ′/A) of two protocols is legitimate might appear to be too
restrictive. Consider, for instance, the case when action A of protocol P has
two eﬀects α and β. Then, a protocol P ′ which achieves both α and β can be
combined with P so that the combination P (P ′/A) is legitimate (according
to deﬁnition 5.3) only if P ′ achieves α and β simultaneously. If P ′ achieves,
for instance, α and β in the order, then P (P ′/A) may have runs which are
not stuttering-equivalent to any run of P (in which the execution of action A
makes α and β simultaneously true).
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On the other hand, using stuttering equivalence among runs to deﬁne
when a protocol P ′ is a specialization of another protocol P has the important
advantage that all the stutter invariant properties that can be proved for P are
also properties of P ′. For this reason we have adopted the notion of stuttering
equivalence in the deﬁnition of protocol specialization, rather than introducing
a weaker notion of equivalence among runs.
It was proved by Peled in [20] that every stutter-invariant property ex-
pressible in (propositional) LTL can be expressed in LTL(U) (the fragment of
LTL with U as the only temporal operator). As a consequence of this result
all the properties of a protocol P which can be expressed in LTL(U) also hold
for the protocol P (P ′/A), if the composition P (P ′/A) is legitimate.
The problem of deciding stuttering equivalence on ﬁnite states Kripke
structures is known to be solvable in polynomial time [9]. However, we want
to provide suﬃcient conditions which guarantee that, given two protocols P
and P ′, their combination P (P ′/A) is legitimate. Such conditions must be
veriﬁable from the speciﬁcation of the two protocols P and P ′.
The intuition is that we can combine P and P ′ by replacing action A in
P by a call to P ′ only when, in each state in which action A can be executed:
(1) protocol P ′ produces the same eﬀects as action A; (2) protocol P ′ does
not aﬀect any other ﬂuent in the speciﬁcation of P .
Let (β1 → [A]l1), . . . ,(βn → [A]ln) be all the action laws describing
the immediate eﬀects of action A (the li’s may be either positive or negative
literals). Given a subset Γ of action laws for A, we denote by EΓ the set of
literals li which are in the consequents of the laws in Γ and by CondΓ the set
of formulas βi which are in the antecedents of the laws in Γ. Moreover, for all
the ﬂuents f which are positively or negatively aﬀected by the actions laws
for A, let βf1 , . . . , β
f
k be the conditions occurring in the antecedents of all the
action laws whose eﬀect is f and let γf1 , . . . , γ
f
h be the conditions occurring in
the antecedents of all the action laws whose eﬀect is ¬f . Finally, let (ξ1 →
[A]⊥), . . . ,(ξr → [A]⊥) be all the precondition laws for action A. In the
following we denote by PossA the conjunction ¬ξ1 ∧ . . . ∧ ¬ξr. PossA is true
in all the states in which A is executable.
Deﬁnition 5.4 We say that protocol P ′ achieves the same eﬀects as
action A in P if:
• for all the subsets Γ of action laws for A , the formula
Comp(DP ′)∧Intf → (PossA∧CondΓ → [StartP ′]¬EΓU(EΓ∧EΓUEndP ′))
is valid;
• for all the ﬂuents f , the formulas
Comp(DP ′)∧Intf → (PossA∧
∧
¬βfi ∧
∧
¬γfi ∧f → [StartP ′]fU(EndP ′∧f)
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Comp(DP ′) ∧ Intf → (PossA ∧
∧
¬βfi ∧
∧
¬γfi ∧ ¬f
→ [StartP ′]fU(EndP ′ ∧ ¬f)
are valid.
The ﬁrst item can be explained as follows: All the action laws for A which
have their conditions βi jointly true before the start of protocol P
′ will eventu-
ally have their eﬀects li (simultaneously) true during the execution of protocol
P ′, and these eﬀects will remain true until the end of P ′. The second items
says that: each ﬂuent f which might be aﬀected by action A, remains un-
changed during the execution of P ′, if none of the conditions βfi and γ
f
i in
the antecedent of its action laws holds in the state before the execution of the
StartP ′ action.
Let us characterize the ﬂuents which are not aﬀected by the execution of a
protocol P as those ﬂuents whose value persists through the execution of the
protocol.
Deﬁnition 5.5 We say that protocol P ′ does not aﬀect the ﬂuents F1, . . . , Fn
in P if, for all i = 1, . . . , k, the formulas
Comp(DP ′) ∧ Intf → (Fi → [StartP ′]FiU(EndP ′ ∧ Fi) and
Comp(DP ′) ∧ Intf → (¬Fi → [StartP ′]¬FiU(EndP ′ ∧ ¬Fi)
are valid.
Let PA the set of ﬂuents of P which do not occur in the eﬀect of any action
law for A in DP (they are not aﬀected by A in P ).
We can now state the following proposition:
Proposition 5.6 If (i) P ′ achieves the same eﬀects as action A and (ii) P ′
does not aﬀect the ﬂuents PA in P , then the protocol P (P
′) is a specialization
of protocol P .
Considering the example above, we have seen that, the shipping protocol
has the property that, when executed in a state in which ¬goods holds, it
eventually makes goods true (see (5)). It is easy to see that, after the shipping
protocol has made goods true, goods remains true until the end of the protocol.
Hence, the formula
Comp(Dsh) ∧ Intf →
(¬goods → [StartSh(m, c, s)]¬goodsU(goods∧ goodsUEndSh)
is valid. This is the only eﬀect of the shipping protocol on the ﬂuents of the
purchase protocol. The value of all the other ﬂuents persist through the exe-
cution of the purchase protocol. We can thus conclude that the combination
Pu(Sh/sendGoods) of the two protocols is a specialization of the purchase
protocol Pu.
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6 Conclusions
In this paper we have introduced a notion of protocol specialization and com-
position. Two protocols P and P ′ can be combined by replacing an action
A of P by a call to the protocol P ′. To determine if the resulting protocol
P (P ′/A) is legal (it is a specialization of the original protocol P ), we have
introduced a notion of specialization between protocols, which is based on the
well-known notion of stuttering-equivalence. We have deﬁned suﬃcient con-
ditions, veriﬁable on the speciﬁcation of the protocols, which guarantee that
the composition of two protocols is legal.
As we have mentioned in the introduction, the replacement operation we
have introduced has some relation with the notion of “splicing into” introduced
in [17], where, protocols are deﬁned as transition systems (similar in spirit to
ﬁnite state machines). Splicing into a protocol P by another protocol P ′
requires to ﬁnd two states of P between which P ′ can be spliced into. The
operation of replacement we propose is more liberal: to replace the execution
of an action A within a protocol P with a call to a protocol P ′, action A
is replaced by an action StartP ′, which initiates execution of P ′. The (sub-
)protocol P ′ called within P is not required to complete its execution within
a given step of P , but its actions can be interleaved with other actions in P ,
provided that the temporal constraints ruling the two protocols are satisﬁed.
As a further diﬀerence, we have already mentioned in the previous section that
the notion of specialization between protocols we propose is more restrictive
than the one proposed in [17].
The notion of stuttering-equivalence we have used to deﬁne protocol spe-
cialization, could be used to deﬁne a notion of equivalence between proto-
cols, and it would be interesting to compare such notion with the concepts of
equivalence introduced in [13], which explores several alternative deﬁnitions
of equivalence between protocols.
In this paper we have introduce a notion of combination of protocols which
allows more specialized protocols to be deﬁned. The problem is related to the
problem of service composition and coordination, which is being addressed in
the Web services communities. In particular, in [23] planning techniques have
been adopted for automatically generating composed web services. Though in
this paper we have only addressed a speciﬁc kind of protocol combination we
argue that our approach can be extended to cope with problems like services
composition.
Formal speciﬁcation and veriﬁcation of web service protocols has been also
faced in [14], which describes a speciﬁcation in TLA+ [16] of the Web Services
Atomic Transaction protocol, which was veriﬁed with a model checker. This
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protocol can be considered as a horizontal protocol [2], i.e. a protocol deﬁning
a common infrastructure (middleware) independent of the application area.
However, in principle, the same approach could be adopted also to deal with
vertical protocols, i.e. protocols related to speciﬁc business areas, which are
mainly concerned with the semantic aspects of the exchanged messages and
with the set of correct conversations, as those we deal with in this paper.
We just want to mention that the veriﬁcation of protocol properties from
a protocol speciﬁcation as a temporal domain description in DLTL, can be
automated by making use of Bu¨chi automata [5]. The construction of the
automata can be done on-the-ﬂy, while checking for the emptiness of the
language accepted by the automaton. As for LTL, the number of states of the
automata is, in the worst case, exponential in the size of the input formula
and satisﬁability is PSPACE-complete.
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