





















7 THE FOAM AND THE MATRIX FACTORIZATION sl3 LINK HOMOLOGIES ARE
EQUIVALENT
MARCO MACKAAY AND PEDRO VAZ
ABSTRACT. We prove that the universal rationalsl3 link homologies which were constructed in
[3, 7], using foams, and in [4], using matrix factorizations, are naturally isomorphic as projective
functors from the category of links and link cobordisms to the category of bigraded vector spaces.
1. INTRODUCTION
In [3] Khovanov constructed a bigraded integer link homology categorifying thesl3 link poly-
nomial. His construction used singular cobordisms called foams. Working in a category of foams
modulo certain relations, the authors in [7] generalized Khovanov’s theory and constructed the
universal integersl3-link homology (see also [8] for a slightly different approach). In [4] Kho-
vanov and Rozansky (KR) constructed a rational bigraded theory that categorified thesln link
polynomial for alln > 0. They conjectured that their theory is isomorphic to the onein [3] for
n = 3, after tensoring the latter withQ. Their construction uses matrix factorizations and can
be generalized to give the universal rational link homologyfor all n > 0 (see [1, 9, 10]). In this
paper we prove that the universal rational KR link homology for n = 3 is equivalent to the foam
link homology in [7] tensored withQ.
One of the main difficulties one encounters when trying to relate both theories mentioned
above is that the foam approach uses ordinarywebs, which are ordinary oriented trivalent graphs,
whereas the KR theory usesKR-webs, which are trivalent graphs containing two types of edges:
oriented edges and unoriented thick edges. In general therear several KR-webs that one can
associate to an ordinary web, so there is no obvious choice ofa KR matrix factorization to as-
sociate to a web. However, we show that the KR-matrix factorizations for all these KR-webs
are homotopy equivalent and that between two of them there isa canonical choice of homotopy
equivalence in a certain sense. This allows us to associate an equivalence class of KR-matrix
factorizations to each ordinary web. After that it is relatively straightforward to show the equiv-
alence between the foam and the KRsl3 link homologies.
In Section 2 we review the categoryFoam/ℓ and the main results of [7]. In Section 3 we
recall some basic facts about matrix factorizations and define the universal KR homology for
n = 3. Section 4 is the core of the paper. In this section we show howto associate equivalence
classes of matrix factorizations to ordinary webs and use them to construct a link homology that
is equivalent to Khovanov and Rozansky’s. In Section 5 we establi h the equivalence between
the foamsl3 link homology and the one presented in Section 4.
We assume familiarity with the papers [4, 7].
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2. THE CATEGORYFoam/ℓ REVISITED
This section contains a brief review of the universal rational sl3 link homology using foams
as constructed by the authors [7] following Khovanov’s ideas in [3]. Here we simply state the
basics and the modifications that are necessary to relate it to Khovanov and Rozansky’s universal
sl3 link homology using matrix factorizations. We refer to [7] for details.
The categoryFoam/ℓ has webs as objects andQ[a, b, c]-linear combinations of foams as
morphisms divided by the set of relationsℓ = (3D,CN,S,Θ) and theclosure relation, which
we all explain below. Note that we are using a different normalization of the coefficients1 in
our relations compared to [7]. These are necessary to establish the connection with the KR link
homology later on.
= a + b + c (3D)
= 4
















FIGURE 1. A theta-foam
each facet. Forα, β, δ ≤ 2 we have





8 (α, β, δ) = (1, 2, 0) or a cyclic permutation
−18 (α, β, δ) = (2, 1, 0) or a cyclic permutation
0 else
(Θ)
The closure relationsays that anyQ[a, b, c]-linear combination of foams, all of which have
the same boundary, is equal to zero if and only if any common way of closing these foams yields
aQ[a, b, c]-linear combination of closed foams whose evaluation is zero.
The categoryFoam/ℓ is additive and graded. Theq-grading inQ[a, b, c] is defined as
q(1) = 0, q(a) = 2, q(b) = 4, q(c) = 6
and the degree of a foamf with | • | dots is given by
q(f) = −2χ(f) + χ(∂f) + 2| • |,
whereχ denotes the Euler characteristic.
Using the relationsℓ one can prove the identities (RD), (DR) and (CN) and Lemma 2.1 below
(for detailed proofs see [7]).
1We thank Scott Morrison for spotting a mistake in the coefficients in a previous version of this paper.











= − − (SqR)
Lemma 2.1. (Khovanov-Kuperberg relations [3, 6])We have the following decompositions in
Foam/ℓ:
∼= {−1} ⊕ {1} (Digon Removal)
∼= ⊕ (Square Removal)
where{j} denotes a positive shift in theq-grading byj.
The construction of the topological complex from a link diagram is well known by now and
uses the elementary foams in Figure 2, which we call the ’zip’and the ’unzip’, to build the
differential. We follow the conventions in [7] and read foams from bottom to top when interpreted
as morphisms.
FIGURE 2. Elementary foams
The tautological functorC fromFoam/ℓ to the categoryModgr of gradedQ[a, b, c]-modules
maps a closed webΓ toC(Γ) = HomFoam/ℓ (∅,Γ) and, for a foamf between two closed webs
Γ andΓ′, theQ[a, b, c]-linear mapC(f) from C(Γ) to C(Γ′) is the one given by composition.
TheQ[a, b, c]-moduleC(Γ) is graded and the degree ofC(f) is equal toq(f).
Denote byLink the category of oriented links inS3 and ambient isotopy classes of ori-
ented link cobordisms properly embedded inS3 × [0, 1] and byModbg the category of bi-
gradedQ[a, b, c]-modules. The functorC extends to the categoryKom(Foam/ℓ) of chain
complexes inFoam/ℓ and the composite with the homology functor defines a projectiv functor
Ua,b,c : Link → Modbg.
The theory described above is equivalent to the one in [7] after tensoring the latter withQ.
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3. DEFORMATIONS OF THEKHOVANOV-ROZANSKY sl3-LINK HOMOLOGY
3.1. Review of matrix factorizations. This subsection contains a brief review of matrix fac-
torizations and the properties that will be used throughoutthis paper. We assume familiarity
with [4]. All the matrix factorizations in this paper areZ/2Z×Z-graded. LetR be a polynomial
ring overQ. We take the degree of each polynomial to be twice its total degree. This wayR is
Z-graded. LetW be a homogeneous element ofR of degree2m. A matrix factorization ofW




such thatd1d0 =W IdM0 andd0d1 =W IdM1. TheZ-grading ofR induces aZ-grading onM .




A homomorphismf : M → M ′ of matrix factorizations ofW is a pair of maps of the same













d′0 // M ′1
d′1 // M ′0
commutes. It is an isomorphism of matrix factorizations iff0 andf1 are isomorphisms of the







It has anR-module structure with the action ofR given byr(f0, f1) = (rf0, rf1) for r ∈ R.
Matrix factorizations overR with homogeneous potentialW and homomorphisms of matrix
factorizations form a graded additive category, which we denot byMFR(W ). If W = 0 we
simply writeMFR.




D // Hom1R (M,M
′)



































and forf in HomiR (M,M
′) the differential acts as

















′) for the elements ofExt(M,M ′) with Z-degreem.
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Note that forf ∈ HomMF (M,M ′) we haveDf = 0. We say that two homomorphisms
f , g in HomMF (M,M ′) are homotopic if there is an elementh in Hom1R (M,M
′) such that
f − g = Dh.
Denote byHomHMF (M,M ′) theR-module of homotopy classes of homomorphisms of ma-
trix factorizations fromM toM ′ and byHMFR(W ) the homotopy category ofMFR(W ).
We have
Ext0(M,M ′) ∼= HomHMF(M,M
′)
Ext1(M,M ′) ∼= HomHMF(M,M
′〈1〉)













respectively. FactorizationM〈1〉 has potentialW while factorizationM• has potential−W .
The tensor productM ⊗R M• has potential zero and is therefore a 2-complex. Denoting by









and, ifM is a matrix factorization withW = 0,
Ext(R,M) ∼= HMF(M).
Both these isomorphisms are up to a global shift in theZ-grading.
Koszul Factorizations.For a, b ∈ R an elementary Koszul factorization{a, b} overR with
potentialab is a factorization of the form
R
a
−→ R { 1
2
(degZ b− degZ a)}
b
−→ R.
When we need to emphasize the ringR we write this factorization as{a, b}R. It is well known
that the tensor product of matrix factorizationsMi with potentialsWi is a matrix factorization
with potential
∑
iWi. We restrict to the case where all theWi are homogeneous of the same de-
gree. Throughout this paper we use tensor products of elementary Koszul factorizations{aj , bj}











We denote by{a,b} the Koszul matrix which has columns(a1, . . . , ak) and(b1, . . . , bk).
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(degZ bi − degZ ai)〉.
If we choose a different row to switch terms we get a factorization which is isomorphic to this
one.
We also have that









Let R = Q[x1, . . . , xk] andR′ = Q[x2, . . . , xk]. Suppose thatW =
∑
i aibi ∈ R
′ and
x1 − bi ∈ R
′, for a certain1 ≤ i ≤ k. Let {âi, b̂i} be the matrix factorization obtained from
{a,b} by deleting thei-th row and substitutingx1 by x1 − b1.
Lemma 3.1(excluding variables). The matrix factorizations{a,b} and{âi, b̂i} are homotopy
equivalent.
In [4] one can find the proof of this lemma and its generalization with several variables.
The following lemma contains three particular cases of proposition 3 in [4] (see also [5]):








ai − λaj , bi









ai + λbj , bi
aj − λbi , bj
}









Recall that a sequence(a1, a2, . . . , ak) is called regular in R if aj is not a zero divisor in
R/(a1,a2,...,aj−1)R, for j = 1, . . . , k. The proof of the following lemma can be found in [5].
Lemma 3.3. Let b = (b1, b2, . . . , bk), a = (a1, a2, . . . , ak) anda′ = (a′1, a
′
2, . . . , a
′
k) be se-






ibi then the factorizations
{a ,b} and {a′ ,b}
are isomorphic.
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3.2. Khovanov-Rozansky homology.
Definition 3.4. A KR-webis a trivalent graph with two types of edges, oriented edges and unori-
ented thick edges, such that each oriented edge has at least on mark. We allow open webs which
have oriented edges with only one endpoint glued to the rest of the graph. Every thick edge has
exactly two oriented edges entering one endpoint and two leaving the other.
Let {1, 2, . . . , k} be the set of marks in a KR-webΓ andx denote the set{x1, x2, . . . , xk}.
Denote byR the polynomial ringQ[a, b, c,x], wherea, b, c are formal parameters. We define a
q-grading inR declaring that
q(1) = 0, q(xi) = 2, for all i, q(a) = 2, q(b) = 4, q(c) = 6.
The universal rational Khovanov-Rozansky theory forN = 3 is related to the polynomial
p(x) = x4 −
4a
3
x3 − 2bx2 − 4cx.
As in [5] we denote bŷΓ the matrix factorization associated to a KR-webΓ. To an oriented
arc with marksx andy, as in Figure 3, we assign the potential
y x
FIGURE 3. An oriented arc










− 4c (x− y)
and thearc factorizationg, which is given by the Koszul factorization























FIGURE 4. A thick edge
To the thick edge in Figure 4 we associate the potentialW = p(xi) + p(xj)− p(xk)− p(xl)
















4 − (xk + xl)
4
xi + xj − xk − xl






3 − (xk + xl)
3




vijkl = 2(xixj + xkxl)− 4(xk + xl)
2 + 4a(xk + xl) + 4b.
We can write the dumbell factorization as the Koszul matrix
e =
{
uijkl , xi + xj − xk − xl
vijkl , xixj − xkxl
}
{−1}.
The matrix factorization̂Γ of a general KR-webΓ composed byE arcs andT thick edges is








which is a matrix factorization with potentialW =
∑
ǫip(xi) wherei runs over all free ends.
By conventionǫi = 1 if the corresponding arc is oriented outward andǫi = −1 in the opposite
case.







FIGURE 5. Mapsχ0 andχ1


















πik xj − xl




























uijkl xixj − xkxl
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where
α = −vijkl +
uijkl + xivijkl − πjl
xi − xk
.
The mapsχ0 andχ1 have degree 1. A straightforward calculation shows thatχ0 andχ1 are
homomorphisms of matrix factorizations, and that
χ0χ1 = m(2xj − 2xk) Id(e) χ1χ0 = m(2xj − 2xk) Id(f),
wherem(x∗) is multiplication byx∗. Note that we are using a sign convention that is different
from the one in [4]. This choice was made to match the signs in the Digon Removalrelation
in [7]. Note also that the mapχ0 is twice its analogue in [4]. This way we obtain a theory that is
equivalent to the one in [4] and consistent with our choice ofnormalization in Section 2.
There is another description of the mapsχ0 andχ1 when the webs in Figure 5 are closed. In




πik, xi + xj − xk − xl
πjl − πik, xj − xl
}
.
Excluding the variablexk fromf and frome yields
f
∼= {πjl − πik, xj − xl}R , e
∼= {vijkl, (xi − xl)(xj − xl)}R ,
with R = Q[xi, xj , xk, xl]/(xk + xi + xj − xl). It is straightforward to check thatχ0 andχ1
correspond to the maps(−2(xi −xl),−2) and(1, xi − xl) respectively. This description will be
useful in Section 5.
For a linkL, we denote byKRa,b,c(L) the universal rational Khovanov-Rozansky cochain
complex, which can be obtained from the data above in the sameway as in [4]. LetHKRa,b,c(L)
denote the universal rational Khovanov-Rozansky homology. We have
HKRa,b,c(S) ∼=
(
Q[x, a, b, c]/x3−ax2−bx−c
)
〈1〉{−2}.
3.3. MOY web moves. One of the main features of the Khovanov-Rozansky theory is the cate-
gorification of the set of MOY web moves, which forn = 3 are described by the homotopy
equivalences below.
Lemma 3.5. We have the following direct sum decompositions:
∼= {−1} ⊕ {1} ,(1)
∼= 〈1〉{−1} ⊕ 〈1〉{1} ,(2)
∼= 〈1〉 ⊕ ,(3)
(4) ⊕ ∼= ⊕ .
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The last relation is a consequence of two relations involving a triple edge
∼= ⊕ , ∼= ⊕ .
The factorization assigned to the triple edge in Figure 6 haspotential
W = p(x1) + p(x2) + p(x3)− p(x4)− p(x5)− p(x6).
x1 x2 x3
x4 x5 x6
FIGURE 6. Triple edge factorization
Let h be the unique three-variable polynomial such that
h(x+ y + z, xy + xz + yz, xyz) = p(x) + p(y) + p(z)
and let
e1 = x1 + x2 + x3, e2 = x1x2 + x1x3 + x2x3, e3 = x1x2x3,
s1 = x4 + x5 + x6, s2 = x4x5 + x4x6 + x5x6, s3 = x4x5x6.
Define
h1 =
h(e1, e2, e3)− h(s1, e2, e3)
e1 − s1
h2 =
h(s1, e2, e3)− h(s1, s2, e3)
e2 − s2
h3 =
h(s1, s2, e3)− h(s1, s2, s3)
e3 − s3
so that we haveW = h1(e1 − s1) + h2(e2 − s2) + h3(e3 − s3). The matrix factorization̂Υ





h1 , e1 − s1
h2 , e2 − s2






whereR = Q[a, b, c, x1, . . . , x6]. The matrix factorization̂Υ is the tensor product of the matrix
factorizations
R
hi−→ R{2i − 4}
ei−si−−−→ R, i = 1, 2, 3,
shifted down by 3.
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3.4. Cobordisms. In this subsection we show which homomorphisms of matrix factorizations
we associate to the elementary singular KR-cobordisms. We do not know if these can be put
together in a well-defined way for arbitrary singular KR-cobordisms. However, we will prove
that that is possible for arbitrary ordinary singular cobordisms in Section 5.
Recall that the elementary KR-cobordisms are thezip, theunzip (see Figure 5) and the ele-
mentary cobordisms in Figure 7. To the zip and the unzip we associate the mapsχ0 andχ1,
respectively, as defined in Subsection 3.2.1. For each elementary cobordism in Figure 7 we de-
fine a homomorphism of matrix factorizations as below, following Khovanov and Rozansky [4].
FIGURE 7. Elementary cobordisms
Theunit and thetracemap
ı : Q[a, b, c]〈1〉 → i
ε : i→ Q[a, b, c]〈1〉
are the homomorphisms of matrix factorizations induced by the maps (denoted by the same
symbols)
ı : Q[a, b, c] → Q[a, b, c][X]/X3−aX2−bX−c{−2}, 1 7→ 1
ε : Q[a, b, c][X]/X3−aX2−bX−c{−2} → Q[a, b, c], X
k 7→
{
−14 , k = 2
0, k < 2
using the isomorphisms
∅̂ ∼= Q[a, b, c] → 0 → Q[a, b, c]
and
i
∼= 0 → Q[a, b, c][X]/X3−aX2−bX−c{−2} → 0.






FIGURE 8. Saddle point homomorphism






π13 x4 − x2
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−π12 x3 − x4







To the saddle cobordism between the websb anda we associate the homomorphism of matrix
factorizationsη : d→ 〈1〉 described by the pair of matrices
η0 =
(
e123 + e124 1









(xk − xj)p(xi) + (xi − xk)p(xj) + (xj − xi)p(xk)














(xi + xj + xk)− b.
The homomorphismη has degree 2. Ifb anda belong to open KR-webs the homomorphismη
is defined only up to a sign (see [4]). In Section 4 we will show that for ordinary closed webs
there is no sign ambiguity.
4. A MATRIX FACTORIZATION THEORY FOR sl3 WEBS
As mentioned in the introduction, the main problem in comparing the foam and the matrix
factorizationsl3 link homologies is that one has to deal with two different sort f webs. In the
foam approach, where one uses ordinary trivalent webs, all edges are thin and oriented, whereas
for the matrix factorizations Khovanov and Rozansky used KR-webs, which also contain thick
unoriented edges. In general there are various KR-webs thatone can associate to a given web.
Therefore it apparently is not clear which KR matrix factorizat on to associate to a web. However,
in Proposition 4.2 we show that this ambiguity is not problematic. Our proof of this result is
rather roundabout and requires a matrix factorization for each vertex. In this way we associate a
matrix factorization to each web. For each choice of KR-web associated to a given web the KR-
matrix factorization is a quotient of ours, obtained by identifying the vertex variables pairwise
according to the thick edges. We then show that for a given webt o such quotients are always
homotopy equivalent. This is the main ingredient which allows us to establish the equivalence
between the foam and the matrix factorizationsl3 link homologies.
Recall that aweb is an oriented trivalent graph where near each vertex eitherall edges are
oriented into it or away from it. We call the former vertices of (−)-typeand the latter vertices of





FIGURE 9. A vertex of (+)-type
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4.1. The 3-vertex. Consider the 3-vertex of (+)-type in Figure 9, with emanating edges marked
x, y, z. The polynomial








x2 + y2 + z2
)
− 4c (x+ y + z)
can be written as a polynomial in the elementary symmetric polynomials
pv(x+ y + z, xy + xz + yz, xyz) = pv(e1, e2, e3).
Using the methods of Section 3 we can obtain a matrix factorization ofpv, but if we tensor
together two of these, then we obtain a matrix factorizationwhich is not homotopy equivalent
to the dumbell matrix factorization. This can be seen quite easily, since the new Koszul matrix
has 6 rows and only one extra variable. This extra variable can be excluded at the expense of 1
row, but then we get a Koszul matrix with 5 rows, whereas the dumbell Koszul matrix has only
2. To solve this problem we introduce a set of three new variables for each vertex2. Introduce the
vertex variablesv1, v2, v3 with q(vi) = 2i and define thevertex ring
Rv = Q[a, b, c][x, y, z, v1 , v2, v3].
We define the potential as
Wv = pv(e1, e2, e3)− pv(v1, v2, v3).
We have
Wv =








pv(v1, v2, e3)− pv(v1, v2, v3)
e3 − v3
(e3 − v3)
= g1 (e1 − v1) + g2 (e2 − v2) + g3 (e3 − v3) ,
















− 2b(e1 + v1)− 4c(5)
g2 = 2(e2 + v2)− 4v
2
1 + 4av1 + 4b(6)
g3 = 4(v1 − a).(7)
We define the 3-vertex factorizationhv+ as the tensor product of the factorizations
Rv
gi
−→ Rv{2i − 4}
ei−vi−−−→ Rv, (i = 1, 2, 3)






g1 , e1 − v1
g2 , e2 − v2






2Khovanov had already observed this problem for the undeformed case and suggested to us the introduction of
one vertex variable in that case.
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g1 , v1 − e1
g2 , v2 − e2






with g1, g2, g3 as above.
Lemma 4.1. We have the following homotopy equivalences inEndMF (hv±):
m(x+ y + z) ∼= m(a), m(xy + xz + yz) ∼= m(−b), m(xyz) ∼= m(c).
Proof. For a matrix factorizationM̂ overR with potentialW the homomorphism
R→ EndMF(M̂), r 7→ m(r)
factors through the Jacobi algebra ofW and up to shifts, the Jacobi algebra ofWv is
JWv
∼= Q[a, b, c, x, y, z]/{x+y+z=a, xy+xz+yz=−b, xyz=c}. 
4.2. Vertex composition. The elementary webs considered so far can be combined to produce
bigger webs. Consider a general webΓv composed byE arcs between marks andV vertices.
Denote by∂E the set of free ends ofΓv and by(vi1 , vi2 , vi3) the vertex variables corresponding
















ǫvjpv(vj1 , vj2 , vj3) =Wx +Wv
whereǫi = 1 if the corresponding arc is oriented to it orǫi = −1 in the opposite case andǫvj = 1
if vj is of positive type andǫvj = −1 in the opposite case.
From now on we only consider open webs in which the number of free ends oriented inwards
equals the number of free ends oriented outwards. This implies that the number of vertices of
(+)-type equals the number of vertices of (−)-type.
LetR andRv denote the ringsQ[a, b, c][x] andR[v] respectively. Given two vertices,vi and
vj , of opposite type, we can take the quotient by the ideal generated byvi − vj . The potential
becomes independent ofvi andvj , because they appeared with opposite signs, and we can ex-
clude the common vertex variables corresponding tovi andvj as in Lemma 3.1. This is possible
because in all our examples the Koszul matrices have linear terms which involve vertex and edge
variables. The matrix factorization which we obtain in thisway we represent graphically by a
virtual edge, as in Figure 10. A virtual edge can cross other virtual edges and ordinary edges and
FIGURE 10. Virtual edges
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does not have any mark.
If we pair every positive vertex inΓv to a negative one, the above procedure leads to acomplete
identificationof the vertices ofΓv and a corresponding matrix factorizationζ(Γ̂v). A different
complete identification yields a different matrix factorizationζ ′(Γ̂v).
Proposition 4.2. LetΓv be a closed web. Thenζ(Γ̂v) andζ ′(Γ̂v) are isomorphic, up to a shift in
theZ/2Z-grading.
To prove Proposition 4.2 we need some technical results.
Lemma 4.3. Consider the webΓv and the KR-webΥ below.
Γv Υ
.






FIGURE 11. A double edge
Lemma 4.4. Let Γv be the web in figure 11. Thenζ(Γ̂v) is isomorphic to the factorization
assigned to the thick edge of Khovanov-Rozansky forn = 3.
Proof. Let Γ̂+ andΓ̂− be the Koszul factorizations for the upper and lower vertex in Γv respec-





g+1 , xi + xj + xr − v
+
1
g+2 , xixj + xr(xi + xj)− v
+
2















1 − xk − xl − xr
g−2 , v
−









The explicit form of the polynomialsg±i is given in Equations (5-7). Taking the tensor product










g1 , xi + xj − xk − xl
g2 , xixj − xkxl + xr(xi + xj − xk − xl)






















This is a factorization over the ring
R = Q[a, b, c][xi, xj , xk, xl, xr,v]/I ∼= Q[a, b, c][xi, xj , xk, xl, xr]
whereI is the ideal generated by
{v1 − xr − xk − xl, v2 − xkxl − xr(xk + xl), v3 − xkxlxr}.






g1 , xi + xj − xk − xl
g2 , xixj − xkxl + xr(xi + xj − xk − xl)










g1 + xrg2 , xi + xj − xk − xl
g2 , xixj − xkxl






Excluding the variablexr from the third row gives
ζ(Γ̂v) ∼=
{
g1 + (a− xk − xl)g2 , xi + xj − xk − xl





R′ = Q[a, b, c][xi, xj , xl, xr]/xr−a+xk+xl
∼= Q[a, b, c][xi, xj , xk, xl].
The claim follows from Lemma 3.3, since both are factorizations overR′ with the same potential
and the same second column, the terms in which form a regular sequence inR′. As a matter of
fact, using a row operation one can write
ζ(Γ̂v) ∼=
{
g1 + (a− xk − xl)g2 + 2(a− xk − xl)(xixj − xkxl), xi + xj − xk − xl
g2 + 2(a− xk − xl)(xi + xj − xk − xl), xixj − xkxl
}
{−1}
and check that the polynomials in the first column are exactlythe polynomialsuijkl andvijkl
corresponding to the factorization assigned to the thick edge in Khovanov-Rozansky theory.
Lemma 4.5. Let Γv be a closed web andζ and ζ ′ two complete identifications that only differ
in the region depicted in Figure 12, whereT is a part of the diagram whose orientation is not
important. Then there is an isomorphismζ(Γ̂v) ∼= ζ ′(Γ̂v)〈1〉.
Proof. Denoting byM̂ the tensor product of̂T with the factorization corresponding to the part
of the diagram not depicted in Figure 12 we have




g1 , x1 + x2 + x3 − x4 − x5 − x6
g2 , x1x2 + (x1 + x2)x3 − x5x6 − x4(x5 + x6)
g3 , x1x2x3 − x4x5x6
g′1 , x7 + x8 + x9 − x10 − x11 − x12
g′2 , x8x9 + x7(x8 + x9)− x10x11 − (x10 + x11)x12


























FIGURE 12. Swapping virtual edges
with polynomialsgi andg′i (i = 1, 2, 3) given by Equations (5-7). Similarly




h1 , x7 + x8 + x9 − x4 − x5 − x6
h2 , x8x9 + x7(x8 + x9)− x5x6 − x4(x5 + x6)
h3 , x7x8x9 − x4x5x6
h′1 , x1 + x2 + x3 − x10 − x11 − x12
h′2 , x1x2 + (x1 + x2)x3 − x10x11 − (x10 + x11)x12





where the polynomialshi andh′i (i = 1, 2, 3) are as above. The factorizationsζ(Γ̂v) andζ
′(Γ̂v)
have potential zero. Using the explicit form




3 = 4(x10 + x11 + x12 − a)
we exclude the variablesx4 andx12 from the third and sixth rows inζ(Γ̂v) andζ ′(Γ̂v). This
operation transforms the factorization̂M into the factorizationM̂ ′, which again is a tensor factor






g1 , x1 + x2 + x3 − a
g2 , x1x2 + (x1 + x2)x3 − x5x6 − (x5 + x6)(a− x5 − x6)
g′1 , x7 + x8 + x9 − a










h1 , x7 + x8 + x9 − a
h2 , x8x9 + x7(x8 + x9)− x5x6 − (x5 + x6)(a− x5 − x6)
h′1 , x1 + x2 + x3 − a





Using Equation 5 we see thatg1 = h′1 and g
′
1 = h1 and therefore, absorbing in̂M
′ the
corresponding Koszul factorizations, we can write
ζ(Γ̂v) ∼= M̂
′′ ⊗ K̂ and ζ ′(Γ̂v) ∼= M̂




g2 , x1x2 + (x1 + x2)x3 − x5x6 − (x5 + x6)(a− x5 − x6)
g′2 , x8x9 + x7(x8 + x9)− x10x11 − (x10 + x11)(a− x10 − x11)
}




h2 , x8x9 + x7(x8 + x9)− x5x6 − (x5 + x6)(a− x5 − x6)
h′2 , x1x2 + (x1 + x2)x3 − x10x11 − (x10 + x11)(a− x10 − x11)
}
.
To simplify notation define the polynomialsαi,j,k andβi,j by
αi,j,k = xixj + (xi + xj)xk, βi,j = xixj + (xi + xj)(a− xi − xj).
In terms ofαi,j,k andβi,j we have
(8) K̂ =
{
2(α1,2,3 + β5,6) + 4b , α1,2,3 − β5,6
2(α7,8,9 + β10,11) + 4b , α7,8,9 − β10,11
}
and
(9) K̂ ′ =
{
2(α7,8,9 + β5,6) + 4b , α7,8,9 − β5,6
2(α1,2,3 + β10,11) + 4b , α1,2,3 − β10,11)
}
.







































2(α1,2,3 + β5,6) + 4b α7,8,9 − β10,11




α1,2,3 − β5,6 α7,8,9 − β10,11





−α7,8,9 + β5,6 −α1,2,3 + β10,11




−2(α7,8,9 + β5,6)− 4b −α1,2,3 + β10,11
−2(α1,2,3 + β10,11)− 4b α7,8,9 − β5,6
)













It is immediate thatψ is an isomorphism with inverse(f1, f0).
It follows that1M̂ ′′ ⊗ ψ defines an isomorphism betweenζ(Γ̂v) andζ
′(Γ̂v)〈1〉. 
Although havingψ in this form will be crucial in the proof of Proposition 4.2 anlternative
description will be useful in Section 5. Note that we can reduceK̂ andK̂ ′ in Equations 8 and 9
further by using the row operations[1, 2]1 ◦ [1, 2]′−2. We obtain
K̂ ∼=
{
−4(α7,8,9 − β5,6), α1,2,3 − β5,6





−4(α1,2,3 − β5,6), α7,8,9 − β5,6
2(α7,8,9 + β10,11 + α1,2,3 − β5,6), α1,2,3 + α7,8,9 − β5,6 − β10,11
}
.
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Since the second lines in̂K andK̂ ′ are equal we can write
K̂ ∼= {−4(α7,8,9 − β5,6), α1,2,3 − β5,6} ⊗ K̂2
and
K̂ ′ ∼= {−4(α1,2,3 − β5,6), α7,8,9 − β5,6} ⊗ K̂2.
An isomorphismψ′ betweenK̂ andK̂ ′〈1〉 can now be given as the tensor product between
(−m(2), −m(1/2)) and the identity homomorphism of̂K2.
Corollary 4.6. The homomorphismsψ andψ′ are equivalent.
Proof. The first thing to note is that we obtained the homomorphismψ by first writing the dif-
ferential(d0, d1) in K̂ ′ as2 × 2 matrices and then its shift̂K ′〈1〉 using(−d1,−d0), but in the
computation ofψ′ we switched the terms and changed the signs in the first line ofthe Koszul
matrix corresponding tôK ′. The two factorizations obtained are isomorphic by a non-trivial














































which is the tensor product of(−m(2), −m(1/2)) and the identity homomorphism of̂K2. 
Proof of Proposition 4.2.We claim thatζ ′(Γ̂v) ∼= ζ(Γ̂v)〈k〉 with k a nonnegative integer. We
transformζ ′(Γ̂v) into ζ(Γ̂v)〈k〉 by repeated application of Lemma 4.5 as follows. Choose a pair
of vertices connected by a virtual edge inζ(Γ̂v). Do nothing if the same pair is connected by
a virtual edge inζ ′(Γ̂v) and use Lemma 4.5 to connect them in the opposite case. Iterating this
procedure we can turnζ ′(Γ̂v) into ζ(Γ̂v) with a shift in theZ/2Z-grading by (k mod 2) where
k is the number of times we applied Lemma 4.5.
It remains to show that the shift in theZ/2Z-grading is independent of the choices one makes.
To do so we label the vertices ofΓv of (+)- and (−)-type by(v
+




1 , . . . , v
−
k ) re-
spectively. Any complete identification of vertices inΓv is completely determined by an ordered
setJζ = (v
−
σ(1), . . . , v
−
σ(k)), with the convention thatv
+
j is connected through a virtual edge to
v−σ(j) for 1 ≤ j ≤ k. Complete identifications of the vertices inΓv are therefore in one-to-one
correspondence with the elements of the symmetric group onk lettersSk. Any transformation of
ζ ′(Γ̂) into ζ(Γ̂) by repeated application of Lemma 4.5 corresponds to a sequence of elementary
transpositions whose composite is equal to the quotient of the permutations corresponding toJζ′
andJζ . We conclude that the shift in theZ/2Z-grading is well-defined, because any decomposi-
tion of a given permutation into elementary transpositionsha a fixed parity. 
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The next thing to show is that the isomorphisms in the proof ofPr position 4.2 do not depend
on the choices made in that proof. Choose an ordering of the vertices ofΓv such thatv
+
i is paired
with v−i for all i and letζ be the corresponding vertex identification. Use the linear entries in the
Koszul matrix ofζ(Γ̂v) to exclude one variable corresponding to an edge entering ineach vertex
of (−)-type, as in the proof of Lemma 4.5, so that the resulting Koszul factorization has the form
ζ(Γ̂v) = K̂lin ⊗ K̂quad whereK̂lin (resp. K̂quad) consists of the lines inζ(Γ̂v) having linear
(resp. quadratic) terms as its right entries. From the proofof Lemma 4.5 we see that changing a
pair of virtual edges leaveŝKlin unchanged.
Let σi be the element ofSk corresponding to the elementary transposition, which sends
the complete identification
(



















Ψi = 1/i ⊗ ψ be the corresponding isomorphism of matrix factorizationsfrom the proof of
Lemma 4.5. The homomorphismψ only acts on thei-th and(i+ 1)-th lines inK̂quad and1/i is
the identity morphism on the remaining lines. For the composition σiσj we have the composite
homomorphismΨiΨj .
Lemma 4.7. The assignmentσi 7→ Ψi defines a representation ofSk on ζ(Γ̂)0 ⊕ ζ(Γ̂)1.
Proof. Let K̂ be the Koszul factorization corresponding to the linesi andi + 1 in ζ(Γ̂v) and let
| 00 〉, | 11 〉, | 01 〉 and | 10 〉 be the standard basis vectors ofK̂0 ⊕ K̂1. The homomorphismψ




0 0 12 −
1
2
0 0 −1 −1
1 −12 0 0




We have thatψ2 is the identity matrix and therefore it follows thatΨ2i is the identity homomor-
phism onζ(Γ̂v). It is also immediate thatΨiΨj = ΨjΨi for |i − j| > 1. To complete the proof
we need to show thatΨiΨi+1Ψi = Ψi+1ΨiΨi+1, which we do by explicit computation of the
corresponding matrices. Let̂K ′ be the Koszul matrix consisting of the three linesi, i + 1 and
i+2 in K̂quad. To show thatΨiΨi+1Ψi = Ψi+1ΨiΨi+1 is equivalent to showing thatψ satisfies
the Yang-Baxter equation
(10) (ψ ⊗ 1)(1 ⊗ ψ)(ψ ⊗ 1) = (1⊗ ψ)(ψ ⊗ 1)(1⊗ ψ),
with 1 ⊗ ψ andψ ⊗ 1 acting onK̂ ′. Note that, in general, the tensor product of two homomor-
phisms of matrix factorizationsf andg is defined by
(f ⊗ g)| v ⊗ w 〉 = (−1)|g||v|| fv ⊗ gw 〉.
Let | 000 〉, | 011 〉, | 101 〉, | 110 〉, | 001 〉, | 010 〉, | 100 〉 and| 111 〉 be the standard basis vectors
of K̂ ′0 ⊕ K̂
′
1. With respect to this basis the homomorphismsψ ⊗ 1 and1 ⊗ ψ have the form of
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block matrices







1 0 0 −12
−1 0 0 −12




1 0 0 −12
−1 0 0 −12













−1 −1 0 0
0 0 −1 12
0 0 1 12
1 −12 0 0









By a simple exercise in matrix multiplication we find that both sides in Equation 10 are equal
and it follows thatΨiΨi+1Ψi = Ψi+1ΨiΨi+1. 
Corollary 4.8. The isomorphismζ ′(Γ̂v) ∼= ζ(Γ̂v)〈k〉 in Proposition 4.2 is uniquely determined
by ζ ′ andζ.
Proof. Let σ be the permutation that relatesζ ′ andζ. Recall that in the proof of Proposition 4.2
we defined an isomorphismΨσ : ζ ′(Γ̂v) → ζ(Γ̂v)〈k〉 by writing σ as a product of transpositions.
The choice of these transpositions is not unique in general.However, Lemma 4.7 shows thatΨσ
only depends onσ. 
From now on we writêΓ for the equivalence class ofΓ̂v under complete vertex identification.
Graphically we represent the vertices ofΓ̂ as in Figure 13. We need to neglect theZ/2Z grading,
Γ̂v Γ̂
FIGURE 13. A vertex and its equivalence class under vertex identifica on
which we do by imposing that̂Γ, for any closed webΓ, have only homology in degree zero,
applying a shift if necessary.
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We also have to define the morphisms betweenΓ̂ andΛ̂. Let ζ(Γ̂v) andζ ′(Γ̂v) be representa-











be two homomorphisms. We say thatf andg are equivalent, denoted byf ∼ g, if and only if








∼= // ζ ′(Λ̂v)
with the horizontal isomorphisms being of the form as discused in Proposition 4.2. The compo-
sition rule for these equivalence classes of homomorphisms, which relies on the choice of repre-
sentatives within each class, is well-defined by Corollary 4.8. Note that we can take well-defined
linear combinations of equivalence classes of homomorphisms by taking linear combinations
of their representatives, as long as the latter have all the same source and the same target. By
Corollary 4.8, homotopy equivalences are also well-definedon equivalence classes. We take
Hom(Γ̂, Λ̂)
to be the set of equivalence classes of homomorphisms of matrix factorizations between̂Γ andΛ̂
modulo homotopy equivalence. The additive category that weget this way is denoted by
F̂oam/ℓ.
Note that we can define the homology ofΓ̂, for any closed webΓ. This group is well-defined
up to isomorphism and we denote it byĤ(Γ).
Next we show how to define a link homology using the objects andmorphisms inF̂oam/ℓ.
For any linkL, first take the universal rational Khovanov-Rozansky cochain complexKRa,b,c(L).
Thei-th cochain groupKRia,b,c(L) is given by the direct sum of cohomology groups of the form
H(Γv), whereΓv is a total flattening ofL. By the remark above it makes sense to consider
K̂R
i
a,b,c(L), for eachi. The differentiald
i : KRia,b,c(L) → KR
i+1










is well-defined, for eachi.
Let u : L → L′ be a link cobordism. Khovanov and Rozansky [4] constructed acochain map
which induces a homomorphism
HKRa,b,c(u) : HKRa,b,c(L) → HKRa,b,c(L
′).
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The latter is only defined up to aQ-scalar. The induced map
ĤKRa,b,c(u) : ĤKRa,b,c(L) → ĤKRa,b,c(L
′)
is also well-defined up to aQ-scalar. The following result follows immediately:
Lemma 4.9. HKRa,b,c andĤKRa,b,c are naturally isomorphic as projective functors fromLink
toModbg.
In the next section we will show thatUa,b,c andĤKRa,b,c are naturally isomorphic as projec-
tive functors.
By Lemma 3.5 we also get the following
Lemma 4.10. We have the Khovanov-Kuperberg decompositions in̂Foam/ℓ:
ŜΓ ∼= i⊗Q[a,b,c] Γ̂ (Disjoint Union)
∼= {−1} ⊕ {1} (Digon Removal)
∼= ⊕ (Square Removal)
Although Lemma 4.10 follows from Lemma 3.5 and Lemma 4.4, an explicit proof will be useful
in the sequel.
Proof. Disjoint Unionis a direct consequence of the definitions. To proveDigon Removaldefine
the grading-preserving homomorphisms
























FIGURE 14. Homomorphismsα andβ
If we choose to create the circle on the other side of the arc inα we obtain a homomorphism
homotopic toα and the same holds forβ. Define the homomorphisms
α0 : {−1} → α1 : {1} →
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by α0 = 2α andα1 = 2α ◦ m(−x2). Note that the homomorphismα1 is homotopic to the
homomorphism2α ◦m(x1 + x3 − a). Similarly define
β0 : → {−1} β1 : → {1}
byβ0 = −β◦m(x3) andβ1 = −β. A simple calculation shows thatβjαi = δij Id(g). Since the
cohomologies of the factorizationsj andg{−1} ⊕g{1} have the same graded dimension (see
[4]) we have thatα0+α1 andβ0+β1 are homotopy inverses of each other and thatα0β0+α1β1
is homotopic to the identity inEnd(j). To prove (Square Removal) define grading preserving
homomorphisms
ψ0 : −→ , ψ1 : −→ ,
ϕ0 : −→ , ϕ1 : −→ ,


























We have thatψ0ϕ0 = Id(d) andψ1ϕ1 = Id(). We also haveψ1ϕ0 = ψ0ϕ1 = 0 because
Ext(d,) ∼= Ha,b,c(S){4} which is zero inq-degree zero and so any homomorphism of degree
zero betweend and is homotopic to the zero homomorphism. Since the cohomologies ofk
andd ⊕  have the same graded dimension (see [4]) we have thatψ0 + ψ1 andϕ0 + ϕ1 are
homotopy inverses of each other and thatϕ0ψ0 + ϕ1ψ1 is homotopic to the identity inEnd(k).

5. THE EQUIVALENCE FUNCTOR
We first define a functor
̂ : Foam/ℓ → F̂oam/ℓ.
On objects the functor is defined by
Γ → Γ̂,
as explained in the previous section. Letf ∈ HomFoam/ℓ(Γ,Γ
′). Suffice it to consider the
case in whichf can be given by one singular cobordism, also denotedf . If f is given by a linear
combination of singular cobordisms, one can simply extend the following arguments to all terms.
Slicef up between critical points, so that each slice contains one elementary foam, i.e. a zip or
unzip, a saddle-point cobordism, or a cap or a cup, glued horizontally to the identity foam on
the rest of the source and target webs. For each slice choose cmpatible vertex identifications
on the source and target webs, such that in the region where both webs are isotopic the vertex
identifications are the same and in the region where they differ the vertex identifications are
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such that we can apply the homomorphism of matrix factorizations χ0, χ1, η, ι or ǫ. This way
we get a homomorphism of matrix factorizations for each slice. We can take itŝ equivalence
class. Composing all these morphisms gives a morphismf̂ between̂Γv andΓ̂′v. For its definition
we had to choose a representative singular cobordism of the foam , a way to slice it up and
complete vertex identifications for the source and target ofach slice. Of course we have to show
that f̂ ∈ Hom ̂Foam/ℓ
(Γ̂, Γ̂′) is independent of those choices. But before we do that we haveto
fullfil a promise that we made at the end of Section 3 after we defined the homomorphism of
matrix factorizationsη induced by a saddle-point cobordism.
Lemma 5.1. The map̂η is well defined for closed webs.
Proof. Let Γ andΓ′ be two closed webs andΣ: Γ → Γ′ a cobordism which is the identity
everywhere except for one saddle-point. By a slight abuse ofnotation, letη̂ denote the homo-
morphism of matrix factorizations which corresponds toΣ. Note thatΓ andΓ′ have the same
number of vertices, which we denote byv. Our proof thatη̂ is well-defined proceeds by in-
duction onv. If v = 0, then the lemma holds, becauseΓ consists of one circle andΓ′ of
two circles, or vice-versa. These circles have no marks and are therefore indistinguishable. To
each circle we associate the complexi and η̂ corresponds to the product or the coproduct in
Q[a, b, c][X]/X3 − aX2 − bX − c. Note that as soon as we mark the two circles, they will
become distinguishable, and a minus-sign creeps in when we switch them. However, this minus-
sign then cancels against the minus-sign showing up in the homomorphism associated to the
saddle-point cobordism.
Let v > 0. This part of our proof uses some ideas from the proof of Theorem 2.4 in [2]. Any
web can be seen as lying on a 2-sphere. LetV,E andF denote the number of vertices, edges
and faces of a web, where a face is a connected component of thecomplement of the web in the
2-sphere. LetF =
∑
i Fi, whereFi is the number of faces withi edges. Note that we only have
faces with an even number of edges. It is easy to see that the following equations hold:
3V = 2E






6 = 3F − E = 2F2 + F4 − F8 − . . . ,
which implies
6 ≤ 2F2 + F4.
This lower bound holds for any web, in particular forΓ andΓ′. Therefore we see that there is
always a digon or a square inΓ andΓ′ on which η̂ acts as the identity, i.e. which does not get
changed by the saddle-point in the cobordism to whichη̂ orresponds. Since the MOY-moves in
Lemma 4.10 are all given by isomorphisms which correspond tothe zip and the unzip and the
birth and the death of a circle (see the proof of Lemma 4.10), this shows that there is always a set
of MOY-moves which can be applied both toΓ andΓ′ whose target webs, sayΓ1 andΓ′1, have
less thanv vertices, and which commute witĥη. Here we denote the homomorphism of matrix
factorizations corresponding to the saddle-point cobordism betweenΓ1 andΓ′1 by η̂ again. By
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induction, η̂ : Γ̂1 → Γ̂′1 is well-defined. Since the MOY-moves commute withη̂, we conclude
that η̂ : Γ̂ → Γ̂′ is well-defined. 
Lemma 5.2. The functor̂ is well-defined.
Proof. The fact thatf̂ does not depend on the vertex identifications follows immediat ly from
Corollary 4.8 and the equivalence relation∼ on the Hom-spaces in̂Foam/ℓ.
Next we prove that̂f does not depend on the way we have sliced it up. By Lemma 4.10 we
know that, for any closed webΓ, the clasŝΓ is homotopy equivalent to a direct sum of terms
of the formik. Note thatÊxt(∅,S) is generated byXsι, for 0 ≤ s ≤ 2, and that all maps
in the proof of Lemma 4.10 are induced by cobordisms with a particular slicing. This shows
that Êxt(∅,Γ) is generated by maps of the form̂u, whereu is a cobordism between∅ andΓ
with a particular slicing. A similar result holds for̂Ext(Γ, ∅). Now letf andf ′ be given by the
same cobordism betweenΓ andΛ but with different slicings. Ifˆ 6= f̂ ′, then, by the previous
arguments, there exist mapsû and v̂, whereu : ∅ → Γ and v : Λ → ∅ are cobordisms with
particular slicings, such that̂vfu 6= v̂f ′u. This reduces the question of independence of slicing
to the case of closed cobordisms. Note that we already know that ̂ is well-defined on the parts
that do not involve singular circles, because it is the generalization of a 2d TQFT. It is therefore
easy to see that̂ respects the relation (CN). Thus we can cut up any closed singular cobordism
near the singular circles to obtain a linear combination of cl sed singular cobordisms isotopic to
spheres and theta-foams. The spheres do not have singular circ es, sô is well-defined on them
and it is easy to check that it respects the relation (S).
Finally, for theta-foams we do have to check something. There is one basic Morse move that
can be applied to one of the discs of a theta-foam, which we show in Figure 15. We have to show
that̂ is invariant under this Morse move.

















FIGURE 16. HomomorphismΦ. To avoid cluttering only some marks are shown
In other words, we have to show that the composite homomorphism in Figure 16 is homotopic to
the identity. It suffices to do the computation on the homology. First we note that the theta web
has homology only inZ/2Z-degree0. From the remark at the end of Subsection 3.2.1 it follows
thatχ0 is equivalent to multiplication by−2(x1−x2) andχ1 to multiplication byx2−x3, where
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we used the fact thatψ hasZ/2Z-degree1. From Corollary 4.6 we have thatψ is equivalent to
multiplication by−2 and from the definition of vertex identification it is immediate thatψ̃ is the
identity. Therefore we have that
Φ = ε (4(x2 − x3)(x1 − x2)) = 1.
It is also easy to check that̂ respects the relation (Θ).
Note that the arguments above also show that, for an open foamf , we havef̂ = 0 if u1fu2 =
0 for all singular cobordismsu1 : ∅ → Γv andu2 : Γ′v → ∅. This proves that̂ is well-defined
on foams, which are equivalence classes of singular cobordisms. 
Corollary 5.3. ̂ is an isomorphism of categories.
Proof. On objectŝ is clearly a bijection. On morphisms it is also a bijection byLemma 4.10
and the proof of Lemma 5.2. 
Theorem 5.4. The projective functorsUa,b,c andĤKRa,b,c fromLink to Modbg are naturally
isomorphic.
Proof. LetD be a diagram ofL,CFoam/ℓ(D) the complex forD constructed with foams in Sec-
tion 2 andK̂Ra,b,c(D) the complex constructed with equivalence classes of matrixf ctorizations




a,b,c(D) wherei is the homological degree. By a
slight abuse of notation we denote these isomorphisms bŷ too. The differentials in̂KRa,b,c(D)
are induced byχ0 andχ1, which are exactly the maps that we associated to the zip and the unzip.
This shows that̂ commutes with the differentials in both complexes and therefore that it defines
an isomorphism of complexes.
The naturality of the isomorphism between the two functors fllows from Corollary 5.3 and the
fact that all elementary link cobordisms are induced by the elem ntary foams and their respective
images w.r.t.̂. 
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