Accuracy is critical if we are to trust simulation predictions. In settings such as fluidstructure interaction it is all the more important to obtain reliable results to understand, for example, the impact of pathologies on blood flows in the cardiovascular system. In this paper, we propose a computational strategy for simulating fluid structure interaction using high order methods in space and time.
for a given problem. Generic programming, OO programming, meta-programming are such paradigms and they are definitely very useful when dealing with mathematical abstractions. The following C ++ code uses all these paradigms integrate ( boundaryfaces ( mesh ) , im , gradv ( u )* N () ). evaluate ();
It integrates the scalar function ∇u · n, where n is the outward normal to the boundary of the domain. im provides the numerical integration method and boundaryfaces(mesh) returns a pair of iterators over the set of faces on the boundary of the domain. We refer the reader to [1, 2] for a more complete overview of Life and a description of the language.
The polynomial library and embedded language
The polynomial library and the embedded language are the two cornerstones of Life. The polynomial library is composed of various bricks: (i) the geometrical entities or convexes (ii) the L 2 orthonormal primal basis in which we express subsequently the polynomials, see [3, 4, 2] , (iii) the definition and construction of point sets in convexes e.g. quadrature point sets and finally (iv) polynomials and finite elements.
As for the domain specific language embedded (DSEL) in C ++ , also known as FEEL++ 1 , it provides a very close syntax for numerical integration, projection and variational formulation to the corresponding mathematical language. To illustrate this, let us now consider the following system of Oseen equations αu − ν∆u + (β · ∇)u + ∇p = f, in Ω (1) ∇ · u = 0, in Ω (2) B(u, p) = g, on ∂Ω
where Ω is a bounded open polygonal domain in R d , d = 2, 3 with boundary ∂Ω, u is the velocity of the fluid, p the pressure. The boundary conditions are represented by the operator B. This system can reproduce the steady Stokes problem as well as fix point iterations for the Navier-Stokes case. As for the standard Navier-Stokes time discretizations, system (1)-(3) is still relevant after modifications of α, β and f. An implementation in Life, once written in variational form, would be done as follows AUTO ( def , 0.5*( grad ( v ) + trans ( grad ( v ))) ); AUTO ( deft , 0.5*( gradt ( u ) + trans ( gradt ( u ))) ); form2 ( Xh , Xh , M ) = integrate ( elements ( Xh -> mesh ()) , IM , alpha * trans ( idt ( u ))* id ( v ) + 2.0* nu * trace ( trans ( deft )* def )
The first two lines allow to define the strain tensor for test and trial functions. Then we construct the bilinear form with its algebraic representation (matrix) M and where Xh is an instance of the function space data structure, IM is an instance of a quadrature method and finally we implement the expression of the form. In the context of fluid-structure interaction, it is often the case that the fluid flow is advection-dominated, stabilization techniques are then required. We chose the continuous interior penalty (CIP) method to stabilize the velocity approximations, see [9] .
where F I denotes the internal faces of the mesh, h F denotes the length of the face F , N the order of the velocity approximation and γ β the stabilization parameter. The notation [[·] ] F denotes the jump of the quantity · across the face F , see [9] for the definition. An implementation of j β reads as follows:
AUTO ( stab_coeff , (γ β + abs ( trans ( N ())* idv ( beta )))* vf :: pow ( hFace () ,2.0)/N 3.5 ); form2 ( Xh , Xh , M ) += integrate ( internalfaces ( Xh -> mesh ()) , IM , stab_coeff * ( trans ( jumpt ( gradt ( u )))* jump ( grad ( v ) ) ) );
High order geometry
We now turn to a brief description of the high order geometry. We sketch the high order mesh construction and a versatile operator. We remark that using high order geometry impacts the quadrature rules and approximation order used in the variational forms and numerical integrals. Indeed, since we construct our polynomials in a reference element, to represent for example exactly order 5 polynomials in a real element of geometric order 4, we must use order 9 polynomials in the reference element.
Basic data structures
Denote Ω an open domain of . Two strategies were followed (i) building ϕ Ngeo k and the corresponding mesh following the steps in [3] , and (ii) use the mesh generator [10] that provides high order meshes. Our implementation of the former allows for a priori better quality arbitrary order meshes but only in 2D while the latter allows for 2D and 3D up to order 5 but the interior points are not moved with respect to the element deformation, e.g. using Gordon-Hall transformations. Figure 1 plots the error π − Ω 1 dx where Ω is a radius one circle. The curved boundary of the circle is described with a mesh with order one to five generated by Gmsh.
Finally we can introduce a few more standard notations. Let T
Ngeo h
be a triangulation of the domain Ω, N geo being the order of the elements of mesh and denote h = max
We define P N (T k ) to be the space of polynomials of total degree N defined in T k ∈ T Ngeo h . P N (T k ) is associated with triangulations composed of simplices. Q N (T k ) is the space of polynomials of degree N in each variable when T k are tensorized convexes, i.e. quadrangles and hexahedra.
A useful operator
We now describe an operator which turns out to be useful in visualizing high order meshes and functions and in preconditioning matrices arising from high order discretizations. We denote
is a function space which is spanned by nodal basis functions and the expansions are continuous. We would like to visualize not only high order functions of X N,Ngeo h without losing too much information but also high order meshes. To this end, we introduce the following interpolation operator
where the mesh associated to X
1,1 h
, a space spanned by a P 1 Lagrange polynomials basis using a P 1 geometric approximation, is constructed from the points associated to the degrees of freedom of X N,Ngeo h . We remark that the points on ∂T 1 are located, thanks to ϕ Ngeo , exactly on ∂T Ngeo thus we retain a good approximation of the boundary. The construction of T and (iii)T 1 a mesh ofT whose vertices are the points associated to the degrees of freedom in the reference element T . Figure 2 displays the results of the algorithm on a 4-th order mesh of a 3-rd order boundary domain. We indeed observe that the points on the boundary edges lie on the fourth order boundary.
As to using this operator to build preconditioners for matrices arising from high order discretization, this comes from the features
has the same nodal values on the mesh associated to X 1,1 h as v. Its numerical features are discussed in [3] .
High order structure
Regarding the structure solver, prescribed displacement, StVenant-Kirchhoff and the generalized string models have been implemented. The former is used in section 5.3 while the later is being used in the fluid-structure section 5.4. The associated equations to the generalized string models are stated in the solid reference domainΩ s = (r, z) : r = R 0 , z ∈ [0, L] . σ Σ is the radial component of the stress vector of the fluid acting on the structure, see [6, 7] . The displacement d satisfies the following equation
and homogeneous Dirichlet boundary conditions. Here h is the wall thickness, k is the Timoschenko shear correction factor, G the shear modulus, E the Young modulus, ν the Poisson ratio, ρ s the wall density, γ a viscoelastic parameter. The strategy to solve (7) is (i) BDF n for the time discretization introducing the first derivative of the displacement as an additional unknown and (ii) high order discretization in space.
High order Navier-Stokes

Algebraic framework
We consider now the system (1)-(3). The finite element spaces setting for the velocity and pressure fields is the following:
and
where M = N − 1 or M = N − 2. When using these discretization spaces, we shall refer to the P N -P M method. The discontinuous pressure version of these methods are also considered and denoted by
In what follows, the spaces are spanned by Lagrange bases constructed at the Fekete points [3] associated to the type of convex. We shall display only a few results to support our choices. For an exhaustive presentation of the various results obtained, see [11] . The discretization of the system (1)-(3) using these methods leads to the linear system
where (i) F N = αM N + νH N + C N with M N , H N and C N corresponding to the discretization of the identity, Laplace and convection operators respectively and (ii) G N and D N correspond to the discretization of the gradient and divergence operators respectively. In order to solve (10), the following preconditioning strategy has been used in all the Navier-Stokes related results: (i) we build a complete LU factorization which does not break since we set the pressure weakly either at inflow or at outflow, (ii) we reuse this LU factorization as preconditioner in combination with a GMRES solver in all subsequent time steps -we note that initially the number of linear iterations is 1 -(iii) we rebuild the LU factorization when the number of the GMRES iterations reaches say 10 or 20 iterations. It is very interesting to observe that the preconditioner is rebuilt very few times during the whole computation and displays far better performances than an ILU approaches where the right parameters need to be found, the cost of the LU factorization is in fact marginal when compared to the overall cost. In 2D we have found this strategy extremely effective and robust with respect to h and N . In the case of internal flows, Life allows to easily augment the approximation space and add Lagrange multipliers to enforce a particular constraint on the pressure, e.g. zero mean pressure, to ensure uniqueness then our strategy still holds.
Choice of the discretization spaces
To help our choices, we consider the Kovasznay solution of the steady Stokes equations (see page 177 of [5] ) and we use the H 1 norm of the error on the velocity and the norm q 0, * = q − m Ω (q) 0 , where m Ω (q) denotes the average of q in Ω, for the pressure to compare the accuracy of the different methods. In the results displayed in this section N geo was set to 1. First, we compare the different methods of the preceding section by fixing N and varying h. The Q N -Q disc N −2 method is widely used, a quasi-optimal error estimate is obtained in the quadrangular mesh case and we recover similar results in the triangular one, see Figures 3(a)  and 3(b) . Although the velocity is approximated using order N basis functions, the error decays only as h N −1 , for N = 3, 4. As for the pressure, the error behaves optimally as h N −1 . Similar results are obtained for P N -P N −2 . The P N -P N −1 methods were studied by Brezzi and Falk, they are also known as the Taylor-Hood element. The results displayed on Figures 3(c) and 3(d) show an optimal convergence behavior as h decreases for both pressure and velocity. We now fix h and vary N . The most accurate method is the P N -P N −2 one, see Figures 3(e) and 3(f). To sum up, if N is fixed and h varies we shall use the Taylor-Hood method and if h is fixed and we vary N , we shall use the P N -P N −2 method.
Putting it all together: Fluid structure interaction
We now consider the unsteady Navier-Stokes equations in a domain with a moving boundary. We use the Arbitrary Lagrangian Eulerian (ALE) framework to keep track of the domain's deformation, see e.g. [6] .
Formulation
The system's evolution is studied in the interval and we denote Ω 0 the reference configuration for instance the domain at time t = t 0 . The position of a point in the current domain Ω t is denoted by x (in the Eulerian coordinate system) and by Y in the reference domain Ω 0 . We consider now the simple 2D model depicted on figure 4 where Ω D 0 is fixed and Ω σ 0 evolves according to some viscoelastic model. We introduce the so called ALE map, a family of mappings
and the domain's deformation velocity, denoted w, given by
. The Navier-Stokes equations now read in the ALE framework 
in Ω t , for all t ∈ I. 
Arbitrary Lagrangian Eulerian map
Assume that Ω D t is described in terms of polynomials of degree N geo and we denote T Ngeo 0,h a triangulation of the domain Ω 0,h ≈ Ω 0 . The algorithm runs as follows : (i) we construct the harmonic extension of the boundary data denoted x 1 h -other types of extension can be found in [6, 8] , -(ii) we project x at the boundary edges and at the interior of the boundary elements in the reference mesh so that the image of Ω 0,h is conform nodally with the high order description of the boundary. We emphasize here that the procedure keeps the internal elements with straight edges, this allows to differentiate internal elements and the high order boundary elements and use P 1 geometry approximation and lower order quadratures in the internal elements.
Navier-Stokes ALE solver with a prescribed boundary movement
We are now ready to assemble the various building blocks described previously and build our ALE Navier-Stokes solver. Consider Ω 0 = (0, 5) × (−1, 1), in our test Ω t is obtained from Ω 0 by applying the following displacement law
with t ∈ I = [0; 5], f (t) = 2.5(t−1) 2 (0.3−0.1(t−1)) and χ(·) is the characteristic function. The discretization of the differential equations is done us- Figure 6: e h for different time integration schemes using a P 6 − P 4 element and a P 4 geometric description of the domain.
ing a non-conservative scheme (see page 82 of [6] for more details). The time derivatives are discretized using first to third order BDF schemes. The mesh velocity is calculated also with a BDF scheme of the same order as for the velocity time derivative and the nonlinear convective term is linearized with an extrapolation formula also of the same order. We check the convergence order of our solution methods for (12) by considering the solution of a Poiseuille flow, say (u P oiseuille , p P oiseuille ) that solves the steady Navier-Stokes equations in the reference domain. u P oiseuille is prescribed on Ω σ t as boundary condition which is the solution that we must recover in the domain. In Figure 6 , the error ||e h || = ∆t
is plotted as a function of ∆t. T N is the number of subintervals in which [0, 5] is discretized for the different BDF schemes. The exact solution was taken as u P oiseuille = y(1 − y)e 1 , ν = 10 −3 and p P oiseuille = −2ν(x − 5). Note that in this simulation, the stabilization term (4) is not used. The same results are obtained using P 4 − P 2 method and a P 2 geometry.
Fluid-Structure interaction
The methodology we adopt to solve the coupled fluid-structure interaction problem is to perform standard fix point iterations alternating the fluid and the structure solvers. The algorithm reads as follows: for each t n 1. Extrapolate the structure displacement:
, calculate the ALE map and update the computational domain (b) solve the Navier-Stokes equations (c) calculate the shear stress at the moving boundary of the fluid (d) solve for the structure displacement, d
n+1, * (andḋ n+1, * ) (e) if max{
} < tol, then advance for the next timestep
Figure 7: Pressure pulse propagating through the pipe. Fluid discretized with BDF 1 and P 6 − P 4 elements, h = 0.5, ∆t = 10 −4 , no stabilization and tol = 10 −6 . For the structure we used BDF 2 and P 2 elements.
We first note that the fix point method to solve the fluid-structure interaction (FSI) problem is a naive approach. Better alternatives exist in the literature, but this paper focuses on the high order finite element/geometry part, the time discretization of each subproblem and putting them together. Second, the shear stress is explicitly calculated in the boundary of the fluid domain and a nodal projection is used to pass this quantity to the structure solver. Third, we implemented an Aitken acceleration procedure to determine the relaxation parameter θ at each iteration (see [7] for more details). Finally, the meshes of the structure and the fluid are nodally conform.
To check the strategy, we consider a test case as in [6] (see page 143). This example uses physiological parameters for the FSI model in the context of haemodynamics. We changed the original problem only by imposing a Dirichlet velocity profile at the inlet given by: u(0, y, t) = 343.99(0.25 − y) 2 (−1357t 9 + 7443t 8 − 17099t 7 + 21255t 6 −15356t 5 + 6379t 4 − 1368t 3 + 97t 2 + 6t)e 1 , with e 1 = (1, 0) T .
A Neumann boundary condition, pressure imposed at the inlet, was also experimented but it failed, probably because of the lack of control of the velocity on the boundary. We performed successfully several simulations, with different time/space discretizations, namely, P N − P N −2 (N = 3, 4, 6) finite elements for the fluid, P 1 geometry and BDF n , n = 1, 2, 3 as time integrator. The structure model was discretized with P N , N = 1, 2, 3 elements. The current results using higher order geometrical transformation for the fluid exhibit instabilities that we are currently addressing.
Conclusion
In this paper we presented a non standard approach to solve FSI problems. Our method uses several complex tools that, to our knowledge, are being used together for the first time in this context (high order space/time discretization, geometrical transformation and CIP stabilization). Our current results confirm the expected accuracy properties of the ALE Navier-Stokes solver. The FSI solver was successfully used to simulate a haemodynamics problem with realistic data. Our next step is to use higher order geometrical elements for the fluid in the FSI context. 
