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1 Introduction
Many problems in coding theory require efficient computing of the weight dis-
tribution of a given linear code. Some sufficient conditions for a linear code
to be good or proper for error detection are expressed in terms of the weight
distribution [11]. The weight distribution of the hull of a code provides a sig-
nature and the same signature computed for any permutation-equivalent code
will allow the reconstruction of the permutation [24]. The weight distribu-
tions of codes can be used to compute some characteristics of the boolean and
vectorial boolean functions [10].
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The problems of computing the minimum distance and the weight distri-
bution of a linear code are NP-hard, and the corresponding decision problems
are NP-complete [2,3,26]. Nevertheless, many algorithms for calculating the
weight distribution have been developed. Some of them are implemented in the
software systems related to Coding theory, such as MAGMA, GUAVA, Q-
Extension, etc. [1,7,8]. The main idea in the common algorithms is to obtain
all linear combinations of the basis vectors and to calculate their weights. The
efficient algorithms generate all codewords in a sequence, where any codeword
is obtained from the previous one by adding only one codeword. They usu-
ally use q-ary Gray codes (see for example [15]) or an additional matrix (see
[9]). The complexity of these algorithms is O(nqk) for a fixed q. Katsman and
Tsfasman in [20] proposed a geometric method based on algebraic-geometric
codes. Some methods use matroids and Tutte polynomials, geometric lattices
[18], or Gro¨bner bases [5,13,22,23]. The algorithm in [6] is based on the idea
of an ideal associated to a binary code, and its main aim is to compute the set
of coset leaders, but the algorithms in that paper can be easily reformulated
to compute the weight distribution of codes over different finite fields.
We propose an algorithm for computing the weight distribution based on a
generalized Walsh-Hadamard transform. The linear codes here are represented
by their characteristic vector χ. We obtain a vector whose coordinates are all
non-zero weights in the code, by multiplying a special (recursively constructed)
integer matrix by χT. The complexity for this multiplication is O(kqk), where
k is the dimension of the considered code. The multiplication can be realized by
a butterfly algorithm which is very fast in a parallel realization. The proposed
algorithm is effective especially for codes with large lengths.
In the binary case, we compute the weight distribution by using algorithms
for fast Walsh transform which are easy for implementation. For codes over
prime field with p > 2 elements we use an integer matrix of size θ(p, k)×θ(p, k)
where θ(p, k) = p
k
−1
p−1 . The weight distribution in this case can also be obtained
by applying the generalized Walsh transform but then one has to use a pk×pk
matrix [19]. For codes over composite fields with q = pm, m > 1, elements we
use the trace map and take their images over the prime field Fp.
We implemented the presented algorithm in a C/C++ program without
special optimizations. Input data were randomly generated linear codes with
lengths 300, 3000, 30000 and different dimensions over finite fields with 2, 3,
4, 5, and 7 elements. The results of our experiments show that the presented
approach is faster for codes with large length. For example, calculating the
weight distribution of codes with length 30000 with the presented algorithm
is between 4 and 100 times faster (depending on the field) than the same
calculation with Magma software system. The algorithms that use listings of
codewords, are faster for small lengths because they use bitwise representation
of the codewords and bitwise operations. For larger lengths, the algorithms
close to discrete Fourier transforms, can be represented by a butterfly diagram
and are therefore suitable for parallelization [4].
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The paper is organized as follows. In Section 2 we define the basic concepts
and prove important assertions that we use in the paper. In Section 3 we
present a butterfly algorithm for computing the weight distribution of a binary
linear code. Section 4 is devoted to linear codes over a prime field with p > 2
elements. In Section 5 we prove some theorems that give the connection of
the weight distribution of a linear [n, k] code over a composite finite field with
characteristic p and q = pm elements, with the weight distribution of a linear
[(q−1)n,mk] code over Fp. Section 6 presents the complexity of the algorithms
and some experimental results.
2 Preliminaries
Let Fq = {0, α1 = 1, α2, . . . , αq−1} be a field with q elements, and Fnq be the
n-dimensional vector space over Fq. Every k-dimensional subspace C of F
n
q is
called a q-ary linear [n, k] code (or an [n, k]q code). The parameters n and k are
called length and dimension of C, respectively, and the vectors in C are called
codewords. The (Hamming) weight wt(v) of a vector v ∈ Fnq is the number
of its non-zero coordinates. The smallest weight of a non-zero codeword is
called the minimum weight of the code. If Ai is the number of codewords of
weight i in C, i = 0, 1, . . . , n, then the sequence (A0, A1, . . . , An) is called the
weight distribution of C, and the polynomialWC(y) =
∑n
i=0 Aiy
i is the weight
enumerator of the code. Obviously, for any linear code A0 = 1 and Ai = 0 for
i = 1, . . . , d− 1, where d is the minimum weight.
Any k × n matrix G, whose rows form a basis of C, is called a generator
matrix of the code. The q-ary simplex code Sq,k is a linear code over Fq
generated by a k × θ(q, k) matrix Gk having as columns a maximal set of
nonproportional vectors from the vector space Fkq , θ(q, k) = (q
k−1)/(q−1). In
other words, the columns of the matrix represent all points in the projective
geometry PG(k − 1, q). For more information about linear codes and their
parameters we refer to [16,18,21].
Let C be a k-dimensional linear code over Fq and G be a generator matrix
of C. Without loss of generality we can suppose that G has no zero columns
(otherwise we will remove the zero columns).
Definition 1 The characteristic vector of the code C with respect to its gen-
erator matrix G is the vector
χ(C,G) =
(
χ1, χ2, . . . , χθ(q,k)
)
∈ Zθ(q,k) (1)
where χu is the number of the columns of G that are equal or proportional to
the u-th column of Gk, u = 1, . . . , θ(q, k).
When C and G are clear from the context, we will write briefly χ. Note
that
∑θ(q,k)
u=1 χu = n, where n is the length of C.
A code C can have different characteristic vectors depending on the chosen
generator matrices of C and the considered generator matrix Gk of the simplex
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code Sq,k. If we permute the columns of the matrix G we will obtain a permu-
tation equivalent code to C having the same characteristic vector. Moreover,
from a characteristic vector one can restore the columns of the generator ma-
trix G but eventually at different order and/or multiplied by nonzero elements
of the field. This is not a problem for us because the equivalent codes have the
same weight distributions.
All codewords of the code are the linear combinations of the rows of a given
generator matrix G. We can easily obtain all nonzero codewords of C using
the multiplication 

GTk
α2G
T
k
...
αq−1G
T
k

 ·G =


GTk ·G
α2G
T
k ·G
...
αq−1G
T
k ·G

 . (2)
To know the weight distribution of the code C, it is enough to compute the
weights of the rows of the matrix GTk ·G.
Further, we consider the matrices Mk = G
T
k · Gk, k ∈ N. We denote by
N (Mk) the matrix obtained from Mk by replacing all nonzero elements by 1.
Lemma 1 Let C be an [n, k]q code, G be its generator matrix and χ be the
characteristic vector of C with respect to G. Then the Hamming weight of
the i-th row of the matrix GTk · G (multiplication over Fq) is equal to the i-
th coordinate of the column vector N (Mk) · χT (multiplication over Z), i =
1, . . . , θ(q, k).
Proof Let θ = θ(q, k) for short, and s1, . . . , sθ be the columns of Gk. Since
Mk = (mij) = G
T
k ·Gk, thenmij = si ·sj ∈ F
k
q , where x·y = x1y1+· · ·+xkyk ∈
Fq is the Euclidean inner product of the vectors x, y ∈ Fkq over Fq. Similarly,
vij = si · bj, where b1, . . . , bn are the columns of G, and Gk ·G = (vij). From
the definition of the characteristic vector χ we know that χ1 of the columns
of G are proportional to s1, χ2 columns are proportional to s2, etc.
For a ∈ Fq we define N (a) = 0 if a = 0 and N (a) = 1 otherwise. If
vi = (vi1, . . . , vin) is the i-th row of the matrix Gk ·G, we have
wi = wt(vi) =
n∑
j=1
N (si · bj) =
n∑
j=1
N (si · suj )
=
θ∑
j=1
χjN (si · sj) =
θ∑
j=1
N (mij)χj = ui,
where ui is the i-th coordinate of N (Mk) · χT.
Lemma 1 and (2) show that the coordinates of the vector N (Mk) · χT are
all weights in a maximal set of codewords in the code C with the following
properties: (1) no two codewords in the set are proportional, and (2) any
codeword of C is proportional to a codeword belonging to the set. Hence using
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this matrix by vector multiplication we can obtain the weight distribution of
C without calculating all codewords.
To develop a fast algorithm for the proposed matrix by vector multiplica-
tion, we use a modified Walsh-Hadamard transform. Let h(x) = h(x1, . . . , xk)
be a Boolean function in k variables. Discrete Walsh–Hadamard transform hˆ
of h is the integer valued function hˆ : Fk2 → Z, defined by
hˆ(ω) =
∑
x∈Fk2
h(x)(−1)x·ω, ω ∈ Fk2 (3)
where x · ω is the Euclidean inner product. This transform is equivalent to
the multiplication of the True Table of h by the matrix Hk = ⊗
k
(
1 1
1 −1
)
.
The Kronecker power of a matrix can be represented as a product of sparse
matrices [14] that leads to the more effective butterfly algorithm for calculation
(fast transform).
3 Binary codes
There is a method based on the fast Walsh-Hadamard transform for the com-
putation of the weight distribution of a given binary linear code. The com-
plexity of this computation is O(k2k) [19].
In this case the columns of a generator matrix of the simplex code Sk
are all nonzero vectors from Fk2 . We take Gk = (1
T
· · · 2k − 1
T
), where u
is the binary representation of the integer u, considered as a vector with k
coordinates, 1 ≤ u ≤ 2k − 1.
If C is an [n, k, d] binary linear code with a characteristic vector χC , then
Mk · χ
T
C = (G
T
k ·Gk)χ
T
C =


w1
...
w2k−1

 ,
where w1, . . . , w2k−1 are the weights of all nonzero codewords in C.
If Mk =
(
0 0 . . . 0
0T Mk
)
, then the matrix J − 2Mk is a square ±1 matrix
of order 2k, which is equal to the Hadamard matrix of Sylvester type Hk =
⊗k
(
1 1
1 −1
)
(by J we denote the all 1’s matrix of the corresponding size). It
follows that
Hkχ
T
C = (J − 2Mk)χ
T
C =


n
n− 2w1
...
n− 2w2k−1

 = χˆC ,
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where χˆC is the Walsh transform of χC = (0, χC), if we consider this charac-
teristic vector as a True Table of a Boolean function. Hence we can obtain the
weight distribution of C after applying the Walsh-Hadamard transform on its
characteristic vector. Algorithm 1 presents the pseudo code of the correspond-
ing butterfly implementation.
Algorithm 1 Butterfly Algorithm for Fast Walsh Transform
Input: The extended characteristic vector χC with length 2
k
Output: An updated array W – the result of the transform
1: j ← 1; W ← χ(C);
2: while j < 2k do
3: for u = 0 to 2k − 1 do
4: if u[j] = 0 then
5: tt←W [u];
6: W [u]←W [u] +W [u+ j];
7: W [u+ j]← tt −W [u+ j];
8: end if
9: end for
10: j ← 2j;
11: end while
For more details on the butterfly algorithms and diagrams we refer to [17].
The algorithm is very suitable for parallel realization, especially with CUDA
parallel computing platform.
4 Codes over prime fields
We define a sequence of matrices Gk as follows:
G1 = (1), Gk =
(
0 1 . . . p− 1 1
Gk−1 Gk−1 . . . Gk−1 0
T
)
, k ∈ Z, k ≥ 2, (4)
where u = (u, . . . , u) = u(1, 1, . . . , 1) = u.1, u = 0, 1, . . . , p− 1. The size of the
matrix Gk is k× θ(p, k). All columns in Gk are pairwise linearly independent,
so Gk is a generator matrix of Sp,k.
Let C be a linear [n, k, d] code over the prime field Fp = {0, 1, . . . , p− 1}
with a characteristic vector χ with respect to its generator matrix G and the
matrix Gk as defined in (4). To obtain the weight distribution of C, we need
to calculate the product Mkχ
T .
Using (4) we obtain a recurrence relation for the matrices Mk as follows:
Mk =


Mk−1 Mk−1 . . . Mk−1 0
T
Mk−1 Mk−1 + J . . . Mk−1 + (p− 1)J 1T
Mk−1 Mk−1 + 2J . . . Mk−1 + 2(p− 1)J 2T
...
Mk−1 Mk−1 + (p− 1)J . . . Mk−1 + (p− 1)2J (p-1)T
0 1 . . . p − 1 1


, (5)
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k ∈ Z, k ≥ 2, M1 = (1). The matrix J in the above formula is the θ(p, k −
1) × θ(p, k − 1) matrix with all elements equal to 1. The form of the matrix
Gk is especially chosen. It enables the possibility to have only additions of
matrices in the recurrence relation (5). Denote θ(p, k) by θk, k ∈ N. Then
θk = pθk−1 + 1 for k ≥ 2. Unfortunately, there is no comfortable recurrence
relation for the matrices N (Mk). To overcome this, we introduce the matrices
M
[χ]
k =


m
[χ]
1
...
m
[χ]
θk

 , where m[χ]i = (ω(i)0 , ω(i)1 , . . . , ω(i)p−1) ∈ Zp, mi is the i-th row
of Mk, and ω
(i)
u =
∑
{χj : mij = u, 1 ≤ j ≤ θk}, u = 0, 1, . . . , p− 1.
Theorem 1 The i-th coordinate wi of N (Mk) ·χT is equal to n−ω
(i)
0 , where
n is the length of the code, and m
[χ]
i is the i-th row of M
[χ]
k .
Proof According to the definition of m
[χ]
i and Lemma 1, we have
n− ω
(i)
0 =
θk∑
j=1
χj −
∑
{χj : mij = 0, 1 ≤ j ≤ θk}
=
∑
{χj : mij 6= 0, 1 ≤ j ≤ θk}
=
θk∑
j=1
χjN(mij) = ui = wi.
According to Lemma 1, the coordinates of the vector N (Mk) · χT =
(w1, w2, . . . , wθk)
T are the weights of all codewords from a maximal subset
of the code, where the maximal subset has the following properties: (1) no two
codewords in the set are proportional, and (2) any codeword outside this set is
proportional to a codeword belonging to the set. Hence if Nj = ♯{i : wi = j},
then the number of codewords of weight j in the code is Aj = (q − 1)Nj.
According to Theorem 1, wi = n− ω
(i)
0 and so Nj = ♯{i : ω
(i)
0 = n− j}.
We are looking for a recurrence relation for the matrices M
[χ]
k . Our aim is
to use such a relation to obtain a transform matrix which can be represented
as a product of sparse matrices. This could give a butterfly algorithm for fast
computation.
Using the relation θ(p, k) = p · θ(p, k − 1) + 1, we split the characteristic
vector χ of the [n, k]p code C into p+ 1 parts as follows
χ =
(
χ(0)|χ(1)| . . . |χ(p−1)|χ(p)
)
(6)
where χ(j) ∈ Zθ(p,k−1), j = 0, . . . , p − 1, and χ(p) ∈ Z. Splitting the i-th row
of Mk similarly to (6), we have mi =
(
m
(0)
i |m
(1)
i | . . . |m
(p−1)
i |m
(p)
i
)
, m
(j)
i ∈
F
θ(p,k−1)
p , j = 0, . . . , p − 1, m
(p)
i ∈ Fp. According to (5), we obtain m
(s)
i [j] =
arj + st, where i = tθk−1 + r, 1 ≤ r ≤ θk−1, and arj are the elements of
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the matrix Mk−1, 1 ≤ r, j ≤ θk−1, 0 ≤ s ≤ p − 1, and m
(p)
i = r. Since
(mi+1)
[χ] = σ(m
[χ]
i ) and (mi+s)
[χ] = σs(m
[χ]
i ) where where σ is the right
circular shift, s ≥ 1, then
m
[χ]
i = (
∑
{χj : mij = u, 1 ≤ j ≤ θ(p, k)})
p−1
u=0
= (
p−1∑
s=0
∑
{χ
(s)
j′ : m
(s)
i [j
′] = u, 1 ≤ j′ ≤ θk−1}+ r
[χ(p)])p−1u=0
= (
p−1∑
s=0
∑
{χ
(s)
j′ : arj′ + st = u, 1 ≤ j
′ ≤ θk−1}+ r
[χ(p)])p−1u=0
=
p−1∑
s=0
((ar + st)
[χ(s)] + r[χ(p)])p−1u=0 =
p−1∑
s=0
(σst(a[χ(s)]r ) + r
[χ(p)])p−1u=0.
Hence the following recurrence relation holds
M
[χ]
k =


M
[χ(0)]
k−1 + M
[χ(1)]
k−1 + · · ·+ M
[χ(p−1)]
k−1 + 0
[χ(p)]
M
[χ(0)]
k−1 + σ(M
[χ(1) ]
k−1 ) + · · ·+ σ
p−1(M
[χ(p−1)]
k−1 ) + 1
[χ(p)]
M
[χ(0)]
k−1 + σ
2(M
[χ(1)]
k−1 ) + · · ·+ σ
2(p−1)(M
[χ(p−1)]
k−1 ) + 2
[χ(p)]
...
M
[χ(0)]
k−1 + σ
p−1(M
[χ(1)]
k−1 ) + · · ·+ σ
(p−1)2 (M
[χ(p−1)]
k−1 ) + (p-1)
[χ(p)]
0[χ
(0)] + 1[χ
(1)] + · · ·+ (p-1)[χ
(p−1)] + 1[χ
(p)]


(7)
So we can use permutations and additions to compute M
[χ]
k from M
[χ(0)]
k−1 ,
M
[χ(1)]
k−1 , . . . ,M
[χ(p−1)]
k−1 and χ
(p). Moreover, s[χ] can be obtained from 0[χ] by
right circular shift operation. Note that all coordinates of 0[χ] are 0’s except
the first column whose elements are equal to the sum of all coordinates of χ.
Example 1 If p = 3 the recurrence relation (7) is
M
[χ]
k =


M
[χ(0)]
k−1 + M
[χ(1)]
k−1 + M
[χ(2)]
k−1 + 0
[χ(3)]
M
[χ(0)]
k−1 + σ(M
[χ(1)]
k−1 ) + σ
2(M
[χ(2)]
k−1 ) + 1
[χ(3)]
M
[χ(0)]
k−1 + σ
2(M
[χ(1)]
k−1 ) + σ(M
[χ(2)]
k−1 ) + 2
[χ(3)]
0[χ
(0)] + 1[χ
(1)] + 2[χ
(2)] + 1[χ
(3)]

 (8)
Let k = 3 and χ = (0, 4, 3, 2, 0, 8, 5, 1, 1, 4, 3, 2, 3). We split χ into 4 parts
χ(0) = (0, 4, 3, 2), χ(1) = (0, 8, 5, 1), χ(2) = (1, 4, 3, 2), χ(3) = 3.
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Since M2 =


1 1 1 0
1 2 0 1
1 0 2 2
0 1 2 1

, we have
M
[χ(0)]
2 =


2 7 0
3 2 4
4 0 5
0 6 3

 , M [χ(1)]2 =


1 13 0
5 1 8
8 0 6
0 9 5

 M [χ(2)]2 =


2 8 0
3 3 4
4 1 5
1 6 3

 .
We calculate M
[χ]
3 from M
[χ(0)]
2 , M
[χ(1)]
2 , M
[χ(2)]
2 and χ
(3) by (8):
M
[χ]
3 =




2 7 0
3 2 4
4 0 5
0 6 3

+


1 13 0
5 1 8
8 0 6
0 9 5

+


2 8 0
3 3 4
4 1 5
1 6 3

+


3 0 0
3 0 0
3 0 0
3 0 0




2 7 0
3 2 4
4 0 5
0 6 3

+


0 1 13
8 5 1
6 8 0
5 0 9

+


8 0 2
3 4 3
1 5 4
6 3 1

+


0 3 0
0 3 0
0 3 0
0 3 0




2 7 0
3 2 4
4 0 5
0 6 3

+


13 0 1
1 8 5
0 6 8
9 5 0

+


0 2 8
4 3 3
5 4 1
3 1 6

+


0 0 3
0 0 3
0 0 3
0 0 3


(
9 0 0
)
+
(
0 14 0
)
+
(
0 0 10
)
+
(
0 3 0
)


=


8 28 0
14 6 16
19 1 16
4 21 11
10 11 15
14 14 8
11 16 9
11 12 13
15 9 12
8 13 15
9 10 17
12 12 12
9 17 10


.
Next we define one more sequence of matrices connected to M
[χ]
k which we
use in the algorithms.
Definition 2 Let k ∈ N and χ = (χ1, . . . , χθ(p,k)) ∈ Z
θ(p,k). The matrices
M
[χ]
k (l), l = 1, . . . , k, are defined recursively as follows
1. M
[χ]
k (k) =M
[χ]
k .
2. For 1 ≤ l < k, the vector χ is split into p+ 1 parts as in (6) and
M
[χ]
k (l) =


M
[χ(0)]
k−1 (l)
M
[χ(1)]
k−1 (l)
. . .
M
[χ(p−1)]
k−1 (l)
M
[χ(p)]
1


.
The matrixM
[χ]
k (1) is a θk×p matrix with rowsM
[χi]
1 , i = 1, . . . , θk, where
χ = (χ1, . . . , χθk). Since M1 = (1), the columns of the matrixM
[χ]
k (1) are zero
vectors except the second one which is equal to χ.
Note that the last row of the matrices M
[χ]
k (l) for l = 1, . . . , k − 1 is the
same, namelyM
[χ(p)]
1 = (0, χ
(p), 0, . . . , 0). Furthermore, the row before the last
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one in M
[χ]
k (l) is the same for l = 1, . . . , k− 2. Actually, for all l < k there are
rows equal to M
[∗]
1 in the matrix M
[χ]
k (l) that are the same as in the previous
matrices M
[χ]
k (l
′), l′ < l. We call them inactive rows. There are θk−l inactive
rows in M
[χ]
k (l), l = 2, . . . , k − 1.
Example 2 Let p = 3, k = 3 and χ = (0, 4, 3, 2, 0, 8, 5, 1, 1, 4, 3, 2, 3). Then
M
[χ]
3 (1) =


0 0 0
0 4 0
0 3 0
0 2 0
0 0 0
0 8 0
0 5 0
0 1 0
0 1 0
0 4 0
0 3 0
0 2 0
0 3 0


, M
[χ]
3 (2) =


2 7 0
3 2 4
4 0 5
0 6 3
1 13 0
5 1 8
8 0 6
0 9 5
2 8 0
3 3 4
4 1 5
1 6 3
0 3 0


, M
[χ]
3 (3) =


8 28 0
14 6 16
19 1 16
4 21 11
10 11 15
14 14 8
11 16 9
11 12 13
15 9 12
8 13 15
9 10 17
12 12 12
9 17 10


Till the end of this section, we present an algorithm for calculating M
[χ]
k
computing successivelyM
[χ]
k (1), M
[χ]
k (2),..., M
[χ]
k (k− 1),M
[χ]
k (k). The pseudo
code of the main procedure is given in Algorithm 2.
Algorithm 3 shows how to obtain M
[χ]
k (l) from M
[χ]
k (l − 1). It consists of
three main transformations which we call Add0, LastRow and AllRows.
Let explain them in the case l = k. We start with the array
M
[χ]
k (k − 1) =


M
[χ(0)]
k−1
M
[χ(1)]
k−1
. . .
M
[χ(p−1)]
k−1
M
[χ(p)]
1


=


M
[χ(0)]
k−1
M
[χ(1)]
k−1
. . .
M
[χ(p−1)]
k−1
0, χ(p), 0, . . . , 0


.
1. Add0: First we apply the left circular shift operation on the last row of
the matrix M
[χ]
k (k − 1). Then we add the obtained vector lcs(M
[χ(p)]
1 ) =
(χ(p), 0, . . . , 0) to all rows of M
[χ(1)]
k−1 .
M
[χ]
k (k − 1) =


M
[χ(0)]
k−1
M
[χ(1)]
k−1
. . .
M
[χ(p−1)]
k−1
0, χ(p), 0, . . . , 0


−→


M
[χ(0)]
k−1
M
[χ(1)]
k−1 + 0
[χ(p)]
. . .
M
[χ(p−1)]
k−1
0, χ(p), 0, . . . , 0


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Algorithm 2 Main Procedure
Input: a prime p, an integer k, and a vector χ of length θ(p, k) with integer coordinates
{k is the dimension of the considered p-ary code given by its characteristic vector χ}
Output: the array H {H = M
[χ]
k
}
1: H :=M
[χ]
k
(1)
2: θ1 := 1;
3: for l = 2 to k do
4: Initialize an array a of length k, a := 0 {a help array for monitoring the inactive
rows}
5: θ0 := θ1;
6: θ1 := θ(p, l) =
pl−1
p−1
= pθ0 + 1;
7: r := 0;
8: while r < θ do
9: r0 := r {r0 + 1 is the index of the first row of the considered submatrix}
10: r := r + θ1 {the index for the last row of the considered submatrix}
11: NewH(H, r0, r, θ0) {Computes M
[χ(∗)]
l
for the current part of χ}
12: s := l
13: a[s] := a[s] + 1
14: while a[s] = q do
15: r := r + 1 {skipping an inactive row}
16: a[s] := 0
17: s := s+ 1
18: a[s] := a[s] + 1
19: end while
20: end while
21: end for
2. LastRow: In this step we calculate the last row of M
[χ]
k (k) equal to
p−1∑
s=0
s
[χ(s)] + 1[χ
(p)] = (
θk−1∑
i=1
χi,
2θk−1∑
i=θk−1+1
χi + χ
(p), . . . ,
θk−1∑
i=θk−θk−1
χi)
= (
p−1∑
i=0
ω0,i,
p−1∑
i=0
ω1,i, . . . ,
p−1∑
i=0
ωp−1,i).
where (ωj,0, ωj,1, . . . , ωj,p−1) is the first row of the matrix M
[χ(j)]
k−1 , j =
0, 2, . . . , p− 1, and (ω1,0, . . . , ω1,p−1) is the first row of the transformed in
Add0 submatrix M
[χ(1)]
k−1 .
3. AllRows: This transformation consists of p similar steps AllRows[j],
j = 0, 1, . . . , p− 1, repeated θk−1 times. To realize this transformation, we
use an auxiliary p× p array T . AllRows[j] acts on T as follows:
AllRows[0](T ) =T [0]+T [1] + · · ·+ T [p− 1],
AllRows[j](T ) =T [0]+σj(T [1]) + · · ·+ σj(p−1)(T [p− 1]) for j > 0.
In the beginning T consists of the first rows of all submatrices M
[χ(j)]
k−1 , and
in the i-th step T consists of the i-th rows of these submatrices. Hence the
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Algorithm 3 Function NewH(H, r0, r, θ)
Input: The arrayH and the integers r0, r, θ {parameters that fix a considered submatrix}
Output: an updated array H {in range of the considered submatrix}
1: Initialize the auxiliary array T of size p × p
2: for i = 1 to θ do
3: H[r0 + θ + i] := H[r0 + θ + i] + lcs(H[r]) {The transformation Add0}
4: end for
5: H[r] = (
p−1∑
i=0
H[r0+1, i],
p−1∑
i=0
H[r0+ θ+1, i], . . . ,
p−1∑
i=0
H[r0+(p− 1)θ+1, i]); {LastRow}
6: for i = 1 to θ do
7: for j = 0 to p− 1 do
8: T [j] := H[r0 + j · θ + i]
9: end for
10: H[r0 + i] := T [0] + T [1] + · · ·+ T [p− 1]
11: for j = 1 to q − 1 do
12: H[r0 + j · θ + i] := T [0] + σj (T [1]) + · · ·+ σj(p−1)(T [p− 1]) {AllRows}
13: end for
14: end for
transformation AllRows gives us


M
[χ(0)]
k−1 + M
[χ(1)]
k−1 + · · ·+ M
[χ(p−1)]
k−1 + 0
[χ(p)]
M
[χ(0)]
k−1 + σ(M
[χ(1) ]
k−1 ) + · · ·+ σ
p−1(M
[χ(p−1)]
k−1 ) + 1
[χ(p)]
M
[χ(0)]
k−1 + σ
2(M
[χ(1) ]
k−1 ) + · · ·+ σ
2(p−1)(M
[χ(p−1)]
k−1 ) + 2
[χ(p)]
. . .
M
[χ(0)]
k−1 + σ
p−1(M
[χ(1) ]
k−1 ) + · · ·+ σ
(p−1)2 (M
[χ(q−1) ]
k−1 ) + (p− 1)
[χ(p)]
0[χ
(0) ] + 1[χ
(1)] + · · ·+ (p − 1)[χ
(p−1)] + 1[χ
(p)]


=M
[χ]
k .
We keep the inactive rows unchanged in the computation of M
[χ]
k (l) from
M
[χ]
k (l− 1), and apply the transformations described above to obtain M
[χ′]
l (l)
from M
[χ′]
l (l − 1) where χ
′ is a suitable part of χ.
Example 3 Let q = 3, k = 3, and χ = (0, 4, 3, 2, 0, 8, 5, 1, 1, 4, 3, 2, 3). Applying
Algorithms 2–3 we have
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Add0 LastRow AllRowsM
[χ]
3 (1)
0, 0, 0
0, 4, 0
0, 3, 0
0, 2, 0
0, 0, 0
0, 8, 0
0, 5, 0
0, 1, 0
0, 1, 0
0, 4, 0
0, 3, 0
0, 2, 0
0, 3, 0
0, 0, 0
2, 4, 0
0, 3, 0
0, 2, 0
0, 0, 0
1, 8, 0
0, 5, 0
0, 1, 0
0, 1, 0
2, 4, 0
0, 3, 0
0, 2, 0
0, 3, 0
0, 0, 0
2, 4, 0
0, 3, 0
0, 6, 3
0, 0, 0
1, 8, 0
0, 5, 0
0, 9, 5
0, 1, 0
2, 4, 0
0, 3, 0
1, 6, 3
M
[χ]
3 (2)
2, 7, 0
3, 2, 4
4, 0, 5
0, 6, 3
1, 13, 0
5, 1, 8
8, 0, 6
0, 9, 5
2, 8, 0
3, 3, 4
4, 1, 5
1, 6, 3
0, 3, 0 0, 3, 0
Add0 LastRowM
[χ]
3 (2) i = 1 i = 2 i = 3 i = 4 M
[χ]
3
2, 7, 0
3, 2, 4
4, 0, 5
0, 6, 3
1, 13, 0
5, 1, 8
8, 0, 6
0, 9, 5
2, 8, 0
3, 3, 4
4, 1, 5
1, 6, 3
0, 3, 0
2, 7, 0
3, 2, 4
4, 0, 5
0, 6, 3
4, 13, 0
8, 1, 8
11, 0, 6
3, 9, 5
2, 8, 0
3, 3, 4
4, 1, 5
1, 6, 3
0, 3, 0
2, 7, 0
3, 2, 4
4, 0, 5
0, 6, 3
4, 13, 0
8, 1, 8
11, 0, 6
3, 9, 5
2, 8, 0
3, 3, 4
4, 1, 5
1, 6, 3
9, 17, 10
8, 28, 0
3, 2, 4
4, 0, 5
0, 6, 3
10, 11, 15
8, 1, 8
11, 0, 6
3, 9, 5
15, 9, 12
3, 3, 4
4, 1, 5
1, 6, 3
9, 17, 10
8, 28, 0
14, 6, 16
4, 0, 5
0, 6, 3
10, 11, 15
14, 14, 8
11, 0, 6
3, 9, 5
15, 9, 12
8, 13, 15
4, 1, 5
1, 6, 3
9, 17, 10
8, 28, 0
14, 6, 16
19, 1, 16
0, 6, 3
10, 11, 15
14, 14, 8
11, 16, 9
3, 9, 5
15, 9, 12
8, 13, 15
9, 10, 17
1, 6, 3
9, 17, 10
8, 28, 0
14, 6, 16
19, 1, 16
4, 21, 11
10, 11, 15
14, 14, 8
11, 16, 9
11, 12, 13
15, 9, 12
8, 13, 15
9, 10, 17
12, 12, 12
9, 17, 10
To explain more formally the main algorithm we introduce a matrix repre-
sentation of the transform steps. We put all rows of M
[χ]
k (l) in one row vector
of length pθ(p, k) denoted by M̂
[χ]
k (l), l = 1, . . . , k. We denote M̂
[χ]
k = M̂
[χ]
k (k)
and χ̂ = M̂
[χ]
k (1) for short.
In the following theorem, we use matrices of three types, namely:
– the p× p permutation matrix P =
(
0 1
Ip−1 0
T
)
which realizes the circular
shift right operation. Then P 0 = Ip, and P
j realizes the circular shift right
operation by j positions;
– the p× p matrices Ej , j = 0, 1, . . . , p− 1, where the j + 1-th row of Ej is
the all-ones vector, and the other rows of the matrix are zero vectors;
– the matrices Tk,l for k, l ∈ Z, 2 ≤ l ≤ k. We define these matrices in the
following way:
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1) If k = l = 2, then
T2,2 =


Ip Ip Ip . . . Ip P
−1
Ip P P
2 . . . P p−1 Ip
Ip P
2 P 4 . . . P 2(p−1) P
...
Ip P
p−1 P 2(p−1) . . . P (p−1)
2
P p−2
E0 E1 E2 . . . Ep−1 E1


(9)
2) If k > l, then
Tk,l =
(
Ip ⊗ Tk−1,l 0
0 Ip
)
(10)
3) If k = l > 2 then
Tk,k =


Iθ ⊗ Ip Iθ ⊗ Ip . . . Iθ ⊗ Ip 1⊗ P−1
Iθ ⊗ Ip Iθ ⊗ P . . . Iθ ⊗ P p−1 1⊗ Ip
Iθ ⊗ Ip Iθ ⊗ P 2 . . . Iθ ⊗ P 2(p−1) 1⊗ P
...
Iθ ⊗ Ip Iθ ⊗ P p−1 . . . Iθ ⊗ P (p−1)
2
1⊗ P p−2
E0 0 E1 0 . . . Ep−1 0 Ip


(11)
Here ⊗ means Kroneker product and θ = θ(p, k − 1).
Theorem 2 Let χ be a characteristic vector of an [n, k; q]-code. Then(
M̂
[χ]
k (l)
)T
= Tk,l ·
(
M̂
[χ]
k (l − 1)
)T
, l = 2, . . . , k, (12)
and (
M̂
[χ]
k
)T
= Tk,k · Tk,k−1 · · ·Tk,2 · χ̂
T (13)
Proof Let k = 2. Then θ(p, 2) = p + 1, M2 is a (p + 1) × (p + 1) matrix,
and the characteristic vector χ has length p + 1, let χ = (χ0, χ1, . . . , χp). To
obtain M
[χ]
2 (2), we have to apply the transformations Add0, LastRow and
AllRows to M
[χ]
2 (1) =


M
[χ0]
1
...
M
[χp−1]
1
M
[χp]
1

 (see Definition 2). These three trans-
formations have matrix representations. The transform matrices in this case
are square matrices of size q(q + 1). The three transformation matrices corre-
sponding to Add0, LastRow and AllRows, respectively, are
T0 =


Ip 0 · · · 0 0
0 Ip · · · 0 P
−1
. . .
0 0 · · · Ip 0
0 0 · · · 0 Ip

 , Tlast =


Ip 0 · · · 0 0
0 Ip · · · 0 0
. . .
0 0 · · · Ip 0
E0 E1 · · · Eq−1 0

 ,
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Tall =


Ip Ip Ip · · · Ip 0
Ip P P
2 · · · P p−1 0
Ip P
2 P 4 · · · P 2(p−1) 0
...
...
...
. . .
...
...
Ip P
p−1 P 2(p−1) · · · P (p−1)
2
0
0 0 0 · · · 0 Ip


.
The matrix T2,2 is the product of the above matrices:
T2,2 = Tall · Tlast · T0 =


Ip Ip Ip . . . Ip P
−1
Ip P P
2 . . . P p−1 Ip
Ip P
2 P 4 . . . P 2(p−1) P
...
...
...
. . .
...
...
Ip P
p−1 P 2(p−1) . . . P (p−1)
2
P p−2
E0 E1 E2 . . . Eq−1 E1


.
Thus (M̂
[χ]
2 )
T = T2,2 · (M̂
[χ]
2 (1))
T.
Let k > 2. We assume that the theorem holds for every k′ ∈ Z where
2 ≤ k′ < k. We split the characteristic vector χ ∈ Zθ(p,k) into p + 1 parts
according (6).
If k > l then
M
[χ]
k (l) =


M
[χ(0)]
k−1 (l)
M
[χ(1)]
k−1 (l)
. . .
M
[χ(p−1)]
k−1 (l)
M
[χ(p)]
1


and M
[χ]
k (l − 1) =


M
[χ(0)]
k−1 (l − 1)
M
[χ(1)]
k−1 (l − 1)
. . .
M
[χ(p−1)]
k−1 (l − 1)
M
[χ(p)]
1


Following the induction hypothesis we have
(M̂
[χ(s)]
k−1 (l))
T = Tk−1,l · (M̂
[χ(s)]
k−1 (l − 1))
T, s = 0, 1, . . . , p− 1.
So the assertion follows directly.
If k = l we have M
[χ]
k (k) =M
[χ]
k and M
[χ]
k (k − 1) =


M
[χ(0)]
k−1
M
[χ(1)]
k−1
. . .
M
[χ(p−1)]
k−1
M
[χ(p)]
1


and we
have to apply (7). It turns out that
M̂
[χ]
k = Tk,k ·
(
M̂
[χ(0)]
k−1 |M̂
[χ(1)]
k−1 | . . . |M̂
[χ(p−1)]
k−1 |M̂
[χ(p)]
1
)T
= Tk,k · M̂
[χ]
k (k − 1).
The main assertion follows directly.
16 Iliya Bouyukliev et al.
5 Codes over composite fields
Let Fq = {0, α1 = 1, α2, . . . , αq−1} be a finite field with q elements, where
q = pm, p is prime and m > 1. We need a basis β1 = 1, β2, . . . , βm of Fq over
the prime field Fp.
Let Tr : Fq → Fp denote the trace map, and Tr(a) = (Tr(a1), . . . ,Tr(an)) ∈
F
n
p for a ∈ F
n
q . Let C be a [n, k, d]q linear code with a generator matrix G,
and G′ = (G|α2G| · · · |αq−1G). The code Tr(C) = {Tr(c)|c ∈ C} is the trace
code of the linear q-qry code C. Tr(C) is a linear code over the prime field
Fp with the same length as C but its dimension is less or equal to mk [25].
Therefore instead of Tr(C), we consider the trace code of C′, where C′ is the
code generated by the matrix G′ with parameters [(q − 1)n, k, (q − 1)d]q.
Lemma 2 The dimension of the code Tr(C′) is equal to mk.
Proof If u1, . . . , uk and v1, . . . , vk are the rows of G and G
′, respectively, then
vi = (ui|α2ui| · · · |αq−1ui). Let β1 = 1, β2, . . . , βm be a basis of Fq over Fp. We
prove that Tr(βivj), i = 1, . . . ,m, j = 1, . . . , k, is a basis of the code Tr(C
′).
Suppose that
m∑
i=1
k∑
j=1
λijTr(βivj) = 0, λij ∈ Fp. It turns out that
m∑
i=1
k∑
j=1
λijTr(αsβiuj) = Tr(
m∑
i=1
k∑
j=1
λijαsβiuj) = 0, ∀s ∈ {1, 2, . . . , q − 1}.
Hence
Tr(αs
m∑
i=1
k∑
j=1
λijβiuj) = 0, ∀s ∈ {1, 2, . . . , q − 1}.
If
m∑
i=1
k∑
j=1
λijβiuj 6= 0 then αs(
m∑
i=1
k∑
j=1
λijβiuj), s = 1, 2, . . . , q − 1, are
all nonzero elements of the field and therefore some of their traces must be
nonzero elements of Fp - a contradiction. This proves that
m∑
i=1
k∑
j=1
λijβiuj = 0.
Since u1, . . . , uk is a basis of the code C then
m∑
i=1
λijβi = 0, ∀j = 1, 2, . . . , k.
But β1, β2, . . . , βm is a basis of Fq over Fp, so λij = 0 for all i = 1, . . . ,m,
j = 1, . . . , k. Hence the vectors Tr(βivj) are linearly independent and the
dimension of Tr(C′) is mk.
Corollary 1 The codes C and Tr(C′) have the same number of codewords,
namely qk = pmk.
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Let c = (c1, . . . , cn) ∈ C and cT = Tr(c|α2c| · · · |αq−1c). If ci 6= 0 then
{ci, α2ci, . . . , αq−1ci} = F∗q . Hence p
m − pm−1 of the elements in the set
{Tr(ci), T r(α2ci), . . . , T r(αq−1ci)} are nonzeros. Hence
wt(cT ) = (p
m − pm−1)wt(c).
It turns out that the minimum weight of Tr(C′) is
dT = (p
m − pm−1)d =
q(p− 1)
p
d.
So we obtain the following proposition
Proposition 1 If C is an [n, k, d] linear code over Fq, q = p
m, p - prime,
m > 1, then Tr(C′) is a [(q − 1)n,mk, q(p−1)p d]p code. Moreover, if W (y) =∑n
i=1Aiy
i is the weight enumerator of the code C, then the weight enumerator
of Tr(C′) is
WT (y) =
n∑
i=1
Aiy
q(p−1)i/p.
Proposition 1 shows that we can use the weight distribution of the code
Tr(C′) over the prime field Fp to obtain the weight distribution of the q-ary
linear code C. That’s why our algorithm is implemented only for codes over a
prime field.
6 Complexity of the algorithms and experimental results
We consider codes over a prime field Fp with length n < 2
32 and number of
codewords pk < 264, so we need 32-bit integers for the weights of codewords
and 64-bit integers for the number of codewords with a given weight. Therefore
we use only basic integer types and operations with them. To calculate the
weight distribution of a linear code, we use two arrays with 32-bit integers,
namely H of size θ(p, k) × p and T of size p × p. The total memory we need
(without a memory for the generator matrix) is pθ(p, k) + p2 + 2n+ C 32-bit
units, where we add 2n, because the weight distribution is a vector of length
n consisting of 64-bit integers, and a constant C for the other variables in
the algorithms. If we use the reduced weighted distribution, we will have one
column less in the array H , so we have to subtract θ(p, k) from the above
expression.
The main procedure computes the array H in k − 1 steps. In the l-th step
of the procedure, there are al active and bl inactive rows, where al + bl =
θ(p, k), al = p
k−lθ(p, l), bl = θ(p, k − l), l = 2, 3, . . . , k. The inactive rows
remain unchanged. Any element in an active row is calculated in Algorithm
3 as a sum with p summands. There are al active rows of length p and so
we use alp
2 operations for the calculations in this step. Actually, this is the
number of calculations of the transformations LastRow and AllRows. The
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transformationAdd0 uses pk−lθ(p, l−1) ≤ θ(p, k−1) operations, and therefore
the complexity of the l-th step (the body of the for-loop) is
alp
2 + pk−lθ(p, l − 1) = pk+2−l
pl − 1
p− 1
+ pk−l
pl−1 − 1
p− 1
=
pk+2 − pk+2−l + pk−1 − pk−l
p− 1
.
Hence the complexity of Algorithm 2 is
k∑
l=2
pk+2 − pk+2−l + pk−1 − pk−l
p− 1
= (k− 1)
pk+2 + pk−1
p− 1
−
(p2 + 1)(pk−1 − 1)
(p− 1)2
.
It turns out that for a fixed p the complexity of the algorithm is O(kpk). When
accounting for both k and p, in terms of arithmetic operations the running time
can be written as O(kpk+1).
Remark 1 We compare our algorithm with Algorithm 9.8 (Walsh transform
over a prime finite field Fp) in [17]. According to Joux, the complexity of his
algorithm when p varies is O(kpk+2).
We implement the presented approach, based on Algorithms 1–3, in a
C/C++ program. To compare the efficiency, we use C implementation of an
algorithm, presented in [9], with the same efficiency as the Gray code algo-
rithms. As a development environment for both algorithms we useMS Visual
Studio 2012. All examples are executed on (Intel Core i7-3770k 350 GHz
processor) in Active solution configuration — Release, and Active solution
platform — X64.
Input data are randomly generated linear codes with lengths 30, 300, 3000,
30000 and different dimensions over finite fields with 2, 3, 4, 5, 7, and 9 el-
ements. All the results with the obtained execution times are given in sec-
onds (Table 1). Any column consists of two subcolumns. The first subcolumn
(named ’NEW’) contains the results obtained by the new algorithm (described
in this paper), and the second one gives the execution time for the same code
but using the algorithm from [9], implemented in the package Q-Extension.
The runtime shown in Table 1 is the full execution time to compute the weight
distribution starting with a generator matrix of a code with the given param-
eters.
In Table 2 we present results for the same parameters as in Table 1 but
obtained using Magma V2.23-9 on a Linux system with processor Intel(R)
Core(TM) i5-4570 CPU @ 3.20GHz (averaged over 5 runs).
The results given in the tables show that the presented approach is faster
for codes with large length and the execution time for computing the charac-
teristic vector is negligible.
In conclusion, we can say that this approach is very fast, easy for paral-
lelization, but it needs a lot of memory.
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Table 1 Experimental results
n = 30 n = 300 n = 3000 n = 30000
q k NEW OLD NEW OLD NEW OLD NEW OLD
2 25 5.613 0.328 5.755 0.542 6.090 2.910 5.734 24.230
2 26 11.784 0.650 11.865 1.082 11.926 5.632 11.955 47.506
2 27 24.565 1.305 24.492 2.151 23.883 11.203 21.980 95.874
2 28 51.381 2.616 51.391 4.322 51.395 22.799 51.411 194.569
3 14 0.292 0.048 0.295 0.099 0.294 0.575 0.295 5.070
3 15 0.968 0.145 0.949 0.291 0.955 1.716 0.957 15.122
3 16 3.012 0.439 3.035 0.881 3.100 5.249 3.111 46.695
3 17 9.589 1.356 9.701 2.663 9.959 15.445 9.783 136.849
4 11 0.168 0.025 0.167 0.052 0.178 0.344 0.182 2.997
4 12 0.731 0.109 0.729 0.208 0.750 1.325 0.747 11.637
4 13 3.163 0.422 3.183 0.857 3.223 5.359 3.447 46.976
4 14 13.614 1.673 13.876 3.404 13.955 11.448 14.124 188.585
5 9 0.063 0.068 0.063 0.614 0.065 6.135 0.067 60.834
5 10 0.335 0.309 0.335 3.062 0.337 30.318 0.343 295.691
5 11 1.847 1.517 1.842 15.197 1.841 151.716 1.843 1514.924
5 12 10.046 8.302 10.217 76.484 10.220 749.323 10.242 7510.690
7 7 0.027 0.033 0.022 0.166 0.021 1.469 0.026 14.554
7 8 0.170 0.107 0.174 1.037 0.172 10.084 0.181 101.280
7 9 1.351 0.743 1.363 7.105 1.379 70.795 1.397 705.218
7 10 10.875 5.121 10.762 49.768 10.803 497.569 10.791 4908.197
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