Using Itô's calculus and the mass optimal transportation theory, we study the generalized Dyson Brownian motion (GDBM) and the associated McKeanVlasov evolution equation with an external potential V . Under suitable condition on V , we prove the existence and uniqueness of strong solution to SDE for GDBM. Standard argument shows that the family of the process of empirical measures L N (t) of GDBM is tight and every accumulative point of L N (t) in the weak convergence topology is a weak solution of the associated McKean-Vlasov evolution equation, which can be realized as the gradient flow of the Voiculescu free entropy on the Wasserstein space over R. Under the condition V ′′ ≥ −K for some constant K ≥ 0, we prove that the McKean-Vlasov equation has a unique solution µ(t) and L N (t) converges weakly to µ(t) as N → ∞. For C 2 convex potentials, we prove that µ(t) converges to the equilibrium measure µ V with respect to the W 2 -Wasserstein distance on P 2 (R) as t → ∞. Under the uniform convexity or a modified uniform convexity condition on V , we prove that µ(t) converges to µ V with respect to the W 2 -Wasserstein distance on P 2 (R) with an exponential rate as t → ∞. Finally, we discuss the double-well potentials and raise some conjectures.
Introduction

Background
Let V : R → R + be a real polynomial of even degree with positive leading coefficient, or more general a real analytic function. Consider the following probability measure on H N (the set of all N × N Hermitian matrices)
where Z N is a normalization constant, and if we denote x 1 , . . . , x N the eigenvalues of M ,
V (x i ).
By [7, 20] , the distribution of the eigenvalues of M has the following probability density
The probability distribution ρ N (x)dx has a statistical mechanical interpretation: it is the canonical Gibbs measure, at inverse temperature β = 2, of a system of N unit charges interacting through the logarithmic Coulomb potential and confined by an external potential N V . From the statistical mechanical point of view, it is natural to consider the logarithmic Coulomb gas at arbitrary values of the inverse temperature β > 0. More generally, let V : R → R be a polynomial of even degree or an analytic function with the growth condition
the β-invariant random matrix ensemble, or the so-called log-gas model, is defined as an interacting particle system with the following probability distribution
where β > 0 is a parameter, called the inverse of the temperature in statistical physics. When β = 1, 2, 4, one can realize the above distribution as the distribution of the eigenvalues of N × N random matrices. More precisely, for β = 1, 2, 4, if M is a N × N matrix with distribution
where dM denotes the standard measure on H N , i.e.,
In particular, for V (x) = x 2 2 , we get Gaussian Symmetric matrices ensemble (GOE) for β = 1, the Gaussian Hermitian matrices ensemble (GUE) for β = 2, and for the Gaussian Symplectical matrices ensemble (GSE) for β = 4.
The distribution of interacting particles with general external potential V and the logarithmic Coulomb interaction has received a lot of attention in theoretic physics in connection with the so-called matrix models, see e.g. [9, 17] . We would like also to mention that, Kontsevich [21] also used the complex partition function for the matrix model with V (x) = x 3 on Hermitian random matrices to prove Witten's conjecture in the intersection theory of the moduli space of curves.
Suppose that V : R → R satisfies (1) . In [20] , Johansson proved the following result: There is a unique equilibrium measure µ V ∈ P(R) with compact support such that inf µ∈P(R)
and satisfies the Euler-Lagrange equation
where P(R) is the set of all Bore probability measures on R, and Σ V is the following energy functional, the so-called Voiculescu free entropy functional
Moreover, as N tends to infinity, the expectation of the empirical measure
weakly converges to µ V , i.e., E [L N ] → µ V . This recovers Wigner's famous semi-circle law [42] for GUE with V (x) = See also Mehta [28] , Guionnet [18] , Andersson-Guionnet-Zeitouni [2] and Tao [38] . The Dyson Brownian motion {λ i (t), i = 1, . . . , N } is an interacting N -particle system with the logarithmic Coulomb interaction. It has been very useful in various branches of mathematics and physics, including statistical physics and the quantum chaotic systems. See the references mentioned in [28, 18, 2, 34] . Instead of using Hermitian matrix-valued Brownian motion, Chan [12] , Rogers and Shi [36] proved that the eigenvalues of the N × N Hermitian Ornsetin-Uhlenbeck process satisfies the following stochastic differential equations They [12, 36] proved the tightness of the family of the empirical measure
for the above Dyson-Ornstein-Uhlenbeck Brownian motion (λ 1 (t), . . . , λ N (t)) and proved that the limit of any weakly convergence subsequence of L N (t) is a weak solution of the following McKean-Vlasov equation
where f is a test function in C 2 b (R N ). In particular, the Hilbert-Stiejies transformation of µ(t), defined by
satisfies the following nonlinear Burgers type equation
Showing that the above complex Burgers equation has a unique solution, they derived that L N (t) converges weakly to µ(t). Moreover, as t → ∞, G t (z) converges to the Hilbert-Stiejies transform of the semi-circle law, one can therefore give a new proof of Wigner's theorem [42] for the convergence of the empirical measure of the eigenvalues of Gaussian Unitary Ensemble (GUE) to the semi-circle law. See also Guionnet [18] and Andersson-GuionnetZeitouni [2] for a nice presentation of this dynamic approach to Wigner's theorem using Dyson's Bownian motion.
Motivation
The purpose of this paper is to study the generalized Dyson Brownian motion and related McKean-Vlasov equation associated with the log-gas model with non-quadratic external potential. Thus, we are working on non Gaussian type β-invariant ensembles with a general external potential V . To describe our motivation, let us first introduce the generalized Dyson Brownian motions (briefly, GDBM) as follows. Let (W 1 , . . . , W N ) be an N -dimensional Brownian motion defined on a probability space (Ω, P) with a filtration
By Theorem 1.2 below, for a wide class of potential function V with suitable condition, the following stochastic differential equations
have a unique strong solution (λ N (t)) t≥0 with initial data λ N (0) such that λ N (t) ∈ △ N for all t ≥ 0. The process (λ N (t)) t≥0 defined by SDE (2) is called the generalized Dyson Brownian motion (GDBM) with potential V . The GDBM is an interacting particle system with Hamiltonian of the form
The infinitesimal generator of these interacting particles is given by
In particular, when V ≡ 0, (λ N (t)) t≥0 is the Dyson Brownian motion introduced by F. Dyson [14, 15] , and when V (x) = x 2 2 , it is the Dyson-Ornstein-Uhlenbeck Brownian motion introduced by Chan [12] and Rogers and Shi [36] . In fact, as the same situation as what has been done by Dyson for V = 0, and by Chan [12] and Rogers-Shi [36] for V (x) = x 2 2 , we can prove that, in the case β = 1, 2, 4, the generalized Dyson Brownian motion can be realized as the process of the eigenvalues of a matrix-valued diffusion process. See Remark 1.6, Section 2.2 and Section 2.3 below.
The process of the empirical measures of GDBM is defined by
In Section 3, we will prove that, under suitable condition on V , the family of the process of empirical measures L N (t) is tight, and any weak convergence limit of convergent subsequence of L N (t), denoted by µ(t), is a weak solution to the following nonlinear McKean-
This also proves the existence of weak solutions of the McKean-Vlasov equation. If one can further prove the uniqueness of the weak solution to the McKean-Vlasov equation, we can then derive that the empirical measure L N (t) converges weakly to µ(t) as N → ∞.
Interacting particle system
The GDBM is a special example of interacting particle systems which can be defined by a stochastic differential equation of the form
where V is a external potential, W is an interacting function between particles, and B i t are i.i.d. Brownian motions on R d . See [37, 5, 11, 27, 39, 40] and reference therein. For N = ∞, see e.g. [22, 31] . Let
be the empirical measure of the particle system {x i (t), i = 1, . . . , N }. Then the above SDE can be rewritten as
Under various assumptions which require that V and W are Lipschitz, as N → ∞, it has been proved that µ N t converges weakly to a measure-valued process µ t on R, i.e.,
which is the law of a nonlinear diffusion process on R defined by
where B t is a Brownian motion on R d . See [27] . Suppose that µ t << dx, then the density function u = dµt dx satisfies the nonlinear McKean-Vlasov equation (called also the nonlinear Fokker-Planck equation in [5] etc.)
In [5] , Benedetto, Caglioti, Carrillo and Pulvirenti developed the L 1 -theory of the nonlinear McKean-Vlasov equation (3) in one-dimensional granular media. Assuming that the interaction function W and the potential V are Lipschitz and convex functions, they proved that the free energy functional
has a unique minimum u ∞ , and it holds that
Moreover, under the Lipschitz condition on V and W , they proved that there exists a constant C > 0 such that
where µ t and ν t are solutions to the nonlinear McKean-Vlasov equation (3) with initial dates µ 0 and ν 0 respectively. See also [37, 23] and references therein. However, the logarithmic Coulomb interaction function appeared in the distribution of the eigenvalues of β-invariant random matrices ensemble, i.e.,
is not a Lipschitz function on R. Thus, it does not satisfy the Lipschitz condition required in [27, 5] , and the L 1 -theory of Benedetto et al. [5] does not apply directly to (3) associated to the GDBM, even in the case of Gaussian ensembles, i.e., V (x) = x 2 2 . As far as we know, the nonlinear McKean-Vlasov equation (3) with the logarithmic Coulomb interaction W (x) = − log |x| and general external potential V has not been well studied in the literature. In particular, even though the existence of weak solution of (3) can be easily derived from the McKean-Vlasov limit of any convergent subsequence of the empirical measure of the generalized Dyson Brownian motion, the problem of the uniqueness and the longtime asymptotic behavior of the solutions of the nonlinear McKean-Vlasov equation (3) remain as an open problem in the literature.
Otto's calculus and the gradient flow of the Voiculescu entropy
In [11] , Carrillo, McCann and Villani used Otto's infinite dimensional differential calculus [32] on the Wasserstein space over R n to study the convergence rate problem of the nonlinear McKean-Vlasov equation (3) in the granular media. Under some growth and smoothness assumptions of the interaction potential W and the external potential V , they proved that, if ∇ 2 W ≥ 0 and ∇ 2 V ≥ λ, or if ∇ 2 W ≥ λ and ∇ 2 V ≥ 0, where λ > 0 is a constant, then the solution u(t) of (3) converges to the equilibrium u ∞ in the W 2 -Wassersten distance with an exponential rate, i.e.,
Note that, for W (x) = − log |x|, we have
Thus, the logarithmic Coulomb interaction potential has a strong convexity near its singularity point x = 0. This suggests us to adopt the infinite dimensional calculus on the Wasserstein space initiated by Otto [32] and developed by Carrillo, McCann and Villani [11] to study the uniqueness problem and the long time asymptotic behavior of the solution of the McKean-Vlasov evolution equation. Let V be a C 1 function on R. According to Voiculescu [41] , we introduce the free entropy as follows
It has the following electrostatic interpretation: Suppose that electrons are distributed on the one-dimensional space R in the presence of an external field with potential V . For a probability distribution µ of electrons, the electrostatic repulsion is given by R 2 log |x − y| −1 dµ(x)dµ(y), and the energy from the external field is R V (x)dµ(x). Thus, the Voicuselecu free entropy is the total energy of electrons in an external field with potential V . When V satisfies the growth condition (1), it is shown in [20] that there exists a unique minimizer of the Voiculescu free entropy
called the equilibrium distribution of Σ V . The relative free entropy is defined as follows
Following Voiculescu [41] and Biane [3] , the relative free Fisher information is defined as follows
where
is the Hilbert transform of µ. Note that, as the equilibrium measure µ V satisfies the equation
we have
Inspired by Otto [32] , Carrillo-McCann-Villani [11] , Villani [39, 40] and Biane [3] , we have the following result, which has been known by Biane and Speicher [4] . For the definition of the Otto's infinite dimensional Riemannian structure on the Wasserstein space P 2 (R), see Section 4.
Main results
We now state the main results of this paper. Our first result gives the existence and uniqueness of the strong solution to the SDE of the generalized Dyson Brownian motion under reasonable condition on the external potential.
Brownian motion in a probability space (Ω, P) equipped with a filtration F = {F t , t ≥ 0}. Let V ∈ C 2 (R) be a function satisfying the growth condition (1) and the following conditions (i) For all R > 0, there is K R > 0, such that for all x, y ∈ R with |x|, |y| ≤ R,
Then, for any β ≥ 1, and for any given
there exists a unique strong solution (λ N (t)) t≥0 with infinite lifetime to SDE (2), with initial value λ N (0) and such that λ N (t) ∈ △ N for all t ≥ 0. 
and
Then, the family {L N (t), t ∈ [0, T ]]} is tight, and the limit of any weakly convergent subse-
. (5) Equivalently, the probability density of µ t with respect to the Lebesgue measure on R satisfies the nonlinear Fokker-Planck equation
is the Hilbert transform of ρ.
(ii) Suppose that there exists a constant K ∈ R such that
Let µ i (t) be two solutions of the McKean-Vlasov equation (5) with initial datas µ i (0), i = 1, 2.
Then for all t > 0, we have
In particular, the McKean-Vlasov equation (5) has a unique solution.
(iii) Let V be a C 2 function satisfying the same condition as in Theorem 1.2 and V ′′ ≥ K for some constant K ∈ R. Then the empirical measure L N (t) weakly converges to the unique solution µ(t) of the McKean-Vlasov equation (5).
The following result gives us the longtime asymptotic behavior and the convergence rate of the weak solution of the McKean-Vlasov equation to the equilibrium measure of the Voiculescu free entropy for C 2 -convex potentials.
Then µ(t) converges to µ V with respect to the Wasserstein distance in P 2 (R), i.e.,
In particular, if K > 0, then µ t converges to µ V with respect to the W 2 -Wasserstein distance with the exponential rate K.
(iii) Suppose that V is a C 2 , convex and there exists a constant r > 0 such that
Then there exist constants C 1 > 0 and C 2 > 0 such that µ(t) converges to µ V with respect to the W 2 -Wasserstein distance with an exponential rate
1.6 Remarks 
It is clear that our condition (4) on V is weaker than Rogers-Shi's condition (7). To prove Theorem 1.2, we need to use the non-explosion criterion of the Bessell type SDE on the half line R + (cf. [19] p. 235-237), which was kindly pointed to us by Yves Le Jan in June 2011. (ii) The conclusion of Theorem 1.6 says that, for any given λ
. Therefore, the generalized Dyson Brownian particle system (λ 1 N (t), . . . , λ N N (t)) does not self-intersect for all time t > 0. Remark 1.6 Let β = 1, 2, 4. Let V be an analytic function satisfying the assumptions of Theorem 1.2. Following an original idea due to Dyson [15] and developed by other authors [12, 36, 2, 18] for the special case V (x) = θx 2 , we can prove that the generalized Dyson Brownian motion λ 1 N (t) ≤ . . . ≤ λ N N (t) can be realized as the eigenvalues of a matrix-valued diffusion process X t , which satisfies the following SDE
where B t is the standard Brownian motion on H β N (see Section 2.1), and ∇ denotes the gradi- ′ (x) on the supports of µ i holds for distinct measures µ i = ρ i (x)dx. The simplest example due to Biane [3] is a two-well potential V satisfying
for points a 1 , a 2 with |a 1 − a 2 | > 4, then the semi-circular measures centered on a 1 and a 2 respectively satisfy Hp i (x) = V ′ (x) on their supports respectively. By Theorem 1.2 (due to Biane and Speicher [4] ), the McKean-Vlasov limit µ(t) = ρ t (x)dx of L N (t) satisfies the free Fokker-Planck equation
It is natural to ask the question whether µ(t) converges to µ V in the weak convergence topology or with respect to the W 2 -Wasserstein distance (or the W p -Wasserstein distance for some p ≥ 1) for non-convex potentials V . In [4] , it was pointed out that this cannot be true in general. Indeed, as µ t satisfies the gradient flow of the Voiculescu free entropy Σ V on P(R), µ t may converge to a local minimizer of Σ V which is not necessary the global minimizer µ V . See also Section 6 and in particular Conjecture 6.1.
The rest of this paper is organized as follows. In Section 2, we prove Theorem 1.2. In Section 3, we prove Theorem 1.3 (i). In Section 4, we prove Theorem 1.4. In Section 5, we prove Theorem 1.3 (ii) and (iii). Finally, we study the double-well potentials and raise some conjectures in Section 6.
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. By Theorem 3.1.1 in [35] , since φ R is uniformly Lipschitz and V satisfies the conditions (i) and (ii), SDE (9) has a unique strong solution, adapted to the filtration F . Let
Then τ R is monotone increasing in R and
(2) We now construct a solution to SDE (2) by taking
To obtain a global solution {λ N (t), t ∈ R + } to SDE (2), we need only to prove that τ R tends to infinity almost surely when R → ∞.
To this end, let us consider the Lyapounov function
Using log |x − y| ≤ log(|x| + 1) + log(|y| + 1) and (1), we can derive that
and V (x) − 2 log(|x| + 1) ≥ C for C := −2(1 + δ) log 2. Moreover, for all i = j, it holds
For any M > 0, set
Then, T M is a stopping time. Moreover, on {T M ≥ T }, we have
Thus, on the event [T ≤ T M ], {λ N,R (t), t ≤ T } is an adapted solution to SDE (2) . It remains to prove that for all t ≥ 0, we have
(3) To prove (14), we need only to prove that, for all K > 0, we have
By (11) and (13) , to prove (15) , it is equivalent to show that almost surely λ i N (t) and λ j N (t) never collide up to ζ M . We shall prove this claim below.
(4) By Itô's formula, for all f ∈ C 2 (R), we have
where M N is the following local martingale
By [18] , we have
where, as β ≥ 1, it holds
We now prove the following lemma, which is a stronger version of the claim in (3).
Lemma 2.1 Suppose that the processes (λ N (t)) t≥0 defined by (2), at least up to the stopping time
Taking R → ∞, for all K and T , we have P(τ ∞ ≤ ζ K ∧ T ) = 0. Letting T tend to infinity, we obtain P(τ ∞ < ζ K ) = 0, which yields that i =j We now prove that ζ is infinity almost surely. To this end, let
. By Itô's formula, we have
By introducing a new Brownian motion B, we have
Under the assumption (4), and using the comparison theorem of one dimensional SDEs, cf.
[19], we can derive that
with R ′ 0 = 0. Moreover, by Example 8.2, (8.12) in Ikeda and Watanabe [19] (p. 235-237), the process R ′ never explodes. So the process R cannot explode in finite time. (5) By the continuity of the trjectory of λ N (t), it is easy to see that λ N (t) ∈ ∆ N for all t ≥ 0. The proof of Theorem 1.2 is completed.
From matrix diffusions to GDBM
The following result indicates a way to introduce generalized Dyson Brownian motion as the eigenvalues process of a matrix valued diffusion process. To simplify notation, let H β N be the ensemble of N × N matrices: for β = 1, it denotes the N × N real symmetric ensemble, for β = 2, it denotes the N × N Hermitian complex ensemble, and for β = 4, it denotes the N × N symplectic ensemble. Theorem 2.2 Let β = 1, 2, 4, and V : R → R be a real analytic function. Let X t be a H β N -valued diffusion process defined by
where B t is the standard Brownian motion on H Proof. We only prove Theorem 2.2 for β = 2. Note that, for analytic function
Hence the SDE (16) for X t can be written as follows
Let x 1 (t) ≤ . . . ≤ x N (t) be the ordered eigenvalues of X t . Let
be the matrix transformation such that X = U DU * , where U = (u 1 , . . . , u N ) is an unitary matrix. Equivalently, we have
i.e., u i is the eigenvector of M with eigenvalue x i . Write f = (f 1 , . . . , f N ), where f i (X) = x i , i = 1, . . . , N . By Itô's formula, we have
By the first order Hadamard variational formula, see [38] , we have
By the rotational invariance of the Brownian motion,
On the other hand, by the second order Hadamard variational formula, see [38] , it holds
By Itô's calculus, we have
where we have used the fact that U * B t U is a Brownian motion on C N . Hence
From (18), (19) and (20), we derive that (x 1 (t), . . . , x N (t)) satisfies the following SDE
The proof of Theorem 2.2 is completed.
From GDBM to matrix diffusions
The following result provides a random matrix representation for the generalized Dyson Brownian motion which is defined by solving SDE (2).
Theorem 2.3 Let β = 1, 2 and λ N (0) ∈ ∆ N . Then, there exists a S N (respectively, H N )-valued diffusion process (X N,β (t), t ≥ 0), such that its eigenvalues process (λ N (t)) t≥0 is a solution of the SDE (2) for the generalized Dyson Brownian motion.
Proof. We only prove Theorem 2.3 for β = 1. Without loss of generality, we assume that X N (0) is the diagonal matrix D=diag (λ 1 N , . . . , λ N N ). Let M > 0 be fixed. We consider the strong solution λ N (t) of SDE (2) untill the stopping time T M . We let w ij , 1 ≤ i < j ≤ N be independent Brownian motions. Hereafter, all solutions will be equipped with the natural filtration
1 Here, for two semi-martingales A and B with values in S N , A, B t = (
A ik , B kj t ) 1≤i,j≤N is the martingale bracket of A and B, and A t is the finite variation part of A at time t.
Since SDE (23) has uniformly Lipschitz coefficients, we obtain the existence and uniqueness of strong solutions of (23) 
with the initial values W N (0) = Y N (0) = X N (0). By the same argument as used in [2, 18] , we can prove that
and for i = j,
T is a continuous matrixvalued semi-martingale. Set
Then we can write dY
By Lévy's characterization of Brownian motion, B t is a S N -valued Brownian motion with respect to F t = σ(w ij (s), W i (s), s ≤ t). Moreover, by the fact V is a real analytical function and
Thus, Y N (t) is the S N -valued diffusion process with generator L = Remark 2.4 Theorem 2.3 can be considered as a reverse of Theorem 2.2. The way from X N (t) to λ N (t) in Theorem 2.2 is more direct and does not need to deal with the question of the existence and uniqueness of strong solution of the SDE (2) with singular drift (i.e., Theorem 1.2). On the other hand, the reverse way from λ N (t) to Y N (t) in Theorem 2.3 shows that the generalized Dyson Brownian motion λ N (t) must be obtained by the way from X N (t) to λ N (t) as we did in Theorem 2.2. Moreover, Theorem 2.3 also shows that the SDE (2) for generalized Dyson Brownian motion has the uniqueness in distribution. We refer the reader to [30, 18, 2, 8] and references therein for further work on matrix-valued diffusion processes. )) be real numbers, let β ≥ 1 and let λ N (t) t≥0 be the unique strong solution to SDE (2) . Then by Itô's calculus, we know that for all
Itô's calculus
where M f N is the martingale given by
3 McKean-Vlasov limit as N → ∞
Proof of Theorem 1.3 (i)
We first prove the tightness of {L N (t), t ∈ [0, T ]} in C([0, T ], P(R)), then we show that the limit of any convergent subsequence of {L N (t), t ∈ [0, T ]} satisfies the McKean-Vlasov equation (5) . Here, for T ∈ R + , we denote by C([0, T ], P(R)) the space of continuous processes from [0, T ] into P(R) equipped with the weak convergence topology.
The tightness of the empirical measures
We follow the argument used in [36] to prove the tightness of {L N (t), t ∈ [0, T ]}. Let us pick functions f j ∈ C ∞ b (R, C), j = 1, 2, . . . , which is dense in C b (R). Thus
We also pick a C ∞ function f 0 : R → [1, ∞) with the properties
Taking test functions in the Schwartz class of smooth functions whose derivatives (up to second order) are rapidly decreasing, we may assume that
are uniformly bounded for all j ≥ 1.
By Ethier and Kurtz [16] (p.107), to prove the tightness of {L N (t), t ∈ [0, T ], N ≥ 1}, it is sufficient to prove that for each j the sequence of continuous real-valued functions
is tight. To this end, note that, by Theorem 1.2, there is non-collision and non-explosion for the particles λ i N (t) for all t ∈ [0, ∞). By Itô's formula in Section 2.2, we have
This yields
Note that, as L N (0) is weakly convergent, I 1 (N ) is convergent. By the assumption that f j and f So let us suppose that the initial distribution L N (0) have the property L N (0), f 0 ≤ K for some K, for all N. For given µ 0 , we could always find L N (0) and f 0 to satisfy this and the other conditions, and this gives the tightness for j = 0 also.
Identifying of the limit process
Without loss of generality, assuming that {L Nj (t), t ∈ [0, T ]} is a convergent subsequence in C([0, T ], P(R)). Then, for all f ∈ C 2 b (R), the Itô's formula (27) 
That is to say, µ(t) is a weak solution to the McKean-Vlasov equation (5) . Suppose that µ t is absolutely continuous with respect to the Lebesgue measure dx, and denote
Integrating by parts in (5), we can prove that ρ t satisfies the nonlinear Fokker-Planck equation (6) . The proof of Theorem 1.3 (i) is completed.
Remark 3.1 To characterize the McKean-Vlasov limit µ t of the family of empirical measures {L N (t), t ∈ [0, ∞)}, we need only to use the test function f (x) = (z − x) −1 , where z ∈ C\R, instead of using all test functions f ∈ C 2 b (R) in the McKean-Vlasov equation (5) . Let
be the Cauchy-Stieltjes-Hilbert transform of µ t . Then G t (z) satisfies the following equation
In particular, in the case V (x) = θx 2 , since
we obtain
Remark 3.2 Following [18, 2], we can also prove a stronger version of the tightness of the empirical measure. More precisely, let T ∈ R + , and assuming V satisfy the conditions in Theorem 1.6. Assume that
In particular, the law of (L N (s), s ∈ [0, T ]) is almost surely tight in C([0, T ], P(R)). This will be used in our forthcoming paper for a study of the large deviation principle for the generalized Dyson Brownian motion. For a proof, see our forthcoming paper.
McKean-Vlasov equation and optimal transport
In Section 3.1, we have proved Theorem 1.3 (i), which asserts the existence of weak solution to the McKean-Vlasov equation (5), equivalently, the existence of weak solution of the nonlinear Fokker-Planck equation (6) . In this section, we use the mass optimal transportation theory to study the uniqueness and the longtime asymptotic behavior of the McKean-Vlasov equation (5) and the nonlinear Fokker-Planck equation (6) . Let
Then the nonlinear Fokker-Planck equation (6) can be rewritten as follows
Before going to study the nonlinear Fokker-Planck equation (6) (i.e., (28)), we first recall some results due to Carrillo, McCann and Villani. In [11] , Carrillo, McCann and Villani studied the McKean-Vlasov evolution equation of the granular media, which is given by the following
They proved that the McKean-Vlasov equation can be realized as a gradient flow of a free energy functional on the infinite Wasserstein space. More precisely, we have
Then the McKean-Vlasov equation (29) is the gradient flow of F with respect to the following infinite dimensional Riemannian metric on P 2 (R d ) (cf. Otto [32] ):
, and
Moreover, based on Otto's infinite dimensional geometric calculation on the Wasserstein space, Carrillo, McCann and Villani [11] proved the following entropy dissipation formula
Now let V : R → [0, ∞) be a C 2 function with growth condition (1). In [4] , Biane and Speicher proved that the free Fokker-Planck equation
is the gradient flow of Σ V on the Wasserstein space P 2 (R). See also [8] .
By analogue of the proof of Theorem 4.2 in [11] , and observing that for W (x) = −2 log |x| it holds
we can derive the following dissipation formula for the Voiculescu free entropy.
Proof of Theorem 1.4 (i). By Corollary 3.2 in Biane [3] , for any convex V , there exists a unique equilibrium measure µ (indeed µ = µ V ) with a density ρ satisfying the EulerLagrange equation
for all x ∈ supp(µ). Thus, Σ V has a unique minimizer µ V . By the fact that Σ V is lower semi continuous with respect to the weak convergence topology, see e.g. [2, 18] , we see that it is also lower semi continuous with respect to the Wasserstein topology on P(R). Moreover, as V is C 2 -convex, Theorem 4.3 implies that Σ V is a (displacement) convex functional on P 2 (R).
By Proposition 4.1 in Kloekner [24] , we know that P 2 (R) has vanishing sectional curvature in the sense of Alexandrov. More precisely, for any µ 1 , µ 2 , µ 3 ∈ P 2 (R) and for any Wasserstein geodesic γ : [0, 1] → P 2 (R) such that γ(0) = µ 1 and γ(1) = µ 2 , for all t ∈ [0, 1], it holds that
Therefore, P 2 (R) is a nonpositively curved (NPC) space in the sense of Alexandrov (even though P 2 (R n ) is an Alexander space with nonnegative curvature for n ≥ 2, see e.g. [1] ). By Mayer [29] , we can conclude that W 2 (µ t , µ V ) → 0 holds if we only assume that V is a C 2 -convex potential. The proof of Theorem 1.4 (i) is completed.
Proof of Theorem 1.4 (ii). The proof follows the same argument as used in [32, 33, 11] . We use the gradient flow of the Voiculescu entropy Σ V on the Wasserstein space and the K-convexity along the geodesic displacement between two probability measures.
Since
Otto's calculus, we know that
which implies that
Let µ(0) = ρ(0)dx and µ(1) = ρ(1)dx be two probability measures with compact support on R, let µ(s) = ρ(s)dx be the unique geodesic in the Wasserstein space P 2 (R) linking µ(0) and µ(1). Then
P2(R)
.
Therefore, for some σ * ∈ (0, 1),
Similarly,
Summing the two inequalities together, we obtain
Let ρ t (s, x)dx : [0, 1] → P 2 (R) be the unique geodesic between µ t and µ V . By Otto [32] , we have the following derivative formula of the Wasserstein distance
where in the last step we have used (35) . The Gronwall inequality yields
Recall that
By the fact that µ t is the gradient flow of Σ V on P 2 (R) and using the uniform K-convexity of Σ V , we have
Since Σ V (µ V ) = 0, we derive that
The proof of Theorem 1.4 (ii) is completed.
To prove Theorem 1.4 (iii), we need the following free logarithmic Sobolev inequality and free Talagrand transportation cost inequality due to Ledoux and Popescu [25] . Theorem 4.4 (Ledoux-Popescu [25] ) Suppose that V is a C 2 , convex and there exists a constant r > 0 such that
Then there exists a constant c = C(K, r) > 0 such that the free Log-Sobolev inequality holds: for all probability measure µ with I V (µ) < ∞,
Moreover, the free Talagrand transportation inequality holds: there exists a constant C = C(K, r, V ) > 0 such that
Proof of Theorem 1.4 (iii). By Biane and Speicher [4] , we have the following entropy dissipation formula
By Theorem 4.4, there exists a constant C 1 > 0 such that the free LSI holds
By the Gronwall inequality, we have
By Theorem 4.4 again, there exists a constant C 2 > 0 such that the free transportation cost inequality holds
This finishes the proof of Theorem 1.3 (iii).
Proof of Theorem 1.3 (ii) and (iii)
Proof of Theorem 1.3 (ii). In the proof of Theorem 1.4, we have proved the following inequalities
Summing them together, we obtain
By Otto [32] , we have the following derivative formula of the Wasserstein distance
which implies
As a consequence, the McKean-Vlasov equation (5) has a unique weak solution. This finishes the proof of Theorem 1.3 (ii).
Proof of Theorem 1.3 (iii). By Theorem 1.3 (i), the family {L N (t), t ∈ [0, T ]} is tight with respect to the weak convergence topology on P(R), and the limit of any convergent subsequence of {L N (t), t ∈ [0, T ]} is a weak solution of (5) . By the uniqueness of the weak solution to (5), we conclude that L N (t) weakly converges to µ(t). The proof of Theorem 1.3 (iii) is completed.
By the same argument as used in Otto [32] and Otto-Villani [33] , we can prove the following HWI inequalities. To save the length of the paper, we omit the proof.
Theorem 5.1 (HWI inequalities) Suppose that there exists a constant K ∈ R such that V ′′ (x) ≥ K, ∀x ∈ R.
Let µ i ∈ P 2 (R), i = 1, 2. Then for all t > 0, we have
In particular, for any solution to the McKean-Vlasov equation (5), we have Note that, for all x = 0,
provided that a > 0, c > 0 and 4ac > b 2 . Let us consider the double well potential
where c ∈ R is a constant. By [20, 6] , it has been known that the density function of the equilibrium measure µ V is explicitly given as follows: When c ∈ [0, ∞), V is C 2 convex and V ′′ (x) ≥ 3 for |x| ≥ 1. In this case, Theorem 1.3 (iii) implies that W 2 (µ t , µ V ) → 0 with exponential convergence rate. When c < −2, µ V has two supports [−b, −a] and [a, b] which are disjoint. By Section 7.1 in Biane-Speicher [4] , it is known that µ t does not converge to µ V . See also Biane [3] and Remark 1.7. This also indicates that one cannot simultaneously prove a free version of the Holley-Stroock logarithmic Sobolev inequality and a free version of the Talagrand T 2 -transportation cost inequality under bounded perturbations of the distribution of eigenvalues p N (dx) = Z , we may prove that µ t converges to µ V with respect the W 2 -Wasserstein distance and hence in the weak convergence topology on P(R). See also [25, 26] for a discussion on non-convex potentials.
In the case c ∈ [−2, 0), as the global minimizer µ V of Σ V has a unique support, and all stationary point of µ V must satisfy the Euler-Lagrange equation Hµ = 1 2 V ′ , one can see that the Voiculescu free entropy Σ V has a unique minimizer µ V . As µ t is the gradient flow of Σ V on P 2 (R), and since d dt Σ V (µ t ) = −2 R [V ′ (x) − 2(Hρ)(x)] 2 ρ(x)dx, we see that Σ V (µ t ) is strictly decreasing in time t unless µ t achieves the (unique) minimizer µ V . This yields that Σ V (µ t ) converges to some value. The question whether W 2 (µ t , µ V ) → 0 or even µ t weakly converges to µ V as t → ∞ for the above double-well potential V remains open. We would like to raise the following conjectures. In general, we may raise the following conjectures.
Conjecture 6.2 Suppose that the potential V is a C 2 potential function with V ′′ (x) ≥ K 1 for all |x| ≥ r and V ′′ (x) ≥ −K 2 for all |x| ≤ r, where K 1 , K 2 , r > 0 are some constants. Suppose further that Σ V has a unique minimizer which has a unique compact support. Then µ(t) converges to µ V with respect the W 2 -Wasserstein distance and in the weak convergence topology on P(R).
Conjecture 6.3
Suppose that the potential V is a C 2 potential function with V ′′ (x) ≥ −K for all x ∈ R, where K > 0 is a constant. Suppose further that Σ V has a unique minimizer which has a unique compact support. Then µ(t) converges to µ V with respect the W 2 -Wasserstein distance and in the weak convergence topology on P(R).
Finally, let us mention the following conjecture due to Biane and Speicher [4] . , where g is a negative constant but very close to zero. Then µ t weakly converges to µ V .
