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PROJECTIONS AND RELATIVE HYPERBOLICITY
ALESSANDRO SISTO
Abstract. We study the bilipschitz equivalence type of tree-graded
spaces, showing that asymptotic cones of relatively hyperbolic groups
(resp. asymptotic cones of groups containing a cut-point) only depend
on the bilipschitz equivalence types of the pieces in the standard (resp.
minimal) tree-graded structure. In particular, the asymptotic cones of
many relatively hyperbolic groups do not depend on the scaling factor.
We also describe the asymptotic cones as above “explicitly”. Part of
these results were obtained independently and simultaneously by D.
Osin and M. Sapir in [OS].
Also, we give an alternative definition of metric relative hyperbolicity
(i.e. asymptotically tree-gradedness, with the established terminology)
based on properties of projections on peripheral subsets. We use the
new definition to show that certain trees of asymptotically tree-graded
spaces are asymptotically tree-graded and that complements of pair-
wise disjoint open horoballs in spaces of pinched negative curvature are
asymptotically tree-graded.
Introduction
Relatively hyperbolic groups were first introduced in [Gr2] as a general-
ization of hyperbolic groups. Equivalent definitions and further properties
may be found in [Bo1], [Fa], [Da1], [Ya], [Os1], [DS1]. They are modeled on
the fundamental groups of finite volume complete manifolds of negative cur-
vature (while hyperbolic groups are modeled on the fundamental groups of
compact negatively curved manifolds). Other examples of relatively hyper-
bolic groups include free products of groups, which are hyperbolic relative
to the factors, and fundamental groups of non-geometric Haken manifolds
with at least one hyperbolic component, which are hyperbolic relative to
the fundamental groups of the maximal graph manifold components and
the fundamental groups of the tori or Klein bottles not bounding any graph
manifold component.
Tree-graded spaces were introduced by Drut¸u and Sapir in [DS1] to de-
scribe the large scale geometry of relatively hyperbolic groups. These spaces
have a distinguished family of subsets called pieces such that, very roughly,
each path can be thought of as a concatenation of paths contained in some
piece and paths in a real tree. The tree-graded structure on the large scale
has been used in [DS1], for example, to prove rigidity theorems and to study
This paper is based, for the most part, on the author’s Master’s thesis [Si2], defended
at the University of Pisa on June 28, 2010.
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the automorphisms of certain relatively hyperbolic groups. We will study
the bilipschitz equivalence types of tree-graded spaces in the second part of
the paper (see Theorem 0.4 below). Geodesic metric spaces with (global)
cut-points are tree-graded with respect to maximal subsets without cut-
points, so our results apply to a large collection of (homogeneous) metric
spaces.
The link between tree-graded spaces and relatively hyperbolic groups is
provided by asymptotic cones. The asymptotic cones of a metric space X
are defined in order to keep track of the large scale geometry of X. In fact,
they are obtained rescaling the metric on X by an “infinitesimal factor”, so
that “infinitely far away” points become close.
Tree-graded spaces describe the large scale geometry of relatively hyper-
bolic groups in the sense that the asymptotic cones of a relatively hyperbolic
group can be endowed with a natural tree-graded structure.
The idea behind asymptotic cones was introduced by Gromov to prove
that groups of polynomial growth are virtually nilpotent in [Gr1], where the
notion of Gromov-Hausdorff convergence is used to define them. Later, a
more general and somehow easier to handle definition was given by Van den
Dries and Wilkie in [vDW], using nonstandard methods. However, instead
of using nonstandard methods, asymptotic cones are nowadays defined in
terms of ultrafilters. Since [Gr1], asymptotic cones have been used in several
ways, for example to prove quasi-isometric rigidity results (e.g. for cocom-
pact lattices in higher rank semisimple groups in [KlL], for fundamental
groups of Haken manifolds in [KaL1], [KaL2] and for mapping class groups
in [BKMM]).
We will use a nonstandard definition of asymptotic cones which is a re-
statement of the one based on ultrafilters. We will do that because the
formalism is much lighter and, much more important, some elementary
properties of nonstandard extensions turn out to be very powerful tools
in studying asymptotic cones, as we will see. Indeed, most proofs involv-
ing the ultrafilter based definition of asymptotic cones contain the proof of
some particular cases of these properties. Also, the nonstandard definition
of asymptotic cones is closer to the idea of looking at a metric space from
infinitely far away than the ultrafilter based one, which is closer to the orig-
inal concept due to Gromov of convergence of rescaled metric spaces. This
convergence is more difficult to “visualize”.
Main results and outlines of proofs. The cornerstone of the paper is
a new definition of (asymptotically) tree-graded spaces, in terms of projec-
tions on pieces, interesting also in its own right. This is the main tool for
proving all the results. Similar properties of projections have been consid-
ered, in different contexts, in [Be] and [AK]. Two facts inspired this new
definition. The first one is that projections are the most effective tools to
prove “geometrically intuitive” results, like the lemmas in [DS1, Section 2].
The second one is that projections naturally exist in the example motivating
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the notion of asymptotically tree-graded space, that is the complement of
disjoint open horoballs in a simply connected negatively curved manifold.
In fact, an application of the new definitions is a straightforward proof of
the following result (Theorem 5.2), whose statement surprisingly cannot be
found in the literature.
Theorem 0.1. Let H be a simply connected complete Riemannian manifold
of pinched negative curvature. Also, let X be the complement of a family
of disjoint open horoballs in X (based at different points of ∂H) and let H
be the family of the corresponding horospheres. Then X is asymptotically
tree-graded (with gaps, see Section 4.1) with respect to H.
In the case of the (real) hyperbolic space, this theorem follows from the
results in [ECHLPT, Chapter 11], while in the case that X is the universal
cover of a finite volume complete Riemannian manifold M of pinched neg-
ative curvature with truncated cusps it follows from the fact that pi1(M) is
relatively hyperbolic (see [Fa]).
Also, we will prove that trees of asymptotically tree-graded spaces are
asymptotically tree-graded under certain conditions. By tree of spaces we
mean a metric space X endowed with a map s : X → T onto a simplicial
tree such that a “product condition” on the pre-image of the interior of the
edges holds. In our result, we require that Xv = s
−1(v) (considered with the
induced path metric) is an asymptotically tree-graded space for each vertex
v of T and that the asymptotically tree-graded structures are compatible
with the structure of tree of spaces.
The precise statement is Theorem 5.25. Below we give a simplified version,
which provides less information on the asymptotically tree-graded structure.
Theorem 0.2 (Metric combination theorem). Let (X, s, T ) be a tree of
spaces, let Xv denote the inverse image s
−1(v) of an arbitrary vertex v of T ,
and for an arbitrary edge e let e± denote its endpoints, e˚ its relative interior,
and Ye the closure of the inverse image s
−1(˚e). Assume that for every vertex
v the space Xv is asymptotically tree-graded with respect to a family Pv of
subsets of Xv, and that:
• (uniformity) the family {(Xv,Pv)} is uniformly asymptotically tree-
graded, in the sense of Definition 5.20;
• (compatibility) for each edge e of T , Ye ∩Xe± is in the collection
Pe±.
Then X is asymptotically tree-graded with respect to a specified family of
subsets P such that for any P ∈ P, (P, s|P , s(P )) is a tree of spaces.
The above result can be seen as a combination theorem formulated in the
general setting of metric spaces. To our knowledge, the only other existing
metric combination theorem is due to M. Mj and L. Reeves ( [MR]), who
adapt the strategy of Bestvina-Feighn (see [BF]). Theorem 0.2 is logically
independent of the result by M. Mj and L. Reeves ( [MR]), as the conditions
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they require are “global”, while our conditions are essentially conditions on
the preimage of an edge under s. Note also that the conditions in 0.2 are
entirely formulated in the space X, and do not use the modified (coned-off)
space. We point out three known results which are implied by Theorem 5.25.
• If G is a relatively hyperbolic group, then its coned-off graph is
hyperbolic (Corollary 5.31−(1)).
• IfG is relatively hyperbolic, the spaceX(G) constructed by Bowditch
in [Bo2] is hyperbolic (Corollary 5.31−(2)).
• Corollary 5.33; this is a combination theorem for relatively hyper-
bolic groups, which can also be deduced from results by Dahmani
(see [Da2]).
Another example of application of Theorem 5.25 (or Corollary 5.33) is
that non-geometric Haken manifolds with at least one hyperbolic component
have relatively hyperbolic fundamental group (see also [Ga, Corollary 2.25]).
After that, we begin our study of asymptotic cones of groups. We consider
groups hyperbolic relative to a collection of proper subgroups and, more gen-
erally, groups with asymptotic cones having global cut-points. For the latter
type of asymptotic cones we consider the minimal tree-graded structure as
defined in [DS1] (i.e. a structure in which the pieces are all the connected
subsets which consist of a single point or do not contain global cut-points).
We refer to the cases mentioned above as the relatively hyperbolic case and
the minimal case, respectively.
First of all, we will study transversal trees. In particular, we will prove
the following, in both the relatively hyperbolic and the minimal case (Propo-
sitions 6.9 and 6.11).
Theorem 0.3. The valency of each transversal tree is 2ℵ0.
This result has been proven independently in [OS] in the relatively hyper-
bolic case and under the Continuum Hypothesis (which we do not assume)
also in the minimal case.
In the relatively hyperbolic case, the theorem can be proved applying
results by D. Osin to get that the (nonstandard extension of) the cyclic
group generated by a hyperbolic element of infinite order induces in each
asymptotic cone a line contained in a transversal tree.
After that we will study geodesics in tree-graded spaces, associating to
them “combinatorial” objects which we will call P-geodesics. We will then
count how many geodesics have a given associated P-geodesic (Proposi-
tion 6.29). This is the kind of information we will use to establish a sufficient
criterion for tree-graded spaces (with k−bilipschitz equivalent pieces) to be
k−bilipschitz equivalent (Theorem 6.34). It is natural to study bilipschitz
equivalent tree-graded spaces, rather than isometric tree-graded spaces, be-
cause the tree-graded spaces we are interested in are asymptotic cones of
groups, and the metric on such an asymptotic cone depends on a choice of a
finite generating set for the group in a bilipschitz way. Let us state a version
of Theorem 6.34 for the case k = 1. Suppose that F is a tree-graded space,
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p is a point in F, Γ is a P-geodesic and a choice of charts (see Subsection
7.1 for the definition) has been fixed. Then we will denote by HF,p(Γ) the
cardinality of the set of the geodesics in F starting from p with associated
P-geodesic Γ (this is a slightly different definition of HF,p than the one we
will give).
Theorem 0.4. Let {(Pi, pi)} be a family of homogeneous, geodesic and com-
plete metric spaces with basepoints. Suppose that F and G are tree-graded
spaces such that each of their pieces is isometric to one of the Pi’s. Also,
suppose that for each p ∈ F, q ∈ G there exists a choice of charts such that
HF,p(Γ) = HG,q(Γ) are infinite for each P-geodesic Γ. Then F is isometric
to G.
We will then need, for technical reasons, to prove the existence of tree-
graded spaces realizing as their HF,p’s certain assigned maps. We will do
that in Theorem 6.36, whose proof contains an “explicit” description of the
asymptotic cones of relatively hyperbolic groups (see Remark 6.43).
We will finally be able to provide a simple condition for relatively hyper-
bolic groups to have bilipschitz equivalent asymptotic cones (Theorem 6.3)
and for asymptotic cones endowed with the minimal tree-graded structure
to be bilipschitz equivalent (Theorem 0.6). The condition for relatively hy-
perbolic groups is also necessary in the case of groups hyperbolic relative
to unconstricted subgroups (see Remark 6.2). A simplified version of the
statement of Theorem 6.3 is provided below. In what follows, the asymp-
totic cone of a group G with scaling factor ν will be denoted by C(G, ν).
Theorem 0.5. Let G0, G1 be groups hyperbolic relative to their proper sub-
groups H0, H1, respectively. Suppose that C(H0, ν0) is bilipschitz equivalent
to C(H1, ν1) for some scaling factors ν0, ν1. Then C(G0, ν0) is bilipschitz
equivalent to C(G1, ν1).
D. Osin an M. Sapir proved this independently in [OS].
Note that the theorem implies, in particular, that if G is hyperbolic rela-
tive to H and the asymptotic cones of H are all bilipschitz equivalent, then
so are the asymptotic cones of G. This is the case when H is, for example,
virtually nilpotent. Therefore this consideration applies to the case of the
fundamental groups of finite volume (complete, non-compact) manifolds of
pinched negative curvature.
We also obtain the following result, in the minimal structure case.
Theorem 0.6. Suppose that C(G0), C(G1) are asymptotic cones of the
(non-virtually cyclic) groups G0, G1 and that they contain cut-points. Let Pi
be the minimal tree-graded structure on C(Gi) , i = 1, 2 , and suppose that
for each P ∈ Pj there exists P ′ ∈ Pj+1 such that P and P ′ are bilipschitz
equivalent (with the same bilipschitz constant). Then C(G0) and C(G1) are
bilipschitz equivalent.
D. Osin an M. Sapir proved this in [OS] under the Continuum Hypothesis.
PROJECTIONS AND RELATIVE HYPERBOLICITY 6
For convenience and simplicity, we will fix an ultrafilter and state our
results for asymptotic cones constructed using it. However, the proofs give
analogue results when we allow the ultrafilter to change as well. This is
made more precise in Remark 6.42.
Plan of the paper. In Section 1 we will just set some notation and recall
some basic definitions in geometric group theory.
In Section 2 we will give a brief and informal introduction to nonstandard
methods and we will define the asymptotic cones.
In Section 3 and 4 we will review (asymptotically) tree-graded spaces,
provide the alternative definitions and define relatively hyperbolic groups.
In Section 5 we will prove Theorem 0.1 and Theorem 0.2.
In Section 6 we will prove Theorem 0.5 and Theorem 0.6. Here is a brief
description of the subsections.
In Subsections 6.1 and 6.2 we will deal with transversal trees.
Subsection 6.3 is dedicated to P-geodesics.
In Subsection 6.4 we will count how many geodesics with given associated
P-geodesic can be found in asymptotic cones.
In Subsection 6.5 we will establish a criterion for tree-graded spaces to be
bilipschitz equivalent.
In Subsection 6.6 we will construct certain tree-graded spaces, also pro-
viding a description of the asymptotic cones of relatively hyperbolic groups
and in general asymptotic cones of groups containing a cut-point.
In Subsection 6.7 we will prove that a tree-graded structure with certain
properties exists on a homogeneous real tree with valency 2ℵ0 and we will
conclude the proof of Theorem 0.5 and Theorem 0.6.
Acknowledgments. The author would like to greatly thank his Master’s
thesis advisor Roberto Frigerio. He is also grateful to Yves de Cornulier for
helpful comments.
1. Basic notation and definitions
If X is a metric space, x ∈ X, A ⊆ X and r ∈ R+, we will use the
following notation:
• Br(x) (resp. B(x, r)) is the open (resp. closed) ball with center x
and radius r,
• if explicit mention of X is needed, the same ball will be denoted by
BX(x, r),
• NXr (A) = Nr(A) = {x ∈ X : d(x,A) ≤ r}, is the r−neighborhood
of A. We will use the first notation only if explicit mention of X is
needed,
• A is r−dense in X if Nr(A) = X.
If X is a metric space and A,B ⊆ X, the Hausdorff distance between A,B
is defined as
inf{K : A ⊆ NK(B), B ⊆ NK(A)}.
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It is indeed a distance on the set of compact subsets of X.
Injective paths will be called arcs. The length of a curve γ will be denoted
by l(γ).
With an abuse, geodesics will frequently be identified with their images
and if x, y ∈ X and X is geodesic we will sometimes denote by [x, y] a
geodesic between them, even though this geodesic need not be unique. A
subset A of a geodesic metric space X is called geodesic if for each pair of
points in A there is a geodesic connecting them contained in A, and it is
called convex if each geodesic in X connecting 2 points in A is contained
in A.
When dealing with asymptotic cones, sometimes we will refer to an object
which can be either a geodesic, a geodesic ray or a geodesic line simply as
geodesic.
A geodesic triangle is a union of geodesics γi, i = 0, 1, 2, called sides,
such that the final point of γi is the starting point of γi+1. The definition
of quasi-geodesic triangle is similar. We assume that the reader is familiar
with (Gromov-)hyperbolicity and related notions (see [GdH]).
The reader is referred to [Bo2] for basic results about Cayley graphs which
we will need. Just to set the notation, we recall some definitions.
Let G be a finitely generated group and S = S−1 a finite generating set
for G (even if not explicitly stated, we will always assume that generating
sets satisfy S = S−1). The Cayley graph CGS(G) associated to (G,S) is the
metric graph whose vertices are the elements of G, and such that there is
an edge of length 1 between g and h if and only if there exists s ∈ S such
that gs = h. We will often identify G with the set of vertices of CGS(G).
Let X,Y be metric spaces, k ≥ 1, c ≥ 0. A (k, c)−quasi-isometric embed-
ding f : X → Y is a function such that for each x1, x2 ∈ X
d(x1, x2)
k
− c ≤ d(f(x1), f(x2)) ≤ kd(x1, x2) + c.
If f also satisfies the property that Nc(f(X)) = Y , then f will be called a
(k, c)−quasi-isometry.
A quasi-isometric embedding (resp. quasi-isometry) is a map which is
a (k, c)−quasi isometric embedding (resp. (k, c)−quasi-isometry) for some
constants k, c. A quasi-geodesic is a quasi-isometric embedding of an interval
[0, l] in a metric space. Quasi-geodesic rays and lines are defined similarly.
With the same abuse as in the case of geodesics, quasi-geodesics (rays, lines)
will often be identified with their images.
If S′ is another finite generating set for G, then CGS′(G) and CGS(G) are
quasi-isometric.
2. Nonstandard extensions
For the following sections we will need basic results about the theory of
nonstandard extensions. The treatment will be rather informal, for a more
formal one and the proofs of the results in this section see for example [Go].
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Roughly speaking, nonstandard extensions are given by a “ ∗ map” such
that
(1) for each set X, ∗X is a set naturally containing X,
(2) for each function f : X → Y , ∗f : ∗X → ∗Y is a function which
extends f (this makes sense in view of the inclusion X ⊆ ∗X,
(3) if R is a n−ary relation on X, ∗R is an n−ary relation on ∗X
extending R.
These extensions have to be “coherent”. Also, the nonstandard extension
of a set has to contain “many more” elements than the original set, so that
whenever we have a countable list of “compatible” conditions, there is an
element in the nonstandard extension satisfying all of them. Let us illus-
trate this last property with an example. The properties “being a positive
real less than 1/n”, where n ∈ N+, are compatible in the sense that for
each finite set of N+ we can find a real number meeting the corresponding
conditions. Therefore, in the nonstandard extension we have an element
which is positive, but less than any positive real, that is, an infinitesimal.
Indeed, nonstandard methods were first used to deal formally with concepts
as “infinitesimal”, “infinite number”, etc.
We will start by stating the basic properties of nonstandard extensions,
and we will provide a construction only in the end. This is to emphasize
that the properties are more important than the actual construction, and
most of the times they are all that is needed to know.
Let us first state a result about the properties that the “standard world”
and the “nonstandard world” have in common, then we will study the extra
properties of the nonstandard extensions.
Definition 2.1. A formula φ is bounded if all quantifiers appear in expres-
sions like ∀x ∈ X, ∃x ∈ X (bounded quantifiers).
The nonstandard interpretation of φ, denoted ∗φ, is obtained by adding
∗ before any set, relation or function (not before quantified variables).
An example will make these concepts clear: consider
∀X ⊆ N, X 6= ∅ ∃x ∈ X ∀y ∈ X x ≤ y,
which expresses the fact that any non-empty subset of N has a minimum.
This formula is not bounded, because it contains “∀X ⊆ N”. However,
it can be turned into a bounded formula by substituting “∀X ⊆ N” with
“∀X ∈ P(N)”. The nonstandard interpretation of the modified formula
reads
∀X ∈ ∗P(N), X 6= ∗∅ ∃x ∈ X ∀y ∈ X x ∗ ≤ y. (1)
The following theorem will also be referred to as the transfer principle.
Theorem 2.2. ( Losˇ Theorem) Let φ be a bounded formula. Then φ ⇐⇒
∗φ.
This theorem roughly tells us that the nonstandard extensions have the
same properties, up to paying attention to state these properties correctly
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(for example, replacing “∀X ⊆ N” with “∀X ∈ P(N)”). Easy consequences
of this theorem are, for example, that the nonstandard extension ( ∗G, ∗·)
of a group (G, ·) is a group, or that the nonstandard extension ( ∗X, ∗d) of
a metric space (X, d) is a ∗R−metric space (that is ∗d : ∗X × ∗X → ∗R
satisfies the axioms of distance, which make sense as ∗R is in particular an
ordered abelian group). To avoid too many ∗’s, we will often drop them
before functions or relations, for example we will denote the “distance” on
∗X as above simply by “d”, the order on ∗R by “≤” and the group operation
on ∗G by “·”. In view of the transfer principle, the following definition will
be very useful:
Definition 2.3. A ⊆ ∗X will be called internal subset of X if A ∈ ∗P(X).
An internal set is an internal subset of some ∗X.
f : ∗X → ∗Y will be called internal function if f ∈ ∗(Y X) = ∗{f : X →
Y }.
One may think that “living inside the nonstandard world” one only sees
internal sets and functions, and therefore, by the transfer principle, one
cannot distinguish the standard world from the nonstandard world.
The following inclusions can be proven using the transfer principle:
{ ∗A : A ∈ P(X)} ⊆ ∗P(X) ⊆ P( ∗X),
{ ∗f : f ∈ Y X} ⊆ ∗(Y X) ⊆ ( ∗Y ) ∗X .
For example, ∗P(X) ⊆ P( ∗X) by the transfer principle applied to the
formula
∀A ∈ P(X) ∀a ∈ A a ∈ X.
The equalities are in general very far from being true, as we will see.
Another example: the transfer principle applied to (1), which tells that
each non-empty subset of N has a minimum, gives that each internal non-
empty subset of ∗X has a minimum ( ∗∅ = ∅ as, for each set A, ∃a ∈ A ⇐⇒
∃a ∈ ∗A).
Let us now introduce a convention we will often use. For each definition in
the “standard world” there exists a nonstandard counterpart. For example,
the definition of geodesic (in the metric space X), yields the definition of
∗geodesics, in the following way. The definition of geodesic (with domain
the interval [0, 1], for simplicity) can be given as
γ ∈ Fun([0, 1], X) is a geodesic ⇐⇒ ∀x, y ∈ [0, 1] d(γ(x), γ(y)) = |x− y|,
Therefore the definition of ∗geodesic can be given as
γ ∈ ∗Fun([0, 1], X) is a ∗geodesic ⇐⇒ ∀x, y ∈ ∗[0, 1]d(γ(x), γ(y)) = |x−y|,
 Losˇ Theorem alone is not enough to prove anything new. In fact, it holds
for the trivial extension, that is, if we set ∗X = X, ∗f = f and ∗R = R for
each set X, function f and relation R. However, the nonstandard extensions
enjoy another property, which will be referred to as saturation. First, a
definition, and then the statement.
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Definition 2.4. A collection of sets {Aj}j∈J has the finite intersection
property (FIP) if for each n ∈ N and j0, . . . , jn ∈ J , we have Aj0∩· · ·∩Ajn 6=
∅.
Theorem 2.5. Suppose that the collection of internal sets {An}n∈N has the
FIP. Then
⋂
n∈NAn 6= ∅.
Let us use this theorem to prove that ∗R contains infinitesimals. It is
enough to consider the collection of sets { ∗(0, 1/n)}n∈N+ and apply the
theorem to it. Note that for n ∈ N+, ∗(0, 1/n) ∈ ∗P(R) as it is of the form
∗A for A ∈ P(R). More generally, however, for each x, y ∈ ∗R, (x, y) ∈ ∗R
(we should use a different notation for intervals in R and intervals in ∗R,
but hopefully it will be clear from the context which kind of interval is under
consideration). This can be proven using the transfer principle.
Note that it can be proved similarly that ∗N and ∗R contain infinite
numbers. Indeed, we will need the following (which is also very easy to
prove):
Lemma 2.6. Let {ξn}n∈N be a sequence of infinitesimals. There exists an
infinitesimal ξ greater than any ξn.
Let us now point out some useful consequences of the transfer principle
and saturation.
Proposition 2.7. If A ⊆ ∗X is finite, then it is an internal subset.
The proof is just by induction. Note that the property of being finite
cannot be expressed entirely in the “nonstandard world”, in fact:
Remark 2.8. N ⊆ ∗N is not an internal subset.
To prove this, notice that each bounded subset of N has a maximum, and
therefore each bounded internal subset of ∗N has a maximum as well. But
N is bounded by any infinite number, while it has no maximum.
Now, some lemmas which are frequently used when working with non-
standard extensions. The first one is usually referred to as overspill :
Lemma 2.9. Suppose that the internal subset A ⊆ ∗R+ (or A ⊆ ∗N)
contains, for each n ∈ N, an element greater than n. Then A contains an
infinite number.
Lemma 2.10. Suppose that the internal subset A ⊆ ∗R+ is such that, for
each n ∈ N+, A∩{x ∈ ∗R : x < 1/n} 6= ∅. Then A contains an infinitesimal.
Lemma 2.11. Suppose that the internal subset A ⊆ ∗R+ is such that, for
each positive infinite number ν, A∩{x ∈ ∗R : x < ν} 6= ∅. Then A contains
a finite number.
Let us introduce some (quite intuitive) notation, which we are going to
use from now on.
Definition 2.12. Consider ξ, η ∈ ∗R, with η 6= 0. We will write:
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• ξ ∈ o(η) (or ξ  η if ξ, η are nonnegative) if ξ/η is infinitesimal,
• ξ ∈ O(η) if ξ/η is finite,
• ξ  η if ξ, η are nonnegative and ξ/η is infinite,
• ξ ≡ η if ξ ∈ O(η)\o(η).
For example, o(1) is the set of infinitesimals, and O(1) = {ξ ∈ ∗R : |ξ| <
r for some r ∈ R+}.
The map we give by the following lemma plays a fundamental role in
nonstandard analysis, and will be used in the definition of asymptotic cone:
Proposition 2.13. There exists a map st : O(1) → R such that, for each
ξ ∈ ∗R, ξ − st(ξ) is infinitesimal.
We will call st(ξ) the standard part of ξ. Note that st(ξ) = 0 ⇐⇒ ξ is
infinitesimal.
2.1. Construction of nonstandard extensions. In this section we will
briefly describe the construction of nonstandard extensions which is (implic-
itly) used to define the asymptotic cones in virtually every article in which
they are used.
Fix a (non-principal) ultrafilter U on N. If X is any set, consider the
equivalence relation ∼ on XN define by
(xn)n∈N ∼ (yn)n∈N ⇐⇒ {n ∈ N : xn = yn} ∈ U
This is indeed an equivalence relation in view of the properties of ultrafilters.
We can define, for each set X,
∗X = XN/∼.
The inclusion of X into ∗X is given by constant sequences, that is x ∈ X is
mapped to the sequence with constant value x.
Nonstandard extensions of functions and relations can be defined com-
ponentwise. Let us make this more explicit for functions. If f : X → Y is
any function, we need to define ∗f([(xn)n∈N]), where (xn) is a sequence of
elements of X and [(xn)] is the corresponding element of
∗X. We simply
set
∗f([(xn)n∈N]) = [(f(xn))n∈N].
Convention 2.14. The definition of the nonstandard extensions depends
on the ultrafilter U . From now on we fix an ultrafilter U on N, and we will
consider the nonstandard extensions constructed using U .
The following remark gives the only property which we will need that
depends on the particular construction of the nonstandard extensions we
chose.
Remark 2.15. The nonstandard extension of a set of cardinality at most
2ℵ0 has cardinality at most 2ℵ0 .
Finally, a remark on how to translate the nonstandard language in the
ultrafilter language, and vice versa.
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Remark 2.16. Internal subsets (resp. functions) are ultralimits of subsets
(resp. functions).
2.2. Asymptotic cones. Let (X, d) be a metric space. The asymptotic
cones of X are “ways to look at X from infinitely far away”. Let us make
this idea precise.
Definition 2.17. Consider ν ∈ ∗R, ν  1. Define on ∗X the equivalence
relation x ∼ y ⇐⇒ d(x, y) ∈ o(ν). The asymptotic cone C(X, p, ν) of X
with basepoint p ∈ ∗X and scaling factor ν is defined as
{[x] ∈ ∗X/ ∼: d(x, p) ∈ O(ν)}.
The distance on C(X, p, ν) is defined as d([x], [y]) = st ( ∗d(x, y)/ν).
This definition of asymptotic cone is basically due to van den Dries
and Wilkie, see [vDW]. However, the original concept is due to Gromov,
see [Gr1]. The aim of [vDW] was to simplify the proofs in [Gr1].
Before proceeding, a few definitions. If q ∈ ∗X and d(p, q) ∈ O(ν),
so that [q] ∈ C(X, p, ν), then [q] will be called the projection of q on
C(X, p, ν). Similarly, if A ⊆ {x ∈ ∗X : d(x, p) ∈ O(ν)}, the projection
of A on C(X, p, ν) is {[a]|a ∈ A}. If A ⊆ ∗X is not necessarily contained
in {x ∈ ∗X : d(x, p) ∈ O(ν)}, we will call {[a] ∈ C(X, p, ν)|a ∈ A} the set
induced by A.
Here are some useful properties of asymptotic cones (see [Dr1]):
Lemma 2.18. (1) Any asymptotic cone is a complete metric space.
(2) If f : ∗X → ∗Y is a ∗(k, c)−quasi-isometric embedding, for some
k, c ∈ R+, and d(f(p), q) ∈ O(ν), then f induces a k−bilipschitz
map C(X, p, ν) → C(Y, q, ν). If f is a ∗(k, c)−quasi-isometry, the
induced map is a k−bilipschitz homeomorphism.
(3) Any asymptotic cone of a geodesic metric space is a geodesic metric
space.
(4) If X is quasi-homogeneous, then C(X, p, ν) is homogeneous for each
p ∈ ∗Y , ν  1.
Note that point (2) implies in particular that ∗geodesics induce geodesics
or geodesic rays or geodesic lines in appropriate asymptotic cones. Similarly
for ∗quasi-geodesics. It is not difficult to show that the image of an induced
geodesic or quasi-geodesic is the set induced by the image of the ∗geodesic or
∗quasi-geodesic, therefore it will still be harmless not to distinguish clearly
between geodesics or quasi-geodesics and their images.
Let us now introduce the asymptotic cones we are mostly interested in.
Definition 2.19. Let G be a finitely generated group and S a finite gener-
ating set for G. The asymptotic cone CS(G, g, ν) of G with basepoint g ∈ ∗G
and scaling factor ν  1 is C(CGS(G), g, ν).
From the properties of CGS(G) and Lemma 2.18 we immediately obtain
the following corollary.
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Corollary 2.20. For any finitely generated group G, finite generating sets
S, S′, g, g′ ∈ ∗G, ν  1:
• CS(G, g, ν) is complete, geodesic and homogeneous,
• CS(G, g, ν) is isometric to CS(G, g′, ν),
• CS(G, g, ν) is k−bilipschitz homeomorphic to CS′(G, g, ν).
In particular, notice that Lemma 2.18−(2) implies that topological prop-
erties of asymptotic cones do not depend on the choice of the finite gener-
ating system. These properties will therefore be of particular interest for
us.
When a finite generating set S is fixed, we will often write C(G, g, ν)
instead of CS(G, g, ν).
3. Tree-graded spaces
The asymptotic cones we will be interested in have the structure which
we will describe in this section. All results and definitions (with a slight
modification) before Lemma 3.11 are taken from [DS1].
Definition 3.1. A geodesic complete metric space F is tree-graded with gaps
with respect to a collection P of closed geodesic subsets of F (called pieces)
if the following properties are satisfied:
(T1) two different pieces intersect in at most one point,
(T2) each geodesic simple triangle is contained in one piece.
Moreover, if the pieces cover F, then F is tree-graded with respect to P.
Remark 3.2. We do not consider trivial triangles to be simple, as it is done
in [DS1], where the pieces of a tree-graded space are required to cover it.
The results below, however, do not depend on that.
Convention 3.3. Throughout the section, let F denote a tree-graded space,
possibly with gaps, with respect to P.
Note that if each P ∈ P is a real tree, then F is a real tree as well.
The definition of tree-graded space is given in terms of its metric, not
just its topology (we are interested in topological properties of tree-graded
spaces, as they will appear as asymptotic cones). However, it turns out
that one can deduce many topological properties. For example, here is the
topological analogue of property (T2):
Lemma 3.4. Each simple loop in F is contained in one piece.
In particular, for example, simple quadrangles are contained in one piece.
The most powerful technical tool for studying tree-graded spaces (with
gaps) are the projections defined in the following lemma.
Lemma 3.5. For each P ∈ P there exists a map piP : F → P , called the
projection on P , such that for each x ∈ F:
• d(x, P ) = d(x, piP (x)),
PROJECTIONS AND RELATIVE HYPERBOLICITY 14
• each curve (in particular each geodesic) from x to a point in P con-
tains piP (x),
• piP is locally constant outside F. In particular, if A ⊆ F (A 6= ∅) is
connected and |A ∩ P | ≤ 1, piP (A) consists of one point.
Note that if x ∈ P , then piP (x) = x. The following three results can be
easily proven using projections. As an example, we will prove the second
one.
Corollary 3.6. Each arc (i.e. injective path) connecting 2 points of a piece
P is contained in P . In particular the intersection between a geodesic and
a piece is either empty, a point or a subgeodesic.
Corollary 3.7. A geodesic ray γ : [0,∞) → F which stays at bounded
distance from a piece P has a subray contained in P .
Proof. If the geodesic ray γ does not intersect P (or intersects it only in one
point), piP is constant along γ. Therefore d(γ(t), P ) = d(γ(t), piP (γ(t))) is
not bounded. This readily implies that there are arbitrarily large t’s such
that γ(t) ∈ P . We conclude using the previous corollary. 
Corollary 3.8. If x, y are such that piP (x) 6= piP (y), for some piece P , then
any geodesic δ from x to y intersects P .
Another useful concept is that of transversal tree, defined below.
Definition 3.9. For each x ∈ F denote by Tx the set of points y ∈ F such
that there exists a path joining x to y which intersects each piece in at most
one point. Such sets will be called transversal trees.
Basic properties of transversal trees are given below.
Lemma 3.10. For each x ∈ F
• Tx is a real tree,
• Tx is closed in F,
• if y ∈ Tx, then Tx = Ty,
• every arc joining y, x ∈ Tx is contained in Tx.
The next lemma will be used a lot of times.
If β and γ are geodesics such that the final point of β is the initial point
of γ, we will denote their concatenation by βγ.
Lemma 3.11. Suppose that γ1 and γ2 are geodesics or geodesic rays in a
tree-graded space (with gaps) such that
(1) the final point p of γ1 is the starting point of γ2,
(2) γ1 ∩ γ2 = {p},
(3) there is no piece containing a final subpath of γ1 and an initial sub-
path of γ2.
Then γ1γ2 is a geodesic (or a geodesic ray or a geodesic line). Also, each
geodesic from a point in γ1 to a point in γ2 contains p.
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Proof. If the conclusion were false, we would have points q ∈ γ1, r ∈ γ2 such
that d(q, r) < d(q, p) + d(p, r). Consider a geodesic triangle with vertices
p, q, r and [q, p] ⊆ γ1, [p, r] ⊆ γ2. Condition (2) and d(q, r) < d(q, p)+d(p, r)
imply that it cannot be a tripod, for otherwise [q, p]∩ [p, q] should contain a
non-trivial geodesic. Therefore there exists a piece P intersecting both [q, p]
and [p, r]. Condition (3) implies that P does not contain p. But then both
[q, p] and [p, r] should pass through piP (p) 6= p, which contradicts (2).
The last part of the statement has a similar proof.

We point out that using the lemma above we can give a complete crite-
rion for whether or not the concatenation of 2 geodesics in a tree-graded
space (with gaps) is a geodesic. This criterion is somehow “local” in the
concatenation point.
Remark 3.12. The concatenation of geodesics γ1, γ2 in a tree-graded space
(with gaps) is a geodesic if and only if conditions (1), (2) and (3) or (1), (2)
and (3′) hold, where (3′) is
(3′) there is a piece P such that γi ∩ P = βi are non-trivial subgeodesics
containing the final point of γ1 and β1β2 is a geodesic in P .
Definition 3.13. We will say that γ1 and γ2 concatenate well if they satisfy
the hypothesis of Lemma 3.11.
Remark 3.14. Suppose that γ2 and γ
′
2 are geodesics starting from a certain
point p such that γ′2 and γ2 concatenate well. Also, suppose that γ1 is
a geodesic whose final point is p. Then either γ1 and γ2 or γ1 and γ
′
2
concatenate well.
3.1. Alternative definition of tree-graded spaces. In this subsection
we give a characterization of tree-graded spaces that will turn out to be
more effective in the proof that certain spaces are tree-graded.
Throughout the subsection, let us denote by X a complete geodesic met-
ric space and by P a collection of subsets of X. We want to capture the
fundamental properties of projections on a piece in a tree-graded space.
Definition 3.15. A family of maps Π = {piP : X → P}P∈P will be called
projection system for P if, for each P ∈ P,
(P1) for each r ∈ P , z ∈ X, d(r, z) = d(r, piP (z)) + d(piP (z), z),
(P2) piP is locally constant outside P ,
(P3) for each Q ∈ P with P 6= Q, we have that piP (Q) is a point.
Remark 3.16. Note that piP (x) is a point which minimizes the distance
from x to P . In particular, P is closed. Also, if x ∈ P , then piP (x) = x.
Lemma 3.17. Suppose that {piP }P∈P is a projection system.
(1) Consider x ∈ X and P ∈ P. Each arc (in particular, each geodesic)
from x to some p ∈ P passes through piP (x).
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(2) For each P ∈ P, each arc (in particular, each geodesic) connecting
2 points in P is entirely contained in P . As a consequence, the
intersection between an arc γ and P ∈ P is either empty, a point or
a subarc of γ.
(3) each simple loop which intersects some P ∈ P in more than one
point is contained in P .
Proof. (1) Consider an arc γ : [0, t] → F from x to p. Let q = γ(u) be the
first point of γ ∩ P (P is closed in X by assumption). By (P2), piP ◦ γ|[0,u)
is constant, so piP (x) = piP (γ(u
′)) for each u′ ∈ [0, u). Using this fact and
(P1) with r = q and z = γ(u′), for u′ ∈ [0, u), we get
d(q, γ(u′)) = d(q, piP (x)) + d(piP (x), γ(u′)).
As u′ tends to u, the left-hand side tends to d(q, q) = 0, while the right-hand
side tends to 2d(q, piP (x)). Therefore d(q, piP (x)) = 0 and q = piP (x).
(2) Consider an arc γ between two points in some P ∈ P and suppose
by contradiction that there exists x ∈ (γ\P ). We can consider a subarc
γ′ of γ containing x and with endpoints x1 6= x2 with the property that
γ′∩P = {x1, x2}. We have that [x, x1] intersects P only in its endpoint. By
what we proved so far, we must have piP (x) = x1. But, for the very same
reason, we should also have piP (x) = x2, a contradiction.
(3) The loop as in the statement can be considered as the union of 2 arcs
connecting points on P . The conclusion follows from point (2).

The characterization of projection systems given below will be helpful for
future arguments.
Lemma 3.18. Properties (P1) and (P2) can be substituted by:
(P ′1) for each P ∈ P and x ∈ P , piP (x) = x,
(P ′2) for each P ∈ P and for each z1, z2 ∈ X such that piP (z1) 6= piP (z2),
d(z1, z2) = d(z1, piP (z1)) + d(piP (z1), piP (z2)) + d(piP (z2), z2).
Proof. Assume that {piP } satisfies (P ′1) and (P ′2). Property (P1) is not
trivial only if r 6= piP (z), and in this case follows from (P ′2) setting z1 = z,
z2 = r and taking into account that, by (P
′1), piP (r) = r 6= piP (z). As we
have property (P1), we also have that d(z, P ) = d(z, piP (z)) for each z ∈ X.
Hence, property (P2) follows from the fact that if piP (z1) 6= piP (z2) then
d(z1, z2) > d(z1, P ).
Assume that {piP } satisfies (P1) and (P2). We already remarked that
(P ′1) holds. Consider z1, z2, P as in property (P ′2), and a geodesic δ
between z1 and z2. If we had δ ∩ P = ∅, then piP would be constant along
δ and so piP (z1) = piP (z2). Therefore δ intersects P . So, by point (1) of the
previous lemma, δ contains piP (z1) and piP (z2), hence the thesis.

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Definition 3.19. A geodesic is P−transverse if it intersects each P ∈ P in
at most one point. A geodesic triangle in X is P−transverse if each side is
P−transverse.
P is transverse-free if each P−transverse geodesic triangle is a tripod.
Theorem 3.20. X is tree-graded with gaps with respect to P if and only if
P is transverse-free and there exists a projection system for P. If P covers
X then the same is true removing “with gaps”.
Remark 3.21. The request for P to be transverse-free guarantees that P
contains “enough” subspaces of X.
Proof. ⇒: This implication follows from the properties of tree-graded spaces
(with gaps) we stated before.
⇐: Let Π = {piP } be a projection system for P . Let us prove property
(T1). Consider P,Q ∈ P with P 6= Q. If x, y ∈ P ∩ Q, we have piP (Q) ⊇
{x, y}. By (P3), this implies x = y.
Let us show how to obtain property (T2). Consider a simple geodesic
triangle ∆ with vertices a, b, c. If it consists of one point (recall that we
consider these triangles to be simple), then it is contained in some P ∈ P,
as we assume that elements of P cover X. So, we can suppose that ∆ is
not trivial. Then, it cannot be P−transverse, for otherwise it would be a
non-trivial tripod, and therefore not a simple triangle.
So, we can assume that P∩[a, b] contains a non-trivial subgeodesic [a′, b′] ⊆
[a, b], for some P ∈ P. The conclusion follows from Lemma 3.17−(3), as ∆
is in particular a simple loop.

Remark 3.22. Property (P3) was used only to prove (T1). Therefore,
another way to prove that X is tree-graded with gaps is to prove property
(T1), properties (P1) and (P2) (or (P
′1) and (P ′2)) for some family of maps
{piP }, and that P is transverse-free. Of course, if we also have that P covers
X, then X is tree-graded.
Lemma 3.23. Suppose that there exists a projection system for P. Consider
points p, q ∈ X such that there exists one P−transverse geodesic γ from p
to q. Then γ is the only geodesic from p to q.
Proof. Consider a geodesic γ′ from p to q. If γ′ is different from γ, then a
simple loop obtained as the union of non-trivial subgeodesics of γ, γ′ is easily
found. This loop is contained in some P ∈ P, so γ cannot be P−transverse.

4. Relatively hyperbolic groups
In this section we will present the definition of relatively hyperbolic met-
ric spaces that appears in [DS1] (following the terminology in that paper
such spaces are called asymptotically tree-graded). For groups with word
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metrics this is equivalent to the “classical” definition of (strong) relative
hyperbolicity as introduced by M. Gromov in [Gr2].
We will then work out a new definition and use the latter to prove that
horoball complements in spaces with pinched negative curvature are metri-
cally relatively hyperbolic.
4.1. Asymptotically tree-graded spaces. Throughout the subsection,
let X denote a metric space and let P be a collection of subsets of X.
Roughly, X is asymptotically tree-graded if each asymptotic cone of X is
tree-graded. However, we have to be more precise about the set of pieces in
the asymptotic cones.
Definition 4.1. X is asymptotically tree-graded (resp. with gaps) with re-
spect to P if each asymptotic cone Y of X is tree-graded (resp. with gaps)
with respect to the collection of the non-empty subsets of Y induced by
elements of ∗P. Also, we require that, if two distinct elements of ∗P induce
pieces of Y , these pieces intersect in at most one point.
Asymptotically tree-graded spaces were first defined in [DS1], see Defini-
tion 4.19. Note that the above definition is more easily stated, thanks to
the nonstandard formalism.
We are finally ready to define relatively hyperbolic groups. Let G be a
finitely generated group and let H1, . . . ,Hn be finitely generated subgroups
of G.
Definition 4.2. G is hyperbolic relative to H1, . . . ,Hn if for some (hence
every) finite generating system S for G, CS(G) is asymptotically tree-graded
with respect to {gHi|g ∈ G, i = 1, . . . , n}.
Convention 4.3. To avoid trivial cases, we will always assume that each
Hi as above is infinite and has infinite index in G.
The definition above is taken from [DS1]. Several definitions of relative
hyperbolicity appeared before this one, beginning with the initial one due
to M. Gromov in [Gr2]; other equivalent definitions and developments of the
theory of relatively hyperbolic groups may be found in [Bo1], [Fa], [Da1],
[Ya], [Os1]. Those definitions, however, are not fully “geometric” in that
they are not based on the geometry of the Cayley graph, but on the geometry
of other graphs obtained from the Cayley graph by collapsing, in some way,
the left cosets of H1, . . . ,Hn. Another geometric definition can be found
in [Dr2] (we will make use of part of it later).
The remainder of this subsection is dedicated to the results on asymptot-
ically tree-graded spaces that we need. Let X be asymptotically tree-graded
(with gaps) with respect to P. Let us start with property (α1) and (a slight
modification of) property (α2) as in Theorem 4.1 in [DS1].
Lemma 4.4. [DS1, Lemma 4.7] For each H ≥ 0 there exists B such that
diam(NH(P ) ∩NH(Q)) ≤ B for each P,Q ∈ P with P 6= Q.
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Proof. It is an easy consequence of property (T1) in the asymptotic cones
of X. In fact, if we could not find such a bound for some H, we could find
P,Q ∈ ∗P and p, q ∈ (NH(P ) ∩ NH(Q)) with d(p, q) = ν infinite. This
implies that the sets induced by P and Q in C(X, p, ν) intersect in 2 points,
in contradiction with (T1). 
Lemma 4.5. For each C ≥ 0 there exists M with the following property. If γ
is a (1, C)−quasi-geodesic connecting x to y, and d(x, P ), d(y, P ) ≤ d(x, y)/3
for some P ∈ P, then γ ∩NM (P ) 6= ∅.
Remark 4.6. The most frequent use of the previous lemma will be that if
the ∗geodesic δˆ ⊆ ∗X induces a geodesic δ in an asymptotic cone of X which
intersects the piece induced by P ∈ ∗P in a non-trivial subgeodesic, then
γˆ ∩ NM (P ) 6= ∅. In fact, consider the sub- ∗geodesic γ of δˆ with endpoints
x, y such that [x], [y] ∈ Q and [x] 6= [y], where Q is the piece induced by P .
Then d(x, y) ≡ ν, and d(x, P ), d(y, P ) ν, so d(x, P ), d(y, P ) ≤ d(x, y) and
we can apply the lemma.
We will also need that each P ∈ P is quasi-convex, in the following sense
(see Lemma 4.3 in [DS1]):
Lemma 4.7. There exists t such that for each L ≥ 1 each geodesic connect-
ing x, y ∈ NL(P ) is contained in NtL(P ).
We will need some consequences of Lemma 3.11. The statements below
tell us, very roughly, that if two geodesics start diverging, then they will
continue to diverge.
Let us fix the notation for the following lemmas. Consider ∗geodesics in
∗X αˆ and βˆ from p to q and from p to r, respectively. Suppose that there
is a scaling factor ν such that in Y = C(X, p, ν) the geodesic (rays) α−1, β
induced by αˆ−1, βˆ concatenate well.
Lemma 4.8. There exists an infinitesimal η such that for each t1, t2 ≥ ν (t1
in the domain of αˆ, t2 in the domain of βˆ), d(αˆ(t1), βˆ(t2)) ≥ (1−η)(t1 + t2).
Proof. Suppose that this is not the case. Then there exists  ∈ R+ and
t1, t2 ≥ ν such that d(αˆ(t1), βˆ(t2)) ≤ (1 − )(t1 + t2) (notice that for all
such pairs t1 ≡ t2). We can choose a pair t1, t2 satisfying that property
with τ = max{t1, t2} minimal. By Lemma 3.11, τ /∈ O(ν), because the
concatenation α−1β is a geodesic. Set Z = C(X, p, τ) and p1 = [αˆ(t1)],
p2 = [βˆ(t2)]. By the minimality of τ , the geodesic triangle with sides [p1, p2]
and the geodesics α′, β′ induced by α|[0,t1], β|[0,t2] is not a tripod. In fact,
if it was a tripod, we would have [αˆ(t′1)] = [βˆ(t′2)] 6= [p] for some t′i < ti
(notice that it cannot be a tripod by contained in a geodesic from p1 to p2 as
d(αˆ(t1), βˆ(t2)) ≤ (1−)(t1+t2)), so d(αˆ(t′1), βˆ(t′2)) ∈ o(t′1+t′2). For the same
reason, α′∩β′ = {p}. Therefore, there exists a piece, induced by, say, P ∈ P
which contains initial subsegments of α′, β′. Let M be as in Lemma 4.5. We
have that αˆ and βˆ intersect NM (P ) (see Remark 4.6). Let αˆ(s1), βˆ(s2) be
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the first points in αˆ ∩ NM (P ) and βˆ ∩ NM (P ) and set τ ′ = max{s1, s2}
(suppose τ ′ = s1). Note that τ ′ ∈ o(τ) (see once again Remark 4.6). Set
W = C(X, p, τ ′) and let α′′, β′′ be the geodesic rays induced by αˆ, βˆ in
W . Let Q be the piece induced by P in W . Note that piQ([p]) = [αˆ(s1)],
for otherwise there would be a non-trivial subpath of α′′ contained in Q,
contradicting the minimality of s1 (once again, by Remark 4.6). Similarly,
piQ([p]) = [βˆ(s2)]. Note that we just proved the following remark.
Remark 4.9. Suppose that γˆ is a ∗geodesic starting from p. Also, suppose
that in an asymptotic cone with basepoint p, γˆ induces a geodesic γ inter-
secting the piece Q induced by P ∈ P in a non-trivial subsegment. Then
piQ([p]) = γ(t), where t is minimal such that γ(t) ∈ NM (P ).
This, together with d([p], [αˆ(s1)]) = 1, implies that d(αˆ(s1), βˆ(s2)) ∈
o(s1 + s2), contradicting the minimality of τ (as τ
′  τ), unless s1 < ν
or s2 < ν. However, this is not the case, as we are going to show. First,
notice that [αˆ(s1)] = [βˆ(s2)] 6= [p] implies s1 ≡ s2. Therefore, if s1 < ν or
s2 < ν, they are both in O(ν), and if one of them is in o(ν), they are both
in o(ν).
Let us consider 2 cases.
If si ≡ ν, in Y we would have [p] 6= piQ′([p]) ∈ α∩β, where Q′ is the piece
induced by P , contradicting condition (2) in the definition of concatenating
well.
If si ∈ o(ν), there is a contradiction with condition (3) in the definition
of concatenating well, as we would have that initial subpaths of α, β would
be contained in Q′ (actually, they would be entirely contained in Q′). This
follows from the quasi-convexity of P and the remark above, applied to both
endpoints of long enough subgeodesics of αˆ, βˆ which induce in Z geodesics
contained in the piece induced by P .

Lemma 4.10. Consider µ ≥ ν and set Z = C(X, p, µ). If α′, β′ are the
geodesic (rays) induced by αˆ, βˆ in Z, then α′−1 and β′ concatenate well.
Proof. From the previous lemma, we know that α′−1β′ is a geodesic. There-
fore condition (2) in the definition of concatenating well (see Lemma 3.11)
is guaranteed. If there is P which induce a piece containing [p] and sub-
geodesics of α′, β′, consider s1 and s2 such that αˆ(s1), βˆ(s2) are the first
points in αˆ ∩NM (P ), βˆ ∩NM (P ). Proceeding as in the previous lemma we
find that d(αˆ(s1), βˆ(s2)) ∈ o(s1 + s2), so s1 < ν or s2 < ν by the previ-
ous lemma, and in this case the final part of the argument there applies
verbatim. 
Finally, the result we were actually looking for.
Lemma 4.11. d(q, r) = d(q, p)+d(p, r)−ξν, for some infinitesimal ξ. Also,
each geodesic γˆ from q to r induces in Y a geodesic (ray, line) containing
[p].
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Proof. Note that it is enough to prove the last part of the statement.
Now, we wish to prove that it is enough to consider the case when d(p, q) ∈
O(ν) or d(q, r) ∈ O(ν). In fact, consider γˆ as in the statement and set
µ = d(γˆ, p) = d(y, p), for some y ∈ γˆ. Also, let δˆ be a ∗geodesic from p
to y. Set Z = C(X, p, µ) and let γ, δ be the geodesic induced by γˆ, δˆ in
Z. Also, let α′, β′ be the geodesics induced by αˆ, βˆ. By Remark 3.14 and
Lemma 4.10, δ−1 and α′ or δ−1 and β′ concatenate well. In any case, if we
knew the special case of the lemma (substituting ν with µ and αˆ or βˆ with
δˆ), we could conclude that γ contains [p], contradicting µ = d(γˆ, p).
We are left to prove the special case. Assume, without loss of generality,
d(p, q) ∈ O(ν). If also d(p, r) ∈ O(d), the lemma, granted Lemma 3.11, is
trivial. Therefore assume that ν ∈ o(d(p, r)).
Consider a ∗geodesic γˆ from q to r, and let γ be the geodesic ray in Y
induced by it. We want to prove that there is a point on γ∩α, which implies
the thesis, by the last part of the statement of Lemma 3.11. Suppose that
this is not the case.
Let x be a point on γ and y a point on β. We want to prove that the
concatenation of a geodesic from x to a = [p] and the subpath of β from a
to y is a geodesic. First, [x, a] ∩ β = {a}. In fact, if this is false consider
the point z ∈ [x, a] ∩ β closest to x. If [x, z] ∩ α 6= ∅, a simple geodesic
triangle containing initial subpaths of β and α is easily constructed. This is
in contradiction with condition (3) in Lemma 3.11, because such a triangle
is contained in a piece. On the other hand, if [x, z] ∩ α = ∅, let z′ be the
point in α ∩ γ closest to a and z′′ the point in γ ∩ [x, z] closest to z. The
quadrangle [z′, a], [a, z], [z, z′′], [z′′, z′] is simple, and we get a contradiction
as before.
�
�
�x
y
a
z �
�
�
x
y
a
z'
z''
z
Suppose that there is a piece P containing a final non-trivial subpath
[x′, a] of [x, a] and an initial non-trivial subpath of β. We have that piP (x) =
x′ 6= a. But piP is constant along the concatenation of α and γ, as this
path intersects P only in its starting point (as α−1 and β satisfy condition
(3) in the definition of concatenating well and we assumed γ ∩ β = ∅). In
particular piP (x) = piP (a) = a, a contradiction.
We proved that the 3 conditions of Lemma 3.11 are satisfied, therefore
the concatenation of [x, a] and [a, y] is a geodesic. This implies that for
each x ∈ γ, y ∈ β, d(x, y) ≥ d(x, b) + d(y, a) − d(a, b), where b = [q]. In
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particular, for each t ∈ ∗R+, t ≥ 2d(p, q) and t ≡ d, d(γˆ(t), βˆ(t)) > t (as
st(d(γˆ(t), βˆ(t))/ν) ≥ st(2t/ν − d(p, q)/ν) > st(t/ν) because st(d(p, q)/ν) =
d(a, b)). On the other hand, the final point of γˆ is on βˆ, their length is
greater than 2d(p, q) and the distance between their starting points is d(p, q),
therefore
τ = min{t ≥ 2d(p, q) : d(βˆ(t), αˆ(t)) ≤ t}
exists, and τ  d. Consider the asymptotic cone with scaling factor τ and
basepoint p. Let γ′ be the projection of γˆ|[0,τ ] and β′ be the projection of
βˆ|[0,τ ]. Consider a geodesic triangle which contains β′ and α′. By minimality
of τ , it cannot be a tripod and, also, initial subpaths of β′ and α′ are
contained in a piece P , induced by, say, Q ∈ P.
Let M be as in Lemma 4.5. We have that βˆ and γˆ intersect NM (P ). Let
r (resp. s) be the first point in βˆ ∩ NM (P ) (resp. γˆ ∩ NM (P )). Set δ =
max{d(q, r), d(q, s)} (notice that δ ∈ o(t1)). It is impossible that δ ∈ o(ν),
for otherwise γ would pass through a. Also δ ≡ ν cannot hold, for otherwise
β and αγ would intersect in the projection of [p] on the piece induced by Q.
We are left to show that the last case, δ  ν, cannot hold as well. Consider
the asymptotic cone Z of G with basepoint p and scaling factor δ. If β′′,
γ′′ are the geodesic rays induced by βˆ, γˆ and P ′ is the piece induced by Q
in Z, we have that piP ′([p]) ∈ β′′ ∩ γ′′. This is easily seen to contradict the
minimality of t.

Corollary 4.12. Consider ∗geodesics αˆ and βˆ connecting, respectively, p
to p′ and q to q′, where d(p, q)  1. Let δˆ be a ∗geodesic from p to q. Let
α, β, δ the geodesics induced in Y = C(X, p, d(p, q)). Suppose that δ−1, α
and δ, β concatenate well. Then d(p′, q′) = d(p′, p)+d(p, q)+d(q, q′)−ρ, for
some ρ ∈ o(d(p, q)). Also, any ∗geodesic from p′ to q′ induces a geodesic in
Y containing [p], [q].
Proof. We just need to apply the previous lemma twice.

4.2. Alternative definition of relative hyperbolicity. In this subsec-
tion we state the analogue of the alternative definition of tree-graded spaces
(with gaps) we gave in Theorem 3.20. Throughout the subsection let X be
a geodesic metric space and let P be a collection of subsets of X.
We will need the coarse versions of the definitions of projection system
and being transverse-free.
Definition 4.13. A family of maps Π = {piP : X → P}P∈P will be called
almost-projection system for P if there exist C ≥ 0 such that, for each
P ∈ P,
(AP1) for each r ∈ P , z ∈ X, d(r, z) ≥ d(r, piP (z)) + d(piP (z), z)− C,
(AP2) for each z ∈ X with d(z, P ) = d, diam (piP (Bd(x))) ≤ C,
(AP3) for each P 6= Q ∈ P, diam(piP (Q)) ≤ C.
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Remark 4.14. For each x ∈ X and P ∈ P, d(x, piP (x)) ≤ d(x, P ) + C.
First of all, let us prove some basic lemmas. One of the aims will be to
prove that properties (AP1) and (AP2) are equivalent to coarse versions of
properties (P ′1) and (P ′2), which we will formulate later.
Consider an almost-projection system for P and let C be large enough so
that (AP1) and (AP2) hold. Let us start by proving that projections are
coarsely contractive, in 2 different senses. The following lemma will be be
very important in the rest of the paper.
Lemma 4.15.
(1) Consider some k ≥ 1 and a path γ connecting x to y such that
d(x, P ) ≥ kC for each x ∈ γ. Then d(piP (x), piP (y)) ≤ l(γ)/k + C.
(2) d(piP (x), piP (y)) ≤ d(x, y) + 6C.
Proof. (1) : Consider a partition of γ in subpaths γi = [xi, yi] of length kC
and one subpath γ′ = [x′, y′] of length at most kC. By property (AP2) we
have d(piP (xi), piP (yi)) ≤ C = d(xi, yi)/k and d(piP (x′), piP (y′)) ≤ C, so
d(piP (x), piP (y)) ≤
∑
d(piP (xi), piP (yi)) + d(piP (x
′), piP (y′)) ≤∑
d(xi, yi)/k + d(x
′, y′)/k + C ≤ l(γ)/k + C.
(2) : Consider a geodesic γ connecting x to y. If γ ∩ NC(P ) = ∅ we
can apply the first point. Otherwise, let γ′ = [x, x′] (resp. γ′′ = [y′, y]) be a
(possibly trivial) subgeodesic such that γ′∩NC(P ) = x′ (resp. γ′′∩NC(P ) =
y′). Applying the previous point to γ′ and γ′′ and Remark 4.14 we get
d(piP (x), piP (y)) ≤
d(piP (x), piP (x
′))+d(piP (x′), x′)+d(x′, y′)+d(y′, piP (y′))+d(piP (y′), piP (y)) ≤
(d(x, x′) + C) + 2C + d(x′, y′) + 2C + (d(y′, y) + C) = d(x, y) + 6C,
as required. 
As an application we have the following.
Corollary 4.16. Each P ∈ P is quasi-convex.
Proof. Consider any geodesic δ connecting points in NkC(P ), for some k ≥ 1.
Consider a subgeodesic γ with endpoints x, y such that γ∩NkC(P ) = {x, y}.
Then
l(γ) ≤ (2k + 2)C + d(piP (x), piP (y)) ≤ l(γ)/k + (2k + 3)C,
so l(γ) ≤ (4k + 6)C (this is enough). This implies δ ⊆ N(3k+3)C(P ). 
Now let us prove that the projection is coarsely constant along any geo-
desic connecting a point to its projection on some P .
Lemma 4.17. Let γ be a geodesic connecting x to piP (x), for some P ∈ P.
Then diam(piP (γ)) ≤ 6C.
PROJECTIONS AND RELATIVE HYPERBOLICITY 24
Proof. Consider the initial subgeodesic γ′ of γ of length d(x, P ). By (AP2)
we have diam(piP (γ
′)) ≤ C. Let y be the ending point of γ′ and let γ′′ be
the final subgeodesic of γ starting at y. By Remark 4.14, we have l(γ′′) ≤ C
and so d(z, P ) ≤ C for each z ∈ γ′′. In particular d(z, piP (z)) ≤ 2C for
each z ∈ γ′′, by Remark 4.14. So, diam(piP (γ′′)) ≤ 5C, hence the thesis as
piP (γ
′) ∩ piP (γ′′) 6= ∅. 
The following two lemmas provide coarse versions of Lemma 3.17−(1).
Lemma 4.18. For each r and c ≥ 0 we have that each (1, c)−quasi-geodesic
γ from x ∈ X to y ∈ Nr(P ), for some P ∈ P, intersects Bρ(piP (x)), where
ρ = 2r + 6C + 5c. Moreover, any point y′ on γ such that d(x, P ) − 2c ≤
d(x, y′) ≤ d(x, P ) belongs to Bρ(piP (x)).
Proof. Note that y′ as in the statement exists if and only if d(x, y) ≥
d(x, P )− 2c. Suppose d(x, y) < d(x, P )− 2c. In this case d(piP (x), piP (y)) ≤
C by (AP1), so d(y, piP (x)) ≤ r + 2C (we used Remark 4.14).
Let us now consider the other case. Let y′ ∈ γ be such that d(x, P )−2c ≤
d(x, y′) ≤ d(x, P ) and let γ′ be the sub-quasi-geodesic of γ from x to y′. As
d(y, piP (y)) ≤ r+C and d(piP (y′), piP (x)) ≤ C, we have, using (AP1) in the
second inequality,
d(y′, y) ≥ d(y′, piP (y))− r−C ≥ d(y′, piP (y′)) + d(piP (y′), piP (y))− r− 2C ≥
d(y′, piP (x)) + d(piP (x), piP (y))− r − 4C.
Also,
d(x, y) ≤ d(x, piP (x)) + d(piP (x), piP (y)) + r + C.
As d(x, y) ≥ d(x, y′) + d(y′, y)− 3c (as these points lie on a (1, c)−quasi-
geodesic) and d(x, y′) ≥ d(x, P )− 2c, we obtain
[d(y′, piP (x)) + d(piP (x), piP (y))− r − 4C] + d(x, P ) ≤
d(y′, y) + d(y′, x) + 2c ≤ d(x, y) + 5c ≤
d(x, piP (x))+d(piP (x), piP (y))+r+C+5c ≤ d(x, P )+d(piP (x), piP (y))+r+2C+5c.
Therefore,
d(y′, piP (x)) ≤ 2r + 6C + 5c.

The following can be thought as another coarse version of property (P1).
Lemma 4.19. Consider a geodesic γ starting from x and some P ∈ P such
that γ∩Nr(P ) 6= ∅, for some r ≥ 2C. Let y be the first point on γ in Nr(P ).
Then d(y, piP (x)) ≤ 8r + 22C.
Proof. If d(x, y) ≤ d(x, P ), we have d(piP (x), piP (y)) ≤ C by (AP1), so
d(y, piP (x)) ≤ r + 2C (we used Remark 4.14). Suppose that this is not the
case and let y′ be as in the previous lemma. Consider a geodesic γ′ = [y, y′].
PROJECTIONS AND RELATIVE HYPERBOLICITY 25
By d(y, piP (y)) ≤ r+C, d(y′, piP (y′)) ≤ 2r+7C (because of Remark 4.14),
Lemma 4.15−(1) with k = 2 (recall that r ≥ 2C and notice that γ′∩Nr(P ) =
{y}), we have
d(y, y′) ≤ d(y, piP (y))+d(piP (y), piP (y′))+d(piP (y′), y′) ≤ 3r+8C+d(y, y′)/2.
So, d(y, y′) ≤ 6r+ 16C and d(y, piP (x)) ≤ d(y, y′) +d(y′, piP (x)) ≤ 8r+ 22C.

Corollary 4.20. Consider a geodesic γ from x to y and some P ∈ P such
that γ ∩ Nr(P ) = {y}, for some r ≥ 2C. Then l(γ) ≤ d(x, P ) + 8r + 23C
and piP (γ) ⊆ B8r+30C(piP (x)).
Proof. Using the previous lemma, l(γ) = d(x, y) ≤ d(x, piP (x))+d(piP (x), y) ≤
d(x, P ) + C + (8r + 22C). The second part is an easy consequence of this
fact, using (AP2) and Lemma 4.15−(2). 
Corollary 4.21. Let γ be a geodesic from x1 to x2. Then diam(γ∩Nr(P )) ≤
d(piP (x1), piP (x2)) + 18r + 62C for each r ≥ 2C and P ∈ P.
Proof. Let x′1, x′2 be the first and last point in γ∩Nr(P ). By Corollary 4.20,
we have d(piP (xi), piP (x
′
i)) ≤ 8r + 30C. So, d(piP (x1), piP (x2)) ≥ d(x′1, x′2)−
2(8r + 30C) − 2(r + C) = d(x′1, x′2) − 18r − 62C. As d(x′1, x′2) = diam(γ ∩
Nr(P )), this is what we wanted. 
We will consider the following coarse analogs of properties (P ′1) and
(P ′2).
(AP ′1) There exists C ≥ 0 such that for each z ∈ X, d(z, piP (z)) ≤
d(z, P ) + C.
(AP ′2) There exists C ≥ 0 with the property that for each z1, z2 ∈ X
such that d(piP (z1), piP (z2)) ≥ C, we have
d(z1, z2) ≥ d(z1, piP (z1)) + d(piP (z1), piP (z2)) + d(piP (z2), z2)− C.
Now, let us prove the equivalent of Lemma 3.18 for almost-projections.
Lemma 4.22. (AP1) + (AP2) ⇐⇒ (AP ′1) + (AP ′2).
Definition 4.23. We will say that C is a projection constant if properties
(AP1), (AP2), (AP ′1), (AP ′2) hold with constant C.
Proof. ⇐: Fix C large enough so that (AP ′1), (AP ′2) hold. Property (AP1)
is not trivial only if d(piP (z), z) is large, and in this case it follows from
(AP ′2) setting z1 = z and z2 = r and keeping into account d(piP (r), r) ≤
C. Let us show property (AP2). Note that d(piP (z), piP (z
′)) > C implies
d(z, z′) > d(z, P )− 2C. We want to exploit this fact. Set d = d(z, P ). Note
that if z′ ∈ B(z, d), then there exists z′′ ∈ Bd−2C such that d(z′, z′′) ≤ 2C
and one of of the following 2 cases holds:
• z′ ∈ N6C(P ), or
• d(z′′, P ) ≥ 4C.
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In the first case either d(piP (z
′), piP (z′′)) < C or
d(z′, piP (z′)) + d(piP (z′), piP (z′′)) + d(piP (z′′), z′′)− C ≤ d(z′, z′′) ≤ 2C,
and so d(piP (z
′), piP (z′′)) ≤ 3C. In the second case d(z′, z′′) ≤ d(z′, P )− 2C,
and so d(piP (z
′), piP (z′′)) ≤ C.
These considerations yield diam (piP (Bd(x))) ≤ 4C.
⇒: We already remarked that (AP ′1) holds. Let C > 0 be large enough
so that (AP1) and (AP2) hold. We will prove the following, which implies
(AP ′2) setting c = 0 and which will be useful later.
Lemma 4.24. If d(piP (z1), piP (z2)) ≥ 8C + 8c + 1, for some c ≥ 0 and
P ∈ P, then any (1, c)−quasi-geodesic γ from z1 to z2 intersects N2C(P )
and B10C+5c(piP (zi)).
Proof. Once we show that γ ∩ N2C(P ) 6= ∅, we can apply Lemma 4.18 to
obtain B10C+5c(piP (zi)) ∩ γ 6= ∅
Set di = d(zi, P ). We have that Bd1(z1) ∩ Bd2(z2) = ∅, for otherwise
we would have d(piP (z1), piP (z2)) ≤ 2C. Let xi be a point on γ such that
di − 2c ≤ d(xi, zi) ≤ di. Suppose by contradiction that [x1, x2] ∩N2C(P ) =
∅. Then d(piP (x1), piP (x2)) ≤ d(x1, x2)/2 + C by Lemma 4.15−(1), and in
particular d(x1, x2)/2 ≥ 5C + 8c + 1 (notice that d(piP (x1), piP (zi)) ≤ C).
So,
d(z1, z2) ≤ d(z1, piP (z1)) + d(piP (z1), piP (x1)) + d(piP (x1), piP (x2))+
d(piP (x2), piP (z2)) + d(piP (z2), z2) ≤
(d(z1, P ) + C) + C + (d(x1, x2)/2 + C) + C + (d(z2, P ) + C) ≤
d(z1, x1) + d(x1, x2) + d(x2, z2) + 5C + 4c− d(x1, x2)/2 ≤
(d(z1, z2) + 4c) + 5C + 4c− d(x1, x2)/2 < d(z1, z2),
a contradiction. Therefore [x1, x2] ∩ N2C(P ) 6= ∅ and in particular γ ∩
N2C(P ) 6= ∅, as required. 

Definition 4.25. A (1, c)−quasi-geodesic triangle ∆ is P−−almost-transverse
with constants K,D if, for each P ∈ P and each side γ of ∆, diam(NK(P )∩
γ) ≤ D.
P is asymptotically transverse-free if there exist λ, σ such that for each
D ≥ 1, K ≥ σ the following holds. If ∆ is a geodesic triangle which is
P−almost-transverse with constants K,D, then ∆ is λD−thin.
The definition of being asymptotically transverse-free only involves ge-
odesic triangles. But, as we will see, if there exists an almost-projection
system for P, then we can deduce something about (1, c)−quasi-geodesic
triangles as well.
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Definition 4.26. P is strongly asymptotically transverse-free if there exist
λ, σ such that for each c,D ≥ 1, K ≥ σc the following holds. If ∆ is a
(1, c)−quasi-geodesic triangle which is P−almost-transverse with constants
K,D, then ∆ is λ(D + c)−thin.
Lemma 4.27. If P is asymptotically transverse-free and there exists an
almost-projection system for P, then P is strongly asymptotically transverse-
free.
Proof. Let C be a projection constant for P and let λ0, σ0 be the constants
such that P is asymptotically transverse-free with those constants. We will
show that P is strongly asymptotically transverse-free for σ = 10C + 5.
Let ∆ be a (1, c)−quasi-geodesic triangle, for c ≥ 1, which is P−almost-
transverse with constants K ≥ σc,D ≥ 1, and let {γi} be its sides.
Consider x, y ∈ γi. We want to prove that any geodesic γ from x to
y is P−almost-transverse with “well-behaved” constants. Let us start by
proving that d(piP (x), piP (y)) ≤ D + 20C + 10c+ 1 for each P ∈ P. In fact,
if that was not the case, by Lemma 4.24 we would have that γi intersects
B10C+5c(piP (x)), B10C+5c(piP (x)), so diam(γi ∩ N10C+5c(P )) ≥ D + 1 (a
contradiction as σc ≥ 10C + 5c). By Corollary 4.21 (we can assume σ0 ≥
2C), we have diam(γ∩Nσ0(P )) ≤ D+18σ0 +82C+10c+1 for each P ∈ P.
By the fact that P is asymptotically transverse-free, we obtain that each
geodesic triangle whose vertices lie on γi is λ
′−thin, for λ′ = λ0(D+ 18σ0 +
82C+10c+1). This is all that is needed to apply verbatim the proof of [BH,
Theorem III.H.1.7] (which roughly states that in a hyperbolic space quasi-
geodesics are at finite Hausdorff distance from geodesics). The constants
appearing in the proof are explicitly determined in terms of the hyperbolicity
constant δ (λ′ plays the role of δ) and the quasi-geodesics constants λ,  (in
our case λ = 1,  = c), and one can easily check that the bound on the
Hausdorff distance can be chosen to be linear in δ+, when fixing λ = 1 (and,
say, for δ,  ≥ 1). One can also obtain this remark by a scaling argument.
Hence, each side of ∆ is at Hausdorff distance bounded linearly in (D+c)
from the sides of a triangle whose thinness constant is linear in (D + c), so
we are done. 
Theorem 4.28. X is asymptotically tree-graded with gaps with respect to P
if and only if P is asymptotically transverse-free and there exists an almost-
projection system for P. If ⋃P∈P P is k−dense in X for some k ≥ 0, then
the same is true removing “with gaps”.
Proof. ⇐: Consider an asymptotic cone Y = C(X, p, ν) of X and consider
the collection P ′ of the sets induced by elements of ∗P in Y . It is quite
clear that elements of P ′ are geodesic (and that they cover Y if the further
assumption is made). Also, it is very easy to see that an almost-projection
system for P induces a projection system for P ′.
Let us prove that P ′ is transverse-free. Consider a geodesic triangle ∆ in
Y . We would like to say that it is induced by a ∗geodesic triangle in ∗X.
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This is not the case, but, as shown in the following lemma, it is not too far
from being true.
Lemma 4.29. Any geodesic γ : [0, l] → Y is induced by some internal
(1, ρν)−quasi-geodesic in ∗X, where ρ 1.
Proof. For each q ∈ S = {l}∪(Q∩[0, l]) choose some xq ∈ ∗X which projects
on γ(q). We can choose an infinitesimal ξ such that (|q2 − q1| − ξ)ν ≤
d(xq1 , xq2) ≤ (|q2 − q1| + ξ)ν for each q1, q2 ∈ S. Let Q ⊆ S be a finite
set. We want to show that there exists an infinitesimal ρQ and an internal
(1, ρQν)−quasi-geodesic δQ : [0, lν]→ ∗X which contains each xq for q ∈ Q.
Set Q = {q0, . . . , qn}, where qi < qj ⇐⇒ i < j. Suppose, for convenience,
q0 = 0 and qn = l. Let δQ be the concatenation of
∗geodesics (suitably
reparametrized) δk : [qkν, qk+1ν] → ∗X. We have, for x ∈ [qiν, qi+1ν],
y ∈ [qjν, qj+1ν], for some i < j,
d(δ(x), δ(y)) ≤ (qi+1ν − x) + d(xqi+1 , xqj ) + (y − qjν) ≤
(qi+1ν − x) + (qj − qi+1 + ξ)ν + (y − qjν) = (y − x) + ξν.
Also, clearly l(δ|[qiν,qj+1ν]) ≤ (qj+1−qi)ν+(j+1− i)ξν ≤ (qj+1−qi)ν+nξν.
Therefore,
l(δ|[qiν,x])+l(δ|[x,y])+l(δ|[y,qj+1ν]) = l(δ|[qiν,qj+1ν]) ≤ d(xqi , xqj+1)+(n+1)ξν ≤
d(xqi , δ(x)) + d(δ(x), δ(y)) + d(δ(y), xqj+1) + (n+ 1)ξν.
As l(δ|[qi,x]) ≥ d(xqi , δ(x)) and l(δ|[y,xqj+1 ]) ≥ d(δ(y), xqj+1), we conclude
that
d(δ(x), δ(y)) ≥ l(δ|[x,y])− nξν.
Finally, l(δ|[x,y]) ≥ (qi+1ν − x) + (qj − qi+1)ν + (y− qjν) = y− x. Therefore
d(δ(x), δ(y)) ≥ (y − x)− (n+ 1)ξν.
The case j < i is analogous and the case i = j is even easier to handle,
so we have that δ is an internal (1, ρQν)−quasi-geodesic for ρQ = (n+ 1)ξ.
Using ℵ0−saturation we get that for any infinitesimal ρ such that ρ ≥ ρQ
for each Q as above, the set of internal (1, ρν)−quasi-geodesics from x0 to xl
containing xq for each q ∈ S is non-empty. Such an internal quasi-geodesics
clearly induces γ. 
Using this lemma, we obtain that ∆, the geodesic triangle we are con-
sidering, is induced by some (1, ρν)−quasi-geodesic triangle ∆ˆ in ∗X. If
∆ is P ′−transverse, for each K ∈ o(ν) there exists D ∈ o(ν) such that ∆ˆ
is P−almost-transverse with constants K,D. We will now use that P is
strongly asymptotically transverse-free, with constants, say, λ and σ. In
particular we can choose K = σρν (so K ∈ o(ν)), and we obtain that ∆ˆ
is κ−thin, where κ = λ(D + ρν) ∈ o(ν). This implies that ∆ is a tripod.
This proves that P ′ is transverse-free. We proved that both conditions of
Theorem 3.20 are satisfied for Y and P ′, therefore Y is tree-graded with
gaps with respect to P ′. As Y was any asymptotic cone of X, the proof is
complete.
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⇒: For each P ∈ P, define piP in such a way that for each x ∈ X we
have d(piP (x), x) ≤ d(x, P ) + 1. This definition is just slightly different from
Definition 4.9 in [DS1]. Property (AP
′1) is obvious.
The following lemma clearly implies (AP ′2).
Lemma 4.30. There exists L such that for each x, y ∈ X, P ∈ P, if
d(piP (x), piP (y)) ≥ L, then any geodesic from x to y intersects BL(piP (y))
and BL(piP (y)).
Proof. Suppose that the statement is false. Then there exists some infi-
nite ν, x, y ∈ ∗X, a ∗geodesic γˆ connecting them and P ∈ ∗P such that
d(piP (x), piP (y)) = ν, and d(γˆ, piP (x)) ≥ ν or d(γˆ, piP (y)) ≥ ν. Consider
Y = C(X,piP (x), ν). Let αˆ be a
∗geodesic from x to piP (x) and let α be the
induced geodesic in Y . Define similarly βˆ from y to piP (y) and β. We have
that α and β intersect the piece Q induced by P only in one endpoint. In
fact, if, say, α ∩Q was a non-trivial subpath, we could find a point p on αˆ
such that d(p, piP (x)) ≡ ν, but d(p, P ) ∈ o(ν). Therefore we would have
d(x, P ) ≤ d(x, p)+d(p, P ) = d(x, piP (x))−d(p, piP (x))+d(p, P ) < d(x, piP (x))−1,
in contradiction with d(x, piP (x)) ≤ d(x, P )+1, which is required by the def-
inition of piP . So, it is easily seen that α, β and δ, a geodesic in Y induced by
a ∗geodesic from piP (x) to piP (y), satisfy the hypotheses of Corollary 4.12.
Applying that corollary, we have d(γˆ, piP (x)), d(γˆ, piP (y)) ∈ o(ν), in contra-
diction with d(γˆ, piP (x)) ≥ ν or d(γˆ, piP (y)) ≥ ν.

Let us prove (AP3) (we will use the lemma once again). Let B be a
uniform bound on the diameters of NH(P ) ∩ NH(Q) for P 6= Q ∈ P (see
Lemma 4.4), where H = max{tM,L} for t as in Lemma 4.7. Fix P,Q ∈ P,
P 6= Q. Suppose that there exist x, y ∈ Q such that d(piP (x), piP (y)) ≥
2L+B+ 1. Consider a geodesic [x, y]. It is contained in NtM (Q). Consider
points x′, y′ on [x, y] such that d(x′, piP (x)) ≤ L, d(y′, piP (y)) ≤ L. Then
d(x′, y′) ≥ d(piP (x), piP (y)) − 2L ≥ B + 1. This is in contradiction with
diam(NH(P ) ∩NH(Q)) ≤ B.
These considerations readily imply (AP3).
We are left to show that P is asymptotically transverse-free. We will
use Lemma 4.5. Consider σ ≥ M , for M as in that lemma. Suppose that
there is no λ such that P satisfies the definition of being asymptotically
transverse-free with the given σ. Then we can find an infinite ν, a geodesic
triangle which is ∗P−almost-transverse with constants K,D (D ≥ 1, K ≥
M , possibly infinite) such that its optimal thinness constant is τ = νD.
Therefore, if γi, i = 0, 1, 2, are the sides of ∆, we have γi ⊆ Nτ (γi−1 ∪ γi+1)
and there exists y in, say, γ0 such that d(y, γ1), d(y, γ2) = τ . Consider
Y = C(X, y, τ). We want to show that each γi induces a geodesic δi in
Y contained in a transversal tree. In fact, suppose that the piece induced
by P ∈ P intersects δi in a non-trivial subgeodesic δ. We have that on γi
between each p, q ∈ γi such that [p], [q] ∈ δ and [p] 6= [q] there exists a point
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x ∈ NM (P ). This implies that d = diam(γi ∩NM (P )) ≡ τ , and so d  D,
in contradiction with our ∗P−almost-transversality assumption on ∆.
So, we have that the γi either induce a geodesic triangle contained in a
transversal tree which is not a tripod, which is impossible, or we else 2 rays
at finite but positive Hausdorff distance contained in transversal trees can
easily be found (considering a few cases), which is also impossible.
The proof by contradiction is complete. 
We wish to substitute property (AP2) with a weaker property, which will
be easier to prove. Define the following property (see Lemma 4.11 in [DS1]):
(APw2) there exists f : R≥0 → R≥0 with limx→+∞ f(x)/x = 0 such that,
for each x ∈ X and P ∈ P, diam(piP (Bd/2(x)) ≤ f(d), where d = d(x, P ).
The following proposition follows easily from the fact that (APw2) is
clearly weaker than (AP2) and from the proof of the theorem above.
Proposition 4.31. X is asymptotically tree-graded with gaps with respect
to P if and only if P is asymptotically transverse-free and there exists a
family of maps {piP }P∈P satisfying (AP1), (APw2) and (AP3). If
⋃
P∈P P
is k−dense in X for some k ≥ 0, then the same is true removing “with
gaps”.
4.3. Saturations and projections. For future purposes, we introduce
projections on saturations of geodesics. Let X be an asymptotically tree-
graded space with respect to P.
Let M be as in Lemma 4.5.
Definition 4.32. Let γ be a geodesic. For L ≥M,D ≥ 0 the (L,D)−satu-
ration of γ, denoted by SatL,D(γ) is the union of γ and of all P ∈ P such
that either
• diam(NL(P ) ∩ γ) ≥ D, or
• an endpoint of γ is contained in NL(P ).
Also, let SatL,Ds (γ) (resp. Sat
L,D
f (γ)) be the set defined substituting the
second bullet with “the starting (resp. final) point of γ is contained in
NL(P )” for γ containing more than one point, and let us set the convention
SatL,Ds (γ) = γ (resp. Sat
L,D
f (γ) = γ) otherwise. Let Sat
L,D
s (γ) = γ S(L,D)
be the family of all the (L,D)−saturations.
In [DS1] saturations are defined in another (simpler) way, that is Sat
L(γ)
is defined as the union of γ and of all P ∈ P such that γ ∩NL(P ) 6= ∅. We
will refer to SatL(γ) as the full saturation of γ.
We will refer to the subsets of the asymptotic cones of X induced by some
P ∈ ∗P as canonical pieces.
Lemma 4.33. For L ≥ M,D ≥ 0 finite, each element S = SatL,D(γ) of
∗S(L,D) induces in each asymptotic cone of X either
(1) the empty set,
(2) a canonical piece, or
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(3) the union of the geodesic γˆ induced by γ and of a collection A of
canonical pieces intersecting γˆ such that if a canonical piece P in-
tersects γˆ in at least 2 points, then P ∈ A. The pieces in A are
induced by elements P ∈ ∗P such that diam(γ ∩NL(P )) ≥ D.
Proof. This follows from [DS1, Lemma 4.21], where this very same classifi-
cation is given for the sets induced by full saturations. In fact
• if the full saturation S′ of γ induces the empty set, then so does S,
• if S′ induces a piece, then S either induces the same piece or it
induces the empty set
• if S′ induces a set as in case (3), for some collection of pieces A′,
then so does S, and the collection of pieces A is obtained from A′ by
possibly removing some of the pieces which intersect γˆ only in one
point (see Remark 4.6).

Corollary 4.34. The set induced by a saturation (with L ≥ M) in each
asymptotic cone of X is a piece in some tree-graded structure such that the
other pieces are canonical pieces.
Proof. This follows from the lemma and from [DS1, Lemma 2.23]. 
A consequence of this (or more precisely of the detailed description of the
sets induced by the saturation) is the following:
Corollary 4.35. For each k, L,D there exists B such that
diam(Nk(Sat
L,D(γ)) ∩Nk(P )) ≤ B
for each γ and each P ∈ P such that P * SatL,D(γ).
Proof. We can argue as in the proof of Lemma 4.4. 
If S = SatL,D(γ), we will denote by piS a function such that d(p, piS(p)) ≤
d(p, S) + 1. Such piS will be called projection on S.
The proof of property (AP ′2) in a space Z asymptotically tree-graded
with respect to Q only makes use of Corollary 4.12 and of the the fact
that for each P ∈ ∗Q and x ∈ Z, the geodesic induced in any asymptotic
cone induced by the ∗geodesic connecting x to piP (x) concatenate well with
any geodesic contained in the set induced by P . An easy consequence of
Corollary 4.34 (see also the first part of the proof of Lemma 4.30) is that
this last fact is still true when P is a ∗saturation. In particular:
Proposition 4.36. There exists a projection constant C for {piS}S∈S(L,D).
Proof. By the argument above, for each S ∈ ∗S(L,D) there exists a finite
constant C(S) such that piS has property (AP
′2) with constant C(S). As
C(S) is finite for each S, there exists an upper bound for all the C(S)’s.
We can get a constant satisfying all other properties as well by the equiv-
alence of (AP1), (AP2) and (AP ′1), (AP ′2). 
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Lemma 4.37. Consider some P ∈ P and let γ be a geodesic connecting x
to piP (x). Then, for each k ≥ 0, a path λ connecting x to P and contained
in Nk(Sat
L,D(γ)) intersects Br(piP (x)), for r = 2k + L+ 19C + 2. What is
more, if p ∈ λ and
(1) d(p, P ) ≤ k,
(2) either d(p, γ) ≤ k + 1/2 or d(p, P ′) ≤ k + 1/2 for some P ′ ⊆
SatL,D(γ), P ′ 6= P ,
then p ∈ Br(piP (x)).
Proof. Note that we can find on λ a point p as in the statement (just consider
the first point in Nk(P )).
Suppose that d(p, P ′) ≤ k holds (the other case being easier to handle)
and let p′ ∈ P ′ be such that d(p, p′) ≤ k + 1. Applying Lemma 4.15 (twice,
keeping into account that d(γ, P ′) ≤ L) and Lemma 4.17 we get
d(piP (p), piP (x)) ≤ d(piP (p), piP (p′))+diam(piP (P ′))+(L+1+6C)+diam(piP (γ)) ≤
(k + 1 + 6C) + C + (L+ 1 + 6C) + 6C = k + L+ 19C + 2.
Also, d(p, piP (p)) ≤ k + C, so d(p, piP (x)) ≤ 2k + L+ 19C + 2. 
We will need to bound the intersection of neighborhoods of certain satu-
rations. The following result will suffice for our purposes.
Lemma 4.38. Set Sat = SatL,D. There exists B = B(E,L,D, k) with
the following property. Let γ be a geodesic and let γ1, γ2 be 2 subgeodesics
such that their intersection γ′ has diameter at most E. Suppose that there
is no piece P such that P ⊆ Sat(γ1) ∩ Sat(γ2). Then diam(Nk(Sat(γ1)) ∩
Nk(Sat(γ1))) ≤ B.
Proof. Let γ be any ∗geodesic and let γ1, γ2 be 2 sub- ∗geodesics such that
their intersection γ′ has diameter at most E.
By the trichotomy given by Lemma 4.33, and using [DS1, Lemma 2.23],
we easily deduce that in each asymptotic cone of X there exists a tree-graded
structure containing the sets induced by both Sat(γ1) and Sat(γ2). This is
enough to repeat the proof of Lemma 4.4. 
Now, we wish to study paths contained in a neighborhood of certain
saturations with carefully chosen constants.
Let C be a projection constant for {piP }P∈P and let t be as in Lemma 4.7.
Consider µ ≥ 2C, ρ ≥ 2tC and some D large enough so that, for each
P, P ′ ∈ P, diam(Ntµ(P ), Ntµ(P ′)) ≥ D/3 implies P = P ′ (see Lemma 4.4).
Also, suppose D > 6(32µ+ 2tµ+ 126C). Set K = max{D+ 76C, 2(µ+ ρ+
D/2 + 64C + 2) + 1}.
Convention 4.39. From now on we will fix constants as above. Let us set
Sat = Satµ,D, and similarly for Sats, Satf .
Lemma 4.40. Let γ be a geodesic connecting x1 to x2. Suppose that, for
some P ∈ P, we have d(piP (x1), piP (x2)) ≥ K. Then any path λ connecting
x1 to x2 and contained in Nρ(Sat(γ)) intersects
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(1) Nk(P ), for k = ρ+ 2tC.
(2) Br(piP (xi)), for r = µ+ ρ+D/2 + k + 65C + 2.
Moreover, there exist an initial subgeodesic γ1 and a final subgeodesic γ2 of
γ such that, for S1 = Sats(γ1), S2 = Satf (γ2), we have Nρ(S1)∩Nρ(S2) = ∅
and ∅ 6= Nρ(Si) ∩Nk(P ) ⊆ Br(piP (xi)).
Proof. First of all, γ ∩ N2C(P ) 6= ∅ by Lemma 4.24. Let γ′1 (resp. γ′2),
be the initial (resp. final) subgeodesic of γ connecting x1 to the first
point p′1 in γ ∩ N2C(P ) (resp. the last point p′2 in γ ∩ N2C(P ) to x2).
Let γ′′ be the subgeodesic of γ connecting p′1 to p′2. By Lemma 4.19,
d(p′1, piP (x1)), d(p′2, piP (x2)) ≤ 38C, so l(γ′′) ≥ D because d(piP (x1), piP (x2)) ≥
D + 76C. Also, notice that γ′′ ⊆ N2tC(P ) ⊆ Nρ(P ) (in particular, P ⊆
Sat(γ)). Let γ1 (resp. γ2), be the initial (resp. final) subgeodesic of γ of
length l(γ′1) + D/2 (resp. l(γ′2) + D/2), and let p1 (resp. p2) be its ending
point (resp. starting point). Finally, let qi be the point between xi and p
′
i
such that d(xi, qi) = max{d(xi, p′i) −D/2, 0} and let γ′ be the subgeodesic
of γ connecting q1 to q2.
We wish to prove that Sat(γ) = Sats(γ1) ∪ P ∪ γ′ ∪ Satf (γ2). Note
that, setting Sats(γ1) = S1, Satf (γ2) = S2 and S = Sat(γ), this yields
Nρ(S) ⊆ Nρ(S1) ∪Nk(P ) ∪Nρ(S2), for k = ρ+ 2tC
Set X = S1 ∪ P ∪ γ′ ∪ S2. We need to prove S ⊆ X, the other inclusion
being clear. Clearly, γ ⊆ X. Also, each P ∈ P such that an endpoint of
γ is in Nµ(P ) is contained in X as well. So, consider P
′ ∈ P such that
diam(Nµ(P
′)∩ γ) ≥ D. It is easily seen that either diam(Nµ(P ′)∩ γi) ≥ D
(and in that case P ′ ⊆ Si, what we wanted) or diam(Nµ(P ′) ∩ γ′) ≥ D. In
the last case, we have diam(Ntµ(P
′) ∩ Ntµ(P )) ≥ D/2 (as γ′′ ⊆ Ntµ(P )),
and so P ′ = P ⊆ X as required, by our choice of D.
We finally obtained Nρ(S) ⊆ Nρ(S1)∪Nk(P )∪Nρ(S2). We have that the
starting point of λ is in Nρ(S1) and its final point is in Nρ(S2). To prove
(1) it is therefore enough to prove Nρ(S1) ∩Nρ(S2) = ∅. We will show that
piP (Nρ(S1)) ∩ piP (Nρ(S2)) = ∅, which clearly implies it.
First of all, let us show that P * Si. Let us do this for i = 1. If x1 ∈
Nµ(P ) then it is easily shown that d(x1, p
′
1) ≤ d(x1, piP (x1))+d(piP (x1), p′1) is
less than D/2, and hence γ1 = Sats(γ1) consists of a single point. Therefore,
we need to estimate diam(Nµ(P ) ∩ γ1) = diam(A). Let r be the first point
of γ1 in A. By Lemma 4.19, we have d(r, piP (x1)) ≤ 8µ + 22C. Also,
d(p1, piP (x1)) ≤ D/2 + 38C and so diam(A) = d(r, p′1) ≤ D/2 + 8µ+ 60C <
D, which implies P * Si, as required.
Now, using Corollary 4.20 and Lemma 4.15, we get
piP (γ1) ⊆ B46C+(D/2+6C)(piP (x1)) .
This implies, using Lemma 4.15 (twice), (AP ′1) and P * S1, that if x ∈
piP (Nρ(S1)) then
d(x, piP (x1)) ≤ (ρ+ 1 + 6C) + C + (µ+ 1 + 6C)
+(D/2 + 52C) = µ+ ρ+D/2 + 64C + 2.
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A similar estimate holds also for γ2. As d(piP (x1), piP (x2)) > 2(µ+ρ+D/2+
64C + 2), we finally get piP (Nρ(S1)) ∩ piP (Nρ(S2)) = ∅, what we wanted.
To obtain (2), we want to provide a bound for the distance between a point
p ∈ γ such that p ∈ (Nk(P ) ∩ Nρ(Si)) = Yi and piP (x). Suppose p ∈ Yi.
Then, on one hand, d(piP (p), p) ≤ k + C. On the other, d(piP (p), piP (xi)) ≤
µ+ ρ+D/2 + 64C + 2. So, d(p, piP (xi)) ≤ µ+ ρ+D/2 + k + 65C + 2.

The following definition can be seen as a coarse version of [DS2, Definition
2.6]. We want to derive a coarse version of [DS2, Corollary 2.8], which
describes for each pair of points x, y in a tree-graded space a set of points
which any path from x to y must contain.
Definition 4.41. Let γ be a geodesic from x1 to x2. A point p ∈ X is a
k−coarse cut-point for γ if for each P ∈ P, P ⊆ Satµ,D(γ) we have either
d(piP (p), piP (x1)) ≤ k or d(piP (p), piP (x2)) ≤ k.
Lemma 4.42. Consider p, q ∈ X. If p is a k−coarse cut-point, then q is a
(k + d(p, q) + 6C)−coarse cut-point.
Proof. This is a straightforward application of Lemma 4.15. 
Lemma 4.43. For each P ∈ P, P ⊆ Satµ,D(γ), we have that piP (x1) (and
piP (x2) by symmetry) is a k
′−coarse cut-point, for k′ = 16µ+D/3 + 54C.
Proof. Let us just consider the case when diam(Nµ(P ) ∩ γ) ≥ D, as the
case x1 ∈ Nµ(P ) can be easily dealt with using the previous lemma. Set
q = piP (x1). By Lemma 4.19 the first point p ∈ γ in Nµ(P ) ∩ γ is such
that d(p, q) ≤ 8µ + 22C. Consider some P ′ ∈ P, P ′ ⊆ Satµ,D(γ) and
let x, y be the first and last point in Nµ(P
′) ∩ γ. We can assume P 6=
P ′. We claim that either d(p, x1) ≥ d(x1, y) − D/3 or d(p, x1) ≤ d(x1, x)
(roughly that p is not well in between x and y). In fact, if p was strictly
between x and y and d(p, x1) ≤ d(x1, y) − D/3, we would have that the
maximal subgeodesics γ1, γ2 of γ with endpoints in Nµ(P ), Nµ(P
′) would
intersect in a subgeodesic of length at least D/3. In particular, we would
have diam(Ntµ(P ) ∩Ntµ(P ′)) ≥ D/3, which implies P = P ′.
So, suppose that d(p, x1) ≥ d(x1, y) − D/3 (the other case is easier).
Considering the final subgeodesic of γ starting at y or p, whichever comes
first, and applying Lemma 4.20 and Lemma 4.15 we get
d(piP ′(x2), piP ′(p)) ≤ (8µ+ 30C) + (D/3 + 6C).
So, by the Lemma 4.15 we get d(piP ′(q), piP ′(x2)) ≤ d(piP ′(q), piP ′(p)) +
d(piP ′(p), piP ′(x2)) ≤ (8µ+ 22C+ 6C) + (8µ+D/3 + 36C), that is, as P ′ was
generic, that q is a k′−coarse cut-point. 
Corollary 4.44. For each p ∈ X and P ∈ P, P ⊆ Satµ,D(γ), we have that
p is a k−coarse cut-point for k = k′+ 6C+ min{d(p, piP (x1)), d(p, piP (x2))}.
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Corollary 4.45. For each P ∈ P, P ⊆ Satµ,D(γ), there exist points qi ∈ γ
which are (k′ + 8µ + 28C)−coarse cut-points and such that d(qi, piP (xi)) ≤
8µ+ 22C.
Proof. It is enough to use Lemma 4.19 in combination with the previous
corollary.

Lemma 4.46. Let k > 8µ + 30C. For any p ∈ γ which is not a k−coarse
cut-point and any P ∈ P, P ⊆ Satµ,D(γ) such that d(piP (p), piP (xi)) > k,
the point p is contained in Ntµ(P ).
Proof. As p is not a k−coarse cut-point there exists P ∈ P, P ⊆ Satµ,D(γ)
such that d(piP (p), piP (xi)) > k. If x, y are the first and last point in Nµ(P ),
by Corollary 4.20 we have that p must lie between x and y, so p ∈ Ntµ(P )
by Lemma 4.7. 
Definition 4.47. If λ is a path and γ is a geodesic, denote by Cutpγ(λ, k)
the set of of points on λ which are k−coarse cut-point for γ.
Convention 4.48. When dealing with Cutp’s, k will always be such that
k′ + 8µ+ 28C ≤ k < D/2− (2tµ+ 16µ+ 72C). In view of our choice of D
and of the value of k′, there exists such k.
Lemma 4.49. For each r and each large enough l there exists R = R(X, l, r)
with the following property. Let γ be a geodesic from x1 to x2 and let λ
be a path with endpoints y1, y2 such that there exist Pi with xi, yi ∈ Pi.
Also, suppose that λ ⊆ Nr(Sat(γ)). Then the Hausdorff distance between
Cutpγ(γ, k) and Cutpγ(λ, l) is bounded by K.
Proof. Set S = Satµ,D(γ). Consider p ∈ Cutpγ(λ, l) and suppose that
d(p, P ) ≤ r, for P ⊆ S, P ∈ P. We can assume that d(p, piP (x1)) ≤ l+r+C.
As γ intersects Nµ(P ), by Corollary 4.44 we get d(p, Cutpγ(γ, k)) ≤ (l+ r+
C) + (8µ+ 22C) (recalling that k ≥ k′ + 8µ+ 28C).
Suppose instead that d(p, q) ≤ r for some q ∈ γ. If q is a k−coarse cut-
point, we are done. Otherwise, we want to find a point in Cutpγ(γ, k) close
to q. Note that q is a (l+ r+ 6C)−coarse cut-point. Assuming that it is not
a k−coarse cut-point, we can find, using the previous lemma, P ∈ P, P ⊆ S
such that q ∈ Ntµ(P ). Using that q is a (l + r + 6C)−coarse cut-point and
Corollary 4.44 we get, for some i,
d(q, Cutpγ(γ, k)) ≤ d(q, piP (q))+d(piP (q), piP (xi))+d(piP (xi), Cutpγ(γ, k)) ≤
(tµ+ C) + (l + r + 6C) + (8µ+ 22C),
so d(p, Cutpγ(γ, k)) ≤ tµ+ 8µ+ r + l + 29C.
Now, consider p ∈ Cutpγ(γ, k). We can assume d(p, xi) ≥ D/2. Consider
subgeodesics γ1, γ2 of γ whose intersection is the subgeodesic γ
′ of γ of
length D whose middle point is p.
Let S1 = Sat
µ,D
s (γ1), S2 = Sat
µ,D
s (γ2). Clearly, S ⊆ S1 ∪ S2 and so
Nk(S) ⊆ Nk(S1) ∪Nk(S2). Suppose that there is no P ∈ P such that P ⊆
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S1 ∩ S2. Then we can use Lemma 4.38 to obtain diam(Nr(S1) ∩Nr(S2)) =
diam(A) ≤ B. As λ connects a point in Nr(S1) to a point in Nr(S2), it
intersects A. As p ∈ A, we have d(p, q) ≤ B for some q ∈ λ. Note that q is
a (k +B + 6C)−coarse cut-point.
We are left show that there is no P ⊆ S1 ∩ S2. Suppose by contradiction
that there exists such P . Let x′1 and x′2 be the first and last point in γ∩Nµ(P )
and let γ′′ be the subgeodesic of γ connecting them. We have γ′ ⊆ γ′′. In
particular, γ′ ⊆ Ntµ(P ) and d(p, x′i) ≥ D/2. Therefore, d(piP (p), piP (xi)) ≥
D/2−2(tµ+6C)−2(8µ+30C) > k (we used Corollary 4.20), in contradiction
with p being a k−coarse cut-point.

5. Horoballs complements and trees of spaces
In this section we will assume familiarity with the notions of horoball and
horosphere, exposed in [BH, pagg. 267-274].
Convention 5.1. Throughout the section H will denote a simply connected
complete Riemannian manifold of pinched negative curvature. Also, X will
denote the complement of a family of disjoint open horoballs in H. Without
loss of generality, we can assume that they are based at different points of
∂H). We will denote by H the family of the corresponding horospheres.
For example, H and X can be, respectively, the universal cover of a finite
volume (complete, connected) manifold of pinched negative curvature M
and the universal cover of the manifold obtained from M by truncating its
cusps.
The main result in this section is the following.
Theorem 5.2. X is asymptotically tree-graded with gaps with respect to H.
We will prove the theorem using the characterization of being asymptot-
ically tree-graded with gaps as stated in Proposition 4.31.
The theorem has the following well-known corollary:
Corollary 5.3. If M is as above then pi1(M) is hyperbolic relative to its
cusp subgroups.
Proof. If H and X are as described above, we have that X is quasi-isometric
to pi1(M) through a quasi-isometry which maps the family of the left cosets
of cusp subgroups to an equivariant family of horospheres H. 
5.1. Riemannian geometry lemmas. This subsection is dedicated to the
Riemannian geometry lemmas we will need. Assume that the curvature of
H is pinched between −b2 and −a2 (a > 0).
The following lemma is an application of Proposition 3.9.11 in [Kl] (see
also Proposition 4.1 in [Fa], where we borrow the notation from).
Lemma 5.4. Let γ(t) be a geodesic line in H and let β : [0, τ ] → H be a
curve in H from β(0) = p to β(τ) = q. Suppose that d(p, γ) = d(q, γ) = K
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and that d(β(t), γ) ≥ K for each t ∈ [0, τ ]. Let p′ and q′ be the projections
of p and q respectively on γ. Then
dH(p
′, q′) ≤ l(β)e−aK .
The consequence we will actually need is:
Corollary 5.5. Let γ be a geodesic line in H and β : [0, τ ]→ H be a curve
such that d(β(t), γ) ≥ K ≥ 2/(3a) log(2) for each t ∈ [0, τ ]. Set p = β(0)
and q = β(τ). Let p′ and q′ be the projections of p and q respectively on γ.
Then
dH(p
′, q′) ≤ l(β)e−aK/2.
Proof. Set K ′ = d(β, γ) ≥ K. Let δ1 (resp. δ2) be the perpendicular from p
(resp. q) to γ. Let p′′ be the point on δ1 at distance K ′ from γ and define
similarly q′′ ∈ δ2. Let β′ be obtained by concatenating [p′′, p], β and [q, q′′].
Applying the above lemma to β′ we obtain
dH(p
′, q′) ≤ l(β′)e−aK′ = (l(β) + d(p′′, p) + d(q, q′′))e−aK′ ≤ l(β)2e−aK′ ,
as d(p, p′′) + d(q′′, q) ≤ l(β). In fact, if x ∈ β is such that d(x, γ) = K ′,
then d(p, p′′) +d(q, q′′) ≤ d(p, x) +d(x, p) ≤ l(β) (recall that p′′, q′′ lie on the
perpendiculars from p, q to γ). As K ′ ≥ K and log(2)−aK ≤ aK/2, we are
done.

Lemma 5.6. Let β be a path which does not intersect the horoball B bounded
by the horosphere S. Let µ be the projection on S of β. Then l(µ) ≤ l(β).
This has an interesting corollary.
Corollary 5.7. Each S ∈ H is geodesic in X.
Indeed, something stronger than Lemma 5.6 holds (see [HI, Proposition
4.1]), that is:
Lemma 5.8. Consider a curve γ which is not contained in the horoball
bounded by S and such that d(γ, S) ≥ k. Then l(piS(γ)) ≤ e−akl(γ).
This definition and the following lemma are taken from [Fa] (see Lemma
4.4 and the definition above).
Definition 5.9. Let S be a horosphere in H and γ a geodesic line which
does not intersect it. Let Tγ be the set of points s ∈ S such that there exists
t with the property that [s, γ(t)] ∩ S = {s}. The visual size of S is
vs(S) = sup
{γ:γ∩S=∅}
diam(Tγ).
Lemma 5.10. There exists D > 0 such that for each horosphere S we have
vs(S) ≤ D.
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Corollary 5.11. If γ is a geodesic from x ∈ H to s ∈ S, for some S ∈ H,
such that γ ∩ S = {s}, then d(s, piS(x)) ≤ D.
Proof. Let δ be a dH−geodesic line perpendicular to γ in x. Note that, as
d(·, B) is convex, when B is the horoball bounded by S, δ does not intersect
S. We have that s and piS(x) both belong to Tδ, and therefore by the lemma
d(piS(x), s) ≤ D.

Corollary 5.12. If γ is as in the previous corollary, diam(piS(γ)) ≤ 2D.
Proof. For each x1, x2 ∈ γ, d(s, piS(xi)) ≤ D, so d(piS(x1), piS(x2)) ≤ 2D.

We will also need the following property of projections (Proposition 4.3
in [Fa]):
Lemma 5.13. Let S and S′ be non-intersecting horospheres in H, based at
distinct points of ∂H. Then the diameter of piS(S
′) (measured in the metric
dS) is bounded by 4/a.
Putting together this lemma and Corollary 5.11, we obtain the following.
Lemma 5.14. Suppose that there exists a dH−geodesic δ from p ∈ S to
S′, for some non-intersecting horospheres S and S′ based at different points
of ∂H, which intersects S, S′ only in its endpoints. Then dS(p, piS(q)) ≤
4/a+D for each q ∈ S′.
We will have to compare distances on X with corresponding distances in
H. The next lemma, which is an application of Theorem 4.6 in [HI], will be
sufficient for our purposes.
Lemma 5.15. There exists an increasing unbounded function g : R≥0 →
R≥0 such that for each p, q ∈ X we have
dH(p, q) ≥ g(dX(p, q)).
The last lemma we need is
Lemma 5.16. There exists a function C : R≥0 → R≥0 with the following
property. Let γ be a dH−geodesic line and consider p ∈ γ. Suppose that p is
contained in the horoball bounded by the horosphere S and that d(p, S) ≤ x,
for some x ≥ 0. Then there exists q ∈ γ ∩ S such that dH(p, q) ≤ C(x).
Proof. Let S′ be the horosphere based at the same point of ∂H as S and
passing through p. By convexity of the Busemann functions, at least one
geodesic ray γ′ contained in γ starting from p is external to the horoball
bounded by S′. By Corollary 5.12, we have that the projection of γ′ on
S′ has diameter bounded by 2D. Consider a point q on γ′ at a distance
d(p, S)+2D from q. Then it is easily seen that d(S′, q) ≥ d(p, S) ≥ d(S, S′).
This implies that q is on S or external to the horoball bounded by S, so we
are done.

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5.2. Proof of Theorem 5.2. We will use the characterization of being
asymptotically tree graded with gaps provided by Proposition 4.31. Of
course, the functions piS for S ∈ H will be the closest point projections.
Note that if S1 6= S2 ∈ H are distinct, then they do not intersect and they
are based at different points of ∂H, therefore (AP3) immediately follows
from Lemma 5.13.
Let us now prove property (APw2). Consider x ∈ X, S ∈ H and set
d = d(x, S)/2. From Lemma 5.8 and Lemma 5.15, it follows that, for each
y ∈ BX(x, d), d(piS(x), piS(y)) ≤ de−ag(d). As g is unbounded, e−ag(d) → 0
for d→ +∞.
From now on we will have to analyze geodesics in X. As geodesics in H
are easier to study, we want to reduce to studying them.
If γ is any path in H, denote by Sat(γ) the union of γ ∩ X and of the
horospheres S ∈ H which intersect γ.
Lemma 5.17. Let β be a geodesic in X, and γ be the geodesic in H with
the same endpoints. There exists d, not depending on β, such that β ⊆
NXd (Sat(γ)).
From now on, d will be the constant appearing in this lemma.
Proof. Fix some K ≥ 2/(3a) log(2). Let β′ : [0, τ ] → X be a maximal
subgeodesic of β which lies outside NHK (Sat(γ)) and let p, q be its endpoints.
Denote by p′ and q′ the projections of p and q on γ. Let δ be the path in X
obtained in the following way:
• let γ′ be obtained as the concatenation of
(1) [p′′, p′], where p′′ is the last point on [p, p′] contained in X,
(2) the subgeodesic of γ with endpoints p′ and q′,
(3) [q′, q′′], where q′′ is defined similarly to p′′ ([p, p′] and [q′, q] are
the dH−geodesics with the corresponding endpoints).
• substitute maximal subpaths of γ′ which are contained in a horoball
bounded by some S ∈ H with a geodesic in S with the same end-
points.
It is clear the δ can be subdivided in subpaths δi in such a way that for
each i either the projection of δi on δ is contained in X or there exists S ∈ H
such that piS(δi) connects the two points in γ
′∩S. In the first case the length
of the projection of δi on γ is at most e
−aK/2l(δi) by Corollary 5.5. On the
other hand, in the second case the length of the projection of δi on S is at
most e−aK l(δi) ≤ e−aK/2l(δi) by Lemma 5.8.
So, it is readily seen that we have
l(β′) ≤ d(p, q) ≤ 2K + l(δ) ≤ 2K + l(β′)e−aK/2.
If we choose K large enough so that e−aK/2 ≤ 1/3, we have that
2/3l(β′) ≤ 2K + c,
and in particular l(β′) can be bounded by some L, which depends only on
H and X. Therefore, we have that β ⊆ NXd (Sat(γ)) for d = K + L/2.
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
The following lemma readily implies (AP1).
Lemma 5.18. There exists R with the following property. If β is a geodesic
in X from p ∈ X to s′ ∈ S, for some S ∈ H, then β ∩BX(piS(p), R) 6= ∅.
Proof. Consider β, p, s′, S as in the statement, and let γ be the geodesic in
H from p to s′. Let γ′ be the initial subgeodesic of γ such that γ′∩S = {s},
for some s ∈ S. Let S be the subset of Sat(γ) given by points on γ which
lie on γ′ or on a horosphere S′ ∈ H, S′ 6= S, which intersect γ′.
Suppose that we are able to find a bound R′ for the diameter of A =
NXd (S) ∩ NXd (S). Then, as β intersects A, s ∈ A and d(s, piS(x)) ≤ D (by
Corollary 5.11), we have d(piS(p), β) ≤ D +R′. Setting R = D +R′, we are
done.
We have to find R′. Let u, v be points in A, u′, v′ points in S closer than
d from u, v. Also, let u′′, v′′ be points on γ such that u′, u′′ and v′, v′′ lie on
the same horosphere of H, or u′′ = u′ (resp. v′′ = v′) in case u′ ∈ γ (resp.
v′ ∈ γ). Keeping into account Lemma 5.6, Lemma 5.13 and Corollary 5.12,
we have
d(u, v) ≤ d(u, piS(u))+d(piS(u), piS(u′))+d(piS(u′), piS(u′′))+d(piS(u′′), piS(v′′))+
d(piS(v
′′), piS(v′)) + d(piS(v′), piS(v)) + d(piS(v), v) ≤
d+ d+ 4/a+ 2D + 4/a+ d+ d = 4d+ 8/a+ 2d.
We can set R′ = 4d+ 8/a+ 2d. 
Only one thing is left to check.
Lemma 5.19. H is asymptotically transverse-free.
Proof. It is enough to prove that for each geodesic triangle ∆ which is
H−almost transverse with constants K = d,E ≥ 1, we have that ∆ is
λE−thin, for some λ to be chosen independently from E. Let βi, i = 0, 1, 2,
be the sides of ∆, and let γi be the corresponding dH−geodesics.
Claim. For each point p on βi there is a point q on γi such that d(p, q) ≤
λ1E, for some λ1 which does not depend on E.
Proof. We can assume that the endpoints of βi have distance at least 2E+2.
By Lemma 5.17, p is either at distance at most d from a point in γ ∩X, and
this case is fine, or there exists S ∈ H with γ ∩ S 6= ∅, d(p, S) ≤ d. In the
last case, by the hypothesis on ∆, a point p′ on βi whose distance from p
is E + 1 does not belong to NXd (S). If this point is close at most d from a
point in γ ∩X, we are done. Otherwise, there exists S′ ∈ H with γ ∩S′ 6= ∅
and d(p′, S′) ≤ d. Let γ′ be the subgeodesic of γ which intersects S (resp.
S′) only in one of its endpoints q (resp. q′). Let r′ ∈ S′ be a point such that
d(r′, p′) ≤ d. By keeping into account Corollary 5.11, Lemma 5.13 and the
fact that piS decreases distances, we get
d(q, p) ≤ d(q, piS(q′))+d(piS(q′), piS(r′))+d(piS(r′), piS(p′))+d(piS(p′), piS(p))+
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d(piS(p), p) ≤ D + 4/a+ d+ (E + 1) + d = D + E + 2d+ 4/a+ 1.

Claim. For each point r on γi ∩ X there is a point s on βi such that
d(r, s) ≤ λ2E, for some λ2 which does not depend on E.
Proof. Set γ = γi for simplicity and let p, q be its endpoints. Let γ
′ be a
maximal subsegment of γ contained in X such that r ∈ γ′. Let p′ and q′
be the endpoints of γ′. Set K = 9d + 12/a + 3D + 1 (notice that there
exists λ2 such that K ≤ λ2E). We can assume that d(r, p), d(r, q) > K. Let
p′′ be the point between p and p′ at a distance K from p. Define q′′ in an
analogous way. Let Satp (define Satq similarly) be the subset of Sat(γ) of
points on γ before p′′ or on a horosphere which intersects γ before p′′. Note
that p ∈ Satp, q ∈ Satq. We have that Sat(γ)\BX(r,K − d) ⊆ Satp ∪ Satq.
We want to prove that (NXd (Satp)∪NXd (Satq))\BX(r,K) is not connected,
which easily implies the thesis as βi is a continuous path which starts in
Satp and ends in Satq contained in N
X
d (Sat(γ)).
Consider, by contradiction, some t ∈ NXd (Satp) ∩ NXd (Satq)\BX(r,K).
Let tp and tq be points on, respectively, Satp and Satq such that d(t, tp), d(t, tq) ≤
d. We have that tp and tq cannot both lie on γ, as d(tp, tq) ≤ 2d. Sup-
pose that tp lies on some S ∈ H which intersect γ before p′′ in u. Using
Lemma 5.14 (there are 2 cases to consider), we obtain d(tq, u) ≤ d(tq, piS(tq))+
d(piS(tq), u) ≤ 2d + 4/a + D. If d(u, r) ≤ 6d + 8/a + 2D we have d(tq, r) ≤
8d+12/a+3D = K−d−1, a contradiction. Therefore d(u, r) > 6d+8/a+2D.
If tq ∈ γ, we directly have d(tq, u) ≥ d(r, u) > 6d + 8/a + 2D, a contradic-
tion. On the other hand, if tq lies on a horosphere S
′ intersecting γ in v,
we have d(v, u) ≥ d(r, u) > 6d + 8/a + 2D. In the same way we obtained
d(tq, u) ≤ 2d+ 4/a+D, we can get d(tp, v) ≤ 2d+ 4/a+D. Therefore
d(u, v) ≤ d(u, tq) + d(tq, tp) + d(tp, v) ≤ 6d+ 8/a+ 2D,
a contradiction.

We are ready to conclude the proof. Consider a point p on βi. There
exists a point q ∈ γi whose distance from p is at most λ1E. Let δ be a
hyperbolicity constant for H. There exists a point r′ on either γi+1 or γi−1
(suppose r′ ∈ γi+1) such that dH(q, r) ≤ δ. By Lemma 5.16, there exists a
point r on γi+1∩X such that d(p, r) ≤ C(δ) + δ. By the second claim, there
exists a point s on βi+1 such that d(r, s) ≤ λ2E. Putting all this together,
we get
d(p, s) ≤ (λ1 + λ2)E + C(δ) + δ.
Hence, it is clear that we can choose λ large enough so that ∆ is λE−thin,
as required. 
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5.3. Trees of asymptotically tree-graded spaces. Before introducing
trees of asymptotically tree-graded spaces, we make a small digression on
uniformly asymptotically tree-graded families. The reader might wish to
compare this notion with that of uniformly wide/unconstricted family as
in [DS1].
Let A be a set of metric spaces. Notice that the definition of asymptotic
cone makes sense when substituting ∗X with any A ∈ ∗A (in the language of
ultrafilters, it is enough to substitute an ultrapower with an ultraproduct).
We will use the same notation C(A, p, ν) for asymptotic cones of such A’s.
Definition 5.20. Let F = {(Xi,Pi)}i∈I be a set of pairs where Xi is a
geodesic metric space and Pi is a collection of subsets of Xi. Denote A =
{Xi}i∈I . We will say that F is uniformly asymptotically tree-graded if each
asymptotic cone of Xι ∈ ∗A is tree-graded with respect to the collection of
non-empty sets induced by Pι. We also require that if P,Q ∈ Pι are distinct
and they induce pieces in a certain asymptotic cones of Xι, then those pieces
intersect in at most one point.
In the case that F contains only one element we recover the definition
of asymptotically tree-graded space (in particular each pair in F defines
an asymptotically tree-graded space). Also, all the results which provide
bounds for certain quantities in an asymptotically tree-graded space hold
for asymptotically tree-graded families as well. Namely, Lemma 4.4, Theo-
rem 4.28, Proposition 4.36 and many other results (for example [DS1, The-
orem 4.1] and other results from [DS1]) have “uniform versions” with the
same proof. We specifically need the results collected below, plus a result
from [DS1] explained at the end of the proof of Theorem 5.25. We will only
show how to obtain the proof of the first result from the proof of the analo-
gous result for asymptotically tree-graded spaces, to illustrate how this can
be done in the other cases as well.
Proposition 5.21. Let F = {(Xi,Pi)}i∈I be uniformly tree-graded. Then
the following constants can be chosen uniformly for each Xi.
• A bound for the diameter of NH(P ) ∩ NH(Q) for each H ≥ 0 and
P,Q ∈ Pi with P 6= Q.
• A bound on the Hausdorff distance between ⋃Pi and Xi.
• A projection constant for an almost-projection system {piP }P∈Pi.
• The constants λ, σ appearing in the definition of asymptotic transverse-
freeness.
• All constants needed to define µ,D as in Convention 4.39.
• A bound C on the projection constant for piS for any S = Satµ,D(γ)
where γ is a geodesic in Xi and µ,D are as in Convention 4.39. In
particular, all results where constants depending on C appear provide
uniform constants for metric spaces in F as well.
Proof. (1) Compare with the proof of Lemma 4.4. If such a bound did
not exist for some H then we could find P,Q ∈ Pι, for some ι ∈ ∗I, and
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p, q ∈ NH(P ) ∩NH(Q) with d(p, q) = ν infinite. This implies that the sets
induced by P and Q in C(Xι, p, ν) intersect in 2 points, in contradiction
with (T1).

In the language of ultrafilters, the proof above involves rescaled ultralimits
instead of asymptotic cones.
Definition 5.22. A tree of spaces is a triple (X, s, T ) where X is a metric
space, T is a simplicial tree and s : X → T satisfies the following property.
For each vertex v (resp. edge e) of T denote by Xv (resp. Xe) the pre-image
of v under s (resp. the pre-image of the midpoint of e under s) endowed
with the path metric induced by X. Choose for each edge e of T a preferred
endpoint, and denote it by e−. Denote the other endpoint by e+ and set
e˚ = e\{e−, e+}.
• There exists a map fe : Xe × [0, 1] → X which is an isometry onto
the closure of the preimage of e˚ under s, endowed with the induced
path metric, and such that fe(Xe × {0}) (resp. fe(Xe × {1})) is
contained in Xe− (resp. Xe+).
We will denote by fe− : Xe → Xe− (resp. fe+ : Xe → Xe+) the map
defined by x 7→ fe(x, 0) (resp. x 7→ fe(x, 1)).
Definition 5.23. A tree of compatible asymptotically tree-graded spaces is
a tree of spaces such that
(1) for every vertex v the set Xv contains a specified collection of subsets
Pv such that {(Xv,Pv)}v∈V is uniformly asymptotically tree-graded,
where V is the set of vertices of T ,
(2) for each edge e we have that fe±(Xe) is contained in some P± ∈ Pe± ,
Definition 5.24. Let (X, s, T ) be a regular tree of asymptotically tree-
graded spaces. Fix ξ ≥ 0. A maximal ξ−non-hyperbolic subset P is a set
such that
(1) (P, s|P , s(P )) is a tree of spaces,
(2) for each edge e of s(P ) the diameter of fe−(Xe) and that of fe+(Xe),
as subsets of Xe− and Xe+ , are at least ξ,
(3) for each edge e of s(P ) we have Pe = Xe,
(4) for each vertex v of s(P ) we have Pv ∈ Pv,
(5) there is no Q ) P satisfying (1), (2), (3), (4).
Notice that each P ∈ Pv, for each vertex v, satisfies properties (1), (2),
(3) and (4) (we consider a single point to be a tree). In particular each such
P is contained in a maximal ξ−non-hyperbolic subset.
We added the adjective “compatible” in the previous definition to dis-
tinguish the objects described there from the trees of relatively hyperbolic
spaces described in [MR].
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Theorem 5.25. Let (X, s, T ) be a tree of compatible asymptotically tree-
graded spaces. Then X is asymptotically tree-graded with respect to the
collection of maximal ξ−non-hyperbolic subsets for each ξ large enough.
Remark 5.26. A theorem similar to the above holds for asymptotically
tree-graded spaces with gaps. Only a minor adjustment is required in the
proof, see Remark 5.29.
Proof. We will use Theorem 4.28 and prove properties (AP ′1), (AP ′2),
(AP3).
For technical reasons, it is convenient to assume that the closure of the
pre-image of each e˚ is isometric to Xe× [0, L], for some large enough L to be
chosen later, rather than to Xe× [0, 1]. Up to quasi-isometry, we can assume
this, and the definitions we gave above obviously make sense in this case as
well. Also, we will identify fe(Xe × [0, L]) with Xe × [0, L], for simplicity of
notation.
Also, in order to slightly simplify the proof, we will assume that for each
vertex v we have
⋃Pv = Xv and that each geodesic connecting 2 points
in Xl ∩ Xw for some edge l and vertex w is contained in some P ∈ Pw.
This can be achieved by substituting each P ∈ Pv with NK(P ) for some
K large enough. It is easily seen that doing it does not affect the uniform
asymptotic tree-gradedness of {Xv}. Also, if ξ was chosen in such a way
that for each vertex v and P,Q ∈ Pv with P 6= Q we had that the diameter
of NK(P ) ∩ NK(Q) was at most ξ, then substituting each P with NK(P )
does not affect maximal ξ−non-hyperbolic subsets up to finite Hausdorff
distance.
Denote by dv the path metric of Xv and choose an almost-projection
system for each Pv. Let C be a projection constant for all those projections
and for the projections on (µ,D)−saturations in each Xv, where µ,D are as
in Convention 4.39. Let us set Sat = Satµ,D.
Let W be the collection of all maximal ξ−non-hyperbolic subsets. Notice
that NL(
⋃W) = X. It is easily seen that our choice of ξ implies that each
edge satisfying property (2) in the definition of maximal ξ−non-hyperbolic
subset is contained in s(W ) for exactly one W ∈ W. In other words, if
W,W ′ ∈ W and W 6= W ′ then s(W ) ∩ s(W ′) cannot contain an edge, and
so it contains at most one point. Let us now define a function piW for each
W ∈ W. If x ∈ W set piW (x) = x. If x does not belong to W , there
exists some vertex w of T , which we will denote by w(W,x), such that each
path from x to W intersects Xw. In fact, the vertex w is the first vertex
in each path from s(x) to s(W ). Also, if P = Xw ∩W , we have P ∈ Pw.
Therefore, we can set piW (x) = piP (x) if x ∈ Xw. In the case x /∈ Xw, we
have that there exists a unique edge l such that each path from s(x) to s(W )
intersects l and an endpoint of l lies on s(W ). Finally, we can define piW (x)
in this case as any point in piP (Xw ∩ (Xl × [0, L])). Notice that either the
diameter of Xw ∩ (Xl× [0, L]) is bounded by ξ or there exists Y ∈∈ Pw such
that piP (x)piP (Y ) and P 6= Y (namely, Y is the only element of Pw which
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contains Xw∩ (Xl× [0, L])). In fact, if that diameter was greater than ξ and
we had P = Y , we could extend W in such a way that l is contained in the
image of the restriction of p. This contradicts the maximality of W .
Property (AP3) is the easiest one to check. In fact, if W,W ′ ∈ W, then
piW (W
′) is contained in piP (P ′) for some P, P ′ ∈ Pw with P 6= P ′ and
some vertex w (which has bounded dw−diameter by (AP3) in Xw), or it is
contained in a subset of some P ∈ Pw of diameter bounded by ξ + 2L (in
the metric of X, not necessarily in the metric dw). In both cases we can
bound the diameter of piW (W
′) (we will use several times, including here,
that distances, and therefore diameters, in the path metric dw of each Xw
are greater or equal than the corresponding distances in X).
Let us now prove property (AP ′1) and (AP ′2). Consider some vertex w
of T . Let us start by comparing geodesics in X and geodesics in Xw.
Let λ be a geodesic in X and suppose that it intersects Xw. Let x, y be
the first and last point in λ ∩ Xw and let λ′′ be the subpath of λ from x
to y. Now, construct λ′ by substituting each maximal subpath of λ′′ whose
interior lies outside Xw with a geodesic in the appropriate P ∈ Pw. Those
geodesics will be called substitutive paths. Also, we will call λ′ the surgered
path with respect to w. Points in λ′ ∩ λ′′ will be called internal. Also, a
geodesic in Xw with endpoints x1, x2 will be called a track for the surgered
path λ′ with endpoints y1, y2 if xi, yi lie on some P ∈ Pw.
Lemma 5.27. For each large enough L there exists d such that any surgered
path λ is contained in Nd(Sat(γ)), for any track γ.
Proof. Suppose that 2L = R ≥ 14C and set S = Sat(γ). Consider a minimal
subpath λ′ of λ with internal endpoints x, y ∈ N2C(S).
Suppose that λ is obtained surgering α with respect to w. Subdivide λ′
in subpaths αi such that each αi is either
(1) a component of α ∩ λ, or
(2) a substitutive path.
For each i, let pi and qi be the endpoints of αi. Consider αi as in case (1)
and notice that, by minimality of λ′, each point of αi has distance at least
2C from Sat(γ). By Lemma 4.15 we have
dw(piS(pi), piS(qi)) ≤ l(αi)/2 + C.
Suppose that αi is as in case (2). Then d(pi, qi) ≥ R. In fact, the subpath β
of α from pi to qi is not entirely contained in Xl× [0, L], for the appropriate
edge l, because Xl×{0} and Xl×{L} are convex in Xl× [0, L]. In particular
β contains an initial and a final subpath of length at least L. So,
dw(piS(pi), piS(qi)) ≤ C ≤ R/2− 6C ≤ d(pi, qi)/2− 6C,
by our restriction on R.
Let α′ be the subpath of α with the same endpoints as λ′. Assuming that
there exists αi as in case (2) we have, summing up all these inequalities,
l(α′) = d(x, y) ≤ 4C +
∑
dw(piS(pi), piS(qi)) ≤ l(α′)/2.
PROJECTIONS AND RELATIVE HYPERBOLICITY 46
So, αi as in case (2) cannot exist. In particular α
′ is a geodesic in Xw
connecting points in N2C(S), and therefore we are done by Corollary 4.16
(there exists a projection on S so that corollary applies). 
We will use a few times the following lemma, whose most direct applica-
tion will be to prove property (AP ′1).
Lemma 5.28. There exists r′ with the following property. Consider some
W ∈ W, x ∈ X\W and a geodesic α connecting x to a point p ∈ W such
that α∩W = {p}. Let x′ be the first point of α in Xw(W,x) (set w = w(W,x))
and let λ′ be the final subgeodesic of α starting at x′. Then λ′ intersects a
ball of radius r′ centered in piP (x′), for P = W ∩Xw.
Before proving the lemma, notice that we can choose a geodesic α such
that d(x, p) ≤ d(x,W ) + 1 and α ∩W = {p} (W is closed). This proves
property (AP ′1) because dw(piP (x′), piW (x)) ≤ C, and so it is easy to get
the desired bound.
Proof. Let λ be obtained surgering λ′ and let γ be a track for λ. Consider the
last point y′ on λ satisfying condition (2) of Lemma 4.37. If y′ is internal, we
are done. Otherwise suppose that p lies inside a substitutive path contained
in Q ∈ Pw. Note that Q 6= P as α ∩W = {p}. Hence, the subpath of λ
with starting point y′ cannot contain an initial subpath of length more than
some uniform B inside Q ∈ Pw, as this path is also contained in Nd(P ) (see
Lemma 4.4). These considerations and Lemma 4.37 imply that there exists
an internal q ∈ λ such that dw(q, piP (x′)) ≤ r +B. 
Next, let us prove (AP ′2). Consider some W ∈ W, and x, y ∈ X such
that d(piW (x), piW (y)) ≥ K + 2C + 1, ξ + 2L + 1, for K as in Lemma 4.40.
Consider a geodesic α connecting x to y. The case when both x and y are
in W is trivial, and the case when exactly one of them does is easily dealt
with using Lemma 5.28. So we can assume x, y /∈ W . There are 2 cases to
consider.
If w(W,x) 6= w(W, y), then α must cross W . In this case we can apply
Lemma 5.28 to an initial and a final subpath of α intersecting W only in
one endpoint, and we obtain that α passes close to both piW (x) and piW (y).
Suppose now w(W,x) = w(W, y) = w. Consider the maximal subgeodesic
λ′ of α with endpoints x1, x2 in Xw (the conditions d(piW (x), piW (y)) >
C, ξ+2L guarantee that any path from s(x) to s(y) contains w) and let λ be
obtained surgering λ′. If λ intersects W , we can use once again Lemma 5.28,
so suppose that it does not. Let γ be a track for λ. Set P = W ∩ Xw
and notice that dw(piP (x1), piP (x2)) ≥ K, so we can apply Lemma 4.40.
If S1, S2 are as in the lemma and d
′ = d + 2tC, consider the last (resp.
first) point p1 ∈ (λ ∩Nd′(P ) ∩Nd(S1)) (resp. p2 ∈ (λ ∩Nd′(P ) ∩Nd(S2)))
and let β be the subpath of λ connecting p1 to p2. Now, β ⊆ Nd′(P ). In
particular, we can uniformly bound, say by B, the lengths of the subpaths
of β which are geodesics contained in some Q ∈ Pw (by Lemma 4.4). So,
λ′ ∩Br+B(piP (xi)) 6= ∅ for r as in Lemma 4.40, what we wanted.
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We are left to prove that Z is asymptotically transverse-free.
Let ∆ be a triangle with sides γi, i = 0, 1, 2. Suppose that ∆ isW-almost-
transverse with constants K ≥ r′+C,E ≥ 1. We need to find λ, depending
only on X, such that ∆ is λE-thin.
Let {xi} be the vertices of ∆, and suppose γi = [xi, xi+1]. The triangle
in T with vertices {pi(xi)} is a tripod. Let w0 be the vertex which is the
intersection of its sides. Let us start by considering subpaths γ′i (resp. γ
′′
i )
of γi connecting xi to the first point x
′
i on γi such that pi(yi) = w0 (resp.
the last point x′′i on γi such that pi(yi) = w0 to xi+1). We want to show that
each point on γ′i is close to a point on γ
′′
i−1 (and vice versa, the proof is the
same one), and notice that it is enough to show this for points contained in
some Xw, where w is a vertex. For convenience, fix i and set α1 = γ
′
i with
α2 = (γ
′′
i−1)
−1.
Consider a vertex w 6= w0 in [xi, w0], and let α′i be the maximal subpath of
αi with endpoints in Xw. Note that the starting points y1, y2 (resp. ending
points z1, z2) of α
′
1, α
′
2 both lie on some P ∈ Pw (resp. Q ∈ Pw).
Suppose first P = Q. In this case each α′i is contained in P , so we can
bound their lengths. So, as ∆ is W−almost-transverse, in order to bound
the distance of each point on α′1 to α′2 it is enough to bound the distance
between the first points of W ∩ α1,W ∩ α2. We have such a bound by
Lemma 5.28.
Now, suppose P 6= Q. We can choose a track γ for both paths λ1, λ2
obtained surgering α′1, α′2 to be any geodesic in Xw connecting P to Q.
Lemma 4.49 provides a bound for the Hausdorff distance (in the dw met-
ric) between Cutpγ(λi, l) and Cutpγ(γ, k) (for k as in Convention 4.48 and
l to be chosen later). In view of this, it is enough to show two facts:
(1) for each p ∈ αi we can choose a vertex w (the case w = w0 will be
dealt with later) such that there exists q ∈ Cutpγ(λi, l) (for λi, γ as
above and some large enough l not depending on E) with d(p, q) ≤
λ′E, for some λ′,
(2) for each q ∈ Cutpγ(λi, l), there exists p ∈ αi with d(p, q) ≤ λ′′E, for
some λ′′.
Let us start with (1).
We can assume that p lies in some W ∈ W.
Remark 5.29. In the “with gaps” case, one might distinguish the case
when p is close to some W ∈ W and the case when p is far from all of them,
in which case it is a coarse cut-point.
Let q′ be the first point in αi ∩W . By almost-transversality d(p, q′) ≤ E.
Set w = w(W,xi) (the case xi ∈ W is trivial). By Lemma 5.28 we get that
there exists q on αi such that d(q, piW (x)) ≤ r′ + C, where x is the starting
point of a track γ. Once again by almost-transversality, d(q, q′) ≤ E. Also,
by Corollary 4.44, q is a (k′ + r′ + 7C)−coarse point.
Now, let us prove (2). Of course, we only need to consider the case
when q is contained in some substitutive path β contained in P ∈ Pw. If
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P * Sat(αi), Corollary 4.35 tells us that the length of β is bounded, so
this case is fine. Otherwise, as q is a l−coarse cut-point, for some i we
have d(q, piP (xi)) ≤ l + C. By Corollary 4.45, we get d(q, Cutpγ(αi, k)) ≤
l + C + 8µ+ 22C.
We are only left with considering what happens in Xw0 . Let βi be the
maximal subgeodesic of γi with endpoints in Xw0 and let yi, zi be its end-
points. There exists Pi ∈ Pw0 such that zi, yi+1 ∈ Pi. Consider geodesics
σi in Xw connecting Pi to Pi+1 and forming a triangle ∆. In view of the
argument we used before, it will be enough to prove that each point in
Cutpβi(βi, k) is close either to a point in Cutpβi+1(βi+1, k) or to a point in
Cutpβi−1(βi−1, k). We can prove this by considering the characterization of
geodesic triangles in asymptotically tree-graded spaces (see [Dr2], [DS1]).
Lemma 5.30. Let ∆ be a geodesic triangle with vertices x0, x1, x2 in a
space X which is asymptotically tree-graded with respect to P. There exist
constants σ, δ such that either
(C) There exists x ∈ X such that the distance of each side of ∆ from x
is bounded by σ, or
(P ) Each side of ∆ intersects Nσ(P ). Also, if x
1
i and x
2
i are the first and
last point in [xi, xi+1], we have d(x
1
i , x
2
i−1) ≤ δ.
(The second part of case (P ) follows from the first one and Lemma 4.19.)
This result holds for uniformly tree-graded families as well, its proof being
based on asymptotic cones.
Using this result and the quasi-convexity of saturations (there exist pro-
jections on saturations, so Corollary 4.16 applies) it can be proven that in
either cases we can consider for each i an initial subgeodesic βi,1 and final
subgeodesic βi,2 of βi with the following properties.
(1) βi,1 is contained in a neighborhood of the L0−saturation of βi−1,1
and vice versa, for some large enough L0 depending only on Z,
(2) Cutpβi(βi, k) = Cutpβi,1(βi,1, k) ∪ Cutpβi,2(βi,2, k).
In fact, if ∆ is as in case (C), we can choose suitable overlapping initial and
final subgeodesics, while in the other case we remove from βi a subgeodesic
contained in Ntσ(P ) with endpoints far from the projections of yi, zi.

If G is a group hyperbolic relative to H1, . . . ,Hn, the coned-off graph
(see [Fa]) is constructed by adding a vertex v(gHi) for each left coset gHi
and a vertex of length 1/2 connecting each vertex of gHi to v(gHi).
In [Bo2], Bowditch constructed, starting from a group G as above, a
hyperbolic space X(G) by gluing to each left coset of Hi a copy of a certain
hyperbolic space cusp(Hi), see [Bo2, Section 3].
We point out that the following well-known facts follow from the theorem
above.
Corollary 5.31. If G is a relatively hyperbolic group then
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(1) Farb’s coned-off graph is hyperbolic.
(2) Bowditch’s space X(G) is hyperbolic.
Proof. Consider the tree S with one “central” vertex x and an edge coming
out of it for each left coset of some Hi. It is easily seen that in both cases the
space under consideration is quasi-isometric to a tree of spaces (X, p, S). The
theorem then gives in the first case that X is hyperbolic relative to uniformly
bounded subsets, and in the second case that X is hyperbolic relative to a
collection of δ−hyperbolic spaces, for some δ (the sets isometric to cusp(Hi)
are quasi-isometrically embedded in X(G) with uniform constants, so they
all are δ−hyperbolic for some uniform δ when endowed with the metric
induced by X(G)). In both cases we get that X is hyperbolic.

The next subsection contains another application of the theorem.
5.4. Graphs of groups and relative hyperbolicity. In this subsection
we will assume that the reader is familiar with the Bass-Serre theory (see [Se]).
Let us set some notation regarding graphs of groups. If G is a graph of
groups, we will denote by Ge (resp. Gv) the groups associated to the edge
e (resp. the vertex v). We will always fix a choice, for each edge e, of a
preferred endpoint e−. The other endpoint will be denoted by e+ (it might
happen that e− = e+). We will denote by ψ±e : Ge → Ge± the injective
homomorphisms given by the graph of groups structure.
Definition 5.32. A vertex v is relatively hyperbolic if Gv is hyperbolic
relative to a collection of subgroups Hv such that for each edge e with
e+ = v (resp. e− = v) there exists H ∈ Hv such that ψ+e (Ge) ⊆ H (resp.
ψ−e (Ge) ⊆ H).
We will call a morphism of graphs of groups an almost-embedding if the
corresponding map between the edges of the underlying graphs is injective
and the maps between corresponding edge and vertex groups is injective.
We will call non-hyperbolic G−graph a graph of groups H with an almost-
embedding ι = ι(H) : H → G such that
• for any vertex v, if ι(v) is not relatively hyperbolic then ι(Gv) =
Gι(v),
• for each edge e, Gι(e) is infinite,
• if ι(v) is hyperbolic and v = e±, then ι(Gv) is the only H ∈ Hv
containing ψ±ι(e)(Gι(e)).
A non-hyperbolic G−graph H will be said to be maximal if H is not the
subgraph of another non-hyperbolic G−graph H′ such that ι(H′)|H = ι(H).
The fundamental group of a maximal non-hyperbolic G−graph can be
naturally seen as a subgroup of pi1(G). We will call maximal non-hyperbolic
subgroup such a subgroup of pi1(G).
It is quite clear that for each relatively hyperbolic vertex v and H ∈ Hv,
there is a maximal non-hyperbolic subgroup containing H. We remark that
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two maps ι1, ι2 : H → G satisfying the properties above coincide if and only
if they coincide as maps of the underlying graph (except in the case that H
has no edges).
Notice that, as composing the maps ψ±e with a conjugation in Ge± does
not change the isomorphism type of pi1(G), it is equivalent to require, in
the definition of relatively hyperbolic vertex, that ψ+e (Ge) is contained in a
conjugate of some H ∈ Hv.
Definition 5.32 contains all the terminology needed in the following state-
ment.
Corollary 5.33. If G is a finite graph of groups with at least one relatively
hyperbolic vertex, then pi1(G) is hyperbolic relative to the collection of the
maximal non-hyperbolic subgroups.
Proof. Set G = pi1(G). When using a suitable system of generators, the
Cayley graph X of G has a natural structure of tree of spaces such that for
each vertex v we have that Xv is (isometric to) a Cayley graph of a vertex
group of G. Also, X can be regarded as a tree of compatible asymptoti-
cally tree-graded spaces with Pv being the collection of left cosets if Xv is
isometric to a Cayley graph of Gw for w a relatively hyperbolic vertex and
Pv = {Xv} otherwise. It is quite clear that this indeed gives a tree of com-
patible asymptotically tree-graded spaces. Also, it can be checked from the
definitions that left cosets of maximal non-hyperbolic subgroups correspond
to maximal ξ−non-hyperbolic subsets for ξ larger than the diameter of all
finite edge groups, so the statement follows from Theorem 5.25.

6. Homeomorphism type of tree-graded spaces
The main results in this section are Theorem 0.6 and the theorem we are
about to state. First, a definition.
Definition 6.1. Consider groups Gi, for i = 0, 1, which are hyperbolic
relative to the collections of proper subgroups Hi = {H1i , . . . ,Hn(i)i }, and
ν0, ν1  1. We will say that G0 at scale ν0 is comparable with G1 at scale
ν1 if for each H ∈ Hi such that C(H, e, νi) is not a real tree there exists
H ′ ∈ Hi+1 such that C(H ′, e, νi+1) is bilipschitz equivalent to C(H, e, νi).
Remark 6.2. If each C(Hji , e, νi) does not have cut-points and C(G0, ν0) is
bilipschitz equivalent to C(G1, ν1), then G0 at scale ν0 is comparable to G1
at scale ν1, because a homeomorphism between tree-graded spaces whose
pieces do not have cut-points preserves the pieces (see [DS1]).
For example, suppose that G is hyperbolic relative to subgroups whose
(bilipschitz type of the) asymptotic cones do not depend on the scaling factor
(this is the case if the subgroups are virtually nilpotent, for example). Then
for each ν0, ν1  1 we have that G at scale ν0 is comparable with itself at
scale ν1.
The theorem is the following.
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Theorem 6.3. Suppose that G0 and G1 are relatively hyperbolic groups
and that G0 at scale ν0 is comparable with G1 at scale ν1. Let C(Gi) be
the asymptotic cone of Gi with scaling factor νi. Then C(G0) is bilipschitz
homeomorphic to C(G1).
Corollary 6.4. Suppose that G is hyperbolic relative to subgroups whose
(bilipschitz type of the) asymptotic cones do not depend on the scaling factor.
Then the asymptotic cones of G are all bilipschitz equivalent.
6.1. Hyperbolic elements and transversal trees. Throughout the sub-
section G will denote a group which is hyperbolic relative to its subgroups
H1, . . . ,Hn. Recall that we always assume that each Hi has infinite index
in G and is infinite. We also fix a finite system of generators S.
In this subsection recall some algebraic properties of relatively hyperbolic
groups discovered by Osin, and we apply them to determine the structure
of transversal trees in their asymptotic cones.
Definition 6.5. A hyperbolic element of G is an element which is not
conjugated to any element of Hi, i = 1, . . . n.
Lemma 6.6. [Os2, Corollary 4.5] There exists a hyperbolic element of infi-
nite order g ∈ G.
Fix such g.
Lemma 6.7. [Os2, Corollary 1.7] g is contained in a virtually cyclic sub-
group E(g) of g such that G is hyperbolic relative to H1, . . . ,Hn, E(g).
We are ready to study transversal trees.
LetX be the asymptotic cone of a groupG′ hyperbolic relative toH ′1, . . . ,H ′k
with basepoint e ∈ ∗G and scaling factor ν. We have that X is asymptoti-
cally tree-graded with respect to the set of pieces P = P1 ∪ · · · ∪ Pk, where
elements of Pi are induced by left ∗cosets of ∗H ′i.
Let us start with counting how many pieces contain a fixed point.
Lemma 6.8. For each i ∈ {1, . . . , k} and x ∈ X, P (i, x) = {P ∈ Pi|x ∈ P}
has cardinality 2ℵ0.
Proof. As X is homogeneous through isometries which preserve the pieces,
it is enough to determine the cardinality of P (i, e). Consider the function
f : N → N such that f(n) is the number of left cosets of H ′i which have a
representative closer than n to e. We have that f is of course increasing
an unbounded. In particular, for each infinite ξ ∈ ∗N, f(ξ) is an infinite
number. Let us fix an infinite ξ ∈ o(ν). The left ∗cosets counted by f(ξ)
give distinct elements of P (i, e), so |P (i, e)| ≥ 2ℵ0 . Also |X\{e}| ≤ 2ℵ0 and,
as different pieces can intersect in at most one point and each piece contains
infinite points, |P (i, e)| ≤ |X\{e}| (for each P ∈ P (i, e) consider a point
in P different from e). So, we obtained the inequality |P (i, e)| ≤ 2ℵ0 , and
hence the thesis.

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Now, let us focus on transversal trees in an asymptotic cone Y of G. Note
that they are isomorphic homogeneous trees, so we only need to study the
valency of Te in e.
Proposition 6.9. The valency of Te in e is 2
ℵ0.
Proof. We have that ∗E(g) induces a line in Y , as it is quasi-isometrically
embedded in G. This line intersects each piece induced by a left ∗coset of
some Hi in at most one point, because this line belongs to a set of pieces
including the sets induced by left ∗cosets of the Hi’s, so property (T1)
applies. Using the previous lemma, we get that Te contains 2
ℵ0 geodesic
lines. As the valency of Te cannot be more than |Te| ≤ |X| ≤ 2ℵ0 , it must
be exactly 2ℵ0 . 
6.2. Transversal trees in minimal tree-graded structures. Let G be
a group and set X = C(G, e, ν). Also, to avoid trivialities, assume that G
is non-virtually cyclic. Suppose that X contains a cut-point. Then, by the
proof of [DS1, Lemma 2.31], we have that X is tree-graded with respect to
P, the collection of maximal subsets of X which (consist of a single point
or) do not contain cut-points. We will refer to P as the minimal tree-graded
structure of X. Notice that for each g ∈ ∗G and P ∈ P such that gP is
defined, we have gP ∈ P (as the characterization of the elements of P is
invariant under isometries).
Lemma 6.10. For each P ∈ P which contains e there exists g ∈ ∗G such
that gP 6= P and gP contains e.
Proof. Consider an element g ∈ ∗G such that gP is defined and [g] /∈ P . We
claim that for each p ∈ P we have d(gp, p) ≥ 2d(e, p) − d(e, [g]). To show
this, notice that gP 6= P so that, for x = piP (gP ), y = pigP (P ), we have
d(p, gp) = d(p, x) + d(x, y) + d(y, gp). This holds in particular for p = e, so
d(p, gp) + d(e, [g]) ≥ (d(p, x) + d(x, e)) + (d(y, gp) + d(ge, y))
≥ d(e, p) + d(ge, gp) = 2d(e, p),
what we wanted.
Notice that for each n ∈ N+ we can find g as above such that d(e, [g]) <
1/n. Also, we have the following property, for each n ∈ N+ and some fixed
q with [q] = p:
“each path in ∗G obtained concatenating at most n internal geodesics
connecting q to gq contains a point whose distance from e is a most ν/n.”
Saturation (see also Lemma 2.10) gives that there exists g satisfying
d(e, [g]) < 1/n and the property above for each n ∈ N+. In particular,
d(e, g) ∈ o(ν), d(gp, p) = 2d(e, p) and all paths from p to gp contain e (as
paths can be approximated arbitrarily well by concatenations of geodesics
induced by internal geodesics). Clearly, g is as required.

Proposition 6.11. Te is an homogeneous tree with valency 2
ℵ0.
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Proof. Notice that in the case that each P ∈ P is a point, then X is a real
tree. By [Si1], X is a point, a line or a homogeneous tree of valency 2ℵ0 .
In the first 2 cases, G is virtually cyclic (see [DS1, Proposition 6.1]). So,
the case when each P ∈ P consists of a single point is set. Notice that (by
homogeneity of X and the definition of P) if there exists P ∈ P containing
at least 2 points, then the same is true for each element of P.
Step 1. Finding a ray contained in Te. If γ is a geodesic in X (resp. an
internal geodesic in ∗G) any map pi : X → γ (resp. pi : ∗G → γ) satisfying
d(x, γ) = d(x, pi(x)) for each x ∈ X (resp. for each x ∈ ∗G) will be called a
closest point projection on γ.
The idea is to use the fact that a transversal ray γ has the property that
the closest point projection on γ satisfies property (P2) (i.e. it is locally
constant outside γ). This is easily seen as, for example, P ∪ {γ} gives a
tree-graded structure for X when γ is a ray contained in Te, and the closest
point projection on a piece satisfies (P2). Also, we claim that if a ray δ is
not contained in a transversal tree then there is no closest point projection
on δ satisfying (P2). In fact, by definition, δ intersects some P ∈ P in a
non-trivial subpath δ′. As P does not have cut-points, there exists a path
α connecting the endpoints x, y of δ′ and not containing the midpoint p of
δ′. However, if a closest point projection pi existed, it would be continuous
at x and y and we would have pi(x) = x, pi(y) = y. This is easily seen to
contradict (P2).
Now, we wish to show that a transversal ray γ exists by showing that,
informally, there are geodesics such that any closest point projection on
them is arbitrarily close to satisfying (P2), and then a saturation argument
will quickly lead to the conclusion.
Fix any n ∈ N+. If γ is an internal geodesic, denote by φ(γ, n) the
following property:
“for each closest point projection pi on γ and for each x, y ∈ ∗G such that
d(x, e), d(y, e) ≤ nν and d(x, y) ≤ d(x, γ)/2 we have d(pi(x), pi(y)) ≤ ν/n.”
We will construct an internal geodesic γn in
∗G satisfying the following
properties:
• e is the starting point of γn,
• l(γn) ≥ nν,
• γn satisfies φ(γn, n).
Once we can construct such geodesics, we are done as saturation implies that
there exists a geodesic γ satisfying the above properties for each n ∈ N+. It
is clear that γ induces a transversal ray in X, by the previous discussion on
properties of the closest point projection on (non-)transversal rays.
Step 2. Constructing the “approximate transversal rays”. The
idea to construct such geodesics is just to concatenate short geodesics in
different pieces. Let us show how to construct γ = γn. We will first construct
a geodesic δ in X. Choose a geodesic δ0 in X starting at e contained in a
piece P0 ∈ P and such that 0 < l(δ0) ≤ 1/(10n). Lemma 6.10 readily implies
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that there exists g0 ∈ ∗G such that g0P0 6= P0 and [g0] = p0. We can define
inductively δi as the concatenation of δj−1 and g
j
0δ0. Set Pi = g
i
0P0. Notice
that for each i we have that Qi =
⋃
j≤i Pj is a piece in some tree-graded
structure of X.
Let γ ⊆ ∗G be an internal geodesic connecting e to a representative of
the endpoint pi of δi, for i big enough, and let δ be the induced geodesic in
X. As gj0δ0 and g
j+1
0 δ0 concatenate well, it is easily seen for i big enough
γ has length at least nν. Let pi be a closest point projection on γ. Notice
that, for each p ∈ X, if piQi(p) ∈ Pj , then [pi(q)] ∈ Pj as well, for any q
such that [q] = p. Suppose that d(pi(x), pi(y)) ≥ 10l(δ0), for some x, y with
d(x, e), d(y, e) ∈ O(ν). It is easily seen that for each j, k such that piQi([x]) ∈
Pj , piQi([y]) ∈ Pk we have |j − k| ≥ 5. Fix such j, k and suppose j < k. It is
easy to show inductively that piPj (Pk) = {gk0} and piPk(Pj) = {gj+10 }. So, we
have that each geodesic from [x] to [y] contains gk0 and g
j+1
0 , as it contains
piQi([x]) and piQi([y]) and any geodesic connecting them contains the claimed
points.
This easily implies d([x], [y]) > d([x], [pi(x)]). In particular, given x, y such
that d(x, y) ≤ d(x, γ)/2 then we must have d(pi(x), pi(y)) < 10l(δ0)ν ≤ ν/n,
and this shows φ(γ, n). To sum up, we showed that there exists γ satisfying
the second and third condition required for γn, and by definition of γ the
third condition is satisfied as well.
Step 3. Finding many rays contained in Te. Up to now we proved
that Te contains a ray γ. Next, let us use this ray to construct several other
rays in Te (containing e). Consider a piece P containing e. Consider an
element g ∈ ∗G such that [g] 6= e and [g] ∈ P . We have that d(gp, p) =
2d(e, p) + d(e, [g]) for each p ∈ γ. Also, if [g1] 6= [g2] and [g1], [g2] ∈ P , we
have d(g1p, g2p) = 2d(e, p) +d([g1], [g2]). Fix q such that [q] ∈ γ and [q] 6= e.
In view of the considerations above, for each n ∈ N+ we can find g1, . . . , gn
such that
(1) d(giq, gjq) ≥ 2d(e, q) for i 6= j,
(2) d(gi, e) ≤ 1/n for each i.
By overspill, we can find an infinite µ ∈ ∗N and g1, . . . , gµ with the same
properties for some infinite µ. In particular, it is easily seen that the valency
of Te at e is at least 2
ℵ0 as gi[q] is not in the same connected component of
Te\{e} as gj [q] when i 6= j.
The homogeneity of Te follows from the homogeneity of X together with
the fact that the set of pieces is invariant under isometries (and therefore
the set of transversal trees is also invariant). 
6.3. Geodesics in tree-graded spaces. We are going to need some results
about the structure of geodesics in tree-graded spaces. Throughout the
subsection F will denote a tree-graded space with respect to the collection
of proper subsets P. Unfortunately, it is not true that all geodesics in F
are obtained by concatenation of geodesics in transversal trees or pieces, as
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shown by the “fractal” geodesics used in the proof of Lemma 6.11 in [DS1].
We want to analyze how far this is from being true.
Remark 6.12. If F is tree-graded with respect to P, then it is tree-graded
also with respect to the collection of subsets P ′ obtained from P by adding a
collection of disjoint transversal trees which cover F. When F is considered
as a tree-graded space with respect to P ′, all its transversal trees are trivial.
The above remark tells us how we can reduce to studying tree-graded
spaces with trivial transversal trees. Henceforth, let F be such a tree-graded
space.
Definition 6.13. Let γ : [0, l]→ F be a geodesic.
• A piece interval is an interval [a, b) ⊆ [0, l] (with a < b) such that
γ([a, b)) is contained in a piece and [a, b] is a maximal interval with
this property.
• The piece subset Pγ is the union of all piece intervals.
Remark 6.14. A maximal interval I such that γ(I) is contained in a certain
piece is closed because pieces are closed in F.
Remark 6.15. By the fact that different pieces intersect in at most one
point, different piece intervals are disjoint.
It is not true that, for each geodesic γ : [0, l] → F, Pγ is the entire [0, l),
however:
Lemma 6.16. Pγ = [0, l].
Proof. We have that if x ∈ [0, l]\Pγ then x is contained in some open interval
I such that no non-trivial interval I ′ ⊆ I has the property that γ(I ′) is
contained in just one piece. We have that γ(I) is contained in a transversal
tree (by Corollary 3.6), a contradiction since transversal trees are trivial.

The following two definitions are given in order to capture the properties
of a geodesic in a tree-graded space with trivial transversal trees. For short,
we will call closed-open interval an interval closed on the left and open on
the right.
Definition 6.17. An almost filling of an interval [l,m] is a collection {Ia}a∈A
of non trivial closed-open intervals in [l,m] (in particular A is at most count-
able) such that
(1) if a 6= a′, Ia and Ia′ are disjoint,
(2)
⋃
a∈A Ia is dense in [l,m].
Before giving the next definition, let us describe the idea behind it. A
P-geodesic is something which wants to keep track of the following data:
• the kind of pieces a certain geodesic γ intersects non-trivially,
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• the maximal intervals of the domain of γ mapped in a piece (the
Ia’s, for Ia as above),
• the last point on γ ∩ P for some P which γ intersects non-trivially
(Γ(t) for every t varying in the appropriate interval Ia).
More precisely, it is the associated almost filling that keeps track of the first
and second kind of information.
Definition 6.18. Suppose we are given a family of pointed metric spaces
{(Pi, ri)}i∈I . A P-geodesic Γ with associated almost filling {Ia}a∈A of an
interval [l,m] and range {(Pi, ri)}i∈I is a function Γ :
⋃
Ia →
⊔
Pi such that
(1) Γ|Ia is constant for each a ∈ A,
(2) denoting by hΓ :
⋃
Ia → I the function such that Γ(t) ∈ Pi ⇐⇒
hΓ(t) = i, we have d(rhΓ(t),Γ(t)) = l(Ia).
The function hΓ will be called the index selector for Γ.
We could equivalently define Γ as a function with domain A. The reason
we chose this definition is merely technical.
Suppose now that F is a homogeneous tree-graded space such that each
piece is homogeneous (we still assume that transversal trees are trivial). Let
{Pi} be a choice of representatives of isometry classes of the pieces. For each
i, fix a basepoint ri ∈ Pi and set P = {(Pi, ri}.
Definition 6.19. A choice of charts is the choice, for each piece P and
p ∈ P , of an isometry between P and Pi sending p to ri, for some (Pi, ri) ∈ P.
Suppose that for each pair (x, P ), where P is a piece and x is a point
contained in P , we have a fixed an isometry between P and some Pi sending
x to the corresponding ri. Finally, fix a basepoint p ∈ F. Given this data,
we can associate to each geodesic γ in F parametrized by arc length a P-
geodesic.
Lemma 6.20. If γ : [0, l]→ F is a geodesic in F parametrized by arc length,
then:
(1) The collection Iγ = {Ia = [qa, q′a)}a∈Aγ of all maximal closed-open
subintervals J of [0, l] such that γ|J is contained in one piece is an
almost filling of [0, l].
(2) Consider the function hΓ :
⋃
Ia → I which associates to each t the
only i ∈ I such that γ|Ia is contained in a piece isometric to Ph(t),
where t ∈ Ia. Also, let Γ :
⋃
Ia →
⊔
Pi be such that Γ(t) is the
point identified with γ(q′a) under the identification of (γ(qa), P ) with
(phΓ(a), PhΓ(a)), where P is the piece which contains γ|Ia. Then Γ is
a P-geodesic and hΓ is its index selector.
(3) {Ia} and Γ depend only on the endpoints of γ.
Definition 6.21. Γ as above will be called the P-geodesic induced by γ.
Proof. Lemma 6.16 implies (1), and (2) is clear.
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In order to prove (3), we will prove that if γ, γ′ are geodesics from p to q
and γ intersect the piece P in a non trivial arc, entering it in x and leaving
from y, then γ′ enters P in x and leave it from y as well.
First of all, we have to prove that γ′ intersects P . If this is not the case,
then (γ ∪ γ′)\P is connected. But the projection of γ\P on P consists of 2
points, and the projection of γ′ on P consists of one point, as γ′ ∩ P = ∅.
Therefore the projection of (γ∪γ′)\P on P is not connected, a contradiction.
Suppose now that γ′ enters P in x′ 6= x. Let γ (resp. γ′) be the initial
subgeodesic of γ (resp. γ′) whose final point is x (resp. x′). The projection
of γ on P is x and the projection of γ′ on P is x′. But γ ∩ γ′ contains
p, and therefore their projections on P cannot be disjoint, a contradiction.
One can proceed similarly for y, y′, considering final subgeodesics instead of
initial subgeodesics.

From now until the end of the subsection, fix a family {(Pi, ri)}i∈I of
homogeneous geodesic complete pointed metric spaces. Throughout the
subsection all P-geodesics are implied to have range {(Pi, ri)}.
If I is a family of subintervals of [0, l] we set, for x > 0, I[x] = {J ∈
I|J ⊆ [0, x]}.
Definition 6.22. We will say that the P-geodesics Γ and Γ′ with associated
almost fillings, respectively, IΓ and I ′Γ have the same P-pattern until x > 0
if
(1) IΓ[x] = IΓ′ [x],
(2) Γ(I) = Γ′(I) ∀I ∈ IΓ[x],
(3) if there exists J ∈ IΓ such that x ∈ J and x is not the first point of
J , then there exists J ′ ∈ IΓ′ with the same property and hΓ(J) =
hΓ′(J
′).
We will say that Γ and Γ′ have the same initial P-pattern if there exists
some x > 0 such that Γ and Γ′ have the same pattern until x.
Clearly, having the same initial P-pattern is an equivalence relation on
the set of P-geodesics. Denote by W the quotient set.
The property of having the same initial P-pattern is modeled on the
following property for geodesics.
Definition 6.23. Let γ, γ′ be geodesics in F parametrized by arc length
both starting from the same point p. We will say that γ and γ′ have the
same initial pattern if there exists x > 0 and a piece P such that γ(x) and
γ′(x) both belong to P .
Lemma 6.24. (1) Consider geodesics γ and γ′ parametrized by arc length
starting from p. If there exists a piece P such that, for some x > 0,
γ(x) and γ′(x) both belong to P , then for each 0 ≤ y ≤ x there exists
a piece Py such that γ(y), γ
′(y) ∈ Py.
(2) Having the same initial pattern is an equivalence relation.
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Proof. (1) If p ∈ P , the claim follows from the fact that each piece is convex.
If this is not the case there exists x′ such that γ(x′) = γ′(x′) = piP (p), and,
for x′ ≤ y ≤ x, γ(y), γ′(y) ∈ P . For 0 ≤ y ≤ x′, and y contained in a non-
trivial interval I such that γ(I) ⊆ P ′ for some piece P ′, the claim follows
from the proof of Lemma 6.20, point (3), which shows that γ′(I) ⊆ P ′ as
well. Also, if I = [t1, t2] is maximal with that property, γ(ti) = γ
′(ti). If
y is not contained in such an interval, then γ(y) = γ′(y) because the union
of maximal intervals as above is dense in [0, x′], and so y is the limit of a
sequence of endpoints of such intervals.
(2) Consider geodesics parametrized by arc length γ, γ′, γ′′ and x, y > 0
such that γ(x) and γ′(x) (resp. γ′(y) and γ′′(y)) both belong to some piece
P1 (resp. P2). By point (1), we can assume y = x. If γ(x) = γ
′(x) or
γ′(x) = γ′′(x), we are done. Assuming that this is not the case, we will prove
that P1 = P2. In fact, in this case it is easily seen that γ
′(x) 6= piP1(p), piP2(p),
and therefore γ′|[0,x] contains non-trivial final subsegments contained in P1
and P2. So, P1 ∩P2 contains more than one point and P1 = P2, as required.

The importance of this notion is due to the following lemma:
Lemma 6.25. If γ and γ′ are geodesic starting from p which have different
initial patterns then γ−1γ′ is a geodesic.
Proof. It is clear that γ−1 and γ′ concatenate well. 
Lemma 6.26. If γ, γ′ have the same initial pattern, then the induced P-
geodesics Γ and Γ′ have the same initial P-pattern.
Proof. Let x and P be as in the definition of having the same initial pattern.
If p is contained in P , then P contains the starting and ending point of the
geodesics γ|[0,x], γ′|[0,x] and therefore they are contained in P . In this case
IΓ[x/2] = IΓ[x/2] = ∅ and hΓ(J) = hΓ′(J ′) = i, where J, J ′ are maximal
closed-open intervals such that γ(J), γ′(J ′) are contained in P and i is chosen
in such a way that P is isometric to Pi.
If p /∈ P , then both γ and γ′ must pass through the projection γ(y) of p on
P (and y > 0). It is easy to prove (see the proof of point (3) of Lemma 6.20)
that Γ and Γ′ have the same pattern until y.

Denote by Y(F, p) the quotient of the set of geodesics starting from p
by the equivalence relation of having the same initial pattern. The above
lemma tells us that there is a well defined map FF,p : Y(F, p) → W (recall
that W is the set of equivalence classes of P-geodesics with the same initial
P-pattern).
Convention 6.27. Suppose that G is a tree-graded space satisfying the
same requirements as F, with a fixed choice of charts, and p ∈ G. We will
set, for each w ∈ W, HG,p(w) = |F−1(w)|.
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6.4. Counting geodesics. Now we will analyze asymptotic cones of rel-
atively hyperbolic groups and minimal tree-graded structures. In each as-
ymptotic cone X of a group G relatively hyperbolic with respect to its
subgroups H1, . . . ,Hn (infinite and with infinite index in G), the normalized
tree-graded structure is the set of pieces containing the following:
• the subsets of X induced by a left ∗coset of some ∗Hi which are
not real trees (notice that if it is not empty it covers X, and if it is
empty X is a real tree),
• if the collection H described above is a set of pieces, the transversal
trees with respect to H, and X otherwise.
The pieces as in the second point will be referred to, with an abuse, as
transversal trees. If H is a set of pieces, by Proposition 6.9 they are homo-
geneous real trees of valency 2ℵ0 . On the other hand, if H is not a set of
pieces, the valency of X is once again 2ℵ0 . In fact, the set P induced by any
Hi is not a point, as each Hi is infinite, and P belongs to a set of pieces for
X. Hence, being a homogeneous real tree, it contains a geodesic line. So,
applying Lemma 6.8, we easily obtain that X has valency at least 2ℵ0 , and
hence exactly 2ℵ0 .
LetG be a group hyperbolic relative toH1, . . . ,Hn. Let P = {(Pi, ri)}i=0,...,k
be representatives for the isometry classes of the pieces, where P0 is a ho-
mogeneous real tree with valency 2ℵ0 . We will denote by wt the class in W
of a P-geodesic Γ with associated almost filling of [0, 1] simply {[0, 1)} and
such that Γ(0) ∈ P0.
As we will see, the P-geodesics defined below are the ones represented by
actual geodesics.
Definition 6.28. A P-geodesic Γ is admissible if for each I1 = [p1, q1), I2 =
[p2, q2) in its associated almost filling and such that q1 = p2, Γ(p1) /∈ P0 or
Γ(p2) /∈ P0.
Given a non-virtually cyclic group G with cut-points in an asymptotic
cone X, we can still consider a family P = {(Pi, ri)} of representatives
for the isometry classes of the pieces in the minimal tree-graded structure,
where P0 is a homogeneous real tree with valency 2
ℵ0 . The class wt and the
definition of admissible P-geodesic make sense in this case as well.
Proposition 6.29. If G is either
• an asymptotic cone of a group G hyperbolic relative to H1, . . . ,Hn
equipped with the normalized tree-graded structure, or
• an asymptotic cone of a non-virtually cyclic group G containing cut-
points equipped with the minimal tree-graded structure,
then for each p ∈ G there exists a choice of charts such that
• HG,p(wt) = 1,
• HG,p(w) = 2ℵ0 if wt 6= w ∈ W and w has an admissible representa-
tive,
• HG,p(w) = 0 otherwise,
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where HG,p is defined in Convention 6.27.
Proof. Suppose (without loss of generality) that G = C(G, e, ν) and that
p = e. In the case that G is relatively hyperbolic, let J ⊆ {1, . . . , n} be the
set of the indices j such that C(Hj , e, ν) is not a real tree.
Let us consider an admissible P-geodesic Γ, with associated almost filling
of [0, l] {Ia = [pa, qa)}a∈A.
Step 1. “Finite approximants” for Γ. Consider some finite subset
A′ ⊆ A. We want to find an internal non-empty set G = G(A′) of internal
geodesics γˆ such that their projections γ satisfy the properties required
by Γ for {Ia}a∈A′ . Let us make this more precise. Choose for each i an
identification of Pi with a piece Qi containing e. For each a ∈ A choose
ua ∈ G such that e and ua lie on QhΓ(Ia), where hΓ is as usual the index
selector.
We require for the internal geodesics γˆ ∈ G to satisfy the following, for
each a ∈ A′
(1) γˆ(0) = e,
(2) for each a ∈ A′ such that hΓ(Ia) ≥ 1 there exists g = ga ∈ ∗G such
that γ(pa) = [ga], γ(qa) = gaua,
(3) for each a ∈ A′ such that hΓ(Ia) = 0 we have that γ|Ia is contained
in a transversal tree.
Suppose that we are able to prove that there actually exist internal geodesics
with these properties for each finite A′ ⊆ A, as we will do later. The idea
is to use saturation to find an internal geodesic γˆ which satisfies (1) − (3)
for each a ∈ A. But first, we have “express those properties internally”:
we need to find non-empty internal sets G(A′), to apply saturation and find
that the intersection is non-empty. We will do this separately for relatively
hyperbolic groups and minimal tree-graded structures, starting with the
relatively hyperbolic case.
Normalized structure case. Property (1) requires no comments. Prop-
erty (2) holds if and only if there exists an infinitesimal ρ such that
d(γˆ(paν), ga), d(γˆ(paν), gauˆa) ≤ ρν,
where [uˆa] = ua. So, fixing ρ, we have an internal set of internal geodesics
satisfying (2): the one described by the property above (we can consider a
fixed uˆa).
The task is slightly more difficult for condition (3). Let M be as in
Lemma 4.5. If the projection of γ is contained in a transversal tree, using
the property of M and an argument based on Lemma 2.10, we get that there
exists an infinitesimal η such that for each left ∗coset H of some Hj (j ∈ J),
the diameter of γ ∩NM (H) is bounded by ην. We claim that the converse
holds as well.
In fact, consider γ such that there are two points γ(x) and γ(y), with
x < y, such that d(γ(x), γ(y)) ≡ ν, but there exists a left ∗coset H of
PROJECTIONS AND RELATIVE HYPERBOLICITY 61
some Hj such that d(x,H), d(y,H) ≤ η′ν, for some infinitesimal η′. By the
property of M , there are points γ(x′), γ(y′) whose distance from H is at
most M . What is more, we can assume that d(γ(x′), γ(y′)) ≡ ν by taking
the x′ as close as possible to x and y′ as close as possible to y. This is
a contradiction since any arc between [x′] and [y′] is contained in P . In
particular this applies to a non-trivial subgeodesic of the geodesic δ induced
by γ, and therefore δ is not contained in a transversal tree. This completes
the proof of the claim.
Minimal structure case. Let us move on to minimal tree-graded struc-
tures. For what regards property (2), we can proceed as above. The idea for
property (3) is the characterization of transversal lines as those admitting a
projection satisfying (P2) as in the proof of Proposition 6.11. Namely, γ|Ia
is contained in a transversal tree if and only if there exists an infinitesimal
ρ such that φ(γ|[paν,qaν], 1/ρ), as defined in the proof of Proposition 6.11,
holds.
Step 2. Applying saturation. In both cases we have that, for each A′
and fixing a sufficiently large infinitesimal ρ(A′), we can find a non-empty
(as we will show later) internal set of internal geodesics G(A′) satisfying
(1)− (3). Therefore, after choosing an infinitesimal greater than any ρ(A′)
(see Lemma 2.6), we can use saturation to find an internal geodesic γˆ which
satisfies (1)− (3) for each a ∈ A. Let γ be the induced geodesic in G. It is
quite clear that we can choose identifications of each pair (P, p) with some
(Pi, ri), where P is a piece intersecting γ in a non-trivial subgeodesic and p
is the entrance point of γ in P , in such a way that the P-geodesic associated
to γ is Γ. In fact, in the case when (P, p) has to be identified with (Pi, ri) for
i ≥ 1, we can use ga as in property (2) to “translate” the fixed identification
of (Pi, ri) with Qi. In the case when (P, p) has to be identified with (P0, r0),
we can use the isotropy of P0, that is the fact that for each x, y ∈ P0 with
d(x, r0) = d(y, r0) there exists an isometry of P0 fixing r0 and taking x to
y. Notice that we implicitly used the fact that
⋃
Ia is dense in [0, l] to
guarantee that the Ia’s are exactly the maximal intervals such that γ|Ia is
contained in a piece.
Step 3. Constructing many geodesics starting from a given one.
So far we proved that HG,e([Γ]) ≥ 1 (for an admissible Γ). We want to use
γˆ, γ as in Step 2 to construct many other geodesics with the same properties.
Again, we will start with the relatively hyperbolic case and then move on
to the minimal tree-graded structure case.
Normalized structure case. Consider a hyperbolic element of infinite
order g ∈ G. Note that the isometry induced in G by left multiplication by
g stabilizes no piece which is not a transversal tree. This immediately implies
that, unless an initial subgeodesic of γ is contained in the transversal tree at
e, γ and gγ do not have the same initial pattern. Similarly, if n1 6= n2 ∈ ∗N
(and d(e, gni) ∈ o(ν)), gn1γ and gn2γ do not have the same initial pattern.
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Note that the cardinality of {n ∈ ∗N : d(e, gn) ∈ o(ν)} is at least 2ℵ0 .
Therefore, if [Γ] 6= wt and Γ is admissible, we have HG,e(w) ≥ 2ℵ0 . The
other inequality clearly holds, so we are done in this case. On the other
hand, it is clear from the definitions that HG,e(wt) = 1, and that no geodesic
in G has non-admissible associated P-geodesic, that is HG,e(w) = 0 if w has
no admissible representatives.
Minimal structure case. In the minimal tree-graded structure case, we
proceed approximating the argument above. Namely, consider an element
g ∈ ∗G such that [g] 6= e but [g] ∈ Te. Notice that if [Γ] 6= wt then
d(gp, p) = 2l(γ) + d(e, [g]), where p is the second endpoint of γ. Similarly,
if [g1] 6= [g2] and [g1], [g2] ∈ Te, we have an analogous property for g1p, g2p.
Using this, it is easily seen that for each n ∈ N+ we can find g1, . . . , gn such
that
(1) d(giq, gjq) ≥ 2l(γ)ν for i 6= j, where q is such that [q] = p,
(2) d(gi, e) ≤ 1/n for each i.
Therefore, we can also find g1, . . . , gµ with the same properties for some infi-
nite µ. Unfortunately, this is not enough to conclude that giγ concatenates
well with γj for each i 6= j, which would lead to the end of the proof (up to
the final considerations as in the relatively hyperbolic case). However, this
still holds because we can add the following requirement:
(3) each path in ∗G obtained concatenating at most n internal geodesics
connecting a point on giγˆ to a point in gj γˆ contains a point whose distance
from gi is a most ν/n, if i 6= j.
If g1, . . . , gµ also satisfies this property, it is easily seen that all paths
connecting giγ to gjγ for i 6= j contain e. In particular, no piece (except
transversal trees) can contain initial subpaths of both giγ and gjγ, as it does
not contain cut-points. So, giγ and gjγ concatenate well for i 6= j, and we
are done.
Step 4. Actually constructing the “finite approximants”. We are
only left with finding internal geodesics as above. For each a ∈ A′ we can find
a geodesic parametrized by (a translate of the) arc length γa : [pa, qa] → G
which is contained in a piece isometric to PhΓ(a), γa(pa) = e and γa(qa) = ua.
Order A′ in such a way that a ≤ b if pa ≤ pb. We want to show that if
a < b, up to translating γb by an element of
∗G, we can find a geodesic
parametrized by a translate of the arc length γ : [pa, qb] → G such that
γ|[pa,qa] = γa and γ[pb,qb] = γb. In fact, suppose first that qa < pb. It is easy
to find a geodesic δ of length qb − qa starting from γa(qa) such that γa and
δ concatenate well. Also, there exists an element g ∈ ∗G such that gγb has
starting point the final point of δ. Up to changing g we can also arrange
that δ and γb concatenate well (by Lemma 6.10). The concatenation of γa,
δ and gγb is the required geodesic. If qa = pb, we can still find g such that
γa and γb concatenate well by Lemma 6.10, unless they are both contained
in a transversal tree, but this is not the case as Γ is admissible.
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Using inductively the argument above (and, possibly, the first part of it
for the minimum and maximum of A′), we obtain a geodesic γ such that
γ|Ia is contained in a piece isometric to PhΓ(a) for each a ∈ A′. An internal
geodesic connecting e to an element of ∗G which projects on the last point
of γ satisfies all our requirements. 
The aim of the next subsections is to prove that the kind of information
provided by the proposition above is enough to determine the bilipschitz
type of G.
6.5. A criterion for being bilipschitz. Fix, throughout the subsection, a
family {(Pi, ri)}i∈I of complete homogeneous geodesic pointed metric spaces.
We also assume that Pi is not isometric to Pj if i 6= j and that no Pi consists
of a single point.
Convention 6.30. All tree-graded spaces from now on are assumed to be
homogeneous and to have homogeneous pieces.
Recall that by W we denote the set of equivalence classes of P-geodesics
(with range {(Pi, ri)}) with the same initial P-pattern, and consider a map
α assigning to each w ∈ W a cardinality α(w). Denote by Fα a tree-graded
space such that for each p ∈ F there exists a choice of charts such that
HFα,p(w) = α(w) for each w ∈ W, if such Fα exists (the question whether
or not such Fα exists will be addressed later).
We will be interested in tree-graded spaces with pieces not necessarily
isometric (but bilipschitz equivalent) to the Pi’s. Suppose that we are given
a family of homogeneous, geodesic complete metric space {Qj}j∈J and bilip-
schitz equivalences fj : Qj → Pi(j). Suppose that {i(j)}j∈J = I. Denote
by X the the set of equivalence classes of P-geodesics with range {(Qj , sj)}
(for sj ∈ Qj such that fj(sj) = ri(j)) with the same initial P-pattern. Set
F = {fj}j∈J .
Starting from the data above we are going to construct a map ψF : X →
W, which describes how P-geodesics change when “substituting the Qj ’s
with the Pi’s”.
Indeed, we are going to construct first a map ψ′F from the set of P-
geodesics with range {(Qj , sj)} to the set of P-geodesics with range {(Pi, ri)},
which induce the required map ψF .
Consider a P-geodesic Γ with range {(Qj , sj)} with associated almost
filling of [0, l] {Ia = [pa, qa)}a∈A.
First of all, let us define the almost filling {Ja}a∈A associated to Θ =
ψ′F (Γ). We will need a function sΓ : [0, l] → R, defined in such a way that
it keeps track of the “stretching factor” given by the fj ’s.
For a ∈ A set Aa = {b ∈ A|qb ≤ pa}. If t ∈ [0, l]\
⋃
a∈A I˚a, set
sΓ(t) =
∑
b∈Aa
d(ri(hΓ(b)), fhΓ(b)(Γ(Ib))) + λ
[0, pa]\ ⋃
b∈Aa
Ib
 ,
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where λ is the Lebesgue measure and hΓ is, as usual, the index selector. If
t ∈ Ia set
sΓ(t) = sΓ(pa) +
t− pa
qa − pad(ri(hΓ(a)), fhΓ(a)(Γ(Ia))).
Remark 6.31. It is not difficult to prove that sΓ is k−bilipschitz.
We are ready to define
Ja = sΓ(Ia).
Now, simply set Θ(Ja) = fhΓ(a)(Γ(Ia)). It is easily shown that {Ja} is an
almost filling and that Θ is a P-geodesic whose initial pattern does not
depend on the choice of the representative of [Γ] ∈ X . In particular, ψ′F
induce a well defined map ψF : X → W.
Remark 6.32. ψF is surjective (because {i(j)}j∈J = I).
Convention 6.33. With an abuse of notation, if γ is a geodesic (and a
choice of charts has been fixed) we will denote ψ′F (Γ) and sΓ, where Γ is the
P-geodesic associated to γ, simply by ψ′F (γ) and sγ , respectively.
Theorem 6.34. Suppose that α(w) is infinite for each w ∈ W. Also,
suppose that F is tree-graded with trivial transversal trees and that each
of its pieces is isometric to one of the Qj’s as above, and that each fj is
k−bilipschitz. Also, suppose that for each p ∈ F there exists a choice of
charts such that:
(1)
∑
{x′∈X :ψF (x′)=ψF (x)}HF,p(x
′) ≤ α(ψF (x)) for each x ∈ X .
Then F admits a k−bilipschitz embedding into Fα.
(2)
∑
{x′∈X :ψF (x′)=ψF (x)}HF,p(x
′) = α(ψF (x)) for each x ∈ X and p ∈ F.
Then F is k−bilipschitz equivalent to Fα.
Remark 6.35. Unfortunately, in the case we are interested in not all the
cardinalities are infinite. However, modifying slightly the proof one can ob-
tain Theorem 6.3. This would be a shorter way to prove that theorem than
the one we will follow, that is reducing to the case when all cardinalities are
infinite. We will do that to obtain an “explicit” description of the asymp-
totic cones of relatively hyperbolic group (as the universal tree-graded space
described in the proof of Theorem 6.36).
Proof of Theorem 6.34. We prove (2), the proof of (1) being very sim-
ilar. Set G = Fα. During the proof bilipschitz maps are implied to be
k−bilipschitz.
If X ⊆ F and x ∈ X denote by Y(X,x) the set of elements of Y(F, x)
which can be represented by a geodesic contained in X. We will call a
subspace X of F good if it has the following properties:
(1) X is geodesic.
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(2) For each x ∈ X, the set Y(X,x) either has at most 2 elements or it
coincides with Y(F, x). In the first case x will be called empty for
X, while in the second case it will be called full for X.
(3) If X contains a non-trivial geodesic contained in one piece (or, equiv-
alently, if it contains 2 points on the same piece), then it contains
the entire piece.
Analogous definitions can be given for G. Note that an increasing union
of good subspaces is a good subspace. Also, remark that if X is a good
subspace of F or G and x, y ∈ X, then any geodesic between x and y is
contained in X (i.e, X is convex). In fact, if γ, γ′ are geodesics connecting x
and y and p ∈ γ\γ′, there exists a piece containing p and intersecting both
γ and γ′ in a non-trivial arc (as p is contained in a simple loop which is a
union of two subgeodesics of γ and γ′). Therefore, conditions (1) and (3)
imply the claim.
We wish to construct the required bilipschitz equivalence using Zorn’s
Lemma on the set of good pairs, that is pairs (X, f) such that
• X is a good subspace of F,
• f is a bilipschitz embedding of X into G which preserves fullness,
that is f(x) is full for f(X) whenever x is full for X,
• if, for some piece P ⊆ G, f(X) ∩ P contains at least 2 points, there
exists a piece P ′ of F such that f(P ′) = P .
Note that if (X, f) is a good pair, f(X) is a good subspace of G (we require
the third property in order to have this). A point is a good subspace,
therefore the set such pairs is not empty. If we set (X, f) ≤ (Y, g) when
X ⊆ Y and g|X = f , then clearly any chain has an upper bound. Therefore
there exists a maximal element (M,h). We want to show that M = F. Note
that M is closed, because h can be extended to M as G is complete, and,
as we are going to show, M is a good subspace.
Let us prove that M satisfies (3) first, as it is the simplest condition to
check. If [x, y] is a non-trivial geodesic contained in a piece P and x′, y′ are
sufficiently close to x and y respectively, then any geodesic from x′ to y′
contains a non-trivial subgeodesic contained in P . This readily implies (3).
Let us prove (1). Consider any x, y ∈M . We want to show that there is
a geodesic contained in M which connects them. Consider any geodesic γ
in F from x to y. Consider any piece Q which intersects γ in a non-trivial
arc between piQ(x) = x
′ and piQ(y) = y′. Each geodesic between points close
enough to x and y intersects Q in a non-trivial arc, and this readily implies,
by conditions (1) and (3) for M , that Q ⊆ M . This argument shows that
there exists a dense subset of γ contained in M (see Lemma 6.16). By the
remark that each geodesic connecting two points in M is contained in M ,
we have that γ\{x, y} ⊆M , and therefore γ ⊆M .
We are left to show (2). First, we have that Y(M,x) = Y(M,x) if x ∈M .
In fact, if γ represents an element of Y(M,x), by the previous argument
γ\{y} is contained inM , where y is the last point of γ. An initial subgeodesic
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γ′ of γ is contained in M and so [γ] = [γ′] ∈ Y(M,x). Also, Y(M,x) cannot
contain more than one element if x ∈M\M . Suppose in fact that this is not
the case and consider geodesics γ1, γ2 ⊆M such that [γ1] 6= [γ2] ∈ Y(M,x).
By Lemma 6.25, the concatenation γ of γ−12 and γ1 is a geodesic. By the
proof of point (1), we would have x ∈M , as it is not an endpoint of γ.
We have thus proved that M is good, so M = M by maximality and M
is closed.
Assume that there exists x /∈M . Consider some p′ ∈M and let p be the
last point on a geodesic [p′, x] which lies on M . We want to show that p is
empty for M , by showing that [p, x] is not a representative of an element
in Y(M,p). In fact, suppose that this is not the case. Then there exists
a point q 6= p on [p, x], a piece P and a point r ∈ P , r 6= p, such that a
geodesic [p, r] is contained in M and q, r ∈ P . If p ∈ P , by property (3) we
have P ⊆M and in particular q ∈M , which contradicts our choice of p. If
p /∈ P , we can assume r = piP (p). So, [p, q] must contain r ∈ M . This is a
contradiction as [p, q] ∩M = {p}.
Fix a set of representativesR1 (resp. R2) for the elements of Y(F, p)\Y(M,p)
(resp. Y(G, p)\Y(h(M), h(p))). At first, we want to extend h to the union
M ′ of M and all the elements of R1.
We wish to prove that up to changing representatives of Ri, there is a
bijection b : R1 → R2 such that, for each γ ∈ R1,
• the P-geodesic associated to b(γ) is ψ′F (γ) (for some choices of charts).
Consider choices of charts for F and G as in the statement.
We clearly have
|F−1F,p
({x′ ∈ X : ψF (x′) = ψF (x)}) \Y(M,p)| = ∑
{x′∈X :ψF (x′)=ψF (x)}
HF,p(x
′) =
HG,f(p)(ψF (x)) = |F−1G,f(p)(ψF (x))\Y(f(M), f(p))|
for each x ∈ X (the first and last equality hold as each α(w) is infinite and
|Y(M,p)|, |Y(f(M), f(p))| ≤ 2 by emptiness).
These considerations imply that we can choose a bijection b : R1 → R2
such that for each γ ∈ R1 the P-geodesic associated to b(γ) represents the
same class in W as ψ′F (γ). To obtain what we need is now sufficient to
substitute geodesics in R1 and R2 with appropriate subgeodesics.
We are now ready define an extension of h, denoted by h : M ′ → Fα, as
follows:
h(x) =
{
h(x) if x ∈M
b(γ)(sγ(t)) if x = γ(t) for some γ ∈ R1
Note that h is indeed a bilipschitz embedding (see Lemma 6.25 and Re-
mark 6.31). The last step is to extend it further so that the domain satisfies
property (3). Consider a piece P which intersects some γ ∈ R1 in a non-
trivial subgeodesic γ′. As the P-geodesic associated to b(γ) is ψ′F (γ), h(γ
′)
is contained in a piece P ′ bilipschitz equivalent to P . Not only that: using
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the fixed choices of charts and the maps fi’s, we have that there exists a
gP : P → P ′ which maps γ′ to h(γ′). Let ∆ be the family of pieces P as
above. Consider the bilipschitz equivalences {gP }P∈∆. We can use them to
further extend h to h˜ : M ′′ → G, where M ′′ = M ′ ∪⋃P∈∆ P , as follows:
h˜(x) =
{
h(x) if x ∈M ′
gP (x) if x ∈ P
Once again, this is a bilipschitz embedding. It is quite clear that M ′′ satisfies
(1) and (3). It is also not difficult to see that it satisfies (2) as well, and
more precisely that
• p is full for M ′′,
• each point in M\{p} is empty (resp. full) for M ′′ if and only if it is
empty (resp. full) for M ,
• each point in M ′′\M is empty for M ′′.
Also, h is readily checked to satisfy all the requirements needed to establish
that (M ′′, h) is a good pair. By maximality of M , this is a contradiction.
We finally proved that if (M,h) is a maximal good pair, then M = F.
Therefore, there exists a bilipschitz embedding h : F→ G, with the further
property that h preserves fullness. Let us show that this implies that h is
surjective. Consider, by contradiction, some x ∈ G\h(F). Fix some p ∈ F
and consider a geodesic [h(p), x]. As h(F) is closed, being a complete metric
space, we can assume that [h(p), x]∩h(F) = {h(p)}. Repeating an argument
we already used for M (recall that h(F) is a good subspace), we have that
[h(p), x] represents an element of Y(G, h(p))\Y(h(F), h(p)). But p is full for
F, so this contradicts the hypothesis that h preserves fullness. 2
6.6. Universal tree graded spaces. As in the previous subsection, con-
sider a family {(Pi, ri)}i∈I of complete homogeneous geodesic pointed metric
spaces.
At this point it is a natural problem to find those maps (w ∈ W) 7→ α(w)
, where each α(w) is a cardinality, which are realized by a homogeneous
tree-graded space.
Our aim is now to construct a “universal” tree-graded space, given an
infinite cardinality α(w) for each w ∈ W.
Theorem 6.36. Consider any map (w ∈ W) 7→ α(w), where each α(w)
is infinite. There exists a tree-graded space F = Fα with trivial transversal
trees such that each of its pieces is isometric to one of the Pi’s and, for an
appropriate choice of charts, for each w ∈ W and p ∈ F we have HF,p(w) =
α(w).
We will say that F as above is a universal tree-graded space.
Remark 6.37. If we did not require the α(w)’s to be infinite the theorem
would be false, for if the cardinality of some F−1F,p (w) is a most one, many
other cardinalities are forced to be 0 (for the same reason why only admis-
sible P-geodesics are represented by geodesics in the asymptotic cone of a
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relatively hyperbolic group). It seems reasonable that the theorem can be
extended (in the same generality) to the case when the α(w)’s are at least
2.
Proof. Denote by W the set of all P-geodesics. For Γ ∈ W , we will denote
by [Γ] the corresponding class in W.
Let us define F, at first as a set. Some of the definitions which follow
are inspired by the definitions of Aµ and of its distance in [DP]. Set α =
supw∈W α(w). We will need to fix for each i and x ∈ Pi different from ri an
isometry φx of Pi which maps x to ri. If Γ is a P-geodesic with associated
almost filling of [0, l] I = {[pa, qa)}, and x < y ∈ [0, l] do not lie in the
interior of any I ∈ I, denote by
• −Γ the P-geodesic with associated almost filling (once again of [0, l])
{[l − qa, l − pa)} and such that −Γ(l − qa) = φΓ(pa)(rhΓ(pa)) (where
hΓ denotes as usual the index selector of Γ),
• Γx,y the P-geodesic with associated almost filling (of [0, y−x]) {[pa−
x, qa − x) : pa ≥ x, qa ≤ y} and such that Γx,y(t) = Γ(t+ x).
The idea is that −Γ moves backwards along Γ, and Γx,y is a restriction of
Γ.
The elements of F will be quadruples f = (ρf ,Γf , If , βf ) such that
(1) ρf ∈ R≥0,
(2) If is an almost filling of [0, ρf ],
(3) Γf is a P-geodesic with associated almost filling If ,
(4) βf : [0, ρf )→ α is piecewise constant from the right, that is for each
t there exists  > 0 such that f |[t,t+] is constant,
(5) if x lies in the interior of some I ∈ If , βf is constant in a neighbor-
hood of x,
(6) βf (t) < α([Γ
t,ρf
f ]) for each t ∈ [0, ρf ) such that t = 0 or βf is not
constant in a neighborhood of t.
Let us construct some examples of elements of F. If x ∈ Pi and µ < α,
denote by fx,µ, if it exists, the element of F such that
• ρfx,µ = dPi(ri, x),
• Ifx,µ = {[0, ρfx,µ)},
• Γfx,µ(0) = x,
• βfx,µ is constantly µ,
Condition (6) restricts the possible values of µ.
We are now going to define a concatenation of elements of F. Consider
f, g ∈ F. The concatenation f ∗ g is the element of F such that
• ρf∗g = ρf + ρg,
• If∗g = If ∪ {ρf + I : I ∈ Ig},
• Γ0,ρff∗g = Γf and Γ
ρf ,ρf+ρg
f∗g = Γg
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• βf∗g(t) = βf (t), where βf (t) is defined and βf∗g(t) = βg(t − ρf )
where βg(t− ρf ) is defined,
We want now to define a distance on F. Consider f, g ∈ F. Let s = s(f, g)
be their separation moment, i.e.
s = sup{t|∀t′ ∈ [0, t] Γf (t′) = Γg(t′), βf (t′) = βg(t′)}.
Note that this supremum is never a maximum. We will consider 2 cases.
• (a) If βf (s) = βg(s) and hΓf (s) = hΓg(s) = i (in particular they
are defined in s), denoting by Jf ∈ If and Jg ∈ Ig the intervals
containing s, we set
d(f, g) = (ρf − s) + (ρg − s) + dPi(Γf (s),Γg(s))− l(Jf )− l(Jg),
• (b) in any other case
d(f, g) = (ρf − s) + (ρg − s).
For later purposes, define u = u(f, g) and v = v(f, g) in the following way:
• if d(f, g) is as in case (a), let u and v be such that Jf = [s, u),
Jg = [s, v).
• if d(f, g) is as in case (b), set u = v = s,
The following remark will be used many times in the proof that d is a
distance.
Remark 6.38.
• s does not lie in the interior of any element of If or Ig,
• if u > s or v > s, then both inequalities hold and [s, u) ∈ If , [s, v) ∈
Ig,
• s ≤ u ≤ ρf , s ≤ v ≤ ρg,
• the formula in case (a) can be rewritten as d(f, g) = (ρf −u)+(ρg−
v) + dPi(Γf (s),Γg(s)),
• (ρf − u) + (ρg − v) ≤ d(f, g) ≤ (ρf − s) + (ρg − s),
• if s(f, g) < s(g, h), then s(f, h) = s(f, g).
Lemma 6.39. d is a distance.
Proof. The only non trivial property to check is the triangular inequality.
Consider f, g, h ∈ F. We have to show that d(f, h) ≤ d(f, g) + d(g, h). Set
s1 = s(f, g), s2 = s(g, h) and s3 = s(f, h). Define analogously ui and vi,
i = 1, 2, 3. We will consider several cases, which cover all possible situations
up to exchanging the roles of f and h (and therefore, for example, u1 and
v2).
1) u1 ≤ s3, v2 ≤ s3. In this case we get
d(f, h) ≤ (ρf − s3) + (ρh − s3) ≤ (ρf − u1) + (ρh − v2) ≤
(ρf − u1) + (ρg − v1) + (ρg − u2) + (ρh − v2) ≤ d(f, g) + d(g, h).
2) s3 < u1 ≤ u3, s1 < u1 and v2 ≤ v3. We have that [s3, u3) and
[s1, u1) both belong to If and their intersection in not empty. Therefore
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[s3, u3) = [s1, u1), that is, s3 = s1 and u3 = u1. Also, clearly s2 ≥ s3, by the
definition of separation moment. We will consider 2 subcases.
2′) s2 < v2. In this case, by the same argument we just used, s2 = s3 = s1
and v2 = v3. For i = hΓf (s3) (we will not repeat this), using the relations
we found so far and the triangular inequality in Pi, we have that
d(f, h) = (ρf − u3) + dPi(Γf (s3),Γh(s3)) + (ρh − v3) ≤
(ρf−u1)+dPi(Γf (s1),Γg(s1))+(ρg−v1)+(ρg−v2)+d(Γg(s2),Γh(s2))+(ρh−v2)
= d(f, g) + d(g, h).
If s2 = v2, we have s2 ∈ [s3, v3]. But s2 cannot belong to the interior
of [s3, v3) ∈ Ih. Therefore either s2 = s3 or s2 = v3. But s2 = s3 is
contradictory as it implies βg(s2) = βg(s1) = βf (s1) = βf (s3) = βh(s3) =
βh(s2) and similarly hΓg(s2) = hΓh(s2), therefore we should have s2 < v2.
2′′) v2 = s2 = v3. As [s1, v1) ∈ Ig, [s1, v2) = [s3, v3) ∈ Ih and v3 is the
separation moment of g and h, we get v1 = v2. We have, using s1 = s3 < s2
(and the definition of separation moment),
d(f, h) = (ρf − u3) + dPi(Γf (s3),Γh(s3)) + (ρh − v3) =
(ρf − u1) + dPi(Γf (s1),Γg(s1)) + (ρh − v2) ≤
(ρf−u1)+dPi(Γf (s1),Γg(s1))+(ρg−v1)+(ρh−u2)+(ρh−v2) ≤ d(f, g)+d(g, h).
3) s3 < u1 ≤ u3, s1 = u1 and v2 ≤ v3. As s1 cannot lie in the interior of
[s3, u3) ∈ If , s1 = u1 = u3. Up to exchanging the roles of f and h we already
treated the case when s2 < v2 (case 2
′′). So, we can assume s2 = v2. As
s1 = u3 > s3, we have s2 = s3, in particular s1 > s2. But βg(s2) = βf (s2) =
βf (s3) = βh(s3) = βh(s2) and analogously hΓg(s2) = hΓh(s2), so we should
have s2 < v2, a contradiction. This (sub)case is therefore impossible.
4) u1 = u3 = s3, v2 ≤ v3. Note that v3 = s3, and so v2 ≤ s3.
d(f, h) = (ρf −s3)+(ρh−s3) ≤ (ρf −u1)+(ρg−v1)+(ρg−u2)+(ρh−v2) ≤
d(f, g) + d(g, h).
5) u1 > u3 > s3. In this case we have s1 ≥ u3 (if s1 = u1 it is obvious,
if s1 < u1 it follows from the fact that u3 cannot lie in the interior of
[s1, u1)). Also, s2 = min{s3, s1} = s3. Observe that s2 < u2, as βg(s2) =
βf (s2) = βf (s3) = βh(s3) = βh(s2) and similarly hΓg(s2) = hΓh(s2) (we
used s1 ≥ u3 > s3 = s2, s3 = s2 and u3 > s3). Note that v2 = v3 and
u2 = u3. In fact, [s2, v3) = [s3, v3) ∈ Ih and [s2, u3) = [s3, u3) ∈ If , but also
[s3, u3) ∈ Ig as u3 < u1. If s1 = u1, we have
d(f, h) = (ρf − u3) + dPi(Γf (s3),Γh(s3)) + (ρh − v3) ≤
(ρf − s1) + (s1 − u3) + 2(ρg − s1) + dPi(Γg(s2),Γh(s2)) + (ρh − v2) =
(ρf−s1)+(ρg−s1)+(ρg−u2)+dPi(Γg(s2),Γh(s2))+(ρh−v2) = d(f, g)+d(g, h).
If s1 < u1 and j = hΓf (s1), the chain of inequalities can be modified as
follows:
d(f, h) = (ρf − u3) + dPi(Γf (s3),Γh(s3)) + (ρh − v3) ≤
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(ρf − u1) + (u1 − s1) + (s1 − u3) + 2(ρg − v1) + [(v1 − s1)− (v1 − s1)]+
dPi(Γg(s2),Γh(s2)) + (ρh − v2) =
(ρf − u1) + dPj (Γf (s1), rj) + (ρg − v1) + (ρg − u2)− (v1 − s1)+
dPi(Γg(s2),Γh(s2)) + (ρh − v2) ≤
(ρf − u1) + dPj (Γf (s1),Γg(s1)) + (v1− s1)− (v1− s1) + (ρg − v1) + d(g, h) =
d(f, g) + d(g, h).
6) u1 > u3 = s3. As in case 5), s1 ≥ u3, so s1 ≥ s3. Note that s2 ≥ s3. If
s1 = u1, we also have s1 > s3 and hence s2 = s3. Also, βg(s2) = βf (s2) =
βf (s3) 6= βh(s3) = βh(s2), hence u2 = v2 = s2 (we used s1 > s3 = s2,
s3 = u3 and s3 = s2).
d(f, h) = (ρf−s3)+(ρh−s3) ≤ (ρf−s1)+(s1−s3)+2(ρg−s1)+(ρh−s2) =
(ρf − s1) + (ρg − s1) + (ρg − s2) + (ρh − s2) = d(f, g) + d(g, h).
We are left to deal with the case s1 < u1, which has 2 subcases
6′) s1 = s3. In this case s2 = s3, for otherwise (i.e. for s2 > s3 = s1)
we would have βf (s3) = βf (s1) = βg(s1) = βh(s1) = βh(s3) and similarly
hΓf (s3) = hΓh(s3), so s3 < u3 (we used s3 = s1, s1 < u1, s1 < s2 and s1 =
s3). Also, s2 = u2 as βg(s2) = βg(s1) = βf (s1) = βf (s3) 6= βh(s3) = βh(s2)
(we used s2 = s1, s1 < u1, s1 = s3, s3 = u3 and s3 = s2).
6′′) s1 > s3. Also in this case s2 = s3, and s2 = u2 because βg(s2) =
βg(s3) = βf (s3) 6= βh(s3) = βh(s2).
In both cases 6′) and 6′′) the following estimate holds:
d(f, h) = (ρf − s3) + (ρh − s3) ≤ (ρf − u1) + dPi(Γf (s1), ri) + (s1 − s3)+
2(ρg − v1) + (ρh − s2) ≤
(ρf−u1)+dPi(Γf (s1),Γg(s1))+(ρg−v1)+(v1−s1)+(s1−s3)+(ρg−v1)+(ρh−s2)
(ρf−u1)+dPi(Γf (s1),Γg(s1))+(ρg−v1)+(ρg−s2)+(ρh−v2) = d(f, g)+d(g, h).

Lemma 6.40. F is complete.
Proof. Note that d(f, g) ≥ |ρf − ρg|. Therefore, given a Cauchy sequence
fn we have that ρfn → ρ, for some ρ ≥ 0. If for some t ∈ [0, ρ) the
sequences {Γfn(t)}, {βfn(t)} (which are defined at least for n large enough)
is definitively constant, then define Γf (t) = Γfn(t), βf (t) = βfn(t) for n
large. This may not happen for each t. However, in this case, it is easily
seen that there exists t0 < ρ such that
• {Γfn(t)}, {βfn(t)} are definitively constant for t < t0,
• βfn(t) is definitively constant for t ∈ [t0, t),
• Γfn , for n large enough, is constant on [t0, ρfn), hΓfn (t0) is defini-
tively constant (say equal to i) and the sequence {Γfn(t0)}n≥n0 for
n0 large enough is a Cauchy sequence in Pi.
Using the completeness of the Pi’s a limit for {fn} is easily constructed.

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Let us show that F is geodesic. We will need a notion of restriction of
a P-geodesic Γ to a closed subinterval. For each i and any pair of points
q, q′ ∈ Pi choose a geodesic γq,q′ which connects them. Suppose that Γ
has domain I = {Ia}, where I is an almost filling of [0, l]. Consider some
0 ≤ x ≤ l. First, we define the domain of Γ|[0,x] to be
J = {J ∩ [0, x) : J ∈ I and J ∩ [0, x) 6= ∅}.
If J ∈ J denote by Jˆ the only interval in I such that J = Jˆ ∩ [0, x). Define
Γ|[0,x](J) = γrh,Γ(Jˆ)(l(J)), where h = hΓ(Jˆ).
We can now define, for f ∈ F, its F−restriction f‖[0,x) to [0, x), for 0 ≤
x ≤ ρf . We set, for t ∈ [0, x) and in the domain of Γf , Γf‖[0,x)(t) = Γ|[0,x](t)
and βf‖[0,x](t) = βf (t) (ρf‖[0,x) = x).
We are finally ready to describe a geodesic between f, g ∈ F. If d(f, g)
is given by the formula in case (b), then γ can be easily checked to be a
geodesic parametrized by arc length between f and g, where
γ(t) = f‖[0,ρf−t) if 0 ≤ t ≤ ρf − s
g‖[0,2s−ρf+t) if ρf − s ≤ t ≤ (ρf − s) + (ρg − s)
If d(f, g) is given by the formula in case (a), set δ = γΓf (s),Γg(s).
Set i = hΓf (s), u = u(f, g), v = v(f, g) and d = dPi(Γf (s),Γg(s)). The
geodesic γ between f and g is given by
γ(t) = f‖[0,ρf−t) if 0 ≤ t ≤ ρf − s− u
f‖[0,s+t1) ∗ f δ(t) if ρf − s− u ≤ t ≤ ρf − s− u+ d
g‖[0,2s+t2+t1−d−ρf+t) if ρf − s− u+ d ≤ t ≤
(ρf − s) + (ρg − s) + d− u− v
We will call the geodesics we just described explicit geodesics.
In order to prove that F is tree-graded, we have to find a candidate set of
pieces. For i ∈ I denote by wi ∈ W the class in W of a P-geodesic Γ with
associated almost-filling (of [0, 1]) simply {[0, 1)} with Γ(0) = x for some
x ∈ Pi, d(x, r1) = 1. If f, g ∈ F set f ≤ g if their separation moment is ρf
(it actually is a partial order). Given f ∈ F, i ∈ I and β < α(wi), set
P (f, i, β) = {g ∈ F : f ≤ g, βg(ρf ) = β, and, if f < g, [Γρf ,ρgg ] = wi, [ρf , ρg) ∈ Ig}.
Each P (f, i, β) is easily seen to be isometric to Pi (the isometry Pi →
P (f, i, β) is given by x 7→ f ∗ fx,β). Let P be the set of all P (f, i, β)’s.
We want to show that F is tree-graded with respect to P. We will use
the characterization of tree-graded spaces given by Theorem 3.20. More
precisely, we will use the version stated in Remark 3.22.
First, notice that each P ∈ P is geodesic and complete, being isometric
to some Pi. In particular, they are closed in F.
Also, it is readily checked that each non-trivial explicit geodesic intersects
a piece in a non-trivial subgeodesic. So, each geodesic triangle whose sides
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are explicit geodesics which intersect each P ∈ P in at most one point is
trivial. Therefore, if we find a projection system for P, by Lemma 3.23 we
are done.
Consider P = P (f, i, β) ∈ P. For each r ∈ F define piP (r) to be the first
point on the explicit geodesic between r and f . It is obvious that (P ′1)
holds.
The following claim can be checked directly.
Claim. Suppose that piP (r1) 6= piP (r2). Then the explicit geodesic from
r1 to r2 is obtained concatenating the explicit geodesics from r1 to piP (r1),
from piP (r1) to piP (r2) and from piP (r2) to r2.
In particular, d(r1, r2) = d(r1, piP (r1))+d(piP (r1), piP (r2))+d(piP (r2), r2),
that is, (P ′2).
To conclude the proof that F is tree-graded, we are left to show (T1).
Consider P (f, i, β) and P (g, j, δ). First of all P (f, i, β) can have a point
in common with P (g, j, δ) only if f ≤ g or vice versa. Let us consider the
case f < g (the case g < f is of course analogous, so we will be left to
deal only with the case f = g). If h ∈ P (f, i, β) ∩ P (g, j, δ) (in particular
h ≥ g > f), then Ih contains [ρf , ρh). If we also had h > g, Ih would contain
[ρg, ρh), which is different from [ρf , ρh), but their intersection is not empty,
a contradiction. This readily implies that if f ∈ P (f, i, β) ∩ P (g, j, δ), then
ρh = ρg, and so we must have h = g.
In the case f = g, it is clear that if i 6= j or β 6= δ then f = g is the only
point in P (f, i, β) ∩ P (g, j, δ).
In order to prove the theorem, we are left to show that for each w ∈
W, F−1F,p (w) has cardinality α(w), for some choice of charts. Choose the
identification (Pi, ri) → (P (f, i, β), f) to be x 7→ f ∗ fx,β. Recall that we
fixed for each i and x ∈ Pi different from ri an isometry φx of Pi which maps
x to ri. These isometries, together with the already fixed identifications,
yield a choice of charts, which is the one we will use.
Note that each equivalence class in Y(F, p) has a representative which is
an explicit geodesic, by the fact that there is an explicit geodesic connecting
each pair of points in F (clearly, geodesics with the same endpoints have the
same initial pattern). Therefore, in what follows we are allowed to restrict
to considering explicit geodesics only.
Consider any f ∈ F. There can be 4 kinds of explicit geodesics starting
from f , which are listed below.
(1) Explicit geodesics γ such that, for each  > 0 in the domain of γ,
f < γ() and βγ() is not constant in a neighborhood of ρf . In this
case FF,f ([γ]) = [Γ
ρf ,ρf+
γ() ] for  as above.
(2) Explicit geodesics as in point (1) except that βγ() is constant in a
neighborhood of ρf . There is one element in each F
−1
F,f (w) which can
be represented by this kind of explicit geodesics.
(3) Explicit geodesics γ such that FF,f ([γ]) = [−Γf ].
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(4) Other explicit geodesics: in this case there exists an interval in If of
the kind [t, ρf ) such that FF,f ([γ]) = [−Γf ], for any x ∈ Pi, x 6= ri,
where i = hΓf (t).
Let G be the set of equivalence classes in Y(F, f) of explicit geodesics of
type (1). We claim that for each w ∈ W, the mapHw : (F−1F,f (w)∩G) 7→ α(w)
given by [γ] 7→ βγ()(ρf ) (for any  > 0 in the domain of γ) is injective and
the image differs from α(w) for at most one element.
If this holds, as geodesics of type (2) − (4) accounts for finitely many
elements in each F−1F,f (w) and each α(w) is infinite, we are done.
We are left to prove the claim. Let us prove “almost-surjectivity” first.
Suppose w = [Γ] for some P-geodesic Γ with domain the almost filling of
[0, l] I. For each κ < α(w), there exists an element g(κ) of F such that
• ρg(κ) = l,
• Ig(κ) = I,
• Γg(κ) = Γ,
• βg(κ) is constantly k.
We have that the explicit geodesic γ from f to f ∗ g(κ) is of type (1) for
each but at most 1 value of k. As clearly γ is contained in F−1F,f (w) and
Hw(γ) = κ, “almost-surjectivity” is proved.
For what regards injectivity, if Hw(γ1) = Hw(γ2), by the fact that the
function β∗’s are piecewise constant from the right there exists  > 0 such
that βγ1() = βγ2(). It is easily seen that γ1 and γ2 have the same pattern
until .

6.7. A tree-graded structure on the homogeneous real tree of va-
lency 2ℵ0. Consider a homogeneous real tree T of valency 2ℵ0 , and fix a
base point p ∈ T . Let W be the set of the equivalence classes of the P-
geodesics with range {(T, p)} and set α(w) = 2ℵ0 for each w ∈ W. A direct
application of Theorem 6.36 shows that a universal tree-graded space F = Fα
exists.
Proposition 6.41. F is isometric to T .
Proof. Being tree-graded with respect to real trees, F is a real tree. We only
need to determine the valency at each q ∈ F.
It is not difficult to show that |W| = 2ℵ0 (this is also the cardinality of
the set of the P-geodesics with range {(T, p)}). So, considering the partition
of Y(F, q) given by {F−1F,q (w)}w∈W , we get |Y(F, q)| = 2ℵ0 × 2ℵ0 . Consider
two geodesics γ1, γ2 starting at q, and suppose that γ1∩γ2 = {q}. It is clear
that either γ1 and γ2 represent different elements of Y(F, q) or they belong
to the same piece. In particular we have that the valency of F at q is at
most 2ℵ0 × 2ℵ0 = 2ℵ0 , and so that it is exactly 2ℵ0 .
Therefore the valency of F at each q ∈ F is 2ℵ0 . In particular, F is
isometric to T . 
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We are finally ready to prove Theorem 6.3 and Theorem 0.6. The proof
is the same for both results.
Proof of Theorem 6.3 and Theorem 0.6. The proposition above, together
with Proposition 6.29 implies that C(G0) and C(G1) can be given a tree-
graded structure such that for each p ∈ C(G0), q ∈ C(G1) (there exists a
choice of charts such that) HC(G0),p and HC(G1),q are constant functions with
value 2ℵ0 .
Consider now a family of homogeneous geodesic representatives {Pi} for
the classes of bilipschitz equivalence of the pieces of C(G0) and C(G1). Let X
be the set of the equivalence classes of the P-geodesics with range {(Pi, ri)},
for some choice of ri ∈ Pi, and set β(x) = 2ℵ0 for each x ∈ X . Applying
Theorem 6.36 we have that a universal tree-graded space G = Fβ exists.
An easy application of Theorem 6.34 gives that both C(G0) and C(G1)
are bilipschitz equivalent to G, and therefore they are bilipschitz equivalent.
2
Remark 6.42. Notice that in the proof above we only used two facts about
C(G0) and C(G1), that is that we can apply Proposition 6.29 to them and
that the sets of the bilipschitz equivalence classes of their pieces coincide. In
particular, the proof works also if, in the definition of being comparable, we
allow the asymptotic cones of G0 and those of G1 to be constructed using
different ultrafilters.
Remark 6.43. In view of the tree-graded structure constructed in the pre-
vious proof, an asymptotic cone of a relatively hyperbolic group is (isometric
to a) universal tree-graded space. In particular, the proof of Theorem 6.36
provides an “explicit” description of such asymptotic cones when the pieces
are known.
References
[AK] Y. Algom-Kfir - Strongly contracting geodesics in Outer Space, arXiv:0812.1555v3
[Be] J. Behrstock - Asymptotic geometry of the mapping class group and Teichmu¨ller
space, Geom. Topol. 10 (2006), 1523–1578.
[BF] M. Bestvina, M. Feighn -A combination theorem for negatively curved groups, J.
Differential Geom. 35 (1992), 85–101.
[BH] M. R. Bridson, A. Haefliger - Metric spaces of non-positive curvature, Grundlehren
der Mathematischen Wissenschaften, 319. Springer-Verlag, 1999.
[BKMM] J. Behrstock, B. Kleiner, Y. Minsky, L. Mosher - Geometry and rigidity of
mapping class groups, arXiv:0801.2006
[Bo1] B. Bowditch, Relatively hyperbolic groups, Preprint, University of Southampton,
http://www.maths.soton.ac.uk/pure/preprints.phtml, 1997.
[Bo2] B. H. Bowditch - A course on geometric group theory, MSJ Memoirs, 16, Mathe-
matical Society of Japan, 2006.
[Da1] F. Dahmani, Les groupes relativement hyperboliques et leurs bords, Ph.D. thesis,
University of Strasbourg, 2003.
[Da2] F. Dahmani - Combination of convergence groups, Geom. Topol. 7 (2003), 933–963.
[DP] A. Dyubina, I. Polterovich - Explicit constructions of universal R−trees and asymp-
totic geometry of hyperbolic spaces, Bull. London Math. Soc. 33 (2001), 727–734.
PROJECTIONS AND RELATIVE HYPERBOLICITY 76
[Dr1] C. Drut¸u - Quasi-isometry invariants and asymptotic cones, Int. J. Alg. Comp. 12
(2002), 99–135.
[Dr2] C. Drut¸u - Relatively hyperbolic groups: geometry and quasi-isometric invariance,
Comment. Math. Helv. 84 (2009), 503–546.
[DS1] C. Drut¸u, M. Sapir - Tree-graded spaces and asymptotic cones of groups, Topology
44 (2005), 959–1058.
[DS2] C. Drut¸u, M. Sapir - Groups acting on tree-graded spaces and splittings of relatively
hyperbolic groups, Adv. Math. 217 (2008), 1313–1367.
[ECHLPT] D, B. A. Epstein, J. W. Cannon, D. F. Holt, S. V. F. Levy, M. S. Paterson,
W. P. Thurston - Word processing in groups, Jones and Bartlett Publishers, Boston, MA,
1992.
[Fa] B. Farb - Relatively hyperbolic groups, Geom. Funct. Anal. 8 (1998), 810–840.
[Ga] F. Gautero - Geodesics in trees of hyperbolic and relatively hyperbolic groups, to
appear in Proceedings of the Edinburgh Mathematical Society.
[GdH] E. Ghys, P. de la Harpe - Sur les groupes hyperboliques d’apres Mikhael Gromov,
Progress in Mathematics, 83, Birkha¨user, 1990.
[Go] R. Goldblatt - Lectures on the hyperreals: an introduction to nonstandard analysis,
Graduate Texts in Mathematics, 188, Springer-Verlag, 1998.
[Gr1] M. Gromov - Groups of polynomial growth and expanding maps, Inst. Hautes E´tudes
Sci. Publ. Math. No. 53 (1981), 53–73.
[Gr2] M. Gromov - Hyperbolic groups. Essays in group theory, 75-263, Math. Sci. Res.
Inst. Publ., 8, Springer, New York, 1987.
[HI] E. Heintze, H. Im Hof - Geometry of horospheres, Jour. Diff. Geom. 12 (1977),481–
491.
[KaL1] M. Kapovich, B. Leeb - On asymptotic cones and quasi-isometry classes of fun-
damental groups of nonpositively curved manifolds, Geom. Funct. Analysis no. 3 (1995),
582–603.
[KaL2] M. Kapovich, B. Leeb - Quasi-isometries preserve the geometric decomposition of
Haken manifolds, Invent. Math. 128 no. 2 (1997), 393–416.
[Kl] W. Klingenberg - Riemannian geometry, de Gruyter Studies in Mathematics, 1, Wal-
ter de Gruyter, 1995.
[KlL] B. Kleiner, B. Leeb - Rigidity of quasi-isometries for symmetric spaces and Euclidean
buildings, Publ. Math. IHES 86 (1997), 115–197.
[MR] M. Mj, L. Reeves - A combination theorem for strong relative hyperbolicity, Geom.
Topol. 12 (2008), 1777–1798.
[OS] D. V. Osin, M. Sapir - Universal tree-graded spaces and asymptotic cones, to appear
in Int. J. Alg. Comp
[Os1] D. V. Osin - Relatively hyperbolic groups: Intrinsic geometry, algebraic properties,
and algorithmic problems, Mem. Amer. Math. Soc. 179 (2006).
[Os2] D. V. Osin - Elementary subgroups of relatively hyperbolic groups and bounded gen-
eration, Internat. J. Algebra Comput. 16 (2006), 99–118.
[Si1] A. Sisto - Separable and tree-like asymptotic cones of groups,
http://arxiv.org/abs/1010.1199.
[Si2] A. Sisto - Tree-graded spaces and relatively hyperbolic groups, Master’s Thesis. A link
to a version of the thesis can be found at http://etd.adm.unipi.it/theses/available/
etd-06082010-125639/.
[Se] J.-P. Serre - Trees, Springer-Verlag, Berlin-New York, 1980.
[vDW] L. van den Dries, A. J. Wilkie - Gromov’s Theorem on groups of polynomial growth
and elementary logic, J. of Algebra 89 (1984), 349–374.
[Ya] A. Yaman, A topological characterisation of relatively hyperbolic groups, J. Reine
Angew. Math. (Crelle’s Journal) 566 (2004), 41–89.
PROJECTIONS AND RELATIVE HYPERBOLICITY 77
Mathematical Institute, 24-29 St Giles, Oxford OX1 3LB, United Kingdom
E-mail address: sisto@maths.ox.ac.uk
