Abstract Seismic attenuation measurements provide a powerful tool for sampling mantle properties.
Introduction
Seismic attenuation has long been used to explore the state of the Earth's interior [e.g., Knopoff, 1964] . Attenuation, measured as the reciprocal of a quality factor Q, clearly increases (Q decreases) with increasing temperature and probably decreases with frequency [Anderson and Given, 1982; Sipkin and Jordan, 1979] . The attenuation of shear waves, Q 21 S , has a documented relationship to temperature in theory and experiments [e.g., Cooper, 2002; Karato and Spetzler, 1990] . The presence of water [Karato, 2003] and melt [e.g., Hammond and Humphreys, 2000; Faul and Jackson, 2007] may also increase attenuation. Grain size also has an important role [Jackson et al., 2002] , although it is thought that compositional effects other than volatiles are minor [Shito et al., 2006; Wiens et al., 2008] . Recent experiments have greatly strengthened the prediction of Q S by incorporating mantle temperatures and seismic frequencies, in synthetic olivine aggregates [Jackson and Faul, 2010, hereinafter JF10] , in analog materials [McCarthy et al., 2011, hereinafter M11] , and other polyphase samples [Sundberg and Cooper, 2010] .
Since the experiments are done on very fine-grained materials, physical models for attenuation are required to increase confidence in the large extrapolation to mantle grain sizes. Although existing models are based on different principles (section 2), they make similar predictions at laboratory grain sizes, as a result of their origin as fits to experimental data. However, they make very different predictions at mantle conditions. For example, when the JF10 and M11 models are evaluated at common temperatures and grain sizes characteristic of the laboratory (e.g., 1000-1200 C and 5 lm), their predictions follow similar trends, but at mantle experiments, different assumptions result in significantly different relations; the curve labeled JF10s is the best fit of Jackson and Faul [2010] to just their small grain size sol-gel samples (i.e., excluding their coarsergrained natural olivine samples that may have slightly different properties), which results in a slightly different exponent to grain size dependence than JF10 (0.89 instead of 1.31). At 0.01 Hz surface-wave frequencies, some models can predict upper mantle attenuation models such as PREM [Dziewonski and Anderson, 1981] , but in the 1 Hz body wave band little calibration exists.
At the same time, advances in seismological recording technologies and analysis methods, particularly with body waves over short paths and high resolution (spatial variation of a few tens of kilometers), have greatly increased the store of available data at frequencies of 1-10 Hz, providing a valuable complement to lower-frequency surface waves. Here we evaluate Q S measurements from some recent studies in subduction zone subarc mantle and back arcs [Rychert et al., 2008; Pozgay et al., 2009; Wiens et al., 2008; Wei et al., 2013] and compare them to laboratoryderived models. In these environments, young basaltic lavas erupt on the surface and record in their majorelement chemistry the pressures and temperatures at which magmas were at last in equilibrium with the mantle [Lee et al., 2009] and retain in melt inclusions undegassed water contents [Plank et al., 2013] . From these independent constraints, we observe that, while there is a correlation between Q
21
S and temperature, extrapolation of the laboratory-based attenuation models predicts several times less attenuation, even when the effects of water are considered. Some other effect, probably related to melt, is needed to explain the seismic observations. 
Laboratory-Based Attenuation Models
2.1. Attenuation, Compliance, and Viscous Response While attenuation models have been well described elsewhere [e.g., Cooper, 2002; JF10; M11, Karato and Spetzler, 1990 , and references therein], we summarize them here to illustrate the potential effects of water, melt, and other parameters. Shear attenuation, as a dynamic response of a linear solid, can be treated as the phase of frequency-dependent dynamic compliance J(x) [Nowick and Berry, 1972] , the ratio of strain to driving stress. In the Laplace/Fourier domain J(x) can be written 
where x is angular frequency, and attenuation Q 21 is Q 21 ðxÞ5J 2 ðxÞ=J 1 ðxÞ:
Typical models of compliance have the form
where J U 5 1/G U is the unrelaxed shear compliance and G U is the unrelaxed shear modulus. The first term represents the elastic response of the system, the second term represents anelastic behavior, discussed below, while the third describes steady state creep. The Maxwell relaxation time s SS associated with steady state creep is
where g ss is the steady state viscosity. At the lowest frequencies, g ss dominates so Q 21 $ x 21 while at the highest frequencies the response is elastic and J U dominates ( Figure 2 ).
Anelastic Response Models
The anelastic response F A (x) exhibits a broad high-temperature background (HTB) component F H (x) and, in many experiments and theories, a high-frequency dissipation peak F P (x), so F A (x) 5 F H (x) 1 F P (x) [e.g., JF10; Morris and Jackson, 2009; Sundberg and Cooper, 2010; Xu et al., 2002] . The HTB component shows Q 21 (x) increasing steadily with increasing temperature (T) and decreasing weakly with increasing x, which can be modeled as [e.g., Jackson and Anderson, 1970; Berckhemer et al., 1982; Karato and Spetzler, 1990] Q 21 ðxÞ $ ½xexpðE=RTÞ 2a ;
where a 5 0.1-0.4 [Jackson et al., 2002; Karato and Spetzler, 1990] and R is the ideal gas constant. described by a series of linear elastic solids or Burgers elements with amplitudes D(t) [e.g., Anderson and Given, 1982] , which together give power law dependence of Q on x:
where D is a scaled relaxation strength, the absorption band is defined as periods s L < t < s H , and
Alternatively, the HTB can be represented as an Andrade rheology [Gribb and Cooper, 1998; Sundberg and Cooper, 2010] ,
where b acts similarly to D to scale the dissipation strength, a again describes power law decay at high frequencies, and C() is the Gamma function. In olivine experiments published to date, the data can be fit equally well by either equations (6) and (7), or (8) (JF10).
Models of elastically accommodated grain-boundary sliding predict an attenuation peak F P (x) at high frequencies [Raj and Ashby, 1971; Morris and Jackson, 2009] . Several experimental data sets show indication of such a peak, sometimes attributed to melt [Xu et al., 2002; Jackson et al., 2004] although a variety of material processes could produce it [e.g., Karato and Spetzler, 1990; Cooper, 2002; Sundberg and Cooper, 2010] . The peak is centered at period s P , which should vary with temperature and other parameters.
Similar to most thermally activated processes, the dependence of attenuation on T, pressure (P), grain size (d), and other variables can be extrapolated from a set of reference conditions via:
where s i 5 s L , s H , or s SS , m is the grain size exponent, E and V are activation enthalpy and volume, and the subscript ''R'' represents values at a reference state near experimental conditions (e.g., JF10). In this form, the preexponential term (s iR ) is estimated only once at the reference state, simplifying extrapolations to other conditions. The practical equivalence between the extended Burgers description and the Andrade description of anelasticity at experimental conditions (JF10) suggests that equation (8) can be rewritten
where b5s 2a A and s A obeys the same scaling as other s i . Thus, all elements of attenuation models can be scaled as equation (9), an approach we take here.
In summary, many published models exhibit several characteristics: (1) a weak quasi power law dependence on frequency (a) over a wide frequency band; (2) a possible high-frequency secondary attenuation peak at characteristic period s P ; and (3) relaxation times (s i ) that scale with d, T, P, etc. in a similar manner for anelasticity as steady state creep. Note that in all parts of J(x), the relaxation times appear in terms of the form (s i x), so the scaling of relaxation times with physical variables is equivalent to scaling with period (e.g., ''pseudoperiod'' scaling of JF10).
The laboratory tests are conducted at mantle temperatures and seismic frequencies. Thus, the largest uncertainty in extrapolation of the laboratory data is the influence of grain size and pressure. Unfortunately, the value of the grain size exponent m remains unclear, yet critical to reach mantle conditions (Figure 1 ). Steady state grain-boundary diffusional creep exhibits m 5 3 [Hirth and Kohlstedt, 2003; Faul and Jackson, 2007] , while many attenuation experiments (summarized in JF10) indicate m $ 1-1.3 for HTB behavior and some models of elastically accommodated grain-boundary sliding predict m $ 1 for s P [e.g., Cooper, 2002] . Similarly, E and V are best calibrated for steady state creep, with some constraints on E for some anelastic elements, particularly, the HTB. The influence of temperature on the behavior of any high-frequency peak remains poorly constrained.
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Master Curve Scaling
A different approach was taken by M11. Rather than describing each component of the compliance separately, these authors propose that a single, master curve describes the relationship between Q 21 (or J) and x, if frequency is normalized appropriately to account for physical variables. They suggest a single relationship of the form
for some single function X(), where f M is the Maxwell frequency for steady state creep G U /g SS 5 1/s SS (using the notation of the previous section). M11 fit their data to derive a functional form for X(), shown in Figure 2b . This scaling works remarkably well for a wide variety of material from olivine aggregates to complex organic compounds and suggests that the period scaling in equation (9) (9), then the roughly 10 3 scaling from micron to millimeter grain sizes is equivalent to a 10 9 extrapolation in x. At face value, such scaling is difficult to reconcile with data from JF10, Jackson et al. [2014] , and others that m $ 0.9-1.3 in the HTB regime, hence we test both models here. In addition, it remains unclear how to account for changes in deformation mechanism in the master curve scaling, such as would arise owing to a transition from steady state diffusion creep to dislocation creep with increasing grain size. We also note that more recent experiments indicate a breakdown in Maxwell-frequency scaling at high normalized frequency (and low temperatures), although the form of that breakdown remains unclear [Takei et al., 2014] .
Measurements of Body Wave Attenuation in Subduction Zones
Body waves, from earthquakes in subducting slabs to stations above them, provide excellent signals for measuring mantle properties. Such propagation paths are relatively short, 100-500 km, and upgoing so that raypaths bend little with perturbations to velocity structure. The resulting signals appear simple with minimal coda (Figure 3 ). For these reasons, path-averaged measurements provide stable estimates of Q in an absolute sense with spatial resolution exceeding that of most other methods.
In this section, we describe existing attenuation tomography models from Central America [Rychert et al., 2008] , the Mariana subarc and back arc [Pozgay et al., 2009] , and similar measurements in the Lau back arc [Roth et al., 1999; Wiens et al., 2008; Wei et al., 2013] (section 3.2), after first reviewing the underlying method of Stachnik et al. [2004] developed for imaging beneath central Alaska (section 3.1). Here we concentrate on Q for S waves, which allows for a more direct comparison to laboratory data. We also reanalyze path-averaged Q values for Central America and the Marianas (section 3.3) to provide a common baseline for the tomography models, and place these results in the context of a wider range of attenuation studies (section 3.4).
Attenuation Tomography Methods
Spectra for body waves depend upon both path-averaged attenuation and the earthquake source. For a path between earthquake i and station j, the measured displacement spectrum U ij (f) is parameterized as:
where M 0i and f ci describe the source via seismic moment and corner frequency, respectively, and t* ij describes the path-integrated attenuation along the raypath,
Here V(r) is the velocity at position r for the measured phase (P or S), and Q(r) is Q at r. Other terms describe frequency-independent geometrical spreading (G ij ) and an exponent in the source model (n 5 1 here fit for a single set of source parameters (M oi , f ci ) for each earthquake and separate path terms t* ij for each path. Enforcing a single source for all paths from a given earthquake reduces trade-off between corner frequency and attenuation. For strong attenuation, fall off of the displacement spectrum has a slope dominated by t* (Figures 3c and 3d) , while fc will be constrained by less attenuating paths for the same earthquake.
A power law frequency dependence of Q such as equation (5) implies that
For consistency, a is either fixed or a single value of a is solved from the complete data set. Based on typical experimental results [e.g., Karato and Spetzler, 1990; Jackson et al., 2002] , we fix a 5 0.27 throughout, recognizing that a varies in more complex attenuation models (e.g., JF10; M11). The reported attenuation here is based on t Ã 0 , so represents attenuation projected to 1 Hz for the assumed a. Tests have shown that this approach is most sensitive to Q (or t*) at the highest frequencies sampled [Stachnik et al., 2004] , which for many of the subarc and back-arc S wave data sets here is 2-5 Hz (Figures 3c and 3d) , although corrected to 1 Hz via equation (14) . We note that it is essential to ensure that similar assumptions about a were made, or the appropriate corrections applied, when comparing the attenuation structures from different studies.
For the Lau Basin, there is no published study using the identical analysis method, but previous work used a phase pair method incorporating spectral division between different phases to cancel the source term, and assumed frequency-independent Q [Roth et al., 1999; Wiens et al., 2008] . For the comparisons in this paper, we also use a Q P structure from a new ocean bottom seismograph data set analyzed with the approach outlined in equations (12)- (14) and also assuming a frequency-dependent Q P with a 5 0.27 [Wei et al., 2013] . We convert Q P to Q S assuming Q P /Q S 5 1.7 as obtained for the Lau back arc in prior work [Roth et al., 1999] , recognizing this is an added source of uncertainty.
3.2. Tomographic Models for Central America, the Marianas, and the Lau Basin From a suite of t* ij measurements, tomographic inversion of equation (13) Geochemistry, Geophysics, Geosystems
10.1002/2014GC005444
ABERS ET AL.
approach in two and three-dimensional inversions from the Marianas [Pozgay et al., 2009] and Central America [Rychert et al., 2008] shows order-of-magnitude variations in Q
21
S over short distances ( Figure 4 ). Resolution in both inversions is limited by the 20-25 km node spacing and in many areas is probably larger, as discussed in the original papers.
All images show features characteristic of subduction zones, such as high attenuation (parameterized as 1000/Q S ) beneath and behind the arc, and low attenuation in the slab and the shallow mantle fore arc ( Figure  4 ). Central America images illustrate the factor of 10-50 variations in 1000/Q S between the subarc mantle and the cold fore-arc nose over length scales of only 20-50 km. All three also demonstrate an unfortunate feature of subduction zone attenuation measurements-the S waves on paths with the greatest cumulative dissipation are almost completely attenuated, so the highest attenuation cannot be imaged. These paths are typically from the deepest earthquakes to the stations in the back arc, for which formal resolution is also poor because crossing rays that far from the source region are absent. As a result, attenuation appears to diminish into the back arc, but it is difficult to tell from these images alone whether that is a resolution artifact. This is particularly problematic for systems having an active back-arc spreading center such as Mariana and Tonga, because the back-arc attenuation can be underestimated in the 1/Q S images. In those cases, 1/Q P can be used as a constraint although an assumption about the ratio Q P /Q S must be made.
To constrain attenuation in the melting region, we estimate the lowest Qs imaged beneath each arc, and for the Mariana back arc. For Lau, Qs is estimated from lower-resolution Q P constraints [Wei et al., 2013] assuming a Q P /Qs of 1.7 [Roth et al., 1999] . Beneath arcs the minimum Qs occurs at 70-80 km depth and within $50 km horizontally from the arc, although resolution degrades farther into the back arc, so the minimum may be broader horizontally (Table 1) . Uncertainties in minimum Qs are derived for Nicaragua and Costa Rica by measuring the range of minimum Qs values for either region from tomographic models with acceptable damping parameters [Rychert et al., 2008] . For the Mariana and Lau data sets, we assume the proportional uncertainty in Qs is the same as that in Nicaragua, where minimum Qs is closer to Mariana and Lau values. original seismograms from which the images were obtained. Doing so allows us to apply the identical measurement approach to data from Costa Rica, Nicaragua, and the Marianas. These tests assess the extent to which Qs can be quantitatively compared between studies and identify any bias in anomaly amplitudes due to regularization. We repeat the measurements of t* for S waves following Stachnik et al. [2004] , for S wave displacement multitaper spectra calculated in a 3-5 s window that includes all the major energy observed on transverse component signals ( Figure 3 ). These spectra are fit for source parameters and t* S inverting equation (12), assuming frequency dependence with a 5 0.27 (equation (14)). In this test, estimates of t*, fc, and M 0 are obtained separately for each seismogram so may suffer from f c -t* trade-offs more than in the original studies, but those should be relatively minor for these paths where extreme attenuation dominates spectral falloff. Because attenuation is high for these arc and back-arc paths, measurements are band-limited between 0.25 and 0.5 Hz (the lowest frequencies with detectable energy) and between 2 and 5 Hz, as illustrated in Figure 3 .
These measurements are made for earthquakes 100-250 km deep and less than 50 km distant from arc volcano summits central to each array, Pagan, Momotombo, or Tenorio for the Marianas, Nicaragua, and Costa Rica, respectively. For the Central America arc, we were able to examine 5-10 signals per station for all stations, but are only able to do so in the Marianas for the land-based arc stations due to the short recording duration of many ocean bottom seismographs (OBSs) [Pozgay et al., 2009] . Also, far into the back arc it was difficult to observe S arrivals over a sufficient frequency range due to high attenuation, which meant few rays passed beneath the Mariana back-arc spreading center at great depth. The better resolved Q P images were used as a check, assuming constant scaling between P and S. Path-averaged Q S 21 is estimated by dividing the 1 Hz t* estimates (t* 0 from equation (14)) by total travel time as measured from seismograms. Raypaths and these measurements, along with the path-averaged Q S 21 derived from the original t 0 * measurements [Rychert et al., 2008; Pozgay et al., 2009] are shown in Figure 5 .
The path-averaged Q S estimates generally confirm the Q S minima estimated from tomography ( Table 1 ) and demonstrate that Q S can be compared between arcs in an absolute sense. The dense data set from Nicaragua has 140 path-averaged measurements and shows measurement consistency clearly (Figure 5b ). Q S decreases (attenuation increases) from fore arc to back arc reaching low values of 50-100 everywhere >10 km behind the arc front, remaining relatively constant throughout the back arc. This result indicates that the apparent increase in mantle Q S with increasing distance into the Nicaragua back arc indicated by tomography (Figure 4b ) may be a resolution artifact; Q S seems constant throughout the back-arc region. Measurements beneath Costa Rica are noisier and fewer, probably due to thick sediments beneath back-arc stations, but generally confirm tomographically derived values. For the stations on Pagan Island in the Mariana arc, the path-averaged Q S of 42 6 7 is at the low end of the range inferred from tomography (37-71). These relatively low path-averaged Q S values likely reflect a combination of the low Q S expected in the volcanic arc crust with Q S from the mantle portion of the path. The back-arc stations show path-average Q S of 70-110 for the Marianas, a bit higher than inferred for mantle wedge beneath the back-arc spreading center, but all of these OBSs were located on the arc side or at the spreading center so the raypaths did not sample the mantle directly beneath the spreading center.
Q Measurements From Other Regions
Similar methods have been used to estimate body wave attenuation in the mantle wedge of several subduction zones elsewhere. In northern Honshu, Nakajima et al. [2013] assumed the same frequency dependence as this study, a 5 0.27, to estimate Q P (1 Hz), and so these results are comparable to ours although a Geochemistry, Geophysics, Geosystems different source removal procedure was used. They observe a mantle wedge with Q P < 200 at 65-90 km depth with a minimum of 90 6 15 at 90 km depth, equivalent to Q S 5 35-65 for Q P /Q S 5 1.7-2.25. These values fall in the range defined by the mantle wedges in Central America, the Marianas, and the Lau Basin. In Central Alaska, Stachnik et al. [2004] used the same methods and inversions as discussed here and a 5 0.27 and found a minimum Q S of 110 6 6 (or 95-140 from tomography) at 75 km depth. This Q S is higher than the Central America/Marianas/Lau values, but the Alaska subduction zone segment lacks arc volcanism for 350 km along strike so perhaps melt is much less abundant or exists in less attenuative grain-scale topologies. Other studies are more difficult to compare because of differences in methodology or assumptions, but show similar attenuation in the volcanic arcs. In the Central Andes 21 S-24 S, Schurr et al.
[2003] measured frequency-independent Q P and found the lowest mantle Q P of 80-90 near 85 km depth directly beneath the arc. The most attenuating signals appear to have energy only at 7 Hz or less, suggesting minimum Q P (1 Hz) of 50 6 3 correcting for frequency dependence to a 5 0.27 following the correction method of Stachnik et al. [2004] . Immediately to the south, Liang et al. [2014] inverted for Q P and Q S and saw low Q S in the backarc mantle, but they allowed complicated trade-offs with a in their inversion that make comparisons difficult. Eberhart-Phillips et al. [2008] inverted for Q P under North Island New Zealand with a different assumed functional dependence of Q on f, again hindering direct comparison. Nonetheless, they observe minimum Q P (10 Hz) < 250 at 50-125 km depth beneath the volcanic line, with a minimum of 88, consistent with observations in Table 1 once Q P /Q S and frequency dependence are accounted for. Overall, there is ample evidence for high attenuation beneath and behind arcs at 50-90 km depths, with Q S in the range observed here (30-75) at 1 Hz. Thus, the subarc attenuation values in Table 1 appear to be a robust feature of subduction zone mantle wedges.
At much lower frequencies, the surface-wave tomography of Dalton et al. [2008] yields a minimum Q S of 60 in the 100-250 km depth range for average Pacific mantle older than 100 Ma. This Q S minimum occurs at a depth of 160 km, dominated by waves of a period of $114 s (f $ 0.0088 Hz) . Two factors complicate comparison of this measurement with the body wave measurements here. One is the roughly 2 orders of magnitude difference in frequency. Although some frequency dependence in Q must exist, its form at low frequencies (<0.1 Hz) remains somewhat unclear in many regions of the Earth [e.g., Lekic et al., 2009] . Second, asthenospheric mantle beneath old oceans may produce attenuation by different mechanisms than beneath arcs and back arcs, since volcanism is absent and the existence of melt is debatable. Nevertheless, these data provide a useful reference point for evaluating attenuation-viscosity relationships.
Booth et al.
[2014] examine regional P waves recorded on the western Pacific seafloor from Mariana slab earthquakes, with spectral fitting and source correction methods analogous to those applied here. However, the Booth et al. [2014] paths are longer than in the arc/back-arc regions discussed above, and their Q estimates involve nonlinear corrections to triplicated arrivals in the transition zone. These corrections and parameterization result in large adjustments of Q P from path-average values near 400 to inferred asthenospheric minimum values of 128-165 at 100-250 km depth, beneath a very low attenuation lithospheric layer assumed to be 100 km thick. Also, direct comparison with our subduction zone results depends again upon conversions from Q P to Q S . In the Lau Basin, we assumed a Q P /Q S of 1.7 based on Roth et al. [1999] . This Q P /Q S suggests the presence of bulk attenuation (possibly due to melt), a source of attenuation that could be absent in the suboceanic asthenosphere sampled in Booth et al. [2014] . Taken at face value, the Booth et al. [2014] results imply a Q S of 57-73 at 1 Hz, assuming Q P /Q S of 2.25, or 75-97 for a Q P /Q S of 1.7. Owing to the pressure dependence of attenuation, this Q S range would decrease an additional $30% if it was extrapolated to the 50-80 km depth ranges where our subduction zone Q S values are constrained (Table 1) . Given these assumptions, the Booth et al.
[2014] Q S estimates for old oceanic mantle fall within the range of minimum subduction zone attenuation we infer for Central America, the Marianas, and the Lau Basin. 
Petrologic Constraints
The magmas that erupt at volcanic arcs and back-arcs record in their chemical compositions the pressures, temperatures, and water contents of their mantle sources. We attempt to extract such information from the arc systems for which we have the highest resolution Q measurements, in order to investigate the influence of T and H 2 O on Q. narrow range in the H 2 O concentration of their most mafic melts, 3.9 6 0.4 wt % H 2 O (maximum preeruptive concentrations recorded in melt inclusions [Plank et al., 2013] ). The Central American and Marianas arcs are no exception; the mean is 3.4 6 0.3 (1 SD), 4.0 6 1.4, and 4.5 6 0.8 wt % H 2 O, for the Costa Rica, Nicaragua, and Marianas arcs, respectively (see supporting information for data sources).
Although it is possible that these H 2 O concentrations are set in the crust (in which case these values are minima [Gaetani et al., 2012; Plank et al., 2013] ), we assume that these concentrations are representative of parental melts from the mantle. If this is case, then mantle olivine in equilibrium with these melts would contain 50 6 4, 60 6 20, and 67 6 12 wt ppm H 2 O, for the same three arcs, respectively, given a partition coefficient of 0.0015. We thus carry out most calculations below, assuming 50 wt ppm H 2 O in mantle olivine beneath the Marianas and Central American arcs. The lower water contents in Mariana back arc (1.3 wt % on average) and the Central Lau Spreading Center (0.13 wt % on average) lead to mantle olivine with 20 and 2 wt ppm H 2 O, respectively.
Estimating the temperature of the mantle from magma compositions has a long tradition in olivine-melt thermometry [e.g., Roeder and Emslie, 1970; Langmuir and Hanson, 1981] , which is reflected in the FeO and MgO concentrations of magma in equilibrium with mantle olivine. We use a recent calibration of the MgO ol-liq thermometer [Lee et al., 2009] , which is cosolved with the SiO 2 activity barometer, incorporating H 2 O and f O2 (oxygen fugacity) as variables. First, magma compositions are screened from data sets for the arcs and back arcs of interest, selecting only those samples that experienced the least amount of crystal fractionation, and appear to have crystallized only olivine. For the Marianas arc, for example, this reduces 215 published analyses of volcanic rocks from Pagan, Guguan, Agrigan, and Alamagan islands (within the footprint of the seismic imaging), to only 27 samples. Next, we add equilibrium olivine incrementally to these most primitive compositions (taking into account measured or estimated Fe 31 /Fe Total ) until they are in equilibrium with mantle olivine, here assumed to be Fo 90 (Fo is the forsterite content; 1 Fo unit is the equivalent of $ 40 C in the calculation). The details of the data screening and data sources are given in the supporting information.
Results based on these Fo 90 compositions yield mantle temperatures from 1235 C (Marianas and Costa Rica arcs) to 1385 C (Lau Basin), at pressures uniformly lower than 1.5 GPa ($45-50 km depth; Figure 6 ). These temperatures reflect shallow equilibration in the mantle wedge, very near the Moho for the case of Costa Rica, and/or polybaric mixing with high volume low-pressure melts (for the back arc basins). This result is not unique to this approach; experimental phase equilibria studies on arc magmas also reflect shallow melt equilibration beneath arcs [Tatsumi et al., 1983; Elkins-Tanton et al., 2001] . The challenge is to extrapolate these temperatures to the depths where Q is at a minimum (75-80 km depth, or 2.5 GPa beneath the arcs, and 55 km, or 1.7 GPa beneath the back arcs). The back-arc extrapolations (from $30 to 55 km) are less extreme, and can be taken along wet decompression melting adiabats (see supporting information for details). Potential temperature estimates calculated from this approach for the Marianas and Central Lau back-arc basin mantle are 1350 and 1500 C, respectively. These results are nearly identical to those Geochemistry, Geophysics, Geosystems 
Discussion

Comparison With Dry, Melt-Free Models
In Figure 7b , we plot our estimates for Q S and T (based on major-element geochemistry) directly under arcs or back arcs where magmas are generated. The Q S estimates are all made from body wave spectra near 1 Hz, corrected to 1 Hz assuming a 5 0.27, plotting the minimum Q S from tomography or single-station path averages. Beneath arcs, Q S is 40-80 reaching this minimum around 80 km depth. Beneath back arcs the minimum Q S of 20-50 is reached at 50-60 km depth. To Table 1 are minimum Q S from tomography (ovals) and arcstation path averages (thick horizontal bars), at 1 Hz. Petrologically derived temperature estimates from major elements are corrected to depth of minimum Q S anomaly (Figure 6 ). Back-arc temperatures and Q S are extrapolated along an adiabat from 55 to 80 km depth for comparison with arc values, as described in text. Labels are CR: Costa Rica; Nic: Nicaragua; Mar: Mariana arc; Mar-BA: Mariana back arc; Lau: Lau back arc (corrected from Q P ; see text); Mar-ss and Nic-ss, single-station path-averaged Q S from Pagan and Managua, respectively. Models labeled in legend: JF10, as published; JF10s, sol-gel-only extended-Burgers fit of JF10; JF10 And , JF10's Andrade model with low-temperature peak; JF10 A420 , JF10 And but for activation energy increased from 360 to 420 kJ/mol [Behn et al., 2009] ; M11, dashed as published, solid with high-frequency elastic limit removed. All calculations are done at P 5 2.5 GPa (80 km depth), f 5 1 Hz, and d 5 5 mm. compare these values directly, Q S for back arcs is increased slightly to its presumed equivalent value at 80 km depth, assuming pressure dependence (V 5 1.2 3 10 5 m 3 mol 21 ) of JF10 and an adiabatic temperature gradient (0.3 K km 21 ). With or without these corrections, we observe the highest Q S beneath Costa Rica and the lowest beneath the Lau back arc. These values correlate inversely with temperature estimates, which vary from near 1300 C beneath Costa Rica to greater than 1400 C beneath Lau (Table 1 ). The correlation supports the notion that higher temperatures lead to greater attenuation (lower Q S ), as usually presumed [e.g., Karato, 1993] .
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The Q S predictions from JF10 and M11 for a dry, melt-free olivine aggregate are calculated at 1 Hz and 2.5 GPa pressure, and a grain size of 5 mm for the mantle. The JF10 models include both their favored extended-Burgers fit and the Andrade-model fit (JF10 And ) including the reported highfrequency absorption peak; these two models are similar, but scale slightly differently. As sensitivity tests, we also modify the Andrade fit with activation energies increased from 360 to 420 kJ/mol (JF10 A420 ), consistent with earlier estimates [Behn et al., 2009] , and the extended-Burgers fit of JF10 to the subset of data that includes only sol-gel samples (JF10s). As noted in section 1, the JF10s model has a modestly lower grain size sensitivity than JF10. The M11 predictions include both their published model, which includes an arbitrarily set high-frequency elastic limit, and a prediction with that limit removed to frequencies above the observation band. The latter is used in the remainder of this paper.
The laboratory-based models generally predict an inverse correlation between Q S and temperature, although the JF10 models show the opposite trend at temperatures <1250-1350 C. That reversal reflects the high-frequency absorption peak indicated by the lowest temperature data in JF10; the magnitude of the peak and its scaling with grain size are not well established by these data , and Takei et al. [2014] find little evidence for it in their data. Overall, the predicted Q S values are all a factor of 1.5-5 higher than observed for arcs and back arcs. The discrepancy varies between models, but clearly some other factors must be accounted for to successfully predict Q S < 100 at 1 Hz and mantle wedge conditions. We test a series of effects as outlined in Figure 7a .
Grain Size
Both attenuation models JF10 and M11 exhibit large grain size dependence (Figure 1 ). Grain size is not an independent parameter, but a consequence of competing effects of dynamic recrystallization and grain growth. For our analyses, we use the grain size evolution model of Austin and Evans [2007] termed the paleowattmeter, as calibrated to mantle flow laws [Behn et al., 2009] , which predict grain size as a function of strain rate, temperature, pressure, and water content. Behn et al. [2009] calibrated this model using experimental data derived over a wide range of temperature and stresses. Here we demonstrate that the grain size model also provides an excellent fit to olivine grain sizes from xenoliths and exhumed section of subarc mantle.
The grain size predicted by the paleowattmeter depends on the stress and strain rate conditions, as well as the relative contributions of dislocation creep and diffusion creep to the total strain rate. For these calculations we use the flows laws for these processes determined by Hirth and Kohlstedt [2003] , with C OH effects recalibrated by a factor of three [Bell et al., 2003] . In Figure 8a , we show the dislocation creep and diffusion creep viscosity predicted by these flow laws for a pressure of 2.5 GPa and a constant olivine water content of C OH 5 50 wt ppm (800 ppm H/Si), based on the arc geochemistry and water contents described in section 4; incorporating the range of observed water contents (30-70 wt ppm) produces nearly identical results. Because dislocation creep viscosities depend strongly upon strain rate, we consider a range of strain rates from 10 214 to 2 3 10 213 s 21 with sensitivity tests that fix strain rates to 5 3 10 214 s 21 ; this range in strain rate is derived using the range in velocity gradients determined in geodynamic models of the mantle wedge [e.g., Syracuse et al., 2010] . These calculations indicate that dislocation creep is the dominant deformation mechanism in the mantle wedge for a wide range of conditions (i.e., at temperatures greater than 800-900 C, dislocation creep viscosities are lower than paleowattmeter diffusion creep viscosities). It is noteworthy that for the grain sizes predicted at arc and back-arc mantle temperatures, the dislocation creep viscosity is approximately 2-3 orders of magnitude lower than that predicted for diffusion creep-highlighting the extremely strong grain size dependence of diffusion creep (viscosity scales as d 3 ). Similar calculations and forward models have been used previously to argue that dislocation creep is the likely cause of Geochemistry, Geophysics, Geosystems seismic anisotropy in the upper mantle for grain sizes in the range of several millimeters [e.g., Karato, 1992; Becker, 2006] .
The grain sizes predicted for the mantle wedge using these flow laws and the parameterization outlined by Behn et al. [2009] are illustrated in Figure 8b . For these conditions, grain sizes of $500 lm-30 mm are predicted for damp mantle at 900-1400 C, corresponding well to xenoliths from the Cima Volcanic Zone [Behr and Hirth, 2014] , the Basin and Range [Mercier, 1980] , and the exhumed mantle section of the Talkeetna Arc [Mehl et al., 2003] . The relatively large grain size predicted for the hottest, low-viscosity region of the mantle wedge is also similar to that predicted for the convecting mantle wedge using the same approach used here [Wada et al., 2011] . In general, any estimate of strain and stresses over the hot flowing part of the mantle wedge, where the Q S measurements are made, results in grain sizes of a few mm to cm, consistent with direct observations and other estimations as described above.
The largest grain sizes calculated at high temperatures, >>10 mm, may overestimate grain size owing to the effects of pinning from secondary phases (e.g., garnet and pyroxene). [Hirth and Kohlstedt, 2003 ] recalibrated for OH [Bell et al., 2003] . A g estimate based on analyses of postseismic creep data from the Mojave Region of the Western U.S. [Freed et al., 2012] is also shown. (b) d predicted for olivine with 50 wt ppm water, for the same three strain rates (red lines), predicted using the wattmeter relationship [Austin and Evans, 2007; Behn et al., 2009] . Also shown are grain size data and temperature estimates for the Cima Volcanic Field (CVF) [Behr and Hirth, 2014] ; the mantle section of the Talkeetna arc (TAL) [Mehl et al., 2003] ; and the Basin and Range (B&R) [Av e Lallemant et al., 1980] . Horizontal line shows a potential limit in d due to pinning from secondary phases [Evans et al., 2001] . The estimate of diffusion creep viscosity based on the wattmeter is illustrated by the dotted line in Figure 8a . (c) d variation predicted for varying C OH at 1300 C, at same strain conditions. (d) Q S variations predicted at 1300 C, 2.5 GPa, and 1 Hz for C OH , for modified versions of models M11w (M11 with Maxwell scaling to corrected wet diffusion creep law of Hirth and Kohlstedt [Hirth and Kohlstedt, 2003; Bell et al., 2003] ) and JF10w (JF10 with relaxation times scaled to C OH via equation (15)). Solid fields show range of Q S for the range of strain rates in Figures 8a-8c . Models M11w(5) and JF10w(5) incorporate same water weakening effects as M11w and JF10w, respectively, but fix d to 5 mm.
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5.3. Effects of H 2 O Although direct experimental evidence for the effect of H 2 O on attenuation is scant, it is possibly significant [Karato, 2003; Aizawa et al., 2008] . Water affects attenuation in at least two ways. First, it promotes viscous and viscoelastic relaxation. We can estimate this effect on attenuation by scaling to laboratory-calibrated reductions in viscosity g (or relaxation times s 5 g/G U ) from its dry value g dry [Karato, 2003 ], e.g.,
where C OH is the water concentration, C OH-R is a nominal C OH below which the viscous response is nominally unaffected by the presence of dissolved hydrogen and r is an appropriate exponent. Olivine flow laws show C OH-R 5 50 ppm H/Si ($3 wt ppm) corresponds to the transition from wet to dry behavior, and r 5 1.0 for diffusion creep [Mei and Kohlstedt, 2000; Hirth and Kohlstedt, 2003] . For the attenuation relations of JF10, we incorporate water effects by scaling all anelastic and viscous relaxation times by (C OH /C OH-R )
2r
. Thus, the scaling applied here assumes that all viscosities and viscoelastic relaxation times obey similar weakening trends [e.g., Olugboji et al., 2013] . For attenuation relations that depend explicitly on Maxwell-frequency scaling (M11), we directly apply viscosities from the damp diffusion creep flow law of Hirth and Kohlstedt [2003] , increased by a factor of 3 to account for OH recalibration [Bell et al., 2003] .
A second, competing effect is that increasing C OH will also lead to larger grain sizes. Increasing grain size acts to decrease attenuation, by an amount comparable to the direct weakening of hydrogen for the temperatures considered here. This trade-off is illustrated in Figure 8d , which shows that grain size increases with C OH so that Q S remains roughly constant. This trade-off would be mitigated if grain size were pinned by second phases.
In any case, Figure 9a illustrates that the low Q S in arcs and back arcs is difficult to explain by including the influence of water in the scaling relations of JF10 and M11; corresponding models are termed JF10w and M11w. In fact, the lowest Q S values occur beneath back-arc spreading centers not volcanic arcs, where H 2 O contents are expected to be several times lower [Kelley et al., 2010] gel-only fit of JF10, provides the closest match to the observed Q S owing to the modestly lower grain size dependence that results in a smaller increase in Q S for the extrapolation from laboratory to natural conditions. In contrast, surface-wave observations from old oceans [Dalton et al., 2008 ] are similar to predictions for damp, equilibrium-grain size olivinedominated rocks for most of these models (Figure 9b ). The correspondence is fairly strong; models JF10w and M11w both predict Q S to within 20% of observations over much of the asthenospheric depth ranges. The one exception here is model JF10sw which underpredicts surface-wave Q S by a factor of 2 at least; this model is closest to the body wave data. Thus, the same damp viscosity/ attenuation model cannot fit both of these data sets. Attenuation in one of these geodynamic settings is probably influenced by other phenomena, the most likely candidate being the effect of in situ melt on the arc/back-arc environment. It is also possible that these discrepancies reflect some aspect of frequency dependence (i.e., a frequency dependence smaller than that currently constrained by laboratory studies) that is not yet understood, since the two seismological data sets are constrained at roughly 2 orders of magnitude different frequency.
Maxwell Viscosity Scaling
The Maxwell-frequency scaling of M11 (where the reference time scale is defined by diffusion creep) applies to conditions in which the mechanism of attenuation is rate limited by diffusive transport along grain boundaries. If the attenuation data from our study had been perfectly predicted by the Maxwell-frequency scaling, similitude would dictate that the mechanism of attenuation was solely that of diffusionally accommodated grain-boundary sliding. In other words, if the Maxwell-frequency scaling of M11 is applicable then the steady state viscosity g ss calculated by inverting equation (11) for a given measurement of Q should provide a good fit to independent estimates of mantle viscosity [e.g., Priestley and McKenzie, 2013] . Most geodetic estimates for uppermantle viscosity lie in the range of 10 19 210 21 Pa s [e.g., Burgmann and Dresen, 2008] . For example, analyses of postseismic creep data from the Mojave region [Freed et al., 2012] indicate steady state viscosities in the dislocation creep regime of $5 3 10 19 Pa s at 1250-1300 C ( Figure   8a ). As shown in Figure 10 , the geodetic estimates are also broadly consistent with the viscosity inferred from attenuation data for surface waves at 110-200 km depth beneath the >100 Ma Pacific [Dalton et al., 2008] ; these values are in turn approximately 1-2 orders of magnitude lower than that predicted by the damp grain-boundary diffusion law [Hirth and Kohlstedt, 2003 ] used for scaling model M11w (Figures 9a  and 10 ). In contrast, using observed attenuation to constrain viscosity with the Maxwell-frequency scaling predicts low apparent viscosities beneath arcs and back arcs ranging from 10 15 to 10 18 Pa s, significantly below the geodetic constraints (although 10 18 Pa s is within uncertainty of that required to model topography and the geoid above the mantle wedge [e.g., Billen and Gurnis, 2001] ). Thus, rather than assuming exotic viscosities not otherwise observed, it is likely that the Maxwell scaling breaks down at conditions of [Freed et al., 2012] ; (c) glacial isostatic adjustment [Milne et al., 2001; Tamisea et al., 2007] . Although the surface-wave estimate beneath the old Pacific is broadly consistent with other constraints, the arc data lie orders of magnitude lower, indicating a breakdown in Maxwell scaling.
Geochemistry, Geophysics, Geosystems the subarc mantle. Such a scaling breakdown is suggested by recent observations of high-frequency absorption peaks in the lab, attributable to elastically accommodated grain-boundary sliding , enhanced attenuation owing to the presence of dislocations [Farla et al., 2012] , or to some other yet uncharacterized process [Takei et al., 2014] . The scaling breakdown may partly reflect the lower effective viscosity resulting from the dominance of dislocation creep as the dominant steady state creep mechanism at mantle conditions (Figure 8a) , indicating a break in the M11 scaling relationship with increasing grain size.
Melt
The discrepancy between observed and predicted attenuation could be explained if melt plays an important role in Q in some settings. Beneath arcs and back-arc spreading centers, surface basaltic volcanism requires significant mantle melt production and some in situ interconnected melt porosity. The observation that Q S from surface waves beneath old ocean basins match laboratory-based predictions but Q S from arcs does not (Figure 9b versus 9a) supports the notion that low Q S beneath arcs arises from the presence of melt, since melt is likely to be far more abundant beneath active volcanic centers than old ocean basins. However, the effect of melt on attenuation remains poorly constrained, as discussed below.
In some experimental studies, a direct increase of the HTB with small melt fractions has been reported [Gribb and Cooper, 2000; , whereas others have observed a shape change in the spectra attributed to a melt-enhanced absorption peak . Thus, we consider that melt can affect Q via two broad classes of processes. First, melt can directly increase the HTB dissipation, perhaps through Maxwell scaling to viscosity. We will consider several quantitative approaches that have been proposed in evaluating this effect. Second, we will consider how melt affects various absorption peaks on top of the HTB. However, experiments as of yet cannot scale these effects to mantle conditions, so we can only qualitatively evaluate this possibility.
Effects of Melt on the HTB
It is known that melt can reduce g ss ; however, the magnitude of this reduction is not clear. In studies where the reference sample is considered genuinely melt free [e.g., Faul and Jackson, 2007; , a viscosity drop of more than an order of magnitude has been observed with just a ''whiff'' of melt (<<1%). In McCarthy and , the onset of melting also resulted in a significant increase in the HTB. When scaled using the g ss , the attenuation measured for melt-bearing experimental samples fell on the same master curve as defined by melt-free samples, indicating that the HTB process was well predicted by Maxwell-frequency scaling. Theoretical treatment of the grain-boundary diffusion process indicates that the initial whiff of melt dramatically reduces the steady state viscosity as soon as the smallest tubules on triple junctions form, by greatly reducing diffusion distances [Takei and Holtzman, 2009] . Above this critical melt fraction (<<1% at mantle grain sizes), viscosity decreases more gradually [e.g., Hirth and Kohlstedt, 2003] . In the McCarthy and experiments, very small melt fractions and melting-induced reductions in impurities reduced g ss by 20-100 times in borneol (an organic salt). Faul and Jackson [2007] also indicate 1-2 orders of magnitude reduction in g ss between genuinely melt-free and compositionally simple samples and those with <<1% melt. The Takei and Holtzman [2009] model predicts a very rapid drop in viscosity observed in these experiments but by a more modest factor of 5, providing theoretical justification for a smaller but strong melt whiff effect.
To evaluate these effects, we adjust the M11w and JF10w damp olivine attenuation models (Figure 9 ) by rescaling viscosity and relaxation times to account for melt (Figure 11 ). We adjust relaxation times in two ways: (1) a decrease of a factor of 5, consistent with contiguity theory [Takei and Holtzman, 2009] , and (2) a much larger decrease at trace amounts of melt, nominally a factor of 42, to lie in the range of experiments [Faul and Jackson, 2007; to account for a variety of potential effects that are discussed below. The scaling of relaxation times and viscosity also includes a gradual reduction as melt fraction increases, of exp(230/) as estimated by Hirth and Kohlstedt [2003] ; / is the in situ melt fraction. We reduce all relaxation times proportionately to creep, as with the H 2 O corrections (section 5.3). The effect of water is still included because the H 2 O estimates in olivine are based on equilibrium of peridotites with wet basaltic magmas, and we retain the grain size estimates described above.
Adding these melt effects to the M11w attenuation model does relatively little. At seismic frequencies, the M11 master curve has very little sensitivity to frequency so that the net effect on Q S is less than 25% this weak sensitivity explains why the viscosities predicted by the Maxwell-frequency scaling in Figure 10 are Geochemistry, Geophysics, Geosystems unrealistically low. By contrast, the JF10 model has greater dependence on frequency or relaxation times of Q S $ (xs i ) a (i.e., the high-frequency dissipation peak is not encountered), so that these changes in relaxation time produce up to a factor of 5 reduction in Q S . The combination of the JF10 sensitivity to x and the $42X viscosity drop can predict the high attenuation observed beneath both arcs and back arcs. We also investigated the melt model of Jackson et al. [2004] , which predicts even lower Q S for >1% melt, but it lacks the corrections and consistent parameterization of JF10, and its fitting procedure overpredicts the effects of melt on Q (U. Faul, personal communication, 2013) .
It remains unclear whether such large changes in viscosity with the onset of melting are applicable for mantle conditions. On one hand, the large viscosity drop associated with changes in impurity content may not be applicable for multiphase mantle peridotite. The abundance of most trace elements (e.g., REE) is extremely low in olivine, and the concentration other ''impurity'' components in olivine (such as Ca and Al, which may have important effects on grain-boundary properties [e.g., Hiraga et al., 2004] ) will not change significantly at the onset of melting, because these elements are compatible in coexisting phases (e.g., clinopyroxene). On the other hand, stress-driven melt segregation at length scales longer than the grain size has been shown to reduce the effective viscosity by up to an order of magnitude in experiments [Holtzman et al., 2012] . If this process occurs in significant volumes of the mantle wedge, it is possible that the appropriate effective viscosity to use in the attenuation scaling is that of the effective medium at length scales much smaller than the seismic wavelength (but larger than the grain size), providing some justification for invoking a larger melt effect.
Melt-Induced Absorption Peaks
As indicated in section 5.4, the extremely low viscosities implied by arc and back-arc data imply that straightforward Maxwell-frequency scaling is violated. The presence of melt has been shown to increase attenuation above the background at seismic frequencies [e.g., Jackson et al., 2004] . The melt effect has been attributed to either an enhancement of the elastically accommodated grain-boundary sliding or an additional melt-specific peak. The enhancement is proposed to be due to a decrease of grain-boundary viscosity [Sundberg and Cooper, 2010] and/or the rounding of grain edges at melt-filled triple junctions Jackson et al., 2006; Barnhoorn et al., 2007] . The presence of the dissipation peak has also been interpreted to result from a reduction in grain-boundary viscosity owing to the presence of pyroxene [Dalton et al., 2008] , calculations as in Figure 9 . In both figures, Figure 9 describes data starting models M11w (red) and JF10w (blue). Models follow color scheme in Figure 7a . Dashed lines and black arrows: effect if melt gives a 5X reduction in all relaxation times and viscosity [Takei and Holtzman, 2009] ; red arrows and remaining lines: larger 42X reduction in relaxation times at trace melt fractions accompanied by exponential weakening with increasing melt fraction [Hirth and Kohlstedt, 2003] . Green and yellow lines show with increasing line thickness melt fractions / of 0.001, 0.02, and 0.04. [Sundberg and Cooper, 2010] , although Sundberg and Cooper's experiments do not independently separate the effects of small melt fractions and the presence of pyroxene.
To illustrate the scaling breakdown, we compare the models of M11 and JF10 to the data of Sundberg and Cooper [2010] (Figure 12 ). Sundberg and Cooper's experiments sample peridotites with 39% pyroxene content, at a single 5.2 lm grain size. Scaling their Q S with the directly measured g ss shows good agreement with the M11 master curve at low frequencies, and if all the JF10 relaxation times are adjusted to match the observed steady state creep viscosity then the JF10 model predicts low-frequency behavior as well. However, at high frequencies, a clear dissipation peak is encountered which attenuates significantly more than predicted from either model, by a factor of 5 at least (the maximum of the peak is not encountered in these experiments).
Melt-specific attenuation mechanisms such as melt squirt [e.g., Mavko and Nur, 1975] may play a role. Melt squirt is generally assumed to operate at frequencies above those observed in the seismic band for the pore geometries observed in olivine-dominated rocks [Hammond and Humphreys, 2000; Faul et al., 2004] , but it is possible that at the high body wave frequencies, nonequilibrium melt geometries and stress-driven melt segregation could make these effects more important [Cooper, 2002; Holtzman and Kendall, 2010] . A recent study showing thin (<100 nm) melt films in partially molten synthetic samples of olivine 1 basaltic melt [Garapić et al., 2013] have spurred a reinterpretation of dissipation peaks in previous studies of meltbearing materials as being due to melt squirt between adjacent wetted grain boundaries with low aspect ratio [Jackson, 2014] .
Unfortunately, the relevant experiments do not provide clear evidence of grain size and temperature scaling of the height, width and frequency of such peaks in melt-bearing rocks, making extrapolation of the few experiments showing melt effects to mantle conditions conjectural at best.
Conclusions
When compared systematically, regional body wave data sets show that the subarc mantle has high attenuation of Q S of 40-80, and back-arc spreading centers exhibit even lower Q S of 20-50. At all the sites observed, petrologically based geothermobarometers indicate temperatures of 1300-1450 C at the 80 km depths of maximum attenuation (minimum Q S ), in a manner that correlates with seismically based attenuation. These Q S values, corrected to 1 Hz, are 1.5-5 times below what is predicted by laboratory-based attenuation models for the Q S temperature dependence when extrapolated to mantle grain sizes.
Laboratory-derived models such as JF10 and M11, although predicting similar dissipation at laboratory grain sizes extrapolate to the mantle rather differently, but always to higher Q S values than observed in the subarc and back-arc mantle. Still, the correlation between seismic Q S measurements and petrologic temperature estimates indicates that attenuation has potential to quantitatively constrain mantle conditions.
We explore a suite of effects that may explain the difference (Figure 7a ). Grain size evolution models provide a way to remove a degree of freedom in attenuation relations, by tying the equilibrium grain size to deformation rates and viscosity. Water weakens material and should reduce Q, but it increases grain sizes at the same time. For the scaling relations explored here, these two effects roughly cancel so that it is difficult to explain low Q S by water alone. Models with both effects included generally cannot explain the arc/backarc data but do agree with Qs observed from surface waves beneath old ocean basins. It seems likely that the presence of melt beneath arcs and back arcs, necessary to produce observed volcanism, can sufficiently reduce Q S. The subarc Qs estimates appear to violate the Maxwell-frequency scaling that describes most laboratory measurements of high-temperature background attenuation, although some combination of models with sufficient frequency sensitivity in the seismic band can reproduce the seismic observations. It seems plausible that melt produces a high-temperature absorption peak or other enhanced mechanisms that attenuates seismic waves more than predicted by most laboratory-based melt-free models. However, the effect of melt on attenuation, particularly on potential dissipation peaks, remains poorly understood so that at present it is difficult to use attenuation to place quantitative constraints on melt abundance. Further progress on melt effects should be a high priority in laboratory-based attenuation studies.
