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Partial Update LMS Algorithms I. INTRODUCTION
T HE least mean-squares (LMS) algorithm is a popular algorithm for adaptation of weights in adaptive beamformers using antenna arrays and for channel equalization to combat intersymbol interference. Many other application areas of LMS include interference cancellation, echo cancellation, space time modulation and coding, signal copy in surveillance, and wireless communications. Although there exist algorithms with faster convergence rates like RLS, LMS is popular because of its ease of implementation and low computational costs [18] , [20] , [25] .
Partial updating of the LMS adaptive filter has been proposed to reduce computational costs and power consumption [13] , [14] , [22] , which is quite attractive in the area of mobile computing and communications. Many mobile communication devices have applications like channel equalization and echo cancellation that require the adaptive filter to have a very large number of coefficients. Updating the entire coefficient vector is costly in terms of power, memory, and computation and is sometimes impractical for mobile units. Two types of partial update LMS algorithms are prevalent in the literature and have been described in [11] . They are referred to as the "Periodic LMS algorithm" and the "Sequential LMS algorithm." To reduce computation needed during the update part of the adaptive filter by a factor of , the Periodic LMS algorithm (P-LMS) updates all the filter coefficients every th iteration instead of every iteration. The Sequential LMS (S-LMS) algorithm updates only a fraction of coefficients every iteration. Another variant referred to as "Max Partial Update LMS algorithm" (Max PU-LMS) has been proposed in [1] , [9] , and [10] . Yet another variant known as the "set-membership partial-update NLMS algorithm" (SMPU-NLMS) based on data-selective updating appears in [8] . The algorithm combines the ideas of set-membership normalized algorithms with the ideas of partial update algorithms. These variants have data dependent updating schedules and therefore can have faster convergence, for stationary signals, than P-LMS and S-LMS algorithms that have data independent updating schedules. However, for nonstationary signals, it is possible that data dependent updating can lead to nonconvergence. This drawback is illustrated by comparing Max PU-LMS and SMPU-NLMS to the regular LMS and proposed SPU-LMS algorithms through a numerical example. SPU-LMS is similar to P-LMS and S-LMS algorithms in the sense that it also uses data independent updating schedules. Thus, while analytical comparison to Max PU-LMS and SMPU-NLMS algorithms would be interesting, comparisons are limited to S-LMS and P-LMS.
In [11] , for stationary signals, convergence conditions were derived for the convergence of S-LMS under the assumption of small step-size parameter , which turned out to be the same as those for the standard LMS algorithm. Here, bounds on are obtained that hold for stationary signals and arbitrary fixed sequence of partial updates. First, under the standard independence assumptions, it is shown that for stationary signals first order stability of LMS implies first order stability of S-LMS. However, the important characteristic of S-LMS, which is shared by P-LMS as well, is that the coefficients to be updated at an iteration are pre-determined. It is this characteristic which renders P-LMS and S-LMS unstable for certain signals and which makes an alternative random coefficient updating approach attractive.
In this paper, we propose a new partial update algorithm in which the subset of the filter coefficients that are updated each iteration is selected at random. The algorithm, referred to as the Stochastic Partial Update LMS algorithm (SPU-LMS), involves selection of a subset of size coefficients out of possible subsets from a fixed partition of the coefficients in the weight vector. For example, filter coefficients can be partitioned into even and odd subsets and either even or odd coefficients are randomly selected to be updated in each iteration. Conditions on the step-size parameter are derived that ensure convergence in the mean and the mean square sense for stationary signals, for deterministic signals, and for the general case of mixing signals.
Partial update algorithms can be contrasted against another variant of LMS known as the Fast Exact LMS (FE-LMS) [4] . Here also, the updates are done every th instead of every iteration ( has to be much smaller than , the filter length, to realize any computational savings [4] ). However, the updates after every th iteration result in exactly the same filter as obtained from LMS with updates done every iteration. Therefore, the algorithm suffers no degradation with respect to convergence when compared to the regular LMS. A generalized version of Fast Exact LMS appears in [5] where the Newton transversal filter is used instead of LMS.
When convergence properties are considered the FE-LMS algorithm is more attractive than the PU-LMS algorithm. However, PU-LMS algorithms become more attractive when the available program and data memory is limited. The computational savings in FE-LMS come at the cost of increased program memory, whereas PU-LMS algorithms require negligible increase in program size and in some implementations might reduce the data memory required. Moreover, in FE-LMS the reduction in number of execution cycles is offset by the additional cycles needed for storing the data in intermediate steps. Finally, the computational savings for the FE-LMS algorithm are realized for a time-series signal. If the signal happens to be the output of an array, that is the output of an individual antenna is the input to a filter tap, then the method employed in [4] to reduce computations no longer holds.
The main contributions of this paper can be summarized as follows.
• For stationary signals and arbitrary sequence of updates, it is shown, without the independence assumption, that S-LMS has the same stability and mean-square convergence properties as LMS.
• Signal scenarios are demonstrated for which the prevalent partial update algorithms do not converge.
• A new algorithm is proposed, called the Stochastic Partial
Update LMS Algorithm (SPU-LMS), that is based on randomizing the updating schedule of filter coefficients that ensures convergence.
• Stability conditions for SPU-LMS are derived for stationary signal scenarios, and it is demonstrated that the steady-state performance of the new algorithm is as good as that of the regular LMS algorithm.
• A persistence of excitation condition for the convergence of SPU-LMS is derived for the case of deterministic signals, and it is shown that this condition is the same as for the regular LMS algorithm.
• For the general case of mixing signals, it is shown that the stability conditions for SPU-LMS are the same as that of LMS. The method of successive approximation is extended to SPU-LMS and the results used to show that SPU-LMS does not suffer a degradation in steady-state performance. • It is demonstrated through different examples that for nonstationary signal scenarios, as might arise in echo cancellation in telephone networks or digital communication systems, partial updating using P-LMS and S-LMS might be undesirable as these are not guaranteed to converge. SPU-LMS is a better choice because of its guaranteed convergence properties. The organization of the paper is as follows. First, in Section II, a brief description of the sequential partial update algorithm is given. The algorithm is analyzed for the case of stationary signals under independence assumptions in Section II-A. The rest of the paper deals with the new algorithm. A brief description of the algorithm is given in Section III, and its analysis is given in Sections III-A (uncorrelated input and coefficient vectors), B (deteriministic signals), and C (correlated input and coefficient vectors). It is shown that the performance of SPU-LMS is very close to that of LMS in terms of stability conditions and final mean squared error. Section IV discusses the performance of the new algorithm through analytical comparisons with the existing partial udpate algorithms and through numerical examples (Section IV-A). In particular, Section IV demonstrates, without the independence assumption, the exponential stability and the mean-square convergence analysis of S-LMS for stationary signals and of P-LMS for the general case of mixing signals. Finally, conclusions and directions for future work are indicated in Section V.
II. SEQUENTIAL PU-LMS ALGORITHM

Let
be the input sequence, and let denote the coefficients of an adaptive filter of odd length, . Define where the terms defined above are for the instant and denotes the transpose operator. In addition, Let denote the desired response. In typical applications, is a known training signal which is transmitted over a noisy channel with unknown FIR transfer function.
In the stationary signal setting, the offline problem is to choose an optimal such that is minimized, where denotes the complex conjugate of , and denotes the complex conjugate transpose of . The solution to this problem is given by (1) where , and . The minimum attainable mean square error is given by
For the following analysis, we assume that the desired signal satisfies the following relation: 1 [11] (2) where is a zero mean complex circular Gaussian 2 random vector, and is a zero mean circular complex Gaussian (not necessarily white) noise, with variance , uncorrelated with . Assume that the filter length is a multiple of . For convenience, define the index set . Partition into mutually exclusive subsets of equal size . Define by zeroing out the th row of the identity matrix if . In that case, will have precisely nonzero entries. Let the sentence "choosing at iteration " stand to mean "choosing the weights with their indices in for update at iteration ."
The S-LMS algorithm is described as follows. At a given iteration , one of the sets , is chosen in a predetermined fashion, and the update is performed. . We make the standard assumptions that and are independent of each other [3] . For the regular full update LMS algorithm, the recursion for is given by (4) where is the -dimensional identity matrix, and is the input signal correlation matrix. The well-known necessary and sufficient condition for to converge in (4) is given by [18] where denotes the spectral radius of . This leads to (5) where is the maximum eigen-value of the input signal correlation matrix . Note that this need not translate to be the necessary and sufficient condition for the convergence of in actuality as (4) has been obtained under the independence assumption which is not true in general.
Taking expectations under the same assumptions as above and using the independence assumption on the sequences , which is the independence assumption on and , we obtain, when is even and when is odd Simplifying the above two sets of equations, we obtain, for even-odd S-LMS when is even (6) and when is odd (7) It can be shown that under the above assumptions on , and , the convergence conditions for even and odd update equations are identical. We therefore focus on (6) . It will be shown that if , then . Now, if instead of just two partitions of odd and even coefficients , there are any number of arbitrary partitions , and then, the update equations can be similarly written as above, with . Namely (8) , is obtained from , which is the identity matrix of dimension , by zeroing out some rows in such that . We will show that for any arbitrary partition of any size , S-LMS converges in the mean if LMS converges in the mean. The case follows as a special case. The intuitive reason behind this fact is that both the mean update equation for LMS and the mean update equation for S-LMS , try to minimize the mean squared error . This error term is a quadratic bowl in the coordinate system. Note that LMS moves in the direction of the negative gradient by retaining all the components of this gradient in the coordinate system, whereas S-LMS discards some of the components at every iteration. The resulting direction, in which S-LMS updates its weights, obtained from the remaining components can be broken into two components: one in the direction of and one perpendicular to it. Hence, if LMS reduces the mean squared error, then so does S-LMS.
The result is stated formally in Theorem 2, and the following theorem is used in proving the result. . Therefore, S-LMS also converges in the mean.
Remark 1: Note that it is sufficient for to be such that is positive definite. That means that the subsets updated at each iteration need not be mutually exclusive.
Remark 2: It is interesting to note that in the proof above if 1) we choose and for each ; 2) we write as instead of as then it can be shown that for stationary signals the sequential algorithm enjoys a more lenient condition on for convergence in the mean:
. This condition is more lenient than that of regular LMS:
. With a little extra effort, a tighter bound on the spectral radius of can be demonstrated. 
III. STOCHASTIC PU-LMS ALGORITHM
The description of SPU-LMS is similar to that of S-LMS (Section II). The only difference is as as follows. At a given iteration, , for S-LMS one of the sets , is chosen in a predetermined fashion, whereas for SPU-LMS, one of the sets is sampled at random from with probability and subsequently the update is performed. i.e., if otherwise (9) where . The above update equation can be written in a more compact form (10) where now is a random matrix chosen with equal probability from , (recall that is obtained by zeroing out the th row of the identity matrix if ).
A. Analysis: Stationary Stochastic Signals, Independent Input, and Coefficient Vectors
For the stationary signal analysis of SPU-LMS, the desired signal is assumed to satisfy the same conditions as in Section II, namely,
. In this section, we make the usual assumptions used in the analysis of standard LMS [3] : We assume that is a Gaussian random vector and that and are independent. and are independent of each other by definition. We also assume, in this section, for tractability, that is block diagonal such that . For convergence-in-mean analysis, we obtain the following update equation conditioned on a choice of .
which after averaging over all choices of gives (11) To obtain the above equation, we have made use of the fact that the choice of is independent of and . Therefore, has to satisfy to guarantee convergence in mean.
For the convergence-in-mean square analysis of SPU-LMS, the convergence of the error variance is studied as in [20] . Under the independence assumptions, we obtain tr , where is as defined earlier.
First, conditioned on a choice of , the evolution equation of interest for tr is given by (12) where . Let , where satisfies . Applying the definition of to (12), we obtain the equation (13) where is a vector of diagonal elements of , and is an vector of ones. It is easy to obtain the following necessary and sufficient conditions (following the procedure of [20] ) for convergence of from (12) (14) which are independent of and identical to that of LMS. As pointed out in Section II-A, the above conditions have been obtained under the independence assumption that are not valid in general.
The integrated MSE difference [20] (15)
introduced in [12] is used as a measure of the convergence rate and as a measure of misadjustment. It is easily established that the misadjustment takes the form (16) which is the same as that of the standard LMS. Thus, we conclude that random update of subsets has no effect on the final excess mean-squared error.
Finally, it is straightforward to show (following the procedure of [12] ) that the integrated MSE difference is tr (17) which is times the quantity obtained for standard LMS algorithm. Therefore, we conclude that for block diagonal R, random updating slows down convergence by a factor of without affecting the misadjustment. Furthermore, it can be easily verified that a much simpler condition tr , provides a sufficient region for convergence of SPU-LMS and the standard LMS algorithm.
B. Analysis: Deterministic Signals
Here, we follow the analysis for LMS, albeit extended to complex signals, which is given in [25, pp. 140-143] . We assume that the input signal is bounded, that is , and that the desired signal follows the model which is different from (2) (18) is identical to the persistence of excitation condition for standard LMS [25] . Therefore, the sufficient condition for exponential stability of LMS is enough to guarantee exponential stability of SPU-LMS.
C. Analysis: Correlated Input and Coefficient Vectors
In this section, the performance of LMS and SPU-LMS is analytically compared in terms of stability and misconvergence when the uncorrelated input and coefficient signal vectors assumption is invalid. Unlike the analysis in Section III-A, where the convergence analysis and the performance analysis could be tackled with the same set of equations, here, the stability and performance analyzes have to be done separately. For this, we employ the theory, which is extended here to circular complex random variables developed in [16] for stability analysis and [2] for final mean-squared error analysis. Our analysis holds for the broad class of signals that are -mixing. Mixing conditions provide a very general and powerful way to describe the rate of decay of the dependence between pairs of samples as the sample times are moved farther apart. Such conditions are much weaker than conditions on the rate of decay of the autocorrelation function, which are restricted to second-order analysis and Gaussian processes. For this reason, general mixing conditions, such as the -mixing condition defined in Appendix III, have been widely used in adaptive signal processing and adaptive detection [2] , [7] , [16] , [17] , [23] to analyze convergence of algorithms for dependent processes. We adopt this framework in this paper (see Appendices II and IV for detailed proofs and definitions) and summarize the results in this section.
The analysis in Section III-A is expected to hold for small , even when the uncorrelated input and coefficient vectors assumption is violated. It is, however, not clear for what values of the results from Section III-A are valid. The current section makes the dependence of the value of explicit and concludes that stability and performance of SPU-LMS are similar to that of LMS.
Result 1 (Stationary Gaussian Process): Let be a stationary Gaussian random process such that as and , then for any , there exist constants , , and such that for all and for all if and only if the input correlation matrix , is positive definite.
Proof: See Appendix II. It is easily seen from the extension of [16] to complex signals that the LMS algorithm requires the same necessary and sufficient conditions for convergence (see Appendix II). Therefore, the necessary and sufficient conditions for convergence of SPU-LMS are identical to those of LMS.
The analysis in Result 1 validates the analysis in Section III-A, for similar input signals, where the analysis was done under the independence assumption. In both cases, we conclude that necessary and sufficient condition for convergence is that the covariance matrix be positive definite. Although Section III-A also gives some bounds on the step-size parameter , it is known they are not very reliable as the analysis is valid only for very small .
The mean squared analysis on is based on the analysis in [2] , which follows the method of successive approximation. The details of the extension of this method to SPU-LMS are provided in Appendix IV. The analysis in this section is performed by assuming that (19) and for SPU-LMS, assuming to be a multiple of and sets to be mutually exclusive, we have
Note that the constant in the final mean square expression for SPU-LMS is the same as that for LMS. Therefore, for large , it can be seen that SPU-LMS is marginally worse than LMS in terms of misadjustment.
Proof: See Appendix IV-A. It will be interesting to see how the results above compare to the results obtained under the independence assumptions analysis in Section III-A. From (13) (20) and for SPU-LMS, assuming to be a multiple of and sets to be mutually exclusive, we have
Here, in addition, for large , SPU-LMS is marginally worse than LMS in terms of misadjustment.
Proof: See Appendix IV-B. Here, in addition, the results obtained above can be compared to the results obtained from the analysis in Section III-A. From (13), we obtain to be for both LMS and SPU-LMS. The analysis in this section gives for LMS and for SPU-LMS. Therefore, the analysis in this section highlights differences in the convergence of LMS and SPU-LMS that would not have been apparent from the analysis in Section III-A. It can be noted that for small the penalty for assuming independence is not insignificant (especially for SPU-LMS). However, for large , the independence assumption analysis manages to yield a reliable estimate, even for larger values of , in spite of the fact that the assumption is clearly violated.
IV. DISCUSSION AND EXAMPLES
It is useful to compare the performance of the new algorithm to those of the existing algorithms by performing the analyses of Sections III-A, B, and C on the periodic Partial Update LMS Algorithm (P-LMS) and the sequential Partial Update LMS Algorithm (S-LMS). To do that, we first need the update equation for P-LMS, which is as follows:
We begin with comparing the convergence-in-mean analysis of the partial update algorithms. Combining -iterations, we obtain for LMS , for P-LMS , for SPU-LMS , and, finally, for S-LMS (assuming ) . Therefore, the rate of decay of all the partial update algorithms is times slower than that of LMS.
For convergence-in-mean square analysis of Section III-A, we will limit the comparison to P-LMS. The convergence of Sequential LMS algorithm has been analyzed using the small assumption in [11] . Under this assumption for stationary signals, using the independence assumption, the conditions for convergence turn out to be the same as that of SPU-LMS. For P-LMS using the method of analysis described in [20] , it can be inferred that the conditions for convergence are identical to standard LMS. That is, (14) holds also for P-LMS. In addition, the misadjustment factor remains the same. The only difference between LMS and P-LMS is that the integrated MSE (15) for P-LMS is times larger than that of LMS. Therefore, we again conclude that the behavior of SPU-LMS and P-LMS algorithms is very similar for stationary signals.
However, for deterministic signals the difference between P-LMS and SPU-LMS becomes evident from the persistence of excitation condition. The persistence of excitation condition for P-LMS is [11] as follows: For all and for all , , there exist , and such that (21) Since any deteriministic signal satisfying (21) also satisfies (18) but not vice-versa, it can be inferred that (21) is stricter than that for SPU-LMS (18) . Taking this further, using the analysis in Appendix II, for mixing signals, the persistence of excitation condition can similarly be shown to be the following: There exists an integer and a constant such that for all and for all , Here, in addition, it can be seen that this condition is stricter than that of SPU-LMS (25) . In fact, in Section IV-A, signals are constructed, based on the persistence of excitation conditions for SPU-LMS and P-LMS, for which P-LMS is guaranteed not to converge, whereas SPU-LMS will converge.
The analysis of Appendix II can be extended to S-LMS if an additional requirement of stationarity is imposed on the excitation signals. For such signals, it can be easily seen that the necessary and sufficient conditions for statibility of LMS, SPU-LMS and P-LMS are exactly the same and are sufficient for exponential stability of S-LMS (see Appendix III for details).
In addition, applying the analysis of Appendix IV used to derive Results 2 and 3, it can be easily seen that the final error covariance matrix for P-LMS is same as that of LMS [see (19) and (20)]. Exactly the same results can be obtained for S-LMS as well by combining the results of Appendix III with the analysis in Appendix IV restricted to stationary -mixing signals.
For nonstationary signals, the convergence of S-LMS is an open question, although analysis for some limited cyclo-stationary signals has been performed in [15] . In this paper, we show through simulation examples that this algorithm diverges for certain nonstationary signals and, therefore, should be employed with caution.
In summary, for stationary signals all three algorithms (P-LMS, S-LMS, and SPU-LMS) enjoy the same convergence properties as LMS. It is for nonstationary signals that S-LMS and P-LMS might fail to converge, and it is for such signals that the advantage of SPU-LMS comes to the fore. SPU-LMS enjoys the same convergence properties as LMS, even for nonstationary signals, in the sense that it is guaranteed to converge for all signals that LMS converges for.
A. Numerical Examples
In the first two examples, we simulated an -element uniform linear antenna array operating in a multiple signal environment. Let denote the response of the array to the th plane wave signal: where and , . is the broadside angle of the th signal, is the interelement spacing between the antenna elements, and is the common wavelength of the narrowband signals in the same units as and . The array output at the th snapshot is given by , where denotes the number of signals, the sequence the amplitude of the th signal, and the noise present at the array output at the th snapshot. The objective, in both the examples, is to maximize the SNR at the output of the beamformer. Since the signal amplitudes are random, the objective translates to obtaining the best estimate of , which is the amplitude of the desired signal, in the MMSE sense. Therefore, the desired signal is chosen as . Example 1: In the first example (see Fig. 1 ), the array has four elements, and a single planar waveform with amplitude propagates across the array from direction angle . The amplitude sequence is a binary phase shifty keying (BPSK) signal with period four taking values on { 1,1} with equal probability. The additive noise is circular Gaussian with variance 0.25 and mean 0. In all the simulations for SPU-LMS, P-LMS, and S-LMS, the number of subsets for partial updating was chosen to be 4, that is, a single coefficient is updated at each iteration. It can be easily determined from (14) that for Gaussian and independent signals, the necessary and sufficient condition for convergence of the update equations for LMS and SPU-LMS under the independence assumptions analysis is . Fig. 2 shows representative trajectories of the empir- ical mean-squared error for the LMS, SPU-LMS, P-LMS, and S-LMS algorithms averaged over 100 trials for . All algorithms were found to be stable for the BPSK signals, even for values greater than 0.225. It was only as approached 0.32 that divergent behavior was observed. As expected, LMS and SPU-LMS were observed to have similar regions of convergence. It is also clear from Fig. 2 that, as expected, SPU-LMS, P-LMS, and S-LMS take roughly four times longer to converge than LMS.
Example 2: In the second example, we consider an eight-element uniform linear antenna array with one signal of interest propagating at angle and three interferers propagating at angles , , 3, and 4 (see Fig. 3 ). The array noise is again mean 0 circular Gaussian but with variance 0.001. Signals are generated, such that is stationary and , , 3, and 4 are cyclostationary with period four, which make both S-LMS and P-LMS nonconvergent. All the signals were chosen to be independent from time instant to time instant. First, we found signals for which S-LMS does not converge by the following procedure. Make the small approximation to the transition matrix , and generate sequences , , 2, 3, and 4 such that has roots in the negative left half plane. This ensures that has roots outside the unit circle. The sequences found in this manner were then verified to cause the roots to lie outside the unit circle for all . One such set of signals found was that is equal to a BPSK signal with period one taking values in { 1, 1} with equal probability. . These signals render the S-LMS algorithm unstable for all .
The P-LMS algorithm also fails to converge for the signal set described above, irrespective of and the choice of , , , and . Since P-LMS updates the coefficients every fourth iteration, it sees at most one of the three interfering signals throughout all its updates and, hence, can place a null at, at most, one signal incidence angle . Fig. 4 shows the envelopes of the trajectories of S-LMS and P-LMS for the signals given above with the representative value . As can be seen, P-LMS fails to converge, whereas S-LMS shows divergent behavior. SPU-LMS and LMS were observed to converge for the signal set described above when . Example 3: In the third example, consider a four-tap filter with a time series input, that is, . The input, the filter coefficients, and the desired output are all real valued. In this example, the goal is to reconstruct the transmitted BPSK signal from the received signal at the receiver using a linear filter. is a distorted version of when passes through a linear channel with transfer function given by . The receiver noise is a zero mean Gaussian noise with variance 0.01. is a signal with symbol duration of four samples. The desired output is now simply given by . The update is such that one coefficient is updated per iteration, i.e., . In this case, the coefficient error variance is plotted rather than the mean squared error as this is a better indication of system performance. Fig. 5 shows the trajectories of coefficient-error variance for LMS, SPU-LMS, P-LMS, and S-LMS for a representative value of , respectively. As can be seen, P-LMS and S-LMS fail to converge, whereas LMS and SPU-LMS do converge.
Example 4: In the fourth example, we show a nonstationary signal for which Max PU-LMS and SMPU-NLMS algorithms do not converge. For algorithmic details of these two algorithms and their analysis, see [8] . The two algorithms can be made to not converge by first constructing deteriministic signals for which their behavior is the same as that of S-LMS and then finding a candidate among such signals for which S-LMS diverges.
Consider a four-tap filter with time series input . The goal in this example is to obtain the best estimate of from and , where is a Gaussian random variable with zero mean and variance of 0.01. The update is such that one coefficient is updated per iteration, i.e., . is chosen to be a deteriministic sequence of the following form , where is a fixed sequence satisfying . Such a restriction on and ensures that SMPU-NLMS in updating only one coefficient per iteration ends up updating the coefficients in a sequential manner. For this signal, Max PU-LMS also updates the coefficients in a sequential manner, and its behavior is exactly that of S-LMS. The values and were chosen such that for all has eigenvalues in the left half plane. That means that the small approximation of the S-LMS update matrix has eigenvalues outside the unit circle. For such input signals, there is a good likelihood that SMPU-NLMS will diverge along with S-LMS and Max PU-LMS. A signal for which the three algorithms have been observed to diverge has , , , and . Here also, the coefficient error variance is plotted rather than the mean squared error. Figs. 6 and 7 show the trajectory of coefficient-error variance for MAX PU-LMS for a representative value of and for SMPU-NLMS for a representative value of (for a description of , see [8] ), respectively. Fig. 8 shows the corresponding trajectories for LMS and SPU-LMS, again for a representative value of . As can be seen, Max PU-LMS and SMPU-NLMS fail to converge, while SPU-LMS and LMS do.
V. CONCLUSION AND FUTURE WORK
In this paper, the sequential partial update LMS algorithm has been analyzed, and a new algorithm based on randomization of filter coefficient subsets for partial updating of filter coefficients has been proposed.
For S-LMS, stability bounds on step-size parameter for wide sense stationary signals have been derived. It has been shown that if the regular LMS algorithm converges in mean, then so does the sequential LMS algorithm for the general case of arbitrary but fixed ordering of the sequence of partial coefficient updates. Relaxing the assumption of independence, for stationary signals, stability and second-order (mean square convergence) analysis of S-LMS has been performed. The analysis was used to establish that S-LMS has similar behavior as LMS.
In the context of nonstationary signals the poor convergence properties of S-LMS and Periodic LMS have been demonstrated, and as a result, a new algorithm SPU-LMS with better performance has been designed. For SPU-LMS the conditions on step-size for convergence-in-mean and mean-square were shown to be equivalent to those of standard LMS. It was verified by theory and by simulation that LMS and SPU-LMS have similar regions of convergence. It was also shown that the Stochastic Partial Update LMS algorithm has the same performance as P-LMS and S-LMS for stationary signals but can have superior performance for some cyclo-stationary and deterministic signals. It was also demonstrated that the randomization of filter coefficient updates does not increase the final steady-state error as compared to the regular LMS algorithm.
The idea of random choice of subsets proposed in this paper can be extended to include arbitrary subsets of size and not just subsets from a particular partition. No special advantage is immediately evident from this extension, however.
In the future, tighter bounds on the convergence rate of the mean update equation of S-LMS for stationary signals can be established for the general case of input correlation matrix . Necessary and sufficient conditions for the convergence of the algorithm for the general case of mixing-signals still need to be derived. These can be addressed in the future.
In addition, it can be investigated whether performance analysis of Max PU-LMS and SMPU-NLMS algorithms mentioned in Section I can be performed using the techniques employed in this paper. Special emphasis should be laid on nonstationary signal performance because, as has been shown through a numerical example, these algorithms can diverge for such signals. 
APPENDIX II STABILITY ANALYSIS FOR MIXING SIGNALS
The results in this section are an extension of analysis in [16] to SPU-LMS with complex input signals. Notations are the same as those used in [16] . Let be the Frobenius norm of the matrix . This is identical to the definition used in [2] . Note that in [16] , is the spectral norm of . Since for a matrix , , the results in [16] could also have been stated with the definition used here.
A process is said to be -mixing if there is a function such that as and , , where , is the algebra generated by , . Let be the input signal vector generated from the following process: (23) with . is a -dimensional deterministic process, and is a general -dimensional -mixing sequence. The weighting matrices are assumed to be deterministic.
Define the index set and , as in Section III. Let be a sequence of i.i.d masking matrices chosen with equal probability from , . Then, we have the following theorem which is similar to Theorem 2 in [16] .
Theorem 5: Let be defined by (23) 
APPENDIX IV PERFORMANCE ANALYSIS FOR MIXING SIGNALS
The results in this section are an extension of analysis in [2] to SPU-LMS with complex signals. The results enable us to predict the steady-state behavior of SPU-LMS without the standard uncorrelated input and coefficient vectors assumption employed in Section III-A. Moreoever, the two lemmas in this section state that the error terms for LMS and SPU-LMS are bounded above by the same constants. These results are very useful for comparison of steady-state errors of SPU-LMS and LMS in the sense that the error terms are of the same magnitude. A couple of examples using the analysis in this section were presented in Section III-C as Results 2 (see details in Appendix IV-A) and 3 (see details in Appendix IV-B), where the performance of SPU-LMS and LMS was compared for two different scenarios.
We begin the mean square error analysis by assuming that • F3 : , and .
• F4 : . The excitation sequence [2] is assumed to be decomposed as , where the process is a matrix-valued process, and is a vector-valued process that verifies the following assumptions:
• EXC1: is -adapted, 3 and and are independent.
• EXC2 : , .
• EXC3 : belongs to , . The following theorems from [2] Lemma 5: The constant in Theorem 7 calculated for LMS can also be used for SPU-LMS.
Proof: Here, all that is needed to be shown is that if LMS satisfies the conditions (EXC1), (EXC2), and (EXC3), then so does SPU-LMS. Moreover, the upper bounds on the norms for LMS are also upper bounds for SPU-LMS. That easily follows because , whereas and for any norm . Lemma 6: The constant in Theorem 8 calculated for LMS can also be used for SPU-LMS.
Proof: First, we show that if for LMS , then so it is for SPU-LMS. First, note that for LMS, we can write , whereas for SPU-LMS This means that . Therefore, since and , we have Since all conditions for Theorem 2 have been satisfied by SPU-LMS in a similar manner, the constant obtained is also the same.
A. I.I.D Gaussian Input Sequence
In this section, we assume that , where is the length of the vector . is a sequence of zero mean i.i.d Gaussian random variables. We assume that for all . In that case with where for LMS, we have and in case of SPU-LMS. We assume is a white i.i.d. Gaussian noise with variance . We see that since the conditions (24) and (25) are satisfied for Theorem 5, both LMS and SPU-LMS are exponentially stable. In fact, both have the same exponent of decay. Therefore, conditions F1 and F2 are satisfied.
We rewrite . Choosing , we have in the case of LMS and in the case of SPU-LMS. By Theorems 7 and 8 and Lemmas 5 and 6, we can upperbound both and by exactly the same constants for LMS and SPU-LMS. In particular, there exists some constant such that for all , we have Next, for LMS we concentrate on and for SPU-LMS we concentrate on After tedious but straightforward calculations (following the procedure in [2] ), we obtain for LMS which yields and for SPU-LMS, we obtain which yields .
B. Temporally Correlated Spatially Uncorrelated Array Output
In this section, we consider given by where is a vector of circular Gaussian random variables with unit variance. Similar to Appendix IV-A, we rewrite . Since we have chosen , we have in the case of LMS and in the case of SPU-LMS. Again, conditions F1 and F2 are satisfied because of Theorem 5. By [2] and Lemmas 1 and 2, we can upperbound both and by exactly the same constants for LMS and SPU-LMS. By Theorems 7 and 8 and Lemmas 5 and 6, we have that there exists some constant such that for all , we have
Next, for LMS, we concentrate on and for SPU-LMS, we concentrate on After tedious but straighforward calculations (following the procedure in [2] ), we obtain for LMS which leads to , and for SPU-LMS, we obtain which leads to .
