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Abstract—We study anomaly detection and introduce an al-
gorithm that processes variable length, irregularly sampled se-
quences or sequences with missing values. Our algorithm is fully
unsupervised, however, can be readily extended to supervised or
semi-supervised cases when the anomaly labels are present as
remarked throughout the paper. Our approach uses the Long
Short Term Memory (LSTM) networks in order to extract
temporal features and find the most relevant feature vectors for
anomaly detection. We incorporate the sampling time information
to our model by modulating the standard LSTM model with
time modulation gates. After obtaining the most relevant features
from the LSTM, we label the sequences using a Support Vector
Data Descriptor (SVDD) model. We introduce a loss function
and then jointly optimize the feature extraction and sequence
processing mechanisms in an end-to-end manner. Through this
joint optimization, the LSTM extracts the most relevant features
for anomaly detection later to be used in the SVDD, hence
completely removes the need for feature selection by ”expert”
knowledge. Furthermore, we provide a training algorithm for
the online setup, where we optimize our model parameters with
individual sequences as the new data arrives. Finally, on real-life
datasets, we show that our model significantly outperforms the
standard approaches thanks to its combination of LSTM with
SVDD and joint optimization.
Index Terms—Irregularly-sampled sequence, Unsupervised
Training, Anomaly Detection, Variable Length Sequence, LSTM,
RNN, Support Vector Data Descriptor, Online Anomaly Detection
I. INTRODUCTION
A. Preliminaries
Anomaly detection is the problem of detecting anomalous
points or sequences, which models a wide range of real-life
applications such as fault detection [1], fraud detection [2],
surveillance [3] and intrusion detection [4]. In certain appli-
cations, a sequence processing system is required, which aims
to detect anomalous sequences [5], [6]. In such applications,
anomalies are detected from the temporal context rather than
the individual samples as the samples are auto-correlated and
context information is needed, e.g. deviation from a normal
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pattern [7]. However, in most applications, acquiring annotated
data may not be possible due to high labeling cost such as
in network anomaly detection or even impossible, e.g. zero-
day attacks [8], [9], which restricts using labeled data [10],
[11]. In addition to the problems due to the lack of annotated
data, the sequences can be irregularly sampled or have variable
lengths [12], [13]. Here, we study the anomaly detection
problem in an unsupervised framework, where we observe
irregularly sampled, variable length sequences or sequences
with missing values and introduce a system based on LSTM
networks to extract temporal features and the SVDD classifier
to classify the sequences without requiring explicit annotations
for training.
Due to its critical applications, various solutions have been
proposed for this problem. One-Class Support Vector Machine
(OC-SVM) [14] and the Support Vector Data Descriptors
(SVDD) [14] models are two of the most popular approaches
among the solutions [15], [16]. Both the OC-SVM and the
SVDD are classification models that can separate outlier points
via estimating the support of the data without requiring explicit
annotations of the instances. Despite their advantage on detect-
ing point anomalies, these classifiers have no inherent memory
to model temporal patterns in the sequences. For fixed length
sequences, the whole sequence is fed to the classifier in certain
approaches [17], [18]. For the variable length sequences, a
sliding window is used to capture temporal dependencies
[19]. However, the performance of this approach is highly
affected by the window length selection [19]. Furthermore,
these approaches lack or do not consider the time information
when the sequences are irregularly sampled or have missing
values, which is usually the case in real-life anomaly detection
applications [20], [21].
To solve the problems regarding the temporal pattern ex-
traction, Recurrent Neural Networks (RNN) [22] are used
[23]. RNN and its variants are capable of capturing temporal
dependencies on sequences thanks to their inherent memory
[22]. Moreover, certain types of RNNs such as the Gated
Recurrent Unit (GRU) [24] and the Long Short Term Memory
(LSTM) [25] have an internal gated structure, which allows
them to be trained on long sequences by preventing the
exploding and vanishing gradient problems [25]. Despite their
superior ability in capturing the temporal patterns, these mod-
els accept regularly sampled instances. To this end, various
solutions have been proposed. One of those approaches use an
exponential decaying mechanism to formulate the definition
of the state vector at any time instead of fixed sampling
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2times [26]. Another approach uses LSTM model with time
modulation gates [27].
In this paper, we introduce an anomaly detection model
that processes irregularly sampled, variable length sequences
or sequences with missing values in an unsupervised manner.
This approach can be readily extended to supervised or semi-
supervised cases when the labels are available as presented
remarks in the paper. Our approach is based on the LSTM
network, which has superior abilities on time series data
as it avoids the vanishing gradient problem [25]. Since we
are processing irregularly sampled sequences or sequences
with missing values due to application specific problems, we
introduce a novel LSTM architecture with modulation gates
particularly introduced for anomaly detection. Moreover, for
the classification part, we use the SVDD to declare anomalies
using the temporal features that are extracted by the LSTM
model, which eliminates the need for feature selection, where
the full system is optimized end-to-end. Although we use an
SVDD in the final stage, other methods can be readily used as
provided remarks in the paper. We jointly optimize both the
feature extraction, i.e. the LSTM and the one-class classifier
model. Finally, we also provide a training algorithm for online
setup where we optimize our model with individual sequences
with simple gradient-based updates.
B. Prior Art and Comparisons
One-class classifiers have been applied to various anomaly
detection tasks [15], [16]. The main advantage of the one-
class classifiers is that they do not require any annotation
for the input data and they can estimate the support of the
data. Although the support estimation is a simple structure
such as a hyperplane or a hypersphere, with the use of
feature transformation functions, the data can be transformed
to an infinite-dimensional, linearly separable space to boost the
performance [14], [28]. Despite the performance of one-class
classifiers on detecting point anomalies, their performance on
detecting contextual anomalies on time-series data is limited
as they do not consider the context [7]. In such cases, a fixed
length time window is used to extend the standard classifier
for time-series processing [18], [19]. However, using a fixed
length time window to capture temporal dependencies highly
affects the performance with respect to the chosen window
size [19]. Moreover, these methods fail to capture timing
information for the irregularly sampled sequences or sequences
with missing values [21].
Deep neural networks have shown impressive performance
in various real-life problems as they are able to capture non-
trivial patterns in data [22], [25]. Certain deep models are
specialized for particular tasks such as the RNNs, which
have been extensively used on time-series data thanks to their
inherent memory. Instead of using a fixed length time window,
an RNN is used to capture temporal patterns with a state vector
[29], [30]. A specific variant of RNNs, the LSTM, has internal
gates such as forget, input and output gates, which update
the state vector with each new input vector [25]. This gated
structure allows LSTM models to be used on longer sequences
compared to the standard RNN by preventing the exploding
and vanishing gradient problems [25]. Although RNNs have
been successful in many problems, these deep models accept
structured data for optimization and prediction, i.e. the input
and output data have a fixed size. For time-series inputs on
RNNs, each instance should be sampled regularly with a fixed
sampling period [22], [25], which limits the application of
these deep models on important real-life anomaly detection
tasks [27], [31]. In certain approaches, the sampling time
information is incorporated to the model via time modulation
gates [27].
To overcome the problems related to capturing long tempo-
ral patterns in sequences, we use an LSTM model to extract
temporal features. After obtaining temporal features, we use
a one-class classifier to label the sequences. Therefore, we
do not require annotation for the training data and train our
model in an unsupervised manner. Furthermore, thanks to the
inherent memory of the LSTM model, the extracted temporal
features are not limited with a fixed temporal length. Finally,
to circumvent the issues caused by irregular sampling times,
we use an LSTM model with time modulation gates for
anomaly detection. Although the time modulation gates were
used in time series regression [27], this idea is tailored to
supervised framework whereas we are working in unsuper-
vised framework. Unlike [27], we are able to optimize our
model end-to-end in a fully unsupervised manner when there
is no annotation for the input data, which is typical in various
real-life anomaly detection problems [10], [32], [33]. Unlike
[27], we introduce a loss function, which is a combination
of the reconstruction loss for the sequences and the one-class
classifier loss. Through this loss function, we minimize the
reconstruction loss while we optimize the support of the data,
which prevents the trivial solutions of LSTM parameters when
the whole model is trained with the classifier loss alone [30].
C. Contributions
Our main contributions are:
1) We introduce a novel unsupervised anomaly detection
architecture that extracts temporal features from se-
quences and detect outliers among the sequences, where
the underlying data can be irregularly sampled or has
missing values.
2) Our method jointly optimizes the feature extraction
and anomaly detection end-to-end and can be readily
extended to supervised and semi-supervised cases when
the labels are present.
3) Our approach is generic so that the feature extracting
stage, i.e. the LSTM model can be replaced by any other
variant of RNN such as the standard RNN and the GRU,
and the anomaly detection part can be replaced by other
differentiable unsupervised classifiers such as the OC-
SVM.
4) We introduce specific updates for the online setup where
we update parameters using individual sequences as new
data arrives.
5) Through an extensive set of experiments, we show
that our model significantly outperforms the standard
approaches on real-life datasets that consist of irregularly
sampled variable length sequences.
3Fig. 1: Illustration of an irregularly sampled sequence. Each sequence has a
binary label, yi, indicating whether the sequence has nominal or anomalous
behavior.
D. Organization of the Paper
In the following section, we first describe the main problem.
We then give a brief information about the model structures.
In Section III, we explain the details of our overall algorithm.
Furthermore, we introduce the loss function that we are
minimizing together with the joint optimization procedure,
which updates all parts of our model jointly. Finally, we extend
our algorithm to online setup. In Section IV, we explain the
test setup for performance measurements. We also demonstrate
our model performance on real-life datasets. We finalize the
paper with remarks in the conclusion section, Section V.
II. MODEL AND PROBLEM DESCRIPTION
We denote the vectors with bold and lowercase letters, e.g.
x = [x(i)]Ii=1 is a vector with I elements. We denote the
matrices with bold and uppercase letters, e.g. W. For matrix
indexing, we use the Wi,j notation, which denotes the element
at the ith row and the jth column. Unless otherwise stated,
all vectors are real, i.e. x(i) ∈ R, and column vectors. For
vectors and matrices, the notation xT denotes the ordinary
transpose and the notation 〈x, x〉 = ||x||2 denotes the l2 norm
of the vector x. Finally, 1 refers to a column vector of all ones
where the length is understood from the context.
In the anomaly detection problem, we are given a set of
temporal sequences {Xi}i where each sequence can have
a different length Xi = [x
(k)
i ]
Ki
k=1, where x
(k)
i ∈ RM .
These sequences have corresponding binary labels {yi}i where
yi ∈ {−1,+1} that indicate the nominal and anomalous
sequences, respectively. Such sequences are visualized in Fig.
1 for one dimensional x(k)i ∈ R. We model these series
as irregularly sampled time series data. Therefore, we define
another set {ti}i that contains the sampling times of every
element ti = [t
(k)
i ]
Ki
k=1, for all sequences, which is ordered in
time, i.e. t(k1)i > t
(k2)
i for k1 > k2 as in Fig. 1. Thus, we
model ∆(k)i 6= ∆(l)i for k 6= l where ∆(k)i = t(k)i − t(k−1)i for
Fig. 2: Overall diagram of the introduced model. For a sequence with samples
Xi and sampling times ti, a feature vector is generated by feeding the samples
sequentially. Using the feature vector, sequences are labeled via a one-class
classifier.
k ∈ {2, ...,Ki}. An example irregularly sampled sequence is
also shown in Fig. 1. Although we illustrate the sequence with
1-D samples, i.e. x(k)i ∈ R, our formulation covers any M -D
vectors.
As in Fig. 1, sequences have binary labels yi ∈ {−1, +1}.
Our aim is to classify a sequence Xi with the sampling times ti
as a nominal sequence, yˆi = −1, or as an anomaly sequence,
yˆi = +1. Hence, we introduce a function
yˆi = F (Xi, ti;θ), (1)
which labels the sequences as nominal or anomalous. We
optimize the function by minimizing a loss function with
respect to the set of function parameters θ. This loss function
has the form
L(X,T ) =
I∑
i=1
l(Xi, ti) + Lreg, (2)
where l(Xi, ti) is the individual loss contribution from the ith
sequence in the dataset and the term Lreg is the regularization
term independent of the sequences. For the batch setup, we
use a known I and for the online setup, we choose I as 1.
Structures and the details of these components will be provided
in the next section.
We model the function F as two subblocks, an RNN or
LSTM model that extracts temporal features, which generates
a representation of the sequence, and a classifier model that
classifies these representations as nominal or anomalous. This
structure is depicted in Fig. 2. First, the sequence Xi and
its sampling time sequence ti is fed to the RNN model.
RNN model generates a fixed length representation h¯i from
the variable length sequences. This representation is used
to classify the sequence. We describe the mechanisms to
adapt the RNN model to irregularly sampled variable length
sequences in the following subsection.
A. Recurrent Networks on Irregularly Sampled Series
Here, we describe the approaches based on the standard
RNN structure to accept irregularly sampled time series data.
In the standard approach, RNNs are designed to work with
regularly sampled time-series data [22]. For a sequence of
regularly sampled inputs Xi = [x
(k)
i ]
Ki
k=1, RNN state equation
is given as
4h(k)i = f(Wxx
(k)
i + Whh
(k−1)
i + b). (3)
The vector h(k)i is the state vector of the RNN model, which is
the internal memory storing temporal features extracted from
the sequence Xi. Other variants of the RNNs have different
state equations. In our model, we specifically use the LSTM
model, which has the set of equations,
c(k)i = c
(k−1)
i  f(k)i + g(k)i  i(k)i ,
h(k)i = g(c
(k)
i ) o(k)i ,
(4)
where
f(k)i = σ(Wfxx
(k)
i + Wfhh
(k−1)
i + bf),
i(k)i = σ(Wixx
(k)
i + Wihh
(k−1)
i + bi),
g(k)i = g(Wgxx
(k)
i + Wghh
(k−1)
i + bg),
o(k)i = σ(Woxx
(k)
i + Wohh
(k−1)
i + bo).
(5)
Matrices {Wfx,Wix,Wgx,Wox} and {Wfh,Wih,Wgh,Woh}
are the weight matrices and {bf,bi,bg,bo} are the bias vectors.
Functions σ and g are nonlinear activation functions, which
are generally chosen as the Sigmoid (σ(x) = 1/(1 + e−x))
and the Tanh (tanh(x) = (ex − e−x)/(ex + e−x)) function
respectively.
As in (5), the LSTM model has a gated structure, which
performs different tasks such as forgetting the state vector,
updating the state vector with the current input. This gated
structure prevents the vanishing gradients problem especially
for long sequences, thus allowing the model to capture longer
temporal dependencies [25].
For every element in the sequence, the state vector is
updated at regular times. In irregularly sampled series, the
sampling time of the elements contain information as the
sampling period is not fixed. There are certain improvements
on the RNNs such as incorporating the sampling time, ∆(k)i ,
as an additional feature in the input vector as
h(k)i = f(Wxx
(k)
i + Whh
(k−1)
i + Wt∆
(k)
i + b) (6)
for the standard RNN state transition. However, in this ap-
proach, the sampling time information has an additive effect
on the state transition, which may not be suitable in most cases
[27]. In a different approach, state decaying with an exponen-
tial kernel [26] is used. In the state decaying mechanism, the
state vector is updated at irregular sampling times. The state
vector h(k)i in (4) is formulated at any time as
h(k)i (t) = h
(k)
i e
−γ(t−tk), (7)
where h(k)i is the state updated with the kth element of the
sequence, x(k)i . The parameter γ is the decay rate, which
controls the long term behavior of the state vector. We use
the notation tk instead of t
(k)
i for notational simplicity. We
then reformulate the state update equations at the time of the
kth element as,
c(k)i (tk) = c
(k−1)
i (tk) f(k)i (tk) + g(k)i (tk) i(k)i (tk),
h(k)i (tk) = g(c
(k)
i (tk)) o(k)i (tk),
(8)
where
f(k)i (t) = σ(Wfxx
(k)
i + Wfhh
(k−1)
i (t) + bf),
i(k)i (t) = σ(Wixx
(k)
i + Wihh
(k−1)
i (t) + bi),
g(k)i (t) = g(Wgxx
(k)
i + Wghh
(k−1)
i (t) + bg),
o(k)i (t) = σ(Woxx
(k)
i + Wohh
(k−1)
i (t) + bo).
(9)
for t > tk. Thus, we can update the state of the model at
any timestep for the given sequence. However, note that the
performance of such approaches heavily depend on the decay
rate and do not fully exploit the true nature of the irregularity
in the data [27].
Another approach is learning a modulation gate [27]. In
this approach, in addition to the gates of the LSTM model,
additional time modulation gates are added to each gate as
shown in Fig. 3. These modulated gates differ from the
standard LSTM equations as
c(k)i = c
(k−1)
i  f(k)i  τ f, (k)i + g(k)i  i(k)i  τ i, (k)i
h(k)i = g(c
(k)
i ) o(k)i  τ o, (k)i
(10)
where,
τ
f, (k)
i = f(Wft∆
(k)
i ),
τ
i, (k)
i = f(Wit∆
(k)
i ),
τ
o, (k)
i = f(Wot∆
(k)
i ).
(11)
Here the vectors τ f, (k)i , τ
i, (k)
i and τ
o, (k)
i are the time
modulation gates that are multiplied with each gate except
the input gate. ∆(k)i is a vector of any nonlinear functions of
the last sampling duration ∆(k)i .
Remark 1. It is possible to reformulate the standard RNN
or GRU structure to directly embed the modulation gates to
the model. For the standard RNN, we formulate the update
equation as
h(k)i (t
(k)
i ) = f(Wxx
(k)
i + Whh
(k−1)
i (tk) + b) τ (k)i ,
τ
(k)
i = f(Wτ∆
(k)
i ).
For the GRU, the update equation becomes
z(k)i (t) = σ(Wzxx
(k)
i + Wzhh
(k−1)
i + bz),
r(k)i (t) = σ(Wrxx
(k)
i + Wrhh
(k−1)
i + br),
hˆ
(k)
i (t) = g(Whh(r
(k)
i (t) h(k−1)i (tk)) + Whxx(k)i ),
h(k)i (tk) = (1− z(k)i (tk)) h(k−1)i (tk) τ h,(k)i
+ z(k)i (tk) hˆ
(k)
i (tk) τ i,(k)i
where
5Fig. 3: LSTM architecture with additional time modulation gates. Single update for a sequence is shown. In addition to the standard LSTM gates, additional
time modulation gates are used to modulate the outputs of the internal gates.
τ
h,(k)
i = f(Wh∆
(k)
i ),
τ
i,(k)
i = f(Wi∆
(k)
i ).
(12)
We downscale the Ki state vectors by taking the state vector
at the last time step, i.e. h(K)i (t
(Ki)
i ).
Remark 2. Instead of taking the state vector at the last step,
which we refer to as the last pooling, we could also take the
average of the state vectors through all sampling steps as
h¯i =
1
K
K∑
k=1
h(k)i (t
(k)
i ). (13)
We refer to this method as the mean pooling.
For each sequence, we obtain a fixed length representation
h¯i using the last pooling or mean pooling method. In the
following subsection, we describe the one-class unsupervised
anomaly detection methods.
B. Unsupervised Anomaly Detection with the One Class Clas-
sifiers
Given a set of vectors {h¯i}Ii=1, a one-class classifier labels
each vector as nominal (yi = −1) or anomaly (yi = +1).
Unlike the supervised methods, one-class classifiers do not
require any annotated input for training as they estimate the
support of the data.
OC-SVM is a one-class adaptation of the SVM model,
which estimates the support of the distribution with a hyper-
plane. Thus the decision function is
yˆi = sign(Wφ(h¯i)− b), (14)
where W and b are the weight and bias vectors of the support-
ing hyperplane. The function φ(·) is the feature transformation
function that maps the inputs to a linearly separable, infinite-
dimensional space. To find the separating hyperplane, the
optimization problem
min
||W||2
2
+
1
Iλ
I∑
i=1
ξi − b, (15)
s.t. Wφ(h¯i)− b ≥ −ξi, ξi ≥ 0 ∀i (16)
is solved, where λ is a regularization parameter and ξi are
the slack variables penalizing the misclassified instances. The
separating hyperplane is found using a quadratic programming
based optimization [14]. However, it is also possible to find the
hyperplane using a gradient based optimization by reformulat-
ing the slack variable in (15) and (16) using the hinge-loss as
min
||W||2
2
+
1
Iλ
I∑
i=1
max(0, b−Wφ(h¯i))− b. (17)
To make the hinge-loss in (17) differentiable, we smoothly
approximate the max function with the softplus function as
min
||W||2
2
+
1
Iλ
I∑
i=1
ψ(b−Wφ(h¯i))− b, (18)
ψ(b−Wφ(h¯i)) = 1
β
log(1 + eβ(b−Wφ(h¯i))), (19)
where log represents the natural logarithm and β is a smooth-
ing parameter. Thus, the loss function for the hyperplane
optimization is given by
Loc = ||W||
2
2
+
1
Iλ
I∑
i=1
ψ(b−Wφ(h¯i))− b, (20)
which allows the optimization of W and b with the Stochastic
Gradient Descent (SGD) method.
The SVDD is also a one-class classifier and it estimates
the support of the nominal instances with a hypersphere with
radius r and center c. Thus, the decision function is
yˆi = sign(||φ(h¯i)− c|| − r), (21)
where r > 0. Optimization problem for the hypersphere
estimation is formulated as
min r2 +
1
Iλ
I∑
i=1
ξi, (22)
s.t. ||φ(h¯i)− c||2 − r2 ≤ ξi, ξi ≥ 0 ∀i. (23)
Consequently, the loss function for the SVDD is
Loc = r2 + 1
Iλ
I∑
i=1
ψ(||φ(h¯i)− c||2 − r2) (24)
6Therefore, we can optimize the radius and the center of the
supporting hypersphere with the SGD.
Remark 3. The loss functions in (20) and (24) can be
extended to the semi-supervised framework as
Loc = ||W||
2
2
+
1
(I + J)λ
I∑
i=1
ψ(yi(b−Wφ(h¯i)))− b
+
ν
(I + J)λ
J∑
j=1
ψ(b−Wφ(hˆj))− b
(25)
for the OC-SVM and
Loc = r2 + 1
(I + J)λ
I∑
i=1
ψ(yi(||φ(h¯i)− c||2 − r2))
+
ν
(I + J)λ
J∑
j=1
ψ(||φ(hˆi)− c||2 − r2)
(26)
for the SVDD, where {h¯i}Ii=1 are the labeled instances and
{hˆj}Jj=1 are the unlabeled instances and ν ∈ R+. It is
possible to extend the formulations in (25) and (26) to the
fully supervised setup by using only the sequence {hˆj}Jj=1.
In the next section, we give the details of our overall
anomaly detection algorithm.
III. ANOMALY DETECTION ON IRREGULARLY SAMPLED
SEQUENCES
Here, we describe the details of our unsupervised anomaly
detection algorithm for irregularly sampled sequences, which
also processes the sequences with missing values. We first de-
scribe the temporal feature extraction from sequences using the
LSTM model with the updated gates described in the previous
section. Later, we explain the sequence labeling mechanism
from the temporal features using a one-class classifier.
A. Extracting Temporal Features From Irregularly Sampled
Sequences
For a given input sequence Xi with the sampling times ti,
we obtain the feature vector as shown in Fig. 2. We feed
each element x(k)i and the sampling time differences ∆
(k)
i
sequentially and obtain a state vector h(k)i after each update.
For this purpose, we use the LSTM model with the time
modulation gates as it can model the irregularities in the
sequence. Finally, we use a pooling method to obtain a fixed
length feature vector h¯i from the sequence Xi.
We optimize our feature vectors by minimizing the recon-
struction loss
Lrecon = 1
I
I∑
i=1
K∑
k=1
(fD(h(k)i )− x(k)i )2 (27)
where h(0)i is a zero vector and we model fD(·) with a stack
of D fully connected layers each with the relation
f(x) = g(Wdx + bd), (28)
where Wd and bd are the weight and bias vectors for the
layer d and g is a nonlinear activation function that we choose
as the Rectified Linear Unit (ReLU, g(x) = max(0, x)).
Hence, we train our LSTM structure so as to reconstruct
the sequence at the irregular sampling times. Therefore, the
LSTM model, together with the fully connected layers can be
considered as an autoencoder or prediction coder that encodes
the characteristics of the sequences in the state vector.
We choose the vector∆ki in (10) as the vector of powers of
the sampling difference ∆(k)i , i.e. [∆
(k)
i
m
]τm=0. Our motivation
for this vector and the reconstruction loss choice comes from
the Taylor expansion of a sequence. A continuous sequence
X(t) can be formulated as
X(t) =
∞∑
m=0
X(m)(tk)(t− tk)m, (29)
where X(i)(t) is the ith derivative of the sequence. Since we
are given irregularly sampled sequences or sequences with
missing values, we can represent a sample as
x(k)i =
τ∑
m=0
fm(h
(k−1)
i )∆
(k)
i
m
, (30)
where we model the functions {fm}τm=0 with the LSTM
structure with the modulation gates, which is a function of
the state vector. Therefore, the LSTM structure and the time
modulation gates are optimized to model the sequence. Note
that neither the additive sampling time incorporation nor the
state decaying mechanisms are capable of modeling such
formulation.
In the next subsection, we describe the labeling mechanism
for our anomaly detection algorithm using the representations
generated by the encoder LSTM model.
B. Anomaly Detection Using Feature Vectors
After extracting the temporal feature vectors from the se-
quences, we label the vectors h¯i as nominal or anomalous
using the OC-SVM or SVDD method. Hence, our decision
function has the form
yˆi = sign(Wφ(h¯i)− b) (31)
for the OC-SVM and
yˆi = sign(||φ(h¯i)− c|| − r) (32)
for the SVDD. We convert the optimization problems in (15)
and (22) as the loss functions in (20) and (24) and find the
hyperplane/hypersphere parameters with the SGD. Note that
for the softplus function approximation to the max function,
we choose the smoothing parameter β = 100 and observe that
it is sufficient for our experiments. Also, we have observed
that the SVDD yields better results compared to the OC-
SVM classifier in our experiments, hence we continue our
description with the SVDD. Finally, we have observed that
setting the feature transformation function φ(·) in (32) to
the identity function, i.e. φ(x) = x, does not degrade the
performance of our model.
7Remark 4. Although the joint optimization of the LSTM and
one-class classifier parts is desirable, directly optimizing the
LSTM parameters using the hinge-loss would result in trivial
solutions, i.e. the LSTM parameters will converge to zero
values. To this end, we minimize the reconstruction loss while
we optimize the support of the feature vectors. This is the main
reason we introduce Lrecon unlike [27].
In the following subsection, we describe the details of the
joint optimization of our overall algorithm.
C. Joint Optimization of the Feature Extraction and the Out-
lier Detection
In this section, we first provide the loss function and the
joint training procedure for our algorithm. Finally, we extend
our training algorithm to online setup where we update the
model parameters as we observe new sequences.
Combining both the reconstruction loss in (20) and the
classifier loss in (27), we obtain the weighted combination,
L = Loc + αLrecon, (33)
where α is the weight parameter for the losses. Thanks to the
reconstruction loss in the combined loss function, the LSTM
parameters will be optimized so that the state vector encodes
the necessary information to reconstruct the sequences and the
features discriminating the anomalous inputs [34]. Although
the RNNs were used as an unsupervised feature extracting
stage in conjunction with regression and classification stages,
thanks to the SVDD, our approach is able to remain fully un-
supervised. We update the LSTM parameters and the classifier
parameters jointly with the update
θn+1 = θn + µ
1
B
∑
x∈XB
∂L
∂θ
(x), (34)
where θn is a model parameter (either an LSTM or SVDD
parameter) at step n and XB is a minibatch containing B
randomly selected sequences. µ is the learning rate, which
controls the amount of parameter updates at each step.
We split the set of sequences {Xi}Ii=1 and the sampling
times {ti}Ii=1 into three sets: the training {Xi}Itraini=1; the valida-
tion {Xi}Ivalidationi=Itrain ; the test set {Xi}Ii=Ivalidation . Using the training
set and the weighted loss function, we train our model as
described in Algorithm 1. We first initialize a random set
of model parameters. Then, for each epoch, we iterate over
mini-batches of sequences, which we sample randomly from
the training set. For each mini-batch, we compute the loss
function and finally compute the gradients of the loss function
with respect to each model parameter. For the performance
measurement on the validation set, we trace the loss on the
validation set through epochs. If the validation loss stops
decreasing for certain number of epochs, ntol = 3, we stop
the training of the model to prevent overfitting. We also
choose the hyperparameters of our algorithm by comparing
their validation losses after the training is finished. The set of
hyperparameters consists of the parameters: p, the state vector
dimension; B, the batch size; τ , the dimension of the nonlinear
functions of the sampling time ∆(k)i ; λ, the regularization
parameter in the classifier loss; α, the loss weight.
Algorithm 1 Anomaly detection training algorithm.
Require: Xtrain, Ttrain
Randomly initialize the LSTM model.
Randomly initialize the One-Class Classifier
n← 1
while n < Nepoch + 1 do
m← 1
while m < Itrain/B + 1 do
Randomly pick batch XB = [Xb]Bb=1
H¯ ← [], Xˆ ← []
b← 1
while b < B + 1 do
Hb ← [], Xˆb ← []
k ← 1
while k < Kb + 1 do
h(k)b ← LSTM(x(k)b )
Hb ← [Hb, h(k)b ], Xˆb ← [Xˆb, fD(h(k)b )]
k ← k + 1
end while
h¯b ← Pool(Hb)
H¯ ← [H¯, h¯i], Xˆ ← [Xˆ, Xˆb]
b← b+ 1
end while
Compute L using (33)
Compute update with (34)
m← m+ 1
end while
n← n+ 1
end while
After the training and the validation is finished, we finally
compute the area under curve (AUC) score of the Receiver
Operating Characteristics (ROC) curve on the test set [35]. In
the ROC curves, we plot the True Positive Rate (TPR) and
False Positive Rate (FPR) as a function of threshold. AUC
score for the ROC curve is a well-known performance metric
for the binary classification tasks [35].
Algorithm 2 Online anomaly detection training algorithm.
Randomly initialize the LSTM model.
Randomly initialize the One-Class Classifier.
while X arrives do
H ← [], Xˆ← [] k ← 1
while k < K + 1 do
h(k) ← LSTM(x(k))
H ← [H, h(k)]
Xˆ← [Xˆ, fD(h(k))]
k ← k + 1
end while
h¯← Pool(H)
Compute L using (33)
Compute parameter update (34)
end while
Although Algorithm 1 requires the whole training set for
the parameter optimization, we introduce an algorithm for
the online setup where we update the model parameters
8with a single observed sequence. This procedure is given
in Algorithm 2. While a new sequence arrives, we compute
the decision for this sequence using the most recent model
parameters. After the decision is computed, we compute
the loss function for the sequence and update the model
parameters using the SGD. For the online setup, we choose
the hyperparameters with the Particle Swarm Optimization
(PSO) method where we train multiple models with different
hyperparameters simultaneously [36]. After a certain number
of samples, nsamples = 100, are observed, we continue the
training with the hyperparameter set that yields the least loss
on the observed values so far.
Remark 5. We optimize α by considering only the recon-
struction loss computed on the validation set. For the online
setup, we instead compute the reconstruction loss on the
observed samples. We pick the α value that yields the least
reconstruction loss on these sets.
Remark 6. Although we introduce the optimization proce-
dures with the SGD updates, it is possible to use any other
optimizer such as the ADAM optimizer [37]. Moreover, we
observe a faster convergence in our experiments compared to
the SGD when we use the ADAM optimizer.
In the following section, we describe the experimentation
setup to test our model on real-life datasets.
IV. EXPERIMENTS
We first give a brief description of the real-life datasets
and the experiment setup to measure the performance of our
anomaly detection algorithm. We use two real-life datasets for
performance measurements using the AUC score. Finally, we
also compare the performances of different algorithms such as
the LSTM with the sampling time incorporated as an additive
term in the input, which we refer as A-LSTM. We also test
the LSTM with the exponential decay mechanism, which we
refer as D-LSTM and our LSTM model with time modulation
gates, which we refer as M-LSTM.
A. Pen Based Handwritten Digit Recognition Dataset
In our first experiment, we use the pen digit trajectory
dataset [38]. This dataset consists of trajectories of handwritten
digits written by 44 writers. Hence, the sequences consist of
horizontal and vertical coordinates of the pen trajectory that
is uniformly sampled with 100 ms periods. All trajectories
have different number of elements due to different writers
and digits. Instead of using the absolute coordinate values
of the trajectories, we take the first order difference of the
coordinate values and obtain the displacement vector at each
element. After taking the first order difference, we randomly
drop some of the elements from the trajectory sequences to
simulate the missing values or irregular sampling in sequences.
Finally, we convert the multi-class labels by grouping the
classes {1, 2, 4, 5, 7} as the nominal class and the class 0 as
the anomaly. Thus, we obtain a dataset with binary labels and
negative class ratio of 0.87.
Using this dataset, we obtain the ROC curves shown
in Fig. 4 for three different random drop probabilities,
Models B p α λ τ γ
A-LSTM 32 8 1000 0.3 - -
D-LSTM 32 8 1000 0.3 - 0.1
M-LSTM 32 8 1000 0.4 10 -
TABLE I: Hyperparameters used for the models on the handwritten digit
dataset.
Models B p α λ τ γ
A-LSTM 32 16 1000 0.3 - -
D-LSTM 32 16 10000 0.3 - 0.1
M-LSTM 32 32 1000 0.4 10 -
TABLE II: Hyperparameters used for the models on the activity recognition
dataset.
{0.1, 0.3, 0.5, 0.7}. Moreover, the hyperparameters that we
have selected for the models are shown in Table I. As
seen from the Fig. 4, we can see that the M-LSTM model
significantly outperformed the other approaches. Although
the performances are relatively closer for small drop rates,
the difference gets larger as the random drop rate increases.
This result shows that the modulation gates in the M-LSTM
approach are more successful in modeling the irregular sam-
pling or missing values in the sequences. Since we optimize
the LSTM parameters with the reconstruction loss, we can
conclude that the representations generated by the M-LSTM
are more discriminative for anomaly detection compared to
other approaches thanks to the modulation gates. Performance
of the A-LSTM is worse compared to the other models as its
reconstruction and modeling capacity is limited by the additive
incorporation of the sampling time information, which is not
as powerful as the D-LSTM or M-LSTM as they introduce
scaling and modulation effects on the output.
B. Daily and Sports Activities Data Set
In the second experiment, we use the sports and daily
activity recognition dataset [39]. This dataset consists of
motion sensor data of 19 daily and sports activities collected
from 8 subjects for 5 minutes. Motion sensor data is collected
from 5 body parts: torso, arms and legs, each having three
accelerometers. In total there are 480 samples that are sampled
with 40 ms period. All trajectories have the same length,
however, different subjects perform activities in their own
style. Again, we simulate the irregular sampling by randomly
removing elements from the sequences to simulate the missing
values or irregular sampling. Moreover, individual sequences
have 60 × 125 samples. In order to decrease the memory
and computation cost required during the temporal feature
extraction, we randomly sample non-overlapping sequences
with lengths between 55 and 75 (uniformly sampled). In total,
we sample 2000 training samples, 1000 validation samples and
1000 test samples. Finally, we label the activities {0, 1, 2, 3}
as anomaly and the rest as nominal. Anomalous activities
correspond to sitting, standing, lying on back and on right
side. In each of these sets, the negative class ratio is 0.9.
On this dataset, we obtain the ROC curves as in Fig. 5.
Random dropping probabilities are the same as in the previous
test setup. The hyperparameters are as in Table II. Similar to
the previous experiment, we observe that the performances of
9(a) ROC curve for the A-LSTM, D-LSTM and M-LSTM model
for 0.1 drop rate.
(b) ROC curve for the A-LSTM, D-LSTM and M-LSTM model
for 0.3 drop rate.
(c) ROC curve for the A-LSTM, D-LSTM and M-LSTM model
for 0.5 drop rate.
(d) ROC curve for the A-LSTM, D-LSTM and M-LSTM model
for 0.7 drop rate.
Fig. 4: ROC curves obtained for the three models, A-LSTM, D-LSTM and M-LSTM, on the validation set of the handwritten digit dataset. As it can be seen
from the figures, AUC scores are relatively closer for small drop rates. Performance difference becomes more evident as the drop rate increases.
the compared models are relatively close for small random
drop probabilities. This is due to the ability of the LSTM
models, which can model the sequences even if a portion of
the sequence is missing. As the random dropping probability
increases, the performance difference also increases. This is
due to the time modulation mechanism, which allows the
M-LSTM to model longer sampling distances. Even though
the sequence lengths are relatively longer compared to the
previous experiment, M-LSTM still significantly outperformed
the other models. Finally, we can observe that the performance
gap between the A-LSTM and the rest of the approaches is
relatively larger in this setup. This is due to the continuous
nature of the dataset as the M-LSTM can successfully model
the sequences with the reconstruction loss under missing
values or irregular sampling cases.
V. CONCLUDING REMARKS
In this paper, we introduce an unsupervised and online
anomaly detection algorithm, which can detect anomalous
sequences that are irregularly sampled or have missing values.
Our approach is applicable to the sequences with variable
lengths. In order to model irregularly sampled sequences, we
use modulation gates in the standard LSTM structure and
introduce a novel method to extract temporal features from
variable length sequences. Later, we detect anomalies from
the temporal features by estimating the support of the data
via a one-class classifier, the SVDD. Here, all the parameters,
e.g. the SVDD parameters and LSTM parameters are jointly
optimized end-to-end where we introduce a combination of
one-class classification loss and reconstruction loss. Finally,
we extend our approach to the online setup with sequential gra-
dient updates. Through extensive set of experiments on real-
life datasets, we demonstrate that our algorithm outperforms
the standard approaches thanks to the effective incorporation
of the sampling time information to the algorithm via the
modulation gates, using the reconstruction loss and end-to-
end joint optimization, where we both optimize the features
to be fed to the SVDD and the SVDD with respect to the
optimized features.
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