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COMPUTING THE HAUSDORFF BOUNDARY MEASURE OF
SEMI-ALGEBRAIC SETS
JEAN-BERNARD LASSERRE AND VICTOR MAGRON
Abstract. Given a compact basic semi-algebraic set Ω ⊂ Rn we provide a
numerical scheme to approximate as closely as desired, any finite number of
moments of the Hausdorff measure σ on the boundary ∂Ω. This also allows
one to approximate interesting quantities like “length”, “surface”, or more
general integrals on the boundary, as closely as desired from above and below.
1. Introduction
This paper is concerned with the Hausdorff boundary measure of a compact ba-
sic semi-algebraic set Ω, that is, a compact set defined by a finite conjunction of
polynomial inequalities. Our main contribution is to provide a systematic numer-
ical scheme to approximate as closely as desired any (fixed) finite number of its
moments, in particular its mass (the length or area of ∂Ω).
Besides being a challenge of its own in computational mathematics, computation
of moments (e.g. the mass) of the boundary measure has also important practical
applications:
- either practical ones, e.g., in computational geometry (perimeter, surface area),
or in control for computing the length of trajectories in the context of robot motion
planning [2],
- or theoretical ones such as (real) periods computation [6]. Periods are integrals
of rational functions with rational coefficients over semi-algebraic sets and the mo-
ments of the Hausdorff boundary measure of Ω are special cases of periods where
the integrated rational functions are monomials.
In some applications (e.g. tomography), the moments of the Lebesgue measure
on Ω are available after appropriate measurements. In this case the methodology
slightly simplifies as they now appear as data instead of variables.
Of course certain line or surface specific integrals on ∂Ω reduce to surface of
volume integrals of a related function on Ω via Green’s (or Stokes’) theorem, in
which case one may invoke the arsenal of techniques of multivariate integration
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on specific domains Ω (like Monte-Carlo and/or cubatures techniques). However,
we have not been able to find in the literature a systematic numerical scheme for
computing “volume” of (or integrals on) the boundary ∂Ω of a basic semi-algebraic
set Ω. To the best of our knowledge this work seems to be a first such attempt, at
least at this level of generality.
Background. Among existing techniques for numerical volume computation and
integration, Monte Carlo algorithms generate points uniformly in a box which con-
tains Ω and approximate the volume by the ratio of the number of points that fall
into Ω, and similarly for integration. But of course such a technique requires Ω to
be full dimensional. Cubature formulas perform numerical integration on simple
sets, such as simplices, boxes or balls. However, such formula are not available for
arbitrary semi-algebraic sets. Let us also mention the more recent algorithm [7]
which provides arbitrary precision approximations of the volume of Ω. This algo-
rithm is based on computing the Picard-Fuchs differential equations of appropriate
periods and critical point properties.
In contrast, our methodology follows the line of research initiated in [8] for solving
the Generalized Moment Problem (GMP) with algebraic data, by the Moment-SOS
Hierarchy [11]. In this approach the problem on hand (here volume computation
or integration) is first modelled as an infinite-dimensional Linear Program (LP)
on appropriate spaces of Borel measures. Then one approximates the solution of
this LP by solving a hierarchy of semidefinite programming (SDP) problems. For
a more general overview, we refer the interested reader to [9, 11].
It turns out that the GMP is a rich model which encompasses a lot of important
applications in various area of science and engineering, some of them described in
[9] and [11]. For instance this approach has been applied in the context of dynami-
cal systems with polynomial vector field to characterize (i) the backward reachable
set [3], (ii) the forward reachable set for discrete-time polynomial systems [14],
and (iii) the maximal positively invariant set for continuous-time polynomial sys-
tems [16]. Also in [13], the authors describe how to approximate numerically mo-
ments and supports of measures which are invariant with respect to the dynamics
of polynomial systems, under semi-algebraic set constraints on the trajectories.
For volume computation of a semi-algebraic set Ω, the GMP formulation as an
infinite-dimensional LP has been developed in [4]. It requires knowledge of a simple
set B ⊃ Ω such that all moments of the Lebesgue measure on B are available (e.g.,
B is a Euclidean ball, an ellipsoid, a box). When Ω is the level set of a single
homogeneous polynomial, the first author recently proposed in [12] a related and
alternative method which results in solving a hierarchy of generalized eigenvalue
problems (rather than a sequence of SDP problems) with respect to a pair of Hankel
matrices of increasing size.
Contribution. Our contribution is in the spirit the work [4] as we also extensively
use the GMP formulation as infinite-dimensional LPs on appropriate spaces of
measures. Indeed, to compute the moments of σ on ∂Ω we relate them (linearly)
to the moments of the Lebesgue measure λ on Ω via Stokes’ theorem. (In [4] the
Moment-SOS approach was used to approximate moments of λ.) Namely:
• In Section 3.1, we first provide a numerical scheme to approximate as closely as
desired any finite number of moments of the Hausdorff measure σ on the boundary
∂Ω of a basic compact semi-algebraic set Ω, assuming that Ω is described by
COMPUTING THE HAUSDORFF BOUNDARY MEASURE OF SEMI-ALGEBRAIC SETS 3
homogeneous polynomials. This numerical scheme is based on a hierarchy of SDP
relaxations whose optimal solutions yield better and better approximations of the
moments of σ.
Interestingly, in the proposed numerical scheme, moments of the Lebesgue mea-
sure on Ω appear as data or unknowns, depending on whether or not they are
already available (e.g. analytically or from measurements). Importantly, in this
case one obtains two sequences of upper and lower bounds on σ(∂Ω), with both
sequences converging to σ(∂Ω).
• Then in Section 3.2 we extend the approach to the case where Ω is convex
and not necessarily described by homogeneous polynomials. Finally in Section 3.4
we also extend the approach to the case where Ω is not necessarily convex. Some
numerical experiments are provided in Section 4.
Underlying technique. One proceeds in two steps: First, by Stokes’ theorem
one relates (via linear constraints) all moments of the Lebesgue measure λ on Ω
with moments of a measure φ on ∂Ω, absolutely continuous with respect to (w.r.t.)
σ. We are thus able to define an infinite-dimensional LP with unknowns λ and
φ, an instance of the GPM with algebraic data. We then apply the Moment-SOS
hierarchy [11] to approximate as closely as desired any fixed number of moments of
both λ and φ. If moments of λ are already available (say e.g. from measurements
as in tomography applications) then they appear as data in the SDP-relaxations of
the infinite-dimensional LP; otherwise they are also treated as unknowns of SDP-
relaxations.
In a second step we exploit explicit knowledge of the density of φ w.r.t. σ to
relate φ and σ, again via linear constraints on their moments. This allows us to
define another infinite-dimensional LP with now (i) the measure σ as unknown, and
(ii) φ (more precisely its moments) already obtained at the first step, as data. This
LP is also an instance of the GPM with algebraic data. Then once again we use the
Moment-SOS hierarchy to approximate as closely as desired any fixed number of
moments of σ. It is worth noting that the density of φ w.r.t. σ is not a polynomial
as it is of the form 1‖∇g‖ for some polynomial g. However one is able to handle
this semi-algebraic function via an appropriate lifting, a nice useful feature of the
Moment-SOS methodology.
2. Preliminary Background
Semi-algebraic sets, measures and moments. With d, n ∈ N, let R[x] (resp.
Rd[x]) be the vector space of real-valued n-variate polynomials (resp. of degree at
most d) in the variable x = (x1, . . . , xn) ∈ Rn. Let Ω ⊂ Rn be the basic compact
semi-algebraic set
(2.1) Ω := {x ∈ Rn : gj(x) ≤ bj , j = 1, . . . ,m } ,
with gj ∈ R[x], for each j = 1, . . . ,m. For later purpose, we also note g0(x) := 1
and b0 := 0.
Given a compact set A ⊂ Rn, we denote by M (A) the vector space of finite
signed Borel measures supported on A, and by M+(A) its subset nonnegative
elements (i.e., positive Borel measures on A). The support of a measure µ ∈M+(A)
is the smallest closed set C ⊂ A such that µ(A \ C) = 0.
For µ, ν ∈M+(A), one says that µ is dominated by ν if ν −µ ∈M+(A) and we
refer to this by the notation µ ≤ ν. A measure µ ∈M+(A) is said to be absolutely
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continuous with respect to ν if for every C ∈ B(A), ν(C) = 0 implies µ(C) = 0. In
particular, if µ ≤ ν then µ is absolutely continuous with respect to ν.
Throughout the paper we suppose that the following condition is fulfilled:
Assumption 2.1. Ω ⊂ B := (−1, 1)n.
Indeed as Ω is compact then Assumption 2.1 is satisfied, possibly after rescaling
of the data. From now on, let λB be the Lebesgue measure on B. Its moments are
denoted yB = (yBα )α∈Nn , i.e.,
(2.2) yBα :=
∫
B
xαλB(dx) =
∫
B
xα11 · · ·xαnn λB(dx) α ∈ Nn ,
and are available analytically. In particular |yBα | ≤ yB0 = 2n, for all α ∈ Nn. Other
choices of B (e.g. an Euclidean ball, a box, an ellipsoid) are possible as soon as all
moments of λB can be obtained easily or in closed form.
Riesz functional. For a real sequence y = (yα)α∈Nn ∈ RNn , we define the Riesz
linear functional Ly : R[x] → R by p 7→ Ly(p) :=
∑
α pαyα, for all p ∈ R[x]. In
particular if a sequence y has a representing measure µ then Ly(p) =
∑
α pαyα =∑
α pα
∫
B
xα dµ =
∫
B
p dµ.
A measure µ with moments (µα)α∈Nn is moment determinate if there is no other
measure with same infinite sequence of moments.
Moment and localizing matrix. Given gj ∈ R[x], let dj := deg gj and rj =
ddj/2e, for all j = 0, 1, . . . ,m. Then for every j = 0, . . . ,m, the localizing matrix
Mr(gj y) associated with a sequence y and gj , is a real symmetric matrix with rows
and columns indexed by Nnd−rj and defined by:
(Md(gj y))α,β := Ly(gj(x) x
α+β) , ∀α, β ∈ Nnd−rj .
For j = 0 the localizing matrix is called the moment matrix Md(y) := Md−r0(g0 y).
It is straightforward to check that if y has a representing measure µ ∈M+(Ω) then
Md−rj ((bj − gj) y)  0, for all j = 0, . . . ,m (the notation  0 stands for positive
semidefinite). We next provide some useful sufficient conditions for converse results.
Sufficient moment conditions.
Theorem 2.2. Let y = (yα)α∈Nn g ∈ R[x] be such that Md(y)  0 and Md(g y) 
0 for all j = 1, . . . ,m, and all d ∈ N. If |yα| ≤ cM |α| for all α ∈ Nn and
some c,M > 0 then y has a unique representing measure φ on [−M,M ]n and
supp(φ) ⊂ [−M,M ]n ∩ {x : g(x) ≥ 0}.
Proof. By [9, Proposition 3.5(b)], y has a representing measure φ on [M,M ]n. Next
as φ has compact support and Md(g y)  0 for all d ∈ N, then by [10, Theorem
3.2(a)] g(x) ≥ 0 for all x ∈ supp(φ). 
Lemma 2.3. (Multivariate Carleman condition) Let y = (yα)α∈Nn be such that
Md(y)  0 for all d ∈ Nn, and
(2.3)
∞∑
k=1
Ly(x
2k
i )
−1/2k = +∞, ∀i = 1, . . . , n.
Then y has a representing measure on Rn which is moment determinate.
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Stokes’ theorem. Let Ω be a smooth manifold with boundary ∂Ω. Given a
polynomial p ∈ R[x], Stokes’ theorem with vector field X states that:
(2.4)
∫
Ω
Div(Xp(x)) dx =
∫
∂Ω
〈X,~nx〉 p(x) dσ ,
where ∂Ω stands for the boundary of Ω, σ is the (n − 1)-dimensional Hausdorff
boundary measure on ∂Ω, and ~nx is the outward pointing normal to ∂Ω; see e.g.
Taylor [19, Proposition 3.2, p. 128]. Then Whitney [20, Theorem 14A] generalized
Stokes’ theorem to rough domains Ω (e.g. with corners). For instance, in our cas:
(2.5) ∂Ω = ∪mj=1Ωj with Ωj = {x ∈ Ω : gj(x) = bj }.
Throughout the paper we assume that
(2.6) ∀x ∈ Ωj : ‖∇gj(x)‖ 6= 0, j = 1, . . . ,m,
and therefore, with x 7→ tj(x) := ‖∇gj(x)‖2,
(2.7) tj(x) ≥ aj , ∀x ∈ Ωj , ; j = 1, . . . ,m,
for some aj > 0, j = 1, . . . ,m.
Developing (2.4) yields:
(2.8)
∫
Ω
Div(X) p(x) + 〈X,∇p(x)〉 dx =
∫
∂Ω
〈X,~nx 〉 p(x) dσ(x) .
Next, select the vector field X = x and note that 〈x,∇xα〉 = |α|xα for all α ∈ Nn.
Then with p(x) = xα in (2.8) with α ∈ Nn arbitrary:
(n+ |α|)
∫
Ω
xα dx =
m∑
j=1
∫
Ωj
〈
x,
∇gj(x)
‖∇gj(x)‖
〉
xα dσj(x),(2.9)
=
m∑
j=1
∫
Ωi
xα 〈x,∇gj(x)〉 dσj(x)‖∇gj(x)‖ ,(2.10)
where σj is the restriction to Ωj of the Hausdorff measure σ on ∂Ω.
When α = 0, then (2.8) has a simple geometric interpretation, easy to visualize
in dimension n = 2. Indeed with 0 ∈ int(Ω), (i) 〈x, ~nx〉 is the “height” from 0 to
the hyperplane tangent to Ω at the point M ∈ ∂Ω (with coordinate x), and (ii)
dσ(x) is the infinitesimal “length” [M,M ′] on ∂Ω around M , and so 1n 〈x, ~nx〉dσ(x)
is the infinitesimal “area” of the triangle (O,M,M ′), that is the length of base
[M,M ′] times the height [0,M ]; see Figure 1.
There is also a non geometric interpretation. When the gj ’s are polynomials
then so are the functions x 7→ 〈x,∇gj(x)〉’s, which yields a simple interpretation
for (2.8). Indeed (2.8) states that for each α ∈ Nn, the moment ∫
Ω
xαdx is some
linear combination of moments of the measure dσˆ = fdσ on ∂Ω, with density
f(x) := ‖∇gj(x)‖−1 on Ωj , j = 1, . . . ,m, (recall (2.6)).
3. The Hausdorff boundary measure of a semi-algebraic set
We make the following technical assumption on the polynomials gj that define
the boundary ∂Ω.
Assumption 3.1. Let Ωj be as in (2.5) and let σj be the restriction to Ωj of
the Hausdorff measure σ on ∂Ω, j = 1, . . . ,m. Then for every j = 1, . . . ,m,
σj({x : gk(x) = bk}) = 0 for all k 6= j.
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0
M ′
M
Ω
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〈x, ~nx〉
Figure 1. Geometric interpretation
3.1. The homogeneous case. If gj is homogeneous of degree dj , for each j =
1, . . . ,m, then 〈x,∇gj(x)〉 = dj gj(x) for all x ∈ Rn. Therefore, one has:
(3.1) (n+ |α|)
∫
Ω
xα dx =
m∑
j=1
dj bj
∫
Ωj
xα
dσj(x)
‖∇gj(x)‖ , α ∈ N
n .
Recall that λΩ is the restriction of the Lebesgue measure on Ω.
A first observation.
Lemma 3.2. Let Ω in (2.1) be compact with bj > 0 and where gj ∈ R[x] is
homogeneous of degree dj, j = 1, . . . ,m. Let y = (yα)α∈Nn be the sequence of
moments of λΩ.
Then the sequence yˆ = (yˆα)α∈Nn = ((n+ |α|)yα)α∈Nn is the sequence of moments
of a boundary measure φ on ∂Ω, absolutely continuous with respect to the Hausdorff
measure σ on ∂Ω, which reads:
dφ(x) =
m∑
j=1
bj dj
‖∇gj(x)‖ dσj(x),(3.2)
=
bj dj
‖∇gj(x)‖ dσ(x), ∀x ∈ Ωj , j = 1, . . . ,m.
Proof. From (3.1) we obtain
(n+ |α|)yα =
m∑
j=1
∫
Ωj
xα
djbj dσj(x)
‖∇gj(x)‖
=
∫
∂Ω
xα d
 m∑
j=1
bj dj
‖∇gj(x)‖ σj

︸ ︷︷ ︸
dφ
(x)
The measure dφ =
∑n
j=1
bjdj
‖∇gj(x)‖dσj is a positive measure on ∂Ω, absolutely con-
tinuous w.r.t. σ. 
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To recover the surface measure σ from y = (yα)α∈Nn we proceed in two steps:
Define
(3.3) dφj(x) =
dσj(x)
‖∇gj(x)‖ , j = 1, . . . ,m,
so that by (2.8) and (3.2), for every α ∈ Nn:
(3.4) (n+ |α|) yα =
m∑
j=1
bjdj
∫
Ωj
xα dφj(x) =
∫
∂Ω
xα
m∑
j=1
djbj dφj .
Step 1. In Step 1 we compute moments of the measures φj in (3.3). Consider the
following infinite-dimensional LP:
ρ = sup
µ,µj
∫
Ω
dµ
s.t. µ ≤ λB ,
(n+ |α|)
∫
Ω
xαdµ =
m∑
j=1
dj bj
∫
Ωj
xαdµj , α ∈ Nn ,(3.5)
µ ∈M+(Ω) , µj ∈M+(Ωj), j = 1, . . . ,m .
Theorem 3.3. Assume that bj > 0 for all j = 1, . . . ,m and let Assumption 3.1
hold. Then (λΩ, φ1, . . . , φm) with φj on Ωj as in (3.3), j = 1, . . . ,m, is the unique
optimal solution of LP (3.5) and ρ = vol (Ω),
Proof. From [4, theorem 3.1], the measure λΩ is the unique optimal solution of the
following infinite-dimensional LP problem:
(3.6) ρ′ = sup
µ
{
∫
Ω
dµ : µ ≤ λB ; µ ∈M+(Ω) }.
and ρ′ = vol (Ω). In addition ρ′ ≥ ρ. Since (λΩ, φ1, . . . , φm) is a feasible solution
of LP (3.5), one has ρ ≥ ρ′. Thus ρ = ρ′ = vol (Ω).
Let (µ, µ1, . . . , µm) be another optimal solution for LP (3.5). Then µ is an
optimal solution of LP (3.6), yielding µ = λΩ. In addition:
(3.7) 0 =
m∑
j=1
dj bj
∫
Ωj
xα d(φj − µj), ∀α ∈ Nn.
Let j ∈ {1, . . . ,m} and define x 7→ hj(x) :=
∏
l 6=j(bl − gl(x)). Then by (3.7),
(3.8) 0 =
m∑
j=1
dj bj
∫
Ωj
xβ hj(x) d(φj − µj) = djbj
∫
Ωj
xβ hj(x) d(φj − µj) ,
for all β ∈ Nn. Therefore as (3.8) holds for all β ∈ Nn and Ωj is compact:
hj dφj = hj dµj , ∀j = 1, . . . ,m.
Moreover by Assumption 3.1, hj(x) 6= 0, for φj-almost all x ∈ Ωj . Hence µj =
φj + ηj where ηj is a measure supported on {x ∈ Ωj : hj(x) = 0} and therefore
φj(Ωj) ≤ µj(Ωj). Suppose that ηj(Ωj) > 0 for some j so that φj(Ωj) < µj(Ωj).
Then (3.7) with α = 0 yields the contradiction
0 =
m∑
j=1
dj bj (φj(Ωj)− µj(Ωj)) < 0,
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and so µj = φj for all j = 1, . . . ,m. That is, (φ1, . . . , φm) is the unique feasible
(and optimal) solution of (3.5). 
Since LP (3.5) is an infinite-dimensional problem, for practical computation we
need consider finite-dimensional relaxations of this problem. Recall that rj =
ddj/2e, for all j = 1, . . . ,m. Let us define d1min := max{1, r1, . . . , rm}. In practice,
fix an integer d ≥ d1min and consider the following semidefinite program (SDP):
(3.9)
ρd = sup
y,vj
{ y0 :
s.t. (n+ |α|)Ly(xα) =
m∑
j=1
dj bj Lvj (x
α), |α| ≤ 2d ,
Md(y
B) Md(y)  0 , Md−rj ((bj − gj) y) ≥ 0 ,
Md(vj)  0 , Md−rj ((bj − gj) vj) = 0 , j = 1, . . . ,m ,
Md−rl((bl − gl) vj))  0 , l 6= j , l, j = 1, . . . ,m } ,
where y = (yα)α∈Nn2d , and vj = (vj,α)α∈Nn2d , j = 1, . . . ,m.
Of course (ρd)d∈N is a monotone non increasing sequence and the next result
shows that by solving the hierarchy of semidefinite programs (3.9), one recovers the
desired solution asymptotically.
Theorem 3.4. Let (φ1, . . . , φm) be as in (3.3). For each d ≥ d1min, the semidefinite
program (3.14) has an optimal solution (yd,vd1 , . . . ,v
d
m). In addition
lim
d→∞
ydα =
∫
Ω
xα dλ, ∀α ∈ Nn ,(3.10)
lim
d→∞
vdj,α =
∫
Ωj
xα dφj , ∀α ∈ Nn; j = 1, . . . ,m.(3.11)
In particular, as d→∞, yd0 ↓ ρ = vol(Ω).
For ease of exposition the proof is postponed to §6.1.
Remark 3.5. In the case where one already knows moments y = (yα)α∈Nn of the
Lebesgue λΩ on Ω (e.g. from measurements), then in (3.5), the left-hand-side in
the moment equality constraints is now the constant (n+ |α|) yα. One then replaces
the criterion sup
∫
Ω
dµ with e.g. sup
∑
j µj(Ωj) or inf
∑
j µj(Ωj). In fact, under
Assumption 3.1 the feasible set is the singleton (φ1, . . . , φm).
The same modification is done in the semidefinite relaxations (3.9) and if one
chooses supvj
∑
j vj,0 as criterion then in Theorem 3.4, as d→∞,
m∑
j=1
vdj,0 ↓
m∑
j=1
φj(Ω) = lim
d→∞
ρd.
On the other hand, if one chooses infvj
∑
j vj,0 as criterion then as d→∞,
m∑
j=1
vdj,0 ↑
m∑
j=1
φj(Ω) = lim
d→∞
ρd.
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Step 2. In a second step we extract the boundary measure σj on Ωj from the
measure φj , for every j = 1, . . . ,m. To do so we use its moments vj = (vj,α)α∈Nn ,
obtained in Step 1. For each j = 1, . . . ,m, define the set Θj ⊂ Ωj × R+ by:
(3.12) Θj := { (x, z) ∈ Ωj × R+ : z2 − ‖∇gj(x)‖2︸ ︷︷ ︸
θj(x,z)
= 0 }, j = 1, . . . ,m .
Observe that if z2 = ‖∇gj(x)‖2 and z ≥ 0, then z = ‖∇gj(x)‖. So let ψj be a
measure on Θj with marginal ψj,x = φj on Ωj , and conditional ψˆj(dz|x) on R+.
Then disintegrating ψj yields:∫
Θj
xα z dψj(x, z) =
∫
Ωj
xα
(∫
R+
z ψˆj(dz|x)
)
dφj(x)
=
∫
Ωj
xα ‖∇gj(x)‖ dφj(x)(3.13)
=
∫
Ωj
xα dσj(x), ∀α ∈ Nn [by (3.3)] .
Recall that `j = deg(tj)/2 = deg(θj)/2 = dj − 1 and let (vj,α)α∈Nn be all
moments of φj obtained in step 1. As Ωj is compact, let τ > supx∈Ωj ‖∇gj(x)‖2,
so that one may and will impose the additional redundant constraint z2 ≤ τ . Then
for each j = 1, . . . ,m, consider the hierarchy of semidefinite programs indexed by
d ∈ N:
(3.14)
ρj,d = sup
u
{u0,1 :
s.t. uα,0 = vj,α, |α| ≤ 2d ,
Md(u)  0 , Md−`j (θj u) = 0 ,
Md−1((τ − z2) u)  0 , Md−1(z u)  0 },
and
(3.15)
ρ
j,d
= inf
u
{u0,1 :
s.t. uα,0 = vj,α, |α| ≤ 2d ,
Md(u)  0 , Md−`j (θj u) = 0 ,
Md−1((τ − z2) u)  0 , Md−1(z u)  0 },
where u = (uα,k)(α,k)∈Nn+12d . Let d
2
min := max{1, r1, . . . , rm, `j}.
Theorem 3.6. If SDP (3.14) (resp. SDP (3.15)) has a feasible solution for each
d ≥ d2min, then it has an optimal solution ud = (udα,k) (resp. wd = (wdα,k)). In
addition:
(3.16) lim
d→∞
udα,1 = lim
d→∞
wdα,1 =
∫
Ωj
xα dσj , ∀α ∈ Nn.
In particular, ρj,d = u
d
0,1 ↓ σj(Ω) and ρj,d = ud0,1 ↑ σj(Ω), as d→∞.
For ease of exposition the proof is postponed to §6.2.
Remark 3.7. If vj = (vj,α)α∈Nn2d is the vector of moments of φj on Ωj (up to
degree 2d), then (3.14) and (3.15) have a feasible solution. It suffices to consider
the moments u = (uα,k)(α,k)∈Nn+12d of the measure dφ(x, z) = δ‖∇gj(x)‖dφj(x), where
δ• is the Dirac measure. Indeed such a vector u is feasible by construction. In fact
in this case, an infinite sequence u = (uα,k)(α,k)∈Nn+1 that satisfies all constraints
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of (3.14) is unique and is the moment sequence of the measure δ‖∇j(x)‖ φj, and so
(3.16) holds.
Theorem 3.6 states that by solving the hierarchy of semidefinite programs (3.14),
one may approximate as closely as desired any finite number of moments of the
surface measure σj . In addition, depending on whether one maximizes or minimizes
the same criterion u0,1, one obtains a monotone sequence of upper bounds or lower
bounds that converges to σj(Ωj). After summing up, this allows to obtain smaller
and smaller approximations
m∑
j=1
ρ
j,d
≤ σ(∂Ω) ≤
m∑
j=1
ρj,d
of ∂Ω (length if n = 2 or area if n = 3).
We next treat the general case where the gj ’s are not necessarily homogeneous.
Recall (2.9) which reads for all α ∈ Nn:
(n+ |α|)
∫
Ω
xα dx =
m∑
j=1
∫
Ωj
xα 〈x,∇gj(x)〉︸ ︷︷ ︸
=:qj(x)
dσj(x)
‖∇gj(x)‖︸ ︷︷ ︸
dφj(x)
.(3.17)
In the remaining part of the paper we make the following assumption:
Assumption 3.8. Let φj ∈M+(Ωj) and qj ∈ R[x] be as in (3.17) and recall that
‖∇gj‖ 6= 0 on Ωj for all j = 1, . . . ,m. For every j = 1, . . . ,m, let x 7→ hj(x) :=∏
k 6=j(bk − gk(x)). Then for all j = 1, . . . ,m, σ({x ∈ Ωj : qj(x)hj(x) = 0}) = 0.
3.2. The general convex case. Let Ω be as in (2.1) and assume that Ω is convex
and gj(0) < bj for all j = 1, . . . ,m. This time we can exploit the fact that 〈~nx,x〉 ≥
0 for all x ∈ ∂Ω, and therefore:
(3.18) x 7→ qj(x) := 〈x,∇gj(x)〉 ≥ 0, ∀x ∈ Ωj , j = 1, . . . ,m .
Incidentally (3.17) has the following nice interpretation:
Corollary 3.9. Let Ω be as in (2.1) with gj(0) < bj, j = 1, . . . ,m, and assume that
all gj’s are continuously differentiable. If the gj’s are all positively homogeneous
functions or if Ω is convex then the real sequence yˆ = (yˆα)α∈Nn where yˆα = (n +
|α|) yα, α ∈ Nn, has a representing measure dφ = f dσ on ∂Ω, hence absolutely
continuous w.r.t. σ, and with density:
(3.19) f(x) =
〈x,∇gj(x)〉
‖∇gj(x)‖ , x ∈ Ωj , j = 1, . . . ,m .
Hence the infinite-dimensional LP of Step 1 in Section 3.1 is now replaced with:
ρ = sup
µ,µj
{
∫
Ω
dµ :
s.t. µ ≤ λB ,
(n+ |α|)
∫
Ω
xα dµ =
m∑
j=1
∫
Ωj
xα qj(x) dµj , α ∈ Nn ,(3.20)
µ ∈M+(Ω) , µj ∈M+(Ωj), j = 1, . . . ,m .
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Under Assumption 3.8, as before one can show that this infinite-dimensional LP (3.20)
has a unique solution (λΩ, φ1, . . . , φm) with dφj = ‖∇gj(x)‖−1 dσj for all j =
1, . . . ,m. The proof, very similar to that of Theorem 3.4 is omitted.
Finally, to recover σj from φj , we again solve the hierarchy of semidefinite pro-
grams (3.14) of Step 2.
3.3. Discussion. One may also approximate moments of the σj ’s by solving a
single hierarchy that combines the constraints of (3.9) and (3.14), that is, by solving
the following hierarchy of semidefinite programs indexed by d ∈ N:
(3.21)
ρd = sup
y,vj ,uj
{ y0 :
s.t. (n+ |α|)Ly(xα) =
m∑
j=1
dj bj Lvj (x
α), |α| ≤ 2d ,
Md(y
B) Md(y)  0 , Md−rj ((bj − gj) y) ≥ 0 ,
Md(vj)  0 , Md−rj ((bj − gj) vj) = 0 , j ≤ m,
Md−rl((bl − gl) vj))  0 , l 6= j , j ≤ m
ujα,0 = vj,α, |α| ≤ 2d , j ≤ m,
Md(u
j)  0 , Md−`j (θj uj) = 0 , j ≤ m,
Md−1((τ − z2) uj)  0 , Md−1(z uj)  0 , j ≤ m } .
Indeed recall Remark 3.7. If y = (yα)α∈N is the moment sequence of λΩ then an
infinite sequence uj = (ujα,k)(α,k)∈Nn+1 that satisfies all constraints of (3.14), for
all d ∈ N, is unique and is the moment sequence of the measure δ‖∇gj(x)‖φj on Ωj .
So the semidefinite program (3.21) has always a feasible solution. However it has
m additional unknown moment sequences (uj)j≤m, hence is harder than (3.9) to
solve, and the numerical results can be less accurate (see Section 4). If m is small
it still may be an interesting alternative to the two-step procedure. On the other
hand, one looses the upper and lower bounds ρj,d and ρj,d obtained in (3.14) and
(3.15) respectively. However, for the general case treated in the next section we
cannot avoid a two-step procedure.
3.4. The general case. The general case is more delicate because in the integrand
of the right-hand-side of Stokes’ identity (3.17), the term qj(x) := 〈x,∇gj(x)〉 may
change sign on Ωj . So to handle the case where 〈~nx,x〉 < 0 on some Borel set
B ⊂ ∂Ω with σ(B) > 0, then write φj = φ+j + φ−j , j = 1, . . . ,m, with:
supp(φ+j ) = {x ∈ Ωj : qj(x) ≥ 0} =: Ω+j
supp(φ−j ) = {x ∈ Ωj : qj(x) < 0} =: Ω−j .
We now assume that the moments y = (yα)α∈Nn of λΩ are already available (e.g.
from some measurements) or they have been already computed, e.g. by solving the
infinite-dimensional LP (3.6). In practice in both cases only approximations of
finitely many of them are available either by measurements or by an approximation
algorithm (e.g., as the one described in [4]).
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Step 1. The infinite-dimensional LP of Step 1 in (3.20) now becomes:
ρ = inf
µ±j
{
n∑
i=1
m∑
j=1
(∫
Ω+j
dµ+j +
∫
Ω−j
dµ−j
)
:(3.22)
s.t. (n+ |α|) yα =
m∑
j=1
∫
Ω±j
xα qj(x) dµ
±
j , α ∈ Nn ,
µ±j ∈M+(Ω±j ), j = 1, . . . ,m
}
.
Theorem 3.10. Let Ω ⊂ B = (−1, 1)n and let Assumption 3.8 hold. Then
(φ±1 , . . . , φ
±
m) is the unique optimal solution of (3.22).
For ease of exposition the proof is postponed to §6.3. To obtain moments of the
measures (φ±j )j≤m, consider the following hierarchy of semidefinite programs, the
analogue for the general case of (3.9) for the homogeneous case.
(3.23)
ρd = inf
(vj)
{
m∑
j=1
v±j,0 :
s.t. (n+ |α|) yα =
m∑
j=1
Lv±j
(qj x
α), |α| ≤ 2d ,
Md(v
±
j )  0 , Md−rj ((bj − gj) v±j ) = 0 , j = 1, . . . ,m ,
Md−rl((bl − gl) v±j ))  0 , l 6= j , l, j = 1, . . . ,m ,
Md−1((1− x2i ) v±j )  0, i = 1, . . . , n ; j = 1, . . . ,m ,
Md−`j (qj v
+
j )  0 , Md−`j (−qj v−j )  0 },
where v±j = (v
±
j,α)α∈Nn2d , and `j = d(deg qj)/2e, j = 1, . . . ,m.
Of course (ρd)d∈N is a monotone non increasing sequence and the next result
shows that by solving the hierarchy of semidefinite programs (3.9), one recovers the
desired solution asymptotically.
Theorem 3.11. For every d the semidefinite program (3.23) has an optimal solu-
tion (v±,dj )j≤m. In addition:
(3.24) lim
d→∞
v±,dj,α =
∫
Ω±j
xα dφ±j , j = 1, . . . ,m.
For ease of exposition a proof is postponed to §6.4. Next we consider the problem
of recovering σ from moments of the φ±j .
Step 2. For each j = 1, . . . ,m, let Θj ⊂ Ωj × R+ be the set defined in (3.12)
and recall that if z2 = ‖∇gj(x)‖2 and z ≥ 0, then z = ‖∇gj(x)‖. So let ψ±j be a
measure on Θj with marginal ψ
±
j,x = φ
±
j on Ω
±
j , and conditional ψˆ
±
j (dz|x) on R+.
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Then disintegrating ψ±j yields:∫
Θj
xα z dψ±j (x, z) =
∫
Ω±j
xα
(∫
R+
z ψˆ±j (dz|x)
)
dφ±j (x)
=
∫
Ω±j
xα ‖∇gj(x)‖ dφ±j (x)(3.25)
=
∫
Ω±j
xα dσj(x), ∀α ∈ Nn [by (3.3)] .
Therefore:∫
Θj
xα z dψ+j (x, z) +
∫
Θj
xα z dψ−j (x, z) =
∫
Ωj
xα dσj(x), ∀α ∈ Nn.
So in Step 2, for every j = 1, . . . ,m, the goal is to obtain the two moment
sequences u± = (u±α,k)(α,k)∈Nn+1 . Recall that τ > supx∈Ωj ‖∇gi(x)‖. To obtain
u+, (3.14) now reads:
(3.26)
ρ+
j,d
= inf
u
{u0,1 :
s.t. uα,0 = φ
+
j,α, |α| ≤ 2d ,
Md(u)  0, ,Md−`j (θj u) = 0 ,
Md−1(z u)  0 , Md−1((τ − z2) u)  0 }.
Similarly, to obtain u−, one solves:
(3.27)
ρ−
j,d
= inf
u
{u0,1 :
s.t. uα,0 = φ
−
j,α, |α| ≤ 2d ,
Md(u)  0, ,Md−`j (θj u) = 0 ,
Md−1(z u)  0 , Md−1((τ − z2) u)  0 }.
One may also solve:
(3.28)
ρ+j,d = sup
u
{u0,1 :
s.t. uα,0 = φ
+
j,α, |α| ≤ 2d ,
Md(u)  0, ,Md−`j (θj u) = 0 ,
Md−1(z u)  0 , Md−1((τ − z2) u)  0 },
and
(3.29)
ρ−j,d = sup
u
{u0,1 :
s.t. uα,0 = φ
−
j,α, |α| ≤ 2d ,
Md(u)  0, ,Md−`j (θj u) = 0 ,
Md−1(z u)  0 , Md−1((τ − z2) u)  0 }.
But all those programs are exactly like (3.14) and so Theorem 3.6 applies. For
instance, let u+,d (resp. u−,d) be an optimal solution of (3.26) (resp. (3.27)). Then
by Theorem 3.6,
lim
d→∞
u+,dα,1 + u
−,d
α,1 =
∫
Ω+j
xα dσj +
∫
Ω−j
xα dσj =
∫
Ωj
xα dσj ,
for all α ∈ Nn, and moreover (u+,d0,1 + u−,d0,1 ) ↑ σj(Ωj) as d→∞.
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Similarly, let u+,d (resp. u−,d) be an optimal solution of (3.28) (resp. (3.29)).
Then by Theorem 3.6 again,
lim
d→∞
u+,dα,1 + u
−,d
α,1 =
∫
Ω+j
xα dσj +
∫
Ω−j
xα dσj =
∫
Ωj
xα dσj ,
for all α ∈ Nn, and moreover (u+,d0,1 + u−,d0,1 ) ↓ σj(Ωj) as d→∞.
4. Numerical Experiments
Here, we illustrate our theoretical framework on simple basic compact semi-
algebraic sets. Our numerical experiments are performed with the Gloptipoly 3 [5]
library available in Matlab We used Mosek 8 [15] to solve the SDP problems. All
results were obtained on an Intel Xeon(R) E-2176M CPU (2.70GHz × 12) with
32Gb of RAM.
We first consider the two-dimensional unit disk Ω = {x ∈ R2 : ‖x‖22 ≤ 1},
corresponding to g1 = ‖x‖22 and b1 = 1. The moments of the Hausdorff boundary
measure of ∂Ω are approximated after solving SDP (3.9) (first step) and SDP (3.14)-
(3.15) (second step), successively. The second step allows one to compute the abso-
lute error gap between the optimal value ρ1,d of SDP (3.14) and ρ1,d of SDP (3.15),
which respectively provide an upper bound and a lower bound on the perimeter of
the boundary of Ω. To ensure that the moments of the uniform measure on Ω are
approximated with good accuracy, we solve the first step with relatively large value
of d, namely with d = 10. These moment approximations are then used as input
in the SDP relaxations related to the second step. At d = 2, we already obtain
ρ1,d = 6.28319 & 2pi & ρ1,d = 6.28317.
Then, we repeat the same experiments on the so-called ”TV screen”, defined by
Ω = {x ∈ R2 : x41 +x42 ≤ 1}. The approximate value of the perimeter of the bound-
ary is given by numerical integration of 2× ∫ 1−1 4√1− t4dt ' 7.0177. In Table 1, we
display the relative errors in percentage when approximating the perimeter of the
boundary of Ω, namely the mass of the boundary measure, for increasing values of
the relaxation order d. We also display the absolute error gap between the optimal
value ρ1,d of SDP (3.14) and ρ1,d of SDP-(3.15). Table 1 indicates that the quality
of the approximations increases significantly when the relaxation order grows. We
also implemented SDP (3.21), i.e., the relaxation corresponding to a single hierar-
chy. In this case, the approximation of the perimeter is less accurate as we obtain a
relative error of 17.9% for d = 3, 5.98% for d = 4 and 5.65% for d = 5. With higher
relaxation orders, we encountered numerical issues, certainly due to the growing
number of SDP constraints and SDP variables.
Table 1. Relative and absolute errors obtained when approximat-
ing the mass of the Hausdorff measure on the boundary of the TV
screen
d 3 4 5
relative error 0.18 % 0.02 % 0.01 %
absolute error 4.37 1.5e-3 1.4e-5
Eventually, we consider the non-convex two-dimensional “star-shaped” curve,
defined to be the boundary of Ω = {x ∈ R2 : x41 + x42 − 1.7x21x22 ≤ 1}, displayed
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in Figure 2. Again, using numerical integration scheme, we obtain an approxi-
mate value of the perimeter equal to 11.3668. By contrast with the two previous
examples, Table 2 shows that this is slightly more difficult to obtain accurate ap-
proximations for the mass of the boundary measure of this non-convex set, as we
need to compute the fifth order relaxation to get a relative error below 0.1 %. As
for the previous example, the bounds obtained via SDP (3.21) are less accurate
since we obtain a relative error of 24.1% for d = 3 and 0.36% for d = 4.
x1
x2
Figure 2. The non-convex two-dimensional “star-shaped” curve,
given by ∂Ω = {x ∈ R2 : x41 + x42 − 1.7x21x22 = 1}
Table 2. Relative and absolute errors obtained when approxi-
mating the mass of the Hausdorff measure on the boundary of a
“star-shaped” curve
d 3 4 5
relative error 1.06% 0.13% 0.09%
absolute error 0.87 0.26 0.04
5. Conclusion
We have provided a general numerical scheme to approximate moments of the
Hausdorff boundary measure of a basic compact semi-algebraic set, as closely as
desired. To the best of our knowledge, it is the first such contribution at least at this
level of generality. However it should be noted that the size of the matrices involved
in the SDP relaxations grows up rapidly with the relaxation order. Therefore
so far this approach is limited to basic semi-algebraic sets of modest dimension.
On the other hand, if the polynomials involved in the description of the semi-
algebraic set follow a specific sparsity pattern, then the approach developed in [18]
for volume computation in the presence of sparsity, might offer a way to overcome
this scalability issue in order to handle semi-algebraic sets of higher dimensions.
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6. Appendix
6.1. Proof of Theorem 3.4.
Proof. The feasible set of SDP (3.9) is closed. In addition the constraint Md(y) 
Md(y
B) implies that Ly(x
2d
i ) ≤ LyB(x2di ) ≤ 2n for all i = 1, . . . , n, because B =
(−1, 1)n. In addition, Ly(1) ≤ LyB(1) = 2n, and so by [9, Proposition 3.6], |yα| ≤
2n for all α ∈ Nn2d. Moreover:
(n+ 2d)Ly(x
2d
i ) =
m∑
j=1
dj bj Lvj (x
2d
i ), i = 1, . . . , n,
and Ly(1) =
∑m
j=1 dj bj Lvj (1), j = 1, . . . , n.
Therefore maxi Lvj (x
2d
i ) ≤ n+2ddj bj maxi Ly(x2di ), and Lvj (1) ≤ n 2n/(bjdj) for all
j = 1, . . . , n. But then by [9, Proposition 3.6], sup { |vj,α| : j ≤ m; α ∈ Nn2d} < τd,
where τd := 2
n maxj
n+2d
bjdj
. Hence the feasible set is closed and bounded, thus
compact, which implies that SDP (3.9) has an optimal solution (yd,vd1 , . . . ,v
d
m).
Complete the finite vectors yd,vdj with zeros to make them bounded infinite
sequences and define the sequence yˆd = (yˆdα)α∈Nn with yˆ
d
α = yα/τ` for all 2`− 1 ≤
|α| ≤ 2`, so that supα |yˆdα| ≤ 1. Hence every sequence yˆd is an element of the unit
ball of the space `∞ of uniformly bounded sequences (also the topological dual of `1).
We can do a similar scaling for the vdj , j = 1, . . . ,m. As a consequence of Banach-
Alaoglu theorem [1] applied to the unit ball of `∞, there exists a subsequence
{ds}s∈N ⊂ N and elements yˆ, vˆj in `∞ such that yˆds → yˆ and vˆdsj → vˆj (j =
1, . . . ,m) as s→∞, for the weak-? topology σ(`∞, `1). In particular, defining y =
(yα) with yα := τ` yˆα, and vj = (vj,α) with vj,α := τ` vˆj,α, for all 2`− 1 ≤ |α| ≤ 2`,
and all ` ∈ N:
lim
s→∞ y
ds
α = yα, ∀α ∈ Nn ,(6.1)
lim
s→∞ v
ds
j,α = vj,α, ∀α ∈ Nn; j = 1, . . . ,m.(6.2)
This in turn implies
0  Md(y)  Md(yB) , d ∈ N,
and for every j = 1, . . . ,m,
Md(vj)  0, Md((bj − gj) vj) = 0, Md((bk − gk) vj)  0, k 6= j, d ∈ N,
as well as Md−`j ((tj − aj) vj)  0 for all j = 1, . . . ,m and d ∈ N.
As supα |yα| ≤ 2n, then by Theorem 2.2, y has a representing measure µ on
[−1, 1]n∩{x : g1(x) ≤ b1} · · ·∩{x : gm(x) ≤ bm}, that is, on Ω. Next, observe that
(n+ |α|)Ly(xα) =
m∑
j=1
dj bj Lvj (x
α), ∀α ∈ Nn,
and in particular,
(n+ 2d)Ly(x
2d
i ) =
m∑
j=1
dj bj Lvj (x
2d
i ), ∀i = 1, . . . , n; d = 0, 1, . . .
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There exists M > 1 such that M2d > (n + 2d) 2n/(minj bjdj) for all d ∈ N and
therefore
sup
i=1,...,n
Lvj (x
2d
i ) < M
2d =: γd, ∀d = 0, 1, . . .
As Md(vj)  0 for all d, then by [9, Proposition 3.6], |vj,α| ≤ γ|α|/2dd = M |α| for
all |α| ≤ 2d, and therefore for all α ∈ Nn. In addition as Md((bk − gk) vj)  0 for
all k 6= j and Md((bj − gj) vj) = 0 for all d, then by Theorem 2.2, µj is supported
on [−M,M ]n ∩ {x : gj(x) = bj}
⋂
k 6=j{x : gk(x) ≤ bk}, that is, µj is supported on
Ωj . Hence (µ, µ1, . . . , µm) is feasible for the infinite-dimensional LP (3.5). On the
other hand
ρ ≤ lim
s→∞ ρds = lims→∞ y
ds
0 = y0 = µ(Ω),
which implies that (µ, µ1, . . . , µj) is an optimal solution of (3.5). As (λΩ, φ1, . . . , φm)
is the unique optimal solution of (3.5), one must have µ = λΩ and µj = φj for all
j = 1, . . . ,m. This in turn implies that all converging subsequences (6.1)-(6.2) must
have the same limit, that is, the whole sequence (yd,vd1 , . . . ,v
d
m)d∈N converges. In
other words (6.1)-(6.2) reads
lim
d→∞
ydα = yα =
∫
Ω
xα dλ, ∀α ∈ Nn ,
lim
d→∞
vdj,α = vj,α =
∫
Ωj
xαdφj , ∀α ∈ Nn; j = 1, . . . ,m,
which is the desired result (3.10) 
6.2. Proof of Theorem 3.6.
Proof. We only consider (3.14) as the proof for (3.15) is almost a verbatim copy.
The proof is similar to that of Theorem 3.4. Let u = (uα,k) be a feasible solution
(assumed to exist). As uα,0 = vj,α for all α ∈ Nn2d it follows that Lu(x2di ) =
Lvj (x
2d
i ) =
∫
Ωj
x2di dφj , and u0 = φj(Ωj), where vj = (vj,α)α∈Nn is the sequence
of moments of φj , already computed in Step 1.
Next, Md−1((τ − z2) u)  0 implies Lu(z2d) ≤ τd. Therefore as Md(u)  0, by
[9, Proposition 3.6]
|uα,k| ≤ max[φj(Ωj) , τd , Lvj (x2di ) ], ∀(α, k) ∈ Nn+12d .
Therefore the feasible set is closed and bounded, hence compact, which implies that
(3.14) has an optimal solution ud with optimal value ρj,d = u
d
0,1.
Next, complete the finite vector ud with zeros to make it an infinite sequence
ud = (udα,k)(α,k)∈Nn+1 . As in the proof of Theorem 3.4 there is a subsequence
(ds)s∈N and an element u = (uα,k)(α,k)∈Nn+1 such that
(6.3) lim
s→∞u
ds
α,k = uα,k , ∀(α, k) ∈ Nn+1.
This in turn implies that Md(u)  0, Md−1(z u)  0, Md−`j (θj u) = 0, and
Md−1((τ − z2) u)  0, for all d ∈ N. In addition, for all d ∈ N:
Lu(z
2d) ≤ τd ; Lu(x2di ) ≤ Lvj (x2di ) =
∫
Ωj
x2di dφj , i = 1, . . . , n.
Hence ∞∑
d=1
Lu(z
2d)−1/2d = +∞ ;
∞∑
d=1
Lu(x
2d
i )
−1/2d = +∞,
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for all i = 1, . . . , n. That is, the multivariate Carleman condition (2.3) holds for the
sequence u, and by Lemma 2.3, it has a representing measure ψj on Rn+1 which is
moment determinate. By construction:∫
xα dψj(x, z) =
∫
Ωj
xα dφj , ∀α ∈ Nn.
As Lu(z
2d) ≤ τd, Md(u)  0, and Md(z u)  0 for all d, then by Theorem 2.2,
z ≥ 0 and z2 ≤ τ on the support of ψj . Hence supp(ψj) ⊂ Ωj × {z ≥ 0 : z2 ≤ τ}.
Similarly, as ψj has compact support, by [10, Theorem 3.2(a)], the constraints
Md(θj u) = 0 for all d, imply that supp(ψj) ⊂ {(x, z) : θj(x, z) = 0}. Hence
disintegrating ψj into its marginal φj on Ωj and its conditional ψˆj(dz|x) on R+
given x ∈ Ωj , yields:
uα,1 =
∫
xα z dψj(x, z) =
∫
Ωj
xα
(∫
R+
z ψˆj(dz|x)
)
dφj(x)
=
∫
Ωj
xα‖∇gj(x)‖ dφj(x)
=
∫
Ωj
xα dσj(x), ∀α ∈ Nn.
Hence by (6.3)
lim
s→∞u
ds
α,1 =
∫
Ωj
xα dσj , ∀α ∈ Nn.
But the right-hand-side is the same limit for all converging subsequences and there-
fore the whole sequence converges, that is, (3.16) holds. In particular ρj,d = u
d
0,1 ↓
u0,1 = σj(Ωj) as d→∞.
Similarly in (3.15), but now as one minimizes, ρ
j,d
↑ u0,1 = σj(Ωj) as d→∞. 
6.3. Proof of Theorem 3.10.
Proof. Let (µs,±1 , . . . , µ
s,±
m )s∈N be a minimizing sequence of (3.22), with
as :=
n∑
i=1
m∑
j=1
(∫
Ω+j
dµs,+j +
∫
Ω−j
dµs,−j
)
,
so that as ↓ ρ as s → ∞. As sups µs,±j (Ω±j ) < a0 it follows that there is a sub-
sequence (st)t∈N and that there are Borel measures µ±j ∈M+(Ω±j ), j = 1, . . . ,m,
such that:
(6.4) ∀j = 1, . . . ,m : lim
t→∞
∫
Ω±j
f dµst,±j =
∫
Ω±j
f dµ±j ,
for all continuous functions f on Ω±j . In particular: with α ∈ Nn, fixed:
(n+ |α|) yα = lim
t→∞
m∑
j=1
∫
Ω±j
xα qj(x) dµ
st,±
j =
m∑
j=1
∫
Ω±j
xα qj(x) dµ
±
j ,
and ρ =
∑m
j=1 µ
±
j (Ωj)
±), which shows that (µ±1 , . . . , µ
±
m) is an optimal solution of
the LP (3.22). It remains to prove that µ±j = φ
±
j for every j = 1, . . . ,m.
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Observe that (φ±1 ; . . . , φ
±
m) is also feasible for (3.22). Indeed as Ω is compact and
φj(Ωj) < ∞, then all moments of φj are well-defined and (3.17) holds. Therefore
one has
(6.5) 0 =
m∑
j=1
∫
Ω+j
xα qj(x) d(µ
+
j − φ+j ) +
m∑
j=1
∫
Ω−j
xα qj(x) d(µ
−
j − φ−j ),
for all α ∈ Nn. Next, for every j = 1, . . . ,m, let x 7→ hj(x) :=
∏
k 6=j(bk − gk(x))
so that hj vanishes on Ωk for all k 6= j. Letting µj := µ+j + µ−j ∈ M+(Ωj) and
φj := φ
+
j + φ
−
j ∈M+(Ωj), and using that for every β ∈ Nn,
xβqj(x)hj(x) =
∑
α
rβαx
α,
for some (rβα), then by (6.5),
0 =
m∑
k=1
∫
Ωk
xβ qk(x) qj(x)hj(x) d(µk − φk), β ∈ Nn
=
∫
Ωj
xβ qj(x)
2 hj(x) d(µj − φj), ∀β ∈ Nn.
Therefore let Θj := {x ∈ Ωj : hj(x) qj(x) = 0}. As the above holds for all
β ∈ Nn, then under Assumption 3.8, µj = φj + ηj ≥ φj where ηj ∈ M+(Ωj) and
supp(ηj) ⊂ Θj . But then if ηj(Ωj) > 0,
ρ =
n∑
i=1
m∑
j=1
∫
Ω+j
dµ+j +
∫
Ω−j
dµ−j
=
n∑
i=1
m∑
j=1
∫
Ωj
dµj >
n∑
i=1
m∑
j=1
∫
Ωj
dφj ,
which contradicts optimality of (µ±1 , . . . , µ
±
m), and so µ
±
j = φ
±
j , j = 1, . . . ,m. 
6.4. Proof of Theorem 3.11.
Proof. Let (v±,sj )s∈N be a minimizing sequence with a :=
∑m
j=1 v
±,0
j,0 and so that
lims→∞
∑m
j=1 v
±,s
j,0 = ρd. Moreover, let a :=
∑m
j=1 v
±,0
j,0 so that supj v
±,s
j,0 < a.
Moreover the constraints Md−1((1− x2i ) v±,sj )  0 yield
Lv±,sj
(x2ki ) ≤ v±,sj,0 , k = 1, . . . , d ; i = 1, . . . , n ; s = 0, 1, . . .
As Md(v
±,s
j )  0, then by [9, Proposition 3.6],
|v±,sj,α | < a, ∀α ∈ Nn2d ; j = 1, . . . ,m.
Therefore there is a subsequence (sk)k∈N and (v±1 , . . . ,v
±
m) such that
lim
k→∞
v±,skj,α = v
±
j,α, ∀α ∈ Nn2d; j = 1, . . . ,m.
This in turn implies that for every j = 1, . . . ,m:
(6.6) Md(v
±
j )  0; Md((bj − gj) v±j ) = 0,
(6.7) Md((bl − gl) v±j )  0, l 6= j; Md(qj v+j ) , Md(−qj v−j )  0,
20 JEAN-BERNARD LASSERRE AND VICTOR MAGRON
and also, Md−1((1 − x2i ) v±j )  0 for all i = 1, . . . , n, which shows that (v±j ) is a
feasible solution. Finally,
ρd = lim
k→∞
m∑
j=1
v±,skj,0 =
m∑
j=1
v±j,0,
implies that (v±j )j≤m is an optimal solution, and α ∈ Nn2d.
So for each d, let (v±,dj )j≤m be an optimal solution of (3.23) and complete each
vector v±,dj with zeros to make it an infinite sequence (v
±,d
j,α )α∈Nn (still denoted
v±,dj for notational convenience). From what precedes, note that |v±,dj,α | ≤ v±,dj,0 for
all α ∈ Nn2d. Therefore, as (3.23) is a relaxation of (3.22) for every d:
|v±,dj,α | ≤ v±,dj,0 ≤ ρ , ∀j = 1, . . . ,m ; ∀α ∈ Nn2d,
and hence for all α ∈ Nn, where ρ is the optimal value of (3.22).
By a similar argument already used in the proof of Theorem 6.2, there exists a
subsequence (ds)s∈N and sequences v±j = (v
±
j,α)α∈Nn , j = 1, . . . ,m, such that:
(6.8) lim
s→∞ v
±,ds
j,α = v
±
j,α, α ∈ Nn; j = 1, . . . ,m.
In particular (6.6)-(6.7) holds for v±j , and also Md−1((1 − x2i ) v±j )  0 for all
i = 1, . . . , n. and all j = 1, . . . ,m. For each j = 1, . . . ,m, the quadratic module
generated by the polynomials {±bj − gj , (bk − gk)k 6=j , qj , (1 − x2i )i=1,...,n} (resp.
{±bj − gj , (bk − gk)k 6=j ,−qj , (1 − x2i )i=1,...,n}) is Archimedean and therefore by
Putinar’s Positivstellensatz [17], v+j (resp v
−
j ) has a representing measure µ
+
j on
Ω+j ∩B = Ω+j , (resp. µ−j on Ω−j ∩B = Ω−j ), for each j = 1, . . . ,m. Moreover, by
(6.8):
(n+ |α|) yα =
m∑
j=1
Lv±j
(qj x
α)
=
m∑
j=1
∫
Ω+j
xα qj dµ
+
j −
∫
Ω−j
xα qj dµ
−
j ,
for all α ∈ Nn, and therefore (µ±j ) is a feasible solution of the LP (3.22). In addition,
ρ ≥ lim
k→∞
m∑
j=1
v±,dkj,0 =
m∑
j=1
v±j,0 =
m∑
j=1
(∫
Ω+j
dµ+j +
∫
Ω−j
dµ−j
)
,
which shows that (v±j ) is an optimal solution of the LP (3.22). Finally, by Theorem
3.10, µ±j = φ
±
j for all j = 1, . . . ,m, and (6.8) holds for the whole sequence (v
±,d
j )d∈N,
and yields the desired result (3.24). 
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