A fundamental tenet of visual science is that the detailed properties of visual systems are not capricious accidents, but are closely matched by evolution and neonatal experience to the environments and lifestyles in which those visual systems must work [1] [2] [3] [4] [5] . This has been shown most convincingly for fish [6] 
In order to prove that visual coding is optimised for working in the natural world, it is necessary to demonstrate experimentally that an animal really does 'see' natural things better than it does unnatural ones. As much of our visual processing of static or slowly changing images involves the discrimination of form, we have developed a naturalistic form-discrimination task as a likely exemplar of the kind of task for which our visual system might have evolved. This task requires a human observer to distinguish between subtly different monochrome pictures in which the component objects differ slightly in shape, position, texture and brightness ( Figure 1a ). The observer must discriminate visually between pictures of, say, very similar faces or very similar objects. We asked whether the observer's ability to perform this exemplar task would be degraded if the spatial contrast of the pictures is made unnatural in some way. Photographs of natural scenes have remarkably similar second-order statistics, which are summarised succinctly by noting that their amplitude (or Fourier) spectra are approximated quite well by the single, simple equation:
Where f is spatial frequency and α (the slope constant) ranges from about 0.7 to about 1.6 [18] [19] [20] (Figure 2 ). Thus, we can make a set of pictures more or less unnatural in a systematic way by decreasing (Figure 1b ) or increasing ( Figure 1c ) the slopes of their amplitude The same pictures after they have been processed to (b) decrease ('whiten') and (c) increase ('blur') the slopes of the amplitude spectra. Slope offset (∆α) for each sequence is shown.
spectra. If performance is optimal when the second-order statistics correspond to those of natural scenes, we will be able to conclude that those statistics have been important in shaping the function of our visual system. Figure 3 shows the experimental results for two observers, C.A.P. and T.T., who are authors of this paper. The main effects were also replicated on a psychophysically experienced but naive observer. Each observer was presented with four types of reference stimulus: pictures of a bull, a car, a man's face and a woman's face. The bull and the car formed one morph sequence; the man's face and the woman's face formed another. The observer had to identify test pictures that were different from the reference, in the direction of the other end of the morph series ( Figure 1 ). Thus, a car would become slightly more like the bull, the bull more like the car, the man's face more like the woman's, and the woman's face more like the man's.
The discrimination thresholds in Figure 3 are expressed as percentage movement through the morph series. The plotted points show the discrimination thresholds and the error bars show the standard errors estimated by the probit fitting procedure. The higher the number, the worse the performance. The abscissae show the deviation from the 'normal' value of α, the spectral slope (Equation 1). A positive amplitude slope offset means that the slope was steeper than normal: the scene was 'blurred' (Figure 1c) . A negative amplitude slope offset means that the slope was shallower: the scene was 'whitened' (Figure 1b ). Zero offset means that the picture had the second-order statistics of natural scenes.
Our prediction is that, if natural scenes are optimally encoded, the thresholds at zero amplitude slope offset will be lower than the other values. And, indeed, the eight experimental sets do generally show that threshold is lowest between amplitude slope offsets (∆α) of -0.4 and +0.4, and that threshold rises more or less symmetrically from this lowest point. We can show this more formally by fitting two linear equations to each data set and looking at where they intersect, or by fitting second-order polynomials. The mean intersection point for pairs of lines was at a slope offset (∆α) of -0.071 (standard deviation (SD) 0.425). The mean slope offset of the minima of the fitted polynomials was ∆α = -0.016 (SD = 0.175). The χ 2 of these fits were compared to the χ 2 resulting from fitting a single line; on average, they were 13 and 6 times smaller, respectively.
The solid and dashed curves in Figure 3 are predictions of the thresholds for each observer and for each morphed sequence, made by a model of local contrast discrimination between the reference picture and test pictures that progressively differ from it in the morph series. This model has as its input each observer's contrast-sensitivity function (measured with sinusoidal gratings for this purpose). It locally decomposes each scene into its constituent spatial-frequency components, and measures the energy in spatial-frequency bands of amplitude 1.5 octaves [15] [16] [17] . It then compares the energy of each filter in the two images, and computes whether this lies above the discrimination threshold as measured by the standard contrast discrimination function of, for example, Legge and Foley [21] . The predicted threshold is obtained by computing that morphed image which has just suprathreshold discriminability in at least one spatial-frequency band. The fits of these predicted curves to the data are reasonably good, particularly when considering that the inputs to the model are only the detectability and discriminability of sinusoidal gratings whereas, in this task, observers were discriminating complex images. There are no free parameters to the model, and the curves have not been shifted up or down the ordinate to enhance the fit.
It is noticeable in Figure 1 that changing the slopes of the amplitude spectra changes the apparent contrast of the pictures. Figure 4a shows that the subjective contrast of the picture of the woman is greater for the natural slope than for either steeper or shallower slopes. This is different from physical measurements of image content (Figure 4b ), which do not peak at the natural slope. The effects of reducing the contrast of the original pictures without any change in the amplitude slope were investigated. Figure 4c shows that for two observers, the thresholds for discriminating between morphed pictures are little affected by modest changes in the actual contrast of the pictures. This implies that the optimisation of performance for discriminating morphed images with a natural spectral slope is not a trivial result of differences in contrast.
We made our morphed images unnatural by making their second-order statistics (their power spectra) abnormal because this image manipulation was especially straightforward. There are, of course, other image manipulations that would make images unnatural. For instance, the phase spectra of natural images are said to be more crucial than the power spectra to the appearance of pictures [22] . Phase spectra might reflect the third-or higher-orders of image statistics [23] , and we would expect that changes to the phase spectra would make our morphed sequences even harder to distinguish than do the changes in power spectra that we report.
Our results indicate that our visual system does perform optimally when the second-order statistics of the presented pictures are natural. Furthermore, a simple model of contrast discrimination does a good job of predicting the data. This optimisation is also manifest by the finding that the natural images in our experiments had higher subjective contrast than those with unnatural spectral slopes, consistent with the proposal that the amplitude spectra of natural scenes might be most appropriately sampled by neurons with natural bandwidths [18, 19] .
Materials and methods

Visual stimuli
Two different morphed picture sequences were created from monochrome digitised pictures (128 × 128 pixels; 256 grey levels). In the first sequence, the face of a man slowly changes into the face of the woman (the man-to-woman sequence). Here, the shape, contrast and texture vary 2.5% from each picture to the next [24, 25] . The second consists of a morph between a picture of a car and a picture of a bull (car-to-bull sequence, Figure 1a) . Here, an effort was made to match the salient features of the front of the car (lamps, radiator, the sides of the windscreen) to the salient features of the bull's face (eyes, nose, horns). Given the greater difference between both original images, observers were able to discriminate much smaller percentages of change, and so smaller morph steps (0.5%) were needed. Pictures were presented on a Sony Trinitron monitor driven by a Cambridge Research Systems VSG 2/4 Graphics Card, which was able to compensate for luminance nonlinearities in the display [26] . The pictures measured 8.5 × 8.5 cm in the centre of the display and, since the observer sat 2 m from the display, they subtended 2.43° square at the observer's eyes. Each pixel subtended an angle of Brief Communication 37 approximately one arc min. All other parts of the screen (36 × 29.5 cm), which were not occupied by the stimulus, had a fixed luminance of 85 cd/m 2 , the midpoint in the luminance range of the pictures. The observers were allowed to fixate freely.
From the initial sequence of morphed pictures (Figure 1a) , further sets were made in which the spectral slope of the component pictures was increased or decreased from the natural value. The Fourier transform of each image was taken and the amplitude spectrum was multiplied by a filter of the form:
where f is spatial frequency and ∆α determines by how much the amplitude spectrum is made steeper (positive values, Figure 1c ) or shallower (negative values, Figure 1b) . The new images were constructed by inverse Fourier transformation. The pixel values had to be scaled to fit within the display limit of 127 grey levels on each side of the mean luminance. In scaling, a set of images at any one spectral slope, a single scale factor was used for all images in the set so as to maintain any relative differences in spectral power. To avoid spurious cues resulting from edge effects in the Fourier transform, the pictures were smoothed at the edges with a gaussian roll-off (SD = 15 pixels).
Experiments
Thresholds were measured using a modified two-alternative forced choice paradigm. The observer was presented with three pictures sequentially; each was presented for 500 msec with intervals of 200 msec between. The second presentation always contained a copy of the reference picture; one of the other two presentations (chosen randomly by computer) contained an identical copy of the reference, while the remaining presentation contained a morphed picture. The observer had to press mouse buttons to tell the controlling computer whether the morphed picture was the first or the last of the sequence of three. Auditory feedback was given as to whether the choice was correct. The discrimination task was made harder or easier using a conventional staircase technique, in order to find how much morphing was required to just allow discrimination. If the observer correctly identified the presentation containing the morphed image five times, then a new morphed image was chosen that would be harder to discriminate from the reference. If, however, the observer made one or more errors in a sequence of five trials, then an easier morphed image was chosen for subsequent trials. In a single experiment, four different spectral slopes were randomly chosen and the thresholds for these were measured concurrently. Two independent staircases were run for each slope.
Data analysis
The overall results from 200 trials on each spectral slope were plotted as psychometric functions which were fitted with cumulative normal curves. Threshold was taken as the percentage of morphing that would allow the observer to correctly identify the interval containing the morphed stimulus on 74% of trials. The fitting procedure allowed an estimate of the standard error of the estimated threshold [27] .
