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1 Introduction
The second grade fluids is an admissible model of slow flow fluids, which contains industrial fluids, slurries,
polymer melts, etc.. It has attracted much attention from a theoretical point of view, since it has properties
of boundedness, stability and exponential decay, and has interesting connections with many other fluid
models, see e.g. [6], [14], [15], [27] and references therein.
Recently, taking into account random enviroment, the stochastic models of two-dimensional second grade
fluids have been studied. For the case of Wiener noises, we refer to [9, 22, 23, 24, 33, 36], where the
authors obtained the existence and uniqueness of solutions, the behavior of the solutions as α→ 0, Freidlin-
Wentzell’s large deviation principles and exponential mixing for the solutions. In the case of Le´vy noises,
the global existence of a martingale solution was obtained in [16], and the existence and uniqueness of strong
probabilistic solutions is studied in [26].
Based on the results in [26], in this paper, we are concerned with Freidlin-Wentzell’s large deviation
principle of stochastic models for the incompressible second grade fluids driven by Le´vy noises, which are
given as follows:

d(Xε(t)− α∆Xε(t)) +
(
− κ∆Xε(t) + curl(Xε(t)− α∆Xε(t))×Xε(t) +∇P
)
dt
= F (Xε(t), t) dt+
√
εG(Xε(t), t) dW (t) + ε
∫
Z
σ(t,Xε(t−), z)N˜ε−1(dzdt), in O × (0,T],
divXε = 0 in O × (0,T];
Xε = 0 in ∂O × [0,T];
Xε(0) = X0 in O,
(1.1)
where O is an open domain of R2; Xε = (Xε1 , Xε2) and P represent the random velocity and modified
pressure respectively. Z is a locally compact Polish space. On a specified complete filtered probability
space (Ω,F , {Ft}t∈[0,T ], P ), W is a one-dimensional standard Brownian motion, and N˜ ǫ−1 is a compensated
Poisson random measure on [0, T ]×Z with a σ-finite mean measure ǫ−1λT ⊗ ν, λT is the Lebesgue measure
on [0, T ] and ν is a σ-finite measure on Z. The details of (Ω,F , {Ft}t∈[0,T ], P,W, N˜ ǫ−1) will be given in
Section 2.
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Due to the appearance of jumps in our setting, the Freidlin-Wentzell’s large deviations are distinctively
different to the Wiener case in [36]. We will apply the weak convergence approach introduced in [5] and
[3] for the case of Poisson random measures. This approach is mainly based on a variational representation
formula for continuous time processes, and has been proved to be a powerful tool to establish the Freidlin-
Wentzell large deviation principle for various finite and infinite dimensional stochastic dynamical systems
with irregular coefficients driven by a non-Gaussian Le´vy noise, see for example [2], [3], [34], [35], [13], [21].
Because of the nature of the second grade fluids, technical difficulties arise even in the deterministic case.
In addition to the complex structure of the system (1.1), the nature of the nonlinear term curl
(
Xε(t) −
α∆Xε(t)
) ×Xε(t)dt implies that the solution Xε(t) should be in H3(O) ×H3(O). The chain rule or Itoˆ′s
Formula of (1.1) shows that the linear term −κ∆Xε(t)dt is not acting as a smoothing term like many
nonlinear evolutions such as the Navier-Stokes equations. On the other hand, when applying the weak
convergence method to the system (1.1), it will be proved that the solutions of the controlled stochastic
evolution equations (4.35), denoted by X˜ε, ε > 0, have the following priori estimate:
sup
0<ε<ε0
E
[
sup
t∈[0,T ]
‖X˜ε(t)‖2H3(O)×H3(O)
]
<∞.
This is non-trival, see Lemma 4.2.
We organize this paper as follows. In Section 2, we introduce some functional spaces and (Ω,F , {Ft}t∈[0,T ],
P,W, N˜ ǫ
−1
) appeared in the system (1.1). In Section 3, we formulate the hypotheses. In section 4, we es-
tablish the large deviation principle.
2 Notations and Preliminaries
In this section, we first introduce some functional spaces and preliminaries that are needed in the paper, and
then specify (Ω,F , {Ft}t∈[0,T ], P,W, N˜ ǫ
−1
) in the system (1.1).
In this paper, we assume that O is a simply connected and bounded open domain of R2 with boundary
∂O of class C3,1. For p ≥ 1 and k ∈ N, we denote by Lp(O) and W k,2(O) the usual Lp and Sobolev spaces
over O respectively. Let W k,20 (O) be the closure in W k,2(O) of C∞c (O) the space of infinitely differentiable
functions with compact supports in O. For simplicity, we write Hk(O) :=W k,2(O) and Hk0 (O) :=W k,20 (O).
We equip H10 (O) with the scalar product
((u, v)) =
∫
O
∇u · ∇vdx =
2∑
i=1
∫
O
∂u
∂xi
∂v
∂xi
dx,
where ∇ is the gradient operator. It is well known that the norm ‖ · ‖ generated by this scalar product is
equivalent to the usual norm of H1(O).
Throughout this paper, we set Y = Y × Y for any Banach space Y . Set
C =
{
u ∈ [C∞c (O)]2 : div u = 0
}
,
V = the closure of C in H1(O),
H = the closure of C in L2(O).
We denote by (·, ·) and | · | the inner product in L2(O)(in H) and the induced norm, respectively. The
inner product and the norm of H10(O) are denoted respectively by ((·, ·)) and ‖ · ‖. We endow the space V
with the norm generated by the following inner product
(u, v)V := (u, v) + α((u, v)), for any u, v ∈ V,
and the norm in V is denoted by ‖ · ‖V. The Poincare´’s inequality implies that there exists a constant P > 0
such that the following inequalities holds
(P2 + α)−1‖v‖2V ≤ ‖v‖2 ≤ α−1‖v‖2V, for any v ∈ V. (2.1)
We also introduce the following space
W =
{
u ∈ V : curl(u− α∆u) ∈ L2(O)},
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and endow it with the norm generated by the scalar product
(u, v)W :=
(
curl(u− α∆u), curl(v − α∆v)). (2.2)
The norm in W is denoted by ‖ · ‖W. It has been proved that, see e.g. [10, 12], the following (algebraic and
topological) identity holds:
W =
{
v ∈ H3(O) : div v = 0 and v|∂O = 0
}
,
moreover, there exists a constant C > 0 such that
|v|H3(O) ≤ C‖v‖W, ∀v ∈W. (2.3)
This result states that the norm ‖ · ‖W is equivalent to the usual norm in H3(O).
Identifying the Hilbert space V with its dual space V∗ by the Riesz representation, we get a Gelfand
triple
W ⊂ V ⊂W∗.
We denote by 〈f, v〉 the dual relation between f ∈W∗ and v ∈W from now on. It is easy to see
(v, w)V = 〈v, w〉, ∀ v ∈ V, ∀w ∈W.
Note that the injection of W into V is compact, thus there exists a sequence {ei} of elements of W which
forms an orthonormal basis in W, and an orthogonal system in V, moreover this sequence verifies:
(v, ei)W = λi(v, ei)V, for any v ∈W, (2.4)
where 0 < λi ↑ ∞. From Lemma 4.1 in [10] we have
ei ∈ H4(O), ∀ i ∈ N. (2.5)
Consider the following “generalized Stokes equations”:
v − α∆v = f in O,
div v = 0 in O,
v = 0 on ∂O.
(2.6)
The following result can be derived from [28] and also can be found in [23, 24].
Lemma 2.1 Set l = 1, 2, 3. Let f be a function in Hl, then the system (2.6) has a unique solution v.
Moreover if f is an element of Hl ∩ V, then v ∈ Hl+2 ∩ V, and the following relations hold
(v, g)V = (f, g), ∀ g ∈ V, (2.7)
|v|Hl+2 ≤ C|f |Hl . (2.8)
Define the Stokes operator by
Au := −P∆u, ∀u ∈ D(A) = H2(O) ∩ V, (2.9)
here the mapping P : L2(O) −→ H is the usual Helmholtz-Leray projection. It follows from Lemma 2.1 that
the operator (I +αA)−1 defines an isomorphism from Hl(O)∩H into Hl+2(O) ∩V for l = 1, 2, 3. Moreover,
for any f ∈ Hl(O) ∩ V and g ∈ V, the following properties hold
((I + αA)−1f, g)V = (f, g),
‖(I + αA)−1f‖W ≤ CA‖f‖V. (2.10)
Let Â := (I + αA)−1A , then Â is a continuous linear operator from Hl(O) ∩ V onto itself for l = 2, 3,
and satisfies
(Âu, v)V = (Au, v) = ((u, v)), ∀u ∈W, v ∈ V, (2.11)
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hence
(Âu, u)V = ‖u‖, ∀u ∈W. (2.12)
We also have
‖Âu‖W∗ ≤ C‖Âu‖V ≤ C‖u‖V. (2.13)
We recall the following estimates which can be found in [24].
Lemma 2.2 For any u, v, w ∈W, we have
|(curl(u − α∆u)× v, w)| ≤ C‖u‖W‖v‖V‖w‖W, (2.14)
and
|(curl(u− α∆u)× u,w)| ≤ C‖u‖2
V
‖w‖W. (2.15)
Defining the bilinear operator B̂(·, ·) : W× V −→W∗ by
B̂(u, v) := (I + αA)−1P
(
curl(u− α∆u)× v).
We have the following consequence from this lemma.
Lemma 2.3 For any u ∈W and v ∈ V, it holds that
‖B̂(u, v)‖W∗ ≤ C‖u‖W|v|V, (2.16)
and
‖B̂(u, u)‖W∗ ≤ CB‖u‖2V. (2.17)
In addition
〈B̂(u, v), v〉 = 0, ∀u, v ∈W, (2.18)
which implies
〈B̂(u, v), w〉 = −〈B̂(u,w), v〉, ∀u, v, w ∈W. (2.19)
We are now to introduce (Ω,F ,F := {Ft}t∈[0,T ], P,W, N˜ ǫ−1).
Set S be a locally compact Polish space. We put MFC(S) be the space of all Borel measures ϑ on S
such that ϑ(K) < ∞ for each compact set K ⊆ S. Endow MFC(S) with the weakest topology, denoted it
by T (MFC(S)), such that for each f ∈ Cc(S) the mapping ϑ ∈MFC(S)→
∫
S
f(s)ϑ(ds) is continuous. This
topology is metrizable such that MFC(S) is a Polish space, see [5] for more details.
Recall that Z is a locally compact Polish space, and in this paper, we assume that ν is a given element
of MFC(Z). We specify the underlying probability space (Ω,F ,F := {Ft}t∈[0,T ], P ) in the following way:
Ω := C
(
[0, T ],R
)×MFC([0, T ]× Z× [0,∞)), F := B(C([0, T ],R))⊗ T (MFC([0, T ]× Z× [0,∞)).
We introduce the functions
W : Ω→ C([0, T ],R), W (α, β)(t) = α(t),
N : Ω→MFC
(
[0, T ]× Z× [0,∞)), N(α, β) = β.
Define for each t ∈ [0, T ] the σ-algebra
Gt := σ
({(
W (s), N((0, s]×A)) : 0 ≤ s ≤ t, A ∈ B(Z× [0,∞))}) .
Let λT and λ∞ be Lebesgue measure on [0, T ] and [0,∞) respectively. It follows from [17, Sec.I.8] that there
exists a unique probability measure P on (Ω,F) such that:
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(a) W is one-dimension standard Brownian motion;
(b) N is a Poisson random measure on Ω with intensity measure λT ⊗ ν ⊗ λ∞;
(c) W and N are independent.
We denote by F := {Ft}t∈[0,T ] the P -completion of {Gt}t∈[0,T ] and by P the F-predictable σ-field on [0, T ]×Ω.
Define
A := {ϕ : [0, T ]× Z× Ω→ [0,∞) : (P ⊗ B(Z)) \ B[0,∞)-measurable} .
For ϕ ∈ A, define a counting process Nϕ on [0, T ]× Z by
Nϕ((0, t]×A) =
∫
(0,t]×A×(0,∞)
1[0,ϕ(s,z)](r)N(ds, dz, dr),
for t ∈ [0, T ] and A ∈ B(Z). When ϕ(s, z, ω) = ǫ−1, we write Nϕ = N ǫ−1 . It is easy to see that N ǫ−1 is a
Poisson random measure on [0, T ]× Z with a mean measure ǫ−1λT ⊗ ν. We denote N˜ ǫ−1 the compensated
Poisson random measure respect to N ǫ
−1
.
At the end of this section, we introduce the following notions which will be used later.
For each f ∈ L2([0, T ],R), we introduce the quantity
Q1(f) :=
1
2
∫ T
0
|f(s)|2 ds,
and we define for each m ∈ N the space
Sm1 :=
{
f ∈ L2([0, T ],R) : Q1(f) ≤ m
}
.
Equiped with the weak topology, Sm1 is a compact subset of L
2([0, T ],R). We will throughout consider Sm1
endowed with this topology. By defining the function
ℓ : [0,∞)→ [0,∞), ℓ(x) = x log x− x+ 1,
we introduce for each measurable function g : [0, T ]× Z→ [0,∞) the quantity
Q2(g) :=
∫
[0,T ]×Z
ℓ
(
g(s, z)
)
ds ν(dz).
Define for each m ∈ N the space
Sm2 :=
{
g : [0, T ]× Z→ [0,∞) : Q2(g) ≤ m
}
.
A function g ∈ Sm2 can be identified with a measure νgT ∈MFC([0, T ]× Z), defined by
νgT (A) =
∫
A
g(s, z) ds ν(dz) for all A ∈ B([0, T ]× Z). (2.20)
This identification induces a topology on Sm2 under which S
m
2 is a compact space, see [3]. Throughout, we
use this topology on Sm2 .
Define Sm = Sm1 × Sm2 and S =
⋃
m≥1 S
m.
3 Hypotheses
In this section, we will formulate precise assumptions on coefficients.
Let
F : V× [0, T ] −→ V;
G : V× [0, T ] −→ V;
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σ : [0, T ]× V× Z −→ V,
be given measurable maps. We introduce the following notations:
F̂ (u, t) := (I + αA)−1F (u, t);
Ĝ(u, t) := (I + αA)−1G(u, t);
σ̂(t, u, z) := (I + αA)−1σ(t, u, z).
The following assumptions are from [26], which guarantee that (1.1) admits a unique solution.
Condition 3.1 There exists constants CF , CG, C ≥ 0, such that the following conditions hold for all
u1, u2, u ∈ V and t ∈ [0, T ]:
(1) (Lipschitz)
‖F (u1, t)− F (u2, t)‖2V ≤ CF ‖u1 − u2‖2V, F (0, t) = 0, (3.1)
‖G(u1, t)−G(u2, t)‖2V ≤ CG‖u1 − u2‖2V, G(0, t) = 0, (3.2)
∫
Z
‖σ(t, u1, v)− σ(t, u2, z)‖2V ν(dz) ≤ CL‖u1 − u2‖2V. (3.3)
(2) (Growth) ∫
Z
‖σ(t, u, z)‖2q
V
ν(dz) ≤ C(1 + ‖u‖2q
V
), q = 1, 2. (3.4)
Let ∥∥σ(t, z)∥∥
0,V
= sup
u∈V
‖σ(t, u, z)‖V
1 + ‖u‖V , (t, z) ∈ [0, T ]× Z,
∥∥σ(t, z)∥∥
1,V
= sup
u1,u2∈V,u1 6=u2
‖σ(t, u1, z)− σ(t, u2, z)‖V
‖u1 − u2‖V , (t, z) ∈ [0, T ]× Z.
To study large deviation principle of (1.1), besides Condition 3.1, we further need
Condition 3.2 (1)(L2-integrability) For i = 0, 1, ‖σ(·, ·)‖i,V ∈ L2(λT ⊗ ν), i.e.∫
[0,T ]
∫
Z
‖σ(t, z)‖2i,Vν(dz)dt <∞.
(2)(Exponential integrability) For i = 0, 1, there exists δi1 > 0 such that for all E ∈ B([0, T ]× Z) satisfying
λT ⊗ ν(E) <∞, the following holds ∫
E
eδ
i
1‖σ(t,z)‖
2
i,Vν(dz)dt <∞.
Remark 1 Condition 3.2 implies that, for every δi2 > 0 and for all E ∈ B([0, T ]×Z) satisfying λT ⊗ν(E) <
∞, ∫
E
eδ
i
2‖σ(t,z)‖i,Vν(dz)dt <∞.
The following lemma was proved in Budhiraja, Chen and Dupuis [3]. For the second part of this lemma,
the case i = 0 can be found in Remark 2 of Yang, Zhai and Zhang [34], and the case i = 1 can be proved
similarly. We omit its proof.
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Lemma 3.1 Under Condition 3.1 and 3.2,
(1) For i = 0, 1 and every m ∈ N,
Cmi,2 := sup
g∈Sm
2
∫ T
0
∫
Z
‖σ(s, z)‖2i,V(g(s, z) + 1)ν(dz)ds <∞, (3.5)
Cmi,1 := sup
g∈Sm
2
∫ T
0
∫
Z
‖σ(s, z)‖i,V|g(s, z)− 1|ν(dz)ds <∞. (3.6)
(2) For every η > 0, there exist δ > 0 such that for any A ⊂ [0, T ] satisfying λT (A) < δ
sup
g∈Sm
2
∫
A
∫
Z
‖σ(s, z)‖i,V|g(s, z)− 1|ν(dz)ds ≤ η. (3.7)
We also need the following lemma, the proof of which can be found in Budhiraja, Chen and Dupuis [3].
Lemma 3.2 Fix m ∈ N, and let gn, g ∈ Sm2 be such that gn → g as n → ∞. Let h : [0, T ] × Z → R be a
measurable function such that ∫
[0,T ]×Z
|h(s, z)|2ν(dz)ds <∞,
and for all δ ∈ (0,∞) ∫
E
exp(δ|h(s, z)|)ν(dz)ds <∞.
for all E ∈ B([0, T ]× Z) satisfying λT ⊗ ν(E) <∞. Then
lim
n→∞
∫
[0,T ]×Z
h(s, z)(gn(s, z)− 1)ν(dz)ds =
∫
[0,T ]×Z
h(s, z)(g(s, z)− 1)ν(dz)ds.
Let K be a separable Hilbert space. Given p > 1, β ∈ (0, 1), let W β,p([0, T ],K) be the space of all
u ∈ Lp([0, T ],K) such that ∫ T
0
∫ T
0
‖u(t)− u(s)‖p
K
|t− s|1+βp dtds <∞,
endowed with the norm
‖u‖p
Wβ,p([0,T ],K)
:=
∫ T
0
‖u(t)‖p
K
dt+
∫ T
0
∫ T
0
‖u(t)− u(s)‖p
K
|t− s|1+βp dtds.
The following result is a variant of the criteria for compactness proved in Lions [19] (Sect. 5, Ch. I) and
Temam [32] (Sect. 13.3).
Lemma 3.3 Let K0 ⊂ K ⊂ K1 be Banach spaces, K0 and K1 reflexive, with compact embedding of K0 into
K. For p ∈ (1,∞) and β ∈ (0, 1), let Λ be the space
Λ = Lp([0, T ],K0) ∩W β,p([0, T ],K1)
endowed with the natural norm. Then the embedding of Λ into Lp([0, T ],K) is compact.
4 Large deviation
4.1 Skeleton equations
As a first step we show that, for every q = (f, g) ∈ S the deterministic integral equation
X˜q(t) = X0 − κ
∫ t
0
ÂX˜q(s)ds−
∫ t
0
B̂(X˜q(s), X˜q(s))ds+
∫ t
0
F̂ (X˜q(s), s)ds
+
∫ t
0
Ĝ(X˜q(s), s)f(s)ds+
∫ t
0
∫
Z
σ̂(s, X˜q(s), z)
(
g(s, z)− 1)ν(dz)ds (4.1)
has a unique solution. That is
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Theorem 4.1 Fix X0 ∈ W , q = (f, g) ∈ S. Suppose Condition 3.1 and 3.2 hold. Then there exists a
unique X˜q ∈ C([0, T ],V) satisfy (4.1). Moreover, for any m ∈ N, there exists a constant Cm such that
sup
q∈Sm
sup
s∈[0,T ]
‖X˜q(s)‖2W ≤ Cm. (4.2)
Proof: First, let Φn : R→ [0, 1] be a smooth function such that Φn(r) = 1 if |r| ≤ n, Φn(r) = 0 if |r| > n+1.
Set Xn(u) = Φn(‖u‖V), u ∈ V. Let Pn be the projection operator from V to V defined as
Pnu =
n∑
i=1
(
u, ei
)
W
ei, u ∈ V.
Set
PnV := Span{e1, · · · , en},
B̂n(u, u) = Xn(u)B̂(u, u), u ∈ PnV.
(2.5) and Lemma 2.3 implies that B̂n is a global Lipschitz operator from PnV into PnV. Repeating the
same arguments as in the proof of Theorem 4.1 in [35], there exists a unique Xn ∈ C([0, T ],PnV) satisfying
the following auxiliary PDE:
dXn(t) = −κPnÂXn(t)dt− PnB̂n
(
Xn(t), Xn(t)
)
dt+ PnF̂ (Xn(t), t)dt
+PnĜ(Xn(t), t)f(t)dt+ Pn
∫
Z
σ̂(t,Xn(t), z)
(
g(t, z)− 1)ν(dz)dt (4.3)
with the initial value Xn(0) = PnX0 ∈W.
The next thing is to show that
sup
n
sup
s∈[0,T ]
‖Xn(s)‖2W ≤ C <∞, (4.4)
and for α ∈ (0, 12 )
sup
n
‖Xn‖Wα,2([0,T ],W∗) ≤ Cα <∞. (4.5)
By (4.3), we have
d
(
Xn(t), ei
)
V
= −κ(ÂXn(t), ei)
V
dt− (PnB̂n(Xn(t), Xn(t)), ei)
V
dt+
(
F̂ (Xn(t), t), ei
)
V
dt
+(Ĝ(Xn(t), t)f(t), ei)Vdt+
( ∫
Z
σ̂(t,Xn(t), z)
(
g(t, z)− 1)ν(dz), ei)
V
dt,
(4.6)
for i = 1, 2, · · · , n.
By (2.4), multiplying both sides of the equation (4.6) by λi, we get
d
(
Xn(t), ei
)
W
= −κ(ÂXn(t), ei)
W
dt− (PnB̂n(Xn(t), Xn(t)), ei)
W
dt+
(
F̂ (Xn(t), t), ei
)
W
dt
+
(
Ĝ(Xn(t), t)f(t), ei
)
W
dt+
( ∫
Z
σ̂(t,Xn(t), z)
(
g(t, z)− 1)ν(dz), ei)
W
dt,
for i = 1, 2, · · · , n.
By a calculation of (Xn(t), ei)
2
W
and summing over i from 1 to n yields
‖Xn(t)‖2W = ‖Xn(0)‖2W − 2κ
∫ t
0
(ÂXn(s), Xn(s))Wds− 2
∫ t
0
(PnB̂n
(
Xn(s), Xn(s)
)
, Xn(s))Wds
+2
∫ t
0
(F̂ (Xn(s), s), Xn(s))Wds+ 2
∫ t
0
(Ĝ(Xn(s), t)f(s), Xn(s))Wds
+2
∫ t
0
(
∫
Z
σ̂(s,Xn(s), z)
(
g(s, z)− 1)ν(dz), Xn(s))Wds. (4.7)
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Noticing that (see (4.11) in [26], (4.61) in [23])(
PnB̂n
(
Xn(s), Xn(s)
)
, Xn(s)
)
W
= 0,
∣∣curl(v)|2 ≤ 2
α
‖v‖2
V
for any v ∈ V, (4.8)
and
(ÂXn(s), Xn(s))W =
1
α
‖Xn(s)‖2W −
1
α
(
curl
(
Xn(s)
)
, curl
(
Xn(s)− α∆Xn(s)
))
,
we have
‖Xn(t)‖2W +
2κ
α
∫ t
0
‖Xn(s)‖2Wds
= ‖Xn(0)‖2W +
2κ
α
∫ t
0
(
curl
(
Xn(s)
)
, curl
(
Xn(s)− α∆Xn(s)
))
ds
+2
∫ t
0
(F̂ (Xn(s), s), Xn(s))Wds+ 2
∫ t
0
(Ĝ(Xn(s), s)f(s), Xn(s))Wds
+2
∫ t
0
(
∫
Z
σ̂(s,Xn(s), z)
(
g(s, z)− 1)ν(dz), Xn(s))Wds (4.9)
≤ ‖X0‖2W +
2κ
α
∫ t
0
‖Xn(s)‖W
∣∣curl(Xn(s))∣∣ds
+2
∫ t
0
‖Xn(s)‖W
∣∣curl(F (Xn(s), s))∣∣ds
+2
∫ t
0
‖Xn(s)‖W
∣∣curl(G(Xn(s), s)f(s))∣∣ds
+2
∫ t
0
‖Xn(s)‖W
∣∣curl( ∫
Z
σ(t,Xn(s), z)
(
g(s, z)− 1)ν(dz))∣∣ds
≤ ‖X0‖2W + C
∫ t
0
‖Xn(s)‖2Wds+ C
∫ t
0
‖Xn(s)‖2W
(
1 + |f(s)|2)ds
+C
∫ t
0
(
1 + ‖Xn(s)‖2W
) ∫
Z
‖σ(s, , z)‖0,V|g(s, z)− 1|ν(dz)ds
≤ ‖X0‖2W + C
∫ t
0
∫
Z
‖σ(s, , z)‖0,V|g(s, z)− 1|ν(dz)
)
ds
+C
∫ t
0
‖Xn(s)‖2W
{
1 + |f(s)|2 +
∫
Z
‖σ(s, , z)‖0,V|g(s, z)− 1|ν(dz)
}
ds,
we have used Condition 3.1.
By Lemma 3.1 and Gronwall’s inequality, we get (4.4).
Now we proof (4.5). By (4.3)
Xn(t) = PnXn(0)− κ
∫ t
0
PnÂXn(s)ds−
∫ t
0
PnB̂n(Xn(s), Xn(s))ds
+
∫ t
0
PnF̂ (Xn(s), s)ds+
∫ t
0
PnĜ(Xn(s), s)f(s)ds
+
∫ t
0
∫
Z
Pnσ̂(s,Xn(s), z)(g(s, z)− 1)ν(dz)ds
:= J1n + J
2
n(t) + J
3
n(t) + J
4
n(t) + J
5
n(t) + J
6
n(t).
Choose α ∈ (0, 12 ), using the similar arguments as the proof of Proposition 4.5 in Zhai and Zhang [36],
we can obatin
‖J1n‖Wα,2([0,T ],V) + ‖J2n‖Wα,2([0,T ],V) + ‖J3n‖Wα,2([0,T ],W∗)
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+‖J4n‖Wα,2([0,T ],V) + ‖J5n‖Wα,2([0,T ],V) ≤ Lα <∞,
here Lα depends on α and C from (4.4).
Using the similar arguments as (4.20) in Zhai and Zhang [35], we can obtain
‖J6n‖Wα,2([0,T ],W∗) ≤ Lα <∞.
Combining above all inequalities, we obtain (4.5).
The estimates (4.4) and (4.5) enable us to assert the existence of X ∈ L∞([0, T ],W) and a sub-sequence
Xm′ such that, as m
′ →∞
1. Xm′ → X weakly in L2([0, T ],W),
2. Xm′ → X in the weak-star topology of L∞([0, T ],W).
Lemma 3.3 has been used to obtain claim 3:
3. Xm′ → X strongly in L2([0, T ],V).
Finally, we use the similar argument as in the proof of Theorem 4.1 in [35], we can conclude that X is a
solution of (4.1) and refer to Tenam [31] Chapter 3, X ∈ C([0, T ],V). (4.4) also implies that
sup
q∈Sm
sup
t∈[0,T ]
‖X(t)‖2
W
≤ Cm <∞.
(Uniqueness) Let us assume that X and Y are two solutions of (4.1), and let Z = X − Y . We have
‖Z(t)‖2
V
+ 2κ
∫ t
0
‖Z(s)‖2ds
= −2
∫ t
0
〈
B̂(X(s), X(s))− B̂(Y (s), Y (s)), X(s)− Y (s)〉
W∗,W
ds
+2
∫ t
0
(
F̂ (X(s), s)− F̂ (Y (s), s), X(s)− Y (s))
V
ds
+2
∫ t
0
(
Ĝ(X(s), s)f(s)− Ĝ((Y (s), s)f(s), X(s)− Y (s))
V
ds
+2
∫ t
0
∫
Z
(
σ̂(s,X(s), z)(g(s, z)− 1)− σ̂(s, Y (s), z)(g(s, z)− 1), X(s)− Y (s))
V
ν(dz)ds
:= I1(t) + I2(t) + I3(t) + I4(t). (4.10)
By Lemma 2.3, we get
|I1(t)| ≤
∫ t
0
∣∣〈B̂(X(s)− Y (s), X(s)− Y (s)), X(s)〉
W∗,W
∣∣ds
≤ CB
∫ t
0
‖Z(s)‖2V‖X(s)‖Wds. (4.11)
By Condition 3.1, we get
|I2(t)| ≤ 2
∫ t
0
‖F̂ (X(s), s)− F̂ (Y (s), s)‖V‖X(s)− Y (s)‖Vds
≤ 2CF
∫ t
0
‖Z(s)‖2
V
ds, (4.12)
and
|I3(t)| ≤ 2
∫ t
0
‖Ĝ(X(s), s)− Ĝ(Y (s), s)‖V|f(s)|‖X(s)− Y (s)‖Vds
≤ 2CG
∫ t
0
‖Z(s)‖2
V
(1 + |f(s)|2)ds. (4.13)
For I4, we have
|I4(t)| ≤ 2
∫ t
0
∫
Z
‖σ̂(s,X(s), z)− σ̂(s, Y (s), z)‖V|g(s, z)− 1|ν(dz)‖X(s)− Y (s)‖Vds
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≤ 2
∫ t
0
∫
Z
‖σ(s, z)‖1,V|g(s, z)− 1|ν(dz)‖Z(s)‖2Vds. (4.14)
Setting
ϕ(s) = CB‖X(s)‖W + 2CF + 2CG(1 + |f(s)|2) + 2
∫
Z
‖σ(s, z)‖1,V|g(s, z)− 1|ν(dz), (4.15)
we have
‖Z(t)‖2V + 2κ
∫ t
0
‖Z(s)‖2ds ≤
∫ t
0
ϕ(s)‖Z(s)‖2Vds. (4.16)
By Lemma 3.1 and Gronwall’s equality, we can conclude X = Y .
The proof is complete. 
4.2 The main result
We are now ready to state the main result. Recall that for q = (f, g) ∈ S, νgT (dsdz) = g(s, z)ν(dz)ds, define
G0
(∫ ·
0
f(s)ds, νgT
)
= X˜q for q = (f, g) ∈ S as given in Theorem 4.1. (4.17)
The next theorem is contained in Theorem 3.2 in Shang, Zhai and Zhang [26].
Theorem 4.2 Assume Condition 3.1, if X0 ∈ W, there exists a unique V-valued progressively measurable
process Xε ∈ L∞([0, T ],W) ∩D([0, T ],V) such that for any t > 0
Xε(t) = X0 − κ
∫ t
0
ÂXε(s)ds−
∫ t
0
B̂(Xε(s), Xε(s))ds
+
∫ t
0
F̂ (Xε(s), s)ds+
√
ε
∫ t
0
Ĝ(Xε(s), s)dW (s) (4.18)
+ε
∫ t
0
∫
Z
σ̂(s,Xε(s−), z)N˜ε−1(dzds) in W∗, P − a.s.
Theorem 4.2 shows that the above equation admits a strong solution in the probabilistic sense. In particular,
for every ε > 0, there exists a measurable map Gε : C([0, T ],R)×MFC([0, T ]×Z)→ D([0, T ],V) such that,
for any Poisson random measures nε
−1
on [0, T ]× Z with intensity measure ε−1λT ⊗ ν, Gε(
√
εW, εnε
−1
) is
the unique solution of (4.18) with N˜ε
−1
replaced by n˜ε
−1
.
Theorem 4.3 Suppose that Condition 3.1 and 3.2 hold. Then the family {Xε}ε>0 satisfies a large deviation
principle on D([0, T ],V) with a good rate function I : D([0, T ],V)→ [0,∞], defined by
I(ξ) := inf
{
Q1(f) +Q2(g) : ξ = G0
(∫ ·
0
f(s)ds, νgT
)
, f ∈ Sm1 , g ∈ Sm2 and m ∈ N
}
.
Proof: Theorem 4.2 implies that for each ε > 0 there exists a mapping Gε such that
Gε(√ǫW, εNε−1) D= Xε,
where Xε is the solution of (1.1) and
D
= denotes equality in distribution.
Define for each m ∈ N a space of stochastic processes on Ω by
Sm1 := {ψ : [0, T ]× Ω→ H : F-predictable andψ(·, ω) ∈ Sm1 for P -a.a. ω ∈ Ω}.
Let (Kn)n∈N be a sequence of compact sets Kn ⊆ Z with Kn ր Z. For each n ∈ N, let
Ab,n =
{
ψ ∈ A : ψ(t, z, ω) ∈
{
[ 1
n
, n], if z ∈ Kn,
{1}, if z ∈ Kcn.
for all (t, ω) ∈ [0, T ]× Ω
}
,
and let Ab =
⋃∞
n=1Ab,n. Define for each m ∈ N a space of stochastic process on Ω by
Sm2 := {ϕ ∈ Ab : ϕ(·, ·, ω) ∈ Sm2 for P -a.a. ω ∈ Ω}.
According to Theorem 2.4 in [3], our claim is established once we have proved:
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(C1) if (fn)n∈N ⊆ Sm1 converges to f ∈ Sm1 and (gn)n∈N ⊆ Sm2 converges to g ∈ Sm2 for some m ∈ N, then
G0
( ∫ ·
0
fn(s) ds, ν
gn
T
)
→ G0
( ∫ ·
0
f(s) ds, νgT
)
in C([0, T ],V).
(C2) if (ψε)ε>0 ⊆ Sm1 converges in distribution to ψ ∈ Sm1 and (ϕε)ε>0 ⊆ Sm2 converges in distribution to
ϕ ∈ Sm2 , then
Gε
(√
ǫW (·) +
∫ ·
0
ψε(s) ds, ǫN
ε−1ϕε
)
converges in distribution to G0
(∫ ·
0
ψ(s) ds, νϕT
)
in D([0, T ],V).
We give the details of the proof in the next section. (C1) will be given by Proposition 4.4. (C2) will be
established by Proposition 4.5.

4.3 The proofs
Proposition 4.4 Fix m ∈ N, and let qn = (fn, gn), q = (f, g) ∈ Sm be such that qn → q as n→∞. Then
G0(
∫ ·
0
fn(s)ds, ν
gn
T )→ G0(
∫ ·
0
f(s)ds, νgT ) in C([0, T ],V).
Proof: Recall G0(∫ ·0 fn(s)ds, νgnT ) = X˜qn . For simplicity we denote Xn = X˜qn . Using similar arguments as
(4.4), (4.5), we can prove that there exists Cm and Cα,m such that
sup
n
sup
s∈[0,T ]
‖Xn(s)‖2W ≤ Cm, (4.19)
and for α ∈ (0, 12 )
sup
n
‖Xn‖Wα,2([0,T ],W∗) ≤ Cα,m.
Hence, we can assert the existence of an element X ∈ L2([0, T ],W) ∩L∞([0, T ],V) and a sub-sequence Xm′
such that, as m′ →∞
(a) sups∈[0,T ] ‖X(s)‖2W ≤ Cm,
(b) Xm′ → X in L2([0, T ],W) weakly,
(c) Xm′ → X in L∞([0, T ],V) weak-star.
Combining Lemma 3.3, we have
(d) Xm′ → X in L2([0, T ],V) strongly.
We will prove X = X˜q.
Let ψ be a differentiable function on [0, T ] with ψ(T ) = 0. We multiply Xm′(t) by ψ(t)ej , and then
integrate by parts to obtain
−
∫ T
0
(
Xm′(t), ψ
′(t)ej
)
V
dt+ κ
∫ T
0
((
Xm′(t), ψ(t)ej
))
dt
=
(
X0, ψ(0)ej
)
V
−
∫ T
0
〈
B̂(Xm′(t), Xm′(t)), ψ(t)ej
〉
W∗,W
dt
+
∫ T
0
(
F̂ (Xm′(t), t), ψ(t)ej
)
V
dt+
∫ T
0
(
Ĝ(Xm′(t), t)fm′(t), ψ(t)ej
)
V
dt
+
∫ T
0
( ∫
Z
σ̂(t,Xm′(t), z)(gm′(t, z)− 1)ν(dz), ψ(t)ej
)
V
dt. (4.20)
Set
J1m′(T ) =
∫ T
0
(
Ĝ(Xm′(t), t)fm′(t), ψ(t)ej
)
V
dt,
J2m′(T ) =
∫ T
0
(
Ĝ(X(t), t)fm′(t), ψ(t)ej
)
V
dt,
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J(T ) =
∫ T
0
(
Ĝ(X(t), t)f(t), ψ(t)ej
)
V
dt.
Using Xm′ → X in L2([0, T ],V) strongly, we can easily get
lim
m′→∞
(
J1m′(T )− J2m′(T )
)
= 0. (4.21)
Since fn → f in Sm1 and the linear mapping : h 7→
∫ T
0
(
Ĝ(X(t), t)h(t), ψ(t)ej
)
V
dt is strong continuous, we
have
lim
m′→∞
(
J2m′(T )− J(T )
)
= 0. (4.22)
Combining (4.21), (4.22), we get
lim
m′→∞
(
J1m′(T )− J(T )
)
= 0. (4.23)
Set
I1m′(T ) =
∫ T
0
( ∫
Z
σ̂(t,Xm′(t), z)(gm′(t, z)− 1)ν(dz), ψ(t)ej
)
V
dt,
I2m′(T ) =
∫ T
0
( ∫
Z
σ̂(t,X(t), z)(gm′(t, z)− 1)ν(dz), ψ(t)ej
)
V
dt,
I(T ) =
∫ T
0
( ∫
Z
σ̂(t,X(t), z)(g(t, z)− 1)ν(dz), ψ(t)ej
)
V
dt.
Similarly as the proof of (4.25)( see (4.26) and (4.29)) in Zhai and Zhang [35], we can get
lim
m′→∞
sup
h∈Sm
2
∫ T
0
∫
Z
‖σ̂(t,Xm′(t), z)(h(t, z)− 1)− σ̂(t,X(t), z)(h(t, z)− 1)‖Vν(dz)dt = 0.
Then, we can easily get
lim
m′→∞
(
I1m′(T )− I2m′(T )
)
= 0. (4.24)
We know that
‖σ̂(t,X(t), z)‖V ≤
(
1 + sup
s∈[0,T ]
‖X(s)‖V
)‖σ(t, z)‖0,V ≤ C‖σ(t, z)‖0,V,
combining this with Remark 1, we now get from Lemma 3.2 that
lim
m′→∞
(
I2m′(T )− I(T )
)
= 0. (4.25)
Combining (4.24),(4.25), we obtain
lim
m′→∞
(
I1m′(T )− I(T )
)
= 0. (4.26)
By (4.20), (4.23), (4.26) and claim (a),(b),(c),(d), we can prove that X satisfies
−
∫ T
0
(
X(t), ψ′(t)ej
)
V
dt+ κ
∫ T
0
((
X(t), ψ(t)ej
))
dt
=
(
X0, ψ(0)ej
)
V
−
∫ T
0
〈
B̂(X(t), X(t)), ψ(t)ej
〉
W∗,W
dt
+
∫ T
0
(
F̂ (X(t), t), ψ(t)ej
)
V
dt+
∫ T
0
(
Ĝ(X(t), t)f(t), ψ(t)ej
)
V
dt
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+∫ T
0
( ∫
Z
σ̂(t,X(t), z)(g(t, z)− 1)ν(dz), ψ(t)ej
)
V
dt, (4.27)
and using the same argument as in the proof of Theorem 3.1 in Temam [31], Section 3, Chapter 3, we can
conclude X = X˜q.
Next, we prove Xm′ → X in C([0, T ],V). Let Zm′ = Xm′ −X . Then
d
∥∥Zm′(s)∥∥2
V
/ds+ 2κ
∥∥Zm′(s)∥∥2
= −2〈B̂(Xm′(s), Xm′(s))− B̂(X(s), X(s)), Xm′(s)−X(s)〉
W∗,W
+2
(
F̂ (Xm′(s), s) − F̂ (X(s), s), Xm′(s)−X(s)
)
V
+2
(
Ĝ(Xm′(s), s)fm′(s)− Ĝ(X(s), s)f(s), Xm′(s)−X(s)
)
V
+2
∫
Z
(
σ̂(s,Xm′(s), z)(gm′(s, z)− 1)− σ̂(s,X(s), z)(g(s, z)− 1), Xm′(s)−X(s)
)
V
ν(dz)
:= I1m′(s) + I
2
m′(s) + I
3
m′(s) + I
4
m′(s). (4.28)
By Lemma 2.3 and claim (a), we have
|I1m′(s)| ≤ 2
∣∣〈B̂(Xm′(s)−X(s), Xm′(s)−X(s)), X(s)〉∣∣
≤ CB‖Xm′(s)−X(s)‖2V‖X(s)‖W
≤ C‖Xm′(s)−X(s)‖2V. (4.29)
By Condition 3.1, we have
|I2m′(s)| ≤ 2‖F̂ (Xm′(s), s)− F̂ (X(s), s)‖V‖Xm′(s)−X(s)‖V
≤ CF ‖Xm′(s)−X(s)‖2V, (4.30)
and ∫ T
0
|I3m′(s)|ds ≤ 2
∫ T
0
∣∣(Ĝ(Xm′(s), s)fm′(s)− Ĝ(X(s), s)fm′(s), Xm′(s)−X(s))
V
∣∣ds
+2
∫ T
0
∣∣(Ĝ(X(s), s)fm′(s)− Ĝ(X(s), s)f(s), Xm′(s)−X(s))
V
∣∣ds
≤ CG
∫ T
0
|fm′(s)|‖Xm′(s)−X(s)‖2Vds
+CG
∫ T
0
|fm′(s)− f(s)|‖Xm′(s)−X(s)‖V‖X(s)‖Vds
≤ CG
∫ T
0
(1 + |fm′(s)|2)|‖Xm′(s)−X(s)‖2Vds+Υ1m′(T ), (4.31)
where Υ1m′(T ) = CG
(
sups∈[0,T ] ‖X(s)‖V
)( ∫ T
0 |fm′(s)−f(s)|2ds
) 1
2
( ∫ T
0 ‖Xm′(s)−X(s)‖2Vds
) 1
2 , claim (d) and
fm′ , f ∈ Sm1 imply that
lim
m′→∞
Υ1m′(T ) = 0. (4.32)
For I4m′(s), we have∫ T
0
I4m′ (s)ds
≤ 2
∫ T
0
∫
Z
‖σ(s,Xm′(s), z)‖V|gm′(s, z)− 1|‖Xm′(s)−X(s)‖Vν(dz)ds
+2
∫ T
0
∫
Z
‖σ(s,X(s), z)‖V|g(s, z)− 1|‖Xm′(s)−X(s)‖Vν(dz)ds
≤ 2
∫ T
0
∫
Z
‖σ(s, z)‖0,V(1 + ‖Xm′(s)‖V)|gm′(s, z)− 1|‖Xm′(s)−X(s)‖Vν(dz)ds
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+2
∫ T
0
∫
Z
‖σ(s, z)‖0,V(1 + ‖X(s)‖V)|g(s, z)− 1|‖Xm′(s)−X(s)‖Vν(dz)ds
≤ 2(1 + Cm)
∫ T
0
∫
Z
‖σ(t, z)‖0,V|gm′(s, z)− 1|‖Xm′(s)−X(s)‖Vν(dz)ds
+2(1 + Cm)
∫ T
0
∫
Z
‖σ(s, z)‖0,V|g(s, z)− 1|‖Xm′(s)−X(s)‖Vν(dz)ds
:= Υ2m′(T ). (4.33)
Together with (4.28), (4.29), (4.30), (4.31), (4.33), we obtain
‖Zm′(t)‖2V + κ
∫ t
0
‖Zm′(s)‖2Vds ≤
∫ t
0
Ψm′(s)‖Zm′(s)‖2Vds+Υ1m′(T ) + Υ2m′(T ), (4.34)
where Ψm′(s) = C + C(1 + f
2
m′(s)), satisfying supm′
∫ T
0 Ψm′(s)ds <∞.
Then by Gronwall’s inequality, we get
sup
t∈[0,T ]
‖Zm′(t)‖2V ≤ (Υ1m′(T ) + Υ2m′(T ))exp{sup
m′
∫ T
0
Ψm′(s)ds}.
By (4.29) in Zhai and Zhang [35], we can easily get Υ2m′(T )→ 0 as m′ →∞, combining (4.32), we get
lim
m′→∞
sup
t∈[0,T ]
‖Zm′(t)‖2V = 0.
The proof is completed. 
Let φε = (ψε, ϕε) ∈ Sm1 × Sm2 and ϑε = 1ϕε . The following lemma was stated in Budhiraja, Dupuis and
Maroulas [5]( see Lemma 2.3 there).
Lemma 4.1
Eεt (ϑε) := exp
{∫
[0,t]×Z×[0,ε−1ϕε]
log
(
ϑε(s, z)
)
N(ds, dz, dr)
+
∫
[0,t]×Z×[0,ε−1ϕε]
(− ϑε(s, z) + 1)dsν(dz)dr}
and
E¯εt (ψε) := exp
{ 1√
ε
∫ t
0
ψε(s)dW (s) − 1
2ε
∫ t
0
‖ψε(s)‖2ds
}
are F-martingales. Set
E˜εt (ψε, ϑε) := E¯εt (ψε)Eεt (ϑε).
Then
Qεt (G) =
∫
G
E˜εt (ψε, ϑε)dP for G ∈ B(C([0, T ],R)⊗ T
(
MFC([0, T ]× Z)
)
defines a probability measure on C([0, T ],R)×MFC([0, T ]× Z).
Since (
√
εW (·) + ∫ ·0 ψε(s)ds, εNε−1ϕε) under QεT has the same law as that of (√εW, εNε−1) under P , by
Theorem 4.2 it follows that there exists a unique solution to the following controlled stochastic evolution
equation, denoted by X˜ε:
X˜ε(t) = X0 − κ
∫ t
0
ÂX˜ε(s)ds −
∫ t
0
B̂(X˜ε(s), X˜ε(s))ds+
∫ t
0
F̂ (X˜ε(s), s)ds
+
∫ t
0
Ĝ(X˜ε(s), s)ψε(s)ds+
√
ε
∫ t
0
Ĝ(X˜ε(s), s)dW (s)
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+∫ t
0
∫
Z
σ̂(s, X˜ε(s−), z)(εNε−1ϕε(dzds)− ν(dz)ds)
= X0 − κ
∫ t
0
ÂX˜ε(s)ds −
∫ t
0
B̂(X˜ε(s), X˜ε(s))ds+
∫ t
0
F̂ (X˜ε(s), s)ds
+
∫ t
0
Ĝ(X˜ε(s), s)ψε(s)ds+
√
ε
∫ t
0
Ĝ(X˜ε(s), s)dW (s)
+
∫ t
0
∫
Z
σ̂(s, X˜ε(s), z)(ϕε(s, z)− 1)ν(dz)ds
+ε
∫ t
0
∫
Z
σ̂(s, X˜ε(s−), z)N˜ε−1ϕε(dzds), (4.35)
and we have
Gε(√εW (·) + ∫ ·
0
ψε(s)ds, εN
ε−1ϕε
) D
= X˜ε. (4.36)
The following estimates will be used later.
Lemma 4.2 There exists ε0 > 0 such that
sup
0<ε<ε0
E
[
sup
t∈[0,T ]
‖X˜ε(t)‖2
W
]
≤ C <∞. (4.37)
Proof: Define
τM = inf{t ≥ 0 : ‖X˜ε(t)‖W ≥M} ∧ T.
Multiplying λi at both sides of the equation (4.35), we can use (2.4) to obtain
d
(
X˜ε(s), ei
)
W
+ κ
(
ÂX˜ε(s), ei
)
W
ds
= −(B̂(X˜ε(s), X˜ε(s)), ei)
W
ds+
(
F̂ (X˜ε(s), s), ei
)
W
ds
+
√
ε
(
Ĝ(X˜ε(s), s), ei
)
W
dW (s) +
(
Ĝ(X˜ε(s), s)ψε(s), ei
)
W
ds
+
( ∫
Z
σ̂(s, X˜ε(s), z)(ϕε(s, z)− 1)ν(dz), ei
)
W
ds
+ε
∫
Z
(
σ̂(s, X˜ε(s−), z), ei
)
W
N˜ε
−1ϕε(dzds), (4.38)
for any i ∈ N.
Applying Itoˆ formula to
(
X˜ε(s), ei
)2
W
and then summing over i from 1 to ∞ yields
‖X˜ε(t)‖2W = ‖X0‖2W − 2κ
∫ t
0
(
ÂX˜ε(s), X˜ε(s)
)
W
ds
−2
∫ t
0
(
B̂(X˜ε(s), X˜ε(s)), X˜ε(s)
)
W
ds+ 2
∫ t
0
(
F̂ (X˜ε(s), s), X˜ε(s)
)
W
ds
+2
√
ε
∫ t
0
(
Ĝ(X˜ε(s), s), X˜ε(s)
)
W
dW (s) + ε
∫ t
0
‖Ĝ(X˜ε(s), s)‖2
W
ds
+2
∫ t
0
(
Ĝ(X˜ε(s), s)ψε(s), X˜
ε(s)
)
W
ds
+2
∫ t
0
( ∫
Z
σ̂(s, X˜ε(s), z)(ϕε(s, z)− 1)ν(dz), X˜ε(s)
)
W
ds
+2ε
∫ t
0
∫
Z
(
σ̂(s, X˜ε(s−), z), X˜ε(s−))
W
N˜ε
−1ϕε(dzds)
+
∫ t
0
∫
Z
‖εσ̂(s, X˜ε(s−), z)‖2
W
Nε
−1ϕε(dzds). (4.39)
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By a simple calculus, refer to (4.9), we get
‖X˜ε(t)‖2W +
2κ
α
∫ t
0
‖X˜ε(s)‖2Wds
= ‖X0‖2W +
2κ
α
∫ t
0
(
curl
(
X˜ε(s)
)
, curl
(
X˜ε(s)− α∆X˜ε(s)))ds
+2
∫ t
0
(
F̂ (X˜ε(s), s), X˜ε(s)
)
W
ds+ 2
√
ε
∫ t
0
(
Ĝ(X˜ε(s), s), X˜ε(s)
)
W
dW (s)
+ε
∫ t
0
‖Ĝ(X˜ε(s), s)‖2
W
ds+ 2
∫ t
0
(
Ĝ(X˜ε(s), s)ψε(s), X˜
ε(s)
)
W
ds
+2
∫ t
0
( ∫
Z
σ̂(s, X˜ε(s), z)(ϕε(s, z)− 1)ν(dz), X˜ε(s)
)
W
ds
+2ε
∫ t
0
∫
Z
(
σ̂(s, X˜ε(s−), z), X˜ε(s−))
W
N˜ε
−1ϕε(dzds)
+ε2
∫ t
0
∫
Z
‖σ̂(s, X˜ε(s−), z)‖2
W
Nε
−1ϕε(dzds)
:= ‖X0‖2W + I1(t) + I2(t) + I3(t) + I4(t) + I5(t) + I6(t), (4.40)
where
I1(t) :=
2κ
α
∫ t
0
(
curl
(
X˜ε(s)
)
, curl
(
X˜ε(s)− α∆X˜ε(s)))ds
+2
∫ t
0
(
F̂ (X˜ε(s), s), X˜ε(s)
)
W
ds+ ε
∫ t
0
‖Ĝ(X˜ε(s), s)‖2
W
ds,
I2(t) := 2
√
ε
∫ t
0
(
Ĝ(X˜ε(s), s), X˜ε(s)
)
W
dW (s),
I3(t) := 2
∫ t
0
(
Ĝ(X˜ε(s), s)ψε(s), X˜
ε(s)
)
W
ds,
I4(t) := 2
∫ t
0
( ∫
Z
σ̂(s, X˜ε(s), z)(ϕε(s, z)− 1)ν(dz), X˜ε(s)
)
W
ds,
I5(t) := 2ε
∫ t
0
∫
Z
(
σ̂(s, X˜ε(s−), z), X˜ε(s−))
W
N˜ε
−1ϕε(dzds),
I6(t) := ε
2
∫ t
0
∫
Z
‖σ̂(s, X˜ε(s−), z)‖2WNε
−1ϕε(dzds).
By Condition 3.1 and (2.10), (4.8), we have
I1(t) ≤ C
∫ t
0
‖X˜ε(s)‖W‖X˜ε(s)‖Vds+ C
∫ t
0
‖X˜ε(s)‖W‖F (X˜ε(s), s)‖Vds+ C
∫ t
0
‖G(X˜ε(s), s)‖2
V
ds
≤ C
∫ t
0
‖X˜ε(s)‖2
W
ds. (4.41)
By B-D-G and Young’s inequalities and Lemma 3.1, we get
E
[
sup
t∈[0,T∧τM ]
I2(t)
]
≤ C√εE
[ ∫ T∧τM
0
(
Ĝ(X˜ε(s), s), X˜ε(s)
)2
W
ds
] 1
2
≤ C√εE
[(
sup
t∈[0,T∧τM ]
‖X˜ε(t)‖2W
) 1
2
(∫ T∧τM
0
‖X˜ε(s)‖2Wds
) 1
2
]
≤ C√εE
[
sup
t∈[0,T∧τM ]
‖X˜ε(t)‖2
W
]
+ C
√
ε
∫ T
0
E
[
sup
s∈[0,t∧τM ]
‖X˜ε(s)‖2
W
]
dt
≤ C√εE
[
sup
t∈[0,T∧τM ]
‖X˜ε(t)‖2
W
]
, (4.42)
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and
E
[
sup
t∈[0,T∧τM ]
I5(t)
]
≤ 2εE
[( ∫ T∧τM
0
∫
Z
(
σ̂(s, X˜ε(s−), z), X˜ε(s−))2
W
Nε
−1ϕε(dzds)
) 1
2
]
≤ 2εE
[(
sup
s∈[0,T∧τM ]
‖X˜ε(s)‖2W
) 1
2
(∫ T
0
∫
Z
‖σ̂(s, X˜ε(s−), z)‖2WNε
−1ϕε(dzds)
) 1
2
]
≤ ε 23E
[
sup
t∈[0,T∧τM ]
‖X˜ε(t)‖2
W
]
+ε
1
3CE
[(∫ T∧τM
0
∫
Z
‖σ(s, X˜ε(s), z)‖2Vϕε(s, z)ν(dz)ds
)]
≤ ε 23E
[
sup
t∈[0,T∧τM ]
‖X˜ε(t)‖2
W
]
+ ε
1
3C · Cm0,2E
[
1 + sup
t∈[0,t∧τM ]
‖X˜ε(t)‖2
W
]
. (4.43)
By Condition 3.1 and Lemma 3.1, we get
I3(t) ≤ C
∫ t
0
‖X˜ε(s)‖2
W
|ψε(s)|ds ≤ C
∫ t
0
‖X˜ε(s)‖2
W
(
1 + |ψε(s)|2
)
ds, (4.44)
I4(t) ≤ C
∫ t
0
∫
Z
‖X˜ε(s)‖W‖σ(s, X˜ε(s), z)‖V|ϕε(s, z)− 1|ν(dz)ds
≤ C
∫ t
0
∫
Z
(
1 + ‖X˜ε(s)‖2
W
)‖σ(s, z)‖0,V|ϕε(s, z)− 1|ν(dz)ds
≤ C · Cm0,1 + C
∫ t
0
‖X˜ε(s)‖2
W
( ∫
Z
‖σ(s, z)‖0,V|ϕε(s, z)− 1|ν(dz)
)
ds, (4.45)
and
E
[
sup
t∈[0,T∧τM ]
I6(t)
]
≤ ε2E
[ ∫ T∧τM
0
∫
Z
‖σ̂(s, X˜ε(s−), z)‖2WNε
−1ϕε(dzds)
]
≤ εCE
[ ∫ T∧τM
0
∫
Z
‖σ(s, z)‖20,V
(
1 + ‖X˜ε(s)‖2
V
)
ϕε(s, z)ν(dz)ds
]
≤ εC · Cm0,2
(
1 + E
[
sup
t∈[0,T∧τM ]
‖X˜ε(t)‖2V
])
. (4.46)
Combining the estimates (4.41), (4.44) and (4.45), we have
‖X˜ε(t)‖2
W
+
2κ
α
∫ t
0
‖X˜ε(s)‖2
W
ds
≤
(
‖X0‖2W + C · Cm0,1 + sup
s∈[0,t]
I2(s) + sup
s∈[0,t]
I5(s) + sup
s∈[0,t]
I6(s)
)
+C
∫ t
0
‖X˜ε(s)‖2
W
(
1 + |ψε(s)|2 +
∫
Z
‖σ(s, z)‖0,V|ϕε(s, z)− 1|ν(dz)
)
ds. (4.47)
By Lemma 3.1 and Gronwall’s inequality, we get
‖X˜ε(t)‖2
W
≤
(
‖X0‖2W + C · Cm0,1 + sup
s∈[0,t]
I2(s) + sup
s∈[0,t]
I5(s) + sup
s∈[0,t]
I6(s)
)
eC
(
1+m+Cm0,1
)
.
Set C0 = e
C
(
1+m+Cm0,1
)
. By (4.42), (4.43) and (4.46), we have(
1− C0
(
εC · Cm0,2 + ε
1
3C · Cm0,2 + C
√
ε+ ε
2
3
))
E
[
sup
t∈[0,T∧τM ]
‖X˜ε(t)‖2
W
]
≤ C0
(
‖X0‖2W + C · Cm0,1 + εC · Cm0,2
)
.
Since C0, C, C
m
0,1, C
m
0,2 are constant independent of ε, we can select ε0 small enough, such that
C0
(
εC · Cm0,2 + ε
1
3C · Cm0,2 + C
√
ε+ ε
2
3
)
<
1
2
, ∀ε ∈ (0, ε0),
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then letting M →∞, we get (4.37).

By Proposition 3.1 in [25], there exists a unique solution Y˜ ε(t), t ≥ 0 to the followig equation:
dY˜ ε(t) = −κÂY˜ ε(t)dt +√εĜ(X˜ε(t), t)dW (t)
+ε
∫
Z
σ̂(t, X˜ε(t), z)N˜ε
−1ϕε(dzdt) (4.48)
with initial value Y˜ ε(0) = 0. Moreover, Y˜ ε ∈ D([0, T ],V) ∩ L2([0, T ],W), P-a.s. and we have the following
estimates.
Lemma 4.3 There exists C > 0 such that
E
[
sup
t∈[0,T ]
‖Y˜ ε(t)‖2W
]
≤ εC. (4.49)
Proof: Define
τM = inf{t ≥ 0, ‖Y˜ ε(t)‖W ≥M} ∧ T.
By (4.48), we have
d
(
Y˜ ε(t), ei
)
V
= −κ(ÂY˜ ε(t), ei)
V
dt+
√
ε
(
Ĝ(X˜ε(t), t), ei
)
V
dW (t)
+ε
∫
Z
(
σ̂(t, X˜ε(t−), z), ei
)
V
N˜ε
−1ϕε(dzdt), (4.50)
for any i ∈ N.
Multiplying both sides of the equation (4.51) by λi, we can use (2.4) to obtain
d
(
Y˜ ε(t), ei
)
W
= −κ(ÂY˜ ε(t), ei)
W
dt
+
√
ε
(
Ĝ(X˜ε(t), t), ei
)
W
dW (t)
+ε
∫
Z
(
σ̂(t, X˜ε(t−), z), ei
)
W
N˜ε
−1ϕε(dzdt), (4.51)
for any i ∈ N.
Applying Itoˆ formula to
(
Y˜ ε(t), ei
)2
W
and summing over i from 1 to ∞ yields
‖Y˜ ε(t)‖2
W
= −2κ
∫ t
0
(
ÂY˜ ε(s), Y˜ ε(s)
)
W
dt
+2
√
ε
∫ t
0
(
Ĝ(X˜ε(s), s), Y˜ ε(s)
)
W
dW (s) + ε
∫ t
0
‖Ĝ(X˜ε(s), s)‖2
W
ds
+2ε
∫ t
0
∫
Z
(
σ̂(s, X˜ε(s−), z), Y˜ ε(s−))
W
N˜ε
−1ϕε(dzds)
+ε2
∫ t
0
∫
Z
‖σ̂(s, X˜ε(s−), z)‖2
W
Nε
−1ϕε(dzds). (4.52)
Similar to (4.9) and (4.40), we get
‖Y˜ ε(t)‖2W +
2κ
α
∫ t
0
‖Y˜ ε(s)‖2Wds
=
2κ
α
∫ t
0
(
curl
(
Y˜ ε(s)
)
, curl
(
Y˜ ε(s)− α∆Y˜ ε(s)))
W
ds
+2
√
ε
∫ t
0
(
Ĝ(X˜ε(s), s), Y˜ ε(s)
)
W
dW (s) + ε
∫ t
0
‖Ĝ(X˜ε(s), s)‖2
W
ds
+2ε
∫ t
0
∫
Z
(
σ̂(s, X˜ε(s−), z), Y˜ ε(s−))
W
N˜ε
−1ϕε(dzds)
+ε2
∫ t
0
∫
Z
‖σ̂(s, X˜ε(s−), z)‖2
W
Nε
−1ϕε(dzds). (4.53)
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Taking the sup over t ≤ T ∧ τM , then taking expectations we get
E
[
sup
t∈[0,T∧τM ]
‖Y˜ ε(t)‖2W
]
+
2κ
α
E
[ ∫ T∧τM
0
‖Y˜ ε(s)‖2Wds
]
=
2κ
α
E
[ ∫ T∧τM
0
(
curl
(
Y˜ n,ε(s)
)
, curl
(
Y˜ ε(s)− α∆Y˜ ε(s)))ds]
+2
√
εE
[
sup
t∈[0,T∧τM ]
∣∣ ∫ t
0
(
Ĝ(X˜ε(s), s), Y˜ ε(s)
)
dW (s)W
∣∣]+ εE[ ∫ T∧τM
0
‖Ĝ(X˜ε(s), s)‖2
W
ds
]
+2εE
[
sup
t∈[0,T∧τM ]
∣∣ ∫ t
0
∫
Z
(
σ̂(s, X˜ε(s−), z), Y˜ ε(s−))
W
N˜ε
−1ϕε(dzds)
∣∣]
+ε2E
[ ∫ T∧τM
0
∫
Z
‖σ̂(s, X˜ε(s−), z)‖2
W
Nε
−1ϕε(dzds)
]
:= I1 + I2 + I3 + I4 + I5. (4.54)
By Condition 3.1 and Lemma 3.1, we get
I3 ≤ εCE
[
sup
s∈[0,T ]
‖X˜ε(s)‖2W
]
, (4.55)
and
I5 ≤ CεE
[ ∫ T∧τM
0
∫
Z
‖σ(t, z)‖20,V
(
1 + sup
s∈[0,t]
‖X˜ε(s)‖2V
)
ϕε(s, z)ν(dz)dt
]
≤ εC · Cm0,2
(
1 + E
[
sup
s∈[0,T ]
‖X˜ε(s)‖2W
])
. (4.56)
By (4.8), we have
I1 ≤ CE
[ ∫ T∧τM
0
‖Y˜ ε(s)‖V‖Y˜ ε(s)‖Wds
]
≤ C
∫ T
0
E
[
sup
s∈[0,t∧τM ]
‖Y˜ ε(s)‖2
W
]
dt. (4.57)
By B-D-G inequality and Young inequality and Lemma 3.1, we get
I2 ≤ 2
√
εE
[ ∫ T∧τM
0
∣∣(Ĝ(X˜ε(s), s), Y˜ ε(s))
W
∣∣2ds] 12
≤ √εCE
[
sup
t∈[0,T∧τM ]
‖Y˜ ε(t)‖W
( ∫ T∧τM
0
‖Ĝ(X˜ε(s), s)‖2
W
ds
) 1
2
]
≤ 1
4
E
[
sup
t∈[0,T∧τM ]
‖Y˜ n,ε(t)‖2
W
]
+ εTCE
[
sup
s∈[0,T∧τM ]
‖X˜ε(s)‖2
W
]
, (4.58)
and
I4 ≤ εCE
[ ∫ T∧τM
0
∫
Z
(
σ̂(s, X˜ε(s−), z), Y˜ ε(s−))2
W
Nε
−1ϕε(dzds)
∣∣] 12
≤ εCE
[
sup
t∈[0,T∧τM ]
‖Y˜ ε(t)‖W
( ∫ T∧τM
0
∫
Z
‖σ̂(s, X˜ε(s−), z)‖2
W
Nε
−1ϕε(dzds)
) 1
2
]
≤ 1
4
E
[
sup
t∈[0,T∧τM ]
‖Y˜ ε(t)‖2W
]
+εCE
[ ∫ T∧τnM
0
∫
Z
‖σ(s, z)‖20,V
(
1 + ‖X˜ε(s)‖2V
)
ϕε(s, z)ν(dz)ds
]
≤ 1
4
E
[
sup
t∈[0,T∧τM ]
‖Y˜ ε(t)‖2
V
]
+ εC · Cm0,2
(
1 + E
[
sup
t∈[0,T ]
‖X˜ε(s)‖2
W
])
. (4.59)
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Combining above all inequalities, we get
1
2
E
[
sup
t∈[0,T∧τM ]
‖Y˜ ε(t)‖2W
]
+
2κ
α
E
[ ∫ T∧τM
0
‖Y˜ ε(t)‖Wdt
]
≤ εC
(
1 + E
[
sup
t∈[0,T ]
‖X˜ε(t)‖2W
])
+ C
∫ T
0
E
[
sup
s∈[0,t∧τM ]
‖Y˜ ε(s)‖2W
]
dt.
By (4.37) and Gronwall’s inequality , then letting M →∞, we get (4.49). 
Proposition 4.5 Fix m ∈ N, and let φε = (ψε, ϕε), φ = (ψ, ϕ) ∈ Sm1 × Sm2 be such that φε converges in
distribution to φ as n→∞. Then
Gε(√εW (·) +
∫ ·
0
ψε(s)ds, εN
ε−1ϕε) converges in distribution to G0(
∫ ·
0
ψ(s)ds, νϕT ) in D([0, T ],V).
Proof:
Set Z˜ε = X˜ε − Y˜ ε, which satisfies
Z˜ε(t) = X0 − κ
∫ t
0
ÂZ˜ε(s)ds−
∫ t
0
B̂
(
Z˜ε(s) + Y˜ ε(s), Z˜ε(s) + Y˜ ε(s)
)
ds
+
∫ t
0
F̂ (Z˜ε(s) + Y˜ ε(s), s)ds+
∫ t
0
Ĝ(Z˜ε(s) + Y˜ ε(s), s)ψε(s)ds
+
∫ t
0
∫
Z
σ̂(s, Z˜ε(s) + Y˜ ε(s), z)(ϕε(s, z)− 1)ν(dz)ds. (4.60)
Set
Π =
(
Sm;L2([0, T ],W) ∩D([0, T ],V)
)
.
Let
(
(ψ, ϕ), 0
)
be any limit point of the tight family
{(
(ψε, ϕε), Y˜
ε
)
, ε ∈ (0, ε0)
}
in Π. By Skorokhod rep-
resentation theorem, there exists a probability space
(
Ω1,F1, P 1) and on this basis, there exist Π-valued ran-
dom variables
(
(ψ1, ϕ1), 0
)
,
{(
(ψ1ε , ϕ
1
ε), Y˜
ε
1
)
, ε ∈ (0, ε0)
}
such that
(
(ψ1ε , ϕ
1
ε), Y˜
ε
1
) (
respectively
(
(ψ1, ϕ1), 0
))
has the same law as
(
(ψε, ϕε), Y˜
ε
) (
respectively
(
(ψ, ϕ), 0
))
and
(
(ψ1ε , ϕ
1
ε), Y˜
ε
1
)→ ((ψ1, ϕ1), 0) P 1-a.s. in Π.
Since
E1
[
sup
t∈[0,T ]
‖Y˜ ε1 (t)‖2W
]
= E
[
sup
t∈[0,T ]
‖Y˜ ε(t)‖2
W
]
≤ √εC, (4.61)
we get
(1)supt∈[0,T ] ‖Y˜ ε1 (t)‖2W <∞, P 1 − a.s.
(2)there exists a sub-sequence εk and a subset Ω
1
0 of Ω
1, such that P 1
(
Ω10
)
= 1 and ∀ω1 ∈ Ω10
lim
εk→0
sup
s∈[0,T ]
‖Y˜ εk1 (ω1, s)‖2W = 0. (4.62)
Let Z¯ε be the solution of the following equation,
Z¯ε(t) = X0 − κ
∫ t
0
ÂZ¯ε(s)ds−
∫ t
0
B̂
(
Z¯ε(s) + Y˜ ε1 (s), Z¯
ε(s) + Y˜ ε1 (s)
)
ds
+
∫ t
0
F̂ (Z¯ε(s) + Y˜ ε1 (s), s)ds+
∫ t
0
Ĝ(Z¯ε(s) + Y˜ ε1 (s), s)ψ
1
ε (s)ds
+
∫ t
0
∫
Z
σ̂(s, Z¯ε(s) + Y˜ ε1 (s), z)(ϕ
1
ε(s, z)− 1)ν(dz)ds. (4.63)
Keep in mind claim (1), similarly as the proof of Theorem 4.1, we can prove (4.63) has a unique solution.
Comparing (4.60) and (4.63), and
(
(ψ1ε , ϕ
1
ε), Y˜
ε
1
)
has the same law as
(
(ψε, ϕε), Y˜
ε
)
, we can conclude
that
(
Z¯ε, Y˜ ε1
)
has the same law as
(
Z˜ε, Y˜ ε
)
, hence
Z¯ε + Y˜ ε1
D
= Z˜ε + Y˜ ε. (4.64)
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By (4.62) and a similar argument as in the proof of Proposition 4.4, we can show that
lim
εk→0
[
sup
t∈[0,T ]
‖Z¯εk(ω1, t)− X̂(ω1, t)‖2V
]
= 0, (4.65)
where
X̂(t) = X0 − κ
∫ t
0
ÂX̂(s)ds−
∫ t
0
B̂
(
X̂(s), X̂(s)
)
ds
+
∫ t
0
F̂ (X̂(s), s)ds+
∫ t
0
Ĝ(X̂(s), s)ψ1(s)ds
+
∫ t
0
∫
Z
σ̂(s, X̂(s), z)(ϕ1(s, z)− 1)ν(dz)ds.
Actually X̂ has the same law of G0(∫ ·0 ψ(s)ds, νϕT ). Using (4.62) and (4.65) to obtain
lim
εk→0
[
sup
t∈[0,T ]
‖Z¯εk(t) + Y˜ εk1 (t)− X̂(t)‖2V
]
= 0.
Combining (4.64), we yield
X˜ε(·) converges in distribution to G0(
∫ ·
0
ψ(s)ds, νϕT ).
The proof is completed. 
References
[1] D. Aldous: Stopping times and tightness. Ann. Probab, 6, 335-340(1997)
[2] J. Bao and C. Yuan. Large deviations for neutral functional SDEs with jumps. Stochastics, 87(1):48–70,
2015.
[3] A. Budhiraja, J. Chen and P. Dupuis: Large deviations for stochastic partial differential equations driven
by a Poisson random measure. Stochastic Process. Appl., 123, 523-560(2013)
[4] A. Budhiraja and P. Dupuis: A variation representation for positive functionals of infinite dimensional
Brownian motion. Probab. Math. Statist., 20, 1390-1420(2000)
[5] A. Budhiraja, P. Dupuis and V. Maroulas: Variational representations for continuous time processes.
Ann. Inst. Henri Poincare´ Probab. Stat., 47, 725-747(2011)
[6] A. V. Busuioc and T. S. Ratiu. The second grade fluid and averaged Euler equations with Navier-slip
boundary conditions. Nonlinearity, 16(3):1119, 2003.
[7] C. Cardon-Weber: Large deviations for a Burgers-type SPDE. Stochastic Process. Appl., 84, 53-70(1999)
[8] S. Cerrai and M. Ro¨ckner: Large deviations for stochastic reaction-diffusion systems with multiplicative
noise and non-Lipschtiz reaction term. Ann. Probab., 32, 1100-1139(2004)
[9] N. Chemetov and F. Cipriano: Well-posedness of stochastic second grade fluids. J. Math. Anal. Appl.,
454(2):585–616(2017)
[10] D. Cioranescu and V. Girault. Weak and classical solutions of a family of second grade fluids. Interna-
tional Journal of Non-Linear Mechanics, 32(2):317–335, 1997.
[11] F. Chenal and A. Millet: Uniform large deviations for parabolic SPDEs and applications. Stochastic
Process. Appl., 72, 161-186(1997)
[12] D. Cioranescu and E. H. Ouazar. Existence and uniqueness for fluids of second grade. Nonlinear Partial
Differential Equations, 109:178–197, 1984.
22
[13] Z. Dong, J. Xiong, J. Zhai, and T. Zhang. A moderate deviation principle for 2-D stochastic Navier-
Stokes equations driven by multiplicative Le´vy noises. J. Funct. Anal., 272(1):227–254, 2017.
[14] J. E. Dunn and R. L. Fosdick. Thermodynamics, stability, and boundedness of fluids of complexity 2
and fluids of second grade. Archive for Rational Mechanics and Analysis, 56(3):191–252, 1974.
[15] R. Fosdick and K. Rajagopal. Anomalous features in the model of second order fluids. Archive for
Rational Mechanics and Analysis, 70(2):145–152, 1979.
[16] E. Hausenblas, P.A. Razafimandimby, M. Sango: Martingale solution to equations for differential type
fluids of grade two driven by random force of Levy type. Potential Anal. 38(4), 1291-1331(2013)
[17] N. Ikeda and S. Watanabe: Stochastic differential equations and diffusion processes. North-Holland
Mathematical Libaray 24, Amsterdam: North-Holland.(1981)
[18] A. Jakubowski: On the Skorokhod topology. Ann. Inst. Henri Poincare´ Probab. Stat. 22, 263-285(1986)
[19] J.L. Lions: Quelques Me´thodes de Re´solution des Proble`mes aux Limites Non Line´aires. Dunond,
Paris(1969)
[20] W. Liu: Large deviations for stochastic evolution equations with small multiplicative noise. App. Math.
Opt., 61:1, 27-56(2010)
[21] J. Xiong and J. Zhai. Large deviations for locally monotone stochastic partial differential equations
driven by levy noise. arXiv:1605.06618.
[22] P.A. Razafimandimby, M. Sango: Asymptotic behaviour of solutions of stochastic evolution equations
for second grade fluids. C.R. Acad. Sci. Paris 348(13-14), 787-790(2010)
[23] P. A. Razafimandimby and M. Sango. Weak solutions of a stochastic model for two-dimensional second
grade fluids. Boundary Value Problems, 2010(1):1–47, 2010.
[24] P. A. Razafimandimby and M. Sango. Strong solution for a stochastic model of two-dimensional second
grade fluids: Existence, uniqueness and asymptotic behavior. Nonlinear Analysis: Theory, Methods &
Applications, 75(11):4251 – 4270, 2012.
[25] M. Ro¨ckner and T.S. Zhang: Stochastic evolution equations of jump type: Existence, uniqueness and
large deviation principles. Potential Anal., 26, 255-279(2007)
[26] S.J. Shang, J.L. Zhai and T.S. Zhang: Strong solutions to stochastic equations of second grade fluids
driven by Le´vy processes. Aviailable at arXiv:1701.00314v1(2017)
[27] S. Shkoller. Smooth global Lagrangian flow for the 2D Euler and second-grade fluid equations. Applied
Mathematics Letters, 14(5):539 – 543, 2001.
[28] V. Solonnikov: On general boundary problems for systems which are elliptic in the sense of A. Douglis
and L. Nirenberg. II. Proceedings of the Steklov Institute of Mathematics, 92: 269–339(1968).
[29] R.B. Sowers: Large deviations for a reaction-diffusion equation with non-Gaussian perturbations. Ann.
Probab., 20, 504-537(1992)
[30] A. Swiech and J. Zabczyk: Large deviations for stochastic PDE with Le´vy noise. J. Funct. Anal., 260,
674-723(2011)
[31] R. Temam: Navier-Stokes Equations: Theory and Numerical Analysis. Studies in Mathematics and Its
Applications 2, Amsterdam: North-Holland(1979)
[32] R. Temam: Navier-Stokes Equations and Nonlinear Functional Analysis. Regional Conference Series in
Applied Mathematics 41, Philadelphia(1983)
[33] R. Wang, J.L. Zhai, T.S. Zhang: Exponential mixing for stochastic model of two-dimensional second
grade fluids. Nonlinear Anal. 132:196-213(2016)
[34] X. Yang, J.L. Zhai, T.S. Zhang: Large deviations for SPDEs of jump type. Stochastic and Dynamics
4(15):1550026(2015)
23
[35] J.L. Zhai, T.S. Zhang: Large deviations for 2-D stochastic Navier-Stokes equations driven by multi-
plicative Le´vy noises. Bernoulli 21(4):2351-2392(2015)
[36] J.L. Zhai, T.S. Zhang: Large deviations for stochastic models of two-dimensional second grade fluids.
Appl. Math. Optimiz. 1-28(2015)
[37] T.S. Zhang: On small time asymptotics of diffusions on Hilbert spaces. Ann. Probab., 28, 537-557(2002)
24
