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LAGRANGIAN COBORDISM AND FUKAYA CATEGORIES
Paul Biran and Octav Cornea
Abstract. Given a symplectic manifold M we consider a category with objects
ﬁnite ordered families of Lagrangian submanifolds of M (subject to certain addi-
tional constraints) and with morphisms Lagrangian cobordisms relating them. We
construct a functor that maps this category to a variant of the derived Fukaya
category of M in a way that takes into account the triangulated structure of the
latter.
1 Introduction
The purpose of this paper is to show that geometric Lagrangian cobordisms translate
algebraically, in a functorial way, into iterated triangular decompositions in the
derived Fukaya category.
Fix a symplectic manifold M as well as a class L of Lagrangian submanifolds of
M (the precise class will be made explicit in Section 2.1). Floer homology, introduced
in Floer’s seminal work [Flo88] and extended in subsequent works [Oh93,FOOO09,
FOOO09], associates to a pair of Lagrangians L,L′ in our class a Z2-vector space
HF (L,L′). Assuming for the moment that L is transverse to L′, this is the homology
of a chain complex CF (L,L′), called the Floer complex, whose generators are the
intersection points of L and L′. The diﬀerential counts “strips” u : R × [0, 1] → M
that join these intersection points, have boundaries along L and L′ and satisfy a
Cauchy-Riemann type equation ∂Ju = 0 with respect to an almost complex struc-
ture J on M which is compatible with the symplectic structure. The fact that for
generic J such J-holomorphic curves form well-behaved moduli spaces originates in
the fundamental work of Gromov [Gro85] (see [MS12] for the foundations of the
theory). The Floer complex thus depends on additional choices, in particular on J ,
however its homology HF (L,L′) is invariant. Floer homology together with other
additional structures, also based on counting J-holomorphic curves, are central tools
in symplectic topology with wide-reaching applications.
In what Lagrangian topology is concerned, the most eﬃcient way to aggregate
these structures is provided by the derived Fukaya category whose deﬁnition we now
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sketch—a rigorous, detailed treatment that serves as foundation for our paper is
contained in Seidel’s book [Sei08]—see also Section 2.5. Given a third Lagrangian
L′′ in our class, there is a product, due to Donaldson: CF (L,L′) ⊗ CF (L′, L′′) →
CF (L,L′′). This is deﬁned by counting J-holomorphic triangles whose edges are
mapped to L, L′ and L′′. This operation descends to homology where it is associa-
tive. It is therefore possible to deﬁne a category, called the Donaldson category of
M , whose objects are the Lagrangians in L and with morphisms MorDon(L,L′) =
HF (L,L′). The composition of morphisms is given by the triangle product. It was
discovered by Fukaya [Fuk93,Fuk97] that, by taking into account the chain level
data involving moduli spaces of J-holomorphic polygons with arbitrary number of
edges, one can deﬁne a much richer algebraic structure, nowadays called the Fukaya
A∞-category, Fuk(M). The objects are the same as those of the Donaldson cat-
egory, however, this is no longer a category in the classical sense (bur rather an
A∞-category) because the triangle product is not associative at the chain level.
Moreover, while the data contained in the Fukaya A∞-category is extremely rich,
working directly with this A∞-category itself is quite diﬃcult. Kontsevich [Kon95]
discovered that there is a triangulated completion of the Donaldson category to a
true category called the derived Fukaya category and denoted by DFuk(M). More-
over, the derived Fukaya category is independent of the auxiliary structures used to
deﬁne it up to appropriate equivalences and some of the ﬁner information present
at the level of Fuk(M) survives the passage to DFuk(M).
Starting from the Fukaya A∞-category, the construction of DFuk(M) is alge-
braic, based on the fact that at the A∞-level it is possible to deﬁne cone-attachments
(or in a diﬀerent terminology, exact triangles) by a formula similar to the deﬁnition
of the cone over a chain map in classical homological algebra. As a consequence,
the triangulated structure of the derived category is somewhat mysterious and non-
geometric in its deﬁnition. At the same time, it is precisely this triangulated structure
that is often useful in the study of the Lagrangian submanifolds of M.
Lagrangian cobordism was introduced by Arnold [Arn80,Arn80], see also Sec-
tion 2.2 for the speciﬁc variant used here. Consider one such cobordism
(V ;L1 ∪ . . . ∪ Lk, L).
This is a Lagrangian submanifold of V ⊂ R2 ×M with k+1-cylindrical ends so that
there are k negative ends, each identiﬁed with (−∞, 0] × {i} × Li, i = 1, . . . , k, and
one positive end identiﬁed with [1,∞)×{1}×L. The projection of such a cobordism
to R2 is like in Figure 1.
Of course, we will have to further restrict the class of Lagrangian cobordisms,
the relevant constraints coming from the class L of Lagrangian submanifolds of M
that we have already ﬁxed. We denote the class of admissible cobordisms by Lcob.
Its precise deﬁnition will be given in Section 2.3.
In this paper we establish the following fundamental correspondence between
cobordism and the triangulated structure of the derived Fukaya category:
GAFA LAGRANGIAN COBORDISM AND FUKAYA CATEGORIES 1733
Figure 1: A cobordism V ⊂ R2×M with a single positive end L and multiple negative ends
L1, . . . , Lk projected on R2
Theorem A. If V is a Lagrangian cobordism as above, then there exist k objects
Z1, . . . , Zk in DFuk(M) with Z1 = L1 and Zk  L which fit into k−1 exact triangles
as follows:
Li[1] → Zi−1 → Zi → Li, ∀ 2 ≤ i ≤ k.
In particular, L belongs to the triangulated subcategory of DFuk(M) generated by
L1, L2, . . . , Lk.
The notation Li[1] stands for a shift by one in the grading for the object Li. In
fact we will work in an ungraded setting (thus Li[1] is the same as Li). We left the
grading shift in the notation, only in order to indicate the expected statement in the
graded framework.
The ﬁrst indication that a result like Theorem A holds appeared in [BC13] where
we showed that for any ﬁxed N ∈ L, the Floer complexes
CF (N,L1), . . . , CF (N,Li), . . . , CF (N,Lk), CF (N,L)
ﬁt into a sequence of chain cone-attachments as implied by Theorem A.
We deduce Theorem A as an immediate consequence of a stronger result, con-
jectured in [BC13], that provides a more complete and conceptual description of
the relationship between cobordisms and triangulations. In particular, we will see
that not only cobordisms provide triangular decompositions but, moreover, con-
catenation of cobordisms corresponds to reﬁnement of the respective decompo-
sitions. More elaboration is needed to formulate this stronger result more pre-
cisely.
We use a category Cob(M) from [BC13].1 We remark that an alternative, some-
what diﬀerent categorical point of view on Lagrangian cobordism has been indepen-
dently introduced by Nadler and Tanaka in [NT11].
1 Cob(M) was denoted by Cobd0(M) in [BC13] as it will be in the rest of the paper, starting with
Section 2. The role of the decorations d and 0 will be explained in Section 2.
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The objects of Cob(M) are ﬁnite ordered families of Lagrangian submanifolds
of M that belong to the class L. The morphisms are isotopy classes of certain
Lagrangian cobordisms, possibly multi-ended. (Again, the precise deﬁnitions are
given in Section 2.3.) In particular, the cobordism V considered earlier represents
such a morphism.
The geometric category Cob(M) is monoidal under (essentially) disjoint union but
is not triangulated. To relate the morphisms in Cob(M) to the triangular decompo-
sitions in DFuk(M) we consider a category TSDFuk(M) that is obtained from
DFuk(M) by a general construction, introduced in [BC13] and further detailed in
Section 2.6, that associates to any triangulated category C a new category TSC that
is monoidal and whose morphisms sets, hom(x,−), parametrize the ways in which
x can be resolved by iterated exact triangles. The main purpose of TSDFuk(M) is
to encode the triangular decompositions in DFuk(M) as morphisms in a category
that can serve as target to a functor deﬁned on Cob(M).
Here is the main result of the paper.
Theorem B. There exists a monoidal functor
˜F : Cob(M) −→ TSDFuk(M),
with the property that ˜F(L) = L for every Lagrangian submanifold L ∈ L.
Given that V represents a morphism in Cob(M), Theorem A follows immediately
from Theorem B and the deﬁnition of TS(−), the sequence of exact triangles in the
statement being provided by ˜F(V ).
Organization of the paper. The plan for the rest of the paper is as follows: Section 2
contains extensive prerequisites, most importantly the basic cobordism deﬁnitions
in Section 2.2, a short review in Section 2.5 of the construction of the Fukaya A∞-
category basically following [Sei08] and, in Section 2.6, the deﬁnition of the category
TS(−). Additionally, for completeness, in Appendix A we recall basic A∞-category
notions. In Section 3 we set up a Fukaya A∞-category whose objects are cobordisms
in R2 × M . As it will be explained below, this is an essential step in the proof
of Theorem B. It might also be of independent interest. The proof of Theorem B
appears in Section 4.
In the remainder of the introduction we pursue with some more technical remarks
and corollaries of Theorem B. We then summarize the main steps in the proof
Theorem B.
We refer to [BC13] for more extensive background and examples of Lagrangian
cobordisms.
1.1 Further context and Corollaries of Theorem B. To further outline the
properties of the functor ˜F from Theorem B it is useful to consider the commutative
diagram below.
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Cob(M) ˜F 
P

TSDFuk(M)
P

SCob(M) F 
HFN 



DFuk(M)
hom(N,−)

(V,×)
(1)
We explain next the ingredients in this diagram.
1.1.1 A simple version of ˜F and the top square in (1). We describe here the func-
tor F , that appears in the middle row in Diagram (1). For this, we introduce another
cobordism category, denoted SCob(M), which is simpler than Cob(M). Its objects are
Lagrangians in the class L and the morphisms relating two such objects, L and L′,
are horizontal isotopy classes of cobordisms V in Lcob (see Deﬁnitions 2.2.1 and 2.2.3)
so that L is the unique “positive” end and L′ is the “top” negative end of V , as in
Figure 1 (with L′ = Lk). There is a canonical functor P : Cob(M) → SCob(M) that
associates to a family (L1, . . . , Lk) the last Lagrangian in the family, Lk, and has
a similar action on morphisms. Directly out of the deﬁnition of TSDFuk(M)—see
Section 2.6, there also is a projection functor P : TSDFuk(M) → DFuk(M) that
again associates to each family of Lagrangians the last object in the family. The con-
struction of ˜F implies that there is an induced functor F : SCob(M) → DFuk(M)
which is the identity on objects and makes the top square in the Diagram (1) com-
mutative.
As it will be seen in more detail in Section 4.8, the functor F has the advan-
tage that it can be explicitly described on morphisms as follows. Fix a cobordism
V representing a morphism between L and L′ in SCob(M). The class F([V ]) ∈
HF (L,L′) = homDFuk(L,L′) is the image of the unity in HF (L,L) (induced by the
fundamental class of L) through a morphism φV : HF (L,L) → HF (L′, L) that is
given by counting Floer strips in R2 ×M with boundary conditions along V on one
side and on γ × L on the other side, F([V ]) = φV ([L]). Here γ ⊂ R2, V are as in
Figure 2 (again with L′ = Lk) where are also depicted the planar projections of the
strips whose count provides the morphism φV.
Remark 1.1.1. a. It has been veriﬁed by Charette-Cornea (§3.4 in [Cha12]) that
φV is an extension of the Lagrangian version of the Seidel morphism [Sei97] intro-
duced by Hu-Lalonde [HL10] (see also [Lec08,HLL11]) to which φV reduces when
V is the Lagrangian suspension associated to a Hamiltonian isotopy. Thus, from
this perspective, Theorem B shows that the Seidel morphism extends to a natural
correspondence V → φV that satisﬁes the properties needed to deﬁne the functor
F .
b. In fact a stronger version of the remark at point a is true. It is proved in [CC13]
that the Seidel representation admits a categoriﬁcation in the following sense: the
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Figure 2: A cobordism V ⊂ R2 ×M with a positive end L and with L′ = Lk together with
the projection of the J-holomorphic strips that deﬁne the morphism φV
fundamental groupoid of Ham(M), Π(Ham(M)), viewed as a monoidal category,
acts on both Cob(M) and TSDFuk(M) and ˜F is equivariant with respect to this
action.
We use the functor F to illustrate Theorem A in a particular case where we can
also make the statement more precise by identifying the morphisms involved.
Corollary 1.1.2. If the Lagrangian cobordism (V ;L1∪L2, L) has just two negative
ends L1, L2 ⊂ M (for instance, this happens if L is obtained by surgery on L1 and
L2 [BC13]), then there is an exact triangle in DFuk(M)
L2
F(V ′′)

L
F(V )

L1
F(V ′)

(2)
where V ′ and V ′′ are the cobordisms obtained by bending the ends of V as in the
Figure 3.
The proof of Corollary 1.1.2 is given in Section 4.8.3.
1.1.2 Floer homology and the bottom triangle in (1) Let N be an object in
DFuk(M). There is an obvious functor
hN : DFuk(M) hom(N,−)−−−−−−→ (V,×)
with values in the monoidal category (V,×) of ungraded vector spaces over Z2, with
the monoidal structure × being direct product. (We thus ignore all the issues related
to grading and orientations.) The functor HFN in the diagram is the composition
HFN = hN ◦ F . Assuming now that N ∈ L, we remark that the functor HFN asso-
ciates to each object L in SCob(M) the Floer homology HF (N,L). Thus the functor
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Figure 3: The cobordisms V and V ′, V ′′ obtained by bending the ends of V as indicated
HFN encodes Floer homology as a sort of “Lagrangian Quantum Field Theory”: it
is a vector space valued functor deﬁned on a cobordism category that associates to
each Lagrangian L ∈ L the Floer homology HFN (L) = HF (N,L) (one could also
complete SCob(M) to a monoidal category over which HFN extends monoidally thus
bringing the formal properties of HFN even closer to the axioms of a TQFT).
From this perspective the existence of Diagram 1 can be seen as a statement
concerning the properties of the Floer homology functor. In particular, the existence
of F reﬂects the naturality properties of HFN with respect to N . Further properties
involve the triangulated structure of DFuk(M) and they translate into the existence
of the lift ˜F .
In more concrete terms, as a consequence of Diagram (2), of Remark 1.1.1 and
Theorem A, we immediately see that:
Corollary 1.1.3. For any N ∈ L the Floer homology functor
HFN : SCob(M) → (V,×)
deﬁned above has the following three properties:
i. HFN restricts to the Seidel representation on those cobordisms V that are given
as the Lagrangian suspension associated to a Hamiltonian isotopy acting on a
given Lagrangian submanifold of M .
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ii. If V has just two negative ends L1, L2 and V ′, V ′′ are as in Corollary 1.1.2,
then there is a long exact sequence that only depends on the horizontal isotopy
type of V
. . . −→ HFN (L2) HFN (V
′′)−−−−−−→ HFN (L1) HFN (V
′)−−−−−−→ HFN (L) HFN (V )−−−−−→ HFN (L2) −→ . . .
and this long exact sequence is natural in N .
iii. More generally, if V has negative ends L1, L2, . . . , Lk with k ≥ 2, then there
exists a spectral sequence EN (V ) = {Erp , dr : Erp −→ Erp−1}r≥0,p∈Z, each page
of which is graded by a single index, with Erp = 0 for p ≤ 0, and so that:
a. the ﬁrst page of the spectral sequence satisﬁes: E1p = HF (N,Lp) for every
p ≥ 1. Moreover, the diﬀerential d1 : E1p −→ E1p−1 is given by d1 =
H(πp−1) ◦ H(ψp), where H(ψp) and H(πp−1) are the Floer homological
maps induced by the morphisms ψp and πp−1 from the exact triangles in
Theorem A for i = p − 1, p
Lp−1[1]
ψp−1−−−→Zp−2 −→ Zp−1 πp−1−−−→ Lp−1,
Lp[1]
ψp−−→Zp−1 −→ Zp πp−−→ Lp.
b. from the ﬁrst page on, the terms of the spectral sequence only depend on N
and the horizontal isotopy type of V . Furthermore, the sequence is natural
in N .
c. EN (V ) collapses at page r = k and converges to HFN (L).
1.2 Relation to K-theory. The cobordism category Cob of a symplectic man-
ifold M gives rise to a group Gcob(M) somewhat analogous to cobordism groups
in diﬀerential topology. For this end we ﬁrst consider the free abelian group FL
generated by the Lagrangian submanifolds L ∈ L. We then deﬁne a subgroup of re-
lations RL ⊂ FL as the subgroup generated by all elements of the form L1 + · · ·+Lr
for which there exists a Lagrangian cobordism V ∈ Lcob without any positive end
and whose negative ends consist of (L1, . . . , Lr) (i.e. (L1, . . . , Lr) is null Lagrangian
cobordant). We deﬁne Gcob(M) = FL/RL.
One can alter the above and make other meaningful deﬁnitions. For example, one
can consider also a non-abelian version of Gcob in which the order of the Lagrangians
(L1, . . . , Lr) on the positive end plays a role (see e.g. [BC13]). Another possible
variation is to consider the Lagrangians L ∈ L together with additional structures
such as orientations, spin structures, grading, local systems etc. One deﬁnes then
the relations as above by requiring in addition that these structures extend over the
cobordism V .
Next consider the K-theory group (or Grothendieck group) K0(DFuk(M)) of the
derived Fukaya category of M . Recall that this group is the abelian group generated
by the objects of DFuk(M) modulo the following collection of relations: every exact
triangle
X −→ Y −→ Z −→ X[−1]
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contributes the relation X − Y + Z = 0. (In our case the Fukaya category is not
graded, hence Y = −Y for every object Y .)
Corollary 1.2.1. The mapping L −→ K0(DFuk(M)) given by L −→ L induces
a well deﬁned homomorphism of groups
Θ : Gcob(M) −→ K0(DFuk(M)). (3)
The proof follows immediately from Theorem A. Indeed, let L1 + · · · + Lr be
a generator of RL, so that we have a Lagrangians cobordism V without positive
ends and with negative ends (L1, . . . , Lr). By Theorem A we have objects Z1  L1,
Z2, . . . , Zr−1, Zr  0 in DFuk(M) and a sequence of exact triangles:
Li[1] −→ Zi−1 −→ Zi −→ Li, ∀ 2 ≤ i ≤ r.
From this we obtain the following identities in K0(DFuk(M)):
Z1 = L1, Zi = Li + Zi−1 ∀ 2 ≤ i ≤ r, Zr = 0.
Summing these identities up, it readily follows that L1+· · ·+Lr=0 in K0(DFuk(M)).
This proves that RL is sent to 0 ∈ K0(DFuk(M)) under the mapping FL −→
K0(DFuk(M)), induced by L −→ L, hence the homomorphism Θ is well deﬁned.
An interesting question is when is the homomorphism Θ an isomorphism. This
question can sometimes be studied with the help of homological mirror symmetry
at least in those cases where it has been established. More precisely, if there ex-
ists a triangulated equivalence between an appropriate completion DcFuk(M) of
DFuk(M) and the bounded derived category of coherent sheaves DbCoh(M∨) on
the mirror manifold M∨, then there is an isomorphism between the associated K-
groups: K0(DcFuk(M)) ∼= K(M∨). The point is that in some cases the latter group
is well known. One can then combine such algebro-geometric information together
with constructions of Lagrangian cobordisms on the “M”-side, e.g. surgery (see §6
in [BC13]), in order to study the homomorphism Θ.
For such an approach one needs sometimes to adjust a bit the deﬁnitions of
Cob and DFuk(M) to include more structures, as indicated above, or to work with
particular classes of Lagrangian submanifolds L. The simplest non-trivial example
seems to be M = T2 (and M∨ = elliptic curve). Recent results of Haug [Hau13,
Hau14] show that in this case an appropriate version of Θ (deﬁned for a suitable
class L) is indeed an isomorphism.
1.3 Outline of the proof of Theorem B. The proof has essentially two main
steps.
1.3.1 The Fukaya category of cobordisms. As mentioned before, the ﬁrst step is
to deﬁne a Fukaya category of cobordisms in R2 ×M , which we denote Fukcob(R2 ×
M). The construction follows the set-up in Seidel’s book [Sei08]. In particular,
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the regularity of the relevant moduli spaces is insured by perturbing the Cauchy-
Riemann equation by Hamiltonian terms. Compared to the construction in [Sei08],
there are two additional major issues that have to be addressed in our setting: the
ﬁrst is that we work in a monotone situation and no longer an exact one. The second
is that Lagrangian cobordisms are embedded in a non-compact ambient manifold,
R
2 × M , and the total spaces of these cobordisms are non compact Lagrangians.
Thus we need to deal with compactness issues as well as with regularity at ∞.
Adapting the construction from the exact setting to the monotone one is in fact
non-problematic: it uses the same type of arguments as in our previous work [BC09].
The non-compactness issue turns out to be considerably more delicate. As in [BC13],
the main tool that we use to insure the compactness of moduli spaces of perturbed
J-holomorphic curves u is based on the open mapping theorem for holomorphic func-
tions in the plane. There is however a diﬃculty in implementing this strategy directly.
On one hand, the Hamiltonian perturbations needed to construct the A∞-category
have to be picked in such a way as to insure regularity, including at inﬁnity, which re-
quires perturbations that are not compactly supported. On the other hand, to apply
the compactness argument based on the open mapping theorem we need that, outside
of a compact in R2×M , the curves u satisfy a horizontally homogeneous equation in
the sense that the projections to R2 ∼= C of the curves u are holomorphic. These two
constraints: perturbations that are non-trivial at ∞ and horizontally homogeneous
equations are in general incompatible! To deal with this point we deﬁne the relevant
moduli spaces using curves u that satisfy perturbed J-holomorphic equations with
Hamiltonian perturbation terms that do not vanish at ∞ but that have a special
behavior away from a ﬁxed, suﬃciently big compact. The Hamiltonian perturbations
are so that the curves u transform by a speciﬁc change of variable—also known as
a naturality transformation—to curves v that are horizontally homogeneous at in-
ﬁnity. Compactness for the curves v implies then the desired compactness for the
curves u. The naturality transformation can be implemented in a coherent way along
all the moduli spaces used to deﬁne the A∞-multiplications (see Section 3.1) but
then two further problems arise. First, the boundary conditions for the curves u are
slightly diﬀerent from those considered e.g. in [Sei08] and thus energy bounds have
to be veriﬁed explicitly as they do not directly result from the calculations in [Sei08].
A second and more serious issue is that the boundary conditions for the curves v
are not ﬁxed but rather moving ones. As a consequence, proving compactness for
the curves v is not quite immediate and requires additional precision in the choice of
perturbations. This is implemented in Sections 3.1 and 3.3, where we use the term
bottleneck to indicate the particular proﬁle of the Hamiltonians that are adapted to
this purpose (see e.g. Figure 8 in Section 3.2.) These choices of particular Hamil-
tonian perturbations come back with a vengeance and complicate to a large extent
the proofs of various properties of the resulting A∞-category such as invariance.
1.3.2 Inclusion, triangles and ˜F . To construct the functor ˜F we ﬁrst compare
the two categories Fuk(M), Fukcob(R2 × M). Namely, we show that if γ : R → R2
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Figure 4: A cobordism V together with curves of the type αi’s
is a curve in the plane with horizontal ends, then there is an induced functor of
A∞-categories:
Iγ : Fuk(M) → Fukcob(R2 × M)
deﬁned on the corresponding Fukaya category of M . On objects this functor is
deﬁned by Iγ(L) = γ × L.
Denote A = Fuk(M) and ˜A = Fukcob(R2 × M). There is a Yoneda embedding
functor
Y : A → fun(A, Chopp),
where the right-hand side stands for A∞-functors from A to the opposite category
of chain complexes viewed as a dg-category. A similar Yoneda embedding is deﬁned
also on ˜A.
Fix now a cobordism (V ;L1 ∪ . . . ∪ Lk, L) as in Figure 4. Given any curve γ as
above, there is a functor MV,γ : A → Chopp deﬁned by
MV,γ = Y(V ) ◦ Iγ .
At the derived level, this functor only depends on the horizontal isotopy classes of V
and γ. We consider a particular set of curves α1, . . . , αk ⊂ R2 basically as in Figure
4. Therefore, we get a sequence of functors MV,i := MV,αi , i = 1, . . . , k.
We then show that these functors are related by exact triangles (in the sense of
triangulated A∞ categories):
T−1Y(Ls) → MV,s−1 → MV,s → Y(Ls) ∀ 2 ≤ s ≤ k. (4)
Moreover, there is a quasi-isomorphism φV : Y(L) → MV,k. The proof of this fact re-
quires the same type of arguments that appeared earlier in constructing the Fukaya
cobordism category together with some new geometric ingredients. In particular,
the key ingredient to show the existence of the exact triangles (4) is the fact that,
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with appropriate choices of data, the relevant perturbed holomorphic curves u that
contribute to the A∞ operations transform by naturality into curves v whose projec-
tion is holomorphic around the intersections of the curves αi and the projection of
V . By taking into account orientations and using again the open mapping theorem
it then follows that if such a curve (viewed as punctured polygon) has as entries
intersection points involving some of the ﬁrst s ends of V , then it has as exit an
intersection point also involving one of these ends. The exact sequences (4) are an
algebraic translation of this fact.
With the exact sequences (4) established, the deﬁnition of ˜F is relatively direct,
by translating the preceding structure to the derived setting. Finally, we verify that
˜F respects composition which is again a non-trivial step.
Remark 1.3.1. a. Apriori, a diﬀerent approach to the construction of the Fukaya
category of cobordisms, that avoids the diﬃcult perturbation issues above, would
be to use for the deﬁnition of all the relevant moduli spaces only horizontally
homogeneous equations. In this case, compactness is automatic but the algebraic
output of the construction is not an A∞-category but a weaker structure some-
times called a pre-A∞-category. For instance, the Floer complex CF (V, V ′) for two
cobordisms V and V ′ is only deﬁned if V and V ′ are distinct at ∞. This leads
to a plethora of further complications. It is not clear whether this other approach
can lead to a proof of Theorem B and, even more, to one shorter than the proof
here.
b. As explained in Section 1.3.2, transforming the curves u by naturality to curves
v whose projection is holomorphic outside of a certain compact ⊂ C is important
for the proof of Theorem B not only to deﬁne the Fukaya category of cobordisms
but also in the second step, where speciﬁc properties of planar holomorphic curves
enter the argument. Indeed, we actually need at that point rather ﬁne control on the
region of holomorphicity of the projection of v in the sense that it is not suﬃcient for
holomorphicity to take place at inﬁnity but also in regions where various cylindrical
projections of the Lagrangians involved intersect.
Fukaya categories in a variety of other non-compact situations have appeared
before in the literature, in particular in [AS10] and in [Sei12]. The construction in
Seidel’s paper [Sei12] is closest to the construction here and a number of results
from that paper are used here. Moreover, a rather straightforward adaptation of the
methods in [Sei12] leads to a category with objects cobordisms with ends only on one
side (that is cobordisms of the type V : ∅ → (L1, . . . , Lk)). Compactness, is insured
in [Sei12] by a variant of the maximum principle for harmonic functions and, while
it does require a special form of “disjoining” planar hamiltonian perturbations, all
naturality issues are bypassed. However, this setup is not applicable, at least directly,
to the proof of Theorem B not only because we need to deal with cobordisms with
arbitrary ends but, more importantly, because implementing the second step of the
proof in this setup does not seem immediate. In short, our choice here is to construct
the category Fukcob(C × M) in a form that is directly applicable to the proof of
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Theorem B. The construction in itself provides an alternative approach to that in
[Sei12] and is potentially of some independent interest.
2 Prerequisites
Here we ﬁx the setting of the paper, in particular the deﬁnition of the Lagrangian
cobordism category that we use, the relevant Fukaya category as well as all the
auxiliary constructions and conventions needed in the paper. Note that from now on
and through the remainder of the paper, a part of the notation from the Introduction
will change. Namely, the class of Lagrangian submanifolds L will be denoted L∗d, the
class of admissible cobordisms by Ld(C × M), the category Cob will be denoted by
Cobd0 and Fuk by Fukd. The meaning of the decorations d, ∗ and 0 in this notation
will be explained below.
We assume here that the manifold (M2n, ω) is compact. Lagrangian submanifolds
L ⊂ M will be generally assumed to be closed unless otherwise indicated.
The Subsections 2.1, 2.2, 2.3 and 2.4 are just recalls of various deﬁnitions and
constructions from [BC13] and Section 2.5 concerns the Fukaya category. Subsec-
tion 2.6 contains a description of the TS(−) construction that is more detailed and
precise than the one in [BC13].
2.1 Monotonicity. All families of Lagrangian submanifolds in our construc-
tions have to satisfy a monotonicity condition in a uniform way as described below.
Given a Lagrangian submanifold L ⊂ M let
ω : π2(M,L) → R , μ : π2(M,L) → Z
be the morphism given, respectively, by integration of ω and by the Maslov index.
The Lagrangian L is monotone if there exists a positive constant ρ > 0 so that for
all α ∈ π2(M,L) we have ω(α) = ρμ(α) and moreover the minimal Maslov number
NL := min{μ(α) : α ∈ π2(M,L) , ω(α) > 0}
satisﬁes NL ≥ 2.
We will use K = Z2 as the ground ring. However, we mention here that most
of the discussion generalizes to arbitrary rings under additional assumptions on the
Lagrangians.
For a closed, monotone Lagrangian L there is an associated basic Gromov-Witten
type invariant dL ∈ Z2 given as the number (mod 2) of J-holomorphic disks of
Maslov index 2 going through a generic point P ∈ L for J a generic almost complex
structure that is compatible with ω.
A family of Lagrangian submanifolds Li, i ∈ I, is uniformly monotone if each
Li is monotone and the following condition is satisﬁed: there exists d ∈ K so that
for all i ∈ I we have dLi = d and there exists a positive real constant ρ so that
the monotonicity constant of Li equals ρ for all i ∈ I. All the Lagrangians used in
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Figure 5: A cobordism V : (L′j)  (Li) projected on R
2
the paper will be assumed monotone and, similarly, the Lagrangian families will be
assumed uniformly monotone.
For d ∈ Z2 and ρ ≥ 0, we let Ld(M) be the family of closed, connected Lagrangian
submanifolds L ⊂ M that are monotone with monotonicity constant ρ and with
dL = d (we thus suppress ρ from the notation).
2.2 Cobordism: main definitions. The plane R2 is endowed with the sym-
plectic structure ωR2 = dx ∧ dy, (x, y) ∈ R2. The product ˜M = R2 × M is endowed
with the symplectic form ωR2 ⊕ ω. We denote by π : R2 × M → R2 the projection.
For a subset V ⊂ R2 × M and S ⊂ R2 we let V |S = V ∩ π−1(S).
Definition 2.2.1. Let (Li)1≤i≤k− and (L′j)1≤j≤k+ be two families of closed La-
grangian submanifolds of M . We say that these two (ordered) families are Lagrangian
cobordant, (Li)  (L′j), if there exists a smooth compact cobordism (V ;
∐
i Li,
∐
j L
′
j)
and a Lagrangian embedding V ⊂ ([0, 1] × R) × M so that for some 
 > 0 we
have:
V |[0,)×R =
∐
i
([0, 
) × {i}) × Li
V |(1−,1]×R =
∐
j
((1 − 
, 1] × {j}) × L′j .
(5)
The manifold V is called a Lagrangian cobordism from the Lagrangian family (L′j)
to the family (Li). We denote such a cobordism by V : (L′j)  (Li) or (V ; (Li),
(L′j))—see Figure 5.
A cobordism is called monotone if
V ⊂ ([0, 1] × R) × M
is a monotone Lagrangian submanifold.
It is often more convenient to view cobordisms as embedded in R2 × M . Given
a cobordism V ⊂ ([0, 1] × R) × M as in Deﬁnition 2.2.1 we can extend trivially its
negative ends towards −∞ and its positive ends to +∞ thus getting a Lagrangian
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V ⊂ R2 × M . We will in general not distinguish between V and V but if this
distinction is needed we will call
V =
(
∐
i
(−∞, 0] × {i} × Li
)
∪ V ∪
⎛
⎝
∐
j
[1,∞) × {j} × L′j
⎞
⎠ (6)
The R-extension of V . At certain points in the paper we will also use Lagrangians
in R2 ×M that are R-extensions of cobordisms V ⊂ ([a, b]×R)×M . The deﬁnition
of such cobordims is identical with the one above except with the interval [a, b]
replacing [0, 1].
More generally, by a Lagrangian submanifold with cylindrical ends we mean a
Lagrangian submanifold V ⊂ ˜M without boundary that has the following properties:
i. For every a < b the subset V |[a,b]×R is compact.
ii. There exists R+ such that
V |[R+,∞)×R =
k+
∐
i=1
[R+,∞) × {a+i } × L+i
for some a+1 < · · · < a+k+ and some Lagrangian submanifolds L+1 , . . . , L+k+ ⊂ M .
iii There exists R− ≤ R+ such that
V |(−∞,R−]×R =
k−
∐
i=1
(−∞, R−] × {a−i } × L−i
for some a−1 < · · · < a−k− and some Lagrangian submanifolds L−1 , . . . , L−k− ⊂ M .
We allow k+ or k− to be 0 in which case V |[R+,∞)×R or V |(−∞,R−]×R are void.
For every R ≥ R+ write E+R (V ) = V |[R,∞)×R and call it a positive cylindrical
end of V . Similarly, we have for R ≤ R− a negative cylindrical end E−R (V ).
If W is a Lagrangian submanifold with cylindrical ends then by an obvious mod-
iﬁcation of the ends (and a possible symplectomorphism on the R2 component) it is
easy to obtain a Lagrangian cobordism between the families of Lagrangians corre-
sponding to the positive and negative ends of W .
In order to simplify terminology, we will say that a Lagrangian with cylindrical
ends V is cylindrical outside of a compact subset K ⊂ R2 if V |R2\K consists of
horizontal ends, i.e. it is of the form E−R−(V ) ∪ E+R+(V ).
We will also need the following notion.
Definition 2.2.2. Two Lagrangians with cylindrical ends V ,W ⊂ ˜M are said to
be cylindrically distinct at inﬁnity if there exists R > 0 such that π(E+R (V )) ∩
π(E+R (W )) = ∅ and π(E−−R(V )) ∩ π(E−−R(W )) = ∅.
Finally, here is a class of Hamiltonian isotopies that will be useful in the following.
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Definition 2.2.3. (Horizontal isotopies). Let {Vt}t∈[0,1] be an isotopy of Lagrangian
submanifolds of ˜M with cylindrical ends. We call this isotopy horizontal if there
exists a (not necessarily compactly supported) Hamiltonian isotopy {ψt}t∈[0,1] of ˜M
with ψ0 = 1l and with the following properties:
i. Vt = ψt(V0) for all t ∈ [0, 1].
ii. There exist real numbers R′− < R− < R+ < R′+ such that for all t ∈ [0, 1],
x ∈ E±R′±(V0) we have ψt(x) ∈ E
±
R±
(V0).
iii. There is a constant K > 0 so that for all x ∈ E±R±(V0), |dπx(Xt(x))| < K.
Here Xt is the (time dependent) vector ﬁeld of the ﬂow {ψt}t∈[0,1].
We say that two Lagrangians V , V ′ ⊂ ˜M with cylindrical ends are horizontally
isotopic if there exists an isotopy as above {Vt}t∈[0,1] with V0 = V and V1 = V ′.
We will sometimes say that an ambient Hamiltonian isotopy {ψt}t∈[0,1] as above is
horizontal with respect to V0.
2.3 The category Cobd0(M). Consider ﬁrst the following category ˜Cobd(M),
d ∈ K. Its objects are families (L1, L2, . . . , Lr) with r ≥ 1, Li ∈ Ld(M). (Recall
that Ld(M) stands for the class of uniformly monotone Lagrangians L with dL = d
with the same monotonicity constant ρ which is omitted from the notation.) We will
denote by Ld(C × M) the Lagrangians in C × M that satisfy the same conditions:
they are uniformly monotone with the same dV = d and the same monotonicity
constant ρ.
To describe the morphisms in this category we proceed in two steps. First, for
any two horizontal isotopy classes of cobordisms [V ] and [U ] with V : (L′j)  (Li)
(as in Deﬁnition 2.2.1) and U : (K ′s)  (Kr) we deﬁne the sum [V ] + [U ] to be
the horizontal isotopy class of a cobordism W : (L′j) + (K
′
s)  (Li) + (Kr) so that
W = V
∐
˜U with ˜U a suitable translation up the y-axis of a cobordism horizontally
isotopic to U so that ˜U is disjoint from V .
The morphisms in ˜Cobd(M) are now deﬁned as follows. A morphism
[V ] ∈ Mor((L′j)1≤j≤S , (Li)1≤i≤T
)
is a horizontal isotopy class that is written as a sum [V ] = [V1] + · · · + [VS ] with
each Vj ∈ Ld(C ×M) a cobordism from the Lagrangian family formed by the single
Lagrangian L′j and a subfamily (Lr(j), . . . , Lr(j)+s(j)) of the (Li)’s, and so that r(j)+
s(j) + 1 = r(j + 1). In other words, V decomposes as a union of Vi’s each with a
single positive end but with possibly many negative ones. We will often denote such
a morphism by V : (L′j) −→ (Li)—see Figure 6.
The composition of morphisms is induced by concatenation followed by a rescal-
ing to reduce the “width” of the cobordism to the interval [0, 1].
We consider here the void set as a Lagrangian of arbitrary dimension. We now
intend to factor both the objects and the morphisms in this category by equivalence
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Figure 6: A morphism V : (L′1, L
′
2, L
′
3) −→ (L1, . . . , L6), V = V1 + V2 + V3, projected to R2
relations that will transform this category in a strict monoidal one. For the objects
the equivalence relation is induced by the relations
(L, ∅) ∼ (∅, L) ∼ (L). (7)
At the level of the morphisms a bit more care is needed. For each L ∈ Ld(M) we
will deﬁne two particular cobordisms ΦL : (∅, L)  (L, ∅) and ΨL : (L, ∅)  (∅, L)
as follows. Let γ : [0, 1] → [0, 1] be an increasing, surjective smooth function, strictly
increasing on (
, 1 − 
) and with γ′(t) = 0 for t ∈ [0, 
] ∪ [1 − 
, 1]. We now let
Φ(L) = graph(γ) × L and Ψ(L) = graph(1 − γ) × L. The equivalence relation for
morphisms is now induced by the following two identiﬁcations:
(Eq 1) For every cobordism V we identify V + ∅ ∼ ∅ + V ∼ V , where ∅ is the
void cobordism between two void Lagrangians.
(Eq 2) If V : L −→ (L1, . . . , Li, ∅, Li+2, . . . , Lk), then we identify V ∼ V ′ ∼
V ′′, where V ′ = ΦLi+2 ◦ V , V ′′ = ΨLi ◦ V.
To construct the category Cobd(M) we now consider the full subcategory S ⊂
˜Cobd(M) obtained by restricting the objects only to those families (L1, . . . , Lk) with
Li non-narrow for all 1 ≤ i ≤ k. Recall that a monotone Lagrangian is non-narrow
if its quantum homology QH(L) (with Λ = Z2[t, t−1] coeﬃcients) does not vanish.
Then Cobd(M) is obtained by the quotient of the objects of S by the equivalence
relation in (7) and the quotient of the morphisms of S by the equivalence relation
in (Equation 1), (Equation 2).
This category is called the Lagrangian cobordism category of M . As mentioned
before, it is a strict monoidal category, where the monoidal structure is deﬁned on
objects by concatenating tuples of Lagrangians and on morphisms by taking disjoint
unions of cobordisms, possibly after a suitable Hamiltonian isotopy.
The Theorem B requires an additional assumption on all the Lagrangians in our
constructions. Every Lagrangian L is required to satisfy:
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π1(L)
i∗−→ π1(M) vanishes, (8)
where i∗ is induced by the inclusion L ⊂ M . Alternatively, in case the ﬁrst Chern
class c1 and ω are proportional as morphisms deﬁned on H2(M ;Z) (and not only
on π2(M)) it is enough to assume that the image of i∗ is torsion. An analogous
constraint is imposed also to the Lagrangian cobordisms involved.
We denote by L∗d(M) the Lagrangians in Ld(M) that are non-narrow and ad-
ditionally satisfy (8). There is a subcategory of Cobd(M), that will be denoted by
Cobd0(M), whose objects consist of families of Lagrangians each one belonging to
L∗d(M) and whose morphisms are represented by Lagrangian cobordisms V satisfy-
ing the analogous condition to (8), but in R2 × M . This is again a strict monoidal
category.
2.4 Floer homology. In this subsection we recall some basic notation and
deﬁnitions concerning Lagrangian Floer homology. We refer the reader to [Oh93,
Oh295,Oh96] for the foundations of Floer homology for monotone Lagrangians, and
to [FOOO09,FOOO09] for the general case.
2.4.1 Lagrangian Floer homology. Let L0, L1 ⊂ M be two monotone Lagrangian
submanifolds with dL0 = dL1 = d. We assume in addition that L0 and L1 have the
same monotonicity constant (or in other words that the pair (L0, L1) is uniformly
monotone).
We assume that condition (8) is satisﬁed by all the Lagrangians and cobordisms
in the paper. An observation due to Oh [Oh93] shows that in this case one can
construct Floer complexes and the associated homology with coeﬃcients in Z2 as
summarized below.
Denote by P(L0, L1) = {γ ∈ C0([0, 1],M) | γ(0) ∈ L0, γ(1) ∈ L1} the space
of paths in M connecting L0 to L1. For η ∈ π0(P(L0, L1)) we denote the path
connected component of η by Pη(L0, L1).
Fix η ∈ π0(P(L0, L1)) and let H : [0, 1] × M → R be a Hamiltonian function
with Hamiltonian ﬂow ψHt . We assume that ψ
H
1 (L0) is transverse to L1. Denote by
Oη(H) the set of paths γ ∈ Pη(L0, L1) which are orbits of the ﬂow ψHt . Finally, we
choose also a generic 1-parametric family of almost complex structures J = {Jt}t∈[0,1]
compatible with ω.
The Floer complex CF (L0, L1; η;H,J) with coeﬃcients in Z2 is generated as a
Z2-vector space by the elements of Oη(H). The Floer diﬀerential
∂ : CF (L0, L1; η;H,J) −→ CF (L0, L1; η;H,J)
is deﬁned as follows. For a generator γ− ∈ Oη(H) we put
∂(γ−) =
∑
γ+∈Oη(H)
#2(M0(γ−, γ+;H,J))γ+.
Here M0(γ−, γ+;H,J) stands for the 0-dimensional components of the moduli space
of ﬁnite energy strips u : R× [0, 1] −→ M connecting γ− to γ+ that satisfy the Floer
equation
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∂su + J∂tu + ∇H(t, u) = 0 (9)
modulo the R-action coming from translation in the R coordinate; the number of
elements in M0(γ−, γ+;H,J) is ﬁnite due to condition (8) and is counted over Z2.
Remark 2.4.1. In this paper the Floer complexes, CF (−), are deﬁned over Z2 and
are not graded. Hence the associated Floer homology HF (−) is also un-graded. In
special situations one can endow CF (−) with some grading though not always over
Z (e.g. when L0 and L1 are both oriented, then there is a Z2-grading). See [Sei00]
for a systematic approach to these grading issues.
Standard arguments show that the homology HF (L0, L1; η;H,J) is independent
of the additional structures H and J up to canonical isomorphisms. We will therefore
omit H and J from the notation.
We often consider all components η ∈ π0(P(L0, L1)) together i.e. take the direct
sum complex
CF (L0, L1;H,J) =
⊕
η
CF (L0, L1; η;H,J) (10)
with total homology which we denote HF (L0, L1). There is an obvious inclusion
map iη : HF (L0, L1; η) −→ HF (L0, L1).
Remark 2.4.2. If L0 and L1 are transverse we can take H = 0 in CF (L0, L1;H,J).
When H = 0 we will omit it from the notation and just write CF (L0, L1;J). We
will sometimes omit J too when its choice is obvious.
2.4.2 Moving boundary conditions. Assume that L0 and L1 are two transverse
Lagrangians. Fix the component η and the almost complex structure J. We also
ﬁx once and for all a path γ0 in the component η. Now let ϕ = {ϕt}t∈[0,1] be a
Hamiltonian isotopy starting at ϕ0 = 1l. The isotopy ϕ induces a map
ϕ∗ : π0(P(L0, L1)) −→ π0(P(L0, ϕ1(L1)))
as follows. If η ∈ π0(P(L0, L1)) is represented by γ : [0, 1] → M then ϕ∗η is deﬁned
to be the connected component of the path t → ϕt(γ(t)) in P(L0, ϕ1(L1)).
The isotopy ϕ induces a canonical isomorphism
cϕ : HF (L0, L1; η) −→ HF (L0, ϕ1(L1);ϕ∗η) (11)
coming from a chain map deﬁned using moving boundary conditions (see e.g. [Oh93]).
The isomorphism cϕ depends only on the homotopy class (with ﬁxed end points) of
the isotopy ϕ.
Remark 2.4.3. These constructions also apply without modiﬁcation to cases when
M is not compact (but e.g. tame), if we have some way to insure that all solutions
u of ﬁnite energy as above have their image inside a ﬁxed compact set K ⊂ M .
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Finally, the constructions recalled here can also be adapted to the case of non-
compact Lagrangians with cylindrical ends. This will be pursued in much more
detail in this paper following essentially the approach from [BC13]. Other variants
appear in slightly diﬀerent settings in the literature (see for instance the works
of Seidel [Sei08], Abouzaid [Abo06], Auroux [Aur10], as well as earlier work of
Oh [Oh01]).
2.5 The Fukaya category Fukd(M). In this section we discuss the Fukaya
A∞-category Fukd(M) of uniformly monotone Lagrangians in M . We refer to Sec-
tion 4.8.3 for the basic algebraic background on A∞ categories. We emphasize that
we work here in an ungraded context and over Z2. We also recall that L∗d(M) is
the set of the Lagrangian submanifolds L of M that are uniformly monotone with
dL = d, so that L is non-narrow (in other words, QH(L) = 0) and, moreover, con-
dition (8) is satisﬁed. We will use the Floer constructions with the conventions in
Section 2.4.1.
In the paper we follow the deﬁnition and construction of the Fukaya A∞-category
from [Sei08] with the following diﬀerences:
i. The objects of Fukd(M) are the elements of L∗d(M). Thus we work with
monotone Lagrangians rather than exact ones.
ii. The morphism space homFukd(M)(L0, L1) between L0, L1 ∈ L∗d(M) is taken as
in [Sei08] to be the Floer complex CF (L0, L1;HL0,L1 , JL0,L1). However, there
are two diﬀerences concerning the A∞ operations. First, unlike [Sei08] we work
with homology rather than cohomology. Thus our Floer diﬀerential and higher
composition maps μk diﬀer from [Sei08] in the following way. If γ1, . . . , γk
are Hamiltonian chords, γi ∈ CF (Li−1, Li), then μk(γ1, . . . , γk) ∈ CF (L0, Lk)
counts perturbed holomorphic disks u : D\{z1, . . . , zk+1} −→ M with negative
punctures at zi ∈ ∂D, i = 1, . . . , k (corresponding to in-going strip like ends)
asymptotically emanating from the chords γ1, . . . , γk, and one positive punc-
ture at zk+1 ∈ ∂D corresponding to the output chord counted by μk(γ1, . . . , γk).
In contrast, in [Sei08] the punctures z1, . . . , zk are positive and z0 is negative.
As we work in an ungraded framework, our homological conventions have no
eﬀect on grading. The second diﬀerence is that we place the punctured points
z1, z1, . . . , zk+1 ∈ ∂D in clockwise order, whereas in [Sei08] the ordering is coun-
terclockwise. (Also note that we number the punctures with indices 1, . . . , k+1
rather than 0, . . . , k.) In our case, the arc connecting zi to zi+1 (clockwise ori-
ented) is mapped by u to Li, i = 1, . . . , k, and the arc connecting zk+1 to z1 is
mapped by u to L0.
iii. In the deﬁnition of the Floer data (HL0,L1 , JL0,L1) for each pair of Lagrangians
L0, L1 (see [Sei08] Chapter 9, (9j)) we add the following requirement. Write
JL0,L1 = {J(t)}t∈[0,1]. Let M1(Li;α, J(i)), i = 0, 1, be the moduli space
of J(i)-holomorphic disks with boundary on Li belonging to the homotopy
class α ∈ π2(M,Li) and with one marked point on the boundary. Let evi1 :
M1(Li;α, J(i)) → Li be the evaluation at the marked point. Recall that the
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generators of the Floer complex CF (L0, L1;HL0,L1 , JL0,L1) are Hamiltonian
chords γ : [0, 1] → M of HL0,L1 with γ(i) ∈ Li, i = 0, 1. We require that JL0,L1
be so that for all α ∈ π2(M,Li) with μ(α) = 2 and all chords γ, the points
γ(i), i = 0, 1, are regular values of the evaluation map evi1. A generic choice of
Floer datum (HL0,L1 , JL0,L1) satisﬁes this constraint.
iv. The deﬁnition of the μk composition maps of the A∞-category is given in
terms of counts of maps from punctured disks with boundary conditions along
a sequence of Lagrangians L0, . . . , Lk ∈ L∗d(M) that satisfy perturbed Cauchy-
Riemann equations. In the veriﬁcation of the relations among the μk’s appear
only moduli spaces of such disks of dimension 1 or less. The condition NL ≥ 2
implies that, in the moduli spaces involved in the construction of the μk’s and in
verifying the A∞ relations, no bubbling of disks or of spheres is possible except
for one case: moduli spaces of Floer strips of Maslov index 2 with the −∞ end
coinciding with the +∞ end. In this case, assuming that the side Lagrangians
are L0 and L1, there are two types of “bubbled” conﬁgurations: a disk of Maslov
2 with boundary on L0 that passes through the start of a Hamiltonian chord γ
or a similar disk with boundary on L1 that passes through the end of γ. In both
cases, one should view the conﬁguration as a pair consisting of a degenerate
Floer strip u concentrated on γ (i.e. u(s, t) = γ(t)) together with a bubbled
holomorphic disk, with boundary either on L0 or on L1. The fact that the
maps ev01 and ev
1
1 above are of the same degree d = dL0 = dL1 implies that the
exceptional “bubble” conﬁgurations discussed above cancel out algebraically
so that μ1 remains a diﬀerential.
More details on our speciﬁc conventions appear in Section 3 where part of the con-
struction of the Fukaya category is described in more detail (and in a more general
situation).
Once the geometric constructions above are accomplished this leads to an A∞-
category which is homologically unital. We denote this A∞-category by Fukd(M).
Of course, Fukd(M) depends on many choices of auxiliary structures (e.g. the
perturbation data etc.). Thus we have here in fact a family of A∞-categories, para-
metrized by a huge collection of choices of data. However, any two such categories
are quasi-isomorphic by a quasi-isomorphism which is canonical in homology. In
particular the associated derived categories are equivalent. In the next subsection
we will brieﬂy discuss these equivalences following [Sei08]. The construction will be
repeated in more detail later on in Section 3.6 when we discuss the same issues for
the Fukaya category of cobordisms.
2.5.1 Invariance properties of Fukd(M). Here we summarize the construction
from Chapter 10 of [Sei08], where more details and proofs can be found. See also
Section 4.8.3.
The Fukaya category constructed above depends on a choice of auxiliary struc-
tures such as a choice of strip-like ends, Floer and perturbation data etc. We denote
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by I the collection of all admissible such choices. For every i ∈ I we denote by
Fukd(M ; i) the corresponding Fukaya category. As explained in [Sei08] one can
construct one big A∞-category Fukd(M)tot together with a family of full and faith-
ful embeddings Fukd(M ; i) → Fukd(M)tot, i ∈ I. The outcome is that the fam-
ily Fukd(M ; i), i ∈ I, becomes a coherent system of A∞-categories. Moreover, in
this case the comparison functors F i1,i0 : Fukd(M ; i0) → Fukd(M ; i1) are in fact
quasi-isomorphisms acting as identity on objects and their corresponding homology
functors F i1,i0 : H(Fukd(M ; i0)) → H(Fukd(M ; i1)) are canonical.
We will go into more details of this type of construction in Section 3.6 when
dealing with comparison between diﬀerent Fukaya categories of cobordisms.
In view of the above we denote by abuse of notation any of the categories above
Fukd(M ; i) by Fukd(M) omitting the choice of structures i from the notation.
2.5.2 The derived Fukaya category. We continue to use here the notation from
Section 2.5.1.
We denote by DFukd(M ; i) the derived category associated to Fukd(M ; i),
i ∈ I, following the construction recalled in Section 4.8.3. Namely, we take the
triangulated closure Fukd(M ; i)∧ inside mod(Fukd(M ; i)) under the Yoneda image
of Fukd(M ; i). The derived Fukaya category DFukd(M ; i) is now obtained from
Fukd(M ; i)∧ by replacing the morphisms with their values in homology. These are
triangulated categories in the usual sense (no longer just A∞ ones). Moreover, the
functors F i1,i0 from Section 2.5.1 extend to canonical isomorphisms of the derived
categories F i1,i0 : DFukd(M ; i0) → DFukd(M ; i1) (see also Section A.6. The out-
come is a strict system of categories DFukd(M ; i), i ∈ I, in the sense of [Sei08].
In view of the above we denote all these derived Fukaya categories by DFukd(M),
omitting the choice of auxiliary structures i.
Remark 2.5.1. We emphasize that our variant of the derived Fukaya category does
not involve completion with respect to idempotents.
2.6 Cone decompositions over a triangulated category. The purpose of
the construction discussed in this section (again following [BC13]) is to parame-
trize the various ways to decompose an object by iterated exact triangles inside a
given triangulated category. This will be applied later in the paper to the category
DFukd(M).
We recall [Wei94] that a triangulated category C—that we ﬁx from now on—is
an additive category together with a translation automorphism T : C → C and a
class of triangles called exact triangles
T−1X u−→ X v−→ Y w−→ Z
that satisfy a number of axioms due to Verdier and to Puppe (see e.g. [Wei94]).
A cone decomposition of length k of an object A ∈ C is a sequence of exact
triangles:
T−1Xi
ui−→ Yi vi−→ Yi+1 wi−→ Xi
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with 1 ≤ i ≤ k, Yk+1 = A, Y1 = 0. (Note that Y2 ∼= X1.) Thus A is obtained
in k steps from Y1 = 0. To such a cone decomposition we associate the family
l(A) = (X1, X2, . . . , Xk) and we call it the linearization of the cone decomposition.
This deﬁnition is an abstract form of the familiar iterated cone construction in case
C is the homotopy category of chain complexes. In that case T is the suspension
functor TX = X[−1] and the cone decomposition simply means that each chain
complex Yi+1 is obtained from Yi as the mapping cone of a morphism coming from
some chain complex, in other words Yi+1 = cone(Xi[1]
ui−→ Yi) for every i, and
Y1 = 0, Yk+1 = A. Two cone decompositions {T−1Xi → Yi → Yi+1 → Xi}1≤i≤k and
{T−1Xi → Y ′i → Y ′i+1 → Xi}1≤i≤k of two diﬀerent objects A and, respectively, A′,
are said equivalent if there are isomorphisms Ii : Yi → Y ′i , 1 ≤ i ≤ k+1, making the
squares in the diagram below commutative:
T−1Xi
id

 Yi
Ii

 Yi+1
Ii+1

 Xi
id

T−1Xi  Y ′i  Y
′
i+1
 Xi
(12)
Such a family of isomorphisms is called an isomorphism of cone-decompositions. We
say that an isomorphism I : A → A′ extends to an isomorphism of the respective
cone-decompositions if there is an isomorphism of cone-decompositions with the
last term Ik+1 = I. In particular, two equivalent cone decompositions have the same
linearization.
We will now deﬁne a category TSC called the category of (stable) triangle (or
cone) resolutions over C. The objects in this category are ﬁnite, ordered families
(x1, x2, . . . , xk) of objects xi ∈ Ob(C).
We will ﬁrst deﬁne the morphisms in TSC with domain being a family formed
by a single object x ∈ Ob(C) and target (y1, . . . , yq), yi ∈ Ob(C). For this, con-
sider triples (φ, a, η), where a ∈ Ob(C), φ : x → T sa is an isomorphism (in C)
for some index s and η is a cone decomposition of the object a with lineariza-
tion (T s1y1, T s2y2, . . . , T sq−1yq−1, yq) for some family of indices s1, . . . , sq−1. Below
we will also sometimes denote by sq the shift index attached to the last element
yq with the understanding that sq = 0. A morphism Ψ : x −→ (y1, . . . , yq) is an
equivalence class of triples (φ, a, η) as before up to the equivalence relation given
by (φ, a, η) ∼ (φ′, a′, η′) if there is an isomorphism Ia : a → a′ which extends to an
isomorphism of the cone decompositions η and η′ and so that φ′ = (T sIa) ◦ φ.
The identity morphism id : x → x, where x ∈ Ob(C), is given by (id, x, ηx),
where ηx is the trivial cone decomposition of x given by the obvious exact triangle
x
id−→ x −→ 0 −→ Tx.
We now deﬁne the morphisms between two general objects. A morphism
Φ ∈ MorTSC((x1, . . . xm), (y1, . . . , yn))
is a sum Φ = Ψ1 ⊕ · · · ⊕ Ψm where Ψj ∈ MorTSC(xj , (yα(j), . . . , yα(j)+ν(j))), and
α(1) = 1, α(j + 1) = α(j) + ν(j) + 1, α(m) + ν(m) = n. The sum ⊕ means here
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the obvious concatenation of morphisms. With this deﬁnition this category is strict
monoidal, the unit element being given by the void family.
Next we make explicit the composition of the morphisms in TSC. We consider
ﬁrst the case of two morphisms Φ′, Φ,
Φ′ : x −→ (y1, . . . , yk), Φ′ = (φ′, a′, η′),
Φ : (y1, . . . , yh−1, yh, yh+1, . . . , yk) −→ (y1, . . . , yh−1, z1, . . . , zl, yh+1, . . . , yk),
(13)
where
Φ = id ⊕ · · · ⊕ id ⊕ Ψh ⊕ id ⊕ · · · ⊕ id, Ψh : yh −→ (z1, . . . , zl), Ψh = (φ, a, η).
We will now deﬁne Φ′′ = Φ◦Φ′. We will assume for simplicity that the families of
shifting degrees indices for both Φ′ and Φ are 0 (the general case is a straightforward
generalization of the argument below). From the morphism Φ′ we get an isomorphism
φ′ : x → a′ and a cone decomposition of a′ with linearization (y1, . . . , yk), i.e. objects
a′1 = 0, a′2, a′3, . . . , a′k, a
′
k+1 = a
′ and exact triangles:
T−1yi −→ a′i −→ a′i+1 −→ yi, i = 1, . . . , k. (14)
For i = h − 1, h, h + 1 we have:
T−1yh−1 −→ a′h−1 −→ a′h −→ yh−1
T−1yh −→ a′h −→ a′h+1 −→ yh
T−1yh+1 −→ a′h+1 −→ a′h+2 −→ yh+1.
(15)
Similarly, from the morphism Φ we obtain an isomorphism φ : yh → a, a sequence
of objects a1 = 0, a2, a3, . . . , al, al+1 = a and exact triangles:
T−1zj −→ aj −→ aj+1 −→ zj , j = 1, . . . , l. (16)
The composition Φ′′ = Φ ◦Φ′ : x −→ (y1, . . . , yh−1, z1, . . . , zl, yh+1, . . . , yk) is deﬁned
as the triple (φ′′, a′′, η′′) given as follows. First, there is an isomorphism of the middle
line in (15) with the exact triangle:
T−1a → a′h → a′′h+1 → a (17)
where the map T−1a → a′h is deﬁned as T−1a
T−1φ−1−→ T−1yh → a′h. Using (17) we
construct a sequence of triangles
T−1yj → a′′j → a′′j+1 → yj (18)
that are isomorphic with the respective triangles in (14) as follows: for j < h these
coincide with the triangles in (14); for j = h we use (17); ﬁnally for j > h these
triangles are constructed inductively by using as the ﬁrst map in each of these
triangles the composition T−1yj → a′j → a′′j+1 where a′j → a′′j is the isomorphism
constructed at the previous stage. This map can be completed to an exact triangle
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by the axioms of a triangulated category. We then put a′′ = a′′k+1. This is endowed
with an isomorphism φ′′0 : a′ → a′′ and we let φ′′ = φ′′0 ◦ φ′. It remains to describe
the cone decomposition η′′.
We will construct below new objects a′h,1, . . . , a
′
h,l+1 with a
′
h,1 = a
′
h = a
′′
h, a
′
h,l+1 =
a′′h+1 and exact triangles:
T−1zq −→ a′h,q −→ a′h,q+1 −→ zq, q = 1, . . . , l. (19)
With this at hand the cone decomposition η′′ is deﬁned by taking the cone decom-
position (18) and replacing the line i = h in it [i.e. (17)] by the list of triangles
from (19).
We now turn to the construction of the objects a′h,q and the triangles (19). Given
1 ≤ q ≤ l, let βq : aq → a be the morphism obtained by successive composition
of the middle arrows of (16) for j = q, . . . , l. Consider now the composition αq =
u′h ◦ (T−1φ−1)βq of the following three morphisms:
αq : T−1aq
βq−→ T−1a T
−1φ−1−−−−−→ T−1yh u
′
h−→ a′h,
where the last arrow u′l here is the ﬁrst arrow in the middle line of (15).
By the axioms of a triangulated category the morphism αq can be completed
into an exact triangle, i.e. there exists an object a′h,q ∈ Ob(C) and an exact triangle:
T−1aq
αq−→ a′h −→ a′h,q −→ aq. (20)
By the octahedral axiom and standard results on triangulated categories (see e.g.
[Wei94]) the triangles in (20) (for q and q+1) and those in (16) (for j = q and after
a shift) ﬁt into the following diagram:
T−2zq 

0

 T−1zq 

T−1zq

T−1aq
αq 

a′h

 a′h,q

 aq

T−1aq+1
αq+1 

a′h 

a′h,q+1 

aq+1

T−1zq  0  zq  zq
(21)
in which all rows and columns are exact triangles. (In fact, the diagram is determined
up to isomorphism by the upper left square, from which the upper two triangles
and left two triangles are extended. The existence of the third column follows from
octahedral axioms applied a few times.) Moreover, all squares in the diagram are
commutative (up to a sign).
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Note that the third column is precisely the triangle that we needed in (19) in
order to complete the construction of the composition in (13).
This deﬁnition is seen to immediately pass to equivalence classes and it remains
to deﬁne the composition Φ ◦ Φ′ of more general morphisms than (13). The case
when the domain of Φ′ consists of a tuple of objects in C and Φ is as in (13) is an
obvious generalization of the preceding construction. Next, the case when the rest of
the components of Φ are not necessarily id (but rather general cone decompositions
too) is done by reducing to the case discussed above by successive compositions.
Namely, assume that Φ′ : x → (y1, . . . , yk) and Φ = Ψ1+ · · ·+Ψk with Ψj : yj → wj ,
where x,wj are tuples of objects in C. We deﬁne
Φ ◦ Φ′ = (Ψ1 + id + · · · + id) ◦ · · · ◦ (id + · · · + id + Ψk) ◦ Φ′,
noting that each step of this composition is of the type already deﬁned.
This completes the deﬁnition of composition of morphisms in the category TSC.
It is not hard to see that the this composition of morphisms is associative—here it
is important that we are in fact using equivalence classes of cone-decompositions.
To conclude this discussion we remark that there is a projection functor
P : TSC −→ ΣC. (22)
Here ΣC stands for the stabilization category of C: ΣC has the same objects as C and
the morphisms in ΣC from a to b ∈ Ob(C) are morphisms in C of the form a → T sb
for some integer s.
The deﬁnition of P is as follows: P(x1, . . . xk) = xk and on morphisms it asso-
ciates to Φ ∈ MorTSC(x, (x1, . . . , xk)), Φ = (φ, a, η), the composition:
P(Φ) : x φ−→ T sa wk−→ T sxk
with wk : a → xk deﬁned by the last exact triangle in the cone decomposition η of
a,
T−1xk −→ ak −→ a wk−→ xk.
A straightforward veriﬁcation shows that P is indeed a functor. Moreover, we see
that any isomorphism φ : x → a in C is in the image of P: if φ = (φ, a, ηa) : x → a is
the morphism in TS(C) deﬁned by putting ηa to be the cone decomposition formed
by a single exact triangle T−1a → 0 → a → a, then P(φ) = φ.
3 The Fukaya Category of Cobordisms
The purpose of this section is to construct a Fukaya type category Fukdcob(C × M)
whose objects are cobordisms V ⊂ [0, 1] × R × M as deﬁned in Deﬁnition 2.2.1
that satisfy the condition (8) and are uniformly monotone with dV = d and with
the same monotonicity constant ρ ﬁxed before. Most of the time we identify such
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a cobordism V and its R-extension V ⊂ C × R. We denote the collection of these
cobordisms by CLd(C × M) ⊂ Ld(C × M). We follow in this construction Seidel’s
scheme from [Sei08]—as recalled in Section 2.5—but with some signiﬁcant modiﬁ-
cations that are necessary to deal with compactness issues due to the fact that our
Lagrangians are non-compact.
3.1 Strip-like ends and an associated family of transition functions.
We ﬁrst recall the notion of a consistent choice of strip-like ends from [Sei08]. Fix
k ≥ 2. Let Confk+1(∂D) be the space of conﬁgurations of (k + 1) distinct points
(z1, . . . , zk+1) on ∂D that are ordered clockwise. Denote by Aut(D) ∼= PLS(2,R)
the group of holomorphic automorphisms of the disk D. Put Rk+1 = Confk+1(∂D)/
Aut(D). Next, put
̂Sk+1 = (Confk+1(∂D) × D
)
/Aut(D).
The projection ̂Sk+1 → Rk+1 has the following sections ζi[z1, . . . , zk+1] = [(z1, . . . ,
zk+1), zi], i = 1, . . . , k + 1. Put Sk+1 = ̂Sk+1 \
⋃k+1
i=1 ζi(Rk+1). The ﬁbre bundle
Sk+1 → Rk+1
is called a universal family of (k+1)-pointed disks. Its ﬁbres Sr, r ∈ Rk+1, are called
(k + 1)-pointed (or punctured) disks.
Let Z+ = [0,∞)× [0, 1], Z− = (−∞, 0]× [0, 1] be the two inﬁnite semi-strips. Let
S be a (k + 1) pointed disk with punctures at (z1, . . . , zk+1). A choice of strip-like
ends for S is a collection of embeddings: 
Si : Z
− → S, 1 ≤ i ≤ k, 
Sk+1 : Z+ → S
that are proper and holomorphic and
(
Si )
−1(∂S) = (−∞, 0] × {0, 1}, lim
s→−∞ 

S
i (s, t) = zi, ∀ 1 ≤ i ≤ k,
(
Sk+1)
−1(∂S) = [0,∞) × {0, 1}, lim
s→∞ 

S
k+1(s, t) = zk+1.
Moreover, we require the 
Si , i = 1, . . . , k + 1, to have pairwise disjoint images. A
universal choice of strip-like ends for Sk+1 → Rk+1 is a choice of k + 1 proper
embeddings 
Si : Rk+1 × Z− → Sk+1, i = 1, . . . , k, 
Sk+1 : Rk+1 × Z+ → Sk+1 such
that for every r ∈ Rk+1 the restrictions 
Si |r×Z± consists of a choice of strip-like
ends for Sr. See [Sei08] for more details.
We extend the deﬁnition for the case k = 1, by setting R2 = pt and S2 = D \
{−1, 1}. We endow D \{−1, 1} by strip-like ends with identifying it holomorphically
with the strip R × [0, 1] endowed with its standard complex structure.
Pointed disks endowed with strip-like ends can be glued in the following way.
Let ρ ∈ (0,∞) and let S′, S′′ be two pointed disks with punctures at (z′1, . . . , z′k′+1)
and (z′′1 , . . . , z′′k′′+1) respectively. Fix q ∈ {1, . . . , k′′}. Deﬁne a new (k′ + k′′)-pointed
surface S′#ρS′′ by taking the disjoint union
S′ \ 
S′k′+1([ρ,∞) × [0, 1])
∐
S′′ \ 
S′′q ((−∞,−ρ] × [0, 1])
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and identifying 
S
′
k′+1(s, t) ∼ 
S
′′
q (s − ρ, t) for (s, t) ∈ (0, ρ) × [0, 1]. The family of
glued surfaces S′#ρS′′ inherits k′ + k′′ punctures on the boundary from S′ and S′′.
The disks S′, S′′ induce in an obvious way a complex structure on each S′#ρS′′,
ρ > 0, so that S′#ρS′′ is biholomorphic to a (k′ + k′′)-pointed disk. Thus we can
holomorphically identify each S′#ρS′′, ρ > 0, in a unique way, with a ﬁbre Sr(ρ) of
the universal family Sk′+k′′ → Rk′+k′′ . Finally, there are strip-like ends on S′#ρS′′
which are induced from those of S′ and S′′ by inclusion in the obvious way.
The space Rk+1 has a natural compactiﬁcation Rk+1 described by parametrizing
the elements of Rk+1\Rk+1 by trees [Sei08]. The family Sk+1 → Rk+1 admits a par-
tial compactiﬁcation Sk+1 → Rk+1 which can be endowed with a smooth structure.
Moreover, the ﬁxed choice of universal strip-like ends for Sk+1 → Rk+1 admits an
extension to Sk+1 → Rk+1. Further, these choices of universal strip-like ends for
the spaces Rk+1 for diﬀerent k’s can be made in a way that is consistent with these
compactiﬁcations (see Lemma 9.3 in [Sei08]).
For every k ≥ 2, we ﬁx a Riemannian metric ρk+1 on Sk+1 so that this metric
reduces on each surface Sr to a metric compatible with all the splitting/gluing
operations—it is consistent with respect to these operations in the same sense as the
choice of strip-like ends. Moreover we require the metrics ρk+1 to have the following
property: for every k ≥ 2 there exists a constant Ak+1 such that
lengthρk+1(∂Sr) ≤ Ak+1, ∀r ∈ R
k+1
. (23)
This requirement will be useful later for energy estimates as in Lemma 3.3.3 below.
Our construction requires an additional auxiliary structure which can be deﬁned
once a choice of universal strip-like ends is ﬁxed as above. This structure is a smooth
function a : Sk+1 → [0, 1] with some properties which we describe now. We start
with k = 1. In this case S2 = D \ {−1, 1} ∼= R × [0, 1] and we deﬁne a(s, t) = t,
where (s, t) ∈ R × [0, 1]. To describe a for k ≥ 2 write ar := a|Sr , r ∈ Rk+1. We
require the functions ar to satisfy the following for every r ∈ Rk+1—see Figure 7:
i. For each entry strip-like end 
i : Z− → Sr, 1 ≤ i ≤ k, we have:
a. ar ◦ 
i(s, t) = t, ∀ (s, t) ∈ (−∞,−1] × [0, 1].
b. ∂∂s(ar ◦ 
i)(s, 1) ≤ 0 for s ∈ [−1, 0].
c. ar ◦ 
i(s, t) = 0 for (s, t) ∈ ((−∞, 0] × {0}) ∪ ({0} × [0, 1]).
ii. For the exit strip-like end 
k+1 : Z+ → Sr we have:
a′. ar ◦ 
k+1(s, t) = t, ∀ (s, t) ∈ [1,∞) × [0, 1].
b′. ∂∂s(ar ◦ 
k+1)(s, 1) ≥ 0 for s ∈ [0, 1].
c′. ar ◦ 
k+1(s, t) = 0 for (s, t) ∈ ([0,+∞) × {0}) ∪ ({0} × [0, 1]).
The total function a : Sk+1 → [0, 1] will be called a global transition function. When
it is important to emphasize its dependence on k we will denote it also by ak+1.
Because the strip-like ends are picked consistently, the functions ak+1 can also be
picked consistently for diﬀerent values of k. This means that a extends smoothly to
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Figure 7: The constraints imposed on a transition function for a domain with three entries
and one exit: in the red region the function a equals (s, t) → t; along the blue arcs the function
a vanishes; the green region is a transition region. There are no additional constraints in the
black region (color ﬁgure online)
Sk+1 and moreover along the boundary ∂Sk+1 it coincides with the corresponding
pairs (or tuples) of functions ak
′+1 : Sk′+1 → [0, 1], ak′′+1 : Sk′+1 → [0, 1] with
k′ + k′′ = k + 1, corresponding to trees of split pointed disks. The proof of this
follows the same principle as that used in [Sei08] to show consistency for the strip-
like ends. The key point is compatibility with gluing/splitting. In other words, given
two pointed disks S′ and S′′, with k′ and k′′ punctures respectively, consider the
family of glued pointed disks S(ρ) = S′#ρS′′, where the gluing is done between the
positive puncture of S′ and the q’th negative puncture of S′′. We need to deﬁne
the transition function a(ρ) : S(ρ) → [0, 1] for large ρ, given the two transition
functions a′ and a′′ associated to S′ and S′′. For this note that a′ and a′′ satisfy
a′ ◦ 
S′k′+1(s, t) = t for s > 1 and a′′ ◦ 
S
′′
q (s, t) = t for s < −1. Thus the functions a′
and a′′ glue together to form a new function a(ρ) : S(ρ) → [0, 1] which restricts to
a′ and a′′ when ρ → ∞. This procedure deﬁnes the function a near the boundary of
Sk′+k′′ , and one can extend it to the rest of Sk′+k′′ keeping the requirements i(a)–i(c)
and ii(a’)–ii(c’) above. It follows that global transition functions exist and extend
to a : Sk+1 → [0, 1] for all k ≥ 1, in a way which is consistent with splitting/gluing.
Note that given a ﬁxed consistent choice of universal strip-like ends, the choices of
associated global transition functions form a contractible set.
The following result will be of use later in the paper.
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Figure 8: The graphs of h− and h+ and the image of R by the Hamiltonian diﬀeomorphism
(φh1 )
−1. The proﬁle of the functions h− at −3/2 and h+ at 5/2 are the “bottlenecks”
Lemma 3.1.1. Let aj+1 : Sj+1 → [0, 1], 1 ≤ j ≤ k, be a choice of consistent global
transition functions. Then there exists a constant Cka > 0 (which depends on the
metric ρk+1) so that for any r ∈ Rk+1 and any tangent vector ξ ∈ T (∂Sr) we have:
|dak+1r (ξ)| ≤ Cka |ξ|ρk+1 .
The proof of this lemma is straightforward and is based on the following facts:
- The metrics ρk+1 are compatible with gluing/splitting. Note that the prop-
erty (23) of the metrics ρk+1 plays no role here.
- For x ∈ ⋃ki=1 
i((−∞,−1]× {0, 1}) ∪ 
k+1([1,∞)× {0, 1}) and ξ ∈ Tx(∂Sr) we
have dar(ξ) = 0.
- Rk+1 is compact so that if U ⊂ Sk+1 is an arbitrarily small neighborhood of
the union of all the punctures—both those associated to the strata in ∂Rk+1
as well as those corresponding to the entries and the exit—then Sk+1\U is
compact.
- The strip-like ends as well as the global transition function a are compatible
with respect to gluing so that if the neighborhood U is suﬃciently small, then
dar(ξ) = 0 for all x ∈ ∂Sr ∩ U , ξ ∈ Tx(∂Sr).
We leave the details of the argument to the reader.
3.2 J-holomorphic curves. This section describes the particular perturbed
J-holomorphic curves that will be used in the deﬁnition of the higher compositions
in the category Fukdcob(C × M). To simplify notation we write ˜M = C × M and
endow it with the symplectic form ω˜ = ωR2 ⊕ω, where ω is the symplectic structure
of M . We denote by π : ˜M → C the projection.
We ﬁx a function h : R2 → R so that (see also Figure 8):
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i. The support of h is contained in the union of the sets
W+i = [2,∞) × [i − 
, i + 
] and W−i = (−∞,−1] × [i − 
, i + 
], i ∈ Z,
where 0 < 
 < 1/4.
ii. The restriction of h to each set T+i = [2,∞) × [i − 
/2, i + 
/2] and T−i =
(−∞,−1]× [i− 
/2, i+ 
/2] is respectively of the form h(x, y) = h±(x), where
the smooth functions h± satisfy:
a. h− : (−∞,−1] → R has a single critical point in (−∞,−1] at −32 and this
point is a non-degenerate local maximum. Moreover, for all x ∈ (−∞,−2),
we have h−(x) = α−x + β− for some constants α−, β− ∈ R with α− > 0.
b. h+ : [2,∞) → R has a single critical point in [2,∞) at 52 and this point
is also a non-degenerate maximum. Moreover, for all x ∈ (3,∞) we have
h+(x) = α+x + β+ for some constants α+, β+ ∈ R with α+ < 0.
iii. The Hamiltonian isotopy φht : R
2 → R2 associated to h exists for all t ∈ R.
Moreover, the derivatives of the functions h± are suﬃciently small so that the
Hamiltonian isotopy φht keeps the sets [2,∞) × {i} and (−∞,−1] × {i} inside
the respective T±i for −1 ≤ t ≤ 1.
iv. The Hamiltonian isotopy φht preserves the strip [−32 , 52 ] × R for all t, in other
words φht
(
[−32 , 52 ] × R
)
= [−32 , 52 ] × R for every t.
For example, we can deﬁne h(x, y) = h−(x)σi(y) on W−i , where h− is a function
as above with the constant β− adjusted so that h−(−32) = 0 and σi : [i−
, i+
] → R
is a function that vanishes near i ± 
 and equals 1 near i. We deﬁne h on W+i in
an analogous way. Next extend h by 0 on the rest of (−∞,−1] × R and the rest of
[2,∞) × R. Finally extend h to the rest of [−1, 2] × R in an arbitrary way (so that
φht exists for all t). It is easy to see that such an h has properties i-iv above.
Notice that there are inﬁnitely many sets W±i , two for each integer i. Also, the
signs of the constants α+, α− are prescribed by the points ii.a and ii.b. It follows
from the description of the functions h± that for every i ∈ Z and t ∈ [−1, 1] we have:
φht
(
(2,∞) × {i}) ∩ ((2,∞) × {i}) = (52 , i),
φht
(
(−∞,−1) × {i}) ∩ ((−∞,−1) × {i}) = (−32 , i).
These properties of the functions h± will be used in establishing compactness for
J-holomorphic curves. The function h itself will be referred to in the following as
a proﬁle function and the two critical points (−3/2, i) and (5/2, i) will be called its
bottlenecks.
The functions h, h± are an essential ingredient in deﬁning Floer perturbation
data for a pair of cobordisms (V, V ′). The construction of these perturbations will
be explained in detail further below. For the moment, we explain in the next remark
the role of the particular shape of h.
Remark 3.2.1. The behavior of h at the points −3/2 and 5/2 is essential in two
respects. On one hand, the shape of h± at these points will play the role of a “bottle-
neck”, limiting the behavior of holomorphic curves in the neighborhood of (−3/2, i)
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and (5/2, i). This insures compactness for the relevant perturbed ˜J-holomorphic
curves for certain restricted almost complex structures ˜J on C × M . On the other
hand, the fact that the critical points of h− and h+ are maxima implies that the al-
most complex structures ˜J in question are regular in the sense required to deﬁne the
A∞-category. Additionally, the self Floer homology HF (V, V ), deﬁned using a per-
turbation based on h, is isomorphic to the relative Lagrangian quantum homology
QH(V, ∂V ) and is therefore unital. See Remark 3.5.1 for more on that.
For each pair of cobordisms V, V ′ ∈ CLd(˜M) we pick a Floer datum DV,V ′ =
(H¯V,V ′ , JV,V ′) consisting of a Hamiltonian H¯V,V ′ : [0, 1] × ˜M → R and a (possibly
time dependent) almost complex structure JV,V ′ on ˜M which is compatible with
ω˜. We will also assume that each Floer datum (H¯V,V ′ , JV,V ′) satisﬁes the following
conditions:
i. φH¯V,V ′1 (V ) is transverse to V
′.
ii. Write points of ˜M = C×M as (x, y, p) with x+iy ∈ C, p ∈ M . We require that
there exists a compact set KV,V ′ ⊂ (−54 , 94)×R ⊂ C so that H¯V,V ′(t, (x, y, p)) =
h(x, y) + HV,V ′(t, p) for (x + iy, p) outside of KV,V ′ × M , for some HV,V ′ :
[0, 1] × M → R.
iii. The projection π : ˜M → C is (JV,V ′(t), (φht )∗i)-holomorphic outside of KV,V ′ ×
M for every t ∈ [0, 1].
Note that these conditions imply that the time-1 Hamiltonian chords PH¯V,V ′ of
H¯V,V ′ that start on V and end on V ′, form a ﬁnite set. Indeed, the chords that
project to (−32 , i) or to (52 , i) are ﬁnite in number due to condition i. Further, if γ
is a chord that does not project to one of these points, it follows from conditions ii
and iii in the deﬁnition of h, that such a chord γ is contained in [−54 , 94 ] × R × M
and so there can only be a ﬁnite number of such chords too. Thus the number of
elements in PH¯V,V ′ is ﬁnite.
For a (k+1)-pointed disk Sr, we denote by Ci ⊂ ∂Sr the connected components of
∂Sr indexed so that C1 goes from the exit to the ﬁrst entry, Ci goes from the (i−1)th
entry to the i, 1 ≤ i ≤ k, and Ck+1 goes from the kth entry to the exit. (Recall that
we order the punctures on the boundary of Sr in a clockwise orientation.)
In order to describe the version of the Cauchy-Riemann equation relevant for our
purposes we need to choose additional perturbation data. We follow partially the
scheme from [Sei08]. To every collection Vi ∈ CLd(C × M), 1 ≤ i ≤ k + 1 we choose
a perturbation datum DV1,...,Vk+1 = (Θ,J) consisting of:
i. A family Θ = {Θr}r∈Rk+1 , where Θr ∈ Ω1(Sr, C∞(˜M)) is a 1-form on Sr
with values in smooth functions on ˜M (considered as autonomous Hamiltonian
functions). We write Θr(ξ) : ˜M → R for the value of Θr on ξ ∈ TSr. When
there is no risk of confusion we write Θ instead of Θr.
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ii. J = {Jz}z∈Sk+1 is a family of ω˜-compatible almost complex structure on ˜M ,
parametrized by z ∈ Sr, r ∈ Rk+1. We will sometimes write J(z, p˜) for the
complex structure Jz acting on Tp˜˜M .
The forms Θr induce forms Y r = Y Θ
r ∈ Ω1(Sr, C∞(T ˜M)) with values in (Hamil-
tonian) vector ﬁelds on ˜M via the relation Y (ξ) = XΘ(ξ) for each ξ ∈ TSr (in other
words, Y (ξ) is the Hamiltonian vector ﬁeld on ˜M associated to the autonomous
Hamiltonian function Θ(ξ) : ˜M → R).
The perturbation data DV1,...,Vk+1 is required to satisfy additional conditions
which we will explain shortly. However, before doing so, here is the relevant Cauchy-
Riemann equation associated to DV1,...,Vk+1 (see [Sei08] for more details):
u : Sr → C × M, Du + J(z, u) ◦ Du ◦ j=Y +J(z, u) ◦ Y ◦ j, u(Ci) ⊂ Vi. (24)
Here j stands for the complex structure on Sr. The i-th entry of Sr is labeled
by a time-1 Hamiltonian orbit γi ∈ PH¯Vi,Vi+1 and the exit is labeled by a time-1
Hamiltonian orbit γk+1 ∈ PH¯V1,Vk+1 . The map u veriﬁes u(Ci) ⊂ Vi and u is required
to be asymptotic—in the usual Floer sense—to the Hamiltonian orbits γi on each
respective strip-like end.
The perturbation data DV1,...,Vk+1 are constrained by a number of additional
conditions that we now list. Most of these conditions are similar to the analogous ones
in the setting of [Sei08] but there are also some signiﬁcant diﬀerences so that we go
through this part in detail. We indicate the diﬀerent points with ∗. For further use we
denote by sV1,...,Vk+1 ∈ N the smallest l ∈ N so that π(V1
⋃ · · ·⋃Vk+1) ⊂ R × (−l, l).
Write h¯ = h ◦ π : ˜M → R, where h : R2 → R is the function described at the
beginning of this section. We also write
U ri = 

Sr
i
(
(−∞,−1] × [0, 1]) ⊂ Sr, i = 1, . . . , k,
U rk+1 = 

Sr
k+1
(
[1,∞) × [0, 1]) ⊂ Sr,
Wr =
k+1
⋃
i=1
U ri .
The conditions on DV1,...,Vk+1 are the following:
i. Asymptotic conditions For every r ∈ Rk+1 we have Θ|Uri = H¯Vi,Vi+1dt, i =
1, . . . , k and Θ|Urk+1 = H¯V1,Vk+1dt. (Here (s, t) are the coordinates parametrizing
the strip-like ends.) Moreover, on each U ri , i = 1, . . . , k, Jz coincides with
JVi,Vi+1 and on U
r
k+1 it coincides with JV1,Vk+1 , i.e. JSri (s,t) = JVi,Vi+1(t) and
similarly for the exit end. Thus, over the part of the strip-like ends Wr the
perturbation datum DV1,...,Vk+1 is compatible with the Floer data DVi,Vi+1 , i =
1, . . . , k and DV1,Vk+1 .
ii∗. Special expression for Θ. The restriction of Θ to Sr equals
Θ|Sr = dar ⊗ h¯ + Θ0
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for some Θ0 ∈ Ω1(Sr, C∞(˜M)) which depends smoothly on r ∈ Rk+1. Here
ar : Sr → R are the transition functions from Section 3.1. The form Θ0 is
required to satisfy the following two conditions:
a. Θ0(ξ) = 0 for all ξ ∈ TCi ⊂ T∂Sr.
b. There exists a compact set KV1,...,Vk+1 ⊂ (−32 , 52)×R which is independent
of r ∈ Rk+1 so that KV1,...,Vk+1 × M contains all the sets KVi,Vj involved
in the Floer datum DVi,Vj , and with
KV1,...,Vk+1 ⊃
([
−5
4
,
9
4
]
× [−sV1,...,Vk+1 ,+sV1,...,Vk+1
]
)
so that outside of KV1,...,Vk+1 ×M we have Dπ(Y0) = 0 for every r, where
Y0 = XΘ0 .
iii.∗ Outside of KV1,...,Vk+1×M the almost complex structure J has the property that
the projection π is (Jz, (φhar(z))∗(i))-holomorphic for every r ∈ Rk+1, z ∈ Sr.
Remark 3.2.2. a. The form Y0 coincides with dt ⊗ XHVi,Vi+1 (respectively dt ⊗
XHV1,Vk+1 ) on each strip-like end. This will play a role when proving com-
pactness for Floer polygons [i.e. solutions of Equation (24)], for example in
Lemma 3.3.2. The point is that after applying a naturality transformation—
as given explicitly in (25)—to solutions of (24) we would like to obtain maps
v : Sr −→ C × M whose projection to C is holomorphic outside a prescribed
region in the plane. The fact that Y0 is vertical along the strip-like ends (i.e.
Dπ(Y0) = 0) is important in this respect.
b. The only diﬀerence of substance concerning the point ii∗ in comparison with
the setting in [Sei08] is that we do not require Y to satisfy Y (ξ) = 0 for all
ξ ∈ T (∂Sr). In fact, the form da ⊗ X h¯ already does not, in general, satisfy
this condition on the strip-like ends. Still, the usual Fredholm theory remains
valid in this case. There are some changes however related to the treatment of
compactness. We will discuss explicitly this point further below.
c. The role of the transition functions a : Sk+1 → [0, 1] is to identify the solutions
of Equation (24) to solutions of an equation for which compactness can be
easily veriﬁed. In particular, this involves the constraint on the almost complex
structure at the point iii∗. The notation there means (φhar(z))∗(i) := Dφ
h
ar(z)
◦
i ◦ (Dφhar(z))−1.
Using the above choices of data we will construct the A∞-category Fukdcob(C×M)
by the usual method from [Sei08]. The objects of this category are Lagrangians
cobordisms V ⊂ C×M , the morphisms space between the objects V and V ′ will be
CF (V, V ′;DV,V ′), the Z2-vector space generated by the Hamiltonian chords PH¯V,V ′ .
The A∞ structural maps μk, k ≥ 1, are deﬁned by counting pairs (r, u) with r ∈ Rk+1
and u a solution of (24) as in [Sei08]. There are a few more ingredients needed for
this construction to work in our setting: we need to establish apriori energy estimates
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and prove that they are suﬃcient for Gromov compactness to apply. We also need to
show that it is possible to choose the various data involved so as to insure regularity.
We will deal in Section 3.3 with compactness and in Section 3.4 with regularity. As
mentioned in Remark 3.2.1, both points depend on our choice of bottlenecks. We
sum up the construction in Section 3.5.
3.3 Energy bounds and compactness. We begin with the following general
Proposition which will be useful in the sequel.
Proposition 3.3.1. Let Σ,Γ be Riemann surfaces, not necessarily compact, Σ pos-
sibly with boundary and Γ without boundary. Let w : Σ → Γ be a continuous map,
and U ⊂ Γ an open connected subset. Assume that:
1. image (w) ∩ U = ∅.
2. w is holomorphic over U , i.e. w|w−1(U) : w−1(U) → U is holomorphic.
3. w(∂Σ) ∩ U = ∅.
4.
(
image (w) \ image (w)) ∩ U = ∅.
Then image (w) ⊃ U . In particular, if image (w) ⊂ Γ is compact then so is U .
Proof. We have image (w) ∩ U = image (w) ∩ U = closed subset of U . At the same
time, our assumptions and the open mapping theorem for holomorphic functions
imply that image (w) ∩ U = w(IntΣ) ∩ U = open subset of U . As U is connected,
we obtain image (w) ∩ U = U.
We will mainly use Proposition 3.3.1 with Σ = Sr or an open subset of Sr and
Γ = C.
We now turn to compactness in our speciﬁc situation. The role of the transition
functions a : Sk+1 → [0, 1] in our construction is reﬂected in the following result.
Lemma 3.3.2. Let V1, . . . Vk+1 ∈ CLd(M) be k + 1 cobordisms. Fix Floer and per-
turbation data as in Section 3.2. Then there exists a constant C = CV1,...,Vk+1 that
depends only on the cobordisms V1, . . . , Vk+1, the Floer data and the perturbation
data, such that for every r ∈ Rk+1 and every solution u : Sr → C × M of (24), we
have u(Sr) ⊂ BV1,...,Vk+1 × M , where BV1,...,Vk+1 = [−32 , 52 ] × [−C,C].
Proof. First note that, due to our assumptions on h, the subset [−32 , 52 ]× R ×M as
well as its complement are both invariant under the ﬂow φh¯t of h¯.
We now deﬁne an auxiliary constant. Let C ′ > 0 be large enough such that the
set B′ = [−32 , 52 ] × [−C ′, C ′] satisﬁes the following conditions for every t ∈ [0, 1]:
1. B′ ⊃ (φht )−1
(
π(Vi) ∩
(
[−32 , 52 ] × R
)
)
.
2. B′ ⊃ (φht )−1(KV1,...,Vk+1).
3. B′ ⊃ (φht )−1(π(γ(t))) for every chord γ : [0, 1] → C × M in PH¯Vi,Vi+1 , i =
1, . . . , k, and in PH¯V1,Vk+1 .
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The proof is based on the following auxiliary Lemma.
Auxiliary Lemma. Let r ∈ Rk+1 and u : Sr → C × M a solution of (24). Define
v : Sr → C × M by the formula:
u(z) = φh¯ar(z)(v(z)), (25)
where ar : Sr → [0, 1] is the transition function. We have image (v) ⊂ B′.
Proof of the Auxiliary Lemma. A straightforward calculation shows that the
Floer equation (24) for u transforms into the following equation for v:
Dv + J ′(z, v) ◦ Dv ◦ j = Y ′ + J ′(z, v) ◦ Y ′ ◦ j. (26)
Here Y ′ ∈ Ω1(Sr, C∞(TM)) and J ′ are deﬁned by:
Y = Dφh¯a(z)(Y
′) + dar ⊗ X h¯, Jz = (φh¯ar(z))∗J ′z. (27)
The map v satisﬁes the following moving boundary conditions:
∀ z ∈ Ci, v(z) ∈ (φh¯a(z))−1(Vi). (28)
The asymptotic conditions for v at the punctures of Sr are as follows. For i = 1, . . . , k,
v(
i(s, t)) tends as s → −∞ to a time-1 chord of the ﬂow (φh¯t )−1 ◦ φ
H¯Vi,Vi+1
t starting
on Vi and ending on (φh¯1)
−1(Vi+1). (Here 
i(s, t) is the parametrization of the strip-
like end at the i’th puncture.) Similarly, v(
k+1(s, t)) tends as s → ∞ to a chord
of (φh¯t )
−1 ◦ φH¯V1,Vk+1t starting on V1 and ending on (φh¯1)−1(Vk+1). Note that there
exists δ > 0 (that depends on the function h) such those chords that lie outside
of [−32 + δ, 52 − δ] × R × M have constant projection under π to points of the type
(−32 , q) or (52 , q), q ∈ Z. The proof of the Auxiliary Lemma is based on three claims,
as follows.
Claim 1. Put v′ = π◦v : Sr → C. The map v′ is holomorphic over C\([−32 +δ′, 52 −
δ′] × [−C ′, C ′]) for small enough δ′ > 0.
Indeed, let z ∈ Sr be a point with v′(z) /∈ [−32 + δ′, 52 − δ′]× [−C ′, C ′]. The vector
ﬁeld Y from Equation (24) is of the form Y = Y0+dar⊗X h¯ with Dπ(Y0) = 0 so that
for Y ′ we have Y0 = Dφh¯a(z)(Y
′). The Hamiltonian vector ﬁeld X h¯ is horizontal with
respect to C × M , hence Dπ(Y ′) = 0. Further, by property iii∗ and the deﬁnition
of J ′ from (27) we have that at the point z the projection π is (J ′, i)-holomorphic.
This proves Claim 1.
Deﬁne now the following subsets (see Figure 9):
R =
(
k+1
⋃
i=1
⋃
t∈[0,1]
(φht )
−1(π(Vi))
)
∩ (C \ B′), Q = C \ (R ∪ B′),
I =
(
{
(−32 , q) | q ∈ Z
} ∪ {(52 , q) | q ∈ Z
}
)
∩ B′.
It is easy to see that Q ⊂ C is open and that R ⊂ R ∪ I.
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Figure 9: The projection to C of Vi, Vj , φh¯t (Vj) and the regions R, Q
Claim 2. v′(Sr) ∩ Q = ∅.
To see this, ﬁrst note that all connected components of Q are unbounded, hence
none of them has compact closure. Now assume by contradiction that v′(Sr) inter-
sects Q. Let Q0 be one of the connected components of Q that intersects v′(Sr).
Note that v′(∂Sr) ⊂ B′ ∪ R hence v′(∂Sr) ∩ Q0 = ∅. Note also that all the chords
corresponding to the ends of v′ are disjoint from Q0, hence (v′(Sr)\v′(Sr))∩Q0 = ∅.
Finally, v′(Sr) is clearly compact. Thus we can apply Proposition 3.3.1 with w = v′,
Σ = Sr, Γ = C and U = Q0 and obtain that Q0 is compact. A contradiction. This
concludes the proof of Claim 2.
Note that the intersection points between π(Vi) ∩ (C \ IntB′) and π(φht (Vj)) ∩
(C \ IntB′) are all in I.
Claim 3. Let P ∈ I. Then for every z ∈ Int (Sr), v′(z) = P .
Indeed, if there were a point z with v′(z) = P , then as v′ is holomorphic in a
neighborhood of z the open mapping would imply that there is a neighborhood of
P which is contained in the image of v′. But Any neighborhood of P must intersect
Q, hence we obtain a contradiction to Claim 2. This concludes the proof of Claim 3.
We are now ready to prove the main statement of the Auxiliary Lemma, i.e.
image (v′) ⊂ B′. By what we have proved so far, it is enough to show that image (v′)∩
R = ∅ which we now proceed to show. Indeed, suppose by contradiction that
image (v′) ∩ R = ∅. As all the Hamiltonian chords corresponding to v are inside
B′ × M we have only two possibilities:
1. image (v′) ⊂ R ∪ I and image (v′) is not constant at one of the points of I.
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2. There exists z0, z1 ∈ Sr with v′(z0) ∈ R and v′(z1) ∈ B′ \ I.
We begin by ruling out possibility 2. Let {zt}t∈[0,1] be a path in Sr connecting
z0 to z1 and such that zt ∈ Int (Sr) for every 0 < t < 1. As
∂B′ ∩ ∂R ⊂ I
it follows that there exists 0 < t0 < 1 such that v′(zt0) ∈ I. However, this contradicts
the Claim 3. This rules out possibility 2.
Assume now that possibility 1 occurs. Then image (v′) is entirely contained inside
R0, where R0 ⊂ R is one of the connected components. Now R0 = R0 ∪ {P}, where
P ∈ I. Without loss of generality assume that P = (−32 , q) for some q ∈ Z (the case
P = (52 , q) can be dealt with in an analogous way). Note that all the Hamiltonian
chords that lie in R0 × M project via π to the point P . In particular, at the exit
puncture of Sr, the map v′ tends to P , i.e.
lim
s→∞ v
′(
k+1(s, t)) = P. (29)
Put v′′ = v′ ◦ 
k+1 : [0,∞) × [0, 1] → C. We have v′′(s, 0) ∈ (−∞, 32 ] × {q} for
every s ≥ 0. We claim that for every s ≥ 0 we have ∂sv′′(s, 0) ≤ 0. Indeed, if
∂sv
′′(s0, 0) > 0 for some s0 ≥ 0 then as v′′ is holomorphic we have ∂tv′′(s0, 0) =
i∂sv
′′(s0, 0) ∈ iR≥0. It follows that for t close enough to 0, v′′(s0, t) ∈ Q. But this
contradicts the statement at Claim 2. Thus, ∂sv′′(s, 0) ≤ 0 for every s ≥ 0. On the
other hand we have lims→∞ v′′(s, 0) = P . It follows that v′′(s, 0) = P for every s ≥ 0.
From this it is not hard to see (e.g. by a reﬂection argument) that v′′ is the constant
map at P . A contradiction. This rules out possibility 1, and concludes the proof of
the Auxiliary Lemma.
We now return to the proof of Lemma 3.3.2. Let C = CV1,...,Vk+1 > 0 to be a large
enough constant so that the subset B = [−32 , 52 ] × [−C,C] satisﬁes
B ⊃
⋃
τ∈[0,1]
φhτ (B
′),
where B′ is the subset in the Auxiliary Lemma. For every r ∈ Rk+1 and every
solution u : Sr → C × M of (24) we have image (u) ⊂ B × M .
Indeed, if u is such a solution and we deﬁne v using (25) then by the Auxiliary
Lemma we have
v(z) ∈ B′ × M, ∀z ∈ Sr.
It follows that
u(z) = φh¯ar(z)(v(z)) ∈ φhar(z)(B′) × M ⊂ B × M, ∀z ∈ Sr. unionsq
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To be able to apply Gromov compactness to the moduli spaces of solutions of (24)
we also need to have some apriori energy estimates that we now proceed to establish.
Let M(γ1, . . . , γk+1;D) be the space of pairs (r, u) with r ∈ Rk+1 and u : Sr →
˜M a solution of the Equation (24) with asymptotic conditions at the punctures
prescribed by the chords γ1, . . . , γk+1. Here D = DV1,...,Vk+1 = (Θ,J) is a perturbation
datum as described in Section 3.2.
Recall that the energy of a map u : Sr → ˜M is deﬁned as follows. Pick a volume
form σ on Sr. Let Y be the 1-form on Sr with values in Hamiltonian vector ﬁelds
associated to Θ. Then
E(u) := 12
∫
Sr
|Du − Y |2Jσ.
Recall also that the energy is independent of the form σ (note that the norm | · |J
on 1-forms on Sr does depend on σ).
Lemma 3.3.3. There exists a constant, C, depending on the transition functions a,
the Hamiltonians HV1,V2 , . . . , HVk,Vk+1 , Hv1,Vk+1, h and the perturbation data D so
that for any Hamiltonian chords γ1, . . . , γk+1 and every (r, u) ∈ M(γ1, . . . , γk+1;D)
we have
E(u) ≤
∫
Sr
u∗ω˜ + C.
Proof. Let r ∈ Rk+1 and a u : Sr → C × M a solution of (24).
Let s + it be local conformal coordinates on Sr. We write the form σ in these
coordinates as σ = λds ∧ dt, where λ is a real function deﬁned locally in the chart
of the coordinates (s, t). Write
Θrs,t = Fs,tds + Gs,tdt,
where Fs,t, Gs,t : ˜M → R are smooth functions (that depend also on r ∈ Rk+1).
A simple calculation shows that
1
2 |Du − Y |2Jλ(s, t) = ω˜(∂su, ∂tu) + dFs,t(∂tu) − dGs,t(∂su) − {Fs,t, Gs,t}(u(s, t)).
(30)
Here {·, ·} is the Poisson bracket, and we use the sign convention that
{F,G} = −ω˜(XF , XG) = dF (XG).
Denote by u˜ : Sr → Sr × ˜M the graph of u, u˜(z) = (z, u(z)). Let ˜Θr = pr∗Θr,
where pr : Sr × ˜M → ˜M is the projection. We have
˜Θr(s,t,p) = Fs,t(p)ds + Gs,t(p)dt, where (s, t) ∈ Sr, p ∈ M,
(u˜∗˜Θr)s,t = Fs,t(u(s, t))ds + Gs,t(u(s, t))dt.
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It follows that
d(u˜∗˜Θr) =
(
−∂Fs,t∂t (u(s, t)) + ∂Gs,t∂s (u(s, t)) + dGs,t(∂su) − dFs,t(∂tu)
)
ds ∧ dt.
Substituting this into (30) we obtain:
1
2 |Du − Y |2Jσ =u∗ω˜ − d(u˜∗˜Θr)
+
(
−∂Fs,t∂t (u(s, t))+ ∂Gs,t∂s (u(s, t))−{Fs,t, Gs,t}(u(s, t))
)
ds ∧ dt. (31)
We start by estimating the integral of the third summand in (31). The estimate
here has already been outlined in [Sei08] (see Sections 8g and 9l). It basically follows
from the fact that the form Θ coincides with the Floer datum on the strip like ends
(our diﬀerent choice of Θ with respect to [Sei08] plays no role in this estimate).
Consider the form RΘ
r ∈ Ω2(Sr, C∞(˜M)) deﬁned by RΘr = dΘr + 12{Θr ∧ Θr},
where d stands for the exterior diﬀerential on Sr. In the local coordinates (s, t) we
have:
RΘ
r
s,t =
(
−∂Fs,t∂t + ∂Gs,t∂s − {Fs,t, Gs,t}
)
ds ∧ dt.
This form does not depend on the coordinates (s, t). It is in fact the curvature form
of the connection on Sr × ˜M induced by Θr. See Chapter 8 of [MS04] for more
details. (But note that we use here diﬀerent sign conventions for Hamiltonian vector
ﬁelds and for the Poisson bracket. Note also that our ˜M is C × M , whereas the ˜M
in [MS04] corresponds in our case to Sr × C × M).
Using the curvature RΘ
r
we can write the third summand in (31) as
∫
Sr
RΘ
r
(u). (32)
Note that the form RΘ
r
vanishes identically over the part of the strip-like ends
Wr ⊂ Sr. This follows from the fact that Θr coincides with H¯Vi,Vi+1dt on U ri ⊂
Sr, i = 1, . . . , k, and with H¯V1,Vk+1dt on U
r
k+1 ⊂ Sr, where (s, t) are conformal
coordinates adapted to the strip-like ends. Moreover, due to the consistency of the
family of forms Θ with respect to gluing/splitting, the forms Θr and RΘ
r
, r ∈ Rk+1,
extend continuously in r ∈ Rk+1 to the partial compactiﬁcation Sk+1 of Sk+1.
The extended form RΘ vanishes identically in a small neighborhood W of the
union of all the punctures of the surfaces in Sk+1. Note that Sk+1 \ W is compact.
It follows that for every compact subset K ⊂ C ×M there exists a constant CK for
which we have the following uniform bound:
∫
Sr
max
p∈K
RΘ
r
(p) ≤ CK , ∀r ∈ Rk+1.
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By Lemma 3.3.2, there exists a compact subset B ⊂ C (that does not depend on
(r, u)), such that u(Sr) ⊂ B × M . It follows that
∫
Sr
RΘ
r
(u) ≤
∫
Sr
max
p∈B×M
RΘ
r
(p) ≤ CB×M .
This provides a uniform bound (independent of (r, u)) for the integral of the third
summand of (31).
We now turn to bounding the integral of the second summand in (31). Here there
are some diﬀerences in comparison to [Sei08] due to our choice of the form Θ. We
have:
∫
Sr
−d(u˜∗˜Θr) = −
∫
∂Sr
u˜∗˜Θr
+
k
∑
i=1
∫ 1
0
H¯Vi,Vi+1(t, γi(t))dt −
∫ 1
0
H¯V1,Vk+1(t, γk+1(t))dt.
(33)
As all the Hamiltonian chords γi lie entirely inside the compact subset BV1,...,Vk+1×M
(see Lemma 3.3.2, the last two terms in (33) are uniformly bounded by a bound that
depends only on the maximum of |H¯Vi,Vi+(t, p)| and |H¯V1,Vk+1(t, p)| over the compact
set [0, 1] × BV1,...,Vk+1 × M .
It remains to bound (uniformly in r) the ﬁrst term in (33), namely
∫
∂Sr
u˜∗˜Θr. (As
remarked above, in contrast to our case, in the setting of [Sei08] this term vanishes
because Θ is assumed in [Sei08] to vanish on T (∂Sr).)
Recall that Θr = Θr0 + dar ⊗ h¯ and that Θr0(ξ) = 0 for every ξ ∈ T (∂Sr). Thus
we have:
∫
∂Sr
u˜∗˜Θr =
∫
∂Sr
Θr(u) =
∫
∂Sr
h¯(u)dar. (34)
Put Ch¯ = maxp∈BV1,...,Vk+1×M |h¯(p)|. By Lemma 3.3.2 we have |h¯(u(z))| ≤ |Ch¯| for
every z ∈ Sr. It now follows from Lemma 3.1.1 and (23) that
∣
∣
∣
∫
∂Sr
u˜∗˜Θr
∣
∣
∣ ≤ Ch¯CkaAk+1.
This yields a uniform bound for the integral of the second summand in (31), and
concludes the proof of the lemma.
It remains to bound the symplectic area of the solutions of (24). For this we
make use of condition (8).
Lemma 3.3.4. Let (r, u), (r′, u′) ∈ M(γ1, . . . , γk, γk+1;D). Then
∫
Sr
u∗ω˜ −
∫
Sr′
u′∗ω˜ = ρ(μ(u) − μ(u′))
where μ is the Maslov index and ρ is the monotonicity constant.
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Proof. We start with the case when the inclusions π1(Vi) → π1(C ×M) are all null.
We will then modify the argument to cover the case when the image of these inclu-
sions is torsion and under the additional assumption that c1,
∫
ω are proportional
on H2(M ;Z). The argument is essentially the same as the one originally used by
Oh [Oh93] for strips. We ﬁrst glue u and −u′ along the chords γi. This produces a
surface N of genus 0 with boundary components ∂iN , 1 ≤ i ≤ k+1, together with a
map j : N → C×M whose image is the union of the closures of the images of u and
u′ and whose i-th boundary component is mapped to u(Ci) ∪ u′(Ci) ⊂ Vi. We now
use trivializations of T (C×M) over u and u′ to get a trivialization ξ of j∗T (C×M)
and we compute
μ(u) − μ(u′) = μξ(∂k+1N) −
k
∑
i=1
μξ(∂iN).
This diﬀerence can also be computed using other trivializations of T (C × M) over
N . Such trivializations are not unique but it is easy to see that the diﬀerence above
is independent of this choice.
By (8) [∂iN ] = 0 ∈ π1(M) for all i. Notice that N is homeomorphic to a sphere
S2 with k+1 disjoint disks removed from it. Let Γi, 1 ≤ i ≤ k+1 be k+1 copies of
the 2-disk. Consider the surface N ′ = N ∪k+1i=1 ∪∂iNΓi. In other words, N ′ is obtained
by gluing the disks Γi to N along the boundary components ∂iN . Clearly, N ′ is
homeomorphic to a sphere.
We now notice that the map j : N → M extends to a map x : N ′ → M . We ﬁx
a trivialization θ of x∗T (C × M). We restrict this trivialization to N and we get:
μ(u) − μ(u′) = μξ(∂k+1N) −
k
∑
i=1
μξ(∂iN) = μθ(∂k+1N) −
k
∑
i=1
μθ(∂iN).
On the other hand μθ(−) can also be calculated using the disks Γi, 1 ≤ i ≤ k +
1, and x (as the trivialization θ restricts to trivializations of the Γi) and so we
have, by uniform monotonicity μθ(∂iN) = μ(Γi) = 1ρ(ω0 ⊕ ω)(Γi), 1 ≤ i ≤ k, and
μθ(∂k+1N) = 2c1(x) − μ(Γk+1) = 1ρ((ω0 ⊕ ω)(x) − (ω0 ⊕ ω)(Γk+1)). We obtain:
μ(u) − μ(u′) = 1
ρ
((ω0 ⊕ ω)(x) −
k+1
∑
i=1
(ω0 ⊕ ω)(Γi))
=
1
ρ
(ω0 ⊕ ω)(N) = 1
ρ
((ω0 ⊕ ω)(u) − (ω0 ⊕ ω)(u′))
(35)
It now remains to consider the case when the inclusions π1(Vi) → π1(C × M)
are torsion but additionally c1 and
∫
ω are proportional on H2(M ;Z). Let l ∈ N be
big enough so that l · [∂iN ] = 0 in π1(C × M), ∀i. Let ˜Γi ∈ π2(C × M,Vi) so that
∂˜Γi = l · ∂iN . Deﬁne the singular chain in C × M
x˜ = l · N +
k+1
∑
i=1
˜Γi.
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Notice that this is a cycle and thus we can write:
l(μ(u) − μ(u′)) = 1
ρ
((ω0 ⊕ ω)(x˜) −
k+1
∑
i=1
(ω0 ⊕ ω)(˜Γi))
=
1
ρ
(ω0 ⊕ ω)(l · N) = l
ρ
((ω0 ⊕ ω)(u) − (ω0 ⊕ ω)(u′))
(36)
Let now Mν(γ1, . . . , γk, γk+1;D) ⊂ M(γ1, . . . , γk, γk+1;D) be the moduli space
formed by those u’s with μ(u) = ν. It follows from the previous lemma that all
elements in
Mν(γ1, . . . , γk, γk+1;D)
have the same ω˜-area, hence by Lemma 3.3.3 the energy of such curves u is uniformly
bounded. In our applications these are the moduli spaces that will be used and ν
will only take the values 0 and 1.
3.4 Transversality. In order to deﬁne the Fukaya category Fukdcob(C × M)
we need to be able to choose regular Floer data, DV ′,V ′ = (H¯V,V ′ , JV,V ′) as well as
regular perturbation data DV1,...,Vk+1 = (Θ,J) for all Lagrangian cobordisms involved
in the construction.
The basic arguments follow those in [Sei08]. Below we explain how they adapt
to our case.
We consider the solutions u of (24) associated to the Floer data H¯V,V ′ , JV,V ′
as well as to the perturbation data DV1,...,Vk+1 = (Θ,J). By Lemma 3.3.2, these
solutions are contained inside the sets BV,V ′ ×M and, respectively, BV1,...,Vk+1 ×M .
We also have that in the interior of these sets, and away from the strip-like ends,
H¯V,V ′ , JV,V ′ and respectively Θ0, J are not restricted. However, the Floer data have
to satisfy conditions ii, iii and the perturbation data have to satisfy the conditions
ii∗ and iii∗ from Section 3.2. In other words, the admissible perturbations—for the
Hamiltonian part as well as the almost complex structure—have to be ”vertical”
(or contained in M) in a small neighborhood of each of the bottlenecks. To show
that the data can be chosen to insure regularity, we ﬁrst make generic choices of
Floer and perturbation data in M so that all curves u with π ◦u constant equal to a
single bottleneck are regular in M (this means, in particular, to choose generically
HV,V ′ and JV,V ′ outside of KV,V ′ and similarly for the vertical part of the forms
Θ0 outside of KV1,...,Vk+1 × M—see the point ii∗ in Section 3.2—as well as for the
relevant almost complex structures). We claim that such curves u continue to be
regular also when viewed in C×M . To see this we appeal to the speciﬁc form of our
bottlenecks, namely to the fact that they correspond to maxima of the function h±.
The linearized operator corresponding to Equation (24) at such solutions u split into
horizontal and vertical components. By the results of Section 4.3 (more speciﬁcally,
Corollary 4.3.2 applied with f1 = · · · = fk+1 = h− or h+) it follows that the index
of the horizontal operator is 0 and that it is surjective. Since the perturbation data
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were chosen generically in the ﬁber the vertical part of the operator is also surjective.
Consequently the total linearized operator at solutions u with constant projection
at the bottleneck is surjective. This proves regularity for curves u with constant
projection at the bottlenecks.
It remains to analyze the moduli spaces of curves that do not project to a constant
at a bottleneck. At this point it is useful to consider also the curves v that correspond
to u via the transformation (25). Clearly, regularity for u is equivalent to regularity
for its corresponding v. Note also that u projects to a constant at a bottleneck iﬀ
its corresponding v has the same property. Now, if v does not project to a constant
at a bottleneck then its projection can not remain only in a small neighborhood of
any ﬁxed bottleneck: otherwise π ◦ v would have the same ﬁxed bottleneck point
as entry as well as exit which in turn shows that π ◦ v is constant (indeed, it is
easy to see by an application of the open mapping theorem that a bottleneck can
only be an exit if the curve π ◦ v is constant). Thus, these curves reach the region
where all the data can be chosen freely. The arguments from [Sei08] together with
the standard regularity argument (as for instance in [MS04]) imply that the Floer
and perturbation data can be chosen to be both regular and consistent.
3.5 Summing it up. In view of the compactness results in Section 3.3 and
the regularity properties discussed in Section 3.4, the construction of the Fukaya
A∞ category Fukdcob(C × M) can proceed as in the case covered in [Sei08], with
the modiﬁcations summarized in Section 2.5 for the monotone setting. As in [Sei08],
this process actually leads to a coherent system of A∞-categories. In our case, the
categories in this system also depend on the choice of transition functions a as well as
on the function h. However, as described in [Sei08] this dependence can be dealt with
and the resulting A∞ categories are all quasi-equivalent. In particular, the associated
homology categories are all equivalent in a canonical way. These invariance properties
will be made explicit in the next section.
For the convenience of the reader, we collect below the main ingredients in the
construction of this category and ﬁx relevant notation.
A. Objects The objects of Fukdcob(C × M) are the Lagrangian cobordisms V ∈
CLd(M) (those cobordisms V ⊂ C × M , as given in Deﬁnition 2.2.1, which are
uniformly monotone with monotonicity constant ρ > 0 and with the number dV =
d ∈ Z2).
B. Morphisms To deﬁne the morphisms we assume regular Floer data (H¯V,V ′ , JV,V ′)
ﬁxed for any pair V, V ′ ∈ CLd(M)—subject to the conditions in Section 3.2—and
we put
hom(V, V ′) = CF (V, V ′; H¯V,V ′ , JV,V ′) = Z2〈PV,V ′〉.
GAFA LAGRANGIAN COBORDISM AND FUKAYA CATEGORIES 1775
C. The Floer complex The diﬀerential μ1 on C(V, V ′), is deﬁned by counting index-
0 solutions u : R × [0, 1] −→ ˜M of the Equation (24), modulo reparametrization by
R, in the special case when k = 1 and K = dt⊗H¯V,V ′ , J = JV,V ′ all over the domain
of u. The compactness properties in Section 3.3 obviously apply to this case too and,
as a consequence, we deduce that the complex (C(V, V ′), μ1) satisﬁes all the usual
properties of the standard Lagrangian Floer complex. We denote the resulting Floer
homology by HF (V, V ′).
Remark 3.5.1. Given two cobordisms V , V ′ as above as well as the proﬁle function
h : R2 → R, consider the complex C = CF (V, V ′; (H ′, h); ˜J) as deﬁned in [BC13].
This complex coincides with a complex CF (V, V ′; H¯, J¯) as deﬁned above for appro-
priate H¯, J¯ . Thus, for cobordisms, the deﬁnition of the Floer complex in the current
paper generalizes the one in §4.3 of [BC13]. It is important to note that the particu-
lar choice of the shape of the proﬁle function away from [0, 1]× R, in particular the
fact that the bottlenecks correspond to local maxima of the functions h±, implies,
as shown in [BC13], that HF (V, V ) ∼= QH(V, ∂V ) (here QH(V, ∂V ) is understood
without grading and over Z2). This isomorphism was obtained in §5.2 [BC13] by
a PSS-argument that makes use of moving boundary conditions. Alternatively, one
could use a similar PSS-type morphism
PSS : C(f, JV,V ) → CF (V, V ; H¯V,V , JV,V ),
where C(f, JV,V ) is the pearl complex associated to a function on V whose negative
gradient points outward along the boundary of V . The advantage of this morphism
is that the boundary conditions are now ﬁxed. Either way, by adapting the usual
argument from the compact case, it is easy to see that this PSS morphism is com-
patible with multiplication. Thus the μ2 product on HF (V, V ) has a unit because
QH(V, ∂V ) has as unit the fundamental class of V relative to ∂V.
D. The cobordism Fukaya category Finally, the deﬁnition of the higher multiplica-
tions, μk, k ≥ 2, in Fukdcob(C×M) is given by counting solutions of the Equation (24).
By Remark 3.5.1 the resulting category is homologically unital.
3.6 Invariance properties of Fukdcob(C × M). Similarly to Fukd(M), the
Fukaya category of cobordisms Fukdcob(C × M) depends on auxiliary choices. The
goal of this section is to explain how to compare these diﬀerent A∞-categories.
Recall that the auxiliary choices required in the construction consist of strip-like
ends, Floer data for each pair of objects, compatible perturbation data as well as one
additional choice, speciﬁc to our construction, namely the proﬁle function h : R2 → R
introduced in Section 3.2.
Given a proﬁle function h we denote by Ihcob the set of all the possible regular
auxiliary structures as above, with Floer and perturbation data corresponding to h.
For i ∈ Ihcob we write Fukd(C ×M ; i, h) for the corresponding Fukaya category (the
h in Fukd(C × M ; i, h) is superﬂuous since it is already encoded in i, but we write
it nevertheless).
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The main purpose of this section is to prove the following result.
Proposition 3.6.1. The family of categories Fukdcob(C × M ; i, h), h ∈ H, i ∈ Ihcob
forms a coherent system in the sense of [Sei08]. In particular they are all quasi-
equivalent, and in fact quasi-isomorphic.
The proof of this proposition will occupy Sections 3.6.1, 3.6.2, 3.6.3 and 3.6.4
below. We then deal with another invariance issue: our deﬁnition of a proﬁle func-
tion involves some additional choices that were made to simplify the compactness
arguments in the construction of Fukdcob(C×M). Mainly, the real coordinates of the
bottlenecks have been ﬁxed at 32 and
5
2—see Figure 8. We will show in Section 3.6.5
an invariance result with respect to this choice. Finally, in Section 3.6.6 we discuss
the action of horizontal Hamiltonian isotopies on the cobordism Fukaya category.
3.6.1 A tot category integrating the proﬁle functions: basic ingredients. For a
proﬁle function h0 : R2 −→ R. We denote by H(h0) the set of all proﬁle functions
h : R2 −→ R which coincide with h0 outside of [−2, 3] × R and have the same
bottlenecks as h0 (this last condition is automatic in view of our current deﬁnition
of proﬁle function).
We will now turn the collection of A∞-categories Fukdcob(C×M ; i, h), h ∈ H(h0),
i ∈ Ihcob, into a coherent system of A∞-categories in the sense of Section 4.8.3. We fol-
low closely the approach from [Sei08] which has been also summarized (for Fukd(M))
in Section 2.5.1, namely we will construct an A∞-category Fukd,totcob (C×M ;h0) which
contains all the Fukdcob(C ×M ; i, h) as full subcategories, and moreover the embed-
dings Fukdcob(C × M ; i, h) −→ Fukd,totcob (C × M ;h0) are all quasi-equivalences.
The construction of Fukd,totcob (C × M ;h0) will be analogous to the one used for
Fukdcob(C × M ; i, h) (as described in Sections 3.1–3.5) only that we will need more
general perturbation data. Here are the details of the construction.
Fix k ≥ 2 and k+1 cobordisms V1, . . . , Vk+1 ∈ CLd(C×M). Fix also k+1 proﬁle
functions hV1,V2 , . . . , hVk,Vk+1 , hV1,Vk+1 ∈ H(h0) and regular Floer data DV1,V2 , . . . ,
DVk,Vk+1 ,DV1,Vk+1 so that DVi,Vi+1 is deﬁned according to the recipe from Section 3.2
using the proﬁle function hVi,Vi+1 , and similarly DV1,Vk+1 is deﬁned using the proﬁle
function hV1,Vk+1 .
We would like to deﬁne a higher composition
μ̂k : CF (V1, V2;DV1,V2) ⊗ · · · ⊗ CF (Vk, Vk+1;DVk,Vk+1) −→ CF (V1, Vk+1;DV1,Vk+1).
(37)
To this end, we need to deﬁne new perturbation data PV1,...,Vk+1 = (Θ,J,h).
The ﬁrst two structures are similar to those in Section 3.2 and we will indicate
the diﬀerences later. The third structure h consists of a family of proﬁle functions
h = {hr,z : R2 → R}z∈Sr parametrized by r ∈ Rk+1, z ∈ Sr. The functions hr,z are
required to satisfy the following properties for every r ∈ Rk+1:
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i. hr,z ∈ H(h0) for every z ∈ Sr.
ii. For every z in the i’th in-going strip-like end of Sr we have hr,z = hVi,Vi+1 ,
i = 1, . . . , k, and over the out-going strip-like end we have hr,z = hV1,Vk+1 .
Moreover we require the family h to be compatible with splitting and gluing in an
obvious way which involves the corresponding families for lower values of k. Note
that such families h = {hr,z : R2 → R}z∈Sr always exist because for every r ∈ Rk+1,
z ∈ Sr the set of choices for hr,z is the space H(h0) which is contractible, and
therefore the arguments from [Sei08] [Sections (9g) and (9i)] easily extend in our
case.
From now on, when the value of r ∈ Rk+1 is obvious we will omit the r from the
notation and simply write hz.
Next we choose a family of ω˜-compatible almost complex structures J =
{Jr,z}r∈Rk+1,z∈Sr on ˜M so that π : ˜M → C is (Jr,z, (φh
r,z
ar(z)
)∗(i))-holomorphic for every
z ∈ Sr outside KV1,...,Vk+1 × M (we are using here the notation from Section 3.2).
The forms Θ are deﬁned in a similar way as in Section 3.2 via the formula:
Θ|z = dar ⊗ h¯r,z + Θ0, ∀z ∈ Sr,
where Θ0 is the same as in Section 3.2.
We will now describe the precise perturbed Cauchy-Riemann equation relevant
for deﬁning the operations μk. Let τ ∈ [0, 1] and consider the map
Sr −→ Ham(R2), z −→ φhr,zτ .
Denote by βrτ ∈ Ω1(Sr, C∞(TR2)) the diﬀerential of this map, viewed as a 1-form
on Sr with values in the space of Hamiltonian vector ﬁelds of R2.
Given r ∈ Rk+1 we deﬁne a 1-form Y on Sr with values in the space of Hamil-
tonian vector ﬁelds of ˜M , whose value at z ∈ Sr is given by:
Yz = X h¯r,zdar + βrar(z) + Y0, (38)
where all the terms on the right hand side are computed at TzSr. Here Y0 = XΘ0
is the same as in Section 3.2. Note that if all the proﬁle functions hi,i+1 and h1,k+1
coincide and the family h is constant then Y coincides with the 1-form Y we had in
Section 3.2.
We now consider the same equation as (24) but with Y replaced by Y, namely:
u : Sr → C × M, Du + J(z, u) ◦ Du ◦ j = Yz + J(z, u) ◦ Yz ◦ j, u(Ci) ⊂ Vi.
(39)
We claim that Lemma 3.3.2 continues to hold for solutions of (39) (possibly with
a diﬀerent constant C). The proof of this is similar to the proof of Lemma 3.3.2 and
uses the following additional ingredients:
i. βrτ ≡ 0 on the strip-like ends.
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ii. For every z ∈ Sr and ξ ∈ TzSr the vector ﬁeld (on R2) βrτ (ξ) vanishes outside
of [−2, 3] × R.
iii. Instead of the naturality transformation in (25) we now use u(z) = φh¯
r,z
ar(z)
(v(z)).
iv. Being proﬁle functions, the restrictions of each of the functions hr,z to
(−∞,−1] × {i} has a unique critical point at −32 × {i} which is a local max-
imum and similarly the restriction to [2,∞) × {i} has a unique critical point
at 52 which is also a local maximum. Moreover, all the h
r,z coincide with the
same proﬁle function h0 outside of [−2, 3] × R.
The energy estimates from Lemma 3.3.3 can be adjusted to this case too and we
obtain a uniform energy bound for all pairs (r, u) with r ∈ Rk+1 and u satisfying
Equation 39 with prescribed asymptotic conditions at the punctures. The proof of
this is similar to the proof of Lemma 3.3.3 only that we have to use a uniform
bound on the functions in the family h and their derivatives. Finally, Lemma 3.3.4
continues to hold without any changes.
The above imply the standard compactness result for the solutions of (39) with
prescribed asymptotic conditions and prescribed Maslov index. Namely, the space of
solutions is compact up to splitting and bubbling of holomorphic disks and spheres.
In order to deﬁne the operations μ̂k from (37) we need to choose the perturbation
data PV1,...,Vk+1 = (Θ,J,h) in a consistent way (with respect to splitting and gluing
of the spaces Rk+1 and Sk+1 for diﬀerent values of k). This is just a straightforward
generalization of the case we had earlier (for Fukdcob), when we had only (Θ,J)
together with the fact (explained earlier) that the family of proﬁle functions h =
{hr,z : R2 → R}z∈Sr can be chosen to be compatible with splitting and gluing.
3.6.2 Deﬁnition of the tot category. We are now ready to deﬁne the A∞-category
Fukd,totcob (C × M ;h0) following the scheme from [Sei08]. The objects of this cat-
egory are triples (V, i, h), where V ∈ CLd(C × M) is a Lagrangian cobordism,
h ∈ H(h0) and i ∈ Ihcob. To describe the morphisms, choose a regular Floer da-
tum D(V,i,h′),(W,j,h′′) for every pair of objects (V, i, h′), (W, j, h′′), in an arbitrary
way but subject to the following two conditions: the Floer datum should be deﬁned
using a proﬁle function from H(h0), and moreover, when (i, h′) = (j, h′′) then the
Floer datum should coincide with the one prescribed by the index i = j and proﬁle
function h′ = h′′. The morphism space hom
(
(V, i, h′), (W, j, h′′)
)
is then deﬁned as
CF (V,W ;D(V,i,h′),(W,j,h′′)) and the diﬀerential μ̂1 is precisely the same as for the
earlier deﬁnition of Fukdcob(C × M). Namely, we do not use Equation (39) to deﬁne
μ̂1, but rather Equation (24) (with Sr = R × [0, 1] of course).
The higher order compositions μ̂k are deﬁned as follows. We choose regular con-
sistent perturbation data PV1,...,Vk+1 = (Θ,J,h) as described above for each k + 1
tuple of objects (V1, i1, h1), . . . , (Vk+1, ik+1, hk+1) subject to the condition that when
h1 = · · · = hk+1 = h and i1 = · · · = ik+1 = i then the family of proﬁle functions h
is constant and equals h and (Θ,J) are the same as prescribed by i. The operation
μ̂k is then deﬁned by counting index-0 solutions of (39) in the standard way.
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The fact that the operations μ̂k, k ≥ 1, satisfy the A∞-identities can be proved
in the same way as for the categories Fukdcob(C × M ; i, h).
Note that when h is the constant family (i.e. hr,z = h for every r, z) then (38)
coincides with the 1-forms Y and Equation (39) becomes the same as (24). It follows
that for every h ∈ H(h0) and i ∈ Ihcob we have an obvious inclusion
Fukdcob(C × M ; i, h) −→ Fukd,totcob (C × M ;h0) (40)
which is a full and faithful A∞-functor. Note also that similarly to Fukdcob(C×M ; i, h)
the category Fukd,totcob (C × M ;h0) too is homologically unital.
3.6.3 The canonical inclusions are quasi-equivalences. It remains to show that
the inclusions (40) are quasi-equivalences. Let V,W ∈ CLd(C × M) be two cobor-
disms. Fix a proﬁle function h0 and let D = DV,W , D ′ = D ′V,W be two arbitrary
regular Floer data for (V,W ) both constructed using proﬁle functions h, h′ ∈ H(h0).
Choose a perturbation datum P = (Θ,J,h) on the strip Z = R × [0, 1] which
extends D at the negative end of Z and extends D ′ at the positive end of Z. This
perturbation datum P is constructed exactly as was done above (for Sr when k ≥ 2),
only that now it is deﬁned over Z.
We deﬁne a map
ΦP : CF (V,W ;D) −→ CF (V,W ;D ′), ΦP(γ) =
∑
γ′
#M0(γ, γ′;P)γ′, (41)
where γ′ ∈ PH¯′ (i.e. γ′ is a chord of the Hamiltonian H¯ ′ (of D ′) starting on V
and ending on W ) and M0(γ, γ′;P) stands for the 0-dimensional component of the
space of maps u : Z → ˜M which satisfy the same equation as (39) with Sr replaced
by Z and with the boundary and asymptotic conditions replaced by the following:
u(R × 0) ⊂ V, u(R × 1) ⊂ W,
lim
s→−∞u(s, t) = γ(t), lims→∞u(s, t) = γ
′(t).
The compactness arguments from Section 3.3 apply to M(γ, γ′;P) and together
with standard transversality arguments show that:
i. M0(γ, γ′;P) is a compact 0-dimensional manifold, hence a ﬁnite set. Thus ΦP
is well deﬁned.
ii. ΦP is a quasi-isomorphism of chain complexes.
iii. The induced map in homology, which we denote by
ΦD ′,D : H(CF (V,W ;D)) −→ H(CF (V,W ;D ′)
is independent of P. Moreover, the maps ΦD ′,D (for diﬀerent D , D ′) together
with the product μ2 satisfy the TQFT composition laws (as described in Sec-
tion 8b in [Sei08]). In particular, these maps are compatible with the triangle
product.
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We call the maps ΦP as well as ΦD ′,D , continuation maps or comparison maps.
Next we consider the special case (V, V ), i.e. W = V . Let D , D ′, D ′′ be three
Floer data for the pair (V, V ), all constructed using proﬁle function from H(h0).
By choosing a perturbation datum PD ′,D ′,D ′′ on S3, which is compatible with these
three Floer data (as described above) we obtain the triangle product:
μ̂2 : CF (V, V ;D) ⊗ CF (V, V ;D ′′) −→ CF (V, V ;D ′).
We denote the induced map in homology by
∗ : HF (V, V ;D) ⊗ HF (V, V ;D ′′) −→ HF (V, V ;D ′).
The isomorphism ΦD ′,D can be expressed via the product ∗. More precisely, there
exists a canonical element u ∈ HF (V, V ;D ′′) such that
ΦD ′,D(a) = a ∗ u, ∀a ∈ HF (V, V ;D). (42)
The element u can be described as follows. Let PSS : QH(V, ∂V ) → HF (V, V ;D ′′)
be the PSS isomorphism as described e.g. in Section 5.2 of [BC13]. Recall that
QH(V, ∂V ) has a well deﬁned unity [V ]. The element u is then deﬁned by u =
PSS([V ]). The proof of (42) is similar to the case of closed Lagrangian submanifolds.
It basically follows from the fact that ΦD ′,D is compatible with the μ2-product
and the TQFT composition identities (see e.g. [Sei08] Section 8b). These extend
to our setting due to the compactness arguments from Section 3.3. Alternatively,
one can construct u ∈ HF (V, V ;D ′′) by counting perturbed holomorphic maps
D \ {1} → C × M from a disk punctured at one point, where the perturbation
extends the Floer datum D ′′ on the strip-like end corresponding to the puncture
1 ∈ D. (See Section 8l of [Sei08] for more on that.)
It follows that for every V ∈ CLd(C × M), and h′, h′′ ∈ H(h0), i′ ∈ Ih′cob, i′′ ∈
Ih′′cob the objects (V, i′, h′) and (V, i′′, h′′) are isomorphic in the homological category
HFukd,totcob (C ×M);h0). Standard results in homological algebra [GM03] imply that
the homological embeddings
HFukdcob(C × M ; i, h) −→ HFukd,totcob (C × M ;h0),
associated to (40), are equivalences for every i and h. By the discussion in Sec-
tion 4.8.3 (see also [Sei08] for more details) this gives the family Fukdcob(C×M ; i, h),
h ∈ H(h0), i ∈ Ihcob, the structure of a coherent system of A∞-categories. In partic-
ular we obtain for every h′, h′′ ∈ H(h0) and i′ ∈ Ih′cob, i′′ ∈ Ih
′′
cob a quasi-equivalence
F(i′′,h′′),(i′,h′) : Fukdcob(C × M ; i′, h′) −→ Fukdcob(C × M ; i′′, h′′) (43)
which is canonical in homology and satisﬁes F(i′′,h′′),(i′,h′)(V ) = V for every object V .
(In fact F(i′′,h′′),(i′,h′) is a quasi-isomorphism.) Moreover, for every two cobordisms V
and W , the action of the degree 1 component of F(i′′,h′′),(i′,h′) on morphisms, namely
FV,W(i′′,h′′),(i′,h′) : CF (V,W ;D ′) → CF (V,W ;D ′′), coincides in homology with the con-
tinuation map ΦD ′′,D ′ . Here D ′, D ′′, are the Floer data for (V,W ) corresponding to
the choices i′ and i′′ respectively.
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3.6.4 Changing the proﬁle function at inﬁnity. Summarizing the construction
till now, we have an A∞-category Fukdcob(C × M ;h) which is well deﬁned up to
quasi-isomorphism, but still depends on the choice of the proﬁle function at ±∞. It
remains to get rid of this dependence.
Denote by H the space of all proﬁle functions (with all possible constants α±,
β±, but subject to the conditions described in Section 3.2, in particular α− > 0,
α+ < 0 etc.). Let h0, h1 ∈ H. Denote by α±i , i = 0, 1, the constants deﬁning hi on
(−∞, 2] × R and [3,∞) × R. Fix 0 < 
 < 1/100 and choose a function σ : R → R
with the following properties:
1. σ(x) = 1 for every x ∈ [−32 − 
, 52 + 
].
2. σ(x) = α
−
1
α−0
for x ≤ −2 and σ(x) = α+1
α+0
for x ≥ 3.
Using this function we can construct a bijection
τh1,h0 : H(h0) −→ H(h1)
which is uniquely characterized by the following property. For every h ∈ H(h0)
(τh1,h0h)(x, i) = h(x, i), ∀x ∈ [−32 − 
, 52 + 
], i ∈ Z,
∂(τh1,h0h)
∂x
(x, i) = σ(x)
∂h
∂x
(x, i), ∀x ∈ R, i ∈ Z.
(44)
For every h ∈ H(h0), the bijection τh1,h0 induces in an obvious way a bijection
τh1,h0 : Ihcob −→ I
τh1,h0h
cob which we also denote by τh1,h0 . Note that the Hamiltonian
chords corresponding to i ∈ Ihcob and to τh1,h0i ∈ I
τh1,h0h
cob coincide. Moreover, due
to (44) and in view of Lemma 3.3.2 the Equation (24) has precisely the same solu-
tions for the choice of data i and τh1,h0i. Thus the A∞-categories Fukdcob(C×M ; i;h)
and Fukdcob(C × M ; τh1,h0i; τh1,h0h) can be identiﬁed by an obvious chain-level iso-
morphism induced from τh1,h0 :
T i,hh1,h0 : Fukdcob(C × M ; i, h) −→ Fukdcob(C × M ; τh1,h0i, τh1,h0h).
The action of Th1,h0 on objects is of course the “identity”.
A slight variation on Lemma 3.3.2 shows that the isomorphisms Th1,h0 are com-
patible with the quasi-equivalences (43) in the sense that for every h′, h′′ ∈ H(h0)
and i′ ∈ Ih′cob, i′′ ∈ Ih
′′
cob we have:
T i
′′,h′′
h1,h0 ◦ F(i′′,h′′),(i′,h′) = F(τh1,h0 i′′,τh1,h0h′′),(τh1,h0 i′,τh1,h0h′) ◦ T i
′,h′
h1,h0 .
Finally, it follows from the deﬁnitions that the isomorphisms T i,hh1,h0 have also the
following compatibility properties:
T
τh1,h0 i,τh1,h0h
h2,h1 ◦ T i,hh1,h0 = T i,hh2,h0 .
This concludes the proof of Proposition 3.6.1. In view of this result we will denote
by abuse of notation each of the categories Fukdcob(C × M ; i, h) by Fukdcob(C × M).
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However, notice for further use that each time an explicit geometric construction
takes place we generally need to indicate what are the particular choices of almost
complex structures, proﬁle functions etc.
Remark 3.6.2. In the last step in the discussion above we have made a chain level
comparison between Fukdcob(C × M ; i, h) for certain pairs of functions h ∈ H which
do not coincide at inﬁnity. There is an alternative way to establish this comparison
which in fact generalizes the construction of the quasi-equivalences F(i′′,h′′),(i′,h′)
described above. This goes as follows. One constructs directly an A∞-category
̂Fukd,totcob (C × M) which is deﬁned in a similar way to Fukd,totcob (C × M ;h), with the
following changes. One allows Floer data to have proﬁle functions which do not nec-
essarily coincide at inﬁnity. Moreover, one takes perturbation data P = (Θ,J,h),
where the family of proﬁle functions h ∈ H interpolates the given choices of pro-
ﬁle functions on the ends of the punctured disks Sr. The operations μ̂k from (37)
are then deﬁned via the same Equation (39). The only thing left to be checked is
whether compactness holds for the spaces of solutions of (39). It turns out that a
rather straightforward generalization of Lemma (3.3.2) holds for these solutions too.
The main point is that the constants α± (for the diﬀerent proﬁle functions involved)
have the same signs and are small enough.
3.6.5 Independence of bottleneck position. In this subsection we discuss the in-
dependence of the cobordism Fukaya category on the positions along the real axis of
the bottlenecks of the proﬁle function. It is clear that our choice to put the bottle-
necks at the points −32 and 52 is completely arbitrary. We get rid of this dependence
below.
Denote by CL[a,b]d (C × M) the Lagrangians in C × M that are R-extensions of
cobordisms V ⊂ [a, b]×R×M with −∞ < a < b < ∞, that satisfy condition (8) and
are uniformly monotone with dV = d. For instance, CL[0,1]d (C × M) = CLd(C × M).
For ﬁxed c ≤ a ≤ 0 < 1 ≤ b ≤ d we deﬁne a coherent system of categories
Fukd[a,b](C × M ; [c, d]) by the same method used before in this section to deﬁne
Fukdcob(C × M). Their role is to integrate all possible bottleneck positions for the
proﬁle functions.
The objects of Fukd[a,b](C×M ; [c, d]) are the Lagrangians in the set CL
[a,b]
d (C×M).
The morphisms and the multiplications μk are deﬁned just as in our construction
of Fukdcob(C × M) but this time we use proﬁle functions h[c,d] similar to the ones
considered till now but rescaled to the interval [c, d]: thus such an h[c,d] satisﬁes the
properties given in the deﬁnition of the function h in Section 3.2 but relative to the
interval [c, d] instead of the interval [0, 1]. For instance, we use the sets,
W+i = [d + 1,∞) × [i − 
, i + 
] and W−i = (−∞,−1 + c] × [i − 
, i + 
], i ∈ Z,
and the functions h± have respectively critical points at 52 + d and −32 + c. In
particular, Fukdcob(C × M) = Fukd[0,1](C × M ; [0, 1]).
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It will be shown below that all these categories are in fact quasi-isomorphic.
Clearly, there is an inclusion of (coherent systems of) A∞ categories:
˜Ida,b : Fukd[0,1](C × M ; [c, d]) → Fukd[a,b](C × M ; [c, d]).
Proposition 3.6.3. With the notation above we have:
i. Any two cobordisms V, V ′ ∈ CL[a,b]d (C × M) that are horizontally isotopic
are isomorphic in the homological category H(Fukd[a,b](C × M); [c, d]). As a
consequence ˜Ida,b is a quasi-equivalence.
ii. Any two categories Fukd[a,b](C ×M ; [c, d]) are canonically quasi-equivalent, in-
dependently of c ≤ a ≤ 0 < 1 ≤ b ≤ d.
Proof. Point i is very similar to the argument at the beginning of Section 3.6.3 except
that we not only modify the data D but rather isotope from V to V ′. Suppose that
V and V ′ are horizontally isotopic via a horizontal isotopy Ψ. As showed in [BC13]
there is an associated isomorphism Ψ : HF (V, V ) → HF (V, V ′). Let α = Ψ(u) where
u ∈ HF (V, V ) is, as in Section 3.6.3, the unit (that is the image of the fundamental
class by the PSS-morphism QH(V, ∂V ) → HF (V, V )). A similar class β can be
deﬁned in HF (V ′, V ). These classes satisfy α ∗ β = u and β ∗ α = u′ thus showing
that V and V ′ are isomorphic in the homology category as claimed. In homology
the functor ˜Ida,b is full and faithful and as any cobordism in CL[a,b]d (C × M) can be
rescaled by a horizontal isotopy to [0, 1] × R × M , it follows from the ﬁrst part of
the proof that ˜Ida,b is a quasi-equivalence.
We now prove point ii. In view of i, it is clearly enough to prove that given
c ≤ 0, 1 ≤ d there is a quasi-equivalence of the two categories Fukd[0,1](C×M ; [0, 1])
and Fukd[0,1](C×M ; [c, d]). For this we will use a special ambient hamiltonian isotopy
induced by a hamiltonian isotopy in the plane, ξt, with the property that: ξt : C → C
is a translation of the form (x, y) → (x + tv−, y) for (x, y) ∈ (−∞, 
] × R and
(x, y) → (x + tv+, y) for (x, y) ∈ [1 − 
,∞) × R with 
 very small and v− < 0
and v+ > 0. Moreover, the choices of v+ and v− are so that some ﬁxed proﬁle
function h0 = h[0,1] has the property that h0 ◦ ξ−11 is a proﬁle function of the type
h[c,d]. We will now construct an appropriate tot category Fukd[0,1](C × M)ξ. The
objects of this category are pairs (V, t) where V ∈ CL[0,1]d (C × M) and t ∈ [0, 1].
We now ﬁx Floer and perturbation data for each ﬁxed t ∈ [0, 1] in an arbitrary
way except that at each t we use as proﬁle function ht = h0 ◦ ξ−1t . This produces
categories Fukd[0,1](C × M ;ht). This data, now deﬁned for each ﬁxed value of t
has now to be extended to more general families of the form (Vi, ti) with diﬀerent
parameters ti. The construction is similar to the construction of the tot category in
Sections 3.6.1 and 3.6.2. We ﬁrst ﬁx the speciﬁc class of proﬁle functions that we will
use: Hξ = {ht : t ∈ [0, 1]}. We then use Hξ instead of H(h0) in the construction in
Section 3.6.1. In particular, we consider families h¯r,z so that conditions i and ii after
Equation (37) are satisﬁed with Hξ instead of H(h0), in particular hr,z ∈ Hξ for each
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r ∈ Rk+1 and z ∈ Sr. From here on the construction is just like in Section 3.6.2: for
each pair (V, t1), (W, t2) we select Floer data D(V,t1),(W,t2) up to our usual conditions
but so that the proﬁle function is selected from Hξ and, whenever t1 = t2, the
datum and the proﬁle function coincides with the one prescribed for t1. We then
deﬁne the higher compositions for each k+1-tuple of objects (V1, t1), . . . (Vk+1, tk+1)
in the usual way but subject to the condition that the proﬁle function is a family
h = {hr,z} as described above and is so that if t1 = t2 = . . . tk+1 then hr,z is the
constant family equal to ht1 and, similarly, the rest of the data coincides with the
one in Fukd[0,1](C × M ;ht1). On the technical level there are two points to check
to ﬁnish the construction of Fukd[0,1](C × M)ξ. The ﬁrst concerns the localization
of curves in the relevant moduli spaces—the analogue of Lemma 3.3.2. The second
point is to verify energy bounds as in Lemma 3.3.3. This second point does not
present any particular diﬃculty but the ﬁrst one requires a new argument. The
reason is that the functions ht have bottlenecks at diﬀerent points along the real
axis—these bottlenecks are simply translations along R ⊂ C of the bottlenecks of
h but for various values of t these are diﬀerent points. Thus the reasoning used in
Section 3.6.1 requires an adaptation that we now describe. Consider a solution u
of the Equation (39) but, of course, with hr,z ∈ Hξ. Denote by ψt the lift of ξt to
C×M . We will again use a naturality transformation u(z) = φh¯r,zar(z)(v(z)) (we recall
h¯r,z = hr,z ◦ π). In this case h¯r,z can be written as h¯br(z) where br : Sr → [0, 1] and,
further, h¯br(z) = h¯0 ◦ ψ−1br(z). By an elementary calculation we have:
φh¯
r,z
τ = ψbr(z) ◦ φh¯0τ ◦ ψ−1br(z), ∀τ.
We now apply yet another naturality transformation to v by putting
w(z) = ψ−1br(z)v(z).
We now discuss the properties of the planar maps w′(z) = π ◦ w(z). Because ξt is a
translation (for all t) in the real direction in the exterior of the region [
, 1 − 
], the
holomorphicity of π ◦ v around and on the sides of the bottlenecks is still true for w.
Moreover, the boundary conditions for w are such that for w only the bottlenecks
of h0 itself are involved. In other words, the argument in Lemma 3.3.2 is applicable
to w and concludes the veriﬁcation.
The usual arguments used in the construction of the tot category show that the
“ﬁbre” inclusion:
Fukd[0,1](C × M ;ht) → Fukd[0,1](C × M)ξ
is a quasi-equivalence for all t ∈ [0, 1] and this implies that the ﬁrst ﬁbre which is
Fukd[0,1](C × M ; [0, 1]) and the last one which is Fukd[0,1](C × M ; [c, d]) are quasi-
equivalent. unionsq
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3.6.6 Action of horizontal Hamiltonian isotopies. Here we analyze the action of
certain Hamiltonian diﬀeomorphisms φ : C × M → C × M on Fukdcob(C × M).
The construction is parallel to a construction in [Sei08], speciﬁcally §10d, with some
modiﬁcations that we will outline. The Hamiltonian diﬀeomorphisms φ of interest
to us satisfy a strong version of horizontality that we deﬁne below.
Definition 3.6.4. Fix a hamiltonian isotopy φt, t ∈ [0, 1], on C × M . Let Xt be
the time dependent vector ﬁeld of φt. The isotopy φt is called an ambient horizontal
hamiltonian isotopy if it has the property that there are suﬃciently large constant
Rφ, R
′
φ > 0 so that for each t ∈ [0, 1] there are two other real numbers vt−, vt+ ∈ R
so that for all z = (x + iy,m) ∈ C × M , we have
Xt(z) = (vt−, 0) ∈ C ⊕ TmM if x ≤ −R′φ Xt(z) = (vt+, 0) ∈ C ⊕ TmM if x ≥ Rφ.
The deﬁnition above implies that an ambient horizontal Hamiltonian isotopy
moves all the ends of a Lagrangian cobordism by sliding them along themselves.
Such an isotopy is horizontal in the sense of Deﬁnition 2.2.3 with respect to any
cobordism V.
The group of Hamiltonian diﬀeomorphisms φ that are time-1 maps of ambi-
ent horizontal Hamiltonian isotopies will be denoted by Hamhor(C × M). This
group only admits a partially deﬁned action on Fukdcob(C × M)) because the ob-
jects of Fukdcob(C ×M) are R-extensions of cobordisms in V ⊂ ([0, 1]× R)×M and
Hamhor(C × M) does not preserve this class of cobordisms.
However, with the notation on Section 3.6.5, notice that for |a|, |b|, |c|, |d| suﬃ-
ciently large there are constants c′, d′ depending on φ and an A∞ functor
˜φ[a,b] : Fukd[0,1](C × M ; [c, d]) → Fukd[a,b](C × M ; [c′, d′])
with action on objects V → φ(V ) and whose value on morphisms is deﬁned by
transporting intersection points by φ. For the (higher) multiplication in the target
category, we use almost complex structures obtained by transporting through φ the
structures in the domain category. Similarly, we use in the target a proﬁle function
h¯◦φ−1 that corresponds to the proﬁle function h = h[c,d] used on the domain. (Here
h¯ = π◦h.) This also determines the values of c′ and d′. In both the case of the almost
complex structures and of the proﬁle function, this construction is possible because
φ is horizontal so, for instance, it preserves the class of almost complex structures
for which the projection π : C×M → C is holomorphic at inﬁnity. There is an abuse
of notation here because the function h¯ ◦ φ−1 is deﬁned on C × M and not on C as
usual proﬁle functions are. However, given that φ is a translation in the real direction
in C and by taking the bottlenecks of h far enough, it is easy to arrange that for
(x,m) ∈ C×M with |Re(x)| large enough, we have h¯◦φ−1(x,m) = h◦φ˜−1(x) where φ˜
is a horizontal translation of speed v1±. In short, all arguments involving usual proﬁle
functions can be applied as well to the functions h¯t = h¯ ◦ φ−1t . In this subsection we
will further refer to these functions as generalized proﬁle functions. The categories
1786 P. BIRAN AND O. CORNEA GAFA
associated to them ﬁt in the same coherent system as described in Section 3.6 using
the same arguments as there.
It is easy to check that the functor described above is well-deﬁned and an in-
clusion. Notice moreover that in view of Proposition 3.6.3, by composing with the
appropriate quasi-equivalences, we could treat simply ˜φ[a,b] as a functor with do-
main Fukd[0,1](C × M ; [c, d]) and target Fukd[a,b](C × M ; [c, d]). In particular, ˜φ[a,b]
and ˜Id[a,b] can be viewed as functors between the same A∞-categories.
Proposition 3.6.5. For any φ ∈ Hamhor(C × M), and |a|, |b|, |c|, |d| large enough
so that the functor ˜φ[a,b] is well defined, we have that ˜φ[a,b] is a quasi-equivalence
and is quasi-isomorphic to ˜Id[a,b].
Proof. The proof is based on the following tot type construction. Fix an ambi-
ent horizontal Hamiltonian isotopy ψt, t ∈ [0, 1] so that φ = ψ1 and assume that
|a|, |b|, |c|, |d| are suﬃciently large so that the functor ˜φ[a,b] is well deﬁned for some
c′, d′. Fix also a proﬁle function h = h[c,d]. We assume moreover that h is such
that the compositions h¯ ◦ ψ−1t produce generalized proﬁle functions giving rise to
the category Fukd[a,b](C × M ; [ct, dt]) for all t ∈ [0, 1], which belong to the coherent
system.
This can be easily achieved by assuming that the bottlenecks of h are far enough
from the origin—in other words by taking |c|, |d| large enough. Thus the functor
˜φ[a,b] is well deﬁned. It is easy to see that it is a quasi-equivalence: in homology it is
faithful and full and each object in the target category is isomorphic to some object
in the image of ˜φ[a,b].
We now show that ˜φ[a,b] and ˜Id[a,b] are quasi-isomorphic as functors. We will
ﬁrst construct a category Fukdψ(C × M). The objects of this category are pairs
(V, t) where V ∈ CL[0,1]d (C × M) and t ∈ [0, 1]. Geometrically (V, t) is interpreted
as (V, t) = ψt ◦ V . We ﬁrst ﬁx the Floer and perturbation data for the category
Fukd[0,1](C×M ; [c, d]). We use in the construction the proﬁle function h ﬁxed above.
This produces a speciﬁc A∞-category that we denote by Fukd(C × M ; i0). We now
deﬁne categories Fukd(C×M ; it) that have the same objects as Fukd(C×M ; i0) but
with Floer and perturbation data transported from the choices in i0 by the isotopy
ψt - this uses the writing (V, t) = ψt ◦ V . Simultaneously, in the deﬁnition of it we
use the generalized proﬁle function, as explained above, h¯t = h¯◦ψ−1t . It is easy to see
that this is compatible with all the relevant equations, in particular with (38). This
means, in particular, that there is a canonical identiﬁcation between the categories
Fukd(C × M ; i0) and Fukd(C × M ; it) for all t ∈ [0, 1]. To deﬁne Fukdψ(C × M)
we use for all families of objects (Vi, t) with the same parameter t, the data being
already collected in it. We then extend the data to more general families in the usual
way by using proﬁle functions selected from the family Hψ = {h¯ ◦ ψ−1t : t ∈ [0, 1]}.
We then pursue as in the proof of Proposition 3.6.3 ii but with Hψ instead of H(ξ).
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It easy to see that, because |a|, |b|, |c|, |d| are large enough all the arguments in the
proof of Proposition 3.6.3 apply also to our generalized proﬁle functions.
The usual arguments used in the construction of the tot category show that the
“ﬁbre” inclusion:
Fukd(C × M ; it) → Fukdψ(C × M)
is a quasi-equivalence for all t ∈ [0, 1].
The next step in the proof is to construct in a similar way an A∞-category
Fukd[a,b](C×M)ψ. The objects of this category are pairs (V, t) ∈ CL
[a,b]
d (C×M)×[0, 1].
The Floer and perturbation data are deﬁned in such a way that the following two
conditions are satisﬁed:
i. for objects (V1, t), . . . (Vk+1, t) the proﬁle function in use is h¯t and, for the
rest, the perturbation choices etc. are as required to deﬁne the A∞-category
Fukd[a,b](C × M). We denote this category by Fukd[a,b](C × M ; t)
ii. the choices of Floer data, perturbation data and proﬁle functions are so that
the map
Ob(Fukdψ(C × M))  (V, t) −→ (ψt ◦ V, t) ∈ Ob(Fukd[a,b](C × M)ψ)
extends to an inclusion of A∞-categories.
Thus, Fukd[a,b](C×M)ψ is the analogue of the category Fukd[0,1](C×M)ξ from the
proof of Proposition 3.6.3 with the additional restriction in the choice of perturbation
data as indicated at the point ii above.
To summarize what was achieved till now, we have constructed an A∞ inclusion
ψ∗ : Fukdψ(C × M) → Fukd[a,b](C × M)ψ
that has the property that ψ∗ restricted to i0, Fukd(C×M ; i0) → Fukd[a,b](C×M ; 0),
is the inclusion ˜Id[a,b] and its restriction to i1, Fukd(C×M ; i1) → Fukd[a,b](C×M ; 1),
is ˜φ[a,b]. Again, the usual arguments used in the construction of the tot category
show that the “ﬁbre” inclusions:
Fukd[a,b](C × M ; t) → Fukd[a,b](C × M)ψ
are quasi-equivalences for all t ∈ [0, 1]. This shows that ˜φ[a,b] is a quasi-equivalence
(and the same for ˜Id[a,b], again). Recall also that (by composing with a certain
quasi-equivalence) we can view ˜φ[a,b] and ˜Id[a,b] as two functors between the same
A∞-categories.
It remains to show that these two functors are quasi-isomorphic, in the category
of A∞-functors, i.e. there exists a natural transformation of A∞-functors between
˜φ[a,b] and ˜Id[a,b] which is a quasi-isomorphism. This can be proved using a moving
boundary construction (based on the isotopy {ψs}s∈[0,1]) which follows exactly the
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argument in Section 10(c) in [Sei08] (see also Proposition 10.3 in that section).
Apart of working at all times with extended proﬁle functions selected from Hψ the
argument from Section 10(c) in [Sei08] applies here with almost no adjustments. We
therefore skip the remaining details. unionsq
Remark 3.6.6. a. It is also possible to show that, in homology, the quasi-
isomorphism between ˜φ[a,b] and ˜Id[a,b] only depends on the homotopy class (with
ﬁxed end-points) of the path of Hamiltonian diﬀeomorphisms φt, t ∈ [0, 1].
b. Notice that, except for the proﬁle functions which are speciﬁc to our setting,
the construction of Fukd(C × M)ψ is slightly simpler than the one in §10d [Sei08].
This is because we are not actually constructing here an action of Hamhor(C × M)
on Fukdcob(C × M). Constructing such an action is in fact possible, by a certain
direct limit lim[a,b]⊂R Fukd[a,b](C×M) but goes beyond what is needed in this paper.
4 Proof of the Main Theorem
The heart of the proof of Theorem B consists in constructing a sequence of exact
triangles associated to a cobordism. Before the proof, some preparation is required.
4.1 Enrichment of Fukdcob(C × M). For convenience, we will use an enrich-
ment, Fukdcob,1/2(C × M), of the A∞-category Fukdcob(C × M).
Fix a choice of all the auxiliary structures (i, h) needed to deﬁne a concrete model
of Fukdcob(C × M), namely a proﬁle function h, and a choice i of consistent Floer
and perturbation data as in Section 3. We denote the resulting A∞-category by
Fukdcob(C×M ; i, h). The objects of Fukdcob,1/2(C×M) are Lagrangian submanifolds
with cylindrical ends V ⊂ C × M with the same normalization as for Lagrangian
cobordisms (i.e. V is cylindrical over C \ {0 ≤ Rez ≤ 1}) with the only exception
that the ends of π(V ) are allowed to have y-coordinate in 12Z (rather than just Z).
Further we assume that the proﬁle function h is small enough, i.e. that the
parameter 
 in the deﬁnition of h is small enough, say 
 < 110 . See Section 3.2. We
now alter the deﬁnition of h to a function h′ : R2 → R such that
h′(x, y) = h(x, y − 12), ∀ x ∈ (−∞,−1] ∪ [2,∞), y ∈ (j + 12 − 
, j + 12 + 
), j ∈ Z.
We also require that h′(x, y) = h(x, y) for x ∈ (−∞,−1] ∪ [2,∞), y ∈ (j − 
, j + 
),
j ∈ Z. We call the functions h′ of this type extended proﬁle functions.
Next, we extend the choices made in i ∈ Ihcob in a consistent way to accommodate
all the new (as well as the old) objects mentioned above and denote this extension by
i′. We deﬁne composition maps μk, k ≥ 1, in the same way we did for Fukdcob(C×M).
The result is a new A∞-category Fukdcob,1/2(C × M ; i′, h′) which comes with an
obvious full and faithful embedding
j1/2 : Fukdcob(C × M ; i, h) −→ Fukdcob,1/2(C × M ; i′, h′).
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The family of A∞-categories Fukdcob,1/2(C×M ; i′, h′) indexed by (i′, h′) have the same
invariance properties as the family Fukdcob(C×M ; i, h) and forms a coherent system.
Moreover, the collection of functors j1/2 (for diﬀerent choices of (i, h)) are compatible
with the corresponding coherent systems of Fukdcob and Fukdcob,1/2 categories. We
will henceforth omit sometimes the (i, h) or (i′, h′) from the notation when these
choices are made clear.
4.2 Inclusion functors. The purpose of this subsection is to associate an A∞-
functor
Iγ : Fukd(M) → Fukdcob,1/2(C × M).
to a curve γ ⊂ R2 ∼= C that is properly embedded, diﬀeomorphic to R, is horizontal
outside [0, 1]×R and such that the ends of γ have y-coordinates in 12Z. We can view
γ as a Lagrangian with cylindrical ends in the manifold C × {pt} or as an object of
Fukdcob,1/2(C × {pt}).
In case the ends of the curve γ have integral y-coordinates the functor Iγ will
factor through
Fukd(M) −→ Fukdcob(C × M) −→ Fukdcob,1/2(C × M).
By abuse of notation we will sometime denote the ﬁrst functor Fukd(M) −→
Fukdcob(C × M) in this composition also by Iγ .
Below we will, in fact, deﬁne a family of A∞-functors
Iγ : Fukd(M) −→ Fukdcob,1/2(C × M)
that are quasi-isomorphic one to the other (as functors). We will call them inclusion
functors.
We ﬁrst introduce an auxiliary A∞-category Bγ,h that will be also used later in
the paper. We assume that γ has the shape as in Figure 10. This choice is useful in
the next section but is not restrictive. Any other curve γ works equally well for the
purposes of the current section. We also pick h and the extended proﬁle function h′
so that (φh
′
1 )
−1(γ) looks as in Figure 10.
More precisely, γ ∩ (φh′1 )−1(γ) consists of an odd number l of intersection points.
We denote them by o1, o2, . . . , ol, as in the picture, and assume that l ≥ 3; o1 is the
intersection point with largest real coordinate and ol the intersection point with the
smallest real coordinate. The intersection points oi with i odd are called positive (or
odd) and the ones with i even are called negative (or even). Notice that o1 and ol are
bottlenecks—the ﬁrst along the positive end of γ and the second along the negative
end.
The deﬁnition of Bγ,h is now as follows: the objects are γ × L with L ∈ L∗d(M).
We abbreviate ˜L = γ×L. To deﬁne morphisms and higher operations we ﬁrst ﬁx all
the data needed to deﬁne a model for Fukd(M). Let ˜L = γ ×L, ˜L′ = γ ×L′ be two
objects of Bγ,h and denote by (HL,L′ , JL,L′) the Floer datum that has already been
1790 P. BIRAN AND O. CORNEA GAFA
Figure 10: The curves γ, (φh
′
1 )
−1(γ) and the points oi, 1 ≤ i ≤ l
associated to (L,L′) in Fukd(M). We put H
˜L,˜L′ = h
′⊕HL,L′ and the time-dependent
almost complex structures J
˜L,˜L′(t) = ih′(t) ⊕ JL,L′(t), t ∈ [0, 1] where
ih′(t) = (φh
′
t )∗i.
The Floer datum for (˜L, ˜L′) is deﬁned to be the pair (H
˜L,˜L′ , J˜L,˜L′) and we put
homBγ,h(˜L, ˜L
′) = CF (˜L, ˜L′;H
˜L,˜L′ , J˜L,˜L′)
endowed with the standard Floer diﬀerential. It is not diﬃcult to verify that this data
is regular. Indeed, our choices for H
˜L,˜L′ and J˜L,˜L′ imply that the relevant Fredholm
operators split as a product of the obvious operators in C and in M . Due to the
choice of h′, for each relevant Floer trajectory u = (u1, u2) where u1 = π ◦ u and
u2 = π2◦u (with π2 : C×M → M the projection on the second factor) the respective
operators are surjective at u1 and u2 respectively. The surjectivity at u2 is due to
the generic choice of HL,L′ , JL,L′ . For the surjectivity at u1 we need to separate to
two cases according to whether or not u1 is constant. If u1 is not constant then
by automatic regularity for holomorphic curves in C (see Section 13a in [Sei08] and
also [dRS14]) the operator is surjective. If u1 is constant then the surjectivity follows
from Corollary 4.3.2. Notice, in particular, that the Floer strips that project to a
constant in C equal to one of the points oi, be they positive or negative, remain
regular as Floer strips in C × M .
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Remark 4.2.1. It is useful to contrast the regularity indicated above with the situ-
ation occurring for curves with boundary conditions along Lagrangians ˜L1, . . . , ˜Lk+1
with k ≥ 2, that project to one of the constant points oi. Of course, these curves do
not appear in the deﬁnition of the Floer complexes but rather in that of the higher
compositions (see below). In this case, the curves that project to positive points oi
remain regular but those that project to negative points are not regular in C × M :
indeed, by Corollary 4.3.2, at the negative points the planar operator has a negative
index while at the positive points the index is 0.
To construct the coherent system of categories Bγ,h we can now apply the general
scheme used to construct the category Fukdcob(C × M) in Section 3. This involves
using quite general perturbations—as in Section 3.2—to the left of o1 and to the
right of ol. The techniques in Section 3.3 and Section 3.4 apply without change in
view of the fact that the points o1 and ol are bottlenecks and the same remains true
for the invariance results in Section 3.6.
We use the category Fukdcob,1/2(C×M ; i′, h′) as deﬁned in Section 4.1 above using
a choice of data i that extends the choices just made for Bγ,h. We thus obtain an
obvious full and faithful embedding of A∞-categories:
βγ,h : Bγ,h −→ Fukdcob,1/2(C × M ; i′, h′). (45)
The next step is to deﬁne quasi-isomorphisms Bγ,h → Fukd(M) as well as certain
explicit comparison quasi-isomorphisms relating Bγ,h1 to Bγ,h2 for diﬀerent proﬁle
functions h1, h2. The desired inclusion functor will be deﬁned by composing βγ,h with
the inverse of Bγ,h → Fukd(M). To construct these functors and deduce some of their
properties we need a special model for Bγ,h associated to particular perturbation data
that we describe next.
This perturbation data is only required for the higher compositions μk, k ≥ 2,
the Floer data is ﬁxed as above. Let L1, . . . , Lk+1 ∈ L∗d(M), k ≥ 2 and denote
by (ΘM ,JM ) the perturbation datum of (L1, . . . , Lk+1) as ﬁxed in Fukd(M). The
perturbation datum (Θ,J) associated to (˜L1, . . . , ˜Lk+1) has the following form:
Θ = dar ⊗ h′ + ΘM + Q J = ˜ih ⊕ JM (46)
where ˜ih = {˜ih(z)}z∈Sr is the family of almost complex structures on R2 deﬁned by
˜ih = (φh
′
ar(z)
)∗i, z ∈ Sr. The term Q is a 1-form Q ∈ Ω1(Sr, C∞(C × M)) which
is compactly supported in the interior of Sr and away from the strip like ends.
Moreover Q is required to satisfy the following conditions for all z ∈ Sr, v ∈ TzSr:
i. The function Qz(v) : C × M → R is of the from Qz(v) = qz(v) ◦ π with
qz(v) : C → R.
ii. The function qz(v) is supported in a union Uh of small neighborhoods of the
points oi ∈ C with i = even.
Similarly to what has been done before in the case of Fukd(M) we deﬁne (Θ,J)
so that it extends the Floer data already deﬁned on the strip-like ends of the surfaces
Sr and so that it is consistent with splitting and gluing in the space ̂Sk+1.
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Note that if Q is chosen such that for some z, v the function qz(v) does not have
a critical point at oi, where i = even, then no solution u of (24) can have a constant
projection at oi. (In contrast, solutions with a constant projection over oi with i =
odd deﬁnitely exist).
The class of perturbations described above is suﬃcient for the regularity of the
moduli spaces of perturbed J-holomorphic polygons of index at most 1. Indeed,
due to our choices, the linearized operator corresponding to Equation (24) splits at
every solution u into horizontal and vertical parts. The vertical part can be assumed
surjective in view of the choices that has been already made for Fukd(M). As for
the horizontal part, the argument splits into two cases. The ﬁrst one is when π ◦ u
is not constant and in that case Lemma 4.3.3 assures surjectivity of the respective
operator. The second possible case is that π ◦ u is constant. As remarked above a
(generic) suitable choice of Q assures that π◦u equals to one of the oi’s with i = odd.
Corollary 4.3.2 then implies surjectivity for the horizontal operator.
Notice also that the Floer complex CFBγ,h(˜L, ˜L′) = homBγ,h(˜L, ˜L′) splits as a
vector space:
CFBγ,h(˜L, ˜L′) =
l
⊕
i=1
CF (L,L′),
where CF (L,L′) = CF (L,L′;HL,L′ , JL,L′) is the Floer complex in Fukd(M). The
i-th summand at the right-hand side of the above equality corresponds to the point
oi and we will sometimes identify it as CF (L,L′)oi . We use the following notation.
For x ∈ CF (L,L′) and 1 ≤ i ≤ l we denote by x(i) ∈ CFBγ,h(˜L, ˜L′) the element
(0, . . . , 0, x, 0 . . . , 0) ∈ CF (L,L′)oi where x is placed at the i-the spot. Such an
element (0, . . . , 0, x, 0 . . . , 0) ∈ CF (L,L′)oi ⊂ CFBγ,h(˜L, ˜L′) will be called a mor-
phism of type oi. Morphisms of some type oi as before will be called homogeneous.
We also denote CFBγ,h(˜L, ˜L′)≤α the partial sum ⊕αi=1CF (L,L′)oi ⊂ CFBγ,h(˜L, ˜L′),
1 ≤ α ≤ l.
Remark 4.2.2. It is an easy exercise to describe also the diﬀerential d of CFBγ,h
(˜L, ˜L′). For this let d : CF (L,L′) → CF (L,L′) be the diﬀerential of the Floer
complex in Fukd(M). We then have, for j even dx(j) = (dx)(j) and for j odd
dx(j) = (dx)(j) + x(j−1) − x(j+1) (where, by a slight abuse in notation, we put
x(j+1) = 0 if j = l and x(j−1) = 0 if j = 1). In particular, the complexes CFBγ,h(˜L, ˜L′)
and CF (L,L′) are quasi-isomorphic.
We will need a strong form of the statement in Remark 4.2.2. For an odd index
1 ≤ j ≤ l we deﬁne a functor cγ,h,j : Bγ,h → Fukd(M) by putting on objects
cγ,h,j(˜L) = L, on morphisms c1γ,h,j(x
(i)) = x if i = j, c1γ,h,j(x
(i)) = 0 if i = j and
crγ,h,j = 0 for r ≥ 2.
Proposition 4.2.3. With the definition above, the cγ,h,j ’s are A∞-functors and are
quasi isomorphisms. Moreover, for any two odd 1 ≤ j, j′ ≤ l, the functors cγ,h,j and
cγ,h,j′ are homotopic.
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Proof. In view of Remark 4.2.2, to prove the ﬁrst part of the claim it is enough to
show that cγ,h,j is an A∞-functor. For this we start by listing two properties of the
higher compositions in Bγ,h in the model using the perturbations described above.
Denote the compositions in Bγ,h by μk and the compositions in Fukd(M) by μk.
We assume below k ≥ 2. Let zi ∈ CF (Li, Li+1)oji , 1 ≤ i ≤ k, and let u : Sr → ˜M
be an index-0 solution to (24) with entries z1, . . . , zk. Denote by w ∈ ˜M the exit (or
output) of u. We claim that one of the following possibilities occur:
i. There exists an odd s such that j1 = · · · = jk = s and π ◦u is constant at os. In
particular μk(z1, . . . , zk) = (0, . . . , 0, μk(z1, . . . , zk), 0, . . . , 0) ∈ CF (L1, Lk+1)os .
ii. There is a single i with ji = even and w ∈ CF (L1, Lk+1)oji . Moreover, for
every r = i we have jr = ji ±1. In particular μk(z1, . . . , zk) ∈ CF (L1, Lk+1)oji .
The justiﬁcation of this property is a simple application of two arguments. First, the
odd points play a typical “bottleneck” role because our perturbations are such that
the curves u transform by the naturality transformation (25) to polygons that project
holomorphically onto C around these points. Moreover, the odd points are “entry”
(or input) points from the point of view of the strip-like ends of these projections.
This shows that any such curve that has such a point as an “exit” (or output)
point has to project to a constant. The second argument is based on point (1) of
Corollary 4.3.4. More speciﬁcally, if an even point corresponds to the “exit” then, it
is necessary for exactly one such even point to appear among the entries.
Finally, the fact that jr = ji ± 1 for every r follows from a bottleneck argument
similar the ones used previously several times.
The above description of μk implies the following identity:
c1γ,h,j(μk(z1, . . . , zk)) = μk
(
c1γ,h,j(z1), . . . , c
1
γ,h,j(zk)
)
.
In view of the vanishing of the higher order components of cγ,h,j it follows from this
identity that cγ,h,j is an A∞-functor.
To conclude the proof of the Proposition it remains to show the statement about
the homotopy. To simplify the exposition we will now assume that l = 3. We will
show now that cγ,h,1 and cγ,h,3 are homotopic as A∞-functors.
Let k ≥ 2 and let zi ∈ CF (Li, Li+1)oji , 1 ≤ i ≤ k, be so that all ji ∈ {1, 3} for
every i. By inspecting the points i, ii above we see that μ(z1, . . . , zk) = 0 except
possibly if all ji are equal to 1 or if they are all equal to 3. Moreover, we have
μk(x
(1)
1 , . . . , x
(1)
k ) = (μk(x1, . . . , xk))
(1) μk(x
(3)
1 , . . . , x
(3)
k ) = (μk(x1, . . . , xk))
(3).
By Remark 4.2.2 for k = 1 we have
μ1(x
(1) + x(3)) = (μ1(x))(1) + (μ1(x))(3)).
We thus deﬁne an A∞-functor:
eγ,h : Fukd(M) −→ Bγ,h
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by deﬁning it on objects as eγ,h(L) = ˜L, on morphisms e1γ,h(x) = x
(1) + x(3) and
setting the higher components to be null, ekγ,h = 0 for all k > 1.
This morphism clearly satisﬁes cγ,h,1 ◦eγ,h = cγ,h,3 ◦eγ,h = id. Moreover, eγ,h is a
quasi-isomorphism and thus invertible up to homotopy. (Note that eγ,h, in contrast
to cγ,h,j does not depend on j.) Thus, cγ,h,1  cγ,h,3. The argument for l > 3 is
analogous: namely
eγ,h : Fukd(M) → Bγ,h
has the same deﬁnition on objects as in the case l = 3, its action on morphisms is
again null for k ≥ 2 and e1γ,h(x) = x(1) + x(3) + . . . + x(l). unionsq
We now deﬁne the inclusion functor
Iγ,h : Fukd(M) −→ Fukdcob,1/2(C × M ; i′, h′)
as the composition
Iγ,h = βγ,h ◦ eγ,h, (47)
where βγ,h is the functor deﬁned in (45).
Remark 4.2.4. a. The functor eγ,h is a common homotopy inverse for all the projec-
tions cγ,h,i. As all these projections are mutually chain homotopic we will sometimes
omit the index i from the notation in cγ,h,i.
b. If the ends of γ have integral y-coordinates then Iγ,h factors through
Fukd(M) −→ Fukdcob(C × M ; i, h)
j−→ Fukdcob,1/2(C × M ; i′, h′).
Proposition 4.2.5. Up to a quasi-isomorphism (canonical in homology), the func-
tor Iγ,h depends only on the horizontal isotopy type of γ.
Proof. The proof follows the general method for proving invariance statements as in
Section 3.6. Thus, we ﬁrst assume that γ varies inside a ﬁxed horizontal isotopy type
and h changes while keeping ﬁxed the bottlenecks o1 and ol and l remains ﬁxed. We
then include the diﬀerent categories Bγ,h in the same category Btot. This category
comes with a projection c¯1 : Btot → Fukd(M) associated to the ﬁrst intersection
point o1. This functor c¯1 restricts to the projection cγ,h,1 on each Bγ,h and is a
quasi-equivalence. Consider now the functors:
Fukd(M) eγ,h−→ Bγ,h → Btot.
The composition of c¯1 with each one of these functors is the identity. Thus any two
such functors are quasi-isomorphic. The category Btot can be mapped by inclusion
into Fukd,totcob,1/2(C×M) and thus any two functors Iγ,h are also quasi-isomorphic by
a quasi-isomorphism that is canonical in homology.
GAFA LAGRANGIAN COBORDISM AND FUKAYA CATEGORIES 1795
The same argument also applies if we vary h by keeping its positive and negative
bottlenecks all ﬁxed while allowing the number l ≥ 3 to change: because the bottle-
necks are ﬁxed the corresponding category Btot remains well deﬁned as well as its
inclusion in Fukd,totcob,1/2(C×M); the projection c1 remains also well-deﬁned. The last
step is to “move” the bottlenecks. This is achieved combining the argument above
with that in Section 3.6.5.
Remark 4.2.6. The description of the A∞-structure for the category Bγ,h in the
proof of Proposition 4.2.3 also allows us to compare explicitly the categories Bγ,h
and Bγ,g where the number of points oi ∈ C for the function h is l ≥ 5 and the
number of points o′i ∈ C for the function g is l′ = l − 2. Indeed, it is easy to deﬁne:
phg : Bγ,h → Bγ,g
which is the identity on objects, it is given on morphisms by (phg )
1(x(i)) = x(i) if
i ≤ l − 2 and (phg )1(x(i)) = 0 if l − 2 < i ≤ l and (phg )k = 0 for k ≥ 2. For suitable
choices of g and perturbation data it is easy to see that this is an A∞ functor. For
this, we pick g so that (φg
′
1 )
−1(γ) coincides with (φh′1 )−1(γ) to the right of ol−2 and
we also ﬁx the perturbation data so that the perturbation data for Bγ,h extends that
of Bγ,g. Clearly, phg is compatible in the obvious sense with the projections cγ,h and
cγ,g as well as with the functors eγ,h, eγ,g.
4.3 Index and regularity. The purpose of this subsection is to provide details
on the index calculations used above in constructing and analyzing the category
Bγ,h. Recall that we had to calculate the index of the linearized operator associated
to Equation (24) at a solution u of that equation. We need to calculate the index for
two types of solutions u. The ﬁrst is when u has a constant projection to C, and the
second one is when the projection is not constant. The main part in this calculation
amounts to computing the index of the horizontal part of the operator. We will also
address regularity of the solutions.
4.3.1 The case of solutions with constant projection. We will work here with the
following slightly more general setting. Let γ ⊂ R2 be a curve as in Section 4.2. Fix
k ≥ 2. Let f1, . . . , fk+1 : γ −→ R be Morse functions and assume that p ∈ γ is a
critical point of all the fi’s. Denote by |p|fi the Morse index of fi at p. Fix a punctured
disk S = Sr for some r ∈ Rk+1 and denote its complex structure by j. Denote by
a = ar : S −→ R the transition function as in Section 3.1. Let {fˆz : γ −→ R}z∈S be
a family of functions, parametrized by S, all having p as a critical point and such
that on the i′th strip-like end of S, fz coincides with fi at inﬁnity, i.e. fˆz = fi for
every z ∈ 
Si (Z− \K−), i = 1, . . . , k and fˆz = fk+1 for every z ∈ 
Si (Z+ \K+), where
K± are compact subsets of the semi-strips. We extend the functions fi and fˆz to
functions on R2 by identifying T ∗γ ∼= R2 and deﬁning the extension to be constant
along each ﬁbers of T ∗γ. Denote by X fˆ = {X fˆz}z∈S the (S-dependent) Hamiltonian
vector ﬁeld associated to fˆ . Set Z = da⊗X fˆ viewed as a 1-form on S with values in
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the space of Hamiltonian vector ﬁelds on R2. Finally deﬁne an S-dependent complex
structure iˆ = {ˆiz}z∈S on R2 deﬁned by iˆz =
(
φfˆza(z)
)
∗i.
We extend the choices above to the case k = 1 as follows. In that case S can be
identiﬁed with the strip R × [0, 1] and we require that f0 = f1, the family fˆz to be
constant and a(s, t) = t for every (s, t).
With the above data ﬁxed, consider the following equation:
w : (S, ∂S) −→ (R2, γ), Dw + iˆz(w) ◦ Dw ◦ j = Z + iˆz(w) ◦ Z ◦ j. (48)
Due to our choices we have Zz(p) = 0 for every z ∈ S, hence the constant map
w0(z) ≡ p is a solution of (48). Denote by Dw0 the linearized operator associated
to (48) at w0.
The following Lemma follows from the theory developed in [Sei12].
Lemma 4.3.1. The Fredholm index of Dw0 is given by
ind(Dw0) = |p|f1 + · · · + |p|fk − |p|fk+1 − (k − 1).
Moreover, when the index is 0 the operator Dw0 is surjective, hence the solution w0
is regular.
The following is an immediate consequence of the previous lemma.
Corollary 4.3.2. ind(Dw0) = 0 in any of the following two cases:
1. k = 1 and |p|f1 = |p|f2.
2. k ≥ 2 and |p|f1 = · · · = |p|fk+1 = 1.
Moreover, in both cases the constant solution w0 is regular.
Proof of Lemma 4.3.1. The proof follows essentially the recipe from Sections 4.5
and 4.6 in [Sei12], with a few minor modiﬁcations that we outline below.
We begin with the index formula. Consider the same equation as (48) but with iˆ
replaced by the standard (constant) complex structure i in the plane C. The constant
map w0 solves that equation too. The linearized operator D′w0 of that equation is
homotopic to Dw0 through Fredholm operators, hence its index is equals to that of
D′w0 .
The operator D′w0 is precisely of the class of operators considered in Section 4e
of [Sei12] (see (4.32) and (4.33) in that paper for the precise description of that
class). More precisely, the operator D′w0 has the following form:
⎧
⎪
⎪
⎨
⎪
⎪
⎩
D′w0(ξ) = ∂ξ −
(
i ◦ Re(ξ)diag(fˆ ′′z (p), 0
) ⊗ da
)0,1
,
ξ : S −→ R2,
ξ(z) ∈ Tpγ, ∀z ∈ ∂S.
(49)
Here both sides of the equation are regarded as 1-forms with values in homR(C,C) =
Mat2(R). Also, fˆ ′′z (p) stands for the second derivative of the function fˆz : γ −→ R
at the point p, where we identify γ with R in the obvious way.
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From here on, the index calculation of D′w0 follows a topological recipe developed
in [Sei12]. Denote by S¯ the compactiﬁcation of S obtained by adding to each strip
like end an interval of the type 
Si (±∞ × [0, 1]). According to [Sei12] we have
ind(D′w0) = 1 + deg(λˆ),
where λˆ : ∂S¯ −→ RP 1 is a map deﬁned as λˆ(z) = Tpγ ∈ RP 1 for every z ∈ ∂S and
over the intervals at inﬁnity of ∂S¯ by using an explicit homotopy class of loops in
RP 1 starting and ending at Tpγ. This homotopy class is explicitly determined on
each end by the sign of f ′′i (p).
A little care is needed when following the procedure from [Sei12], since Seidel’s
conventions diﬀer from ours. The essential diﬀerence here is that in [Sei12] Seidel
parametrizes the strip-like ends in a diﬀerent way than we do. Namely, the “input”
(or “entry”) ends i = 1, . . . , k are parametrized in Seidel by [0,∞) × [0, 1] whereas
we parametrize them by (−∞, 0] × [0, 1]. Similarly, the “output” (or “exit”) end is
parametrized in Seidel by (−∞, 0] × [0, 1] and we parametrize it by [1,∞) × [0, 1].
The outcome is that in order to calculate the map λ¯ using the conventions of Seidel
we need to replace f ′′i (p) by −f ′′i (p) everywhere. Apart from that a straightforward
substitution in the method from [Sei12] yields the desired index formula.
We now turn to regularity, under the assumption that the index is 0. Here it is
convenient to apply the naturality transformation, namely deﬁne v : S −→ R2 by
the transformation w(z) = φfˆza(z)(v(z)). Then the Equation (48) is transformed to
the following equation with moving boundary conditions:
⎧
⎪
⎪
⎨
⎪
⎪
⎩
Dv + i ◦ Dvz ◦ j = 0,
v : S −→ R2,
v(z) ∈ (φfˆza(z)
)−1(γ), ∀z ∈ ∂S.
(50)
Note that the constant solution w0 is sent by this transformation to the constant
solution v0 ≡ p of Equation (50). The linearization D′′v0 of (50) at v0 now looks as
follows:
⎧
⎪
⎪
⎨
⎪
⎪
⎩
D′′v0(ξ) = ∂ξ
ξ : S −→ R2,
ξ(z) ∈ D(φfˆza(z)
)−1(Tpγ), ∀z ∈ ∂S.
(51)
This operator still falls in the class of operators considered in [Sei12] (see Section 4.5
in that paper). The index can now be independently (of the previous calculation)
calculated via an analogous procedure: ind(D′′v0) = 1 + deg(λˆ), where this time the
map λˆ takes into account also the moving boundary conditions D
(
φfˆza(z)
)−1(Tpγ),
z ∈ ∂S. Since the total index is assumed to be 0 we have deg(λˆ) = −1. By Propo-
sition 4.1 in [Sei12] this implies that D′′v0 is injective. As the index is 0 it must also
be surjective. unionsq
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4.3.2 The case of solutions with non-constant projection. Here we consider a
very similar setting to the one in Section 4.3.1 with the following diﬀerence. The
functions f1, . . . , fk+1 : γ −→ R are assumed to be Morse but possibly with diﬀerent
critical points. The family fˆ is only assumed to coincide with the fi’s on the ends at
inﬁnity. The term Z in Equation (48) is allowed now to have following more general
form:
Z = da ⊗ X fˆ + Xq,
where q is a 1-form on S with values in C∞(R2) whose support (as a form on S)
is compact and lies inside the interior of S. The main example we have in mind is
when the fi’s, as well as the fˆz’s all coincide with one extended proﬁle function h′,
and the form q is as deﬁned on page 1791 after Equation (46).
Let w : (S, ∂S) −→ (R2, γ) be a solution of Equation (48), where Z is now
assumed to be of the form just discussed. It is easy to see that along each strip-like
end w converges to a critical point of the corresponding fi. Denote by p1, . . . , pk ∈ γ
the critical points corresponding to the input ends and by pk+1 the one corresponding
to the output. We write |pi|fi for the Morse index of fi at pi. We continue to denote
the linearized operator of (48) at w by Dw. The following Lemma follows too from
the methods of [Sei12].
Lemma 4.3.3. Let w be a non-constant solution of Equation (48). Then the operator
Dw is surjective and its index is given by:
ind(Dw) = |p1|f1 + · · · + |pk|fk − |pk+1|fk+1 − (k − 1).
Corollary 4.3.4. Let w be a non-constant solution of Equation (48). Then ind(Dw)
is either 0 or 1. Moreover:
(1) ind(Dw) = 0 if and only if one of the following three possibilities occur:
(a) k = 1 and |p1|f1 = |p2|f2; or
(b) k ≥ 2 and |pi|fi = 1 for every i; or
(c) |pk+1|fk+1 = 0, |pi0 |fi0 = 0 for some 1 ≤ i0 ≤ k and |pj |fj = 1 for every
1 ≤ j ≤ k, j = i0.
(2) ind(Dw) = 1 if and only if |p1|f1 = · · · = |pk|fk = 1 and |pk+1|fk+1 = 0.
Proof of Lemma 4.3.3. The proof is very similar to the proof of Lemma 4.3.1, fol-
lowing the theory from Sections 4.5 and 4.6 of [Sei12].
By applying a suitable symplectomorphism of R2 we may assume without loss of
generality that the curve γ is entirely horizontal. The map λˆ mentioned in the proof
of Lemma 4.3.1 then becomes constant over ∂S (since λˆ(z) = Tw(z)γ ∀z ∈ ∂S).
Thus the only contribution of λˆ to the index of Dw comes from the ends of S. But
the calculation over each end coincides with that done for the proof of Lemma 4.3.1.
Finally, the surjectivity of Dw follows from the theory developed in Section 13a
of [Sei08]. unionsq
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4.4 The exact triangles
4.4.1 A∞-modules associated to a cobordism. Let V be a Lagrangian cobordism
V ∈ CLd(M), γ ⊂ C a curve and h a proﬁle function, as in Section 4.2. (See
Figure 10.) We assume that #(γ ∩ (φh′1 )−1(γ)) = l where h′ is the extended proﬁle
function associated to h.
Consider the Yoneda embedding
Y : Fukdcob,1/2(C × M ; i′, h′) → fun(Fukdcob,1/2(C × M ; i′, h′), Chopp)
and the composition of functors
Y(V ) ◦ Iγ,h : Fukd(M) Iγ,h−→ Fukdcob,1/2(C × M ; i′, h′)
Y(V )−→ Chopp (52)
where Iγ,h is the inclusion functor from Equation (47). As recalled in Section 4.8.3,
Chopp-valued functors deﬁned on an A∞-category A are naturally identiﬁed with
modules over A. Let MV,γ,h be the Fukd(M)-module that corresponds to Y(V )◦Iγ,h.
Explicitly, this module is given by MV,γ,h(N) = CF cob(γ × N,V ) for all N ∈ L∗d
and
μMV,γ,h : CF (N1, N2) ⊗ . . . CF (Nk−1, Nk) ⊗ CF cob(γ × Nk, V ) → CF cob(γ × N1, V )
is given by μMV,γ,h(a1, . . . , ak−1, b) = μcob(e1γ,h(a1), . . . , e
1
γ,h(ak−1), b).
Recall from (47) that Iγ,h = βγ,h ◦ eγ,h. Thus we also have a functor
Y(V ) ◦ βγ,h : Bγ,h → Fukdcob,1/2(C × M ; i′, h′) → Chopp
with a corresponding Bγ,h-module MV,γ,h and we have
MV,γ,h = e∗γ,h(MV,γ,h).
In view of Remark 4.2.4 and of the invariance properties of Fukdcob(C × M), it
follows that the quasi-isomorphism type of the module MV,γ,h only depends on
the horizontal isotopy types of γ and V . The relevant quasi-isomorphism can be
constructed explicitly for γ, h ﬁxed and V horizontally isotopic to V ′ via an isotopy
Φ. The result is a quasi-isomorphism
ΦVV ′ : MV,γ,h → MV ′,γ,h
that is constructed by counting J-holomorphic polygons with boundary conditions
along γ × N1, . . . , γ × Nk and with the k + 1 side satisfying a moving boundary
condition along Φt(V ).
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Figure 11: The cobordism V , the curves γj , and (φ
h′j
1 )
−1(γj), the points o
j
i and the regions
Ti
4.4.2 Exact triangles associated to a cobordism. In this subsection we use the
theory developed above to construct the exact triangles described in the introduction
in Equation (4). Even if we are interested in these triangles at the derived level it
is important to note that the actual construction needs to be performed before
derivation and thus it is by necessity very explicit.
Let V : L  (L1, . . . , Lm) be a Lagrangian cobordism in CLd(C × M). Consider
a sequence of plane curves γ1, . . . , γm ⊂ C as in Figure 11. We also choose proﬁle
functions hi and associated extended proﬁle functions h′i so that (φ
h′i
1 )
−1(γi) are as
in Figure 11 (where it is drawn for m = 4).
More precisely, our choices are as follows. As before, we identify C ∼= R2 in the
standard way. All the curves γi will be of the (general) shape depicted in Figure 10
but with diﬀerent heights for their ends. We ﬁrst pick γm so that the height of
its negative end is m + 12 and the height of its positive end is
3
2 . Additionally we
require that γm coincides with a vertical line of real coordinate ηγm < 0 in between
the intersections with the L1 end of V and the intersection with the Lm end. We
now pick hm so there are 2m + 3 intersection points {omi } = (φh
′
m
1 )
−1(γm) ∩ γm
that are so that om1 is a bottleneck and o
m
1 = (
5
2 ,
1
2). Similarly, we require that
om2m+3 is a bottleneck and o
m
2m+3 = (−32 ,m + 12). The positive intersections satisfy
om2i+1 = γm ∩ (i’th negative end of V ), 1 ≤ i ≤ m. Further, we assume that the
negative intersections om2i are of height i− 12 , 1 ≤ i ≤ m+1. The choice of the curves
γj for j < m is such that this curve has essentially the same shape as γm, it coincides
with γm below the height i+ 14 and its negative end is of height i+
1
2 . Moreover, h
′
j
is such that (φ
h′j
1 )
−1(γj) coincides with (φ
h′m
1 )
−1(γm) for all points (x, y) ∈ C with
y ≤ j + 14 . This means, in particular, that we have oji = omi for all 1 ≤ i ≤ 2j + 1.
Finally, oj2j+3 is a bottleneck with o
j
2j+3 = (−32 , j + 12) and oj2j+2 is of height j + 12 .
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Next we pick the Floer and perturbation data required to deﬁne the categories
Bj = Bγj ,hj , as in the construction of the inclusion functors in Section 4.2. Addition-
ally, we require that the data for Bγj+1,hj+1 extends in the obvious sense the data for
Bγj ,hj . We now deﬁne a sequence of auxiliary A∞-categories B′j for each 1 ≤ j ≤ m.
These have the same objects as Bj and their morphisms are deﬁned algebraically as
the following quotients:
homB
′
j ( ˜N ′, ˜N ′′) = homBj ( ˜N ′, ˜N ′′)/〈oj2j+2, oj2j+3〉, (53)
where the “denominator” in the quotient stands for the subspace generated by the
intersection points that project to oj2j+2 and o
j
2j+3. There is an obvious projection
pj : Bj → B′j
given by a formula analogous to that of phg from Remark 4.2.6. The description of
the higher compositions in the proof of Propositions 4.2.3 shows that B′j so deﬁned
and endowed with the obvious compositions inherited from Bj is an A∞-category
and that pj is an A∞-functor. Notice also that there is a further, similar, projection
qj : B′j → B′j−1
that sends to 0 the morphisms of type oji with i = 2j, 2j + 1. Again this is well
deﬁned due to the description of the higher compositions in Bγ,h, the fact that the
points oji coincide with o
j−1
i for 1 ≤ i ≤ 2j − 1 together with our choices of Floer
and perturbation data. Recall also the map eγ,h from (47) and let ej = eγj ,hj :
Fukd(M) → Bj and e′j = pj ◦ ej . It is immediate to see that:
e′j−1 = qj ◦ e′j . (54)
We recall also the projection functors cγ,h,i from Propositions 4.2.3. Speciﬁcally in
our case, the cγj ,hj ,i : Bj → Fukd(M) is the projection on the morphisms of type oji .
Clearly, it descends to c′γj ,hj ,i : B′j → Fukd(M) as long as i ≤ 2j + 1. For each j, we
will mainly be interested in the last of these functors which we denote for brevity
by σj = c′γj ,hj ,2j+1.
The fundamental result here concerns the structure of the modules Mj =MV,γj ,hj .
Proposition 4.4.1. For all 1 ≤ j ≤ m, there are B′j-modules M′j with the following
properties:
i. p∗j (M′j) = Mj .
ii. M′1 = σ∗1 Y(L1)
iii. For j ≥ 2, there is a B′j-module morphism
φj : σ∗j Y(Lj) −→ q∗j M′j−1
so that M′j = Cone(φj).
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Here Y(Lj) is the Fukd(M)-module associated to Lj by the Yoneda embedding and
Cone(φj) is the cone over the module morphism φj (see Section 4.8.3).
Proof. Fix j ∈ {1, . . . ,m}. The proof is based on the properties of the compositions
μMj .
We will use the notation in Section 4.2.3 that we ﬁrst adapt to the module Mj .
For each N ∈ L∗d, we notice that Mj(N) = CF cob(γj ×N,V ) splits as a vector space
as
Mj(N) =
j
⊕
i=1
CF (N,Li). (55)
We will denote the summand CF (N,Li) in this decomposition by CFMj (N,Li)
and we denote the partial sum ⊕si=1CF (N,Li) by Mj(N)≤s. The generators of
CFMj (N,Li) project to the point o
j
2i+1 ∈ C and thus we will refer to the elements
in CFMj (N,Li) as the elements of Mj(N) of type oj2i+1.
Fix N1, . . . , Nk ∈ L∗d and
zi ∈ CF (Ni, Ni+1)oli ⊂ CFBγj,hj ( ˜Ni, ˜Ni+1) b ∈ CFMj (Nk, Ls) ⊂ CF cob( ˜Nk, V )
where 1 ≤ li ≤ 2j + 3, 1 ≤ s ≤ j and ˜N1 = γj × N1, . . . , ˜Nk = γj × Nk.
Lemma 4.4.2. With the notation above we have:
a. μMj (z1, . . . , zk−1, b) ∈ Mj(N)≤s.
b. If μMj (z1, . . . , zk−1, b) = 0, then li ≤ 2s + 1 for all i = 1, . . . , k − 1.
Proof of Lemma 4.4.2. Consider a perturbed J-holomorphic polygon u : Sr → C ×
M that contributes to μMjk . Thus u satisﬁes the Equation (46) with boundary
conditions along ˜N1, . . . , ˜Nk, V . It has entries z1, . . . , zk−1, b and denote its exit by
c ∈ CFMj (N1, Lt), where 1 ≤ t ≤ j.
To simplify the argument, we will choose the proﬁle functions hj and the per-
turbation data for all tuples of the type γj × N1, . . . , γj × Nk, V to be so that the
Hamiltonian ﬂow φ
h′j
t of the extended proﬁle functions h
′
j keep V invariant. Moreover,
choose the Θ0-part of the perturbation data (Θ,J) to be so that the Hamiltonian
functions associated to Θ0 all vanish near V , similar to the choices made for the cate-
gory Bγ,h in Section 4.2. This is all possible since γj intersects π(V ) transversely. See
Figure 11. Note also that the negative intersection points between γj and (φ
h′j
1 )
−1(γj)
are away from π(V ).
We again denote by v the polygon obtained from u by the naturality Equa-
tion (25) and we let v′ = π ◦ v be its planar projection. We now notice that v′ is
holomorphic in a neighborhood of ∂Sr. Moreover, v′ is also holomorphic at all points
z ∈ Sr so that v′(z) belongs to the complement of the region Kj ⊂ C, where
Kj = Uhj ∪
1
⋃
τ=0
(φ
h′j
τ )−1(γj) ∪ π(V ).
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Figure 12: The “great angle” between γj and (φ
h′j
1 )
−1(γj)
Here Uhj stands for the union of small neighborhoods of the negative points o
j
2i
used in the construction of Bγj ,hj , see Section 4.2. By Proposition 3.3.1, as soon as
a component of C \ Kj intersects the image of v′, it is completely contained in it.
In particular, v′(Sr) can not intersect any unbounded such component. To continue,
it is useful to identify the bounded connected components of C\Kj : we denote by
Ti, i = 2, . . . , j, the (bounded) connected component whose closure contains the
points oj2i−1 and o
j
2i+1; there are in all j − 1 such components, see again Figure 11.
An important property of these components is that if Ti ⊂ v′(Sr) then one of the
following four possibilities occurs:
1. there is some point z ∈ Sr so that v′(z) = oj2i+1.
2. oj2i+1 is the projection of one of the zq’s and the strip-like end corresponding to
this zq has an image that covers the “great angle” between γj and (φ
h′j
1 )
−1(γj),
see Figure 12.
3. π(c) = oj2i+1.
4. π(b) = oj2i+1.
Given that c is an exit point for u, we notice that if one of 1, 2, or 3 takes place,
then the connected region of C\Kj above Ti is also contained in v′(Sr). We now
claim that if possibility 4 does not occur then:
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if Ti ⊂ v′(Sr) then i + 1 ≤ s. (56)
In other words, if v′ intersects Ti, then the point o
j
2s+1, which is the projection of
the entry b, is “above” Ti. To see this assume s ≤ i. Then the argument above shows
that case 4 does not apply and thus the region above Ti is also in v′(Sr). In case
i = j − 1 we have already arrived to a contradiction as the region above Tj−1 is not
bounded. If i < j − 1 this region is Ti+1 and by repeating the same argument now
applied to Ti+1 we deduce that the region above Ti+1 is again in v′(Sr). Recursively,
we arrive to a contradiction. The properties 1,2,3,4 also apply to the point oj2i+1 and
an argument similar to the above, but using the fact that b is an entry point, shows
that
if Ti ⊂ v′(Sr) then t ≤ i. (57)
If v′ is not constant, then Ts−1 ⊂ v′(Sr). Thus, putting together (56) and (57), we
obtain t < s which shows the point a in the statement of our lemma. Notice that
if t = s then v′ is constant. (58)
Indeed, if v′ is not constant, then v′(Sr) has to contain Ts−1 and this implies by (56)
and (57) that t < s.
To show the point b we clearly may assume that the curve v′ is not constant.
Suppose that there is some q ∈ 1, . . . , k − 1 so that ojq > 2s + 1. Given that t < s
and using that the points zi are entries, it follows that one of the following two
possibilities takes place:
1’. there is a point z belonging to one of the ﬁrst k − 1 edges of Sr (these are
the edges corresponding to the boundary conditions ˜N1, . . . , ˜Nk−1) so that
v′(z) = oj2s+1.
2’. there is some q′ so that π(zq′) = o
j
2s+1 and the image by v
′ of the strip-like end
associated to zq′ covers the “great angle” between γj and (φ
hj
1 )
−1(γj) at o
j
2s+1.
Both 1’ and 2’ show that the connected region of C\Kj above oj2s+1 intersects v′(Sr)
which contradicts (56) and ends the proof of the lemma.
We now return to the proof of Proposition 4.4.1. The ﬁrst step is to deﬁne the
B′j-modules M′j . First recall that the A∞-category B′j has the same objects as Bj
given by ˜N = γj × N with N ∈ L∗d and its morphisms are obtained by taking the
quotients (53). In particular, there is a canonical identiﬁcation of vector spaces:
CFBj ( ˜N, ˜N ′)≤2j+1 = CFB
′
j ( ˜N, ˜N ′).
Let N ∈ L∗d and put M′j(N) = CF cob(γj ×N,V ) = Mj(N). If N1, . . . , Nk ∈ L∗d and
zi ∈ CFBj ( ˜Ni, ˜Ni+1)≤2j+1, b ∈ CF cob( ˜Nk, V ) we put:
μM
′
j (z1, . . . , zk−1, b) = μMj (z1, . . . , zk−1, b).
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It is an immediate consequence of Lemma 4.4.2 b that this provides indeed a B′j-
module. It also follows that p∗j (M′j) = Mj thus showing the ﬁrst point of the
proposition.
For the second point ﬁrst ﬁx the notation MLi for the Fukd(M)-module cor-
responding to Y(Li). Next notice that the module M′1 has the form M′1(N) =
Mj(N)≤1 = ML1(N). Using (58) we deduce that all perturbed J-holomorphic poly-
gons u computing μM′1 have the property that the associated curves v′ are constant.
This means that μM
′
1
k can be identiﬁed with μ
ML1
k as long as the ﬁrst k − 1 inputs
in μM
′
1
k are all elements in CF
B1(γj × Ni, γj × Ni+1) of type o13. Moreover, μM
′
1
k is
zero as soon as one of these inputs is homogeneous of a diﬀerent type. As σ1 is the
projection on o13 this implies claim ii.
We now prove iii. The claim follows if we can show that the module M′j satisﬁes
M′j(N) = M′j−1(N) ⊕ MLj (N) (59)
for each N ∈ L∗d and that, with respect to this splitting, the structure maps μM
′
j
have the form:
μM
′
j = (μq
∗
j M′j−1 φj ⊕ μσ∗j MLj ). (60)
Indeed, the fact that M′j is a Bj-module then implies that the generalized multilinear
map φj is in fact a module morphism φj : (cj)∗MLj → q∗jM′j−1 and the claim
follows from the deﬁnition of the cone over a module morphism. Both properties
(59) and (60) depend in an essential way on the fact that our choices of data and
perturbations used in the construction of Bj = Bγj ,hj extend the choices for Bj−1.
We ﬁrst deal with (59). Recall that MLj (N) = CF (N,Lj) and that for i ≤ 2j − 1
we have oji = o
j−1
i . These facts together with the deﬁnition of M′j and (55) imply
immediately (59). Passing now to (60) we see that the two points of Lemma 4.4.2
used together imply that the ﬁrst term of μM
′
j is indeed the pull-back to B′j of the
multiplication μM
′
j−1 . The second term is the part of the multiplication involving
elements of MLj . This term decomposes in two parts, the ﬁrst, φj , with values in
M′j−1(−). The second, ψj , with values in MLj (−). From this point on the argument
is similar to that at the point ii: by (58) the perturbed J-holomorphic curves u
computing ψj are so that the associated planar curves v′ are constant equal to
oj2j+1. This shows that ψj(z1, . . . , zk−1,−) can be identiﬁed with μMLj as long as all
zi ∈ CFBj (γj × Ni, γj × Ni+1) are of type oj2j+1 and ψj vanishes if one of the zi’s is
homogeneous and of a diﬀerent type. Given that σj is the projection on o
j
2j+1 this
means precisely that ψj is the higher composition in σ∗jMLj which concludes the
proof of the proposition. unionsq
Having proved Proposition 4.4.1, the next step is to use it to relate the associated
relevant Fukd(M)-modules (rather than B′j-modules). We will make again use of the
functors
ej : Fukd(M) → Bj , e′j = pj ◦ ej : Fukd(M) → B′j
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deﬁned just before Proposition 4.4.1 (see also (54)). Recall also from Section 4.4.1
that
MV,γj ,hj = e∗j (Mj).
Corollary 4.4.3. The Fukd(M)-modules MV,γj ,hj have the following properties:
i. MV,γ1,h1 = Y(L1)
ii. there are exact triangles
Y(Ls) φV,s−→ MV,γs−1,hs−1 → MV,γs,hs , 2 ≤ s ≤ m. (61)
Proof. To simplify notation we put Mj = MV,γj ,hj . For the ﬁrst claim, notice that
c1 ◦ p1 ◦ e1 = cγ1,h1,3 ◦ eγ1,h1 = idFukd(M). Therefore, using Proposition 4.4.1 ii, we
get
MV,γ1,h1 = (c1 ◦ p1 ◦ e1)∗(Y(L1)) = Y(L1).
We now pass to the second point. First, recall from [Sei08] that a pull-back over
an A∞-functor maps exact triangles to exact triangles. By Proposition 4.4.1 we know
that there is an exact triangle of B′j-modules:
(cs)∗Y(Ls) → q∗s(M′s−1) → M′s. (62)
We pull-back this triangle by the functor e′s = ps ◦ eγs,hs . We recall that cs =
cγs,hs,2s+1 and that cγs,hs,2s+1 ◦ eγs,hs = idFukd(M). Therefore, the ﬁrst module on
the left in (62) pulls-back to Y(Ls). By the deﬁnition of MV,γs,hs and the point i
of Proposition 4.4.1, we get that the pull-back of the module on the right in (61) is
precisely MV,γs,hs . Finally, for the middle module in (61) we use the identity (54)
together with Proposition 4.4.1 i to write:
MV,γs−1,hs−1 = (e′s−1)∗(M′s−1) = (e′s)∗(q∗sM′s−1)
and φV,j is deﬁned as the pull-back of φj . unionsq
Remark 4.4.4. It is also useful to discuss the invariance properties of the trian-
gles (61). It is not diﬃcult to show—see also Proposition 4.2.5—that if V ′ is horizon-
tally isotopic to V and the system of curves γj and proﬁle functions hj are replaced
by, respectively, γ′j , h
′
j , then we have a diagram that commutes in homology:
Y(Ls+1) 

MV,γs−1,hs−1 

MV,γs,hs

Y(Ls+1)  MV ′,γ′s−1,h′s−1  MV ′,γ′s,h′s
(63)
so that the ﬁrst vertical arrow on the left is the identity and the two other arrows
are quasi-isomorphisms. This is to be interpreted as follows: if all the additional
structures (almost complex structures, Floer and perturbation data for M and C×M
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Figure 13: The cobordism V , its translation V ′ and the curve γ4
etc.) are ﬁxed for both (V, {γj}, {hj}) as well as for (V ′, {γ′j}, {h′j}), subject to the
restrictions required to establish Corollary 4.4.3, then (63) holds. The dependence
of the auxiliary data is in the sense of coherent systems. Assuming for a moment the
auxiliary data ﬁxed, the technique to prove (63) is based on using the appropriate
tot category—as in Section 3.6—and repeating in this setting the arguments used to
show Proposition 4.4.1. There are no new compactness issues because V and V ′ are
horizontally isotopic as are γj and γ′j . Finally, if V varies inside a given horizontal
isotopy class, but all the rest of the data is ﬁxed, then the two vertical maps at the
middle and right in (63) can be described by the moving boundary method. In other
words, they are of the type of the morphism ΦVV ′ at the end of Section 4.4.1.
4.5 Comparing the ends of a cobordism. We continue here in the setting
and with the notation of the previous subsection. Thus V : L  (L1, . . . , Lm) is as
before a Lagrangian cobordism belonging to Ld(C × M).
Proposition 4.5.1. There exists a quasi-isomorphism of Fukd(M)-modules:
φV,γm,hm : Y(L) → MV,γm,hm
that, in homology, depends only on the horizontal isotopy type of V .
Proof. We have seen before in Section 4.4.1 that the modules MV,γm,hm have the
property that if V ′ is horizontally isotopic to V , then there is a quasi-isomorphism
(given by counting curves satisfying moving boundary conditions along the last edge
of the underlying polygons):
ΦV
′
V : MV ′,γm,hm → MV,γm,hm .
To prove the statement of the proposition, let V ′ be obtained by a horizontal trans-
lation of V in such a way that the only intersection of γm with V ′ is along the single
positive end of V ′ (see Figure 13 for m = 4).
In this case, by the same argument showing the point i of Corollary 4.4.3, we
deduce MV ′,γm,hm = Y(L). We put φV,γm,hm = e∗γm,hm(ΦV
′
V ). The invariance part of
the statement follows in a way similar to Remark 4.4.4.
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Figure 14: The cobordism V , and the curves γ4 and γ′
Remark 4.5.2. The map φV,γm,hm is identiﬁed in homology with a map based on
counting holomorphic polygons of exactly the same type as the maps φV,j from
Corollary 4.4.3. This identiﬁcation is useful in applications. Therefore we will justify
this statement in some detail. Consider a curve γ′ as in Figure 14.
In particular, γ′ coincides with γm as far as the intersections with the negative
ends of V are concerned. We will also consider an associated proﬁle function h′ that
is also an extension of hm. By the same methods as in the proof of Corollary 4.4.3
we deduce that there is an additional exact triangle:
Y(L) φV,m+1−→ MV,γm,hm i−→ Z
p−→ Y(L)
so that the module Z = cone(φV,m+1) is acyclic and thus φV,m+1 is a quasi-
isomorphism (i is the inclusion here and p the projection). Geometrically, the mod-
ule morphism φV,m+1 counts J-polygons with the last entry over P and ending over
one of the intersections of γ′ with the negative ends of V . It is not hard to see that
φV,γm,hm and φV,m+1 are homologous. For this we translate again V to V
′ and com-
pare the resulting structures associated to V, γ′ and to V ′, γ′. More precisely, by the
same compactness arguments as those used earlier in the paper, we obtain that the
following diagram commutes in homology:
MV,γm,hm i  Z p  Y(L)P
Y(L)Q′ i 
φVm,γm,hm

cone(idY(L))

p  Y(L)P
id

(64)
Here the vertical arrows are induced by translating from V ′ to V and Y(L)P rep-
resents the module Y(L) associated to the point P ∈ γ′ and Y(L)Q′ represents the
module Y(L) associated to the point Q′ which is the leftmost intersection of γ′ and
V ′—as in Figure 15. This notation is based on the decomposition (as vector spaces)
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Figure 15: The cobordism V ′, and the curves γ′
CF (γ′ × N,V ) = CF (N,L) ⊕ MV,γm,hm(N) for N ∈ L∗d(M) where the ﬁrst term
corresponds to generators that project to P and so we denote it by Y(L)P . A similar
convention is applied to V ′ and γ′ relative to the point Q′.
By extending the top and bottom exact sequences one more step to the right we
obtain that in homology [φV,γm,hm ] = [φV,m+1].
4.6 Definition of ˜F . The functor
˜F : Cobd0(M) → T sDFukd(M)
is deﬁned on objects by ˜F(L1, . . . , Lm) = (L1, . . . , Lm). To deﬁne it on morphisms,
recall that the morphisms in Cobd0(M) are obtained from cobordisms of the type
V : N  (K1, . . . ,Kr), V ∈ Ld(C × M) in the following way. We consider disjoint
unions of such V ’s, say W = V1 ∪ V2 . . . ∪ Vr and take the horizontal isotopy class
[W ] of W . An additional equivalence relation is used so as to identify cobordisms
in case some of the ends of W are void—as described in Section 2.3: in short, each
morphism of Cobd0(M) is represented by a unique isotopy class of a cobordism W as
above so that all the negative ends and all positive ends of W are non-void and are
as in Deﬁnition 2.2.1 except if there is a single positive end which is void and/or
there is a single negative end which is void (both can occur at the same time, for
instance if W is void).
To deﬁne ˜F on morphisms we will use the deﬁnition of the category T sDFukd(M)
as given in Section 2.6. However, we emphasize that we work here in an ungraded
setting. We will ﬁrst assume that W has a single connected component W = V and
that V : L  (L1, . . . , Lm). By the results in Sections 4.4.2 and 4.5, we can associate
to this cobordism a triple:
(φV,γm,hm ,MV,γm,hm , ηV,γm,hm)
where φV,γm,hm : Y(L) → MV,γm,hm is the quasi-isomorphism given by Proposi-
tion 4.5.1 and ηV,γm,hm is the cone-decompositions (61). This triple depends on γm,
hm as well as on all the other auxiliary data required in the construction. However,
the invariance properties of these structures (see Remark 4.4.4 and Proposition 4.5.1)
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imply that if we take the image ([φV,γm,hm ], [MV,γm,hm ], [ηV,γm,hm ]) of this triple in-
side the derived Fukaya category (or T sDFukd(M)) and compare it with the triple
([φV ′,γ′m,h′m ], [MV,′γ′m,h′m ], [ηV ′,γ′m,h′m ]) associated to some V ′ horizontally isotopic to
V as well as to γ′m, h′m etc, then the two triples are related precisely by the equiva-
lence described by (12) in Section 2.6. Notice also that the linearization of [ηV,γm,hm ]
is (L1, . . . , Lm) again by (61) (here Li and Y(Li) are identiﬁed, of course).
Therefore, ([φV,γm,hm ], [MV,γm,hm ], [ηV,γm,hm ]) determines a morphism
([φV,γm,hm ], [MV,γm,hm ], [ηV,γm,hm ]) : L → (L1, . . . , Lm)
in TSDFukd(M) that depends only on the horizontal isotopy class of V .
We then put:
˜F(V ) = ([φV,γm,hm ], [MV,γm,hm ], [ηV,γm,hm ]). (65)
The next step is to pass to the more general case of a disconnected W . In this
case we notice that both the domain and target categories are strictly monoidal and
we extend the deﬁnition of ˜F monoidally.
Remark 4.6.1. It is immediate to see that this deﬁnition is in fact compatible with
the geometry of the cone-decompositions given in Corollary 4.4.3 and of that of the
maps φV,γm,hm from Proposition 4.5.1. In other words, if we apply the constructions
in Sections 4.4.2 and 4.5 to a disconnected cobordism we obtain cone-decompositions
and comparison maps between the ends that are the sums of the respective structures
for each component at a time. Indeed, this is a direct reﬂection of the fact that a
complex of the form CF cob(γm × N,W ) for W = V1 ∪ · · · ∪ Vr with Vi connected
splits as
CF cob(γm × N,W ) = CF cob(γm × N,V1) ⊕ · · · ⊕ CF cob(γm × N,Vr).
4.7 Compatibility with composition. It is easy to see that ˜F takes a trivial
cobordism to the identity (see Section 2.6). Thus, to show that ˜F is a functor, it
remains to prove that it is compatible with composition.
Consider two connected cobordisms: V : L → (L1, . . . , Lm) and V ′ : Li →
(L′1, . . . , L′q), where 1 ≤ i ≤ m.
To ﬁx ideas, assume that V ⊂ [0, 1]×R×M and that (after a possible rescaling)
V ′ ⊂ [0, a] × [1, q] × M with a > 2. We also assume that V ′ is cylindrical over
[a − 1, a] × R as well as over [0, 1] × R. We now consider the cobordism: V ′′ : L →
(L1, . . . , Li−1, L′1, . . . , L′q, Li+1, . . . , Lm), V ′′ ⊂ [−a, 1] × R × M obtained by gluing
V ′+(−a, i−1) (this is just the translation of V ′ by the vector (−a, i−1) ∈ R2) to V
along the Li end and extending the other negative ends of V by trivial cobordisms
of the type ηj × Lj for j = i—see Figure 16.
Here the curves ηj : [−a, 0] → [−a, 0] × R are so that ηj(0) = (0, j) for all j;
for j ≥ i we have ηj(t) = (t, j + q) for all t ≤ −12 ; ηj(t) = (t, j), for all t ≤ −12 in
case j < i. Moreover, we assume that all ηj ’s are graphs of functions that have a
derivative that is negative or null at all points.
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Figure 16: The cobordism V ′′ together with the curve γ5 and the curve (φh51 )
−1(γ5)
As earlier in the paper, we will actually work in practice with the R-extensions
of all the cobordisms involved—see Section 2.2.
In Mor(Cobd0(M)) we have:
[V ′′] = (idL1 + . . . + idLi−1 + [V
′] + idLi+1 + . . . + idLm) ◦ [V ]. (66)
Given the deﬁnition of the composition in TSFukd(M)—see (13)—it follows that it
is enough to show that ˜F is compatible with compositions of the type in (66). Put
V ′ = idL1 + . . . + idLi−1 + [V ′] + idLi+1 + . . . + idLm . Thus our aim is to show:
Proposition 4.7.1. With the notation above we have:
˜F(V ′′) = ˜F(V ′) ◦ ˜F(V ).
Proof. The ﬁrst step in the proof is to consider a diﬀerent cobordism V ′′0 that is
obtained as follows: ﬁrst consider the cobordism V0 obtained by extending each
negative end of V by [−a, 0]×{j}×Lj if j ≤ i and by ηj([−a, 0]))×Lj if j > i. The
cobordism V ′′0 is obtained by gluing V ′ to V0 along the i-th end and extending the
other ends of V0 trivially. In other words:
V ′′0 = V0 ∪
(
V ′ + (−2a, i − 1)
)
∪
⋃
j<i or j>i+q
([−2a,−a] × {j} × Lj),
see Figure 17. Let the R-extensions of V ′′0 and V ′′ be denoted by V
′′
0 and V
′′.
It is not diﬃcult to see that there is a horizontal Hamiltonian isotopy ψt : C ×
M → C × M , t ∈ [0, 1], of the form ψt(z, x) = (ψt(z), x) with ψt : C → C a
Hamiltonian isotopy, and with the following properties:
i. ψ1(V
′′) = V ′′0.
ii. ψt is the identity on [−12 ,∞) × R.
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Figure 17: The cobordism V ′′0 obtained by translating V
′ to the left by a
iii. ψt is a translation in the negative, real direction for all points belonging to
π(V ′) ∪ [−1,−12 ] × {i}.
iv. ψt((−∞, 12 ]×{j}) = (−∞, 12 ]×{j} for all j > i+ q as well as all j < i. (Recall
that q is the number of negative ends of V ′.)
For the next step, put w = m + q − 1 and we consider a curve γw together with
a proﬁle function hw as in Section 4.4.2 so that the vertical part of γw (i.e. the
line that contains the points oj for 3 ≤ j ≤ 2w + 1) is of real coordinate −a + 12
(see Figures 16 and 17). By Remark 4.4.4, this assumption is not restrictive. We
also ﬁx all the choices of auxiliary data required to deﬁne the category Bγw,hw as in
Section 4.2. Recall that we also have the associated category B′w whose objects are
the same as those of Bγw,hw and whose morphism spaces are quotients of those of
Bγw,hw as described by (53) in Section 4.4.2.
By the constructions in Section 4.4.1, in particular Proposition 4.4.1, we asso-
ciate to V ′′ a sequence of B′w-modules, M∗j , j, 1 ≤ j ≤ w. With the notation in
Proposition 4.4.1, these modules are deﬁned by M∗w = M′w and
M∗j = (qj+1 ◦ . . . ◦ qw)∗(M′j) for 1 ≤ j < w.
In view of Lemma 4.4.2 these modules admit a direct description: M∗w = M′w is the
obvious B′w-module with M∗w(N) = CF cob(γw × N,V ′′) and, for j < w, M∗j is the
sub-module of M∗w so that M∗j (N) is generated by all the elements in M∗w(N) lying
over the points o2s+1, s ≤ j. In other words, the generators of M∗j (N) correspond
to the intersections of γm with the ﬁrst j ends of π(V ′′). Thus we obtain inclusions:
M∗1 → . . . → M∗j−1
κj−→ M∗j
κj+1−→ M∗j+1 → . . . → M∗w (67)
and each κj ﬁts into an exact triangle (that is determined by κj up to isomorphism):
Zj
φj−→ M∗j−1
κj−→ M∗j (68)
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with:
Zj =
⎧
⎪
⎨
⎪
⎩
(c′γw,hw,2j+1)
∗(Y(Lj)) if j < i;
(c′γw,hw,2j+1)
∗(Y(L′j−i+1)) if i ≤ j ≤ i + q − 1;
(c′γw,hw,2j+1)
∗(Y(Lj−q+1)) if i + q ≤ j ≤ w.
(69)
See Section 4.2.3 for the deﬁnition of the projection c′γw,hw,j .
Recall the map e′w : Fukd(M) → B′w from Equation (54). Notice that, in
view of Proposition 4.4.1, we have that the sequence of Fukd(M)-modules, Mj =
(e′w)∗(M∗j ) is identiﬁed with the sequence MV ′′,γj ,hj (where γj , hj are constructed,
essentially by restricting appropriately γw, hw). Moreover, the pull-back over e′w of
the exact triangles (68) are precisely the exact triangles (61). In short, both the
module [MV ′′,γw,hw ] as well as the iterated cone decomposition [ηV ′′,γw,hw ] are de-
termined by the sequence(67). Next, we deﬁne [φV ′′,γw,hw ] as follows. Consider the
cobordism V ′′1 obtained from V ′′ by translating it to the left by 2a. The map φV ′′,γw,hw
is then deﬁned to be the pullback over e′w of the morphism deﬁned via the “moving
boundary” map
ΦV
′′
1
V ′′ : c
∗
γm,hm,1(Y(L)) → M∗w
induced by the horizontal isotopy moving V ′′ to V ′′1 .
The sequence of modules (67) has an additional important property. For 1 ≤
s ≤ q let Ks be the B′w quotient module Ks = M∗i+s−1/M∗i−1. They also ﬁt in a
sequence of increasing submodules:
K1 → . . .Ks ls−→ Ks+1 → . . . → Kq (70)
so that there is a cone decomposition ηV ′ with exact triangles:
Zs+i → Ks → Ks+1.
The key property of this cone decomposition is that ˜F(V ′) is the equivalence class
of the triple ((e′w)∗(φV ′,γw,hw), (e′w)(Kq), (e′w)(ηV ′)) where φV,′γw,hw is obtained by a
moving boundary morphism induced by translating V ′ to the right by a in Figure 17,
for instance.
We now intend to show that the cone decomposition ηV ′′,γw,hw matches with
the cone decomposition associated to ˜F(V ′) ◦ ˜F(V ). To this end, we consider the
sequence of B′w-modules
N ∗1 → . . .N ∗j
hj−→ N ∗j+1 → . . . → N ∗w (71)
that are constructed just as the sequence in (68) but by using V ′′0 instead of V ′′. It
is easy to see that all the compactness arguments necessary for the construction of
the M∗’s still apply in this case and that, by an appropriate choice of all the Floer
and perturbation data involved we can insure that the modules in (71) satisfy the
following properties:
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- For 2 ≤ j ≤ w there are exact triangles
Z ′j
α′j−→ N ∗j−1
τj−→ N ∗j
so that for 2 ≤ j < i or i + q ≤ j ≤ w we have Z ′j = Zj .
- Z ′i = (c
′
γw,hw,2i+1
)∗(Y(Li)) and for i+1 ≤ j < i+q we have Z ′j = 0 and τj = id.
- The sequence
N ∗1 → . . . → N ∗i → N ∗i+q → . . . → N ∗w
pulls back over e′w to the respective sequence corresponding to ˜F(V ).
In view of the composition rule described in Section 2.2, to show that ˜F(V ′′) =
˜F(V ′) ◦ ˜F(V ) it is enough to prove that the sequences (67) and (71) are related by
morphisms:
ξj : M∗j → N ∗j
so that ξj ◦ κj = τj ◦ ξj−1 and additionally:
i.’ For 1 ≤ j < i, ξj = id.
ii.” For j > i + q, the quotient morphism ξˆj : M∗j/M∗j−1 → N ∗j /N ∗j−1 is the
identity.
iii.’ For j = i + q − 1, the quotient morphism
ξˆi+q−1 : Kq = M∗i+q−1/M∗i−1 → N ∗i+q−1/N ∗i−1 = (c′γw,hw,2i+1)∗(Y(Li))
is, in homology, the inverse of the morphism φV ′,γw,hw .
We now want to remark that the module morphisms ξj with the desired properties
are induced by the Hamiltonian isotopy ψt. More precisely, consider the morphism:
ΨV
′′
V ′′0
: M∗w → N ∗w
given by counting J-holomorphic polygons with the last edge satisfying a moving
boundary condition along the isotopy ψt. The principal geometric input at this stage
of the proof is that this morphism respects the ﬁltration (67). This follows in view of
the properties ii, iii, iv of ψt combined with arguments similar to those in the proof of
Lemma 4.4.2. In essence, we need to show that a curve u belonging to 0-dimensional
moduli space contributing to ΨV
′′
V ′′0
that has its last input (the one belonging to
CF cob(γm ×N,V ′′)) of type ok can not have the exit of type ok′ with k′ > k. Indeed,
if such would be the case we see, e.g. by looking at Figures 16, 17, that either ok or
ok′ is left ﬁxed by ψt. Therefore the arguments from the proof of Lemma 4.4.2 apply
here and prove analogues of (56) and (57). The properties i’,ii’ follow immediately.
Finally, from the deﬁnition of ψt it follows that this Hamiltonian isotopy restricted to
V ′ is an inverse of the translation inducing φV ′,γm,hm . This implies iii’ and concludes
the proof. unionsq
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4.8 The diagram (1) and the other Corollaries in Section 1.1. For the
convenience of the reader we repeat here Diagram 1 with a slight addition at its
bottom that will be explained shortly:
Cobd0(M)
˜F 
P

TSDFukd(M)
P

SCobd0(M) F 

DFukd(M)
hom(N,−)

MCobd0M
HFN  (V,×)
(72)
The top line is the functor ˜F that was constructed in Sections 4.6 and 4.7.
We ﬁrst provide a detailed description of the categories and functors in dia-
gram (72). We end the section—and the main body of the paper—with the proof
of Corollary 1.1.2 which is the only statement from the introduction that does not
directly follow from the statement of Theorem B.
4.8.1 The top square in (72). The second row in the diagram is obtained from
the ﬁrst one as follows. The category SCobd0(M) has as objects Lagrangians L ∈
L∗d(M). The morphisms from L to L′ are connected cobordisms V : L  (L1, . . . ,
Lm−1, L′) (with m ≥ 1 arbitrary) modulo horizontal isotopy. The composition is
induced in the obvious way from that in Cobd0(M). The projection P : Cobd0(M) →
SCobd0(M) is the projection on the last component, i.e. P(K1, . . . ,Km) = Km and
similarly for morphisms. (Recall that in Cobd0(M) some morphisms are represented
by disjoint unions of cobordisms).
On the algebraic side the projection P is deﬁned in (22). On objects it is again
the projection on the last component and, in the language of Corollary 4.4.3, on
morphisms it associates to a triple (φV,γm,hm ,MV,γm,hm , ηV,γm,hm) the morphism
wm ◦ φV,γm,hm : Y(L) −→ Y(Lm)
where wm : MV,γm,hm −→ Y(Lm) is the morphism ﬁtting in the last exact triangle
from (61):
MV,γm−1,hm−1 −→ MV,γm,hm wm−−→ Y(Lm).
The functor F is the identity on objects. To deﬁne it on morphisms we notice that
each morphism V : L → L′ in SCobd0(M) provides also a morphism V : L →
(L1, . . . , Lm−1, L′) in Cobd0(M) and the functor F can be deﬁned as F([V ]) = P ◦
˜F([V ]). More explicitly, the morphism F([V ]) : Y(L) → Y(L′) can be also described
in one of the following three equivalent ways:
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a. It is given by the composition
Y(L) φV,γm,hm−−−−−−→ MV,γm,hm −→ MV,γm,hm/MV,γm−1,hm−1
where the second map is the projection (see Corollary 4.4.3 and Proposi-
tion 4.5.1).
b. As we are considering here a morphism Y(L) → Y(L′), it follows from the
general properties of the derived Fukaya category that this morphism is de-
termined by a Floer homology class αV ∈ HF (L,L′). In view of the moving
boundary description of the morphism φV,γm,hm , this class can be deﬁned as
the image of the unit in HF (L,L) by the moving boundary morphism
φV : CF (L,L) = CF (γm × L, V ′) → CF (γm × L, V ) proj−−→ CF (L,L′)
where the isotopy V ′ → V is a translation like in Figure 13 (L′ = L4 in
that picture) and proj is the projection on the last term in the vector space
decomposition
CF (γm × L, V ) = ⊕iCF (L,Li)
(by Lemma 4.4.2 proj is a chain map). Thus, F(V ) = φV ([L]) ∈ HF (L,L′).
c. In view of Remark 4.5.2 and of the point a. the morphism φV can also be
described in terms of counting the J-holomorphic Floer strips with boundary
conditions along γ′ × L and V and having as input an intersection point that
projects to the point P in Figure 14 and having as exit a point that projects
to Q in the same picture (these strips cover the region ﬁlled in color there; the
same morphism is discussed in Figure 2).
4.8.2 The bottom square in diagram (72). The category MCobd0(M) is the monoi-
dal completion of SCobd0(M), its objects are families (L1, . . . , Lk) and the morphisms
are similar families of morphisms from SCobd0(M). We remark that while the objects
of Cobd0(M) and MCobd0(M) are the same the morphisms are diﬀerent.
Given N ∈ L∗d(M), the functor HFN associates to (L1, . . . , Lk) the product
of Floer homologies HF (N,L1) × . . . × HF (N,Lk). Further, for each cobordism
V : L → (L1, . . . , Li, L′), HFN (V ) is the morphism
HFN (V ) = φNV : HF (N,L)=HF (γm × N,V ′) −→ HF (γm × N,V ) proj−−→ HF (N,L′)
deﬁned by a moving boundary condition as at the point b above. In particular,
φV = HFL(V ). Alternatively, we can again deﬁne this morphism by counting strips
as indicated at the point c. above. The commutativity of the bottom square is
immediate in this setting.
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4.8.3 Proof of Corollary 1.1.2. We will make use of the equivalent descriptions
of the functor F as given at the points a, b, c in Section 4.8.1. The key point
is that for a cobordism V : L → (L1, . . . , L′) the morphism F(V ) ∈ HF (L,L′) =
MorDFukd(M)(L,L′) has two equivalent descriptions. One—described at the point a—
is a projection composed with the moving boundary comparison morphism associ-
ated to a translation of V as in Proposition 4.5.1 and Figure 13. The other—described
at the point c—is expressed in terms of counting Floer strips with boundary con-
ditions along γ′ × L and V where γ′ is a “hat”-like curve as in Figure 14 (see also
Remark 4.5.2).
We now specialize to the setting of the Corollary. We use the notation in the
statement, in particular, V, V ′, V ′′ are as in Figure 3 (for the convenience of the
reader, we repeat that Figure below).
We consider the cobordism V and a curve γ2 as in Figure 18.
As a consequence of Theorem A we deduce the existence of an exact triangle in
DFukd(M), given as the horizontal line in the next diagram
L2
φ  L1
i  Cone(φ)
p  L2
L
σ

(73)
together with an isomorphism σ : L → Cone(φ) induced by isotoping V to a another
cobordism W , from one side to the other of the curve γ2, as in Figure 18 (see also
Proposition 4.5.1). Further, the morphism φ is induced by counting strips with
boundary conditions along γ2 ×L2 and V , starting at P and ending at Q. Moreover,
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Figure 18: The cobordism V , its translated version W , the curve γ2 and the strips giving φ
Figure 19: The curve λ and the morphism ψ
Figure 20: The curve λ and the morphism ψ after an appropriate transformation
i is the inclusion of L1 in Cone(φ) = MV,γ2 and p is the projection of the cone onto
Y(L2) (recall that we neglect grading).
By the description of F(−) at the point a in Section 4.8.1, p◦σ = F(V ). To ﬁnish
the proof of the corollary it suﬃces to show that in DFukd(M) we have φ = F(V ′′)
and σ−1 ◦ i = F(V ′).
To show the identity σ−1 ◦ i = F(V ′) we ﬁrst notice that the composition ψ =
σ−1◦i is induced by translating V to W (the inverse of the translation used to deﬁne
σ). Further, the same methods as those used in Remark 4.5.2 imply that ψ can also
be described by counting strips that start at R and end at K and with boundary
conditions along V and λ × L1 as in Figure 19.
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By the “counting strips” description of F(−) as at the point c in Section 4.8.1
it is easy to see, using an appropriate transformation of λ as in Figure 20,
that in homology [φV ′ ] = [ψ].
The identity φ = F(V ′′) follows by the description of F(−) in terms of “strip
counting”, as at the point c in Section 4.8.1, and an appropriate transformation of
γ2.
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Appendix A: Generalities on A∞-categories
We review here basic A∞ notions. All of these are explained in detail in [Sei08]. We
recall them for completeness, and also because we use in the paper slightly diﬀerent
conventions (mainly homology rather than cohomology).
In what follows all vector spaces are assumed to be over the ﬁeld Z2 and are
generally ungraded. The algebra below has a graded version (which also works over
arbitrary base rings). This requires inserting signs in most of the formulae below
(see [Sei08]).
A.1: Extended multilinear maps Let I, J be two sets of indices. Let C =
{Ci,j}i,j∈I , D = {Ds,r}s,r∈J be two collections of vector spaces indexed by pairs of
indices in I and J . An extended multilinear map F : C → D consists of the following.
First we have a map F : I → J which we denote by abuse of notation by F . We call
it the index map. Next we have a collection of multilinear maps
F i0,...,ik : Ci0,i1 ⊗ · · · ⊗ Cik−1,ik −→ DF (i0),F (ik)
deﬁned for every k ≥ 1 and every i0, . . . , ik ∈ I. When it is obvious, we do not
specify the index map, e.g. when I = J , C = D and the index map is the identity
(we call this the trivial index map). We often omit the superscripts from F i0,...,ik to
simplify the notation. We sometimes denote the latter by Fk to indicate that it gets
k inputs, calling it the degree k part of F .
There are two ways to compose extended multilinear maps. Let F : C → D and
G : D → E be extended multilinear maps. Deﬁne G ◦ F : C → E by composing the
index maps in an obvious way and
(G ◦ F )(a1, . . . , ak) =
∑
G(F (a1, . . . , ai1−1), F (ai1 , . . . , ai2−1), . . . , F (ail , . . . , ak)).
The sum is taken over all the possibilities to write terms as on the right-hand side.
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For the second type of composition we need to assume that F : D → D (i.e.
C = D) and that the index map of F is the identity. Let G : D → E. We deﬁne
G  F : D → E by
(G  F )(a1, . . . , ak) =
∑
G(a1, . . . , ai−1, F (ai, . . . , al), al+1, . . . , ak)),
where the sum is over all the possibilities to write terms as on the right side above:
we apply ﬁrst F to an ordered subset of the aj ’s (formed by successive elements)
and we use the output of F as one of the inputs for G.
We will also need the following generalization. Let C = {Ci,j}i,j∈I be a collection
of vector spaces as before and M = {Mi}i∈I , N = {Ns}s∈J be two collections of
vector spaces indexed by I and J . By a mixed extended multilinear map Q : C⊗M →
N we mean an index map Q : I → J and a collection of multilinear maps:
Q : Ci0,i1 ⊗ · · · ⊗ Cik−2,ik−1 ⊗ Mik−1 −→ NQ(i0),
deﬁned for every k ≥ 1 and indices i0, . . . , ik−1 ∈ I. (Note that for k = 1 we just
have a map Q : Mi0 → Mi0 .)
Let Q : C ⊗ M → N be such a map with N being indexed by the same indices
as M and with identity index map. Let P : C⊗N → R be another mixed extended
map. We can compose them to get a new mixed extended multilinear map P  Q :
C⊗M → R as follows:
(P  Q)(a1, . . . , ak−1, b) =
∑
P (a1, . . . , ai−1, Q(ai, . . . , ak−1, b)).
If F : C → C is an extended multilinear map with identity index map and
Q : C ⊗ M → N is a mixed extended multilinear map, they can be composed to
give a new mixed map Q  F : C⊗M → N as follows:
(Q  F )(a1, . . . , ak−1, b) =
∑
Q(a1, . . . , ai−1, F (ai, . . . , al), al+1, . . . , ak−1, b).
A.2: A∞-categories
A.2.1: Deﬁnition An A∞-category A consists of the following data. A collection of
objects Ob(A), a collection of vector spaces CA = {C(L′, L′′)}L′,L′′∈Ob(A) indexed
by pairs of objects L′, L′′ ∈ Ob(A), and an extended multilinear map μ : CA → CA
(called composition map) with identity index map and which satisﬁes the identity:
μ  μ = 0.
The space C(L′, L′′) is called the space of morphisms between L′ and L′′ and is
sometimes denoted by hom(L′, L′′). When we want to emphasize the relation to the
category A we write CA(L′, L′′) or homA(L′, L′′).
Note that μ1 : C(L′, L′′) → C(L′, L′′) is a diﬀerential, i.e. μ1 ◦ μ1 = 0, hence
C(L′, L′′) becomes a chain complex (ungraded in our case). We denote by H(L′, L′′)
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the homology of (C(L′, L′′), μ1). The degree 2 component μ2 of μ descends to ho-
mology and induces an associative product
H(L0, L1) ⊗ H(L1, L2) −→ H(L0, L2), a1 ⊗ a2 → a1 ∗ a2.
This means that by passing to homology we obtain a (non-unital) category H(A),
called the homology category associated to A. Its objects are Ob(A), and its mor-
phisms are homH(A)(L,K) = H(L,K). The composition of α ∈ H(L0, L1), β ∈
H(L1, L2) is deﬁned to be β ◦ α := α ∗ β ∈ H(L0, L2).
Remark A.2.1. Notice that our notation is slightly diﬀerent from that in [Sei08].
The multiplication μk in an A∞ algebra is deﬁned for us as
μk : C(X1, X2) ⊗ C(X2, X3) . . . ⊗ C(Xk, Xk+1) → C(X1, Xk+1)
and in [Sei08] it is deﬁned as a map:
C(Xk, Xk+1) ⊗ C(Xk−1, Xk) . . . ⊗ C(X1, X2) → C(X1, Xk+1).
As we do not care about signs here the two conventions give the same notion and it
is easy to move from one to the other.
A.2.2: Units An A∞-category A is called strictly unital if for every object L ∈
Ob(A) there exists a distinguished element eL ∈ C(L,L) with μ1(eL) = 0, μ2(eL, ·) =
μ2(·, eL) = id and μk(a1, . . . , ai−1, eL, ai+1, . . . , ak) = 0 for every k ≥ 3 and 1 ≤ i ≤
k. A is called homologically unital if for every object L ∈ Ob(A) there exists a
distinguished element 1L ∈ H(L,L) which behaves like an identity with respect
to composition. In most cases considered in the paper the A∞ categories will be
homologically unital. Below we will use the following abbreviations: “hu” stands
for homologically unital, “su” for strictly unital and “nu” for non-unital (or more
precisely, not necessarily unital).
A.2.3: Functors Let A, B be two A∞-categories. A nu A∞-functor F : A → B
consists of the following pieces of data. A correspondence which associates for every
object L ∈ Ob(A) an object F(L) ∈ Ob(B). The second piece is an extended
multilinear map F : CA → CB with index map L → F(L) and which satisﬁes
the following identity
F  μA = μB ◦ F .
Here μA, μB are the composition maps of A, B. Of course, nu A∞-functors F descend
to usual nu functors H(F) : H(A) → H(B) on the associated homology categories.
Nu A∞-functors F : A → B, G : B → C can be composed to give a new nu
functor G ◦ F : A → C. On the level of objects the composition is obvious and the
corresponding extended multilinear maps are composed by using the ◦ composition,
i.e. G ◦ F : CA → CC .
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We now describe natural transformations between nu A∞-functors F ,G : A → B.
First, deﬁne a collection of vector spaces CF ,GB = {CA(F(L′),G(L′′))}L′,L′′∈Ob(A)
indexed by pairs of objects of A. A pre-natural transformation T : F → G consists
of a pair T = (T 0, T ′), where T ′ is an extended multilinear map T ′ : CA → CF ,GB ,
with identity index map, and T 0 is a collection of morphisms indexed by Ob(A), i.e.
T 0L ∈ CB(F(L),G(L)), ∀L ∈ Ob(A).
In order to describe which pre-natural transformations are actually natural we
need the following notation. Deﬁne (μB ◦  ◦ (F , T,G)) : CA → CF ,GB to be the
following extended multilinear map:
(μB ◦  ◦ (F , T,G))(a1, . . . , ak) =
∑
μB(F(a1, . . . , aq1), . . . ,F(aqj−1+1 . . . , aqj ),
T (aqj+1, . . . , aqj+1),
G(aqj+1+1, . . . , aqj+2), . . . ,G(aqr+1, . . . , ak)).
(74)
This sum is taken over all j, r and all partitions
1 ≤ q1 < · · · < qj ≤ qj+1 < · · · < qr < k.
The convention is that if qj = qj+1 then the operator T on the right-hand side
receives no input so it should be interpreted as T 0Lqj ∈ C(Lqj , Lqj ), while if qj < qj+1
the operators T ′ are used.
A pre-natural transformation T = (T 0, T ′) is called a natural transformation if
the following two conditions are satisﬁed:
μB1 (T
0
L) = 0 ∀L ∈ Ob(A),
(μB ◦  ◦ (F , T,G)) + T ′  μA = 0. (75)
As before, natural transformations between nu A∞-functors induce natural trans-
formations (in the usual sense) between the cohomological functors.
Pre-natural transformations T = (T 0, T ′) : F → G and S = (S0, S′) : G → H can
be composed as follows:
(S ◦ T )0 = μB2 (T 0, S0),
(S ◦ T )′ = μB ◦  ◦  ◦ (F , T,G, S,H), (76)
where the operation ◦  ◦  ◦ should be interpreted in a similar way to (74).
The collection of nu A∞-functors A → B can be given the structure of an A∞-
category nu-fun(A,B). The objects are the nu functors and the morphism spaces
C(F ′,F ′′) are pre-natural transformations between F ′ and F ′′. The operation μ1 is
given by the left-hand side of (75) and μ2 by the right-hand side of (76). The higher
μk’s are given by an obvious generalization of the left-hand side of (75). See [Sei08]
for more details. Note that in this language natural transformations are precisely
those pre-natural ones T with μ1(T ) = 0.
Next, we have the notion of a homotopy between two nu A∞-functors. Let
F ,G : A → B be two nu A∞-functors with the same action on objects. Consider
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the pre-natural transformation D = (0, D′) with D′k = Fk − Gk for every k ≥ 1.
A simple calculation shows that D is a natural transformation. We say that F is
homotopic to G (or that D is homotopic to 0) if there exists a pre-natural transfor-
mation T = (T 0, T ′) : F → G with T 0 = 0 and such that D = μ1(T ). Homotopy
is an equivalence relation and is preserved by composition with a given nu func-
tor. Two homotopic nu functors F , G induce the same functors on the homology
categories.
A.2.4: Homologically unital functors A (nu) A∞-functor F : A → B between su
A∞-categories A, B, is called su if F(eL) = eF(L) for every L ∈ Ob(A) and
F(a1, . . . , ai−1, eL, ai+1, . . . , ak) = 0
for every k ≥ 2 and 1 ≤ i ≤ k.
If A, B are only hu, a (nu) functor F is called hu if H(F) : H(A) → H(B) is
a unital functor. We denote by hu-fun(A,B) the full subcategory of nu-fun(A,B)
consisting of the hu functors. A hu functor F is called a quasi-equivalence if its
homological functor H(F) is an equivalence of categories.
If A,B are A∞-categories with B being su then the A∞-categories hu-fun(A,B)
and nu-fun(A,B) are strictly unital.
A.3: A∞-modules
A.3.1: Basic deﬁnition Let Ch be the A∞-category of (ungraded) chain complexes
of Z2-vector spaces. Objects are chain complexes and morphisms spaces are linear
maps between their underlying vector spaces. The operation μ1 is given by the
induced diﬀerential on maps between two chain complexes, so that μ1(f) = 0 iﬀ f
is a chain map. The operation μ2 is given by the obvious composition. The higher
order composition maps are trivial, i.e. μk = 0, ∀k ≥ 3, so that Ch is actually a
dg-category. We denote by Chopp the opposite category. Denoting Copp(−,−) the
morphism spaces for Chopp this means that for two chain complexes C ′, C ′′ we
have Copp(C ′, C ′′) = hom(C ′′, C ′) (the hom being of vector spaces) endowed with
the obvious diﬀerential induced from dC′ , dC′′ . The operation μ
opp
2 : C(C
′, C ′′) ⊗
C(C ′′, C ′′′) → C(C ′, C ′′′) is given by μopp2 (f, g) = g ◦ f . Note that Ch and Chopp are
strictly unital.
Let A be an A∞-category. A nu A-module is a nu A∞-functor M : A → Chopp.
The collection of nu A-modules forms a category nu-modA whose objects are nu
A-modules, and morphism spaces are pre-natural transformations endowed with
the diﬀerential μ1 described in the preceding section. The operation μ2 is given by
obvious composition and μk = 0, ∀k ≥ 3.
An alternative more convenient way to describe nu modules is as follows. On
the level of objects a nu A-module M prescribes a collection M = M(L)L∈Ob(A)
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of vector spaces indexed by Ob(A). The second ingredient is a mixed extended
multilinear map μM : CA ⊗M → M which satisﬁes the following identity:
(μM  μM) + (μM  μA) = 0. (77)
Note that μM1 : M(L) → M(L) is a diﬀerential, hence M becomes a collection of
chain complexes.
A.3.2: Morphisms Pre-module morphisms ν : M′ → M′′ between two nu A-
modules are given by mixed extended multilinear maps ν : CA ⊗ M′ → M′′. A
pre-module morphism ν : M′ → M′′ is called a module morphism if
(μM
′′  ν) + (ν  μM′) + (ν  μA) = 0. (78)
Pre-module morphisms ν : M′ → M′′, η : M′′ → M′′′ can be composed by
η  ν : M′ → M′′′. (79)
The collection of nu A-modules nu-modA becomes a dg-category with objects
being nu A-modules and morphism spaces C(M′,M′′) being pre-module morphisms
ν : M′ → M′′. The diﬀerential μ1 on C(M′,M′′) is deﬁned by the left-hand side
of (78) and the composition μ2 is deﬁned by (79). The higher operations μk, k ≥ 3
on nu-modA are deﬁned to be 0.
There is an identiﬁcation of A∞-categories nu-fun(A, Chopp) ≈ nu-modA. This
goes as follows. If M is an nu A-module it corresponds to the nu functor F : A →
Chopp which associates to L the chain complex (M(L), μM1 ) and with extended
multilinear map deﬁned by:
〈F(a1, . . . , ak), b〉 = μM(a1, . . . , ak, b),
aj ∈ C(Lj−1, Lj), b ∈ Copp
(M(L0),M(Lk)
)
= hom(M(Lk),M(L0)).
(80)
On the level of morphisms the identiﬁcation is as follows. If ν : M′ → M′′ is a
pre-module morphism and F ′, F ′′ are two nu-functors A → Chopp corresponding to
M′, M′′ respectively, then the pre-natural transformation T = (T 0, T ′) : F ′ → F ′′
corresponding to ν is deﬁned by:
T 0 ∈ Copp(M′(L),M′′(L)) = hom(M′′(L),M′(L)), T 0(b) = ν(b),
〈T ′(a1, . . . , ak−1), b〉 = ν(a1, . . . , ak−1, b), ∀ k ≥ 2.
(81)
A.3.3: Pull back of A∞-modules Let φ : A′ → A be a morphism of A∞ categories
and let M be an A∞-module over A. The pull back M′ = φ∗M of M is an A∞
module over A′ deﬁned by M′(X) = M(φ(X)) for each object X of A′ and with
the higher compositions given by
μM′(a1, . . . , ak,m) =
∑
i1<i2...
μM(φi1(a1, . . . , ai1), φ
i2−i1(ai1+1, . . . , ai2), . . . ,m).
It is easy to check that this is indeed an A∞-module.
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A.3.4: Homologically unital modules Let A be a hu A∞-category. A hu A-module
is a hu A∞-functor M : A → Chopp. Alternatively, a nu A-module M is called hu
if for every L ∈ Ob(A) the homology H(M(L), μM1 ) is a unital module over the
(unital) ring H(L,L). The full subcategory of nu-modA consisting of hu A-modules
will be denoted by hu-modA. A pull back of a hu module over a morphism of hu A∞
categories is also homologically unital.
Note that since Chopp is strictly unital, both A∞-categories hu-modA and
nu-modA are strictly unital. The identity module morphism ν : M → M being
the one with ν(b) = b and ν(a1, . . . , ak−1, b) = 0 for every k ≥ 1.
A.4: The Yoneda embedding Let A be an A∞-category. The Yoneda functor
is the nu A∞-functor Y : A → nu-modA, deﬁned as follows. On the level of objects,
deﬁne Y(L) := ML, where ML is the nu module that associates to the object
K ∈ Ob(A) the vector space ML(K) = CA(K,L). The mixed extended multilinear
map of ML is deﬁned as
μML(a1, . . . , ak−1, b) = μA(a1, . . . , ak−1, b), ∀k ≥ 1.
The extended multilinear map of the nu functor Y is described as follows. Let k ≥ 2
and L0, L1, . . . , Lk ∈ Ob(A). Let aj ∈ CA(Lj−1, Lj), j = 1, . . . , k. We need to specify
a pre-module morphism Y(a1, . . . , ak) : ML0 → MLk . For simplicity of notation we
write ν = Y(a1, . . . , ak). To deﬁne ν, let d ≥ 1 and K0, . . . ,Kd−1 ∈ Ob(A). We put
ν : CA(K0,K1) ⊗ · · · ⊗ CA(Kd−2,Kd−1) ⊗ C(Kd−1, L0) −→ C(K0, Lk),
ν(c1, . . . , cd−1, b) := μA(c1, . . . , cd−1, b, a1, . . . , ak).
(82)
The Yoneda functor has better properties for homologically unital categories.
Assume that A is hu. Then the Yoneda functor takes values inside the subcategory
of hu modules, Y : A → hu-modA. Moreover, the homological functor H(Y) :
H(A) → H(hu-modA) is unital and moreover full and faithful. This does not follow
immediately from the deﬁnitions, and we refer the reader to [Sei08], Section 2g, for
the proofs.
Due to its properties in the hu case, we call Y the Yoneda embedding. Note also
that for the A∞-categories that will occur in our applications (Fukaya categories)
the Yoneda embedding will generally be injective on objects.
From now on, we will implicitly assume our A∞-categories to be homologically
unital unless otherwise stated. For hu functors and modules, we will drop from now
on the wording “hu”, calling then simply functors and modules and denoting their
respective categories by fun(A,B) and modA.
A.5: Exact triangles and derived categories Let A be an A∞-category. Let
M′,M′′ be A-modules and ν : M′ → M′′ a module morphism. We deﬁne a new
A-module, Cone(ν), called the mapping cone of ν as follows. On the level of objects
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Cone(ν)(L) = M′(L) ⊕ M′′(L). The mixed extended multilinear map μCone(ν) is
deﬁned as
μCone(ν)(a1, . . . , ak−1, (b′, b′′)) =
(
μM
′
(a1, . . . , ak−1, b′), μM
′′
(a1, . . . , ak−1, b′′) + ν(a1, . . . , ak−1, b′)
)
.
(83)
The mapping cone comes with two module morphisms: i : M′′ → Cone(ν) and
π : Cone(ν) → M′ deﬁned by :
i1(b′′) = (0, b′′), ik = 0 ∀ k ≥ 2,
π1(b′, b′′) = b′, πk = 0 ∀ k ≥ 2.
(84)
We call the diagram
M′ ν  M′′ i  Cone(ν) π  M′
an exact triangle. We extend the notion of exact triangles to other diagrams as
follows. A diagram of A-modules
M′ ν  M′′ j  Cone p  M′ (85)
(where ν, j, p are module morphisms) is called exact if there exists a module mor-
phism t : C → Cone(ν) such that [t] : C → Cone(ν) is an isomorphism in the
homological category H(modA) and such that the following diagram commutes in
H(modA):
M′′ [j] 
[i] 




C [p] 
[t]≈

M′
Cone(ν)
[π]
		
(86)
Note that the A∞-category modA is triangulated in the sense that every module
morphism ν : M′ → M′′ can be completed to an exact triangle (85).
Remark A.5.1. As explained in [Sei08] one can generalize the notion of exact tri-
angles in any A∞-category B (not just for modules). Let L′, L′′, L′′′ ∈ Ob(B) and
ν ∈ CB(L′, L′′), j ∈ CB(L′′, L′′′), p ∈ CB(L′′′, L′) be cycles (i.e. μB1 vanishes on them).
The diagram
L′
ν  L′′
j  Cone(ν)
p  L′
is called an exact triangle if its image under the Yoneda embedding is an exact
triangle in the sense deﬁned above. In fact, being an exact triangle depends only on
the homology classes of ν, j, p hence it is a property of diagrams in the homological
category H(B). See [Sei08] for more details on that.
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Apriori this deﬁnition of exact triangles might contradict with the previous one,
e.g. if we take B = modA to start with, then we have two apriori diﬀerent deﬁnitions
of exact triangles in B. However, this is not the case (see Corollaries 3.9 and 3.10
in [Sei08]) and the two deﬁnitions are actually compatible.
An A∞-category B is called triangulated if every cycle ν ∈ CB(L′, L′′) can be
completed to an exact triangle. Usually one adds to this an axiom regarding a shift
functor. As we are working in the paper in an ungraded framework we can ignore
this axiom.
We now brieﬂy recall how to derive an A∞-category. Let A be an A∞-category
(recall that we implicitly assume A to be homologically unital). Let Y : A → modA
be the Yoneda embedding and denote by Y(A) the image of A.
We now take the triangulated closure of Y(A) in modA, namely a minimal full
subcategory Y(A)∧ ⊂ modA with the following properties:
1. Ob(Y(A)∧) is closed under quasi-isomorphisms.
2. Y(A)∧ is triangulated.
A constructive realization of Y(A)∧ is to ﬁrst to take the full subcategory (not just
homologically) of modA containing the objects of Y(A) and add all quasi-isomorphic
objects to it (plus all morphisms between these new objects and the old ones). Next,
form all possible mapping cones between objects of the previous category and then
iterate this procedures inductively arbitrary number of times. Finally, one deﬁnes
the derived category D(A) of A as the homological category H(Y(A)∧). Note that
D(A) is a triangulated category (in the usual sense).
As explained in [Sei08] there are many other realizations of D(A), but they all
lead to equivalent categories.
A.6: Families of A∞-categories and equivalences The discussion here follows
Chapter 10 of [Sei08] where one can ﬁnd more details and proofs.
Let Ai, i ∈ I, be a family of A∞-categories indexed by a set I. Suppose we also
have one A∞-category Atot such that for every i ∈ I, Ai is a full A∞-subcategory
of Atot. Denote the embedding functor by Hi : Ai → Atot. We assume further that
each Hi is a quasi-equivalence. Under these assumption there exists a family of quasi
equivalences Ki : Atot → Ai, with Ki ◦ Hi = IdAi for every i ∈ I. Moreover, the
family Ai, i ∈ I, admits a structure of a so called coherent system of A∞-categories
(see [Sei08] for the precise deﬁnition). In particular we obtain a family of quasi-
equivalences F i1,i0 : Ai0 → Ai1 for every i0, i1 ∈ I with F i,i = IdAi and such that
F i2,i1 ◦ F i1,i0 ∼= F i2,i0 , where ∼= means that the two functors are isomorphic via a
natural transformation. We call the A∞-functors F i1,i0 comparison functors.
Passing to the derived categories D(Ai), i ∈ I, we obtain a coherent system of
(ordinary) categories with equivalences F i1,i0 : D(Ai0) → D(Ai1) induced from the
F i1,i0 ’s. Moreover, the homology level functors H(Ki) : H(Atot) → H(Ai) induced
by the Ki’s uniquely determine the equivalences F i1,i0 .
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Of course, the same applies not only to the derived categories D(Ai), i ∈ I, but
also to the homological categories H(Ai) (which can be viewed as full subcategories
of D(Ai)). Namely, H(Ai), i ∈ I, becomes a coherent system of categories via the
same comparison functors F i1,i0 .
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