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Figure 3.5: Chip design and layout.  The batch-fabricated chip included a 
central reservoir for loading cells and reagents as well as three channels for 
culturing cells and making oxygen measurements.  The overall chip has 
dimensions of 18 mm by 38 mm.  Channels were 2.5 mm and 3 mm in 
width.  The height of the channels was 300 μm. 
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thick, 300 μm layer of SU-8 was spun on to a glass wafer, (2) SU-8 was 
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Figure 3.7 Images of a completed chip assembly.  Image with channels and 




Figure 3.9: Cell-media suspension loading methods.  Loading the cells 
from the open ends of capillary channels (left) and loading the cells from 
the central reservoir (right). 
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Figure 3.10: Experimental setup for taking direct oxygen measurements 
using the FLIM technique.  Here the giber optic probed is scanned in 1 mm 
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resides.  Shown components are not drawn to scale. 
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Figure 3.11 Oxygen measurement setup included the microscope and 
PreSens fiber optic probe (left). The chip was placed inside of a Petri dish 
to provide an outer shell to minimize the risk of contamination (right). A 
plastic ruler was used to keep track of the probe’s position along the length 
of a channel. 
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Figure 3.12: White light micrograph showing a section of a sample 
capillary channel with C2C12 cells growing in the same chamber as the 
PreSens oxygen sensitive film. Channel width was 3 mm and the width of 




Figure 3.13: Side view of an empty capillary channel (left) and with cells 
and PreSens oxygen sensitive film (middle); cells cannot be seen in this 




Figure 3.14: Sample oxygen measurement data.  Here the measured data 




Figure 3.15: Dissolved oxygen (in ppm) vs. position (in mm) 24 hours after 
start of experiment.  As expected, the amount of dissolved oxygen 
decreased as the probe was moved away from the open end of the capillary 
channel.  Comparisons of this data to model predictions will be discussed 





Figure 4.1: Oxygen mass transfer in multicellular tissues. In vertebrates, 
blood is composed of blood cells suspended in a liquid called blood 
plasma. Plasma comprises approximately 55% of blood fluid, is mostly 
water (90% by volume), and contains dissolved proteins, glucose, mineral 
ions, hormones, carbon dioxide and platelets. In particular, oxygen and 
sugars, such as glucose, are brought into close proximity to adjacent cells 
by a blood vessel; from there oxygen and glucose diffuse into adjacent 
cells where they are consumed to produce carbon dioxide, lactic acid and 
waste products.  Because of the acidity produced by carbon dioxide and 




Figure 4.2: Oxygen mass transfer in glass capillary channels used in this 
method. Oxygen and sugars diffuse into the channels and are consumed to 
produce carbon dioxide, lactic acid and waste products.  Because of the 
acidity produced by carbon dioxide and lactic acid, pH is lower (more 
acidic) as one goes further into the channel. 
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Figure 4.3: Scope of the model.  For intracellular processes, oxygen and 
sugars are consumed by the cells while carbon dioxide, lactic acid and 
wastes are produced.  Outside of the cells, mass transport of these inputs 
and outputs of the intracellular processes is driven by diffusion. 
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Figure 4.4: Birth-death profiles for B=0.01 (top left); B=3 (top right); B=6 
(bottom left); B=10 (bottom right). The “steepness” of the birth-death 
curve decreases with B. All birth-death curves center around cr; for c>cr, 
cells multiply and for c<cr, cells die.  The steepness determines the rate at 
which the birth-to-death or death-to-birth transition takes place. On the 
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horizontal axis is c, the concentration of dissolved oxygen.  And on the 
vertical axis is mult, the multiplier coefficient that is used to compute cell 
density (n) at each given time step of a simulation as specified in the code 
provided in Appendix C.  As explained above, both c and mult are unitless 
quantities. 
  
Figure 4.5: Model predictions for various B’s and corresponding birth-
death (BD) curve profiles. While the output changes slightly, there is no 
significant difference between the predicted dissolved oxygen levels even 
for very different values of B, such as B=0.01 and B=10.  As a reminder, 
these birth-death profiles themselves are very different themselves as 
illustrated in Figure 4.4. While counterintuitive, these results make sense 
physically because birth-death curves only reflect the rates at which cells 
multiply or die; in other words, if the cell density is already high at the 
beginning of experiment (n=0.8) then oxygen will be consumed at roughly 
the same rate for different B’s.  Additionally, the plots in this figure are 
simulations for a 24 hour period after which the system has reached a 
relative equilibrium (i.e., the cells that have been deprived of oxygen have 
died, and the cells in oxygen-rich regions have multiplied to the maximum 
density of n=1). 
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Figure 4.6: Model predictions for inputs and parameters described in this 
section. Outputs include normalized concentration of dissolved oxygen (top 
left), density of live cells (top right), concentration of dissolved carbon 
dioxide (bottom left) and concentration of lactic acid (bottom right). 
Concentrations of carbon dioxide and lactic acid are relative to the 
normalized concentration of dissolved oxygen.  For all of the figures, the 




Figure 4.7: Measured values of dissolved oxygen and model predictions 
after a 24-hour period.  Model predictions are computed for cr=0.025 and 
cr=0.5.  The discrepancies at small distances from the capillary edge can be 
explained by the fact that full saturation of oxygen is temperature and 
salinity dependent and can vary by as much as 1-1.5 ppm; it was assumed 
to be 9 ppm but could have been as low as 8 ppm in the actual experiments. 
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after the start of the experiment.  The profiles gradually become “steeper” 
as cells further away from the capillary edge die.  As the cells die, more 
oxygen should be available for cells closer to the open end.  This is indeed 
what is observed as shown in Figure 4.9.   
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Figure 4.9: Model predictions (cr=0.5) and actual measured data for 
dissolved oxygen after 2, 4, 6 and 8 hours after start of the experiment.  
Measured data is an average of 6 independent channels. Combined model 
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predictions for dissolved oxygen for 2, 4, 6 and 8 hours after start of the 
experiment (bottom left). Combined measured data for dissolved oxygen 
for 0, 2, 4, 6 and 8 hours after start of the experiment (bottom right). 
Notably, measured data for first data point, at the channel inlet (i.e., x=0), 
is consistently and significantly lower than the model predicted values; this 
is due to the fact that, in actual experiments, there were living cells 
immediately outside of the capillary channel and they consumed some of 
the oxygen before it entered into the channel. 
  
Figure 4.10: Model predictions and actual measured data for normalized 
HeLa cell density after a 24 hour period; capillary channel height of 100 
μm (top) and a LIVE/DEAD image of a sample capillary channel (bottom).  
For model simulation, cr was kept at 0.5 as in results reported in Figures 
4.7 and 4.8.  These results show that, x=1mm, cells begin to die; from 
results reported in Figure 4.7, this corresponds to oxygen level of ~4.5ppm. 
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Figure 4.11: Model predictions and actual measured data for normalized 
HeLa cell density after a 24 hour period; capillary channel height of 50 μm.  
LIVE/DEAD data is shifted to along the x-axis to match the highest 
measured normalized cell density with the highest predicted density at x=0 
mm. For model simulation, cr was kept at 0.5 as in results reported in 





Figure 5.1: Examples of microfluidic chip designs and simulations 
performed in COMSOL simulation software (Burlington, Massachusetts) 
for a second-generation batch fabricated integrated device. These designs 
and simulations show how the initial cell-media suspension can be loaded 
into the channels and then perfused during culture, if necessary. 
Simulations can also enable allow one to produce density-graded loading 
of cells into channels.  In these sample simulations, one can test the flows 
during asymmetric two-port loading (top left), symmetric two-port loading 
(top right) as well as symmetric (bottom left) and asymmetric (bottom 
right) loading with channels that are designed to produce graded flows and 
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A high-throughput method for in vitro generation of oxygen and mass transfer 
microgradients was developed. This method not only overcomes many limitations of the 
previous approaches, but also provides a comprehensive experimental and modeling 
framework for future studies.  To demonstrate this method, microfluidic devices and 
associated fabrication processes were developed.  The microfluidic devices consisted of 
capillary channels with sizes ranging from 30-300 μm in height to 0.3-3 mm in width, 
loading reservoirs and microfluidic interconnects.  The overall device size was 
38×18×1.3 mm3.  The fabrication process was based on SU-8 photolithography and glass 
to SU-8 bonding. Because of the sizes of the capillaries, diffusion, and not convection, 
dominated mass transfer and oxygen microgradients were generated, by diffusion 
limitations and cellular respiration, within 0.5–3 mm of the capillary edges.  The method 
is based on diffusion and, therefore, more closely mimics the in vivo microenvironments 
within multicellular tissues.  Measurements of cell viability, pH, differentiation and 
oxygen were performed for C2C12 and HeLa cells cultured in the mass transfer 
gradients.  Oxygen was measured using the fluorescence lifetime imaging method 
(FLIM) with spatial resolution of 1 mm and measurement resolution of 0.1 parts per 
million of dissolved oxygen.  This method lends itself to high-throughput 
experimentation; as many as 30 capillary experiments were run in a 24-hour period 
including cell loading, gradient formation and imaging.  Observable differences in cell 
xvii 
morphology became apparent 12-24 hours after seeding.  The developed finite element 
model (FEM) accommodates a wide range of device geometries and metabolic 
parameters and couples cellular metabolism with diffusion effects.  The model 








INTRODUCTION AND BACKGROUND 
1.1 Introduction 
How does a human embryo know how to develop specific organs and body parts from 
a homogeneous mass of cells?  How do wound healing cells such as polymorphonuclear 
neutrophils and macrophages know where their assistance is needed? What makes certain 
tumors malignant?  The exchange of chemical messages between cells is crucial to much 
of development and disease. Due to convection and diffusion processes at work in tissue, 
the exchange of chemical information occurs in (and can generate) heterogeneous or 
graded chemical environments [28,29,30]. These microgradients are present throughout 
the human body and other complex organisms; they drive the processes of cell 
development, differentiation, growth, aging and death [14,17,28,30].  
While chemical microgradients are continually occurring in vivo, it has been 
challenging to reproduce and study them in vitro. The micro and nano technological 
advances during the past 10 years have opened up opportunities for an increasingly 
complex set of experiments which are enabling the scientific community to make 
unprecedented discoveries about how organisms develop, keep themselves healthy, and 
fight disease.  In particular, micro and nano technologies have enabled a new generation 
of devices to study microgradients in mammalian cells. 
While basic techniques for studying cell culture microgradients in vitro have existed 
for at least 100 years, it is the relatively recent advent of MEMS and microfluidic 
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technologies that have enabled the research community to conduct sophisticated 
experiments and study cellular chemotaxis, differentiation, hypoxia and other biological 
phenomena.  
 
1.2 Significance of oxygen microgradients 
In mammalian tissue, gradients of diffusible molecules, among them dissolved gases, 
have been implicated in various processes including morphogenesis, cell growth and 
death, and development of cancer [14,15,15,17,28]. These gradients have historically 
been difficult to reproduce experimentally, but over the last decade a number of 
microfluidic devices have been developed to reproduce diffusible chemical gradients in 
cell culture [14,17,20,24,27,28]. Despite these advances, gradients of dissolved gases – 
among them O2, CO2 and NO – have remained challenging to reproduce in vitro; this is 
mostly due to the molecules’ small size and, therefore, relatively fast diffusion rates 
through the materials used in most microfluidic research. For example, elastomers, 
traditionally very popular with microfluidic applications, have high diffusion constants 
for gases (e.g., 10−3 mm2 s−1 for O2) [14,28].  
Cell culture studies of oxygen microgradients are important because oxygen tensions 
on some mammalian cells dictate how they will develop [14,24,28].  For example, 
hypoxia-inducible factors (HIFs) are vital to organism development.  Some examples 
include:  
 HIFs often regulate cell differentiation including such processes as embryo 
development, the formation of blood vessels and wound healing [31] 
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 HIFs and HIF inhibitors have recently been used as therapeutic targets in 
treatment of such diseases as anemia [32] 
Thus, it is crucial to have methods for establishing and studying the effects of oxygen 
microgradients in vitro.  There are a few available methods but all of them have 
limitations. Also, most non-microfluidic gas gradient techniques, including sandwich 
culture and capillary methods, have not previously lent themselves well to integration 
with microfluidics. 
 
1.3 Oxygen Microgradient Generation Methods: The State of the Art 
The purpose of this section is to provide a comprehensive overview of the state-of-
the-art in vitro microgradient oxygen generation devices and techniques. 
Existing devices for generating dissolved gas gradients across cell and tissue culture 
fall into four broad categories: mass transfer-limited methods such as capillaries and 
sandwich cultures, mixer-perfusion fluidic devices, three-dimensional cell spheroids, and 
microdevices which electrochemically generate gases into culture. The following table 
summarizes the limitations for each of the existing methods: 




-- simple setup 
-- well established method 
-- limited to monolayer cell culture 
-- no precise control of the gradient profile 




-- allows for separating 
oxygen mass transfer from 
other effects 
-- requires continual flow 
-- usually cannot microfabricate with PDMS; 
oxygen diffuses through it 








-- closely mimics real 3D 
tissue 
-- only works for self adherent cells 
-- spheroid size hard to control 
-- cumbersome to grow spheroids and 
image 




-- precise control of oxygen 
profiles in time and space 
-- complicated setup; inaccessible to most 
researchers 
-- long fabrication times 
-- low throughput, slow 
[28] 
Table 1.1: Comparison of oxygen microgradient generation methods. 
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The following section describes each of the above state-of-the-art methods in more 
detail.   
 
Capillaries and Sandwich Culture 
The classic way to limit mass transfer of diffusible gases (and, thus, generate 
gradients) was the cylindrical gas capillary tube, first used over a hundred years ago 
[1,2,3]. In the more modern sandwich culture techniques [4], a monolayer of cells was 
“sandwiched” between two gas impermeable cover slips; this limited mass transfer 
between the center of the cell mass and the edges. This mass transfer limitation, coupled 
with cell metabolism, generated gradients of O2 and CO2 molecules between the center 
and the edges of the plates. For example, Figure 1.1 shows a picture of a capillary assay 
for bacterial aerotaxis that was performed with Bacillus subtilis, an obligate aerobe. 
 
Figure 1.1: Aerotaxis assays based on gas-liquid interfaces are the current state-of-the-art.  In 
this experiment, B. subtilis forms a clear band directly around the interface. Bacteria with lower 
oxygen requirements will form bands farther away from the interface (at their preferred oxygen 
concentration) [27]. 
 
Here, a bacterial suspension of known density was loaded into a square cross-section 
capillary. If, as in this case, the bacteria under analysis have a preference for a specific 
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oxygen concentration, they will assemble into a band at a certain distance from the gas-
liquid interface; this can be seen clearly in Figure 1.1 The width and location of the band 
is dependent on the oxygen concentration in the gas phase, the oxygen consumption rate 
of the bacteria, and motility-specific parameters [6,7,12]. Note that the oxygen gradient 
from the interfaces is not easily altered, nor is is trivial to have the bacteria assemble in 
different configurations. Moreover, dynamic alterations in either the spatial or temporal 
characteristics of the oxygen microgradients are very difficult  [5,8,12,13]. 
Certain modifications to this basic procedure are possible; these include: 1) trapping 
gas bubbles between two glass coverslips and 2) changing the composition of the gas 
headspace rapidly (~10 sec) to observe bulk changes in tumbling frequency [5,8]. These 
all suffer from similar limitations to those discussed above. The specifics of oxygen and 
the related ‘energy’ taxis mechanisms are discussed in detail in several excellent reviews 
[9,10,11]. 
Another well established oxygen generation method, an especially for mammalian 
cell experiments, is sandwich culture.  As shown in Figure 1.1a below, in this method, a 
monolayer of mammalian cells are “sandwiched” between two plates of transparent 
material, usually glass, and the diffusion of oxygen is limited to mass transfer through the 
narrow slit between the top and bottom plates.  For example, Cochran et al used this 
method to characterize and model glucose consumption in mammalian cells [35].   
This method is limited to monolayer cell culture for mammalian cells and, in general, 
offers no precise control of the gradient profile and has low throughput. 
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Figure 1.1a: Example of a sandwich culture device. Principal diffusion of oxygen, glucose, other 
nutrients and waste is along the x-axis [35]. 
 
Fluidic Perfusion 
A small number of fluidic mixer-perfusion devices [14,15,16] generated gradients by 
flowing a gas-rich medium along long channels of cultured cells; cells nearest the entry 
port received more gas than those nearer the ends of the channel [17,33,34].  
A typical set up is shown in Figure 1.2 below.  Oxygen-rich media enters from the 
left and flows over a monolayer of cells on the bottom of the dish.  As media flows over 
the cells, they consume the oxygen dissolved in the media and thus a gradient of oxygen 




Figure 1.2: The fluidic perfusion oxygen gradient generation method.  Oxygenated media enters 
from the left and travels along the monolayer of cells that are on the bottom of the dish.  As the 
media flows over the cells, the dissolved oxygen is consumed and a gradient is established [14]. 
 
This method is limited to schemes that require oxygenated media flow; this, in turn, 
significantly complicates experimental set up.  Another problem with this method is that 
the media flow produces shear stress on the cells; this limitation, however, has been 
resolved somewhat with recently presented work that separates cell culture chambers and 
flow channels.  An example of this work is described in Figure 1.2a below.  
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Figure 1.2a: Example of a fluidic perfusion device where cell culture chambers and gas flow 
channels are separated. In this recently reported device, gases with varying levels of oxygen are 
mixed in stages to produce graded amount of oxygen in channels that are then flowed 
orthogonally to capillaries connected to cell culture chambers.  Notably, this device requires a 
complicated setup and has so far been only demonstrated with bacteria  [33]. 
 
Cell Spheroids and 3D Constructs 
Some cell types, particularly those which are tumor-forming, can be coaxed into 
forming spheroidal clumps when cultured in suspension. These “clumped” 
three-dimensional clusters limit mass transfer and generate oxygen gradients between the 




Figure 1.3: A tumor spheroid constructed 
from cancer cells.  Here, live cells fluoresce in 
green; dead cells in red.  The oxygen gradient 
is established by the cells due to their 
consumption of oxygen and its time-limited 
diffusion. Cells on the periphery consume 
most of the diffusing oxygen before it has a 
chance to penetrate into the center of the 
spheroid [24].    
 
In general, three-dimensional multi-cellular constructs play an increasingly important 
role in studies of tissue engineering, cancer and drug delivery [19,20,21,24,25]. Unlike 
two-dimensional monolayer culture, 3D constructs capture some of the complexity of solid 
tissue [19] and both mechanical and chemical cell-to-cell interactions play a role in the 
development of both normal and diseased states of tissue [22]. In cancer biology, multi-
cellular tumor spheroids are currently being used as in vitro models for studying the 
development of tumor malignancy and drug response assays [19,23,25].  In particular, 
previously reported work resulted in measurements of cell viability and pH in non-
vascularized tumor spheroids [23].  
For example, as shown in Figure 1.4 a new class of device was developed to study the 
micro-environmental niches created within three dimensional tissue constructs as a result 
of diffusion limitations [24]. These include, for example, the lack of oxygen (hypoxia) and 
the pH change at the center of multi-cellular masses.  
Figure 1.4 illustrates the device concept and geometry. To assemble the multi-cellular 
constructs, individual cells in suspension were flowed into microchannels containing 
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arrays of embedded posts ranging in size and spacing from 10-30μm; these posts are 
arranged so as to form “baskets” of desired shapes and sizes. As cells flowed by, some 
fraction became trapped in these ‘baskets’ and assemble into cylindroids and cubes (Figure 
1.4).  
 
Figure 1.4: a) Schematic view of device operation, b – c) different “basket” geometries generate 
different diffusion gradients in 3D cellular constructs (shown schematically in gray-scale) [24].  
 
This method and device offered improvement over traditional macroscopic culture 
techniques for assembling three-dimensional isotropic constructs, which have a number of 
drawbacks: large size and shape variability during culture, imaging and microscopy 
difficulties inherent in spheroidal cell masses, and the practical difficulties of maintenance 
and passaging of cultured constructs [23]. 
This microfluidic device and method for the assembly and continuous culture of three-
dimensional multi-cellular constructs is particularly useful for generating micro-
environmental niches (such as hypoxia and acidosis) in non-vascularized tissue. The 
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technique: 1) allows the rapid, parallel assembly of dozens of three-dimensional constructs 
with controlled shapes, sizes and interfacial gas transfer rates, 2) can be extended to 
adherent cells (which are normally grown in single monolayers) using functionalized glass 
beads, and 3) permits long-term continuous culture and perfusion of the constructs.  
Fabrication is shown in Figures 1.5. 
 
Figure 1.5: Fabrication flow. Two similar processes are used to yield either oxygen permeable or 
oxygen impermeable ‘baskets’. (left) Lithographically-patterned SU-8 is used to mold spun PDMS. 
The PDMS is then bonded to a glass wafer. (right) Lithographically-patterned SU-8 is bonded to a 
glass substrate using Microform film (Microchem, Newton, MA) [24]. 
 
 Figure 1.6 below shows the structures formed in SU-8.  High aspect ratios of 1:10 to 




Figure 1.6: Scanning electron micrograph of 
devices before assembly.  Due to the high 
aspect ratios (1:10 to 1:20), the posts are fragile 





This device was used to: 1) assemble 200µm thick Zinnia plant cell cylindroids with 
patterned diameters ranging from 200-800µm and culture them for 24 hours, 2) 
demonstrate the feasibility of quantifying diffusional limitations of a dense tissue mass 
with a fluorescent oxygen-sensitive Tris(2,2’-bipyridyl)dichlororuthenium(II) hexahydrate 
fluorophore, 3) assemble three-dimensional constructs with 50µm diameter glass beads 
(G.Kisker, Germany) intercalated with adherent C2C12 myoblast cells, 4) assemble three-
dimensional constructs with 50µm diameter glass beads (G.Kisker, Germany) intercalated 
with adherent HeLa cancer cells, cultured them for 72 hours and imaged them with 
LIVE/DEAD™ cell viability assays, and 5) culture clusters of colon carcinoma cancer 
cells for 1 week.  
In addition, C2C12 myoblasts (which have a known sensitivity to oxygen during 
differentiation) and colon carcinoma cells (which are a common non-vascularized tumor 
model [7] and aggregate without the need for beads) were assembled, cultured and the 
resulting constructs monitored for 7 up to days and analyzed with LIVE/DEAD assays 
[26]. 
This method is limited to only self-adhering cells or cell-bead suspensions. 
 
Electrolytic Generation 
Another microfluidic technique introduced oxygen or nitric oxide into culture by 
generating it electrochemically from a water reservoir below the cell culture chamber 
[28].  This method of generating oxygen gradients with microscale resolution can be used 
to perform: 1) dynamic response assays of mammalian cell culture and bacterial 
suspensions not possible with existing methods, and 2) studies on oxygen responses of 
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single mammalian cells or bacterium (Figure 1.7).  The basic premise only functions in a 
microscale environment. This method can be also used to self-assemble large-density and 
small numbers of bacteria into pre-determined patterns using aerotaxis. 
 
Figure 1.7: Schematic of bacterial aerotaxis assay.  The oxygen is generated by running a known 
current through the electrodes in the electrolyte chamber.  The oxygen then flows to the upper 
chamber which holds the cell culture.   B.subtilis bacteria are attracted to areas with higher O2 
concentrations and bacterial bands aggregate around O2 sources [27]. 
 
This method uses electrolysis at many microelectrodes to generate controlled doses of 
dissolved oxygen; these doses can be superimposed to pattern microscale gradients with 
precise spatial and temporal resolution.  
Figure 1.7a illustrates the basic concept of this method. In brief, a glass substrate is 
patterned with Ti/Pt electrodes; on this, photoresist is spun and patterned into molds for 
microfluidic channels. The photoresist is removed using acetone, leaving buried 
microchannels. A second PDMS layer with pre-molded microchannels is then bonded 
above the first PDMS microchannel using an O2 plasma.  
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Figure 1.7a: Schematic cross-section of oxygen microgradient array (a) and fabrication and 
assembly process (b–f) [28]. 
 
During operation, the bottom microchannel layer is filled with DI water and the 
upper microchannel layer is filled with the bacterial suspension under test. In a variant of 
the device, the PDMS cell culture chamber was replaced with a commercial macroscale 
cell culture plate whose floor was removed and replaced with the fabricated device (glass 
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substrate + electrodes + PDMS microchannels filled with DI water). Note that a gas-
permable membrane effectively separates the DI water from the bacterial suspension. 
Dissolved oxygen (no bubbles) is generated in the DI water at a Ti/Pt microelectrode 
when biased as an anode and current is run between it and a microelectrode Ti/Pt cathode 
(not shown and positioned distant from the anode and area under test [5,28]). This 
generated oxygen is then free to diffuse through the PDMS membrane and into the cells 
above; in this way, microelectrodes can be used to generate oxygenated areas in cell 
culture. By superimposing the oxygen generated by different, adjacent microelectrodes 
and/or patterning microelectrodes with specific shapes, the user can essentially “draw” 
oxygen profiles into the culture.  
For example, in an experiment with the aerotaxis of B.subtilis, with no oxygen input 
from the microelectrodes, bacteria in suspension tumble about performing random walks 
across the cell culture chamber [27]. Given an oxygen input, the bacteria taxed, or 
migrated, towards the oxygen source while consuming oxygen. Within minutes, bacteria 
self-assembled out of the initially homogenous suspension and formed a shape that was 
similar to the pattern of the electrodes. The size of the band or aggregate depended on the 
oxygen input from the electrode, the bacterial consumption rate and the initial density of 
bacteria. After a few minutes, the bacterial density gradient reached a steady-state with 





Figure 1.8: Oxygen supply were dynamically 
lowered by reducing the current through the 
point source electrode from 0.5mA to 0.1mA 
in steps of 0.1mA over 10 minutes; pictures 
are approximately 90 seconds apart.  Pseudo 
color micrographs of a bacterial band around 
a single point source; a) and f) are identical. 
As the bacterial “cloud” collapsed onto the 
point-source electrode the band formed 
“windmill” patterns (left) [27]. 
 
Beyond sensitive assays of bacterial pattern formation at high-densities, this method 
allowed the performance of assays of motility and oxygen response of single bacterium 
as well as studies of mammalian cells.    
For example, as shown in Figure 1.9 below, hyperoxia-induced apoptosis of C2C12 
cells was demonstrated with this method. 
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Figure 1.9: Hyperoxia-induced apoptosis in C2C12 myoblasts. a) 2 h after seeding (without 
oxygen input from OMA) b) LIVE/DEAD image of myoblasts after 72 h in anaerobic chamber 
(95% N2 : 5% CO2), with constant oxygen delivery via a concentric circle electrode. c) 2 h after 
applying current density of 10 mA mm22. e) Fluorescent image of d) with LIVE/DEAD stain [27]. 
 
Although this method offers lots of flexibility with oxygen microgradient temporal 
and spatial parameters, it is limited by its complicated setup, inaccessibility to most 
researchers, long fabrication times, and low throughput. 
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1.4 State-of-the-art summary and research goals 
As presented in the sections above, all of the existing methods for generating oxygen 
microgradients in vitro have limitations.  Thus, it is desirable to develop a well-
characterized method that overcomes these limitations as described in Table 1.1 above 
while being accessible to the biological research community.  
Such a method was developed and is described in the next chapter.  The method is 
applicable to forming microgradients of oxygen and other small molecules that are 
metabolized by mammalian cells, offers simple preparation and fabrication, and results in 
controllable and predictable gradient profiles. The method lends itself to many oxygen-
related experiments such as those with angiogenesis, cell invasion, and self-adhering cells 
such as those used by tumor spheroid community. 
As described in the next chapter, this method has been demonstrated and 
characterized with two types of cell culture, HeLa cancer cells and C2C12 muscle 
precursor cells.   
Specifically, contributions include:  
 Establishment of  a simple and useful method for generating, maintaining and 
monitoring oxygen microgradients 
 Demonstration of oxygen gradient formation with HeLa cancer cells with 
measurements of cell viability and pH 
 Demonstration of gradient formation and possible differentiation of C2C12 cells 
 
Further contributions are described in Chapter 3 and include: 
 Demonstration of gradient formation with direct oxygen measurements 
 Development of a metabolic and mass transfer model 
 Development of an integrated prototype device 
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A HIGH-THROUGHPUT METHOD FOR IN VITRO GENERATION 
AND STUDIES OF OXYGEN MICROGRADIENTS 
 
As described in Chapter 1, current methods of oxygen microgradient generation have 
important limitations as summarized in Table 1.1.  The oxygen gradient device presented 
in this chapter overcomes many of these problems.  It is assembled inside cell culture 
plates by bonding a molded PDMS microfluidic network to silica-glass optical fibers of 
various sizes having hollow rectangular cross-sections (Figure 2.1). 
 
Figure 2.1: The functional structure for the proposed method.  
 
Basic elements of the device include a reservoir, a pump, and a capillary analysis and 
inspection tube that contains the cells and oxygen-controlled medium. The pump can be 
connected to multiple capillary tubes to increase experimental throughput as reported in 
the results presented in this chapter.  
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The device fabricated for use with this method overcomes most of the limitations 
encountered with state-of-the-art methods described in Chapter 1.  Specifically, the 
method: 
• is high-throughput 
• offers precise control of oxygen microgradient profiles 
• works with self-adherent and non-self adherent cells  
• is compatible and can be integrated with microfluidics 
 
By varying capillary sizes, a wide range of oxygen micro gradient profiles can be 
generated.  In addition, since multiple runs of the same experiment can be conducted in 
parallel in the same Petri dish, the method is readily suited to deliver results that are more 
statistically significant than results obtained with other methods.  
 
2.1 Device Overview and Methods 
This section briefly presents the fabrication and operation of the initial prototype 
device (Figure 2.2).  The subsequent sections of this chapter describe device fabrication 
and operation in more detail.  Results are presented in conjunction with device operation 
descriptions to better illustrate how this device was used for the described method.  
 
Figure 2.2: Illustration of device fabrication, cell culture, assaying and microfluidic integration. For 
fabrication, a mold was formed in a culture dish (a) and PDMS was poured over the mold and 
cured on a hotplate overnight (b).  Glass capillaries were then inserted into the PDMS piece and 
bonded to a fresh culture plate (c,d) [2]. 
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For fabrication, the oxygen gradient device presented in this chapter is assembled 
inside a Petri dish by bonding a molded PDMS microfluidic network with hollow 
rectangular cross section silica glass optical fibers of various sizes (Figure 2.2 a,b,c,d).   
 
 
Figure 2.2 (continued): For 
culture, cell suspension was 
loaded with a needle into the 
PDMS reservoir, where it 
wicked into the glass fiber via 
capillary forces (e); once the 
capillary was filled, the plate 
was filled with medium (f).  
Once the cell viability gradient 
was formed, cells were 
assayed by pouring reagents 
into the culture dish and then 
finger-pumping the reservoir 
to load the reagents (g,h).  
This device can also be 
integrated with traditional 
microfluidics to generate 
laminar flow gradients within 
the capillary (i) [2].   
 
For operation, cells in suspension were loaded into a reservoir in the PDMS network 
and initially filled the silica glass channels by capillary action. Cell culture plates were 
then filled, as in normal culture, with medium (Figure 2.2 e,f).  Cells were loaded into the 
reservoir via manual syringe dispensing.  The reservoir was also used as a pump to 
deliver chemical reagents and indicators such as the LIVE/DEAD cell viability and pH 
fluorescent indicators into the capillaries.   
 
2.1.1 Device Fabrication 
To fabricate gas-impermeable chambers, commercially available optically flat glass 
capillaries (Fiber Optic Center, Inc., New Bedford, MA) with inner cavity dimensions 
varying from 30-100µm in height and 300-1000µm in width were used (Figure 2.3).   
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Figure 2.3: An example of a mold used for devices which require microfluidic integration.  Here, 
three capillaries and two inlet ports are connected via a common T-junction [2]. 
 
Molds were made using solid plastic buttons that were 3-8mm in diameter 
(Michael’s, Irving, TX) and rectangular capillaries of appropriate sizes (Figure 2.3).  The 
capillaries used for the mold were replaced with new capillaries of the same size in the 
final assembly of the device.  
To form the device manifold, PDMS (Dow Corning, Midland, MI) was mixed with its 
curing agent in 10:1 ratio and poured over the mold; it was then allowed to sit for 30 
minutes so that air bubbles could escape and then baked on a hotplate overnight at 500C. 
Sterile capillaries were then embedded into these custom-made PDMS manifolds which 
included reservoirs for cell loading.  Manifolds were then bonded to cell culture dishes 
using silicone sealant (Figures 2.4, 2.5).   
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Figure 2.4: The complete assembly using the 
mold from Figure 2.3. The channel between the 
two reservoirs does not contain a glass capillary 
[2]. 
Figure 2.5: An example of a fully assembled 
device where a single inlet port fed four 
capillaries [2]. 
 
The following sections describe further specifics about the fluorescent indicators, 
types of cell culture and cell scoring techniques used to demonstrate this method.  This 
chapter is then concluded with a summary of results. 
 
2.1.2 Fluorescent indicators 
The pumping action of the loading reservoir was used to load LIVE/DEAD 
fluorescent cell viability indicator and BCECF fluorescent intracellular pH indicator into 
the capillaries.  LIVE/DEAD® BacLight™ (L13152, Invitrogen) was used to stain the 
HeLa cells.  All preparations followed the standard procedure in the product manual. A 
pH-sensitive ratiometric fluorescent indicator (BCECF AM, Invirogen) was used to 
visualize the pH gradient resulting from oxygen diffusion limitations.  A BCECF solution 
was prepared according to the manufacturer’s instructions for adherent cells and then 
loaded via Hank's Buffered Salt Solution (HBSS) into the capillaries after general cell 
growth media (GM) was removed.  After a loading period of 30 minutes, cells were 
27 
imaged using an inverted fluorescent microscope (Nikon Eclipse E600FN microscope 
with a Media Cybernetics Evolution MP 5.1 Mega-pixel Digital CCD Color Camera).  
Fluorescent intensity ratios from BCECF were calibrated according to previously 
published results [11].  
 
2.1.3 HeLa cell culture 
HeLa cells (ATCC, Manassas, VA) were maintained in culture dishes in growth 
medium (GM: 90% DMEM, 10% FBS) in an incubator with atmosphere of 21% O2 and 
5% CO2 at 36.6 0C.  To take cells from plates, 1.5mL of trypsin was added for 60 seconds 
and then aspirated from the plate; this process detached cells from the plate surface and 
allowed for collection.  The detached cells were centrifuged for 5 minutes at 3000 RPM, 
followed by removal of supernatant and re-suspension in 0.25 to 0.5 mL of fresh GM.  
Capillaries were loaded with this highly concentrated cell suspension.  
 
2.1.4 C2C12 cell culture 
C2C12 cells were handled and maintained in exactly the same conditions as HeLa 
cells with the exception of growth medium (C2C12 GM: 80% DMEM, 20% FBS) and 
differentiation medium (C2C12 DM: 92.5% DMEM, 7.5% FBS).  C2C12 cells were 
loaded in C2C12 GM into the capillaries; C2C12 GM was replaced with C2C12 DM 
approximately 24 hours after seeding when cell viability gradients could be observed via 
cell morphology.  
 
2.1.5 Cell Scoring and Data Processing 
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HeLa cells were scored as live and attached if they exhibited green fluorescence and 
appeared to be spread out on the capillary surface.  In total, the results from ten 100µm 
by 1000µm, nine 50µm by 500µm and four 30µm by 300µm capillaries were analyzed 
(more experiments were performed but the results were similar and scoring was labor 
intensive).  To count the attached cells, a micrograph of each capillary was overlaid with 
a rectangular grid in digital format.  The cells from each rectangle were then scored and 
counted from a computer screen.  Capillary data was normalized by shifting the point of 
the highest rate of attached cell increase so that the initial front of cells lined up.   
 
2.1.6 3D Experiments 
HeLa cells were also loaded and cultured in Matrigel (Becton Dickinson, Franklin 
Lakes, NJ) and 3D Collagen Culture Kit (Millipore, Billerica, MA). Cells were loaded in 
the appropriate suspension (as above) and the gel-cell suspension was allowed to solidify 
inside the 5% CO2, 37°C incubator (as per manufacturer’s instructions). All other steps 
were carried out as above. 
 
2.2 Device Operation and Results 
Because of the capillaries’ sizes, diffusion and not convection dominates mass 
transfer into the capillaries (Figure 2.2 e,f). During culture, mass transfer oxygen 
microgradients were generated within 0.5–3mm of the capillary edge. With HeLa cells, 
observable cell morphological gradients formed 12-24 hours after seeding.  This method 
lent itself to high-throughput experimentation; as many as 30 capillary experiments were 
run in a 24-hour period including cell loading, gradient formation and imaging. The 
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method resulted in an approximately 50% yield (out of approximately 100 samples run) 
from the cell loading to imaging stage; most failures (approximately 40 out of 100 










Figure 2.6: Fluorescent micrograph showing a viability gradient 
of HeLa cells in a 100µm by 1000 µm rectangular glass capillary 
(a).  Live cells fluoresced green; dead cells are red.  As expected, 
cells far away from the capillary edge were dead (b).  Closer to 
the edge, there was a transition region where the cells are live but 
not attached (c).  At the very edge of the capillary, all cells were 
live and attached because they are exposed to oxygen-rich media 
from the culture dish (d).  Cell viability gradient results were 
repeated with 24 rectangular capillaries of two different cross-
sectional sizes – 100 by 1000 µm and 50 by 500 µm sizes were 
used and the results demonstrated a consistent pattern of live 
and attached cells being close to the edge of the capillaries (e,f).  
HeLa cells in collagen three-dimensional gel matrix showed a 
viability gradient.  Cells were stained with LIVE/DEAD™ indicator; 
live cells fluoresced green and dead cells are red.  The live cell 
zone is ~200 µm which matched well with in vivo conditions.  It 
was also shallower than two-dimensional monolayer experiments 
where the live cell zone was ~2-3 mm (g).  Intracellular acidity 
gradients in HeLa cells were assayed using BCECF ratiometric 
fluorescent indicator to measure cytosolic pH.  As expected, cells 
near the capillary edge were more alkaline than those further 
inside the capillary.  The figure shows the results of a 
representative capillary (h).  All scale bars are 500 µm [2]. 
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Once cells were loaded into this system, simple finger pumping (Figure 2.2 g,h) 
allowed for rapid introduction of reagents with low shear without resorting to diffusion 
[1], pumping devices [5] or membrane-driven loading [12]; cells stayed attached to the 
capllary walls and did not move during pumping. In this work, cell viability was assayed 
with a LIVE/DEAD™ kit (Invitrogen, Carlsbad, California) loaded via the finger pump 
once cell morphological gradients were observed in the capillaries (Figure 2.6).   This 
assay is composed of two nucleic acid-binding stains – SYTO 9™ and propidium iodide.  
SYTO 9™ penetrated all cellular membranes and stained the cells green, while 
propidium iodide only penetrated cells with damaged membranes.  The combination of 
the two stains resulted in red fluorescence of the dead cells; live cells fluoresced green.  
Three zones of viability were observed in a graded fashion from the capillaries’ open end: 
live, attached, cells were closest to the open end, followed by live, unattached cells, 
followed by dead, apoptotic, unattached cells filling the remaining length of the capillary 
(Figure 2.6 a,b,c,d). By employing different diameter capillaries, the depth of the cell 
viability gradient could be controlled (Figure 2.6 e,f).  This method also worked well for 
three-dimensional matrix cultures loaded into the capillary; viability gradients developed 
in 50µm (inside height dimension) capillaries loaded with HeLa cells in a collagen gel 
matrix (Figure 2.6 g). However, after initial attachment within either collagen or 
Matrigel™ loaded capillaries, cells did not divide and became apoptotic after 72 hours. 
Experiments were conducted with capillaries of three different sizes with the 
following cross-sectional dimensions of inside cavity: 30µm by 300µm, 50µm by 500µm, 
and 100µm by 1000µm (Figure 2.6b).    
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Figure 2.6b: Experiments were conducted in capillary channels of various cross-sectional 
dimensions of inside cavity: 30µm by 300µm (bottom), 50µm by 500µm (middle), and 100µm by 
1000µm (top).  Notably, most of the capillary channels exhibited an “edge effect” where there seemed 
to be more dead cells near the capillary edges; this could be caused by the buildup of chemicals 
during fabrication in the channel corners and cellular waste products due to diffusion limitations 
during experiments.  The “edge effect” is especially well seen in 100µm by 1000µm capillaries (top). 
 
Smaller sized capillaries suffered from poor yields due to cell clumping as well as 
lower control during filling and pumping.  Capillaries with cross-sectional areas of 
100µm by 1000µm were found to be the most optimal and yield efficient in the 
experiments that were conducted (Figure 2.6b).  
It was expected that the low oxygen environment within the capillary would promote 
anaerobic respiration and lead to acidification, and therefore generate a pH gradient along 
the axis of the capillary. To test this hypothesis, BCECF, a ratiometric pH indicator 
(Invitrogen, Carlsbad, California), was used.  Using the assay loading technique, cells 
were loaded with BCECF and a ratiometric intensity gradient was subsequently observed 
(Figure 2.6 h).  
This gradient generation and loading method was also used to induce differentiation 
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in C2C12 muscle precursor cells. This cell line has been shown to have a differentiation 
dependence on oxygen conditions and normally requires a change in cell medium 
components to trigger differentiation in culture [8, 9, 10].  To test if differentiation was 
affected by the gradient, C2C12 cells were seeded into the capillaries using our method, 
and then allowed to proliferate in growth medium for 24 hours. Differentiation medium 
was then added using our loading technique and cells were observed for 7 days. Myotube 
formation was observed in oxygen rich zones near the capillary edge and lack of myotube 
formation further in the capillary (Figure 2.7). As differentiation progressed, strongly 
differentiating areas delaminated from the capillary into spherical clumps.   
The presented method is particularly useful for quickly and reliably generating many 
replicates of mass transfer gradients in adherent cell cultures. It is readily interfaced with 
the PDMS-based microfluidic systems in widespread use for downstream analysis and 
reagent delivery.  It is particularly attractive for experiments where an exogenous 
chemical gradient is to be superimposed along an axis perpendicular to the mass transfer 
gradient (Figures 2.2 i). Additionally, the system can be used to load time-sensitive 
reagents (such as LIVE/DEAD™ or BCECF) without any other microfluidics using the 
finger pumping technique.  This method can be extended to studies of gradients in three 
dimensional cell/gel suspensions.   Finally, the method can be used to study self-adherent 






                    
Figure 2.7: Time course of C2C12 myoblasts; a C2C12 viability gradient was first formed during a 
24 hour period with live attaching near the capillary edge (a).  GM was then replaced with DM (b) 
and the cells were incubated for an additional 168 hours for an overall total of 192 hours after 
seeding (c, d, e, f, g).  Myotubes became visible at 72 hours (d); they never formed in the hypoxic 
region away from the edge.   Fibers formed three dimensional “clumps” which migrated towards 
each other after 24 hours in DM (c, d, e, f, g).  LIVE/DEAD assay also indicated the formation of the 
myotubes in the normoxic region near the capillary edge (h).   Indicated times were measured from 
the time of cell loading into the capillary.  All scale bars are 500 µm; capillary is 1000 µm wide.  
Experiment was conducted in three separate capillaries with similar results [2]. 
 
 
This chapter described a new method that overcomes most of the limitations 
encountered with state-of-the-art oxygen microgradient generation techniques as 
described in Table 1.1.  However, more work was needed to fully characterize this 
method.  In particular, measuring oxygen directly is very important and is the only way to 
link the results presented in this chapter with a predictive model of cell survival and 
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gradient generation based on mass transfer and cellular metabolism. Thus, it was 
necessary to expand the method to be able to take direct oxygen measurements and this is 
the topic of the next chapter. 
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As described in Chapter 2, the method was successfully demonstrated with oxygen 
micro gradients producing cell viability, pH and differentiation gradients, and further 
work was needed to more completely characterize this method.  In particular, it was 
necessary to: 
• Directly measure oxygen in the capillaries (described in this chapter) 
• Develop a mathematical model to relate the measurements of oxygen, pH and cell 
viability (described in Chapter 4) 
This chapter outlines the available techniques for measuring oxygen and the experimental 
work that was done. 
 
3.1 Direct Oxygen Measurements 
Oxygen in aqueous media can be measured electrochemically (EC) or optically.  The 







Method Type Pros Cons 
Clark sensor EC 
* well established method 
[9,11,12] 
* can measure in vivo within 
tissues [12] 
* no need for fluorescent 
chemicals in cell media 
[9,11] 
* invasive [9,12] 
* consumes oxygen [9,10,11,12] 
* biofouling [12] 
* requires specific electrolyte solutions 
[11,12] 
* temperature dependent [10,12] 
* difficult to miniaturize [10,11] 
ISFET EC 
* based on MOSFETs 
[13,14,17] 
* can measure in vivo within 
tissues [13,16] 
* no need for fluorescent 
chemicals in cell media 
[13,14] 
 
* invasive [13,16,17] 
* biofouling [14,15,16] 
* requires specific electrolyte solutions 
[13,14,15] 
* temperature dependent [13,17] 
* drift and calibration [14] 
* not biocompatible [13,15,16] 
* difficult to miniaturize [16,17] 
Fluorescence 
quenching Optical 
* minimally invasive 
[18,19,21] 
* does not consume oxygen 
[18,19,20,21] 
* biocompatible [18,19,20] 
* complicated measurements [18,21] 
* not suitable for portable applications 
[18,21] 
Table 3.1: Comparison of direct oxygen measurement methods. 
 
As described in the table above, there are two main types of methods to measure 
dissolved oxygen – electrochemical, such as the Clark sensor and ISFETs, and optical, 
such as fluorescence quenching.  Although further details are provided below for how the 
electrochemical methods work, miniaturization of devices that utilize these methods has 
been difficult; decreasing dimensions in sensor electrodes inevitably result in lowered 
signal-to-noise ratios as the amount of measured signal is generally directly proportional 
to the surface area of the working electrodes [1,9,11,12,17,22].  
In the next few sections, the methods presented in Table 3.1 above are described in 
detail. 
 
3.2 Clark Sensor 
The Clark sensor was first developed by Leland C. Clark in the 1950s. The sensor is 
based on two electrodes immersed in an appropriate electrolyte solution.  One electrode, 
38 
usually made from metals such as platinum or gold, is coated with an organic thin film 
through which dissolved oxygen can diffuse at a rate that is significantly higher than 
other chemicals present in the electrolyte solution.  Once dissolved oxygen reaches the 
electrode it is reduced via the following chemical reaction: 
O2 + H2O + 4e-  4OH- 
The other electrode, usually Ag/AgCl, absorbs electrons from ions in the electrolyte 
solution as follows: 
Ag + Cl-  AgCl + e- 
The electrodes are connected together and biased with an appropriate voltage – usually 
~0.7 volts; this voltage has been shown to be high enough to drive the reduction of 
oxygen at the cathode, while not being so large as to cause other reactions at the 
electrodes.  The resulting current then corresponds to the amount of dissolved oxygen 
(Figure 3.1).  
 
Figure 3.1: Clark sensor structure and operation [3]. 
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This method has a number of limitations because: 
1) it is invasive; in other words, at least one of the electrodes needs to be in the same 
chamber as the live cell culture and, thus, could interfere with the effects of the 
oxygen micro gradient during experiments [9,10] 
2) it consumes oxygen; since oxygen is reduced at the cathode, it is actually 
consumed and, therefore, especially with the minute volumes used in this method 
would directly affect the shape of the oxygen micro gradient [9,10,11,12] 
3) it is prone to be affected by biofouling, since the measurements are dependent on 
oxygen passively diffusing through the membrane; thus, the stability of the sensor 
is affected [12] 
4) it requires specific electrolyte solution which is compatible with the well-
characterized electrodes such as a platinum cathode and Ag/AgCl anode [9,10] 
5) it is temperature dependent, because  the rate of oxygen diffusion will vary with 
temperature [9,10] 
 
In addition to the limitations outlined above, this method also presents additional 
challenges with its integration into a micron-scale resolution architecture that is 
compatible with MEMS processes [22].  Other concerns would include placing the 
sensors and readout circuitry into the capillaries.  
 
3.3 ISFET 
ISFETs suffer from similar disadvantages of the Clark sensors and are also are 
limited by drift and calibration problems [13,14].  ISFETs are based on the MOSFET 




Figure 3.2 MOSFET structure and operation [2].  
 
In a MOSFET, the gate is biased with an appropriate voltage that attracts charges to 
the substrate surface and therefore creates a channel for the electric current to flow 
between the source and the drain (Figure 3.2). 
An ion selective field effect transistor, or ISFET, operates similarly to the traditional 
MOSFET.  However, in an ISFET, the MOSFET’s gate electrode is replaced with a 
detached “reference” electrode. Here, when voltage is applied between the reference 
electrode and the substrate, reactive species in the solution, such as dissolved oxygen, 
interact with the ion selective membrane and produce ions that then cause a voltage drop 
between the substrate and the gate insulator surface (Figure 3.3; the gate insulator is 
oxide in this case). 
41 
 
Figure 3.3 ISFET structure and operation [2]. 
 
 
The reference electrode is usually adjusted to maintain the current between the source 
and the drain stable.  The concentration of the charged particles in the solution then 
determines the amount of ions that penetrate into the ion selective membrane which, in 
turn, drives the changes in the impedance between the source and the drain; the required 
voltage to keep the current constant is measured and then related back to the presumed 
ion concentration.  The main problem with the ISFET approach is that there are many 
potential challenges with the membrane such as those related to adhesion, selectivity, 
sensitivity, hysteresis and others [13,15,16,17].   
 
3.4 Fluorescence Quenching 
In this method, a fluorescent indicator is dissolved in an aqueous medium and then 
excited with light at a specific frequency (Figure 3.4).  The indicator then fluoresces at 
another specific frequency and this signal is detected by a photosensitive diode.  
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Fluorophores are also embedded in sol-gel preparations [23,24,25], membranes [26,27] as 
well as, increasingly, quantum dots [28,29,30]. 
 
Figure 3.4 Principle of dynamic quenching of luminescence by molecular oxygen: (1) 
luminescence process in the absence of oxygen, (2) deactivation of the luminescent indicator 
molecule by molecular oxygen [7]. 
 
The principle is described by the Stern-Volmer equation: 
I0/I = 1 + KSV[02] , 
where I and I0 are the fluorescence intensities with and without oxygen present, KSV the 
Stern-Volmer quenching constant and [O2] the concentration of dissolved oxygen.  More 
accurate versions of this technique were recently demonstrated where differences in the 
time decay of the fluorescent signal were shown to be proportional to the amount of 
dissolved oxygen.  This type of measurement is called fluorescence lifetime imaging, or 
FLIM, and there are two FLIM methods as described in the figure below: the time-
domain method and the frequency-domain method (Figure 3.4b).   
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Figure 3.4b The principles of FLIM measurements in time and frequency domain [4]. 
 
Unlike the electrochemical methods, optical FLIM techniques are desirable for cell 
culture measurements because they are minimally invasive, suitable for small volumes 
and do not consume oxygen during measurements.   
In particular, FLIM measurements were recently used to evaluate levels of dissolved 
oxygen in live cell culture microenvironments [5].  In this work, ruthenium tris(2,2’-
dipyridyl) dichloride hexahydrate (RTDP) fluorescent indicator and time domain 
measurements were used.  These measurements showed that oxygen levels could be 
measured with axial resolution of 1-2μm and lifetime discrimination of ~50ps.  
 
3.5 Experimental Overview for Oxygen Measurements  
As described earlier in this chapter, it was desirable to more fully characterize the 
method with direct oxygen measurements.  Furthermore, optical methods, such as 
fluorescence quenching, were determined to be most suitable for cell culture applications.  
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Thus, a series of experiments were conducted to measure oxygen in the capillary 
channels in two phases: 
• Phase 1: The FLIM method was evaluated to identify the most appropriate 
measurement technique that met the following criteria: 
o Spatial resolution of at least 1mm  
o Oxygen resolution of at least 0.1% dissolved oxygen 
• Phase 2: Once the oxygen measurement technique was established, oxygen level 
measurements were taken in 5 separate channel capillaries.  For each capillary, 
oxygen level was be measured from the open edge of the capillary and along the 
capillary’s main axis in 1 mm intervals for a total of 10 such measurements per 
capillary.  In other words, oxygen levels were measured for a total of 10 mm from 
a capillary’s open end.  Initial cell seeding density in each capillary was recorded 
and then used as one of the inputs to the model described in Chapter 4. 
 
3.6 Chip Design and Fabrication 
The chip layout and design closely mirrored the features of the prototype devices 
introduced and tested as described in Chapter 2.  Specifically, this first-generation design 
included a central reservoir and three channels as shown in Figure 3.5 below.  
 
Figure 3.5: Chip design and 
layout.  The batch-fabricated 
chip included a central 
reservoir for loading cells and 
reagents as well as three 
channels for culturing cells and 
making oxygen measurements.  
The overall chip has 
dimensions of 18 mm by 38 
mm.  Channels were 2.5 mm 
and 3 mm in width.  The height 




To fabricate the chip, a series of possible processes were evaluated and, specifically, 
various bonding methods were considered including anodic silicon to glass bonding, 
direct glass to glass bonding as well as SU-8 bonding.  It was determined that, given the 
available equipment and chip design requirements, the SU-8 bonding method was the 
most appropriate for the fabrication process as described in Figure 3.6 below.  Other 
bonding alternatives were also explored including anodic and glass-to-glass fusion 
bonding.  Anodic bonding required more processing steps than SU-8 bonding and the 
height of the channels would be constrained to the thickness of the silicon wafer.  
Additionally, this process would require a lengthy etch step for silicon.  Glass-to-glass 
fusion bonding was a desirable alternative, but there was no appropriate equipment 
available for this process.  Attempts were made to outsource the process to commercial 
foundries such as Micronit (Enschede, the Netherlands).  
For the SU-8 fabrication process, a 500 μm thick glass wafer was first spin coated 
with 300 μm layer of SU-8, exposed and developed with a standard SU-8 process 
(Microchem, Newton, Massachusetts).  Strips of oxygen sensitive film (PreSens, 
Regensburg, Germany) were then attached to the bottom of the channels with a silicone 
adhesive (PreSens, Regensburg, Germany).  After this, a fresh glass wafer was spin 
coated with a thin 50 μm layer of SU-8 and the main device with channels was inverted 
and dipped into the this thin SU-8 layer; it was then lifted and attached to a fresh and 
cleaned rectangular glass slide.  The overall structure was then heated to 950C and 
bonded by UV exposure for 1 minute in the SUSS MA6 Mask Aligner (SUSS Microtec, 
Waterbury, Vermont) with an applied pressure of ~ 5-10 psi (Figure 3.6).   
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One of the main problems with this fabrication process is that many of the channels 
would leak due to the poor bond between the SU-8 and glass.  There is also an expect 
ratio limit of ~0.5 for the channels due to the overflow on SU-8 during the bonding 
process.  Discussion on improving on these limitations is included in Chapter 5.  
 
Figure 3.6: Chip fabrication process included the following steps: (1) a thick, 300 μm layer of SU-
8 was spun on to a glass wafer, (2) SU-8 was exposed, (3) SU-8 was developed and oxygen 
sensitive film was attached to the glass substrate using silicone adhesive, (4) a thin, 50 μm layer 
was spun onto a glass slide, (5) the main structure with channels that was formed in step 3 was 
dipped into the thin layer of SU-8 and (6) resulting structure was bonded to a clean glass slide.   
 
After the chip was fabricated a fluidic connector made from PDMS and plastic tubing 
was attached to the chip’s central reservoir (Figure 3.7). 
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Figure 3.7 Images of a completed chip assembly.  Image with channels and PreSens oxygen 
sensitive film (left) and the same chip with a microfluidic connector (right). 
 
3.7 Cell Loading and Culture 
C2C12 cells were used in these experiments – they are relatively robust and also have 
been shown to differentiate in presence of oxygen microgradients [8].   
For cell culture, C2C12 cells (ATCC, Manassas, VA) were initially grown in culture 
dishes in growth medium (GM: 90% DMEM, 10% FBS) in an incubator with atmosphere 
of 21% O2 and 5% CO2 at 36.60C.  To take cells from plates, 1.5 mL of trypsin was 
added for 60 seconds and then aspirated from the plate; this process detached cells from 
the plate surface and allowed for collection.  The detached cells were centrifuged for 3 
minutes at 3000 RPM, followed by removal of supernatant and re-suspension in 0.25 to 
0.5 mL of fresh general cell growth media (GM).  Chips were then loaded with this 
highly concentrated cell suspension as described above. 
In these experiments, cells in suspension were loaded into a chip’s glass channels by 
capillary action capillary action through the open ends of channels.  Alternatively, cells 
can also be loaded into the channels through the central reservoir via a fluidic connection 
port as shown in Figure 3.9 below.   
fluidic port PreSens film 




Figure 3.9: Cell-media suspension loading methods.  Loading the cells from the open ends of 
capillary channels (left) and loading the cells from the central reservoir (right). 
 
The reservoir can also be used as a way to deliver chemical reagents and indicators 
such as the LIVE/DEAD cell viability and pH fluorescent indicators into the chip 
similarly to what was demonstrated with the initial prototype device and as was described 
in Chapter 2.   
  
3.8 Calibration Protocol 
Calibration of the Fibox 3 fiber-optic oxygen meter was performed as per the 
manufacturer’s instructions (PreSens, Regensburg, Germany) [7]. 
To prepare oxygen-free calibration solution, 1 g sodium sulfite (Na2SO3) was added 
to a glass bottle and dissolved 100 mL water.  The water was then oxygen-free due to a 
chemical reaction of oxygen with Na2SO3. Additional oxygen that diffused from air into 
the water was removed by surplus of Na2SO3.  The glass bottle was then closed with a 
screw top and shaken for approximately one minute to dissolve Na2SO3 and to ensure that 
the water is oxygen-free.  The bottle was kept closed with the screw top after calibration 
to minimize oxygen contamination.   
To prepare the air-saturated water calibration solution, 100 mL of DI water was added 
to a glass bottle, and air was blown into the water using plastic tubing and an air pump 
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while the bottle was stirred. After 20 minutes, the air pump was switched off and water in 
the bottle was stirred for a further 10 minutes to ensure that the water was not 
supersaturated. 
After the calibration solutions were prepared, Fibox 3 fiber-optic oxygen meter was 
calibrated as per manufacturer’s instructions (PreSens, Regensburg, Germany) as 
follows: Fibox 3 meter was connected via the RS232 cable to a PC computer, the Fibox 3 
meter was switched on and was the fiber optic probe was placed in contact with the 
oxygen sensitive film. Then, the Fibox 3 software was launched and the current 
atmospheric pressure (1 atm) and the temperature (200C) were entered as the calibration. 
Atmospheric pressure reference is needed to convert the oxygen unit % air-saturation into 
partial pressure units (hPa, Torr) or concentration units (mg/L, μmol/L). The fiber optic 
probe and the oxygen sensitive film were then placed into air-saturated water calibration 
solution. To minimize the response time, the solution was slightly stirred.  The calibration 
solution had to completely cover the sensor foil.  After about 3 minutes the phase angle 
stabilized (as per the manufacturer’s instructions, the variation of the phase angle should 
be smaller than ± 0.05°), the current phase angle was stored to correspond to the 
calibrated value for the air-saturated water calibration solution. 
To record the second calibration value, the fiber optic probe and oxygen sensitive 
film were placed in oxygen-free calibration solution and the solution was stirred to 
minimize the response time. The stirring was not vigorous to avoid contamination of this 
calibration solution with oxygen. After about 3 minutes the phase angle stabilized  (as per 
the manufacturer’s instructions, the variation of the phase angle should be smaller than ± 
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0.05°), the current phase angle was stored to correspond to the calibrated value for the 
air-saturated water calibration solution. 
 
3.9 Oxygen Measurements 
Cells were cultured in the chip’s capillary channels for a 24-hour period after which 
cell viability gradients were observed in a manner similar to what was demonstrated in 
Chapter 2.  At this stage, oxygen measurements were taken using the set up shown in 
Figure 3.10 below.  In these measurements, the fiber optic probe (PreSens, Regensburg, 
Germany) was scanned along the length of each channel in 1 mm steps for a total of 10 
mm from the open side of each channel (Figure 3.10).   Oxygen measurements were 
taken by the FIBOX 3 fiber-optic oxygen meter (PreSens, Regensburg, Germany) and 
recorded by a connected desktop computer.   
 
Figure 3.10: Experimental setup for taking direct oxygen measurements using the FLIM 
technique.  Here the giber optic probed is scanned in 1 mm increments over the capillary channel 
in which an oxygen sensitive film resides.  Shown components are not drawn to scale.  
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The fiber optic probe was set up to take measurements non-invasively to minimize 
the  
 
risk of contamination (Figure 3.11). 
  
Figure 3.11 Oxygen measurement setup included the microscope and PreSens fiber optic probe 
(left). The chip was placed inside of a Petri dish to provide an outer shell to minimize the risk of 
contamination (right). A plastic ruler was used to keep track of the probe’s position along the length 
of a channel.  
C2C12 cells and the oxygen sensitive film are shown in a sample channel in Figure 
3.12 below.   
 
Figure 3.12: White light 
micrograph showing a 
section of a sample 
capillary channel with 
C2C12 cells growing in 
the same chamber as the 
PreSens oxygen 
sensitive film. Channel 
width was 3 mm and the 
width of the film was 2 
mm.  Channel height was 
300 μm. 
 
Images of a sample capillary channel are shown below in Figure 3.13.  
C2C12 cells 
oxygen sensitive film 
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Figure 3.13: Side view of an empty capillary channel (left) and with cells and PreSens oxygen 
sensitive film (middle); cells cannot be seen in this channel sideview image. View from the open end of 
the capillary channel (right).  
 
Raw data output is shown in Figure 3.14 below.  Oxygen measurements were 
recorded as the probe was scanned along the length of a capillary channel.  In this 
sample, the probe was scanned along the same channel three times (Figure 3.14).   
 
Figure 3.14: Sample oxygen measurement data.  Here the measured data was taken at 1 mm 




Using this method, direct oxygen measurements were taken in five capillary channels 
and this data is presented in Figure 3.15 below.  Additional measured oxygen data is 
presented in Chapter 4.  In the figure below, there is a considerable amount of variation 
between experiments.   For example, dissolved oxygen drops faster in some capillary 
channels than others.  The primary reason for this variation is due to the fact that cells 
grow in “clumps” and some capillaries are more evenly distributed than others.  Thus, 
due to a non-homogeneous cell density, the amount of dissolved oxygen varies from one 
channel capillary to another.  Notably, the level of dissolved oxygen in all 5 experiments 
is nearly identical at x=10mm; thus, even though the cells are not evenly distributed in 
different channels, the total number of cells in all channels is approximately the same.  
Also, the resolution of oxygen measurements is approximately 0.1 ppm and, therefore, 
the observed variations in Figure 3.15 are well below this resolution limit and the 
observed variation cannot be noise.  
 
Figure 3.15: Dissolved oxygen (in ppm) vs. position (in mm) 24 hours after start of experiment.  
As expected, the amount of dissolved oxygen decreased as the probe was moved away from the 
open end of the capillary channel.  Comparisons of this data to model predictions will be 
discussed in Chapter 4.  
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With the oxygen measurements completed, the dataset was used, along with cell 
viability and pH measurement data presented in Chapter 2 to develop a physical model 
that relate these data and confirm that the method in fact produces results that are 
consistent with the in vivo cell behavior.  This model is presented in Chapter 4 along with 
comparisons to additional experimental results and measured data.  
 
3.10 Summary 
This chapter presented a comparison of viable oxygen measurement methods and 
outlined the considerations that make optical (vs. electrochemical) methods more suitable 
in this case.  In addition, an experimental overview for oxygen measurements was 
presented.  
As a result of experiments outlined in this chapter, the proposed method was more 
fully characterized by performing oxygen measurements.   As the next step, a physical 
model was developed to relate the measured data on cell viability, pH, oxygen and 
density to confirm that the method produces results that are consistent with the in vivo 
behavior of cells under an oxygen tension.  This is the subject of the next chapter. 
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METABOLIC AND MASS TRANSPORT MODEL 
As described in Chapter 3, the main motivation for direct oxygen measurements was 
to more fully characterize the method presented in Chapter 2, and quantify more precisely 
how the oxygen microgradients correspond to other measurements such as cell viability, 
pH and differentiation.  In other words, it was necessary to relate all of the measured 
quantities via a metabolic and mass transport model to ensure that these parameters 
correspond to each other as expected and to also identify any inconsistencies and 
unexpected results that may arise.   
Thus, a model has been developed which integrates two components: a cellular 
metabolic model and a finite element diffusion based mass-transport model.   
 
4.1 Introduction 
Mass transfer modeling for cell culture microenvironment applications is currently 
still in its early stages and, while basic models do exist, there are no standard models that 
are universally accepted.  In particular, because of the relatively recent advent of 
microfluidic and lab-on-a-chip technologies, macro- and meso- scale mass transfer 
models do not necessarily apply for micro-scale applications.  
In general, a model is useful in providing a "frame-of-reference" for the main factors 
driving mass transfer in microfluidic channels.  Once such a "frame-of-reference" is 
established, an experimenter can identify the most important factors driving the mass 
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transfer process so that they could be built into the model. Then the experimental and 
theoretical results can be compared.  If model predictions do not match experimental 
data, the experimenter can then set up alternative experiments to isolate and identify other 
contributing factors.  If these factors are indeed important, they can also be included in 
the model.  
At this point, it is important to establish the main phenomenon that the model is to 
represent.  This is illustrated in Figure 4.1 below.  
 
Figure 4.1: Oxygen mass transfer in multicellular tissues. In vertebrates, blood is composed of 
blood cells suspended in a liquid called blood plasma. Plasma comprises approximately 55% of 
blood fluid, is mostly water (90% by volume), and contains dissolved proteins, glucose, mineral 
ions, hormones, carbon dioxide and platelets. In particular, oxygen and sugars, such as glucose, 
are brought into close proximity to adjacent cells by a blood vessel; from there oxygen and 
glucose diffuse into adjacent cells where they are consumed to produce carbon dioxide, lactic 
acid and waste products.  Because of the acidity produced by carbon dioxide and lactic acid, pH 
is lower (more acidic) away from the blood vessels than near it.  
 
While Figure 4.1 describes oxygen mass transfer in vivo, Figure 4.2 below describes 
how these processes occur in vitro within the device described in Chapters 2 and 3.   
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Figure 4.2: Oxygen mass transfer in glass capillary channels used in this method. Oxygen and 
sugars diffuse into the channels and are consumed to produce carbon dioxide, lactic acid and 
waste products.  Because of the acidity produced by carbon dioxide and lactic acid, pH is lower 
(more acidic) as one goes further into the channel.  
 
Specifically in the context of this work, it is useful to compare experimental data such 
as measured oxygen levels with model predictions to ensure that the model is consistent 
with the basic principles of cell respiration and mass transfer processes as reported in 
previously published results and literature.  If such a correlation can be confirmed, the 
model can be further refined to identify and study secondary affects.   
 
4.2 Existing Models of the Cellular Microenvironment 
To construct the model for phenomena described in the previous section, it is initially 
important to review the kinds of models have already been built as well as what kinds of 
variables and parameters were included in these models, including metabolic rates of 
oxygen and related reagents.  As described in the previous section, the model needs to 
include two main components: first, the structure of mathematical model itself and, 
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second, the physical and metabolic parameters with which to populate the mathematical 
model.  The following review is structured around these two categories.   
First, one must examine the various mathematical models that have previously been 
developed for oxygen mass transfer in tissues and cell culture applications.  The main 
reagents involved in these processes are described under the blood-tissue exchange in 
Table 4.1.  Finite element modeling (FEM) is usually used to describe diffusion of 
nutrients and wastes in cell tissue and in vitro culture [2, 3, 9, 10, 11, 16, 17, 19].  For 
example, Kirkpatrick et al describe a comprehensive model of mass transfer of oxygen 
and glucose with a special focus on hypoxia in tumors [3]; however, their results and 
numeral solutions are only limited to Krogh cylinder type geometries which are not 
appropriate in this case. A Krogh cylinder is a structure that includes two concentric 
circular tubes with the inner supplying media and the outer to culture cells – thus, this 
type of geometry is not appropriate in this case because diffusion profiles are radially 
symmetric from the center of this inner tube; this does not match the geometry and 
diffusion profiles of the channels described in Figure 4.2.  Lai et al provide a review of 
oxygen mass transport and metabolism as well as affects on hyperoxia in muscle cells; 
they develop a comprehensive list of metabolic factors and model parameters [10]; 
however, their model also applies only to Krogh cylinder type geometries. Saito et al 
present a relatively simple oxygen consumption model in the context of their 
experimental results with E.coli bacteria [11]; their model solution is built upon previous 
work and is limited to radially symmetric geometries.  Mehta et al demonstrated 
experiments to extract cellular metabolic rates, such as oxygen consumption, from a flow 
through microfluidic system; their mathematical model includes mass transfer and 
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diffusion considerations but is limited radially symmetric geometries [16].  Zhao et al 
studied oxygen transport effects on mesenchymal stem cell metabolic activity and 
developed a corresponding mathematical model [17]; however, their model and 
numerical solutions was based on a “sandwich” geometry which also did not match this 
case.  Radisic et al developed a comprehensive model of mass transfer of oxygen in 
cardiac tissue and used a perfusion based fluidic system to verify their model predictions 
[19].  Tam et al introduced multiple quasi steady states into their metabolic model; that 
is, “plateaus” of cellular metabolic processes [2]; this is an interesting concept and birth-
death “plateaus” are explored further in Section 4.6 below.  In summary, previously 
constructed mathematical models were limited to very specific Krogh cylinder and other 
radially symmetric geometries.  Furthermore, nearly all of the previously developed 
models were solved numerically and, even in the simplest cases, explicit solutions could 
not be obtained.  Thus, for asymmetric capillary channel geometries in this case, a 
completely new mathematical model had to be developed. 
Second, one must examine previously reported intracellular metabolic reagents and 




Table 4.1: Chemical reagents and their functional roles in cellular metabolism. These reagents 
are organized by the processes in which they participate; and the processes themselves can be 
organized into two categories: intracellular (i.e., taking place inside the membranes of cells) and 
extracellular (i.e., taking place outside of the cells).  Glycolysis, Krebs Cycle, Lipolysis and energy 
transfer are intracellular processes.  Blood-tissue exchange is a set of extracellular processes 
driven by diffusion. Glycolysis is the metabolic pathway that converts glucose into pyruvate. In 
aerobic organisms, the Krebs cycle is part of a metabolic pathway that chemically converts 
sugars into carbon dioxide and water to generate a form of usable energy. Lipolysis is a process 
that breaks down triglycerides into free fatty acids within cells [9]. Reagents that are included in 
the developed model are highlighted in red.  
 
As presented in Table 4.1 above, there are lots of participating reagents in the cellular 
metabolic process.  However, only a few of them (highlighted in red in Figure 4.1) are 
the net products in the overall respiration pathway.  These net respiration pathways are 
further described below and are summarized in Figure 4.3.  Additionally, since the model 
was to be used as a comparison tool for measured data, it is generally sufficient to focus 
on quantities that can be measured (e.g., lactate and carbon dioxide for pH and oxygen); 
in other words, the model should include only the inputs and outputs of the overall 
metabolic pathways. 
Specifically for C2C12 cells (the cells that were used in the experiments described in 
Chapters 2 and 3), Arthur et al provide established values for C2C12 cell oxygen 
consumption and lactate production rates. They also provide an informative discussion on 
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the dependence of oxygen uptake on oxygen concentration [1].  McMahon et al provide a 
review of C2C12 cell and myotube properties and metabolic rates [4]; this paper is not as 
useful as Arthur et al, but it does provide the doubling time for C2C12 cells (~12 hours). 
Jafri et al describe cellular metabolism in detail including glycolysis, TCA and oxidative 
phosphorylation and corresponding reagents [5]; this is a good review of cellular 
metabolic processes but does not specifically provide any relevant parameters for C2C12 
cell metabolism.   
It is also useful to examine previous literature where various oxygen effects were 
explored and certain metabolic rates and parameters were established.  These results are 
not directly relevant to C2C12 cell metabolism, but introduce concepts that could be 
included in the model.  The following is a summary of such previous work.  Kim et al 
discussed how glucose and oxygen deprivation affects HeLa cancer cells; in their 
experiments, dissolved oxygen is varied from 0% to 21% [6]; their experiments showed 
that even at high temperatures (40-42C) glucose-deprived cells survived in low oxygen 
environments (less than 10%).  In other words, oxygen, and not glucose, seems to be the 
limiting factor for the ability of cells to survive.  Orczyk et al studied HeLa oxygen 
consumption rates using dissolved oxygen measurement techniques via Clark type 
electrodes [7]; their study explored oscillatory patterns of oxygen consumption in HeLa 
cells.  This is an interesting concept to consider for the model; however, Orczyk et al 
reported oscillation periods of ~30 minutes and the effect may not be significant for 
timescales of 24-164 hours as presented in Chapters 2 and 3.  Allen et al discussed 
limitations of oxygen diffusion in culture dishes and flasks; hyperoxia and hypoxia 
affects, as well as corresponding variables and parameters, were also investigated and 
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discussed [8]; this work is important to consider because, as the authors report, it may 
take ~3 hours for the media solution in a Petri dish or, similarly, a microfluidic channel to 
reach equilibrium to the surrounding medium.  In this case, however, oxygen 
concentration was maintained at the same level (21%) within and outside of the cell 
culture incubator.  Schunck et al studied oxygen consumption of cells grown on 
microbeads [12]; in this context, the authors reported a study on photodynamic therapy 
(PDT), which is a form of cancer therapy based on the accumulation of a photosensitizing 
drug in malignant tissues.  While this work does not directly apply to first-generation 
model, this sort of scheme is good to keep in mind for modeling more complex oxygen 
metabolism as described in Chapter 5.  Rotem et al studied how oxygen affects tissue 
formation and assembly as well as how oxygen affects cell attachment and spreading 
[13]; this work was important to consider because C2C12 cells need to attach in order to 
proliferate.  Rotem et al showed that even at very low oxygen concentrations (less than 
0.1%) more than 50% of cells still were able to attach to the Petri dish surface.  This 
finding indicates that, C2C12 cells should be able to attach at the start of the experiments 
described in Chapters 2 and 3.  Ma et al studied how oxygen gradients affect cellular 
proliferation and differentiation; they also discussed oxygen tension effects for tissue 
engineering applications [14]; their experiments showed that, in moderate hypoxia (2% 
dissolved oxygen), placental trophoblast-like cells secrete a hormone called estradiol at 
about one half the rate of normoxic conditions at 21% oxygen.  This finding, that cell 
metabolic rates drop by about 50% in hypoxic conditions, matches the reported other 
reported data from Arthur et al [1].  Gray et al discussed and studied oxygen sensing with 
C. elegans as well as avoidance of hyperoxia in cells [15]; this work presents an 
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interesting concept of social “feeding”, which can be used as a behavioural strategy for 
responding to hyperoxic environments.  This concept can be incorporated in later 
versions of the model.  Rivera et al experimented to study effects of thermal stress on 
oxygen metabolism in two-cell bovine embryos [18]; their finding showed that the 
reduction in the proportion of embryos that became blastocysts caused by heat shock was 
not exacerbated when embryos were cultured in air (21% O2) as compared with 5% O2.  
These results seem to suggest that, even for the more sensitive embryonic stem cells, 
reduced oxygen supply is secondary to heat shock treatment.  This means that 
temperature effects may need to be taken into account in the model.  
Based on this model literature review, the main problem with previously developed 
approaches is that they do not match the device geometry for this case.  Thus, a more 
flexible model and simulation approach had to be developed – one that meets the 
requirements of device geometry in this case and also be flexible enough to be adapted 
for other device geometries in the future.  The next section describes the scope of the 
model whose output was used as a comparison to the data collected in experiments 
described in Chapters 2 and 3.  
 
4.3 Scope and Description of the Model 
Based on the literature review in the previous section, there are many factors that 
have been identified and studied in the past to construct various cellular metabolic 
models as summarized in Table 4.1.  However, while there are many secondary and 
tertiary factors that are used in metabolic modeling, the primary phenomena that the 
model needs to include are summarized in Figure 4.3 below.  The primary factors include 
66 
the main reagents participating the only two possible net respiration pathways – glucose, 
oxygen, carbon dioxide and lactic acid.  Thus, the scope of the model is limited by how 
much oxygen is consumed and how much carbon dioxide and lactic acid are produced.  
Also, other parameters such as how much oxygen is required to keep the cells alive are 
included as well.   A complete list of model parameters are listed in Section 4.5.  
Furthermore, as described in Section 4.2, previously developed models were not a match 
for this case because they either focused on different device geometries or were too 
biologically detailed to be relevant to measured data that can be obtained with this 
method.  In summary, the scope of the model is limited to the overall net metabolic 
pathways, not the sub-components of these pathways such as glycolysis, Krebs Cycle and 
lipolysis. 
 
Figure 4.3: Scope of the model.  For intracellular processes, oxygen and sugars are consumed 
by the cells while carbon dioxide, lactic acid and wastes are produced.  Outside of the cells, mass 
transport of these inputs and outputs of the intracellular processes is driven by diffusion. 
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As such, the following metabolic reagents are included within the scope of the model: 
 oxygen (diffuses into the channels through the open end as was shown in 
Figure 4.2 above) 
 carbon dioxide (produced by the respiration process of the cells) 
 lactic acid (also produced by the respiration process of the cells; lactic acid 
production is driven by anaerobic respiration and its rate of production 
increases as the extracellular environment becomes more hypoxic) 
 
Thus, the model uses the above three reagents for metabolic processes occurring 
intracellularly, or within the cells.  These processes are driven by the following reaction 
for aerobic respiration:  
C6H12O6 + 6 O2  6 CO2 + 6 H2O + ATP (energy) 
 
In this reaction, one molecule of glucose, C6H12O6, combines with 6 molecules of oxygen 
to produce 6 molecules of carbon dioxide and water; this process generates energy for the 
cells.  This relationship of oxygen to carbon dioxide, in a one-to-one ratio, is reflected in 
the code of the model as described in Appendix C.  Also, in aerobic respiration, 38 
molecules of ATP molecules are produced from one glucose molecule while in anaerobic 
respiration, described below, only two ATP molecules are produced from one glucose 
molecule.  Thus, the aerobic respiration processes in much more efficient in producing 
ATP molecules that cells use as a form of energy to run various intracellular processes.  
Next, one needs to consider anaerobic respiration; it is driven by the following 
equation: 
C6H12O6   2C3H6O3 + ATP (energy) 
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In anaerobic respiration, one molecule of glucose is consumed to produce 2 molecules of 
lactic acid, which, in solution, can lose a proton from the acidic group to produce the 
lactate ion mentioned in Table 4.1 above.  As can be seen, no oxygen is consumed in the 
anaerobic respiration process.   However, it is important to know how much lactic acid is 
produced at various concentrations of oxygen, since its production is oxygen dependent.  
Lactic acid production also depends on the type of cells – some cells use anaerobic 
respiration pathways more than others.  For C2C12 cells that were used in Chapter 2 and 
Chapter 3 experiments, Arthur et al provide good discussion and values for lactic acid 
production in this type of cells; specifically, for C2C12 cells, it was previously shown 
that lactate production was 6 nmol/min/106 cells during normoxic conditions and it 
dropped by approximately 20% in hypoxic conditions; also, the same study of C2C12 
cells showed that, during normoxic conditions, oxygen consumption was approximately 2 
nmol/min/106 cells [1].  Thus, based on this previously reported work, one can assume a 
three-to-one ratio of lactic acid produced to oxygen consumed during both hypoxic and 
normoxic conditions.  This is also reflected in the model code as described in Appendix 
C.  
 
4.4 Diffusion and Finite Element Model (FEM) 
Section 4.3 describes the mass transfer equations for the intracellular metabolic 
processes and reagents that are within the scope of the model. While the intracellular 
processes are modeled by the reactions described above, diffusion is modeled using a 
finite element model (FEM) where a 2-dimensional mesh is set up over the height and 
length of a channel and the values of dissolved oxygen, carbon dioxide, lactic acid and 
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cell density are iterated over a large number of time steps.  To accelerate the computation 
time by an order of magnitude, as described in detail in Appendix B, the mesh was set up 
with rectangular (vs. square) elements.  The details of the FEM and the corresponding 
code are described in Appendices B and C.  
 
4.5 Model Inputs, Outputs and Parameters 
Now that the scope of the model has been defined, it is important to review the 
parameters used in the model as well as the inputs and outputs that the model produces.  
The model is a physical (vs. statistical regression) model [20] and, thus, most of the 
parameters cannot be varied because they are directly tied to physical phenomena 
such as diffusion.  In other words, most of the model parameters cannot be varied 
because they reflect known physical quantities that have been measured, not because the 
model cannot accept different parameter values.  
The following is a comprehensive list of the model inputs including values that were 
used: 
Name Value Unit Description 
c0 1 unitless initial oxygen concentration inside of a channel and 
exterior oxygen concentration; this input is unitless 
in the model and the value of 1 corresponds to the 
concentration of oxygen in water at room 
temperature and pressure of 1 atm at full saturation; 
for example, c0=1 corresponds to ~9 part per 
million (ppm) of dissolved oxygen 
n0 0.8 unitless initial cell density; this input can be varied by 
changing the concentration of cells-media 
suspension before loading into the device as 
described in Chapter 2; n0=0.8 means that, at the 
start of an experiment, cells cover 80% of the 
surface at the bottom of the channel; n0 cannot 
exceed 1 
tauObservation 24 hours observation period, in hours.  This input is used to 
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control the simulated time of the model run.  For 
example, tauObservation = 24 means that the model 
will, given the other input, predict the oxygen 
concentration and other outputs after a simulated 24 
hour period; as is described in the list of outputs 
below, the model provides the number of iterative 
time steps necessary to simulate for the required 
number of hours 
[t1,t2]   observation window, where t2 is the last time step 
within the window, and t1 is the last time step 
preceding the window; for example, if T=35000 
time steps, t1=1000, and t2=4000, then, of the total 
35000 time steps, the observation window is over 
the time steps 1001, 1002, ..., 4000.  This is a useful 
input to see what happens over time increments 
rather than over an entire observation period 
Delta y   vertical measurement of one mesh block, in mm; 
for example, if a channel is 300 µm in height, one 
can choose Delta y = 0.1mm; in this case the mesh 
will have 3 (horizontal) rows of blocks that are each 
0.1 mm, or 100 µm 
Delta x   horizontal measurement of one mesh block, in mm; 
for example, if a channel is 50 mm in length, one 
can choose Delta x = 1 mm; in this case the mesh 
will have 50 (vertical) columns of blocks that are 
each 1 mm 
w   number of blocks in one (horizontal) row; w is an 
integer 
h   number of blocks in one (vertical) column; h is an 
integer 
 
The following is a comprehensive list of the model outputs: 
Name Value Unit Description 
c  unitless current concentration of oxygen relative to c0, so 
that 0 ≤ c ≤ 1 and c*c0 is the concentration of 
oxygen, depending on the time and space 
coordinates 
n  unitless cell density, depending on the time and space 
coordinates; as described above, 0 ≤ n ≤ 1 
CO2  unitless current concentration of CO2 relative to c0, so that 
CO2*c0 is the concentration of CO2, depending on 
the time and space coordinates 
Lact  unitless current concentration of lactic acid relative to c0, so 
that Lact*c0 is the concentration of lactic acid, 
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depending on the time and space coordinates 
T  unitless number of time steps in the observation period; this 
output is determined by tauObservation (as 
described above) and the diffusion coefficients 
described below 
 
The following is a comprehensive list of the model parameters including values that 
were used along with the corresponding references, where necessary: 
Name Value Unit Description Source 
/Reference 
Diff O2 0.002 mm2/sec diffusion coefficient for oxygen in 
water 
[16] 
Diff CO2 0.0015 mm2/sec diffusion coefficient for CO2 in water [6] 
Diff Lactic 0.0009 mm2/sec diffusion coefficient for lactic acid in 
water 
[11] 
cr 0.025 unitless critical level of c (oxygen 
concentration): cells will be dying if 
c<cr and will be multiplying if c>cr; 
for C2C12 cells the previously reported 
value for this parameter is 0.025  
[1] 
nmax  unitless maximum possible cell density, so that 
n cannot exceed nmax; in turn, the 
constant nmax cannot be greater than 1 
 
taud 2 hours half-life time, in hours; that is, the 
amount of time for the live cells to 
halve their number when c=0; more 
about this parameter will be discussed 
below 
 
taub 12 hours doubling time, in hours; that is, the 
amount of time for cells to double their 
number when c=1; the density of cells, 
n, is subject to the restriction that n ≤ 
nmax; more about this parameter will 
be discussed below 
[4] 
la 0.8 unitless a coefficient for lactic production; 
according Arthur et al [1], lactate 
output may decrease by 10-20% as the 
oxygen concentration decreases from 
the normoxic levels (c>0.1); this 
coefficient accounts for such a 
decrease 
[1] 
B 3 unitless parameter of the birth-death rate profile 
curve, the greater value of B, the 
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steeper is the curve at c=cr; more about 
this parameter will be discussed below 
rho 0.02 unitless fraction of oxygen consumed of the 
total oxygen that reaches the cell 
surface during a given time step; rho 
decreases to 0.01 in hypoxic (c<0.05) 
conditions and follows a square root 
relationships from it’s maximum of 
0.02 to its minimum of 0.01 [1]; this is 
reflected in the code of the model as 
described in Appendix C 
[1] 
 
As the next step, it is important to review the main model parameters listed above and 
perform a sensitivity analysis to determine which parameters can and cannot be changed 
as well as to determine which parameters make the most impact on model predictions. 
This is the subject of the next section.  
 
4.6 Model Sensitivity Analysis 
From the list of parameters in the previous section, the following cannot be changed 
at all: Diff O2, Diff CO2, Diff Lactic and nmax – diffusion coefficients are well 
established and maximum cell density cannot exceed full confluence, or 100%.  
Furthermore, parameters la and rho are reported in previous literature [1], and are 
generally well accepted figures [4,6,12]; additionally, la only controls the production of 
lactic acid and pH; it does not affect the model prediction for oxygen concentration and 
cell density. 
This leaves taud, taub, cr and B.  As one will recall, B is the parameter that controls 
the “steepness” of the birth-death curve in the model – that is, the parameter B determines 
the “steepness”, or rate, of cell death or growth for a given cr.  As illustrated in Figure 4.4 
below, a series of birth-death curves are shown for cr=0.025 with the B parameter varied 
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from 0.01 to 10.  For low B’s (such as B=0.01), the birth-death curve is very “steep” 
around c=cr=0.025; in other words, in this case cells begin do double almost immediately 
after oxygen concentration moves above c=cr=0.025.  Conversely, for high B’s (such as 
B=10); the birth-death curve is very “flat” around cr; in other words, even for 
concentrations much higher than cr=0.025 (such as c=0.6), the cells are still not even 
close to beginning to double and their numbers remain constant.  As a reminder, c cannot 
be greater than 1.  The functions driving these profiles were arbitrarily picked and are 
fully described in the code in Appendix C.  
  
Figure 4.4: Birth-death profiles for B=0.01 (top left); B=3 (top right); B=6 (bottom left); B=10 (bottom 
right). The “steepness” of the birth-death curve decreases with B. All birth-death curves center 
around cr; for c>cr, cells multiply and for c<cr, cells die.  The steepness determines the rate at 
which the birth-to-death or death-to-birth transition takes place. On the horizontal axis is c, the 
concentration of dissolved oxygen.  And on the vertical axis is mult, the multiplier coefficient that is 
used to compute cell density (n) at each given time step of a simulation as specified in the code 
provided in Appendix C.  As explained above, both c and mult are unitless quantities.  
 
Because the above family of birth-death curves were arbitrarily generated (once 
again, around a previously reported value of cr [1]) it is important to determine how 
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various values of B affect the output of the model predictions.  To do this, model 
simulations were conducted for various values of B and predicted values of oxygen in a 
channel were computed while all other parameters were kept the same.  The results of 
this simulation are shown in Figure 4.5.  
 
 
Figure 4.5: Model predictions for various B’s and corresponding birth-death (BD) curve profiles. 
While the output changes slightly, there is no significant difference between the predicted 
dissolved oxygen levels even for very different values of B, such as B=0.01 and B=10.  As a 
reminder, these birth-death profiles themselves are very different themselves as illustrated in 
Figure 4.4. While counterintuitive, these results make sense physically because birth-death 
curves only reflect the rates at which cells multiply or die; in other words, if the cell density is 
already high at the beginning of experiment (n=0.8) then oxygen will be consumed at roughly the 
same rate for different B’s.  Additionally, the plots in this figure are simulations for a 24 hour 
period after which the system has reached a relative equilibrium (i.e., the cells that have been 
deprived of oxygen have died, and the cells in oxygen-rich regions have multiplied to the 
maximum density of n=1).  
 
Thus, as can be seen from the figure above, the model predictions for various birth-
death curves profiles results in nearly identical dissolved oxygen prediction.  Because of 
75 
this, one can make the determination that B, or “steepness” of the birth-death curve, does 
not have a significant effect on the model output for dissolved oxygen.  
This leaves taud, taub and cr.  However, taud and taub are actually linked with B – in 
other words, higher taud and taub correspond to lower B’s; and, conversely, lower taud 
and taub correspond to higher B’s.  Thus, taud and taub will also not have a significant 
affect on the model output. 
Now one is left only with cr – as a reminder, this parameter sets the concentration of 
dissolved oxygen above which the cells grow in numbers and below which they die.  In 
retrospect, it makes sense that cr is really the main parameter that mainly controls the 
model outputs because consumption of oxygen by cells is largely established in literature 
[1,4,6,12,16] and diffusion coefficients are also well known entities [6, 11, 16]. On the 
other hand, even cells in the same line can be more or less susceptible to hypoxic, or low 
oxygen, conditions; that is, even for the line of C2C12 cells used in experiments 
described in Chapters 2 and 3, the ability of the cells to survive at lower oxygen 
concentrations could be significantly different than that of the cells reported in prior 
studies as reported in literature.   
Thus, based on the analysis and reasoning presented in this section, the main 
parameter that can potentially be varied is cr.   
The next step is to compare the actual measured levels of dissolved oxygen with 
model predictions.  This is the subject of the next section.  
 
4.7 Model Predictions vs. Actual Measurements of Dissolved Oxygen 
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To put the developed model to the test, this section will compare model predictions 
with the actual measured values of dissolved oxygen.  Based on the literature review and 
sensitivity analysis presented in the section above, the model was run with the following 
set of inputs and model parameters. 
Inputs 
    
c0 = initial concentration of oxygen in the channel 1 unitless 
n0= initial cell density 0.8 unitless 
nmax= maximum cell density 1 unitless 
Dey= vertical measurement of one block in the mesh 0.1 mm 
Dex= horizontal measurement of one block in the mesh 1 mm 
h= number of mesh blocks in one (vertical) column; h is an integer 3 unitless 
w= number of mesh blocks in one (horizontal) row; w is an integer 50 unitless 
tauo= observation period ~24 hours 
 
As a reminder, all of these inputs are explained in more detail in the Section 4.4 and with 
corresponding references for parameter values. 
Model Parameters 
    
Diff= diffusion coefficient for oxygen in water 0.002 mm2/sec 
Diff CO2= diffusion coefficient for carbon dioxide in water 0.002 mm2/sec 
Diff Lactic = diffusion coefficient for lactic acid in water 0.009 mm2/sec 
cr= 
critical oxygen concentration level: cells will be dying if c<cr*c0 and 
will be multiplying if c>cr*c0 0.025 unitless 
taud= time to halving the number of live cells at c=0 2 hours 
taub= time to doubling the number of live cells at c =1  12 hours 
nmax= maximum cell density 1 unitless 
la= a coefficient for lactic production 0.8 unitless 
B= parameter to control the “steepness” of  the birth-death curve 3 unitless 
rho= fraction of oxygen consumed of the total oxygen that reaches the cell  0.02 unitless 
 
As a reminder, all of these parameters are explained in more detail in the Section 4.4 and 
sensitivity analysis for these parameters is presented in Section 4.5. Based on these inputs 
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and parameters, the model provides the following outputs as described in Figure 4.6 
below.   
 
Figure 4.6: Model predictions for inputs and parameters described in this section. Outputs 
include normalized concentration of dissolved oxygen (top left), density of live cells (top right), 
concentration of dissolved carbon dioxide (bottom left) and concentration of lactic acid (bottom 
right). Concentrations of carbon dioxide and lactic acid are relative to the normalized 
concentration of dissolved oxygen.  For all of the figures, the horizontal axis in position along the 
length of the channel and the units are in mm. 
 
As can seen in Figure 4.6, the model predicts the behavior that was observed from 
data presented in Chapters 2 and 3.  As observed, dissolved oxygen concentration and 
density of live cells decreased as one moved away from the open end of the channel (i.e., 
x=0 mm).  Furthermore, the model predicts lower concentrations of carbon dioxide and 
lactic acid near the open end of the channel (i.e., x=0 mm). This trend was observed and 
reported in Figure 2.6 where carbon dioxide and lactic acid increased the acidity and, 
correspondingly, lowered pH further away from the open end of the channel.  
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In order to make more precise comparisons of model predictions versus the actual 
measured data, the Figure 4.7 compares model to measured values of dissolved oxygen in 
5 independent channels.  
 
Figure 4.7: Measured values of dissolved oxygen and model predictions after a 24-hour period.  
Model predictions are computed for cr=0.025 and cr=0.5.  The discrepancies at small distances 
from the capillary edge can be explained by the fact that full saturation of oxygen is temperature 
and salinity dependent and can vary by as much as 1-1.5 ppm; it was assumed to be 9 ppm but 
could have been as low as 8 ppm in the actual experiments.  
 
As can be seen from Figure 4.7, while model predictions (for cr=0.025) match the 
general trend of the measured data, the predicted values are significantly lower from the 
measured data.  However, as discussed in Section 4.5, value for cr can vary widely and 
depends on the ability of cells to survive in hypoxic conditions of the cells [1,4,16,18].  
Also, as was determined in the model sensitivity analysis of Section 4.5, cr is the only 
parameter that indeed can be varied; all of the other parameters either (i) cannot be varied 
because they are closely tied to physical phenomena, such as diffusion coefficients, or (ii) 
their variation does not result in significant difference in model predictions, such as with 
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B (the parameter that determines the “steepness” of the birth-death curve) or half-life and 
doubling time parameters.   
Thus, it is reasonable to conclude that cr must be different for the C2C12 cells used in 
these experiments.  By using cr=0.5 and running model simulation, one can see that the 
data and model predictions match much better than for cr=0.025 [1] (Figure 4.7).   
The above is a useful conclusion, but it must be tested by running the experiment 
again with a new set of capillary channels and, correspondingly, a new set of collected 
data, and then comparing measured values with model predictions at various times.  This 
is subject of the next section. 
 
4.8 Time Course Experiments 
To test the ability of the model to predict measured data, a separate experiment was 
constructed.  In this separate experiment, time course oxygen measurements were taken 
at 2-hour intervals after seeding the channels with cells in 6 separate capillary channels 
over an 8-hour period.  For the model parameters, the most optimal set was used as was 
established in Sections 4.6 and 4.7. Before looking at the dissolved oxygen data, it is 
worth to consider live cell profiles as predicted by the model as shown in Figure 4.8 
below. 
 
Figure 4.8: Model predictions (cr=0.5) for live 
cell density at 2-8 hours after the start of the 
experiment.  The profiles gradually become 
“steeper” as cells further away from the 
capillary edge die.  As the cells die, more 
oxygen should be available for cells closer to 
the open end.  This is indeed what is 
observed as shown in Figure 4.9.   
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Next, the following data compares model predictions and actual average measured 
data for dissolved oxygen in 6 separate capillary channels.  Figure 4.9 shows model 
predictions and average measured data for dissolved oxygen 0, 2, 4, 6 and 8 hours after 




Figure 4.9: Model predictions (cr=0.5) and actual measured data for dissolved oxygen after 2, 4, 6 
and 8 hours after start of the experiment.  Measured data is an average of 6 independent channels. 
Combined model predictions for dissolved oxygen for 2, 4, 6 and 8 hours after start of the 
experiment (bottom left). Combined measured data for dissolved oxygen for 0, 2, 4, 6 and 8 hours 
after start of the experiment (bottom right). Notably, measured data for first data point, at the 
channel inlet (i.e., x=0), is consistently and significantly lower than the model predicted values; this 
is due to the fact that, in actual experiments, there were living cells immediately outside of the 
capillary channel and they consumed some of the oxygen before it entered into the channel.  
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As can be seen in Figure 4.9, model predictions are close to measured oxygen data.  
Especially encouraging is the correlation of measured and predicted values at x=5mm and 
x=10mm.  After 4 hours after the start of the experiment, model predictions continue to 
match measured data well.  Notably, measured values at x=5mm slightly increased while 
at x=10mm it slightly decreased.  This is likely due to the fact that as cells further away 
from the open end of the channel (at x=10mm) begin to die, they leave more available 
oxygen to be consumed by cells closer to the open end of the channel, such as at x=5mm.  
The trend continues 6 and 8 hours after the start of the experiment – dissolved oxygen 
concentration increases slightly again at x=5mm and stays nearly the same at x=10mm; 
the concentration of dissolved oxygen increases further at x=5mm while it stays the at 
nearly the same level at x=10mm.  Additionally, over the course of this experiment, 
measured value of dissolved oxygen at x=0mm also increases gradually.  Also, the model 
predicted for dissolved oxygen at x=5mm also gradually increases.   
Another way to look at the data is to see all time course data for measured oxygen 
and model predictions on separate plots to see how the values change overtime.  This is 
shown in the two graphs at the bottom of Figure 4.9.  
For measured oxygen data (Figure 4.9, bottom right), the notable change is at 
x=5mm. The increase in dissolved oxygen is likely due to the fact that cells further into 
the channel capillary are dying, and therefore consuming less oxygen; this leaves more 
oxygen available at points closer to the open end of the capillary such as at x=5mm.  
Model predictions in Figure 4.9 (bottom left) match the trends of measured data at 
x=5mm as the amount of dissolved oxygen at that point is predicted to increase.  
However, the predicted increase is approximately 1 parts per million lower than that of 
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measured data.  Also, the model predicts an increase in dissolved oxygen at x=10mm, 
whereas measured data stays approximately the same at that point.  Thus, based on the 
reasoning presented earlier in this section, it appears that the actual cells are less resistant 
to surviving in hypoxic conditions than the model predicts.   
 
4.9 Model Comparisons to LIVE/DEAD Data 
Another useful comparison to make is to see how well the data and model predictions 
match up for the number, or density, of live cells.  This can be done by comparing the 
LIVE/DEAD HeLa cell data presented in Chapter 2 (Figure 2.6) with model predictions.  
This comparison is presented in Figure 4.10 below.  


























Figure 4.10: Model predictions and actual measured data for normalized HeLa cell density after a 
24 hour period; capillary channel height of 100 μm (top) and a LIVE/DEAD image of a sample 
capillary channel (bottom).  For model simulation, cr was kept at 0.5 as in results reported in 
Figures 4.7 and 4.8.  These results show that, x=1mm, cells begin to die; from results reported in 
Figure 4.7, this corresponds to oxygen level of ~4.5ppm. 
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Data obtained from an independent set of experiments presented in Chapter 2 
(Section 2.6) matches well with model predicted results using the same set of parameters 
established in Sections 4.4 and 4.5.  In particular, there is sharp reduction in the 
normalized HeLa cell density between x=1mm and x=2mm and the model confirms this 
behavior.   
Figure 4.10 showed comparisons to LIVE/DEAD data for capillaries with height of 
100 μm.  Another set of data was for capillary height of 50 μm and this data is compared 
in Figure 4.11.  
























Figure 4.11: Model predictions and actual measured data for normalized HeLa cell density after a 
24 hour period; capillary channel height of 50 μm.  LIVE/DEAD data is shifted to along the x-axis 
to match the highest measured normalized cell density with the highest predicted density at x=0 
mm. For model simulation, cr was kept at 0.5 as in results reported in Figures 4.7, 4.8 and 4.9.   
  
As can be seen from Figure 4.11, data for the 50 μm tall channels also matches the 
model predictions well.  Notably, at x=1000 μm, the model predicts a much lower value 
for cell density for 100 μm and 50 μm capillary channels – 0.65 and 0.37, respectively.  
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However, the measured LIVE/DEAD data matches both of these values well as can be 
seen in Figures 4.10 and 4.11. 
 
4.10 Overview and Conclusions 
This chapter outlined the parameters that needed to be included in the model based on 
a comprehensive literature review and model sensitivity analysis.  Based on the 
established list of parameters, the model was constructed and verified against: 
 An independent set of dissolved oxygen data as presented in Sections 4.7 and 4.8 
 An independent set of LIVE/DEAD data as presented in Chapter 2 (Figure 2.6) 
and discussed further in Section 4.9 
 
Thus, the above evidence and the fact that model predictions closely track measured 
dissolved oxygen and cell density data, allows one to conclude that the model, along with 
the established parameters, indeed closely predicts physical reality.  Furthermore, through 
the experiments summarized in this section, it has been shown that the model can be used 
as predictive tool for future oxygen microgradient experiments.  
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CONCLUSIONS AND FUTURE WORK 
 
This thesis presents a high-throughput method for in vitro generation and studies of 
oxygen microgradients.  This chapter provides a summary of work that has been 
completed; it also outlines future potential extensions of this work.  
 
5.1 Conclusions and Summary of Contributions 
 
Contributions from completed work include: 
 Development of the proposed method and procedural protocols 
 Development and demonstration of the structures used for the proposed method 
along with their fabrication processes 
 Characterization of the method with cell viability, pH, differentiation and oxygen 
measurements 
 Development of a metabolic and mass transfer model that correlates the obtained 
data 
 
These contributions provide the research community with the framework for 
generating oxygen microgradients in vitro while overcoming many limitations with 
existing methods.   
The developed method accelerates the throughput of oxygen microgradient 
experiments by a factor of 15 to 30 and, furthermore, enables experiments that until now 
were not possible at all such as those described in this chapter.   
88 
In addition, this work also lays the foundation for a second generation of this method 
and associated devices – that is, integrated microsystems that will result in the production 
of components such as reservoirs, pumps, valves and channels within a single batch-
fabricated process.  This next level of integration will further increase fabrication yield, 
dimensional accuracy and experimental consistency. 
The method is likely to accelerate the speed with which the scientific community 
studies the effects of oxygen microgradients on cell culture and, therefore, will enhance 
the understanding of oxygen’s effects on disease and cell development.  This will, in turn, 
lead to new developments in emerging areas such as tissue engineering, adult stem cell 
therapies and cancer research.  Specific areas of further study are provided in Section 5.3 
below.  
 
5.2 Method Limitations and Potential Improvements  
 
While the new method was successfully demonstrated to overcome the limitations of 
other techniques for oxygen microgradient generation, the procedures and protocols are 
still mostly manual procedures and can be further improved by improving and automating 
the following: 
 Optimize bonding technique used during fabrication to maximize device yield 
from the current 25%; most of the present device failures occur due to leaking and 
poor bond between the glass and SU-8 in the process described in Section 3.6 
 Improve the cell loading technique to control the seeding densities in the different 
channels; the current design only accommodates a single initial density for all 
channels, such as 80% 
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 Improve the cell culture technique to accommodate periodic perfusions to allow 
longer experiments and easier introduction of reagents into the channels; the 
longest experiment conducted with the developed method was approximately 7 
days 
 Allow for continual and automated measurements of oxygen to be able to easily 
perform time-lapse studies; currently oxygen measurements are taken manually 
and one at a time and this is the main remaining bottleneck that needs to be 
removed to accelerate the data collection process by a factor for 10-20.  
Additionally, for multiple day experiments, the experimenter will not need to 
continually come back to the lab to record data 
 Improve the sensitivity of the oxygen fiber optic probe to reduce channel sizes 
and enhance spatial resolution of the method from the current 1mm to less than 
50μm; this could be accomplished by embedding oxygen sensing probes in the 
channels directly 
As demonstrated with the integrated device structures described in Chapter 3, this 
method can be further integrated with batch fabricated microfluidic components. The 
advantages of such integration will further enhance this method by improving 
experimental yield and throughput, and by allowing for a wider range of experiments by 
precisely controlling the microfluidic flows. 
To design the microfluidics of the second-generation chip, simulations can be used to 
predict the flow of cell-media suspension during initial loading and subsequent cell 




Figure 5.1: Examples of microfluidic chip designs and simulations performed in COMSOL 
simulation software (Burlington, Massachusetts) for a second-generation batch fabricated integrated 
device. These designs and simulations show how the initial cell-media suspension can be loaded 
into the channels and then perfused during culture, if necessary. Simulations can also enable allow 
one to produce density-graded loading of cells into channels.  In these sample simulations, one can 
test the flows during asymmetric two-port loading (top left), symmetric two-port loading (top right) as 
well as symmetric (bottom left) and asymmetric (bottom right) loading with channels that are 
designed to produce graded flows and correspondingly, varying initial cell density distributions.  
 
As part of potential improvements and future work, second generation integrated 
devices should be implemented to produce the full MEMS-style integration.  For 
example, prior to entering the capillaries, the flow can be controlled with valves, pumps 
and mixers.  In addition, mixers can expand the scope of experiments that can be 
performed since other chemical gradients could be generated orthogonally to the oxygen 
gradients described below.  Specifically, the following list of second-generation device 
features is proposed: 
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 built-in oxygen sensors: to measure dissolved oxygen continually 
 differential seeding of cells: to vary cell density in capillary channels during the 
same experiment 
 orthogonal gradients: to flow various ECM and surface attachment proteins prior 
to seeding the capillary channels with the cells  
 shear stress variation: to study effects of shear stress on cells and compare how 
exposure to shear stress affects cells during hypoxic and normoxic conditions 
 cell co-culture: to monitor the interaction of normal and cancer cells during 
normoxic and hypoxic conditions 
 thermal gradients: to better understand how temperature affects cells during 
hypoxia 
 3D pits: to conduct oxygen microgradient experiments within a 3D cell culture 
 
5.3 Other Future Work 
In addition to expanding the general set of features of the integrated microgradient 
devices, a specific set of experiments with implications for cancer research is proposed 
and described below.  Specifically, previously reported work from as early as 1909 has 
shown that tumor cells are resistant to radiation treatment [1].  Such radiation resistance 
of tumor cells in hypoxic regions of tissue was confirmed with a number of studies and a 
principle known as the O2 enhancement effect was established [2].  Here, the increased 
presence of O2 was thought to damage the DNA through the formation of free radicals; in 
hypoxic regions, there was less O2 and, therefore, fewer free radicals, and that resulted in 
less damage to the cells. There was a significant amount of evidence in the 1950s and 
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1960s to suggest that hyperbaric oxygen treatments and red blood cell transfusions could 
improve the effectiveness of cancer radiation treatments by increasing oxygen 
concentrations in tumor regions.  While initial clinical trials resulted in conflicting 
outcomes, these approaches are now being revisited again [3].   
A desirable set of experiments could utilize the method presented in this thesis to 
investigate the hypoxic radiation resistance of various types of cancer cells subjected to 
varying amounts of radiation in a high-throughput manner as described in this thesis; 
such high-throughput studies could yield conclusions about the optimal amounts of 
oxygen and radiation to destroy tumor cells.  These conclusions, in turn, will have 
therapeutic implications that can be used in clinical trials to establish optimal protocols 
for treatment of various cancers with specific doses of radiation and oxygen.  In these 
experiments, chemotherapeutic agents can be introduced as well.  
Another important area of future experiments should be with hypoxia-activated drugs.  
An example of such a drug is Tirapazamine, which was described over 20 years ago [4].  
Tirapazamine is only activated in a hypoxic environment and releases agents that kill the 
nearby cells [5].   Recent clinical trials with Tirapazamine have demonstrated benefits 
with patients with head and neck [6] and lung cancer [7].  An organized study that 
utilizes the high-throughput properties of the developed method could identify optimal 
amount of hypoxia-activated drugs such as Tirapazamine for various types of cancers. 
Taken together, these two comprehensive studies could yield results to establish 
optimal amounts of radiation, chemotherapy, oxygen and hypoxia-activated drugs to treat 
various human cancers.  
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Aerotaxis: An organism’s movement toward or away from oxygen as a reaction to its 
presence. The term is most often used when discussing aerobes (oxygen-using) versus 
anaerobes (which don't use oxygen). 
 
Chemotaxis: a kind of taxis, is the phenomenon in which bodily cells, bacteria, and other 
single-cell or multicellular organisms direct their movements according to certain 
chemicals in their environment. This is important for bacteria to find food (for example, 
glucose) by swimming towards the highest concentration of food molecules, or to flee 
from poisons (for example, phenol). In multicellular organisms, chemotaxis is critical to 
early (e.g. movement of sperm towards the egg during fertilization) and subsequent 
phases of development (e.g. migration of neurons or lymphocytes) as well as in normal 
function. In addition, it has been recognized that mechanisms that allow chemotaxis in 
animals can be subverted during cancer metastasis. 
 
Electrochemical gradient: a spatial variation of both electrical potential and chemical 
concentration across a membrane. Both components are often due to ion gradients, 
particularly proton gradients, and the result can be a type of potential energy available for 
work in a cell. This can be calculated as a thermodynamic measure termed 
electrochemical potential that combines the concepts of energy stored in the form of 
chemical potential, which accounts for an ion's concentration gradient across a cellular 
membrane, and electrostatics, which accounts for an ion's tendency to move relative to 
the membrane potential. 
 
HeLa cell line: an immortal cell line used in medical research. The cell line was derived 
from cervical cancer cells taken from Henrietta Lacks, who died from her cancer on 
October 4, 1951. 
 
Laminar flow: sometimes known as streamline flow, occurs when a fluid flows in 
parallel layers, with no disruption between the layers. In fluid dynamics, laminar flow is a 
flow regime characterized by high momentum diffusion, low momentum convection, 
pressure and velocity independent from time. It is the opposite of turbulent flow. In 
nonscientific terms laminar flow is "smooth," while turbulent flow is "rough." 
 
Mass transfer: phrase commonly used in engineering for physical processes that involve 
molecular and convective transport of atoms and molecules within physical systems. 
Mass transfer includes both fluid flow and separation unit operations. 
 
Molecular diffusion: often called simply diffusion, is a net transport of molecules from a 
region of higher concentration to one of lower concentration by random molecular 
motion. The result of diffusion is a gradual mixing of material. In a phase with uniform 
temperature, absent external net forces acting on the particles, the diffusion process will 
eventually result in complete mixing or a state of equilibrium. Molecular diffusion is 
typically described mathematically using two Fick's laws. 
 
96 
Transport phenomena: in physics, chemistry, biology and engineering, any of various 
mechanisms by which particles or quantities move from one place to another. The laws 
which govern transport connect a flux with a "motive force". Three common examples of 
transport phenomena are diffusion, convection, and radiation. The science of transport 
phenomena is a great complement to rheological study of Newtonian fluids. 
 
Reynolds number / Re: in fluid mechanics and heat transfer, a dimensionless number 
that gives a measure of the ratio of inertial forces to viscous forces and, consequently, it 
quantifies the relative importance of these two types of forces for given flow conditions. 
Laminar conditions apply up to Re = 10, fully turbulent from 2000. 
 
Sources for definitions: online and print publications.  
 
 
1.2: Microfluidics Background  
MEMS, or micro electro mechanical systems, have been in development since 1970s 
and are now blossoming with a variety of mass market applications.  The scope and 
variety of MEMS and microfabrication techniques are continually expanding and 
improving.   In particular, MEMS fabrication technologies have led to the emergence of 
microfluidic applications – in other words, applications where microliters and even 
nanoliters of fluids, which can be liquid or gas, are manipulated in channels, 
interconnections and integrated control devices such as valves and pumps. 
A natural question to ask is – why miniaturize fluidic devices?  Here are some of the 
main advantages: 
• Reduced amounts of reagents 
• Domination of diffusion (vs. convection) in mass transfer 
• Laminar (vs. turbulent) flow regime 
• High throughput capabilities 
• Miniaturized diagnostics and drug delivery 
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• Scales that are relevant for investigation of individual cells or small numbers of 
cells 
Overall, microfluidics can be thought of as a set of technologies to make devices 
which address scientific and commercial applications where fluidic miniaturization is 
necessary. 
The focus of the work presented in my thesis mainly takes advantage of the last of the 
above points – in other words, my goals and presented results have been oriented towards 
re-creating biological microgradients on the relevant scales in vitro.   
 
1.2.1: Basic Microfluidic Theory 
As introduced in the previous section, the advantages of microfluidics mainly stem 
from physical phenomena scaling with size – for example, the laminar flow regime 
allows for controlled and predictable mixing of fluids because diffusion dominates and 
convection is negligible.  In this section, rather than repeat the microfluidic theory readily 
available from a number of canonical sources, only concepts that are most relevant to my 
results and contributions are presented. 
 
1.2.2: Reynolds Number 
The dimensionless Reynolds number is a relative ratio of inertial forces to viscous 
forces.  A low Reynolds number corresponds to laminar flows where viscous forces 
dominate whereas a high Reynolds number corresponds to turbulent flows where the 
dominant contribution comes from inertial forces.   Most in vivo biological flows are in 
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the laminar regime and even the blood flow in the aorta has a Reynolds number of ~103 
which is still not enough to develop turbulence which occurs at ~104 in pipe flows. 
 
1.2.3: Diffusion 
Since diffusion, and not convection, usually dominates mass transfer in microfluidics, 
it is useful to provide some basic diffusion background and relevant examples.  For 
steady state diffusion, Fick’s first law given by the following expression is usually used: 
J = -D ∇C 
Here, J is diffusion flux, D is the diffusivity, C is the concentration of diffusing substance 
and ∇C is the gradient, or the vector field whose components are the partial derivatives of 
C.  In other words, the flux of diffusing substance is directly proportional to its diffusivity 
and the differences in concentration of that substance in space. 
A useful expression to estimate the time necessary for a substance to diffuse is: 
x2 = 4 D t 
where x is how far the substance has propagated in one dimension, D is the diffusivity 
and t is the time.  
Diffusivity is proportional to the velocity of the particles of the diffusing substance.  
Velocity, in turn, depends on temperature, size of the particles and fluid viscosity.  For 
example, diffusivities of ions in aqueous solutions are on the order of ~10-9 m2/s; for 
biological molecules, such as proteins, diffusivities are usually in the range of ~10-11 to 
~10-10 m2/s.  
 
1.2.4: Sizes of Relevant Objects 
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It is useful to list approximate sizes of cells and other objects described in the results 
of this work: 
• Small molecule (such as O2): ~10-9 m 
• DNA: ~10-8 m 
• Viruses: ~10-8 to10-7 m 
• Bacteria: ~10-6 m 
• Mammalian Cell: ~10-5 m 
• Hair: ~ 10-4 m 
My results report on experiments with Escherichia coli (~1-2 µm) and Bacillus subtilis 
(~5 µm) bacteria as well as HeLa cancer cells (~20 µm) and C2C12 muscle precursor 
cells (~20 µm).  
 
1.2.5: Surface Properties 
Although a variety of surface properties are relevant for microfluidic applications, 
one of the most important ones is the hydrophobicity of the surface.  Simply put, 
hydrophobicity of the surface determines whether or not aqueous solutions are repelled or 
attracted by a particular surface.  Since water is a polar molecule, surfaces that are made 
up of polar molecular groups are called hydrophilic; surfaces that have non-polar groups 
are called hydrophobic.  Polydimethylsiloxane, or PDMS, is probably the most 
ubiquitous material for making microfluidic devices and is naturally non-polar and, 
therefore, hydrophobic.  Glass, another popular material, is usually hydrophilic.  This is 
important because small channels made from PDMS may not be able to carry aqueous 
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solutions unless PDMS is temporarily rendered hydrophilic with the oxygen plasma or 
relevant surfactants.  
 
1.3: State-of-the-art Technologies for In Vitro Microgradient Generation 
Basic microgradient generation techniques such micropipettes were already available 
in late 19th century.  A few more relatively primitive techniques such as the Boyden and 
Dunn chambers were introduced in the 1960s and over the next few decades.  However, 
the ongoing revolution catalyzed by the emerging microfabrication technologies 
introduced a variety of much more powerful set of devices.   In this section, I briefly 
review state-of-the art techniques beginning with the micropipettes and through a much 
more varied set of modern technologies.  
 
1.3.1: Micropipettes 
The earliest applications of micropipettes date back to the late 19th century.  To 
generate the gradient, liquid is pumped through the micropipette via backpressure and the 
substance is pumped out into the general media through the pipette tip.   
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Appendix Figure 1: An example of an early micropipette application where a 
micropipette (dotted line) is used to guide the growth of a neurite (G) [1]   
 
 
Applications have included neural cell guidance where cells followed the 
chemoattractants ejected from the pipette tip as it was moved around the culture dish [1].  
Not surprisingly, the crude set up of the micropipettes suffered from lack of control of 
ejected material as well as the instability of produced gradients – as material was ejected 
from the pipette, the gradient profile changed and the pipette had to be manually moved 
to keep an approximately similar gradient profile.  
 
1.3.2: Boyden Chamber 
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In this setup, one smaller chamber is placed into a larger chamber and the two 
chambers are separated by a semipermeable membrane through which cells can migrate 
in response to the differences in concentrations of a chemoattractive substance in the 
upper and lower chambers [2].  One of the advantages of the Boyden chamber is that it 
can distinguish between chemotactic and chemokinetic effects – that is, one can 
determine the direction and speed of cell movement.   
 
Appendix Figure 2: The original design of Boyden’s chamber; reservoirs A and 
B are separated by a semipermeable membrane through which cells can 
migrate [2]. 
 
One of the limitations of the Boyden chamber is that is requires that the cells of 
interest be able to attach to the membrane surface.  In addition, cells must be 
biocompatible and be of an appropriate size to migrate through the semipermeable 
membrane.  Another important limitation of the Boyden chamber is that the established 
gradient is not on the micro scale.  Also, cells cannot be observed during their migration 
through the membrane.  
 
1.3.3: Zigmund-Dunn Chamber 
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In this scheme, two or more chambers with different substances are connected via a 
shallow bridge and a relatively stable gradient is established due to the diffusion of 
substances from the chambers into the bridge.  Cells can be seeded on the bridge’s 
surface and can migrate and be observed via a microscope positioned right above or 
below the bridge.  Another variation of the Zigmund chamber, where reservoirs are 
simply connected side-by-side horizontally, is the Dunn chamber where interconnected 
concentric rings are used.   
 
Appendix Figure 3: The original Dunn chamber [3]. 
 
 
In some cases, the connecting bridge is filled with agar or other three-dimensional 
bio-derived and synthetic materials through which cells can migrate.  
 
1.3.4:  Microfluidic and MEMS Techniques 
While most of the MEMS and microfluidic gradient generation techniques are based 
on the traditional methods mentioned above, they bring the much-needed miniaturization.  
A number of comprehensive reviews published in the past few years provide excellent 
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overviews and perspectives on the state-of-the-art technologies.   In particular these 
reviews discuss important aspects such as: 
• Microscale technologies for tissue engineering [5] 
• Chemical reactions in microfluidic systems [6] 
• Systems biology applications in microfluidics [7] 
• Microfluidic and lab-on-a-chip applications for single cell analysis [8,9,12] 
• Interactions between cells, substrates and interfaces [10,11] 
• Microfluidic applications in neurobiology [13] 
In all of these reviews, microgradient generation is an important part of the modern 
technology tool set and many of the latest techniques are described.  In the following 
sections, the currently available techniques are organized into categories by device type 
and provide a few examples of applications and results obtained with these devices.  
 
1.3.4.1: Microfluidic Multistep Mixers 
Whitesides et al introduced and demonstrated the microfluidic multistep mixer-
gradient concept with their seminal paper in 1999 [14].  In this set of devices, two or 
more miscible liquids are injected into the inlet ports and then are diffusively mixed 
while being pumped through a network of channels resembling a Christmas tree.  Since 
the flows are in the laminar regime, and therefore cannot mix convectively, the 
“serpentine” branching network is necessary to provide enough time for the flows to mix 
diffusively.  After the flows are mixed, they are recombined and a linear gradient is 
formed.  As a consequence of this initial work by the Whitesides group, the concept has 
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Appendix Figure 4: The original demonstration of flow-based multichannel 
gradient generator shown here with color dye (A); the multistage branching 
allows for diffusive mixing (B,C) [14].  
 
The main limitation of these types of devices is the necessity of flow.  Thus, only 
attachable cells can be studied and shear stress will always be a factor in the experiments.  
Also, it turns out that the amount of flow affects the stability of the gradient.  In other 
words, too much or too little flow can affect the shape of the gradient.  Additionally, 
setup is more complicated since the necessary flow requires the inclusion of syringe 
pumps and other equipment to maintain the gradient.  This can make experiments 
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especially cumbersome for cell culture applications where cells of interest must be in an 
environmentally controlled incubator during the course of the experiment.  Yet another 
limitation of this device is that the gradient cannot be switched or controlled rapidly. 
Still, there have been a number of notable results using this setup and also a number 
of interesting improvements have recently been introduced.   
Some of the examples of recent results and studies with these types of devices 
include: 
• Jeon et al followed up the original work in the Whitesides group by conducting 
experiments with neutrophil migration in 2002 [15].  This work itself became a 
seminal paper and generated more than 100 citations to date. 
• Irimia et al have recently presented a method which, unlike earlier works, utilized 
pressure controlled valves to rapidly switch the orientation and steepness of the 
gradient profile to show response of neutrophils to a known chemoattractant 
interleukin-8 (IL-8) [16].  As a result of this work, it is now possible to measure 
responses of cells to temporal changes in the gradient profile.  
• Saadi et al presented experiments which explored human cancer cells in response 
to epidermal growth factor, or EGF [17].  The study has implications for better 
understanding of cancer metastasis where growth factors may induce cells to 
migrate from the tumor area to other sites in an organism.  
• Campbell et al presented an alternative architecture for the traditional Whitesides 
device with two advantages: it can generate monotonically increasing profiles of 
any shape and it reduces the number of mixing serpentine channels by an order of 
magnitude which, in turn, reduces the device size [18]. 
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• Gunawan et al explored the effects of extra cellular matrix, or ECM, proteins on 
the migration of rat intestinal cells [19].  Their findings revealed that while cells 
migrated against the gradient independent of steepness, the cells’ directedness 
decreased at high attractant levels.  
• Rhee et al used gravitational and centrifugal forces to align cells in the same 
starting position within microfluidic channels and then applied the gradient in a 
Whitesides-type device so that they would be exposed to the same starting 
concentration of chemoattractants [20].  One of the notable accomplishments of 
this work is that it resolved one of the limitations of the original devices where 
cells were randomly seeded throughout the width of the channel and were 
exposed to different concentrations and gradients.  
• Khademhosseini et al demonstrated a scheme where fibroblast and embryonic 
stem cells were deposited in micromachined microwells and then reagents were 
introduced in orthogonally oriented channels [21].  The authors suggested that the 
resulting grid of the various types of cells could then be exposed to gradients 
formed by a Whitesides-type device to study these multiphenotype cell arrays.  
• Herzmark et al was one of the first results to explore chemotactic prowess while 
keeping the fractional difference in concentration constant [22]. The authors 
accomplished this with exponential gradients generated in a Whitesides-type 
device.  The study confirmed that as long as chemoattractact concentration is near 
the constant of its dissociation cells migrate more effectively across the gradient.  
• Song et al presented experiments that tested chemotactic response of 
Dictyostelium discoideum cells to linear gradients of cAMP [23].  Interestingly, 
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chemotactic speed was optimal at a specific gradient range; if the gradient was too 
shallow or too steep, cells did not show directional response.  In the optimal 
gradient regime, the difference in receptor occupancy between front and back of a 
cell was estimated to be only around 100 molecules.  
• Wei et al demonstrated a co-culture of stimulated and unstimulated microphages 
in the upstream portion of the device and then set up a linear gradient of 
inflammatory cytokines downstream, where osteoblasts were shown to have a 
corresponding variation in their protein expression [26].   
A number of relevant modeling papers for this device architecture have also been 
recently published.  For example: 
• Sager et al presented their results in a modeling paper on passive microfluidic 
mixing networks such as the Whitesides scheme [24].  Their model shows that 
gradients formed by these types of microfluidic networks can be described by 
polynomials of the order that is one less than the number of input ports.  For 
example, with three input ports one can obtain linear and parabolic gradient 
profiles. 
• Wang et al presented a lumped element model for the flow-based gradient 
generation networks and proposed to combine some of the existing devices with 
their geometries to form more complex gradient profiles [25].  
 
1.3.4.2: Other Flow Based Gradient Generation Devices 
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Although the scheme presented by Whitesides et al has been the most popular flow 
based gradient generation device, other interesting flow based approaches have been 
presented and successfully demonstrated.  Here are some of the notable examples: 
• Li et al generated linear, concave and convex chemical gradients by offsetting the 
pressure difference in two main channels of an interconnected ladder structure by 
a constant amount and also varying the length of the connecting microtunnels 
[37].  This architecture can also be applied for high-throughput cell density arrays.   
 
 
Appendix Figure 5: An example of a flow-based microfluidic scheme to create 
simulated wound edges with trypsin.    A schematic showing the principle of 
operation (a) and actual results showing initial seeding (b, left), attachment (b, 
center) and after patterning with trypsin (b, right) [40]. 
 
• Yamada et al demonstrated how a set of T-junctions connected in parallel can 
generate a linear gradient [38].  In contrast to the Whitesides-type devices, the 
authors showed that this scheme can generate linear gradients of miscible liquids 
independent of flow rates.  The device was also demonstrated with yeast cells 
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where growth rate was proportional to the amount of viable media in solution 
across the linear gradient.  
• Hsu et al presented a way to generate complex gradient profiles that do not 
require a large number of mixing channels [39].  This device can also form 
gradients that can be smoothly varied in time without significantly altering the 
flow rate.  
• Nie et al demonstrated a clever method for setting up migration assays with 
trypsin laminar flows of three virtually separated streams [40].  This assay used 
flow based approach to mimic biological wounding that occurs in vivo.  The 
system was demonstrated with chemoattractants in the same channels.  
• Irimia et al presented a systematic approach for generating stable gradients of any 
profile [41].  The authors also presented a mathematical proof for their claim and 
examples were demonstrated.  
• Lin et al demonstrated a simple, and less cumbersome technique than 
Whitesides’, flow based gradient generation method based on a Y-shaped junction 
[42].  The device was used to generate linear gradients of CCL19 and CXCL12 
chemokines to study T cells’ response to the established gradients.  Notably, the 
simple geometry also allowed for rapid switching of gradient profiles.  
 
1.3.4.3: Micro Dunn Chambers 
The Dunn and Zigmung chambers were especially good candidates for 
miniaturization because diffusion dominates on the micro scale and gradient profiles can 
be predicted with relatively simple models.  The basic principles of this approach are to 
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have two or more reservoirs connected by a channel in which diffusively formed 
gradients are generated and studied with cells of interest.  In particular, Beebe’s group 
(Univ. of Wisconsin) has done much interesting work in this area – their recent work, 
along with a few notable others, are summarized below: 
• Abhyankar and Beebe successfully combined micro Dunn chambers and cell 
patterning techniques to explore spatiotemporal positioning of cells and beads into 
diffusion limited microwells [27].  This is a useful method for studying co-culture 
scenarios with different cells and diffusible reagents.  
 
 
Appendix Figure 6: An example of micro Dunn-type chamber. Here, a 
hydrogel layer is used for diffusion of chemoattractants and cells are 
seeded in the channels underneath the hydrogel [28]. 
 
• Wu et al demonstrated a variation of the standard micro Dunn chamber with 
hydrogel serving as the medium for diffusion [28].  In their scheme, gradients 
were formed diffusively in the hydrogel and then cells were observed in channels 
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of various shapes that were right below the hydrogel layer.  The hydrogel offers a 
number of advantages: it prevents convective flows and forms a physical barrier 
between cells in the channel and media in the reservoirs.  
• Yu et al presented diffusion dominant PDMS microchambers to explore the 
relationship between chamber geometry and cell proliferation [29].  Not 
surprisingly, the chamber height had the most significant effect on cell 
proliferation with shallower channels yielding lower rates of cell proliferation.   
Based on this work, it is clear that the accumulation of cell waste products and 
other factors can be quite rapid (~5-10 hours) in microchambers and this should 
be an important consideration in designing experiments.   
• Paliwal et al studied MAPK adaptive gradient sensing in yeast using a series of 
Dunn-type microbridges which were connected to two main feeding channels 
[30]. By varying the length of the microbridges, the authors were able to explore a 
series of gradient profiles in a parallel and high-throughput manner.  
• Chueh et al presented a clever way of embedding semiporous polyester and 
polycarbonate membranes between two layers of PDMS [56]. 
• Chaw et al experimented with micron-sized gaps to study tumor cell migration in 
response to diffusive gradients of chemoattractants that formed in the gaps 
connecting three parallel-flow channels [31].  Results of this work seem to 
suggest that cells have limited flexibility and prefer not move through gaps that 
are smaller than a specific size, 3µm in this case.  Also, the authors were able to 
extract parameters such as cell migration rates which, in this case, were measured 
113 
to be 5-15 µm/hour.  Fetal bovine serum, or FBS, was added to standard DMEM 
media to serve as the chemoattractive agent in this case.  
• Nam et al explored chemotactic response of freshwater ciliates in a Dunn-type 
microchamber with pneumatically controlled microvalves [32]. 
• Saadi et al demonstrated stable concentration gradients in two and three 
dimensions using a microfluidic ladder structure [33].  For the three dimensional 
scenario, biocompatible gels were used.     The authors used their device to show 
neutrophil chemotaxis in gradients of soluble chemoattractant IL-8. 
• Keenan et al presented a slightly modified micro Dunn chamber where the 
reservoirs were pressurized and chemoattractive solutions were forcibly ejected 
from the reservoirs when the pressure became sufficiently high [34]. 
• Abhyankar et al presented a method to incorporate a semiporous membrane to 
control the rate of diffusion from the reservoirs [35].  The authors include results 
which include neutrophil migration across diffusion based gradients. 
• Kim et al introduced peptide hydrogel for three-dimensional toxicity gradient 
assays based on diffusion across three virtually separated microfluidic channels 
[36].  The middle channel had the cells embedded in the three-dimensional 
hydrogel matrix and the two adjacent channels supplied two different kinds of 
media which then diffused across the middle channel.  The paper argued that 
peptide hydrogel can serve as a viable material to make biocompatible 
microenvironments for cell experiments and compared it OPLA, a collagen 




The concept behind microinjectors is quite simple – they are basically 
microfabricated “descendants” of the traditional pipettes.    Microinjectors can be 
controlled by microvalves and inject reagents in a controlled manner into the area of 
interest which can be pre-seeded with cells.  Despite their relatively simple principle of 
operation, only recently have the available microfabrication technologies reached enough 
critical mass to produce the first microinjector devices.  Here are some of the recent and 
notable examples: 
• Chung et al presented a microfluidic adaptation of the traditional pipette [43].  
Advantages over traditional pipettes include more precise timing of chemical 
release and better spatial resolution.  The authors demonstrated multiple gradients 
formed by multi-injectors.  As the authors suggested, this technique can be useful 
with chemotaxis and axon guidance studies.  
 
Appendix Figure 7: An example of a microinjector. Valves are 
actuated by pressurizing the control channel and also act as pumps to 
generate pulsatile release of solution into the reservoir [43].  
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• Frevert et al presented a device that performs microinjection through a pore which 
is controlled via a pneumatically operated valve [44].  Neutrophil migration 
studies were performed with the device.  
• Nielson et al presented an elegant method where a pulsed laser beam is used to 
puncture holes in the micron-thick membrane to allow reagents to be injected and 
thereby form specific gradient profiles [45].  Notably, reagent streams can be 
blocked by photo-crosslinking a protein plug over selected punctured pores.  
Thus, this method allows microinjection of chemicals in parallel and onto 
subcellular targets.  
 
1.3.4.5: Surface Patterning for Gradient Generation 
Yet another set of techniques relies on surface patterning to generate the desired 
gradients.  Here, the surface is pre-patterned with the desired reagents and the cells are 
then seeded onto the surface.  In most of these schemes, the pre-patterned surface then 
eludes the reagents and chemical gradients are formed.  Here are some of the recent and 
notable examples: 
• Geissler et al presented a method to pattern surfaces using silica beads and PDMS 
stamps to form chemical gradients with submicron resolution [46].  The gradients 
formed as reagents diffused via the surface of the beads from the PDMS stamp 
onto gold surface.  The gradient profile can be tuned by time of contact with the 
stamp, concentrations and bead diameter.  
• Hsu et al demonstrated a technique to pattern proteins onto surfaces [47].  With 
their technique they performed endothelial cell migration experiments and studied 
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haptotaxis with collagen, an ECM protein.  They also were able to distinguish 
between haptotaxis and shear stress, or mechanotaxis, by measurements via 
immunostaining for focal adhesions and lamellipodial adhesions.  Haptotaxis, a 
directional motility or outgrowth of cells, plays a critical role in vascular 
remodeling during angiogenesis, embryonic vasculogenesis and wound healing.  
The authors noted that a Whitesides-type device can be applied to generate 
gradients of ECM proteins.  
 
Appendix Figure 8: An example of a process to surface-pattern a micro 
gradient of a chemoattractant; in this case collagen and endothelial cells were 
used [47]. 
 
• Lee et al patterned collagen fibers in alignment using microfluidic flows [48].  
Their experiments showed that alignment efficiency depended on channel width 
117 
which, in turn, affected the shear stress on the attached cells.  For channels of 
smaller width, collagen aligned more efficiently along one axis.  Initial pressure-
driven flow also significantly improved alignment efficiency.  The experiments 
also showed that bovine aortic endothelial cells attached and stretched in the 
direction of the collagen fibers.  
• Nakanishi et al demonstrated a method to change substrates from non-cell-
adhesive to cell-adhesive using UV exposure [49].  This work explored 
spatiotemporal control of gradients around single cells.  
• Mai et al proposed a device and technique to study mechanotaxis using surface 
grid patterning [50].  Unlike other works which presented one-dimensional 
gradients, this approach allowed the establishment of patterned gradients in two 
dimensions.  The work demonstrated the importance of actomyosin and regulation 
of local intracellular responses. 
• Crozatier et al micropatterned surfaces using PDMS stamps on which gradients 
were formed using flow-through techniques [51]. 
 
1.3.4.6: Chemotaxis Modeling 
It is useful to mention a few of the recent papers on modeling of chemotaxis.  Here are 
some of the recent works: 
• Levine et al presented a model for chemotaxis in eukaryotic cells [52].  The paper 
also summarized state-of-the-art modeling in this area and proposed a 
mathematical model for how eukaryotic cells, such as neutrophils, can detect a 
1% difference in concentration between front and back of a cell. 
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• Nishimura et al presented a model which introduced “inertia-like” chemotactic 
response where cells could move in the same direction that they have been 
initially induced to move, even when the gradient is subsequently removed or 
reversed [53].   This phenomenon was also observed by Jeon and colleagues in 
their experiments with neutrophil chemotaxis [15]. 
• Wang et al proposed a model that correlates accuracy of transduction and number 
of receptors [54].  In other words, they provided numerical simulations and 
proposed a model that relates the number of receptors to measurement accuracy 
and response time.  
 
1.3.4.7: Electrolytic Gradient Generation 
Another notable method to generate gradients is by immersing metal electrodes in an 
electrolytic solution and then passing current through the electrodes.  Depending on the 
electrolytic solution, various molecular species can be produced at the electrodes.  For 
example, if water is used, then molecular oxygen and hydrogen are produced.  The 
amount of these species can be controlled by the amount of electric current passed 
through the electrodes and gradients of arbitrary profiles can be established by electrodes 
of certain geometries.  This method was miniaturized and developed by our group [55] 
and some of the relevant results are presented in later chapters.  This method is especially 
useful for generating gradients of small molecules such as oxygen and hydrogen which 
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Appendix B  
 
Finite Element Model (FEM) 




Set up a mesh with rectangular blocks over the channel geometry.  Set initial conditions 
and iterate over a specified number of time steps. 
 
       
       
       
       
       
 
A.1 Preliminary Remarks on Taylor Expansion 
If  and  are two smooth functions then, by the Taylor expansion,  
 
 (*) 
 for small , . 
 
A.2 Mesh with Square Blocks 
This initial case explains how the mesh is set up for the case where mesh elements are 
square blocks. 
 
Consider , where , , , and 
, , , so that  are half-integer multiples of , 
respectively. 
 
Consider the case when . Also, write  for .   
 
Then in the interior of the  rectangular channel, that is, for  and 







Assuming that the function  has a smooth extension, using (*), and neglecting terms 
 and , arrive to the diffusion equation  
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  (2) 
 with the diffusion coefficient 
  (3) 
 
A.3 Mesh with Rectangular Blocks 
 Interior Blocks 
 
       
       
       
       
       
 
 
Now, to set up rectangular (vs. square) blocks, discretize the diffusion equation back, but 
with  
   
 





which, for interior blocks, on recalling (3) and (4), can be rewritten similarly to (1):  
 
   
 in fact, (1) is a special case of Eq. (interior), corresponding to . 
 
So, to sum up, what was done above may be referred to as the blocking – that is is, 
switching from the case of  mesh squares to  mesh blocks of such squares in 
the  domain, which corresponds to going from  squares to 
 blocks of such squares in the  domain. An advantage of the 
blocking is that it reduces the computer processing time about  times, even if using the 
same . Another advantage is that the processing time can be reduced further almost 
twice for large  (more exactly,  times, by increasing  this number of times); 
indeed, before the blocking, the restriction on  was , and after the blocking it 
126 
gets relaxed to . Also, at least qualitatively, the effect of the blocking 
on the accuracy of the approximation is insignificant, even for  as large as . 
 
Top Blocks 
       
       
       
       
       
 





 Neglecting terms of smaller orders of magnitude, one has  
   





which can in be rewritten as  
   
 
Far End Blocks 
       
       
       
       
       
 
The “far end” case equations (except for the two “far end” corners) are similar to the 
















       
       
       
       
       
 
Similar considerations produce the equations for the bottom boundary (except for the two 
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Top Far Corner 
       
       
       
       











   
  
Bottom Far Corner 
 
       
       
       
       































Finite Element Model (FEM) 
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