This. paper is concerned with the optimal control of discrete-time linear systems that possess randomly jumping parameters described by finite state Markov processes.
1.

Introduction and Problem Formulation
Consider the discrete-time jump linear system Xkfl = Ak(rk)xk+ Bk(rk)uk = k = k ,...
1N
Pr~r r =i p ij)
k+l jr k = Pk+ where the initial state is
Here the x-process is n-dimensional, the control u 6 R ' and the form process {rk:k=kol .. .,N} is a finite-state Markov chain taking values in M = U1, 2, . . ., M.-, with transition probabilities Pk(i,j).
The cost criterion to be minimized is The continuous-time version of this problem was apparently first formulated and solved by Krasovskii and Lidskii [2] . The problem was studied later by Wonham [3] . He obtained sufficient conditions for the existence and uniqueness of solutions in the JLQ case, and also derived a separation theorem under Gaussian noise assumptions for JLQ control problems with Markovian forms and noisy x (but perfect r) observations. Sworder [4] obtains similar results using a stochastic maximum principle and has published a number of extensions with his coworkers, including [4] - [9] . Stochastic minimum principle formulations
for continuous time problems involving jump process have also been considered by Rishel [10] Kushner [141, and others. Robinson and Sworder [11, 12] have derived the appropriate nonlinear partial differential equation for continuous-time jump parameter systems having state and controi-dependent rates.
A similar result appears in the work of Kushner and an approximation method for the solution of such problems has been developed by Kushner and DiMasi [13] .
Discrete-time versions of the JLQ-control problem have not been thoroughly investigated in the literature. A special case of the xindependent JLQ discrete-time problem is considered in Birdwell [15] [16] [17] , and the finite-time horizon x-independent problem is solved in Blair and
Sworder [16] . Minor extensions are discussed in r17].
In this paper we develop necessary and sufficient conditions for the existence of steadystate optimal controllers for the discrete time JLQ problem. These conditions are much more complicated than in the usual discrete-time linear quadratic regulator problem. Specifically, these conditions must account In the next section we review the basic form of the solution to the discrete-time JLQ problem over a finite time horizon and in Section 3 we present examples that illustrate several qualitative features of the solution.
In Section 4 we present the rather complicated necessary and sufficient conditions for the existence of a steady-state solution for time-invariant JLQ problems over infinite horizons, and in Section 5 we present an example illustrating this condition and several other examples which serve to show that simpler conditions such as stabilizability or controllability are neither necessary nor sufficient. Section 6 contains simpler sufficient conditions for the existence of solutions in the infinite horizon case, and Section 7 contains a brief summary.
Problem Solution
The optimal control law can be derived using dynamic proqramming. Let
Vk(xkrk) be the expected cost-to-go from state (xk rk) at the time k
Consider the discrete-time noiseless Markovian-form jump linear quadratic optimal control problem (1) -(4). The optimal control law is given by
where for each possible form j the optimal qain is given by
i=l Hence the sequence of sets of positive semi-definite symmetric matrices (Kk (l j): i 6 M) satisfies the set of M coupled matrix difference equations
with terminal conditions
The value of the optimal expected cost (3) that is achieved with this control law is given by
The proof of this result appears in [1] and is sketched in the appendix.
An earlier and essentially identical result was established in [161.
Note that the {Kk(J): i e M} and optimal gains {Lk(J): i e Ml can be recursively computed off-line, using the M coupled difference equations (6 )- (8) .
The M coupled Riccati-like matrix difference equations cannot be written as a sinqle nM-dimensional Riccati-equation.
Examples
In this section some qualitative aspects of the JLQ controller given in Proposition 1 are illustrated via a time-invariant scalar example with M=2 forms. This example serves to point out issues that arise in the consideration of steady-state JLQ controllers in the following sections.
In this case the cost matrix sequences {Kk(i), i 6 M} may or may not converge as k decreases from N, and furthermore, xk may or may not be driven to zero, as shown in the following.
Example 1: Consider the following choice of parameters for (9):
The optimal costs, control gains and closed-loop dynamics are given in Here we choose the parameters of (9) so that the optimal closed-loop systems in different forms are not all stable, although the expected value of x is driven to zero. Let
where tKi), = 0,
Thus there is a high penalty on control in form 2.
This system is much more likely to be in r=l than in r=2 at any time.
We might expect that the optimal control strategy may tolerate instability while in the expensive-to-control form r=2, since the system is likely to return soon to the form r = I where control costs are much less.
Computation for four iterations demonstrates this, as shown in Tables 3   and 4 .
As our analysis in subsequent sections will confirm, these quantities converge as (N-k)-->oo , Note that the closed-loop system is unstable while in r=2.
Direct calculation of the expected value of xk, given x 0 and r 0 , shows that IE (xk)I decreases as k increases. This is shown in Table 5 . In four time steps 4 E{x} is reduced by over 95% if initially the system is in form 1 and 68% if it starts in form 2.
Note that if the system starts in the expensive-to-control form r=2, x is allowed to increase for one time step (until control while in r = 1 is likely to reduce it).
Kk(l)=Lk (1) Kk ( 2 ) Table 2 : Standard LQ Solution for Example 1. Table 5 : E{x k -for Example 2.
The Steady-State Problem
We now consider the control problem in the time-invariant case as the time horizon (N-k O ) becomes infinite. Specifically consider the model (1), (2) with Ak (r k ) = A(rK), Bk(rk) = B(rk) and Pk+(i) = pij. We wish to determine the feedback control law to minimize
For future reference, from Proposition 1 the optimal closed-loop dynamics in each form i 8 M are
where Q kfj) is defined in (7) (in the time-invariant case, of course, only Kk(j) in (7) may vary with k).
Before stating the main result of this section, we recall the following terminology pertaining to finite-state Markov chains:
· A state is transient if a return to it is not guaranteed.
· A state i is recurrent if an eventual return to i is guaranteed.
State i is accessible from state i if it is possible to begin in i and arrive in i in some finite number of steps.
· States i and j are said to communicate if each is accessible from the other.
A communicating class is closed if there are no possible transitions from inside the class to any state outside of it.
A. closed communicating class containing only one member, j, is an absorbing state. That is, pj
1.
A Markov chain state set can be divided into disjoint sets T, C1 ..,Cs where all of the states in T are transient, and each C. is a closed communicating class of recurrent states.
Define the cover C . of a form j G M to be the set of all forms accessible from i in one time step. That is,
The main result of this section is the following: Proposition 2: For the time-invariant Markovian JLQ problem the conditions described below are necessary and sufficient for the solution of the set of coupled matrix difference equations (6)- (8) 
where D(j) is defined as in (11) with Q . i() replaced by Q (j).
In turn, Q *ij) is defined in (7) with Kk(j) replaced by K(j); that is
Furthermore the steady gains L(j) in the steady-state optimal control law u(rk,X k ) = -L(rk)xk (14) are given by
Thus under the conditions described below the optimal infinite horizon cost
The conditions to be satisfied are as follows. There exists a set of constant control laws
so that
For each closed communicating class, Ci, the expected cost-to-go from (xk = x, rk = i 6 C ) at time k remains finite as (N-k)-->oo. This will be true if and only if for each closed communicating class Ci, for all forms j e C,, there exists a set of finite positive semi-definite n x n matrices { Z 1 , 2' "ZCil } > satisfying the IC I coupled equations (17) Note that in the case of an absorting form i (ie., a singleton communicating class) Z. reverts to the quantity
Cnce we are in an absorbing form our problem reduces to a standard LQ problem and Condition 1 in effect states that unstable modes in such a form that lead to nonzero costs must be controllable.
Condition 2:
For each transient form j e T E M, the expected cost-to-go is finite. This is true if and only if set of finite positive semi-definite n x n matrices { G 1 ,G 2 , ... GiTI } satisfying the ITI coupled equations
Condition 1 states that it is possible to achieve finite expected cost In fact it is given by
This establishes an upper bound on the optimal cost matrices Kko (j) for the finite time horizon problem for the particular case when the terminal costs KN(J) = 0. Furthermore, in this case the Kko (j) are monotone increasing as (N-k 0 ) increases, and thus they converge. It is then immediate that the
satisfy (16) . Straightforward adaptations of standard LQ arguments then allow us first to extend the convergence result to the case of arbitrary terminal cost matrices for the finite horizon problem and, secondly, to
show that there is a unique set of positive definite solutions of (16 
The following corollary presents one sufficient condition that guarantees that Xk -->0 in mean square.
Corollary 1: Consider the time-invariant JLQ problem, and suppose that the
Conditions I and 2 of Proposition 2 are satisfied. Suppose also that the closed loop transition matrix (ij)-Bej)L'j) is invertible for all ).
Then
is positive definite for at least one form in each closed communicating class. 0
Before sketching the proof of the corollary it is worth providing an example that illustrates the types of situations that motivated the inclusion of the assumption that A(j)-B(j)L(j) is invertible for all j.
Ex armpIle 4:
Consider a scalar system with form dynamics illustrated in Figure 1 where
In this case, assuming that the initial form is not 2, it is not difficult to show that E[x 23-->oo, while the cost incurred over the infinite horizon is zero, even though Q(3) = 1. The reason for this is that the form process is likely to remain in form I for too long a time, but this large value of the state is not penalized because of the nulling of the state at the time of the first transition to form 2. Note also that in this case, although E[Xk23 diverges, xk-->oo with probability 1.
1
For simplicity in our proof of the corollary, let us assume that there is a single closed communicating class. The extension to several classes is straightforward. First let us denote by j* the form specified in the Corollary; i.e., j* is in the closed communicating class, and
where 6min (A) = smallest singular value of A.
Note next that if we apply the optimal steady-state control law as specified in Proposition 2, and if rk=j, then the cost accrued at time k is
Suppose that {t.i is any sequence of strictly increasing stopping times so that rti = i* Then under the conditions of Proposition 24 the optimal cost J is finite, and in fact:
From this we can immediately conclude that 
Examples
The following simple scalar example illustrates the conditions of Proposition 2.
Example 5: Consider the form dynamics depicted in Figure 2 ,where the xprocess dynamics are autonomous in all forms: 
. (3) 
From the expression for G(5) we see that for 0 ( G(5) < oo we have wiv)
with the resulting
From the expression for G(7) we see that for 0 < G(7) < oo we have (v) P 7 7 a (7) < 1 with Q0(7) + P 7 2 2 (7) G (2) can be unstable as long as the other form's dynamics make up for the instability; (ii)
-transient forms r = 5,7 can have unstable dynamics as long as the probability of staying in them for any length of time is low enough; (iii),(v) -some instability of the dynamics of forms r = 1,2 is okay so long as the probability of repeating a 2-->1-->2 cycle is low enough;(iv).
In the proof of the LQ problem, the existence of an upper bound can be guaranteed by assuming the stabilizability of the system. This does not suffice here (except for scalar x), as shown in the following example. The following example demonstrates that (for n > 2) stabilizability of even one form's dynamics is not necessary for the costs to be bounded. Both forms are unstable, uncontrollable systems so neither is stabilizable. We again take the form dynamics as in Figure 3 . ,.2t221
:
(1/4)Z 2 2 (2) and plugging this into the second equation: 
The proof of this corollary is also immediate. 0
Note that if (28) holds then conditions (i)-(3) of Proposition 2 hold.
Note also that we are guaranteed that lxkkl -->O with probability one, if and for r=l
If a 2 el i, then the expected cost is
However, if a p >! then the expected cost-to-go is infinite. This demonstrates that (28) holding only for nontransient forms is not sufficient for finite expected cost-to-go. Specifically, as this example demonstrates, the cost-to-go will be infinite if one is likely to remain sufficiently long in transient forms that are unstable enough. 0
Example 10: Let
where the form transition dynamics are given in Figure 4 . We also assume If the system is in form 1 or 3 for three successive times (r k = rk+ 1 rk+2 = 1), then xk+2 = (0 0) for any xk. In form r = 2, the expected cost incurred until the system leaves (at time t) given that the state at time k is (x k , rk 2) is
For this cost to be finite we must have
which is true if and only if a p 2 2 < 1.
(29)
Thus we would expect that the optimal expected costs-to-go in Proposition 2 will be finite if and only if (29) holds. We next verify that the necessary and sufficient conditions of Proposition 2 say this.
The matrix A(3) = 
