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In this paper, we treat an asymptotic hypothesis testing (or state discrimination with asymmetric
treatment of errors) between an arbitrary fixed bipartite pure state |Ψ〉 and the completely mixed
state by one-way LOCC, two-way LOCC, and separable POVMs. As a result, we derive single-
letterized formulas for the Stein’s lemma type of optimal error exponents under one-way LOCC,
two-way LOCC and separable POVMs, the Chernoff bounds under one-way LOCC POVMs and
separable POVMs, and the Hoeffding bounds under one-way LOCC POVMs in the whole region of
a parameter and under separable POVMs on a restricted region of a parameter. We also numerically
calculate the Chernoff and the Hoeffding bounds under a class of three-step LOCC protocols in low-
dimensional systems and show that these bounds not only outperform the bounds for one-way LOCC
POVMs but also almost approximates the bounds for separable POVMs in the parameter region
where analytical bounds for separable POVMs are derived.
PACS numbers:
I. INTRODUCTION
A. Local hypothesis testing problems
Local discrimination, which is the problem of discrim-
inating an unknown quantum state from known candi-
dates by means of local operation and classical commu-
nication (LOCC), has been intensively studied since al-
most the advent of the field of quantum information [1–
30]. This is because this problem lies at the intersec-
tion of two significantly important topics of quantum in-
formation: quantum state discrimination [1, 31, 32] and
entanglement theory [33, 34]. A quantum state discrim-
ination protocol, which is a protocol for discriminating
an unknown state from known candidates, is an essen-
tial subroutine for every quantum information protocol,
since it is the only way to derive classical information en-
coded in quantum states. On the other hand, entangle-
ment, which is non-local quantum correlation that does
not increase under LOCC, is considered to be an essential
resource for quantum information processing to outper-
form its classical counterpart. As a result, by studying
local discrimination, we can understand basic quantum
information processing among spatially separated parties
and also the theory of entanglement itself more deeply.
There are various different settings of state discrimina-
tion problems except the most conventional problem set-
ting [1, 31, 32], like quantum hypothesis testing [39, 40],
quantum state estimation [31, 32], and classical capac-
ity of quantum channel [41, 42]. Thus, there exist var-
ious different settings on local discrimination problems
as well. In this paper, we especially treat local discrim-
ination problems in the form of asymptotic hypothesis
testing [43].
In asymptotic hypothesis testing, by measuring many
copies of an unknown state, we aim to certify that the
unknown state satisfies a given hypothesis H1 (called an
“alternative hypothesis”), and for this purpose, we try to
reject hypothesis H0 (called a “null hypothesis”) which
is true when H1 is false. When a hypothesis (H0 or H1)
consists of a single known state, it is called a simple hy-
pothesis. In this paper, we only treat asymptotic hypoth-
esis testing problems whose both null and alternative hy-
potheses are simple hypotheses.
In asymptotic hypothesis testing, there exist two differ-
ent error probabilities: the error probability judging H1
to be true when H0 is true (type-1 error) and the error
probability judgingH0 to be true when H1 is true (type-2
error). There is a trade-off between these error probabil-
ities, and hence the way to treat these error probabilities
is not unique. Actually, the following three different opti-
mal error rates are commonly known and play important
roles in many fields of information theory and statistical
inference [44, 45]:
1. An asymptotic exponent of the optimal type-2 er-
ror under the condition that type-1 error is upper
bounded by a constant.
2. An asymptotic exponent of the optimal type-2 error
under the condition that the exponent of the type-1
error is bounded by a constant.
3. An optimum exponent of the average of type-1 and
type-2 error.
2The first optimal error exponent is equal to the relative
entropy (or the Kullback-Leibler divergence) [46] between
two hypotheses; this is called “Stein’s lemma” [47]. The
analytical formulas for the second and the third optimal
error exponents are called the Hoeffding bound [48–50]
and Chernoff bound [47], respectively. For all three op-
timal error exponents, their formulas have been recently
extended to the case of the quantum hypothesis test-
ing, where both H0 and H1 are single copies of quantum
states (say ρ and σ): the quantum Stein’s lemma [39, 40],
quantum Chernoff bound [51, 52], and quantum Hoeffding
bound [53, 54].
On the other hand, it is much more difficult to treat
an asymptotic quantum hypothesis testing with an ad-
ditional locality restriction of a POVM (hereafter called
“local asymptotic hypothesis testing”). So far, a few pa-
pers have treated this problem: the paper by Matthews
et al. [17] treated the Chernoff bound under various local
POVMs in the case where ρ and σ are completely sym-
metric and anti-symmetric Werner states, respectively,
and the paper by Nathanson [24] treated the Chernoff
bound under one-way LOCC POVMs in the case where
ρ is a pure bipartite state with a maximal Schmidt coeffi-
cient λ and σ satisfies Trρσ > λ. After we had published
a preprint of this paper on arXiv.org [66], two new papers
treating asymptotic local hypothesis testing appeared. In
order to derive a monogamy type of inequality for the
relative entropy of entanglement, Li et al. [26] treated
a hypothesis testing of a pair of general tripartite states
ρABE and σABE under one-way LOCC POVMs from A
to B and studied how the disturbance on the quantum
states induced by the measurement is limited when cer-
tain type-2 error exponent is achieved. Most recently,
Brandao et al. [30] calculated optimal error exponents
in the form of Stein’s lemma for a local hypothesis test-
ing between an entangled state and a set of all separable
states.
B. The purpose, results, and organization of this
paper
In the previous paper [56], we treated local hypothe-
sis testing problems between the completely mixed state
ρmix and an arbitrary fixed bipartite pure state |Ψ〉 in
non-asymptotic, or one-copy, settings. In particular, we
derived analytical formulas of the optimal error prob-
ability under one-way LOCC and separable operations.
Although the quantum Chernoff bound [51, 52] can be re-
garded as the asymptotic version of the one-copy formula
by Helstrom and Holevo [31], the former requires addi-
tional techniques. That is, the former was obtained from
the trace inequality obtained by Audenaert et al. [51, 52]
and a remarkable relation between quantum and classical
hypothesis testing by Nussbaum et al. [52]. The main
purpose of this paper is to invent additional techniques
and to derive the asymptotic bounds for local hypothe-
sis testing based on the previous paper [56]. Hence, in
this paper, we treat the all three optimal error exponents
(the Stein, Chernoff, Hoeffding types) of asymptotic local
hypothesis testing between the completely mixed state
ρ = ρmix and an arbitrary fixed bipartite pure state
σ = |Ψ〉〈Ψ|.
As a class of POVMs, we treat one-way LOCC (lo-
cal operations and one-way classical communication)
POVMs, two-way LOCC (local operations and two-
way classical communication) POVMs and also separa-
ble POVMs (POVMs implementable by separable opera-
tions). There may be a controversy as to whether a sepa-
rable operation is “local”, since entanglement is necessary
to implement non-LOCC separable operations [3]. On
the other hand, separable operations cannot generate any
entanglement from a separable state. Moreover, one of
the author recently showed that all separable operations
can be implemented by local quantum operations with
classical correlation which does not have global causal
structure [67]. Thus, separable operations surely have
a local nature. Furthermore, in technical viewpoint, as
we will describe in this paper, separable operations often
approximate two-way LOCC very well when we focus on
a particular type of information processing. Hence, we
treat separable operations in this paper. We further treat
exponents of global operations, which are already known
[39, 51, 53]. Comparing the global case and the respec-
tive local cases, we can clarify the effects of the respective
local restrictions.
Here, we list the main results of this paper derive the
following results, where dA and dB are local dimensions of
a bipartite Hilbert space. This list explains how locality
affects these kinds of measurements.:
1. The Stein’s lemma type of error exponents are the
same for all three classes of local POVMs and given
as log dA + log dB − E(|Ψ〉), where E(|Ψ〉) is the
entropy of entanglement [33, 34]. Moreover, their
strong converse bound also coincides with the op-
timal error exponents themselves.
2. The Chernoff bound under one-way LOCC POVMs
is given as log dA + log dB − logRs(|Ψ〉), where
Rs(|Ψ〉) is the Schmidt rank [33, 34]. The Cher-
noff bound under separable POVMs is given as
log dA + log dB − LR(|Ψ〉), where LR(|Ψ〉) is the
logarithmic robustness of entanglement [57, 58].
3. An analytical formula of the Hoeffding bounds is
derived under one-way LOCC POVMs without any
restriction on a parameter and under separable
POVMs for a restricted parameter region. For
other parameter regions, analytical upper bounds
and lower bounds of Hoeffding bounds under sepa-
rable POVMs are derived.
4. The Chernoff and the Hoeffding bounds un-
der a class of three-step (therefore, two-way)
LOCC protocols are numerically calculated for low-
dimensional systems. As as result, we show that
these bounds not only outperform the bounds for
3one-way LOCC POVMs but also almost approxi-
mate the bounds for separable POVMs in the pa-
rameter region where analytical bounds for separa-
ble POVMs are derived.
Note that the base of all logarithms (log) in this paper
is e; that is, it is a natural logarithm. Among the above
results, result 2 is remarkable since it gives a new op-
erational meaning for the logarithmic robustness of en-
tanglement in terms of this local asymptotic hypothesis
testing problem; for another operational meaning of log-
arithmic robustness, see [59]. Result 4 is also remark-
able since, as far as we know, this is first time a gap
between optimal error exponents has been found under
one-way LOCC and two-way LOCC POVMs in asymp-
totic local discrimination problems; that is, so far, all
such gaps have been bound find in optimal error proba-
bilities in non-asymptotic local discrimination problems
[5, 14], and it was not known whether such gaps survive
in their asymptotic extensions.
This paper is organized as follows: In section II, we
present mathematical descriptions of our hypothesis test-
ing problem, known results about optimal error expo-
nents under global POVM, and a short description of
main results. Then, we treat the hypothesis testing prob-
lem under one-way LOCC and separable operations in
sections III and IV, and give analytical expressions of op-
timal error exponents under these classes of POVM. In
section V, we analyze a special class of three-step LOCC
(thus, two-way LOCC) protocols for this local hypothesis
testing problem. In section VI, we present and discuss
plots of error exponents corresponding to the Chernoff
and Hoeffding bounds in low-dimensional systems. Fi-
nally, we summarize the results of our paper in section
VII. We also provide a list of all notations used in this
paper in appendix A for convenience.
II. PRELIMINARY AND MAIN RESULTS
A. Preliminary
In this paper, we treat a bipartite quantum system
and its n-copy extension. A single copy of a bipartite
Hilbert space is written as HAB def= HA ⊗ HB, and its
local dimensions are written as dA
def
= dimHA and dB def=
dimHB. A space of all operators on a Hilbert space H
is written as B (H). We use notations such as IA, IB,
IAB , I
n
A, I
n
B, and I
n
AB for identity operations on HA,
HB, HAB, H⊗nA , H⊗nB , and H⊗nAB, respectively. When it
is easy to identify the support of an identity operator, we
abbreviate them as I hereafter.
In this paper, we consider an asymptotic hypothe-
sis testing between n-copies of an arbitrary fixed pure-
bipartite state |Ψ〉 having Schmidt decomposition as
|Ψ〉 def=
d∑
i=1
√
λi|i〉 ⊗ |i〉, (1)
where d is defined by
d
def
= min(dA, dB), (2)
and n-copies of the completely mixed state (or a white
noise) by
ρmix
def
=
IAB
dAdB
(3)
under the various restrictions on available POVMs:
global POVMs, separable POVMs, one-way LOCC
POVMs, two-way LOCC POVMs [33, 34]. We choose
the completely mixed state ρ⊗nmix as a null hypothesis and
the state |Ψ〉⊗n as an alternative hypothesis. In the fol-
lowing part of this section, we give definitions of various
error exponents and optimal error exponents for a general
simple null hypothesis ρ⊗n and an alternative hypothesis
σ⊗n. Thus, ρ = ρmix and σ = Ψ
def
= |Ψ〉〈Ψ| in our local
hypothesis testing problem.
We only treat a two-valued POVM consisting of
POVM elements Tn and I
n
AB−Tn, where Tn is supported
by H⊗nA ⊗H⊗nB . When the measurement result is Tn, we
judge an unknown state as σ⊗n, and when the measure-
ment result is InAB − Tn, we judge the unknown state as
ρ⊗n.
Thus, type-1 error is written as
αn(Tn) = Trρ
⊗nTn, (4)
and type-2 error is written as
βn(Tn) = Trσ
⊗n (InAB − Tn) . (5)
As a result, the optimal type-2 error under the condition
that the type-1 error is no more than a constant α ≥ 0
is written as
βn,C(α|ρ‖σ)
def
= min
Tn
{βn(Tn) | αn(Tn) ≤ α, {Tn, I − Tn} ∈ C} , (6)
where C is either →, ↔, Sep, or g corresponding to
classes of one-way LOCC, two-way LOCC, separable and
global POVMs, respectively. Here, based on the original
definitions of these classes, we notice that ↔ is not com-
pact although→, Sep, or g are compact sets [35]. Hence,
in this paper, class↔ is defined as a closure of the set of
all two-way LOCC POVMS, which involves infinite-step
LOCC protocols as well [3, 25, 36–38]. This modified
definition of class ↔ justifies the use of min in Eq. (6)
in the case of C =↔. Similarly, the optimal type-1 error
under the condition that the type-2 error is no more than
a constant β ≥ 0 is written as
αn,C(β|ρ‖σ)
def
= min
Tn
{αn(Tn) | βn(Tn) ≤ β, {Tn, I − Tn} ∈ C} . (7)
It is easily shown that the function β 7→ αn,C(β|ρ‖σ) is
an inverse function of the function α 7→ βn,C(α|ρ‖σ) in
4the region where βn,C(α|ρ‖σ) is strictly decreasing and
continuous [56].
In the Bayesian problem setting, we further assume the
existence of a prior probability on hypotheses. Suppose
there exists a prior probability (π0, π1) on the null and
alternative hypotheses. Then, the mean error probability
is given as π0αn(Tn)+π1βn(Tn). Thus, for a given class of
POVMs C, the optimal mean error probability is defined
as
Pn,C(π0, π1|ρ‖σ)
def
= min
Tn
{π0αn(Tn) + π1βn(Tn)|{Tn, I − Tn} ∈ C} . (8)
For any class of POVMs C, the relation between
Pn,C(π0, π1|ρ‖σ) and βn,C(α|ρ‖σ) is given as follows:
Pn,C(π0, π1|ρ‖σ) = inf
0≤α≤1
π0α+ π1βn,C(α|ρ‖σ). (9)
Similarly, the following formula holds between
Pn,C(π0, π1|ρ‖σ) and αn,C(β|ρ‖σ):
Pn,C(π0, π1|ρ‖σ) = inf
0≤β≤1
π0αn,C(β|ρ‖σ) + π1β. (10)
Eqs. (9) and (10) hold even when a null hypothesis and
an alternative hypothesis are composite hypotheses.
In this paper, we treat this local hypothesis testing
problem in the forms of the Chernoff bound, the Stein’s
Lemma, and the Hoeffding bound. For a class of POVMs
C, the Chernoff bound ξC (ρ‖σ) is given as the optimal
exponent of the mean error probability:
ξC(ρ‖σ) def= lim
n→∞
− 1
n
logPn,C(π0, π1|ρ‖σ). (11)
Hence, for a large n, Pn,C (π0, π1|ρ‖σ) behaves like
Pn,C (π0, π1|ρ‖σ) ∼ exp (−nξC (ρ‖σ)) . (12)
ξC(ρ‖σ) may not exist for a given class C. Hence, we
define ξC(ρ‖σ) and ξC(ρ‖σ) by using lim or lim instead
of lim, where lim and lim are the limit-superior and the
limit-inferior, respectively. ξC(ρ‖σ) and ξC(ρ‖σ) alway
exist and satisfy ξC(ρ‖σ) ≥ ξC(ρ‖σ). ξC(ρ‖σ) exists if
and only if ξC(ρ‖σ) = ξC(ρ‖σ). When the class of global
POVMs C = g, it is known that the Chernoff bound
ξg(ρ‖σ) is given as [51]
ξg(ρ‖σ) = − log
(
inf
0≤s≤1
Tr
(
ρ1−sσs
))
. (13)
In an asymmetric hypothesis testing, we are interested
in the optimal type-2 (or 1) error exponent under vari-
ous restrictions for the type-1 (or 2) error. If the error
exponent exists, we define the optimal type-2 (or 1) error
exponent θC (ǫ|ρ‖σ) (or ηC (ǫ|ρ‖σ)) under the restriction
where the optimal type 2 (or 1) is less than a constant ǫ
as
θC(ǫ|ρ‖σ) def= lim
n→∞
− 1
n
log βn,C(ǫ|ρ‖σ), (14)
ηC(ǫ|ρ‖σ) def= lim
n→∞
− 1
n
logαn,C(ǫ|ρ‖σ). (15)
Hence, for a large n, βn,C (ǫ|ρ‖σ) and αn,C (ǫ|ρ‖σ) behave
like
βn,C (ǫ|ρ‖σ) ∼ exp (−nθC (ǫ|ρ‖σ)) (16)
and
αn,C (ǫ|ρ‖σ) ∼ exp (−nηC (ǫ|ρ‖σ)) , (17)
respectively. We define θC(ǫ|ρ‖σ), θC(ǫ|ρ‖σ), ηC(ǫ|ρ‖σ),
and η
C
(ǫ|ρ‖σ) by using lim and lim, respectively, instead
of lim. By the definitions, θC(ǫ|ρ‖σ) exists if and only
if θC(ǫ|ρ‖σ) = θC(ǫ|ρ‖σ). Similarly, ηC(ǫ|ρ‖σ) exists if
and only if ηC(ǫ|ρ‖σ) = ηC(ǫ|ρ‖σ).
For a class of POVMs C, we define the strong converse
bounds of θC(ǫ|ρ‖σ) as
θ†C(ρ‖σ)
def
= sup
{Tn}∞n=1
{
limn→∞ −
1
n
log βn(Tn)
∣∣∣
limn→∞αn(Tn) < 1, {Tn, I − Tn} ∈ C
}
. (18)
This value is the bound of the optimal type-1 error ex-
ponent of a sequence of POVM {Tn} whose type-2 error
probability does not converge to 1. η†C(ρ‖σ) is also de-
fined as
η†C(ρ‖σ)
def
= sup
{Tn}∞n=1
{
limn→∞ −
1
n
logαn(Tn)
∣∣∣
limn→∞βn(Tn) < 1, {Tn, I − Tn} ∈ C
}
. (19)
By the definition, when ηC(ǫ|ρ‖σ) and θC(ǫ|ρ‖σ) exist,
we derive
ηC(ǫ|ρ‖σ) ≤ η†C(ρ‖σ),
θC(ǫ|ρ‖σ) ≤ θ†C(ρ‖σ)
for all ǫ > 0 and any class C.
It is known that θg(ǫ|ρ‖σ) and θ†g(ρ‖σ) are given for a
null ρ⊗n and an alternative σ⊗n hypotheses as [39, 40]
θg(ǫ|ρ‖σ) = θ†g(ρ‖σ) = ηg(ǫ|σ‖ρ) = η†g(σ‖ρ)
=D(ρ‖σ), (20)
where D(ρ‖σ) is the relative entropy between ρ and σ
defined as [60]
D (ρ‖σ) def= Trρ log ρ− Trρ log σ. (21)
This result is called Stein’s lemma.
For a class of POVMs C, the Hoeffding bound
BC(r|ρ‖σ) (or AC(r|ρ‖σ)) is defined as the optimum
type-2 (or type-1) error exponent under the restriction
5where the other error exponent is lower bounded by a
constant r:
BC(r|ρ‖σ) def= sup
{Tn}
∞
n=1
{ lim
n→∞
− 1
n
log βn(Tn)
∣∣
lim
n→∞
− 1
n
logαn(Tn) ≥ r, {Tn, I − Tn} ∈ C},
(22)
AC(r|ρ‖σ) def= sup
{Tn}
∞
n=1
{ lim
n→∞
− 1
n
logαn(Tn)
∣∣
lim
n→∞
− 1
n
log βn(Tn) ≥ r, {Tn, I − Tn} ∈ C}.
(23)
In the above equations, type-1 error probability α (Tn)
and type-2 error probability β (Tn) are defined by
Eqs. (4) and (5), respectively. For global POVMs C = g,
the Hoeffding bounds have the following formula [53, 55]:
Bg(r|ρ‖σ) = Ag(r|σ‖ρ) = sup
0≤s<1
−rs− logTrσsρ1−s
1− s .
(24)
By means of the above analytical formulas for the vari-
ous optimal error exponents under global POVM, we can
calculate these optimal global error exponents for our hy-
pothesis testing problem as follows:
ξg(ρmix‖Ψ) = ηg(ǫ|ρmix‖Ψ) = Ag(r|ρmix‖Ψ)
= log dA + log dB , (∀ǫ > 0, ∀r > 0) (25)
θg(ǫ|ρmix‖Ψ) = +∞, (∀ǫ > 0) (26)
Bg(r|ρmix‖Ψ)
=
 +∞ if 0 ≤ r ≤ log dA + log dB ,0 otherwise. (27)
From the definition of θg(ǫ|ρmix‖Ψ) in Eq. (14), Eq. (26)
shows the super-exponential convergence of the optimal
type-2 error βn,g(ǫ|ρmix‖Ψ). Moreover, one can easily
see that for a fixed α, for n ≥ − log ǫlog dA+log dB , the optimal
type-2 error βn,g(ǫ|ρmix‖Ψ) is exactly equal to 0.
Finally, we slightly explain the optimal tests of classical
hypothesis testings. As we can easily see, when ρ and σ
are diagonal in a fixed basis {|i〉}di=1, Eqs.(13), (20) , and
(24) give the optimal error exponents of the Stein, Cher-
noff, and Hoeffding types of classical hypothesis testings,
respectively. The optimal classical measurements achiev-
ing these bounds can be chosen as “likelihood-ratio tests”
Λ (t) [44, 49]. Let us consider a hypothesis testing of n-
copy-independent and identical distributions p (xn) and
q (xn), where xn is on a set χn of all sequences of n-
alphabets. Then, the likelihood-ratio test Λ (t) is defined
by
Λ (t)
def
=
{
xn ∈ χn
∣∣p (xn)
q (xn)
> t
}
. (28)
Hence, if the measurement result xn is in Λ (t), then,
we judge an unknown distribution as p (xn), and oth-
erwise, we judge it as q (xn). The optimal tests whose
error exponents converge to the Stein, Chernoff and
Hoeffding type exponents are known to be Λ (t) with
t = 2n(D(p(xn)|q(xn))−δ), 1, and 2n(Bg(r|p(xn)‖q(xn))−r), re-
spectively, where δ > 0 is an arbitrary small parameter
[44, 49].
B. Main results
In this subsection, we briefly describe the main results
of this paper. The Stein’s lemma type of error exponents
as well as their strong converse bounds are given for all
0 < ǫ < 1 as (Theorem 1, Theorem 2, and Corollary 2),
θ→ (ǫ|ρmix‖Ψ) = θ↔ (ǫ|ρmix‖Ψ) = θsep (ǫ|ρmix‖Ψ)
=θ†→ (ρmix‖Ψ) = θ†↔ (ρmix‖Ψ) = θ†sep (ρmix‖Ψ)
= +∞, (29)
η→ (ǫ|ρmix‖Ψ) = η↔ (ǫ|ρmix‖Ψ) = ηsep (ǫ|ρmix‖Ψ)
=η†→ (ρmix‖Ψ) = η†↔ (ρmix‖Ψ) = η†sep (ρmix‖Ψ)
= log dA + log dB − E (|Ψ〉) , (30)
where E (|Ψ〉) is the entropy of the entanglement defined
by Eq. (44). Note that the difference between the class
of POVMs does not appear from the viewpoint of the
Stein’s lemma type of error exponents.
The Chernoff bounds for one-way LOCC POVMs and
separable POVMs are given as (Theorem 1 and Theorem
4)
ξ→(ρmix‖Ψ) = log dA + log dB − logRs(|Ψ〉)
ξsep(ρmix‖Ψ) = log dA + log dB − LR(|Ψ〉), (31)
where Rs(|Ψ〉) is the Schmidt rank defined by Eq. (43),
and LR(|Ψ〉) is the logarithmic robustness of entangle-
ment defined by Eq. (95). The above single-letterized
formulas show the clear separation between the Chernoff
bounds under one-way LOCC and under separable oper-
ations, which never appears for the Stein’s lemma type
of error exponents. For two-way LOCC POVMs C =↔,
in Section V, we derive the bound ξ˜↔ (ρmix‖Ψ), which
can be numerically calculated by Eq. (125 ), satisfying
ξ→ (ρmix‖Ψ) ≤ξ˜↔ (ρmix‖Ψ) ≤ ξ↔ (ρmix‖Ψ) .
In Section VI, we will show that, although ξ˜↔ (ρmix‖Ψ)
is the Chernoff bound of the restricted class of
three-step LOCC protocols (Alice→Bob→Alice), it not
only exceeds ξ→ (ρmix‖Ψ) but also well approximates
ξsep (ρmix‖Ψ) at least in low-dimensional Hilbert spaces
(FIG. 1 and 2).
The Hoeffding bounds for one-way LOCC POVMs are
6given as follows (Theorem 1):
A→(r|ρmix‖Ψ)
= log dA + log dB + sup
0≤s<1
−rs− log∑i λsi
1− s ,
B→(r|ρmix‖Ψ)
=

+∞ if 0 ≤ r ≤ log dA + log dB + logRs,
otherwise
sup0≤s<1
−(r−log dA−log dB)s−log
∑
i λ
1−s
i
1−s .
The Hoeffding bounds for separable POVM are evaluated
as (Theorem 5 and Corollary 3)
Asep(r|ρmix‖Ψ) = log dA + log dB − LR(|Ψ〉),
if r ≥ log d− LR(|Ψ〉),
log dA + log dB − LR(|Ψ〉) ≤ Asep(r|ρmix‖Ψ)
≤ log dA + log dB − E(|ψ〉),
if 0 ≤ r ≤ log d− LR(|Ψ〉),
Bsep(r|ρmix‖Ψ)
=
 +∞, if 0 ≤ r ≤ log dA + log dB − LR(|Ψ〉),0, if r ≥ log dA + log dB − E(|Ψ〉),
Bsep(r|ρmix‖Ψ) ≤ log d− LR(|Ψ〉),
if r > log dA + log dB − LR(|Ψ〉).
For two-way LOCC POVM C =↔, in Section V, we de-
rive the bound A˜↔ (r|ρmix‖Ψ), which can be numerically
calculated by Eq. (126 ), satisfying
A→ (r|ρmix‖Ψ) ≤A˜↔ (r|ρmix‖Ψ) ≤ A↔ (r|ρmix‖Ψ) .
In Section VI, we will show that, although
A˜↔ (r|ρmix‖Ψ) is the Hoeffding bound of the re-
stricted class of three-step LOCC protocols, it not
only exceeds A→ (r|ρmix‖Ψ) but also well approximates
Asep (r|ρmix‖Ψ) in the region of parameter r where we
have an analytical formula of Asep (r|ρmix‖Ψ), at least
in the low-dimensional Hilbert spaces (FIG. 3 and 4).
III. HYPOTHESIS TESTING UNDER
ONE-WAY LOCC POVMS
In this section, we consider C =→, that is, the lo-
cal hypothesis testing under one-way LOCC POVMs. In
the following part of the paper, we mostly treat the case
where a null hypothesis is ρ = ρmix and an alternative
hypothesis is σ = Ψ
def
= |Ψ〉〈Ψ|. Therefore, when this
is the case, we often abbreviate these variables in the
formula. For example, we write θC(ǫ|ρmix‖Ψ) as θC(ǫ).
First, from the last paper [56], we derive the following
lemma:
Lemma 1. For all α > 0 and β > 0,
αn,→(β|ρmix‖Ψ) = αn,g(β|ρmix‖σΨ), (32)
βn,→(α|ρmix‖Ψ) = βn,g(α|ρmix‖σΨ), (33)
where an optimal type-1 error probability αn,→(β|ρ‖σ)
and an optimal type-2 error probability βn,→(α|ρ‖σ) are
defined by Eqs. (7) and (6). In the above equations, σΨ
is a separable state defined as
σΨ
def
=
d∑
i=1
λi|i〉〈i| ⊗ |i〉〈i|, (34)
and {|i〉 ⊗ |j〉}i,j is the Schmidt basis of |Ψ〉 (see Eq. (1)).
(Proof)
From Theorem 1 of the last paper [56], an optimal
one-way LOCC POVM achieving β1,→(α|ρmix‖Ψ) can
be chosen to be diagonal in the Schmidt basis of |Ψ〉
(thus, {|i〉 ⊗ |j〉}ij in this case). This is also true for
βn,→(α|ρmix‖Ψ). Thus, in this case, an optimal one-way
LOCC POVM element Tn can be chosen to be diago-
nal in the Schmidt basis of |Ψ〉⊗n; we use the notation
{|Jn〉}dnJn=1 as an abbreviation of the basis {|i1〉 ⊗ · · · ⊗|in〉}i1,...,in .
All the Schmidt-basis-diagonal POVM elements Tn are
one-way LOCC POVM elements, and can be written in
the form
Tn =
dn∑
Jn,J′n=1
|Jn〉〈Jn| ⊗ |J ′n〉〈J ′n|T ′n
|Jn〉〈Jn| ⊗ |J ′n〉〈J ′n|, (35)
where T ′n is a global POVM element. On the other hand,
for an arbitrary global POVM element T ′n, the above Tn
is a one-way LOCC POVM element. For such a POVM
element Tn, the error probabilities αn(Tn) and βn(Tn),
defined by Eqs. (4) and (5), respectively, can be written
as
αn(Tn) = Trρ
⊗n
mixT
′
n, (36)
βn(Tn) = Trσ
⊗n
Ψ T
′
n. (37)
Substituting the above equations into Eqs. (6) and (7),
we derive Eqs. (32) and (33). 
Here, note that since ρmix and σΨ are commutative,
the quantum global hypothesis testing between ρmix and
σΨ are equivalent to the classical hypothesis testing be-
tween the probability distributions pmix(i, j) and qΨ(i, j),
where pmix(i, j) and qΨ(i, j) are defined as pmix(i, j) =
1
dAdB
and qΨ(i, j) = λiδi,j , respectively. Hence, Lemma 1
guarantees that the quantum hypothesis testing between
ρmix and |Ψ〉 by one-way LOCC POVMs can be reduced
to the classical hypothesis testing between pmix(i, j) and
qΨ(i, j).
By means of the above lemma, we derive analytical
formulas for the optimal error exponents:
7Theorem 1. For all ǫ > 0 and r > 0,
ξ→(ρmix‖Ψ) = log dA + log dB − logRs(|Ψ〉), (38)
η→(ǫ|ρmix‖Ψ) = log dA + log dB − E(|Ψ〉), (39)
θ→(ǫ|ρmix‖Ψ) = +∞, (40)
A→(r|ρmix‖Ψ)
= log dA + log dB + sup
0≤s<1
−rs− log∑i λsi
1− s , (41)
B→(r|ρmix‖Ψ)
=

+∞ if 0 ≤ r ≤ log dA + log dB + logRs,
otherwise
sup0≤s<1
−(r−log dA−log dB)s−log
∑
i λ
1−s
i
1−s .
(42)
In the above formulas, ξ→(ρ‖σ), η→(ǫ|ρ‖σ), θ→(ǫ|ρ‖σ)
A→(r|ρ‖σ), and B→(r|ρ‖σ) are defined by Eqs. (11),
(15), (14), (23), and (22), respectively. Rs(|Ψ〉) is the
Schmidt rank defined as
Rs(|Ψ〉) def= rankσA, (43)
where σA is defined as σA
def
= TrB|Ψ〉〈Ψ|, and E(|Ψ〉) is
the entropy of entanglement of |Ψ〉 defined as [33, 34, 43,
61]
E (|Ψ〉) def= −TrσA log σA. (44)
(Proof)
Eqs. (9) and (33) [see Lemma 1] guarantee
Pn,→(π0, π1|ρmix‖Ψ) = Pn,g(π0, π1|ρmix‖σΨ). (45)
The above equation and the definition of ξC(ρ‖σ) (see
Eq. (11)) guarantee
ξ→(ρmix‖Ψ) = ξg(ρmix‖σΨ). (46)
Similar equations also hold for ηC(ǫ|ρmix‖Ψ),
θC(ǫ|ρmix‖Ψ), AC(r|ρmix‖Ψ) and BC(r|ρmix‖Ψ).
Since analytical formulas are known for these optimum
error exponents under global POVMs [Eqs. (13), (20),
and (24) ], we can directly calculate these optimum error
exponents. As a result, we can derive the lemma. 
From the above theorem, we describe the asymptoti-
cally optimal one-way LOCC protocols as follows:
(One-way LOCC protocol)
1. For each copy of unknown states, Alice and Bob
perform the projections onto the Schmidt basis of
|Ψ〉.
2. For resulted independent and identical probability
distribution, they perform the likelihood-ratio test
Λ (t) defined by Eq.(28).
In the above protocol, t should be chosen de-
pending on the target optimal error exponent. To
attain ξ→(ρmix‖Ψ), η→(ǫ|ρmix‖Ψ), A→(r|ρmix‖Ψ),
and B→(r|ρmix‖Ψ), we need to choose t as
1, 2−n(η→(ǫ|ρmix‖Ψ)−δ), 2−n(A→(r|ρmix‖Ψ)−r), and
2n(B→(r|ρmix‖Ψ)−r), respectively.
The equation θ→(ǫ|ρmix‖Ψ) = +∞ guarantees that
βn,→(ǫ|ρmix‖Ψ) super-exponentially converges to 0 in the
limit of n→∞ for a fixed ǫ > 0. Indeed, in Section III of
the last paper [56], it was proved that βn,C(ǫ|ρmix‖Ψ) =
0 for C =→,↔, sep, and ǫ ≥ 1/max(dA, dB). Since
βn,→(ǫ|ρmix‖Ψ) ≥ βn,↔(ǫ|ρmix‖Ψ) ≥ βn,sep(ǫ|ρmix‖Ψ)
by the definitions, we derive the following corollary:
Corollary 1. For n ≥ − log ǫlog(max(dA,dB)) ,
βn,→(ǫ|ρmix‖Ψ) = βn,↔(ǫ|ρmix‖Ψ) = βn,sep(ǫ|ρmix‖Ψ)
= 0,
(47)
where βn,C(ǫ|ρ‖σ) is defined by Eq. (6). Thus,
θ→(ǫ|ρmix‖Ψ) = θ↔(ǫ|ρmix‖Ψ) = θsep(ǫ|ρmix‖Ψ)
= +∞, (48)
where θC(ǫ|ρ‖σ) is defined by Eq. (14).
IV. HYPOTHESIS TESTING UNDER
SEPARABLE POVMS
In this section, we consider C = sep, that is, the local
hypothesis testing under separable LOCC POVMs.
A. Stein’s Lemma under separable POVMs
In this subsection, we treat the optimal error ex-
ponents ηsep (ǫ|ρmix‖Ψ) and θsep (ǫ|ρmix‖Ψ), which are
the optimal error exponents in the problem setting of
Stein’s Lemma with an additional separability condition
on POVMs.
We have derived the equality θsep (ǫ|ρmix‖Ψ) = +∞
by means of the result of one-way LOCC POVMs in
Corollary 1. Hence, we treat the other error exponent,
ηsep (ǫ|ρmix‖Ψ), here. The analytical formula for this er-
ror exponent is given as follows:
Theorem 2.
η→ (ǫ|ρmix‖Ψ) = η↔ (ǫ|ρmix‖Ψ) = ηsep (ǫ|ρmix‖Ψ)
= log dA + log dB − E(|Ψ〉),
(49)
where ηC (ǫ|ρmix‖Ψ) is defined by Eq. (15), and E(|Ψ〉)
is the entropy of entanglement defined by Eq. (44).
From Corollary 1 and this theorem, we observe the
following fact: Although there is a gap in optimal er-
ror probabilities among one-way LOCC, two-way LOCC,
and separable POVMs in the non-asymptotic local hy-
pothesis testing [56], such a difference never appears on
8the Stein’s lemma type of error exponents in their asymp-
totic extensions. In the next subsection, we will see that
such a difference appears in the Chernoff and Hoeffding
types of optimal error exponents. We also note that this
theorem gives a new operational interpretation of the en-
tropy of entanglement in terms of the local hypothesis
testing.
There is a strong mathematical relation between
the optimal error exponent ηsep (ǫ|ρmix‖Ψ) and the
environment-assisted capacities of the quantum channel
treated in [62]. In particular, we can use Lemma 6 of [62]
to derive an upper bound for ηsep (ǫ|ρmix‖Ψ). However,
we give a direct proof of the theorem without using this
lemma in [62] to derive a slightly stronger result, that is,
the strong converse bound (Corollary 2).
(Proof of Theorem 2)
By the definitions, we have
η
→
(ǫ|ρmix‖Ψ) ≤ η↔ (ǫ|ρmix‖Ψ)
≤ η
sep
(ǫ|ρmix‖Ψ) ≤ ηsep (ǫ|ρmix‖Ψ) .
(50)
In the above inequalities, η
C
(ǫ|ρmix‖Ψ) and
ηC (ǫ|ρmix‖Ψ) are defined by
η
C
(ǫ|ρ‖σ) def= limn→∞ −
1
n
logαn,C(ǫ|ρ‖σ),
ηC (ǫ|ρ‖σ) def= limn→∞ −
1
n
logαn,C(ǫ|ρ‖σ), (51)
where lim and lim are the limit inferior and the limit
superior, respectively, and αn,C(ǫ|ρ‖σ) is defined by
Eq. (7). Thus, from Eq. (39), we immediately derive
η
→
(ǫ|ρmix‖Ψ) ≥ log dA + log dB − E(|Ψ〉). (52)
Hence, what we need to prove is inequality
ηsep (ǫ|ρmix‖Ψ) ≤ log dA + log dB − E(|Ψ〉). (53)
To show the inequality, we define η˜sep (ρ‖σ) as
η˜sep (ρ‖σ)
def
= sup
{Tn}∞n=1
{
limn→∞ − 1
n
logαn(Tn)
∣∣∣
limn→∞βn(Tn) < 1, {Tn, I − Tn} ∈ Sep
}
, (54)
where αn(Tn) and βn(Tn) are defined by Eqs. (4) and
(5), respectively. By the definition of ηsep (ǫ|ρ‖σ), there
exists a sequence of separable POVMs {Tn}∞n=1 such that
lim − 1
n
logαn(Tn) = ηsep (ǫ|ρ‖σ) and βn(Tn) ≤ ǫ for all
n. This fact and the definition of η˜sep(ρ‖σ) guarantee
η˜sep (ρ‖σ) ≥ ηsep (ǫ|ρ‖σ) (55)
for all ρ, σ, and 0 < ǫ < 1. Hence, the proof of Eq. (53)
is reduced to that of the inequality
η˜sep (ρmix‖Ψ) ≤ log dA + log dB − E (|Ψ〉) . (56)
In the following, to prove Eq. (53), we show that
when a sequence of tests {Tn, I − Tn} ∈ Sep satisfies
limn→∞βn(Tn) < 1, the following inequality holds:
limn→∞ − 1
n
logαn(Tn) ≤ log dA + log dB − E(|Ψ〉),
(57)
which is equivalent to the following inequality:
limn→∞
1
n
logTrTn ≥ E(|Ψ〉). (58)
Suppose a sequence of tests {Tn, I−Tn} ∈ Sep satisfies
limn→∞βn(Tn) = 1− limn→∞〈Ψ|⊗nTn|Ψ〉⊗n < 1. (59)
Then, there exist a small real number δ > 0 and an
integer N1 such that
〈Ψ|⊗nTn|Ψ〉⊗n > δ (60)
for any number n ≥ N1.
In the following part, in order to bound TrTn and de-
rive Eq. (58), we will construct an unnormalized vector
|Υn〉 ∈ H⊗nAB , which is close to |Ψ〉⊗n and whose largest
Schmidt coefficient is on the order of e−nE(|Ψ〉).
For an arbitrary small real number δ′ > 0 and the
above given δ > 0, there exists an integer N2(δ, δ
′) such
that TrLAδ′,nσ
⊗n
A ≥ 1 − δ2/16 where σA def= TrB|Ψ〉〈Ψ| ∈
B (HA),
LAδ′,n := {σ⊗nA − e−n(E(|Ψ〉)−δ
′) ≤ 0} ∈ B (H⊗nA ) , (61)
and {X ≤ 0} is the projection to the subspace spanned by
eigenvectors with a non-positive eigenvalue of X . LBδ′,n ∈
B
(H⊗nB ) is also defined similarly. Then, the definitions
of LAδ′,n and L
B
δ′,n lead
〈Ψ|⊗nLAδ′,n ⊗ LBδ′,n|Ψ〉⊗n = TrLAδ′,nσ⊗nA ≥ 1− δ2/16.
(62)
By means of L
A(B)
δ′,n , we define the unnormalized vector
|Υn〉 as
|Υn〉 def= (LAδ′,n ⊗ LBδ′,n)|Ψ〉⊗n. (63)
Then, we can show that |Υn〉 is close to |Ψ〉⊗n for large
n as follows: For n ≥ max{N1, N2},
‖|Ψ〉⊗n〈Ψ|⊗n − |Υn〉〈Υn|‖1
=‖|Ψ〉⊗n〈Ψ|⊗n
− LAδ′,n ⊗ LBδ′,n|Ψ〉⊗n〈Ψ|⊗nLAδ′,n ⊗ LBδ′,n‖1
≤‖|Ψ〉⊗n〈Ψ|⊗n(I − LAδ′,n ⊗ LBδ′,n)‖1
+ ‖(I − LAδ′,n ⊗ LBδ′,n)|Ψ〉⊗n〈Ψ|⊗n(LAδ′,n ⊗ LBδ′,n)‖1
=‖(I − LAδ′,n ⊗ LBδ′,n)|Ψ〉⊗n‖
+ ‖(I − LAδ′,n ⊗ LBδ′,n)|Ψ〉⊗n‖ · ‖LAδ′,n ⊗ LBδ′,n|Ψ〉⊗n‖
≤2
√
〈Ψ|⊗n(I − LAδ′,n ⊗ LBδ′,n)|Ψ〉⊗n ≤ 2
√
δ2/16 = δ/2.
(64)
9In the above inequalities, we use the equation
‖|Ψ〉〈Φ|‖1 = ‖|Ψ〉‖ · ‖|Φ〉‖, which holds for all unnor-
malized vectors |Ψ〉 and |Φ〉, in the second equality and
Eq. (62) in the third inequality.
Thus, for n ≥ max{N1, N2}, |Υn〉 satisfies
〈Υn|Tn|Υn〉
≥〈Ψ|⊗nTn|Ψ〉⊗n − ‖|Ψ〉⊗n〈Ψ|⊗n − |Υn〉〈Υn|‖1
>δ − δ/2 = δ/2, (65)
where Eqs. (60) and (64) are used in the second in-
equality. Since the largest Schmidt coefficient of |Υn〉
is no more than e−n(E(|Ψ〉)−δ
′), any separable state τ ∈
B
(H⊗nAB) satisfies
〈Υn|τ |Υn〉 ≤ e−n(E(|Ψ〉)−δ
′).
Because Tn has a separable form, the above inequality
leads to
〈Υn|Tn|Υn〉 ≤ e−n(E(|Ψ〉)−δ′)TrTn. (66)
Thus, for n ≥ max{N1, N2}, Eqs. (65) and (66) lead to
TrTn > δe
n(E(|Ψ〉)−δ′)/2, (67)
which implies
limn→∞
1
n
logTrTn > E(|Ψ〉)− δ′. (68)
Since δ′ > 0 is arbitrary, we obtain Eq. (58). Thus,
Eq. (57) holds when a sequence of tests {Tn, I − Tn} ∈
Sep satisfies limn→∞βn(Tn) < 1, which implies Eq. (56).
Eqs. (55) and (56) lead to Eq. (53). Finally, Eqs. (53)
and (52) complete the proof of the theorem. 
In the last part of this section, we consider the strong
converse bound η†C(ρ‖σ) defined by Eq. (19). As we have
seen in Section II, for global POVMs C = g, it is known
that ηg (ǫ|ρ‖σ) = η†g (ρ‖σ) for all ǫ > 0, ρ, and σ [40].
Actually, a similar equality holds for C =→,↔, sep when
ρ = ρmix and σ = Ψ:
Corollary 2. For C =→,↔, sep,
ηC(ǫ|ρmix‖Ψ) = η†C(ρmix‖Ψ) = log dA+ log dB −E(|Ψ〉),
(69)
where ηC(ǫ|ρ‖σ) and η†C(ρ‖σ) are defined by Eqs. (15)
and (19), respectively.
(Proof)
Since we have proved Theorem 2, we only need to prove
η†sep (ρmix‖Ψ) ≤ log dA + log dB − E(|Ψ〉). (70)
Hence, because of the definition of η†sep (ρmix‖Ψ) [see
Eq. (19)], we need to show that when a sequence of tests
{Tn, I − Tn} ∈ Sep satisfies limn→∞βn(Tn) < 1, the fol-
lowing inequality holds:
limn→∞ −
1
n
logαn(Tn) ≤ log dA + log dB − E(|Ψ〉),
(71)
The proof of this inequality is almost the same as the
last half of the proof of Theorem 2. The difference comes
from Eq. (60). The condition limn→∞βn(Tn) < 1 does
not guarantee that Eq. (60) holds for all large n in gen-
eral. What we can say is that there exist a small real
number δ > 0 and a subsequence {n(k)}∞k=1 such that
〈Ψ|⊗nTn(k)|Ψ〉⊗n > δ (72)
for any number k. As a result, we derive Eq. (67) only
for the subsequence. That is, we derive
TrTn(k) > δe
n(k)(E(|Ψ〉)−δ′)/2 (73)
for large k. This inequality implies for an arbitrary small
δ′ > 0
limn→∞ −
1
n
logαn(Tn)
< log dA + log dB − E(|Ψ〉) + δ′, (74)
which implies Eq. (70). 
B. Chernoff bound for separable POVM
In this subsection, we treat the optimal error expo-
nent ξsep (ρmix‖Ψ), which is the Chernoff bound with an
additional separability condition on POVMs.
To derive an analytical formula ξsep (ρmix‖Ψ), we need
one of the main results of Section VI of the previous pa-
per [56], where we proved the equivalence between the
hypothesis testing under separable POVMs and a dif-
ferent type of global hypothesis with a composite alter-
native hypothesis. In the paper [56], we only treated
a single-copy case. However, all the results in [56]
can be easily extended to the n-copy case. In the n-
copy cases, the corresponding global hypothesis test-
ing on
(
Cd
)⊗n
is a hypothesis testing between an ar-
bitrary pure state |ψ〉⊗n (an alternative hypothesis) and
a set of states {|φnL〉}L∈Zdn
2
(a null hypothesis), where
d
def
= min (dA, dB). Here, |φnL〉 ∈
(
Cd
)⊗n
is defined as
|φnL〉 def=
dn∑
J=1
(−1)LJ |J〉, L ∈ Zdn2 , (75)
where LJ is a Jth element of L ∈ Zdn2 , and {|J〉}d
n
J=1 is
equivalent to the standard basis {|i1〉 ⊗ · · · ⊗ |in〉}i1,...,in
of the space
(
Cd
)⊗n
under the relabeling of the basis
vectors. Then, for a two-valued POVM {Sn, I − Sn} on(
Cd
)⊗n
, the type-1 error an(Sn) and the type-2 error
bn(Sn) are defined as
an(Sn)
def
= max
L∈Zd
n
2
〈φnL|Sn|φnL〉 (76)
bn(Sn)
def
= 〈ψ|⊗nInd − Sn|ψ〉⊗n, (77)
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where Ind is the identity operator on (C
d)⊗n. The optimal
type-2 error under the restriction that the type-1 error is
no more than a ≥ 0 can be written as
γn
(
a
∣∣∣{|φnL〉}∥∥∥|ψ〉) def= min
0≤Sn≤Ind
{bn(Sn)|an(Sn) ≤ a}.
(78)
In the following part of this subsection, we often abbre-
viate γn
(
a
∣∣{|φn~K〉}∥∥|ψ〉) as γn (a). Then, in the present
notation, the statement of the theorem can be written as
follows:
Theorem 3 (Theorem 5 of [56]).
βn,sep(α|ρmix‖Ψ) = γn
(
αdnmax
∣∣∣{|φnL〉}∥∥∥|ψ〉) . (79)
In the above equation, βn,sep(α|ρ‖σ) and
γn
(
a
∣∣∣{|φnL〉}∥∥∥|ψ〉) are defined by Eqs. (6) and (78),
respectively. dmax is defined as
dmax
def
= max (dA, dB) , (80)
and |ψ〉 is a pure state on Cdmin defined as
|ψ〉 def=
∑
i=1
√
λi|i〉 (81)
by using the Schmidt coefficient {λi}di=1 of |Ψ〉.
We define Qn(κ0, κ1) as the optimal mean error proba-
bility of the above global hypothesis testing under a given
prior (κ0, κ1):
Qn(κ0, κ1)
def
= min
0≤Sn≤Ind
κ0an(Sn) + κ1bn(Sn). (82)
Theorem 3 immediately leads the following lemma:
Lemma 2. The following two equations hold for all pri-
ors (π0, π1):
Pn,sep(π0, π1|ρmix‖Ψ)
=
(
π0
dnmax
+ π1
)
·Qn(κ0(n), κ1(n)), (83)
ξsep(ρmix‖Ψ)
= lim
n→∞
− 1
n
logQn(κ0(n), κ1(n)). (84)
In the above equations, Pn,C(π0, π1|ρ‖σ), ξC(ρ‖σ), dmax,
and Qn(κ0, κ1) are defined by Eqs. (8), (11), (80), and
(82), respectively. κ0(n) and κ1(n) are defined as
κ0(n)
def
=
(
π0
dnmax
+ π1
)−1
· π0
dnmax
(85)
κ1(n)
def
=
(
π0
dnmax
+ π1
)−1
· π1. (86)
In the above lemma, Eq. (84) means that the Cher-
noff bound under separable POVMs is equal to the expo-
nent of the optimal mean error probability of the above-
mentioned global hypothesis testing problem with the
prior (κ0(n), κ1(n)) that converges to (0, 1) in the limit
n→∞.
(Proof of Lemma 2)
Eq. (84) is just a direct consequence of Eq. (83).
Eq. (83) can be derived as follows:
Pn,sep(π0, π1|ρmix‖Ψ)
= inf
0≤α≤1
π0α+ π1βn,sep(α|ρmix‖Ψ)
= inf
0≤α≤1
π0α+ π1γn
(
αdnmax
∣∣∣{|φnL〉}∥∥∥|ψ〉)
= inf
0≤α′≤dn
B
π0
dnmax
α′ + π1γn
(
α′
∣∣∣{|φnL〉}∥∥∥|ψ〉)
= inf
0≤α′≤1
π0
dnmax
α′ + π1γn
(
α′
∣∣∣{|φnL〉}∥∥∥|ψ〉)
=
(
π0
dnmax
+ π1
)
·Qn(κ0(n), κ1(n)) (87)
In the above of equations, we used Eq. (9) in the first and
fifth line and Theorem 3 in the second line. We also use
the fact thatγn
(
α′
∣∣∣{|φnL〉}∥∥∥|ψ〉) = γn (1∣∣∣{|φnL〉}∥∥∥|ψ〉) for
all α′ ≥ 1 in the fourth line. 
To evaluate ξsep, we start from the following lemma:
Lemma 3.
ξsep(ρmix‖Ψ)
≤ lim
n→∞
− 1
n
logPn,g(κ0(n), κ1(n)| |φ0〉‖ |ψ〉). (88)
In the above equation, Pn,g(κ0, κ1| ρ‖ σ) and ξsep(ρ‖σ)
are defined by Eqs. (8) and (11), respectively. |φ0〉 is a
pure state on Cddefined as
|φ0〉 def= 1√
d
d∑
i=1
|i〉. (89)
(Proof) From the definition of Qn(κ0(n), κ1(n)) and
Pn,g(κ0(n), κ1(n)| |φ0〉‖|ψ〉), we derive
Qn(κ0(n), κ1(n))
= min
0≤Sn≤I
max
L∈Zd
n
2
κ0(n)〈φnL|Sn|φnL〉+ κ1(n)bn(Sn)
≥ min
0≤Sn≤I
κ0(n)〈φn0 |Sn|φn0 〉+ κ1(n)bn(Sn)
= Pn,g(κ0(n), κ1(n)| |φ0〉‖ |ψ〉), (90)
where 0 in |φn0 〉 means the zero vector in Zd
n
2 . To derive
the first line of the above inequalities, we use Eq. (82).
The last equality can be derived by using the fact |φn0 〉 =
|φ0〉⊗n. Eqs. (90) and (84) guarantee Eq. (88) 
The following lemma gives an analytical formula for
the the right-hand-side of Eq. (88):
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Lemma 4.
lim
n→∞
− 1
n
logPn,g(κ0(n), κ1(n)| |φ0〉‖ |ψ〉)
= −2 log〈ψ|φ0〉+ log dmax, (91)
where Pn,g(κ0, κ1| ρ‖ σ), dmax, κ0(n), and κ1(n) are de-
fined by Eqs. (8), (80), (85), and (86), respectively.
(Proof)
Since we only need to consider the case when n is large,
we assume 〈ψ|φ0〉2n ≤ 12 . Pn,g(κ0(n), κ1(n)| |φ0〉‖ |ψ〉)
can be written as
Pn,g(κ0(n), κ1(n)| |φ0〉‖ |ψ〉)
=
1
2
− 1
2
∥∥κ0(n)|φ0〉⊗n〈φ0|⊗n − κ1(n)|ψ〉⊗n〈ψ|⊗n∥∥1
=
1
2
− 1
2
√
1− νn, (92)
where νn is defined as νn
def
= 4〈ψ|φ0〉2nκ0(n)κ1(n). To
derive the first equality of the above equations, we use
the well-known Holevo-Helstrom’s formula for the opti-
mal discrimination of two quantum states [31, 32]. The
second equality is the consequence of the direct calcula-
tion of the trace norm under the condition 〈ψ|φ0〉2n ≤ 12 .
Finally, we derive Eq. (91) as follows:
lim
n→∞
− 1
n
logPn,g(κ0(n), κ1(n)||φ0〉‖ |ψ〉)
= lim
n→∞
− 1
n
[log νn + log(1 + o(νn))− log 4]
= lim
n→∞
− 1
n
log νn = −2 log〈ψ|φ0〉+ log dmax,
where we use Eq. (92) in the second line, and the fact
that limn→∞ νn = 0 in the third line. 
Finally, we derive an analytical formula for
ξsep (ρmix‖Ψ) as follows:
Theorem 4.
ξsep(ρmix‖Ψ) = −2 log〈ψ|φ0〉+ log dmax (93)
= log dA + log dB − LR(|Ψ〉). (94)
In the above equation, ξsep(ρ‖σ), dmax, and |φ0〉 are de-
fined by Eqs. (11), (80), and (89), respectively. LR(|Ψ〉)
is the logarithmic robustness of entanglement [57, 58],
defined for a pure state |Ψ〉 whose Schmidt coefficients
are {λi}di=1 as [64]
LR(|Ψ〉) = 2 log
d∑
i=1
√
λi, (95)
where d is defined as Eq. (2).
We note that this theorem gives a new operational in-
terpretation of the logarithmic robustness of entangle-
ment in terms of the local hypothesis testing.
(Proof)
Lemma 4 and Lemma 3 guarantee
ξsep (ρmix‖Ψ) ≤ −2 log〈ψ|φ0〉+ log dmax. (96)
Thus, we only need to show
ξsep (ρmix‖Ψ) ≥ −2 log〈ψ|φ0〉+ log dmax. (97)
The definition of bn (Sn) [see Eq. (77))] leads to
bn(ψ
⊗n) = 0, (98)
where ψ
def
= |ψ〉〈ψ|. On the other hand,
an(ψ
⊗n) = max
L∈Zd
n
2
〈φnL|ψ⊗n|φnL〉
=〈φn0 |ψ⊗n|φn0 〉 = 〈ψ|φ0〉2n, (99)
In the above equations, the inequality 〈φnL|ψ⊗n|φnL〉 ≤
〈φn0 |ψ⊗n|φn0 〉 is used to derive the second equality. Fi-
nally, we can derive inequality (97) as follows:
ξsep (ρmix‖Ψ)
= lim
n→∞
max
0≤Sn≤I
− 1
n
log (κ0(n)an(Sn) + κ1(n)bn(Sn))
≥ lim
n→∞
− 1
n
log
(
κ0(n)an(ψ
⊗n) + κ1(n)bn(ψ
⊗n)
)
= −2 log〈ψ|φ0〉+ log dmax, (100)
where we use Lemma 2 to derive the first equality and
Eqs. (98) and (99) to derive the second equality. 
C. Hoeffding bound for separable POVMs
In this subsection, we analyze the Hoeffding bound of
our hypothesis testing under separable POVMs.
Similar to the case of the Chernoff bound, we utilize
Theorem 3 to derive a relationship between the hypoth-
esis testing under separable POVMs and the global hy-
pothesis testing with a composite alternative hypothe-
sis. We define the Hoeffding bound of the corresponding
global hypothesis testing as
Γ
(
r
∣∣∣{|φnL〉}∥∥∥|ψ〉)
def
= sup
{Sn}∞n=1
{limn→∞ −
1
n
log bn(Sn)|
limn→∞ −
1
n
log an(Sn) ≥ r, 0 ≤ Sn ≤ Ind }, (101)
where |φnL〉, an(Sn) and bn(Sn) are defined by Eqs. (75),
(76) and (77). Then, Theorem 3 is immediately rewritten
as follows:
Lemma 5. For r ≥ log dmax,
Bsep(r|ρmix‖Ψ) = Γ
(
r − log dmax
∣∣∣{|φnL〉}∥∥∥|ψ〉) , (102)
where Bsep(r|ρ‖σ), dmax, and Γ
(
r
∣∣∣{|φnL〉}∥∥∥|ψ〉) are de-
fined by Eqs. (22), (80) and (101), respectively.
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On the other hand, we can evaluate Γ
(
r
∣∣∣{|φnL〉}∥∥∥|ψ〉)
as follows:
Lemma 6.
Γ
(
r
∣∣∣{|φnL〉}∥∥∥|ψ〉) = +∞,
if 0 ≤ r ≤ − log |〈ψ|φ0〉|2. (103)
Γ
(
r
∣∣∣{|φnL〉}∥∥∥|ψ〉) ≤ − log |〈ψ|φ0〉|2,
if r > − log |〈ψ|φ0〉|2, (104)
where Γ
(
r
∣∣∣{|φnL〉}∥∥∥|ψ〉) are defined by Eq. (101).
(Proof)
First, we observe lim − 1
n
log an(ψ
⊗n) = − log |〈ψ|φ0〉|2
and lim − 1
n
log bn(ψ
⊗n) = +∞, where ψ def= |ψ〉〈ψ|.
These equations guarantee Eq. (103).
Second, we will prove Eq. (104). Suppose Γ0(r) is de-
fined as
Γ0(r)
def
= sup
{Sn}∞n=1
{limn→∞ −
1
n
log bn(Sn)|
limn→∞ −
1
n
log〈φ0|⊗nSn|φ0〉⊗n ≥ r, 0 ≤ Sn ≤ Idn}.
(105)
Then, the inequality
〈φ0|⊗nSn|φ0〉⊗n ≤ max
L∈Zd
n
2
〈φnL|Sn|φnL〉 = an(Sn) (106)
guarantees
Γ
(
r
∣∣∣{|φnL〉}∥∥∥|ψ〉) ≤ Γ0(r). (107)
On the other hand, by the definition [see Eq. (105)], we
observe Γ0(r) = Bg(r| |φ0〉‖ |ψ〉). This and Eq. (24)
guarantee
Γ(r)
=
 +∞, if 0 ≤ r ≤ − log |〈ψ|φ0〉|
2,
− log |〈ψ|φ0〉|2, if r ≥ − log |〈ψ|φ0〉|2.
(108)
This equation together with Eq. (107) guarantees
Eq. (104). 
The Stein-type’s strong converse bound η†sep (ρmix‖Ψ)
also gives information about the value of Bsep(r|ρmix‖Ψ)
as follows:
Lemma 7. For r > η†sep (ρmix‖Ψ), Bsep(r|ρmix‖Ψ) = 0,
where η†sep (ρ‖σ) and Bsep(r|ρ‖σ) are defined by
Eqs. (18) and (22), respectively.
(Proof)
Suppose a sequence of separable POVMs {Tn}∞n=1 satis-
fies lim − 1
n
logα(Tn) > η
†
sep (ρ‖σ). Then, from the defi-
nition of η†sep (ρ‖σ) [see Eq. (18)], lim− 1n log βn(Tn) = 0.
This fact guarantees the statement of the lemma. 
Finally, we evaluate Bsep(r|ρmix‖Ψ) as follows:
Theorem 5.
Bsep(r|ρmix‖Ψ)
=
 +∞, if 0 ≤ r ≤ log dA + log dB − LR(|Ψ〉),0, if r ≥ log dA + log dB − E(|Ψ〉).
(109)
Bsep(r|ρmix‖Ψ) ≤ log d− LR(|Ψ〉),
if r > log dA + log dB − LR(|Ψ〉). (110)
In the above equation, d and Bsep(r|ρ‖σ) are defined by
Eqs. (2) and (22), respectively. E(|Ψ〉) and LR(|Ψ〉) are
the entropy of entanglement and the logarithmic robust-
ness of entanglement defined by Eqs. (44) and (95), re-
spectively.
(Proof)
Lemmas 5, 6, and 7 and Corollary 2 guarantee this the-
orem. 
From this theorem, we can also evaluate
Asep(r|ρmix‖Ψ):
Corollary 3. For r ≥ log d−LR(|Ψ〉), Asep(r|ρmix‖Ψ)
is given as
Asep(r|ρmix‖Ψ) = log dA + log dB − LR(|Ψ〉), (111)
and for 0 ≤ r ≤ log d− LR(|Ψ〉), it is evaluated as
log dA + log dB − LR(|Ψ〉)
≤ Asep(r|ρmix‖Ψ) ≤ log dA + log dB − E(|ψ〉). (112)
In the above equation, d and Bsep(r|ρ‖σ) are defined by
Eqs. (2) and (23), respectively. E(|Ψ〉) and LR(|Ψ〉) are
the entropy of entanglement and the logarithmic robust-
ness of entanglement defined by Eqs. (44) and (95), re-
spectively.
(Proof)
First, the second inequality of Eq. (112) comes from the
inequality Asep(r|ρmix‖Ψ) ≤ η†sep(ρmix‖Ψ). Second,
Eq. (109) guarantees
Asep(r|ρmix‖Ψ) ≥ log dA + log dB − LR(|Ψ〉), ∀r > 0.
(113)
This inequality guarantees the first inequality of
Eq. (112). Finally, Eq. (110) guarantees that there
is no sequence of separable POVMs {Tn}∞n=1 satisfy-
ing lim − 1
n
logαn(Tn) > log dA + log dB − LR(|Ψ〉) and
lim− 1
n
log βn(Tn) > log d− LR(|Ψ〉). This fact and the
inequality (113) guarantee the equality (111). 
Here, note that when |Ψ〉 is a maximally entangled
state, we have log dA + log dB − LR(|Ψ〉) = log dA +
log dB − E(|Ψ〉) = log dmax and log d − LR(|Ψ〉) = 0.
Hence, in this case, Theorem 5 and Corollary 3 com-
pletely determine the behavior of Bsep(r|ρmix‖Ψ) and
Asep(r|ρmix‖Ψ), respectively.
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V. HYPOTHESIS TESTING UNDER TWO-WAY
LOCC POVM
A. three-step LOCC protocol
In this section, we consider C =↔, that is, the local
hypothesis testing under two-way LOCC POVMs.
In the previous paper [56], we showed that there is
a gap between the optimal error probabilities under
one-way and two-way LOCC POVMs in non-asymptotic
problem settings of this local hypothesis testing. On
the other hand, in asymptotic problem settings, we have
already proved that there is no difference among one-
way, two-way LOCC, and separable POVMs in terms of
the Stein’s lemma type of the optimal error exponents
ηC (ǫ|ρmix‖Ψ) and θC (ǫ|ρmix‖Ψ) in Theorem 2. Hence,
in this section, we concentrate on the Chernoff and Ho-
effding bounds under two-way LOCC POVMs, and ask
the question of whether there is a gap between one-way
and two-way LOCC POVMs even in the asymptotic set-
ting.
Since the definition of the two-way LOCC is mathe-
matically complicated in comparison to that of one-way
LOCC and separable operations, it seems impossible to
derive an analytical formula for the Chernoff and Ho-
effding bounds under two-way LOCC POVM. Hence, we
try to derive a lower bound of the Chernoff and Hoeffd-
ing bounds under two-way LOCC POVM by numerical
calculations.
Since an infinite number of parameters is necessary
to describe general two-way LOCC operations, it is
impossible to optimize the error exponent numerically
for general two-way LOCC protocols. Thus, we consider
only a special class of three-step LOCC protocols,
that can outperform any one-way LOCC protocols in
non-asymptotic problem settings [15, 56]. However, even
if we restrict ourselves to the special class of three-step
LOCC protocols, we need to treat infinitely many
parameters in the asymptotic situation. To simplify the
analysis further, we consider only the situation where
Alice and Bob apply the same three-step LOCC proto-
cols to each single copy of the unknown state and then
apply the optimal classical testing between two classical
hypotheses, i.e., two probability distributions given by
the above three-step LOCC protocol and two candidate
states. In other words, we calculate the Chernoff and
Hoeffding bounds for this particular class of two-way
LOCC protocols, which are, by the definitions, the
lower bounds of the Chernoff and Hoeffding bounds for
(general) two-way LOCC POVMs.
(Intuitive description of our three-step protocol)
The most salient characteristic of our three-step
LOCC protocol is Bob’s measurement which is mutually
unbiased for the eigenbasis of Bob’s local state when the
unknown state is |Ψ〉. As a result, Bob’s measurement
result is completely random, and Bob’s role is to send
his state to Alice in a quantum manner. It is known
that one party can teleport his local state of joint state
|Ψ〉 to another party by the measurement in the mutually
unbiased basis; this procedure gives one of the optimal lo-
cal discrimination protocols for a simultaneously Schmidt
decomposable set of states [6, 12]. Now, our candidate
states are not simultaneously Schmidt decomposable, and
thus, Bob cannot teleport his local state perfectly to Alice.
However, our previous results [15, 66] and the following
calculation show that the mutually unbiased measurement
is useful for our problem setting, too. Alice’s first and
second measurements are chosen so as to be convenient
for numerical optimization.
To describe the detail of our three-step LOCC pro-
tocol for one copy, we prepare notations. Let P(dA)
be the power set (a set of all subsets) of a finite set
{1, . . . , dA} excluding an empty set ∅. Then, we fix a
collection m := {mω}ω∈P(dA) of non-negative measures
on {1, . . . , dA} satisfying the following conditions; (1)∑
ω∈P(dA)
mω(i) ≤ 1 for any i ∈ ω. (2) The support
of mω is ω ⊂ {1, . . . , dA}. Our three-step LOCC proto-
col for one copy is given as follows:
(Three-step LOCC protocol for one copy)
1. Alice measures her state by a POVM {Mω}ω∈P(dA)
defined by
Mω
def
=
∑
i∈ω
mω(i)|i〉〈i| (114)
where {|i〉}dAi=1 is Alice’s part of the Schmidt basis
of |Ψ〉.
2. Bob measures his state by a POVM {Nωj }|ω|j=0 de-
pending on Alice’s measurement outcome ω, where
|ω| is a size of set ω ⊂ {1, . . . , dA}. For j ∈
{1, . . . , |ω|}, Nωj is defined as Nωj = |ξωj 〉〈ξωj |,
where {|ξωj 〉}|ω|j=1 is a mutually unbiased basis of the
subspace span{|h〉}h∈ω. Then, Nω0 is defined as
Nω0
def
= IB−
∑|ω|
j=1N
ω
j . When Bob derives the mea-
surement outcome j = 0, Alice and Bob stop the
protocol. Otherwise, they continue the protocol.
3. Alice measures her states by a two-valued POVM
{Oωjk }k∈{0,1}, which is defined as follows. The
POVM element Oωj0 is chosen as Alice’s state after
the Bob’s measurement when the given state is |Ψ〉.
Hence, Oωj0 is defined as
Oωj0
def
=
√
MωσA
(|ξωj 〉〈ξωj |)T √MωσA
〈ξωj |MωσA|ξωj 〉
, (115)
where σA
def
= TrB|Ψ〉〈Ψ| and T is the transposition
in the Schmidt basis of |Ψ〉. Then, the other POVM
element Oωj1 is defined as O
ωj
1
def
= IA −Oωj0 .
Here, note that the free parameters in the three-step
LOCC protocol are only the diagonal elements of the first
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Alice’s POVM {Mω}ω∈P(dA), which is characterized by
the collection m := {mω}ω∈P(dA) of non-negative mea-
sures. In the following, we denote the set of outcomes
δ = (ω, j, k) by ∆. Then, we write the output distribu-
tion as P (δ|ρin,m) when the initial state is ρin = Ψ or
ρmix and the applied protocol is characterized by m.
From the above description of the protocol, we can cal-
culate P (δ|ρin,m) as follows: The support of P (δ|Ψ,m)
consists of outcomes δ = (ω, j, k) satisfying ω ∈ P(dA),
1 ≤ j ≤ |ω|, and k = 0. With this support, P (δ|Ψ,m)
does not depend on j and is given as
P (δ = (ω, j, 0)|Ψ,m) = 1|ω|
∑
i∈ω
mω (i)λi. (116)
The support of P (δ|ρmix,m) consists of all possible δ.
However, we only give values of P (δ|ρmix,m) on the sup-
port of P (Ψ|ρin,m) because we use only the values of
P (δ|ρmix,m) on the support of P (δ|Ψ,m) in the follow-
ing calculation. When δ = (ω, j, k) satisfies ω ∈ P(dA),
1 ≤ j ≤ |ω|, and k = 0, P (δ|ρmix,m) does not depend
on j and is given as
P (δ = (ω, j, 0)|ρmix,m) =
∑
i∈ω (mω (i))
2
λi
dAdB
∑
i∈ωmω (i)λi
.
(117)
Based on the above three-step LOCC protocol for one-
copy, our two-way LOCC protocol for n-copy is described
as follows:
(Two-way LOCC protocol for n-copies)
1. Alice and Bob apply the three-step LOCC protocol
characterized by m to each copy of the unknown
state, and obtain the data (δ1, . . . , δn) ∈ ∆n.
2. They apply the likelihood-ratio test Λ (t) defined by
Eq.(28) to the resulted n-fold independent and iden-
tical distribution of P (δ|ρin,m) on (δ1, . . . , δn) ∈
∆n
In the above protocol, the parameter t is chosen so
that the error exponent attains the Chernoff and Hoeffd-
ing bounds for the classical hypothesis testing between
P (δ|Ψ,m) and P (δ|ρmix,m); thus, t = 1 for the Cher-
noff bound, and t = 2−n(Ac(r|P (δ|Ψ,m)‖P (δ|ρmix,m))−r)
for the Hoeffding bound, where Ac(r|p‖q) is the classi-
cal Hoeffding bound defined by Eq.(120). Finally, the
Chernoff and Hoeffding types of error exponents for the
above two-way LOCC protocol for n-copies asymptoti-
cally achieve the classical Chernoff and Hoeffding bounds
between P (δ|Ψ,m) and P (δ|ρmix,m), respectively.
Optimizing the classical Chernoff and Hoeffding
bounds over the remaining parameter m, we derive the
best error exponents that can be achieved by the above
two-way LOCC protocols. We write such bounds as
ξ˜↔ (ρmix‖Ψ) and A˜↔ (r|ρmix‖Ψ), where ξ˜↔ (ρmix‖Ψ) is
the Chernoff type and A˜↔ (r|ρmix‖Ψ) is the Hoeffding
type. Hence, they are mathematically defined as
ξ˜↔ (ρmix‖Ψ)
def
= sup
m
{
ξc (P (δ|ρmix,m)‖P (δ|Ψ,m))
∣∣∣
0 ≤ mω(i) ≤ 1,
∑
ω∈Oi
mω(i) ≤ 1
}
(118)
A˜↔ (r|ρmix‖Ψ)
def
= sup
m
{
Ac (r|P (δ|ρmix,m)‖P (δ|Ψ,m))
∣∣∣
0 ≤ mω(i) ≤ 1,
∑
ω∈Oi
mω(i) ≤ 1
}
. (119)
In the above formula, Oi is a subset of the power set
of {1, . . . , dA} that includes all ω ∈ P(dA) involving i.
Thus, Oi ⊂ P (dA) satisfies the relation ω ∈ Oi if and
only if i ∈ ω for ω ∈ P(dA). ξc(p‖q) and Ac(r|p‖q) are
the classical Chernoff [47] and Hoeffding bounds [49, 50]
given as
ξc(p‖q) = sup
0≤s≤1
−φ(s|p‖q),
Ac(r|p‖q) = sup
0≤s≤1
−sr − φ(s|p‖q)
1− s , (120)
where φ(s|p‖q) is defined as φ(s|p‖q) =
log
∑
δ∈∆ p(δ)
1−sq(δ)s, ∆ is a finite probability space of
p and q, and δ ∈ ∆ is an element of probability space.
The optimal error exponents ξ˜↔ (ρmix‖Ψ) and
A˜↔ (r|ρmix‖Ψ) are nothing more than the Chernoff and
Hoeffding bounds for the particular class of two-way
LOCC POVMs defined above, respectively. Moreover,
by their definitions, they are upper and lower bounded
by the optimal error exponents of one-way and two-way
LOCC POVM, respectively:
Lemma 8.
ξ→ (ρmix‖Ψ) ≤ξ˜↔ (ρmix‖Ψ) ≤ ξ↔ (ρmix‖Ψ) , (121)
A→ (r|ρmix‖Ψ) ≤A˜↔ (r|ρmix‖Ψ) ≤ A↔ (r|ρmix‖Ψ) .
(122)
In the above formulas, ξC(ρ‖σ), AC(r|ρ‖σ),
ξ˜↔(ρmix‖Ψ),and A˜↔(r|ρmix‖Ψ) are defined by Eqs. (11),
(23), (118), and (119), respectively.
(Proof)
The proofs of Eqs. (121) and (122) are essentially the
same. Their second inequalities come directly from their
definitions, since ξ˜↔(ρmix‖Ψ) and A˜↔(r|ρmix‖Ψ) are op-
timal Chernoff and Hoeffding error exponents for the par-
ticular class of two-way LOCC POVMs.
On the other hand, Lemma 1 and the discussion af-
ter Lemma 1 guarantee that the hypothesis testing un-
der one-way LOCC POVMs between ρmix and |Ψ〉 is
equivalent to the classical hypothesis testing between the
probability distributions pmix(i, j) and qΨ(i, j). Here,
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pmix(i, j) and qΨ(i, j) are defined as pmix(i, j) =
1
dAdB
and qΨ(i, j) = λiδi,j , respectively, where δi,j is the Kro-
necker delta, and the probability space consists of all (i, j)
satisfying 1 ≤ i ≤ dA and 1 ≤ j ≤ dB . Actually, we can
easily see that this classical hypothesis testing can be fur-
ther reduced to the classical hypothesis between p′mix(k)
and q′Ψ(k). Here, an element of probability space k sat-
isfies 1 ≤ k ≤ Rs(|Ψ〉) + 1, and p′mix(k) and q′Ψ(k) are
defined as
p′mix(k) =
1
dAdB
(1 ≤ ∀k ≤ Rs(|Ψ〉))
p′mix(Rs(|Ψ〉) + 1) =
dAdB − d
dAdB
q′Ψ(k) = λk (1 ≤ ∀k ≤ Rs(|Ψ〉))
q′Ψ(Rs(|Ψ〉) + 1) = 0. (123)
Now, suppose Alice and Bob implement the three-
step LOCC protocol by choosing the parameters m =
{mω(i)}ω,i as
mω(i) = 1, if ω = {1}, . . . , {dA},
mω(i) = 0, otherwise. (124)
Then, the classical probability distributions of the mea-
surement outcomes are essentially described by Eq. (123).
Thus, error exponents under the above choice of parame-
ters m = {mω(i)}ω,i equals the optimal error exponents
for one-way LOCC POVMs. Hence, the first inequalities
of Eqs. (121) and (122) hold. 
B. Characterization of our optimal protocol
By substituting Eqs. (116) and (117) into Eqs. (118)
and (119), and using Eq. (120), the bounds ξ˜↔(ρmix‖Ψ)
and A˜↔(r|ρmix‖Ψ) are simplified as follows:
ξ˜↔(ρmix‖Ψ)
= sup
0≤s≤1,m
{
f(s,m)
∣∣∣0 ≤ mω(i) ≤ 1, ∑
ω∈Oi
mω(i) ≤ 1
}
= sup
0≤s≤1
f(s), (125)
A˜↔(r|ρmix‖Ψ)
= sup
0≤s≤1,m
{f(s,m)− rs
1− s
∣∣∣0 ≤ mω(i) ≤ 1, ∑
ω∈Oi
mω(i) ≤ 1
}
= sup
0≤s≤1
f(s)− rs
1− s , (126)
where objective functions f(s,m) and f(s) are given as
f(s,m)
:=− logTrP (δ|ρmix,m)1−sP (δ|Ψ,m)s
=− log
[
(dAdB)
s−1 ·
∑
ω∈P(dA)
|ω|1−s
·
(∑
i∈ω
(mω(i))
2 · λi
)1−s
·
(∑
i∈ω
mω(i) · λi
)2s−1]
,
(127)
f(s)
:=max
m
{
f(s,m)
∣∣∣0 ≤ mω(i) ≤ 1, ∑
ω∈Oi
mω(i) ≤ 1
}
.
(128)
We also define
ms := argmax
m
{
f(s,m)
∣∣∣0 ≤ mω(i) ≤ 1, ∑
ω∈Oi
mω(i) ≤ 1
}
.
(129)
Note that the uniqueness of ms does not hold in general.
However, for s ∈ [ 12 , 1], we can show the following lemma.
Lemma 9. For s ∈ [ 12 , 1], we have
f(s,m) ≤ − log
∑
i
λsi + (1 − s) log(dAdB). (130)
The equality holds for s ∈ [ 12 , 1) only when the measure-
ment parameter m satisfies condition (124).
(Proof)
Using the Ho¨lder inequality, we have
|ω|1−s ·
(∑
i∈ω
(mω(i))
2 · λi
)1−s
·
(∑
i∈ω
mω(i) · λi
)2s−1
=|ω|1−s ·
(∑
i∈ω
(mω(i))
2 · λi
)s· 1−s
s ·
(∑
i∈ω
mω(i) · λi
)s· 2s−1
s
=|ω|1−s ·
(∑
i∈ω
(mω(i))
2 · λi
)s· 1−s
s ·
(∑
i∈ω
mω(i) · λi
)s· 2s−1
s
≥|ω|1−s ·
(∑
i∈ω
(mω(i))
2 1−s
s · λ
1−s
s
i ·mω(i)
2s−1
s · λ
2s−1
s
i
)s
=(
∑
i∈ω
1)1−s ·
(∑
i∈ω
(mω(i))
1
s · λi
)s
≥
∑
i∈ω
1s(mω(i))
s
s · λsi =
∑
i∈ω
mω(i) · λsi .
Thus,
e−f(s,m) ≥ (dAdB)s−1 ·
∑
ω∈P(dA)
∑
i∈ω
mω(i) · λsi
=(dAdB)
s−1 ·
dA∑
i=1
λsi .
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The equality condition follows from the equality condi-
tion for the Ho¨lder inequality. 
Lemma 9 guarantees that f(s) = − log∑i λsi + (1 −
s) log(dAdB) for s ∈ [ 12 , 1]. For s ∈ [ 12 , 1), ms is uniquely
determined to be the measurement parameter m satisfy-
ing condition (124). In this case, ms does not depend on
s and is described as m→ because it can be realized by a
one-way LOCC. Now, we consider our problem by using
the important parameter
sr := argmax
0≤s≤1
f(s)− rs
1− s . (131)
When sr belongs to [
1
2 , 1], the optimal Hoeffding bound
can be attained by a one-way LOCC POVM, i..e, the
equality in the first inequality in (122) holds.
Next, as another typical case, we consider the mea-
surement corresponding to m0. Since
e−f(0,m) =
∑
ω∈P(dA)
|ω|∑i∈ω(mω(i))2 · λi
dAdB
∑
i∈ωmω(i) · λi
(132)
is the type-1 error probability (the error when the true
is ρmix) under the constraint that the type-2 error is
zero,m0 corresponds to the measurement minimizing the
type-1 error probability under the constraint that the
type-2 error is zero. That is,
m0 = argmin
m
∑
ω∈P(dA)
|ω|∑i∈ω(mω(i))2 · λi
dAdB
∑
i∈ωmω(i) · λi
, (133)
which is essentially discussed in the previous paper [66].
That is, ms gives a new two-way LOCC measurement
only for s ∈ (0, 12 ). Therefore, we can consider the fol-
lowing three distinct cases:
Case 1: sr belongs to [
1
2 , 1].
Case 2: sr belongs to (0,
1
2 ).
Case 3: sr is 0.
Only in Case 2, the optimal parameter is different from
m0 andm→. That is, only in Case 2, our two-way LOCC
measurement has a gain over one-way LOCC and the
two-way LOCC POVMs given in the previous paper [66].
To characterize Case 2, we introduce the notations. We
denote the first-step POVM defined by ms, m0, andm→
via (114) by M(s), M(0), and M(→), respectively. For
a POVM M = {Mω}, the Choi-Jamiolkowski matrix of
the instrument is defined by the POVM M ; that is,
J(M)
def
=
∑
ω∈P(dA)
|ω〉M 〈ω|M ⊗
(√
Mω ⊗ IR
)
· |Φ+dA〉AR〈Φ+dA |AR ·
(√
Mω ⊗ IR
)
, (134)
where {|ω〉M}ω∈P(dA) is the orthonormal basis of the sys-
tem of the measurement device HM , IR is the identity
of the reference system HR, and |Φ+dA〉AR is a maximally
entangled state on the joint system of Alice’s system and
a reference systemHA⊗HR. To see the differences of the
optimal POVM M(s) from M(0) and M(→), we define
the Jamiolkowski distances [65]:
D1(r)
def
=
1
2
‖J(Msr )− J(M0)‖1, (135)
D2(r)
def
=
1
2
‖J(Msr )− J(M→)‖1, (136)
where ‖·‖1 is the trace norm. The parameters D1(r) and
D2(r) describe how different from the one-way case and
the case (133) the optimal measurement is. These are
numerically evaluated in our concrete example in later.
We characterize sr in Case 1. Taking the derivative,
we have
d
ds
(
f(s)− sr
1− s ) =
f ′(s)(1− s)− r + f(s)
(1− s)2 . (137)
Since d
ds
(f ′(s)(1 − s) + f(s)) = f ′′(s)(1 − s) < 0, when
the derivative d
ds
( f(s)−sr1−s ) is zero at s, s realizes the max-
imum of f(s)−sr1−s . That is, sr satisfies
r = f ′(sr)(1− sr) + f(sr). (138)
Then, the right hand side of (138) is strictly and mono-
tonically decreasing. Hence, sr is strictly and monotoni-
cally decreasing. In particular, since f ′(1)(1−1)+f(1) =
0, limr→0 sr = 1.
Now, we consider the situation when Case 2 vanishes.
Note that the function f(s) is not necessarily concave in
s ∈ (0, 12 ), while it is concave in s ∈ (12 , 1). Since
d
dr
max
1
2
≤s≤1
f(s)− sr
1− s =
d
dr
f(sr)− srr
1− sr
=
∂
∂r
f(s)− sr
1− s |s=sr +
dsr
dr
∂
∂s
f(s)− sr
1− s |s=sr
=
∂
∂r
f(s)− sr
1− s |s=sr =
−sr
1− sr ,
the value max 1
2
≤s≤1
f(s)−sr
1−s decreases more rapidly than
f(0) − r. When max 1
2
≤s≤1
f(s)
1−s = f
′(1) = E(|Ψ〉) +
log(dAdB) ≤ f(0), we have max 1
2
≤s≤1
f(s)−sr
1−s ≤ f(0)−r.
That is, Case 1 does not appear. When f(0) is smaller
than f ′(1) but is sufficiently large, there is a point r∗
such that max 1
2
≤s≤1
f(s)−sr∗
1−s = f(0) − r∗. In this case,
when r < r∗, sr belongs to Case 1. When r ≥ r∗, sr
belongs to Case 3. That is, the parameter sr suddenly
goes to zero at r = r∗. However, when Case 2 does not
vanish, our situation is more complicated.
C. Numerical evaluation
In this final part of this section, we present the re-
sults of numerical calculations of s and m achieving
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ξ˜↔(ρmix‖Ψ) and A˜↔(r|ρmix‖Ψ). Note that the plot of
ξ˜↔(ρmix‖Ψ) and A˜↔(r|ρmix‖Ψ) are given in the next
section with the plot of all other error exponents.
Numerical calculations have been performed for the
following one-parameter family of pure states |Ψ(λ)〉 up
to dA = dB = 4:
|Ψ(λ)〉 =
√
λ
(
d−1∑
i=1
|ii〉
)
+
√
1− λ|dd〉, (139)
where λ satisfies 0 ≤ λ ≤ 1/√d and d = min (dA, dB).
Note that |Ψ(0)〉 is a product state and |Ψ(1/√d)〉 is a
maximally entangled state.
We first calculate the optimal s achieving
ξ˜↔(ρmix‖Ψ(λ)) in terms of Eq. (125). Then, we
observed that s = 0 attains the optimum for all λ in low-
dimensional systems up to dA = dB = 4. That is, the
optimal POVM is given by m0, which is characterized
by (133).
Next, we calculate the parameter sr, i.e., the optimal
s achieving the Hoeffding bound A˜↔(r|ρmix‖Ψ(λ)) as a
function of r and λ for d = dA = dB = 2 and d =
dA = dB = 4 in FIG. 1. As a result, Case 2 appears for
d = dA = dB = 2 in FIG. 1 but it does not appear for d =
dA = dB = 4. This means that our new measurement
strategy is needed in order to attain the Hoeffding bound
A˜↔(r|ρmix‖Ψ(λ)) at least for d = dA = dB = 2.
To see the relation between r and sr, we calculate sr
with the fixed λ = 0.1. As shown in FIG. 2, the pa-
rameter sr gradually decreases when r increases, and
at some value of r, sr suddenly goes down to 0 for
d = dA = dB = 4. However, for d = dA = dB = 2,
though the parameter sr is gradually decreasing when r
increases, sr slowly approaches 0.
In order to see the detailed clear separation of our
two-way LOCC POVM performance from our one-way
LOCC POVM, we perform further numerical calcula-
tions with a fixed λ = 0.1 (FIG 2). We numerically
calculate the difference between A˜↔(r|ρmix‖Ψ(λ)) and
A→(r|ρmix‖Ψ(λ)):
∆A(r)
def
= A˜↔(r|ρmix‖Ψ(λ))−A→(r|ρmix‖Ψ(λ)) (140)
To estimate the difference in the optimal measurement
from the measurements M(0) and M(→), we also nu-
merically calculate D1(r) and D2(r).
FIG. 2 shows plots of ∆A(r), D1(r), D2(r) as well as
of sr with respect to r for d = dA = dB = 2 (upper
panel) and d = dA = dB = 4 (lower panel). Further, in
FIG. 2, λ is fixed as λ = 0.1 for d = 2, and as λ = 0.05
for d = 4. Note that we choose very smaall λ in FIG. 2
because FIG. 1 suggests that Case 1 never appears when
λ is large.
From FIG. 2, we observe that there are three different
regions (Cases 1, 2, and 3) when d = dA = dB = 2: When
r increases from r = 0, firstly, we find the Case-1 region
where sr is far from 0 and decreases slowly, and ∆A(r) =
D1(r) = 0. That is, we can numerically confirm that
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FIG. 1: (Color online) Plots of the optimal s achieving the
Hoeffding bound A˜↔ (r|ρmix‖Ψ(λ)) with respect to r and λ,
where |Ψ(λ)〉 is defined by Eq. (139). The upper panel is the
plot when dA = dB = 2, and the lower one is the plot when
dA = dB = 4.
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FIG. 2: (Color online) Plots of sr,∆A(r), D1(r), D2(r) with
respect to r for d = dA = dB = 2 (upper panel) and d = dA =
dB = 4. In the upper panel, λ is chosen as λ = 0.1. Similarly,
in the lower one, λ is chosen as λ = 0.05.
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there is no benefit from using two-way LOCC POVM as
long as it is in the class of the three-step LOCC protocols
introduced in this section. Secondly, we find the Case-2
region where sr andD2(r) take small but non-zero values,
D1(r) is far from 0, and ∆A(r) 6= 0. Finally, we find the
Case-3 region where sr = D2(r) = 0, but ∆A(r) 6= 0.
Because D2(r) = 0, we can numerically confirm that the
optimal POVM does not depend on r in this region.
In FIG.2, we can observe the Case-2 region when d = 2
but we can hardly observe the intermediate region when
d = 4. In other words, in the lower panel of FIG.2,
around r = 0.12, sr suddenly jumps from the values of
more than 0.5 to 0, and at the same time, D1(r) sud-
denly jumps from 0 to 1, and D2(r) suddenly jumps
from 1 to 0. From this observation, we can conjecture
that Case 2 does not appear when dimensions dA and
dB are large. In other words, for a fixed λ, we can essen-
tially attain the Hoeffding bound A˜↔(r|ρmix‖Ψ(λ)) using
only two POVMs: The one-way LOCC POVM defined by
Eq. (124), and the two-way LOCC POVM attaining the
optimum of Eq. (133). The former attains the optimum
of A˜↔(r|ρmix‖Ψ(λ)) in the Case-1 region (with small r)
and the latter attains the optimism in the Case-3 region
(with large r).
VI. PLOTS OF THE ERROR EXPONENTS
In this section, we give plots of various error exponents
for our local hypothesis testing problem. Since there is no
difference among one-way LOCC, two-way LOCC, and
separable POVMs in terms of the error exponents cor-
responding to Stein’s Lemma, here we only plot error
exponents corresponding to the Chernoff and Hoeffding
bounds.
FIG. 3 shows plots of the Chernoff bounds
ξg (ρmix‖Ψ(λ)), ξsep (ρmix‖Ψ(λ)), ξ˜↔ (ρmix‖Ψ(λ)),
ξ→ (ρmix‖Ψ(λ)) as functions of λ when d = dA = dB = 2
(upper panel) and d = dA = dB = 4 ( lower panel),
where ξC (ρ‖σ), ξ˜↔ (ρmix‖Ψ), and Ψ(λ) def= |Ψ(λ)〉〈Ψ(λ)|
are defined by Eqs. (11), (118) and (139), respec-
tively. ξ→ (ρmix‖Ψ) and ξsep (ρmix‖Ψ) are calculated
via Eqs. (38) and (94), respectively. On the other
hand, ξ˜↔ (ρmix‖Ψ) is numerically calculated by
means of Eqs. (125) and (127). Here, we observe
that ξ˜↔ (ρmix‖Ψ(λ)) is always strictly larger than
ξ→ (ρmix‖Ψ(λ)) except when |Ψ(λ)〉 is a product
state (λ = 0) or a maximally entangled state (λ = 1/d).
Moreover, ξ˜↔ (ρmix‖Ψ) well approximates ξsep (ρmix‖Ψ).
This means that the three-step LOCC protocols defined
in the previous section not only outperform the best
one-way LOCC protocols, but also are even near the
optimum over all two-way LOCC protocols from the
viewpoint of the Chernoff bounds.
Next we give plots of the Hoeffding bounds
AC (r|ρmix‖Ψ) defined by Eq. (23) against parameter r.
Before showing the plots, we give two remarks. First,
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FIG. 3: (Color online) Chernoff bounds for |Ψ(λ)〉 de-
fined by Eq. (139)) for dA = dB = 2 (upper panel) and
dA = dB = 4 (lower panel). The lines labeled “Global”,
“Separable”, “Two-way LOCC”, and “One-way LOCC” are
plots of ξg(ρmix‖Ψ(λ)), ξsep(ρmix‖Ψ(λ)), ξ˜↔(ρmix‖Ψ(λ)),
ξ→(ρmix‖Ψ(λ)) as functions of λ, respectively.
from the definition, the Hoeffding bound is equal to the
Stein’s Lemma type of the error exponent in the limit of
r → +0. Thus, the y-intercepts of the plots for one-way
LOCC A→ (r|ρmix‖Ψ), two-way LOCC A↔ (r|ρmix‖Ψ),
and separable POVM Asep (r|ρmix‖Ψ) are all equal to
η→ (ǫ|ρmix‖Ψ) = η↔ (ǫ|ρmix‖Ψ) = ηsep (ǫ|ρmix‖Ψ) =
log dA+log dB−E(|Ψ〉), although, as we can observe from
FIG. 4, the convergence of A→ (r|ρmix‖Ψ) in the limit
r → +0 is very slow. Second, when a given r0 satisfies
AC (r0|ρmix‖Ψ) = r0, the Hoeffding bound for r0 is equal
to the Chernoff bound: AC (r0|ρmix‖Ψ) = ξC (ρmix‖Ψ).
We can actually find such r0 as an intersection of the plots
of y = AC (r|ρmix‖Ψ) and y = x. Thus, we can derive the
value of ξC (ρmix‖Ψ) from the plots of AC (r|ρmix‖Ψ).
For one-way LOCC POVMs, we have an analytical
expression of A→ (r|ρmix‖Ψ) via Theorem 1. On the
other hand, for separable POVMs, since we do not know
an analytical formula for Asep (r|ρmix‖Ψ) available for
the whole range of r > 0, we use analytical upper
and lower bounds Asep (r|ρmix‖Ψ) and Asep (r|ρmix‖Ψ)
of Asep (r|ρmix‖Ψ) derived from Corollary 3 instead of
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FIG. 4: (Color online) Hoeffding bounds for |Ψ(λ)〉. The
upper panel is for dA = dB = 2 and λ = 0.1, and the
lower one is for dA = dB = 4 and λ = 0.05. The
lines labeled “Global”, “Sep. upper bound”,“Sep. lower
bound”, “Two-way LOCC”, and “One-way LOCC” are plots
of Ag(r|ρmix‖Ψ(λ)), Asep(r|ρmix‖Ψ(λ)), Asep(r|ρmix‖Ψ(λ)),
A˜↔(r|ρmix‖Ψ(λ)), A→(r|ρmix‖Ψ(λ)), respectively.
Asep (r|ρmix‖Ψ):
Asep (r|ρmix‖Ψ)
def
=

log dA + log dB − E(|Ψ〉),
if 0 ≤ r ≤ log d− LR(|Ψ〉)
log dA + log dB − LR(|Ψ〉),
if r ≥ log d− LR(|Ψ〉)
(141)
Asep (r|ρmix‖Ψ)
def
= log dA + log dB − LR(|Ψ〉) (142)
FIG. 4 shows plots of the Hoeffding
bounds Ag (r|ρmix‖Ψ(λ)), Asep (r|ρmix‖Ψ(λ)),
Asep (r|ρmix‖Ψ(λ)), A˜↔ (r|ρmix‖Ψ(λ)), and
A→ (r|ρmix‖Ψ(λ)) as functions of parameter r, where
Ψ(λ)
def
= |Ψ(λ)〉〈Ψ(λ)| is defined by Eq. (139). In FIG. 4,
the upper panel shows the plots for d = dA = dB = 2
and λ = 0.1, and the lower one shows them for
d = dA = dB = 4 and λ = 0.05. Here, A˜↔ (r|ρmix‖Ψ)
is numerically calculated by means of Eqs. (126) and
(127).
From FIG. 4, we observe that A˜↔ (r|ρmix‖Ψ(λ)) well
approximates Asep (r|ρmix‖Ψ(λ)) if A→ (r|ρmix‖Ψ(λ)) <
Asep (r|ρmix‖Ψ(λ)); otherwise A˜↔ (r|ρmix‖Ψ(λ)) =
A→ (r|ρmix‖Ψ(λ)). As a result, A˜↔ (r|ρmix‖Ψ(λ))
well approximates Asep (r|ρmix‖Ψ(λ)) =
Asep (r|ρmix‖Ψ(λ)) = Asep (r|ρmix‖Ψ(λ)) in the re-
gion of r ≥ log d − LR(|Ψ(λ)〉). Thus, we observe that,
at least in low-dimensional systems and in this region of
parameter r, the above three-step LOCC protocols are
close to optimum over all two-way LOCC protocols from
the viewpoint of the Hoeffding bounds, too. Here, note
that this is the first result showing the existence of a gap
between first error exponents under optimal one-way
LOCC protocol and under our two-way LOCC protocol
in asymptotic settings of local discrimination problems.
VII. SUMMARY
In this paper, we have treated the local asymptotic
hypothesis testing between an arbitrary fixed bipartite
pure state |Ψ〉 and the completely mixed state ρmix.
We have showed that the Stein’s lemma type of optimal
error exponents are given as log dA + log dB − E(|Ψ〉)
for all one-way LOCC, two-way LOCC and separable
POVMs. The Chernoff bounds are given as log dA +
log dB − logRs(|Ψ〉) for one-way LOCC POVMs and as
log dA+log dB−LR(|Ψ〉) for separable POVMs. In these
formulas, E(|Ψ〉), Rs(|Ψ〉), and LR(|Ψ〉) are the entropy
of entanglement, the Schmidt rank, and the logarithmic
robustness of entanglement of |Ψ〉, respectively. From
the viewpoint of the entanglement theory, these formu-
las give new operational interpretations of these entan-
glement measures. Moreover, we have derived analyti-
cal formulas of the Hoeffding bounds for one-way LOCC
POVMs without any restriction on a parameter and un-
der separable POVM with a restricted region of a param-
eter. Finally, we have numerically calculated the Cher-
noff and Hoeffding bounds under a particular class of
three-step LOCC protocols in low-dimensional systems
and have showed that these bounds not only outperform
the bounds for one-way LOCC POVMs but also almost
approximate the bounds for separable POVMs in the pa-
rameter region where the analytical formula for separable
POVMs has been derived. As far as we know, this is a
first time to show the existence of a gap between the op-
timal error exponent among one-way LOCC POVMs and
two-way LOCC POVMs in “asymptotic local discrimina-
tion problems”.
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Appendix A: List of notations
lim: limit superior
lim limit inferior
HA(B): Hilbert space of system A(B)
HAB Hilbert space of joint system AB
dA(B): dimension of HA(B)
d: = min (dA, dB)
dmax: = max (dA, dB)
|Ψ〉: an arbitrary pure state
Ψ: = |Ψ〉〈Ψ|
σA: = TrB |Ψ〉〈Ψ|
{λi}di=1: Schmidt coefficients of |Ψ〉 defined by Eq. (1)
ρmix: completely mixed state on HAB defined by Eq.(3)
σΨ: separable state defined by Eq. (34)
|ψ〉: the state on Cd defined by Eq. (81)
|φ〉: the state on Cd defined by Eq. (89)
{|φnL〉}L∈Zdn
2
: set of the states on
(Cd)⊗n defined by
Eq. (75)
{|Jn〉}dnJn=1: abbreviation of the basis {|i1〉 ⊗ · · · ⊗|in〉}i1,...,in
{Tn, I − Tn}: two-valued POVM; Tn corresponds to ρmix
and I − Tn corresponds to Ψ.
C: a class of POVM, e.g., g(global POVM), →(one-
way LOCC POVM), ↔(two-way LOCC POVM),
sep(separable POVM)
L
A(B)
δ′,n : projection defined by Eq. (61)
|Υn〉: state defined by Eq. (63)
P(dA): power set of a finite set {1, . . . , dA}
Λ(t): likelihood-ratio test defined by Eq.(28)
{Mω}ω∈P(dA): POVM of Alice’s first measurement in the
three-step LOCC protocol.
{mω(h)}dAh=1: positive coefficients of Mω defined by
Eq. (114)
{|ξωj 〉}|ω|j=1: mutually unbiased basis of subspace
span{|h〉}h∈ω
{Nωj }|ω|j=0: POVM of Bob’s measurement in the three-
step LOCC protocol defined as Nωj = |ξωj 〉〈ξωj | for
j ∈ {1, . . . , |ω|}, and Nω0 def= IB −
∑|ω|
j=1N
ω
j
{Oωjk }k∈{0,1}: POVM of Alice’s second measurement in
three-step LOCC protocol defined by Eq. (115)
P (δ|ρin,mω): classical probability distribution over mea-
surement outcomes δ derived from the three-step
LOCC protocol defined in Section V, where ρin
is the unknown initial state, and Alice’s first
POVM {Mω}ω∈P(dA) is determined by the param-
eter {mω(h)}h∈ω.
α (Tn): type-1 error probability of the local hypothesis
testing defined by Eq. (4)
β (Tn): type-2 error probability of the local hypothesis
testing defined by Eq. (5)
αn,C(β|ρ‖σ): optimal type-1 error probability of POVM
class C defined by Eq. (7)
βn,C(α|ρ‖σ): optimal type-2 error probability of POVM
class C defined by Eq. (6)
Pn,C(π0, π1|ρ‖σ): optimal mean error probability of
POVM class C defined by Eq. (8)
ξC(ρ‖σ): Chernoff bound of POVM class C defined
Eq. (11)
ξC(ρ‖σ): upper bound of Chernoff bound ξC(ρ‖σ) of
POVM class C defined by using lim instead of lim
in Eq. (11)
ξ
C
(ρ‖σ): lower bound of Chernoff bound ξC(ρ‖σ) of
POVM class C defined by using lim instead of lim
in Eq. (11)
ξ˜↔ (ρmix‖Ψ): lower bound of Chernoff bound
ξ↔ (ρmix‖Ψ) defined by Eq. (118)
ηC(ǫ|ρ‖σ): Stein’s lemma type of type-1 error exponent
of POVM class C defined by Eq. (15)
ηC(ǫ|ρ‖σ): upper bound of Stein’s lemma type of type-1
error exponent ηC(ǫ|ρ‖σ) of POVM class C defined
by using lim instead of lim in Eq. (15)
η
C
(ǫ|ρ‖σ): lower bound of Stein’s lemma type of type-2
error exponent ηC(ǫ|ρ‖σ) of POVM class C defined
by using lim instead of lim in Eq. (15)
η†C(ρ‖σ): strong converse bound of Stein’s lemma type of
type-1 error exponent of POVM class C defined by
Eq. (19)
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η˜sep(ρ‖σ): upper bound of ηsep(ǫ|ρ‖σ) defined by
Eq. (54)
θC(ǫ|ρ‖σ): Stein’s lemma type of type-2 error exponent
of POVM class C defined by Eq. (14)
θC(ǫ|ρ‖σ): upper bound of Stein’s lemma type of type-2
error exponent θC(ǫ|ρ‖σ) of POVM class C defined
by using lim instead of lim in Eq. (14)
θC(ǫ|ρ‖σ): lower bound of Stein’s lemma type of type-2
error exponent θC(ǫ|ρ‖σ) of POVM class C defined
by using lim instead of lim in Eq. (14)
θ†C(ρ‖σ): strong converse bound of Stein’s lemma type of
type-2 error exponent of POVM class C defined by
Eq. (18)
AC(r|ρ‖σ): Hoeffding bound of type-1 error exponent of
POVM class C defined by Eq. (23)
Asep(r|ρmix‖Ψ): upper bound of Hoeffding bound
Asep(r|ρmix‖Ψ) defined Eq. (141)
Asep(r|ρmix‖Ψ): lower bound of Hoeffding bound
Asep(r|ρmix‖Ψ) defined by Eq. (142)
A˜↔ (r|ρmix‖Ψ): lower bound of Chernoff bound
A↔ (r|ρmix‖Ψ) defined by Eq. (119)
BC(r|ρ‖σ): Hoeffding bound of type-2 error exponent of
POVM class C defined Eq. (22)
an (Sn): type-1 error probability of global hypothesis
testing defined by Eq. (76)
bn (Sn): type-2 error probability of global hypothesis
testing defined by Eq. (77)
γn
(
a
∣∣∣{|φnL〉}∥∥∥|ψ〉): optimal type-2 error probability of
global hypothesis testing defined by Eq. (78)
Γ
(
r
∣∣∣{|φnL〉}∥∥∥|ψ〉): Hoeffding bound of type-2 error ex-
ponent of global hypothesis testing defined by
Eq. (101)
Γ0(r) upper bound of Γ
(
r
∣∣∣{|φnL〉}∥∥∥|ψ〉) defined by
Eq. (105)
Qn(κ0, κ1): optimal mean error probability of global hy-
pothesis testing defined by Eq. (82)
κ0(1)(n): prior probability defined by Eqs. (85) and (86)
D (ρ‖σ): relative entropy defined by Eq. (21)
Rs(|Ψ〉): Schmidt rank of |Ψ〉 defined by Eq. (43)
E (|Ψ〉): the entropy of entanglement defined by Eq. (44)
LR (|Ψ〉): logarithmic robustness of entanglement de-
fined by Eq. (95)
f(s,m): the objective function defined by Eq.(127)
f(s): the objective function defined by Eq.(128)
sr: the optimal parameter s defined by Eq.(131)
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