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Nonexistence of a Continuous Right Inverse 
for Surjective Linear Partial Differential Operators 
on the Frechet Spaces y@‘)(Q) 
D. Ii. COIIOOK~ 
1. ~TROIXCTIOX 
Let L : E - E be a topological epimorphism of the Frechet space E. 
We say that R is a continuous right inverse of L if R is a topological mono- 
morphism of E and LRf == f for all f in E. 
Continuous right inverses arise in a natural way in the solution of boundary- 
value problems. Let F be a topological vector space. Let Bi : E + F be a 
continuous linear transformation of E into F for i = I,..., ,V. Suppose that 
for every f in E there is a unique u in E such that 
Lu -f (0.1) 
and 
Biu :zz 0 (04 
for i = I,..., N. For each f  in E let Rf be the unique solution of (0.1) and 
(0.2). Then the continuous right inverse which gives the solution of (0.1) 
and (0.2) can be used to find the solution of the more general boundary 
value problem of finding a u in E which satisfies (0.1) and 
B,u = .f, > (0.3) 
where fi EF, for i = I,..., h'. Let g be any member of E which satisfies 
B,g -f; (0.4) 
for i =. l,..., N. Then 
u==g-RLg+Rf (0.5) 
satisfies (0.1) and (0.3). This is a generalization of the auxiliary-function 
technique. 
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C‘ontinuous right inverses arc also of interest because of the fact that an 
epimorphism I, of a Frcchet space E has a continuous right inverse if and 
only if there is a closed subspace F of E such that 
B =- Ker(L) (3 !F. (04 
Since Z(c), the holomorphic functions on complex-one-dimensional 
space, is equal to the kernel of the Cauchy-Riemann operator on 
C’-(Iw, x iw,), this shows that there is no closed subspace F of C”([w, >: [w,) 
such that 
C’(R,. x R,) ~7 X(C) QjF. (0.7) 
This follows from the theorem of Alexander Grothendieck which states that 
no non constant linear elliptic operator with analytic coefficients and n ) 2 
independent variables has a continuous right inverse on C”(Q) for any 
nonempty open subset Q of [w” (Treves [ 15, Thm C. I]). 
We work in this paper u-ith constant coefficient linear partial differential 
operators on the space r(*)(Q), lchich is defined to he 
{f~ C=(Q) : iif’l(f,K) < 02 for all E,O 
and all compact sets KC Q}, (0.8) 
where for every f  in yra)(-Q), for every E > 0, and for every compact subset 
k’ofSZ . 
llfl~(s,a) = sup(t+’ 1 0: /-Q 1 Pf(X)l : 01 t N”, x E K}. (0.9) 
It is well known (Hormander [7, Thm 5.7.31) that if P,(D) is hyperbolic 
and 1 < 6 < m/‘(m - I), where PZ is the degree of P(D), then P(D) has a 
continuous-right inverse on yr6)(LFP) through the Cauchy boundary value 
problem. 
I. I . SuYjectivity 
We have defined y’“)(Q) for every 6 > 1 and every open set J2 to be the set 
of all f  in P(Q) such that (0.8) IS satisfied, where the seminorm jJflJ(r,K) is 
defined for everyfin y’“)(Q) by (0.9). The following propositions follow from 
the definitions by means of straightforward but sometimes lengthy 
calculations. We leave their proof to the reader. 
PROPOSITION 1. I. The space #8)(Q) is a Fuzchet space .for every nonempty 
open subset $2 of R”. <f P(x, II) is a linear partial diffeerential operator with 
coeficients in y@)(Q), then P(x, D) maps Y(~)(Q) 1 inearly and continuously into 
itself. 
SURJECTIVE LINEAR PARTIAL DIFFERENTIAL OPERATORS 293 
If K is a compact subset of Q we define y(cs’(K) to be the set of all f  in 
y’*‘(Q) such that suppf C K and equip y:‘(K) with the topology induced by 
y(*)(Q). We define y:“(Q) to be 
u {y:‘(K) : K is a compact subset of Sz}, (1.1) 
and we equip y:‘(Q) with the finest locally convex topology for which all 
of the identity injections 
I (‘y*Q) : $v) - rl,“‘(Q) (1.4 
are continuous. 
PROPOSITION 1.2. The space y:‘(Q) is an LF space and the identity injection 
I : yyyq --f Cc”(Q) 
is continuous for every open subset Q of KY. 
PROPOSITION 1.3. The space y’,6’(W) is an ideal in C,m(EP) when both are 
given the additive structure of pointwise addition and the multiplicative structure 
of convolution. 
PROPOSITION 1.4. If  6 > 1, then r’,“‘(Q) is dense in C,“(Q) and every 
member of P(Q) acts nontriviaZZy on r’,“‘(Q). 
Let us refer to members of the dual of $“(Q) as a-distributions and denote 
the dual of this space by S8’(Q). Then the dual of y@‘(Q) can be shown to be 
&‘(sZ) = {U E ~?3~‘(52) : supp u is a compact subset of a}. 
A perfect space (see Friedman [5]) is a complete countably normed space E 
having the property that bounded sets in E are relatively sequentially 
compact. 
PROPOSITION 1.5. The space y’“‘(Q) is a perfect space and the space y’,“‘(Q) 
is the inductive limit of a countable number of perfect spaces. 
The proof of proposition 1.5 is a consequence of Theorem 20 of Friedman 
[5, p. 151 and the Ascoli Theorem (e.g. Royden [IO, p. 1551). 
The following is a consequence of the more general Theorem 4 of 
Friedman [5, p. 1041 but we formalize it, because it is crucial to proving 
surjectivity. 
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PROPOSITION 1.6. The mappings T, am! i; tk@ned for every .X in RI: /JJ 
the rules, 
TX(p)(y) -7. cp(\‘ ;~ JJ) (1.3) 
and 
f&)(y) -2 yT(x - y) (1.4) 
map y(B)(R1l) and y~‘(lw”) linearly and continuous!?: into themse1.ve.s. 
This enables us to deduce the following. 
PROPOSITION 1.7. Let u be a member of &‘(Rn). Then the operator L,, 
defined on functions q in y(“)(W) by the rule, 
L(Y)(X) = 4&P, (1.5) 
for each x in W maps y(G)(Rn) linearly and continuously into itself. 
These last two propositions are needed to prove the usual result (e.g. 
Hijrmander [7, Thm 1.6.11) on the derivative of a convolution which is 
stated as follows. 
PROPOSITION 1.8. Let u be a member of c$~‘(W). Let q~ be a member of 
y’“‘(W). Let 01 E N”. Then c 
D,W GP)) = (D”Wdd r @,Y CP)), (1.6) 
where Fz is given by (I .4). 
Now the preceeding propositions and the argument of Treves [13] can 
be used to prove the following result which was stated in a more general 
setting in Chapter VII of Treves [ISj. 
THEOREM 1 .l. (Malgrange). Let P(D) be a nontrivial linear partiaZ 
dtxerential operator with constant coeficients and n independent variables. 
Then if 6 :T 1, the operator P(D) maps y(“)(Q) continuously onto itself if and 
only if 9 is a P(D)-convex open set in KY’“. 
2. SUMMARY OF RESULTS 
It has been shown (e.g. T&-es [15], Chapter V-11, Theorem 2.3.1) that if 
P(D) is a nontrivial linear partial differential operator with constant coefficients 
with n independent variables then P(D) maps y(“)(Q) linearly and continuously 
onto itself for all 6 > 1 if and only if 52 is P(D)-convex in the sense of 
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B. Malgrange [9]. Thus, it is meaningful and interesting (in view of Theorem 
5.7.3 of Hormander [7]) to ask whether or not a linear partial differential 
operator P(D) with constant coefficients and n independent variables has a 
continuous right inverse on y@)(Q) when Q is a nonempty P(D)-convex open 
subset of [w’” and 6 > 1. 
In this paper we show that in fact if there are two linearly independent 
vectors Nr and N, in W - (0) which satisfy (LV~ , [) = 0 for i = 1, 2 
whenever P,,(e) := 0, where P,,(D) is the principle part of P(D), then P(D) 
has a continuous right inverse in y(6)(L?) for some nonempty open subset .Q 
of R”, only if the operator P(D) is a constant. 
Furthermore, if iV is a nonhyperbolic, noncharacteristic direction of P(D), 
then there is an Y > 0 depending on P(D) and N such that if 6 > Y, then 
P(D) has no continuous right inverse on y(*)(Q) for any nonempty open 
subset Q of R”, where n is the number of independent variables of P(D). 
It is clear that for operators satisfying the above hypothesis, n > 2, since 
ordinary differential operators with constant coefficients are hyperbolic in 
all directions in W. 
Finally, suppose .Q is an open subset of UP and N is a nontrivial vector in 
iw’” with the property that there is a truncated cone U(N, J2, P(D)) the normal 
to the base of which and the axis of symmetry of which are parallel to AJ which 
has the additional properties that (i) there is an x(O) in the boundary Z1;2 of D 
which is the vertex of %(N, Q, P(D)), (“) n every characteristic hyperplane of 
P(D) which meets X(O) also meets the base of U(N, +Q, P(D)), and (iii) 
@(N, Q, P(D)) - {CC(~)} is contained in Q. We formalize the above mentioned 
properties in the following definition. 
DEFINITION 2.0.1. We say that the open set SZ satisfies a P(D)-cone 
condition with respect to the oectov N in R” - {0}, if there is an x(O) in the 
boundary 32 of Q, and positice constants (Y and /I with cy E (0, 1) such that 
U(N, Q, P(D)) = {x E W’” : (x (01, N) > (x, A’} > (x(O), N) - /3, 
and (2.1) 
i(X - X(O), N)j > (1 - &) j X - X’O) I> 
satis$es (i), (ii), and (iii) above. 
We remark that if Q satisfies a P(D)-cone condition with respect to the 
vector N, then N is not a characteristic of P(D). 
Also if N is not a characteristic of P(D), then D = {X : a < (x, N) < 6) 
satisfies a P(D)-cone condition with respect to N for real a and b with a < b. 
Our conclusion is that if 8 satisfies a P(D)-cone condition with respect 
to the vector N in W - (0) and N is a nonhyperbolic direction of P(D), 
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then there is an Y >> 0 depending onI!- on P(U) and :V such that if i’, 1. 
then P(D) has no continuous right inverse on y’“‘(Q). 
2.1. Codimension of Characteristics is Larger than O~IP 
In this section we prove the nonexistence of a continuous right inverse on 
y(“)(Q) for every 6 :x 1 and every nonempty open subset R of RI) for a class of 
operators which includes (iN/i,s,)” ~1 (i’j~,~$ and (; ‘iv,) + i(i’.‘rS,) it’ II 2 
and c(ajikl) - (?ji:x,)’ -- (i‘;‘i-.y:,)’ for every scalar c if II 3. The class is 
more generally those operators satisf!-ing the hypothesis of the following 
theorem. 
THEOREM 2.1. I. Let P(D) be a lizear partial diSfeerentia1 operator with 
constant coe@cients. Suppose that IV, and AT, are nontrivial linearly independent 
vectors in W which are orthogonal to every character&ic of P(D). Then if 
P(D) has a continuous right inverse on y@)(LR).f or some 6 >> 1 and some nonernpty 
open subset Q of W, it follows that P(D) is a constant. 
Proof. I f  P(D) had a continuous right inverse R on y’*)(Q), it would 
follow that for every compact subset K of G?, there is a compact subset K’ 
of Q such that Rq, vanishes on K whenever q vanishes on K’ for all q~ in 
y’@(Q). Let K be a compact set with interior in 9. Let U be a convex open 
box in Q - K’ in the same component of Q to which K belongs with the 
property that every characteristic hyperplane which meets I’ also passes 
through the interior of K. Let I- be the set of all points in J2 which can bc 
reached from a point in 1; by means of a finite polygonal path the edges of 
which are linear combinations of i\l and kTz . Assume that the set C: is chosen 
so that V contains every point of K which has a point in common with a 
characteristic hyperplane which passes through it. Then a varient of 
Holmgren’s uniqueness theorem (Theorem 53.3 of Hiirmander [7]) says 
that if 9) E Y(~)(Q) and supp 9 CC l’, then supp(Rp, V) CC 15:. That is to 
say, for every F in y(8’(Cf), thcrr is a 
(2.2) 
in r’,“‘(U) such that P(D) zj :z q~. But D’(G) 1s a subspace of the dual of the 
LF space y:‘(U) and 
exp(i < 5, x)) = U(X) (2.3) 
is a nontrivial member of the dual of $‘(U). But if P(D) were nonconstant, 
we could find a 5 in C” such that P(-5) = 0. That is to say if P(D) had 
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positive degree c could be chosen so that P(--D)u = 0, where u is given by 
(2.3). Then there would be a F in y’“)( I?‘) such that 
1 -= ( &) u(x) d.v, 
= 
.i 
(P(D) 1/b(s)) U(X) dx, 
=: 
j 
- #l(x)(P(-D) u(x)) dx =- 0, (2.4) 
which would be absurd. Hence, P(D) must have been a constant. 
2.2. Codimension of Characteristics is One 
In this section we consider linear partial differential operators P(D) with 
constant coefficients and n 4 2. independent variables. We suppose that 
there is a vector N in R” - CO> which is orthogonal to every characteristic 
of P(D). \Ve prove the nonexistence of a continuous right inverse in y’“)(Q) 
for a class of such operators P(D) f  or all 6 > Y, where Y depends on P(D) 
and N for all nonempty open subsets Q of 58”. This class includes 
( a/axl) - (?/Px,)J?l, where Y = m and m 2 2. 
THEOREM 2.2. I. Let P(D) be a nontriz!ial linear partial daflerential operatot 
with constant coeficients and n 3 2 independent variables. Let N be a nontrivial 
vector in W which is orthogonal to every characteristic of P(D) and which is a 
nonhyperbolic direction of P(D). Let 121 b e a positive number such that there 
exists an unbounded subset .F of Rll-l, a positive number C, and a real number B 
such that 
for all 4’ = (tl ,..., t,-,) in .Y, where the map X : FW1 -+ UZ satisjes 
Q((‘, X(f)) = 0 for all E’ in IV-l, where Q(D,) is the linear partial 
d$Yerential operator obtained from P(D,.) by rotating coordinates so that 
yn = x,N, + ... + x,N, , where it is assumed that Y 2 t ... 11 -$- N,,Z = 1. 
Then if 6 > r = l/M, the operator P(D) has no continuous right inverse on 
y(“)(Q) for any open subset J2 of 53”. 
Proof. Assume that N12 $ + NFt2 = 1. After a rotation of coordinates 
we may assume that N = (O,..., 0, 1). Then Theorem 5.3.3 of HGrmander 
[7] and an argument similar to the one used in proving Theorem 2 of Cohoon 
[2] can be used to prove the existence of a set I/ of the form 
v  = {x E R” : a < x, < c}, (2.5) 
where a, b, and c are real, n 0 h r, and for cvcry F(S) in yC ’ (I ). 
u-hex 
t’ == (SE I- : 0 j. .A-,, i h. and , .T,> I; for k I,..., i/ -- I;, (2.6) 
there is a unique #(x) in y’“)( I .) such that 41,(s) -I 0 in case / xk ;:: , ! I  for some 
k E (I,..., I2 - 1: or if xIL .< 0, and such that 1’(D) 4(x) = p(x). Assume 
that W is an open subset of ,Q defined b!. 
]I’ = (.Y t; r : XJ,. : < 17 for I2 I ,..., 11 - I}. (2.7) 
Then choose 4 :.= Kg, IV and set C/(X) :=. 0 for x E CT -- IV. If  the interior 
of K contains W n {x E 1. : 0 -c. s, < 6) for some E > 0 and if K’ is a 
compact set satisfying the condition that p : 0 in K’ implies RQZ = 0 in K 
and we assume that new coordinate system has been chosen so that x t v  
and x,, -2 0 imply x $ K’, then the extension of (Kp, ; IV) by 0 in V is a 
member of y’“‘(I) satisfying the conditions that 
and 
for all x in 1,-. 
(2.8) 
(2.9) 
(2.10) 
(2. I 1) 
Fourier transforming (2.10) with respect to .~i ,..., v,,-i we obtain 
p(rq D,J &‘, 4 =- $(t’, .hj (2.11) 
where 
&5’> ~V,J 0 for .Y,, z< 0. (2.12) 
A standard uniqueness theorem for ordinary differential equations and the 
Paley-Weiner Theorem (e.g. Hiirmander [I], Theorem I .7.7 or Hijrmander 
[I, Lemma 5.7.21) shows that there is only one 4 satisfying (2.8), (2.10), 
and (2.11). 
We consider a special class of functions for the right side of (2.11). LVe 
suppose that $([‘: s,,) is given by 
~(~‘~ ,2.,,j = JdE’).f(.~,!) (2.13) 
where g is the Fourier transform of an element of r’,“‘(lV-l) whose support 
s~pp(,F-~g) satisfies 
supp(S ‘g) c (x E lR+i : j Xb 1 < b for k -: I,..., n - 11, (2.14) 
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andf is a member of y(P’(a, c) such that 
supp f  c [O, bl. (2.15) 
Assume I’((, X) is an irreducible member of &(@Yz-l)[X], the polynomial 
ring over the field @Q-l) of meromorphic functions. 
Let 
where 
[It’ (2.16) 
P(f, X,) = 0 for 17 = I,..., 7f1 (2.17) 
and X, ,... , XnL are distinct elements of an extension of the field ,%(@n-l) of 
memomorphisc functions and 
Theorem 3.11 of Treves [14] or the fundamental theorem of Galois theory 
shows that the function U(f’, x,), defined by (2.16), (2.17) and (2.18), is an 
entire function of 5’ and ?c,~ and that 
(2.19) 
The closed-graph theorem shows that the mapping TcB,i.n) defined by 
where $(t’, x,) is defined by (2.19) maps $[O, 61, regarded as a Frechet 
space, continuously into the Frechet space B(“)(.F), where 4 is a subset of 
Wn-l satisfying the hypothesis of the Theorem and B6)(Y) is defined by 
I?(@($) = (U : u is the restriction to 9 of an entire function and for all C > O> 
(2.21) 
Then the closed-graph theorem shows that Tc~,~,) is continuous. Note that 
I+“‘($) is closed with respect to multiplication by algebraic functions for all 
6 > 1. We give $‘[O, b] a special topology induced by a natural one on 
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y16’[--b, b] which is defined bv the scminorms c which xc‘ detincd hy 
the rule. 
The closed-graph theorem says that for every I‘, ,> 0 there is a C2 ,J 0 
and a C, > 0 such that 
for all 5’ in JJ’ and all x,, 5; II with X, - h sufficiently small, where lIJllc, is 
defined by (2.22). Choosing x,, = b, the inequality (2.23) becomes 
where 
W’, Cl) = Ac3 exp (Cl 1:: I Ek jr/‘). (2.25) 
Letjl(y,) = f(b - y,). Note that Ilfl~~, = ilfij,-, . Set 
j(y,) = (& - 4) ... (& - L&b - lu,,,) ..’ (nrz - Kn) dyn), (2.26) 
where v  is an arbitrary member of $‘[O, b]. Then there exists a C, > 0 
and an Nr > 0 such that 
c, 1l~llc, GcJ(I + I r i)“’ ]T(, IIPC’) llcz ! (2.27) 
wherejis given by (2.26). Substituting the expression (2.26) forfinto (2.24) 
and integrating by parts we deduce that the left side of (2.24) is given by 
(2.28) 
Since v  is an arbitrary member of $‘[O, b], we can define 
P(YA = exp(--iPe &)Y~) x(m). (2.29) 
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Then (2.28) and (2.29) imply that 
W’, cl) 1 j; WC’, rn).f(~n) dyn / 
z 
GK’, Cl) j” X(YJ exp(-(Im Xlr)y7J dyn , (2.30) 
0 
if x(y,) is a nonnegative, real-valued member of ri”[O, b]. Then substituting 
(2.29) into (2.27) we deduce that there are constants C, and iVz such that 
Ilfilc, < C5(1 + 1 5’ IY” C Ii Xc’) La . 
j=O 
(2.31) 
Then combining (2.30), (2.31), and (2.24) and choosing x so that 
X(YJ = 1 for E f  y,, < b - E (2.32) 
we deduce that 
G(t’, Cl) j j: WC’, yJf(b - YE) don 1 
>, G(li’, C,)(b - 2~) exp(-(Im Sk), (2.33) 
if Im X, < 0. Now to complete the proof we need some algebraic lemmas 
which we will use to show that the inequality 
G(t’, Cl)@ - 2~) exp (-(Im X&J < C&l t I E’ I)“” f II x(j) i/c2 , (2.34) 
j=O 
which is implied by the supposition that P(D) had a continuous right inverse 
is in fact violated. 
We have tacitly assumed the result of the first of these lemmas in proving 
inequalities (2.27) and (2.31). The second which follows enables us to make 
use of the consequences of the assumption of nonhyperbolicity of P(D) in 
the direction (O,..., 0, 1) to deduce a contradiction. 
LEMMA 2.2.1. Let P(t’, X) be given by 
m-1 
P(S’, X) = Xm + c a,([‘)Xk. 
k=O 
(2.35) 
Suppose that ak([‘) = a*( tJ1 ,..., En-,) is a polynomial in 5’ = (6, ,..., tnwI). 
Let Z(C”-‘) denote the integral domain qf functions holomorphic in C-l and let 
9?(Cn-l) denote its quotient field. Let us suppose that P([‘, X)) is irreducible in 
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~(C~~-l)[X] and, consequently, in .%(a=‘! -‘)[X]. let -YL ,..., -Y,,, be tin roots (!f 
P(c, X) == 0 in some extension of .S(UZ’z-l). Then if U(,Y, ,..., ,Y?,,) i.s a pal-v- - 
nomial in na cariahles with constant complea rocjficients, thrrr are positiw 
constants C and 11Z such that 
Q&Y, ,..., .Y,,,) C(1 -1. (5,’ . ,;(-*)ly. (2.36) 
Th e proof of the above lemma is straightforward. illore diflicult is the 
following lemma whose proof requires the Seidenberg-Tarski Theorem 
(Seidenberg [I 1, Thm 3]), the ideas of which a~-c based on the work of 
Tarski [ I 21. 
LEMMA 2.2.2. Let us suppose that P(D) is an irreducible linear partial 
dzjferential operator of degree m with complex, constant coe$cients and n 
independent cariables. Suppose P(D) is nonhyperbolic and noncharacteristic 
in the direction N := (O,..., 0, 1). Then P(s’, S) satis$es the hypotheses of 
Lemma 2.2.1. Furthermore, ;f  -‘i; ,..., 9,,, denote the roots of P(f’, S) 0 
rn some extension of S(U?-~), th ere exists an unbounded subset .P of &!?“-~I, ah 
Xk in {X, , . . . . S,,!] and positizle constants B, C, and 111 such that 
Im X,, < --C([ 2 1 
L . . . + $Z1)M/I .+ B (2.37) 
for all (tl ,..., En-J in .8. 
Proof of Lemma 2.2.2. The supposition that P(D) is not hyperbolic in 
the direction (O,..., 0, I) and the definition of hyperbolicity (e.g. Hiirmander 
[l, Def. 5.4.11) tells us that for every positive integer q, there exists a 
by), g),..., [z-‘,) in [w”~r and an X in C such that 
Im X < -q (2.38) 
and 
Now we apply the Seidenberg-Tarski theorem (Seidenberg [S, Thm 31) 
which says that projections of algebraic sets are semialgebraic (T&es 
[IO, pp. 499-5011) to the real zeros of the polynomial 
a4 rl> El ,..*, tnel , Re X, Im X) 
=z i Re P(tl , tz ,..., Enel, Re X !- i Im X),2 
+ ( Im P(tl , t2 ,..., tnel , Re X f  ilm X)1” 
-t (A - (it,” + ... + &,))” + (7 - Im X)“, (2.40) 
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which is equal to 0 if and only if P(er ,..., tn.-r , X) = 0, h == El2 + ... + &, 
and 7 = Im X. The Seidenberg-Tarski Theorem (Seidenberg [l 1, Thm 31) 
tells us that 
W = {(A, 7) E R2 : Q(A, 7, 5; ,..., EnM1 , Re S, Im S) I- 0, 
with (E1 ,..., [TL-l , Re X, Im X) t iWn~~l) (2.41) 
is a semialgebraic set (T&es [lo, Def. Al]). Let 
lP* z= ((A, +I*) t W : 7j* = inf{T : (A, 7) t Iv}). (2.42) 
It is clear that for each h for which there is some 7 in [w such that (A, 7) 
belongs to W there is a unique q* in R such that (A, 7”) E W*. Let the 
semialgebraic set W be determined by the sets of polynomials 
and 
9 = {P(,,j)(A, 71) : i = l,..., TZj ,j -= l,..., r] 
22 = {Q(i,j)(h, 7) : i = l,..., n,‘,j = I)..., Y>, 
(2.43) 
where we suppose that (A, 7) E Wif and only if Po~(h, 7) = 0 for i = l,..., nj 
and Q~~,~j()r, T) > 0 for i = l,..., rzj’ for some jc{l,..., I>. The argument 
in Gorin [6] tells us that for each (A, q*) in W* there is aj in { l,.. ., r} such that 
P(,,jj(X, 7*) = 0 for i = l,..., ni and Qti,j)(h, q*) > 0 for i = l,.,., nj’ 
if and only if there is a nontrivial polynomial Po,,) in the collection, 
{P(i,j) : i E {l,..., ?zj}> such that P+,(h, T*) q -: 0. Thus, if we let 
P = 17 {P EP : P(h, 7”) = 0 for some (A, q*) E IV*): (2.44) 
where 9 is defined by (2.43), then we conclude that l/v+ is in the set of real 
zeros of P. But we can write Puiseux series expansions 
7*(X) = C &P (-a2 < j 5; M(/z)), (2.45) 
where aj # 0 if j = M(h), for the zeros (A, 7*(X)) of P, which converge for 
all real sufficiently large A. Let Q*(X), i = l,..., s be such that (A, Q*(A)) E W* 
for h belonging to the unbounded set St of positive numbers. Furthermore, 
suppose that there is an N > 0 such that A > IV and (A, y*) E W* implies 
y{*(x) zzz c qpe (-co < j L< MJhJ) (2.46) 
for some iE {I,..., s). The coefficients uii’ must be real. 
Suppose it were true that uy) > 0 for j = Illi for each i E {l,..., s}. 
Then there would be a C > 0 independent of (tl ,..., [+r) such that 
Wl ,**-> fn-1 , Re X + i Im X) = 0 implies -C < Im X, which would 
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contradict the assumption that f’(0) is nonhvpcrbolic in the direction 
(0 ,.,., 0, I). Thus, for some i tz (I ,..., $1, \ve hn’c 1,;” 0 for j .‘I/,(//,). 
Thus, there is an I ' 0, an .I, ' 0 and 3 I' 0 WC11 that 
y,“y,\),\ (I.‘?) -:. --c’ (3.47) 
for all X t S, satisfying h I:- i\‘, . ‘I’hus, there is an unbounded subset I/ ot 
F8’l-l such that (2.37) is valid. ‘This completes the proof of Lemma 7 7 7 e.-.-. 
LEMMA 2.2.3. Let P([‘, *Y) be giwn by (2.35). ,Yuppose that u,~([‘) is a 
polynomial in 5’ : (tl ,..., 4 ,,_ 1) of degree less tkan m - k -}- I. Then thevr 
exist positive constants c,,, and r?,,, such that <f .I- : [w”--’ --z C is a .function 
such that 
P([‘, A-((‘)) 0 (2.48) 
+hen 
j A-((‘)1 & B,,, I- ~,,,(& -: ... pm ,y (2.49) 
for all & ‘ in p-1 . 
Proof of Lemma 2.2.3. There exist positive constants B, and C,. such that 
(2.50) 
for all [’ in W-l, where the a,<((‘) is defined by (2.35) for lz -= 0, I ,..., m - I. 
This follows from a standard theorem of analysis on convex functions which 
implies that if 
then 
for all [’ in RI”-‘. I f  (2.49) were not satisfied for any 8,, and c,rt then there 
would exist an unbounded subset -9 of [w”- r such that 5’ in .‘p implies 
512 + ‘.. + &, ‘-‘ I, 
and 
(2.52) 
Then the fact that P([‘, X) is defined by (2.35) implies that 
(2.53) 
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for all t’ in $7. Substituting the inequalities (2.50) and (2.52) into (2.53) 
we deduce that 
for all 5’ in .g from which it follows easily that 
(2.54) 
(2.55) 
for all 5’ in the unbounded set .p which contradicts (2.52). Thus, (2.49) must 
have been valid. 
We now use Lemma 2.2.3 to get a stronger result when the principle part 
of P(D) is D,,)‘L. 
LEMMA 2.2.4. Let P(c, X) be given by (2.35). Suppose that a,;(c) is a 
polynomial in 5’ =I (tI ,..., [n-1) of dg e ree less than (m - k). Then there exist 
positive constants C,,, and B,,, such that ifX : Iwtzml - C is a function such that 
(2.48) is satisfied then 
) X((‘)~ :g Bm + C,,(.&” I- ... + p~l)~~~w~~~ (2.56) 
for all 5’ in Rn-l. 
Proof of Lemma 2.2.4. Suppose that (2.56) . IS violated. Then there exists 
an unbounded subset .Y of [w’+t such that 5’ E .Y implies 
and 
SUP ) X(~‘)l (~ ’ -I- I.. t. ~2_ )-(n’-1)/2’jr _ co. 
5’ 69 1 R 1 
(2.57) 
Now if X : F-l + C is a function such that P([‘, X(E’)) = 0 for all E’ in 
R.“-l, then by the triangle inequality 
From (2.58) it follows that 
(2.58) 
n-1 
I X(s”)l”’ < c I %(5’)1 1 X(F)lk (2.59) 
I<=0 
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for all 5’ in .Y. But (2.59) and (2.50) tell us that 
(4,” ‘.. 
(;-,)-“~? I,,2 -I-( [‘) I” 
for all 5’ in .‘Y or that 
K,,) , X(~‘)I”’ (2.60) 
But Lemma 2.2.3 implies the right side of (2.61) is bounded whereas (2.57) 
implies the left side of (2.61) IS unbounded on -11’ which is a contradiction. 
Hence, (2.56) must hold. This completes the proof of Lemma 2.2.4. 
Notice that neither one of these lemmas can be improved since the 
polynomial P([‘, .Y) = X2 - (fr2 ‘- E,“) satisfies the hypothesis of Lemma 
2.2.3 and a zero S(,$, , [a) of P(t, , E, , X) satisfies j X([r , E,)i = (<r2 -I+ tzr)ljz 
which means that equality holds in (2.49) with B, = 0 and C, -- 1. 
Furthermore, if a((, , [a) is a zero of Q([, , t2 , ,‘i) := X3 - 5,” - E2” then 
i X(tj , E,)i m~ ((,a -;- t2’));3@.3 which means that equality holds in (2.56) 
with B,, :: 0 and C,,< I. 
Proof of Theorem 22.1. \Ye now are equipped with sufficient machinery 
to show that (2.34) is violated for some G(l’, Cr), where G([‘, C,) is given 
by (2.25) and (2.13). Substituting (2.37) into (2.34) we deduce that for all 
[’ in 9 
(2.62) 
where C, ::m~ exp(CB~c)(b - 2~). Substituting (2.25) into (2.62) we deduce 
that for all [’ in J’ 
c, I g(f)/ exp [c, ?il 
i--1 
+ j E’ l)N2 (2.63) 
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Lemma 2.2.4 tells us that if X,((l) satisfies P(f’, -Yk(t’)) = 0, then 
I Im X,;([‘)i < j X,(t) < B,,l {- C,,(e,” + ..* +- ~~J(‘i(+l)/zz”’ (2.64) 
for all [’ in lR”+l. But (2.37) tells us that 
C(t12 -;- ... 1. Pml)Jr/a + B :.I, : Im S,([‘): (2.65) 
for all t’ in an unbounded set .f. Thus, (2.64) and (2.65) imply that 
.?I :-, (m - l)!vl < 1. (2.66) 
Again a simpfe theorem of real analysis tells us that if IJ is a concav-c function 
on [a, b], a <f(z) < b for all ?c in S, and f  is p-measurable, where ,J is a 
measure on X such that p(S) := 1, then 
I’, (4 of) G G 1G (J/G). (2.67) 
We apply (2.67) to the counting measure on {I,..., 71 -- I) where I/J(U) = zd”j2 
and M tsatisfies (2.66). Then we conclude that if n ;> I, then 
n-1 C1iCn - I)) 2 4j, (2.68) 
i-1 
Substituting (2.68) into (2.63) we deduce that 
C,; 1 g(f)1 exp iC1 ‘il (# t, ‘i” + C, 1 5, I”)) < C,(l + ; 5’: )2’2 (2.69) 
i=l 
for all #c’ in 9, where C, = &‘(l/(~z - l))l-M/i. The function 
H(f) := C,(l t- 1 5’ l)N2 exp (-Cl x I 5, i’ “) (2.70) 
is uniformly bounded on lR”-l. Substituting (2.70) into (2.69) we deduce 
that 
(2.71) 
for all 6’ in 3, where 
and where H(e) is given by (2.70). Now we show that (2.71) cannot be valid 
for all g([‘) which are Fourier transforms of members of y(c8’[-b, b], where 
6 = (b,..., b), an n - 1 tuple each entry of which is b > 0 and where 
[-b, b] = {x’ E l&-l : -b < sj < b,j = l,..., n - l}. (2.72) 
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The following lemma will, thus, complete the proof of Theorem 2.2.2. 
LEMMA 2.2.5. Let F([‘) be a positive continuozrs function such that 
(2.73) 
for all unbounded subsets .f of lR”+ 1 and all C ;> 0, ~where 8 > I. Then there is 
for every unbounded subset .a of W-l a g([‘) which is the Fourier transform 
of a member of r$[--6, b], where [-b, b] is defined by (2.72), such that 
(2.74) 
Proof of Lemma 2.2.5. Let B,(4) denote the Banach space of all functions 
g : .a ---f C such that 
(2.75) 
- - 
where 9 is an unbounded subset of I?--r. Let us suppose that 2 E yr’[--b, b] 
implies g = F(d) E BF(‘a), where F( d(t’)) is defined by 
(2.76) 
The closed-graph theorem and the Paley-Weiner Theorem (Hiirmander 
[7, Lemma 57.21) tells us that there exist positive constants C, and E such 
that for all 8’ in 4 
FCC’) /“, -0. ,;, exp(i(x, r)) g”(x’) dx’ 
< SUP{ClE --la’ / a Ifa’* 1 D~(x)l : a: E N”, x E [-6, b]}. (2.77) 
Take 
where 
g”(F) = exp(--i(x, 0) 944 (2.78) 
n-1 
and 4(t) is defined by 
$4) = ‘;fx,(-2;‘r, 
t<o 
t > 0, (2.79) 
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where 0 < r, and 1 + l/r < 6. To complete the proof we need to observe 
that there are positive numbers C, and C, such that 
(2.80) 
for all iy. in N”, as the reader can easily check by making the substitution 
IIt- II %’ ‘IrId = x and observing that for all x ;-- 0 
It follows that since p is a member of yrl([-b,b]) (by Lemma 5.7.1 of 
Hormander [l]) that for every /3 in Ni”-1 and every C, > 0 there is a 
C(C, , 9) > 0 such that 
for all ,G in IA~~-~. Using (2.78), (2.80), and (2.81) to estimate the right hand 
side of (2.77) we deduce that for a suitable choice of C that 
for all y  < 01 as one can check by taking logarithms. Now choose constants C, 
and C, such that C’,la121~I / 01 \(npl) < C,C’,~~l for all n! in Ninpl. Then we con- 
clude that 
(2.84) 
Thus, it is clear that the right hand side of (2.82) is dominated by 
which is independent of t’ and is also finite if (C,/E) < 1. Since the left hand 
side of (2.82) is an unbounded function of c, this is a contradiction. This 
completes the proof of Lemma 2.2.5 and, consequently, the theorem. 
5=5/I+-9 
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2.3. Codimension of Characteristics is Zero 
Now we want to prove a nonexistence-or-a-co,ltjnuo~ls-l,igl~t-inverse. 
result which will apply to linear partial differential operators P(U) with 
constant coefficients and n ‘I 2 independent variables even when there is 
no nontrivial vector in I&!” which is orthogonal to cvcrv characteristic. l\:t:. 
however, need to restrict our attention to a class of open sets satisfying the 
hypothesis of Definition 2.0. I +namely those open sets ,Q which satisfy a 
P(D)-cone condition with respect to a nonhy-perbolic, noncharactcristic 
direction A7. We deduce that there is a positive number Y depending only on 
P(D) and N such that if 6 > r, then P(D) h‘ ; as no continuous right inverse 
on yts)(Q) for all 8 >y r. A special case of our result is that 
has no continuous right inverse in y(“)(Ni’ j for all 6 > 1, where H/ 
i(% P x2) E I22 : x, > 0) for i 1, 2 for all scalars C. The general result is 
the following. 
THEOREM 2.3. I. Let P(D) be a linear partial cliferential operator with 
constant coej‘icients and n ;k 2 independent variables. Suppose that h’ is u 
nonhyperbolic, noncharacteristic direction of P(D). Suppose that Q is a 
nonempty open subset of W which is P(D)-convex and satis$es a P(D)-cone 
condition (Dejnition 2.0.1) with respect to the rector N. Suppose that 
N12 + .. + ATT12 := 1 and that Q(D,) is the partiul difJerentia1 operator 
obtained from P(D,) by rotating coordinates so that y,< =m ,x,&VI {- ‘.. -: s,,lV,;,, . 
Let IV be a positive number corresponding to which fhere exists an unbounded 
subset 9 of FF1, a positive number C, a real nmnber B, und u mapping 
S : W-l ---+ II such that Q([‘, X(5’)) =: Ofor all l’ = (tl ,.,., t,,-,) in E4? l 
and 
for all [’ in 9, where jl I’ /I == (El2 -t ... + ~~-l)1:5. Then P(D) maps yi”)(Q) 
continuously onto itself for all 6 :- 1 if P(D) is nontrivial. But ;f  6 >a 1 IM, 
then P(D) has no continuous right inverse on y@‘(L?). 
Proof of Theorem 2.3.1. The fact that P(D) is a topological epimorphism 
of y’s)(Q) for 8 > 1 follows from Theorem 23.1 of T&es [15] which is due 
to B. Malgrange. The fact that Q satisfies a P(D)- cone condition with respect 
to N implies that there exist positive constants u and p with 0 < a < I 
and an $0) in the boundary of Q such that the cone W satisfying the conditions 
of Definition 2.0.1 can be given by (2.1). Since P(D) is nonhyperbolic in the 
direction N if and only if P(D) is nonhyperbolic in the direction -N, we can 
if necessary replace N by -N (Hormander [7, Thm 5.511). We let K be a 
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compact set whose interior contains the base of the cone Y(D, N, CY.‘, /3) 
given by (2.1). Th en if P(D) had a continuous right inverse R in #“)(Q), 
there would exist a C > 0, an E’ > 0, and a compact subset K’ of 9 such 
that 
il RQ, !Ic,,~) G C Ii Y hc,.K~) (2.86) 
for all 9, In y@)(Q). That is to say there is a compact subset K’ of .Q such 
that 9 vanishes on K’ implies Rp, vanishes on K. Since K’ is compact there 
is a d > 0 such that x(l) = X-W(O) - 3dN is not in K u K’, x’ E K’ u K implies 
<,iO), N) - (s, A’) < 3d, and x(*) does not belong to 
(J (v(y’“‘, N, a, /3 - 2d) : <,‘O) - y(O), N) = 2d, y’O’ E ~V(X’~), A’, a, /3)) == H 
(2.87) 
where the set-valued function (y(O), N, a, /I - 24 + Y(y’O), N, OL, /3 - 2d) 
is defined by (2.1). Let e, , e2 ,..., e,-, be an orthonormal basis for the 
(n - I)-dimensional subspace of W consisting of those x in iRn satisfying 
(x, iV) = 0. Let r be chosen so small that 
B(x’l’, e, , e, ,..., en-, , N, r) 
= {A+) + [,e, -+ ... $ [+,ren-r + f,N : / [, 1 < Y and 11 5’ ‘1 < r], 
(2.88) 
where jj [’ ij = (5,” + ... + .$z-J1/2, is an open subset of I/(X(O), N, 01, j) 
which has no point in common with K’ u K u W. Let y(O) denote an arbitrary 
point of ak’(x(O), N, 01, fi) which satisfies I(x’“r -y(O), N)l = 2d. Set 
y(r) = y(O) - dN. Let s = j y(l) - x(r)/. Then let 
W = B(S), e, ,..., en-, , N, s) n {X : 1(x - x(l), N)i < r}, (2.89) 
where we assume (2.88) and that 0 < Y < d. Let pl be an arbitrary member 
of r~“(~J where (2.88) holds and 
1’1 = B(O, e, ,..., enwI , N, r/2). (2.90) 
Then the fact that q~ vanishes in K’ and (2.86) imply that Rep vanishes in K. 
But the fact that P(D) Rq(x) = 0 for all x in V(y(O), N, cq ,!3 - 2d) for all 
y(O) in aV(x(O), N, a, /3) satisfying (X co) - y(O), N) = 2d and Theorem 5.3.3 
of Hormander [7] imply that R~I vanishes in H, where A is defined by 
(2.87). This implies that 4 = 129 j W is a member of y(6)(W) which can be 
extended to be a member of y@)(@) where 
7P = {x E R” : 1(x - x(l), N)l < r} (2.91) 
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simply by defining $(x) = 0 for x’ E Jj’ - JP. Define a map 
(2.9 I ) 
 ^
by defining Rp = (cr, where 4 is the extension of Rpli IV to 18’ described above. 
After a change of coordinates we can assume that e, (I, o,..., O), 
e, = (0, 1, 0 ,..., 0) ,..., e,-, =- (0 ,..., 0, 1, 0), and A\’ (0 ,..., 0, I). Let Q(D) 
be the differential operator in the new coordinate system. Then after I;ourier 
transformating with respect to the first n ~-- 1 coordinates both sides of the 
equation 
Q(n) @f = 2f, (2.92) 
where p(x) = ,f(q ,.,., x,-,)f(x,J is a member of yj?( L’r), we deduce that 
where z&t’, x,) is the Fourier transform of #J(X) = I@)(x) with respect 
to the first n - 1 coordinates, and g([‘) is the Fourier transform of 
‘ax1 ,..., x,-r) with respect to sr ,..., x,-r . After a translation of coordinates 
we can assume that X(O) - 3&V - (r/2) YV = 0. Set a ~- -r/2, 0 --_ I’ and 
c = 3rl2. Then we can assume that 
f(xn) belongs to yy’[O, 61, and that g(f’) is th e F ourier transform of a member 
of y(,s’(R+l) whose support is contained in 
K(n - 1, Y/2) 5 {X'E (Wn-l : I( X';i ~ Y/2}. (2.93) 
Let $ be the unbounded subset of R”-r for which 
Im Xk(f’) < --C I! 5’ J,M j- B (2.94) 
for all [’ in 3 where X,,(f’) is a root of Q([‘, X) in some extension field of 
g(Cpr). We can assume without loss of generality that Q(p, X) is irreducible 
in 5?(C-l)[X]. Then for every x,, in [6, c] and every&E’) which is the Fourier 
transform of a member of r~‘(lFPr) with support in the compact set 
K(n - 1, r/2) defined by (2.93), there is a map Tc,,,~, from the Frechet 
space rf’[O, b] into the Frechet space B’*)(4) given by (2.21) which is defined 
bY 
%LT,,(f)(k’) = &cc %A (2.95) 
where $(tf, x,) is the Fourier transform of 1+4(x) _ I?(fg”)(x), where 8 is 
given by (2.91), and g” is the inverse Fourier transform of g. The rest of the 
proof proceeds exactly as in the proof of Theorem 2.2.1 
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