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Abstrat
of Reent approahes to high-dimensional Amerian and Bermudan option priing,
by Frederik S Herzberg, Merton College, University of Oxford
A number of Bermudan option priing methods that are appliable to options on
multiple assets are studied in this thesis, one of the dominating questions being the
natural saling needed to extrapolate from Bermudan to Amerian (both approximate
and exat) option pries. Among the Bermudan option priing tehniques disussed
in more detail will be (1) the use of ubature formulae for symmetri measures to prie
non-perpetual Bermudan options, and (2) réduite-based approximation of subharmoni
funtions (orresponding to pieewise harmoni interpolation in the one-dimensional
setting). These (iterative) algorithms shall be proven to be sound in a sense that is yet
to be made preise. Also, for eah iteration sequene resulting from these algorithms,
monotone onvergene to the least xed point of the iteration proedure will be shown.
(As part of an appendix, the xed points of a Bermudan option priing algorithm based
on polynomial interpolation shall be haraterised as well.)
If the iteration proedure is based on ubature, a linear onvergene rate of the
iteration sequene an be derived. Moreover, for a ouple of pratially relevant set-
tings one an nd L1 estimates for a non-perpetual Amerian option priing algorithm
based on ubature.
At the outset of this dissertation, the existene of exerise regions for multi-
dimensional Bermudan options is established; afterwards one an proeed to prove
bounds on the Amerian-Bermudan barrier put option prie dierene (ontinuity
orretion) when the argument of this funtion  as a funtion of the logarithmi
start prie  approahes the exerise boundary. In partiular, results of Feller's shall
be generalised to show that an extrapolation from the exat Bermudan pries to the
Amerian prie annot be polynomial in the exerise mesh size in the setting of many
ommon market models, and more spei bounds on the natural saling exponent of
the non-polynomial extrapolation for a number of (both one- and multi-dimensional)
market models will be dedued.
Finally, three approximate ∆-hedging algorithms for high-dimensional derivative
seurities are proposed and implemented, alongside with a measure of omparing their
eetiveness.
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Part I
Introdution
4
Chapter 1
Denitions and basi fats on
Bermudan and Amerian
options
In order to larify terminology, we start by introduing the mathematial notions
orresponding to the nanial onepts that we shall allude to.
Our rst denition is a notational onvention.
Denition 1.1. Let d ∈ N. By exp : Rd → R>0d and ln : R>0d → Rd we denote om-
ponentwise exponentiation and taking natural logarithms omponentwise, respetively.
Remark 1.1. For any d ∈ N, Rd is a Lie group with respet to omponentwise multi-
pliation · : (x, y) 7→ (xiyi)i∈{1,...,d}. Its Lie algebra is the vetor spae Rd with its usual
(omponentwise) addition. The exponential map from the Lie algebra (Rd,+) into the
Lie group (Rd, ·) is omponentwise exponentiation exp : x 7→ (exi)i∈{1,...,d}. Therefore
the abbreviation introdued in Denition 1.1 is onsistent with standard notation.
Denition 1.2. Let T be a positive real number. Consider a real-valued stohasti
proess X := (Xt)t∈[0,T ], adapted to a ltered probability spae
(
Ω, (Ft)t∈[0,T ], P
)
. We
will all X a logarithmi prie proess for a non-dividend paying asset (for short,
a logarithmi prie proess or simply log-prie proess), if and only if there exists
a probability measure Q equivalent to P on FT and a onstant r > 0 suh that the
stohasti proess exp (Xt − rt)t∈[0,T ] is a martingale with respet to the ltration F :=
(Ft)t∈[0,T ] and the probability measure Q. In this ase, suh a Q is alled a martingale
measure and r a market prie of risk or a disount rate for the stohasti proess X
and the probability measure P .
Denition 1.3. Let d ∈ N. A d-dimensional basket is a d-tuple of logarithmi prie
proesses suh that there exists a probability measure Q and a market prie of risk r > 0
suh that Q is a martingale measure and r a market prie of risk for all omponents
of the d-tuple.
For the rest of this Chapter, we will adopt the terminology and the notation for
Markov proesses of Revuz and Yor [26℄.
In partiular, for all probability measures ν on B (Rd), Qν is the probability mea-
sure indued by the transition funtion (Qs)s≥0 via the Ionesu-Tulea-Kolmogorov
projetive limit onstrution, f Revuz and Yor [26, Theorem 1.5℄).
For any d ∈ N, we will denote the σ-algebra of Borel subsets of Rd by B (Rd).
Denition 1.4. Let again d ∈ N. A family Y := (Y x)x∈Rd of Rd-valued homogeneous
Markov proesses Y x adapted to a ltered probability spae
(
Ω,F , Q˜
)
with respet to
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F , with transition funtion (Ps)s≥0 and initial measure δx, is alled a d-dimensional
Markov basket if and only if there is a homogeneous transition funtion (Qs)s≥0 on
the measurable spae
(
Rd,B (Rd)) and a onstant r > 0 suh that the following three
assertions hold:
1. The proess Y x is a Markov proess with transition funtion (Qs)s≥0 with respet
to F for all x ∈ Rd.
2. The proess exp (Y xt − rt)t∈[0,T ] is a martingale with respet to F and Qδx .
3. The measures Pδx and P
x := Qδx are equivalent for all x ∈ Rd.
In this ase, P is alled a family of martingale (or: risk-neutral) measures assoiated
with Y , and r is alled the disount rate for Y .
The expetation operator for the probability measure Px will be denoted by Ex for
all x ∈ Rd.
If the transition funtion P is a Feller semigroup, then we shall refer to Y as a
Feller basket.
If P is a translation-invariant Feller semigroup, we shall all Y a Lévy basket.
Remark 1.2. A priori, it is not lear if there are logial onnetions between the
three assertions in the previous Denition 1.4, in partiular the author does not know
whether the third assertion implies the rst one.
Notational onvention 1.1. If no ambiguity an arise, we will drop the supersript
of a Markov basket. Thus, in the notation of Denition 1.4, we set
Ex [f (Yτ1 , . . . , Yτn)| Fs] := Ex
[
f
(
Y xτ1 , . . . , Y
x
τn
)∣∣Fs]
for all s ≥ 0, n ∈ N and n-tuples of stopping times ~τ = (τ1, . . . , τn) whenever f : Rn →
R is nonnegative or f
(
Y xτ1 , . . . , Y
x
τn
) ∈ L1 (Px). Here we are using the term stopping
time as a synonym for R+-valued stopping time, that is a stopping time with values
in [0,+∞].
Also, sine we are expliitly allowing stopping times (with respet to the ltration
generated by a proess X) to attain the value +∞, we stipulate that the random variable
f (Xτ ) (for any Lebesgue-Borel measurable funtion f) should be understood to be
multiplied by the harateristi funtion of the event {τ < +∞}. Formally, this an be
done by introduing a onstant ∆ 6∈ Rd, alled emetery, and stipulating that Xτ = ∆
on {τ = +∞} and f(∆) = 0 for all measurable funtions f (f eg Revuz and Yor [26,
pp 84,102℄).
We will not formally dene what we mean by an option itself, but we will rather
dene what expeted payos and pries of some lasses of nanial derivatives are.
Denition 1.5. Consider a d-dimensional Markov basket Y with an assoiated family
P· of martingale measures and disount rate r > 0.
The expeted payo of a Bermudan option with (log-prie) payo funtion g : Rd →
R≥0 on the underlying Markov basket Y with exerise times in J ⊂ [0,+∞), log start-
prie x and maturity T ∈ [0,+∞] is dened to be
UJ(T )(x) = sup
τ stopping time, τ(Ω)⊆J∪{+∞}
Ex
[
e−r(τ∧T )g (Xτ∧T )
]
.
The expeted payo of a perpetual Bermudan option is the expeted payo of a
Bermudan option of maturity +∞.
The expeted payo of a Bermudan option with exerise mesh size h > 0 is the
expeted payo of a Bermudan option with exerise times in h · N0 .
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The expeted payo of an Amerian option is the expeted payo of a Bermudan
option with exerise times in [0,+∞).
We shall all the expeted payo of a Bermudan option (or an Amerian option)
a Bermudan option prie (or an Amerian option prie) if and only if the martingale
measures assoiated with the underlying basket are unique (that is, if the market model
desribed by P , F and X is omplete).
In reent years, there has been inreasing interest in inomplete market models
that are governed by general Lévy proesses as log-prie proesses, as is not only wit-
nessed by a tendeny in researh papers to fous on Lévy proess settings (for instane
Boyarhenko and Levendorskii [5℄; Asmussen, Avram and Pistorius [4℄; Øksendal and
Proske [23℄, to take a random sample). Even textbooks, suh as Karatzas' [17℄ and
Mel'nikov's [22℄ introdutory works, are putting onsiderable emphasis on inomplete
markets. Finally, Lévy nane has already been treated in survey artiles intended
for a general mathematial audiene, e g Applebaum's artile [3℄. We will try not to
deviate too muh from this onsensus that tries to aomplish as muh mathematial
generality as possible, while stopping short of studying Markov proess models in their
full generality. Instead we note that a substantial proportion of our results is onerned
with perpetual Bermudan and Amerian options, and it is preisely the medium and
long-term risk theory where Lévy nane seems to be applied most frequently. As a
last remark on this issue, we onsider it as beyond the sope of this thesis to ques-
tion whether it is reasonable from an eonomist's point of view to study inomplete
markets.
Whilst there are some points to be made about market failures on stok markets
that might entail arbitrage opportunities (for example, when assets are traded simulta-
neously on several stok exhanges, or in the event of insider trading), the transation
osts to exploit these arbitrage opportunities usually tend to be lose to the atual
gain that an be ahieved through taking advantage of the arbitrage. Therefore we
shall, for the sake of mathematial simpliity, merely refer to the works of Coros et
al [9℄ as well as Imkeller et al [14, 15℄, and impose a strit no-arbitrage assumption
(whih under ertain regularity onditions on the basket is equivalent to the existene
of a martingale measure, f Karatzas [17, Theorem 0.2.4℄).
Example 1.1 (A few ommon examples). 1. The prie of a European all op-
tion on a single asset with maturity T and strike prie K is the prie of a Bermu-
dan option with the set of exerise times being the singleton {T } and the (log-
prie) payo funtion (exp(·)−K) ∨ 0.
2. The prie of a perpetual Amerian put of exerise mesh size h > 0 on the
arithmeti average of two assets in an underlying basket with strike prie K
is the prie of a Bermudan put option with the set of exerise times being the
whole of the half-line [0,+∞), the maturity being T and the payo funtion(
K − exp((·)1)+exp((·)2)2
)
∨ 0.
3. Consider a perpetual Bermudan all option on a single asset that ontinuously
pays dividends at a rate δ and whose logarithm follows a Markov proess Z
adapted to some probability spae (Ω, (Ft)t≥0, P ). Then, in order to exlude ar-
bitrage, we will have to require the existene of a family of measures P· suh that
eah Px is equivalent to P x (in partiular, PxZ0 = δx) and suh that
(
e−rt+δt+Zt
)
t≥0
is a Px-martingale for all x ∈ Rd. The expeted payo of the option will then be
U˜h·N0(·) = sup
τ stopping time, τ(Ω)⊆hN0∪{+∞}
E·
[
e−(r−δ)τ
(
eZτ −K) ∨ 0]
As an auxiliary result, let us remark
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Lemma 1.1 (Lower semi-ontinuity of sup). If I is a set and (ak,ℓ)ℓ∈I,k∈N0 is a
family of real numbers, then
sup
ℓ∈I
lim inf
k→∞
ak,ℓ ≤ lim inf
k→∞
sup
ℓ∈I
ak,ℓ.
Proof. We have
sup
ℓ
ak,ℓ ≥ ak,ℓ0
for all k ∈ N0 and ℓ0 ∈ I, therefore for all n ∈ N and ℓ0 ∈ I,
inf
k≥n
sup
ℓ
ak,ℓ ≥ inf
k≥n
ak,ℓ0 ,
thus
inf
k≥n
sup
ℓ
ak,ℓ ≥ sup
ℓ0
inf
k≥n
ak,ℓ0 ,
hene
sup
n
inf
k≥n
sup
ℓ
ak,ℓ ≥ sup
n
sup
ℓ0
inf
k≥n
ak,ℓ0 = sup
ℓ0
sup
n
inf
k≥n
ak,ℓ0 .
This is the assertion.
This estimate enables us to prove the following Lemma that is asserting the approx-
imability of expeted payos or pries of Amerian options by sequenes of expeted
payos or pries of Bermudan options, respetively.
Lemma 1.2. Let d ∈ N, T > 0, x ∈ Rd, onsider a bounded ontinuous funtion
g ≥ 0 (the payo funtion), and a d-dimensional basket X having a modiation with
ontinuous paths. If the expeted payo of an Amerian option of maturity T , log
start-prie x and payo funtion g on this basket X is less than innity, then the limit
lim
h↓0
UhN0(T )(x) = sup
k∈N
U2
−k
N0(T )(x)
exists and equals the Amerian expeted payo.
Proof. Consider a sequene (hk)k∈N0 ∈ (R>0)N0 suh that hk ↓ 0 as k →∞. Choose a
sequene of stopping times (τℓ)ℓ∈N0 suh that for all x ∈ Rd,
sup
τ stopping time
Ex
[
e−r(τ∧T )g (Xτ∧T )
]
= sup
ℓ
Ex
[
e−r(τℓ∧T )g (Xτℓ∧T )
]
and dene
τℓ,k := inf {t ∈ hkN0 : t ≥ τℓ} .
Then, due to the ontinuity onditions we have imposed on g and on the paths of (a
modiation of) the basket X , we get
sup
ℓ
e−r(τℓ∧T )g (Xτℓ∧T ) = sup
ℓ
lim
k→∞
e−r(τℓ,k∧T )g
(
Xτℓ,k∧T
)
and hene by the lower semi-ontinuity of sup, one obtains
sup
ℓ
e−r(τℓ∧T )g (Xτℓ∧T ) ≤ lim inf
k→∞
sup
ℓ
e−r(τℓ,k∧T )g
(
Xτℓ,k∧T
)
.
Now we an use the Montone Convergene Theorem and Lebesgue's Dominated Con-
vergene Theorem (this is appliable beause of the boundedness of g) to swap lim-
its/suprema with the expetation operator. Combining this with the spei hoie of
8
the sequene (τℓ)ℓ∈N0 , this yields for all x ∈ Rd,
sup
τ stopping time
Ex
[
e−r(τ∧T )g (Xτ∧T )
]
= sup
ℓ
Ex
[
e−r(τℓ∧T )g (Xτℓ∧T )
]
= Ex
[
sup
ℓ
e−r(τℓ∧T )g (Xτℓ∧T )
]
≤ Ex
[
lim inf
k→∞
sup
ℓ
e−r(τℓ,k∧T )g
(
Xτℓ,k∧T
)]
≤ lim inf
k→∞
Ex
[
sup
ℓ
e−r(τℓ,k∧T )g
(
Xτℓ,k∧T
)]
= lim inf
k→∞
sup
ℓ
Ex
[
e−r(τℓ,k∧T )g
(
Xτℓ,k∧T
)]
≤ lim inf
k→∞
sup
τ(Ω)⊆hkN0∪{+∞}
Ex
[
e−r(τ∧T )g (Xτ∧T )
]
≤ lim sup
k→∞
sup
τ(Ω)⊆hkN0∪{+∞}
Ex
[
e−r(τ∧T )g (Xτ∧T )
]
≤ sup
τ stopping time
Ex
[
e−r(τ∧T )g (Xτ∧T )
]
.
This nally gives
sup
τ stopping time
Ex
[
e−r(τ∧T )g (Xτ∧T )
]
= lim
k→∞
sup
τ(Ω)⊆hkN0∪{+∞}
Ex
[
e−r(τ∧T )g (Xτ∧T )
]
= UhkN0(T )(x).
Sine the left hand side does not depend on (hk)k, we onlude that limh↓0 UhN0(T )(x)
exists and is equal to supτ stopping timeE
x
[
e−r(τ∧T )g (Xτ∧T )
]
.
1.1 Some lasses of Bermudan option priing algo-
rithms
Let C0
(
Rd, [0,+∞)) and L0 (Rd, [0,+∞)), as usual, denote the spaes of nonnegative
ontinuous funtions dened on Rd, and of nonnegative measurable funtions dened
on Rd, respetively.
The purpose of the following denitions is merely to introdue a façon de parler
whih will allow us to quikly desribe desirable properties of approximative Bermudan
priing algorithms in the later parts of this thesis.
Denition 1.6. A map D : L0
(
Rd, [0,+∞))→ L0 (Rd, [0,+∞)) is said to be a sound
iterative Bermudan option priing algorithm (for short, a sound algorithm) for a payo
funtion g ∈ C0 (Rd, [0,+∞)) if and only if Df ≥ g for all f ∈ L0 (Rd, [0,+∞)) and
the map D is pointwise monotone, that is
∀f0, f1 ∈ L0
(
Rd, [0,+∞))(∀x ∈ Rd f0(x) ≤ f1(x)⇒ ∀x ∈ Rd Df0(x) ≤ Df1(x)) .
A sound iterative Bermudan option priing algorithm D is said to have a perpetual
limit if and only if
sup
n∈N0
D◦ng ∈ L0 (Rd, [0,+∞))
(rather than this supremum being allowed to equal +∞ on a subset of positive measure
of its range). In that very ase, the funtion in the last line is simply referred to as
the perpetual limit of the algorithm. Finally, D is said to onverge linearly in L∞ to
the perpetual limit if and only if there exists a c ∈ (0, 1) suh that
∀n ∈ N ∥∥(Dn+1 −Dn) g∥∥
L∞(Rd,R) ≤ c ·
∥∥(Dn −Dn−1) g∥∥
L∞(Rd,R) ,
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Dn being shorthand for D◦n for all n ∈ N0.
Remark 1.3. The elements of L0
(
Rd, [0,+∞)) should be oneived of assigning the
value  that is, the expeted payo  of an option to the vetor of logarithmi start
pries of the omponents of the basket (at least on the omplement of a Lebesgue null
set).
Remark 1.4. The monotoniity ondition imposed on sound iterative Bermudan pri-
ing algorithms entail that the sequene of funtions (Dng)n∈N0 = (D
◦ng)n∈N0 is always
pointwise inreasing. Thus, this sequene has a limit:
g ≤ sup
n∈N
Dng = lim
n→∞
Dng.
The inmum of all D-xed points is always an upper bound for the perpetual limit:
Lemma 1.3. Let D be a sound iterative Bermudan priing algorithm for g with a
perpetual limit u. Then the funtion u is smaller than any xed point of D; moreover,
Du ≥ u.
Proof. Any xed point h of D is in the image of D and therefore, due to our assump-
tions on sound algorithms, pointwise greater or equal g. Now, as D (and thus Dn) is
pointwise monotone,
∀n ∈ N0 h = Dnh ≥ Dng,
therefore
h = sup
m
Dmh ≥ sup
m
Dmg,
where the right hand side is just the perpetual limit. Hene, any xed point of D is
greater or equal the perpetual limit. Furthermore, observe that due to the pointwise
monotoniity of D,
D
(
sup
n
Dng
)
≥ Dm+1g,
therefore for all m ∈ N0,
D
(
sup
n
Dng
)
≥ sup
m
Dm+1g = sup
m
Dmg.
Later on, it will turn out that ifD is based on either ubature or pieewise harmoni
interpolation or the réduite, the perpetual limit is, in fat the minimal xed point (f
Theorem 5.1 and Lemma 5.6 for pieewise harmoni interpolation, Theorem 5.2 for
réduite-based approximation, and Theorem 6.1 for a result on a map D whih is based
on ubature).
Moreover, we shall show that the algorithm based on ubature onverges linearly
in the sense of the denition above.
1.2 Outline of this thesis
We will postpone giving a more informal aount of our motivation to use ubature
formulae for Bermudan option priing until we study the numerial implementation
of some Bermudan priing algorithms. In this thesis, we will rst of all prepare the
derivation of bounds on the natural saling of the dierene between an Amerian and a
Bermudan perpetual barrier option prie (oneived of as a funtion of the Bermudan's
exerise mesh size). Later on, we will show that this is suient to obtain bounds on
the natural saling for the dierene of ertain non-perpetual Amerian and Bermudan
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barrier options. For the one-dimensional setting, analogous results have been obtained
by Broadie, Glasserman and Kou [7℄.
Furthermore, we will prove soundness and existene of a perpetual limit for a
number of Bermudan priing algorithms, inluding priing based on ubature. In
partiular, as was previously remarked, we will obtain a linear onvergene rate for
the latter lass of algorithms.
Later on, we shall prove onvergene bounds for a non-perpetual Amerian pri-
ing algorithm in whih one is omputing non-perpetual Bermudan pries of a ertain
exerise mesh size via ubature and suessively halves their exerise mesh size while
leaving the number of paths at whih the option is evaluated onstant.
The natural saling for whih bounds are derived in the rst hapters of this report,
an be used to onsistently extrapolate from a nite number of Bermudan barrier pries
to an approximation for the Amerian prie. En passant, we will skethily explain
how some of the features of objet-oriented (C++) programming an be exploited to
enhane the eieny of a Bermudan priing algorithm based on ubature (that is to
say, how to irumvent exponential omplexity by ahieving reombination through
the map lass template).
1.3 Notation
We are following largely standard probabilisti notation, as an be found for instane
in the works by It and MKean jr. [16℄ or Revuz and Yor [26℄.
Both A ⊆ B and A ⊂ B for sets A and B will mean that A is a subset of B
(possibly A = B).
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Chapter 2
Exerise regions
In this Chapter, we will give a rigorous proof for the fat that an Amerian/Bermudan
option prie oinides with the payo that is expeted if one exerises at the rst
possible entry of the log-prie proess into the immediate exerise region (G ⊂ Rd).
Charaterisations of suh regions for speial ases have been proven in reent years
[6, 24℄.
Denition 2.1. Given a ountable subset I ⊂ [0,+∞) and a Lebesgue-Borel measur-
able set G ⊂ Rd, often referred to as exerise region, we dene the stopping time
τIG := min {t ∈ I : Xt ∈ G} ,
(the supersript will be dropped when no ambiguity an arise) whih is just the rst
(nonnegative) entry time in I into G. If G is a subset of spae-time, that is G ⊂
Rd × [0,+∞) rather than spae (ie Rd) itself, we use the spae-time proess rather
than just the proess itself to give an analogous denition:
τIG := min {t ∈ t0 + I : (Xt, t) ∈ G} ,
where t0 is the time-oordinate at whih the spae-time proess was started. Also, for
h > 0 we set
τhG := τ
hN
G , τ
h
G := τ
hN
G
to denote the rst positive entry time in hN0 into G or G, respetively, whilst nally
τ¯hG := τ
hN0
G and τ¯
h
G := τ
hN0
G will denotes the rst nonnegative entry time into G and G,
respetively.
For onveniene, we will also adopt the following onvention for this Chapter:
Denition 2.2. Let I ⊂ [0,+∞). A stopping time τ is alled I-valued if the range
of τ , denoted by ran τ , is a subset of I ∪ {+∞}.
Lemma 2.1. Consider a ountable subset I ⊂ [0,+∞). Let X be a d-dimensional
basket with an assoiated risk-neutral measure P and disount rate r > 0. Suppose
g = (K − f) ∨ 0, s > 0 and e−r·f(X·) is a P-submartingale. For all I-valued stopping
times τ there is a spae-time region B =
⋃
u∈I{u} ×Bu suh that
E
[
e−r(τ∧T )g(Xτ∧T )
]
≤ E
[
e−r(τ
I
B∧T)g
(
XτIB∧T
)]
for all T ∈ [0,+∞) where
τ˜ := τIB = inf {u ∈ I : Xu ∈ Bu} .
If sup {e−rτg (Xτ ) : τ stopping time} is P-integrable, then the latter inequality will
also hold for T = +∞.
The Lemma holds in partiular for I = sN0 for arbitrary s > 0.
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Proof. Firstly, we will treat the ase of T < +∞. Dene
∀t ∈ I Bt := Xτ ({τ = t}) ⊂ Rd.
Let us rst of all assume that
∀t ∈ I g(Xt) > 0 a.s. on {Xt ∈ Bt} , (2.1)
and let us also for the moment suppose
∀t ∈ I {τ˜ = t} ∩ {τ > T } = ∅. (2.2)
Both of these assumptions will be dropped at the end of the proof for the ase T < +∞
in order to show the Lemma in its full strength. Now, from equations (2.2) and (2.1)
one may derive
E
[
e−r(τ∧T )g(Xτ∧T ), {τ˜ = t}
]
= E
[
e−rτg (Xτ ) , {τ˜ = t}
]
= E
[
e−rτ (K − f(Xτ )) , {τ˜ = t}
]
= E
[
e−r(τ∧T ) (K − f(Xτ∧T )) , {τ˜ = t}
]
(2.3)
for all t ∈ [0, T ] ∩ I.
Furthermore, observe that τ ≥ τ˜ a.s. Using Doob's Optional Stopping Theorem
(see eg Varadhan [31, Theorem 5.11℄), we infer from our assumption of e−r·f(X·)
being a P-submartingale with respet to the anonial ltration F the assertion that
(e−rυf (Xυ))υ∈{τ˜∧T,τ∧T} is a P-submartingale with respet to the ltration {Fτ˜∧T ,Fτ∧T}.
Hene, if we ombine this with equation (2.3) and note that {τ˜ = t} = {τ˜ ∧ T = t} ∈
Fτ∧T for all t ∈ [0, T ) ∩ I, we obtain for every t ∈ [0, T ) ∩ I,
E
[
e−r(τ∧T )g(Xτ∧T ), {τ˜ = t}
]
= E
[
e−r(τ∧T ) (K − f(Xτ∧T )) , {τ˜ = t}
]
≤ K · E
[
e−r(τ∧T ), {τ˜ = t}
]
− E
[
e−r(τ˜∧T )f (Xτ˜∧T )) , {τ˜ = t}
]
≤ K · E
[
e−r(τ˜∧T ), {τ˜ = t}
]
− E
[
e−r(τ˜∧T )f (Xτ˜∧T )) , {τ˜ = t}
]
= E
[
e−r(τ˜∧T )g (Xτ˜∧T )) , {τ˜ = t}
]
.
On the other hand, sine τ˜ ≤ τ , if τ˜ ≥ T , then also τ ≥ T , entailing
τ˜ ∧ T = T = τ ∧ T on {τ˜ ≥ T } .
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Summarising these last two remarks, one onludes
E
[
e−r(τ∧T )g (Xτ∧T )
]
=
∑
t∈I
E
[
e−r(τ∧T )g (Xτ∧T ) , {τ˜ = t}
]
=
∑
t∈I∩[0,T )
E
[
e−r(τ∧T )g (Xτ∧T ) , {τ˜ = t}
]
+
∑
t∈I∩[T,+∞)
E
[
e−r(τ∧T )g (Xτ∧T ) , {τ˜ = t}
]
≤
∑
t∈I∩[0,T )
E
[
e−r(τ˜∧T )g (Xτ˜∧T ) , {τ˜ = t}
]
+
∑
t∈I∩[T,+∞)
E
[
e−r(τ˜∧T )g (Xτ˜∧T ) , {τ˜ = t}
]
=
∑
t∈I
E
[
e−r(τ˜∧T )g (Xτ˜∧T ) , {τ˜ = t}
]
= E
[
e−r(τ˜∧T )g (Xτ˜∧T )
]
.
In order to omplete the proof for the ase of T < +∞, let us show that the
assumptions (2.1) and (2.2) are dispensable.
If the assertion (2.1) failed to hold, we would simply dene the stopping time
τ ′ := χ
∁(
⋃
t∈I{τ=t}∩{g(Xt)>0}) · ∞+
∑
t∈I
χ{τ=t}∩{g(Xt)>0} · t
and based on this denition, we would set
∀t ∈ I B′t := Xτ ′ ({τ ′ = t}) = Xτ ({τ ′ = t}) ⊂ Rd.
Then we would have on the one hand (2.1) for B′ instead of B whih, aording to
what we have been able to show under the assumption of (2.1), yields
E
[
e−r(τ
′∧T)g(Xτ ′∧T )
]
≤ E
[
e−r(τ
I
B′∧T)g(XτI
B′∧T )
]
,
provided the ondition (2.2) is satised. However, in any ase
E
[
e−r(τ
′∧T)g(Xτ ′∧T )
]
= E
[
e−r(τ∧T )g(Xτ∧T )
]
.
Thus, with B′ we have found a set that an play the rle of B in the Lemma's statement,
under the assumption (2.2).
Now suppose the ondition (2.2) was not satised, and (2.1) may or may not hold
(in the former ase, one may even replae τ ′ by τ in what follows). In this situation
we onsider the stopping time
τ ′′ = χ{τ ′≤T}∪({τ ′>T}∩{τIB′≥T}) · τ
′ + χ
∁({τ ′≤T}∪({τ ′>T}∩{τIB′≥T})) · ∞.
If one now denes
∀t ∈ I B′′t := Xτ ′′ ({τ ′′ = t})
then
∀t ∈ I ∩ [0, T ] B′′t = Xτ ′′ ({τ ′ = τ ′′ = t}) = Xτ ′ ({τ ′ = t}) = B′t
and
∀t ∈ I ∩ (T,+∞) B′′t = Xτ ′′ ({τ ′′ = t}) = Xτ ′′
({τ ′′ = τ ′ = t} ∩ {τIB′ ≥ T})
⊂ Xτ ′ ({τ ′ = t}) = B′t,
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hene (2.1) holds for B′′ instead of B (sine (2.1) holds for B′ instead of B and as we
have just seen B′′t ⊂ B′t for all t ∈ I). Furthermore,
τIB′′ = χ{τ ′≤T}∪({τ ′>T}∩{τI
B′≥T}) · τ
I
B′ + χ∁({τ ′≤T}∪({τ ′>T}∩{τI
B′≥T})) · ∞
= χ{τ ′′≤T} · τIB′ + χ{+∞>τ ′′>T}∩{τIB′≥T} · τ
I
B′
+χ
∁({τ ′≤T}∪({τ ′>T}∩{τI
B′≥T})) · ∞
(the rst line beause of Xτ ′′
(
∁
({τ ′ ≤ T } ∪ ({τ ′ > T } ∩ {τIB′ ≥ T}))) = ∅). There-
fore
τIB′′ ≥ T on {τ ′′ > T } ,
thus (2.2) holds for τIB′′ instead of τ˜ and τ
′′
instead of τ . But we have already seen
that (2.1) holds for B′′ instead of B. Therefore, using what we have proven under the
assumption of both (2.1) and (2.2), we get
E
[
e−r(τ
′′∧T)g(Xτ ′′∧T )
]
≤ E
[
e−r(τ
I
B′′∧T)g(XτI
B′′∧T )
]
.
On the other hand, however,
E
[
e−r(τ
′′∧T)g(Xτ ′′∧T )
]
= E
[
e−r(τ
′∧T)g(Xτ ′∧T )
]
(as τ ′′ = τ ′ on {τ < T }, as well as τ ′′ ≥ T on {τ ≥ T }, thus τ ′′ ∧ T = T = τ ∧ T on
{τ ≥ T }) and we have already seen that
E
[
e−r(τ
′∧T)g(Xτ ′∧T )
]
= E
[
e−r(τ∧T )g(Xτ∧T )
]
.
Finally,
E
[
e−r(τ∧T )g(Xτ∧T )
]
≤ E
[
e−r(τ
I
B′′∧T)g(XτI
B′′∧T )
]
whene with B′′ we have found a set that an play the rle of B in the Lemma's
statement.
Finally, we need to onsider the ase where T = +∞. The random variable
sup {e−rτg (Xτ ) : τ stopping time} is an upper bound on e−rτ ′∧T g (Xτ ′∧T ) for all
T > 0. Therefore, as soon as supτ stopping time e
−rτg (Xτ ) is P-integrable, we are al-
lowed to apply Lebesgue's Dominated Convergene Theorem and the assertion for
T = +∞ follows by letting T tend to innity in
E
[
e−r(τ∧T )g(Xτ∧T )
]
≤ E
[
e−r(τ
I
B∧T)g
(
XτIB∧T
)]
(whih we have already proven for all T ∈ (0,+∞)).
Corollary 2.1 (Formula for an option prie using hitting times). Let X be
a d-dimensional basket with an assoiated risk-neutral measure P and disount rate
r > 0. Consider a ountable subset I ⊂ [0,+∞). Suppose g = (K − f) ∨ 0, s > 0 and
assume that the proess e−r·f(X·) is a P-submartingale. Then one has
sup
G⊂Rd×[0,T ] measurable
E
[
e−rτ
I
G g
(
XτIG
)]
= sup
τ I∩[0,T ]-valued stopping time
E
[
e−rτg (Xτ )
]
for all T < +∞. If the random variable supτ stopping time e−rτg (Xτ ) is P-integrable,
then the equation
sup
G⊂Rd×[0,+∞) measurable
E
[
e−rτ
I
G g
(
XτIG
)]
= sup
τ I-valued stopping time
E
[
e−rτg (Xτ )
]
holds.
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Denition 2.3. Let I ⊂ [0,+∞) be ountable, G ⊂ Rd × [0,+∞) and G ⊂ Rd
measurable, and X a d-dimensional Markov basket with an assoiated family of risk-
neutral measures P· and disount rate r > 0. We dene
V IG,X : (x, t) 7→
{
ertE(x,t)
[
e−rτ
I
G g
(
XτIG
)]
, (x, t) /∈ G,
g(x), (x, t) ∈ G.
as well as
V IG,X : x 7→
{
Ex
[
e−rτ
I
Gg
(
XτIG
)]
, x /∈ G,
g(x), x ∈ G.
Instead of V IG,X(x, 0), we shall often simply write V
I
G,X(x). Also, the subsript X will
be dropped when no ambiguity an arise. Also, V hG and V
h
G will be shorthand for V
hN0
G
and V hN0G , respetively.
As another notational onvention, let us from now on use supG⊂Rd×[0,T ] and supG⊂Rd
to denote supG⊂Rd×[0,T ] measurable and supG⊂Rd measurable, respetively.
Theorem 2.1 (Optimality of the immediate exerise region). Let X be a d-
dimensional Feller basket with P· being an assoiated family of risk-neutral measures
and r > 0 being the disount rate belonging to P·. Suppose g = (K − f) ∨ 0, I ⊂
[0,+∞) is ountable, and T ∈ [0,+∞]. Assume, moreover, that e−r·f(X·) is a Px-
submartingale for all x ∈ Rd. Dene
F I,T =
{
(x, t) ∈ Rd × [0, T ] : sup
G⊂Rd×[0,T ]
V IG (x, t) ≤ g(x)
}
if T < +∞ (we may drop the supersript T wherever this is unambiguous) and else
F I,+∞ =
{
(x, t) ∈ Rd × [0,∞) : sup
G⊂Rd×[0,+∞)
V IG (x, t) ≤ g(x)
}
Then
∀x ∈ Rd V IFI,T (x, 0) = UsN0(T )(x)
if T < +∞, and V IFI,+∞(x, 0) = UsN0(+∞)(x) for all x ∈ Rd suh that the random
variable supτ stopping time e
−rτg (Xτ ) is Px-integrable.
Proof. Let T < +∞. Using Corollary 2.1 and realling the denition of UsN0 , all we
have to show is
∀x ∈ Rd V IFI,T (x, 0) = sup
G⊂Rd×[0,T ]
E(x,0)
[
e−rτ¯
I
G g
(
τ¯IG
)]
(where we reall that τ¯IG ≤ τIG denotes the rst nonnegative entry time into G). How-
ever, after exploiting the speial partiular shape of F I , we an  due to the bound-
edness of g ≤ K whih yields V IG ≤ K for all G whih allows us to apply Lebesgue's
Dominated Convergene Theorem  swap sup and E to get for all x ∈ Rd,
V IFI (x, 0) = E
(x,0)
[
e−rτ¯
I
FI g
(
Xτ¯I
FI
)]
= E(x,0)
[
e−rτ¯
I
FI sup
G⊂Rd×[0,T ]
V IG
(
Xτ¯I
FI
, τ¯IFI
)]
= E(x,0)
[
e−rτ¯
I
FI sup
G⊂Rd×[0,T ]
erτ¯
I
FIE
(
X
τ¯I
FI
,τ¯I
FI
)
e−rτ¯
I
G g
(
Xτ¯IG
)]
= sup
G⊂Rd×[0,T ]
E(x,0)
[
E
(
X
τ¯I
FI
,τ¯I
FI
)
e−rτ¯
I
G g
(
Xτ¯IG
)]
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(where for notational onveniene τ¯IG should denote the rst nonnegative entry time
into G). Now, let us use the strongMarkov property of the Feller proessX , and for this
purpose, let θ¯ denote the shift operator on the spae-time path spaeD
(
[0,+∞),Rd × [0,+∞))
(whih is the set of all àdlàg funtions from [0,+∞) into Rd × [0,+∞)  reall that
all Feller proesses have a àdlàg modiation). We obtain
V IFI (x, 0) = sup
G⊂Rd×[0,T ]
E(x,0)
[
E
(
X
τ¯I
FI
,τ¯I
FI
)
e−rτ¯
I
G g
(
Xτ¯IG
)]
= sup
G⊂Rd×[0,T ]
E(x,0)
[
E(X0,0)
[
e
−rτ¯IG ◦θ¯τ¯I
FI g
(
Xτ¯IG ◦ θ¯τ¯IFI
)∣∣∣∣Fτ¯I
FI
]]
= sup
G⊂Rd×[0,T ]
E(x,0)
[
e
−rτ¯IG ◦θ¯τ¯I
FI g
(
Xτ¯IG ◦θ¯τ¯I
FI
)]
But e−r·g(X·) is a Px-supermartingale for all x ∈ Rd, therefore by Doob's Optional
Stopping Theorem, (e−rυg (Xυ))υ∈
{
τ¯IG∧T ′,τ¯IG ◦τ¯IFI∧T ′
}
must also be a Px-submartingale
for all x ∈ Rd and T ′ ∈ (0,∞) (note that τ¯IG ≤ τ¯IG ◦ τ¯IFI a.s. beause of the fat that θ¯ is
the shift operator for the spae-time proess (t,Xt)t≥0, rather than simply forX). Let-
ting T ′ tend to innity, we an employ Lebesgue's Dominated Convergene Theorem
(as g ≤ K yields e−rυg (Xυ) ≤ K ∈ L1(Px) for υ ∈
{
τ¯IG ∧ T ′, τ¯IG ◦ θ¯τ¯I
FI
∧ T ′
}
for all
T ′ ∈ (0,+∞) and x ∈ Rd) in order to get that the expeted value of e−rτ¯
I
G◦θ¯τ¯I
FI g
(
Xτ¯IG ◦θ¯τ¯I
FI
)
is always greater or equal than the expetation of e−rτ¯
I
G g
(
Xτ¯IG
)
. Hene
V IFI (x, 0) = sup
G⊂Rd×[0,T ]
E(x,0)
[
e
−rτ¯IG ◦θ¯τ¯I
FI g
(
Xτ¯IG ◦θ¯τ¯I
FI
)]
≥ sup
G⊂Rd×[0,T ]
E(x,0)
[
e−rτ¯
I
G g
(
Xτ¯IG
)]
= sup
G⊂Rd×[0,T ]
E(x,0)V IG (x, 0).
The ase T = +∞ an be dealt with analogously.
Lemma 2.2 (Time-stationarity of immediate exerise regions for perpetual
Bermudans). Let X be a Lévy basket with P· being an assoiated family of probability
measures and disount rate r > 0. Then for all s > 0 we have
UsN0(+∞)(x) = V sN0{x∈Rd : UsN0 (+∞)(x)≤g(x)}(x)
for all x ∈ Rd satisfying the ondition that the random variable
sup {e−rτg (Xτ ) : τ stopping time} be Px-integrable.
Proof. Consider an integer n ∈ N0, and an x ∈ Rd suh that sup {e−rτg (Xτ ) : τ stopping time}
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is Px-integrable. Then we shift the time sale by ns to get
ernsE(x,ns)
[
sup
G⊂Rd×[0,+∞)
e−rτ
s
Gg
(
XτsG
)]
= ernsE(x,ns)
[
sup
G⊂Rd×[ns,+∞)
e−rτ
s
Gg
(
XτsG
)]
= ernsE(x,ns)
[
sup
G′⊂Rd×[0,+∞)
e−r(τ
s
G′◦θns+ns)g
(
XτsG′ ◦θns
)]
= E(x,0)
[
sup
G′⊂Rd×[0,+∞)
e−rτ
s
G′g
(
XτsG′
)]
where θ denotes the shift operator on the spae (as opposed to spae-time) path spae
D
(
[0,+∞),Rd). Beause of the boundedness of g ≤ K whih entitles us to apply
Lebegue's Dominated Convergene Theorem, we may swap sup and E to obtain
ernsE(x,ns)
[
sup
G⊂Rd×[0,+∞)
e−rτ
s
Gg
(
XτsG
)]
= sup
G⊂Rd×[0,+∞)
ernsE(x,ns)
[
e−rτ
s
Gg
(
XτsG
)]
= sup
G⊂Rd×[0,+∞)
V sN0G (x, ns)
for all n ∈ N0. Thus we onlude
sup
G⊂Rd×[0,+∞)
V sN0G (x, t) = sup
G⊂Rd×[0,+∞)
V sN0G (x, 0)
for all t ∈ sN0. If we insert this equality fat into the denition of F sN0 , we see that
the ondition determining whether a pair (x, t) belongs to F sN0 does not depend on t.
On the other hand, by Corollary 2.1,
sup
G⊂Rd×[0,+∞)
V sN0G (x, 0) = U
sN0(+∞)(x),
and the left hand side equals  by our previous observations in this proof  the term
featuring in the denition of F sN0 .
Summarising the two previous Lemmas and applying them to a more onrete
setting, we dedue that the expeted payo of a perpetual Bermudan option of mesh
size h > 0 equals
UhN0(+∞)(x) =
{
Exe−rτGg (XτG) , x 6∈ G
g(x), x ∈ G ,
where G =
{
UhN0(+∞)(·) ≤ g(·)}.
Lemma 2.3. Let us x a Lévy basket with an assoiated family of risk-neutral prob-
ability measures P· and disount rate r > 0, as well as a region G ⊂ Rd and a real
number h > 0. Then we have
∀x 6∈ G V hG (x) = e−rhPX0−Xh ∗ V hG (x).
In partiular, using Lemma 2.2, one has the following equation for the expeted per-
petual Bermudan option payo:
∀x 6∈ G UhN0(+∞)(x) = e−rhPX0−Xh ∗ UhN0(+∞)(x).
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Proof. Using the Markov property of X , denoting by θ the shift operator on the path
spae D
(
[0,+∞),Rd) of a Lévy proess X , and taking into aount the fat that
τhG > 0 (i.e. τ
h
G ≥ h) in ase x 6∈ G, we obtain:
∀x 6∈ G V hG (x) = e−rhExEx
[
e−r(τ
h
G−h)g
(
XτhG
)
· χ{τhG≥h}
]
= e−rhExEx
[
e−rτ
h
G◦θhg
(
XτhG ◦ θh
)
· χ{τhG≥h}
]
= e−rhExEx
[
e−rτ
h
G◦θhg
(
XτhG ◦ θh
)(
χ{τhG≥h} + χ{τhG<h}
)]
= e−rhExEx
[
e−rτ
h
G◦θhg
(
XτhG ◦ θh
)
|Fh
]
= e−rhExEXhe−rτ
h
Gg
(
XτhG
)
= e−rhExV hG (Xh)
= e−rhPx−Xh ∗ V hG(x)
= e−rhPX0−Xh ∗ V hG (x).
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Part II
Bounds on the
Amerian-Bermudan barrier
option prie dierene
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Chapter 3
Saling the dierene between
perpetual Amerian and
Bermudan barrier options
Embraing the terminology of Broadie, Glasserman and Kou [7℄, we shall refer to the
dierene between an Amerian and the orresponding Bermudan options (on the same
basket and with the same payo funtion) as ontinuity orretion.
3.1 The exerise boundary and its relevane for on-
tinuity orretions
Lemma 3.1. Consider a d-dimensional Feller basket X with an assoiated family
of risk-neutral probability measures P· and disount rate r > 0. Furthermore, let
f : Rd → R+ be a nonnegative ontinuous funtion suh that e−r·f(X·) is a martingale,
K a nonnegative real number, and dene g := K − f . Finally, let G be a measurable
set suh that g ≥ 0 on G. Then we have for all x ∈ Rd and s > 0,
V sG(x) = K ·
∞∑
n=1
e−rnsPx
[
n−1⋂
i=1
{Xis 6∈ G} ∩ {Xns ∈ G}
]
− f(x).
Similarly, if g := f −K instead and one assumes that this g is nonnegative on G, the
identity
V sG(x) = f(x)−K ·
∞∑
n=1
e−rnsPx
[
n−1⋂
i=1
{Xis 6∈ G} ∩ {Xns ∈ G}
]
holds for all x ∈ Rd and s > 0.
Proof. Let x ∈ Rd and s > 0, and let us rst set onsider the ase of g = K − f . Sine
g ≥ 0 on G by assumption, one has the identity
V sG(x) = E
x
[
e−rτ
s
Gg
(
XτsG
) ∨ 0] = Ex [e−rτsG(K − f) (XτsG)] .
Moreover,
lim
n→∞
e−r(τ
s
G∧ns)(K − f) (XτsG∧ns)︸ ︷︷ ︸
≤K
= e−rτ
s
G(K − f) (XτsG)
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Px-almost surely, therefore by Lebesgue's Dominated Convergene Theorem,
V sG(x) = limn→∞
Ex
[
e−r(τ
s
G∧ns)(K − f) (XτsG∧ns)] . (3.1)
But sine e−r·f (X·) = (e−rtf (Xt))t≥0 is a P
x
-martingale, we may apply Doob's Op-
tional Stopping Theorem to get that
(
e−r(τ
s
G∧ns)f
(
XτsG∧ns
))
n∈N0 is a P
x
-martingale,
too, whene
∀n ∈ N0 Ex
[
e−r(τ
s
G∧ns)(K − f) (XτsG∧ns)] = K · Ex [e−r(τsG∧ns)]− f(x).
This nally yields, beause of equation (3.1) and the monotoniity of the sequene(
e−r(τ
s
G∧ns)
)
n∈N0 ,
V sG(x) = K · lim
n→∞
Ex
[
e−r(τ
s
G∧ns)
]
− f(x) = KEx
[
e−rτ
s
G
]
− f(x)
whih ompletes the proof as
Ex
[
e−rτ
s
G
]
=
∞∑
n=1
e−rnsPx
[
n−1⋂
i=1
{Xis 6∈ G} ∩ {Xns ∈ G}
]
for all n ∈ N0.
The ase of g = f −K an be treated analogously.
An important feature of the immediate exerise region for a perpetual Bermudan
option with payo funtion of the form (K−f)∨0 where f is monotonely inreasing in
eah omponent, and exerise mesh size h, is that  owing to the fat that Uh(+∞)(·),
the option prie as funtion of the logarithmi start prie, is monotonely dereasing in
eah omponent  it is south-west onneted in the following sense:
Denition 3.1. A set E ⊆ Rd is alled north-east onneted if and only if for all
x ∈ Rd suh that x ≥ 0 omponentwise, E+x ⊆ E. Likewise, any set F ⊆ Rd is alled
south-west onneted if and only if for all x ∈ Rd suh that x ≥ 0 omponentwise,
F + x ⊇ F .
Remark 3.1. If F is a south-west onneted subset of Rd, then supF := (supx∈F xi)
d
i=1
is an element of the boundary of F . Analogously, if E is a north-east onneted subset
of Rd, then inf E := (infx∈E xi)
d
i=1 is an element of the boundary of E.
Lemma 3.2 (Charaterisation of the Amerian-Bermudan barrier dierene
for perpetual puts). Let X be the logarithmi prie proess of the multidimensional
Blak-Sholes model with onstant volatility and interest rate, that is
∀t ≥ 0 Xt =
(
(X0)i + σi · (Bt)i +
(
r − 1
2
σi
2
)
t
)d
i=1
(where B is the d-dimensional Wiener proess) for some r > 0 and σ ∈ R>0d. Let
g = K − f , wherein K ≥ 0 be a real number and f ≥ 0 be a ontinuous funtion
that is monotonely inreasing in eah omponent and suh that (e−rtf(Xt))t≥0 is a
martingale. Finally, onsider a measurable set of the shape G = γ − H for some
γ ∈ Rd and some onvex north-east onneted set H ⊆ R+d (making G onvex and
south-west onneted) suh that g = K − f is nonnegative on G. Then we have for all
s > 0,
V
s
2
G − V sG = K · E·
[
e−rτ
s
2
G − e−rτsG
]
on ∁G.
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Proof. Fix an s > 0. Introdue stopping times τ tG,n for n ∈ N, t > 0 through
∀n ∈ N ∀t > 0 τ tG,n := τ tG ∧ ns
and dene
∀n ∈ N ∀t > 0 V tG,n := E·
[
e−rτ
t
G,ng
(
Xτ tG,n
)]
on ∁G.
Now onsider an arbitrary n ∈ N and t > 0. Due to Doob's Optional Stopping
Theorem, applied to the two-omponent sequenes of stopping times
(
0, τ
s
2
G,n
)
and(
0, τ
s
2
G,n
)
(whih both are bounded by ns), ombined with the fat that e−r·f(X·) is
a martingale,
E·
[
e−rτ
s/2
G,nf
(
X
τ
s/2
G,n
)]
= E·
[
e−r·0f (X0)
]
= E·
[
e−rτ
s
G,nf
(
XτsG,n
)]
,
thus as g = K − f ≥ 0 on G and τs/2G ≤ τsG,
V
s
2
G,n − V sG,n
= E·
[
e−rτ
s
2
G,n (K − f)
(
X
τ
s/2
G,n
)
− e−rτsG,n (K − f)
(
XτsG,n
)
, {τsG < ns}
]
+E·
[
e−rτ
s
2
G,n (K − f)
(
X
τ
s/2
G,n
)
∨ 0− e−rτsG,n (K − f)
(
XτsG,n
)
∨ 0 ,
{
τ
s/2
G , τ
s
G ≥ ns
}]
+E·
[
e−rτ
s
2
G,n (K − f)
(
X
τ
s/2
G,n
)
∨ 0− e−rτsG,n (K − f)
(
XτsG,n
)
∨ 0 ,
{
τ
s/2
G ≤ ns ≤ τsG
}]
= E·
[
e−rt (K − f) (Xt)
∣∣t=τ s2G,n=τ s2G
t=τsG,n=τ
s
G
,
{
τ
s
2
G,n ≤ τsG < ns
}]
+E·
[
e−rt (K − f) (Xt) ∨ 0
∣∣t=τ s2G,n
t=τsG,n
,
{
τ
s
2
G,n, τ
s
G ≥ ns
}]
︸ ︷︷ ︸
=0
+E·
[
e−rt (K − f) (Xt) ∨ 0
∣∣t=τ s2G,n
t=τsG,n
,
{
τ
s
2
G,n < ns ≤ τsG
}]
= E·
[
e−rt (K − f) (Xt)
∣∣t=τ s2G
t=τsG
,
{
τ
s
2
G,n ≤ τsG < ns
}]
+E·
[
e−rt (K − f) (Xt)
∣∣t=τ s2G,n=ns
t=τsG,n=ns
,
{
τ
s
2
G,n, τ
s
G ≥ ns
}]
︸ ︷︷ ︸
=0
+E·
[
e−rt (K − f) (Xt)
∣∣t=τ s2G,n
t=τsG,n
,
{
τ
s
2
G,n < ns ≤ τsG
}]
−E·
[
e−rns (K − f) (Xns) ∧ 0 ,
{
τ
s
2
G,n < ns ≤ τsG
}]
= E·
[
e−rt (K − f) (Xt)
∣∣t=τ s2G,n
t=τsG,n
]
−E·
[
e−rns (K − f) (Xns) ∧ 0 ,
{
τ
s
2
G,n < ns ≤ τsG
}]
Note, however that the subtrator onverges to zero exponentially. For, exploiting
not only the Markov property, but also f ≥ 0 and that e−r·f(X·) is a martingale, we
have
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0 ≥ E·
[
e−rns (K − f) (Xns) ∧ 0 ,
{
τ
s
2
G,n < ns ≤ τsG
}]
= E·
[
e−rns (K − f) (Xns) ∧ 0,
{
τ
s
2
G,n ≤ (n− 1)s ≤ ns ≤ τsG
}]
+E·
[
e−rns (K − f) (Xns) ∧ 0,
{
τ
s
2
G,n =
(
n− 1
2
)
s ≤ ns ≤ τsG
}]
= E·
[
e−rns (K − f) (Xns) ∧ 0
∣∣ {X(n−1)s 6∈ G}]P· {τ s2G,n ≤ (n− 1) s ≤ ns ≤ τsG}
+E·
[
e−rns (K − f) (Xns) ∧ 0
∣∣ {X(n− 12 )s ∈ G}]P·
{
τ
s
2
G,n =
(
n− 1
2
)
s ≤ ns ≤ τsG
}
≥ E· [e−rns (K − f) (Xns) ∧ 0∣∣ {X(n−1)s 6∈ G}]P·
[{
X(n−1)s 6∈ G
} ∩ n−1⋂
i=1
{Xis 6∈ G}
]
+E·
[
e−rns (K − f) (Xns) ∧ 0
∣∣ {X(n− 12 )s∈G}]P·
[{
X(n− 12 )s ∈ G
}
∩
n−1⋂
i=1
{Xis 6∈ G}
]
≥ E· [e−rns (−f) (Xns)∣∣ {X(n−1)s 6∈ G}]P·
[{
X(n−1)s 6∈ G
} ∩ n−1⋂
i=1
{Xis 6∈ G}
]
+E·
[
e−rns (−f) (Xns)
∣∣ {X(n− 12 )s∈G}]P·
[{
X(n− 12 )s ∈ G
}
∩
n−1⋂
i=1
{Xis 6∈ G}
]
≥ E· [e−rns (−f) (Xns) ,{X(n−1)s 6∈ G}]P·
[
n−1⋂
i=1
{Xis 6∈ G}
∣∣∣∣∣ {X(n−1)s 6∈ G}
]
+E·
[
e−rns (−f) (Xns) ,
{
X(n− 12 )s∈G
}]
P·
[
n−1⋂
i=1
{Xis 6∈ G}
∣∣∣∣∣ {X(n− 12 )s ∈ G}
]
≥ E· [e−rns (−f) (Xns) ]P· [n−1⋂
i=1
{Xis 6∈ G}
∣∣∣∣∣ {X(n−1)s 6∈ G}
]
+E·
[
e−rns (−f) (Xns)
]
P·
[
n−1⋂
i=1
{Xis 6∈ G}
∣∣∣∣∣ {X(n− 12 )s ∈ G}
]
= E· [ (−f) (X0) ]P·
[
n−1⋂
i=1
{Xis 6∈ G}
∣∣∣∣∣ {X(n−1)s 6∈ G}
]
+E· [ (−f) (X0) ]P·
[
n−1⋂
i=1
{Xis 6∈ G}
∣∣∣∣∣ {X(n− 12 )s ∈ G}
]
= −f(·)
(
P·
[
n−1⋂
i=1
{Xis 6∈ G}
∣∣∣∣∣ {X(n−1)s 6∈ G}
]
+ P·
[
n−1⋂
i=1
{Xis 6∈ G}
∣∣∣∣∣ {X(n− 12 )s ∈ G}
])
on ∁G  and both of the onditioned probabilities in the last line onverge to nought
as n tends to +∞.
Therefore, due to equation (3.2),
lim
n→∞
(
V
s
2
G,n − V sG,n
)
= lim
n→∞
E·
[
e−rt (K − f) (Xt)
∣∣t=τ s2G,n
t=τsG,n
]
= lim
n→∞
K · E·
[
e−rt
∣∣t=τ s2G,n
t=τsG,n
]
(3.2)
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on ∁G.
However, we also know that
e−rt (K − f) (Xt)
∣∣t=τ s2G,n
t=τsG,n
→ e−rt (K − f) (Xt)
∣∣t=τ s2G
t=τsG
as n→∞
almost surely. Combining this onvergene assertion with Lebesgue's Dominated Con-
vergene Theorem yields
V
s
2
G − V sG = limn→∞
(
V
s
2
G,n − V sG,n
)
,
and realling equation (3.2), we nally arrive at
V
s
2
G − V sG = limn→∞K · E
·
[
e−rt
∣∣t=τ s2G,n
t=τsG,n
]
on ∁G. (3.3)
Next we shall prove that the expression on the right hand side of the last equation
is monotonely inreasing as · ↓ γ omponentwise.
Lemma 3.3. Under the assumptions of Lemma 3.2, one has for all s > 0 and x, y ∈ Rd
that satisfy the relation
x ≥ y ≥ γ omponentwise
the following lower bound:(
V
s
2
G − V sG
)
(y) ≥ K
∞∑
i=0
Py
{
τ
s
2
G =
(
i+
1
2
)
s
}
e−r(i+
1
2 )s
·
(
1− Ex
[
e−rτ
(12 +N0)s
G
∣∣∣∣∣ {X(i+ 12 )s ∈ G}
])
In the proof of Lemma 3.3, we will apply the following
Auxiliary Lemma 3.1. Consider a measurable set A ⊆ R of positive Lebesgue mea-
sure and two ontinuous positive integrable funtions p, q ∈ L1 (A) on A, as well as
a nonnegative monotonely dereasing funtion f ∈ L1 (p dλ) ∩ L1 (q dλ), and assume
that not only is the funtion
p
q monotonely dereasing, but also
∫
A p dλ =
∫
A q dλ.
Then ∫
A
fp dλ ≥
∫
A
fq dλ.
Proof. If the ontinuous monotonely dereasing funtion p− q was either > 0 or < 0
on all of A, then one would get
∫
A p dλ >
∫
A q dλ or
∫
A p dλ <
∫
A q dλ, respetively.
Hene there exists a real number b ∈ A suh that p(a) = q(a) as well as p ≥ q on
A ⊂ (−∞, a) and p ≤ q on A ⊂ (a,+∞). But sine f is monotonely dereasing and
nonnegative, these inequalities yield∫
A∩(−∞,a)
f · (p− q)dλ+
∫
A∩(a,+∞)
f · (p− q)dλ
≥
∫
A∩(−∞,a)
f(a)(p− q)dλ+
∫
A∩(a,+∞)
f(a)(p− q)dλ ≥ 0,
thus ∫
A
fp dλ−
∫
A
fq dλ =
∫
A
f · (p− q)dλ ≥ 0.
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Proof of Lemma 3.3. Let x ≥ y ≥ γ, whih in partiular entails x ≥ y ≥ supG. Let
us dene, for all z ∈ Rd and i ∈ N0, a measure Q(z,i) on G by
Q(z,i) :=
PzX
(i+12 )s
[· ∩G]
Pz
{
X(i+ 12 )s
∈ G
} .
Then, due to our hoie of X as being a Brownian motion with drift, Q(z,i) will have
a positive ontinuous Lebesgue density, denoted by
dQ(z,i)
dλd
.
Now whenever z0, z1 ∈ G suh that
∃α > 1 (supG− z0) = α · (supG− z1) ≥ 0 (3.4)
(in partiular z0 ≤ z1), note the identity
dQ(z,i)
dλd
=
dPzX
(i+12 )s
[·∩G]
dλd
Pz
{
X(i+ 12 )s
∈ G
} = g0,diag (σ12,...,σd2)(i+ 12 )s (· − z − (i+ 12) sµ)
Pz
{
X(i+ 12 )s
∈ G
} χG
(where gα,C shall for every symmetri positive semidenite C ∈ Rd×d and α ∈ Rd
denote the density of να,C , the Gaussian measure with ovariane matrix C and mean
α) for all z ∈ Rd. For, we shall then obtain
dQ(z,i)
dλd
(z0)
dQ(z,i)
dλd
(z1)
=
∏d
j=1 e
− |z0−z−(i+12 )sµ|
2
2σj
2(i+12 )s
∏d
j=1 e
− |z1−z−(i+12 )sµ|
2
2σj
2(i+12 )s
=
d∏
j=1
e
−
|z0|2−|z1|2−2·t((i+12 )sµ+z)(z0−z1)
2σj
2(i+12 )s
=
d∏
j=1
e
−
|z0|2−|z1|2−2·(i+12 )s·tµ(z0−z1)
2σj
2(i+12 )s ·
d∏
j=1
e
− 2·tz(z1−z0)
2σj
2(i+12 )s
and therefore
dQ(y,i)
dλd
(z0)
dQ(y,i)
dλd (z1)
≥
dQ(x,i)
dλd
(z0)
dQ(x,i)
dλd (z1)
.
This implies
dQ(x,i)
dQ(y,i)
(z0) ≤ dQ
(x,i)
dQ(y,i)
(z1) (3.5)
whene we have shown that
dQ(x,i)
dQ(y,i)
is monotonely inreasing on the ray-segment
R(z2) :=
(
supG− z2 · R+d
)
∩G. But in addition,
Ez0
[
e−rτ
( 12+N0)s
G
]
≥ Ez1
[
e−rτ
( 12+N0)s
G
]
will hold (sine G was assumed to be onvex and south-west onneted). Thus
E·
[
e−rτ
( 12+N0)s
G
]
dereases monotonely on any ray (or ray-segment)R(z2) = (supG− z2 · R+)∩
G (for z2 ≥ 0 omponentwise) if we look at this ray (-segment) as a linearly ordered
set with respet to the omponentwise real order relation ≤. From these two sets of
monotoniity assertions (for all z2 ≥ 0 omponentwise), together with the fat that
Q(x,i)(G) = Q(y,i)(G) = 1, one dedues by means of the above Auxiliary Lemma 3.1,∫
R(z2)
Ez
[
e−rτ
( 12+N0)s
G
]
Q(x,i)(dz) ≤
∫
R(z2)
Ez
[
e−rτ
( 12+N0)s
G
]
Q(y,i)(dz),
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therefore ∫
∂B1(0)∩R+d
∫
R(z2)
Ez
[
e−rτ
( 12+N0)s
G
]
Q(x,i)(dz)
dz2
λ
[
∂B1(0) ∩R+d
]
≤
∫
∂B1(0)∩R+d
∫
R(z2)
Ez
[
e−rτ
( 12+N0)s
G
]
Q(y,i)(dz)
dz2
λ
[
∂B1(0) ∩ R+d
]
(where B1(0) denotes the d-dimensional unit ball) whih via the Fubini-Tonelli Theo-
rem amounts to∫
Ez
[
e−rτ
( 12+N0)s
G
]
Q(x,i)(dz) ≤
∫
Ez
[
e−rτ
(12 +N0)s
G
]
Q(y,i)(dz). (3.6)
On the other hand, the denition of Q(w,i) gives∫
Ez
[
e−rτ
( 12+N0)s
G
]
Q(w,i)(dz) = Ew
[
e−rτ
( 12+N0)s
G
∣∣∣∣∣ {X(i+ 12 )s ∈ G}
]
for arbitrary w ∈ Rd. Hene inequality (3.6) beomes
Ex
[
e−rτ
s
G
∣∣∣ {X(i+ 12 )s ∈ G}] ≤ Ey [e−rτsG∣∣∣ {X(i+ 12 )s ∈ G}] . (3.7)
The Markov property of X , moreover, entitles us to state
Ew
[
e−rτ
s
G
∣∣∣{τ s2G = (i+ 12
)
s
}]
= e−r(i+
1
2 )sEw
[
e−rτ
( 12+N0)s
G
∣∣∣∣∣ {X(i+ 12 )s ∈ G}
]
for all i and w ∈ Rd. Thus we an use inequality (3.7) to derive the following estimate:
Ey
[
e−rτ
s
2
G − e−rτsG
]
(3.8)
=
∞∑
i=0
Py
{
τ
s
2
G =
(
i+
1
2
)
s
}
· Ey
[
e−rτ
s
2
G − e−rτsG
∣∣∣∣{τ s2G = (i+ 12
)
s
}]
=
∞∑
i=0
Py
{
τ
s
2
G =
(
i+
1
2
)
s
}
e−r(i+
1
2 )s
·
(
1− Ey
[
e−rτ
( 12+N0)s
G
∣∣∣∣∣ {X(i+ 12 )s ∈ G}
])
(3.9)
≥
∞∑
i=0
Py
{
τ
s
2
G =
(
i+
1
2
)
s
}
e−r(i+
1
2 )s
·
(
1− Ex
[
e−rτ
( 12+N0)s
G
∣∣∣∣∣ {X(i+ 12 )s ∈ G}
])
whih via Lemma 3.2 gives the desired result.
Corollary 3.1. Suppose the assumptions of the preeding Lemma 3.3 hold. Consider
x ≥ y ≥ γ and assume, in addition, there is a positive lower bound for the sequenePy{τ s2G=(i+ 12 )s}
Px
{
τ
s
2
G=(i+
1
2 )s
}

i∈N0
. Then one has
(
V
s
2
G − V sG
)
(y) ≥
 inf
i∈N0
Py
{
τ
s
2
G =
(
i+ 12
)
s
}
Px
{
τ
s
2
G =
(
i+ 12
)
s
}
 · (V s2G − V sG) (x).
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Proof. Equation (3.9) and Lemma 3.2 yield
V
s
2
G (z)− V sG(z)
= K
∞∑
i=0
Pz
{
τ
s
2
G =
(
i+
1
2
)
s
}
e−r(i+
1
2 )s
·
(
1− Ez
[
e−rτ
(12 +N0)s
G
∣∣∣∣∣ {X(i+ 12 )s ∈ G}
])
(3.10)
for every z 6∈ G. Inserting x and y for z in this estimate, the Corollary an be dedued
via the estimate of the preeding Lemma 3.3.
We an expliitly state a partial dierential equation that the said dierene V
s/2
G −
V sG obeys:
Lemma 3.4. Consider a measurable set G ⊂ Rd. Let again X be the logarithmi prie
proess of the multidimensional Blak-Sholes model, that is,
∀t ≥ 0 Xt =
(X0)i + σi · (Bt)i +
(
r − 1
2
σi
2
)
︸ ︷︷ ︸
=:µi
t

d
i=1
,
and let us assume that g and f are as in Lemma 3.3 Then for all t > s > 0, the partial
dierential equation(
1
2
d∑
i=1
σi
2∂i∂i − tµ∇
)(
V sG − V tG
)
=
∂
∂u
∣∣∣∣
u=0
(
V s,uG − V t,uG
)
holds on ∁G, wherein for all u, v > 0
V v,uG := e
ruV vN0+uG = e
ruE·
[
e−rτ
vN0+u
G g
(
X
τ
vN0+u
G
)]
,
and (always following the notation introdued in Chapter 1)
τvN0+uG = inf {w ∈ vN0 + u : Xw ∈ G} .
Proof. Fix s > 0. We shall prove the Lemma by studying the spae-time Markov
proess (Xt, s− t)t∈[0,s] and the funtions
f s : ∁G→ R, (x, t) 7→ ertEx
[
e−rτ
s
G(s−t)g
(
XτsG(s−t)
)]
,
where
∀t ∈ [0, s) τsG(t) := τsN−tG = inf {u ∈ sN− t : Xu ∈ G} .
It is lear that
∀u > t ∈ [0, s) τsG(u) ◦ θu−t = τsG(t)− (u− t), XτsG(u) ◦ θu−t = XτsG(t),
hene if we employ the Markov property in two diretions we an for all u > t get the
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following P·-almost sure identities:
E·
[
EXu
[
e−rτ
s
G(u)g
(
XτsG(u)
)]∣∣∣Ft]
= E·
[
EXu−t◦θt
[
e−rτ
s
G(u)g
(
XτsG(u)
)]∣∣∣Ft]
= EXtEXu−t
[
e−rτ
s
G(u)g
(
XτsG(u)
)]
= EXtEX0
[
e−rτ
s
G(u)◦θu−tg
(
XτsG(u) ◦ θu−t
)∣∣∣Fu−t]
= EXtEX0
[
e−r(u−t)e−rτ
s
G(t)g
(
XτsG(t)
)∣∣∣Fu−t]
= er(u−t)EXt
[
e−rτ
s
G(t)g
(
XτsG(t)
)]
.
Thus, the proess (f s (Xt, s− t))t∈[0,s] is a martingale. The innitesimal generator of
the spae-time Markov proess (Xt, s− t)t∈[0,s] is
L := − ∂
∂t
+
1
2
d∑
i=1
σi
2∂i∂i − tµ∇ = −∂d+1 + 1
2
d∑
i=1
σi
2∂i∂i − tµ∇
due to the well-known result on the innitesimal generator of Brownian motion with
drift (see eg Revuz and Yor [26, p. 352℄). Therefore we have proven
∀s > 0 0 = Lf s = − ∂
∂t
f s +
(
1
2
d∑
i=1
σi
2∂i∂i − tµ∇
)
f s.
Now one observes that
∀s > 0 f s(·, 0) = V sG on ∁G
whih yields
∀s > 0
(
1
2
d∑
i=1
σi
2∂i∂i − tµ∇
)
V sG
=
(
1
2
d∑
i=1
σi
2∂i∂i − tµ∇
)
f s(cdot, 0)
= ∂d+1f
s(·, 0) = ∂
∂u
∣∣∣∣
u=0
V s,uG
and thus brings the proof of the Lemma to a lose.
Remark 3.2. In the remainder of this Chapter, we will ontinue to largely fous
on put options, thus always setting g = K − f for some omponentwise monotonely
inreasing f and assuming the G ourring in the detion of V sG, s > 0, to be south-
west onneted. However, one an easily derive analogous results for all options on
dividend-paying assets, by simply utting the interest rate to disount the dividends
and by replaing g by −g and G by some north-east onneted measurable subset of Rd
that is assumed to satisfy the ondition f −K ≥ 0 on G.
3.2 Continuity orretions in a one-dimensional set-
ting
Denition 3.2. For measurable G ⊆ Rd and s > 0 dene
V¯ sG := E
·
[
e−rτ
sN
G g
(
XτsNG
)]
.
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Remark 3.3. Note that in general, V¯ sG 6= g = V sG on G, but always V¯ sG = V sG on ∁G.
Theorem 3.1. Suppose d = 1, let G = (−∞, γ] and g = K − exp, and assume
(Xt)t≥0 =
(
X0 + σ · Bt +
(
r − σ22
))
t≥0
, in words: X is the logarithmi prie proess
of the one-dimensional Blak-Sholes model with onstant volatility σ and disount
rate r > 0. Set µ := r − σ22 . Then one has for all s > 0 the relations
lim
t↓0
V¯ tG(γ)− V¯ sG(γ)
= K
∞∑
n=1
e−rntPγ
[
n−1⋂
i=1
{Xit > γ} ∩ {Xnt ≤ γ}
]∣∣∣∣∣
t↓0
t=s
= K ·
[
exp
(
−
∞∑
n=1
e−rnt
n
P0 {Xnt ≤ 0}
)]t=s
t↓0
. (3.11)
Furthermore, if µ ≥ 0, there exist onstants c0, C0 > 0 suh that for all suiently
small s > 0,
c0s
1
2 ≤ lim
t↓0
V¯ tG(γ)− V¯ sG(γ) ≤ C0s
1
2
√
2
If both µ ≤ 0 and r > µ22σ2 , there exist onstants c1, C1 > 0 suh that for all suiently
small s > 0,
c1s
1√
2 ≤ lim
t↓0
V¯ tG(γ)− V¯ sG(γ) ≤ C1s
1
2 .
Remark 3.4. Although omputing the onstants c0, C0, c1, C1 expliitly is possible, we
refrain from it for the moment, as it is not required to nd the right saling for an
extrapolation for V sG from s > 0 to s = 0 and it would not provide any additional useful
information for our extrapolation purposes. The same remark applies to all examples
and generalisations that are studied subsequently.
Proof. The existene of limt↓0 V¯ tG(γ) is a onsequene of Lemma 1.2. The rst identity
in the statement of the Theorem is a onsequene of the previously established Lemma
3.1, whereas the seond equation in the statement of the Theorem follows from a
result by Feller [11, p. 606, Lemma 3℄ on proesses with stationary and independent
inrements. For, if we dene
∀s > 0 ∀q ∈ [0, 1) ξ(q, s) :=
∞∑
n=1
qnP0
[
n−1⋂
i=1
{Xis > 0} ∩ {Xns ≤ 0}
]
,
then Feller's identity [11, p. 606, Lemma 3℄ reads
∀s > 0 ∀q ∈ [0, 1) − ln (1− ξ(q, s)) =
∞∑
n=1
qn
n
P0 {Xns ≤ 0} (3.12)
and holds whenever X has stationary and independent inrements, in partiular for all
Lévy proesses (note that our denition of a Lévy proess requires them to be Feller
proesses in addition). This entails
ξ
(
e−rs, s
)
=
∞∑
n=1
e−rnsP0
[
n−1⋂
i=1
{Xis > 0} ∩ {Xns ≤ 0}
]
(3.13)
= 1− exp
(
−
∞∑
n=1
e−rns
n
P0 {Xns ≤ 0}
)
, (3.14)
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whih is enough to prove the seond identity (3.11) in the Theorem. This ushers in
the derivation of the estimates on exp
(
−∑∞n=1 e−rnsn P0 {Xns ≤ 0}) whih are needed
in order to prove the inequalities of the seond half of the Theorem. We shall show
that if µ ≥ 0, there exist onstants c0, C0 > 0 suh that for all suiently small s > 0,
c0s
1
2 ≤ exp
(
−
∞∑
n=1
e−rns
n
P0 {Xns ≤ 0}
)
≤ C0s
1
2
√
2 ,
and if both µ ≤ 0 and r > µ22σ2 , there exist onstants c1, C1 > 0 suh that for all
suiently small s > 0,
c1s
1√
2 ≤ exp
(
−
∞∑
n=1
e−rns
n
P0 {Xns ≤ 0}
)
≤ C1s 12 .
Now, the saling invariane of Brownian motion yields for all n ∈ N and s > 0:
P0 {Xns ≤ 0} = P0
{
Bns ≤ −µ
σ
ns
}
= P0
{
B1 ≤ −µ
σ
(ns)1/2
}
= (2π)−1/2
∫ −µσ (ns)1/2
−∞
exp
(−x2
2
)
dx. (3.15)
We divide the remainder of the proof, whih will essentially onsist in nding estimates
for the right hand side of the last equation, into two parts aording to the sign of µ.
Case I: µ ≥ 0. In this ase we use the estimates
∀x ≤ 0∀y ≤ 0 − y2 − x2 ≤ −|x+ y|
2
2
≤ −y
2
2
− x
2
2
,
thus
∀y ≤ 0
e−y
2
∫ 0
−∞
e−x
2
dx ≤
∫ 0
−∞
exp
(
−|x+ y|
2
2
)
dx ≤ e−y2/2
∫ 0
−∞
e−x
2/2dx,
hene by transformation for all y ≤ 0
√
π
2
e−y
2 ≤
∫ y
−∞
exp
(
−x
2
2
)
dx ≤
√
π
2
e−
y2
2 . (3.16)
Due to equation (3.15), this entails for all n ∈ N, s > 0, µ ≥ 0 (if we insert −µσ (ns)1/2
for y)
e−(
µ
σ )
2
ns
2
√
2
≤ P0 {Xns ≤ 0} ≤ e
−µ2ns
2σ2
2
.
Therefore for arbitrary r, s > 0,
1
2
√
2
∞∑
n=1
e
−ns
(
r+µ
2
σ2
)
n
≤
∞∑
n=1
e−rns
n
P0 {Xns ≤ 0} ≤ 1
2
∞∑
n=1
e
−ns
(
r+ µ
2
2σ2
)
n
(3.17)
The sums in equation (3.17) have got the shape of
∑
qn/n for q < 1. Now one performs
a standard elementary omputation on this power series:
∞∑
n=1
qn
n
=
∞∑
n=0
∫ q
0
rndr =
∫ q
0
∞∑
n=0
rndr =
∫ q
0
1
1− r dr = − ln(1− q), (3.18)
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whih immediately gives (
1− e−s
(
r+ µ
2
2σ2
))1/2
≤ exp
(
−
∞∑
n=1
e−rns
n
P0 {Xns ≤ 0}
)
≤
(
1− e−s
(
r+µ
2
σ2
)) 1
2
√
2
when applied to equation (3.17). Due to de l'Hospital's rule, the dierenes in the
brakets on the left and right hand sides of the last estimate behave like s when s ↓ 0.
This is suient to prove the estimate in the Theorem for the ase of µ ≥ 0.
Case II: µ ≤ 0 and r > µ22σ2 . In that ase we employ the estimates
∀x ≤ 0 ∀y ≤ 0 − x
2
2
− y
2
2
≤ −|x− y|
2
2
≤ −x
2
4
+
y2
2
and proeed analogously to Case I, to obtain√
π
2
e
−y2
2 ≤
∫ −y
−∞
exp
(
−x
2
2
)
dx ≤ √πe y
2
2 . (3.19)
In the speial ase of y := µσ (ns)
1/2 ≤ 0, this leads to the esimate in the statement of
the Theorem via
1
2
∞∑
n=1
e
−ns
(
r+ µ
2
2σ2
)
n
≤
∞∑
n=1
e−rns
n
P0 {Xns ≤ 0} ≤ 1√
2
∞∑
n=1
e
−ns
(
r− µ2
2σ2
)
n
. (3.20)
Therefore in ase µ = 0 the saling exponent is exatly 12 .
Corollary 3.2. Assume d = 1 and let, as in the previous Theorem 3.1, (Xt)t≥0 =(
X0 + σ ·Bt +
(
r − σ22
))
t≥0
, in words: X be the logarithmi prie proess of the one-
dimensional Blak-Sholes model with onstant volatility σ and disount rate r > 0.
Furthermore, suppose g = K− exp and let Gs := (−∞, γs] denote the optimal exerise
region for a (one-dimensional) perpetual Bermudan put option of exerise mesh size
s and strike prie K on the (one-dimensional) basket X. Dene µ := r − σ22 , γ0 :=
sups>0 γ
s
and G0 := (−∞, γ0]. Then we have for all s > 0
lim
t↓0
V¯ tG0(γ
0)− V¯ sGs(γs) = o(γ0 − γs) +K ·
[
exp
(
−
∞∑
n=1
e−rns
n
P0 {Xns ≤ 0}
)]t=s
t↓0
.
Moreover, there are onstants c0, C0, c1, C1, suh that if µ ≥ 0,
C0 · s
1
2
√
2 ≥ lim
t↓0
V¯ tG0(γ
0)− V¯ sGs(γs) ≥ c0 · s
1
2 ,
and if both µ ≤ 0 and r > µ22σ2 ,
C1 · s 12 ≥ lim
t↓0
V¯ tG0(γ
0)− V¯ sGs(γs) ≥ c1 · s
1√
2
for all suiently small s > 0.
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Proof. The rst asymptoti identity in the statement of the Corollary follows from
equation (3.11) in Theorem 3.1 as soon as we have remarked that
lim
t↓0
V¯ tG0(γ
0) = lim
t↓0
V tG0(γ
0) = g(γ0)
and
lim
t↓0
V¯ tGs(γ
s) = lim
t↓0
V tGs(γ
s) = g(γs),
for these equations yield
lim
t↓0
V¯ tG0(γ
0)− V¯ sGs(γs) = g(γ0)− g(γs) + lim
t↓0
V¯ tGs(γ
s)− V¯ sGs(γs)
whih by the dierentiability of g means
lim
t↓0
V¯ tG0(γ
0)− V¯ sGs(γs) = o
(
γ0 − γs)+ lim
t↓0
V¯ tGs(γ
s)− V¯ sGs(γs).
We an now use results on the exerise boundary for perpetual Bermudan options
obtained by Boyarhenko and Levendorskii [5, equation (5.3)℄ who showed
γs − γ0 ∼ s1
for suiently small s, and the estimates in the Corollary follow diretly from the
estimates of Theorem 3.1.
Remark 3.5. Up to this point, we have derived estimates for the Amerian-Bermundan
option prie dierene at the boundary γ of the exerise region G = (−∞, γ] (in ase of
a put) or G = [γ,+∞) (in ase of a all with dividends). We an extend these bounds
of the Amerian-Bermudan dierene from the exerise boundary to the omplement
of the exerise region: By ontinuity, we an even extend the lower bounds or upper
bounds, respetively, to a neighbourhood of the exerise boundary: For, if we onsider
a put for the moment, we get from Lemma 3.4 that (x, s) 7→ V¯ sG(x) is ontinuous for
all G, implying that if x /∈ G = (−∞, γ]
lim
s↓0
ln
(
V¯ 0G(γ)− V¯ sG(γ)
)
ln s
= lim
x↑γ
lim
s↓0
ln
(
V¯ 0G(x) − V¯ sG(x)
)
ln s
,
where V¯ 0G is shorthand for limt↓0 V¯
t
G. Thus, if lims↓0
ln(V¯ 0G(γ)−V¯ sG(γ))
ln s =: α ∈ (0, 1) 
where we have, thanks to Theorem 3.1 estimates for the limit lims↓0
ln(V¯ 0G(γ)−V¯ sG(γ))
ln s 
we will for any ε > 0 get a δ > 0 suh that
∀x ∈ [γ, γ + δ) lim
s↓0
ln
(
V¯ 0G(x) − V¯ sG(x)
)
ln s
∈ (α − ε, α+ ε).
Analogously, we an proeed to derive bounds for the Amerian-Bermundan all option
prie dierene (for an option on a dividend-paying asset) in a neighbourhood of the
exerise boundary.
3.3 One-dimensional ontinuity orretions outside the
Blak-Sholes model
The identity (3.11) of Theorem 3.1 an be used to derive estimates in the spirit of the
seond half of Theorem 3.1 in more general situations. We will illustrate this by means
of the following example:
33
Example 3.1 (Merton's jump-diusionmodel with positive jumps and mod-
erate volatility). Suppose the logarithmi prie proess X is governed by an equation
of the form
∀t ≥ 0 Xt = X0 + αt+ βZt + σBt
where α ∈ R, β, σ > 0, Z is the Poisson proess (thus, in this setting, only positive
jumps are allowed for simpliity) and B a normalised one-dimensional Brownian mo-
tion, and the stohasti proesses B and Z are assumed to be independent. Let P· be
an assoiated family of risk-neutral measures and r > 0 the disount rate. In order to
employ (3.11), we shall ompute the sum
∑∞
n=0
e−rns
n P
0 {Xns ≤ 0} for all s > 0. Sine
P0 {Xns ≤ 0} = P0
{
Xns
β ≤ 0
}
for arbitrary n, s we may without loss of generality take
β = 1. Let us also assume α ≥ 0; note that sine exp (Xt − rt)t≥0 is a martingale  as
X is a logarithmi prie proess  , σ must be suh that α− r + σ22 + E0
[
eZ1
]
= 0 (if
r > 0 and α ≥ 0 are given), hene α ≥ 0 implies σ ≤√2 (r + E0 [eZ1 ]). Now, by def-
inition of the Poisson distribution together with the symmetry and saling invariane
of Brownian motion
∞∑
n=0
e−rns
n
P0 {Xns ≤ 0}
=
∞∑
n=0
∞∑
k=0
e−ns
(ns)k
k!
· e
−rns
n
P0 {σBns ≤ −αns− k}
=
∞∑
n=0
∞∑
k=0
e−ns
(ns)k
k!
· e
−rns
n
P0
{
B1 ≤ −α
σ
(ns)
1
2 − k
σ
(ns)−
1
2
}
︸ ︷︷ ︸
=(2π)−1/2
∫ −α
σ
(ns)
1
2 − k
σ
(ns)
− 1
2
−∞ exp
(
−x2
2
)
dx
(3.21)
(with the onvention that 00 = 1). Now let us rst of all try and nd estimates for the
probability in the last line. By equation (3.16) applied to y := −ασ (ns)
1
2− kσ (ns)−
1
2 ≤ 0,
e
−
(
α
σ (ns)
1
2+ kσ (ns)
− 1
2
)2
2
√
2
≤ P0
{
B1 ≤ −α
σ
(ns)
1
2 − k
σ
(ns)−
1
2
}
≤ e
−
(
α
σ
(ns)
1
2 + k
σ
(ns)
− 1
2
)2
2
2
whih yields, using the abbreviation α′ := ασ ,
e−α
′2ns−2α′σ k− k
2
σ2ns
2
√
2
≤ P0
{
B1 ≤ −α
σ
(ns)
1
2 − k
σ
(ns)−
1
2
}
≤ e
−α′22 ns−α
′
σ k− k
2
2σ2ns
2
,
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so
e
−α′2ns−k
(
2α
′
σ +
k
σ2ns
)
2
√
2
(3.22)
≤ P0
{
B1 ≤ −α
σ
(ns)
1
2 − k
σ
(ns)−
1
2
}
≤ e
−α′22 ns−α
′
σ k
2
.
Thus, we an perform the following estimates to derive an upper bound of the sum in
(3.21):
∞∑
n=0
∞∑
k=0
e−ns
(ns)k
k!
· e
−rns
n
P0
{
B1 ≤ −α
σ
(ns)
1
2 − k
σ
(ns)−
1
2
}
≤ 1
2
∞∑
n=0
e
−ns
(
1+r+α
′2
2
)
n
∞∑
k=0
1
k!
(
e
−α′
σ · ns
)k
=
1
2
∞∑
n=0
e
−ns
(
1+r+α
′2
2
)
n
ee
−α′
σ ·ns
=
1
2
∞∑
n=0
e
−ns
(
1+r+α
′2
2 −e
−α′
σ
)
n
= −1
2
ln
(
1− e−s
(
1+r+α
′2
2 −e
−α′
σ
))
where the last line uses that
α′
σ =
α
σ2 ≥ α ·
(
r + E0
[
eZ1
]) ≥ 0 and we need to impose
the ondition that e−α·(r+E
0[eZ1 ]) ≤ 1 + r + α22σ2 (whih, given r > 0 and α, will be
satised if σ > 0 is suiently small) to employ the identity
∀q < 1
∞∑
n=0
qn
n
= ln
1
1− q . (3.23)
The lower bound follows simply from
∀n ∈ N0∀s > 0
∞∑
k=0
1
k!
(
ns · e−2α
′
σ − kσ2ns
)k
≥ 1
(for n = 0 reall that 00 = 1 in this paragraph by our earlier onvention) as this entails
(when exploiting the estimate (3.22) and nally (3.23) ):
∞∑
n=0
∞∑
k=0
e−ns
(ns)k
k!
· e
−rns
n
P0
{
B1 ≤ −α
σ
(ns)
1
2 +
k
σ
(ns)−
1
2
}
≥ 1
2
√
2
∞∑
n=0
e−ns(1+r+α
′2)
n
∞∑
k=0
1
k!
(
ns · e−2α
′
σ − kσ2ns
)k
≥ 1
2
√
2
∞∑
n=0
e−ns(1+r+α
′2)
n
= − 1
2
√
2
ln
(
1− e−s(1+r+α′2)
)
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As a onsequene of these estimates and using the Taylor expansion of exp around 0,
we now get the existene of two onstants c3 > 0 and C3 > 0 (whih an be omputed
expliitly) suh that for all suiently small s,
c3 · s 12 ≤ exp
(
−
∞∑
n=0
e−rns
n
P0 {Xns ≤ 0}
)
≤ C3 · s
1
2
√
2 .
Finally, we may apply identity (3.11) from Theorem 3.1  as this is an immediate
onsequene of Feller's identity [11, p. 606, Lemma 3℄ and our Lemma 3.1  and
onlude that if g = K − f and G = (−∞, γ], then
Kc3 · s 12 ≤ lim
t↓0
V¯ tG(γ)− V¯ sG(γ) ≤ KC3 · s
1
2
√
2
for all suiently small s > 0.
3.4 Continuity orretions in higher dimensions
The proof of Theorem 3.1 relies heavily on the use of Feller's result [11, p. 606, Lemma
3℄ whih in turn is proven by means of elementary Fourier analysis and a so-alled basi
identity [11, p. 600, equation (1.9)℄.
Hene, if one aims at generalising Theorem 3.1 to higher dimensions, one should
rst of all nd a multi-dimensional analogue of the said basi identity.
Indeed, we shall see that this is feasible. Let us for the following x a stohasti
proess X = (Xt)t≥0 on Rd with stationary and independent inrements.
Lemma 3.5. Suppose H is a measurable subset of Rd, and s > 0. Dene for all n ∈ N
∀K ∈ B (Rd) Rn(K) := P0
 ⋂
1≤i<n
{
Xis ∈ ∁H
} ∩ {Xns ∈ K ∩H}
 ,
as well as
∀K ∈ B (Rd) Qn(K) := P0
 ⋂
1≤i<n
{
Xis ∈ ∁H
} ∩ {Xns ∈ ∁H ∩K}

(in partiular R0 = δ0 [· ∩H ] = 0 and Q0 = δ0
[· ∩ ∁H] = δ0). Then for all n ∈ N0,
Qn+1 +Rn+1 = Qn ∗ P0Xs .
Proof. Consider a measurable K ⊆ Rd. Clearly,
(Qn+1 +Rn+1) (K) = P
0
[
n⋂
i=1
{
Xis ∈ ∁H
} ∩ {X(n+1)s ∈ K}
]
. (3.24)
On the other hand, sine X is a Markov proess, we have
Qn(K) = (Ps (χ∁H ·))◦n χK(0)
(where (Pt)t≥0 :=
(
P0Xt ∗ ·
)
t≥0 is the translation-invariant Markov semigroup of tran-
sition funtions for the proess X whose inrements are stationary and independent),
thus ∫
Rd
f(y)Qn(dy) = (Ps (χ∁H ·))◦n f(0)
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for all nonnegative measurable funtions f . But this implies(
Qn ∗ P0Xs
)
(K) =
∫
Rd
∫
Rd
χK (z + y)P
0
Xs(dz)Qn(dy)
= (Ps (χ∁H ·))◦n
(∫
Rd
χK−·(z)P0Xs(dz)
)
(0)
= (Ps (χ∁H ·))◦n ◦
(
P0Xs ∗ χK
)
(0)
= (Ps (χ∁H ·))◦n ◦ PsχK(0),
and the right hand side of this equation oinides with the one of identity (3.24).
Applying Fourier transforms we obtain
Corollary 3.3. Let us adopt the notation of the preeding Lemma and dene the
Fourier transform of a ountable sequene (µn)n of nite measures on R
d
, denoted by
(̂µn)n = µ̂ : (0, 1)× Rd → C, by
∀q ∈ (0, 1) ∀ζ ∈ Rd (̂µn)n(q, ζ) =
∞∑
n=0
qn
∫
Rd
ei·
tζyµn(dy) =
∞∑
n=0
qnµ̂n(ζ).
Then for all q ∈ (0, 1), and ζ ∈ Rd the equation
1− (̂Rn)n(q, ζ) = (̂Qn)n(q, ζ)
(
1− qP̂0Xs(ζ)
)
holds.
Proof. The result of the previous Lemma reads
∀n ∈ N0 Q̂n+1 + R̂n+1 = Q̂nP̂0Xs
when we apply the Fourier transform. After multipliation with qn+1 and summing
up over n ∈ N0, one arrives at
∀q ∈ (0, 1) ∀ζ ∈ Rd Q̂(q, ζ) − χ∁H(0)︸ ︷︷ ︸
=Q̂0(ζ)
+R̂(q, ζ)− χH(0)︸ ︷︷ ︸
=R̂0(ζ)
= qQ̂(q, ζ)P̂0Xs(ζ),
hene
∀q ∈ (0, 1) R̂(q, ·)− 1 = qQ̂(q, ·)P̂0Xs(·)− Q̂(q, ·).
This is our laim.
Denition 3.3. A subset A ⊆ Rd is alled +-losed if and only if A is measurable
and A+A ⊆ A, that is sums of elements of A are again elements of A.
Lemma 3.6 (à la Feller, Wiener, Hopf). Suppose H is a +-losed set and its
omplement ∁H is a +-losed set as well. Assume furthermore 0 6∈ H (ensuring
R0 = 0), and let ln the main branh of the logarithm on C. Then
− ln
(
1− R̂(q, ζ)
)
=
∞∑
n=1
qn
n
∫
H
ei·
tζx
(
P0Xs
)∗n
(dx)
for all (q, ζ) ∈ (0, 1) × Rd suh that the left-hand side is well-dened. In general, for
all q ∈ (0, 1), one has at least
1− R̂(q, 0) = exp
− ∞∑
n=1
qn ·
(
̂P0Xs [· ∩H ](0)
)n
n
 .
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Proof. Let q ∈ (0, 1). Aording to the previous Corollary 3.3, we have
∀ζ ∈ U ln 1
1− qP̂0Xs(q, ζ)
= ln
1
1− R̂(q, ζ)
− ln Q̂(q, ζ) (3.25)
wherever this is dened. Due to the identities
∑∞
n=1
rn
n = ln
1
1−r for all r ∈ B1(0) ⊂ C
(f equation (3.18) in the proof of Theorem 3.1 above) and P̂0Xs
n
= P̂0Xs
∗n
this an
also be written as
∞∑
n=1
qn
n
∫
Rd
ei·
tζx
(
P0Xs
)∗n
(dx) (3.26)
=
∞∑
n=1
1
n
(
R̂(q, ζ)
)n
+
∞∑
n=1
(−1)n
n
(
Q̂(q, ζ)− 1
)n
.
However, at least for ζ = 0 and arbitrary hoie of q, one may still state identity (3.25)
as this follows from Corollary 3.3 more or less diretly: First we note that
− ln
((
1− qP̂0Xs(q, 0)
)
· (̂Qn)n(q, 0)
)
= − ln (̂Qn)n(q, 0)− ln
(
1− qP̂0Xs(q, 0)
)
(as in these statements the arguments of ln are positive, hene surely in the domain
of ln) and written in series notation
∞∑
n=1
1
n
(
1− (̂Qn)n(q, 0)
)n
+
∞∑
n=1
qn
n
P̂0Xs(q, 0)
n
=
∞∑
n=1
(−1)n
n
((
1− qP̂0Xs(q, 0)
)
· (̂Qn)n(q, 0)− 1
)n
.
But Corollary 3.3 implies
∀n ∈ N (−1)
n
n
((
1− qP̂0Xs(q, 0)
)
· (̂Qn)n(q, 0)− 1
)n
=
1
n
(̂Rn)n(q, 0).
Combining these two equations yields (3.25). Next, note that
µR,q :=
∞∑
n=0
qnRn
is still a nite measure  onentrated on H  and thus possesses a Fourier transform.
Analogously, the measure µQ,q :=
∑∞
n=0 q
nQn is onentrated on ∁H and also has a
Fourier transform as it is nite. Now, for arbitrary n ∈ N, the properties of the Fourier
transform imply (
R̂(q, ·)
)n
= (µ̂R,q)
n
= µ̂R,q∗n,(
Q̂(q, ·)− 1
)n
=
(
̂µQ,q − δ0
)n
= ̂
(
(µQ,q − δ0)∗n
)
.
But sine H and ∁H are +-losed sets, i.e. H + H ⊆ H and ∁H + ∁H ⊆ ∁H , the
measures on the right hand sides of these two equations, µR,q
∗n
and (µQ,q − δ0)∗n,
have to be (signed) measures on H and ∁H , respetively. Let us now split the sum in
(3.26) and insert the terms we have previously identied:
∀ζ ∈ U
∞∑
n=1
qn
n
∫
H
ei·
tζx
(
P0Xs
)∗n
(dx) +
∞∑
n=1
qn
n
∫
∁H
ei·
tζx
(
P0Xs
)∗n
(dx)
=
∞∑
n=1
1
n
̂(µR,q∗n)(ζ) +
∞∑
n=1
(−1)n
n
̂(µQ,q − δ0)∗n(ζ). (3.27)
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It is the injetivity of the Fourier transform that yields from this
∞∑
n=1
qn
n
((
P0Xs
)∗n
(· ∩H)
)
+
∞∑
n=1
qn
n
((
P0Xs
)∗n (· ∩ ∁H))
=
∞∑
n=1
1
n
(µR,q
∗n) +
∞∑
n=1
(−1)n
n
(µQ,q − δ0)∗n .
Either side of this equation equals the sum of two (signed measures), and we reall
that the rst measure on the left hand side and rst measure on the right hand side
are both onentrated on H , whilst the seond measure on the left hand side as well
as the seond measure on the right hand side are both onentrated on ∁H . The only
way for this to be true is that the two measures that are onentrated on eah of H
or ∁H are equal:
∞∑
n=1
qn
n
((
P0Xs
)∗n
(· ∩H)
)
=
∞∑
n=1
1
n
(µR,q
∗n) ,
and also ∞∑
n=1
qn
n
((
P0Xs
)∗n (· ∩ ∁H)) = ∞∑
n=1
(−1)n
n
(µQ,q − δ0)∗n ,
the former identity being exatly what the statement of the Lemma expresses in the
language of Fourier transforms.
Based on this result, we may partially generalise Theorem 3.1 to higher dimensions
when we require G (the set that we refer to the exerise region) to be +-losed set.
Theorem 3.2. Let us make the assumptions of Lemma 3.2, viz: Let X be the logarith-
mi prie proess of the multidimensional Blak-Sholes model for independent assets
with onstant volatility and interest rate, that is
∀t ≥ 0 Xt =
(
(X0)i + σi · (Bt)i +
(
r − 1
2
σi
2
)
t
)d
i=1
(where B is the d-dimensional Wiener proess) for some r > 0 and σ ∈ R>0d. Let
g = K − f , wherein K ≥ 0 be a real number and f ≥ 0 be a ontinuous funtion
that is monotonely inreasing in eah omponent and suh that (e−rtf(Xt))t≥0 is a
martingale. Finally, onsider a measurable set of the shape G = γ − H ′ for some
γ ∈ Rd and some onvex north-east onneted set H ′ ⊆ R+d (making G onvex and
south-west onneted) suh that g = K − f is nonnegative on G and 0 6∈ H ′. Suppose
furthermore that both H := −H ′ and ∁H = −∁H ′ are +-losed. Then for all s > 0,
lim
t↓0
V¯ tG(γ)− V¯ sG(γ)
= K ·
∞∑
n=1
e−rntPγ
[
n−1⋂
i=1
{
Xit ∈ ∁G
} ∩ {Xnt ∈ G}]
∣∣∣∣∣
t↓0
t=s
= K ·
∞∑
n=1
e−rntP0
[
n−1⋂
i=1
{
Xit ∈ ∁H
} ∩ {Xnt ∈ H}]
∣∣∣∣∣
t↓0
t=s
= K exp
(
−
∞∑
n=1
e−rns
n
P0 {Xns ∈ G− γ}
)∣∣∣∣∣
t=s
t↓0
.
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Proof. The existene of limt↓0 V¯ tG(γ) is a onsequene of Lemma 1.2. The subsequent
identity follows diretly from Lemma 3.6 (just as in the proof of the orresponding
equation in Theorem 3.1, exept that en lieu of Lemma 3.6, the proof of Theorem 3.1
makes use of Feller's original result [11, p. 606, Lemma 3℄): For, the seond equation
in Lemma 3.6 may be read
1−
∑
n=0∞
qnRn
[
Rd
]
= exp
(
−
∞∑
n=1
qn · (P0Xs [H ])n
n
)
that is
1−
∑
n=0∞
qnP0
 ⋂
1≤i<n
{
Xis ∈ ∁H
} ∩ {Xns ∈ H}

= exp
(
−
∞∑
n=1
qn · (P0 {Xs ∈ H})n
n
)
for all q ∈ (0, 1), in partiular for q = e−rs.
Again, an analogous result an be aomplished when the funtion g is replaed by
f −K and the set H by −H :
Remark 3.6. In speial ases, one an nd estimates for P0 {Xs ∈ H} = P0 {Xs ∈ G− γ}
that are strong enough to establish multi-dimensional generalisations of the estimates
in the seond half of Theorem 3.1. We shall give a few examples.
In general our results an be used for the extrapolation from (multi-dimensional)
Bermudan to Amerian barrier knok-in option pries when the barrier regions and
their omplements are, up to a onstant fator, losed with respet to multipliation,
and when, in addition, the barrier region is onvex as well as south-west onneted (in
the ase of put options) or north-east onneted (in the ase of all options), and is
ontained in the immediate exerise region of the orresponding Amerian option.
Example 3.2. Let d be any natural number. Consider the onvex, north-east on-
neted, +-losed set H := R<0
d
(whose omplement is also +-losed) and set G =
γ + H. Let us impose the same assumptions on X, f , and g as in the statement of
the previous Theorem 3.2. Then one has, due to the independene of the omponents
of X, the following bounds for all s > 0:
csα ≤ exp
(
−
∞∑
n=1
e−rns
n
P0 {Xns ∈ H}
)
≤ Csβ ,
where c, C, α, β depend on µ. α = 2−d and β = 2−d/2 if µ ≥ 0, α = 2−3d/2 and
β = 2−d if µ ≤ 0. Hene also,
K · exp
(
−
∞∑
n=1
e−rns
n
P0 {Xns ∈ H}
)
= K · exp
(
−
∞∑
n=1
e−rns
n
Pγ {Xns ∈ G}
)
= K ·
[
exp
(
−
∞∑
n=1
e−rnt
n
Pγ {Xnt ∈ G}
)]t↓0
t=s
= lim
t↓0
V¯ tG(γ)− V¯ sG(γ) ≥ lim
t↓0
V¯ tG(x) − V¯ sG(x)
for arbitrary s > 0 and x ≥ γ omponentwise.
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Example 3.3. Suppose d = 2 and let again X, f , K and g be as in Theorem 3.2,
though we will later on have to impose the ondition of µ ≥ 0 (omponentwise). Fur-
thermore onsider the onvex south-west onneted +-losed set
H :=
{
(x, y) ∈ R2 : x+ cy ≤ 0}
whose omplement is also +-losed for c > 0 and set G = γ + H. Note that in this
situation expG (whih one might refer to as the non-logarithmi exerise region) equals
expG = eγ · {(u, v) ∈ R2 : u, v > 0, v ≤ u−c}
(exp denoting omponentwise exponentiation as before). Then we get for all t > 0 and
arbitrary d ∈ N,
Pγ {Xt ∈ G} = P0 {Xt ∈ H} (3.28)
= P0
{
Bt ∈ H − t
(
µi
σi
)d
i=1
}
= P0
{
t−1/2Bt ∈ t−1/2H − t1/2
(
µi
σi
)2
i=1
}
= P0
{
B1 ∈ H − t1/2
(
µi
σi
)d
i=1
}
= P0
{
−B1 ∈ H − t1/2
(
µi
σi
)d
i=1
}
= ν0,1
d
{
(x, y) ∈ Rd :
(
x− µ1
σ1
t1/2, y − µ2
σ2
t1/2
)
∈ −H
}
= ν0,1
d
{
(x, y) ∈ R2 : x+ cy ≥ µ1
σ1
t1/2 + c
µ2
σ2
t1/2
}
(3.29)
(where ν0,1 is the normal Gaussian measure on R and ν0,1
d = ν0,1
⊗d
).
Next observe that for any real number α ≥ 0, from rotating the set {(x, y) ∈ R+2 : x+ cy ≥ α}
by
π
2 , π and
3π
2 , we obtain, via exploiting the translation-invariane of the two-dimensional
normal Gaussian measure ν0,1
2
, the relation
4ν0,1
2
{
(x, y) ∈ R+2 : x+ cy ≥ α
} ≥ 2ν0,12 {(x, y) ∈ R2 : x+ cy ≥ α} .
Using the trivial estimate ν0,1
2
{
(x, y) ∈ R2 : x+ cy ≥ α} ≥ ν0,12 {(x, y) ∈ R+2 : x+ cy ≥ α},
we arrive at
ν0,1
2
{
(x, y) ∈ R+2 : x+ cy ≥ α
} ≤ ν0,12 {(x, y) ∈ R2 : x+ cy ≥ α}
≤ 2 · ν0,12
{
(x, y) ∈ R2 : x+ cy ≥ α} .
But of ourse, by a hange of oordinates, viz z := yc , one has
ν0,1
2
{
(x, y) ∈ R2 : x+ cy ≥ α} = cν0,12 {(x, z) ∈ R2 : x+ z ≥ α}
and
ν0,1
2
{
(x, y) ∈ R+2 : x+ cy ≥ α
}
= cν0,1
2
{
(x, z) ∈ R+2 : x+ z ≥ α
}
.
Applying this to the equation (3.29) for Pγ {Xt ∈ G} and using the assumption
µ ≤ 0 (omponentwise) yields
cν0,1
2
{
(x, z) ∈ R+2 : x+ z ≥ α
} ≤ Pγ {Xt ∈ G}
≤ 2cν0,12
{
(x, z) ∈ R+2 : x+ z ≥ α
}
(3.30)
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for
α :=
µ1
σ1
t1/2 + c
µ2
σ2
t1/2.
We an nd the following bounds for the measure in the previous estimate:
Lemma 3.7. For all α ≥ 0 and t > 0,
1
4
√
2
e−α
2 ≤ ν0,1
{
(x, z) ∈ R2 : x+ z ≥ α, x, z ≥ 0} ≤ 1√
2
e−α
2/4
Proof. The elementary proof has two parts. Firstly, we observe that for all α, z ≥ 0
and x ∈ [0, α],
|z + α− x|2 ≥ z2 + (α− x)2
whih implies
0 ≤
∫ α
0
e−x
2/2
∫ ∞
α−x
e−z
2/2dz dx
≤
∫ α
0
e
−
(
x2
2 −αx+α
2
2
)
− x22 dx ·
∫ ∞
0
e−z
2/2dz
=
∫ α
0
e−(x−
α
2 )
2−α24 dx ·
∫ ∞
0
e−z
2/2dz
=
∫ α/2
−α/2
e−x
2
dx · e−α2/4
√
π
2
≤
∫ ∞
−∞
e−x
2
dx · e−α2/4
√
π
2
=
π√
2
e−α
2/4. (3.31)
Seondly, we have for all α ≥ 0 and x ≥ 0,
2x2 + 2α2 ≥ |x+ α|2 ≥ x2 + α2.
Thus,
√
π
2
e−α
2
=
∫ ∞
0
e−x
2
dx · e−α2
≤
∫ ∞
0
e−|x+α|
2/2 dx
≤
∫ ∞
0
e−x
2/2dx · e−α2/2 =
√
π
2
e−α
2/2
whih via ∫ ∞
α
e−x
2/2
∫ ∞
0
e−z
2/2dz dx =
√
π
2
∫ ∞
0
e−|x+α|
2/2 dx
and (3.31) gives
π
2
√
2
e−α
2
+ 0
≤
∫ ∞
α
e−x
2/2
∫ ∞
0
e−z
2/2dz dx+
∫ α
0
e−x
2/2
∫ ∞
α−x
e−z
2/2dz dx
≤ π
2
e−α
2/2 +
π√
2
e−α
2/4 ≤ π
√
2e−α
2/4.
But ∫ ∞
α
e−x
2/2
∫ ∞
0
e−z
2/2dz dx+
∫ α
0
e−x
2/2
∫ ∞
α−x
e−z
2/2dz
=
∫ ∞
0
e−x
2/2
∫ ∞
(α−x)∨0
e−z
2/2dz dx
= 2π · ν0,1
{
(x, z) ∈ R2 : x+ z ≥ α, x, z ≥ 0}
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from whih the Lemma follows.
This Lemma's inequalities admit by means of identity (3.30) the following onlu-
sion:
∀t > 0 c
4
√
2
e
−
(
µ1
σ1
+c
µ2
σ2
)2
t ≤ Pγ {Xt ∈ G} ≤ 2 · c√
2
e
−
(
µ1
σ1
+c
µ2
σ2
)2
t
4 .
By Theorem 3.2 and the formula
∑
n q
n/n = ln 11−q for all q ∈ (0, 1) , we onlude,
analogously to the deliberations in the proof of Theorem 3.1 that
K
1− e−
r+( µ1σ1 +c µ2σ2 )24
t

c
√
2
≤ lim
t↓0
V¯ tG(γ)− V¯ sG(γ)
≤ K
(
1− e−
(
r+
(
µ1
σ1
+c
µ2
σ2
)2)
t
) c
4
√
2
.
After applying de l'Hospitals rule to the bases of the powers on eah side of this esti-
mate, we get onstants C0, C1 > 0 suh that for all suiently small s,
C0 · sc
√
2 ≤ V¯ 0G(γ)− V¯ sG(γ) ≤ C1 · s
c
4
√
2 .
Example 3.4 (a speial Extended Blak-Sholes Model). In this example we do
not assume a multi-dimensional Blak-Sholes model, but we presume the disounted
prie proess vetor S˜ to satisfy the stohasti dierential equation
dS˜t = C · S˜tdt+D · S˜tdBt,
where C,D : Ω → Rd×d are mutually ommuting symmetri random matries and B
is a one-dimensional Brownian motion, subjet to the initial ondition
S˜0 = e
x.
Then, due to Albeverio and Steblovskaya [1, Proposition 4℄, we have got an expliit
solution of that stohasti dierential equation, given by
∀t ∈ [0, T ] S˜t = exp
(
t ·
(
C − 1
2
D2 +D ·Bt
))
· ex
= exp
(
t
(
C − 1
2
D2
))
exp (tBt ·D) · ex. (3.32)
Then ln S˜ and hene the logarithmi non-disounted proess ln S˜+r· are Lévy proesses,
and thus Theorem 3.2 applies. In this setting we an ompute the expression in the
last line (3.32) by applying the Spetral Theorem to the symmetri matries C− 12nD2
and tBt ·D.
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Chapter 4
From perpetual to
non-perpetual Bermudan barrier
options
Reall how the funtion U t(T ) := U tG(T ) : R
d → R, the expeted payo of a non-
perpetual Bermudan option on a Feller basket with validity T , log-prie payo funtion
g and exerise mesh h as a funtion of the logarithmi start prie vetor, given that
the option is exerised on the rst entry into G ⊂ Rd, was dened:
U tG(T ) : x 7→ Ex
[
e−r(τ
h
G∧T)g
(
XτhG∧T
)]
.
The purpose of the following Lemma 4.1 is to see see that for all y 6∈ G, the limiting
behaviour of the dierene U tG(Nt)(y)−UsG(Ns)(y) as t tends to zero whilst Nt = Ns
remains onstant must be the same as the one of the dierene V tG(y)−V sG(y). In words:
In the (sub-optimal ase) of a non-stationary exerise poliy for a non-perpetual option,
the Amerian-Bermudan barrier option prie dierene has the same limiting behaviour
as the Amerian-Bermudan dierene for the orresponding perpetual barrier options.
Lemma 4.1. Suppose X is a d-dimensional Feller basket with P· and r > 0 being an
assoiated family of risk-neutral probability measures and disount rate, respetively.
If we dene
∀h > 0∀k ∈ N Hk,h :=
{
τhG = kh
}
= {Xkh ∈ G} ∩
k−1⋂
ℓ=0
{Xℓ 6∈ G} ,
then one has for all h > 0, N ∈ N, measurable G ⊂ Rd and x ∈ ∁G,
V¯ hG (x)− UhG(Nh)(x)
= e−rNhPx
 N⋂
j=0
{Xjh 6∈ G}
 · ∫
∁G
V¯ hG (y)P
x
XNh(dy)
−e−rNhPx
[
∁
N⋃
k=0
Hk,h
]
· Ex [g (XNh) ∣∣{XNh ∈ ∁G}] .
Proof. For all N ∈ N, x ∈ Rd, h > 0 we an use the Markov property of the Feller pro-
ess X and the denition of the sequene of events (Hk,h)k∈N0 to obtain the following
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expressions for UG and VG:
UhG(Nh)(x) =
N∑
k=0
e−rkhPxHk,h · Ex [g (Xkh)|Hk,h]
+e−rNhPx
[
∁
N⋃
k=0
Hk,h
]
· Ex
[
g (XNh)
∣∣∣∣∣∁
N⋃
k=0
Hk,h
]
=
N∑
k=0
e−rkhPxHk,h · Ex [g (Xkh)| {Xkh ∈ G}]
+e−rNhPx
[
∁
N⋃
k=0
Hk,h
]
· Ex [g (XNh)|{XNh ∈ ∁G}] ,
as well as
V¯ hG (x) =
∞∑
k=0
e−rkhPx [Hk,h] · Ex [g (Xkh)|Hk,h]
=
∞∑
k=0
e−rkhPx [Hk,h] · Ex [g (Xkh)| {Xkh ∈ G}] .
Then immediately for all h, N , x,
V¯ hG (x) = U
h
G(Nh)(x) − e−rNhPx
[
∁
N⋃
k=0
Hk,h
]
· Ex [g (XNh)|{XNh ∈ ∁G}]
+
∞∑
k=N+1
e−rkhPx [Hk,h] · Ex [g (Xkh)| {Xkh ∈ G}]
Regarding the dierene between V¯G and UG, observe that again for all h > 0, N ∈ N
and x ∈ Rd,
∞∑
k=N+1
e−rkhPx [Hk,h] · Ex [g (Xkh)| {Xkh ∈ G}]
=
∞∑
k=N+1
e−rkh · Ex [g (Xkh) , Hk,h]
= e−rNh
∞∑
ℓ=1
e−rℓh · Ex [g (X(ℓ+N)h) , H(ℓ+N),h]
= e−rNh
∞∑
ℓ=1
e−rℓh · Ex
g (Xℓh ◦ θNh) · χHℓ,h ◦ θNh , N⋂
j=0
{Xjh 6∈ G}

= e−rNh
∞∑
ℓ=1
e−rℓh · EXNh
g (Xℓh) · χHℓ,h , N⋂
j=0
{Xjh 6∈ G}

= e−rNhEx
 V¯ hG (XNh) , N⋂
j=0
{Xjh 6∈ G}

= e−rNhPx
 N⋂
j=0
{Xjh 6∈ G}
 · Ex [ V¯ hG (XNh)∣∣ {XNh 6∈ G}] ,
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where again we have exploited several times the Markov property of X , and  in order
to interhange E and
∑
 the assumption that g ≥ 0 on G.
This proves
Corollary 4.1. Under the assumptions of Lemma 4.1 as well as g = K − f for
nonnegative f : Rd → R and g ≥ 0 on G, we have the identity
lim
t↓0
U tG(T )(x) − UT ·2
−n
G (T )(x)
= lim
t↓0
V¯ tG(x) − V¯ T ·2
−n
G (x)
−e−rTPx
 2n⋂
j=0
{
Xj·2−nT 6∈ G
}∫
∁G
(
lim
t↓0
V¯ tG(y)− V¯ T ·2
−n
G (y)
)
PxXT (dy)
+
Px
 2m⋂
j=0
{
Xj·2−mT 6∈ G
}m→∞
m=n
∫
∁G
lim
t↓0
V¯ tG(y)P
x
XT (dy)
+e−rT
[
Px
[
∁
2m⋃
k=0
Hk,2−mT
]]m→∞
m=n
· Ex [g (XT ) ∣∣{XT ∈ ∁G}]︸ ︷︷ ︸
≤K
.
Remark 4.1. Put informally, this Corollary 4.1 means that as soon as one has es-
tablished order estimates (in n) on the dierene limt↓0 V¯ tG(x) − V¯ T ·2
−n
G (x) (for in-
stane the ones from Theorem 3.1), one only needs to nd estimates on the proba-
bilities
[
Px
[⋂2m
j=0
{
Xj·2−mT 6∈ G
}]]m→∞
m=n
and
[
Px
[
∁
⋃2m
k=0Hk,2−mT
]]m→∞
m=n
to obtain
order estimates on the dierene limt↓0 U tG(T )(x)− UT ·2
−n
G (T )(x).
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Part III
Convergene of some
approximate priing algorithms
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Chapter 5
Bermudan option priing based
on pieewise harmoni
interpolation and the réduite
5.1 Introdution
We intend to approximate the funtion that assigns the value of a Bermudan option
with payo funtion g and no dividends to the logarithmi start pries of the underlying
assets by pieewise harmoni funtions. In the rst step, we will ompute a pieewise
harmoni approximation to the funtion that assigns the European option prie asso-
iated with g and the Bermudan's maturity T > 0 to the logarithmi asset pries at
the penultimate time T − t where exerise is possible. Then we iteratively ompute the
expetation of this funtion after time t, disount, take the maximum with the payo
funtion g, and perform a réduite-based interpolation (in the one-dimensional setting:
a pieewise harmoni interpolation).
Now we would like to answer the following questions: Given the stationarity of
perpetual Bermudan option pries, an we prove that there exists a minimal xed
point of the iteration step desribed above (whih would then be an approximation to
the perpetual Bermudan prie)? If so, an we haraterise it expliitly? Is the iteration
step monotone?
First, we will disuss these questions in the one-dimensional setting  very little
knowledge of potential theory has to be assumed for the proofs in that setion. Seond,
we shall generalise that approah to higher dimensions; this will entail a few tehnial
subtleties.
5.2 Pieewise harmoni Bermudan option priing for
options on one asset
Consider {a0, . . . , am} ⊂ R, the set of (mutually distint) support absissas, and let
L : C∞(R,R) → C∞(R,R) be the innitesimal generator of a Markov semigroup
of operators on Lebesgue measurable funtions from R to R. We all a funtion
f ∈ C∞(R,R) P -harmoni (or shorter: harmoni, if no ambiguity an arise) if and
only if Lf = 0. Let (Pt)t≥0 denote the semigroup generated by L.
For the following, assume L to be a seond-order dierential operator, that is, there
are onstants β1, β2 ∈ R suh that
L : f 7→ β1f ′ + β2f ′′.
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A funtion g : R→ R is said to be subharmoni (superharmoni) if and only if g is
right- and left-dierentiable (thus, letting Lg beome well-dened as a funtion from
R to R ∪ {±∞}) and Lg ≥ 0 (Lg ≤ 0, respetively).
In partiular, the supremum (inmum) of ountably many harmoni funtions is
subharmoni (superharmoni).
Lemma 5.1. Given two support absissas and ordinates, there is a unique harmoni
interpolation, provided L is a seond-order dierential operator with a non-trivial
seond-order part (i e β2 6= 0) or a non-zero rst-order part (i e β2 6= 0).
Proof sketh. The uniqueness is a onsequene of the maximum priniple for harmoni
funtions. The existene follows (in our one-dimensional setting) by distinguishing the
ases delineated in the statement of the Lemma. If L is a seond-order operator and
it has only a non-zero term of seond order, then the spae of solutions are all ane-
linear funtions from R to R. This spae is two-dimensional. If there are terms of
dierent order, the spae of solutions will have basis elements of the form exp(α·) and
we have to solve a linear or quadrati equation to nd the α (or α's) satisfying this
linear or quadrati equation. Sine L is sub-Markovian, there will be at least one real
solution to this equation for α.
The Lemma implies
Corollary 5.1. There annot be more than two linearly independent harmoni fun-
tions: There is a anonial monomorphism from the spae of funtions to the  two-
dimensional  spae of pairs of subordinates.
Lemma 5.2. A subharmoni funtion from R to R is onstantly zero if it has three
zeros.
Proof. The left- and right-dierentiablility of subharmoni funtions entail that for all
subharmoni g, Lg will be dened as a funtion from R to R ∪ {±∞}.
If there is only a rst order non-zero term, the spae of harmoni funtions will
just oinide with the spae of onstant funtions.
Lemma 5.3. 1. Pieewise harmoni interpolation with respet to the support ab-
sissas {a0, . . . , am} preserves subharmoniity on [a0, am]: The interpolating
funtion dominates the interpolated funtion on A := [a0, am], and if the in-
terpolating funtion f equals the harmoni funtion fi on [ai, ai+1] for all i < m,
then we have f = sup{f0, . . . , fm−1}.
2. The interpolating funtion f is stritly dominated by the interpolated funtion
I(f) on the intervals (−∞, a0) and (am,+∞).
Proof sketh. 1. The domination part follows from the maximum priniple for har-
moni funtions. From the maximum priniple, we also get for all i < m−1 that
if fi 6= fi+1, then
{fi = fi+1} = {ai+1} .
Now there are two possibilities: either fi < fi+1 on (−∞, ai+1) and fi > fi+1 on
(ai+1,+∞) or the other way round fi > fi+1 on (−∞, ai+1) and fi < fi+1 on
(ai+1,+∞). However, in the former ase, the interpolating funtion would equal
fi ∧ fi+1 on [ai, ai+2], whih is superharmoni, and it would also dominate the
subharmoni interpolated funtion η on [ai, ai+2]. Then, η − (fi ∧ fi+1) would
be nonpositive and subharmoni on [ai, ai+2] and it would have three zeroes, in
ai, ai+1 and ai+2. By Lemma 5.2, this an only be true if η− (fi ∧ fi+1) = 0 on
[ai, ai+2]. Thus, η = fi ∧ fi+1 on [ai, ai+2]. Sine η is subharmoni on [ai, ai+2],
so must be fi ∧ fi+1 then, and therefore, fi ∧ fi+1 is harmoni on [ai, ai+2].
This means fi = fi+1 (as both fi and fi+1 are harmoni) whih ontradits our
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assumption that fi 6= fi+1. Therefore, fi > fi+1 on (−∞, ai+1) and fi < fi+1
on (ai+1,+∞) for all i < m.
Indutively, this yields f ≥ fi on [a0, am] for all i < m, hene f = sup{f0, . . . , fm−1}
on [a0, am].
2. The funtion f − I(f) is subharmoni on (−∞, a1] and it has two zeroes in a0
and a1. Moreover, it is nonpositive on (a0, a1). Beause of Lemma 5.2, then
f − I(f) has to be positive or negative on (−∞, a0). In the former ase, we
are done. In the latter ase, due to the maximum priniple, f − I(f) must be
dereasing and therefore in a0 we would have L (f − I(f)) (a0) < 0, whih is
absurd. A symmetri argument works for the proof of the domination of I(f)
by f on the interval (am,+∞).
Lemma 5.4. Pieewise harmoni interpolation to a set of support absissas {a0, . . . , am}
is monotone on [a0, am] in the sense that if f ≤ g on [a0, am], then the pieewise har-
moni interpolation of f will be dominated by the pieewise harmoni interpolation of
g on [a0, am].
Proof. Use the maximum priniple on eah of the intervals [ai, ai+1] for i < m.
Lemma 5.5. Let I : R[a0,am] → RR denote the operator of pieewise harmoni inter-
polation with respet to the set of support absissas {a0, . . . , am}. Let f : R → R be
subharmoni on R. Consider a harmoni funtion h : R → R, assumed to dominate
f : f ≤ h on R. Then I(f) ≤ h on R.
Proof. From the previous Lemma 5.4, we already know that I(f)(x) ≤ I(h)(x) holds
for all x ∈ [a0, am]. However, I(h) = h, hene I(f) ≤ h on [a0, am] and from Lemma
5.3, we onlude that h ≥ f ≥ I(f) on the intervals (−∞, a0) and (am,+∞).
Theorem 5.1. Let I : R[a0,am] → RR again denote the operator of pieewise harmoni
interpolation with respet to the set of support absissas {a0, . . . , am}. Let g be a
subharmoni funtion, let c be nonnegative and subharmoni, and let h be harmoni.
Let c be, moreover, harmoni on eah of the intervals [ai, ai+1] for i < m. Suppose
c ≤ g on [a0, am] and c, g ≤ h on R, r > 0 and let t > 0. Now dene
K : f 7→ I (e−rtPt (I(f) ∨ c) ∨ g) ↾ [a0, am]
as well as
Q :=
f ↾ [a0, am] : f : R→ R subharmoni, f ≥ c on [a0, am],∀i ∈ {1, . . . ,m− 2} f harmoni on [ai, ai+1],
f harmoni on (−∞, a1), (am−1,+∞), f ≤ h
 .
Then K maps the onvex and bounded subset Q of C0[a0, am] ontinuously to it-
self. Moreover, due to Lemma 5.1, Q is a subset of a nite-dimensional subspae
of C0[a0, am] (this subspae being the spae of all funtions from [a0, am] that are har-
moni on eah of the intervals [ai, ai+1] for i < m. By Brouwer's Fixed Point Theorem,
K has got a xed point in Q. Finally, K is a omposition of monotone funtions on
[a0, am] and therefore monotone as well.
Proof sketh. We an divide the proof for K(Q) ⊆ Q into three parts:
1. The one of subharmoni funtions is losed under ∨, under Pt, under multiplia-
tion by onstants and under pieewise harmoni interpolation I (f Lemma 5.3),
therefore the image of Q under K an only onsist of subharmoni funtions.
50
2. The upper bound on the elements of the image K(Q) follows from the mono-
toniity of Pt and I (Lemma 5.4), ombined with the equations Pth = h and
I(h) = h as well as the Lemma 5.5: First, we may state e−rtPt (I(f) ∨ c)∨g ≤ h
for all f ≤ h, whih by Lemma 5.5 allows us to dedue
I (e−rtPt (I(f) ∨ c) ∨ g) ≤ h
for all f ∈ Q.
3. The lower bound follows again from the monotoniity of I, but this time only by
exploiting c ≤ g on [a0, am] and employing the fat that the spae of those fun-
tions that are harmoni on eah of the intervals [ai, ai+1] for i < m is invariant
under the omposition of I with the restrition to [a0, am] (yielding I(c) = c on
[a0, am]).
Sine c is nonnegative, we get that Q is bounded by sup[a0,am] h ≥ 0 as a subset of
C0[a0, am], and beause Q is nite-dimensional, we may apply Shauder's Theorem,
provided we are given the ontinuity of K. However, this last assertion follows from
the maximum priniple.
The existene of a minimal xed point for K an be proven onstrutively as well:
Corollary 5.2. Let us adopt the notation of the previous Theorem. Then the sequene
(Kn(g ∨ 0))n∈N0 is monotone on [a0, am], bounded and dominated by h. Therefore we
have the existene of a limit on [a0, am] given by
∀x ∈ [a0, am] q(x) := lim
n→∞
Kn(g ∨ 0)(x) = sup
n∈N0
Kn(g ∨ 0)(x).
This limit is an element of Q and therefore an be anonially extended to the whole
of R. By the ontinuity of K, q is a xed point of K. On [a0, am], the onvergene in
the last equation will be uniform.
Proof. The only part of the Corollary that does not follow diretly from the preeding
Theorem 5.1 is the uniformity of the onvergene and that q will be harmoni on eah
of the intervals [ai, ai+1] for i < m. However, monotone onvergene on ompat sets
preserves harmoniity and is always uniform (f e g Meyer [22℄  or, more diretly,
Port and Stone [25, Theorem 3.9℄ if P is the Brownian semigroup).
Lemma 5.6. In the preeding Corollary's notation, q is the minimal nonnegative xed
point of K.
Proof. The proof partly opies the one for Lemma 1.4. Any nonnegative xed point
p of K must be greater or equal g on [a0, am]. Therefore the monotoniity of K on
[a0, am], implies
∀n ∈ N0 p = Knp ≥ Kn(g ∨ 0) on [a0, am],
yielding
p ≥ sup
n∈N0
Kn(g ∨ 0) = q on [a0, am].
Example 5.1 (Bermudan vanilla all on a dividend-paying asset in a speial
Blak-Sholes model). Assume
P := (Pt)t≥0 :=
(
νµt,σ2t ∗ ·
)
t≥0 ,
where
σ > 0, µ := r − σ
2
2
,
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thus P an be pereived as the semigroup assoiated to the logarithmi prie proess
under the risk-neutral measure in the one-dimensional Blak-Sholes model). We will
assume that (possibly after a linear hange of the time sale) σ = 1 and we assume
that r has been ut to disount dividends. Dene
g := exp−K
(the payo on exerise of a one-dimensional all option with strike prie K). The
innitesimal generator of the Markov semigroup P is
L =
1
2
∆+ µ∇ = 1
2
∆+
(
r − 1
2
)
∇.
Thus we obtain
Lg = r ˙exp ≥ 0,
hene g is, P -subharmoni. We an nd the P -harmoni funtions for µ 6= 0 (otherwise
they are simply the ane linear funtions) by observing that for all α ∈ R,
0 = L exp(α·) = 1
2
(
α2 + 2µα
)
exp(α)
⇔ α ∈ {0,−2µ} .
If µ 6= 0, the funtions 1 : x 7→ 1 and exp(−2µ·) : x 7→ e−2µx are two linearly
independent harmoni funtions, thus by Corollary 5.1, we have already found a basis
for the spae of harmoni funtions. If µ = 0, the harmoni funtions are exatly the
ane linear funtions. In order to obtain the setting of Theorem 5.1, we will assume
µ ≤ 12 suh that the sum h of exp(2µ·) and a suiently large positive onstant is a
harmoni funtion dominating g = exp−K. In order to satisfy the onditions on c we
ould simply take c = −K for instane.
5.3 Réduite-based approximation of Bermudan op-
tion pries
Suppose P is a Markov semigroup on Rd (d ∈ N) and L is the innitesimal generator
of P . We will all a funtion f : Rd → R subharmoni if and only if
∀t > 0 Ptf ≥ f
holds pointwise. A funtion f : Rd → R will be alled superharmoni if and only if
−f is subharmoni, and f : Rd → R will be alled harmomi if it is both super- and
subharmoni.
Let U denote the operator of upper-semiontinuous regularisation, that is, for all
funtions f : Rd → R,
Uf = inf {ℓ ≥ f : ℓ : Rd → R subharmoni}
(of ourse, this is a priori only dened as a funtion taking values in R ∪ {− −∞}).
Consider a harmoni funtion h : Rd → R and a losed (and therefore Fσ) set B
and dene the réduite operator R = Rh,B on the set of all subharmoni funtions
f : Rd → R dominated by h via
Rf := U (sup{ℓ ≤ h : ℓ : Rd → R subharmoni, ℓ ≤ f on B}) .
It is a well-known result from potential theory (f e g the work of Paul-André Meyer
[22, Théorème T22℄) that there will be a greatest subharmoni funtion dominated by
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f on B and that this funtion will be equal to Rf . Moreover, we have that f = Rf
on B exept on a set of potential zero, in probabilisti/potential-theoreti jargon
f = Rf q.e. on B,
where q.e. is, as usual, short-hand for quasi-everywhere. Now dene
Q :=
{
f ≤ h : f : Rd → R subharmoni} .
Then our denition of the réduite operator R implies Rf ≤ h (as h is dominating the
funtion whose upper-semintinuous regularisation is, aording to our denition, the
réduite Rf of f) and our potential-theoreti haraterisation of the réduite  as the
greatest subharmoni funtion dominated by f on B  ensures the subharmoniity of
Rf . Therefore,
R : Q→ Q.
We also have that U is monotone (in the sense that for all f0 ≤ f1, Uf0 ≤ Uf1) so
that R must be monotone as well (from the ⊆-monotoniity of sup and the denition
of R).
Hene
Lemma 5.7. Adopting the notation of the preeding paragaph, R : Q→ Q and when-
ever f0 ≤ f1, Rf0 ≤ Rf1.
Let g : Rd → R be a subharmoni funtion suh that g ≤ h and let r > 0. The
next step is going to be the onsideration of the following family of operators:
φt : f 7→ e−rtPtf ∨ g
for t ≥ 0. If f ≤ h, Ptf ≤ Pth = h for all t ≥ 0, sine the operators Pt are positive and
linear, and h was assumed to be harmoni. Thus, sine g ≤ h and r > 0, one must have
φtf ≤ h for all f ≤ h and t ≥ 0. Moreover, the operators Pt preserve subharmoniity
and the maximum of two subharmoni funtions is subharmoni again, therefore φtf
must be subharmoni for all subharmoni f . Finally, sine Pt is monotone, φt has to
be monotone for all t ≥ 0 Summarising this, we obtain
Lemma 5.8. Using the notation introdued previously, φt : Q → Q and whenever
f0 ≤ f1, φtf0 ≤ φtf1 for all t ≥ 0.
As a onsequene, we derive from the two Lemmas 5.7 and 5.8 the following:
Corollary 5.3. If we dene Kt := R ◦ φt (adopting the notation of the previous
paragraph), we have Kt : Q→ Q and whenever f0 ≤ f1, Ktf0 ≤ Ktf1.
Corollary 5.4. The map f 7→ Ktf ∨ 0 is a sound iterative Bermudan option priing
algorithm for the payo funtion g ∨ 0 (in the sense of Denition 1.6).
This already sues to prove the following
Theorem 5.2. Let t ≥ 0. Then for all n ∈ N0,
Ktn+1(g ∨ 0) ≥ Ktn(g ∨ 0). (5.1)
Furthermore,
q := sup
n∈N0
Ktn(g ∨ 0)
(whih a priori is only dened as a funtion with range in R ∪ {+∞}) is an element
of Q and indeed is the least nonnegative xed point of Kt.
Proof. 1. Relation (5.1) follows from the fat that Kt is a sound algorithm and
Remark 1.4.
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2. Sine Kt maps Q to itself, the whole sequene (Ktn(g ∨ 0))n∈N0 is bounded by h.
This entails q ≤ h as well. Applying Beppo Levi's Theorem on swapping sup and∫ ·dµ  for bounded monotonely inreasing sequenes of measurable nonnegative
funtions and an arbitrary measure µ  to the measures Pt(·, x), x ∈ Rd and the
sequene (Ktn(g ∨ 0))n∈N0 , we an exploit the subharmoniity of the funtionsKtn(g ∨ 0), n ∈ N0, to dedue
∀x ∈ Rd Ptq(x) = sup
n∈N0
Pt (Ktn(g ∨ 0)) (x)
≥ sup
n∈N0
Ktn(g ∨ 0)(x) = q(x),
whih is the subharmonoity of q. As we have already seen, q ≤ h, so q ∈ Q.
3. If we employ Beppo Levi's Theorem again, we an show that Kt and supn∈N0
ommute for bounded monotonely inreasing sequenes of funtions. Thereby
Ktq = sup
n∈N0
KtKtn(g ∨ 0) = sup
n∈N
Ktn(g ∨ 0) = q.
4. That q is the least nonnegative xed point is seen as in the proof of Lemma 1.3.
Any nonnegative xed point p of Kt must be greater or equal g ∨ 0. Therefore
by the monotoniity of sup and Kt,
sup
n∈N0
Ktnp ≥ sup
n∈N0
Ktn(g ∨ 0) = q.
Example 5.2 (Bermudan all option with equidistant exerise times in t ·N0
on the weighted arithmeti average of a basket in a speial Blak-Sholes
model). Let β1, . . . , βd ∈ [0, 1] be a onvex ombination and for simpliity, assume
that the assets in the basket are independent and eah follow the Blak-Sholes model
with one and the same volatility σ1 = · · · = σd =: σ, and let r > 0 be the interest
rate of the bond. We may assume that, possibly after a linear hange of the time-sale,
σ = 1. Then (Pt)t≥0 =
(
νt(r− 12 )
d
i=1
t,t
∗ ·
)
t≥0
is the semigroup of this Markov (even
Lévy) basket. Then one has
L =
1
2
∆ +
(
r − 1
2
)d
i=1
· ∇
(f e g Revuz and Yor's exposition [26℄), and for
g : x 7→
d∑
i=1
βi exp (xi)−K
we obtain
Lg =
d∑
i=1
(
βi
2
2
+
(
r − βi
2
))
exp ((·)i)
whih is pointwise nonnegative if and only if
r ≥ maxi∈{1,...,d} βi
2
=
1
2d
+
∑d
i=1 βi
2
2d
.
Hene, if r is suiently large, g is subharmoni and we an apply the theory developed
earlier in this Chapter, in partiular Theorem 5.2.
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Chapter 6
Soundness and onvergene rate
of perpetual Bermudan option
priing via ubature
When Niolas Vitoir studied asymmetri ubature formulae with few points [32℄
for symmetri measures suh as the Gaussian measure, the idea of (non-perpetual)
Bermudan option priing via ubature in the log-prie spae was born. In the following,
we will disuss the soundness and onvergene rate of this approah when used to prie
perpetual Bermudan options.
Consider a onvex ombination (α1, . . . , αm) ∈ [0, 1]d (that is,
∑m
k=1 αk = 1) and
x1, . . . , xm ∈ Rd. Then there is a anonial weighted arithmeti average operator A
assoiated with ~α, ~x given by
∀f ∈ RR Af =
m∑
k=1
αkf(· − xk).
Now suppose c ∈ (0, 1), g, h : Rd → R, Ag ≥ g, Ah = h and 0 ∨ g ≤ h. Dene an
operator D on the one of nonnegative measurable funtions by
D : f 7→ (c ·Af) ∨ g.
Sine A is positive and linear, thus monotone (in the sense that for all f0 ≤ f1,
Af0 ≤ Af1), it follows that D must be monotone as well. Furthermore, whenever
Af ≥ f , we have that ADf ≥ Df , as the linearity and positivity of A ombined with
our assumption on g imply
ADf ≥ cA2f ∨ g ≥ (c · Af) ∨ g = Df.
Finally, due to our assumptions on h and g, we have for all nonnegative f ≤ h,
Df ≤ cAh ≤ h.
Summarising this, we are entitled to state
Lemma 6.1. Adopting the previous paragraph's notation and setting
Q := {f ≤ h : Af ≥ h} ,
we have that
D : Q→ Q,
D is monotone (i e order-preserving), and AD −D is nonnegative.
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Corollary 6.1. The map f 7→ Df ∨ 0 is a sound iterative Bermudan option priing
algorithm for the payo funtion g ∨ 0 (in the sense of Denition 1.6).
This is suient to prove
Theorem 6.1. For all n ∈ N0,
Dn+1(g ∨ 0) ≥ Dn(g ∨ 0) =: qn. (6.1)
Furthermore,
q := lim
n→∞
Dn(g ∨ 0) = sup
n∈N0
Dn(g ∨ 0) ∈ Q
and q is the smallest nonnegative xed point of D.
Proof. 1. Relation (5.1) follows from the soundness of D is a sound algorithm and
Remark 1.4.
2. Sine D maps Q itself, the whole sequene (Dn(g ∨ 0))n∈N0 is bounded by h. This
entails q ≤ h as well. Using the linearity of sup and our previous observation
that AD −D ≥ 0 (Lemma 6.1), we an show
∀y ∈ Rd Aq(y) = sup
n∈N0
A (Dn(g ∨ 0)) (y)
≥ sup
n∈N0
Dn(g ∨ 0)(y) = q(y),
whih means Aq ≥ g. As we have already seen, q ≤ h, so q ∈ Q.
3. Again, due to the linearity of sup and the speial shape of D that is based on
a weighted arithmeti average operator, D and supn∈N0 ommute for bounded
monotonely inreasing sequenes of funtions. Thereby
Dq = sup
n∈N0
DDn(g ∨ 0) = sup
n∈N
Dn(g ∨ 0) = q.
4. Just as in the proof of Lemma 1.3, we see that q is the minimal nonnegative xed
point. For, any nonnegative xed point p of D must be greater or equal g ∨ 0.
Thus, by the monotoniity of sup and D,
sup
n∈N0
Dnp ≥ sup
n∈N0
Dn(g ∨ 0) = q.
Lemma 6.2. Using the previous Theorem's notation, we have for all x ∈ Rd and
n ∈ N0, if qn+1(x) = g(x), then qn(x) = g(x).
Proof. By the monotoniity of the sequene (qn)n∈N0 (Theorem 6.1), we have
g(x) ≤ q0(x) ≤ qn(x) ≤ qn+1(x).
Theorem 6.2. For all n ∈ N,
‖qn+1 − qn‖C0(Rd,R) ≤ c · ‖qn − qn−1‖C0(Rd,R) .
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Proof. The preeding Lemma 6.2 yields
‖qn+1 − qn‖C0(Rd,R) = ‖qn+1 − qn‖C0({c·Aqn>g},R)
= ‖c ·Aqn − ((c · Aqn−1) ∨ g)‖C0({c·Aqn>g},R)
via the denition of qi+1 as (cAqi) ∨ g for i = n and i = n+ 1. But the last equality
implies
‖qn+1 − qn‖C0(Rd,R) ≤ ‖c ·Aqn − c ·Aqn−1‖C0({c·Aqn>g},R)
≤ ‖c ·Aqn − c ·Aqn−1‖C0(Rd,R) .
Sine A is linear as well as an L∞-ontration (and therefore a C0-ontration, too),
we nally obtain
‖qn+1 − qn‖C0(Rd,R) ≤ c ‖A (qn − qn−1)‖C0(Rd,R) ≤ c ‖qn − qn−1‖C0(Rd,R) .
Example 6.1 (Bermudan put option with equidistant exerise times in t ·N0
on the weighted arithmeti average of a basket in a disrete Markov model
with a disount fator c = e−rt for r > 0). Let β1, . . . , βd ∈ [0, 1] be a onvex
ombination and assume that A is suh that
∀i ∈ {1, . . . , d}
m∑
k=1
αke
−(xk)i = 1, (6.2)
then the funtions
g : x 7→ K −
d∑
i=1
βi exp (xi)
and h := K (where K ≥ 0) satisfy the equations Ah = h and Ag = g, respetively.
Moreover, by denition g ≤ h. Then we know that the (perpetual) Bermudan option
priing algorithm that iteratively applies D to the payo funtion g∨0 on the log-prie
spae, will inrease monotonely and will have a limit whih is the smallest nonnegative
xed point of D. Moreover, the onvergene is linear and the ontration rate an be
bounded by c.
The ondition (6.2) an be ahieved by a hange of the time sale (whih ultimately
leads to dierent ubature points for the distribution of the asset prie)
One might also be interested in determining the onvergene rate for the approx-
imation of non-perpetual Amerian option pries based on non-perpetual Bermudan
option priing via ubature. After proving a series of Lemmas we will end up with a
Theorem that asserts linear onvergene and also provides bounds for the onvergene
fator.
From now on, c and A will no longer be xed but their rle will be played by
e−rt and Pt (for t ∈ sN0 where s > 0 shall be xed) respetively, where r > 0 and
(Ps·m)m∈N0 desribes a Markov hain on R
d
(By the Chapman-Komogorov equation
this is tantamount to ∀s, t ≥ 0 PsPt = Ps+t).
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Chapter 7
Some onvergene estimates for
non-perpetual Amerian option
priing based on ubature
For this Chapter, let us onsider an arbitrary but xed translation-invariant nite-
state Markov hain P := (Pt)t∈I with state spae R
d
(for d ∈ N) where I = hN0
for some real number h > 0, as well as a real number T > h > 0 (the time horizon,
or maturity), a real number r > 0, a ontinuous funtion f¯ : Rd → [0,+∞) that is
monotone in eah oordinate, a nonnegative real number K ≥ 0 and let us set
g := K − f¯
as well as dening a family of maps Bt : L
0
(
Rd, [0,+∞)) → L0 (Rd, [0,+∞)), t ≥ 0,
by
∀t ≥ 0 Bt : f 7→ max
{
e−rtPtf, g
}
=
(
e−rtPtf
) ∨ g.
(Note that Btf will always be nonnegative for f ≥ 0  hene, for all f ≥ 0, Btf ≥ g∨0.)
Furthermore, we shall denote by
{
x
(t)
1 , . . . , x
(t)
m
t
h
}
the set of (distint) states at time
t after starting the proess at time 0 in 0 ∈ Rd and by
{
α
(t)
1 , . . . , α
(t)
m
t
h
}
⊂ (0, 1] the
weights for eah of these states, thereby imposing on the sets
{
α
(t)
1 , . . . , α
(t)
m
t
h
}
for
t ∈ I, in addition to it being a subset of (0, 1], the ondition that they be a onvex
ombination, viz.
∀t ∈ I
m
t
h∑
i=1
α
(t)
i = 1.
Summarising this, we write
∀t ∈ I = hN0 Pt : f 7→
m
t
h∑
i=1
α
(t)
i f
(
· − x(t)i
)
.
For the whole of this setion, the Lebesgue measure on R shall be denoted by λ, and
λd will be shorthand for the measure-theoreti power λ⊗d.
The operators max and min when applied to subsets of Rd will be understood
to be taken omponentwise. Analogously, we will interpret the relations ≤ and ≥
omponentwise on Rd × Rd.
For onveniene, we allow all Lp-norms (inluding the C0 norm) of measurable
funtions to take values in the interval [0,+∞], thereby extending the domain for
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eah of the Lp-norm to L0, the vetor lattie of measurable funtions. Furthermore,
any funtions ourring in this Chapter will be assumed to be measurable. Thus, eg
the relation f0 ≥ f1 should be read as shorthand for f0 ∈ L0
(
λd
) ∩ {· ≥ f1} for all
funtions f0, f1; analogously for the relation f0 ≤ f1.
Finally, we will use the operation ∨ in suh a way that it is applied prior to +, but
only after Ps and multipliation with other funtions or onstants have taken plae:
C · Psf0 ∨ f3 · f1 + f2 = max {C · Psf0, f3 · f1}+ f2
In this Chapter we are aiming to understand the onvergene behaviour of the
sequene
(
(BT ·2−n)
◦2n (g ∨ 0)
)
n
. We will start by noting that this sequene is mono-
tonely inreasing:
Lemma 7.1. The sequene
(
(BT ·2−n)
◦2n f
)
n∈N0∩{T ·2−·∈I}
is monotonely inreasing
for all funtions f : Rd → R. Furthermore, if there exists a funtion g˜ ≥ g ∨ 0
suh that g˜ is e−r·P·-harmoni (ie e−rhPhg˜ = g˜) and f ≤ g˜, then for all n ∈ N0,
(BT ·2−n)
◦2n
f ≤ g˜.
Proof. Consider f : Rd → R and n ∈ N0 suh that T · 2−(n+1) ∈ I = hN0. Then
(BT ·2−(n+1))
◦2n+1
f =
(
(BT ·2−n+1)
◦2
)◦2n
f
and by the monotoniity of the operators Ps for s ∈ I,
(BT ·2−n+1)
◦2
= e−rT ·2
−(n+1)
PT ·2−(n+1)
(
e−rT ·2
−(n+1)
PT ·2−(n+1)(·) ∨ g
)
∨ g
≥ e−rT ·2−(n+1)PT ·2−(n+1)
(
e−rT ·2
−(n+1)
PT ·2−(n+1)(·)
)
∨ g
= e−rT ·2
−n
PT ·2−n(·) ∨ g = BT ·2−n ,
where the last line is a onsequene of the Chapman-Kolmogorov equation. This om-
pletes the proof for the monotoniity of the sequene
(
(BT ·2−n)
◦2n f
)
n∈N0∩{T ·2−·∈I}
.
Now suppose there exists suh a funtion g˜ as in the statement of the Lemma.
Then e−rsPsg˜ = g˜ for all s ∈ I and therefore Bsg˜ = g˜ for all s ∈ I. Also, the map Bs
is monotone in the sense that g0 ≤ g1 always implies Bsg0 ≤ Bsg1 (beause it is the
omposition of two monotone maps: e−rsPs and · ∨ g) for all s ∈ I. Thus we see that
for all f ≤ g˜,
(BT ·2−n)
◦2n
f ≤ (BT ·2−n)◦2
n
g˜ = g˜.
Lemma 7.2. For all measurable funtions f1 ≥ f0 ≥ g ∨ 0, as well as for all t ∈ I
and p ∈ {1,∞} one has
‖Btf1 −Btf0‖Lp(λd) ≤ e−rt ‖f1 − f0‖Lp(λd[{e−rtPtf1>g}∩·])
≤ e−rt ‖f1 − f0‖Lp(λd)
(with the usual onvention that x ≤ +∞ for all x ∈ R ∪ {±∞}).
Proof. The map Bt is monotone. Thus we have
{Btf1 = g} = {Btf0 ≤ Btf1 = g}
= {g ∨ 0 ≤ Btf0 ≤ Btf1 = g} = {Btf0 = g} ∩ {Btf1 = g}
⊆ {Btf1 −Btf0 = 0}
59
for f1 ≥ f0 ≥ g ∨ 0. Sine Btf1 ≥ g, this implies
0 ≤ Btf1 −Btf0 = χ{Btf1>g}
(
e−rtPtf1 ∨ g − e−rtPtf0 ∨ g
)
= χ{Btf1>g}
(
e−rtPtf1 − e−rtPtf0 ∨ g
)
≤ χ{e−rtPtf1>g}
(
e−rtPtf1 − e−rtPtf0
)
= e−rtχ{e−rtPtf1>g}Pt (f1 − f0)
whih yields the assertion as Pt is an L
p(λd)-ontration (for p =∞ this is immediate
and for p = 1 it follows from the translation-invariane of both Pt and the Lebesgue
measure).
Lemma 7.3. Suppose
max
k∈{1,...,m}
x
(h)
k ≤ 0
omponentwise, implying x
(s)
i ≤ 0 omponentwise for all s ∈ I = hN0 and i ∈{
1, . . . ,m
s
h
}
. Then for all s ∈ I, g is nonnegative on {Ps(g ∨ 0) = Psg}.
Proof. Realling our notational onvention that ≤ as relation on Rd × Rd and max
when applied to subsets of Rd are to be interpreted omponentwise, we may write
∀ℓ ∈ {1, . . . ,m sh} Rd ∋ 0 ≥ max
i∈
{
1,...,m
s
h
} x(t)i ≥ x(t)ℓ ,
due to the omponentwise monotoniity of g, yields for all s ∈ I the inlusion
{Ps(g ∨ 0) = Psg} =
{
∀i ∈ {1, . . . ,m sh } g (· − x(s)i ) ≥ 0}
⊆
g
· − max
i∈
{
1,...,m
s
h
}
 ≥ 0

⊆ {g ≥ 0} .
Lemma 7.4. Suppose there is a γ0 ≥ 1 (without loss of generality, γ0 ∈ [1, er)) suh
that
Ptf¯ ≥ γ0tf¯
for all t ∈ (0, T ]∩I (where I = hN0 with h > 0 whene it is suient that this estimate
holds for t = h). In addition, assume that g ≥ 0 on the subset {Pt(g ∨ 0) = Ptg} of Rd
for all t ∈ (0, T ] ∩ I (this assumption being, due to Lemma 7.3, satised in partiular
if maxi∈{1,...,m} x
(h)
i ≤ 0). Then for all t ∈ (0, T ] ∩ I,{
g ≥ e−rtPt(g ∨ 0)
} ⊇ {Pt(g ∨ 0) = Ptg}
Proof. Let t ∈ (0, T ] ∩ I. Due to our assumption of g ≥ 0 on {Pt(g ∨ 0) = Ptg}, one
has {
g ≥ e−rtPt(g ∨ 0)
} ∩ {Pt(g ∨ 0) = Ptg}
=
{
g ≥ e−rtPtg
} ∩ {Pt(g ∨ 0) = Ptg}
= {g ≥ 0} ∩ {(id− e−rtPt) g ≥ 0} ∩ {Pt(g ∨ 0) = Ptg}
= {g ≥ 0} ∩ {(1− e−rt)K ≥ (id− e−rtPt) f¯}
∩{Pt(g ∨ 0) = Ptg} . (7.1)
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On the other hand
{(
1− e−rt)K ≥ (id− e−rtPt) f¯} =
(1− e−rt)K ≥ f¯ − e−rt Ptf¯︸︷︷︸
≥γ0tf¯

⊇ {(1− e−rt)K ≥ (1− e−rtγ0t) f¯} ,
that is {(
1− e−rt)K ≥ (id− e−rtPt) f¯}
⊇
{
1− e−rt
1− e−rtγ0tK ≥ f¯
}
,
where we have exploited γ0 < e
r
. Now γ0 ∈ [1, er) gives
1− e−rt
1− e−rtγ0tK ≥ K
sine K ≥ 0. Combining this estimate with the previous inlusion, one obtains{(
1− e−rt)K ≥ (id− e−rtPt) f¯} ⊇ {K ≥ f¯}
and hene {(
1− e−rt)K ≥ (id− e−rtPt) f¯} ∩ {g ≥ 0} = {g ≥ 0}.
This result, ombined with the rst equation (7.1) in this Proof, yields{
g ≥ e−rtPt(g ∨ 0)
} ∩ {Pt(g ∨ 0) = Ptg}
= {g ≥ 0} ∩ {Pt(g ∨ 0) = Ptg} .
However, one of our assumptions reads
{Pt(g ∨ 0) = Ptg} ⊆ {g ≥ 0}
whene we onlude {
g ≥ e−rtPt(g ∨ 0)
} ∩ {Pt(g ∨ 0) = Ptg}
= {Pt(g ∨ 0) = Ptg} .
Remark 7.1. The assumption of the existene of a γ0 ≤ er suh that Ptf¯ ≥ γ0tf¯ for
all t ∈ I is natural: If (Xt)t∈I was a Markov proess evolving aording to (Pt)t∈I , the
(stronger) ondition
∀t ∈ I Ptf¯ = e+rtf¯
simply means that the proess f¯(X·) is, after disounting, a martingale. Now, if X·
was a Markov model for a vetor of logarithmi asset pries (a Markov basket in
our terminology) and f¯ would assign to eah vetor the arithmeti average of the
exponentials of its omponents, this is by denition true if P· governs the proess X·
under a risk-neutral measure. Furthermore, the said assumption
∀t ∈ I Ptf¯ = e+rtf¯
trivially implies
∃γ1 > 0 ∀t ∈ I Ptf¯ ≤ γ1tf¯
and therefore provides us with some vindiation for assuming the last assertion in some
of the subsequent Lemmas of this Chapter.
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Lemma 7.5. Suppose there is a γ1 > 0 suh that
Ptf¯ ≤ γ1tf¯
for all t ∈ (0, T ] ∩ I (for whih in our ase of I = hN0 with h > 0 it is suient that
this estimate holds for t = h), and let us assume without loss of generality that this γ1
be ≥ er. Then, setting
R := K · sup
t∈(0,T ]∩I
γ1
t − 1
t
,
we have found an R < +∞ suh that for all s ∈ (0, T ) ∩ (2 · I) ⊂ I and measurable
f ≥ g ∨ 0, ∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
L∞(Rd)
≤ R · s
2
.
Proof. Let s ∈ (0, T ] ∩ (2 · I) ⊂ I and onsider a measurable f ≥ g ∨ 0. Then by our
assumption of Ptf¯ ≤ γ1tf¯ for γ1 > 0, we rstly have (inserting s2 for t)
g − e−r s2P s
2
g = K − f¯ − e−r s2 (K − P s
2
f¯
)
= K
(
1− e−r s2 )+ e−r s2P s
2
f¯ − f¯
≤ K (1− e−r s2 )+ (e−r s2 γ1 s2 − 1) · f¯
and therefore (using f ≥ g ∨ 0 and γ1 ≥ er as well as the monotoniity of P s2 ),
0 ≤ χ{
g≥e−r s2 P s
2
f
} · (g − e−r s2P s
2
f
)
≤ χ{
g≥e−r s2 P s
2
f
} · (g − e−r s2P s
2
g
)
≤ χ{g≥0} ·
(
K
(
1− e−r s2 )+ (e−r s2 γ1 s2 − 1) · f¯)
≤ χ{f¯≤K} ·
(
K
(
1− e−r s2 )+ (e−r s2 γ1 s2 − 1) ·K)
≤ K · ((1− e−r s2 )+ (e−r s2 γ1 s2 − 1))
= K · e−r s2 · (γ1 s2 − 1) (7.2)
Now,
sup
t∈(0,T ]∩I
γ1
t − 1
t
< +∞
sine t 7→ γ1t − 1 is right-dierentiable in zero with derivative ln γ1. Therefore
R = K · sup
t∈(0,T ]∩I
γ1
t − 1
t
< +∞.
Via estimate (7.2), we arrive at
0 ≤ χ{
g≥e−r s2 P s
2
f
} (g − e−r s2P s
2
f
) ≤ R · s
2
. (7.3)
But
χ{
g≥e−r s2 P s
2
f
} (g − e−r s2P s
2
f
)
=
(
e−r
s
2P s
2
f
) ∨ g − e−r s2P s
2
f,
and  in ombination with the linearity of P s
2
and the Chapman-Kolmogorov equation
 this implies
e−r
s
2P s
2
(
χ{
g≥e−r s2 P s
2
f
} (g − e−r s2P s
2
f
))
= e−r
s
2P s
2
((
e−r
s
2P s
2
f
) ∨ g)− e−rsPsf
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hene by equation (7.3)
R · s
2
≥ e−r s2P s
2
(
χ{
g≥e−r s2 P s
2
f
} (g − e−r s2P s
2
f
))
(7.4)
≥ e−r s2P s
2
((
e−r
s
2P s
2
f
) ∨ g)− e−rsPsf ∨ g (7.5)
(where in (7.5) we have exploited the fat that P s
2
is an L∞-ontration).
Now, again by the Chapman-Kolmogorov equation and the monotoniity of Pt for
any t ∈ I, we have (
B s
2
)◦2
f ≥ Bsf
and therefore (due to the estimate Btf0 ≥ g ∨ 0 whih holds for arbitrary t ∈ I and
f0 ≥ 0) {(
B s
2
)◦2
f = g
}
=
{
Bsf ≤
(
B s
2
)◦2
f = g
}
=
{
g ∨ 0 ≤ Bsf ≤
(
B s
2
)◦2
f = g
}
= {Bsf = g} ∩
{(
B s
2
)◦2
f = g
}
⊆
{(
B s
2
)◦2
f −Bsf = 0
}
But (
B s
2
)◦2
f ≥ g ∨ 0 ≥ g,
thus the last inlusion yields
0 ≤ (B s
2
)◦2
f −Bsf
=
((
B s
2
)◦2
f −Bsf
)
χ{(
B s
2
)◦2
f≥g
}
= e−r
s
2
(
P s
2
(
e−r
s
2P s
2
f ∨ g)− (e−rsPsf ∨ g))χ{(
B s
2
)◦2
f≥g
}
≤ R · s
2
where the last line has used the estimate (7.5) derived previously.
Later on, in Lemma 7.6, we will see that it is impossible to obtain estimates for∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
L∞(Rd)
that are both uniform in f ≥ g ∨ 0 and of higher than linear
order in s.
We an draw from the proof of Lemma 7.5 the following Corollary:
Corollary 7.1. Suppose there is a γ1 > 0 suh that
Ptf¯ ≤ γ1tf¯
for all t ∈ (0, T ] ∩ I (for whih in ase I = hN0 with h > 0 it is suient that this
estimate holds for t = h). Then for all measurable f ≥ g ∨ 0
0 ≤ (B s
2
)◦2
f −Bsf
= e−r
s
2P s
2
((
e−r
s
2P s
2
f
) ∨ g − e−r s2P s
2
f
)
χ{(
B s
2
)◦2
f≥g
}
≤ e−r s2P s
2
(
χ{
g≥e−r s2 P s
2
(g∨0)
} · (g − e−r s2P s
2
(g ∨ 0)))
=
(
B s
2
)◦2
(g ∨ 0)−Bs(g ∨ 0).
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We will ontinue to assume I = hN0, h < T and dene
Denition 7.1.
∀t ∈ I Et = {Pt(g ∨ 0) > Ptg} .
Remark 7.2. Equivalent expressions for E· are:
∀t ∈ I Et = {Pt(g ∨ 0) > Ptg}
= ∁ {Pt(g ∨ 0) = Ptg}
= {Pt(g ∧ 0) < 0}
=
{
∃i ∈ {1, . . . ,m th } g
(
· − x(t)i
)
< 0
}
=
⋃
i∈{1,...,m th }
{
K < f¯
(
· − x(t)i
)}
.
These formulae for E· imply, by the monotoniity of f¯ , that Et is north-east onneted
(that is Et ⊂ Et + a for all a ≤ 0) for all t ∈ I. Furthermore, if one had for all t ∈ I
and i ∈
{
1, . . . ,m
t
h
}
an index k = k(i) ∈
{
1, . . . ,m
t
h
}
suh that x
(t)
i + x
(t)
k(i) ≤ 0
omponentwise (for instane if the set
{
x
(h)
1 , . . . , x
(h)
m
}
ould be written as the sum of
a reetion symmetri subset of Rd and a omponentwise nonpositive vetor), then the
north-east onnetedness of the Et's entails for all t ∈ I and i,
Et − x(t)i ⊆ Et + x(t)i + x(t)k(i) − x(t)i = Et + x(t)k(i)
=
⋃
j∈
{
1,...,m
t
h
}
{
K < f¯ <
(
· − x(t)j − x(t)k(i)
)}
⊆
⋃
j0,j1∈
{
1,...,m
t
h
}
{
K < f¯ <
(
· − x(t)j0 − x
(t)
j1
)}
=
⋃
ℓ∈
{
1,...,m
2t
h
}
{
K < f¯ <
(
· − x(2t)ℓ
)}
= E2t
where for the penultimate line we have used the Chapman-Kolmogorov equation, of
ourse. Therefore
χEt
(
·+ x(t)i
)
= χ
Et−x(t)i
≤ χE2t .
Also, if there exists an i0 ∈ {1, . . . ,m} suh that
∀j ∈ {1, . . . , d}
(
x
(h)
i0
)
j
≤ 0
one has  due to the monotoniity of f¯ in eah oordinate  rst of all f¯
(
· − x(h)i0
)
≥ f¯
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and thene for all n ∈ N the inlusion
Enh =
⋃
i∈{1,...,mn}
{
K < f¯
(
· − x(nh)i
)}
=
⋃
i1,...,in∈{1,...,m}
{
K < f¯
(
· − x(h)i1 − · · · − x
(h)
in
)}
⊇
⋃
i1,...,in−1∈{1,...,m}
{
K < f¯
(
· − x(h)i0 − x
(h)
i1
− · · · − x(h)in−1
)}
⊇
⋃
i1,...,in−1∈{1,...,m}
{
K < f¯
(
· − x(h)i1 − · · · − x
(h)
in−1
)}
= E(n−1)h
This means
Es ↑ as s ↑ ∞ in I
and for all T ∈ [h,+∞], ⋂
s∈(0,T ]∩I
Es = Eh.
The reason for Eh not being the whole spae is that the measure B 7→ PtχB on
the Borel σ-algebra of R has ompat support.
If one interprets g as a logarithmi payo funtion (eg g = K − exp, d = 1 in ase
of a vanilla one-dimensional put) and P as a Markov hain that models the stohasti
evolution of the logarithmi pries of assets in a given portfolio, then the set Et, for
t ∈ I onsists of all those vetors of logarithmi start pries where the probability of
exerising the option at time t is stritly positive.
Lemma 7.6. Suppose there is a γ0 > 1 (without loss of generality, γ0 ∈ (1, er]) suh
that
Ptf¯ ≥ γ0tf¯
for all t ∈ (0, T ]∩I (where I = hN0 with h > 0 whene it is suient that this estimate
holds for t = h). Assume furthermore that maxi∈{1,...,m} x
(h)
i ≤ 0, implying that g > 0
on the set {Pt(g ∨ 0) = Ptg}. Then for all ε1 > 0 there is an ε0 < T independent
of h < T suh that for all t ∈ 2 · ((0, ε0) ∩ I) and A ⊃ ∁E t2 (with positive Lebesgue
measure),
sup
f≥g∨0
∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
L∞(A)
≥
∥∥∥(B s
2
)◦2
(g ∨ 0)−Bs(g ∨ 0)
∥∥∥
L∞(A)
≥
(
min
i∈{1,...,m}
α(h)
)T
h
e−r
t
2K (ln γ0 − ε1) · t
2
,
as well as
sup
f≥g∨0
∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
L1(A)
≥
∥∥∥(B s
2
)◦2
(g ∨ 0)−Bs(g ∨ 0)
∥∥∥
L1(A)
≥
(
min
i∈{1,...,m}
α(h)
)T
h
λd
[{
P t
2
(g ∨ 0) = P t
2
g
}]
· e−r t2K (ln γ0 − ε1) · t
2
(the left hand side, following the usual onvention, being +∞ if λd
[{
P t
2
(g ∨ 0) = P t
2
g
}]
=
+∞, m > 1 and ε1 < ln γ0).
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Proof. Let us rst remark that, due to Corollary 7.1, we have
sup
f≥g∨0
∥∥∥(B s
2
)2
f −Bsf
∥∥∥
L∞(A)
=
∥∥∥(B s
2
)2
(g ∨ 0)−Bs(g ∨ 0)
∥∥∥
L∞(A)
=
∥∥∥∥∥χAe−r t2P t2
(
χ{
g≥e−r t2 P t
2
(g∨0)
} · (g − e−r t2P t
2
(g ∨ 0)
))∥∥∥∥∥
L∞(A)
as well as
sup
f≥g∨0
∥∥∥(B s
2
)2
f −Bsf
∥∥∥
L1(A)
=
∥∥∥(B s
2
)2
(g ∨ 0)− Bs(g ∨ 0)
∥∥∥
L∞(A)
=
∥∥∥∥∥e−r t2P t2
(
χ{
g≥e−r t2 P t
2
(g∨0)
} · (g − e−r t2P t
2
(g ∨ 0)
))∥∥∥∥∥
L1(A)
=
∥∥∥∥∥
(
χA · e−r t2P t
2
(
χ{
g≥e−r t2 P t
2
(g∨0)
} · (g − e−r t2P t
2
(g ∨ 0)
)))(
·+ t
2h
x
(h)
i0
)∥∥∥∥∥
L1(Rd)
(7.6)
for all i0 ∈
{
1, . . . ,m
t
2h
}
(using the translation invariane of
∫
Rd
·λd).
Next let us note that by our assumption of x
(h)
i0
≤ 0 omponentwise for all i0 ∈{
1, . . . ,m
s
h
}
, ombined with the north-east onnetedness of Es (whih entails south-
west onnetedness of ∁Es), we have
∀s ∈ I − s
h
x
(h)
i0
+ ∁Es ⊇ ∁Es.
Therefore we may onlude that for all t ∈ 2 · I and i0 ∈
{
1, . . . ,m
t
2h
}
,
χA · e−r t2P t
2
(
χ{
g≥e−r t2 P t
2
(g∨0)
} · (g − e−r t2P t
2
(g ∨ 0)
))
≥ χ
∁E
t
2
· e−r t2P t
2
(
χ{
g≥e−r t2 P t
2
(g∨0)
} · (g − e−r t2P t
2
(g ∨ 0)
))
≥
(
χ{
g≥e−r t2 P t
2
(g∨0)
} · (g − e−r t2P t
2
(g ∨ 0)
))(
· − t
2h
x
(h)
i0
)
· min
i∈
{
1,...,m
t
2h
} α( t2 )χ∁E t2
≥
(
χ{
g≥e−r t2 P t
2
(g∨0)
} · (g − e−r t2P t
2
(g ∨ 0)
)
χ
∁E
t
2− t2hx
(h)
i0
)(
· − t
2h
x
(h)
i0
)
·
(
min
i∈{1,...,m}
α(h)
) t
2h
≥
(
χ{
g≥e−r t2 P t
2
(g∨0)
} · (g − e−r t2P t
2
(g ∨ 0)
)
χ
∁E
t
2
)(
· − t
2h
x
(h)
i0
)
·
(
min
i∈{1,...,m}
α(h)
) t
2h
(7.7)
( ≥ 0)
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Now, o Es one has due to Lemma 7.4 (whih may be applied thanks to our
assumption maxi x
(h)
i ≤ 0) the following situation:
χ{g≥e−rsPs(g∨0)} ·
(
g − e−rsPs(g ∨ 0)
)
= χ{Ps(g∨0)=Psg}∩{g≥0} ·
(
g − e−rsPs(g ∨ 0)
)
on ∁Es
= χ{Ps(g∨0)=Psg}∩{g≥0} ·
(
g − e−rsPsg
)
on ∁Es
= χ{Ps(g∨0)=Psg}∩{g≥0} ·
(
K − f¯ − e−rsK + e−rsPsf¯
)
on ∁Es
≥ χ{Ps(g∨0)=Psg}∩{g≥0} ·
(
K − f¯ − e−rsK + e−rsγ0sf¯
)
on ∁Es (7.8)
However, one an also perform the alulation
χ{g≥0}
(
K − f¯ − e−rsK + γ0se−rsf¯
)
= χ{K−f¯≥0}
((
K − f¯) (1− γ0se−rs)+Ke−rs (γ0s − 1)) (7.9)
≥ Ke−rs (γ0s − 1) (7.10)
(where we have used the assumption γ0 ≤ er to get from (7.9) to (7.10)). Combining
estimates (7.10) and (7.8), we arrive at
χ{g≥e−rsPs(g∨0)}
(
g − e−rsPs(g ∨ 0)
)
≥ Ke−rs (γ0s − 1) on ∁Es
≥ Ke−rs (ln γ0 − ε1) · s on ∁Es
for every s < ε0 for some ε0 > 0 dependent on ε1 > 0 and nally (using estimate (7.7),
mini∈{1,...,m} α(h) ≤ 1 and T ≥ t)
χA · e−r t2P t
2
(
χ{
g≥e−r t2 P t
2
(g∨0)
} · (g − e−r t2P t
2
(g ∨ 0)
))
≥
(
min
i∈{1,...,m}
α(h)
) t
2h
· χ
∁E
t
2
(
· − t
2h
x
(h)
i0
)
·Ke−r t2 (ln γ0 − ε1) · t
2
≥
(
min
i∈{1,...,m}
α(h)
) T
2h
· χ
∁E
t
2+ t2hx
(h)
i0
·Ke−r t2 (ln γ0 − ε1) · t
2
for all t ∈ 2 · (I ∩ (0, ε0)) and i0 ∈
{
1, . . . ,m
t
2h
}
.
This yields  due to the translation-invariane of the Lebesgue measure (whih gave
us estimate (7.6))  the rst line of the Lemma's L1 norm estimate. It also implies
the L∞ norm estimate of the Lemma sine for all s ∈ I (in partiular for s = t2 ),
λd
[
∁Es +
s
h
x
(h)
i0
]
= λd
[
∁E
s
h
]
= λd {Ps(g ∨ 0) = Psg}
≥ λd
{
g
(
· − s
h
min
i∈{1,...,m}
x
(h)
i
)
≥ 0
}
> 0
(a onsequene of the monotoniity of g), and therefore∥∥∥∥∥
(
min
i∈{1,...,m}
α(h)
) T
2h
· χ
∁E
t
2+ t2hx
(h)
i0
·Ke−r t2 (ln γ0 − ε1) · t
2
∥∥∥∥∥
L∞(Rd)
=
(
min
i∈{1,...,m}
α(h)
) T
2h
·Ke−r t2 (ln γ0 − ε1) · t
2
.
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Remark 7.3. Assume f¯ is not stritly less than K, say f¯(z) ≥ K for some z ∈ Rd.
We an use the property of f¯ being monotonely inreasing in eah omponent to see,
via Remark 7.2 that
∁Eh = {Ph(g ∨ 0) = Phg}
= ∁
{
∃i ∈ {1, . . . ,m} g
(
· − x(h)i
)
< 0
}
=
m⋂
i=1
{
g
(
· − x(h)i
)
≥ 0
}
=
m⋂
i=1
{
f¯
(
· − x(h)i
)
≤ K
}
=
m⋂
i=1
{
f¯
(
· − x(h)i
)
≤ K ≤ f¯(z)
}
⊃
m⋂
i=1
{
∀j ∈ {1, . . . , d}
(
· − x(h)i
)
j
≤ zj
}
=
m⋂
i=1
{
∀j ∈ {1, . . . , d} (·)j ≤ zj +
(
x
(h)
i
)
j
}
=
{
∀j ∈ {1, . . . , d} (·)j ≤ zj + min
i∈{1,...,m}
(
x
(h)
i
)
j
}
=
d⊗
j=1
(
−∞, zj + min
i∈{1,...,m}
(
x
(h)
i
)
j
]
,
where the set in the last line has innite Lebesgue measure.
Thus, λd
[
∁Eh
]
= +∞ whenever f¯ < K fails to hold.
Keeping Corollary 7.1 in mind, our next step shall onsist in proving
Lemma 7.7. Let T ∈ I. Suppose there is a γ1 > 0 suh that
Ptf¯ ≤ γ1tf¯
for all t ∈ (0, T ] ∩ I (where I = hN0 with h > 0 and therefore it is suient that this
estimate holds for t = h). Let us dene
D˜ := χ(0,er) (γ1) inf⋃
t∈(0,T ]∩I Et
f¯ + χ[er ,+∞) (γ1) sup⋃
t∈(0,T ]∩I Et
f¯ ≥ 0.
Then there is a onstant C0 ∈ R given by
C0 := K
(
sup
s∈(0,T ]∩I
1− e−rs
s
− r
)
+
(
sup
s∈(0,T ]∩I
γ1
se−rs − 1
s
− ln γ1 + r
)
suh that for all s ∈ (0, T ] ∩ I and measurable A,∥∥χ{g>e−rsPs(g∨0)} (g − e−rsPs(g ∨ 0))∥∥L1(⋂s∈(0,T ]∩I Es∩A)
≤ ∥∥χ{g>e−rsPs(g∨0)} (g − e−rsPs(g ∨ 0))∥∥L1(Es∩A)
≤ λd [{ersg > Ps(g ∨ 0) > Psg} ∩ A] ·
(
(ln γ1 − r) D˜ + rK + C0
)
· s.
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Proof. For all s ∈ (0, T ] ∩ I, the following estimates hold on Es:
0 ≤ χ{g>e−rsPs(g∨0)}
(
g − e−rsPs(g ∨ 0)
)
= χ{ersg>Ps(g∨0)>Psg}
(
g − e−rsPs(g ∨ 0)
)
on Es
≤ χ{ersg>Ps(g∨0)>Psg}
(
g − e−rsPsg
)
≤ χ{ersg>Ps(g∨0)>Psg}
(
g − e−rsPsg
)
= χ{ersg>Ps(g∨0)>Psg}
(
K − f¯ − e−rsK + e−rsPsf¯
)
≤ χ{ersg>Ps(g∨0)>Psg}
(
K
(
1− e−rs)+ (γ1se−rs − 1) f¯)
≤ χ{ersg>Ps(g∨0)>Psg}
(
K
(
1− e−rs)+ (γ1se−rs − 1) D˜)
≤ χ{ersg>Ps(g∨0)>Psg}
(
rKs+ (ln γ1 − r) D˜ · s+ C · s
)
for some real onstant C > 0 that an be bounded by
C ≤ K ·
(
sup
s∈(0,T ]∩I
1− e−rs
s
− r
)
+ D˜ ·
(
sup
s∈(0,T ]∩I
γ1
se−rs − 1
s
− (ln γ1 − r)
)
= C0.
This gives a uniform pointwise estimate for the nonnegative funtion χ{ersg>Ps(g∨0)} (g − e−rsPsg)
on Es from whih the Lemma's estimate an be derived immediately.
Corollary 7.2. Let T ∈ I. Assume there exists an i0 ∈ {1, . . . ,m} suh that
∀j ∈ {1, . . . , d}
(
x
(h)
i0
)
j
≤ 0.
Then one has
D˜ = χ(0,er) (γ1) inf
ET
f¯ + χ[er ,+∞) (γ1) sup
ET
f¯
and for all s and measurable A,∥∥χ{g>e−rsPs(g∨0)} (g − e−rsPs(g ∨ 0))∥∥L1(Eh∩A)
≤ λd [{ersg > Ps(g ∨ 0) > Psg} ∩ A] ·
(
(ln γ1 − r) D˜ + rK + C0
)
· s
Proof. The assumption about i0 implies that E
t ↑ as t ↑ ∞ by Remark 7.2), hene⋃
t∈(0,T ]∩I E
t = ET whih sues to prove the Corollary.
Lemma 7.8. If there is an i1 ∈ {1, . . . ,m} suh that x(h)i1 ≥ 0 omponentwise (whih
entails {g > 0} ⊆ ⋂s∈(0,T ]∩I {Ps(g ∨ 0) > 0} by the monotoniity of g in eah ompo-
nent), one will have the following upper bound for the measure of the set ouring in
the preeding Lemma 7.7:
λd [{ersg > Ps(g ∨ 0) > Psg} ∩ A]
≤ λd [{Ps(g ∨ 0) > Psg > 0} ∩ A] + λd [{Ps(g ∨ 0) > 0} ∩ {Psg ≤ 0} ∩ A]
for all measurable A ⊆ Rd.
Proof. We shall establish an upper bound for the set {ersg > Ps(g ∨ 0) > Ps}. Sine
by our assumption
{g > 0} ⊂ {Ps(g ∨ 0) > 0}
for all s ∈ (0, T ] ∩ I, we may, one again exploiting Ps(g ∨ 0) ≥ 0, derive
{ersg > Ps(g ∨ 0) > Psg} ∩ {Psg ≤ 0}
⊆ {g > 0} ∩ {Ps(g ∨ 0) > Psg} ∩ {Psg ≤ 0}
⊆ {Ps(g ∨ 0) > 0} ∩ {Psg ≤ 0} ∩ {Ps(g ∨ 0) > Psg}
= {Ps(g ∨ 0) > 0} ∩ {Psg ≤ 0}
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This implies
{ersg > Ps(g ∨ 0) > Psg}
⊆ {Ps(g ∨ 0) > Psg > 0} ∪ ({Ps(g ∨ 0) > 0} ∩ {Psg ≤ 0}) .
This and Lemma 7.7 readily yield, via Corollary 7.1, the following
Lemma 7.9. Suppose T ∈ I and maxi x(h)i ≤ 0 omponentwise. Assume furthermore
that there exists a real number γ1 > 0 suh that
Phf¯ ≤ γ1hf¯ .
Then for all s ∈ (0, T ] ∩ (2 · I),∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
L1
(
Eh∩⋂m s2hk=1
(
A+x
( s2 )
k
))
≤
∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
L1
(
E
s
2 ∩⋂m s2hk=1
(
A+x
( s2 )
k
))
≤ λd
[{
ers/2g > Ps/2(g ∨ 0) > Ps/2g
}
∩ A
]
· e−r s2
·
(
(ln γ1 − r) D˜ + rK + C0
)
· s
2
,
wherein
D˜ = χ(0,er) (γ1) inf
ET
f¯ + χ[er ,+∞) (γ1) sup
ET
f¯ ≥ 0
and
C0 = K
(
sup
s∈(0,T ]∩I
1− e−rs
s
− r
)
+
(
sup
s∈(0,T ]∩I
γ1
se−rs − 1
s
− ln γ1 + r
)
Proof. Consider t ∈ I. Via our assumption of maxi∈{1,...,m} x(h)i ≤ 0 omponentwise,
one has
max
k
x
(t)
k =
t
h
max
i
x
(h)
i ≤ 0
omponentwise. Sine the set Et is north-east onneted, this yields Et + x
(t)
k ⊇ Et
for all k ∈
{
1, . . . ,m
t
h
}
, whih in turn  via χEt
(
·−x(t)k
)
= χ
Et+x
(t)
k
≥ χEt for all
k ∈
{
1, . . . ,m
t
h
}
 gives
Pt (χEtf) =
m
t
h∑
k=1
α
(t)
k χEt
(
· − x(t)k
)
f
(
· − x(t)k
)
≥
m
t
h∑
k=1
α
(t)
k χEt (·) f
(
· − x(t)k
)
= χEtPtf
for all f ≥ 0. This yields, replaing f by fχA,
Pt (χEt∩Af) = Pt (χEt · χAf) ≥ χEt · Pt (χAf)
≥ χEt ·
(
min
k
χA
(
· − x(t)k
))
Ptf
≥ χEtχ⋂
k
(
A+x
(t)
k
)Ptf
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for all f ≥ 0. Therefore  using in addition the translation-invariane of Pt and λd
(whih makes Pt a map that preserves the L
1
(
λd
)
-norm of nonnegative measurable
funtions)  we dedue that for all measurable f ≥ 0,
‖Ptf‖
L1
(
Et∩⋂m thk=1(A+x(t)k )) ≤ ‖Pt (fχEt∩A)‖L1(Rd)
= ‖fχEt∩A‖L1(Rd) ≤ ‖f‖L1(Et∩A) .
From this, using Corollary 7.1, we derive∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
L1
(
E
s
2 ∩⋂k
(
A+x
( s2 )
k
))
≤
∥∥∥∥e−r s2P s2 (χ{g>e−r s2 P s
2
(g∨0)
} · (g − e−r s2P s
2
(g ∨ 0)))∥∥∥∥
L1
(
E
s
2 ∩⋂k
(
A+x
( s2 )
k
))
≤ e−r s2
∥∥∥∥χ{g>e−r s2 P s
2
(g∨0)
} · (g − e−r s2P s
2
(g ∨ 0))∥∥∥∥
L1
(
E
s
2 ∩A
)
This is enough to prove the Lemma one one takes advantage of Lemma 7.7 and
Corollary 7.2.
Remark 7.4. Let the translation-invariant Markov semigroup P be derived from a
ubature formula for the Gaussian measure with points {y1, . . . , ym} in suh a way that
a geometri Brownian motion with logarithmi drift µ =
(
r − σk22
)
k∈{1,...,d}
(r > 0
and σ ∈ R+d being the interest rate of the prie proess and the volatility vetor,
respetively) shall be approximated, that is to say
∀i ∈ {1, . . . ,m}∀j ∈ {1, . . . , d}
(
x
(h)
i
)
k
= µkh+ σkh
1
2 (yi)k .
Then the assumption that all the x
(h)
i be omponentwise nonpositive for i ∈ {1, . . . ,m}
reads
max
i
x
(h)
i = µh+
(
max
i
(yi)k · σkh
1
2
)
k∈{1,...,d}
≤ 0
and therefore simply means that µh is omponentwise at least as small or even smaller
than −
(
maxi (yi)k · σkh
1
2
)
k∈{1,...,d}
whih, needless to say, equals(
mini (yi)k · σkh
1
2
)
k∈{1,...,d}
in ase of an axis-symmetri ubature formula for the
Gaussian measure. This assumption is tantamount to
∀k ∈ {1, . . . , d} σk2 − 2h− 12 max
i
(yi)k · σk − 2
r
h
≥ 0,
that is
σk ∈ R+ \
 h− 12 maxi (yi)k −√h−1 · (maxi (yi)k)2 + 2 rh ,
h−
1
2 maxi (yi)k +
√
h−1 · (maxi (yi)k)2 + 2 rh

= R+ \
 h
− 12
(
maxi (yi)k −
√
· (maxi (yi)k)2 + 2r
)
,
h−
1
2
(
maxi (yi)k +
√
· (maxi (yi)k)2 + 2r
)

for all k ∈ {1, . . . , d}, entailing that P models a basket of logarithmi asset pries whose
volatilities are bounded below by the positive number
h−
1
2
(
maxi (yi)k +
√
· (maxi (yi)k)2 + 2r
)
.
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Now, emphasising again that our investigations are only onerned with disrete
translation-invariant Markov hains (Pt)t∈I (Markov hains whih are derived from
ubature formulae, for instane), we an use rather elementary inequalities to nd
upper bounds on the subsets of Rd ourring in the estimates of Lemma 7.7.
We will start with the simple, nevertheless pratially important, example of a
one-dimensional Amerian vanilla put:
Lemma 7.10. Suppose d = 1 and f¯ = exp. Under these assumptions there exists a
γ1 > 0 suh that Ptf¯ = γ1
tf¯ , and furthermore, one has for all s ∈ I,
{ersg > Ps(g ∨ 0) > Psg} ⊆ lnK +
(
1
h
· min
i∈{1,...,m}
x
(h)
i , 0
)
· s.
Proof. The real number γ1 is given by the relation
γ1
h =
m∑
i=1
α
(h)
i e
−x(h)i ,
that is
γ1 = e
ln
∑m
i=1 α
(h)
i
e
−x(h)
i

h .
Next we observe that on the one hand by Remark 7.2
{Ps(g ∨ 0) > Psg} =
{
∃k ∈ {1, . . . ,m sh} g (· − x(s)k ) < 0}
=
 mink∈{1,...,m sh } g
(
· − x(s)k
)
< 0

=
K − maxk∈{1,...,m sh } exp
(
· − x(s)k
)
< 0

=
K − exp
· − min
k∈
{
1,...,m
s
h
} x(s)k
 < 0

=
lnK < · − mink∈{1,...,m sh } x(s)k

=
lnK + min
k∈
{
1,...,m
s
h
} x(s)k ,+∞

=
(
lnK +
s
h
· min
i∈{1,...,m}
x
(h)
i ,+∞
)
and seondly
{g > 0} = {K > exp} = (−∞, lnK) ,
thus
{ersg > Ps(g ∨ 0) > Psg} ⊆
(
lnK +
s
h
· min
i∈{1,...,m}
x
(h)
i , lnK
)
= lnK +
(
1
h
· min
i∈{1,...,m}
x
(h)
i , 0
)
· s
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Applying the preeding Lemmas and using Corollary 7.1, we onlude by stating
Theorem 7.1. Suppose d = 1 and f¯ = exp. Under these assumptions there is a
γ1 > 0 suh that Ptf¯ = γ1
tf¯ for all t ∈ I. Assume, moreover, that
∀i ∈ {1, . . . ,m}∀j ∈ {1, . . . , d}
(
x
(h)
i
)
j
≤ 0.
Then there is a real onstant D suh that for all s ∈ (0, T ]∩(2 ·I) and for all f ≥ g∨0,∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
L1(Eh)
≤
∥∥∥(B s
2
)◦2
f − Bsf
∥∥∥
L1
(
E
s
2
) ≤ D
2
· s2.
We an ompute D expliitly as
D =
(
(ln γ1 − r) D˜ + rK + C0
)
· mini x
(h)
i
h
Proof. One only has to apply Lemma 7.9 for A = Rd, whih one is entitled to by
Lemma 7.10.
Now we shall proeed to establish onvergene estimates for the sequene (BT ·2−nf)n∈N
in the L1(Eh ∩ A)-norm, for all measurable f ≥ g ∨ 0 and measurable A ⊆ Rd.
Lemma 7.11. Suppose d = 1 and f¯ = exp. Under these assumptions there is a γ1
suh that Ptf¯ = γ1
tf¯ . Assume, moreover, that
∀i ∈ {1, . . . ,m}∀j ∈ {1, . . . , d}
(
x
(h)
i
)
j
≤ 0.
Under these assumptions there exists a real number D > 0 (the same as in Theorem
7.1) suh that for all k ∈ N0, s ∈ (0, T ]∩
(
2k+1 · I) and measurable f ≥ g ∨ 0, one has∥∥∥(Bs·2−(k+1))◦(2k+1) f − (Bs·2−k)◦(2k) f∥∥∥
L1(λ1[Eh∩·])
≤ D · s2 · 2−(k+1).
The proof is ontrived indutively, the base step being Theorem 7.1, and the indu-
tion step being the rst part of Lemma 7.13. However, the seond and more general
part of Lemma 7.13  whih we will need later on in this Chapter when we study
options on multiple assets  requires the following auxiliary result.
Lemma 7.12. Let t ∈ I, A ⊆ Rd measurable, and assume
max
i∈{1,...,m}
x(h) ≤ 0
(whih due to I = hN0 is equivalent to maxi∈
{
1,...,m
s
h
} x(s) ≤ 0 for all s ∈ I). Then⋂
s∈(0,T ]∩I E
s = Eh by Remark 7.2, and for all f1 ≥ f0 ≥ g ∨ 0 and p ∈ {1,+∞},
‖Btf1 −Btf0‖
Lp
λd
Eh∩⋂
k∈
{
1,...,m
t
h
}(A+x(t)k )∩·


≤ e−rt ‖f1 − f0‖Lp(λd[Eh∩A∩·])
Proof. Consider a measurable set A ⊂ Rd and measurable funtions f0, f1 ≥ g ∨ 0.
Similarly to the proof of Lemma 7.2, we observe that due to the monotoniity of Bt
and the fat that Btf ≥ g ∨ 0 ≥ g for all f ≥ 0,
{Btf1 = g} = {Btf0 ≤ Btf1 = g}
= {g ≤ Btf0 ≤ Btf1 = g}
= {Btf1 = g} ∩ {Btf0 = g}
⊆ {Btf1 −Btf0 = 0} ,
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that is
{Btf1 −Btf0 6= 0} ⊆ {Btf1 6= g} = {Btf1 > g}
Combining this with the monotoniity of Pt as well as the fat that E
t− x(t)i ⊆ Et for
all i (whih in turn is a onsequene of the north-east onnetedness of Et  f Remark
7.2  and the assumption that x
(t)
i ≤ 0 for all i), we obtain
0 ≤ (Btf1 −Btf0)χEh∩⋂k(A+x(t)k )
= (Btf1 −Btf0)χEh∩⋂k(A+x(t)k )∩{Btf1>g}
= χ
Eh∩⋂k(A+x(t)k )∩{Btf1>g}
(
e−rtPtf1 ∨ g − e−rtPtf0 ∨ g
)
= χ
Eh∩⋂k(A+x(t)k )∩{e−rtPtf1>g}
(
e−rtPtf1 − e−rtPtf0 ∨ g
)
≤ χ
Eh∩⋂k(A+x(t)k )∩{e−rtPtf1>g}
(
e−rtPtf1 − e−rtPtf0
)
≤ e−rtχ
Eh∩⋂k(A+x(t)k ) (Ptf1 − Ptf0)
= e−rt
m
t
h∑
i=1
α
(t)
i χEh∩⋂k(A+x(t)k )
(
f1
(
· − x(t)i
)
− f0
(
· − x(t)i
))
= e−rt
m
t
h∑
i=1
α
(t)
i
(
χ(
Eh∩⋂k(A+x(t)k ))−x(t)i (f1 − f0)
)(
· − x(t)i
)
= e−rt
m
t
h∑
i=1
α
(t)
i
(
χ(
Eh−x(t)i
)
∩⋂k(A+x(t)k −x(t)i ) (f1 − f0)
)(
· − x(t)i
)
Now, sine ⋂
k∈
{
1,...,m
t
h
}
(
A+ x
(t)
k − x(t)i
)
⊆ A
for all i ∈
{
1, . . . ,m
t
h
}
and f1 − f0 ≥ 0, this means
(Btf1 −Btf0)Eh∩⋂k(A+x(t)k )
≤ e−rt
m
t
h∑
i=1
α
(t)
i
(
χ(
Eh−x(t)i
)
∩A (f1 − f0)
)(
· − x(t)i
)
Combining this pointwise estimate with the translation-invariane of the Lebesgue
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measure yields
‖Btf1 −Btf0‖L1(λd[Eh∩⋂k(A+x(t)k )∩·])
=
∫
Rd
(Btf1 −Btf0)χEh∩⋂k(A+x(t)k )dλd
≤ e−rt
m
t
h∑
i=1
α
(t)
i
∫
Rd
(
χ(
Eh−x(t)i
)
∩A (f1 − f0)
)(
· − x(t)i
)
dλd
= e−rt
m
t
h∑
i=1
α
(t)
i
∫
Rd
(
χ(
Eh−x(t)i
)
∩A (f1 − f0)
)
dλd
≤ e−rt
m
t
h∑
i=1
α
(t)
i
∫
Eh∩A
(f1 − f0) dλd
≤
∫
Rd
e−rtχEh∩A (f1 − f0) dλd
= e−rt ‖f1 − f0‖L1(Eh∩A) ,
where we have used the inlusion Es − x(t)k ⊆ Es whih  owing to the north-east
onnetedness of the sets Es and our assumption maxi∈{1,...,m} x(h) ≤ 0  holds for
arbitrary k ∈
{
1, . . . ,m
t
h
}
and s, t ∈ I as well as the assumption f1−f0 ≥ 0. Similarly,
the translation-invariane and the sub-linearity of the ess sup Rd-norm imply
‖Btf1 −Btf0‖L∞(λd[Eh∩⋂k(A+x(t)k )∩·])
= ess sup Rd
[
(Btf1 −Btf0)χEh∩⋂k(A+x(t)k )
]
≤ ess sup Rd
e−rt m th∑
i=1
α
(t)
i
(
χ(
Eh−x(t)i
)
∩A (f1 − f0)
)(
· − x(t)i
)
≤ e−rt
m
t
h∑
i=1
α
(t)
i ess sup Rd
[(
χ(
Eh−x(t)i
)
∩A (f1 − f0)
)(
· − x(t)i
)]
≤ e−rt
m
t
h∑
i=1
α
(t)
i ess sup Rd
[
χ(
Eh−x(t)i
)
∩A (f1 − f0)
]
≤ e−rt
m
t
h∑
i=1
α
(t)
i ess sup Rd [χEh∩A (f1 − f0)]
= e−rt
m
t
h∑
i=1
α
(t)
i ess sup Eh∩A (f1 − f0)
= e−rtess sup Eh∩A (f1 − f0)
where again one has exploited the inlusion Es − x(t)k ⊆ Es that holds for any k ∈{
1, . . . ,m
t
h
}
and s, t ∈ I.
Lemma 7.13. Let T ∈ I and p ∈ {1,+∞}. Consider a real number D′ > 0 and a
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measurable set C ⊆ Rd. Suppose one has an estimate of the kind
∀f ≥ g ∨ 0∀s ∈ (2 · I) ∩ (0, T )∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
Lp(λd[C∩·])
≤ D
′
2
· s2.
Assume, moreover, maxi∈{1,...,m} x(h) ≤ 0 (whih by the Chapman-Kolmogorov equa-
tion is rstly equivalent to x
(t)
k ≤ 0 for all k ∈
{
1, . . . ,m
t
h
}
and t ∈ I and seondly
also entails
⋂
t∈(0,T ]∩I E
t = Eh). Then we get for all measurable f ≥ g ∨ 0 and for all
k ∈ N0, s > 0 suh that s ∈ (0, T ) ∩
(
2k+1 · I), the estimate∥∥∥(Bs·2−(k+1))◦(2k+1) f − (Bs·2−k)◦(2k) f∥∥∥
Lp(λd[C∩·])
≤ D′ · s2 · 2−(k+1).
Furthermore, if one assumes in addition
0 ∈
{
x
(h)
i : i ∈ {1, . . . ,m}
}
,
then one has a related impliation for Lp
(
Eh ∩⋂
i∈
{
1,...,m
s
2
} (A+ x( s2 )i )) instead of
Lp (C) for all measurable A ⊂ Rd: If under these assumptions the assertion
∀f ≥ g ∨ 0∀s ∈ (2 · I) ∩ (0, T )∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
Lp
(
Eh∩⋂i(A+x(s)i )) ≤
D′
2
· s2
holds, then the estimate
∀f ≥ g ∨ 0∥∥∥(Bs·2−(k+1))◦(2k+1) f − (Bs·2−k)◦(2k) f∥∥∥
Lp
(
Eh∩⋂i(A+x(s)i ))
≤ D′ · s2 · 2−(k+1)
holds for all k ∈ N0 and s > 0 suh that s ∈ (0, T ) ∩
(
2k+1 · I).
Proof. For both parts of the Lemma, we will ondut an indution in k ∈ N0, the initial
(or base) step being tautologial eah time. We have for all s ∈ (0, T )∩ (2k+1 · I) and
f ≥ g ∨ 0 the estimate
(Bs·2−(k+1))
◦(2k+1) f − (Bs·2−k)◦2
k
f
= (Bs·2−(k+1))
◦(2k) ◦ (Bs·2−(k+1))◦(2
k) f
− (Bs·2−(k+1))◦(2
k) ◦ (Bs·2−k)◦(2
k−1) f
+(Bs·2−(k+1))
◦(2k) ◦ (Bs·2−k)◦(2
k−1) f
− (Bs·2−k)◦(2
k−1) ◦ (Bs·2−k)◦(2
k−1) f
= (Bs·2−(k+1))
◦(2k) ◦
((
B s
2 ·2−k
)◦(2k) − (B s
2 ·2−(k−1)
)◦(2k−1))
f
+
((
B s
2 ·2−k
)◦(2k) − (B s
2 ·2−(k−1)
)◦(2k−1)) ◦ (Bs·2−k)◦(2k−1) f
whih plays a ruial part in both the rst and the seond part of the Lemma. For,
we an rst of all note that the indution hypothesis in the situation of the rst part
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of the Lemma reads
∀f ≥ g ∨ 0∀t ∈ (2k · I) ∩ (0, T )∥∥∥(Bt·2−k)◦(2k) f − (Bt·2−(k−1))◦(2k−1) f∥∥∥
Lp(C)
≤ D′ · t2 · 2−k. (7.11)
And if one now applies this indution hypothesis (7.11) for t = s2 (realling that by
assumption s ∈ 2k+1 ·I, thus s2 ∈ 2k ·I) to the previous two equations and uses Lemma
7.12, then one gets by the triangle inequality for the Lp (C)-norm,∥∥∥(Bs·2−(k+1))◦(2k+1) f − (Bs·2−k)◦2k f∥∥∥
Lp(C)
≤
∥∥∥∥((B s2 ·2−k)◦(2k) − (B s2 ·2−(k−1))◦(2k−1)
)
◦ (Bs·2−k)◦(2
k−1) f
∥∥∥∥
Lp(C)
+
∥∥∥∥(Bs·2−(k+1))◦(2k) ◦ ((B s2 ·2−k)◦(2k) − (B s2 ·2−(k−1))◦(2k−1)
)
f
∥∥∥∥
Lp(C)
≤
∥∥∥∥((B s2 ·2−k)◦(2k) − (B s2 ·2−(k−1))◦(2k−1)
)
◦ (Bs·2−k)◦(2
k−1) f
∥∥∥∥
Lp(C)
+
∥∥∥∥((B s2 ·2−k)◦(2k) − (B s2 ·2−(k−1))◦(2k−1)
)
f
∥∥∥∥
Lp(C)
≤ D′ · s
2
4
· 2−k +D′ · s
2
4
· 2−k = D′ · s2 · 2−(k+1).
In order to be entitled to apply Lemma 7.12 in this situation we have suessively used
the fat that
∀t ∈ I∀ℓ ≥ g ∨ 0 Btℓ ≥ g ∨ 0.
This ompletes the indution step for the rst part of the Lemma.
Turning to the proof of the seond assertion in the Lemma (wheremaxi∈{1,...,d} x
(h)
i ≤
0 is assumed), we remark that
∀t ∈ I∀k ≤ ln t− lnh
ln 2
A(t) :=
⋂
i∈
{
1,...,m
t
h
}
(
A+ x
(t)
i
)
=
⋂
ℓ,k∈
{
1,...,m
t
h
}
(
A+ x
( t2 )
k + x
( t2 )
ℓ
)
=
(
A
(
t
2
))(
t
2
)
(7.12)
=
⋂
i1,...,i2k∈
{
1,...,m
t
h
·2−k−1
}
(
A+ x
(t·2−(k+1))
i1
+ · · ·+ x(t·2
−(k+1))
i
2k
)
.(7.13)
In partiular, if 0 ∈
{
x
(h)
i : i ∈ {1, . . . ,m}
}
, A(s) is dereasing in s:
∀s, t ∈ I (s ≤ t⇒ A(s) ⊇ A(t)) .
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Similarly to proof of the rst part of the present Lemma, we dedue∥∥∥(Bs·2−(k+1))◦(2k+1) f − (Bs·2−k)◦2k f∥∥∥
Lp(Eh∩A(s))
≤
∥∥∥(Bs·2−(k+1))◦(2k+1) f − (Bs·2−k)◦2k f∥∥∥
Lp(Eh∩A(s))
≤
∥∥∥∥((B s2 ·2−k)◦(2k) − (B s2 ·2−(k−1))◦(2k−1)
)
◦ (Bs·2−k)◦(2
k−1) f
∥∥∥∥
Lp(Eh∩A(s))
+
∥∥∥∥(Bs·2−(k+1))◦(2k) ◦ ((B s2 ·2−k)◦(2k) − (B s2 ·2−(k−1))◦(2k−1)
)
f
∥∥∥∥
Lp(Eh∩A(2k+1 s2 ))
≤
∥∥∥∥((B s2 ·2−k)◦(2k) − (B s2 ·2−(k−1))◦(2k−1)
)
◦ (Bs·2−k)◦(2
k−1) f
∥∥∥∥
Lp(Eh∩A(s))
+
∥∥∥∥(Bs·2−(k+1))◦(2k) ◦ ((B s2 ·2−k)◦(2k) − (B s2 ·2−(k−1))◦(2k−1)
)
f
∥∥∥∥
Lp(Eh∩A(s))
from the triangle inequality. But by a suessive appliation of Lemma 7.12, ombined
with the properties (7.13) of A(·), we have for all f1 ≥ f0 ≥ g ∨ 0,∥∥∥(Bs·2−(k+1))◦(2k) ◦ (f1 − f0)∥∥∥
Lp(Eh∩A(s))
≤
∥∥∥(Bs·2−(k+1))◦(2k) ◦ (f1 − f0)∥∥∥
Lp
(
Eh∩⋂
ℓ∈
{
1,...,m
s
2h
}
(
A( s2 )+x
( s2 )
ℓ
))
=
∥∥∥(Bs·2−(k+1))◦(2k) ◦ (f1 − f0)∥∥∥
Lp
Eh∩⋂
i1,...,i2k
∈
{
1,...,m
s
2k+1h
}
(
A( s2 )+x
( s
2k+1
)
i1
+···+x(
s
2k+1
)
i
2k
)
≤
∥∥∥(Bs·2−(k+1))◦(2k−1) ◦ (f1 − f0)∥∥∥
Lp
Eh∩⋂
i1,...,i2k
∈
{
1,...,m
s
2k+1h
}
(
A( s2 )+x
( s
2k+1
)
i1
+···+x(
s
2k+1
)
i
2k−1
)
≤
.
.
.
≤ ‖f1 − f0‖Lp(Eh∩A( s2 )) .
In light of the inlusion A(s) ⊇ A ( s2), we also have∥∥∥(Bs·2−(k+1))◦(2k+1) f − (Bs·2−k)◦2k f∥∥∥
Lp(Eh∩A(s))
≤
∥∥∥∥∥∥∥

(
B s
2 ·2−k
)◦2k
−(
B s
2 ·2−(k−1)
)◦2k−1
 ◦ (Bs·2−k)◦2k−1 f
∥∥∥∥∥∥∥
Lp(Eh∩A(s))
+
∥∥∥∥((B s2 ·2−k)◦(2k) − (B s2 ·2−(k−1))◦(2k−1)
)
f
∥∥∥∥
Lp(Eh∩A( s2 ))
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Combining the previous two sets of estimates leads to∥∥∥(Bs·2−(k+1))◦(2k) ◦ (f1 − f0)∥∥∥
Lp(Eh∩A(s))
≤
∥∥∥∥∥∥∥

(
B s
2 ·2−k
)◦2k
−(
B s
2 ·2−(k−1)
)◦2k−1
 ◦ (Bs·2−k)◦2k−1 f
∥∥∥∥∥∥∥
Lp(Eh∩A( s2 ))
+
∥∥∥∥((B s2 ·2−k)◦(2k) − (B s2 ·2−(k−1))◦(2k−1)
)
f
∥∥∥∥
Lp(Eh∩A( s2 ))
≤ D′ · s
2
4
· 2−k +D′ · s
2
4
· 2−k = D′ · s2 · 2−(k+1),
where in the last line we have taken advantage of the indution hypothesis
∀k ∈ N0∀f ≥ g ∨ 0∀t > 0
t ∈ (2k · I) ∩ (0, T )⇒∥∥∥(Bt·2−k)◦(2k) f − (Bt·2−(k−1))◦(2k−1) f∥∥∥
Lp
(
Eh∩⋂i(A+x(2kt)i ))
≤ D′ · t2 · 2−k

for the speial ase t = s2
The assumption of 0 ∈
{
x
(h)
i : i ∈ {1, . . . ,m}
}
⊆ Rd while maxi∈{1,··· ,m} x(h)i ≤ 0
omponentwise orresponds to the volatility attaining a ertain ritial value:
Remark 7.5. Consider a ubature formula for the one-dimensional Gaussian measure
with ubature points {z1, . . . , zm} whih will then give rise to a new Markov hain via
∀i ∈ {1, . . . ,m} x(h)i =
(
r − σ0
2
2
)
h+ ziσ0h
1
2
(if simply {z1, z2} = {±1}, then this was a disrete model for a logarithmi asset
prie evolution that onverges weakly to the Blak-Sholes model with volatility σ0 and
disount rate r > 0 when h ↓ 0). In this setting, the set of pairs (r, σ0) ∈ R2 suh that
max
i
x
(h)
i =
(
r − σ0
2
2
)
h+ σ0h
1
2 ·max
i
zi = 0
has at most two elements, ie it is a Lebesgue null set. However, in pratie, we will
not have the exat values of the volatility σ0 (and if the maturity is suiently large,
one will not even have an exat value for the interest rate r), but we will only know
that σ0 ∈ (σ˜ − ε, σ˜ + ε) for some ε > 0. So, given r > 0 the set of volatility parameters
that both t the model and allow for the previous Lemma to be applied will equal{
σ0 ∈ (σ˜ − ε, σ˜ + ε) :
(
r − σ0
2
2
)
h+ σ0h
1
2 ·max
i
zi = 0
}
.
If ε > 0 and the equation haraterising this set has a solution σ′ ∈ (σ˜ − ε, σ˜ + ε), this
set will at least have positive Lebesgue measure, so that there is some hope that our
ondition of maxi x
(h)
i = 0 (whih we had to impose in the seond part of the previous
Lemma 7.13) an be satised in pratie at least oasionally.
With the rst half of Lemma 7.13, we have ompleted the proof of Lemma 7.11. We
shall now apply this result to nally get to a onvergene bound for (BT ·2−n(g ∨ 0))n
 whih an be oneived of as a sequene of non-perpetual Bermudan option pries
when suessively halving the exerise mesh size.
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Lemma 7.14. Let p ∈ [1,+∞]. Consider a real onstant D > 0 as well as a measur-
able set C and a set E of nonnegative measurable funtions, and suppose one has an
estimate of the kind
∀k ∈ N0∀f ∈ E∀s ∈ (2k+1 · I) ∩ (0, T )∥∥∥(Bs·2−(k+1))◦(2k+1) f − (Bs·2−k)◦(2k) f∥∥∥
Lp(λd[C∩·])
≤ D · s2 · 2−(k+1).
Then for all N > M ∈ N, s ∈ (0, T ) ∩ (2N · I) and f ∈ E, the estimate∥∥∥(Bs·2−N )◦(2N) f − (Bs·2−M )◦(2M) f∥∥∥
Lp(C)
≤ D · s2 · 2−M
(
1− 2−(N−M−1)
)
≤ D · s2 · 2−M
holds.
Proof. With M,N , s, f as in the statement of the Theorem, we obtain by the triangle
inequality ∥∥∥(Bs·2−N )◦(2N) f − (Bs·2−M )◦(2M) f∥∥∥
Lp(C)
=
∥∥∥∥∥
N−1∑
k=M
(
(Bs·2−(k+1))
◦(2k+1) f − (Bs·2−k)◦(2
k) f
)∥∥∥∥∥
Lp(C)
≤
N−1∑
k=M
∥∥∥((Bs·2−(k+1))◦(2k+1) f − (Bs·2−k)◦(2k) f)∥∥∥
Lp(C)
≤
N−1∑
k=M
D · s2 · 2−k−1 = D · s
2
2
·
N−1−M∑
k=0
2−k2−M
= D · s
2
2
· 2−M · 1− 2
−(N−M−1)
1− 2−1 ≤ D ·
s2
2
· 2−M · 2.
This sues to prove the Theorem.
Thus, if we ombine this last Lemma 7.14 with Lemma 7.11 we arrive at
Theorem 7.2. Suppose, as before, d = 1 and f¯ = exp. Under these assumptions there
is a γ1 suh that Ptf¯ = γ1
tf¯ , and let us suppose this γ1 ∈ (0, er]. Assume, moreover,
that
∀i ∈ {1, . . . ,m}∀j ∈ {1, . . . , d}
(
x
(h)
i
)
j
≤ 0.
Under these assumptions there exists a real number D > 0 suh that for all N > M ∈
N, s ∈ (0, T ] ∩ (2N · I) and monotonely dereasing f ≥ g ∨ 0, one has∥∥∥(Bs·2−N )◦(2N) f − (Bs·2−M )◦(2M) f∥∥∥
L1(Eh)
≤ D · s2 · 2−M
(
1− 2−(N−M−1)
)
≤ D · s2 · 2−M .
Analogously, we may proeed to prove onvergene of higher order in s for f¯ =∑d
j=1 wj exp ((·)j), where w1, . . . , wd is a onvex ombination (the weights for a weighted
average of the omponents/assets in a d-dimensional basket), as well as for the hoies
f¯ = minj∈{1,...,d} exp ((·)j) and f¯ = maxj∈{1,...,d} exp ((·)j). However, this time, we
shall employ dierent norms: L1
(
λd
[
Eh ∩ A ∩ ·]) for a ompat subset A ⊂ Rd suh
that λd
[⋂
s∈(0,T ]∩I E
s ∩A
]
∈ (0,+∞).
The rst part of this endeavour will be to prove ertain generalisations of Lemmas
7.7 and 7.12.
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Lemma 7.15. If f¯ =
∑d
j=1 wj exp ((·)j), then
Psf¯ ≤ γ1sf¯
where
γ1 :=
 maxj∈{1,...,d}
m∑
i=1
α
(h)
i e
(
−x(h)i
)
j
︸ ︷︷ ︸
>0

1
h
.
Proof. We have for all s ∈ I the estimate
Psf¯ =
m
s
h∑
i=1
α
(s)
i f¯
(
· − x(s)i
)
=
d∑
j=1
m
s
h∑
i=1
wjα
(s)
i exp
((
· − x(s)i
)
j
)
=
d∑
j=1
m
s
h∑
i=1
α
(s)
i e
(
−x(s)i
)
jwj exp
(
(·)j
)
≤
 max
j∈{1,...,d}
m
s
h∑
i=1
α
(s)
i e
(
−x(s)i
)
j

︸ ︷︷ ︸
>0
d∑
j=1
wj exp
(
(·)j
)
,
in partiular this estimate holds for s = h. But this is to say
Phf¯ ≤ γ1hf¯ ,
hene we have proven the estimate in the Lemma for s = h. This readily sues to
prove the Lemma's assertion in its full generality, as (Ps)s∈I is a Markov semigroup
and by applying the Chapman-Komogorov equation (and the monotoniity of Ph)
indutively,
∀n ∈ N Pnhf¯ = Ph · · ·Ph︸ ︷︷ ︸
n
f¯ ≤ γ1h · · · γh1︸ ︷︷ ︸
n
f¯ = γ1
hnf¯ .
Lemma 7.16. If f¯ = minj∈{1,...,d} exp ((·)j), then
Psf¯ ≤ γ1sf¯
where
γ1 :=

m
s
h∑
i=1
α
(s)
i
(
max
ℓ∈{1,...,d}
e
(
−x(s)i
)
ℓ
)
︸ ︷︷ ︸
>0

1
h
.
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Proof. We have for all s ∈ I the estimate
Psf¯ =
m
s
h∑
i=1
α
(s)
i f¯
(
· − x(s)i
)
=
m
s
h∑
i=1
α
(s)
i min
j∈{1,...,d}
exp
((
· − x(s)i
)
j
)
≤
m
s
h∑
i=1
α
(s)
i χ
{
k∈{1,...,d} : minj∈{1,...,d} exp
(
(·)j
)
= exp
(
(·)k
)
,
∀n > k minj∈{1,...,d} exp
(
(·)j
)
< exp
(
(·)n
)
} (ℓ)
·e
(
−x(s)i
)
ℓ exp ((·)ℓ)
≤
m
s
h∑
i=1
α
(s)
i
(
max
ℓ∈{1,...,d}
e
(
−x(s)i
)
ℓ
)
︸ ︷︷ ︸
>0
min
j∈{1,...,d}
exp
(
(·)j
)
in partiular the estimate holds for s = h again. But this means
Phf¯ ≤ γ1hf¯ ,
hene we arrive at the estimate of the Lemma for s = h. This readily sues to prove
the Lemma's assertion in its full strength, as (Ps)s∈I is a Markov semigroup and by
applying the Chapman-Komogorov equation indutively,
∀n ∈ N Pnhf¯ = Ph · · ·Ph︸ ︷︷ ︸
n
f¯ ≤ γ1h · · · γ1h︸ ︷︷ ︸
n
f¯ = γ1
hnf¯ .
Lemma 7.17. If this time f¯ = maxj∈{1,...,d} exp ((·)j), then
Psf¯ ≤ γ1sf¯
where
γ1 :=

m sh∑
i=1
α
(s)
i max
j∈{1,...,d}
e
(
−x(s)i
)
j

︸ ︷︷ ︸
>0

1
h
.
Proof. We have for all s ∈ I the estimate
Psf¯ =
m
s
h∑
i=1
α
(s)
i f¯
(
· − x(s)i
)
=
m
s
h∑
i=1
α
(s)
i max
j∈{1,...,d}
exp
((
· − x(s)i
)
j
)
≤
m
s
h∑
i=1
α
(s)
i max
ℓ∈{1,...,d}
e
(
−x(s)i
)
ℓ max
j∈{1,...,d}
exp
(
(·)j
)
=
m
s
h∑
i=1
α
(s)
i max
ℓ∈{1,...,d}
e
(
−x(s)i
)
ℓ︸ ︷︷ ︸
>0
max
j
exp
(
(·)j
)
,
82
in partiular the estimate holds for s = h. But this is  as it was in the proofs of the
two preeding Lemmas  to say
Phf¯ ≤ γ1hf¯ ,
hene we have proven the estimate in the Lemma for s = h. This readily sues to
prove the Lemma's assertion, as (Ps)s∈I is a Markov semigroup and by applying the
Chapman-Komogorov equation indutively,
∀n ∈ N Pnhf¯ = Ph · · ·Ph︸ ︷︷ ︸
n
f¯ ≤ γ1h · · · γ1h︸ ︷︷ ︸
n
f¯ = γ1
hnf¯ .
Thus at least for ertain hoies of f¯  viz. weighted arithmeti average of the
exponential omponents, minimum of the exponential omponents and maximum of
the exponential omponents  we an apply Lemma 7.7.
Therefore we shall next turn our attention to deriving upper bounds for the mea-
sures of the sets in the estimates of Lemma 7.7 for the said examples of f¯ =
∑d
j=1 wj exp ((·)j),
f¯ = minj∈{1,...,d} exp ((·)j) and f¯ = maxj∈{1,...,d} exp ((·)j). We ontinue to use the
notation I = hN0 and
Ps : f 7→
m
s
h∑
i=1
α
(s)
i f
(
· − x(s)i
)
,
where (Ps)s∈I = (Pnh)n∈N0 =
Ph · · ·Ph︸ ︷︷ ︸
n

n∈N0
is the Markov hain generated by Ph.
Lemma 7.18. If f¯ = minj∈{1,...,d} exp ((·)j), then for all s ∈ I,{
∀i ∈ {1, . . . ,m sh} g (· − x(s)i ) ≤ 0}
=
d⊗
j=1
[
lnK +
s
h
max
i∈{1,...,m}
(
x
(h)
i
)
j
,+∞
)
as well as {
∀i ∈ {1, . . . ,m sh } g (· − x(s)i ) ≥ 0}
⊂
d⋃
j=1
R× · · · × R︸ ︷︷ ︸
j−1
×
(
−∞, lnK + s
h
max
i∈{1,...,m}
(
x
(h)
i
)
j
]
× R× · · · × R︸ ︷︷ ︸
d−j

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Proof. Let s ∈ I. Then{
∀i ∈ {1, . . . ,m sh} g (· − x(s)i ) ≤ 0}
=
 maxi∈{1,...,m sh } g
(
· − x(s)i
)
≤ 0

=
K − mini∈{1,...,m sh } minj∈{1,...,d} exp
((
· − x(s)i
)
j
)
≤ 0

=
K − minj∈{1,...,d} mini∈{1,...,m sh } exp
((
· − x(s)i
)
j
)
≤ 0

=
K − minj∈{1,...,d} exp
(·)j − max
i∈
{
1,...,m
s
h
} (x(s)i )
j
 ≤ 0

=
lnK ≤ minj∈{1,...,d}
(·)j − max
i∈
{
1,...,m
s
h
} (x(s)i )
j

=
d⋂
j=1
lnK + maxi∈{1,...,m sh }
(
x
(s)
i
)
j
≤ (·)j

=
d⋂
j=1
{
lnK +
s
h
max
i∈{1,...,m}
(
x
(h)
i
)
j
≤ (·)j
}
,
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and also {
∀i ∈ {1, . . . ,m} g
(
· − x(s)i
)
≥ 0
}
=
 mini∈{1,...,m sh } g
(
· − x(s)i
)
≥ 0

=
K − maxi∈{1,...,m sh } minj∈{1,...,d} exp
((
· − x(s)i
)
j
)
≥ 0

⊂
K − mini∈{1,...,m sh } minj∈{1,...,d} exp
((
· − x(s)i
)
j
)
≥ 0

=
K − minj∈{1,...,d} mini∈{1,...,m sh } exp
((
· − x(s)i
)
j
)
≥ 0

=
K − minj∈{1,...,d} exp
(·)j − max
i∈
{
1,...,m
s
h
}
(
x
(s)
i
)
j
 ≥ 0

=
lnK ≥ minj∈{1,...,d} (·)j − maxi∈{1,...,m sh }
(
x
(s)
i
)
j

=
d⋃
j=1
lnK + maxi∈{1,...,m sh }
(
x
(s)
i
)
j
≥ (·)j

=
d⋃
j=1
{
lnK +
s
h
max
i∈{1,...,m}
(
x
(h)
i
)
j
≥ (·)j
}
.
Corollary 7.3. If f¯ = minj∈{1,...,d} exp ((·)j), then for all s ∈ I,
{Ps(g ∨ 0) > 0}
=
d⋃
j=1
R× · · · × R︸ ︷︷ ︸
j−1
×
(
−∞, lnK + s
h
max
i∈{1,...,m}
(
x
(h)
i
)
j
]
× R× · · · × R︸ ︷︷ ︸
d−j

Proof. Let s ∈ I. We simply remark that
{Ps(g ∨ 0) > 0}
=
{
∃i ∈ {1, . . . ,m sh } g (· − x(s)i ) > 0}
= ∁
{
∀i ∈ {1, . . . ,m sh } g (· − x(s)i ) ≤ 0}
Lemma 7.19. If f¯ = maxj∈{1,...,d} exp ((·)j), then for all s ∈ I,{
∀i ∈ {1, . . . ,m sh } g (· − x(s)i ) ≤ 0}
⊂
d⋃
j=1
R× · · · × R︸ ︷︷ ︸
j−1
×
[
lnK +
s
h
min
i∈{1,...,m}
(
x
(h)
i
)
j
,+∞
)
× R× · · · × R︸ ︷︷ ︸
d−j

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as well as {
∀i ∈ {1, . . . ,m sh} g (· − x(s)i ) ≥ 0}
=
d⊗
j=1
(
−∞, lnK + s
h
min
i∈{1,...,m}
(
x
(h)
i
)
j
]
Proof. Let s ∈ I. Then{
∀i ∈ {1, . . . ,m} g
(
· − x(s)i
)
≤ 0
}
=
 maxi∈{1,...,m sh } g
(
· − x(s)i
)
≤ 0

=
K − mini∈{1,...,m sh } maxj∈{1,...,d} exp
((
· − x(s)i
)
j
)
≤ 0

⊂
K − maxi∈{1,...,m sh } maxj∈{1,...,d} exp
((
· − x(s)i
)
j
)
≤ 0

=
K − maxj∈{1,...,d} maxi∈{1,...,m sh } exp
((
· − x(s)i
)
j
)
≤ 0

=
K − maxj∈{1,...,d} exp
(·)j − min
i∈
{
1,...,m
s
h
}
(
x
(s)
i
)
j
 ≤ 0

=
lnK ≤ maxj∈{1,...,d} (·)j − mini∈{1,...,m sh }
(
x
(s)
i
)
j

=
d⋃
j=1
lnK + mini∈{1,...,m sh }
(
x
(s)
i
)
j
≤ (·)j

=
d⋃
j=1
{
lnK +
s
h
min
i∈{1,...,m}
(
x
(h)
i
)
j
≤ (·)j
}
,
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and also {
∀i ∈ {1, . . . ,m} g
(
· − x(s)i
)
≥ 0
}
=
 mini∈{1,...,m sh } g
(
· − x(s)i
)
≥ 0

=
K − maxi∈{1,...,m sh } maxj∈{1,...,d} exp
((
· − x(s)i
)
j
)
≥ 0

=
K − maxj∈{1,...,d} maxi∈{1,...,m sh } exp
((
· − x(s)i
)
j
)
≥ 0

=
K − maxj∈{1,...,d} exp
(·)j − min
i∈
{
1,...,m
s
h
}
(
x
(s)
i
)
j
 ≥ 0

=
K ≥ exp
 max
j∈{1,...,d}
(·)j − min
i∈
{
1,...,m
s
h
}
(
x
(s)
i
)
j

=
lnK ≥ maxj∈{1,...,d}
(·)j − min
i∈
{
1,...,m
s
h
}
(
x
(s)
i
)
j

=
d⋂
j=1
lnK + mini∈{1,...,m sh }
(
x
(s)
i
)
j
≥ (·)j

=
d⋂
j=1
{
lnK +
s
h
min
i∈{1,...,m}
(
x
(h)
i
)
j
≥ (·)j
}
.
Corollary 7.4. If f¯ = maxj∈{1,...,d} exp ((·)j), then for all s ∈ I,
{Ps(g ∨ 0) > Psg}
=
d⋃
j=1
R× · · · × R︸ ︷︷ ︸
j−1
×
(
lnK +
s
h
min
i∈{1,...,m}
(
x
(h)
i
)
j
,+∞
)
× R× · · · × R︸ ︷︷ ︸
d−j

Proof. Let s ∈ I. We simply remark that
{Ps(g ∨ 0) > Psg}
=
{
∃i ∈ {1, . . . ,m sh } g (· − x(s)i ) < 0}
= ∁
{
∀i ∈ {1, . . . ,m sh } g (· − x(s)i ) ≥ 0}
These estimates lead to the following Corollary that will enable us  under the
assumption of
max
i∈{1,...,m}
x
(h)
i = 0
(in order to be entitled to apply eg Lemma 7.13)  to prove an L1-onvergene estimate
(on a partiular subset of Rd) for (BT ·2−nf)n∈N for any measurable f ≥ g ∨ 0.
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Corollary 7.5. Suppose f¯ = maxj∈{1,...,d} exp ((·)j) and onsider any ompat set
B ⊂ Rd. Then
λd [{ersg > Ps(g ∨ 0) > Psg} ∩B]
≤ s · Rd−1 1
h
d∑
j=1
(
− min
i∈{1,...,m}
(
x
(h)
i
)
j
∨ 0
)
for all s ∈ I.
Proof. Let s ∈ I. Sine
{ersg > Ps(g ∨ 0) > Psg} ⊆ {Ps(g ∨ 0) > Psg} ∩ {g > 0}
by the monotoniity of Ps, we only have to observe that
{g > 0} =
{
K > max
j∈{1,...,d}
exp ((·)j)
}
=
d⋂
j=1
{K > exp ((·)j)}
=
d⊗
j=1
(−∞, lnK)
to arrive  after taking advantage of the preeding Corollary 7.4  at
{ersg > Ps(g ∨ 0) > Psg}
⊆
d⋃
j=1

(−∞, lnK)× · · · × (−∞, lnK)︸ ︷︷ ︸
j−1
×
(
lnK + sh mini∈{1,...,m}
(
x
(h)
i
)
j
, lnK
)
× (−∞, lnK)× · · · × (−∞, lnK)︸ ︷︷ ︸
d−j

=
d⋃
j=1
R<0 × · · · × R<0︸ ︷︷ ︸
j−1
×
(
1
h
min
i∈{1,...,m}
(
x
(h)
i
)
j
, 0
)
· s× R<0 × · · · × R<0︸ ︷︷ ︸
d−j

+(lnK)dj=1.
However, by our assumption that B be ompat, there is some R > 0 suh that
B − (lnK)dj=1 ⊂ [−R,R]d. Thus
{ersg > Ps(g ∨ 0) > Psg} ∩B
⊆
d⋃
j=1
(
[−R, 0)j−1 ×
(
1
h
min
i∈{1,...,m}
(
x
(h)
i
)
j
, 0
)
· s× Rd−j
)
+(lnK)dj=1,
and from this inlusion we may dedue the estimate given in the Lemma.
The inequality we have just derived implies that the
λd
[
Eh ∩⋂ℓ (B + x(s)ℓ ) ∩ ·]-volume of the set ourring in Lemma 7.7 is of order s
for any ompat B and for f¯ = maxj∈{1,...,d} exp ((·)j). Hene again by Lemma 7.7
(whih is appliable beause of Lemma 7.17) we obtain that the dierene Bs/2f−Bsf
is of order s2 (this time, however in the L1
(
Eh ∩⋂ℓ (B + x(s)ℓ ))-norm). This esti-
mate on the norm of Bs/2f −Bsf leads, via Lemmas 7.14 and 7.13 to the result that
the analogon of the dierene in Theorem 7.2 is of order s2 · 2−M , too:
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Theorem 7.3. Suppose f¯ = maxj∈{1,...,d} exp ((·)j) and onsider a ompat set B.
Assume that
max
i∈{1,...,m}
x
(h)
i = 0.
Under these assumptions there exists a real number D > 0 suh that for all N > M ∈
N, s ∈ (0, T ) ∩ (2N · I) and f ≥ g ∨ 0, one has∥∥∥(Bs·2−N )◦(2N) f − (Bs·2−M )◦(2M) f∥∥∥
L1
(
Eh∩⋂ℓ(B+x(s)ℓ ))
≤ D · s2 · 2−M
(
1− 2−(N−M−1)
)
≤ D · s2 · 2−M .
Remark 7.6. This L1-onvergene result has some (however, beause of our assump-
tion maxi∈{1,...,m} x
(h)
i = 0, fairly limited) pratial interest, as in pratie quite fre-
quently the exat start prie of the (multiple) asset on whih an option is issued, is
unknown. Instead, one will have the logarithmi start prie vetor x ∈ Rd a short time
δ > 0 before the atual option ontrat beomes valid. Now, asuming that PxXδ has a
ontinuous density
P
x
Xδ
λd , this funtion
P
x
Xδ
λd will be bounded on E
h ∩⋂ℓ (B + x(s)ℓ ) by
some onstant
C := sup
Eh∩⋂ℓ(B+x(s)ℓ )
PxXδ
λd
< +∞.
One will therefore have for all f ≥ g ∨ 0, s ∈ (0, T ] ∩ I and N > M ∈ N,
Ex
 ∣∣∣(Bs·2−N )◦(2N) f − (Bs·2−M )◦(2M) f ∣∣∣ (Xδ) ,
Xδ ∈ Eh ∩
⋂
ℓ
(
B + x
(s)
ℓ
) 
≤
∥∥∥(Bs·2−N )◦(2N) f − (Bs·2−M )◦(2M) f∥∥∥
L1
(
PxXδ
[
Eh∩⋂ ℓ(B+x(s)ℓ )∩·])
≤ C ·
∥∥∥(Bs·2−N )◦(2N) f − (Bs·2−M )◦(2M) f∥∥∥
L1
(
λd
[
Eh∩⋂ℓ(B+x(s)ℓ )∩·])
≤ C ·D · s2 · 2−M .
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Chapter 8
Motivating Bermudan priing
based on ubature
8.1 The general setting
This Chapter has been designed to elaborate the idea of Bermudan option priing via
ubature and to put it into a ontext of other Bermudan option pring algorithms.
Given its informal harater, it an also be pereived as another introdutory hapter.
Consider a basket of d assets. A d-dimensional Bermudan option is an option that
an be exerised at a disrete set of exerise times, yielding payo g(x) if x ∈ Rd
is the vetor of logarithmi pries (of stoks in the d-dimensional basket) at that
time, for some g : Rd → R whih will be alled the payo funtion. In the ase
of a one-dimensional put option with strike prie K for example, one would have
g = (K − exp)+ = (K − exp)∨ 0. In ase of a all on a stok index, g : Rd → R would
be the positive part of the dierene between a weighted sum of exponential funtions
of the oordinate entries and the strike prie. Unless speied otherwise, we will from
now on assume the exerise times to be equidistant with an exerise mesh size h > 0.
Adopting the notation of Chapter 1, this is to say J = hN0.
We regard suh a Bermudan option as a binary tree of European options. This
means that at eah exerise time one has to deide whether it is more rewarding to
keep the option or to exerise it  in other words, whether the payo at that exerise
time is less than the value of the (European) option to exerise at the next exerise
time. A reursive algorithm is thus obtained. Note however that this binary tree of
European options has ontinuum many nodes at eah level, one for eah prie vetor
at the subsequent exerise time.
Let us now desribe this reursion in detail. Suppose the option is non-perpetual,
i.e. it has a maturity time T ∈ (0,∞), and assume furthermore that T = hN for
some N ∈ N. Then the Bermudan option prie for a start prie vetor x0 ∈ Rd
will be V0(x0) where the Vk, k ∈ {0, . . . , N} are omputed aording to the following
bakward reursion (where for simpliity we assume the logarithmi disount rate to
be a onstant r > 0 and (Yt)t denotes the R+
d
-valued proess of vetors omprised of
the asset pries in the basket):
VN = g,
∀k ∈ {1, . . . , N} ∀x ∈ Rd Vk−1(x) = max
{
g(x),Exe−rhVk (Yh·k)
}
. (8.1)
Reursion formulae of this kind for the priing of Bermudan options are fairly
standard and an be found for example in textbooks suh as Hull's [13℄ or Wilmott,
Howison and Dewynne's [33℄. To use these reursion formulae pratially, one needs a
way to summarise or approximate the state Vk in a way that permits the equivalent
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summarisation or approximation for Vk−1 (this for all positive integer k). One method
of ahieving this in a one-dimensional setting is the appliation of Fourier-Hermite
expansions to the funtions Vk, as studied in the paper by Chiarella, el-Hassan and
Kuera [8℄. Our goal is to develop their approah; in partiular we will employ uba-
ture formulae for symmetri measures. These methods of approximating integrals by
weighted (nite) averages an be omputationally eient, and with inreasing dimen-
sion may be superior to other approahes. Vitoir [32℄ introdued a vital improvement
by onstruting sequenes that sale well. This route to high-dimensional Bermudan
and Amerian option priing was proposed for the rst time by my supervisor [20℄.
8.2 Appliation to the Blak-Sholes model
Let us in this setion work within the situation of the multi-dimensional Blak-Sholes
model, that is to say that the logarithmi prie proesses of the d assets in the basket
are independent Brownian motions with drift. Let us assume the volatilities of the
assets to be onstants σi for i ∈ {1, . . . , d}.
We set
µi := r − σ
2
i
2
for i ∈ {1, . . . , d} and denote by να,σ2 for α ∈ Rd, σ > 0 the d-dimensional Gaussian
probability measure of variane σ2 entered at α. We will assume that  possibly
after an appropriate hange of the time sale and the disount rate r (by a linear
transformation from the left)  we have σi = 1/
√
d for all i ∈ {1, . . . , d}. µ will hange
aording to its denition.
Then It's Lemma implies that the logarithmi prie proess in the i-th oordinate
is  with repet to the risk-neutral measure  just a Brownian motion with drift µi
and volatility 1/
√
d, thus the proess of logarithmi pries of the assets in the basket
is a Brownian motion with drift µ and volatility 1. Therefore our reursion fomula
(8.1) beomes
∀k ∈ N ∩ [0, T ] ∀ξ ∈ Rd
Vk−1(ξ) = max
{
e−rh
∫
Rd
Vkdνξ+µh,h, g(ξ)
}
= max
{
e−rh
∫
Rd
Vk(ξ + µh+ h
1/2·)dν0,1, g(ξ)
}
Now, if the points ξj ∈ Rd with respetive weights αj > 0, j ∈ {1, . . . ,m}, determine
ubature formulae for the standard Gaussian measure ν0,1, we an approximate the
previous reursion by the following formula:
∀k ∈ N ∩ [0, T ]∀η ∈ Rd
V˜k−1(η) = max
e−rh
m∑
j=1
αj V˜k(η + µh+ h
1/2ξj), g(η)
 . (8.2)
8.3 Exploiting ombinatorial aspets of Gaussian u-
bature
Thanks to the work of Niolas Vitoir (whih has later been extended by Christian
Litterer), there are ubature formulae with few points [32℄ for the integration of
polynomials with respet to the standard Gaussian measure up to a ertain degree.
Although asymmetri [32℄, their shape is quite regular and uniform. Sine the re-
ursion following the previous reursion formula amounts to the evaluation of payo
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funtions at (modied) sums of these ubature points and we therefore desire reom-
bination of these sums, this will turn out to be a omputationally palpable advantage.
The ommutativity of (Rd,+) and the equidistane of the exerise times already
enable us to perform a geometri argument based on the regular and uniform shape
of the ubature points, whih results in
Theorem 8.1. Let d = 3k − 2 for some k ∈ N. The reursion aording to (8.2),
using the ubature formula for the integration of degree 5 polynomials with respet to
a standard Gaussian measure from Vitoir's example [32, 5.1.1℄, is polynomial in
1
h .
Proof. The ubature points of the ubature formulae referred to in the Theorem form
a nite subset of
4
√
3{0,±1}d. Sums of length 1h (provided this fration is an integer)
of the ubature points are therefore always elements of
4
√
3
(
Zd ∩ {|·| ≤ 1h}) (and this
set has only
(
2 1h
)d
elements), and the points used in the reusion formula stated above
are omprised of a subset of h1/2 · 4√3 (Zd ∩ {|·| ≤ 1h})+ h · µ{0, . . . , 1h}+ ξ0.
However, this is not the only reombination that an be aomplished in the ase
where d = 3k − 2 :
Remark 8.1. Let us look at the tree obtained from starting at some point ξ0 ∈ Rd
and then at eah node letting exatly
∣∣{x0} ∪ 4√3 · G3X1∣∣ branhes leave (where {x0}∪
4
√
3 · G3X1 in Vitoir's notation is the set of ubature points he uses in the example
[32, 5.1.1℄ we are referring to), exatly one branh for eah element of the set ξ0 +({x0} ∪ 4√3 · G3X1).
If we intend to nd and eliminate the branhes of the tree that are omputed waste-
fully, it is reasonable to divide the sums (of length
1
h) of the ubature points by
4
√
3 and
onsider them oordinate-wise modulo 2. Then one is looking at elements of the vetor
spae (Z/2Z)
d
. For the sake of simpliity, let d = 7, that is k = 3 in the notation of
the previous Theorem 8.1. The oordinate-wise projetion of the
1
4√3 -multiple of our
set of ubature points {x0} ∪ 4
√
3 · G3X1, where
X1 := {x1,1, . . . , x1,7}
and
x0 := 0, G3 =
({±1}3, ∗)
(in the notation of [32, 5.1.1℄), into the vetor spae (Z/2Z)
7
now ontains only eight
points (instead of 57 as before).
Thus, using basi linear algebra in a 7-dimensional Z/2Z-vetor spae, we are eas-
ily able to lassify the non-trivial zero representations from elements of the projeted
ubature points.
Pereiving X1 as a 7-element subset of (Z/2Z)
7
, we see that (x)x∈X1 is an invertible
(Z/2Z)
7×7
-matrix. Therefore we annot expet any reombination from representations
of zero by nontrivial linear ombinations of elements of X1 ⊂ (Z/2Z)7. Moreover, the
fat that A := (x)x∈X1 is invertible, shows that x0 = 0 an only be written trivially as
a sum of elements of X1. Hene we have shown that we exploit symmetries optimally
if we use: (i) the ommutativity of (Rd,+); (ii) the obvious symmetries due to the
onstrution of the ubature formulae by means of the ation of a reetion group on
ertain points; (iii) the fat that addition of x0 does nothing at all.
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Chapter 9
Numerial results
In this Chapter we shall present some numerial results. We have deided to hoose a 7-
dimensional example, sine (1) most previous researh has stopped short of numerially
takling Amerian options on baskets with more than 5 assets, (2) it is the smallest
dimension d ≥ 5 in whih Vitoir's ubature formulae for the normal Gaussian measure
of dimensions d = 3k − 2 (where k ∈ N0) [32, Example 5.1.1℄ hold.
We shall assume that the basket X as a logarithmi prie proess follows the Blak-
Sholes model for independent assets with disount rate r > 0 and volatilities σi > 0,
i ∈ {1, . . . , d}, that is
∀t ≥ 0 Xt =
(
(X0)i + σi · (Bt)i +
(
r − 1
2
σi
2
)
t
)d
i=1
(where B is the d-dimenional Wiener proess). Given a payo funtion, a strike prie,
a maturity T > 0, and logarithmi start prie vetor x ∈ Rd we shall vary the exerise
mesh size h > 0 (say h ∈ {h0, . . . , hn}) and ompute approximate Bermudan pries
UhN0(T )(x). Then we will extrapolate the funtion h 7→ UhN0(T )(x) to h = 0 by
assuming assume that h 7→ UhN0(T )(x) is a polynomial of degree n in hα for a given
α > 0 that nally shall be varied as well.
Unfortunately, it is diult to nd data on Amerian option pries for dimension
d = 7. However, one an of ourse use our algorithm sub-optimally for d = 5 through
letting the payo funtion only depend on the rst ve oordinates. Then a omparison
with the numerial value omputed by the 50S algorithm (as stated in Rogers [27℄)
sadly yields a 3.64 % dierene after 9.87 seonds of omputations on a 1.4 GHz
Personal Computer (whereas 50S needed 14 seonds on a 600 MHz PC).
More extensive numerial experiments (on omputers of better performane) may
nd, however, that a ubature-based algorithm is superior to a Monte-Carlo routine
when higher dimensions than d = 7 are onsidered. On a dierent note, reall that in
pratie for the vast majoriy of derivative options, priing algorithms are only used as
part of hedging programs  and with hedging, the auray of the pries omputed is
of lesser importane than the proessor time the algorithms atually requires.
We onlude this Chapter by stating some Bermudan and Amerian option pries
omputed through our ubature-based algorithm.
For a min-put on a basket of seven independent assets with disount rate r = 0.06,
maturity at time 0.5 and strike prie K = 100, one will get the following numerial
results. (Here, extrapolation I is the extrapolation of UhN0(T )(x) from h ∈ {T1 , T2 , T3 }
to h = 0 with saling exponent α = 1.0, and extrapolation II is the orresponding
extrapolation with saling exponent α = 12 . The amount of time elapsed during eah
omputation is given in seonds.)
If all volatilities σ1, . . . , σd are equal to 0.4, then
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Start pries
Bermudan
(
T
h = 3)
Extrapolation I Extrapolation II Time
80, . . . , 80 42.7981 44.4427 45.7474 12.35
90, . . . , 90 36.0074 37.8231 39.2082 11.52
100, . . . , 100 29.2172 31.2058 32.6757 11.81
110, . . . , 110 23.2196 24.2340 25.3323 12.07
120, . . . , 120 17.3103 17.2211 17.8944 11.78
80, 90, 90, 100,
110, 110, 120
34.1646 34.1625 34.2569 12.89
In ase the volatilities σ1, . . . , σd are all equal to 0.6, then
Start pries
Bermudan
(
T
h = 3)
Extrapolation I Extrapolation II Time
80, . . . , 80 53.0963 55.1235 56.2195 11.94
90, . . . , 90 47.5948 49.8475 51.0137 12.49
100, . . . , 100 42.0951 44.5798 45.8316 12.18
110, . . . , 110 36.9143 39.1641 40.3082 11.90
120, . . . , 120 32.2508 33.5128 34.2440 11.60
80, 90, 90, 100,
110, 110, 120
45.9639 45.8861 44.4914 11.56
Finally, if σ1 = 0.3, σ2 = 0.4, σ3 = 0.5, σ4 = 0.6, σ5 = 0.7, σ6 = 0.8, σ7 = 0.9, one
has the following gures:
Start pries
Bermudan
(
T
h = 3)
Extrapolation I Extrapolation II Time
80, . . . , 80 56.6740 57.1258 55.2092 11.50
90, . . . , 90 51.6227 52.1136 49.9160 13.04
100, . . . , 100 46.5720 47.1037 44.6290 11.51
110, . . . , 110 41.5507 42.1357 39.3828 11.81
120, . . . , 120 36.7872 37.2093 33.9543 11.52
80, 90, 90, 100,
110, 110, 120
45.1416 44.8038 42.5739 11.51
These data suggest that the optimal saling exponent α for the extrapolation from
Bermudan to Amerian min-put pries will have to depend on both the volatility vetor
(σ1, . . . , σd) and the vetor of (logarithmi) start pries (x1, . . . , xd).
Our seond example onerns itself with the priing of Bermudan and Amerian
put options on the arithmeti average of a basket of independent assets.
If all volatilities σ1, . . . , σd are equal to 0.4, then
Start pries
Bermudan
(
T
h = 3)
Extrapolation I Extrapolation II Time
90, . . . , 90 10.0000 10.0000 10.0000 10.52
100, . . . , 100 3.15446 3.13173 2.44775 10.68
110, . . . , 110 0.715959 0.681342 0.793472 10.24
120, . . . , 120 0.113121 0.149574 0.214042 10.86
80, 90, 90, 100,
110, 110, 120
3.17743 3.22211 2.70252 10.44
In ase the volatilities σ1, . . . , σd are all equal to 0.6, then
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Start pries
Bermudan
(
T
h = 3)
Extrapolation I Extrapolation II Time
80, . . . , 80 20.0000 20.0000 20.0000 10.18
90, . . . , 90 10.8834 10.8347 10.4006 10.62
100, . . . , 100 5.34809 5.16546 4.54056 10.30
110, . . . , 110 2.22539 2.35572 2.18241 11.09
120, . . . , 120 0.881495 0.758719 0.791531 10.85
80, 90, 90, 100,
110, 110, 120
5.38701 5.21894 4.58038 10.67
And if σ1 = 0.3, σ2 = 0.4, σ3 = 0.5, σ4 = 0.6, σ5 = 0.7, σ6 = 0.8, σ7 = 0.9, we
obtain the following results:
Start pries
Bermudan
(
T
h = 3)
Extrapolation I Extrapolation II Time
80, . . . , 80 20.0000 20.0000 20.0000 11.32
90, . . . , 90 11.3241 11.4565 11.4368 10.55
100, . . . , 100 5.69733 5.67916 5.47655 10.98
110, . . . , 110 2.44459 2.52824 2.35541 10.52
120, . . . , 120 0.937346 0.915058 1.10870 11.04
80, 90, 90, 100,
110, 110, 120
6.24348 6.26401 6.26811 10.33
The rst line of eah of these sets of gures of ourse simply means that immediate
exerise is optimal if the start prie of eah asset is at 80 or below (and, in ase σi = 0.4
for all i ∈ {1, . . . , 7}, even if eah asset start prie is at 90).
Again it is apparent from these numerial data that the saling exponent needed for
the extrapolation from Bermudan to Amerian pries put-on-the-average option pries
has to be varied with the vetor of asset start pries and possibly the volatilities of the
underlying assets (otherwise the Amerian prie omputed by extrapolation would be
at times very signiantly below the approximate prie of a Bermudan option on the
same basket and with the same payo funtion).
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Part V
High-dimensional approximate
∆-hedging
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Chapter 10
Hedging options on multiple
assets  a suggestion for further
researh
10.1 Theoretial suggestions
Up to this point, the subjet of our investigation has been the priing of high-dmensional
Amerian and Bermudan options. In pratie, there is at least as muh (if not even
signiantly more) interest in the heding of suh options as in nding out their prie
 the latter task often being simply left to the markets. To this extent, any pri-
ing algorithm gains muh of its pratial interest merely from being employable as a
subroutine of a hedging algorithm.
The anonial way of hedging  that is repliating a portfolio, ideally without risk
 that does not need to introdue utility funtions for portfolios whih sometimes may
not be that easy to justify themselves is ∆-hedging. Unfortunately, however, there
is no straightforward multi-dimensional generalisation of ∆-hedging in the disrete
binomial model (in the sense of eg Hull [13℄ or Wilmott, Howison, Dewynne [33℄). For,
if the prie proesses of all of the assets in a portfolio of d dierent types of shares
eah follow the binomial model, then at eah time step n where the vetor of urrent
asset pries equals xn ∈ Rd there are 2d possible states of the market that may be
enountered at the next time step (given by a set of the form{
((xn)i · yi)i∈{1,...,d} ∈ Rd : ∀i ∈ {1, . . . , d} yi ∈ {αi, βi}
}
,
as eah asset i ∈ {1, . . . , d} is assumed to move either by a fator αi > 0 or by a
fator βi > 0 where without loss of generality one may assume αi 6= βi for all i)
ompared with only d + 1 elements in the portfolio (inluding the bond). Assuming
translation-invariane of the Markov hain, we introdue the notation
p (z1, . . . , zd) := P
[{
Xn+1 = (zi · xi)di=1
}∣∣∣ {Xn = x}]
Then the volatility σi of the i-th asset is dened to be the square root of the variane
of the one-dimensional random walk with steps αi, βi and transition probabilities
pi :=
∑
z1,...,zi−1,zi+1,...zd
p (z1, . . . , zi−1, αi, zi+1, . . . zd)
and 1− pi respetively, on the set αiN0 + βiN0. This is to say,
σi :=
√
αi2 · pi + βi2 · (1− pi)− (αi · pi + βi · (1− pi))2.
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We shall dene for eah suh vetor y in the set
Y :=
{
z ∈ Rd : ∀i ∈ {1, . . . , d} zi ∈ {αi, βi}
}
the overall absolute orrelation by
ρ(y) :=
d∏
i=1
|yi − (αi · pi + βi · (1− pi))|∏d
i=1 σi
.
One an now think of various approximate ∆-hedging algorithms  previsible trans-
ation poliies that whilst being unable to eliminate the ∆ altogether, redue it sig-
niantly. At least three lasses of suh algorithms ome to one's mind:
1. At eah time step ∆-hedging of proper subsets of the portfolio, possibly hanging
the subset with time.
2. Removing 2d − (d + 1) of the elements of Y (thereby making the market model
a d+ 1-nomial one) via a orrelation analysis (f Setion 10.2).
3. The use of ubature formulae to ahieve this elimination.
A natural method of omparing these hedging algorithms will be to look at the
ℓp-norms of the resulting sequenes of ∆'s. The algortihms of 1. and 3. are straight-
forward modiations of standard ∆-hedging algorithms for d-omponent portfolios in
market models that only allow for d+1 possible states of the market at the respetive
subsequent time step.
We will therefore dediate the rest of this short Chapter to the algorithm suggested
in 2.
10.2 A ∆-hedging algorithm based on a orrelation
analysis
Following suggestion 2. of the preeding paragraph, we will now propose an algorithm
that onstruts a new set Y ′ with ardinality d + 1 from Y (in the notation of the
previous Setion). It will then be possible to apply ∆-hedging to the Markov hain
market model that is given by
∀z ∈ Y ′∀n ∈ N0∀x ∈ Rd
P
[{
Xn+1 = (zi · xi)di=1
}∣∣∣ {Xn = x}] = p (z1, . . . , zd)∑
z¯∈Y ′ p (z¯1, . . . , z¯d)
.
In order to desribe the algorithm that produes Y ′ from Y , two ases aording
to the size of d have to be distinguished.
Case I: d ≤ 3.
In this situation,
|Y \ Y ′| = 2d − (d+ 1) ≤ d+ 1 = |Y ′|
and one will determine the set of those 2d − (d + 1) vetors in the set Y ⊆ Rd whih
will be removed, that is the elements of Y \ Y ′ (as opposed to nding the elements of
Y ′ themselves).
The set Y \ Y ′ will omprise exatly the d + 1 elements y of Y with the smallest
overall absolute orrelation ρ(y).
Note that a priori there an be y 6= z ∈ Y suh that ρ(y) = ρ(z). Therefore, in
order to get the proedure of onstruting Y \ Y ′ from Y well-dened, it is neessary
to rst dene a well-ordering ≺ on Y and to dene a linear order ≤ρ on Y by
∀y, z ∈ Y y ≤ρ z :⇔ ρ(y) ≤ ρ(z).
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Then, the produt (≤ρ × ≺) will be a well-ordering and we will dene Y \ Y ′ to be
the set of the (≤ρ × ≺)-smallest 2d − (d+ 1) elements of Y .
Case II: d > 3.
In that ase
|Y \ Y ′| = 2d − (d+ 1) > d+ 1 = |Y ′| .
For this reason it is faster to single out the elements of Y ′ diretly, rather than deter-
mining the elements of its omplement Y \ Y ′ rst.
Using the well-ordering dened above, one will thus hoose the (≤ρ × ≺)-greatest
d+ 1 elements of the nite set Y (the elements of Y with the largest overall absolute
orrelation ρ, that is).
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Appendix A
Re-formulation of the perpetual
Bermudan priing problem in L
1
and L
2
A.1 Non-appliability of the L
2(Rd) Spetral Theorem
Consider a d-dimensional Lévy basket X with assoiated family of risk-neutral prob-
ability measures P· and disount rate r > 0.
Fixing h > 0 and dening
P := πL2(Rd\G), A := A
h := I− e−rhPX0−Xh ∗ · =
(
δ0 − e−rhPX0−Xh
) ∗ ·,
we an rewrite the result of Lemma 2.3 as follows:
PA
(
V hG − g1
)
= −PAg1 (A.1)
where we assume that g has a square-integrable extension from G to the whole of
Rd; given this assumption, the g1 ∈ L2(Rd) of the previous identity an be any suh
extension.
We will suppress the supersript of A for the rest of this paragraph.
Also, without loss of generality, we will assume in this Chapter that the omponents
of the basket X when following the Blak-Sholes model all have volatility 1.
Lemma A.1. Let X be a Lévy basket with assoiated family of risk-neutral probability
measures P· and disount rate r > 0. Then A and PA ↾ L2(Rd \ G) are invertible.
Furthermore, the L2 norm of A is bounded by
(
1 + e−rh
) 1
2
, if X = µ · +B (thus
µ =
(
r − 12
)d
i=1
) where B is a standard Brownian motion. Moreover, A is a ontration
if µ = 0.
Proof. Suppose 0 6= u ∈ L2(Rd\G) and u is bounded. Then ess sup |u| 6= 0 and we may
hoose a set H ⊂ G of positive Lebesgue measure suh that e−rhess sup |u| < |u(x)|
for all x ∈ H (this is possible beause r, h > 0 and therefore e−rh < 1), we dedue
∀x ∈ H ∣∣e−rhPX0−Xh ∗ u(x)∣∣ ≤ e−rhess sup |u|
< u(x),
whih means that
∀x ∈ H PAu(x) = u(x)− e−rhPX0−Xh ∗ u(x) 6= 0,
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hene PAu 6= 0 (for H has positive Lebesgue measure). So
kerPA ↾ L2(Rd \G) = kerPA ∩ L2(Rd \G) = {0}
and we are done for the invertibility of PA ↾ L2(Rd \G). Similarly, one an prove the
invertibility of A. Finally, A is seen to be a ontration by appliation of the Fourier
transform: The Fourier transform is an L2 isometry (by Planherel's Theorem), thus∥∥(δ0 − e−rhPX0−Xh) ∗ f∥∥L2(Rd)
=
∥∥∥((δ0 − e−rhPX0−Xh) ∗ f )̂∥∥∥
L2(Rd)
=
∥∥∥(1− e−rh ̂PX0−Xh) · f̂∥∥∥
L2(Rd)
=
∥∥∥(1− e−rheihtµ·e−|·|2h/2) f̂∥∥∥
L2(Rd)
=
(∫
Rd
∣∣∣∣1− e−rh+ihtµx− |x|2h2 ∣∣∣∣2 ∣∣∣f̂(x)∣∣∣2 dx
) 1
2
.
Now, the fator in front of
∣∣∣f̂(x)∣∣∣2 in the last line an be bounded by (1 + e−rh)2, and
it is stritly less than one for µ = 0. Using Planherel's Theorem again, this yields the
result.
Now, this is suient to apply a Wiener-Hopf fatorisation (for a general treatment
of this kind of fatorisations, one may onsult eg Spek [28℄, our appliation uses in
partiular [28, 1.1, Theorem 1℄) and state
Theorem A.1. Let G ⊆ Rd and let X be a Lévy basket with assoiated family of
risk-neutral probability measures P· and disount rate r > 0. Then V hG , the expeted
payo of a perpetual Bermudan option for G with exerise mesh size h > 0 and payo
funtion g, is  using the above notation  given by
V hG = g1 −
(
PA ↾ L2(Rd \G))−1 PAg1 = g1 −A−1+ PA−1− PAg1
where A = A−A+ is a Wiener-Hopf fatorisation of A.
We observe
Lemma A.2. The Hilbert spae operator A : L2(Rd,C)→ L2(Rd,C) is normal.
Proof. We dene p := e−rh dPX0−Xhdλd (where λ
d
is the d-dimensional Lebesgue measure)
and via the Fubini Theorem one has for every f, g ∈ L2(Rd)
〈Af, g〉 =
∫
Rd
∫
Rd
(δ0 − p) (x − y)f(y)dyg¯(x)dx
=
∫
Rd
∫
Rd
f(y) (δ0 − p) (x− y)g¯(x)dxdy
= 〈f, (δ − p¯ ◦ (−I) ∗ g)〉,
that is
A∗ = (δ0 − p¯ ◦ (−I)) ∗ ·
But sine the onvolution is assoiative and ommutative, this implies
A∗A = (δ0 − p¯ ◦ (−I)) ∗ (δ0 − p) ∗ ·
= (δ0 − p) ∗ (δ0 − p¯ ◦ (−I)) ∗ ·
= AA∗.
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However, it will not be possible to nd a basi system of eigenvetors and eigen-
values for this operator, sine
Lemma A.3. The operator A fails to be ompat.
Proof. Any normalised basis provides a ounterexample for the ompatness assertion.
Therefore, the equation (A.1) annot easily be applied to ompute the expeted
option payo by means of a spetral analysis. Thus, our examination of the Hilbert
spae approah in the seond part of this Chapter has led to a negative outome.
However, one an also oneive of the operators Ah as operators on the Banah
spae L1
(
Rd
)
:
A.2 The L
1
operator equation: analytiity in the ex-
erise mesh size
From now on, h will no longer be xed and we will therefore write Ah instead of A.
If we now assume g1 to be an integrable extension of G to the omplement of ∁G
as an element of Quite similarly to A.1, we an prove
Theorem A.2. Let G ⊆ Rd and let X be a Lévy basket with assoiated family of
risk-neutral probability measures P· and disount rate r > 0. Then V hG , the expeted
payo of a perpetual Bermudan option for G with exerise mesh size h > 0 and payo
funtion g, is  using the above notation  given by
V hG = g1 −
(
PA ↾ L1(Rd \G))−1 PAg1 = g1 −A−1+ PA−1− PAg1,
where A = A−A+ is a Wiener-Hopf fatorisation of A.
It sues to observe that Ah is  due to the L1 norm estimate for the onvolution
of two integrable funtions (as the produt of the norms of the onvolved funtions) 
also a bounded operator on L1
(
Rd
)
.
We shall now identify g and g1.
Theorem A.3. With the notation previously introdued, we dene E to be the semi-
group
(Et)t≥0 =
(
e−rtνµt,t ∗ ·
)
t≥0 =
(
e−rtgµt,t ∗ ·
)
t≥0 ∈ L
(
L1(Rd), L1(Rd)
)[0,+∞)
,
where
gµt,t = (2πt)
−d/2e−|µt−·|
2/(2t)
is the distribution of the logarithmi prie vetor at time t. Suppose x 6∈ G and, with
the notation from the previous hapters, X is a (normalised) Brownian motion with
(possibly zero) drift (Blak-Sholes model). Then h 7→ V hG (x) is real analyti in h on
(0,+∞) as funtion with range in the Banah spae L1(Rd).
Proof. It is obvious that E is a semigroup. Aording to [10, Theorem 1.48℄, the set
E := {f ∈ L1(Rd) : t 7→ Etf ∈ L1(Rd) entire}
is dense in L1(Rd). Hene it is possible to approximate every g by a sequene {gk}k ⊂ E
in L1(Rd). Sine
∀t ≥ 0 ‖Et‖L1(Rd) ≤ e−rt ≤ 1,
we obtain Etgk → Etg for k →∞ uniformly in t on R+, where Etgk is entire for every
t > 0 and k ∈ N. Thus, t 7→ Etg, and thereby t 7→ Pg − PEtg, is an analyti funtion
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on (0,+∞) taking values in the Banah spae L1(Rd). Now observe that for arbitrary
open U ⊂⊂ R+ (the symbol ⊂⊂ indiating that U is ontained in a ompat subset
of R>0) the following equations hold:
∀t ∈ U V tG = g −
(
I− PEt ↾ PL1(Rd)
)−1
(Pg − PEtg)
= g −
( ∞∑
k=0
(PEt)
k
)
(Pg − PEtg)
= g −
∞∑
k=0
(PEt)
kPg +
∞∑
k=0
(PEt)
k+1g
=
∞∑
k=0
(PEt)
k (g − Pg) , (A.2)
sine the sums onverge uniformly in t on U ⊂⊂ R+, yielding the analytiity of t 7→ V tG
as a funtion whose range lies in the Banah spae L1(Rd).
Lemma A.4. Let u > 0, n ∈ N. Then the equation
dn
dun
Eu =
(
−r + 1
2
∆− tµ∇
)n
gtµ,t ∗ ·
holds (where
ty denotes the transpose of a vetor y). In partiular, if 12∆f−µ∇f = λf
for some λ, f ,
dn
dun
Euf = (−r + λ)n gtµ,t ∗ f.
Proof. Aording to Davies [10, Proof of Theorem 2.39℄, we have
dn
dun
Eu =
(
ZEu/n
)n
, (A.3)
where Z denotes the innitesimal generator of the semigroup E. Now, dene C to be
the onvolution operator semigroup (gtµ,t ∗ ·)t≥0 of (normalised) Brownian motion with
drift µ (as before denoting by gz,σ2 the Lebesgue density of the Gaussian distribution
entered around z of variane σ2 for all z ∈ Rd and σ > 0). It is well-known (f e g
[26, p. 352℄) that the innitesimal generator of this semigroup C is
L :=
1
2
∆ + tµ∇.
By our requirements on f , Lf = 0 on U . Furthermore, L and C ommute:
∀t ≥ 0 CtL = LCt.
Thus,
∀t ≥ 0 ZEt = d
d
Et =
d
dt
(
e−rt · Ct
)
= −re−rtCt + e−rt d
dt
Ct
= e−rtCt(−r + L),
whih due to equation (A.3) already sues for the proof of the Lemma in the general
ase. And if f is an eigenfuntion of L for the eigenvalue λ, one has (−r + L)nf =
(−r + λ)nf .
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Theorem A.4. The Taylor series for the expeted payo of a perpetual Bermudan
option as a funtion of the exerise mesh with respet to a xed exerise region G is
for all s > 0:
∀t > 0 V tG =
∞∑
k=0
(t− s)k
∞∑
m=1
e−rms
∑
l1 + · · ·+ lm = n
(l1, . . . , lm) ∈ N0m
(
m∏
i=1
1
li!
)
(
χRd\G · (gsµ,s ∗ ·)
(
−r + 1
2
∆ + tµ∇
)◦li)
(χGg) ,
where, in order to avoid onfusion with pointwise exponentiation, A◦k denotes Ak for
any operator A.
Proof. We know about the real analytiity of t 7→ Et on R>0 and even, thanks to the
previous Lemma, the expliit Taylor series. Thereby we also have the Taylor series for
t 7→ PEt. So we an use equation (A.2) and see by means of a binomial expansion
∞∑
k=0
(PEt)
k =
∞∑
k=0
(
P
∞∑
ℓ=0
(t− s)ℓ
ℓ!
(
e−rs (−r + L))ℓ Cs)k
=
∞∑
n=0
∞∑
m=1
∑
l1 + · · ·+ lm = n
(l1, . . . , lm) ∈ N0m
m∏
i=1
(t− s)li
li!
e−rsP (−r + L)liCs
=
∞∑
n=0
(t− s)n
∞∑
m=1
e−rms
∑
l1 + · · ·+ lm = n
(l1, . . . , lm) ∈ N0m
m∏
i=1
1
li!
P (−r + L)liCs.
This Taylor series fails to provide any straightforward possibility for the omputa-
tion of VG. Instead we state the following immediate Corollary of equation (A.2):
Corollary A.1. With the notation as in the previous Theorem,
∀s > 0 d
ds
V sG =
d
ds
∞∑
m=1
e−rms
(
χRd\G · (gsµ,s ∗ ·)
)◦m
(χG · g) .
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Appendix B
An algebrai perpetual
Bermudan priing method and
its natural saling
In this Chapter, we will, in a more algebraially avoured way, present an approah
that approximates the perpetual Bermudan option prie as the xed point of some map
on the spae of polynomials that is dened by means of not only the max operator,
but also interpolation with respet to a given, xed, set of interpolation points, as well
as onvolution with one and the same Gaussian (not neessarily normalised) measure.
This set of interpolation points ould, for example, be a set of ubature points for the
distribution of the time h inrement of the logarithmi prie proess (if this proess is
assumed to be Gaussian with stationary inrements).
Let us, for this purpose, adopt Vitoir's notation [32℄ and denote the spae of all
polynomials of degree m and degree at most m by Rm[X ] and R≤m[X ], respetively,
for all m ∈ N. We will write polynomials in the form p[X ] and denote by p(·) the
assoiated polynomial funtion from R to R.
Now, let m be any positive integer. We introdue the interpolation map
I : RR × Rm+1 → R≤m[X ]
that assigns to eah pair (f, ~x) of a real-valued funtion f and a vetor ~x of interpolation
points the well-dened (see e g Stoer and Bulirsh [29℄) polynomial p(X) ∈ Rm[X ]
satisfying
∀j ∈ {0, · · · ,m} p (xj) = f (xj) .
Now let r > 0 be a positive real number (interpreted to be the disout rate),
µ := 12 − r ∈ R (whih is the drift of the logarithmi prie proess in a Blak-Sholes
model with normalised time sale  ensuring the volatility σ to be equal to one), and
g : R → R a ontinuous funtion (interpreted to be the payo funtion of an option
dened on the spae R of logarithmi underlying asset pries). Consider a vetor-valued
funtion ~y : R>0 → Rm+1 suh that the range of the funtion ~y onsists exlusively of
vetors with mutually distint entries. The elements of the range of ~y an in this ase
serve as sets of interpolation points (these points also alled support absissas). Hene
using the notation of previous paragraphs, we may dene another map
Hh : Rm[X ]→ Rm[X ]
for all h > 0 by
Hh : p[X ] 7→ I
((
p(·) ∗ ν−µh,h · e−rh
) ∨ g, ~y(h)) .
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Note that
ν−µh,h ∗ · : Rm[X ]→ Rm[X ].
This an be shown using the linearity of the onvolution and the fat that for all
k ∈ N, the onvolution ν−µh,h ∗ (·)k of the measure ν−µh,h with the funtion x 7→ xk
is again a polyonmial funtion of degree k. Writing down an expliit formula for the
map ν−µh,h ∗ · : Rm[X ]→ Rm[X ], we see that this funtion is ontinuous with respet
to the Eulidean topology on the (m+ 1)-dimensional real vetor spae R≤m[X ].
This ushers in the proof of the following Lemma whih is one of the rst observations
leading to the xed point equation mentioned at the beginning of this Chapter.
Lemma B.1. Consider any h > 0 and arbitrary p[X ] ∈ Rm[X ]. Hh is ontinuous
with respet to the Eulidean topology on the (m + 1)-dimensional real vetor spae
R≤m[X ]. Also, if and only if Hhp[X ] = p[X ], that is, p[X ] is a xed point of Hh,
there will exist a polynomial q[X ] ∈ Rm[X ] suh that p[X ] = limn→∞ (Hh)n q[X ] (in
the Eulidean toplogy of the (m+ 1)-dimensional vetor spae Rm[X ]).
Proof. The ontinuity of Hh is a onsequene of the ontinuity of the map ν−µh,h ∗ · :
Rm[X ] → Rm[X ]. For the seond part of the Lemma observe that provided the
existene of suh a q[X ] as in the statement of the Lemma, we an dedue the xed
point equation of the Lemma's statement from the ontinuity of the map Hh. For the
onverse impliation, simply take q[X ] = p[X ].
Notational onvention B.1. For any vetor ~q = t (q0, · · · , qm) ∈ Rm+1, q[X ] will
be understood to be the polynomial q[X ] =
∑m
k=0 qk ·Xk ∈ R≤m[X ], and for all q[X ] ∈
R≤m[X ], q(·) shall be understood to denote the polynomial funtion
q(·) : x 7→
m∑
k=0
qk · xk,
and .
Lemma B.2. For all h > 0 and eah p[X ] ∈ Rm[X ], the funtion (x, h) 7→ p(·) ∗
ν−µh,h(x) is a polynomial funtion in both x and h. Its degree in x is m, its leading
oeient in x being the leading oeient of p[X ]. Furthermore, the funtion h 7→
p(·) ∗ ν−µh,h(x) is o(h) + xm for all x ∈ R. Moreover, if x = o
(
h
1
2
)
, then the rst
two leading terms of (·)k ∗ ν−µh,h(x) as a funtion of h are xk = o
(
h
k
2
)
and a term of
order o
(
h
k+1
2
)
, respetively, if k is odd  and if k is even, the rst two leading terms
of h 7→ (·)k ∗ ν−µh,h(x) are xk = o
(
h
k
2
)
and some term of order o
(
h
k
2
)
, respetively.
Proof. First, let us one again remark that ν−µh,h∗· is, as a onvolution operator, linear
and that we therefore may restrit our attention to the funtions ν−µh,h ∗ (x 7→ xk)
for k ≤ m. Consider any x0 ∈ R. Using the transformation y 7→ x+µh−y√2h we nd that
ν−µh,h ∗ (x 7→ xk)(x0) = 1√
π
∫
R
(
x0 + µh− z
√
2h
)k
e−z
2
dz
= xk + polynomial terms in x0
0, · · · , x0k−1, h,
where the last line follows from expanding the binomial and using the identity
∀ℓ ∈ N0
∫
R
z2ℓ+1e−z
2
dz = 0
(an immediate onsequene of the oddness of the integrand), whih entails that all
odd terms in h1/2 will be anelled out (as they have to be odd terms in z as well).
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Remark B.1. The assumption of x = o
(
h
1
2
)
will hold in partiular for any non-zero
element of a set of ubature points for the measure ν−µh,h derived from a ubature
formula for ν0,1.
Denition B.1. For all h > 0, σ ∈ Sm+1 (the symmetri group of {0, . . . ,m}), and
n ≤ m, we dene the (m+ 1)× (m+ 1)-matrix
Aσn(h) :=
yσ(0)(h)
0 · · · yσ(0)(h)m
.
.
. · · · ...
yσ(n)(h)
0 · · · yσ(n)(h)m
−e−rh(·)0 ∗ ν−µh,h
(
yσ(n+1)(h)
)
+yσ(n+1)(h)
0 · · · −e
−rh(·)m ∗ ν−µh,h
(
yσ(n+1)(h)
)
+yσ(n+1)(h)
m
.
.
. · · · ...
−e−rh(·)0 ∗ ν−µh,h
(
yσ(m)(h)
)
+yσ(m)(h)
0 · · · −e
−rh(·)m ∗ ν−µh,h
(
yσ(m)(h)
)
+yσ(m)(h)
m

and the following vetor: 
g
(
yσ(0)(h)
)
.
.
.
g
(
yσ(n)(h)
)
0
.
.
.
0

=: ~v (~y, n, h, σ) .
We also dene ~p (~y, n, h, σ) to be the solution ~q of
Aσn(h) · ~q = ~v (~y, n, h, σ) ,
provided there exists a unique solution to this equation.
From the matrix formulation of the interpolation problem (again f Stoer and
Bulirsh [29℄), the following Lemma is immediate:
Lemma B.3. The polynomial q[X ] =
∑
k=0 qkX
k ∈ Rm[X ] is a xed point of Hh if
and only if there is an n ≤ m and a σ ∈ Sm+1 (the symmetri group of {0, . . . ,m})
suh that
Aσn(h) · t(q0, . . . , qm) = ~v (~y, n, h, σ)
and, in addition,
∀j ∈ {0, . . . , n}
g
(
yσ(j)(h)
) ∨ e−rh (q(h)(·) ∗ ν−µh,h) (yσ(j)(h))
= g
(
yσ(j)(h)
)
as well as
∀j ∈ {n+ 1, . . . ,m}
g
(
yσ(j)(h)
) ∨ e−rh (q(h)(·) ∗ ν−µh,h) (yσ(j)(h))
= e−rh (q(h)(·) ∗ ν−µh,h)
(
yσ(j)(h)
)
.
LemmaB.4. Suppose there is an α ∈ (0, 1) suh that for all j ∈ {0, . . . ,m}, h 7→ yj(h)
is a non-onstant polynomial in hα, exept for possibly one j0 ∈ {0, . . . ,m} where
yj0(h) = 0 for all h > 0. Then for all suiently small h, detA
σ
n(h) 6= 0. The upper
bound in R>0 ∪{+∞} on all those h that satisfy the previous inequality detAσn(h) 6= 0
for all n ≤ m and σ ∈ Sm+1 shall be denoted by h0 (~y).
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Remark B.2. Aording to Remark B.1, the assumption of h 7→ yj(h) being non-
onstannt polynomial in hα for all j ∈ {0, . . . ,m} (apart from possibly one zero oor-
dinate) for some α holds in partiular for any set of ubature points for the measures
ν−µh,h that is derived from a ubature formula for the normalised Gaussian measure (in
that ase α = 12). Similar assertions hold if one replaes ν−µh,h by mh where (mt)t≥0
is the onvolution semigroup assoiated to some other symmetri stable proess.
Proof sketh for Lemma B.4. The funtion h 7→ detAσn(h) is, by our assumptions on
the funtions yj on the one hand polynomial in h
α
, as one an see exatly as in the
proof of Lemma B.2. On the other hand, one an show, using the polyonmiality in h
and the assumpion that all the entries of ~y(h) are mutually distint for all h > 0, that
the funtion h 7→ detAσn(h) is non-onstant. Hene, h 7→ detAσn(h) is a non-onstant
analyti funtion in hα, and note that h 7→ hα is a bijetion on the unit interval (0, l).
Therefore, h 7→ detAσn(h) annot be onstantly zero on the open unit interval (0, 1),
but it an also only have nitely many ritial points on that interval. Hene there
must be an h¯ > 0 suh that either detAσn(h) < 0 for all h ∈
(
0, h¯
)
or detAσn(h) < 0
for all h ∈ (0, h¯).
On the other hand, we have the following
Lemma B.5. Suppose the real-valued funtion h 7→ yj(h) is a non-onstant polynomial
in h 7→ hα for all j ∈ {0, . . . ,m} for some α ∈ (0, 1), exept for possibly one j0 ∈
{0, . . . ,m} where yj0(h) = 0 for all h > 0. Furthermore, take g to be analyti. Then
for all n ≤ m and all σ ∈ Sm+1 there exists a vetor R(n, σ) ∈ {≤, >}m+1 of relations
suh that for all suiently small h > 0,
∀i ∈ {0, . . . ,m}(
g − e−rhp (~y, n, h, σ) (·) ∗ ν−µh,h
)
(yi(h)) R(σ, n)i 0.
The upper bound in R>0 ∪ {+∞} on all those h1 suh that for all h < h0 (~y) ∧ h1 the
relations in the previous line hold for all n ≤ m and σ ∈ Sm+1 shall be denoted by
h1 (~y). (Here h0 (~y) is the stritly positive onstant of Lemma B.4.) Thus, h1 (~y) ≤
h0 (~y).
Proof. We have already dened ~p (~y, n, h, σ) to be the solution ~q of
Aσn(h) · t
(
qσ(0), . . . , qσ(m)
)
= ~v (~y, n, h, σ) .
From Cramer's rule, Lemma B.2, and our assumptions on ~y (oordinatewise polynomial
in (·)α) as well as g (analytiity), we derive that h 7→ (g − e−rhp (~y, n, h, σ) (·) ∗ ν−µh,h) (yj(h))
is analyti in (·)α and therefore has only nitely many ritial points on (0, 1) for all
j ∈ {0, . . . ,m} and arbitrary hoie of ~y, n, σ. Thus, when approahing zero, these
funtions must eventually stay on either side of nought. Put more formally, there
must be for all σ ∈ Sm+1 and n ≤ m a vetor R(n, σ) ∈ {≤, >}m+1 suh that for all
suiently small h, and for all i ∈ {0, . . . ,m},(
g − e−rhp (~y, n, h, σ) (·) ∗ ν−µh,h
)
(yi(h)) R(σ, n)i 0.
Corollary B.1. Let the assumptions of the previous Lemma hold. If there is a xed
point of Hh1 for an h1 < h1 (~y) (the stritly positive onstant of Lemma B.5), all
Hh with positive h ≤ h1 must have xed points as well. There exist a permutation
σ0 ∈ Sm+1 as well as a natural number n0 ≤ m suh that the oeient vetors
~q = t(q0, . . . , qm) to all these xed points q[X ] =
∑m
k=0 qkX
k
are solutions ~q to the
linear equation
Aσ0n0(h) · ~q = ~v (~y, n0, h, σ0)
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and satisfy
∀j ∈ {0, . . . , n0}
g
(
yσ0(j)(h)
)
> e−rh (q(h)(·) ∗ ν−µh,h)
(
yσ0(j)(h)
)
as well as
∀j ∈ {n0 + 1, . . . ,m}
g
(
yσ0(j)(h)
) ≤ e−rh (q(h)(·) ∗ ν−µh,h) (yσ0(j)(h)) .
Proof. By virtue of Lemma B.3, a xed point is a polynomial q[X ] =
∑m
k=0 qkX
k
whose oordinate vetor ~q = t(q0, . . . , qm) solves the linear equation
Aσn(h) · ~q = ~v (~y, n, h, σ)
and satises, moreover, inequalities of the form(
g − e−rhq(·) ∗ ν−µh,h
)
(yi(h)) Ri 0
for some vetor of relations R ∈ {≤, >}m. Now apply the previous Lemma B.5.
Theorem B.1. Suppose there is a vetor
~ξ ∈ Rm+1 suh that yj(h) = −µh+ ξj · h1/2
for all j ∈ {0, . . . ,m} (where the mutual distintness of the entries of ~y(h) for all
h > 0 entails that ξ0, . . . , ξm are mutually distint as well), and assume furthermore
that g is analyti and satises g(0) 6= 0. Suppose, moreover, that there exists a xed
point of Hh2 for some h2 ∈ (0, h1 (~y)) (where h1 (~y) is the stritly positive onstant
from Lemma B.5). Then by Corollary B.1 the maps Hh do have a xed point for every
h < h2, and let n, σ be the natural number ≤ m and the permutation whose existene
is stated in Corollary B.1, respetively. Also write p(h)[X ] := p (~y, n, h, σ) [X ] for all
h ∈ (0, h2). Then there is a polynomial p0[X ] suh that
p(h)[X ] = p0[X ] + o
(
h
1
2
)
omponentwise.
Remark B.3. Suh a ξ ∈ Rm+1 exists in partiular whenever {y0, . . . , ym} is a set of
ubature points for the measure ν−µh,h derived from a ubature formula for ν0,1.
Proof of Theorem B.1. Observe that by Lemma B.2,
Aσn(h)
=

1 o
(
h
1
2
)
· · · o (hm2 )
.
.
.
.
.
. · · · ...
1 o
(
h
1
2
)
· · · o (hm2 )(
1− e−rh) (1− e−rh) · o(h 12) · · · (1− e−rh) · o (hm2 )
.
.
.
.
.
. · · · ...(
1− e−rh) (1− e−rh) · o(h 12) · · · (1− e−rh) · o (hm2 )

=

1 o
(
h
1
2
)
· · · o (hm2 )
.
.
.
.
.
. · · · ...
1 o
(
h
1
2
)
· · · o (hm2 )
o
(
h
2
2
)
o
(
h
3
2
)
· · · o
(
h
m+2
2
)
.
.
.
.
.
. · · · ...
o
(
h
2
2
)
o
(
h
3
2
)
· · · o
(
h
m+2
2
)

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Next, we will use Cramer's rule to determine if there is a limit for the solution of
Aσn(h) · ~p(h) = ~v (~y, n, h, σ)
as h tends to zero and if so, what the onvergene rate will be. For this purpose,
we have to onsider the determinant of the matrix Aσn,i(h) whih is dened to be the
matrix oiniding with Aσn(h) in the olumns 0, . . . , i − 1, i + 1, . . .m and having the
vetor 
g (y0(h))
.
.
.
g (yn(h))
0
.
.
.
0

as its i-th olumn. Then, sine g is right-dierentiable in 0 and by assumption g(0) 6= 0,
Aσn,i(h) =
o
(
h
0
2
)
· · · o
(
h
i−1
2
)
g(0) + o
(
h
1
2
)
o
(
h
i+1
2
)
· · · o (hm2 )
.
.
. · · · ... ... ... · · · ...
o
(
h
0
2
)
· · · o
(
h
i−1
2
)
g(0) + o
(
h
1
2
)
o
(
h
i+1
2
)
· · · o (hm2 )
o
(
h
2
2
)
· · · o
(
h
i+1
2
)
0 o
(
h
i+3
2
)
· · · o
(
h
m+2
2
)
.
.
. · · · ... ... ... · · · ...
o
(
h
2
2
)
· · · o
(
h
i+1
2
)
0 o
(
h
i+3
2
)
· · · o
(
h
m+2
2
)

=

o
(
h
0
2
)
· · · o
(
h
i−1
2
)
o(1) o
(
h
i+1
2
)
· · · o (hm2 )
.
.
. · · · ... ... ... · · · ...
o
(
h
0
2
)
· · · o
(
h
i−1
2
)
o(1) o
(
h
i+1
2
)
· · · o (hm2 )
o
(
h
2
2
)
· · · o
(
h
i+1
2
)
0 o
(
h
i+3
2
)
· · · o
(
h
m+2
2
)
.
.
. · · · ... ... ... · · · ...
o
(
h
2
2
)
· · · o
(
h
i+1
2
)
0 o
(
h
i+3
2
)
· · · o
(
h
m+2
2
)

.
From this, we an onlude that for all i ∈ {0, . . . ,m} there is a onstant p0i ∈ R suh
that
pi(h) =
detAσn,i(h)
detAσn(h)
= p0i + o
(
h
1
2
)
.
Example B.1 (m = 2, the quadrati ase, when µ = 0). We have
∀µ ∈ R ∀x ∈ R (·)0 ∗ ν−µh,h(x) = 1
(·)1 ∗ ν−µh,h(x) = x+ µh
(·)2 ∗ ν−µh,h(x) = x2 + 2µhx+ h+ h2,
implying
∀x ∈ R (·)0 ∗ ν0,h(x) = 1
(·)1 ∗ ν0,h(x) = x
(·)2 ∗ ν0,h(x) = x2 + h+ h2
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and
∀h > 0 ~y(h) =
 ξ0 · h 12ξ1 · h 12
ξ2 · h 12
 .
Suppose the parameters from Corollary B.1 are in our example n0 = 1 and σ0 = id.
Furthermore, in our ase, for all h > 0
Aid1 (h) =
 1 ξ0h 12 ξ02h1 ξ1h 12 ξ12h
1− e−rh (1− e−rh) ξ2h 12 (1− e−rh) ξ22h− e−rh(h+ h2)
 .
Therefore for all h > 0,
detAid1 (h) = ξ1h
3
2
((
1− e−rh) ξ22 − e−rh(1 + h))
+ξ0ξ1
2h
3
2
(
1− e−rh)+ (1− e−rh) ξ02ξ2h 32
−ξ0h 32
((
1− e−rh) ξ22 − e−rh(1 + h))
−ξ12
(
1− e−rh) ξ2h 32 − ξ02ξ1h 32 (1− e−rh)
=
(
1− e−rh)h 32 (ξ1ξ22 + ξ0ξ12 + ξ02ξ2 − ξ0ξ22 − ξ12ξ2 − ξ02ξ1)
+h
5
2 · e−rh (ξ0 − ξ1) + h 32 · e−rh (ξ0 − ξ1) .
Note that
ξ1ξ2
2 + ξ0ξ1
2 + ξ0
2ξ2 − ξ0ξ22 − ξ12ξ2 − ξ02ξ1 = detB
(
~ξ
)
,
where B
(
~ξ
)
is the matrix of the interpolation problem with support absissas ξ0, ξ1, ξ2.
Due to the unique solvability of the interpolation problem (see again e g Stoer and
Bulirsh [29℄), this determinant detB
(
~ξ
)
never vanishes unless the support absissas
ξ0, ξ1, ξ2 fail to be mutually distint.
Remark B.4. Similarly one an prove that the funtion h 7→ ph[X ] is dierentiable
in 0 if one assumes the support absissas to be polynomial in h rather than h
1
2
.
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