We prove that every finite partition of ω admit an infinite subset that does not compute a Schnorr random real. We use this result to answer two questions of Brendle, Brooke-Taylor, Ng and Nies and strength a result of Khan and Miller.
Introduction
Cardinal characteristic study has been an important direction in set theory. The recent study of Brendle, Brooke-Taylor, Ng and Nies [1] pointed out an analog between many results of cardinal characteristic and results in computability theory. We answer three questions in their paper concerning whether it is possible to avoid Schnorr randomness in DNR. We consider the question that whether it is possible to avoid Schnorr randomness in an arbitrary partition and give a yes answer. Using this result, we answer two questions in [1] . Hanssen [6] showed that for every finite partition of ω, there exists an infinite subset that does not compute any 1-random. [7] proved that this can be strengthened to avoid effective positive hausdorff dimension. But Schnorr randomness is essentially different in that there does not exists countably many computable trees so that every Schnorr random real is a path on one of them. Therefore it is not known whether these results can be improved to avoid Schnorr randomness. Khan and Miller [5] proved that for any order function h, there exists DNR h that does not compute any Kurtz random real. Their result take advantage of the fact that all DNR h lies on a computable tree. But it is not known whether for any oracle X, there exists DNR X h that does not compute any Schnorr random real. Some reference on basic knowledge of computable randomness theory are [10] [3] . We state our main results and how it answers two questions of [1] in section 2. The proof is given in section 3. In section 4 we answer another question of [1] .
1.1. Preliminaries. For a measurable set A ⊆ 2 ω , let m(A) denote the Lebesgue measure of A; for V ⊆ 2 <ω , let m(V ) denote m(∪ σ∈V [σ]). A k-partition of ω is a function f : ω → k. For every infinite string X ∈ l ω , we also think of X as a function from ω to l, so that it make sense to write X −1 (i). Denote strings in 2 <ω by Greek letters ρ, σ, τ, . . . . We say σ is extended by τ (written σ τ or τ σ) if it is an initial segment of τ . The symbol ≺ is reserved for proper initial segment, including that of an infinite set X ⊆ ω (upon identifying X with its characteristic function). By σ we mean a finite sequence of pairwise incompatible strings (σ 0 , · · · , σ n ). For a tree T , we write |ρ| T for the T -length of ρ, i.e. |ρ| T = n + 1 where n is the number of proper initial segments of ρ in T . For a string ρ ∈ 2 <ω , we let [ρ] = {σ : σ ρ}; similarly, for S ⊆ 2 <ω , let [S] = {σ : σ ρ for some ρ ∈ S}; for a tree T , let [T ] denote the set of infinite path on T and let [ρ] = {X ∈ 2 ω : X ρ}.
Subset of partition that does not compute Schnorr random real
Let REC denote the class of all computable sets.
Proof. Let f : ω → k be a partition of ω witnessing that e∈C U e is not large. Let C n , n ∈ ω be an increasing array of finite subset of C such that ∪ n C n = C. There must exist a i < k such that for infinitely many n,
From now on, for every e ∈ ω, let U e ⊆ 2 ω denote the e th upward closed Σ 0 1 class. The condition we use
It is easy but tedious to check that the extension relation is transitive. Given a formula Φ = ∀n∃mψ(G, n, m) where ψ is ∆ 0 0 , we let U <σ,Φ,n> = X : (∃ρ ⊆ X \ {0, · · · , |σ|})(∃m) [ψ(σ ∪ ρ, n, m)] .
Definition 3.3 (Forcing). Given a formula Φ, we define condition d = (σ i s , S, C ρ,l , f : (ρ, l) ∈ S, i < k, s < r) forces Φ on part (s, i) (written as d ⊢ s,i Φ) as following: for some ∆ 0
, · · · , n d } ∧ |τ | ≤ |ρ|, every n, there exists l ≥ n such that (ρ, l) ∈ S and < τ, Φ, n >∈ C ρ,l .
The proof for Φ of form ∃nψ(G, n), ∀nψ(G, n), ∃n∀mψ(G, n, m) follows similarly.
, · · · , n d } ∧ |τ | ≤ |ρ|. By item (5) of forcing, there existsl ≥ n such that (ρ,l) ∈ S and < τ, Φ, n >∈ Cρ ,l . Since
Because of the effectiveness of S, our definition of validity is necessarily more tricky than that in [9] .
Condition d is heteriditarilly valid if for every s < r, either it is valid or it is not valid over any
As we have argued that e∈CY U e is large. Therefore, there must exist
U e for all l with (ρ, l) ∈ S. Thus we are done.
Item (3) is direct from item (2) . Item (4) is also direct.
is not large.
Proof. This is Lemma 3.10 of [9] . Proof of (1). Let Y, µ i,j s , j ≤ j i , i < k be as in definition 3.7. By Lemma 3.2, there must exist a finite set C ⊆ C Y , and an n * such that
is not n * -large. Let Q be the Π 0 1 class of n * -partition of ω witnessing it to be not n * -large and let X ∈ Q be low. For each i < k, we now split branch s into n * many branches as following. For each n < n * , if
is a condition (especially checking item (3) the downward closeness of S ′ ) extending d (especially checking item (3)). By Lemma 3.6, we assume that d ′ is heteriditarilly valid. Suppose branch (s, n) is valid in d ′ . We show that for some n ′ (depending on
upward and Z ′−1 ((s, n)) ⊆ X −1 (n). By definition of X, for some n ′ , X −1 (n) / ∈ U <τ in (s,n) ,Φi n ,n ′ > . Thus by definition of U <τ in (s,n) ,Φi n ,n ′ > , we have ¬ψ in (τ, n ′ , m) holds. Thus we are done. Proof of (2). The branch s is split into k branches, namely (s, i ′ ), i ′ < k. Let f ′ = f . We now define S ′ as following: for each (ρ, l) ∈ S, wait for such a time t that for some ρ ′ ∈ k <ω with |ρ ′ | = ρ, by time t, it is found that 
, · · · , n d ′ } ∧ |τ | ≤ |(ρ, ρ ′ ) s | and a n ∈ ω, we need to show that for some l ≥ n, ((ρ, ρ ′ ) s , l) ∈ S ′ and < τ,
Thus we are done.
Now comes the combinatorics concerning Schnorr randomness. For a Turing functional Ψ, let Φ
; for a Schnorr test V = (V 0 , V 1 , · · · ), we let ψ Ψ,V (σ, n, m, m ′ , t) = m > n ∧ m ′ > n ∧ t > n ∧ ψ Ψ (σ, m ′ , t, V m ); and let Φ Ψ,V = (∀n)(∃m, m ′ , t)ψ Ψ,V (G, n, m, m ′ , t). Note that Φ Ψ,V (G) simply means that the test V succeeds on Ψ G . Proof. We firstly establish the following. Claim 3.10. For every 0 < λ, every n, there exists (ρ, l) ∈ S with |ρ| ≥ n, a V ⊆ 2 <ω with m(V ) ≥ 1 − λ such that
Proof. For every finite set V ⊆ 2 <ω , every (ρ, l) ∈ S, consider the following Π 0 1 class of l-partition of ω:
where N is sufficiently large so that 2 |ρ| · 2 −N ≤ λ. By definition of forcing item (5) , such (ρ, l) exists.
It suffices to show that there exists a V ⊆ 2 N with m(V ) ≥ 1 − λ, such that Q Ψ,ρ,V,l = ∅. Suppose on the contrary that this is not the case. Then for each
For every σ σ i s with σ \ σ i s ⊆ ρ −1 (s) \ {0, · · · , n d } ∧ |σ| ≤ |ρ|, since < σ, Φ Ψ , N >∈ C ρ,l and since
Note that m(V * ) ≥ 1 − 2 |ρ| · 2 −N ≥ 1 − λ and by definition of V * and U σ,Ψ,V ,
, · · · , n d } ∧ |σ| ≤ |ρ|], a contradiction with (3.3).
Now we define the following c.e. set S ′ together with a Schnorr test V = (V 0 , V 1 , · · · ) as following.
is l-large (which exists by Claim 3.10).
Then for each τ ρ with τ ∈ [ ρ d ] , enumerate (τ, l) into S ′ (for which we say that (τ, l) is enumerated into S ′ at step u); and let V u = V . Let V = (V 0 , V 1 , · · · ) as computed above. For (τ, l) ∈ S ′ , enumerated into S ′ at step u, define
. It's easy to verify that d ′ ≤ d (especially item (3) of definition of extension) is a condition. It remains to prove that
, · · · , n d ′ } ∧ |τ | ≤ |ρ| and an n ∈ ω. We need to show that for some l ≥ n, (ρ, l) ∈ S ′ and < τ, Φ Ψ,V , n >∈ C ′ ρ,l . But (ρ, l ′ ) ∈ S ′ for infinitely many l ′ . Thus by our computation of S ′ , there must exist such (ρ, l) so that < τ, Φ Ψ,V , n >∈ C ′ ρ,l .
Let d 0 ≥ d 1 ≥ · · · be a sequence of condition such that f t = f ↾ω \{0, · · · , n dt } where f t is the f -component of d t and f is a fixed k-partition of ω. We say {d t } t∈ω is 2-generic if for every k many Π 0 2 formula Φ i , i < k, there exists a t such that for every valid branch s of d t , there exists a i such that d ⊢ s,i Φ i ∨ d ⊢ s,i ¬Φ i . By Lemma 3.8, such 2-generic sequence exists. By Lemma 3.6 item (1), we may also assume that each d t is heteriditarilly valid. By Lemma 3.6 item (4), the set of valid branches of d t forms a finitely branching infinite tree. For convenience, we also assume that for every t, every initial segment component σ of d t , |σ| = n dt . Let (s t : t ∈ ω) be a path along this tree. Since each f t is a k-partition of ω \ {0, · · · , n dt }, by paring argument, there exists a i * < k such that for every Π 0 2 formula Φ, there exists a t such that
We need to show that forcing implies truth. Let Φ(G) = ∀n∃mψ(G, n, m) where ψ is such that for every n, m, every τ ′ τ , ψ(τ, n, m) → ψ(τ ′ , n, m).
Proof. This is Lemma 2.27 of [9] . The proof for the case d t ⊢ st,i * ¬Φ is simple. Note that there exists a X ∈ [T St ] such that G * \ σ i * st ⊆ X −1 (s t ). Thus the conclusion follows by definition of forcing. Suppose d t ⊢ st,i * Φ. Fix a n, we need to show that ∃mψ(G * , n, m). Consider Φ ′ = ∃m∀n ′ ψ(G, n, m).
which means by definition of forcing item (4), for some m, d t ′ ⊢ s t ′ ,i * ∀n ′ ψ(G, n, m). Thus we are done by definition of forcing item (3) . : ρ ∈ r <ω 0 , l ∈ ω}, C 0 ρ,l = < τ,Φ, n >: n ≤ l ∧ τ ⊆ ρ ∧ |τ | ≤ |ρ| . Let d 0 ≥ d 1 ≥ · · · be a 2-generic sequence as above and additionally:
• For every Turing functional Ψ, every t, every branch s of d t and every i < k, if d t ⊢ s,i Ψ is total, then there exists t ′ ≥ t, a Schnorr test V such that for every child branch s ′ of s, d t ′ ⊢ s ′ ,i Φ Ψ,V . This is possible by Lemma 3.9.
Let s t , t ∈ ω be a branch sequence such that s t+1 is a child of s t and each s t is valid in d t , let G * = lim t→∞ σ i * st . Clearly G * ⊆ f −1 (i * ). By definition of d 0 , d 0 ⊢ s0,i * Φ, therefore G * is infinite. Moreover, by Lemma 3.11 and the construction of {d t } t∈ω , for every Turing functional Ψ, either Ψ G is not total or there exists a Schnorr test V such that V succeeds on Ψ G . Thus we are done.
Proof of Theorem 2.9. Let d 0 ≥ d 1 be as in the proof of Theorem 2.5 and additionally, for every A ∈ A, there exists t such that for every X ∈ [T St ], every s < k t , X −1 (s) ⊆ * A ∨ X −1 (s) ⊆ * A (this is possible just like what we do in proof of Lemma 3.8 item (1)). Let G * be as in the proof of Theorem 2.5, we have that G * ⊆ f −1 (i * ) is infinite and does not compute a Schnorr random real; moreover, because of the additional requirement on {d t } t∈ω , G * is A-cohesive. Thus we are done.
Note that if we split f -component into more and more parts, then the paring argument is no longer valid. And to preserve the effectiveness of S-component, we can not realize an arbitrary partition by S-component. Therefore it is not known whether the following holds.
Question 3.12. Does every countable collection A ⊆ 2 ω admit an infinite A-cohesive set G such that G does not compute any Schnorr random real.
Weakness of Schnorr covering
An oracle A Schnorr cover a class A if there exists an A-Schnorr test (V n : n ∈ ω) such that A ⊆ n m>n V m .
A set A ⊆ ω is bi-immune if neither A or A contains an infinite computable set. A Turing degree is bi-immune if it computes a bi-immune set. In the end of [1] , it is asked that whether there exists a degree that is not bi-immune and Schnorr cover REC. Proof. A test is a sequence of finite set (V n : n ∈ ω) with V n ⊆ 2 <ω such that m(V n ) ≤ 4 −n−1 . We construct a test V * such that V * cover A = {A s } s∈ω and V * , as an oracle, does not compute any bi-immune set. Let h : ω → ω be an order function (computable and increasing). In the following proof, we restrict ourself to such test V = (V 0 , V 1 , · · · ) that V n ⊆ 2 h(n) . We use V to denote an initial segment of a test, i.e., V = (V 0 , · · · , V n ) for some n and write V (m) to denote the m-th component of V ,
. We use bold face V to denote a test and let ST be the set of all initial segment of such test. Note that in our setting, ST can be seen as a computably bounded computable tree.
The condition we use is a pair ( V , S) where S ⊆ [ V ] is a computable tree of test initial segment with no leaf such that for every V ′ ∈ S with | V ′ | S being even, we have that
It is clear how (4.1) guarantee that V * covers A. Fix a Turing functional and a condition ( V , S), it remains to show that we can extends the condition to ( V * , S * ) so that for every V ∈ [S * ], Ψ V is not bi-immune.
Case 1. For every finitely many mutually incomparable V 0 , · · · , V M−1 ∈ S, every n, there exists n ′ > n and V ′ m ∈ [ V m ] ∩ S for each m ≤ M − 1 such that Ψ V ′ m (n ′ ) ↓= 1 for all m ≤ M − 1. We inductively (and computably) define a subset S * of S together with a computable set A so that A witness that Ψ V is not bi-immune for all V ∈ [S * ]. Suppose by time t we have defined S * up to level 2l + 1. Let V 0 , · · · , V M−1 be all elements in S * at level 2l − 1. Note that by hypothesis of Case 1, there exists a n ′ > A[t], V ′ m ∈ [ V m ] ∩ S for each m ≤ M − 1 such that Ψ V ′ m (n ′ ) ↓= 1 for all m ≤ M − 1. Clearly such n ′ and V ′ m can be computed. Moreover, clearly we may assume without loss of generality that | V ′ m | S is even for all m ≤ M − 1 (otherwise extend them to be so) and they are mutually incomparable. The 2l level of S * consists of V ′ m , m ≤ M − 1, the 2l + 1 level of S * consists of V ′ m V for all m ≤ M − 1 and V such that V ′ m V ∈ S. Then we enumerate n ′ into A. It is easy to check that ( V , S * ) is the desire extension Case 2. Otherwise. Suppose V 0 , · · · , V M−1 ∈ S, n ∈ ω witness the otherwise hypothesis, i.e., there exists no n ′ > n and V ′ m ∈ [ V m ] ∩ S for each m ≤ M − 1 such that Ψ V ′ m (n ′ ) ↓= 1 for all m ≤ M − 1. Moreover, suppose V 0 , · · · , V M−1 is minimal in the sense that no (actual) subset of V 0 , · · · , V M−1 can be a witness. Note that if M = 1, then the hypothesis of Case 2 means that for every V ∈ [ V 0 ] ∩ S, Ψ V ⊆ {0, · · · , n} if it is total. Thus let V * = V 0 and let S * ⊆ [ V 0 ] ∩ S be a computable tree so that ( V * , S * ) is a condition, then it is clear that this condition forces Ψ G to be finite. If M > 1, which means V 1 , · · · , V M−1 is not a witness for the otherwise hypothesis, then as in Case 1, we can compute an infinite set A such that for every n ′ ∈ A, there exists V ′ m ∈ [ V m ] ∩ S for each 1 ≤ m ≤ M − 1 such that Ψ V ′ m (n ′ ) ↓= 1. This means that for every n ′ ∈ A and every V ′ ∈ [ V 0 ] ∩ S, Ψ V ′ (n ′ ) ↑ ∨Ψ V ′ (n ′ ) = 0. Thus let V * = V 0 and let S * ⊆ [ V 0 ] ∩ S be a computable tree so that ( V * , S * ) is a condition, then it is clear that for every V ∈ [S * ], Ψ V ∩ A = ∅ if it is total. Thus we are done.
