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Abstract
We prove that the word problem in the mapping class group of the once-punctured surface of genus
g has complexity O(|w|2g) for |w|> log(g)where |w| is the length of the word in a (standard) set of
generators. The corresponding bound in the case of the closed surface is O(|w|2g2). We also carry
out the same methods for the braid groups, and show that this gives a bound which improves the
best known bound in this case; namely, the complexity of the word problem in the n-braid group
is O(|w|2n), for |w| > logn. We state a similar result for mapping class groups of surfaces with
several punctures. Ó 2000 Elsevier Science B.V. All rights reserved.
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0. Introduction
A group G is said to have a solvable word problem if there is a finite generating set
S for G such that there is an algorithm to decide if a given word w in S represents the
identity element in G. The word problem is said to have complexity O(f (|w|)) if there
exist such an algorithm which takes6 kf (|w|) steps on a Turing Machine (TM) to produce
a “yes” or a “no”, for a word w of length |w| where k is a constant (see Appendix for more
on complexity and Turing Machine). The conjugacy problem is defined similarly, but the
objective is to decide if two given words are conjugate in the groupG.
Sometimes one has to deal with a sequence of groups Gn depending on an integer
parameter n (say mapping class groups of closed surfaces which is parameterized by
genus), and one can pose the question of how the complexity of a problem grows as n
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becomes larger. This is a crucial issue in implementation of a uniform algorithm, because
the parameter becomes an input. In this case we say the word problem has uniform
complexity O(f (|w|, n)) for the groups Gn if there exists some finite set of generators
for each Gn such that for a word w in generators of Gn of length |w|, it takes a Turing
Machine 6 kf (|w|, n) steps to determine if w = 1.
The word problem and conjugacy problem in the mapping class group have been known
to be solvable for a long time (see [7,9,18,15]). In recent years, with development of the
theory of automatic groups, some new ideas in this direction have been discovered. In [5],
the authors discuss an automatic structure derived from Garside’s algorithm [7] for the
braid groups. This results in an algorithm which is of uniform complexity O(|w|2n logn),
where n is the number of strands, and |w| is the length of the braid, which is given as a
wordw in the standard set of Artin generators (see (3.1)). Mosher [16] proved that mapping
class groups are automatic, giving an algorithm for the word problem which is quadratic
in the word length [17], with no implication on uniform complexity. As the authors of [5]
mention, it is important to have a bound on the uniform complexity; i.e., in terms of the
genus and the number of punctures. Here we prove that the word problem in the mapping
class group of the closed surface of genus g has complexity O(|w|2g2+ |w|g2 logg). The
corresponding bound for a once-punctured surface of genus g is O(|w|2g+ |w|g logg).
In a sense we answer the Open Question 9.3.10 in [5], but we do not use the automatic
theory. Our methods rely on the action of the mapping class group on the space of curves,
or measured train-tracks. This could be related to the Open Question 9.4.5 in there as well,
although we do not speak about conjugacy problem at all. It is an interesting question to try
to use the methods here to solve and analyze the complexity of the conjugacy problem in
the mapping class groups. In this respect the work of Kleinberg and Menasco [12], Masur
and Minsky [13,14] is of interest. In particular, the authors of the latter prove that if two
pseudo-Anosov maps are conjugate, then there is a conjugating element whose word length
is linearly bounded by the larger of the word lengths of those elements.
Our methods apply to the braid groups Bn and give the complexity O(|w|2n +
|w|n logn), which is the best known bound to date. In [2] Birman et al. give a fast and
practical algorithm for the word problem in Bn, which works well with a “Random Access
Memory” (RAM) machine, and has “complexity” O(|w|2n). But RAM is usually much
faster than TM (in particular, they assume that the braid index n can be encoded in one
unit of memory; see Appendix A), and their algorithm gives the same complexity as in [5],
namely O(|w|2n logn) if practiced on a TM.
Here is an outline of the rest of this paper: In Section 1 we develop the necessary notation
for measured pi1-train-tracks and the mapping class groups. In Section 2 we prove the
bound on the complexity of the word problem in once-punctured surfaces. In Section 3
we apply our methods to deduce a bound on the complexity of the word problem in the
braid groups. In Section 4 we develop the theory for closed surfaces; we prove the analog
to Theorem 1.5 for closed surfaces. Section 5 is devoted to analyze the complexity of the
word problem in closed surfaces. Finally in Appendix A we briefly address some issues
about our definition of complexity.
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1. Some notation and background on train-tracks
Let S = Spg be an oriented surface of genus g with p fixed points, called punctures. Let
M =MS =Mpg the mapping class group of S, i.e., the group H(S)/H0(S), where H(S)
is the group of homeomorphisms of S fixing the punctures pointwise, and H0(S)⊆H(S)
is the (normal) subgroup of the ones homotopic to identity within H(S). We denote the
elements of M by f,g, etc. An element of M can be thought of as an isotopy class of
a homeomorphism (or diffeomorphism) of S. Sometimes we pick a representative of the
class f and call it f too. We assume S has a given smooth or piecewise linear structure,
depending on what suits the situation the best.
Notice that if S′ is a surface with b boundary components, one can define the mapping
class group MS′ of S′ by the group of isotopy classes of diffeomorphisms which fix the
boundary components pointwise. Let S be obtained by shrinking the boundary components
of S′ to punctures. Then we have the short exact sequence
1→ Zb→MS′ →MS→ 1. (1.1)
In the following we only study the surfaces Spg . The corresponding information about
surfaces with boundary can be obtained using (1.1).
Definition 1.1 (Train-track). (See [19].) A compact, connected subset τ of S is called a
train-track if τ is a smooth branched 1-manifold embedded smoothly in S. At each branch
point v (also called a switch point) there is a well-defined tangent space. Every connected
component of τ − {branch points} is called a branch. There is a natural partition into two
subsets for the set of branches b coming to a switch v (i.e., v ∈ b¯) depending on which
direction they become tangent at the switch point. We call these two sets incoming and
outgoing. The particular choice does not matter. Also, there is a “hyperbolicity condition”
on the complement S − τ : The doubles of components of S − τ must have negative Euler
characteristic. Notice that the double of “corners” give rise to punctures. In computing the
Euler characteristic, every puncture contributes a −1.
Definition 1.2 (Measured train-track). (See [19].) A measured train-track (τ,µ) consists
of a train-track τ , and an assignment of a non-negative number µ(b) for each branch b of
τ , so that the following condition holds: For any switch v of τ ,∑{
µ(b) | b an incoming branch to v}=∑{µ(b) | b an outgoing branch to v}.
The above condition is called the switch condition. We also use the term switch condition
for a particular switch v.
Definition 1.3 (pi1-train-track). (See [3].) Suppose S = Spg is a surface with χ(S) =
2− 2g−p< 0. The universal cover of S then can be identified with hyperbolic plane H2.
Fix a polygon R in H2 as a fundamental domain for the action of pi1(S) on H2. Notice that
R is naturally identified with S cut open along a number of arcs. Let τ be a train-track in
S. We call τ a pi1-train-track (with respect to the choice of R) if the following conditions
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Fig. 1.
Fig. 2.
hold: If we look at τ in the cut-open surface R, there is at most one switch point on each
edge ofR, no switch points in the interior ofR, and all the branches are properly embedded
in R, joining distinct switch points in ∂R (not necessarily distinct in S).
Definition 1.4 (The moves). (See [19].) We denote byMT (S) the space of all measured
train-tracks on a surface S, modulo an equivalence relation which is generated by the
following three moves:
(i) Isotopy.
(ii) Right or left split (Fig. 1).
(iii) Shift (Fig. 2).
We have only shown the relevant piece of the train-track in Figs. 1, 2. Notice that the
inverse of a split is called a collapse.
The set of measures on a train-track τ is denoted by V (τ), and can be identified with a
subset of some Euclidean space defined by a finite set of equalities and inequalities. The
set V (τ) is closed under (positive) scalar multiplication and addition. In particular, it is a
convex cone.
The following theorem, which is probably due to Thurston, gives a coordinate system
forMT (S), in the case which S has negative Euler characteristic and is not closed.
Theorem 1.5. Let S be a non-closed surface (i.e., p > 0) with χ(S) < 0, and let R be
a polygon representing a fundamental domain for the action of pi1(S) on the hyperbolic
plane. Then any measured train-track on S is equivalent to a unique pi1-train-track with
respect to R. In particular, every non-trivial multiple closed curve corresponds to a unique
(integral) measured pi1-train-track.
This theorem is proved in [8] (see Theorem 5.1 there) in the case of a surface with
1 puncture. The general proof is completely similar. The following direct corollary gives a
piecewise linear structure onMT (S).
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Corollary 1.6. For a surface S and polygon R as above,MT (S) is the finite union of the
cones V (τ) where τ ranges over the finite set of pi1-train-tracks with respect to R.
For any surface S the mapping class group MS acts on MT (S), since if one changes
a train-track τ by any of the moves (i)–(iii) or change a homeomorphism f :S→ S by
isotopy, then f (τ) changes by a sequence of the moves (i)–(iii). When a homeomorphism
f acts on a pi1-train-track τ it need not map it to a pi1-train-track. Using Theorem 1.5 one
can put the image f (τ) in the pi1-train-track by a sequence of the moves (i)–(iii). We will
study how these moves must be performed, and what the corresponding action of f on
V (τ) is.
Let S = Spg be a surface with χ(S) < 0, and the polygon R be a fundamental domain
for the action of pi1(S) on H2.
1.7. Let n be the number of edges in the polygon R and call the edges e1, e2, . . . , en in
clockwise order. Give each ei the orientation induced by the clockwise orientation on
∂R. If ei is identified with ej in S (obviously with the opposite orientation, since S is
orientable), we denote that by ei = e−1j .
Pick a base point x0 in the interior of R. We want to specify a set of generators for
Γ = pi1(S, x0). Let γi be a simple closed curve based at x0 defined as follows: It starts at
x0, it crosses ei (it naturally comes out of ej = e−1i ) and then it goes back to x0, without
crossing ∂R any further. The curve γi gives rise to an element in Γ , which by abuse of
notation we call ei too. Notice that the equation ej = e−1i holds in Γ as well. It is easy to
see that e1, . . . , en generate Γ .
1.8. A simple closed curve C can be given by a cyclic word eα1 . . . eαk where 16 αi 6 n.
To draw the curve in R from the given word, just start on the base point x0, go to eα1 , come
out of interval e−1α1 and connect it to eα2 , so that it will come out of e
−1
α2 , etc. All the curves
that we consider are assumed to be tight, i.e., α−1i 6= αi+1 for all i (consider i to be a cyclic
index modulo k).
1.9. Let’s set up some notation for the case when S = S1g is a surface of genus g with
one puncture P , since this case is the simplest case. We use the standard fundamental
domain R for the surface S, which is a 4g-gon with edges labeled as E = E(R) =
(a1, b1, a
−1
1 , b
−1
1 , . . . , ag, bg, a
−1
g , b
−1
g ), in clockwise order. We call E the edge set.
When we draw curves in R, if we are only interested in their free isotopy class, we
draw them off the base point. It is important to notice, for example, that the curve given
by the sequence a1 is different from edge a1. It is actually parallel to the edge b1, but in
different orientation. Also, the curve b1 is parallel to edge a−11 , with the same orientation.
Let’s introduce the curves x1, . . . , xg. For 16 i 6 g, the curve xi is given by the sequence
biai+1 (take the indices mod g, for example, in the case i = g in the definition of xi). Let
Dc denote the (right-handed) Dehn twist about the simple closed curve c. By [10] or [1]
we have
MS =M1g = 〈Da1,Db1, . . . ,Dag,Dbg,Dx1 , . . . ,Dxg−1〉. (1.2)
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One has to notice that, the same set generates M0g if the curves are considered in the
closed surface.
Any mapping class f on S1g (g > 2) is specified with its action on the simple closed
curves (with base point)
a1, b1, . . . , ag, bg.
If so, then for any simple closed curve c = e1 . . . eN , f (c) = f (e1) . . .f (eN). This is
simply because f induces a homomorphism on the fundamental group, and if f induces
the identity on pi1(S), f is the identity mapping class. (If g = 2 then f also could be
hyperelliptic involution.)
We know that MS is generated by finitely many Dehn twists. Therefore, it is enough to
study the action of a single Dehn twist on a measured pi1-train-track ν = (τ,µ).
For a pi1-train-track τ on R, we call a branch b of τ outer if it connects two consecutive
edges of the polygon R. Otherwise we call b inner. By out(τ ) (respectively inn(τ )) we
mean the set of outer (respectively inner) branches of τ . The train-track τ is identified
with the set of branches of τ . So τ = inn(τ ) ∪ out(τ ). We say a measured train-track ν
is precisely carried on a pi1-train-track τ , if ν is carried on τ and is not carried on any
sub-train-track of τ .
For a measured pi1-train-track ν = (τ,µ), the total measure of ν is defined by
T (ν)=
∑
b∈τ
µ(b).
Notice that T (aν)= aT (ν) for a > 0. The space of projective measured train-tracks can
then be defined by
PMT (S)= {ν ∈MT (S) | T (ν)= 1}.
Also the canonical projectionMT (S)\ {0} [·]→ PMT (S) can be defined by [ν] = ν/T (ν).
2. Complexity of the word problem in the mapping class groups of once-punctured
surfaces
Let S = S1g. As we saw before, a generating set for MS is given by (1.2). In
this section we consider the following problem: What is the complexity of computing
(i) Dai (ν) or Dbi (ν), (ii) Dxi (ν) for a given integral measured pi1-train-track ν = (τ,µ).
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Let T (ν) = `. Unfortunately the notation in [8] is different from our notation. There
E(R)= (e1, . . . , e4g) while here E(R)= (a1, b1, a−11 , b−11 , . . .). Also, in [8], for 16 t 6
2g, the curve bt is defined to be e2t−1e2t+1 for odd t and e2t−2e2t for even t . In other words,
our collection of simple closed curves {a1, b1, . . . , a2g, b2g} is the same as {b1, . . . , b2g}
in [8]. To make the notation clear, let b∗t denote the bt in [8]. We will only use this notation
in Section 2.1 below. Let’s look at the complexity of the computation of Db∗t (ν).
2.1. Complexity of computingDb∗t (ν)
Step 1. Enter ν in the machine in the following form: L(ν) = {(ei, ej ,µ(ei, ej ))}i,j ,
where ei, ej are edges of R, and µij = µ(ei, ej ) > 0 is the corresponding measure.
Since there can be at most 2|E(R)| − 3 branches in τ , L(ν) has O(g) elements. Since
16 ei , ej 6 4g and 16 µij 6 `, this has complexity O(g(log`+ logg))=O(g log(g`)).
Notice that entering a number of size O(N) into the machine has complexity O(logN).
Step 2. Put k(i)= 2i for i odd and k(i)= 2i − 1 for i even. Check if µk(t),k(t+1) = 0.
Looking at L(ν), this has complexity O(g log(g`)).
Step 3. If µk(t),k(t+1) 6= 0, go to Step 5. If µk(t),k(t+1) = 0, the resulting train-track af-
ter applying Db∗t is collapsible to a pi1-train-track. One can obtain Dbt (ν) by changing all
(ei, ek(t),µ(ei, ek(t))) to (ei, ek(t)+1,µ(ei, ek(t))) and adding (ek(i), ek(i)−1,
∑
i µ(ei, ek(t))))
to L(ν). This results in a collection L1 = L1(Db∗t (ν)). Notice that obtaining L1 has com-
plexity O(g log(g`)) as well. Also, |L1| = O(g). Also notice that since we added only
some of the terms of L(ν) at most once, T (Db∗t (ν))6 2T (ν)= 2`.
Step 4. To obtain L(Db∗t (ν)) from L1, sort L1 lexicographically in terms of the first two
components. Then combine any string of consecutive terms of the form (e, e′,m1), . . . ,
(e, e′,ms) to (e, e′,
∑
i mi). This gives L(Db∗t (ν)), as desired. The sorting and combining
processes each have complexity O(g log(g`)).
Step 5. Ifµk(t),k(t+1) 6= 0, the resulting train-track after applyingDb∗t is not collapsible to
a pi1-train-track. As in Step 3, one can obtainDb∗t (ν) by changing all (ei, ek(t),µ(ei, ek(t)))
to (ei, ek(t)+1,µ(ei, ek(t))) and adding (ek(i), ek(i)−1,
∑
i µ(ei, ek(t))) to L(ν). This results
in a collection L1 = L1(Db∗t (ν)). Notice that obtaining L1 has complexity O(g log(g`))
as well. The list L1 has an element of the form (ek(i)+1, ek(i)+1,µ(k(i), k(i)+ 1)). Drop
this from L1. This is equivalent to reducing the bad curve. Following 3.2 in [8], Now we
have to do a split. Create two lists {A1, . . . ,An} and {B1,B2}, as instructed in Figs. 8 and 9
there. Then decide which split to do as in Fig. 10. All these steps can be implemented
with complexity O(g log(g`)). Change L1 accordingly, and then go to Step 4 to obtain
L(Db∗t (ν)). The estimate T (Db∗t (ν))6 2T (ν)= 2` still holds.
Steps 1–5 show that
Theorem 2.1. Let ν = (τ,µ) be an integral measured pi1-train-track with respect to the
standard fundamental domain R for S1g with T (ν)= `. Then one can compute Dat (ν) and
Dbt (ν) with complexity O(g log(g`)) and one has T (Dat (ν))6 2` and T (Dbt (ν))6 2`.
Similarly, but by a more detailed argument one can obtain from 3.3 in [8] the following:
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Theorem 2.2. Let ν = (τ,µ) be an integral measured pi1-train-track with respect to
the standard fundamental domain R for S1g with T (ν) = `. Let xt be the simple closed
curve btat+1. Then one can compute Dxt (ν) with complexity O(g log(g`)) and one has
T (Dxt (ν))6 3`.
Theorem 2.3. There are 4 integral measured pi1-train-tracks νi , i = 1, . . . ,4, on S1g,
g> 2, such that for f ∈M1g, the following condition implies f = id.
f (νi)= νi for i = 1, . . . ,4. (∗)
Proof. Fig. 4 shows a “pair of pant” decomposition of S1g by a set of simple closed curves
P = {αi,βi, γi}g−1i=1 ∪ {δ}. For any curve ρ ∈ P one can define the simple closed curve ρ′
by Fig. 5. If a mapping class f fixes all the curves in P , then it must be a product of D±1ρ ,
ρ ∈ P . If, moreover, f fixes all ρ′, ρ ∈ P , then f = id. Set
ν1 = {αi,βi, γi}g−1i=1 ∪ {δ′},
ν2 = {γ ′1, . . . , γ ′g−1} ∪ {δ},
ν3 = {α′1, α′3, . . .} ∪ {β ′2, β ′4, . . .},
ν4 = {α′2, α′4, . . .} ∪ {β ′1, β ′3, . . .}.
It is easy to see that each collection νi consists of mutually disjoint curves, so can be made
into a measured pi1-train-track. Moreover, by construction, if a mapping class fixes all νi ,
it must be the identity. 2
Theorem 2.4. The word problem in M1g has complexity O(|w|2g+|w|g logg), for a word
w in the generators given in (1.2) of length |w|.
Proof. Let K = max{T (ν1), . . . , T (ν4)}. Notice that K = O(g). Compute each w(νi),
i = 1, . . . ,4, by applying generators iteratively. At each step, the total measure grows by a
factor of at most 3. Therefore the total complexity is
O
(
g log(gK)+ g log(3gK)+ · · · + g log(3|w|−1gK))=O(|w|2g+ |w|g logg).
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Fig. 5.
Now check if w(νi)= νi . This takes O(|w|g logg). This shows that the word problem in
M1g has complexity O(|w|2g+ |w|g logg). 2
Conjecture 2.5. The bound given in Theorem 2.4 is in fact optimal.
3. The complexity of the word problem in braid groups
To study the complexity of the word problem in the braid groups Bn, n> 3, we can use
similar methods as before. First we study the mapping class group Mn+10 of the (n+ 1)-
punctured sphere Sn+10 . Let’s call the punctures P0, . . . ,Pn. Because of the nature of braid
groups, we have to allow mapping classes to permute the punctures P1, . . . ,Pn but keep
P0 fixed. Let’s call this extended group M˜n+10 . Then we have an exact sequence
1→Mn+10 → M˜n+10 → Sn→ 1,
where Sn is the symmetric group on n elements.
We can use the fundamental polygonR = (a1, a−11 , . . . , an, a−1n ) to represent S = Sn+10 .
Let’s assume that Pi is the vertex shared by ai, a−1i . We can look at the space of measured
train-tracks on S. As in [8], one can prove that any measured train-track can be represented
uniquely as a measured pi1-train-track.
To determine the action of f ∈ M˜ = M˜n+10 on a measured pi1-train-track ν = (τ,µ) one
has to also specify a permutation σ ∈ Sn. The group M˜ is generated by n− 1 half-twists
Hi along the curves γi = aiai+1 for i = 1, . . . ,n− 1.
By a half-twist along γi we mean the following mapping class, which interchanges Pi
and Pi+1, and is obtained by cutting S along a strip parallel to γi , rotating the component
containing Pi,Pi+1 by 180◦, and then gluing to the rest of the surface continuously,
twisting towards left (we could use twists to right as well, since the situation is completely
symmetric). We will use the set of generators H1, . . . ,Hn−1 as our basic set of generators
for M.
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3.1. Computation of Hi on a measured pi1-train-track
Now let’s see how one can compute Hi(ν) for a given measured pi1-train-track ν =
(τ,µ) on R. Look at Fig. 6, where we have a “general” pi1-train-track. We have shaded the
region bounded by γi containing Pi and Pi+1. The outcome of Hi(τ) is shown in Fig. 7.
To put Hi(ν) in pi1-train-track form, we have to consider different cases, as follows:
Case 1. τ and γi do not intersect. To get Hi(ν), we just have to change the branches
according to the rotation of the hexagon bounded by a±1i , a
±1
i+1 and γi by 180◦. Namely,
a±1i → a±1i+1 and a±1i+1→ a±1i . This can be done by searching through a list of length O(g)
and replacing numbers of order T (ν).
Case 2. µ(a−1i+1, a
±1
k ) 6= 0 only possibly for k = i, i+ 1. In this case Hi(τ) is collapsible
to a pi1-train-track. Therefore H(ν) can be computed by O(n) additions of numbers
6 T (ν).
Case 3. Otherwise. In this case there are going to be bad curves, i.e., curves going from
a−1i to a
−1
i . By reducing the bad curves one can see that after a split the resulting train-track
Fig. 6.
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will be collapsible to a pi1-train-track. Again the number of operations needed to obtain the
answer is O(n), and the numbers involved are O(T (ν)).
This finishes the computation. One can observe that this computation is much less
detailed that the corresponding one in M1g. Let’s summarize the above discussions in the
following theorem:
Theorem 3.1. Let ν = (τ,µ) be a measured pi1-train-track on the standard fundamental
domain R for Sn+10 with T (ν) = `. Let Hi be one of the standard generators of M˜n+10 .
Then one can computeHi(ν) as a measured pi1-train-track with complexity O(n(log(n`)).
Moreover, T (Hi(ν))6 2`.
The following is similar to Theorem 2.3.
Theorem 3.2. There are 3 integral measured pi1-train-tracks νi , i = 1,2,3, on Sn+10 ,
n> 3, such that for f ∈ M˜n+10 , the following condition implies f = id.
f (νi)= νi for i = 1,2,3. (∗)
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Proof. The (n + 1)-punctured sphere can be divided up into “pairs of pants” using the
simple closed curves α1, . . . , αn−2. See Fig. 8. If f fixes γ1, . . . , γn−2 and α1, . . . , αn−2
then it has to fix all the punctures. This is easy to see when n> 4. If n= 3, i.e., there are
4 punctures, then use the fact that P0 is fixed by all mapping classes f ∈ M˜40. It follows that
f must be a product of twists in αi . If f fixes γi , i = 1, . . . ,n− 2, then f can not have a
twist in αi , so f = id. Now let ν1 be the measured train-track obtained by {α1, . . . , αn−2},
ν2 be obtained by {γ1, γ3, . . .} and ν3 be obtained by {γ2, γ4, . . .}. Now if f fixes ν1,ν2 and
ν3 then it fixes all Pi, γi, αi . Therefore f = id. 2
Theorem 3.3. The word problem in Mn+10 has complexity O(n|w|2 + |w|n logn), for a
word w in {H1, . . . ,Hn−1} of length |w|.
Proof. Let K =max{T (ν1), T (ν2), T (ν3)}. Notice that K = O(n). Compute each w(νi),
i = 1,2,3. Each has complexity
O
(
n log(nK)+n log(n2K)+ · · · +n log(n2|w|−1K))=O(n|w|2 + |w|n logn).
Now check if w(νi)= νi . This takes O(n logn|w|). This shows that the word problem in
M˜n+10 has complexity O(n|w|2 +n logn|w|). 2
Now we turn to the word problem in the braid groups. The n-braid group Bn is given
by the mapping class group of an n-punctured disk, with the possibility of permuting
punctures. Notice that
1→ Z→Bn→ M˜n+10 → 1.
Also, Bn has the Artin presentation
Bn =
〈
σ1, . . . , σn−1 | σiσj = σjσi, |i − j |> 2,
σiσj σi = σjσiσj , |i − j | = 1
〉
. (3.1)
It is easily seen geometrically that σi → Hi in the natural projection Bn → M˜n+10 .
Therefore given a word w in of length |w| one can check if the image ofw is the identity in
M˜n+10 with complexity O(n|w|2+|w|n logn). To solve the word problem in Bn, we have
to only check the following: For a word w ∈ ker(Bn→ M˜n+10 ), is w = id? Geometrically,
this means that the given word is a twist around the boundary of the disk; i.e., a power of
∆, where ∆ is the generator of the center of Bn. We need to know if this power is 0. For
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this let’s take a look at the fundamental domain R and the arc β connecting Pi to a point
in the boundary of the disk as in Fig. 9. We can find the action of w on β . It is natural to
encode the arc β as a measured pi1-train-track with dead-ends.
This goes as in the case of measured pi1-train-tracks, but one has to keep a neighborhood
of the both ends of β fixed while applying each generator. The details are similar to the case
of pi1-train-tracks. In particular, this has complexity O(n|w|2 +n logn|w|). This implies
Theorem 3.4. The word problem in the braid group Bn has complexity O(n|w|2 +
|w|n logn), where |w| is the length of the word w in the Artin generators {σ1, . . . , σn−1}.
Corollary 3.5. Ifw is a word in the Artin generators of Bn of length |w|, with |w|> logn,
one can determine if w = id with complexity O(|w|2n) on a Turing Machine.
Using similar ideas with a standard fundamental domain for the surface Spg with p> 2
incorporating the cases of once-punctured surfaces and braid groups one can similarly
prove:
Theorem 3.6. The word problem in Mpg has complexity O(|w|2(g + p) + |w|(g +
p) log(g+p)), for a word w in a set of “standard” generators of length |w|.
4. The case of a closed surface
Now let’s discuss the case of a closed surface, i.e., when S = S0g = Sg. The basic group
structure of Mg in terms of M1g is given by the short exact sequence (see [1])
1→ pi1(S,∗)→M1g
φ→Mg→ 1.
Here the canonical map φ is defined by just forgetting the puncture.
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Notice that by this exact sequence the generators in (1.2) can be naturally considered as
generators of M0g.
Let’s introduce an artificial puncture on S; i.e., let’s fix a point P on S, and call the
corresponding once-punctured surface SP . Also let R be the standard fundamental domain
for S, having all vertices equivalent to P on S. Suppose a simple closed curve α is given
on the closed surface S, and α does not pass through P . The curve α can be considered
as a curve on the punctured surface SP , and can be given by a cyclic word w = es1 . . . esn
where ei ∈ E(R), as in (1.8). Notice that by isotoping α in S, we might obtain a shorter
cyclic word. We want to discuss here a geometric analog of Dehn’s well-known algorithm
(see [11], e.g.) to get a shortest representative for α. The shortest representative is not
unique, as we will see below.
Represent w by a measured pi1-train-track ν carried precisely on a pi1-train-track τ . Let
m= |E(R)|/2= 2g. If there is no path b = (b1, . . . , bk) of outer branches in τ such that
k >m then we claim that w is a shortest representative for α. Recall that in this case α is
given by a word w = es1 . . . esn in letters in E(R) representing a simple closed curve α0 on
SP . We can assume w does not have back-tracking; i.e., esi 6= e−1si+1 for all i (mod n). If w
is not a shortest representative for α, then there is another wordw′ = es ′1 . . . es ′n′ with n
′ < n
representing a curve α1 in SP which is isotopic to α in S. Take an isotopy αt between α0
and α1 on S. By changing αt a little bit, one can subdivide this isotopy to subintervals in
which, either (i) no part of α is in a small neighborhood of P , or (ii) only one segment of
α is passing through P , and everything else is fixed. Notice that in intervals of type (i) the
word representing the curve in SP does not change since that part of the isotopy can be
looked at as an isotopy of S \ {P } and pi1(S \ {P }) is free. Therefore, one can find a finite
sequence α0 = αt0, αt1, . . . , αt` = α1 which give all the different simple closed curves that
appear on SP . Every element in this sequence is obtained by the previous one by taking
a piece of α and passing it through P . We can assume that αti 6= αtj for i 6= j , otherwise
we can just drop the repeating part of the isotopy. Since by assumption α0 does not have a
path of outer branches b = (b1, . . . , bk) with k >m, we must have T (αt1)> T (αt0), with
equality only in the case in which αt0 has a path b as above with k =m− 1, and the move
is to just push the path to the other side of P (Fig. 10). Notice that Fig. 10 is drawn in the
universal cover of S.
If the sequence αt0, αt1, . . . , αt` only consists of moves which push a path of lengthm−1
across the puncture, then T (α0)= T (α1); i.e., n= n′, which is a contradiction. Otherwise,
let 1 6 j 6 ` be such that T (αt0) = · · · = T (αtj−1) < T (αtj ). If j = ` then n′ > n which
is a contradiction. Since αtj+1 cannot be equal to any of the preceding αti , it is easy to see
that T keeps monotonically increasing on the sequence αt0, αt1, . . . , αt` . This shows that
n′ > n, which is again a contradiction.
Let’s summarize the above arguments in the following theorem. A subword of a word
e1 . . . en is any word of the form eiei+1 . . . ej .
Theorem 4.1. Let R be a standard fundamental domain for the closed surface S = Sg
with 2m edges (m= 2g), with the vertices of R equivalent to a point P on S. Let SP be a
once-punctured surface obtained by fixing P on S. Let α be a simple closed curve on S not
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passing through P , and let w = es1 . . . esn be a cyclic word in letters in E(R) representing
α up to isotopy in S. Then w is a shortest representative if and only if
(1) esi 6= e−1si+1 for all i mod n, and
(2) w does not have a subword of length >m consisting of outer branches.
Moreover, any two shortest length representatives of α are related to each other by pushing
a finite number of identical subwords of length m of the outer branches to the other side
of P .
With the same assumptions on the fundamental domain R, let ν be a measured train-
track carried precisely on a pi1-train-track τ on S. As we know by now from simple
closed curves, the pi1-train-track representative is not unique in S. We want to describe
an algorithm to put ν in a pi1-train-track form which has the smallest T . We call τ a
reduced-length pi1-train-track if it has no path of outer branches of length >m.
Lemma 4.2. If ν = (τ,µ) is a measured pi1-train-track on S, there exists a measured pi1-
train-track ν′ = (τ ′,µ′) which represents ν and it has the smallest possible T .
Proof. Let {cn} be a sequence of simple closed curves on S and λn > 0 be such that
λncn→ ν as n→∞. Put each cn in a reduced form c˜n. By passing to a subsequence we
can assume all the c˜n are carried on a reduced-length pi1-train-track τ ′. Now one can look
at the sequence {[c˜n]} in PMT (SP ). By compactness, this sequence has a convergent
subsequence. Without loss of generality, let’s assume [c˜n] → ν′ ∈ PMT (SP ). Notice
that ν′ is of reduced length since it is carried on τ ′. Using the surjection PMT (SP )→
PMT (S), one gets a corresponding convergent sequence [cn] → ν′ in PMT (S). We
denote the limit point with the same notation since it is given by the same measured pi1-
train-track. This shows that [ν] = ν′, i.e., ν is equivalent to a reduced-length measured
pi1-train-track. Now we have to prove that T (ν′) is minimal among all T (ν′′), where ν′′
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is a measured pi1-train-track representative for ν. Suppose T (ν′′) < T (ν′), for such a ν′′.
Then by definition of the space of measured train-tracks, there is a finite sequence
ν′ = ν1→ ν2→ ·· ·→ νk→·· ·→ νn = ν′′, (4.1)
where each νj is obtained by performing one of the following moves on νj−1:
(i) Split,
(ii) Shift,
(iii) Isotopy without crossing P ,
(iv) Pulling a branch from one side to the other side of P , and
(v) Collapse.
It is easily seen that one can arrange the sequence (4.1) so that ν1, . . . , νk are obtained
by performing the moves of type (i)–(iv), and the rest of νj are obtained only using the
collapse move. Choose a simple closed curve c′ and λ > 0 such that c′ is carried on τ ′,
and it stays ε-close to νi at each step along the sequence ν1→ ·· · → νk , as we perform
the corresponding move on λc′, where ε > 0 is an arbitrary pre-chosen number. Here
ε-close is used in the sense that at each stage, the sum of the differences the measures
in corresponding branches is bounded above by ε. In particular, |T (ν′) − T (λc′)| < ε.
After collapsing to ν′′, we get a (measured) simple closed curve λc′′ which is ε-close
to ν′′. In particular, |T (ν′′) − T (λc′′)| < ε. If we choose 2ε < T (ν′′) − T (ν′), we get
T (λc′′) < T (λc′), which contradicts Theorem 4.1, since c′ is carried on a reduced-length
measured pi1-train-track. This finishes the proof of the lemma. 2
Corollary 4.3. If ν = (τ,µ) is a measured pi1-train-track on the closed surface S carried
on a reduced-length measured pi1-train-track τ , then T (ν) is minimal among T of all other
measured pi1-train-track representatives of ν.
A similar limit argument as in the proof of the lemma shows that:
Corollary 4.4. Any two reduced-length measured pi1 train-track representatives of the
same measured train-track on the closed surface S are related by the following move:
Pulling some measure off a path of outer branches of length m− 1, where |E(R)| = 2m,
to the other side of the puncture P .
Here is an algorithm to put a given measured pi1-train-track in the reduced (shortest)
form. Let’s start with a measured pi1-train-track ν1 = (τ1,µ1) which is not reduced-length.
So there is a unique maximal path b = (b1, . . . , bk) of outer branches in τ1 where k >m.
Let xi = µ(bi) be the measure on each branch bi , i = 1, . . . , k. We have to use a move as
illustrated in Fig. 11 to put τ1 in a position with smaller T . To be able to do that move, we
have to assume xi =min{x1, . . . , xk}.
We claim that, after doing the move finitely many times, we will get a sequence of
measured pi1-train-tracks ν1, . . . , νt where νi = (τi,µi), and τt is of reduced-length. The
reason is that first of all we know that there is a sequence of moves of type (i)–(v) putting
ν1 is reduced form. Now notice that as in the case of simple closed curves, If you make a
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move and increase T , to reduce T later on you have to undo the move. This proves that
there is a sequence to monotonically decrease T , which proves our assertion, since at any
given stage, there is only one way to reduce the T , if the train-track is not already in the
reduced-length position.
The analog of Theorem 1.5 is
Theorem 4.5. Let S = Sg where g > 2, and let R be a standard fundamental domain
for the action of pi1(S,∗) on H2. Then every measured train-track is equivalent to some
measured pi1-train-track ν = (τ,µ) with respect to R having the smallest possible T .
This representative is unique if and only if τ has no path of outer branches of length
|E(R)|/2− 1. Otherwise any representative is obtained from any other representative by
pulling some measure from a path of outer branches of length |E(R)|/2− 1 to the other
side of the puncture.
5. The complexity of the word problem in the mapping class groups of closed
surfaces
Since the pi1-train-track representation is not unique for closed surfaces, the main issue
here is the following problem:
5.1. Problem
Find the complexity of the following computation: Given an integral measured pi1-
train-track ν = (τ,µ) on the standard fundamental domain R for the surface S = Sg with
T (ν)= `, compute a ν′ = (τ ′,µ′) of reduced form such that ν′ is equivalent to ν on S.
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Recall that m = 2g = |E(R)|/2. It is easy to check if ν is not of reduced length with
complexity O(g). One has to check if there is a path of outer branches of length > m.
Therefore suppose ν is not of reduced length, to start with. Let b = (b1, . . . , bn(ν)) be
the unique maximal path of outer branches in τ of length n(ν) > m, and let ψ(ν) =
min{µ(b1), . . . ,µ(bn)}.
We use n(ν) as a measure of complexity. Notice that n(ν)6 |out(τ )| (recall that out(τ )
is the set of outer branches of τ ). We will put ν in the reduced-length form by a sequence of
moves each of which reduces the complexity function n(.). Notice that ν is of reduced form
if n(ν)6 2g− 1. Moreover, it is always possible to reduce ν such that |out(τ )|6 4g− 3,
as we will see below.
Case 1. n(ν) < 4g− 1. Let x = µ(bi)= ψ(ν). We can pull a measure of x to the other
side of the puncture. This may involve changing some inner branches which connect to
the both ends of the path b to outer ones. In particular, this may add a measure of x to
at most two of the branches in b. If none of these branches are bi , then we have reduced
the complexity function, because one can easily see that the added outer branches cannot
extend b from either side. Now let’s consider the case which pulling the measure adds to
bi , so that after the pulling, we still have µ(bi)= x . This subtracts x from all the branches
of b except for bi and possibly another branch bj . By examining the size of the measures
µ(bk), 16 k 6 n(ν), and the ones connecting to the endpoints of b, we can see how many
times this move is possible, and we can do them all at once. After we do that, there is a
k 6= i, j such that µ(βk) has become < x , which means ψ(ν) is now < x . Now pull this
measure across the puncture, and this will reduce the complexity function. This shows that
one can put ν in reduced-length form after O(g) steps. Each step involves O(g) operations
on numbers which are O(T (ν)). Therefore, the complexity of putting ν in reduced-form in
this case is O(g2 logT (ν)). If at the end the final ν satisfies n(ν) = 2g− 1, then one can
easily force |out(τ )|6 4g−3: If n(ν)= 2g−1 and |out(τ )| = 4g−2, by finding the outer
branch with smallest measure and pulling that measure through the puncture in a similar
fashion as above, we get |out(τ )|6 4g− 3.
Case 2. n(ν)= 4g− 1. (Equivalently, |out(τ )| = 4g− 1.) In this case the complexity of
the problem can be much higher, in fact it will be of linear order with respect to T (ν). The
problem is that one can pull a small piece of the curve ν around arbitrarily long and then
hook it up with the puncture. Then to simplify the curve one has to undo that, which has
complexity O(T (ν)). See Fig.12.
5.2. Solution to the word problem
In the solution to the word problem in M0g we have to avoid Case 2 in Section 5.1,
because it will have an effect of making it exponential, since our polynomial algorithms
are all based on the fact that the computations with a curve are of order logN , if the size
of the curve at hand is N .
Here is our strategy for the solution of the word problem in M0g: Let w = h1 · · ·hn be
a word in the basic set of generators of M0g (see (1.2) and the note below it). Similar
to Theorem 2.3, we know that there are 4 measured pi1-train-tracks ν1, . . . , ν4 with
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T (νi) = O(g) on Sg such that if w(νi) = νi for all 1 6 i 6 4 then w = id. (This holds
only for g> 3; in M2 there is a mapping class of order 2 fixing all simple closed curves.)
Put ν(0)i = νi and ν(j+1)i = hn−j (ν(j)i ). Notice that ν(n)i = w(νi). For j = 0, . . . , n, we
compute ν(j)i . After each computation, we put ν
(j)
i in the reduced-length form. What we
would like to show is that, if h is a generator and ν is of reduced length, h(ν) can be put into
reduced-length form with complexity O(logT (ν))with respect to T (ν). For that we have to
again look closely how each of the generators act on a reduced-length measured train-track
ν = (τ,µ). By the above argument in Case 1, it is enough to show that n(h(ν)) < 4g− 1.
Lemma 5.1. Suppose h±1 is one of the generators in (1.2), and ν = (τ,µ) is an integral
measured pi1-train-track on the standard fundamental domain for Sg, g > 2, of reduced
length. Put h(ν)= (τ1,µ1). Then n(τ1) < 4g− 1, or equivalently |out(τ1)|< 4g− 1.
Proof. We will only discuss the cases which h is a generator in (1.2). The cases where h−1
is a generator are done by symmetry.
Case 1. h = Dat . Let ν = (τ,µ) be a reduced-length measured pi1-train-track with
n(ν) 6 2g− 1 and |out(τ )|6 4g− 3 (see the argument in Case 1 in Section 5.1 above).
We claim that n(ν1) < 4g− 1. The proof has many steps.
(i) µ(a−1t , bt )= 0. (No bad curves.) Notice that µ1(a−1t , bt )= 0. If g> 2, at least one
of µ(at+1, bt+1), . . . ,µ(a−1t−1, b
−1
t−1) must be 0, which stays 0 with µ1 instead of µ. This
shows that n(ν1) < 4g− 1. Suppose g = 2 and, say t = 1. Since ν is of reduced length,
one of the values
µ(b−11 , a2),µ(a2, b2),µ(b2, a
−1
2 ),µ(a
−1
2 , b
−1
2 )
must be 0 and stays 0 if we replace µ by µ1. Therefore the estimate n(ν1) < 4g− 1 holds
in this case too.
(ii) µ(a−1t , bt ) 6= 0 but µ(αt , bt ) = 0. Then again µ1(a−1t , bt )= 0 and the argument is
similar to (i).
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(iii) µ(a−1t , bt ) 6= 0 and µ(αt , bt ) 6= 0. In this case out(τ )= out(τ1) unless µ(bt, b−1t ) 6=
0 and µ(a−1t , b−1t ) = 0, in which case out(τ1) = out(τ ) ∪ {(a−1t , b−1t )}. Since n(τ) <
4g− 2, n(τ1) < 4g− 1.
Case 2. h=Dbt . This case is similar to Case 1.
Case 3. h=Dxt .
(i) No bad curves. This means that µ(bt , e) = 0 for e ∈ E(R) \ {a−1t , b−1t , at+1, bt+1,
a−1t+1}. If xt and τ do not intersect, then τ1 = τ , and we are done. If µ(bt, a−1t+1) 6= 0, then xt
and τ intersect only when µ(a−1t+1, e) 6= 0 for some e ∈E \ {bt , a−1t , b−1t , at+1, bt+1, a−1t+1}.
In that case, out(τ1) = out(τ ) ∪ {(b−1t , at+1)}, therefore |out(τ1)| 6 4g − 2. So suppose
µ(bt, a
−1
t+1) = 0 as well. Applying h may create new outer branches only of one of the
following types:(
bt , a
−1
t
)
,
(
b−1t , at+1
)
,
(
a−1t+1, b
−1
t+1
)
.
Since µ(at, bt )= 0, we have µ1(at , bt )= 0. If any of µ(a−1t , b−1t ),µ(at+1, bt+1),µ(bt+1,
a−1t+1) are 0, then they will be 0 with µ1 instead of µ and we are done. So let’s assume they
are all non-zero. Let’s look at the case g > 4, since the argument is easiest in this case.
Because τ is of reduced-length, one of the outer branches which does not intersect any of
the simple closed curves xt , at , bt , at+1, bt+1 must have zero measure, and this is going to
stay zero in µ1. This gives n(τ1) < 4g−1. Now lets look at the case g= 3, and without loss
of generality assume t = 1. If µ(a−12 , b−12 ) 6= 0, then again one of the same type of outer
branches must have 0 measure, and again we are done. Therefore assume µ(a−12 , b
−1
2 )= 0.
The assumptions force
out(τ )=E(R) \ {(a1, b1), (b−11 , a2), (a−12 , b−12 )},
but this is not a reduced-length train-track. This takes care of the case g= 3. Now look at
the case g= 2. Similar to the case of g= 3, it follows that µ(a1, b−12 )= µ1(a1, b−12 )= 0,
and we are done.
(ii) There are bad curves but µ(at , bt) = 0. The existence of bad curves means that
µ(bt, e) 6= 0 for some e ∈ E(R) \ {a−1t , b−1t , at+1, bt+1, a−1t+1}. In this case the train-track
obtained by pushing the bad curves across ∂R is collapsible to τ1. Notice that (at , bt ) /∈
out(τ1) and out(τ1) \ out(τ ) may only contain (b−1t , at+1), (at+1, bt+1), (a−1t+1, b−1t+1).
Therefore as in (i), if g > 4 we are done. If g = 2 or 3 and say t = 1, then one of the
branches in
E(R) \ {(a1, b1), (b−11 , a2), (a2, b2), (a−12 , b−12 )}
must be missed by out(τ ) (since τ is of reduced-length) and it will be missed by out(τ1) as
well.
(iii) There are bad curves and µ(at, bt ) 6= 0. In this case after pushing the bad curves,
we still have to push some “bad pairs” which come out near the edge a−1t+1. In this case
out(τ1) \ out(τ )⊆
{
(b−1t , a
−1
t+1)
}
.
Since |out(τ )|6 4g− 3, |out(τ1)|6 4g− 2 and we are done. 2
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Theorem 5.2. The complexity of the word problem in M0g is O(|w|2g2 + |w|g2 logg),
where |w| is the word length in the set of generators (1.2). In particular, for |w|> logg,
the word problem has complexity O(|w|2g2).
Proof. Since the word problem in M2 is quadratic in the word length, we need to prove the
theorem for g> 3. (This is because there are mapping classes in M2 which fix all simple
closed curves but are not the identity element, so our methods purely do not solve the
word problem.) Put the analog of each νi , i = 1, . . . ,4, given in Theorem 2.3 in a reduced-
length form. This takes O(g) since T (νi)= O(g). Given the word w = h1 · · ·h|w|, apply
each generator on the νi , i = 1, . . . ,4. After each application put the resulting measured
train-track in a reduced-length form. This takes O(g2 log(size)). But the size grows by at
most a factor of 3, therefore the total complexity is
O
(
g2 log(g)+ g2 log(3g)+ · · · + g2 log(3|w|−1g))
which is O(|w|2g2 + |w|g2 logg). 2
Appendix A. Turing Machine and computational complexity
A Turing Machine (see [4] or [20], for example) is a hypothetical machine consisting
of an infinitely long tape, a read/write head connected to a control mechanism. The tape is
divided into infinitely many cells, each of which contains a symbol from a finite alphabet
(the alphabet contains a special symbol for blank cell). The cells are scanned one at a time
using the read/write head, which can write a new symbol on the cell just read, move in
either direction or not move at all. At any given time, the machine is in one of the finitely
many internal states. The behavior of the machine and a possible change of state depends
on the current state, and the symbol read from the tape.
Formally, let X ⊂ Y be finite alphabets. A Turing Machine is a quadruple (Q, δ, q0, qF )
where Q is a finite set of states, δ is a function defined on a subset of Q × Y to
Q × Y × {L,R,0} which is the state transition function, q0 ∈ Q is the start state, and
qF ∈Q is the halt state. The symbols L,R,0 should be interpreted as moving the head to
the left, right, or no move at all, respectively. The set X is the input alphabet.
Intuitively, any problem which is solvable by a finite instruction set is solvable by a
Turing Machine (see Church’s Thesis say in [4]). Therefore, we only describe a “program”
for our solutions.
To define the complexity of an algorithm, there is not a unique way. We have chosen
the complexity to be the number of steps the Turing Machine takes to come up with the
answer.
To compute an upper bound for the complexity of a problem, we add up the number of
steps needed for each sub-problem. They are all computed according to the following idea:
To input a number of size N into the machine takes logN steps. The reason is one can
write it in base 2, with O(log2N) digits. Also, to add two numbers of size6N takes logN
steps as well. Now one can devise a Turing machine to add the numbers in O(logN) steps
which we leave as an exercise.
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From a theoretical point of view this definition (or any equivalent one with respect
to complexity) seems appropriate since a Turing Machine is in a sense the most basic
computer. In a Random Access Memory machine (say a typical PC), one assumes that it
takes a constant time to add any two numbers. This assumption seems reasonable only
when using machine-size numbers.
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