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卷积神经网络模型在儿科疾病预测中的应用
李小整①  王华珍＊  熊英杰①  曾宇晨①  何霆①  吴谨准②  陈坚③
摘  要  目的：针对儿童看病需求量大导致的儿科诊疗服务效率和准确率偏低等问题，利用自然语言处理和深度学习技
术，从儿科历史病历数据中自动“学习”专家医生诊断模式，形成智能辅助诊断模型，从而对新的儿科病历数据输出疾病
诊断决策。结果：基于深度卷积神经网络的七分类疾病智能诊断模型的正确率为84.26%，F1-score为84.33%，基本达到可
投入实际应用的级别。结论：智能诊断决策作为预诊信息提供给医生进行确诊参考，对提升医生诊断速度效果明显。
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Abstract  Objective: To solve the inferior efficiency and accuracy of pediatric diagnosis because of the large demand for children's 
medical treatment, by natural language processing and deep learning technology to automatically "learn" the expert doctor diagnosis 
mode based on pediatric historical medical record data, and then establishes an intelligent auxiliary diagnosis model. The model can 
provide disease diagnosis decisions for new pediatric medical record. Results: The accuracy of intelligent diagnosis model based on 
deep convolutional neural network with respect to seven-classification application is 84.26% and F1-score is 84.33%, which initially 
achieves the practical level. Conclusion: The intelligent diagnosis decision serves as pre-diagnosis and can offer to the doctor for 
reference, which can greatly improve the speed of clinical diagnosis.
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电子病历记录（Electronic Medical Records，EMRs）作为一种医疗信息化手段，储存了海量的医疗事实数据，是不
可多得的医学资源。如何从海量的数据中提取有用的知识，影响了EHR研究的发展[1]。实践中医生通过病人的主诉、现病
史、既往史、家族史、相关检查等病历信息对患者进行疾病确诊。但医生的诊断准确性往往取决于个体医学知识和临床经
验，特别是低阶医生和偏远地区医生的诊断准确性较低。因此，若能够借助大量的专家电子病历记录进行机器学习，获得
病历到疾病的映射关系，构建智能辅助诊断模型，以辅助普通医生的临床决策，提高医疗水平，显得十分重要和有现实意
义。当前大部分学者都只针对某一特定疾病对电子病历数据进行数据挖掘，采用的方法也基本属于传统的机器学习的方
法，如SVM、KNN、DT等，其应用价值和和临床效果有待提高[2-5]。
儿科诊疗对象是儿童，年龄周期跨度大，身体体质特征差异明显，同时儿科也是医疗垂直领域下的大综合平台，培养
出一个合格的儿科医师周期长达十余年。儿童看病需求量大导致儿科诊疗服务效率和准确率偏低。针对儿科电子病历数据
病种覆盖面广（类别数量多）、数据分布极端不平衡、诊断机理复杂等缺陷，采用深度卷积神经网络模仿儿科专家医生的
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诊疗过程进行建模，构建儿科智能辅
助诊断系统。研究内容包括基于儿科
电子病历的EMRs分词、EMRs词向量
表达、EMRs诊断模型训练，并与电子
病历常用的智能诊断研究进行比较。 
1   资料与方法 
1.1 资料来源 研究的电子病历数据来
源厦门大学附属第一医院儿科门诊电
子病历系统。课题收集了145 712份
有效病历样本，其中包含63种儿科疾
病。每份电子病历文本包含年龄、性
别、目前病情状态、主诉、现病史、
既往史、家族史、体格检查和医生初
步诊断（即疾病类型）。鉴于数据集
中“急性上呼吸道感染”的样本数占
总数50%以上，为了减轻数据集不平
衡分布对模型预诊的影响，实验依次
尝试选取样本量排名靠前且差异度较
大的前8种疾病和样本量排名前32种
疾病，以及去掉“急性上呼吸道感染”
留下的7种疾病来构建实验样本集。因
此，将对7类、8类、32类以及63种疾病
共四种儿科EMRs分类问题分别进行研
究，以探索CNNs模型对儿科门诊智能
预诊的普适性。4种儿科EMRs分类问题
实验数据集的分布特性如表1所示。
表1 四种儿科EMRs分类问题实验数据集的分布特性
 
1.2 分析方法 利用自然语言处理和深
度学习技术从儿科历史病历数据中自
动“学习”专家医生诊断模式。选用
卷积神经网络（Convolutional Neural 
Networks，CNN）来构建智能辅助
诊断模型，从而对新的儿科病历数据
输出疾病诊断决策。模型构建包括分
词、词向量表达、模型训练三个主要
步骤，详细设计流程如图1所示。首
先，从医院中文电子病历库抽取训练语
料，然后基于此语料构建一个医学分词
词典，作为分词的外部知识库。之后对
语料进行词向量表达，并用10折交叉验
证对构建的CNN模型进行评估。
 
               图1 实验架构设计流程图
1.2.1 语料预处理 中文医学语料需要通
过分词把文本切分成最小的、独立表
达语义的词。分词词典的完备性与准
确性将在很大程度上决定了分词的性
能[6-7]。利用已获取的电子病历构建了
一份基于儿科的医学词典，并将其作
为专家知识库在分词时加以调用，以
提高分词准确性。
1.2.2 词向量表达 分词后的每个词语
需要转化为机器学习能使用的词向
量，该向量的相似度可以反映出词语
语义上的相似度[8]。采用word2vec
的CBOW模型进行词向量表达，以
7 分 类 为 例 ， 每 个 词 嵌 入 到 5 0 维 向
量空间中。其中“咳嗽”词向量表
示为 [-3.982, -0.670, -1.754,…, 
3.048]50，为进一步说明word2vec词向
量的有效性，其他词与“咳嗽”的向
量距离计算如表2所示。
              表2 词向量的语义相似度
1.2.3 模型设计 CNN算法框架是一个
多层的神经网络，包括嵌入层、卷积
层、池化层、全连接层四个部分[9]。 
CNN通过输入层的卷积计算，每块局
部的输入区域连接一个输出神经元。
运用不同卷积计算可以形成多通道输
出。进而通过池化层采样，最后汇总
输出结果。CNN能够进行样本特征的
自动、多层次和多角度提取，具有良
好的建模能力[10-11]。针对嵌入层的维
度，卷积层和池化层的个数，卷积核
的大小和数量等框架组成进行设计，
同时对模型的参数，如池化方法，激
活函数，优化方式，批样本量等，进
行调优。文本以7分类问题采用网格搜
索的方式，获得了最优性能的参数配
置，并用于其他多分类数据集中。实
验中采用的卷积神经网络结构主要由
一个词嵌入层，两个卷积层和两个池
化层构成，四个数据集的词向量维度
依次设置为50，80，100，100，卷积
核窗口的大小分别设为5×5和3×3，
卷积核的个数为128和64，池化层采用
的是 max-pooling 方法，dropout值为
0.5，激活函数是relu，mini-batch值
为95，并采用Adamax更新规则。所有
实验都是使用Python 3.5的Python包
进行的。
1.2.4 模型评价 基于十折交叉验证，对
每一个数据集均采用三个指标，即准
确率、精确率和F1-score，来衡量算
法的性能。
2   结果
表3展示四种分类问题的模型性能
指标。从表3可以看出： 7分类CNN模
型的准确率、精确率和F1-score都高
于84%，达到一个较优的性能，这一
结果表明CNN对中文EMRs分类的有
效性；7分类CNN模型是四种分类应用
表现最好的模型。
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对7类、8类、32类以及63种疾病
共四种儿科EMRs分类问题分别进行研
究，以探索CNNs模型对儿科门诊智能
预诊的普适性。7分类CNN模型在四种
分类应用中表现最好，原因在于，其
他三种数据集的样本表现出极端的类
分布不平衡，有些类别没有足够的样
本进行训练。
基于卷积神经网络的儿科智能诊
断模型准确率最高达到84.26%，F1-
score达到84.33%，进一步说明利用
CNN实现中文电子病历的智能预诊具
有现实意义，基本能够达到医学可用
的水平。
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（上接第07页）现信息录入，医生需要
一定的培训和熟悉过程。
5.2 语音识别准确率的问题 作为西南
地区顶尖的三甲医院，来院的病人多，
医院的工作环境复杂，医生的口音多样
等问题更加突出，如何排除外界的干
扰，更准确地识别出专业的医学术语，
也是这个项目面临的重要挑战之一。
5.3 移动医疗新环境的问题 目前移动
医护、移动查房越来越普及，而移动
端设备普遍存在屏幕小的问题，如何
解决在移动端小屏幕上的文本输入、
文本识别也是目前亟待解决的问题。
5.4 医疗信息化系统不统一 医院的信
息系统种类繁多、涉及的厂商繁多，
如何协调相关系统的对接也是目前存
在的巨大问题。
5.5 医院数据亟待优化 由于医院原有
数据的标签不统一及不规范，导致部
分信息无法通过语音描述获得。如何
优化医院数据质量，保证数据准确获
得也是需要解决的难题。
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