The issues of routing and of scheduling the activation of links in packet radio networks are highly interdependent. In this paper, we consider a form of the problem of routing for the minimization of congestion as a step toward the study of the joint routing-scheduling problem. We formulate this as a combinatorialoptimization problem, and we use Hopfield neural networks (NN) for its solution.
INTRODUCTION
Although the issues of routing and scheduling in multihop packet radio networks are highly interdependent, few studies have addressed them jointly. In this paper, we address the problem of routing for the minimization of congestion as a first step toward the solution of the joint routingscheduling problem. We pose this as a combinatorial-optimization problem, and we demonstrate the ability of Hopfield neural network (NN) models to provide good solutions for it.
We assume the use of a contention-free form of channel access, which is alternately known as "link activation" or "scheduling" [1, 2, 3] . Under this channel-access mechanism, the nodes are assigned non-interfering, periodically recurring, fixed-length time slots in which to transmit their packets. The objective is the determination of schedules of minimum length that satisfy the specified communication requirements. In generating these transmission schedules, it is possible to take advantage of the spatial separation of the nodes, thus permitting two nodes separated by a sufficiently large distance to transmit simultaneously. Depending on the form of the signals, several variants of the conflict-free requirement are possible. For example, in spread-spectrum code-division multiple-access (CDMA) systems, it is possible for several nodes in the same vicinity to transmit simultaneously, provided that they use different frequency-hopping patterns.
In this paper we consider only the case of orthogonal CDMA codes. Thus, the interference-free schedule requires only that "primary" conflicts be avoided, i.e., links that share a common node cannot be activated simultaneously.
The recognition of the importance of the coupling between routing and scheduling is relatively recent. In fact, the problem of best-schedule determination alone (without considering the effect of routing) was only recently studied by a number of authors [4, 5] , and it was determined that, in almost all of its forms, it is a combinatorial-optimization problem of high complexity (NP-complete 1 ). It has been referred to as the pure scheduling problem. For more details on the complexity of other forms of the pure scheduling problem, see [6] .
In Section 2 we discuss routing and scheduling problems and some of the interrelationships between them. We define network congestion, and show how its minimization relates to the generation of schedules of minimum length. In Section 3 we discuss the use of Hopfield NN models in combinatorial-optimization problems, and we present our NN model for the solution of the routing problem. In Section 4 we discuss the simulation procedure we have developed for the NN models as well as the performance results that have been obtained. Finally, in Section 5 we present concluding remarks that relate to variations of our model and to the application of our model to the joint routing-scheduling problem.
ROUTING AND SCHEDULING PROBLEMS
As a result of the difficulty of the joint routing-scheduling problem, we have found it necessary to study these two problems separately. However, rather than treat them totally independently, our approach to the routing problem is based on a performance measure that reflects the need to produce link-activation schedules of minimum length that satisfy the specified set of communication requirements.
Link-Activation Scheduling
The objective of the pure scheduling problem is to find a link-activation schedule with minimum length such that the specified flows can be accommodated in the network. A solution to this problem was provided by Hajek and Sasaki [5] , and further studied by Tassiulas and Ephremides [7] . The solution in [5] is not practical and has only academic value (although it is crucially important to the subsequent development of the joint routing-scheduling problem, and can yield the optimum value of the schedule length for use as a benchmark for comparisons to other solutions). Because of the complexity of this problem, heuristics are generally used to produce suboptimal link-activation schedules.
An alternate heuristic approach to the link-activation problem is the use of a Hopfield NN to generate good, although not necessarily optimal, communication schedules [8, 9] . The Hopfield NN approach has been used for the solution of a variety of diverse combinatorial-optimization problems since it was first used by Hopfield and Tank [10] for the solution of the traveling salesman problem. Two problems that fall in this category are the problems of graph coloring and of finding matching sets of nodes (or links) in a graph. Some forms of the pure scheduling problem are equivalent to these well-known and extensively studied problems. With the Hopfield NN approach, the scheduling problem is transformed into a graph-coloring problem, with the objective being the determination of a coloring of the graph that requires the minimum number of colors, where each color corresponds to a time slot. A Hopfield NN is then designed to solve the corresponding coloring problem. As a result of the successful application of this method to the scheduling problem, we decided to extend it to the joint routing-scheduling problem as well. Our approach fits well into the currently widening interest of the research community in the application of NN methods to communication and control problems (see e.g., [11] and [12] ). We note that a NN approach for a different version of the routing problem is discussed in [13] .
The Joint Routing-Scheduling Problem
Like the pure scheduling problem, the joint routing-scheduling problem can also be posed as a combinatorial-optimization problem. The objective is now to coordinate the choice of routes and schedules so that communication requirements are satisfied in the minimum number of time slots. Because of the size of the NN needed for the joint routing-scheduling problem, we have found it advantageous to consider separately the routing and scheduling components before implementing a NN to solve the entire problem. Although these problems are not independent, addressing them separately is expected to provide reasonably good performance and to provide insight into the design of the NN for the combined problem. Toward this end we have implemented a NN that chooses routes based on the criterion of minimizing congestion. The routes chosen by such a NN may then be used in conjunction with a NN that schedules packets over these routes. Ultimately, we hope to be able to design a NN for the complete problem. For simplicity, we first consider a network in which equal traffic of one packet per frame is specified between each SD pair. The assumption that paths are predefined corresponds to the prespecification of virtual circuits that may be activated as needed by the appropriate SD pairs. We assume the use of a time-slotted system with fixed-length packets and orthogonal CDMA signaling. A single transceiver is available at each node. 2 The performance measure chosen for the routing problem reflects the objectives associated with the related scheduling problem. Before stating our choice, we discuss the issue of separability. There do exist versions of the joint routing-scheduling problem that are separable, i.e., for which optimal solutions may be determined by addressing routing and scheduling separately. For example, Hajek and Sasaki [5] have shown that, for the case of continuous traffic and for a certain class of networks, 3 the selection of paths that minimize the maximum nodal degree 4 in the network permits the generation of schedules of minimum length. This result suggests that minimization of the maximum nodal degree would also provide good (although not necessarily optimal) performance in slotted networks with fixed-length packets, which is the problem we address in this paper.
Definition of the Routing Problem Studied in this Paper
The minimization of the maximum nodal degree in a network with discrete packet flow is a difficult combinatorial problem for which no known polynomial solution exists. Thus a heuristic is needed to determine suboptimal solutions. A reasonable approach might be the development of a Hopfield NN model to solve this problem directly. However, this performance index cannot be put in the form of the Lyapunov energy function used in Hopfield NNs (see Section 3.2).
Therefore, we have found it necessary to define a performance index that not only reflects the design goals of our problem, but that also is consistent with the Hopfield NN structure. This index, which we refer to as "congestion energy," is given by
where P ij = the j th path between SD pair i, P ij ∩P kl = the number of nodes shared by paths P ij and P kl , V ij = 1 if path P ij is chosen 0 if path P ij is not chosen N p (i) = the number of candidate paths defined between SD pair i.
Our objective is to minimize E b , subject to the constraint that exactly one path is chosen for each SD pair (i.e., V ij = 1 for one value of j for each value of i). In this case, the congestion energy corresponds to the sum of the number of common nodes of all selected paths (one for each SD pair), taken on a pairwise basis. For example, Fig. 1 shows a very simple six-node network with two paths between each of two SD pairs. The routing problem is the selection of either path P 11 or P 12 to connect S1 to D1 and either P 21 or P 22 to connect S2 to D2. The admissible solution given by the selection of paths P 11 and P 22 has a congestion energy of E b = 1 because these paths have a single common node, i.e., node 6. In Section 3.3 we show how this performance index fits naturally into the framework of a Hopfield NN model. Note that this congestion-minimization performance index does not address the usual routing criterion of minimizing queueing delay. This different emphasis is motivated by the ultimate goal of generating a minimum-length link-activation schedule, rather than the usual minimization of delay due to queueing, which is commonly assumed in routing studies. Problems similar to ours, but in which queueing delay is the performance measure, have been studied by Yee and Lin [15] and Gavish and Neuman [16] . In both of these papers Lagrangean relaxation methods are used to optimize performance.
A HOPFIELD NETWORK TO MINIMIZE CONGESTION
In this section, we present a Hopfield NN model for the selection of paths between several source-destination (SD) pairs in a packet radio network. After providing a brief description of the Hopfield NN methodology, we present the basic energy function and equations of motion that we have developed for the NN model of this problem. A complete discussion of our model is presented in an NRL Report [9] .
Hopfield Neural Networks
A Hopfield NN consists of a large number of processing elements (or neurons) that behave like simple analog amplifiers, and which are densely interconnected in a manner that permits highly parallel and fault-tolerant computation. The use of high-gain processing elements encourages the neurons' output voltages (which define their states) to approach binary values as the network evolves toward a stable equilibrium state with (local) minimum "energy." Thus each neuron can be used to represent a binary variable in the system that is being modeled by the NN. The connection between neurons i and j is described by a connection weight of T ij , which is positive if the connection is excitatory and negative if it is inhibitory. The appropriate choice of connection weights permits the mapping of the NN state to a solution of the specified optimization problem.
The neuron input-output relation typically has the sigmoidal form
as shown in Fig. 2 . Here, V i is the output voltage of neuron i, u i is the input voltage to neuron i, and u o is a parameter that characterizes the slope of the nonlinearity. A key feature of these networks is the analog nature of these processing elements, which permits the embedding of discrete problems in a continuous solution space. Permitting the search for an optimal solution to proceed through the interior of a continuous region yields better solutions than are possible with strictly digital processing elements [10] .
An analog hardware implementation of a Hopfield NN will normally converge to its final state rapidly (often within a few RC time constants), thus providing an extremely fast solution to a complex optimization problem. In our studies (as in most studies of this technique) we have simulated the system dynamics in software. Although such software solutions are extremely time consuming, they verify the soundness of the use of the Hopfield NN approach for optimization problems of this type and suggest that hardware implementations may be worthwhile. 
The Path-Neuron Model
In our NN model, one neuron is defined for each path between every SD pair. 5 For example, Fig. 3 shows the path-neuron model for the simple network shown in Fig. 1 . A double index is used to specify the neurons, i.e., neuron ij represents the j th path between SD pair i. In practice, since analog neurons are used, an admissible solution will have one neuron per SD pair with an output voltage value close to 1, while the others will be close to 0. The NN evolves from some initial state to a final equilibrium state that represents a local (but not necessarily global) minimum of the Lyapunov energy function, which may be written in terms of the connection weights, bias currents, and neuron output voltages as follows [10] :
System evolution follows a trajectory of monotonically decreasing energy E total . In Eq. (3), T ij,kl is the strength of the connection between neurons ij and kl, I ij is the bias current applied to neuron ij, and N p (i) is the number of paths between SD pair i. In our model, the connection weights are symmetric (i.e., T ij,kl = T kl,ij ); thus, in Fig. 3 it is sufficient to show a single connection weight to represent the interaction between each pair of neurons. This symmetry guarantees convergence to a stable state [10] . The total number of neurons, N, is given by N = N p i ∑i=1
Nsd
. Thus an N x N connectivity matrix T can be defined, whose elements are the connection weights T ij,kl . In our problem, the strengths of these connections are chosen to discourage the sharing of nodes by many paths (i.e., limit congestion), while encouraging the correct number of path activations (i.e., exactly one neuron turned on per SD pair).
Congestion Energy
The class of objective functions that can be modeled by means of Hopfield NNs is normally limited to those that can be expressed in the form of Eq. (3). This class includes weighted sums of the products of pairs of neuron output voltages as well as output voltages taken individually. In the discussion of E b in Section 2.3, it was implicitly assumed that the congestion energy of a network in an admissible state is being evaluated, i.e., that exactly one path is activated for each SD pair (one of the V ij 's is equal to 1 for each i and the rest are equal to 0). However, before convergence is reached, the V ij 's take on values in the continuum [0,1], and the expression for congestion energy defined by Eq. (1) is applicable to the analog system as well.
The goal is to minimize E b , subject to several constraints. This constrained optimization problem can be converted to an unconstrained one by incorporating the constraints into the objective function through the use of Lagrange multipliers. The energy function for the minimization of congestion then assumes the following form:
The most critical issue in the design and simulation of a Hopfield NN model is the choice of the coefficients λ c used in the connection weights. Actually, any values for the λ c 's would result in a valid expression for E total . However, different coefficient values result in different trajectories through the interior of the hypercube and, hence, in different solutions to the problem.
In most studies of Hopfield NNs, the values of the λ c 's have been assumed to be constants, whose best values are typically determined by trial-and-error in software simulations.
In Section 4.6 we exploit the full power of the Lagrange multiplier method by permitting the λ c 's to evolve along with the system state. The last term of Eq. (4) represents the impact of additional bias currents, which in our problem formulation are applied equally to all neurons to help with the satisfaction of system constraints. The coefficients b, λ c , and I are all positive.
Connection weights and bias currents are determined by transforming the problem-specific form of the energy function of Eq. (4) into the generic form given in Eq. (3). This problem formulation is quite similar to the one developed by Hopfield and Tank for the traveling salesman problem [10] . Implementation of the system parameters defined in this manner results in a NN that follows a trajectory over which the energy function E total decreases monotonically until a local minimum is found. We have observed, as have other studies of Hopfield NN models, that such equilibrium points often correspond to low-energy values of the desired objective function E b as well.
Incorporation of Constraints into the Energy Function
The problem constraints and the corresponding terms in the energy equation (which must each be equal to zero when the constraints are satisfied) are summarized below.
1. Activate (select) no more than one path per SD pair:
2. Activate a total of exactly N sd paths in the network:
3. Activate exactly one path per SD pair: 6
Since the neurons are analog devices, whose output voltages take on values in the continuum between 0 and 1, these constraints cannot be satisfied simultaneously until, and unless, a state is reached in which all output voltages take on binary values. It is possible for constraints 2 and 3 to be satisfied by a state in which more than N sd neurons are partially active (i.e., have output values less than 1). This is why constraint 1 is needed to discourage the (even partial) activation of more than one neuron per SD pair. Thus, although the system evolves through the continuum inside an N-dimensional hypercube, the incorporation of these constraints into the energy function encourages the system to evolve to admissible states, which are binary states in which the constraints are satisfied.
Determination of Connection Weights and Bias Currents
Substitution of the expressions for E b and the E c 's into Eq. (4) yields: 6 Although this constraint would appear to be redundant (because satisfaction of the first two constraints would guarantee that it is satisfied as well), its inclusion in the energy equation is helpful in achieving convergence to admissible solutions. The use of such seemingly redundant constraints is common in Hopfield network models.
Comparison of the quadratic terms of Eq. (5) with the generic form given in Eq. (3) yields
where δ ik (which equals 1 if i = k and 0 otherwise) is the Kronecker delta symbol.
Similarly, the coefficients of the linear terms, which involve the V ij 's one at a time, correspond to the bias currents. Thus I ij is the sum of the coefficients that multiply V ij . We have observed in our simulation studies that an insufficient number of neurons are typically activated, a problem that can be mitigated by increasing the bias currents. We have incorporated the additional bias current into constraint 2, which may now be expressed as follows:
Setting the parameter α to a value greater than 1 provides the additional excitation bias. A typical value that we have used is α = 1.5, which is equal to the one used by Hopfield and Tank [10] in their solution of the traveling salesman problem. Incorporation of the additional bias currents in this manner permits us to set I = 0 in Eq. (4). The resulting expression for bias currents is:
Equations of Motion
As the system evolves from an initial state, it follows a trajectory over which E total decreases monotonically. The evolution of the input voltage at each neuron is characterized by the equation
where τ = RC (which may be set equal to 1 without loss of generality) is the time constant of the RC circuit connected to the neuron. As the system evolves from an initial state, the energy function decreases monotonically until equilibrium at a (local) minimum is reached, at which point the above expression equals zero. Since only a local minimum can be guaranteed, the final state depends on the initial state at which the system evolution is started. The equations of motion may be expressed in iterative form as follows:
A number of issues arise when these equations are simulated in software. The most apparent is the need to choose the coefficients in the weight matrix, i.e., b and the λ c 's. Also important are the bias current parameter α. Somewhat more subtle is the impact of the step size ∆t to find values that work well together. These issues are discussed in more detail in [9] .
PERFORMANCE EVALUATION
In this section, we discuss the major issues associated with the simulation of our NN models, and we demonstrate the ability of this approach to find good sets of routes in large, heavily congested networks.
The Simulation
The NN model described in Section 3 was simulated using a program written in C++, which was run on Sun-3 and Sun-4 workstations. The initial input voltage to each neuron ij is set so that the output voltage is equal to the inverse of the number of paths associated with SD pair i.
A small perturbation is then added to the initial input voltage of each neuron; addition of this perturbation avoids the undesirable condition of a totally symmetric initial state [10] . The perturbation quantity is a random deviate drawn from a uniform distribution on
and is different for each neuron. For a particular set of parameter values, the NN was typically run from 100 different initial states (random number generator seeds). The equations of motion are iterated, allowing the NN to "relax" to a minimal energy state. It is important to note that system evolution is deterministic. The only randomness in the model is that which is associated with the choice of the initial state. 7 Since the system evolution follows a trajectory of monotonically decreasing energy, the initial condition determines which portion of the solution space is actually searched, and thus which final state is reached.
The iteration is terminated when all neuron output voltages are within some specified value ε of the output voltage limits 0 and 1 (event of convergence) or when a "time-out" is reached (event of no convergence by a specified number of iterations). If convergence is achieved, those neurons that have output voltages within ε of 1 are declared to be "on," which means that their corresponding paths are activated. The remaining neurons (which must have output voltages within ε of 0) are declared to be "off," and their corresponding paths are not used. A convergence is admissible if the constraints are satisfied, i.e., if exactly one path is activated for every SD pair.
Algorithm for the Determination of Path Sets
The paths for each SD pair were generated via an algorithm that finds highly node-disjoint paths. This algorithm is based on the repeated application of Dijkstra's shortest-path algorithm [17] as follows:
For each SD pair i, DO { Assign each node a weight of 1.
Repeat iterations times:
{ Use Dijkstra's shortest-path algorithm to select a minimum-weight path between SD pair i, where the weight of a path is the sum of the weights of the nodes in the path.
Increase the weights of the nodes in the selected path by N nodes , the number of nodes in the network.
If the selected path is redundant, 8 then discard it; else, list it. } } Thus, the first path selected is a shortest-hop path, and all subsequent paths share the minimum possible number of nodes with previously chosen paths. In our examples, we have used iterations = 100. Because duplicate paths are discarded, the number of paths actually found may vary for each SD pair. The rationale for the selection of highly node-disjoint paths is that their use tends to provide a large number of options for spreading the traffic among the network's nodes, without requiring the study of all paths between every SD pair. Clearly, there is no guarantee that all paths necessary for minimum-congestion solutions will be found, even for arbitrarily large values of iterations. Also, our algorithm does not guarantee that a maximally node-disjoint set of paths is found. 9 However, our experience has shown that this approach provides an effective heuristic for the determination of a good set of candidate paths, as is discussed in Section 4.5.
A Binary Instantaneous State Description
A special feature of our problem is that exactly one path (neuron) must be selected for each SD pair. This property can be exploited by declaring the neuron with the largest output voltage in each SD pair to be on, regardless of its actual output voltage. 10 Thus, at any time in the NN evolution, an admissible solution may be obtained from the analog system state by picking a binary state in this manner. We refer to this state as the "instantaneous" state of the system.
Observation of the evolution of these instantaneously admissible solutions revealed that the final state is usually reached relatively early in the simulation. Typically, many more iterations are then required for all neurons to reach values within ε of their binary values, and thereby allow termination based on the criterion specified earlier. This observation permits the simulation to be stopped when the set of chosen neurons does not change for a sufficient number of iterations (typically several hundred). Our experiments using Lagrange multipliers that evolve along with the system state (to be discussed in Section 4.6) have confirmed that, although the output voltage of a selected neuron may be significantly less than 0.5 when this criterion is satisfied, continued iteration beyond this point will eventually lead to a network in which that voltage approaches 1 very closely. Note that the use of the instantaneous state description guarantees that every NN solution is admissible.
Exhaustive Search as a Means to Assess System Performance
Since we do not possess an algorithm that guarantees the discovery of solutions with minimum congestion, the only way to determine whether a solution generated by the NN is, in fact, a minimum-congestion solution (or even a good solution) is to perform an exhaustive search over the entire binary solution space. Such an exhaustive search is possible only for relatively small problems. For example, it is possible for the first 24-node network example we have studied (discussed in Section 4.5), which has approximately two million different admissible solutions, but clearly not practical for the 100-node network (discussed in Section 4.8), which has approximately 5 x 10 35 different solutions.
A Shortest-Path Heuristic
Since it is generally not possible to determine the minimum possible value of congestion, it is difficult to assess the quality of the NN solutions. Thus we have also considered a "shortestpath" heuristic. The quality of the NN solutions can then be compared to those produced by this scheme. The shortest-path heuristic is simply an exhaustive search that includes only those paths (from the set of prespecified paths) between each SD pair that are of shortest length. For example, if a particular SD pair is connected by three paths of length 5, two paths of length 6, and two paths of length 7, only the paths of length 5 are included in the search. Although the use of only shortest paths does not guarantee optimal solutions, our studies have shown that the shortest-path heuristic performs reasonably well in many examples where a comparison with the exhaustive search is possible.
An Example 24-Node Network
The first network of significant size that we studied in detail was the 24-node network shown in Fig. 4 . This network has a diameter of 6, mean path length (i.e., the expected distance between an arbitrarily selected pair of nodes) of 3.1 hops, and a mean nodal degree of 3.8 (assuming unit flow on each link). A set of ten SD pairs that require the use of multihop paths was selected from this network. The SD pairs are enumerated in Table 1 . There are 62 nonredundant paths between these SD pairs, from which 16,329,600 different admissible solutions can be obtained. An exhaustive search of these solutions found that there are 48 different optimal solutions, 11 which all have congestion energy E b = 45. The use of the modified-Dijkstra's algorithm with 100 iterations for each SD pair, as discussed in Section 4.2, produced a total of 51 paths between the ten SD pairs; the set of paths selected for SD pair 7 is shown in Fig. 4 . A total of 1,990,656 different admissible solutions are possible for this example. An exhaustive search of these solutions also found all 48 different optimal solutions. Thus, for this example, the use of the modified-Dijkstra's algorithm reduces the solution space by more than a factor of eight without reducing the number of optimal solutions. The best solution found by the shortest-path heuristic has E b = 47. However, our latest NN simulations (see Section 4.7) have been able to produce 11 Optimal solutions are admissible solutions that have the minimum congestion-energy (E b ) value.
optimal solutions for this network in almost all runs from different random seeds. Typically, and especially for larger heavily congested networks, we show that NN solutions can be significantly better than the best solution obtained using the shortest-path heuristic. 
The Use of Mean-Field Annealing
In our preliminary studies, the coefficients used in the connection weights were determined by trial and error, as is common in studies of Hopfield NN models [10] . It was difficult to find good parameter values that would lead to reliable convergence to low-energy solutions. Improved results were obtained by using a form of mean-field annealing (MFA) similar to the method described in [19] . This method involved the gradual steepening of the slope of the neural inputoutput relationship of Eq. (2) 
Use of the Method of Lagrange Multipliers to Determine Connection Weights
As noted earlier, the energy function E total was obtained when the original constrained optimization problem was converted into an unconstrained optimization problem by incorporating the constraints into the objective function. We remarked that the choice of the coefficients in the connection weights corresponding to the λ c 's is the most critical issue in the design of Hopfield NNs. Unfortunately, it is not possible to determine the optimum values of the λ c 's analytically, since the objective function is multimodal. Therefore, trial-and-error techniques are usually used to determine acceptable values for these parameters.
Wacholder et al. [20] and Platt and Barr [21] observed that the energy expression corresponding to each equality constraint may be used to update the corresponding connection coefficients dynamically by the method of Lagrange multipliers (LM). With this method, each of the λ c 's becomes a variable coefficient (Lagrange multiplier) that, at iteration n + 1, is
where (∆t) λ is the LM step size, which is chosen independently of the step size ∆t in Eq. (6). Note that, since E c ≥ 0, the quantities λ c are monotonically nondecreasing. Typically, the Lagrange multipliers are assigned initial values of 1.
The use of time-varying Lagrange multipliers makes it inappropriate to include the additional bias current term in the second equality constraint. 12 Thus we set α = 1 and include an additional bias current term I, which is positive, in each of the equations of motion.
The primary advantage of this method is that it eliminates the need to perform a trial-anderror search for the best system parameters. Such a search is especially time consuming in large networks because many (e.g., 100) runs with different random initial conditions are typically needed to assess the performance achievable when a particular set of parameters is used. In addition, based on our application of this method to routing problems, we suspect that the dynamic nature of the λ c 's provides better performance than the use of the best set of coefficients with constant values. This is because the use of relatively small initial values of the λ c 's permits the search to emphasize somewhat the desire to minimize the performance index (network congestion) during the early part of the iteration. Toward the latter part of the iteration, the increased values of the λ c 's penalize more heavily system states in which the constraints are not satisfied; thus the neuron voltages move closer to binary values, and yield admissible equilibrium states.
Examination of the third constraint energy term E 3 suggests that it may be advantageous to define a separate Lagrange multiplier λ 3i for the constraint applied to SD pair i. Doing so would increase only the LMs associated with those SD pairs that were unsuccessful in turning on exactly one neuron. We call this the method of "multiple Lagrange multipliers" (MLM). This formulation, which is a direct extension of the LM method described here, is discussed fully in [9] .
Simulation Results of a 24-Node Network
In the following subsections, the results of simulations of the 24-node network described in Section 4.5 are used to demonstrate the effectiveness of the use of LM and MLM (Section 4.6)
in conjunction with the path-neuron model. In the simulations, optimal solutions were found at least 96% of the time, and the remaining solutions were nearly optimum.
Results Obtained Using the LM Method
The 24-node network was examined using LM and the parameter values listed in Table 2 (λ c (0) is used to denote the initial Lagrange multiplier value). With the use of the method of Lagrange multipliers, we have found that, if given sufficient time, we are virtually guaranteed convergence to an admissible state (without having to rely on the instantaneous state description).
Furthermore, the instantaneous state usually reaches its final value relatively early in the simulation, although the convergence criterion based on the quantity ε is usually not satisfied at that time. Therefore, in this and the following simulations, we terminate a run after 500 iterations without a change in the instantaneous state, or when all the neuron output voltages reach values that are within ε of binary values. The use of the small ε value listed in the table prevents premature termination of the simulation, which might result in a poor-quality solution. All of the solutions resulting from simulations from 100 different initial states were better than the best one found using the shortest-path heuristic (for which E b = 47); 97% of the solutions were optimum (E b = 45), and the remaining 3% were worse by only one unit. In the 97 optimal solutions, 6 different states (sets of selected paths) were found. Two different states were found that had E b = 46. The fact that several different optimal solutions were found confirms that the use of different random seeds directs the search into different regions of the state space.
The evolution of the constraint energies and the Lagrange multipliers from one of the simulations is shown in Figs. 5 and 6. 13 These results are typical in that they correspond to a system in which the instantaneous state converges relatively rapidly, although convergence to a state in which the output voltage of all neurons is within some ε-value of binary values may take a very large number of iterations, as noted in Section 4.3. After 250 iterations, it can be inferred from Fig. 5 that the NN state is relatively stable, although the values of E 2 and E 3 are still relatively large because many of the neuron output voltages are far from binary values. Figure 6 shows that the high initial constraint energies cause rapid initial growth of the Lagrange multipliers.
The growth of λ 1 virtually ceases when the corresponding energy reaches a value close to 0. The asymptotic decay of E 2 and E 3 continues to cause λ 2 and λ 3 to grow slowly throughout the duration of the simulation. 
Results Obtained Using the MLM Method
The simulations of Section 4.7.1 were repeated using MLM with the initial value of each of the λ 3i set to 1.0. Figure 7 presents the results of these simulations compared with those described in Section 4.7.1 and the best results from early studies using MFA and constant coefficients as 
Simulation Results of a 100-Node Network
The 100-node network shown in Fig. 8 was used to evaluate the NN's ability to handle larger networks. The network, which was randomly generated, has a mean nodal degree of 2.9
(assuming unit flow on each link), mean path length of 4.6 hops, and a diameter of 10. A set of 40 SD pairs was arbitrarily selected, and sets of maximally node-disjoint paths were found for each SD pair. A total of 327 paths were found, yielding a network with approximately 5 x 10 35 different admissible solutions. Since an exhaustive search of this network is prohibitive, a random search of 2 x 10 6 samples was performed to give a reference performance level for NN evaluation.
The best solution found by the random search had a congestion energy of E b = 567. The best solution found by the shortest-path heuristic had E b = 313. 14 The parameter values for the simulations using MFA were the same as those listed in Table 2 . In addition, the following MFA parameters were used: c = 1, τ u = 1, and u o ' = 0.1. Table 3 . The results of the simulations are compared in Fig. 9 . The largest congestion-energy value found using either LM or MLM was 303, which is 10 units less than the best solution found by the shortest-path heuristic. The best solution found by any method had E b = 291 and was found using the LM NN. Congestion Energy E b Figure 9 . Results of Simulations of a 100-Node Network using the LM and MLM Models
Non-Unit Traffic and Alternate Routing
Thus far, it has been assumed that a single route is selected to carry the entire amount of traffic between each SD pair, and that the traffic requirements are uniform, i.e., the same between each SD pair. Thus, in our problem specification, it has been sufficient to require the delivery of a single unit of traffic between each SD pair. It is known, however, that alternate routing, i.e., splitting of the traffic over two or more routes, can be advantageous. To permit alternate routing, we may divide the basic unit of traffic into m subunits, each of which can be separately assigned to one of the paths associated with a given SD pair.
In an effort to demonstrate the benefits of alternate routing, the traffic requirements between each SD pair were increased. To accommodate m units of traffic on the i th SD pair, m replicates of each of the neurons ij, j = 1, ..., N p (i), which represent paths between SD pair i, were created and treated as distinct paths between new, independent clones of the same SD pair. With the additional neurons installed, the problem has been transformed back to the unit-traffic routing problem. The same constraints and optimization connections used for the unit-traffic example are used here as well.
Triplicate 100-Node Network
Three units of traffic were placed on each of the 40 SD pairs of the 100-node network ( Although the improvement obtained by triplicating the neurons in the network was not of dramatic proportions, it is significant in that we are unaware of other methods to find better sets of paths. Perhaps even more noteworthy is the ability of the NN model to handle such a large network and to provide good solutions for a reasonably large percentage of the initial states.
Nonuniform Traffic in the 100-Node Network
To assess the ability of the NN model to route nonuniform traffic so that congestion is minimized, an arbitrary number of units of traffic were placed on each of the 40 SD pairs in the 100-node network (Fig. 8) . Two different nonuniform network loadings were created. Both had traffic levels on each SD pair that ranged from 1 to 4 units. In the first example, a total of 100 units of traffic was specified, resulting in a total of 823 neurons. In the second example, the total traffic was 105 units, resulting in 872 neurons. Both of the loadings were briefly analyzed using the NN model with LM and the parameter values listed in Section 4.9.1. The solutions did contain traffic splitting, and gave lower congestion energy than would have been obtained by placing all traffic on the best unit-traffic solution paths.
CONCLUDING REMARKS
In this paper, we have formulated a version of the routing problem in multihop packet radio networks as a combinatorial-optimization problem, and we have applied Hopfield NN techniques to solve it. Extensive simulation results demonstrate the effectiveness of our model for the minimization of congestion in large, heavily congested networks. In particular, the use of the method of Lagrange multipliers provides highly robust operation; under this method the coefficients in the connection weights evolve dynamically along with the system state, thereby eliminating the need for a tedious search for good values by trial and error. Although some experimentation is often needed to determine good values for other system parameters such as bias currents and time constants, our studies have shown that acceptable values for these parameters are generally found rather quickly when the LM method is used.
The fact that global minima are not always found, a common characteristic of Hopfield NNs, is typical of heuristic algorithms for the solution of difficult combinatorial-optimization problems; in many such problems, optimal solutions cannot be guaranteed without exhaustive search. However, the inability to guarantee a global optimum is mitigated by the fact that repeated runs are possible from different initial conditions; thus the best solution that is found can be chosen as the solution to the problem. Although the simulation runs begin in random initial states, this method is not simply one of random search; system evolution is guided by the equations of motion, which are derived from the energy function, which in turn is based on the objective function and the system constraints. The fact that most of our solutions are so close to the optimum value in such a large fraction of the cases studied demonstrates the robustness of our models, and suggests that they may perform well in considerably larger examples as well.
The successful application of the Hopfield NN methodology to the routing problem presented in this paper suggests that the extension of this method to the joint routing-scheduling problem is a realistic goal. As a first step toward addressing the joint problem, we have developed an alternate formulation of the congestion-minimization problem, in which neurons are defined for each link along every path, rather than one for each complete path. The link-neuron formulation of this problem is similar to the path-neuron formulation in that the same basic constraints hold and the optimization goal is again to minimize congestion. However, system modeling and simulation are somewhat more difficult because the interactions among individual links, rather than complete paths, must be taken into account. The most obvious complication is the much greater number of neurons and interconnections that are needed to model the system. A further complication is the need to ensure that complete paths are formed. This can be accomplished by the addition of a fourth equality constraint, which provides excitatory connections between the neurons of the same path. Again, the method of Lagrange multipliers is used to determine the coefficients in the connection matrix that correspond to the equality constraints. Full details of this model and extensive performance results are provided in [9] .
We noted in the introduction that the issues of routing and channel access are interdependent. We have also made the conjecture that the selection of routes that minimize the maximum nodal degree in the network permits the generation of nearly minimum-length schedules.
Thus, a natural question to address is whether our congestion-energy performance index is an effective metric for minimizing the maximum nodal degree, and, more importantly, for selecting routes that permit the generation of minimum-length schedules. It is known that the maximum nodal degree in the network is a lower bound on the schedule length, which has been verified to be tight for at least 97.9% of the path sets that we have examined in the 24-node network of Fig. 4 .
We have observed that sets of routes with low congestion-energy values tend to permit the generation of relatively short schedules (see [9] for full details). In studies of the 24-node network examined in Section 4, when a modified congestion-energy metric E b ' was introduced to permit a direct comparison with our link-neuron model, it was shown that all 12 path sets that have the minimum value of E b ' admit minimum-length (seven-slot) schedules. Therefore, the conclusions drawn in [9] on the relationship between congestion energy and schedule length are also applicable to the relationship between congestion energy and maximum nodal degree.
The joint routing-scheduling problem remains complex and unresolved; it has started receiving increased attention in terms of alternative approaches that include the development of distributed heuristic algorithms and the application of discrete-event dynamic system (DEDS) models.
