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RECONFIGURING GRAPH HOMOMORPHISMS ON THE SPHERE
JAE-BAEK LEE, JONATHAN A. NOEL, AND MARK SIGGERS
Abstract. Given a loop-free graph H , the reconfiguration problem for homomorphisms to H (also
called H-colourings) asks: given two H-colourings f of g of a graph G, is it possible to transform
f into g by a sequence of single-vertex colour changes such that every intermediate mapping is an
H-colouring? This problem is known to be polynomial-time solvable for a wide variety of graphs
(e.g. all C4-free graphs) but only a handful of hard cases are known. We prove that this problem
is PSPACE-complete whenever H is a K2,3-free quadrangulation of the 2-sphere (equivalently, the
plane) which is not a 4-cycle.
If we instead consider graphs G and H with loops on every vertex (i.e. reflexive graphs), then
the reconfiguration problem is defined in a similar way except that a vertex can only change its
colour to a neighbour of its current colour. In this setting, we use similar ideas to show that the
reconfiguration problem for H-colourings is PSPACE-complete whenever H is a reflexive K4-free
triangulation of the 2-sphere which is not a reflexive triangle. This proof applies more generally
to reflexive graphs which, roughly speaking, resemble a triangulation locally around a particular
vertex. This provides the first graphs for which H-Recolouring is known to be PSPACE-complete
for reflexive instances.
1. Introduction
All graphs in this paper are assumed to be finite, undirected and without multiple edges, unless
otherwise specified. A vertex is said to be reflexive if it has a loop and irreflexive otherwise. A
graph is said to be reflexive if all of its vertices are reflexive and irreflexive if all of its vertices are
irreflexive. A homomorphism from a graph G to a graph H is a mapping f : V (G) → V (H) such
that f(u)f(v) ∈ E(H) for every uv ∈ E(G). For the sake of brevity, a homomorphism f from G to
H will sometimes be referred to as an H-colouring of G and, for v ∈ V (G), we call f(v) the colour
of v. We denote the set of all H-colourings of a graph G by Hom(G,H).
Given an irreflexive graph H and two H-colourings f and g of a graph G, a reconfiguration
sequence taking f to g is a sequence f0, . . . , fm ∈ Hom(G,H) such that f0 = f , fm = g and fi
differs from fi+1 on a unique vertex for 0 ≤ i ≤ m− 1. If there exists a reconfiguration sequence
taking f to g, then we say that f reconfigures to g. We are interested in the complexity of the
following decision problem, called H-Recolouring:
Instance: A graph G and f, g ∈ Hom(G,H).
Question: Does f reconfigure to g?
The H-Recolouring problem is part of a growing area known as “combinatorial reconfiguration,”
a central focus of which is to determine the complexity of deciding whether a given solution to a
combinatorial problem can be transformed into another by applying a sequence of allowed modifica-
tions. For further background on combinatorial reconfiguration in general, see [1, 8–10, 13, 15–17]
and the surveys of van den Heuvel [12], Ito and Suzuki [14] and Nishimura [18].
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second author was visiting Kyungpook National University; he would like to thank the first and third authors and the
university for their hospitality. The third author is supported by Korean NRF Basic Science Research Program (2015-
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An interesting special case of the H-Recolouring problem is when H is a complete graph on k
vertices, in which case H-colourings are nothing more than proper k-colourings. Cereceda, van den
Heuvel and Johnson [7] showed that K3-Recolouring can be solved in quadratic time. This came
at some surprise, given that it is NP-complete to decide whether a graph admits a K3-colouring.
On the other hand, Bonsma and Cereceda [2] showed that the complexity jumps drastically for
larger cliques: for every fixed k ≥ 4, the Kk-Recolouring problem is PSPACE-complete.
1 Later,
Brewster, McGuinness, Moore and Noel [5] extended this dichotomy to the case when H is a
“circular clique.”
Wrochna [21] developed ideas inspired by algebraic topology to prove the remarkably general
result that H-Recolouring is solvable in polynomial time whenever H does not contain a cycle
of length 4. By further refining his topological approach, Wrochna [22] (see also [23]) proved
a “multiplicativity” result for graphs without cycles of length 4 which is closely connected to
Hedetniemi’s Conjecture [11]; very recently, Tardif and Wrochna [19] have extended these methods
beyond the setting of C4-free graphs. On the hardness side, however, only a few examples are
known. As we have mentioned, the results of [2, 5] show that the problem is PSPACE-complete for
certain cliques and circular cliques. In addition, Wrochna [20] proved that there exists a graph H
such that H-Recolouring is PSPACE-complete even when the instance graph G is just a cycle
and Brewster, Lee, Moore, Noel and Siggers [3] proved that H-Recolouring is PSPACE-complete
if H is an odd wheel; for k ≥ 3, the wheel Wk is the graph consisting of an irreflexive cycle of length
k and a vertex adjacent to every vertex of the cycle and it is odd if k is odd.
Our goal in this paper is to obtain a rich class of graphs H for which H-Recolouring is
PSPACE-complete. Throughout the paper, a quadrangulation is a connected irreflexive graph
admitting an embedding in the 2-sphere (or, equivalently, the plane) in which every face is bounded
by four edges. Our main result for irreflexive graphs is the following.
Theorem 1.1. If H is a finite irreflexive quadrangulation not containing K2,3 as a subgraph and
not isomorphic to the 4-cycle, then H-Recolouring is PSPACE-complete.
This result fits the general theme, which first emerged in the work of Wrochna [21], that the
complexity of H-Recolouring may be mostly determined by the structure of a topological com-
plex in which vertices, edges and 4-cycles of H (and, more generally, complete bipartite subgraphs)
are faces. That is, Wrochna’s result [21] says that, if this complex is “thin” in the sense that
all of its faces are 0- or 1-dimensional, then its simple topological structure can be exploited to
obtain a polynomial-time algorithm, whereas our result says that if this complex has basically the
same topology as a 2-sphere, then the problem is PSPACE-complete. We will further discuss the
potential connections between H-Recolouring and topology at the end of the paper.
To prove Theorem 1.1, we will reduce K4-Recolouring to H-Recolouring and apply the re-
sult of Bonsma and Cereceda [2] mentioned above. However it will be apparent in the proof that es-
sentially the same approach could have been used to reduce F -Recolouring to H-Recolouring
for any graph F and so there is nothing particularly special about the choice of K4 (except that
K4-Recolouring is known to be PSPACE-complete). As an application of Theorem 1.1, we derive
the following strengthening of a result of Brewster et al. [3].
Theorem 1.2. For k ≥ 3 and k 6= 4, Wk-Recolouring is PSPACE-complete. Moreover, it
remains PSPACE-complete when restricted to instances (G, f, g) such that G is bipartite.
Note that the condition that k 6= 4 in Theorem 1.2 is necessary unless P = PSPACE. To see
this, observe that the graph W4 contains two pairs of vertices with identical neighbourhoods and
identifying both of these pairs “folds” W4 to K3. This observation can be used to show that W4-
Recolouring and K3-Recolouring are polynomially equivalent and so the former is solvable in
1Note that it is not hard to see that H-Recolouring is in PSPACE for every finite graph H .
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polynomial time by the result of [7]. For details on how these “folding reductions” work in general,
see Wrochna [20, Proposition 4.3].
We also consider the reconfiguration problem for H-colourings of G where both of the graphs
G and H are reflexive. In this setting, however, the definition of a reconfiguration sequence is
somewhat different; it is defined to be a sequence f0, . . . , fm ∈ Hom(G,H) such that fi and fi+1
differ on a unique vertex ui for 0 ≤ i ≤ m − 1 and fi+1 (ui) is a neighbour of fi (ui). That is, it
is the same as the definition for irreflexive graphs, but with an additional restriction that a vertex
can only change its colour to a neighbour of its current colour.
This extra condition is justified as follows. In the case of irreflexive graphs, it is easy to prove that
there exists a reconfiguration sequence from f to g if and only if there exists f0, . . . , fm ∈ Hom(G,H)
such that f0 = f , fm = g and fi(u)fi+1(v) ∈ E(H) for all 0 ≤ i ≤ m−1 and uv ∈ E(G). That is, for
irreflexive graphs, we could have alternatively defined reconfiguration sequences in this way without
changing the H-Recolouring problem. However, when G and H are allowed to have loops, these
two definitions diverge (see [6, Figure 1] for an example). In order to preserve the connections
between homomorphism reconfiguration and important concepts in graph homomorphism theory
(e.g. Hom-complexes, exponential graphs, etc), it is preferable to consider the alternative definition
in general situations where the graphs involved may or may not have loops. In the case that both
G and H are reflexive, the alternative definition is equivalent to a reconfiguration sequence of the
usual type with the extra restriction that the colour of a vertex must change to a neighbour of its
current colour; i.e. the definition given in the previous paragraph.
A reflexive graph is called a triangulation if the underlying irreflexive graph is connected and
can be embedded in the plane so that all faces are bounded by three edges. Our main result for
reflexive graphs is the following.
Theorem 1.3. If H is a finite reflexive triangulation not containing K4 as a subgraph and not
isomorphic to a reflexive triangle, then H-Recolouring is PSPACE-complete when restricted to
instances (G, f, g) such that G is reflexive.
In fact, we will prove a more general result which only requires H to have the “local” structure of
a triangulation near a particular vertex. This more general result is stated and proved in Section 5
(Theorem 5.5).
In their recent paper [4], Brewster, Lee and Siggers highlighted the differences between the H-
Recolouring problem for reflexive instances and general instances (and they also consider anal-
ogous problems for directed graphs). In particular, they demonstrated that H-Recolouring can
be PSPACE-complete for general instances but become polynomial-time solvable when restricted
to reflexive instances. For example, this is the case if H is a reflexive 4-cycle; see Wrochna [20, 21]
for the hardness side and Brewster, Lee and Siggers [4] for the polynomial side. To our knowledge,
Theorem 1.3 provides the first examples of graphs for whichH-Recolouring is PSPACE-complete
when restricted to reflexive instances.
The rest of the paper is organized as follows. In the next section, we give an overview of the proofs
of Theorems 1.1 and 1.3. In particular, we describe the types of gadgets used in the proofs and
show that the existence of such gadgets is sufficient to prove the main theorems. In Section 3, we
build up several basic structural properties about graphs satisfying the hypotheses of Theorem 1.1
and use them to construct the required gadgets. We then deduce Theorem 1.2 in Section 4 by
exploiting the bipartiteness of the instance graph G to effectively “split” vertices in Wk, yielding
a graph which “retracts” to a graph satisfying the hypotheses of Theorem 1.1. In Section 5, we
state and prove a generalization of Theorem 1.3. As was mentioned earlier, the results of this
paper, together with the work of Wrochna [20, 21, 23], seem to hint at a connection between the
complexity of H-Recolouring and the underlying topological structure of H; we conclude the
paper in Section 6 by ruminating on the possible nature of this connection.
3
2. Overview of the Main Reduction
The goal of this section is to introduce the main gadgets used in the proofs of Theorems 1.1
and 1.3. We will mainly focus on Theorem 1.1, only commenting briefly at the end of the section
about how the ideas can be adapted to the setting of Theorem 1.3. For the time being, we let H
be any K2,3-free finite quadrangulation other than the 4-cycle. We claim that H must contain a
vertex of degree three. Indeed, by Euler’s Polyhedral Formula, it must contain a vertex of degree
at most three and since it is a quadrangulation which is K2,3-free and not isomorphic to C4, it
cannot have a vertex of degree less than three (see Lemma 3.2 for a formal proof). So, we may
choose an arbitrary vertex of degree three and label it 0. Also, label the three faces incident with
0 by f1, f2 and f3 and, for i ∈ {1, 2, 3}, label the unique vertex incident to fi and not adjacent to
0 by i. Since the three neighbours of 0 are distinct and H is K2,3-free, the vertices 1, 2 and 3 must
be distinct. We let α1,2, α2,3 and α3,1 be defined so that αi,j is the common neighbour of vertices
i, j and 0, which is unique because H is K2,3-free; see Figure 1.
1
2
3
f1
f2
f3
α3,1
α1,2 α2,3
0
Figure 1. The local structure near vertex 0.
Our aim is to reduce the K4-Recolouring problem, which was shown to be PSPACE-complete
in [2], to the H-Recolouring problem. To this end, we let (G, f, g) be an instance of K4-
Recolouring, where V (K4) = {1, 2, 3, 4} and will construct an instance (G
′, f ′, g′) of H-Recolouring
such that |V (G′)| = O
(
|V (G)|2
)
and f reconfigures to g if and only if f ′ reconfigures to g′. The
construction is broken down into four steps. We describe the first two steps now and postpone the
description of the third and fourth until after some additional discussion.
Step 1. Each vertex u ∈ V (G) is represented by four vertices u1, u2, u3 and u4 in G
′.
Step 2. For each u ∈ V (G) and i ∈ {1, 2, 3, 4}, define
f ′ (ui) :=
{
1 if f(u) = i,
0 otherwise
and define g′ (ui) analogously.
As one may be able to glean from Step 2, the images of the vertices u1, u2, u3, u4 under an
H-colouring of G′ will be used to encode the colour of u under an associated K4-colouring in a
simple way. That is, we think of ui mapping to 1/0 as meaning that the ith colour is “turned
on/turned off” at the vertex u. Note that we will not mind if more than one colour is turned on at
u (in fact, it is necessary to allow this in order for u to transition between colours in the associated
K4-colourings). What we need in order to make the reduction work is to design gadgets which
force the following properties to be maintained throughout any reconfiguration sequence starting
with f ′:
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(i) For each u ∈ V (G) and i ∈ {1, 2, 3, 4}, the colour of ui is either 0 or 1.
(ii) For each uv ∈ E(G) and i ∈ {1, 2, 3, 4}, the vertices ui and vi cannot map to 1 at the same
time.
(iii) For each u ∈ V (G) at least one of the vertices u1, u2, u3, u4 maps to 1.
Given that these properties are maintained, it will easily follow that if f ′ reconfigures to g′, then
f reconfigures to g. Indeed, for each H-colouring in the reconfiguration sequence taking f ′ to g′,
we define a K4-colouring by assigning each u ∈ V (G) to the minimum i ∈ {1, 2, 3, 4} such that ui
is mapped to 1. By (iii), such an i always exists and, by (ii), this choice will always produce a
K4-colouring. Clearly, any two consecutive such K4-colourings will differ on at most one vertex.
Also, applying this transformation to f ′ itself yields f , and applying it to g′ yields g. Therefore,
we obtain a reconfiguration sequence taking f to g, as desired.
However, when trying to prove the other direction, one soon realizes that it is important to make
the gadgets sufficiently “flexible” so that we can mimic any reconfiguration sequence taking f to g
by a reconfiguration sequence of H-colourings taking f ′ to g′. That is, we need to not only block the
“undesirable configurations” (e.g. u2 and v2 both mapping to 1 for uv ∈ E(G)), but also to allow
any sorts of “allowed transitions” between configurations (e.g. changing the colour of u3 from 1 to 0
while u4 is coloured with 1). This discussion is an attempt to motivate condition (c) of the following
technical-looking definition. For a function f on a set X and a vector x = (x1, . . . , xk) ∈ X
k, we
write f(x) for (f(x1), . . . , f(xk)).
Definition 2.1. Let H be a graph, k be a positive integer and P ⊆ V (H)k be a k-ary relation
on V (H) (the elements of which we call k-patterns). A P-gadget is a graph Y = Y (x) where
x = (x1, . . . , xk) is any ordered set of signal vertices x1, . . . , xk ∈ V (Y ) such that the following
hold.
(a) For each p ∈ P there is a canonical ζp ∈ Hom(Y,H) such that ζp(x) = p.
(b) If ψ ∈ Hom(Y,H) reconfigures to ζp for some p ∈ P, then ψ(x) ∈ P.
(c) If p, q ∈ P differ on at most one coordinate, then there exists a reconfiguration sequence taking
ζp to ζq such that ξ(x) ∈ {p, q} for every element ξ of this sequence.
As we will see shortly, the proof of Theorem 1.1 boils down to establishing the following two
lemmas. Given distinct vertices a, b of H, say that a is across from b if a is not adjacent to b and
there exists a face of H incident to both a and b.
Lemma 2.2. Let H be a finite K2,3-free quadrangulation which is not a 4-cycle. If a0 is across
from a1 and b0 is across from b1, then there there exists an {(a0, b0), (a1, b0), (a0, b1)}-gadget.
Lemma 2.3. Let H be a finite K2,3-free quadrangulation which is not a 4-cycle and let 0, 1 ∈ V (H)
such that 0 has degree three and 1 is across from 0. Then there exists a
(
{0, 1}4 \ {(0, 0, 0, 0)}
)
-
gadget.
In general, for a graph H and distinct 0, 1 ∈ V (H), we refer to a {(0, 0), (1, 0), (0, 1)}-gadget as
a not-both-one gadget and a
(
{0, 1}4 \ {(0, 0, 0, 0)}
)
-gadget as a not-all-zero gadget. Given these
lemmas, we complete the construction of (G′, f ′, g′) by applying the following steps. See Figure 2
for an illustration of the full construction of (G′, f ′, g′).
Step 3. For each ordered pair (u, v) with uv ∈ E(G) and i ∈ {1, 2, 3, 4}, we add a not-both-one
gadget Y (ui, vi) to G
′ which is disjoint from all vertices added so far except for the signal vertices
ui and vi. We define f
′ on Y to agree with ζ(f ′(ui),f ′(vi)). The definition of g
′ on Y is analogous.2
2Technically, we only require one of the gadgets Y (ui, vi) or Y (vi, ui) in order for the reduction to work. However,
adding both gadgets provides symmetry which is convenient in the exposition of the proof of Lemma 2.4.
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Step 4. For each u ∈ V (G) we add a not-all-zero gadget Z(u1, u2, u3, u4) to G
′, disjoint from all
vertices added so far except for the signal vertices u1, u2, u3, u4. We define f
′ on Z to agree with
ζ(f ′(u1),f ′(u2),f ′(u3),f ′(u4)). The definition of g
′ on Z is analogous.
This completes the construction of the instance (G′, f ′, g′) of H-Recolouring. Next, we prove
a general lemma which says that the existence of a not-both-one gadget and a not-all-zero gadget
is enough to prove that H-Recolouring is PSPACE-complete.
f(u) = 3 f(v) = 2
G
f ′(u1) = 0 f
′(v1) = 0
f ′(u2) = 0 f
′(v2) = 1
f ′(u3) = 1 f
′(v3) = 0
f ′(u4) = 0 f
′(v4) = 0
G′
Figure 2. An illustration of the way in which two adjacent vertices u, v of G are
represented in the graph G′. Each dashed line connects signal vertices of a pair of
not-both-one gadgets and each thick dotted curve encloses the four signal vertices
of a not-all-zero gadget.
Lemma 2.4. If H is a finite graph and 0, 1 are distinct vertices of H such that there exists a
not-both-one gadget and a not-all-zero gadget, then H-Recolouring is PSPACE-complete.
Proof. Given an instance (G, f, g) of the K4-Recolouring problem, we let (G
′, f ′, g′) be an in-
stance for H-Recolouring constructed using Steps 1-4 outlined above. Note that the size of these
gadgets depends only on H and so |V (G′)| = O (|V (G)|+ |E(G)|) = O
(
|V (G)|2
)
. We show that f
reconfigures to g if and only if f ′ reconfigures to g′.
First suppose that there is a reconfiguration sequence f ′0, . . . , f
′
m ∈ Hom(G
′,H) taking f ′ to
g′. By Step 4 and the definition of the not-all-zero gadget, we know that, for each u ∈ V (G)
and 0 ≤ j ≤ m, there exists i ∈ {1, 2, 3, 4} such that f ′j(ui) = 1. For 1 ≤ j ≤ m, define
fj : V (G)→ {1, 2, 3, 4} by
fj(u) := min
{
i : f ′j(ui) = 1
}
for u ∈ V (G). By Step 3 and the definition of the not-both-one gadget, we have that each fj is a
K4-colouring of G; that is, adjacent vertices of G receive distinct colours. Clearly, by construction,
f0 = f and fm = g. Also, since, for 0 ≤ j ≤ m− 1, the mappings f
′
j and f
′
j+1 differ on exactly one
vertex, the mappings fj and fj+1 differ on at most one vertex. Thus, we can take a subsequence
of f0, . . . , fm obtained by deleting repetitions (i.e. removing one of fi or fi+1 when fi = fi+1) to
get a reconfiguration sequence taking f to g.
For the other direction, suppose that there is a reconfiguration sequence f0, . . . , fm ∈ Hom(G,K4)
taking f to g. We construct a reconfiguration sequence taking f ′ to g′. We may assume that m = 1,
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i.e. that f and g differ on a unique vertex u, since the general case follows by induction on m. So,
without loss of generality, we assume that f(u) = 1 and that g(u) = 2 and that f(v) = g(v) for all
v ∈ V (G) \ {u}.
Since f and g are K4-colourings which differ only on u, we have that f(v), g(v) ∈ {3, 4} for every
vertex v adjacent to u. By construction, this means that f ′ assigns
• the colouring ζ(1,0) to Y (u1, v1),
• the colouring ζ(0,1) to Y (v1, u1),
• the colouring ζ(0,0) to both Y (u2, v2) and Y (v2, u2) and
• the colouring ζ(1,0,0,0) to Y (u1, u2, u3, u4).
Similarly, g′ assigns
• the colouring ζ(0,0) to both of Y (u1, v1) and Y (v1, u1),
• the colouring ζ(1,0) to Y (u2, v2)
• the colouring ζ(0,1) to Y (v2, u2) and
• the colouring ζ(0,1,0,0) to Y (u1, u2, u3, u4).
On all other vertices of G′, the colourings f ′ and g′ agree with one another. By condition (c) of
Definition 2.1, we know that we can reconfigure ζ(0,0) to ζ(1,0) in such a way that the colour of the
first signal vertex stays in {0, 1} the second is mapped to 0 throughout. For each neighbour v of u,
one at a time, we apply the first part of this reconfiguration sequence on Y (u2, v2), stopping just
before the first step in which the colour of u2 changes from 0 to 1. Similarly, on Y (v2, u2), apply
the first steps of a reconfiguration sequence from ζ(0,0) to ζ(0,1) and, on Y (u1, u2, u3, u4), apply the
first steps of a reconfiguration sequence from ζ(1,0,0,0) to ζ(1,1,0,0), in all cases stopping just before
the first time the colour of u2 changes from 0 to 1. Next, we go through each of these gadgets again,
one by one, and continue the reconfiguration sequence, this time stopping at the last step in which
the colour of u2 is 0. Then, go through each gadget one last time to complete the reconfiguration
sequence. Note that this procedure maintains an H-colouring throughout since any two of these
gadgets only intersect on u2 and possibly a vertex v2 which does not change colour.
Thus, we have arrived at a colouring h′ which assigns
• the colouring ζ(1,0) to Y (u1, v1),
• the colouring ζ(0,1) to Y (v1, u1),
• the colouring ζ(1,0) to Y (u2, v2)
• the colouring ζ(0,1) to Y (v2, u2), and
• the colouring ζ(1,1,0,0) to Y (u1, u2, u3, u4).
and, on all other vertices of G′, agrees with both f ′ and g′. By applying the same steps as above
with g′ in the place of f ′ and swapping the roles of colours 1 and 2, we see that g′ reconfigures to
h′ as well and so, by symmetry and transitivity of the “reconfigures to” relation, f ′ reconfigures to
g′. This completes the proof. 
Before closing this section, let us make a few remarks about Theorem 1.3. Let H be a finite
K4-free reflexive triangulation which is not a reflexive triangle. This time, we will let 0 be an
arbitrary vertex and label the neighbours of 0 apart from 0 itself by 1, . . . , k in clockwise order
with respect to the embedding of H, where k is the degree of 0 (we follow the convention that the
loop on 0 does not count towards its degree). Note that, as H is a triangulation and not a triangle,
the neighbours of 0 apart from 0 itself must form a reflexive cycle in H; this is proved formally in
Lemma 5.3. The following lemmas are the crux of the proof of Theorem 1.3.
Lemma 2.5. If H be a finite reflexive K4-free triangulation which is not a reflexive triangle and
01 ∈ E(H) with 0 6= 1, then there there exists a not-both-one gadget.
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34
5
0
Figure 3. The subgraph of H induced by the vertex 0 and its neighbours in the
case k = 5.
Lemma 2.6. If H is a finite reflexive K4-free triangulation which is not a reflexive triangle and
01 ∈ E(H) with 0 6= 1, then there there exists a not-all-zero gadget.
As was mentioned in the introduction, we will actually prove a more general result than Theo-
rem 1.3 and, thus, will require more general lemmas than Lemmas 2.5 and 2.6. These lemmas are
stated and proved in Section 5.
3. Gadgets for Quadrangulations
Throughout this section, let H be a finite K2,3-free quadrangulation which is not a 4-cycle. We
begin by obtaining some basic structural properties of H which will be useful in the proofs of
Lemmas 2.2 and 2.3.
3.1. Basic Structural Properties of H. The following two lemmas highlight some of the main
ways in which we exploit the fact that H is K2,3-free.
Lemma 3.1. If abcd and a′b′cd are distinct cycles of H, then a is not adjacent to b′.
Proof. Suppose that a is adjacent to b′. Then b, d and b′ are all common neighbours of a and c. As
H is K2,3-free, a and c cannot have more than two common neighbours, and so it must be the case
that some of these vertices coincide. Since b and d are distinct vertices on a cycle (by hypothesis),
and so are b′ and d, it must be the case that b = b′. However, now we get that a, c and a′ are
common neighbours of b and d, and these three vertices are distinct from one another because a
and c are on a cycle, as are a′ and c, and the cycles abcd and a′b′cd are distinct by hypothesis. This
contradicts the assumption that H is K2,3-free and completes the proof. 
Lemma 3.2. Every vertex of H has degree at least three.
Proof. Suppose not. As H is a quadrangulation, it is clear that it has no vertex of degree zero
or one. So, let y be a vertex of degree two and let x and z be its two neighbours. Since H is a
quadrangulation and y has degree two, the faces f1 and f2 incident to the edge xy must be incident
to x, y, z. For i ∈ {1, 2}, let wi be the fourth vertex on the boundary of fi. If w1 6= w2, then x
and z have three distinct common neighbours, contradicting the fact that H is K2,3-free. On the
other hand, if w1 and w2 coincide, then f1 and f2 have the same boundary which implies that H
is a 4-cycle, and is again a contradiction. 
The following definitions are useful for stating the next lemma.
Definition 3.3. A vertex v of a graph G is frozen by an H-colouring f if g(v) = f(v) for every
H-colouring g ∈ Hom(G,H) which reconfigures to f .
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Definition 3.4. An H-colouring f of a graph G is said to be frozen if every vertex of G is frozen
by f .
Definition 3.5. Say that a graph H is stiff if the identity map on V (H) is frozen.
Observation 3.6. A graph H is not stiff if and only if there exists distinct vertices u, v ∈ V (H)
such that N(u) ⊆ N(v).
Lemma 3.7. H is stiff.
Proof. Suppose not. Then, by Observation 3.6, there exists u, v ∈ V (H) such that N(u) ⊆ N(v).
By Lemma 3.2, u has degree at least three. Thus, u and v have at least three distinct common
neighbours, which contradicts the fact that H is K2,3-free. 
3.2. Not-Both-One Gadget for Quadrangulations. The basic idea underlying the proof of
Lemma 2.2 is that if we take a homomorphism of a path P = y1 · · · ym to the “ladder” graph L as
in Figure 4 such that the vertex yi is constrained to map to ci or di, then the pair (y1, ym) can map
only to one of (d1, dm), (d1, cm) or (c1, cm), and one can easily reconfigure between such patterns. As
we will see, constraining yi to map to ci or di is easy using frozen colourings and K2,3-freeness. The
harder part is finding an image of the graph L in H with vertices (c1, d1, cm, dm) = (a1, a0, b0, b1).
This takes most of the subsection, and is done with the directed graph Φ defined in Definition 3.9.
Note that a path in the directed graph Φ corresponds to an image of the graph L in H, stronger
than a homographic image: we also insist pairs in L connected by dashed edges map to vertices
that are across from one another on a face of H.
y1 y2 y3 ym
· · ·
· · ·
· · ·
· · ·
d1
c1
d2
c2
d3
c3
dm
cm
L
P
Figure 4. Graphs P and L motivating Φ of Defintion 3.9.
We start with the following definitions.
Definition 3.8. Let A ⊆ V (H)2 be the set of all ordered pairs (a, b) such that a is across from b.
Note that because H is K2,3-free, there is a unique face incident to both a and b for any pair
(a, b) ∈ A.
Definition 3.9. Let Φ be the directed graph with vertex set A where there is an arc from (a, b)
to (c, d) if ac, bc, bd ∈ E(H) and ad /∈ E(H).
Figure 4 shows a ‘path’ in Φ from (c1, d1) to (cm, dm). Observe that The following is immediate
from the definition of Φ.
Observation 3.10. There is an arc from (a, b) to (c, d) in Φ if and only if there is an arc from
(d, c) to (b, a) in Φ.
The following lemma highlights the utility of Φ in proving Lemma 2.2.
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Lemma 3.11. A directed path from (a1, a0) to (b0, b1) in Φ yields a {(a0, b0), (a1, b0), (a0, b1)}-
gadget.
Proof. Let (c1, d1), . . . , (cm, dm) be a directed path in Φ with (c1, d1) = (a1, a0) and (cm, dm) =
(b0, b1). We initiate the construction of the gadget Y (x1, x2) with a copy H
∗ of H where the vertex
of H∗ corresponding to a vertex v ∈ V (H) is denoted by v∗. We then add a path y1 · · · ym and
edges from yi to the copies of the two common neighbours of c
∗
i and d
∗
i in H
∗ for 1 ≤ i ≤ m. Define
the signal vertex x1 to be y1 and the signal vertex x2 to be ym. Define the mappings ζ(a0,b0), ζ(a1,b0)
and ζ(a0,b1) so that the copy of H
∗ is coloured by the identity map v∗ 7→ v and the path y1 · · · ym
is coloured by
ζ(a0,b0)(yi) :=
{
di if i = 1,
ci otherwise.
ζ(a1,b0)(yi) := ci for 1 ≤ i ≤ m,
ζ(a0,b1)(yi) := di for 1 ≤ i ≤ m.
Note that these mappings are indeed H-colourings of Y by definition of Φ and that they satisfy
condition (a) of Definition 2.1.
We observe that, by Lemma 3.7, every vertex of H∗ is frozen by each of the homomorphisms ζp.
Thus, if ψ reconfigures to ζp for some p, then ψ(v
∗) = v for each v ∈ V (H). Since H is K2,3-free,
the two vertices of H adjacent to both ci and di do not have a third common neighbour, and so
we get that ψ(yi) ∈ {ci, di}. In particular, ψ(y1) ∈ {a0, a1} and ψ(ym) ∈ {b0, b1}. So, to verify
condition (b) of Definition 2.1, we need only to show that it cannot be the case that ψ(y1) = a1 and
ψ(ym) = b1. If we have ψ(y1) = a1 = c1, then we must have ψ(y2) = c2 because c1 is not adjacent
to d2 (by construction of Φ). Repeating the same argument, we get ψ(y3) = c3, ψ(y4) = c4, and so
on. In particular, we must have ψ(ym) = cm = b0, as desired.
Finally, we check condition (c) of Definition 2.1. By symmetry of reconfiguration sequences, it
suffices to consider p = (a0, b0) and q = (a1, b0) or (a0, b1). The former case is trivial as ζ(a0,b0) and
ζ(a1,b0) differ only on y1. In the latter case, we start with ζ(a0,b0) and change the colours of each yi
for 2 ≤ i ≤ m, one by one, from ci to di. Each of the intermediate mappings is an H-colouring of Y
which differs from the previous one on a unique vertex. After all of these changes have been made,
we arrive at ζ(a0,b1). Also, every H-colouring in this sequence maps x1 = y1 to a0 and x2 = ym to
either b0 or b1, as required. This completes the proof. 
Therefore, our goal in proving Lemma 2.2 will be to show that there is a directed path in Φ
between any two elements of A. To this end, we build up further useful properties of Φ.
Lemma 3.12. Every vertex of Φ has in-degree and out-degree equal to 2.
Proof. Let (a, b) be a vertex of Φ and let f be the face of H incident to a and b. If there is an arc
from (a, c) to (c, d), then c must be adjacent to both a and b. Thus, since H is K2,3-free, there are
precisely two choices for c; namely, the two other vertices incident to f . Now, given a choice of c,
we may let f ′ be the unique face with f ′ 6= f such that the f ′ is incident to bc. Letting d be the
non-neighbour of c on the boundary of f ′, we have that a is not adjacent to d by Lemma 3.1 and
so there is an arc from (a, b) to (c, d) in Φ.
The argument above shows that the out-degree of (a, b) is at least two. To prove that it is exactly
two, we need to show that the choice of d is unique once c has been chosen. If not, let d′ 6= d be
a vertex which is across from c, adjacent to b and not adjacent to a. Let f ′′ be the face whose
boundary contains c and d′ and note that f ′′ /∈ {f, f ′} as d′ is not adjacent to a and is not equal
to d. Let x, y be the other two vertices on the boundary of f ′′. Then c and d′ are adjacent to
all three of b, x and y and so, since H is K2,3-free, these three vertices cannot be distinct. Since
x 6= y, we get that, without loss of generality, b = x. However, we now have that the edge bc is on
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the boundary of three distinct faces, namely f, f ′ and f ′′, contradicting the fact that H is a planar
quadrangulation and completing the proof.
Finally, to see that the in-degree of each vertex is also equal to two, we simply use the fact that
the out-degree of every vertex is two and apply Observation 3.10. 
The following definition will be helpful in further analysing Φ.
Definition 3.13. Let Γ be the graph with vertex set A where (a, b) is adjacent to (c, d) if
(a) the face f incident to a and b is distinct from the face f ′ incident to c and d,
(b) there is exactly one edge incident to both f and f ′,
(c) a is adjacent to c, and
(d) b is adjacent to d.
From this definition, if is clear that for (a, b) in A, if the face f incident to a and b shares an edge
with a face f ′, then there is a pair (c, d) A with f ′ incident to c and d, such that (a, b) is adjacent
to (c, d) in Γ.
As it turns out, the undirected graph underlying Φ is precisely Γ.
Lemma 3.14. Let (a, b), (c, d) ∈ A. Then (a, b) is adjacent to (c, d) in Γ if and only if there is an
arc from (a, b) to (c, d) or an arc from (c, d) to (a, b) in Φ.
Proof. First, suppose that (a, b) is adjacent to (c, d) in Γ. Let f and f ′ be the faces of H incident
to a, b and c, d, respectively, and let e be the common edge of the boundaries of f and f ′. Note
that the fact that a is adjacent to c and b is adjacent to d implies that {a, b} ∩ {c, d} = ∅. Thus,
we must have that exactly one of c or d is incident with e and, likewise, exactly one of a or b is
incident with e. By Lemma 3.1, the vertex of {a, b} that is not incident with e cannot be adjacent
to the vertex of {c, d} that is not incident with e. Thus, by definition of Γ, this pair cannot be a
and c, nor can it be b and d. On the other hand, it is easily checked (using Lemma 3.1) that if
e = bc, then there is an arc from (a, b) to (c, d) in Φ and, if e = ad, then there is an arc from (c, d)
to (a, b) in Φ.
Now, for the other direction, suppose, without loss of generality, that there is an arc from (a, b)
to (c, d) in Φ. Let f be the face incident to a, b and f ′ be the face incident to c, d. Since a is
adjacent to c but neither c nor a is adjacent to d, we must have f 6= f ′. Also, since H has no K2,3,
it must be the case that c is incident to f and b is incident to f ′. Thus, the boundaries of f and f ′
share the edge bc and, by Lemma 3.1, this is the unique such edge. So, we can conclude that (a, b)
is adjacent to (c, d) in Γ. 
Next, we prove that Γ is connected. Note that there are some subtleties here to be aware of.
In particular, the fact that every finite quadrangulation has a vertex of degree at most three will
be crucial. For infinite quadrangulations, the graph Γ is not connected in general; e.g. if H were
the infinite square grid, then Γ would contain exactly four connected components, each of which
is itself isomorphic to an infinite square grid. Also, the graph Γ can sometimes be disconnected
if H is a finite quadrangulation of the torus; consider, for example, the Cartesian product of two
cycles. Thus, in some sense, the structure of the sphere (in particular, the fact that it has positive
curvature) is important for our proof to go through.
Lemma 3.15. Γ is connected.
Proof. Let vertices 0, 1, 2, 3, α1,2 , α2,3 and α3,1 and faces f1, f2 and f3 of H be defined as in the
previous section. We show that every (a, b) ∈ A admits a path to (0, 1) in Γ, which will complete
the proof.
Let (a, b) ∈ A be arbitrary and let f ′ be the face whose boundary contains a and b. We denote
the four faces of H whose boundaries share a unique edge with the boundary of f ′ by f ′1, . . . , f
′
4.
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In light of Lemma 3.14, Lemma 3.12 gives us that (a, b) has four neighbours (c1, d1), . . . , (c4, d4) in
Γ, where ci and di are on the boundary of f
′
i . Thus, by the connectedness of the planar dual of H,
we get that there is a path in Γ starting at (a, b) and terminating at a pair (s, t) on the boundary
of the face f1. We show that there is a path from every such (s, t) to (0, 1).
Of course, if (s, t) = (0, 1), then we are simply done. If (s, t) = (α3,1, α1,2), then it is adjacent
to (0, 2), which is adjacent to (α2,3, α3,1), which is adjacent to (0, 1) and we are done. The proof
in the case (s, t) = (α1,2, α3,1) is similar. If (s, t) = (1, 0), then we see that (1, 0) is adjacent to
(α3,1, α2,3), which is adjacent to (0, 2), which is adjacent to (α3,1, α1,2) which was already shown to
admit a path to (0, 1). This completes the proof. 
We are now ready to prove Lemma 2.2.
Proof of Lemma 2.2. By Lemmas 3.14 and 3.15, the undirected graph underlying Φ is connected
and, by Lemma 3.12, every vertex of Φ has in-degree equal to its out-degree. Thus, Φ has an
Eulerian circuit. In particular, this implies that there is a directed path between any two vertices
of Φ, and so we are done by Lemma 3.11. 
3.3. Not-All-Zero Gadget for Quadrangulations. We will now use Lemma 2.2 to prove Lemma 2.3.
We remark that, in a subtle way, this construction relies strongly on the fact that 0 was chosen to
be a vertex of degree exactly three in H. In topological language, the proof relies strongly on the
fact that the “link” of the vertex 0 is a triangle.
Proof of Lemma 2.3. We construct a not-all-zero gadget Z(z1, z2, z3, z4). First, applying Lemma 2.2,
we construct two {(1, 2), (0, 2), (1, 0)}-gadgets W1(z1, w1) andW3(z3, w3), and two {(1, 3), (0, 3), (1, 0)}-
gadgetsW2(z2, w2) andW4(z4, w4) disjointly. Next, add a disjoint copy H
∗ of H in which the vertex
of H∗ corresponding to a vertex v ∈ V (H) is denoted v∗ and add four new vertices x1,2, y1,2, x3,4
and y3,4 such that
• x1,2 is adjacent to w1, w2, 0
∗ and y1,2 and
• y1,2 is adjacent to α
∗
1,2, α
∗
3,1 and x1,2.
Finally, we add a {(1, 0), (0, 1), (1, 1)}-gadget Y (y1,2, y3,4). See Figure 5.
z1 z2 z3 z4
w1 w2 w3 w4
x1,2 x3,4
y1,2 y3,4
H∗
0∗
α∗1,2
α∗3,1 H∗
0∗
α∗1,2
α∗3,1
Figure 5. An illustration of the not-all-zero gadget. Thin solid black lines represent
edges, thick solid black closed curves represent the copy H∗ of H (drawn twice for
clarity), red dashed lines connect signal vertices of {(1, 2), (0, 2), (1, 0)}-gadgets, blue
dashed lines connect signal vertices of {(1, 3), (0, 3), (1, 0)}-gadgets and the black
dashed line connects signal vertices of a {(1, 0), (0, 1), (1, 1)}-gadget.
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Now, for p = (p1, . . . , p4) ∈ {0, 1}
4 \ {(0, 0, 0, 0)}, we define ζp as follows. The copy H
∗ of H is
coloured according to the identity colouring v∗ 7→ v. If p1 = 0, then we colour W1(z1, w1) according
to ζ(0,2) and similar for W3(z3, w3) if p3 = 0. Similarly, if p2 = 0, then we colour W2(z2, w2)
according to ζ(0,3) and similar for W4(z4, w4) if p4 = 0. For each i such that pi = 1, we colour the
gadget Wi(zi, wi) with ζ(1,0). We colour x1,2 with α1,2 if p2 = 1, with α3,1 if p2 = 0 and p1 = 1 and
with α2,3 otherwise. Also, colour y1,2 with 1 if at least one of p1 or p2 is equal to 1 and 0 otherwise.
The colouring of x3,4 and y3,4 is similar. Since at least one of p1, . . . , p4 is equal to 1, we know that
one of y1,2 or y3,4 is mapped to 1. We colour the gadget Y (y1,2, y3,4) with one of the colourings
ζ(1,0), ζ(0,1) or ζ(1,1) depending on which of y1,2 or y3,4 has already been coloured with 1. One can
easily check that this definition of ζp is a valid H-colouring and that ζp(zi) = pi for i = 1, 2, 3, 4;
thus condition (a) of Definition 2.1 is satisfied. The rest of the proof consists of verifying that the
other two conditions of Definition 2.1 hold.
Since each of the vertices z1, z2, z3, z4 is contained in either a {(1, 2), (0, 2), (1, 0)}-gadget or a
{(1, 3), (0, 3), (1, 0)}-gadget which is mapped to a canonical colouring, we know that ψ(zi) ∈ {0, 1}
for all ψ which reconfigures to any ζp for p ∈ {0, 1}
4 \ {(0, 0, 0, 0)}. Thus, to verify condition (b)
of Definition 2.1 we need only show that no H-colouring ψ which reconfigures to some ζp can map
all of z1, z2, z3, z4 to zero. By definition of the {(1, 2), (0, 2), (1, 0)}-gadget and {(1, 3), (0, 3), (1, 0)}-
gadget, if ψ(z1) = ψ(z2) = 0, then ψ(w1) = 2 and ψ(w2) = 3. Also, by Lemma 3.7, ψ must colour
H∗ according to the identity map. Thus, x1,2 must map to a common neighbour of 0, 2, 3, which
implies that ψ(x1,2) = α2,3 as H is K2,3-free. From this, we get that y1,2 must map to 0, as this
is the only common neighbour of α1,2, α3,1 and α2,3, again by K2,3-freeness. Applying the same
argument starting with z3 and z4 gives us that y3,4 maps to 0 as well, but this contradicts the
definition of the {(1, 0), (0, 1), (1, 1)}-gadget. Therefore, condition (b) of Definition 2.1 holds.
Finally, we move on to condition (c) of Definition 2.1. Let p, q ∈ {0, 1}4 \ {(0, 0, 0, 0)} differ on
a unique coordinate. By symmetry and without loss of generality we can assume that p1 = 0 and
q1 = 1 (note that this is indeed without loss of generality since we can always swap the names
of vertices 2 and 3 of H). We begin by reconfiguring the colouring of the gadget between z1 and
w1 from ζ(0,2) to ζ(1,2) without changing the colour of w1. Then, without changing the colour of
z1, we reconfigure it to ζ(1,0). At this point, the current colouring differs from ζq only on x1,2 and
vertices of the gadget Y (y1,2, y3,4). However, we may simply change the colour of x1,2 to ζq (x1,2)
at this point since, by definition of ζq, it is either α1,2 or α3,1, both of which are compatible with
the colour of y1,2. As a final step, we reconfigure the colouring of Y (y1,2, y3,4) to match ζq. This
completes the proof. 
4. Wheels
Our aim in this section is to apply Theorem 1.1 to prove Theorem 1.2. Throughout, we denote
the vertices of Wk by x1, . . . , xk and α where x1x2 · · · xk is a cycle of length k and α is adjacent to
all of x1, . . . , xk; see Figure 6. The following standard definition will be useful.
Definition 4.1. For graphs F1 and F2, the categorical product (sometimes called the direct or
tensor product) of F1 and F2, denoted F1 × F2, is the graph on vertex set V (F1) × V (F2) where
(u1, u2) is adjacent to (v1, v2) if and only if u1v1 ∈ E(F1) and u2v2 ∈ E(F2).
Of particular interest to us will be products of the form H × K2, which is often referred to
as the“bipartite double cover” of H, among other names. The following is a corollary of [20,
Proposition 4.3]; we include a proof for the sake of completeness.
Lemma 4.2 (Wrochna [20]). For every graph H, the (H ×K2)-Recolouring problem is polyno-
mially equivalent to the restriction of the H-Recolouring problem to bipartite instances.
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x1
x2
x3
x4
x5
x6
x7
x8
α
Figure 6. The wheel W8 together with the labelling of its vertices.
Proof. Let V (K2) = {1, 2}, let pi1 : V (H) × V (K2) → V (H) be the projection onto the first
coordinate and let pi2 : V (H) × V (K2) → V (K2) be the projection onto the second coordinate.
Note that pi1 and pi2 are homomorphisms from H × K2 to H and K2, respectively. Thus, if
(G, f, g) is an instance of (H × K2)-Recolouring, then G admits a K2-colouring (equivalently,
G is bipartite) by composing f with pi2.
Now, let G be any bipartite graph and let A,B be the two sets of the bipartition. Given a
homomorphism f from G to H ×K2, we can compose f with pi1 to get a homomorphism f
′ to H.
On the other hand, if f ′ is a homomorphism from G to H, we can let f : V (G) → V (H)× V (K2)
be defined so that f(v) = (f ′(v), 1) if v ∈ A and f(v) = (f ′(v), 2) if v ∈ B. It is not hard to show
that both of these transformations preserve the “reconfigures to” relation, and so the (H × K2)-
Recolouring problem is polynomial-time equivalent to the H-Recolouring problem restricted
to bipartite instances. 
At this point, we have already built up enough machinery to prove Theorem 1.2 in the case that
k is odd, since Wk ×K2 satisfies the hypotheses of Theorem 1.1 (see below for a proof). However,
for the case that k is even, we require one additional lemma.
Definition 4.3. Given a graph F and an induced subgraph H of F , a map ϕ : V (F ) → V (H)
is called a retraction from F to H if ϕ is a homomorphism from F to H and ϕ(v) = v for every
v ∈ V (H).
Definition 4.4. An induced subgraphH of a graph F is called a retract of F if there is a retraction
from F to H.
Lemma 4.5. If H is a retract of F , then H-Recolouring reduces to F -Recolouring.
Proof. Let ϕ be a retraction from F to H and define ι : V (H)→ V (F ) by ι(v) = v for all v ∈ V (H).
Clearly, ι is a homomorphism from H to F . Note that ϕ ◦ ι is nothing more than the identity map
on H.
Now, given an instance (G, f, g) of H-Recolouring, we consider the instance (G, ι ◦ f, ι ◦ g) of
F -Recolouring. Clearly, if f reconfigures to g, then composing each map on the reconfiguration
sequence with ι yields a reconfiguration sequence taking ι ◦ f to ι ◦ g. On the other hand, if
ι ◦ f reconfigures to ι ◦ g, then composing each map on the reconfiguration sequence with ϕ (and
possibly taking a subsequence) yields a reconfiguration sequence taking f to g. This completes the
proof. 
We can now prove Theorem 1.2.
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Proof of Theorem 1.2. Denote the vertices of K2 by 1 and 2. We divide the proof into two cases
depending on the parity of k.
Case 1: k is odd.
In this case, the graph Hk :=Wk ×K2 consists of a cycle
C := (x1, 1)(x2, 2)(x3, 1) · · · (xk, 1)(x1, 2) · · · (xk, 2)
and vertices (α, 1) and (α, 2), where the neighbourhood of (α, 1) is {(x1, 2), . . . , (xk, 2)} and the
neighbourhood of (α, 2) is {(x1, 1), . . . , (xk, 1)}. This is easily seen to be a quadrangulation by
embedding (α, 1) on the inside of C and (α, 2) on the outside. Also, one can check that Hk
does not contain K2,3 and, clearly, it is not a 4-cycle. So, by Theorem 1.1, Hk-Recolouring is
PSPACE-complete. Thus, by Lemma 4.2, we have that Wk-Recolouring is PSPACE-complete
for bipartite instances.
Case 2: k is even.
In this case, the graph Wk ×K2 consists of two cycles
C1 := (x1, 1)(x2, 2), . . . , (xk, 2),
C2 := (x1, 2)(x2, 1), . . . , (xk, 1)
and vertices (α, 1) and (α, 2) where the neighbourhood of (α, 1) is {(x1, 2), . . . , (xk, 2)} and the
neighbourhood of (α, 2) is {(x1, 1), . . . , (xk, 1)}. Let Hk be the subgraph of Wk × K2 induced by
V (C1) ∪ {(α, 1), (α, 2)}. Similar to the proof of the odd case, since k 6= 4, the graph Hk is easily
seen to satisfy the hypotheses of Theorem 1.1 and so the Hk-Recolouring problem is PSPACE-
complete.
Thus, by Lemmas 4.2 and 4.5, we will be done if we can find a retraction from Wk ×K2 to Hk.
Let ϕ : V (Wk)× V (K2)→ V (Hk) be defined so that, for 1 ≤ i ≤ k and j ∈ {1, 2}, we have
ϕ(xi, j) := (xi+1, j) if i 6≡ j mod 2,
ϕ(xi, j) := (xi, j) if i ≡ j mod 2,
ϕ(α, j) := (α, j)
(where indices are viewed modulo k). It is easily observed that this is, indeed, a retraction from
Wk ×K2 to Hk and so we are done. 
5. Gadgets for Reflexive Triangulations
In this section, all graphs are assumed to be reflexive, unless otherwise stated. Our goal is to
prove that H-Recolouring is PSPACE-complete when H is a reflexive graph which contains a
substructure which resembles a triangulation near a vertex. The following definition is useful for
defining the class of graphs that we consider.
Definition 5.1. Given a stiff reflexive graph H, we say that a set S ⊆ V (H) is listable if there
exists a reflexive S-gadget X(x1).
The following, somewhat cumbersome but quite broad, definition describes the class of graphs
that we will consider.
Definition 5.2. A stiff reflexive graph H is locally triangulated around a vertex 0 ∈ V (H) if H
contains a reflexive subgraph F such that
(a) 0 ∈ V (F ),
(b) the subgraph of H induced by V (F ) is K4-free,
(c) the neighbourhood of 0 in F contains a spanning cycle, say 12 · · · k,
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(d) for 1 ≤ i ≤ k, the neighbours i and i+ 1 of 0 (where vertex labels are viewed modulo k) have
a common neighbour βi in V (F ) which is distinct from 0,
(e) for 1 ≤ i ≤ k, the neighbourhood of βi in F contains a spanning cycle,
(f) every pair {u, v} where uv ∈ E(F ) and u 6= v is listable and
(g) the sets {0, 2, 3} and {0, 3, 4} are listable.
The main focus of this section is on proving variants of Lemmas 2.5 and 2.6 for graphs which
are locally triangulated around a vertex (Lemmas 5.6 and 5.7 below). Next, we show that locally
triangulated graphs generalize K4-free triangulations distinct from the reflexive triangle and, thus,
Lemmas 2.5 and 2.6 follow from the results of this section.
Lemma 5.3. Let H be a finite reflexive K4-free triangulation which is not isomorphic to a reflexive
triangle. Then H is locally triangulated around every vertex 0 ∈ V (H).
Proof. We let F := H. Given this, it is trivial that conditions (a) and (b) of Definition 5.2 hold. In
any triangulation, apart from the triangle, the neighbourhood of any given vertex induces a cycle.
So, condition (c) of Definition 5.2 holds. As in Definition 5.2, we denote the neighbours of 0 by
1, . . . , k where 12 · · · k is a cycle.
If H is not stiff, then, by Observation 3.6 and since 0 is an arbitrary vertex and H is reflexive,
we have, without loss of generality, N(0) ⊆ N(1). However, if this were the case, then the vertices
0, 1, 2, 3 would form a reflexive K4, which is a contradiction. So, H is stiff.
The edge from i to i+ 1 separates the face f incident to 0, i and i+ 1 from another face f ′. Let
βi be the vertex incident to f
′, distinct from i and i + 1. Since H is not a reflexive triangle, we
must have that βi is distinct from vertex 0 and so condition (d) of Definition 5.2 holds. The same
argument that was used to prove (c) shows that (e) holds as well.
Now, given an edge u, v ∈ E(H), we let x, y be the two vertices, distinct from u and v, which
are incident to the two faces whose boundary contains the edge uv. Then x and y are the only two
common neighbours of u and v, apart from u and v themselves, and they are non-adjacent. So,
N(u) ∩N(v) ∩N(x) ∩N(y) = {u, v}.
Given this, and the fact that H is stiff, a {u, v}-gadget can be constructed by simply taking a copy
of H coloured by the identity map in all canonical colourings and adding a reflexive signal vertex
x1 adjacent to u, v, x and y. So condition (f) of Definition 5.2 holds. Also, for any triangle x, y, z
in H, we have
N(x) ∩N(y) ∩N(z) = {x, y, z}
which, via a similar argument to that which was used for (f), gives us condition (g). This completes
the proof. 
Remark 5.4. Of course, the condition that H is locally triangulated around a vertex covers a
wide variety of graphs beyond K4-free reflexive triangulations. For example, many reflexive graphs
embedded on other surfaces (which need not even be triangulations of that surface, i.e., they can
have larger faces) satisfy the criteria of Definition 5.2.
Thus, by Lemma 5.3, the following theorem, proven in the rest of this section, generalizes The-
orem 1.3.
Theorem 5.5. If H is a finite reflexive graph which is locally triangulated around a vertex 0,
then H-Recolouring is PSPACE-complete when restricted to instances (G, f, g) such that G is
reflexive.
The aim in the rest of the section is to establish the following two lemmas which imply Theo-
rem 5.5 via Lemma 2.4.
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Lemma 5.6. Let H be a finite reflexive graph which is locally triangulated around a vertex 0 and
let 1, . . . , k and β1, . . . , βk be as in Definition 5.2. Then, for 1 ≤ i ≤ k, there exists
• a {(0, 0), (0, 1), (1, 0)}-gadget,
• a {(1, i), (1, βi), (0, βi)}-gadget and
• a {(1, i + 1), (1, βi), (0, βi)}-gadget.
Lemma 5.7. If H is a finite reflexive graph which is locally triangulated around a vertex 0, then
for every neighbour 1 of 0 with 0 6= 1, there exists a not-all-zero gadget.
5.1. Not-Both-One Gadget for Locally Triangulated Graphs. In the rest of this section H,
always denotes a finite reflexive graph which is locally triangulated around a vertex 0. We define
a directed graph analogously to Definition 3.9, guided by the graphs in Figure 7 rather than in
Figure 4.
Definition 5.8. Let A be the set of all pairs (x, y) ∈ V (H)2 such that x 6= y, xy ∈ E(H) and
{x, y} is listable.
Definition 5.9. Let Φ be a directed graph on vertex set A where there is an arc from (a, b) to
(c, d) if ac, bc, bd ∈ E(H) and ad /∈ E(H).
y1 y2 y3 ym
· · ·
d1
c1
d2
c2
d3
c3
d4
c4
dm
cm
· · ·
· · ·
· · ·
L
P
Figure 7. Graphs P and L motivating Φ of Defintion 5.9.
We remark that an important difference between the digraph Φ defined in this section and the
one for irreflexive quadrangulations in Section 3 is that, for given an arc (a, b)(c, d), the vertices
b and c may actually coincide. This is the key property which allows us to get away with local
arguments in this section.
Observation 5.10. There is an arc from (a, b) to (c, d) in Φ if and only if there is an arc from
(d, c) to (b, a).
The following lemma is proved in a way which is analogous to the proof of Lemma 3.11. We
omit the details.
Lemma 5.11. If there is a directed path from (a1, a0) to (b0, b1) in Φ, then there exists a reflexive
{(a0, b0), (a1, b0), (a0, b1)}-gadget.
Thus, Lemma 5.6 is implied by the following lemma, via Lemma 5.11.
Lemma 5.12. For 1 ≤ i ≤ k, there is a path from (a1, a0) to (b0, b1) in Φ for the following choices
of a0, a1, b0, b1
(i) a0 = b0 = 0 and a1 = b1 = 1,
(ii) a0 = 1, a1 = 0, b0 = βi and b1 = i and
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(iii) a0 = 1, a1 = 0, b0 = βi and b1 = i+ 1.
Proof. Since the subgraph of H induced by V (F ) is K4-free, we know that vertex i is not adjacent
to i+ 2 for 1 ≤ i ≤ k. Therefore, for (i), we simply observe that the following is a directed path in
Φ:
(1, 0)(2, 3)(3, 4) · · · (k − 1, k)(0, 1).
For 1 ≤ j ≤ k, label the neighbours of βj by x
j
1, . . . , x
j
tj
so that xj1 = j and x
j
1 · · · x
j
tj
is a cycle.
Again, since the subgraph of H induced by V (F ) is K4-free, we know that x
j
ℓ and x
j
ℓ+2 are non-
adjacent. Also, 0 and βj are non-adjacent. Thus, the following is a directed path in Φ:
(0, 1)(2, β1)(x
1
2, x
1
3) · · · (x
1
t1−1, x
1
t1
)(β1, 2)(1, 0).
We follow this by the directed path
(1, 0)(2, 3)(3, 4) · · · (i− 2, i− 1)(0, i)(i, βi).
We complete the proof of (ii) by continuing along the following path
(i, βi)(x
i
2, x
i
3) · · · (x
i
ti−1, x
i
ti
)(βi, i).
The argument used to prove (ii) applies mutatis mutandis to prove (iii). 
5.2. Not-All-Zero Gadget for Locally Triangulated Graphs. Our next goal is to prove
Lemma 5.7, which, when combined with Lemma 5.6 (i), will complete the proof of Theorem 5.5 via
Lemma 2.4.
Proof of Lemma 5.7. Our goal is to construct a not-all-zero gadget Z(z1, z2, z3, z4). Recall that the
neighbours of the vertex 0 in H are labelled 1, . . . , k for some k ≥ 4 where consecutive neighbours
modulo k are adjacent. In what follows, we will often refer to vertex 5 which, if k = 4, is regarded
as the same as vertex 1.
As a first step, we apply Lemmas 5.6 and 5.11 to disjointly add
• a reflexive {(1, βi), (0, βi), (1, i)}-gadget Wi(zi, wi) for 1 ≤ i ≤ 3 and
• a reflexive {(1, β4), (0, β4), (1, 5)}-gadget W4(z4, w4).
Then, disjointly from the construction so far and from one another, use conditions (f) and (g) of
Definition 5.2 to add
• a reflexive {0, 1}-gadget with signal vertex y1,
• a reflexive{0, 2, 3}-gadget with signal vertex y2,
• a reflexive {0, 3, 4}-gadget with signal vertex y3 and
• a reflexive {0, 5}-gadget with signal vertex y4.
Finally, add an edge from yi to wi for 1 ≤ i ≤ 4 and add edges y1y2, y2y3 and y3y4. See Figure 8.
Now, for p = (p1, p2, p3, p4) ∈ {0, 1}
4 \{(0, 0, 0, 0)}, we define ζp as follows. If pi = 1 for 1 ≤ i ≤ 3,
then we colour Wi(zi, wi) with ζ(1,i) and yi with 0. Similarly, if p4 = 1, colour W4(z4, w4) with ζ(1,5)
and y4 with 0. On the other hand, if pi = 0, then we colour Wi(zi, wi) with ζ(0,βi). If there exists
j > i with pj = 1, then we colour yi with the smallest non-zero colour in its list and, otherwise,
colour it with the largest such colour.
Let us now show that if ψ reconfigures to ζp for some p ∈ {0, 1}
4 \ {(0, 0, 0, 0)}, then at least
one of ψ(z1), . . . , ψ(z4) is one. The gadgets W1, . . . ,W4 imply that, if ψ(z1) = 0, then ψ(w1) = β1
which implies ψ(y1) = 1 and if ψ(z2) = 0, then ψ(y2) ∈ {2, 3} which means that it must be equal to
2 because 13 /∈ E(H) since V (F ) induces a K4-free subgraph of H. By the same argument, ψ(y4)
must be 5 and ψ(y3) must be 4, which is a contradiction because 24 /∈ E(H) since V (F ) induces a
K4-free subgraph of H.
Now, suppose that p, q ∈ {0, 1}4 \ {(0, 0, 0, 0)} differ on exactly one coordinate. Without loss
of generality, there is some i such that pi = 0 and qi = 1. Let j be any coordinate such that
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y1
{0, 1}
y2
{0, 2, 3}
y3
{0, 3, 4}
y4
{0, 5}
w1{β1, 1} w2{β2, 2} w3{β3, 3} w4{β4, 5}
z1
{0, 1}
z2
{0, 1}
z3
{0, 1}
z4
{0, 1}
Figure 8. The vertices zi, wi and yi for 1 ≤ i ≤ 4 with their lists. Solid lines
represent edges of Z and dashed lines represent gadgets which force wi to map to
βi when zi maps to 0.
pj = qj = 1. Starting with ζp, we can reconfigure the colouring on the gadget Wi(zi, wi) so that zi
maps to 1 and wi does not map to βi. We can then change the colour of yi to 0. After doing this,
we change the colours on the vertices yi′ for i
′ between j and i so that they match their colours
under ζq (and we can do that without modifying the colourings on the non-signal vertices of the
gadgets Wi′(zi′ , wi′)). This completes the proof. 
6. Conclusion
The complexity results obtained for H-Recolouring thus far seem to be pointing towards
a dichotomy (P/PSPACE-complete) based, at least partially, on the structure of a topological
complex defined in terms ofH. For irreflexiveH, the important complex seems to be a CW-complex
defined in terms of H ×K2, in which edges are 1-dimensional cells, 4-cycles are 2-dimensional cells
and larger complete bipartite subgraphs are higher dimensional cells. While a very vague picture
of this potential dichotomy has started to materialize from the results of Wrochna [21] and our
Theorem 1.1, it seems that much more data will be required before one can make a plausible
conjecture regarding the full complexity classification. A natural place to start, which is probably
difficult in its own right, might be to classify the complexity in the case of irreflexive K2,3-free
graphs H (perhaps with the additional assumption that H is bipartite). Homomorphisms to K2,3-
free graphs have the nice property that, when a vertex of the instance changes his colour from α to
β, at most two colours can currently appear on the vertices of its neighbourhood. Also, as we saw
in this paper, K2,3-freeness can be exploited to restrict colours of vertices to remain within certain
lists of size two, which is sometimes useful for building gadgets.
In the case of reflexive H and reflexive instance graphs, we speculate that the complexity of
H-Recolouring may be driven by the structure of the clique complex of H; i.e. the simplicial
complex in which the k-dimensional simplices are vertex sets of (k+1)-cliques in H. In this setting,
our current understanding is even thinner, but perhaps a classification in the K4-free case could be
achieved.
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