Introduction
Speech is the most natural and convenient form of interpersonal communication. According to modality, speech can generally be classified into 5 modes: whispered speech, soft speech, normally phonated speech (normal or neutral speech), loud speech and shouted speech [43] . Whisper is a specific mode of speech characterized by an absence of glottal vibrations and noisy excitation of the vocal tract. It is often used in daily life, especially over cellular phones.
Humans tend to whisper or generally lower their voice in an environment where normal speech is prohibited or inappropriate (e.g. in theater or reading room). An alternative way of communication is achieved with whisper if some confidential information should not be overheard. Whisper is sometimes used in criminal activities for hiding a speakers' identity. In addition to conscious production of whispered speech, it may also be phonated due to health issues, which appear after laryngitis or rhinitis [22] .
In spite of the fact that vast improvements in speech technologies has been made in the last two decades, some disadvantages remain. The major drawback is the considerable performance degradation in adverse conditions, i.e., for speech that deviates significantly from the training data. Also, speech technologies are designed for recognition of the most commonly used mode of phonation, i.e. the neutral speech. In a range of speech modes from whisper to shouted, whispered speech has the most negative impact on the performance of Automatic Speech Recognition (ASR) systems [43] . Since whisper data are not generally available (or at least not in a sufficient amount), the greatest issue is confined to the automatic speech/speaker recognition in whispered mode, while training is done on normally phonated speech.
Classification technique based on Support Vector Machines (SVM) has shown good robustness in many speech recognition tasks, due to its operation principle based on finding the optimal separating hyper-plane that maximizes the margin between classes of the training data. The goal of this paper is to analyse the application of SVM in ASR systems for the recognition of bimodal speech, i.e., the neutral speech and whisper, and to compare the performance with the traditional HMM-based framework. Special attention is paid to whispered speech recognition improvement in the case where training is completed on utterances in normal phonation (N/W scenario). This study includes the analysis of recognition in both speaker dependent (SD) and speaker independent (SI) fashion. The recognition of isolated words (from a constrained lexicon) uttered in normal and whispered phonation in different train/test scenarios is considered.
The remainder of this paper is organized as follows. An overview of related works is briefly summarized in Section 2. In Section 3, the basic characteristics of whispered speech and its comparison with normal speech are given. Section 4 provides the ASR methodology based on Hidden Markov Models (HMM) and Support Vector Machines (SVM), whereas experimental preparation is described in Section 5. Experimental results, as well as their discussion, are presented in Section 6, for both the SD and SI recognition. Finally, the concluding remarks and the directions for future improvements are presented at the end of the paper.
Related Works
One of the earliest research studies in recognition of whispered speech was conducted for the Japanese language at the University of Nagoya [19] . The research has shown that the accuracy of whispered speech recognition can be effectively increased by using small amount of whispered speech for the adaptation of target speaker. The following studies were focused on the compensation of differences between neutral and whispered speech. Significant improvement for whisper speaker identification was obtained with frequency warping and score competition [9] .
The generation of pseudo-whisper for efficient model adaptation based on Vector Taylor Series (VTS) algorithm was demonstrated in [13, 14] . Together with vocal tract length normalization and shift frequency transformation the Word Error Rate (WER), reduction from 27.7% to 17.5% (for open speaker scenario) was reported. The ASR system was speaker independent with lexicon constrained to 160 words.
High accurate detection of whisper-islands embedded within continuous neutral speech was achieved with linear prediction residual and entropy-based features [40, 41] . Whisper recognition based on deep neural networks and KALDI toolkit was investigated in [25] . Alternative techniques for recognition of normally phonated and whispered speech were examined using non-audible murmur microphone [1, 35] , microphone arrays [42] , throat microphone [21] and using camera for lip-reading and obtaining video features simultaneously with audio features [8] .
The use of Teager energy cepstral coefficients with deep denoising autoencoder (DDA) has recently brought many benefits in speaker dependent (SD) neutraltrained whisper recognition [18] . Likewise, performances of speaker independent (SI) recognition of whispered speech have been significantly improved after adapting the acoustic model toward the DDA pseudo-whisper samples, compared to the model adaptation on an available small whisper set (for UT-Vocal Effort II speech corpus) [13, 15] . However, to the best of our knowledge, comparison of different speech recognition tools that include SVM in recognition of whispered speech was not reported. In this paper, comparison of HMM and SVM-based recognition of whispered speech is analyzed in both the SD and SI fashion.
Recently, using Teager energy cepstral coefficients has brought many benefits in speaker dependent neutral-trained whisper recognition [27] . Significant improvement in whisper recognition is achieved using cepstral coefficients with μ-law frequency warping [11] .
Preceding papers related to the recognition of whispered speech from Whi-Spe database [26] were focused on the SD recognition. In [17] , signal pre-processing procedure based on spectral whitening (so-called inverse filtering) improved neutral-trained whisper recognition. The comparison between different normalization techniques was analyzed in [16] . The best results were obtained by using Cepstral Mean Normalization (CMN).
The research presented it this paper represents an important issue in Cognitive Infocommunications (CogInfoCom) [2] . By definition, CogInfoCom addresses the connection among research areas of infocommunications and cognitive sciences and their engineering applications. The goal of CogInfoCom is to provide a systematic view of how cognitive processes can co-evolve with infocommunications devices, and how humans may interact with the capabilities of artificially cognitive systems [3] . By the cognitive linguistic view, it has been stated that language represents an emergent cognitive capability, inseparably intertwined with the way in which we interact with the environment [7] . Several aspects of human-computer interaction (HCI) could be considered in CogInfoCom. One of those aspects is a negative impact of reduced resolution in HCI and multimodal interaction systems [3] . The problem of whispered speech recognition clearly addressees the issue.
Generally speaking, human-computer speech communication has been one of the most popular topics in CogInfoCom research area. In paper [31] , the authors discuss including filled pauses and disfluent events into the training data for statistical language modeling, in order to improve speech recognition accuracy and robustness in the case of spontaneous speech. In [30] , speech analysis has been conducted to verify the speaker authorization and measure the stress level within the air-ground voice communication, to improve voice communication in air traffic management security. In [29] , a report is made on a set of perceptual experiments designed in order explore the human ability to identify emotional expressions presented through visual and auditory channels. A special emphasis is given to the cultural context, and in particular the language, and its influence to the study. In [24] , the authors provide statistical analysis, examination and classification of features. Then they compare their discriminability in the case of read and spontaneous speech, for the task of automatic detection of depression by speech processing. In [37] , automatic stress detection and prosodic phrasing approaches have been applied on pathological speech samples, in order to examine their discrimination capabilities in analyzing the samples from healthy and non-healthy individuals. A method used to collect video and audio recordings of people interacting with a simple robot interlocutor is proposed in [38] . In [34] , a large-scale subjective study of phase importance in digital processing of speech is provided.
Although a novel contribution was presented in each study, implementation of a commercially available speaker independent recognizer for whispered speech remains an important issue that needs to be addressed in more details.
Whispered Speech Characteristics
Whisper represents a specific kind of speech, which is by its characteristics, nature and generating mechanism quite different from normal speech. The main characteristic of whisper is an absence of fundamental frequency and noisy excitation of the vocal tract. It was determined that formant frequencies for whispered vowels are substantially higher than for the normal voice [23] . The perceived pitch of whispered vowels was found to be very close to the second formant [36] . Compared to normally phonated speech, whisper has lower frame energy, longer durations of speech and silence, flatter long-term spectrum and lower sound pressure level (SPL) [43] . Despite of an increased effort in speech perception, the intelligibility of whisper is very high [33] . The auditory perception of emotional Chinese whispered speech has demonstrated that whispered speech can also carry some emotional information as the voiced one do [6] . On the other hand, non-linguistic information, such as age, sex or identity is hardly revealed in whisper.
In Figures 1 and 2 , the waveform and the spectrogram of the short sentence in Serbian "Govor šapata." ("Whispered speech."), uttered in normally phonated and whispered speech, are depicted, respectively. The figures are supported with phonetic transcriptions. Because of the lack of sonority, a difference in amplitude levels between the two modes of speech can be observed. However, the spectrograms show that some parts of spectrum are well preserved in whisper, especially in the case of unvoiced consonants, such as fricative /š/ (/ʃ/ in IPA notation) and plosives /p/ and /t/. A similar shape of spectrum of vibrant /r/ in Serbian is observed. Moreover, the spectrogram shows that the harmonic structure of vowels is lost in the case of whisper. 
Experimental Setup

The Whi-Spe Speech Database
The greatest issue in the utilization of whispered speech in ASR systems is the lack of an extensive and appropriate speech database. Therefore, a Whi-Spe speech database (abbreviation of Whispered Speech) was created for this research [26] . The database was recorded in quiet laboratory conditions, with a high-quality omni-directional microphone in mono technique. It was designed to have two parts: one that contains recordings of whispered words, and another one that contains recordings of the same words uttered in normal phonation. The corpus of 50 words spoken by 10 speakers (5 of them male and 5 female) was included in the database. Each speaker read all the words 10 times in both speech modes. Finally, the Whi-Spe corpus contained 5000 recorded words in normal speech and the same number of words recorded in whisper, or 2 hours in total. The speech data were digitized using a sampling frequency of 22050 Hz and 16 bits per sample, in Windows linear Pulse Code Modulation (PCM) .wav format.
During a recording session, each speaker read all the words continuously. The recording sessions were organized more than 10 times (with a pause of a few days between successive recordings) in order to collect a sufficient number of good quality representatives. The quality control of recordings found various types of errors. Some of them were related to an incorrect articulation or a wrong pronunciation, but most of them were related to the whispered speech. One of the major problems of whispered recordings was insufficient signal level in relation to the ambient noise.
The specific details about the vocabulary of the Whi-Spe database, manual segmentation procedure, quality control and a labeling can be found in [26] .
The Characteristics of the HMM-based ASR System
In ASR systems, the conventional technology is based on HMMs with Gaussian mixture models (GMMs). The most commonly used modeling units in isolated words recognition are phonemes independent from their context (monophones), phonemes dependent from their context (usually biphones or triphones), and the whole words. The greatest robustness in the case of experiments with the Whi-Spe database was achieved for the monophone models [10] . Therefore, models of phonemes independent from their context and Mel Frequency Cepstral Coefficients (MFCC) were used in this research.
For the extraction of feature vectors, the Hidden Markov Model Toolkit (HTK) software [39] was used. The Hamming window with pre-emphasis coefficient of 0.97 was used in order to obtain a feature vector. The window size was set to 24 ms, with the frame shift of 8 ms. In filterbanks, the power cepstrum was used rather than the magnitude. Each frame was represented with 39 coefficients, i.e., 13 cepstral coefficients (including the energy), along with their first and second order time derivatives. The coefficients were normalized with cepstral mean of each utterance.
The ASR system backend was based on HMM models with output probabilities modeled using the continuous density GMMs and diagonal covariance matrices. Each monophone model was represented with 5 states in total (3 emitting states) with strictly left to right topology and without skips. Each word from the Whi-Spe database was transcribed manually. The number of training cycles in embedded re-estimation was set to 5 and the variance floor for Gaussian probability density functions was set to 1%. The number of mixture components was 8 for the SD recognizer and 32 for the SI recognizer and it was gradually increased. In the testing phase, the Viterbi algorithm was applied in order to determine the most probable state sequence. The phone level transcription was performed with 32 monophone units -30 monophones corresponding to 30 letters in the Serbian alphabet, the phoneme schwa and the silence. The phoneme schwa is marked when /r/ is found in a consonant environment, whereas the model of silence was appended at the start and at the end of each utterance. The ASR system developed in this study was completely implemented using HTK. The generation of the script and configuration files, as well as the files for model initialization and phonetic transcription was automated using MATLAB. MATLAB was also utilized for logging the ASR system performance results with an evaluation in HTK.
The Characteristics of the SVM-based ASR System
The SVM is a relatively simple and efficient machine-learning algorithm, which is widely used for pattern recognition and classification problems, especially under the condition of data-sparsity. The underlying concept behind the SVM is the structural risk minimization. It is supervised classification algorithm with good generalization properties when number of training patterns is limited. For that reason, we examined the performance of SVM in whisper recognition.
SVM was initially introduced for classifying linearly separable classes of objects. The separation of classes into 2 categories is obtained by using an n-dimensional hyper-plane that maximizes the margin between classes. In most real-world classification problems, classes are not linearly separable. In that case, non-linear feature-vector transformation is performed in order to map into high-dimensional feature space, in which linear separation of classes is expected. A function used for mapping is called kernel. Some common kernels include:
 Radial basis function kernel (adjustable parameter  ) 
 
There are typically 2 approaches to solve non-binary classification problems. The first approach includes the comparison of each class against all the others (1-vsall), whereas the second approach confronts each class against all the other classes separately (1-vs-1). In this study, the classifier with 1-vs-all comparison strategy was used because of better performance in multiclass HMM-SVM recognition of low-SNR isolated word utterances [5] .
The fact that SVM is a static classifier is the main shortcoming for its widespread application in state-of-the-art ASR systems. Some hybrid SVM/HMM systems were developed in order to overcome that limitation [32] .
Speech signal (being a stationary) should be analyzed on a short-time basis, in which it is assumed to be quasi-stationary. Typically, it is divided into a number of overlapping frames (usually Hamming windows) and feature vector is computed to represent each frame. 2) Fixed window size -the window length is fixed, but the overlapping factor is dynamically selected.
Both described procedures lead to loss of information, especially in the case of long speech utterances. In this paper, segmentation based on variable window size and constant K is chosen because of better performance in isolated words recognition using SVM technique [12] . The optimal number of windows per utterance depends on the related speech database and the corresponding lexicon. A heuristic search was made for SVM-based recognition of Spanish digits and was found to be 13 [12] . Therefore, in our initial experiments, we used utterance segmentation on 13 overlapping windows.
The MFCC speech parameterization is performed by using static features (13, including energy) along with the first and second order time derivatives (39 in total) and cepstral mean normalization. Finally, each utterance is represented with a vector of 507 coefficients (13x39), and that vectors are inputs for the SVM recognizer. Speech recognizer was developed in Python software package (version 3.6).
Results and Discussion
This section is organized as follows. The performances of the recognizer based on HMM framework are presented in subsection 5.1, while in subsection 5.2, the performances based on SVM framework are given. The experiments are conducted in both the SD and SI fashion, in 2 train/test scenarios: 1) N/N -the ASR system is trained on neutral speech and tested using the speech of the same mode. This scenario is marked as matched.
2) N/W -the ASR system is trained on neutral speech and tested against the speech of the opposite mode. This scenario is marked as mismatched.
In order to provide more reliable evaluation of the performance, cross-validation is needed. For each speaker, 1000 utterances (500 in neutral and 500 in whisper mode) are available. Word recognition accuracy is presented as a metric for evaluating the performance of the recognizer.
In the SD case, the accuracy is calculated according to the following procedure. In matched conditions, available utterances are divided in the train and test set. The train set contains 80% of utterances evenly distributed between words. Remaining 100 utterances are exploited in the test set. The recognizer displays the percentage of correctly recognized utterances. For example, if N denotes total number of analyzed utterances and E denotes the number of incorrectly recognized utterances, accuracy percentage is calculated in the following way:
Train and test sets are rotated in 5-fold cross-validation. The accuracy for an examined speaker is calculated by averaging 5 results from cross-validation. Finally, the average recognition accuracy is computed as arithmetic mean of accuracies from all speakers. The procedure is the same for mismatched conditions, noting that the test set contains all available utterances in the opposite speech mode. In the train set, equal number of utterances is utilized in both matched and mismatched conditions.
In the SI case, all utterances from the examined speaker (for the respective mode) are given in the test set, whereas the utterances from the other 9 speakers in neutral speech are given in the train set (full dataset training with leave-onespeaker-out cross-validation). Again, the accuracy is averaged across different speakers.
HMM Framework
In the case of ASR systems based on continuous density HMMs, it is essential to provide good initial estimates of the HMM parameters, so that the Baum-Welch re-estimation algorithm could reach the global maximum of the likelihood function. If segmented data are available, the k-means algorithm can be used for calculation of the initial parameters, i.e., mean vectors and covariance matrices [39] . Additionally, instead of using a fixed number of states per each monophone model, a noticeable gain in robustness can be achieved with a variable number, proportional to the phoneme duration. The number of HMM states per model, proportional to the average duration of all the instances of the corresponding phone in the training database is proposed in [20] , for all the phonemes in Serbian.
In this research, the number of states per model (two of which were non-emitting) for each monophone model is presented in Table 1 . Table 1 The number of states per monophone model. It should be noted that Serbian and IPA notations differ for the following consonants: ʃ (š), h (x), ʒ (ž), ʦ (c), ʨ (ć), ʧ (č), ʥ (đ), ʤ (dž), ɲ (nj) and ʌ (lj). Besides the recognition with flat-start initialization (in which models are initialized with the global mean and variance), the contribution of different initial estimates to the performance of the ASR system is analyzed as well. The parameters of the initial monophone models are obtained by using a small part of the database (10% of utterances in normal phonation) annotated with:
Monophone
 Automatic annotation with the forced alignment implemented in the HTK;
 Automatic annotation with the recognizer for the Serbian language based on the Kaldi speech recognition toolkit [28] .
The manual annotation was done in the software package PRAAT [4] . For each word and each speaker in normally phonated speech, a phonetic expert labeled the start and the end time in one utterance (of total 10), by inspecting the time waveform and the spectrogram.
The HTK tool HVite can be used in automatic annotation systems and it operates in the so-called forced alignment mode. In this case, the recognition network is constructed from a word level transcription and a dictionary, instead of a task level word network (the default mode).
The Kaldi speech recognition toolkit can also be used in automatic annotation systems. The recognition models were trained using the Whi-Spe training data in 3 separate phases, i.e., the mono phase, the first and the second triphone phase, each with a different number of states (regression three leaves) and Gaussians. Each phase was initialized using the alignments from the previous phase. During the mono phase, 1000 Gaussians were employed. During the first triphone phase, 1800 states and 9000 Gaussians were used. During the second triphone phase, the system comprised 3000 leaves and 25000 Gaussians. The final model was applied to obtain the alignments used in order to calculate the initial parameters for flatstart ASR system.
The recognition results are depicted in Figure 3 (a) and 3(b) for normal and whispered speech recognition, respectively. Depicted Standard Errors (SE) show standard deviation between different recognition systems divided by the square root of the sample size. For visual comparison of accuracies, an important part of each bar graph is emphasized (higher than 90% in matched and 40% mismatched scenario).
As one can see in Figure 3 (a), compared to the recognition with flat-start initialization, the recognition of normal speech in the SD fashion (SD bars in Figure 3 (a)), was improved for at least half a percent, regardless of the method of initialization. Because of the "ceiling effect" (accuracies are higher than 99.60%), it is hard to infer which manner of initialization gave the best performance. In the SI fashion (SI bars in Figure 3(a) ), the annotation with the recognizer based on forced alignment gave a noticeable improvement (1.16%, absolute). The contribution of manual annotation and KALDI was with absolute increment of 0.8% (approximately).
The results presented in Figure 3 (b) show that the recognition of whispered speech was improved for each manner of annotation, in both SD and SI fashion.
Compared to the SD recognition with flat-start initialization (accuracy 73.42%), the greatest improvement was achieved with the manually annotated model initialization (accuracy 81.38%). However, in SI fashion (SI bars in Figure 3(b) ), the greatest improvement was again achieved by using HTK, giving an accuracy of 87.42% (absolute increment 5.30%). The experiments showed marginal difference in terms of the accuracy between manual and KALDI annotation.
SVM Framework
As noted in 4.3, the most commonly used kernels in SVMs are RBF, sigmoid, linear and polynomial. However, each function that satisfies necessary properties (Mercer's theorem) can be used as a kernel. In this study, we examined performances of the recognizer for 4 mentioned kernels. The recognition results (average accuracy with SE) are depicted in Figures 4(a) and 4(b) for normal and whispered speech recognition, respectively.
As can be seen in Figure 4 (a), for the recognition of normal speech, compared to HMM-based recognizer, there was a marginal decrease of the performance in the SD fashion, with maximum accuracy for linear kernel (99.26%). Still, the drop of the performance in the SI fashion was noticeable, with the best accuracy for polynomial kernel (95.93%).
The obtained results depicted in Figure 4 (b) show that the highest accuracy in whisper recognition in SD fashion is with the sigmoid kernel (81.82%). However, the difference compared to the linear kernel is not significant. The use of the RBF kernel resulted in notably lower performance, whereas the polynomial kernel was practically useless. The best performance in the SI fashion was achieved using the RBF kernel (75.29%, SI bars in Figure 4 (b)), but it was far less successful than the HMM-based recognizer (SI bars in Figure 3(b) ). 
Figure 3
The HMM-based recognition accuracy with standard error (SE) in recognition of normal speech (a) and whisper (b) in speaker dependent (SD) and speaker independent (SI) fashion, in dependence of manner of annotation: FLAT -flat start; MANUAL -manual annotation; HTK -automatic annotation in HTK; KALDI -automatic annotation in KALDI As already mentioned in subsection 4.3, we performed segmentation on 13 overlapping windows. The range of the number of phones per word in Whi-Spe speech database is from 3 to 13, whereas the average number is 5.58 (the longest words are very rare). Using 13 frames per word gives an average of one frame per phone in the longest word, while in short words there are two or three frames per phone.
We also tested performance on finer temporal and spectral resolution by using more than 13 windows per utterance in range from 13 to 19. The results are depicted in Figures 5 and 6 for recognition in the SD and SI fashion, respectively. Kernel with the best performance in the case with 13 windows was used. 
Figure 4
The SVM-based recognition accuracy with standard error (SE) in recognition of normal speech (a) and whisper (b), in speaker dependent (SD) and speaker independent (SI) fashion, in dependence of kernel The results depicted in Figure 5 (a) show that the change in a number of windows in the SD case give no statistically significant improvement in normal speech recognition. Yet, whisper recognition is improved for the additional 1.54% in the case where utterances are segmented into 18 overlapping windows (see Figure  5 (b)) with the average recognition accuracy of 83.36%. 77.68
Figure 6
The SVM-based recognition accuracy in recognition of normal speech (a) and whisper (b) in speaker independent (SI) fashion, in dependence of a number of windows
The analysis in the SI fashion showed that improvement in normal speech recognition is about 3% (absolute) for 17 and 18 windows. Once again, the optimal number of windows in whisper recognition is 18, with an increment in recognition of 6.5%, approximately.
Conclusions
The motivation behind the research study presented in this paper is the growing need to raise human-computer speech communication to a higher level, which includes speech produced in phonation other than normal. Whispering is a useful mode of speech if someone does not want to be overheard, but in some cases it is unavoidable (damaged vocal tract, health issues, etc.).
The recognition of whispered speech with a satisfactory success (independent from speaker) is a serious challenge faced by speech technology scientists today. State-of-the-art ASR systems deal with this problem only in a restricted domain, with a constrained lexicon. The static nature of the SVM classifier is the main reason for good recognition accuracy only in the SD fashion, because the manner of utterance segmentation into fixed number of frames may lead to drop of useful speech information. The traditional HMM-based approach has given much better results in the SI fashion.
Since SVM classifier has better discrimination capabilities compared to the HMM, we hope that developing hybrid SVM/HMM ASR system may give better results in neutral-trained whisper recognition. This is the subject of our future work.
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