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Abstract—A multiple access (MA) optimization technique for
massive low-rate direct-sequence spread spectrum communica-
tions is analyzed in this work. A dense network of users transmit-
ting at the same rate to a common central node under channel-
aware energy allocation is evaluated. At reception, successive
interference cancellation (SIC) aided by channel decoding is
adopted. Our contribution focuses on wireless scenarios involving
a vast number of users for which the provided user-asymptotic
model holds. Variational calculus (VC) is employed to derive
the energy allocation function that, via user-power imbalance,
maximizes the network spectral efficiency (SE) when perfect
channel state information at transmission (CSIT) is available and
both average and maximum per-user energy constraints are set.
Monte Carlo simulations at chip-level of a SIC receiver using a
real decoder assess the proposed optimization method.
Index Terms—Successive interference cancellation, massive
multiple access, packet error rate, low-rate communications
I. INTRODUCTION
Massive access communications have gained a lot of interest
due to consumer traffic growth [1]. In the near future, a large
number of energy-aware devices will exchange short payload
data. The way to manage such high interference levels is
challenging the performance of network MA nodes [2], [3].
Information theory analyses have proved the benefit of SIC,
which relies on successive decoding and subtraction of user-
signals, in interference-limited scenarios [4]. SIC attains the
corner points of the Gaussian channel’s capacity region, and,
in contrast to joint detection, decoding complexity is reduced
at the exchange of enabling CSI [5], [6]. Hence, the practical
application of SIC needs the design of an appropriate power
control scheme featuring user-power imbalance, under the spe-
cific SIC implementation and energy-aware user constraints.
In the technical literature, we may find a number of practical
SIC schemes [6]–[11]. Random spreading codes jointly with a
single encoder shared among all users is proposed in [6], [7].
In that respect, system performance strongly depends on the
decoder’s packet error rate (PER) characteristic. Soft feedback
SIC, where the correlator’s output is used to perform cancel-
lation, is employed in [8], [9]. This is sometimes inaccurate
since estimation errors are propagated along SIC stages. To
allow packet error detection, packets are encoded together with
cyclic redundancy check (CRC) [10], [11].
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The energy and rate allocation that optimizes the SE of
large networks was studied in [10]–[13]. Works [10]–[12]
determined the user-asymptotic behaviour of the energy and
rate allocation. Therein, variational calculus (VC) constitutes
a systematic optimization tool. [12] derived the capacity-
achieving energy allocation under perfect CSIT at fixed total
radiated power. In [10], the optimum energy distribution at the
SIC input is obtained for a given encoder with known PER
curve shared by all users. Later, [11] extended prior results by
considering, instead of a shared encoder, a family of encoders.
In [13], the user-energy distribution is optimized at network
PER < 10 4 by a semi-analytic algorithm.
This paper approaches the problem of massive MA under
energy-aware constraints, considering aspects of both academi-
cal and practical interest. A proof-of-principle scenario, similar
to [10], [13], in which a large spread spectrum MA network
of users transmitting at constant rate, is analyzed. Moreover, a
common central node with strong multiuser decoding potential
employing SIC is considered. The scope of this work focuses
on designing an energy allocation function, which aided by
perfect CSIT and the known PER curve of the employed
decoder, maximizes the network SE. In contrast to [10]–[13],
system optimization is performed accounting for two per-user
energy restrictions: (i) a long-term average energy constraint
for energy-aware optimization; (ii) an upper bound to each
user’s energy, appropriate for low peak-to-average power ratio
(PAPR) modulations to set a peak power constraint.
We show that the network SE does not saturate when load
regulation activates to avoid the transmission of users with
poor channel conditions, in which aspect it differs from the
system analyzed in [11]. Both the received energy and SINR
profiles are found to be non-increasing functions of the SIC
decoding order, while at transmission, the energy allocation
function is not monotone. Moreover, the relevance of channel
imbalance to network SE is established by comparing, within
applicable constraints, the best received energy profile under
the most favorable typical log-normal channel with the best
channel-independent received energy profile. A chip-level SIC
implementation also shows the accuracy of the user-asymptotic
model in obtaining the PER evolution over SIC stages.
Section II presents finite-user equations along with the
featured SIC scheme and the corresponding user-asymptotic
equations. Section III designs the energy allocation tackling
SE optimization. Sections IV and V present simulations and
conclusions, respectively.
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II. SYSTEM MODEL
Consider a packet access network comprising a very large
population ofK low-rate users transmitting towards a common
reception point. Transmitted packets comprise a preamble se-
quence, and payload encoded together with CRC. A common
physical layer is adopted for all users, that is, they share the
same modulation (low PAPR) and error correcting code of
rate R. A slotted time division MA, indexed by m, is used
for system model analysis. At each time slot, users perform
two actions before transmission: first, they estimate their local
slowly time-varying channel h[k,m] from a regularly broad-
cast downlink pilot, and, second, they use that information to
generate packets with complex symbol energy Ex[k,m]. The
energy allocation Ex[k,m] is designed to meet the typical per-
user energy specifications: the long-term energy constraint (1),
and the energy allocation limited to Emax (2):
E   lim
m!+1
1
m
mX
i=1
Ex[k, i], (1)
Emax   Ex[k,m]. (2)
Direct-sequence spread spectrum is adopted for medium ac-
cess, using the same processing gain N for the random user
spreading codes [13]. At every time slot, users are ranked
in decreasing order of their individual uplink channel gains
h[1,m] > h[2,m] > · · · > h[K,m]. Hence, the specific m
index is suppressed, understanding that at each m the user
ordering has been modified. At the central node, the aggregate
received baseband signal under Gaussian noise w(t) is
y(t) = A[k]
KX
i=1
sk(t  ⌧ [k])ck(t  ⌧ [k]) + w(t), (3)
with A[k] a complex amplitude factor of magnitude pro-
portional to (Ex[k]h[k])1/2 (assuming h[k] stationary along
the packet duration as long as packets are transmitted in
agreement with the channel’s coherence time), sk(t) and ck(t)
the respective data and spreading waveforms of user k, and
⌧ [k] ⇡ ⌧ the k-th user end-to-end delay according to a quasi-
synchronous access mode [10], [11]. The signal y(t) is filtered
and sampled at the chip-rate.
To counteract MA interference, the key factor limiting
network performance, the central node resorts to SIC to
recover the K packets transmitted in the same time-frequency
resource. In particular, the employed SIC is aided by channel
decoder and the CRC error control outputs [10], [11]. Con-
cretely, users are sequentially demodulated. After preamble
detection, packet de-spreading and channel decoding, the
CRC determines if the packet has been correctly decoded.
Thereupon, user-packet parameters are re-estimated using the
entire recovered packet, and its waveform is canceled from the
input signal [7].
The system model analysis is performed considering two
essential univariate functions of the SINR   known, which
characterize imperfect decoding and complex amplitude esti-
mation effects that appear during SIC demodulation [10], [11],
[13]. First, the PER curve of the employed decoder, PER[ ],
and second, the "( ) curve containing the average remaining
fraction of uncancelled energy after subtracting each user.
At the k-th SIC stage, the SINR  [k] is determined as a
function of the received symbol energy Es[k] , Ex[k]h[k],
and the total noise plus interference term Nt[k], as
 [k] =
Es[k]
Nt[k]
=
Es[k]
N0 +
✓
N
P
j<k
✏j( [j])Es[j] +
✓
N
P
j>k
Es[k]
, (4)
with N0 the noise power spectral density (PSD), 0  ✓  1 an
average decorrelation factor associated with timing misalign-
ments, 1N the decorrelation between signature sequences [14],
and ✏j( ) a random variable modeling the adopted decoding-
cancellation scheme, independent and identically distributed
over all users [10], [11]. Explicitly, when CRC determines
incorrect decoding, which occurs with probability PER[ ], it
equals 1. Otherwise, it equals "( ) with probability PSR[ ] ,
1 PER[ ], where PSR[ ] stands for the packet success rate
(PSR) function, the PER complementary curve.
A. User-asymptotic system model equations
Previous works [10]–[12] have shown the convenience of
working in the infinite user-regime to analyze large networks.
For that reason, we define the continuous user index
t , lim
K!+1
k/K (0  t  1), (5)
at the same time that N ! +1, so that ↵ , K/N , denoting
the system load, is asymptotically held constant. First of
all, user-asymptotic profiles are defined from previous user-
finite variables [10], [11]. Specifically, k-indexed variables,
represented by the general function '[k], are turned to '(t)
with k = t · K. Moreover, when channels are identically
distributed, the average energy along time (1) turns out to
be equivalent to the average energy over the user population.
This asymptotically yields
E  
Z 1
0
Ex(t)dt. (6)
Then, as formulated in [10], [11], the user-asymptotic SINR
profile  (t), the ratio between the received symbol energy
profile Es(t) = Ex(t)h(t) (with h(t) the decreasing channel
profile) and the noise plus interference profile Nt(t), is:
 (t) =
Es(t)
N0 + ↵✓
R t
0 r( (⌧))Es(⌧)d⌧ + ↵✓
R 1
t Es(⌧)d⌧
, (7)
where summations have been turned to integrals with dt ,
limK!+1 1/K, and r( ) , 1   (1   "( ))PSR[ ] is the
average value of the random variable ✏j( ). Equation (7) can
be easily manipulated to obtain a differential equation [10],
[11]. Its solution states Nt(t) to be the following exponential
Nt(t) = Nt(0) exp( B(t)) , B(t) , ↵
Z t
0
 [ (⌧)]d⌧, (8)
with Nt(0) = N0 + ↵✓
R 1
0 Es(t)dt the initial noise term, and
 [ ] , ✓(1  "( )) ·PSR[ ] a known dependent function of
the system decoding-cancellation process.
III. ENERGY ALLOCATION DESIGN
In this Section, we seek to determine the optimum energy
allocation Ex(t), as a function of the ordered channel profile
h(t), that maximizes the network throughput, which is pro-
portional to the aggregate performance metric
SE =
1
1 +  
R
N
KX
k=1
PSR[ [k]], (9)
namely, SE, where   stands for the roll-off factor of the
shaping pulse. The previous SE asymptotically converges to
SE =
↵R
1 +  
Z 1
0
PSR[ (t)]dt. (10)
Therefore, the following optimization problem to maximize
the network SE, formulated in terms of the symbol energy
profile at reception Es(t), under the average energy constraint
over the user population (12), the specific SIC (13) taken from
(8), and the energy limitation (14), is stated:
max
0<t01
max
Es(t)
Z t0
0
PSR

Es(t)
Nt(t)
 
dt (11)
s.t. E  
Z t0
0
Es(t)
h(t)
dt (12)
s.t. Es(t) =  (t)Nt(0) exp( B(t)) (13)
s.t. Emax   Es(t)/h(t) (14)
where 0 < t0  1, introduced as an admission control unit
that sets Ex(t) = 0 in t0 < t  1, is optimized as well.
Note that although a real SIC implementation always proceeds
in decreasing order of received powers [8], this constraint is
obviated understanding that the solution profile Es(t) will be
non-increasing in 0  t  t0. This is validated a posteriori in
Section IV. Naturally, the solution may depend on the number
of binding, or active inequalities, i.e. set as strict equalities.
Three cases are distinguished: (i) (14) is active in 0  t  t0;
(ii) only (12) is active; and (iii) (12) and part of (14) are active.
Previous cases are separately analyzed in the following lines.
A. Case (i). Only (14) is active
In this case, (12) is obviated, and thus, the solution is
Ex(t) = Emax in 0  t  t0. (15)
That is, a fraction t0 of users transmit at maximum energy
whereas the rest remain silent. The load regulation parameter
t0 can be easily found by exhaustive search.
B. Cases (ii) and (iii)
Both cases are analyzed together. The problem is
max
0<t01
max
Es(t)
Z t0
0
PSR

Es(t)
Nt(t)
 
dt (16)
s.t. E =
Z t0
0
Es(t)
h(t)
dt (17)
s.t. Es(t) =  (t)Nt(0) exp( B(t)) (18)
s.t. Emax   Es(t)/h(t) (19)
where (12) is set with equality. Therefore, (16-19) constitutes
two optimization problems. The inner problem is, for a fixed
t0 value, a VC problem under Es(t), and the outer problem is
found to be univariate under t0. Both explicit derivations are
moved to the Appendix for clarity of explanation.
The solution of the inner VC is cast in terms of the SINR
profile  0(t) in 0  t  t0 that follows
  =
PSR0[ 0(t)]
Nt(t)(
 (t)
h(t) + ⇢)  ↵(Ix(t) + ⇢I(t)) 0[ 0(t)]
, (20)
with Ix(t) ,
R t0
t  (⌧)Ex(⌧)d⌧ , I(t) ,
R t0
t Es(⌧)d⌧ , and ⇢ ,
↵✓Ix(0)/N0 an auxiliary variable. Moreover,   > 0 is a scalar
to be determined in order to set the energy constraint (17), and
 (t)   1 is a function that satisfies
( (t)  1) (Ex(t)  Emax) = 0. (21)
In addition, when t0 < 1 is enabled, the following is verified
PSR0[ 0(t0)] 0(t0)
PSR[ 0(t0)]
=
 (t0) + ⇢h(t0)
1 + ⇢h(t0)
. (22)
In particular, in absence of energy limitation, the last user
SINR,  ⇤ =  0(t0), is assigned to a concrete point that only
depends on the PER characteristic of the adopted decoder
through PSR0[ ⇤] ⇤ = PSR[ ⇤], with  ⇤ located at the right
of the inflexion point of PSR[ ].
Solution procedure: As typically performed when in-
equality constraints are considered, the solution needs to be
computed for every case, which are described in the sequel.
1) Inequalities in (19) do not hold: In this case,  (t) = 1
in 0  t  t0, and Ix(0) = E. Hence, (20) is simplified as
  =
PSR0[ 0(t)]
Nt(t)(
1
h(t)+
↵✓E
N0
)  ↵(Ix(t)+↵✓EN0 I(t)) 0[ 0(t)]
. (23)
The solution can be obtained by solving (23) jointly with
(18) for temporarily known   > 0 and I(0) > 0. Exhaustive
searches over  , I(0) need to be performed, so as to fulfil
E =
Z t0
0
Ex(t)dt , I(0) =
Z t0
0
Es(t)dt. (24)
For the cases whenever the solution of (23) does not satisfy
(19), some values of Ex(t) need to be set Emax.
2) A set of inequalities in (19) is active: How to determine
which set of values are active is solved in the following lines
taking as reference the stationary point equation (20). Note
that in this case, the tuple  , I(0), Ix(0) is required to be
obtained by exhaustive search, keeping  0(t) candidates that
simultaneously fulfil (24) and the additional equation
Ix(0) =
Z t0
0
 (t)Ex(t)dt   E. (25)
It is straightforward to see that at every t, the unknown is: (i)
 0(t) when Ex(t) < Emax, or (ii)  (t) when Ex(t) = Emax.
The solution is obtained from (20) as previously described
while monitoring Ex(t). If at some t, (19) is violated, enforce
Ex(t) = Emax, and find such  (t) that fulfils (20). Afterwards,
at the next t, repeat the aforementioned procedure.
IV. NUMERICAL RESULTS
A scenario is envisaged where users are subject, over time,
to the same channel statistics. Thus, over the same access
slot, independent users perceive all channel realizations in
accordance with the given distribution. The channel profile
h(t) is obtained taking as reference the log-normal probability
density function fH(h;µ, ), upper-bounded by hmax = 10.
Then, h(t) is computed from the cumulative distribution
function F eH(h), as h(t) , F 1eH (1  t):
F eH(h) =
 Z h
0
fH(x)dx
! Z hmax
0
fH(x)dx
! 1
h  hmax. (26)
For a fair comparison, µ is adjusted to set h(t) to unit-mean.
✓ is set to 1 [10]. The standardized turbo code (TC) of rate
1/2 with QPSK modulation (low PAPR, R = 1 bps/Hz), and
packets of 48 preamble symbols and 440 information bits is
adopted [15]. At reception, the channel decoder operates under
10 max-log-map iterations. Due to lack of space, PER[ ] and
"( ) are not depicted. Simulations carried out show that  ⇤ =
1.47, with PER[ ⇤] ⇡ 0.04 and "( ⇤) ⇡ 0.0014.
Our analysis is twofold. Firstly, the case of having no Emax
constraint is analyzed, that is, Emax > maxtEx(t). Secondly,
Emax = maxtEx(t) is studied. Both cases, namely 1 and 2,
are respectively analyzed in Sections IV-A and IV-B.
A. Case 1. Emax > maxtEx(t)
Fig. 1 depicts the normalized throughput ↵
R t0
0 PSR[ 0(t)]dt
as a function of the system traffic load for the working point
E/N0 = 8dB, and the channel parameter   = 0.30.
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Fig. 1. Normalized throughput (left axis) and t0 (right axis) vs. ↵.
In blue markers, the normalized throughput is depicted,
which increases practically linearly in ↵ at ↵ < 1.55. In this
regime, it is beneficial to allocate energy to all users, instead
of enable t0 < 1 and assign energy to those active. This is be-
cause, in the latter, although increase the energy transference,
strongly penalizes system throughput. At ↵ = 1.55, the limit
value at which t0 = 1, the normalized throughput is 1.54. At
↵ > 1.55, t0 < 1, depicted using red markers, operates to
set  0(t0) =  ⇤ without saturating the network throughput.
This contrasts with prior works where load regulation acts to
set ↵t0 constant, thus, saturating the network throughput [11].
Here, instead, load ↵(1   t0) associated to users with poor
channel gains h(t0 < t  1) remain silent, whereas the active
load ↵t0 achieves throughput values increasing in ↵.
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Fig. 2. In the upper part: per vs.   for ↵1 = 1.00, ↵2 = 1.25,
↵3 = 1.50, and ↵4 = 1.75. In the lower part, the optimum Es(t)/N0:
(i) for our design (solid lines), and (ii) for the channel-independent
design optimizing at the SIC input (dashed lines) [10].
Secondly, in the upper part of Fig. 2, the average system
PER, per ,
R t0
0 PER[ 0(t)]dt, versus the channel parameter
  is analyzed for different ↵ values. As shown, the energy
allocation takes benefit of channel unbalance up to a certain  
value, after which no more energy is available to compensate
worse user-channels. This benefit, measured in terms of per,
results relevant (less significant) at low (high) ↵. In particular,
the most favorable   at each load are found to be  1 = 0.20,
 2 = 0.22,  3 = 0.24, and  4 = 0.31, respectively.
In the lower part of Fig. 2, the symbol energy over noise
PSD (EsNo) profiles at reception Es(t)/N0, from the pro-
posed system optimization (solid), are compared with the best
channel-independent EsNo profiles at the SIC input (dashed)
[10] for the same received average EsNo I(0)/N0. Certainly,
the optimum Ex(t) is such that generates Es(t)=Ex(t)h(t)
similar to the SE-maximizer profile at reception [10]. In
fact, the generated Es(t) maximizes the energy transference
without severely penalizing SE. Also, Es(t) are shown to be
non-increasing, which validates the hypothesis in Section III.
Finally, a chip-level SIC implementation is simulated to val-
idate the large system analysis proposed herein. Fig. 3 depicts
the asymptotic (black) and empirical (red, blue and yellow)
PER profiles associated with two points of Fig. 1. In particular,
the traffic loads 1.40 and 1.75 are evaluated. Empirical PER
curves are obtained for a chip-synchronous simulation where
users are uniformly sampled from the obtained optimum Es(t)
profiles. Different processing gains N are evaluated while
setting the chip rate at 1.92Mcps. A square root raised cosine
filter with   = 0.35 is used [15].
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Fig. 3. Asymptotic and empirical PER profiles: (i) ↵ = 1.40 (lower
curve); and (ii) ↵ = 1.75 (upper curve) with t0 ⇡ 0.95. Empirical
profiles are obtained forN1 = 512,N2 = 256, andN3 = 128, which
respectively result in: (i) K1 = 717, K2 = 358 and K3 = 179 users;
and (ii) K1 = 896, K2 = 448 and K3 = 224 users.
Empirical curves approach the user-asymptotic one as N
increases. At finite N , some PER discrepancies affect the
last users of the SIC decoding order, an effect mitigated as
N increases. This appears due to user-finite behavior, which
results negligible at the first SIC decoding stages and becomes
relevant in last SIC decoding stages. The mentioned effect is
highlighted as the activity load approaches the limit traffic
load ↵ = 1.55 at which load regulation t0 starts. This differs
from [10] where high level, instead of chip level, Monte
Carlo simulations evidenced similar user-PER mismatching.
Authors in [13] also obtained miss-agreements between large
and moderate N values in SIC measurements.
B. Case 2. Emax = maxtEx(t)
This Section is devoted to evaluating the impact of Emax
over the solution profiles. We depict in Fig. 4, for the scenario
parameters described at the beginning of Section IV, the
energy profiles at transmission, Ex(t), for two traffic loads.
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Fig. 4. Optimum Ex(t) profiles at ↵ = 1.00, and ↵ = 1.75 when
Emax does not apply (dashed lines), and Emax = 10 (solid lines).
First, Ex(t) are shown not to be, necessarily, monotone
functions of the user-variable t. When maximum energy limi-
tation applies, the respective energy profiles Ex(t) are upper-
bounded by Emax near those t-values which initially violate
that constraint. Moreover, Emax may pose some limitations to
network performance, specially so, under high activity loads.
At ↵ = 1.75, the normalized throughput and the average PER
are degraded by 1.7% and 24%, respectively.
V. CONCLUSIONS
The network spectral efficiency optimization of a massive
spread spectrum multiple access network, where users operate
under an energy-driven allocation scheme and a successive
interference cancellation central node, has been addressed
in this work. An energy allocation design based on per-
fect channel knowledge at transmission and per-user energy-
aware constraints has been undertaken. Specifically, a long-
term average energy constraint, and, an energy limitation
appropriate for low peak-to-average power ratio modulations
have been considered. For system optimization, both the PER
characteristic of the employed decoder and the known SIC
decoding-cancellation model are employed, in combination
with variational calculus, to determine the user-asymptotic
energy allocation that maximizes network spectral efficiency.
We have shown that a non-monotone allocation function max-
imizes this problem, whereas at the SIC input, the energy dis-
tribution profile is found to be a non-increasing function. The
user-asymptotic analysis and associated system optimization
have been validated by exhaustive Monte Carlo simulations at
chip-level and employing a standardized encoder.
APPENDIX
The present Section is devoted to the resolution of (16-18).
We first substitute (18) in (17) and (19) to seek, instead of
Es(t),  (t) in 0  t  t0. Now, we have:
max
0<t01
max
 (t)
Z t0
0
PSR [ (t)] dt (27)
s.t. E =
Z t0
0
 (t)
h(t)
Nt(0)e
 B(t)dt (28)
s.t. Emax    (t)
h(t)
Nt(0)e
 B(t) (29)
where the optimum  (t) can be found using VC tools [16].
We consider variations  (t) =  0(t) + a ·  (t) in 0  t  t0,
where a and  (t) denote the magnitude and direction of those
variations around any  0(t). The Lagrangian of (27-29) is
L ,
Z t0
0
PSR [ (t)] dt   
✓Z t0
0
 (t)
h(t)
Nt(0)e
 B(t)dt  E
◆
 
Z t0
0
µ(t)
✓
 (t)
h(t)
Nt(0)e
 B(t)   Emax
◆
dt, (30)
where (28) is introduced using the scalar  , and (29) utilizing
the function µ(t)   0 only active at those t where (29)
is set with equality. The Lagrangian can be simplified by
introducing  (t) , 1 + µ(t)/    1, and obviating additive
terms independent of  (t), we have
L˜ =
Z t0
0
PSR [ (t)] dt   
Z t0
0
 (t)
 (t)
h(t)
Nt(0)e
 B(t)dt. (31)
Before continuing, we define the auxiliary functions
Ix(t) ,
Z t0
t
 (⌧)Ex(⌧)d⌧ , I(t) ,
Z t0
t
Es(⌧)d⌧. (32)
As stated in [16], the optimum  0(t) is such that the
gradient under variable a when led to zero, ra!0L˜, vanishes.
The contribution of the first term in (31) to ra!0L˜ yieldsZ t0
0
PSR0[ 0(t)] (t)dt. (33)
The gradient over the second term is, applying the product
differentiation rule to the factor of  (t) in (31)
 
Z t0
0
 (t)
Nt(t)
h(t)
 (t)dt +  Ix(0)
ra!0Nt(0)
Nt(0)
 ↵ 
Z t0
0
 (t)Ex(t)
✓Z t
0
 0[ 0(⌧)] (⌧)d⌧
◆
dt.
(34)
The second term is computed in Appendix-B, whereas the
third term is integrated by parts with u ,
R t
0  
0[ 0(⌧)] (⌧)d⌧
and dv ,  (t)Ex(t)dt, obtaining
R t0
0 Ix(t) 
0[ 0(t)] (t)dt.
Substituting both results into (34), we finally get the contri-
bution of the second term in (31) to ra!0L˜
 
Z t0
0
D(t) (t)dt, (35)
where D(t) , Nt(t)( (t)h(t)+⇢) ↵(Ix(t)+⇢I(t)) 0[ 0(t)], and
⇢ , ↵✓Ix(0)/N0. Equation (35), together with (33), yieldsZ t0
0
 
PSR0[ 0(t)]   D(t)
 
 (t)dt = 0, (36)
which is set to zero, and, invoking the Fundamental Lemma
of the Calculus of Variations [16], it needs to be zero for
any admissible  (t). This implies PSR0[ 0(t)]  D(t)=0 in
0  t  t0. Thus, we finally get the stationary point equation
  =
PSR0[ 0(t)]
Nt(t)(
 (t)
h(t) + ⇢)  ↵(Ix(t) + ⇢I(t)) 0[ 0(t)]
. (37)
A. Optimum load regulation parameter t0
The outer optimization problem (27-29) to obtain the op-
timum t0 < 1, when enabled, is computed in the sequel.
Specifically, two simultaneous equations must be satisfied.
First, the derivative of (30) w.r.t. t0 is set to zero. This gives
PSR[ 0(t0)] =  
✓
Ex(t0) + Ix(0)
rt0Nt(0)
Nt(0)
◆
, (38)
with rt0Nt(0) = (↵✓/N0) · Nt(0)Ex(t0)h(t0) computed
differentiating (42). Substituting it into (38), we get
PSR[ 0(t0)] =  Ex(t0) (1 + ⇢h(t0)) . (39)
Secondly, at t = t0, the stationary point equation (37) gives
PSR0[ 0(t0)] =  Nt(t0)
 
 (t0)h
 1(t0) + ⇢
 
. (40)
After some straightforward manipulations, we divide both
equations to finally obtain the equation that optimum load
regulation must satisfy:
PSR0[ 0(t0)] 0(t0)
PSR[ 0(t0)]
=
 (t0) + ⇢h(t0)
1 + ⇢h(t0)
. (41)
In particular, when no energy limitation is considered,  (t0) =
1, and thus, PSR0[ 0(t0)] 0(t0) = PSR[ 0(t0)].
B. Auxiliary computation
From Nt(0) = N0 + ↵✓
R t0
0  (t)Nt(0)e
 B(t)dt:
Nt(0) = N0
✓
1  ↵✓
Z t0
0
 (t)e B(t)dt
◆ 1
. (42)
ra!0Nt(0) is, applying the product rule over  (t)e B(t)
↵✓
N0
Nt(0)
Z t0
0
✓
Nt(t) (t)  ↵Es(t)
Z t
0
 0[ 0(⌧)] (⌧)d⌧
◆
dt.
Now, integrating by parts with u ,
R t
0  
0[ 0(⌧)] (⌧)d⌧ and
dv , Es(t)dt, we get
ra!0Nt(0)
Nt(0)
=
↵✓
N0
Z t0
0
(Nt(t)  ↵I(t) 0[ 0(t)]) (t)dt. (43)
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