ABSTRACT: In this paper, we deduce a range of the hyper-parameters, and use Gauss-Hermite quadrature introduced in reference [1] to approximate the moment equation, estimating the moment estimators by enumeration method. Simulation experiment carried out to study the accuracy of estimates by Monte Carlo integration. Simulation experiment shows that estimating parameters from the moment equation of logitnormal model by enumeration method can get very accurate estimates, and verified the EB estimator is robust. We also use the method to estimate poverty incidences in Spain.
INTRODUCTION
The commonly used methods for SAE includes synthetic estimation, composite estimation, empirical best linear unbiased prediction (EBLUP), empirical Bayes (EB) method and hierarchical Bayes (HB) method. Empirical Bayes method and hierarchical Bayes methods are applicable more generally in the sense of handling models for binary and count data…… [1] . Hyper-parameters of EB models can usually be estimated by method of the maximum likelihood (ML) or the moment estimation, but ML method is computationally complex. Several models for EB estimation was given in reference [1] , including logit-normal model. The moment equation of paramaters can be approximated by using Gauss-Hermite quadrature first, and then its roots be obtained by using NewtonRaphson iterative algorithm [1] . We proposed a feasible approach in this paper to calculate the hyper-parameters of logit-normal model.
LOGIT-NORMAL MODEL[1]
Consider a two stage model on the sample observations ij y , that is
In the first stage, we assume that the proportion of i-th area is   , that is,
In the second stage, assume that i p satisfies the logit-normal model:
According to (2) , the i p can be written as:
According to (1) and (3), the Bayes estimator is: , which leads to:
The expectation of 2 p is obtained from (6) , that is
According to (3), (5), (6) and (7), the moment estimators,  and ˆ, are given by
is the density of the normal
Since the p usually satisfies
is the solution of equation (9), then we have the following inequality: which are close to 0, we use the Gauss-Hermite quadrature [1] to approximate the left of equation (9), and pick off i  and j  which satisfy the following inequality:
Enumeration method to obtain the estimates of
We use the mean of  and  or the intersection of two "straight lines" respectively to be the estimates. Substitute the moment estimators  and ˆ into (3), and use the Gauss-Hermite quadrature or MC method to get a EB estimator of i p .
SIMULATION EXPERIMENT AND RESULTS ANALYSIS
Assume that there are 50 small areas with 50 samples, that is, into the left of following (12) and (13) by generating 100000 normally distributed random numbers
we get 6 groups of values as shown in Table 1 . 
We substitute the moment estimators is shown in Figure 3 ('o' corresponds to direct estimates, '·' corresponds to EB estimates). Table 2 show that the estimates is adjusted to a reasonable "line" by using EB method, especially for the small sample size. And the EB estimators are closer to direct estimators with the sample size increasing.
SUMMARY
By Monte Carlo method we have: It would be an efficient numerical method to use Gauss-Hermite quadrature to approximate the moment equation of logit-normal model .It would be easy to find a short interval of  and  by observing the image of parameters and estimate the hyper-parameters by using enumeration method; The EB estimators based on logit-nomal model is robust. 4). Estimation of proportion for rare events may be not feasible because the curves of moment equation is almost coincident. In this paper inspired by [2] we use different EB method from [2] to calculate the real data example in [2] and our way is shown feasible also. 
