The aim of this research is to investigate multi-criteria decision making [spatial multicriteria evaluation (SMCE)], bivariate statistical methods [frequency ratio (FR), index of entropy (IOE), weighted linear combination (WLC)] and machine learning [support vector machine (SVM)] models for estimating landslide susceptibility at the Wuning area, China. A total of 445 landslides were randomly classified into 70% (311 landslides) and 30% (134 landslides) to train and validate landslide models, respectively. Fourteen landslide conditioning factors including slope angle, slope aspect, altitude, topographic wetness index, stream power index, sediment transport index, soil, lithology, NDVI, land use, rainfall, distance to road, distance to river and distance to fault were then studied for landslide susceptibility assessment. Performances of five studied models were evaluated using area under the ROC curve (AUROC) for training (success rate curve) and validation (prediction rate curve) datasets, statistical-based measures and tests. Results indicated that the area under the success rate curve for the FR, IOE, WLC, SVM and SMCE models was 88.32%, 82.58%, 78.91%, 85.47% and 89.96%, respectively, demonstrating that SMCE could provide the higher accuracy. The prediction capability findings revealed that the SMCE model (AUC = 86.81%) was also the highest approach among the five studied models, followed by the FR (AUC = 84.53%), the SVM (AUC = 81.24%), the IOE (AUC = 79.67%) and WLC (73.92%) methods. The landslide susceptibility maps derived from the above five models are reasonably accurate and could be used to perform elementary land use planning for hazard extenuation.
Introduction
Land degradation is a major problem in developing countries due mainly to the effects of soil resource abuses (Symeonakis et al. 2016) . Soil erosion is one of the key problems that results in the loss of soil resources and their services to humankind (Parras-Alcántara et al. 2016) as well as adversely affecting agriculture lands (Comino et al. 2016) . Mass movements are considered as a part of soil erosion process which can result in a high risk for population. As the most important type of mass movement, landslides are a natural disaster that bring about a high rate of people deaths and huge economic losses such that every year there are many reports and news about it especially in mountainous areas (Budimir et al. 2015; Calvello et al. 2015; Raska et al. 2015) . On a global scale, there are roughly 66 million people living in landslide-prone areas, and about 17% of the fatalities were caused by landslide hazards (Sassa and Canuti 2008) .
China was considered as one of the most severely affected country with 695 deaths per year due to landslides (Petley 2010) . The annual direct and indirect economic losses of landslides in China amount to ¥ 20 billion Yuan (CNY), producing many difficulties for local people (Quan-min et al. 2005) . To mitigate landslide hazards and its economic losses, the assessment of susceptible areas is of necessities (Hong et al. 2016) . Therefore, landslide susceptibility mapping (LSM) is important for understanding and predicting future landslides to mitigate their consequences in the study area (Shahabi et al. 2013) . Landslide susceptibility can be determined via intrinsic variables that reflect the geological, geomorphological and engineering properties using a deterministic approach, e.g., (Chowdhury and Bertoldi 1977; Wu and Sidle 1995) or a stochastic approach (Costanzo et al. 2014; Lombardo et al. 2015) .
External factors, such as extreme rainfall, earthquakes and volcanic eruptions, can be considered extrinsic variables that can trigger landslides in an area (Dahal et al. 2008; Zhang et al. 2016) . The probability of landslide occurrence in a specific region depends on both intrinsic and extrinsic factors. Because the spatial and temporal patterns of extrinsic factors are highly variable and the process of estimation is uncertain, estimating these factors is a difficult procedure (Shirzadi et al. 2012) .
During the last decades, various techniques and approaches have broadly been conducted and developed to study landslide susceptibility mapping including logistic regression (Brenning 2005; Wang et al. 2013) , bivariate statistical analysis , multivariate adaptive regression spline (Felicísimo et al. 2013) , multivariate regression (Akgün and Türk 2011), discriminant analysis (Dong et al. 2009 ), weight of evidence (Chen et al. 2018b; Guo et al. 2015) , analytical hierarchy process (Pourghasemi et al. 2012b; Shahabi et al. 2014) , spatial multi-criteria evaluation (Gaprindashvili and Van Westen 2016; Pourghasemi et al. 2014; Pradhan and Kim 2016) and evidential belief function (Bui et al. 2015a; Tehrany et al. 2014) .
However, no method or technique is best for all regions (Pham et al. 2016a) . Furthermore, with computer science development, the methods of landslide susceptibility have become easier and more meaningful (Argyriou et al. 2016; Palenzuela et al. 2015) , and along with technologies of GIS and remote sensing, the results of landslide susceptibility are more accurate (Ciampalini et al. 2015; Di Martire et al. 2016; Fu et al. 2016; Shahabi and Hashim 2015) . During past few years, in addition to the above-mentioned methods, several soft-computing techniques based on machine learning algorithms have been put forward for landslide susceptibility mapping such as neuro-fuzzy Pradhan et al. 2010) , artificial neural network (Conforti et al. 2014) , decision trees (Tsai et al. 2013) , 1 3 support vector machines (Hong et al. 2015 (Hong et al. , 2017 San 2014; Shirzadi et al. 2017b) , radical basis function (Chen et al. 2018a ) and naive Bayes (Tien Bui et al. 2012) . Therefore, these methods and techniques must be investigated and compared with conventional methods to acquire an adequate background to reach reasonable conclusions for LSM.
However, there is no agreement about choosing the best model among the methods although some methods have been conducted for landslide susceptibility modeling (Pham et al. 2016a) , The main aim of the current research is based on the two principal including (1) although some researchers have been studied landslide susceptibility assessment using multi-criteria, bivariate statistical and machine learning individually in some case studies, few studies pointed out the comparison of three mentioned methods, (2) the mentioned methods have not earlier been used at the Wuning area, China, as study area. Therefore, this study attempts to investigate and compare SMCE, FR, IOE, WLC and SVM for landslide susceptibility mapping in the study area.
Materials and methods

Description of study area
The study area is located in the western Jiangxi Province, belonging to the South mountainous area of Mubu in China, extending from longitudes 114°29′E to 115°27′E, and from latitudes 28°53′N to 29°35′N ( , and water reserve is 147,000 kW. The climate is subtropics monsoon where the rainy season is normally from April to August and the dry season begins from September to January. The total average precipitation in 3 month (April-June) is about 638 mm. The highest daily rainfall exceeds 100 mm in the rainy season, whereas in the dry season, the average precipitation is about 65.6 mm per month. The annual average rainfall is from 578 to 1183 mm with the average of 162.4 rainy days. The maximum temperature in the study area is 39.1 °C whereas the minimum is − 5.2 °C. The annual average temperature is around 16.6 °C and the annual average sunshine is approximately 1700.5 h. More than 56 geologic groups and lithological units are recognized in the study area (Table 1) , among which mudstone, siltstone, sandstone, slate, phyllite and spilite are widely distributed (see Fig. 2 ). Geologic conditions, climatic characteristics along with human engineering activities are mostly mentioned as main factors causing landslides to be a very common phenomenon in this area. The lithological map with ten classes (class A to class J) is represented in Fig. 2 , and their detailed explanations are shown in Table 1 .
Database construction
Collection of historical landslides is considered to be an important task for landslide susceptibility assessment and could be built by applying several techniques and methods, i.e., field investigation, satellite image interpretation, aerial photographs and historical landslide records (Calò et al. 2014) . In this study, a total of 445 landslide locations were collected to construct a landslide inventory map for the Wuning area. These landslide characteristics were provided by the Department of Land and Resources and the Meteorological Bureau of the Jiangxi Province, China.
An analysis of the studied landslide showed that the smallest volume of landslides is 20 m 3 , whereas the largest one is 96,000 m 3 , and the average volume is 1761.3 m 3 . Notably, four large-sized landslides (> 1000 m 3 ) have occurred in the study area. These landslides are accounted for about 8.1% of the total number of landslides. Around 16.0% of the landslides are medium-sized (200-1000 m 3 ), affecting 121 people. Small-sized landslides (< 200 m 3 ) that affect 551 people are accounted for 75.9% of the total landslides. All of these landslides have occurred during and after heavy rainfalls. Around 38.5% of the landslides have occurred when the amount of rainfall has been around 100 mm per day, whereas the other landslides have occurred when the daily rainfall was larger than 105 mm.
In this study, a total of fourteen landslide conditioning factors were selected including slope, aspect, altitude, topographic wetness index (TWI), stream power index (SPI), sediment transport index (STI), soil, lithology, normalized difference vegetation index (NDVI), land use, rainfall, distance to roads, distance to rivers and distance to faults. A 30-m resolution digital elevation model (DEM) of the study area was constructed based on ASTER Gdem(http://gdem.ersda c.jspac esyst ems.or.jp/). Using the DEM, slope, altitude, aspect, TWI, SPI and STI were extracted through ArcGIS 10. The slope map was constructed with seven categories, namely 0-4.6, 4.6-10.9, 10.9-17.3, 17.3-24.1, 24.1-31.49, 31.49-40.28 and 40.28-71.56 (Fig. 3a) . The aspect map (Fig. 3b) was generated with nine groups. The altitude map was provided with five categories as 51-201, 201-399, 399-640, 640-952 and 952-1740 (Fig. 3c) . The TWI map in this study was produced with five classes as 2. 2-10, 10-20, 20-30, 30-40 and > 40 (Fig. 3d) . The SPI and STI maps were constructed with five categories (Fig. 3e, f) .
The soil map was developed based on a soil database provided by the Institute of Soil Science, Chinese Academy of Sciences (Fig. 3g) . The lithological data were collected from China Geology Survey (see Table 1 ) based on which the lithology map ( Fig. 3h) was constructed with eight groups (A, B, C, D, E, F, G, H, I and J) using ArcGIS 10. The distance to faults map with seven categories (Fig. 3n) was constructed from the fault lines of the lithological data using ArcGIS 10. The NDVI map, consisting of five classes, was derived from the Landsat 7 ETM + satellite images (Fig. 3i) using ENVI 4.8 software. These images were acquired on December 10, 2010, and available at http://www.gsclo ud.cn. The value of NDVI was estimated using the equation as follows:
where IR is the near infrared band and R is the red band .
The land use map of the study area was also obtained from the aforementioned Landsat 7 ETM + satellite images in which six classes were identified such as water, residential area, forest land, bare land, farm land and grass land using ENVI 4.8 software. Maximum likelihood supervised method was used for all classifications used in this study with the accuracy of 90.7% (Fig. 3l ). Road and river networks were constructed into five categories using ArcGIS 10, undercut slopes larger than 15° were derived from the Jiangxi Meteorological Bureau (http://www.weath er.org.cn) used to construct the distance to road map (Fig. 3m) , and the distance to river map was derived from the ASTER Gdem(http://gdem. ersda c.jspac esyst ems.or.jp/) (Fig. 3n) , respectively.
Regarding rainfall, the mean annual precipitation for the period of 1960-2012 at 37 rainfall stations was used to generate the rainfall map (Fig. 3o ) using the inverse distance weighted (IDW) method in ArcGIS 10. The rainfall data were provided by the Jiangxi Province Meteorological Bureau (http://www.weath er.org.cn). Table 2 shows descriptions of these conditioning factors.
( 
Frequency ratio (FR) model
FR is a simple geospatial tool to assess the relationship between landslide conditioning factors and landslide inventory map in terms of probability for a specific area and for a specific moment (Yalcin et al. 2011 ). In addition, FR could quantify the importance of categories of conditioning factors for occurrence of landslides. According to (Pradhan 2010) , the frequency ratio is estimated using the following equation: where LSI is landslide susceptibility index and ∑FR is sum of sub-criteria of parameter values.
If FR value is equal to 1, it means an average correlation; if FR value is lower than 1, it indicates a lower correlation, whereas FR larger than 1 shows a higher correlation (Akgün and Bulut 2007).
Index of entropy (IOE) model
Index of entropy (IOE) allows estimating the weight for each conditioning factor (W j ) using the equations as follows (Bednarik et al. 2010 ):
where a and b are percentages of the domain and landslide, respectively; S j is called for the class j; and (P ij ) is the probability density. Here, H j and H jmax are entropy values, S j is the number of classes (Eqs. 6 and 7).
where I j is the information coefficient (Eq. 8) and W j is the corresponded weight value for this information coefficient (Eq. 9).
The final result of weight values for each parameter is shown in Table 2 . By applying Eq. 10 in the ArcGIS 10 software, the landslide susceptibility map is obtained:
where Y IOE is the total classes; i is the number of map parameter (1, 2, …, n); z is the greatest number of classes; m i is the number of classes within map parameter; C is the second classified value of class; and W j is the parameter weight (Devkota et al. 2013) . This summation shows the various levels of the landslide susceptibility (Bednarik et al. 2010; Chen et al. 2018c ).
Weighted linear combination (WLC)
Weighted linear combination (WLC) combines qualitative and quantitative methods (Ayalew et al. 2004) . For this approach, landslide density is defined as the ratio of landslide pixel area to the total area located into one category of each specific factor in percent. The secondary level of weight factors describes the degree of exchange of one parameter versus another parameter using opinion-based scores. Two weight parameters are integrated to construct landslide susceptibility and to classify landslide areas into respective susceptibility categories (Ayalew et al. 2004; Hong et al. 2007 ). Susceptibility value S(i, j) of each pixel (i, j) can be depicted as the combination of the primary and secondary level weights (Eqs. 11 and 12) (Hong et al. 2007): where is the primary level weight of parameter k, and y is the secondary level weight of parameter k.
The importance of level weight for each attribute map layer is directly influenced by the decision-maker. A total score is then gathered for each level change. This is completed by multiplying the weight corresponding to each attribute by the scaled value and summing those results of all attributes. In this method, the highest overall score can be chosen from the overall scores computed for all of the alternatives (Günther et al. 2014) .
The theoretical background of WLC method is based on analytical hierarchy process (AHP) method. These factors are disposed in a hierarchic order and assigned numerical values to subjective judgments for each factor. Then, these factors are synthesized and each factor is assigned based on their importance (Sahnoun et al. 2012) . Each layer used a 9-point rating scale is the entries into the matrix developed by (Saaty 1977) . In AHP approach, consistency ratio (CR) in Eq. (13) shows that the judgment matrixes were randomly created (Saaty 1977) .
where RI is the average of consistency index depending on the order of matrix (Saaty 1977) and CI is the consistency index and can be given as Eq. (14): where λ max is the largest matrix and can be computed from the matrix and n is the order of matrix.
If the CR values were greater than 0.1, the results of model were not accepted. The received weights were applied using procedure of a weighted linear sum. In addition, the obtained weights were used to calculate the landslide susceptibility models (Komac 2006) . The final step for establishing the landslide susceptibility map using the WLC method is the combination of all weighted layers into an individual map. Landslide susceptibility areas were then produced using classification for the scores of these maps (Ayalew et al. 2004 ).
Support vector machines (SVM)
Support vector machine (SVM) is based on statistical learning theory. To search an optimal separating hyper-plane, the theory changes original import space into a dimensional feature space (Bui et al. 2015b ). For instance, considering a training dataset of each label pairs (x i , y i ), where i = 1, 2 …, n, x i is an input vector including 14 landslide conditioning factors, y i ∈ {1, − 1} is two output classes corresponding the input vector x i , i.e., landslide and non-landslide, n is the number of training samples. The SVM model is used to search an n-dimensional hyper-plane differentiating between two types by their maximum gap. Its mathematical expression is as the following equations (Xu et al. 2012): where ‖w‖ is the norm of the normal hyper-plane, b is a constant. After multiplying the Lagrangian coefficient (λ i ), the cost function can be expressed by the following equation:
For non-separable case, the slack variable i (Vapnik 2013) , Eq. (16) can be modified as:
After that, v (0, 1) to express misclassification (Wu et al. 2014) , Eq. (15) can be defined as:
In addition, a kernel function K (x i , x j ) is taken into account for nonlinear decision boundary (Vapnik 2013) . In this study, radial basis function (RBF) was selected as the kernel function in landslide susceptibility mapping because of its robustness published by researchers (Kavzoglu and Colkesen 2009; Pourghasemi et al. 2013) . The Gaussian kernel of radial basis function (RBF) is expressed as the following equation:
where γ is a parameter of the kernel functions .
Spatial multi-criteria evaluation (SMCE)
Multi-criteria assessment of spatial data can be realized using the application of spatial multi-criteria evaluation (SMCE). For SMCE, locations of points, lines, areas and grid cells should be selected. Thus, criteria can be applied in the form of maps (Günther et al. 2014) . Spatial multi-criteria evaluation is regarded as a process including the input layers, namely these criteria's spatial representation, which is then standardized, grouped and weighted. Besides, the input layers should be changed from these original values to the range of 0-1. Moreover, the indicators are represented by mapping (e.g., natural and administrative polygons or pixels based on raster maps) and distinct measurement scales (nominal, ordinal, interval and ratio) (Abella and Van Westen 2007). The output of SMCE procedure is one or more composite index map(s), which reveals the extent to which criteria are matched or not in different areas, and thereby supports decision making (Rahman and Saha 2008) . The multi-criteria evaluation of AHP approach has been applied using the theoretical basis of SMCE method. In this case, these factors are classified in a hierarchic layer and assigned numerical values based on the relative importance of each factor. Subsequently, these factors are synthesized and assigned according to their importance (Sahnoun et al. 2012 ). There are several results conducting in the SMCE method such as problem tree analysis, standardization, weighting and map generation (Pourghasemi et al. 2012a) . Once importing all the criteria and related maps or attribute tables into the criteria tree, the standardized process must be performed according to these criteria. The values in the various input maps mean the difference in terms of measurement units such as percentages, meters, distance in meters and land cover classes (Pourghasemi et al. 2014 ). To import maps using SMCE approach, we can use any standardization method, for example, numerical, Boolean and qualitative methods.
For the first step, the standardization of map values is performed using a series of equations to convert the actual map values to a range of 0-1. To attain the intermediate or overall objectives, next step is to compute each indicator. Lastly, with direct, pairwise, rank comparison, the landslide conditioning factors are weighted, and the composite index map is obtained (Abella and Van Westen 2007) .
Validation and comparison methods
Evaluation and comparison methods
It is essential to run models for both training and validation datasets in order for landslide susceptibility mapping (Tien Bui et al. 2016) . Training dataset indicates the degree of fit between input and output of landslide models. The accuracy of prediction capability is concluded based on validation dataset (Tien Bui et al. 2012) . Therefore, two approaches including statistical index-based measurements and receiver operating characteristic curve (ROC) are used in this study to obtain the performances of the models.
Statistical index-based method
In this study, sensitivity (recall), specificity and accuracy are utilized. According to their formulas, they are defined based on four types of possible consequences including true positive (TP), false positive (FP), true negative (TN) and false negative (FN). The TP and TN are defined as the number of pixels that are correctly classified as landslide and nonlandslide, respectively. Meanwhile, FP and FN are the number of pixels classified incorrectly as landslide and non-landslide, respectively (Shirzadi et al. 2017a ). Hence, sensitivity (recall) is defined as the number of correctly classified landslides per total predicted landslides while specificity is the number of correctly classified non-landslide per total predicted non-landslides (Shirzadi et al. 2017a) . Accuracy is the proportion of landslide and non-landslide pixels which are correctly classified to the total pixels (Bennett et al. 2013) . Sensitivity, specificity and accuracy are obtained as following equations:
Receiver operating characteristic curve
Receiver operating characteristic curve has been applied to many landslide susceptibility studies to evaluate the performance of models (Chen et al. 2017b, c, d, e) . It is a standard tool which is plotted using sensitivity as x-axis and 100-specificity as y-axis (Chen et al. 2017a; Pham et al. 2017; Tien Bui et al. 2016) . The area under the ROC curve (AUC) is commonly used for evaluating the performance of the landslide models (Pham et al. 2016b) . It has a range from 0.5 to 1 which an ideal model has an AUC value equal to 1 and an inaccurate model has an AUC value equal to 0.5 (Shirzadi et al. 2017a ). The AUC is computed using the following equation:
where P is the total number of landslide and N is the total number of non-landslide.
Inferential statistics
The core of this section is the performance comparison of machine learning classifiers on multiple datasets using statistical tests. The aim of this test is to find a method among these techniques which statistically differs in performance without the record of their variances. Therefore, it is assumed that the compiled results obtained from the machine learning classifiers in this study provide reliable estimates. All classifiers were evaluated using the same random samples.
Statistically, there are two methods for the comparison of two or more classifiers including parametric and non-parametric methods. (D'Arco et al. 2012 ) stated that the parametric tests are suitable when the data are normally distributed with equal variances. Additionally, Derrac et al. (2011) reported that the non-parametric tests are free from any statistical assumptions. Moreover, Demšar (2006) expressly declared that non-parametric tests such
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as Friedman and Wilcox sign rank tests are safer and their results are stronger than parametric tests since they do not assume normal distributions or homogeneity of variance. For this reason, the Freidman (1937) and Wilcox sign rank (Wilcoxon 1945) tests are used to compare the significant differences among the landslide models. The null hypothesis is that there are no differences among the performances of the landslide models at the significant level of 5% (α = 0.05). Then, if the p value in the test is true, the null hypothesis is rejected and vice versa (Chen et al. 2017e; Tien Bui et al. 2016) . The Freidman test only detects whether or not there is a difference among the models. It does not reveal which model generates this difference. In this case, the results are not reliable to compare the models (Chen et al. 2017e; Tien Bui et al. 2016) .
Therefore, the Wilcoxon signed-rank method is used in this case study to assess the statistical significance among the landslide models. p value and z value are used for evaluating the statistical significance between the landslide models. When the p value is less than 0.05 and the z value exceeds the critical values of z (− 1.96 and + 1.96), the null hypothesis is rejected and thus the performances of the landslide models are significantly different (Chen et al. 2017e; Tien Bui et al. 2016) .
Results and analysis
The landslide susceptibility assessments were carried out at the Wuning area, China, through the application of five different GIS-based procedures. The influence of affecting factors used for producing the landslide susceptibility maps was qualitatively evaluated in order to select effective factors and to enhance the prediction accuracy of the landslide susceptibility maps. The areal distribution of susceptibility classes was calculated by the five different statistical models. The final results are presented in the next sections.
Landslide susceptibility mapping
Application of frequency ratio (FR)
The FR values were calculated by ArcGIS 10 software. The correlation between landslide and each applied conditioning factor was determined by taking the ratio of each landslide conditioning factor (Table 3) . These weight values have been extracted as the ratio of the landslide occurrence percentage to the area coverage percentage (Shahabi et al. 2014) . Table 3 For slope aspect, the FR value was the highest when slopes facing northeast (1.04), east (1.02) and southeast (1.01). Therefore, these slope aspects were highly susceptible to landslides, whereas the frequency ratios of landslides on flat and southwest facing slopes were the lowest with the values of 0.00 and 0.92, respectively. The FR values of altitude show that the highest weight belongs to the ranges of 51-201 m and 201-399 m with the values of 2.31 and 2.56, respectively. It is obvious that the landslide susceptibility increases with Table 3 ). Investigation of soil type showed that ALh-Profondic Alisols and ATc-cumulic anthrosols are more susceptible to landslide occurrence with FR values of 1.16 and 1.06, respectively. The lithology class of E had the highest FR value of 1.36. This indicates that lithological units of the adamellite, porphyry, gray conglomerate, conglomerate bottom, moraine mud conglomerate, clay gravel moraine, shale, limestone and manganese and dark gray chert had higher influences on triggering landslides in the study area (Tables 1, 3) .
The FR value of 1.23 corresponding to the NDVI values of 0.16-0.44 had the highest effect on landslide occurrence in the study area. In the case of land use, higher value of frequency ratio was observed with regard to grasslands and farmlands with FR values of 1.14 and 1.03, respectively. For rainfall data, the frequency ratio results demonstrated that increasing landslide occurrence in the study area was directly related to increasing rainfall. The frequency ratio is the highest (1.36) for 1183-1238.7 mm class of rainfall and the lowest (0.73) for 578-678 mm class.
In the case of distance to road, the highest FR weights 1.19 and 1.16 were found in 0-581 m and 582-1283 m classes, respectively. Assessment of distance to river factor showed that distance of 0-181 m class was related to FR weight of 1.69 and 182-381 m class was attributed to FR weight of 1.50. These classes had the highest correlations with landslide occurrence, whereas the lowest FR weight (0.84) belonged to 852-2717 m class of distance to river. Indeed, the results of the present study indicated that landslide hazard diminishes at very far Table 1 distances from rivers, while it rises at a distance from 0 to 181 m from the rivers. For distance to faults, the classes of 0-5000 m and 5000-8000 m had the FR weights greater than 1.5 (1.71 and 1.56, respectively), implying a high probability of landslide occurrence. Subsequently, at distance of 16,000-19,000 m and > 19,000 m, the FR values are less than 1, indicating a low probability. This clearly means that landslide occurrence probability decreases with increasing distance from faults (see Table 3 ). Based on the frequency ratio, the spatial distribution of the landslide susceptibility is obtained and shown in Fig. 4 . Using natural break approach, the landslide susceptibility map extracted from frequency ratio model was reclassified into five classes: very low, low, moderate, high and very high. On this map, 5.26% and 7.39% of the total area were located in the very low and low landslide susceptibility zones, respectively. Moderate and high susceptible zones were included 17.13%, and 44.38% of the entire area, respectively. The very high landslide susceptibility zone was about 25.84% of the whole study area (see Fig. 4 , respectively (see Fig. 5a , b).
Application of index of entropy (IOE)
To establish the landslide susceptibility map by the IOE model, each parameter was imported into the landslide inventory map by the ArcGIS 10 software. The final landslide susceptibility map is calculated by Eq. 25 (Fig. 6) . Table 3 . According to the W j value, slope degree had the greatest influence on the landslide susceptibility, followed by altitude, aspect and rainfall, while the remaining factors are less significant for landslide susceptibility in the region. According to the result (P ij ), slope degree classes of 17.3°-24.1° and 31.49°-40.28° are highly related to landslide with high values of 2.05 and 1.65, respectively. In the case of aspect, northeast and eastfacing slopes are susceptible to landslide occurrence with high P ij values of 0.66 and 0.61, respectively.
The P ij value for altitude showed that the majority of landslides have occurred in altitude classes of 201-399 m and 399-640 m with high values of 1.70 and 1.12, respectively. In the case of TWI, the P ij values are proportional to increasing TWI such that the highest value of P ij (0.97) belonged to TWI class of > 40. This means that TWI values directly affect the landslide occurrence. SPI and STI factors showed similar results as TWI. For SPI, the class of > 2.060 had the highest value of P ij , while, for STI, the class of > 3.684 had the highest P ij value, indicating that these classes are most susceptible to landsliding. The P ij value for soil indicated that classes of ALh-Profondic Alisols and ATc-cumulic anthrosols had the strongest effect on the landslide occurrence with high values of 0.74 and 0.68, respectively (see Table 3 ).
For the relationship between landslide occurrence and lithology, P ij were higher in the classes of E and C with higher values of 0.75 and 0.61, respectively. These include adamellite, porphyry, gray conglomerate, sandstone, conglomerate, pebbly sandstone, siltstone, limestone and sandy shale (see Tables 1, 3 ). The P ij value for NDVI indicated that the class of 0.16-0.44 had the strongest effect on the landslide occurrence with a high value of 0.74. Relationship between land use and landslide probability indicated that grassland class has the highest value of P ij (0.69) and barren lands class had the lowest value of P ij (0.15).
For rainfall, the highest value of P ij (0.76) was corresponded to the rainfall classes of 1183-1238.7 mm per year. This indicates that rainfall strongly affects the landslide occurrence. Investigation of distance to roads indicates that the P ij value decreases with the increase in distance to roads. In this case, the classes of 0-581 m and 582-1283 m had higher correlations with landslide occurrence (P ij values were 0.74 and 0.71, respectively). Similar results were obtained for distance to rivers and distance to faults factors as distance to road such that the P ij value decreased whereas the distance to features increased. Most landslides located at the class of 0-181 m for distance to river and the class of 0-5000 m for distance to fault corresponding to the highest values of P ij = 0.92 and P ij = 1.08, respectively.
The findings based on IOE model showed that slope (0.86), rainfall (0.72) and slope aspect (0.36) are the key factors explaining the distribution of landslide occurrence in the study area more reasonably (see Table 3 ). It should also be kept in mind that the landslide conditioning factors may vary from a region to another region such that some factors may be suitable for a study area, while they may not be fit for another areas (Bijukchhen et al. 2013) . Based on the results of index of entropy (IOE) model, the landslide susceptibility map was reclassified as follows: very low, low, moderate, high and very high (see Fig. 6 ). Among the five susceptibility zones, 10.25% and 13.60% of the study area were very low and low susceptible zones; moderate, high and very high susceptible zones were about 44.37%, 19.12% and 12.66% of the study area, respectively. In addition, 443.9862 km 2 and 670.5384 km 2 of the total landslides were in the very high and high susceptibility zones, respectively. Very low, low and moderate susceptible zones represent 359.4675 km 2 , 476.952 km 2 and 1556.0559 km 2 of the landslides, respectively (Fig. 5a, b) .
Application of weighted linear combination (WLC)
In order to produce a landslide susceptibility map using WLC, the weights of factors were firstly obtained by applying AHP method that is principally based on the rating scores. To perform this task, the pairwise comparison matrix and CR of the used data layers are shown in Table 4 . In this study, the CR value is ascertained to be 0.058 and this value represents the suitable amount of CR performed to acquire the comparison matrix because this CR value is less than 0.1. According to Table 4 , the highest WLC weight belonged to rainfall (0.144) and slope (0.139) and the lowest weight corresponded to distance to fault and land use which were about 0.067 and 0.071, respectively (see Table 4 ). Thus, the factor weights were multiplied by the appropriate factor and then all the weighted factors were overlaid to extract a landslide susceptibility map using WLC model. By using the natural breaks method, the landslide susceptibility map derived from WLC model was reclassified into five categories: very low, low, moderate, high and very high (as shown in Fig. 7) .
According to landslide susceptibility map constructed by applying WLC model, 5.75% of the study area (201.6525 km ) had been put in zones with very low and low susceptible (see Fig. 5a, b) .
Application of support vector machine (SVM)
The radial base function (RBF) was applied for kernel functions, and the two classes of SVM models were firstly trained to build landslide susceptibility map. The training data were used to train the SVM model. LibSVM 3.0 software, widely used in the SVM software library, was utilized in this study. The final output result is the landslide susceptibility index including two values, i.e., 0 represents stable and 1 represents landslide. For the SVM model, landslides shown in the thematic maps were in the form of vector data. Data sets and their classes are shown in Table 3 . Landslide susceptibility map established by the SVM model can be seen in Fig. 8 .
Finally, the landslide susceptibility map extracted from SVM model using the natural breaks method was recognized into five susceptibility classes: very low, low, moderate, high and very high (see Fig. 8 ). Among the five susceptibility zones, 5.40% (189.378 km 2 ) and 10.31% (361.5717 km 2 ) of the study area were classified as very low and low susceptible zones, respectively. Zones of moderate, high and very high susceptible are represented as 38.06% (1334.7642 km 2 ), 29.11% (1020.8877 km 2 ) and 17.12% (600.3984 km 2 ) of the study area, respectively (Fig. 5a, b) .
Application of spatial multi-criteria evaluation (SMCE)
The SMCE method is to combine spatial analysis based on GIS tools and multi-criteria evaluation (MCE) to transform spatial and non-spatial input data to output data (Malczewski 1999). They were then grouped, standardized and weighed in a 'criteria tree,' and the input layers must be transformed from their original values to the value range of 0-1 (Bijukchhen et al. 2013) . In order to apply the semiquantitative model, the SMCE model of ILWIS (Integrated Land and Water Information System) -GIS was used for this study area. The SMCE was constructed by analyzing the weight value using bivariate statistical method for the classes of conditioning factors (Table 5 ). For standardization of thematic layers, the fuzzy logic method was used in this study. All comparisons are on the basis of analytical hierarchy process (AHP). The linguistic terms of fuzzy set make it possible to effectively and continuously represent fuzzy things . The fuzzy set values of the landslide predisposing factors are provided in Table 5 . For fuzzy set notation, the values before the slash are the degrees of confidence and the values after slash are the members of the set (Pourghasemi et al. 2012b ). In this study, grid-based analysis was performed to generate the fuzzified index maps. For landslide susceptibility mapping, criteria are classified into four groups such as geomorphological (slope, aspect, altitude, TWI, SPI and STI); environmental (NDVI, land use and distance to road); geological (soil, lithology and distance to fault); and hydrological (rainfall and distance to river) factors. The factors are used to do SMCE analysis.
The influenced levels of groups and weight values of main indicators for the study area were computed using AHP (see Table 5 ). For the acquired class weights (groups and indicators), the consistency ratios are less than 0.1; this CR indicates that the suitable degree of consistency was sufficient for recognizing the class weights. Based on the obtained results, it indicated that geomorphological factors had the most effective impact on landslide occurrence (0.149). Whereas the geological factor categorized in the lowest level (0.089) had less effect on landslide occurrence.
As shown in Table 5 , for geomorphological factors, the altitude with weight value of 0.162 was the most effective parameter to landslide occurring; however, the TWI was less related to landslide occurring due to the low weight value of 0.081. As for environmental factors, the weight value of distance to road (0.089) was greatest, whereas this value for NDVI was a low value (0.077). In the case of geological factors, it was found that lithology with the weight value of 0.096 had the highest influence on landslide occurrence; however, this value for distance to fault had the lowest value (0.071). For hydrological factors, rainfall causes much more landslides than influence of the distance to river with the weight value of 0.147 and 0.078, respectively.
According to the obtained results from Table 5 , the SMCE model providing the highest weight value belongs to altitude (0.162) and rainfall (0.147), respectively. On the other 1 3 hand, distance to fault and NDVI with weight value 0.071 and 0.077, respectively, have the lowest impact in landslide susceptibility. The landslide susceptibility map shown in Fig. 9 was constructed by using the SMCE model.
The landslide susceptibility map of SMCE model was also classified into five susceptibility zones: very low, low, moderate, high and very high by using natural break classification method. The distribution of observed landslides locating into various susceptibility classes of different landslide susceptibility zonation maps is taken into account in Fig. 9. Figure 5a, 
Model training and comparison
Landslide model training and validation using five models including SMCE, FR, SVM, IOE and WLC have been constructed for spatial prediction of landslides. Also, based on the TP, TN, FP and FN, some statistical-based measures such as sensitivity, specificity and accuracy have been computed for training and validation datasets. The results can be observed in Fig. 10a . The results demonstrated that the highest sensitivity (93.248%) in the training phase belonged to the SMCE model, indicating that 93.248% of the landslide pixels were correctly classified in the landslide class, followed by FR (89.389%), SVM (84.566%), IOE (82.958%) and WLC (80.386%), respectively. Additionally, the SMCE model had the highest specificity (90.354%), illustrating that 90.354% of the non-landslide Fig. 9 Landslide susceptibility map derived from SMCE model pixels were correctly classified with respect to the non-landslide class, followed by FR (88.424%), SVM (79.743%), IOE (77.492%) and WLC (75.563%), respectively. Accuracy index also depicted that the SMCE model had the highest value (91.801%), followed by FR (88.907%), SVM (82.154%), IOE (80.225%) and WLC (77.974%), respectively. Overall, all five landslide models have been successfully trained in the training process. They were conducted to calculate the landslide susceptibility indexes for all the pixels in the study area.
The performance of the five landslide susceptibility models similar to the training dataset was carried out using validation dataset and some statistical evaluation measures (Fig. 10b) . The results clearly showed that the SMCE model had the highest sensitivity (89.552%), specificity (88.060%) and accuracy (88.806%), followed by FR (86.567%, 85.075%, 85.821%), SVM (83.582%, 80.597%, 82.090%), IOE (76.119%, 78.358%, 77.239%) and WLC (74.627%, 75.940%, 75.281%), respectively.
The validation and comparison of models showed that all five landslide models provided good performances for landslide spatial prediction in the study area. However, the SMCE model had the highest predictive capability, while FR, SVM, IOE and WLC were ranked thereafter, respectively.
Validation of landslide susceptibility maps
The landslide susceptibility maps were generated by five models (FR, IOE, WLC, SVM and SMCE). These results were validated by applying the area under curve (AUC) method. The result of this assessment method ranging from 0.5 to 1.0 is widely used for estimating the presence or absence accuracy in predictive models (Aleotti and Chowdhury 1999) . If the prediction capability of model for landslide occurrence is worse than the random approach, the AUC value would equal to 0.5. This curve was built using the statistical analysis software. The rating of prediction can present the validation and explain how well the landslide conditioning factors used in the model predict the existing landslides (Pradhan 2010) .
AUC method is to provide specific rate curve which explains the percentage of known landslides classified into each defined level of landslide susceptibility rank and presents as the cumulative frequency diagram (Pourghasemi et al. 2014 ). The specific rate curves included success rate curve and prediction rate curve . The success rate curve shown as a degree of fit measure is based on a comparison of the susceptibility map with the landslides used in the models (Pourghasemi et al. 2014 ). On the other hand, the prediction rate curve is often used to assess the predictive susceptibility map. The rate curves show the cumulative percentage of the landslide susceptibility classes on the x-axis and the cumulative percentage of observed landslide occurrences in different susceptibility classes on the y-axis.
In this study, the 311 landslides were used for training data (70%) and 134 landslides were used for validation data (30%). Then, the rate curves were obtained by comparing the landslide training with the susceptibility maps and the areas under the curves were calculated and drawn. The success rate and prediction rate curves are shown in Fig. 11a, b , respectively. According to calculation results of the AUC for FR, IOE, WLC, SVM and SMCE models, the success rates of AUC are 0.8832, 0.8258, 0.7891, 0.85.47 and 0.8996, respectively. These values imply that the training accuracy of these susceptibility maps were 88.32%, 82.58%, 78.91%, 85.47% and 89.96%, respectively.
In addition, the AUCs of the prediction rate were 0.8453, 0.7967, 0.7392, 0.8124 and 0.8681 for the FR, IOE, WLC, SVM and SMCE models, respectively (see Fig. 11 ), which suggests that the respective prediction rates are 84.53%, 79.67%, 73.92%, 81.24% and 86.81%. The findings showed that the FR and SMCE models had the highest accuracy in overall prediction rates. Meanwhile, the five models applied have reasonably good accuracy in predicting the landslide susceptibility for the study area.
Discussion
In this study, the potential of methods such as frequency ratio (FR), index of entropy (IOE), weighted linear combination (WLC), support vector machines (SVM) and spatial multi-criteria evaluation (SMCE) have been evaluated using GIS tools at the Wuning area, China. Then, fourteen landslide conditioning factors were selected for landslide susceptibility assessment including slope angle, aspect, altitude, TWI, SPI, STI, soil, lithology, NDVI, land use, rainfall, distance to road, distance to river and distance to fault that affect the occurrence of landslides in the study area. For the FR model, factors of slope (ratio value = 2.65) and altitude (ratio value = 2.56) versus the occurrence of landslides were positively associated. The findings based on IOE model show that slope (0.86), rainfall (0.72) and aspect (0.36) were the most important factors, which showed better relationships with the landslide occurrence and distribution than other factors in the study area. In the WLC model, the highest WLC weight values belonged to rainfall (0.144) and slope (0.139) and the lowest weight values were related to distance to fault and land use with values of 0.067 and 0.071, respectively. According to the obtained results derived from SMCE model, with the highest weight values, altitude (0.162) and rainfall (0.147) were two much helpful factors for landslide occurrence prediction. On the contrary, distance to fault and NDVI with weight values 0.071 and 0.077 had the lowest impacts on landslide susceptibility, respectively.
In addition to more reliability of landslide susceptibility maps, the significant differences between the five landslide susceptibility methods were also calculated using the Friedman (Ipe 1987 ) and Wilcoxon signed-rank tests (Randles 1988) at the 5% significance level. The results of the Friedman test can be seen in Table 6 . It was observed that the significance level (or p value) was 0.000 (less than 0.05), indicating that the initial assumption was accepted and the null hypothesis (no significant difference between the models at the 5% significance level) was rejected. The Friedman test only indicates whether there are significant differences among the five landslide susceptibility models or not which means that the test does not have the ability to detect which model makes any difference if there is any. Therefore, the Wilcoxon signed-rank test was applied to check the statistical difference between any pair of landslide models. If the p value of models was less than the standard significance level (0.05) and the z value was more than the critical values of z (− 1.96 and + 1.96), then the null hypothesis should be rejected and the performance of the susceptibility models was significantly different. The results are shown in Table 7 . Results concluded the performance of SMCE with the IOE and WLC methods; and FR with the IOE and WLC methods had not statistically significant differences, which is indicated with a symbol 'NO' in Table 7 . In contrast, the performance difference was not statistically significant for the other pairwise susceptibility models.
Conclusion
The main aim of this study was to answer this question that which technique among multicriteria decision making [spatial multi-criteria evaluation (SMCE)], bivariate statistical [frequency ratio (FR), index of entropy (IOE), weighted linear combination (WLC)] and machine learning [support vector machine (SVM)] are more successful and suggestible for landslide susceptibility assessment at the Wuning area, China. For this purpose, a total of 445 landslides were selected, and then they were randomly divided into 70% (311 landslides) and 30% (134 landslides) for training and validation landside models, respectively. The prediction ability and degree of fit of the all five methods were evaluated using some statistical-based measures including sensitivity, specificity and accuracy criteria. Comparison revealed that although all five models were applicable for landslide modeling, the multi-criteria decision making, the SMCE method produced higher prediction accuracy, resulting in a higher reliability of generated landslide maps. Overall, the contribution of this research can be highlighted as follows:
1. The multi-criteria decision making, the SMCE method, which outperforms the FR, the SVM, the IOE and the WLC methods, is recommended for the mapping of landslide susceptibility in other prone regions. 2. The FR method was higher prediction accuracy than the SVM, IOE and WLC methods. 3. The SMCE method is recommended as a suitable method for landslide hazard and disaster managements.
It is obvious that a more precise and reliable susceptibility map can decrease the costs and damages from environmental disasters such as landslides. The produced maps can assist the planners, mangers, decision makers and governments to provide a better way of preventing more urbanization in the susceptible regions in order to mitigate further damage.
