The life spans of durable goods are longer than their warranty periods. To satisfy the service demand of spare parts and keep the market competition advantage, enterprises have to maintain the longer inventory planning of spare parts. However, how to obtain a valid number of spare parts is difficult for those enterprises. In this paper, we consider a spare-part inventory problem, where the inventory can be replenished by two ways including the final production order and the remanufacturing way. Especially for the remanufacturing way, we consider the acquisition management problem of used products concerning an acquisition pricing decision. In a multiperiod setting, we formulate the problem into a dynamic optimization problem, where the system decisions include the final production order and acquisition price of used products at each period. By stochastic dynamic programming, we obtain the optimal policy of the acquisition pricing at each period and give the optimal policy structure of the optimization problem at the first period. Then, a recursion algorithm is designed to calculate the optimal decisions and the critical points in the policy. Finally, the numerical analyses show the effects of demand information and customer's sensitive degree on the related decisions and the optimal cost.
Introduction
With the improvement of market competition, customers have larger difficulty in distinguishing the products with similar functions. In addition to the price, they also have to consider more other factors. In those factors, after-sale service is the most important indicator, especially for durable products, such as automobile, computer, household appliances, and engineering equipment.
Current enterprises concern more the after-sale service within the regular warranty period. However, for durable products, the warranty period is much less than the product life span. For example, the warranty period of refrigerator is less than three years, but the product life is more than 10 years. And the probability of the product failure outside the warranty period is larger. When a failure occurs, although the product is outside the warranty period, the user still hopes the enterprise provides related services. However, if the enterprise cannot effectively help the user to solve the problem, it will have a negative impression of their products and directly affect the consumers' choice at the next time purchase option. For some personalized products, users are more dependent on the services provided by the manufacturer, ignoring the after-sale service outside the regular warranty period due to more serious results, which is showed by Nagler [1] : "you buy a car and eight years later cannot get it serviced for a reasonable price because the manufacturer has discontinued a particular part, you will remember it when you buy your next vehicle". Besides, for the necessity of keeping the competitive advantage of enterprises, some countries also have obliged enterprises to provide the service at outside the regular warranty period, for example, for 15 years in case of automobiles in Germany. Therefore, providing the extended after-sale service will be a trend practical issue, and the related research is important.
In current actual operations, the shortage of spare parts is the most difficult problem for providing after-sale service at outside the regular warranty period. This especially holds for durable products, because the production line has been closed. The shortage of spare parts will improve the service cost and brings a long waiting time, which results in a lower user's satisfaction and vanishes the action of providing aftersale service outside the regular warranty period. Because of no valid ways of replenishing inventory, the higher inventory or operation cost may be the major reason that enterprises do not want to provide the after-sale service outside the regular warranty period. Thus, how to replenish the inventory of spare part is the key problem for the extended after-sale service outside the regular warranty period.
The inventory replenishment problem of spare parts had became a concerned problem in the field of management and engineering sciences (Armstrong and Atkins [2] , Bruggeman and van Dierdonck [3] , Dhakar et al. [4] , and Díaz and Fu [5] ). The traditional replenishment mainly includes two ways: (i) producing enough spare parts before closing the regular production line and (ii) extra producing or ordering when the inventory is not enough. However, the first way has the high inventory cost and risk because of a very long service period; and the latter does not need to hold a high inventory, but it is discontinuous and has a high setup cost. The two ways are not enough to support the after-sale service outside the regular warranty period. Therefore, a kind of way with lower cost and continuous replenishment is necessary for the after-sale service outside the regular warranty period. Remanufacturing has been proved to be a good resource reusing way. For after-sale service, remanufacturing used products also can provide the necessary spare parts, and the related cost is lower and the replenishment process is also continuous. Fleischmann et al. [6] showed that product recovery can be as a major source of spare parts. Teunter and Fortuin [7] provided a case study, where spare parts can be replenished by recovering used products. However, remanufacturing also have shortcomings, such as higher uncertainty, and are constrained by the history of selling quantity of the product, so the traditional ways are still to be valid and necessary. Thus, how to integrate multiways to replenish the inventory of spare parts is important.
On the optimal acquisition problem of after-sale spare parts, Fortuin [8] firstly studied the size of the final production lot for the regular production. Teunter and Fortuin [9] extended the approach in Fortuin to a more complicated version. Cattani and Souza [10] considered the time of starting the final lot. van Kooten and Tan [11] provided a numerical method for determining the final order by Markov chain. The above papers only considered the final lot decision. Teunter and Klein Haneveld [12] consider a combination of final order and extra production order and gave an order-up-to policy. Inderfurth and Mukherjee [13] considered the combination of three ways of the spare parts' acquisition, that is, (i) the final lot of regular production, (ii) performing extra production runs until the end of service, and (iii) using remanufacturing to gain spare parts from used products. The decision is to find out the optimal combination of these three options. The model is modeled by decision tree and solved by a heuristic method based on stochastic dynamic programming. Pourakbar et al. [14] considered the determination problem of the optimal time to switch, where there are multioptions including the final order and repair policy, and the repairing component can be substituted by a new product. However, few papers consider the acquisition management problem of used products in a spare-part inventory system. The problem is important for ensuring the stability of the remanufacturing process of used products, and it is considered in this paper.
In a spare-part inventory system, the accurate demand information is important, which can reduce safety stock and thus might reduce cost without reducing service levels. A manager may need to focus on the development of information technology for effective inventory management. We know that, under a communication link technology, typically electronic data interchange (EDI), a vendor-managed inventory (VMI) is more effective to plan inventory and place orders. For example, Bourland et al. [15] investigated the operational problem of the tradeoff between communication (i.e., EDI) and inventory. They assumed a fixed cost of acquiring timely demand information and examined how the firm to adjust its inventory behavior. And information technology has enabled some researches to be more proactive and obtain advance demand information in addition to improving demand forecast, such as Gallego andÖzer (2001 [16] , 2003 [17] ) andÖzer and Wei (2004 [18] ); they incorporated advance demand information into periodic-review inventory control problems. Although the main methods for forecasting demand are still statistical methods, such as moving average and exponential smoothing (also see Axsater, 2006 [19] ), under more advanced information technologies (such as Radio-Frequency Identification (RFID), cloud computing, and Internet of Things), firms might obtain more in advance and more accurate information, such as the real-time status of one product, historical sales data, customers' position, the correlation between the historical service data, the using environment of the product, and customers' types. These possibilities also enable firms to change the operations policy, such as making a better and longer spare-part inventory planning. Therefore, we can consider a multiperiod spare-part inventory problem under the existing of remanufacturing.
In this paper, we will consider the inventory decisions problem in a multisource spare-part system, where we adopt the final production order and remanufacturing ways to replenish spare parts. The final production order provides the initial inventory of spare parts; then, the inventory is continuously replenished by collecting and remanufacturing used products. Under the setting, the manager needs to determine the optimal final production order and acquisition price of collecting used products.
The rest of this paper is organized as follows. In Section 2, we give the problem description and formulation. Section 3 provides the optimal acquisition pricing policy. Furthermore, we analyze the optimal size of the final production order and the acquisition pricing at the first period in Section 4. In Section 5, we propose an algorithm for the parameters in optimal policy structures. Numerical examples are provided in Section 6. Finally, we conclude our paper in Section 7.
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Problem Description and Formulation
We consider an inventory system with single spare part and two replenishment ways, including the final production order and remanufacturing. The final production order only needs to be determined at the time of closing production line, which maintains the demand of the regular warranty period. To satisfy the demand in an extended warranty period, especially for outside the regular warranty period, the enterprise starts an acquisition and remanufacturing planning of used products, that is, by collecting and remanufacturing the used products into serviceable components and furthermore satisfying the demand in the service period. For controlling the return quantity of used products, the enterprise will provide an incentive for users which may be a cash payment. We call it acquisition price. A finite period setting will be considered in the following. Without loss of generality, the length of a period is assumed to be one, and the periods are numbered by = 1, 2, . . . , .
Let denote the acquisition price at period and ( ) denote the returned quantity when the acquisition price is ; it is defined as the following form:
where ( ) = + and is a random factor with support [ , ] and zero mean value. ( ) is the expected quantity of returned products under the given acquisition price . This linear form is similar to the linear demand function, and the latter is frequently used in many studies (e.g., Federgruen and Heching [20] , Simchi-Levi et al. [21] , and Sun et al. [22] ). We assume that the supply capacity of returned products is unlimited, and all returned products can be remanufactured into serviceable parts. And the remanufacturing process has no production loss, and the unit returned product will yield the unit serviceable part.
All demands of serviceable parts at different periods are stochastic and independent of each other. Because demands and supplies are stochastic, both the inventory shortage and surplus status are possible. The unsatisfied demands need to be backlogged and incur the inventory shortage cost. Further, all surplus will be transferred into the next period and incur the inventory holding cost.
The sequence of system events is given as follows. First, the firm determines the size of the final production order and acquisition price at the beginning of the planning horizon. From the second period to the th period, the firm only determines the acquisition price level at the period. Then, within each period, the firm acquires used products from users and remanufactures returned products into serviceable parts and reviews the inventory state of the serviceable part and calculates the related costs. The holding inventory cost can be obtained by the multiplication of the unit holding cost and the quantity of serviceable parts of entering the inventory, which also means that even if one spare part is put into the inventory and taken away in the same period, its cost is still calculated.
The optimization problem is to find the optimal final production order and the optimal acquisition price policies of different periods so that the total inventory and acquisition costs can be minimized.
From the sequence of system events, we have the following state equation of the dynamic system:
For period , ≥ 2, when the initial inventory level is −1 and the acquisition price is , the cost function at the period is given as follows:
where ( ) + = max{ , 0}. The first term of the above equation is the acquisition cost, and the second term is the inventory holding cost, and the third term is the penalty cost of the shortage parts. Especially for the first period, there is the final production order and the cost function is given as follows:
Let denote a feasible policy and be defined by
Therefore, for a given initial inventory level 0 and a feasible policy , the total cost of the whole system is
where we assume the end cost at the planning horizon to be zero. Let Π denote the set including all feasible policies, so there is ∈ Π. The optimization problem in this paper is as follows: for a given initial inventory level 0 , to find an optimal policy * = ( * , * 1 , . . . , * ) so that the expectation value of the total cost in (5) is minimum; that is,
We call * the optimal final production order and * the optimal acquisition price at the period . In the following, we will give the dynamic programming equation of solving the optimization problem.
Let −1 denote the realized inventory state at the beginning of the period . And for ≥ 2, let
and for = 1, let
.
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In the above equations, = ( , . . ., ) for ≥ 2 and 1 = ( , 1 , . . . , ) for = 1. Therefore, the dynamic programming equations of the optimization problem in (6) are given as follows:
In the following section, we will analyze the optimal decisions.
Optimal Acquisition Pricing for ≥ 2
In this section, we will give the optimal acquisition pricing decision * for ≥ 2. From the second equation in (10), we define
To analyze the properties of ( −1 , ), we firstly give the following lemmas.
Lemma 1. If the function ℎ( ) is convex in , then the function ( , ) = [ℎ( + − )] is jointly convex in and , where is a stochastic variable with the cumulative distribution function (⋅).
Proof. For any given 1 = ( 1 , 1 ) and 2 = ( 2 , 2 ) and ∈ [0, 1], we have
Therefore, ( , ) is convex in and .
Lemma 2. If ( , )
is jointly convex in and and is a convex set, then ( ) = min ∈ ( , ) is also convex in .
Proof. For the proof of the lemma, please see page 84 in Boyd and Vandenberghe [23] .
In the following, we analyze the properties of For part (b), for any 1 ≥ 2 and 1 ≥ 2 , we have
Let ( , ) = ( − − 1 )
. And from Ross [24] , we have
Therefore, [ ( 1 , )] is supermodular in 1 and .
Furthermore, the following theorem gives the properties of the optimal value function and the objective function. Proof. Apply backward recursive method. When = , there is always +1 ( ) = 0 for any , so part (a) holds for = + 1. From (11), there is
and by Theorem 3, it is obvious that ( −1 , ) is convex and supermodular in −1 and . Assume that the theorem holds for = + 1; that is,
) is convex in and +1 ;
(c) +1 ( , +1 ) is super-modular in and +1 .
We need to prove that the theorem still holds for = . From (10) and (11), we have
From inductive assumption (b), +1 ( , +1 ) is convex in and +1 , and [0, ] is a convex set, from Lemma 2, so +1 ( ) is convex in . From (11), we have 
is also convex. Therefore, ( + 2 − 1 ) − ( ) ≥ 0; that is, ( ) is increasing with respect to . For 1 ≤ 2 , we easily know that
Therefore,
and . And from part (b) in Theorem 3 and (11), ( −1 , ) is supermodular in −1 and . In summary, the induction method has been completed.
From part (b) in Theorem 4, we know that the optimal solution of min ∈[0, ] { ( −1 , )} is unique, so we can make the following definition:
For ( −1 ), we have the following property. 
Theorem 6. There exists
with the following definition:
Proof. The first-order derivative of ( −1 , ) with respect to is given as follows:
For a finite period problem, when the inventory level −1 at the period − 1 is large enough, the shortage cost can be ignored in the following periods, so there is [ +1 ( −1 + ( ) − )]/ = ℎ. Therefore, ( −1 , )/ > 0; that is, the optimal solution is ( −1 ) = 0.
Corollary 7. The optimal acquisition price decision obeys the following decision rule:
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And if there exists with the following definition
then the optimal acquisition price is
where ( −1 ) is the solution of ( −1 , )/ = 0. is defined in (24) , and is defined in (21) .
Proof. From the monotonicity of ( −1 ) in Theorem 5 and the definitions of in (24) and in (21), the corollary is obvious.
Optimal Acquisition Pricing and Final Order
In this section, we will give the optimal decisions * and * for = 1. From the first equation in (10), we define
Let 1 = 0 + 1 denote the inventory level of serviceable parts after replenishing. Therefore, we have
, and, further, there is
For convenience, let ( 1 , 1 ) = 1 (0, 1 , 1 ); that is,
And we have the following theorem. (4) is also jointly convex in 1 and 1 . Therefore, ( 1 , 1 ) in (28) is jointly convex in 1 and 1 .
From Theorem 8, we can give the following form of the optimal policy at the first period.
Theorem 9. For the jointly inventory and the acquisition price decision problem at the first period, a policy ( , ) is optimal.
Proof. Since ( 1 , 1 ) is jointly concave in 1 and 1 , we have
Obviously, there exists a unique 1 ( 1 ) such that
From Lemma 2, we know that min
} is still convex in 1 . Therefore, the optimal final production order decision obeys a base-stock policy. And, furthermore, we can find the corresponding optimal inventory level such that ( , 1 ( )) can minimize ( 1 , 1 ).
Theorem 9 shows that the optimal decisions at the first period follow a simple policy with two parameters. Executing the policy, the firm firstly reviews its initial inventory 0 at the beginning of the planning horizon. Then, it determines the optimal base-stock level . If the initial inventory level is less than the optimal basic-stock level , then it replenishes the inventory of spare parts to and sets the optimal acquisition price level to be 1 ( ). If the initial inventory level is larger than the optimal basic-stock level , then the firm does not need to replenish the spare-part inventory and set the optimal acquisition price level to be 1 ( 0 ). For 1 ( ), we have the following property. 
] is supermodular in 1 and 1 . Furthermore, from (28), ( 1 , 1 ) is also supermodular in 1 and 1 . Therefore, 1 ( 1 ) is decreasing with respect to 1 . And 1 ( ) is decreasing with respect to .
Algorithm for Optimal Decisions
Although the policy structure of the optimal acquisition pricing and the final production order are given in the above sections, the analytical forms of the related parameters in the policy structure are not obtained. In this section, we will give an algorithm to calculate the optimal decisions at each period. For convenience, we provide an algorithm description for the case of discrete state variables.
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Algorithm 11.
Step 1. Set = + 1 and +1 ( ) = 0 for all .
Step 2. Set ← − 1.
Step 3. Find in (21) using the following judgement condition by a search algorithm (e.g., binary search method):
If = 1, then go to Step 4; otherwise, go to Step 3.1.
Step 3.1. Set −1 = .
Step 3.2. Set −1 ← −1 − 1, and find the solution of ( −1 , )/ = 0. If the solution ≤ , then transfer to Step 3.3; otherwise, go to Step 3.4.
Step 3.3. Set * ( −1 ) = , calculate ( −1 ) by the following equation, and then go to Step 3.2:
Step 3.4. Set * ( −1 ) = and = −1 , and go to the next step.
Step 3.5. Calculate ( −1 ). If −1 = Min −1 (the minimum value of system state), go to Step 2; otherwise, go to the next step.
Step 3.6. Set −1 ← −1 − 1, set * ( −1 ) = , and go to Step 3.5.
Step 4. Set 1 = 1 and calculate 1 ( 1 ); let Min Val = 1 ( 1 ) and = 1 .
Step 4.1. Set 1 ← 1 − 1, and find the solution 1 of Figure 1 : Effects on optimal final order and inventory cost.
Numerical Study
By some advanced information technologies (such as Wireless Communication Networks, Radio-Frequency Identification (RFID), cloud computing, etc.), one enterprise might obtain more information on the using products or the customers of holding used products. To analyze the effect of those information on the inventory policy parameters (including , , and ) and the optimal operation cost of the spare-part system, we will adjust parameters to obtain those trends by numerical ways in this section. We mainly consider the effects of two parameters: one is the standard deviation of the uncertain demand at each period, and the other is the customer's sensitive degree on the acquisition price.
We give a basic setting of related parameters. The demand is assumed to follow a normal distribution with the mean 20 and the standard deviation 2, and the disturbance variable of the return quantity follows a normal distribution with zero mean and the standard deviation 0.2. The other parameters are given as follows: = 5, = 4, = 1, ℎ = 1, and = 30.
Effect of the Demand Uncertainty.
Firstly, we investigate the effects of the uncertainty of the period demand on the optimal final production order, pricing bounds in the above pricing policy structure, and the optimal inventory cost. Let the standard deviation of the uncertain period demand vary from 1 to 5; the fixed base indexes of optimal final production orders and the system optimal costs can be shown in Figure 1 , where the fixed bases are the optimal production final orders and the system optimal cost in the first period.
From Figure 1 , we know that, as the increasing of the standard deviation, both the optimal final order and the system optimal cost are also increasing. Because the improvement of the demand uncertainty will make the increasing of the shortage cost larger than the increasing of the inventory holding cost, therefore, the optimal inventory level will be improved, and the corresponding optimal cost of the system is also increasing.
From Figure 2 , we know that the bounds and are decreasing with respect to the increasing of the period number . The upper bound means the critical point which the system does not need to acquire used products, and the lower bound means the critical point which the system needs to acquire used products as possible. If the enterprise faces a larger uncertainty within a longer future planning horizon, which will make the increasing of the shortage cost larger than the increasing of the inventory holding cost, the whole inventory holding level should be increased. When the number is little, the enterprise needs to pay more attention for dealing with the future longer and larger uncertain demand, so both critical points of acquiring and not acquiring used products should be increased. And with respect to the decreasing of the planning length, the fluctuation between upper bound and lower bound is decreasing because the fluctuation of the future demand is decreasing.
From Table 1 , we know that, as the increasing of the standard deviation, both bounds and are increasing. The results are similar to the above properties: the critical point of holding inventory level also will be increased when the enterprise faces the larger uncertainty.
Effect of the Return Sensitivity.
In this subsection, we will investigate the effects of the return sensitivity.
From Figure 3 , as the increasing of the return sensitivity degree, the optimal final production order is decreasing, and the optimal inventory cost is also decreasing. The same acquisition price will acquire more used products than that for the case with little return sensitivity, and the enterprise does not need to hold a higher safety inventory if the product acquisition is more easy, so there are the results in Figure 3 .
From Table 2 , as the increasing of the return sensitivity degree, both bounds and are decreasing. The reasons of the results are similar to the reason for Figure 3 : when the acquisition way is more effective, the enterprise does not need to hold a higher inventory. The critical points of acquiring and not acquiring used products can be decreased.
Conclusion
In order to gain a competitive advantage in an increasing competitive market, many enterprises have improved the concerning for the after-sale service in a regular warranty period. However, the service within the warranty period is not enough for maintaining the customer's satisfaction, which is showed by Nagler [1] : "you buy a car and eight years later cannot get it serviced for a reasonable price because the manufacturer has discontinued a particular part, you will remember it when you buy your next vehicle". Therefore, in addition to the regular warranty period, the service outside the warranty period is also important. The traditional ways of replenishing spare parts within the warranty period include the final production order and the additional production, but those are higher cost or setup cost, especially for durable products outside the warranty period.
In this paper, we consider two ways including the final production order and remanufacturing. the remanufacturing way has been concerned in recent years, but few papers consider the acquisition management problem of used products in an inventory system with remanufacturing. We assume that the returning process is controlled by the acquisition price of used products and consider a multiperiod dynamic optimization problem, where the system decisions include Scientific Programming 9 the optimal final production batch size and the optimal acquisition price at each period. In order to obtain the optimal policy, we divided our analysis into two stages. First, we study the optimal acquisition pricing from the second period to final period. By stochastic dynamic programming, we prove the structural properties of the objective function and give an optimal monotonous pricing with key thresholds. Then, we analyze the optimal decision problem at the first period, which is jointly an inventory and pricing problem, and we prove a simple policy ( , ) to be optimal. Furthermore, we propose a recursion algorithm and make some numerical examples.
In the future, the combination of more replenishment ways can be considered in one framework, which may include the final production order, extra production, substitution, and remanufacturing. Certainly, the acquisition pricing should be considered. The other direction is to consider a closed-loop structure; that is, the return of used products is dependent on the historic demands, which will be a more attractive perspective.
Notations

:
Total number of all running periods ℎ:
Inventory holding cost of per unit component in one period :
Penalty cost of per unit inventory shortage :
Maximum acquisition price :
Acquisition price at the period , 1 ≤ ≤ ,
Demand of the spare part at period , 1 ≤ ≤ , which is a stochastic variable ( ): Returned quantity when the acquisition price is , 1 ≤ ≤ , which is a stochastic variable with the form ( ) = ( ) + , where is a random factor with support [ , ] and zero mean value and the probability density function (⋅) and the cumulative distribution function (⋅) :
Inventory level at the end of period 0 : Initial inventory level at the beginning of the planning horizon.
