In this paper, we investigate the semilinear equation with a time-space fractional structural damping and a nonlocal in time nonlinearity where p, q > 1, 0 < δ i , σ i < 1 and γ 2 ∈ (0, 1). Also, we present the necessary conditions for the existence of local or global solutions.
where p > 1, α i , γ ∈ (0, 1), δ, σ ∈ (0, 1) , D α i 0|t is the Caputo fractional derivative and I 1−γ 0|t is the Riemann-Liouville fractional integral of order 1 − γ. We prove the non-existence of global solutions if
for any space dimension N 1. Then, we extend the result to the system
Introduction
We consider the following Cauchy problem
with the initial conditions
where u = u(t, x), p > 1, 0 < γ < α 2 < α 1 < 1, 0 < σ < δ < 1 and D α 0|t u = I 1−α 0|t u t , I 1−α 0|t is the Riemann-Liouville fractional integral of order 1 − α which is defined for u ∈ C(0, t) as following
where C(N, δ) is a positive normalizing constant depending on N and δ. The term (−∆) σ D α 2 0|t u represents a generalized structural damping.
For the semilinear damped wave equation
Todorova and Yordanov [18] studied the global existence of mild solutions to (1.3), be it valid, if p > 1 + 2 N with u 0 and u 1 sufficiently small. In addition, they proved that the mild solution cannot exist globally when 1 < p < 1 + 2 N and u i > 0, i = 0, 1. Here, the critical exponent of the damped wave equation (1.3) is equal to the Fujita critical exponent for u t − ∆u = |u| p . M. Kirane and N. Tatar [11] studied the particular case of (1.1) with α 1 = γ = 1 and δ = 0, they discussed the nonexistence of global solutions and established conditions for which the problem has no local weak solution.
D'Abbicco and Ebert [3] considered a more general case, they treated the following problem
where 2δ σ. They proved that if 1 < p 1 + 2σ (N−2δ) , then the solution blows-up in a finite time. Motivated by the above results, the paper presents the results for the nonexistence of global solutions to problem (1.1) − (1.2) . The analysis is based on the test function method.
The rest of the paper is organized as follows: In section 2, we recall some definitions about fractional calculus which will be used in the sequel. In Section 3 , we study the absence of global weak solutions. In Section 4 , we extend the previous results of Section 3 to a system of semilinear coupled equations. In Section 5 , we establish the necessary conditions for local or global existence of problem (1.1) − (1.2).
Preliminary
In this section, we present some results and basic properties of fractional calculus. For 0 < α < 1 and T > 0, the Riemann-Liouville derivatives of order α for a continous function f are defined as
For 0 < α < 1 and f ∈ AC[0, T ], the Caputo derivatives of fractional order α are defined as
and g(T ) = 0, then we have the following formula of integration by parts In particular, when p = n we have
2. Let n − 1 q < n, then for every t > 0,
.
2. Using (2.1), we can write
due to the following equality [19] 
Lemma 2. Let p and q be real numbers, if m − 1 p < m and n − 1 q < n, then
Proof. By the semigroup property of fractional integrals and (2.2), we can write
For T > 0 and η ≫ 1, if we set
Then there exist C 1 > 0 and C 2 > 0 such that
(2.5)
Blow-up of solutions
In this section, we first give the definition of weak solution of (1.1) − (1.2). After we prove the blow-up of solutions.
then any solution to (1.1)-(1.2) blows up in a finite time.
Proof. We assume the contrary. Let
where ϕ 1 (t) and ϕ 2 (x) = ψ(T −θ/2 x) are defined as in (2.4) and (2.5) . According to (3.1) and Lemma 2, we have
Therefore, by Lemma 3, we get
Using the Young inequality with parameters p and p ′ = p p−1 , we obtain
where Σ = [0, T ] × supp ϕ 2 . Using Lemma 4, it holds
Passing to the scaled variables
Under the condition u 1 (x) 0, we obtain
5)
Since p p * , we have to distinguish two cases. In case p < p * : if a solution of (1.1) − (1.2) exists globally, then taking T → +∞, we get
Contradiction the fact that ∞ 0 R N |u| pφ 0. In case p = p * : we repeat the same calculation as above by taking ϕ 2 (x) = ψ( |x| B −1 T θ/2 ), where 1 ≪ B < T and when T goes to infinity we don't have B goes to infinity at the same time, employing the Hölder's inequality instead of Young's, we obtain
Using Lemma 4 and the Hölder inequality, we have
and This leads to a contradiction.
Case of a 2 × 2 system
This part is concerned with the study of the following system supplemented with the initial conditions
2)
where p > 1, q > 1, 0 < γ 1 < α 2 < α 1 < 1, 0 < γ 2 < β 2 < β 1 < 1 and 0 < σ i < δ i < 1.
then any solution (u, v) to (4.1) − (4.2) blows-up in a finite time.
Proof. The proof proceeds by contradiction. Let
where ϕ 1 is defined as in (2.4) however with condition η > p p−1 (2 + α 1 − γ 1 ), p p−1 (2 + β 1 − γ 2 ) and ϕ 2 (x) = ψ |x| T θ i /2 is defined above.
The weak solutions to system (4.1) − (4.2) reads as
and
Using the Hölder inequality, we obtain
(4.7)
Taking into account the above relation (4.3), (4.5), (4.6) and (4.7), we find
we have set
Similarly, we get
Therefore, as u 1 , v 1 0, we obtain Now, combining (4.10) and (4.11), we write with
We obtain the estimates
where
Hence, by taking the limit as T → ∞ in (4.13), we obtain
which is a contradiction. Then (u, v) cannot be a global solution.
Necessary conditions for local and global existence
In this part, we establish the necessary conditions for the local and global existence of solutions to the problem (1.1) − (1.2). Theorem 3. Let u 0 = 0 and let u be a local solution to problem (1.1) − (1.2), then exists positive constant C, such that inf
Proof. Using the Young inequality in the right hand side of (3.2), we obtain
Let ψ the first eigenfunction of (−∆) θ with λ θ the first eigenvalue on Ω [17]
where Ω := {x ∈ R N : 1 < |x| < 2} and θ = {σ, δ}.
Thus We get a contradiction when T → ∞ . The right-hand side have a minimum at 
