Abstract-We characterize the capacity region of the symmetric injective K -user deterministic interference channel for all channel parameters. The achievable rate region is derived by first projecting the achievable rate region of Han-Kobayashi (HK) scheme, which is in terms of common and private rates for each user, along the direction of aggregate rates for each user (i.e., the sum of common and private rates). We then show that the projected region is characterized by only the projection of those facets in the HK region for which the coefficient of common rate and private rate are the same for all users, hence simplifying the region. Furthermore, we derive a tight converse for each facet of the simplified achievable rate region.
I. INTRODUCTION
T HE capacity region characterization of general Interference Channel (IC) is one of the challenging open problems in Information Theory. Although the capacity region of even some special cases such as Gaussian K -user IC are still unknown, some other cases have been studied well in the literature. For example, the following works [2] , [3] investigated the degrees of freedom of symmetric (where having the same desired channels as well as the same interference channels) Gaussian K -user IC. The capacity region approximation of interference channel is another well-studied case in which the region is found within a bound. For instance, the approximate capacity of the symmetric Gaussian K -user IC is obtained in [4] - [6] . One way to approximate the capacity region is to assume a noise-free, i.e. deterministic, IC model. The deterministic interference channel (DIC), originally introduced in [7] , represents a basic yet fruitful instance of interference channels that effectively captures the broadcast and interference phenomena in multi-user networks. For example, intuitions from the two-user DIC have lead to the capacity approximation of the two-user Gaussian interference channels in [8] . Further operational connections between the Gaussian interference channel and the two-user DIC are also established in [9] and [10] . However, despite its simplicity, characterizing June 14, 2019 . This work was supported in part by NSF under Grant CCF-1408639, Grant NETS-1419632, in part by ONR Award under Grant N000141612189, and in part by NSA Grant. This paper was presented in part at the 2017 IEEE International Symposium on Information Theory (ISIT) [1] .
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Communicated by A. Khisti, Associate Editor for Shannon Theory. Digital Object Identifier 10.1109/TIT.2019.2906242 the capacity region of the general K -user DIC has still remained an unsolved problem. Our main result in this paper is to characterize the capacity region of the K -user DIC in a symmetric injective case. There have been several attempts at this problem in the past. In particular, the capacity region of the symmetric injective 3-user DIC has been characterized [11] . However, extending prior approaches to the general symmetric injective K -user DIC becomes extremely cumbersome due to the explosive growth in the number of parameters in both achievable schemes and the converse. To overcome this challenge, we propose new techniques in both the development of the achievable rate region and the converse.
For deriving the achievable rate region, we consider the general Han-Kobayashi (HK) scheme [12] , in which the message of each user is into two parts: private message which is supposed to be decoded only at the desired destination and common message which is supposed to be decoded at all destinations. This scheme results in an achievable rate region that is in terms of common and private rates for the users. The challenge is then to eliminate the common and private rates and derive an achievable rate region that is in terms of the aggregate rates for the users (i.e., the sum of common and private rates). While a Fourier-Moutzkin (FM) elimination method can be used to solve this problem for Kuser DIC with small number of users (e.g. K ≤ 3 as done in [11] ), applying FM method to networks with large number of users becomes extremely cumbersome. We overcome this challenge by directly projecting the achievable rate region of HK scheme along the direction of aggregate rates for the users, and exploiting the algebraic properties of the rate region to remove loose facets of the rate region. In particular, we show that the achievable rate region can be obtained by projecting only those facets of achievable rate region of HK for which the coefficient of common rate and private rate are the same for all users.
We also derive a tight converse for each facet of the achievable rate region. In particular, we use the structure of the facets of the achievable rate region to systematically bound the mutual information between the transmit and receive signal of each user by the corresponding term in each facet.
The rest of the paper is organized as follows. We first explain the system model of the symmetric injective K -user DIC and state the main result in Section II. We then elaborate upon the derivation of the achievable rate region in Section III. Finally, in Section IV, we provide a tight converse for the achievable rate region. Notation: In this paper, we use notation [K ] to represent set {1, 2, . . . , K }. Moreover, given a set S and random variable V , we define V S as V S (V k , k ∈ S). We also denote the complement of set S as S c . Finally, [A] i j indicates (i, j )th entry of matrix A.
II. SYSTEM MODEL AND MAIN RESULT
The system model of the symmetric injective K -user DIC is shown in Fig.1 . In this model, source nodes and destination nodes are represented by S i and D i respectively, ∀i ∈ [K ]. Furthermore, the received signal at D i , i.e. Y i is a deterministic function of transmitted signal X i , where X i is a discrete random variable in finite set of alphabet X , and interference signals V j 's where j = i :
for arbitrary function g i : R → R and function f i :
such that the following conditions are satisfied
over all product distribution on X 1 , . . . , X K . This condition means f i is an invertible function given X i , i.e.
for some function h i (.), ∀i ∈ [K ]. We refer to interference channel that satisfies this property as injective deterministic interference channel.
Regarding the source messages, we consider W i ∈ {1, . . . , 2 n R i } as the desired message for destination D i where n and R i represent the codeword length and rate for user i , respectively. Moreover, we assume source messages W 1 , W 2 , . . . , W K are independent from each other. Furthermore, rate tuple (R 1 , . . . , R K ) is achievable if the error probability for all messages can be simultaneously set arbitrary small as n becomes large. As far as the capacity region is concerned, it is the closure of all achievable rate tuples (R 1 , . . . , R K ). [7] for the 2-user DIC and later generalized for the symmetric injective 3-user DIC in [11] .
Remark 2. The above model is "symmetric" since transmitter i causes the same interference
Based on the above model, we state our main result of this paper, which is the capacity characterization of the symmetric injective K -user DIC.
Theorem 1. The capacity region of the symmetric injective K -user deterministic interference channel is characterized as
where
and 
Error Probability: As we show in Appendix A, the error probability for all receivers goes to zero as n increases for any rate tuple (
that is in the following region.
where M i, j is the j th subset of {1, . . . , K } for the corresponding i . Hence, by considering the aggregate rates for each user (i.e., the sum of common and private rates), we achieve the following rate region.
It is clear that region A 2 can be obtained by projecting region A 1 according to the following linear transformation matrix A K ×2K where
Based on this projection, we now claim that the achievable rate region A 2 can be characterized as the following.
Lemma 1. Region A 2 is equivalent to following region
Proof: As mentioned earlier, region A 2 can be obtained by projecting region A 1 based on linear transformation A. Since region A 1 is polyhedra, region A 2 can be found by projecting all facets of A 1 according to the projection matrix A.
Note that the facets of region A 1 are obtained by linear combinations of the inequalities characterizing this region. Hence, according to (7) , all possible facets of A 1 can be written as follows.
for all M i, j ⊆ [K ] and c i, j ∈ R ≥0 (i = 1, . . . , K and j = 1, . . . , 2 K ), where c i, j is the corresponding coefficient of the inequality in (7) with subset M i, j .
By simplifying the left-hand side of (11), we have
Thus, all facets of region A 1 can now be written as
for all
, and d i and e i defined in (13) . Now note that, according to Lemma 5 proved in Appendix B, the projection of (14) according to the linear transformation matrix A would result in the following bound
Without loss of generality, we can focus on facets of A 2 that are obtained by (7) with integer corresponding coefficients. This is due to the fact that we can approximate irrational coefficients with a sequence of rational coefficients and then multiply both sides by the least common multiple of the denominators. Therefore, region A 2 that is obtained by projection of region A 1 based on linear transformation A, is characterized as
, and 
Now, note that region A 3 is exactly the same as the above region, except further restricting to the choice of c i, j 's to satisfy
To complete the proof, we only need to show that any inequality in (16) that does not satisfy the constraint of (17) is redundant, meaning that it can be obtained by linear combination of inequalities already considered in region A 3 . Let us consider inequalities that can be written as follows
We now demonstrate the following two consecutive steps to find an inequality in region A 2 such that it satisfies (17) and its projection results in a tighter bound than the projection of (18).
Step 1: The high level idea behind the first step is to find an inequality such that the coefficient of private rate is greater than or equal to the coefficient of common rate for all users and its projection according to transformation matrix A results in a tighter bound on K k=1 min(d k , e k )R k compared to the projection of (18). To do so, we apply this step on each user whose common rate coefficient is greater than its private one and obtain a new inequality such that its projection leads to a tighter bound. We sequentially perform this step on all users which have common rate coefficients larger than their private ones.
More formally, we aim to find new inequality
such that a)
whered m andẽ m are similarly defined as (13) and b) the projection of (20), according to transformation matrix A, results in a tighter bound on
R k compared to the projection of (18). Now let us assume user m as the one whose common rate coefficient is larger than its private one, i.e. e m > d m . We aim to find a new inequality such that its projection leads to a tighter bound and there is no change in the coefficient of the following rates: a) common and private rates of all other users than user m and b) the coefficient of private rate of user m. Moreover, the coefficient of R mc is lowered down to the coefficient of R mp . To reach this, we need to categorize the facets of (7) into two groups. We represent all facets of (7) which have R mc but not R mp as subset J c (Note that (18) is a linear combination of facets in (7) and each facet of (7), i.e. R ip
), can be refired by pair (i, j )). Similarly, we define all facets of (7) which have neither R mc nor R mp as subset N c . We now consider decrease β i, j 's for all coefficients of facets in J c such that the coefficients are non-negative and the total decrease in the coefficient of R mc is the same as the gap between common and private rate coefficients of user m. Furthermore, since we do not want any change in the other common or private rate coefficients, we increase the coefficient of facet (i, j ) in N c by the same amount we decrease the corresponding facet
More formal definitions are as follows:
By introducing coefficientĉ i, j as followŝ
we now consider the following inequality in region A 2
We next provide the following lemma to show that the projection of inequality (26) along the direction of sum of common and private rates for each user results in a tighter bound compared to the projection of (18).
Lemma 2. Inequality (26) satisfies the following conditions
).
(28)
Proof: We provide the proof in Appendix D.
Therefore, based on Lemma 5 and Lemma 2, the projection of inequality (26) would result in a bound on
Furthermore, due to (28), the projection of inequality (26) would result in a tighter bound on
By repeating the aforementioned process for all m where e m > d m and updating the resulting inequality, i.e. replacing coefficients c i, j 's withĉ i, j 's, we find inequality (20) which satisfies a) (21) and b) its projection leads to a tighter bound compared to the projection of (18).
Step 2: The main idea behind the second step is to utilize the resulting inequality of step one and find an inequality such that the coefficient of private rate is equal to the coefficient of common rate for all users and its projection according to transformation matrix A results in a tighter bound on K k=1 min(d k , e k )R k compared to the projection of (18). To achieve this goal, similar to step one, we perform this step on each user whose private rate coefficient is greater than its common one and acquire a new inequality such that its projection results in a tighter bound. Similarly, we consecutively perform this step on all users which have private rate coefficients larger than their common ones.
from ( Let us now consider user m as the one whose private rate coefficient is larger than its common one, i.e. d m > e m . We try to obtain a new inequality such that its projection leads to a tighter bound and there is no change in the coefficient of the following rates: a) common and private rates of all other users than user m and b) the coefficient of common rate of user m. Furthermore, the coefficient of R mp is lowered down to the coefficient of R mc . To achieve this goal, in a similar fashion to step one, we categorize the facets of (7) into three groups. We indicate all facets of (7) which have R mp but not R mc as subset J p . Moreover, we define all facets of (7) which have neither R mp nor R ic if it contains R ip as subset N − p . Similarly, we represent all facets of (7) which have R ic if it contains R ip but not R mp as subset N + p . We next assume decrease α i, j 's and β i, j 's for all coefficients of facets in J p and N − p , respectively, such that the coefficients are non-negative and the total decrease in the coefficient of R mp is the same as the gap between common and private rate coefficients of user m. Furthermore, since we do not want any change in the other common or private rate coefficients, we increase the coefficients of facet in N + p such that the common and private rates of all other users than user m and the coefficient of common rate of user m remain unchanged.
for all α i, j , β i, j ∈ Z ≥0 satisfying α i, j , β i, j ≤ c i, j and
where c i, j c i, j for all i, j , we now consider the following inequality in region
We next provide the following lemma to show that the projection of inequality (36) along the direction of sum of common and private rates for each user results in a tighter bound compared to the projection of (20).
Lemma 3. Inequality (36) satisfies the following conditions
(38)
Proof: We provide the proof in Appendix E.
Therefore, according to Lemma 5 and Lemma 3, the projection of inequality (36) would result in a bound on
. Moreover, since we have (38), the projection of inequality (36) would result in a tighter bound on 18). Note that the projection of (29) leads to a tighter bound compared to the projection of (20) and the projection of (20) results in a tighter bound compared to the projection of (18).
In order to illustrate the aforementioned process, we provide the following example in which we consider the inequality (18) with specific coefficients c i, j 's and show how we can obtain a new inequality which its projection along user rates leads to a tighter bound compared to the projection of the inequality with the specific coefficients. Example: Consider the case K = 3 and the following subsets M i, j 's ∀i ∈ [3] :
We assume the following coefficients for c i, j
This setting corresponds to the following facet:
From (13), the coefficients of private and common rates for each user are as follows e 1 = 3, e 2 = 2, e 3 = 3, d 1 = 2, d 2 = 3, and d 3 = 2. Based on Lemma 3, the projection of (41) results in the following bound 2R 1 
. We now apply the above two steps to find a new inequality such that its projection leads to a tighter bound on 2R 1 + 2R 2 + 2R 3 . Since e 1 > d 1 , e 3 > d 3 , and e 2 < d 2 , we first perform step one for users 1 and 3 (i.e. setting m = 1 and then m = 3 in step one), then we apply step two for user 2 (setting m = 2 in step two). To begin with, we set m = 1 in step one to obtain a new inequality such that a) the coefficients of the common and private rates for user one are both equal to 2 while the other coefficients remain unchanged and b) its projection results in a tighter bound compared to the projection of (41). By following (22) in step one, we will have (2, 8) , (3, 5) , (3, 6) , (3, 7) , (3, 8) }, (2, 4), (3, 1), (3, 2), (3, 3) , (3, 4)}.
(42)
It is easy to see that one of the choices of setting β i, j 's, which satisfies (24), is as follows β 2,7 = 1 and
. By considering this setting, based on (23), we have α 2,3 = 1 and α i, j = 0 for all (i, j ) = (2, 3) . By substituting α i, j , β i, j , and c i, j in (25) , we will have new coefficientsĉ i, j as followŝ
Based on (26), the new inequality with coefficientsĉ i, j would be
, it is easy to see that (28) is satisfied as well. Next, we treat (44) as the base inequality rather than inequality (41). Regarding inequality (44), we repeat step one for m = 3 due to e 3 = 3 > d 3 = 2. We similarly define the following sets based on (22) in step one
One can easily verify that one of the choice for β i, j 's, to satisfy (24), is as follows β 1,2 = 1 and 2) . Based on this setting, according to (23), we have α 1,1 = 1 and α i, j = 0 for all (i, j ) = (1, 1).
We consider the α i, j , β i, j , and c i, j in (25), we will have new coefficientsĉ i, j as followŝ
According to (26), we have the new inequality with coefficientsĉ i, j as follows
as it is expressed in (27). One can easily see that (28) is satisfied due to H (Y
At this point, we have obtained inequality (47) such that a) d i ≥ e i for i ∈ [3] and b) its projection leads to a tighter bound compared to the projection of (41).
Next, since d 2 = 3 > e 2 , we apply step two for m = 2. Based on (35), we have the following definitions
, (1, 8) , (3, 2) , (3, 4) , (3, 6) , (3, 8) 
One of the choices for setting α i, j 's, β i, j 's, μ i, j 's, and γ i 's to satisfy (32), (33), and (34) is as follows:
Based on (49) and following (35), we find new coefficientŝ c i, j 's as followŝ
which consequently, based on (36), results in the following inequality
One can easily verify that we have e i = d i for i ∈ [3] . Furthermore, in order to show (51) results in a tighter bound compared to projection of (47) along user rates, we need to verify that the right-hand side of (51) is less or equal to the right-hand side of (47). By following (84) and (85), we have
where (a) follows from V 1 = g 1 (X 1 ). Furthermore, (b) is due to (2) and the independence of V i 's. Therefore, by obtaining inequality (51), we complete finding an inequality such that its projection leads to a tighter bound on 2R 1 + 2R 2 + 2R 3 compared to the projection of inequality (41). We now show that region A 3 is matching region A according to the following lemma.
Lemma 4. Region A 3 is the same as region A, i.e.
Proof: In order to prove this, we need to show that we can express any inequalities of region A 3 in terms of inequalities of region A and vice versa. First, we consider an inequality
It is easy to see that this inequality can be found by setting following parameters of region A 3
Similarly, consider an inequality
) in achievable region A 3 . This inequality can be obtained by setting following parameters
IV. CONVERSE Consider a coding scheme with rate-tuple
. . , K , with vanishing error probability for sufficiently large n. Our goal is to show that there exists a product distribution (4) holds for all choices of a i 's and S i, j 's.
According to Fano's inequality, we have
where W i represents the message of i th source and step (a) follows from (2) and the independence of V i 's.
Step (b) can be derived by letting L K i=1 a i . Finally, step (c) follows from the independence of V i 's and introducing all subsets
for all subsets S i,q 's satisfying
By letting n → ∞ and considering (59) for all a i 's and S i,q 's as well as the convexity of A, we can conclude that there exists a product distribution satisfying (4) for all choices of a i 's and S i,q 's.
V. CONCLUSION AND FUTURE DIRECTIONS
We considered the symmetric injective K -user deterministic interference channel and characterized the corresponding capacity region. The achievable rate region was obtained by projecting the achievable rate region of HK scheme along the direction of sum of common and private rates for each user. In particular, we showed that the achievable rate region can be found by projecting only those facets in the HK region for which the coefficient of common rate and private rate are equal for all users. Furthermore, we derived a tight converse for each facet of the achievable rate region.
As far as future directions are concerned, based on [11] which considered the three-user IC, we conjecture that our result can be used to obtain inner and outer bounds on the generalized degrees of freedom (GDoF) of the symmetric singleinput multiple-output (SIMO) Gaussian IC. Furthermore, since Guo and Jafar [11] approximated the capacity region of the symmetric three-user Gaussian IC case with 2 antennas at each destination based on the insights from the capacity region of the three-user deterministic IC, we speculate that our results can also be utilized to approximate the capacity region of the symmetric K -user Gaussian IC case with K − 1 antennas at each destination (this number of antennas imposes the condition of injectivity, i.e. (2)). Moreover, similar to [11] which derived an outer bound for strong interference regime of the three-user Gaussian IC case (not necessarily for the symmetric case) with considering two antennas at every destination, we conjecture that an outer bound can be found for the general K -user Gaussian IC case with K − 1 antennas at each destination as well. Another interesting future direction can be characterizing the capacity region of symmetric K -user deterministic interference channel.
APPENDIX A
In this part, we analyze the error probability of the symmetric injective K -user DIC. Since the analysis is the same for Receiver i for i = 2, . . . , K , we only analyze the error probability at Receiver 1. Furthermore, due to symmetry in generating the codewords, the average error does not depend on which message is sent. Therefore, we can assume message indexed by (c i , p i ) = (1, 1) is sent by Transmitter i .
An error occurs if either the wrong codewords of Transmitter 1 are jointly typical with the received sequence or the correct codeword is not jointly typical with the received sequence. Let us define following events
Therefore, the error probability would be
Let us define function η : N → {0, 1} as follows 
As n goes to infinity, the first term goes to zero. Each term of A goes to zero if the following condition is hold
for m = 1, . . . , 2 K −1 where τ m = {i |c i = 1 for i = 2, . . . , K }.
Similarly, each term of B and C goes to zero if the following constraints are hold
for m = 1, . . . , 2 K −1 . By removing redundant bounds of (64) and (65), we have
By considering the error probability of all receivers and indexing all subsets of {1, . . . , K }, we have
where M i, j ⊆ [K ] represents the j th subset of the corresponding i th receiver. It should be noted one can easily verify that (67) matches the region found in Appendix I of [11] for the case of K = 3.
) for all c i, j ∈ R ≥0 , then the projection of this inequality according to transformation matrix A would result in
Proof: The proof is based on Fourier-Motzkin elimination by considering
Without loss of generality, we assume that d j ≥ e j for a specific j ∈ [K ]. We first eliminate R j c as follows
where θ
). We next eliminate R j p as follows
therefore, after eliminating R j c and R j p , we obtain inequalities
j )R j and R j ≥ 0. Note that we first eliminate R j p then R j c in the case of e j ≥ d j . By performing the similar technique to the resulting inequalities and eliminating the remaining common and private rates, we obtain (68).
APPENDIX C
The choice of a i 's and S i, j 's in Theorem 1 which recovers the capacity region of the symmetric injective 3-user DIC [11] are presented in Table II.   APPENDIX D  PROOF OF LEMMA 2 We first prove the existence of such β i, j 's satisfying (24) in Claim 1. 
We next present Claim 2 to verify (27).
Claim 2. By considering (22)-(25), we have (27).
Proof: We first findd m andê m , then we derived m and e m for all m = m as followŝ
where step (a) follows from the fact (m, j ) ∈ N c and (m, j ) ∈ J c .ê
where step (a) follows from (25).
Step (b) follows from the fact that Regardingd m andê m where m = m, we havê
where step (a) and (b) follow from (25) and (23), respectively. 
Step We now provide the following Claim to prove (28).
Claim 3. By considering (22)-(25), we have (28).
Proof: The proof is as follows 
Step 
