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Abstract—This paper proposes a flight controller for an un-
manned aerial vehicle (UAV) to loiter over a ground moving
target (GMT). We are concerned with the scenario that the
stochastically time-varying maneuver of the GMT is unknown
to the UAV, which renders it challenging to estimate the GMT’s
motion state. Assume that the state of the GMT is available,
we first design a discrete-time Lyapunov vector field for the
loitering guidance and design a discrete-time integral sliding
mode control (ISMC) to track guidance commands. By modeling
the maneuver process as a finite-state Markov chain, we proposed
a Rao-Blackwellised particle filter (RBPF), which only requires
a few number of particles, to simultaneously estimate the motion
state and the maneuver of the GMT with a camera or radar
sensor. Then, we apply the principle of certainty equivalence to
the ISMC and obtain the flight controller for completing the
loitering task. Finally, the effectiveness and advantages of our
controller are validated via simulation.
Index Terms—Loitering, UAV, GMT with unknown maneuver,
Lyapunov vector field, sliding mode control, particle filter
I. INTRODUCTION
With the development of unmanned aerial vehicles (UAVs),
using an UAV to track a ground moving target (GMT) has
become an important trend in both military and civilian appli-
cations, such as surveillance, border patrol, and convoy [1]–
[4]. To provide better aerial monitoring for ground intruders,
the UAV is required to loiter over the GMT with a desired
distance. In addition, a constant distance between an object
and the camera sensor in the UAV can dramatically improve
the quality of the vision data. The objective of this work is to
design a flight controller for the UAV to loiter over a GMT
with unknown maneuver. To achieve it, we need to address at
least three challenging issues.
One is how to design guidance commands for the UAV to
loiter over the GMT. Assume that both the motion states of the
GMT and the UAV are known, a geometry approach has been
exploited to design the guidance trajectory by analyzing the
geometry relationship between the GMT and the UAV [5]. This
obviously has its physical significance, and is easy to under-
stand. However, it is unable to provide many important kine-
matic variables, except the desired trajectory. For instance, it
is unclear how to design the guidance command of the UAV’s
heading speed. To overcome this limitation, an approach using
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the continuous-time Lyapunov guidance vector field has been
adopted in [6], [7]. This approach guarantees that the guidance
trajectory asymptotically converges to a circular orbit over the
GMT with a desired radius at a certain speed. While the above
mentioned approaches are for the continuous-time case, this
work designs the discrete-time guidance commands by also
using the Lyapunov vector field approach. This is generically
more difficult than its continuous-time version. In fact, to
ensure the effectiveness of the discrete-time commands, the
sampling frequency should be faster than an explicit lower
bound, which is proportional to the maximum angular speed
of the UAV as derived in this work. Clearly, there is no such
an issue for the continuous-time case.
The second is how to design a robust controller for the
UAV to track the discrete-time guidance vector fields in the
presence of disturbances. If the exact motion state of the
GMT is available, the proportional or proportional-derivative
(PD) feedback laws are commonly used in the continuous-
time case, see e.g. [1], [6]–[11]. In [6], [12], the constant
wind disturbances are considered, however, the wind velocities
are known to the UAV. An adaptive estimator is designed
to estimate the unknown constant wind velocities in [8]. A
particular disturbance is studied in [13], which is generated
by a linear exogenous system with known structure and
parameters. Accordingly, an estimator is proposed to handle
this disturbance. Different from the PD control, the authors in
[14] propose a tracking controller on basis of the continuous-
time sliding mode control (SMC) with a constant reaching
law. It is worth mentioning that in [14], a relative motion
model between the GMT and the UAV is directly given by
using their exact states. We refer the reader to [15], [16] for
an extended survey of the variable continuous-time SMC for
path following problem. In this work, we design a discrete-
time integral SMC (ISMC) [17], [18] via an integral sliding
mode surface, and quantify how the sampling interval affects
the tracking performance of the discrete-time ISMC. Note that
the designed guidance vectors can only be given online, i.e.,
guidance vectors after time k are unavailable to the design
of the k-th time input of the UAV. Advanced controllers do
not always work, e.g., the model predictive control cannot be
applied here as it relies on future guidance vectors [19].
The third is how to effectively estimate the motion state
of the GMT with unknown maneuver, especially when the
maneuver is stochastically time-varying. Note that the state
of the UAV can usually be obtained by its position and
orientation systems. The estimation problem of the GMT
state with known maneuver has been well studied by using
a camera sensor or a radar sensor [1], [5], [20]. This can be
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2easily solved via a nonlinear filter, e.g., the extended Kalman
filter (EKF) [1]. However, it is not sufficient to directly use
an EKF to estimate the GMT state with unknown maneuver
since this further introduces uncertainties to the dynamics of
the GMT. To address it, we consider a stochastically time-
varying maneuvering process [21], and modeled it as a finite-
state Markov chain, whose state is introduced to represent a
maneuver mode. For brevity and without loss of generality,
we only consider three maneuver modes: keep straight, turn
left and turn right of the GMT. Then, we design a Rao-
Blackwellised particle filter (RBPF) [22] to simultaneously
estimate the maneuver and the motion state of the GMT. The
implementation and comparison between the standard PF and
RBPF are well documented in [23]–[25].
In this work, we design the RBPF to approximate the
posterior distribution of the maneuver state, which is ternary
valued and requires only a few number of particles. In all the
simulations, we illustrate that 100 particles are sufficient to
achieve favorable estimation performance. Another advantage
of the RBPF is that we do not need to access the exact
transition probabilities between the maneuver modes. Once
the maneuver is known, we simply use the EKF to estimate
the motion state of the GMT. Thus, our filter exploits the
advantages of both the RBPF and EKF. This idea has been
presented in the preliminary version of this work in [26].
Then, we adopt the principle of certainty equivalence [27]
and directly replace the true state of the GMT in the discrete-
time guidance law and the discrete-time ISMC by its estimated
version from the RBPF.
Overall, our flight controller consists of three main compo-
nents: (a) the discrete-time guidance commands for the desired
loitering pattern; (b) the discrete-time ISMC; (c) the RBPF to
simultaneously estimate the maneuver modes and the states of
the GMT. The effectiveness of our controller is validated via
simulation results.
The rest of the paper is organized as follows. In Section
II, the problem under consideration is formulated in details.
Particularly, we explicitly describe the desired loitering pattern
between the UAV and the GMT. In Section III, the guidance
commands are designed by using the approach of the discrete-
time Lyapunov vector field. In Section IV, we provide the
discrete-time ISMC to track the guidance commands. In Sec-
tion V, we show how to design the RBPF with a camera sensor
and a radar sensor, respectively, to estimate the motion state
of the GMT. Simulations are conducted in Section VI. Some
concluding remarks are drawn in Section VII.
II. PROBLEM FORMULATION
We are concerned with the design of a flight controller for a
fixed wing UAV to loiter over a ground moving target (GMT),
whose maneuver is modeled as a randomly unknown process.
Specifically, relative to the GMT, the UAV is expected to track
a desired circle over the GMT with a constant angular speed.
See Fig. 1 for illustration where the desired orbit is to be
tracked by the UAV with a desired radius at a constant speed.
Due to the randomly unknown maneuver of the GMT, this
work is substantially different from [1] where the maneuver
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Fig. 1. Loitering over a ground target.
of the GMT is essentially zero. Clearly, this is very restrictive
as in many real applications, we are required to track an
uncooperative GMT. A notable example is that the GMT is
an intruder whose maneuver is obviously time-varying and
unknown to the UAV. To reduce the probability of being
tracked, the intruder may further apply random maneuvers.
In this section, we describe the dynamical models of the
GMT and UAV as well as the sensor models in the UAV.
A. Dynamical Model of the GMT with Unknown Maneuver
The continuous-time version of the dynamical model of the
GMT is given as
x˙t = vtx
y˙t = vty
v˙tx = utx + wtx
v˙ty = uty + wty
(1)
where [xt, yt, vtx, vty]T denotes the position and the ve-
locity of the GMT on the horizontal plane respectively,
and [utx, uty]T is the maneuver of the GMT. Moreover,
[wtx, wty]T represents the random input noises, which are used
to model the environmental disturbances.
Let τ be the sampling time interval. At time kτ , we denote
the state vector of the GMT as
xtk =
[
xtk y
t
k z
t
k v
tx
k v
ty
k
]T
where ztk denotes the coordinate of the GMT in Z-axis. Since
the ground is usually not an ideal plane and may be subject
to random fluctuations, ztk is not constant. We model the
fluctuations as a Gaussian random process with zero mean.
Then, the discrete-time dynamical model of the GMT is
compactly given as
xtk+1 = Fkx
t
k +Bku
t(γk) +Gkw
t
k (2)
3where
Fk=

1 0 0 τ 0
0 1 0 0 τ
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
 , Bk=

τ2/2 0
0 τ2/2
0 0
τ 0
0 τ
 , and
Gk=

τ2/2 0 0
0 τ2/2 0
0 0 τ
τ 0 0
0 τ 0
 .
Moreover, {wtk} ⊆ R3 are the white Gaussian input noises
in X-axis and Y-axis, and the Gaussian fluctuations in Z-axis,
i.e., wtk ∼ N (0, Qt).
Different from [1], the maneuver of the GMT is generally
non-zero and is unknown to the UAV. In this work, the
maneuver ut(γk) ∈ R2 is modeled as an unknown random
vector [21]. Particularly, {γk} is a three-state Markov chain,
which corresponds to three modes of maneuver, e.g., keep
straight, turn left, and turn right. Note that our results can
be easily generalized to the case with any finite number of
states if computational resource is sufficient, and this number
directly imposes constraints on the motion of the GMT. In the
simulation, we also validate the case with nine states.
Let S = {1, 2, 3} be the state space of the Markov
chain {γk}, and denote its transition probability matrix by
P , which actually can be estimated by the UAV with sensor
measurements. For example, if we set
P =
 0.9 0.05 0.050.05 0.9 0.05
0.05 0.05 0.9
 , (3)
then the probability that the GMT continues to be in the state
of straight forward is 0.9 and the probability that the GMT
turns left or right from the state of straight forward is 0.05.
If P is unknown, we simply set each element of P as 1/3.
Without loss of generality, the GMT is initially set to be in
the state of straight forward, i.e., γ0 = 1.
B. Dynamical Model of the UAV
We adopt a fixed wing UAV to track the GMT, which is
able to automatically keep its orientation stable. Compared to
the flying altitude of the UAV, the fluctuations of the GMT
in Z-axis is clearly small. Thus, we are only interested in the
scenario that the motion of the UAV is restricted to a horizontal
plane with a constant altitude. In [28], it provides a discrete-
time dynamical model of a unicycle with a constant forward
velocity. In this work, the forward velocity also needs to be
controlled. Then, the discrete-time dynamical model of the
UAV on the horizontal plane is described as
xak+1 = x
a
k +
1
u˜aψk
(
vak(2 cos(ψ
a
k +
u˜aψk τ
2
)sin
u˜aψk τ
2
)
+ u˜avk τ sin(ψ
a
k + u˜
aψ
k τ)
+
u˜avk
u˜aψk
(−2sin(ψak +
u˜aψk τ
2
) sin
u˜aψk τ
2
)
)
,
yak+1 = y
a
k +
1
u˜aψk
(
2vak(sin(ψ
a
k +
u˜aψk τ
2
) sin
u˜aψk τ
2
)
− u˜avk τ cos(ψak + u˜aψk τ)
+
u˜avk
u˜aψk
(2cos(ψak +
u˜aψk τ
2
)sin
u˜aψk τ
2
)
)
,
vak+1 = v
a
k + u˜
av
k τ,
ψak+1 = ψ
a
k + u˜
aψ
k τ,
(4)
where [xak, y
a
k , ψ
a
k , v
a
k ]
T represents the coordinates, the heading
direction, and the linear speed of the UAV on the plane, and
u˜avk = u
av
k + w
av
k and u˜
aψ
k = u
aψ
k + w
aψ
k are the perturbed
commanded acceleration (m/s2) and turning rate (rad/s)
respectively. Here wak := [w
av
k , w
aψ
k ]
T ∈ R2 represents the
input disturbance, and is assumed to be bounded, i.e.
|wavk | ≤ wv, |waψk | ≤ wψ. (5)
The motion of the UAV is also restricted [29]–[31], e.g. ψak ∈
[−pi, pi), and
uaψk ∈ Uaψ := {uaψ ∈ R|0 ≤ |uaψ| ≤ uaψmax} (6)
where uaψmax denotes the maximum angular speed of the UAV.
C. Sensor Models in the UAV
To complete the loitering task, the UAV needs to be
equipped with some necessary sensors. We first consider the
camera sensor, and then the radar sensor, both of which are
common in applications.
1) Camera Sensor: A vision camera is amounted on a
gimbal platform, which is to adjust the camera to keep the
line of sight (LOS) towards the target. By using the controller
in [32], the gimbal platform can maintain the GMT in the field
of vision (FOV) of the camera to avoid the target loss events.
Thus, we directly assume that the GMT is always in the FOV
of the vision camera, and is treated as a pure mass point.
The camera projects a target point p := [x, y, z]T in 3D
coordinates into a pixel point [b, c]T on the 2D camera image
plane, see Fig. 2 for illustration. The measurement model [1]
of the camera is thus expressed as
hc(p) :=
[
b
c
]
=
f
x
[
y
z
]
(7)
where f is the camera focal length, and the image processing
software can produce the coordinate [b, c]T automatically once
the target is locked. To improve the image quality, we need to
keep the object distance invariant.
Note that the coordinate x = 0 corresponds to that the target
point [x, y, z]T is exactly on the camera image plane, which
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is impossible here. Moreover, the Jacobian matrix of hc(p) is
easily computed as
Jc(p) =
f
x2
[−y x 0
−z 0 x
]
. (8)
2) Radar Sensor: A radar sensor is able to provide the
range and azimuth measurements between the radar and the
target. Its measurement model can be expressed as
hr(p) :=
[
d
ϕ
]
=
[
(x2 + y2 + z2)1/2
arctan yx
]
, (9)
where d and the angle ϕ are range and azimuth measurements
of the radar. Similarly, the Jacobian matrix of hr(p) is easily
computed as
Jr(p) =
[
x/d y/d z/d
−y/(x2 + y2) x/(x2 + y2) 0
]
. (10)
D. The Objective of This Work
The main objective of this paper is to design a flight
controller for the UAV to loiter over the GMT by using a
camera or radar sensor.
To achieve it, we design a tracking system as shown in
Fig. 3, which is mainly composed of a discrete-time guidance
law, a discrete-time controller, and a motion estimator. It
is worth mentioning that the state xak of the UAV can be
directly obtained by the navigation system, e.g., the position
and orientation system (POS). The POS always consists of
an inertial measurement unit (IMU) and a global position
system (GPS). The control of the gimbal platform has also
been separately studied in [32]. Thus, both the gimbal control
and navigation are not the focus of this work.
Overall, the flight control problem of this work includes
at least the following challenging issues: (a) the discrete-time
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Fig. 4. Illustration of the discrete-time Lyapunov guidance vector method.
guidance law for the UAV, which extends the continuous-time
guidance law in [1] to the discrete-time case; (b) the control of
the UAV to track the guidance trajectory. Since disturbances
are unavoidable in the whole system, the controller should be
of sufficient robustness to uncertainties; (c) the motion state
estimation of the GMT in the presence of the unknown maneu-
ver, which requires to simultaneously estimate the maneuver
and the motion state.
III. DISCRETE-TIME GUIDANCE LAW
The discrete-time guidance law guides the UAV to loiter
over the GMT with a desired radius at a relative constant
speed. In [33], a continuous-time Lyapunov guidance vector
field is proposed for a static target, which is extended to the
case of a moving target with a constant velocity in [6] and
[12]. Note that they all need the states of both the UAV and the
GMT. Here, we will design a discrete-time Lyapunov guidance
vector field to direct the UAV to loiter over the GMT with a
desired radius rd at a relative constant speed vd.
If the states of both the UAV and the GMT are available,
let xk = xak − xtk and yk = yak − ytk represent the relative
positions between the GMT and the UAV in X-axis and Y-
axis, respectively. For a sampling period τ > 0, then
vxk =
xk+1 − xk
τ
and vyk =
yk+1 − yk
τ
are the relative speeds between the GMT and the UAV in X-
axis and Y-axis.
Given two positive constants rd and vd, the discrete-time
guidance vector is given by the following dynamical equation[
vxk
vyk
]
=
−vd
rk
(
(rk)2 + (rd)2
) [xk((rk)2 − (rd)2)+ yk(2rdrk)
yk
(
(rk)
2 − (rd)2)− xk(2rdrk)
]
(11)
where rk = ((xk)2 + (yk)2)1/2 denotes the projected relative
distance between the UAV and the GMT onto the X-Y plane.
Moreover, if the sampling interval τ is sufficiently small or
the sampling frequency 1/τ is fast enough, and the desired
angular speed vd/rd is not too large, i.e.,
vd
rd
< uaψmax and
1
τ
>
√
3uaψmax
2
(12)
where uaψmax is the maximum angular speed of the UAV and
is defined in (6), we show below that rd is the desired radius
of the loitering orbit, and vd is the desired loitering speed.
To this end, we first provide an intuitive explanation on the
discrete-time guidance vector in (11). Let αk denote the angle
between the relative position vector [xk, yk]T and velocity
5vector [vxk , v
y
k ]
T of the UAV and the GMT on the X-Y plane.
Then, its cosine can be computed as
cosαk =
xkv
x
k + ykv
y
k√
(xk)2 + (yk)2
√
(vxk)
2 + (vyk)
2
= − (rk)
2 − (rd)2
(rk)2 + (rd)2
(13)
where the first equality follows from the definition of the angle
between two vectors, and the second equality is derived by
using the design of [vxk , v
y
k ]
T in (11).
If rk < rd, it follows from (13) that cosαk > 0 and αk <
pi/2. Then, the projected relative distance rk increases towards
the desired radius. On the other side, if rk > rd, then cosαk <
0 and αk > pi/2. This implies that rk decreases towards the
desired radius. If rk = rd, then cosαk = 0, and αk = pi/2, the
relative velocity [vxk , v
y
k ]
T is exactly orthogonal to the relative
position vector [xk, yk]T . Then, the UAV loiters over the GMT
with the desired radius rd at the relative speed vd. See Fig. 4
for a graphical illustration.
Now, we are in the position to provide a rigorous proof of
the above observation.
Theorem 1: If the relative position [xk, yk]T and velocity
[vxk , v
y
k ]
T on the X-Y plane are designed via the discrete-time
guidance law (11) where rd and vd satisfy (12), the UAV
eventually loiters over the GMT with a desired radius rd at
an angular speed vd/rd.
Proof: Let the coordinates xk and yk be converted to
the polar coordinates rk and θk by using the trigonometric
functions, i.e.,
xk = rk cos θk,
yk = rk sin θk.
Then, the discrete-time vector field of (11) in the polar
coordinates is given as
[
∆rk
rk∆θk
]
= −vdτ

(rk)
2 − (rd)2
(rk)2 + (rd)2
−2rdrk
(rk)2 + (rd)2
 (14)
where ∆rk = rk+1 − rk and ∆θk = θk+1 − θk.
Consider the following Lyapunov function candidate
V (rk) =
1
2
(
(rk)
2 − (rd)2)2 .
Then, taking the difference of V (rk) along (11) leads to that
∆V (rk) = V (rk+1)− V (rk)
=
1
2
(
(rk+1)
2 + (rk)
2 − 2(rd)2) (rk+1 + rk)(∆rk)
=
1
2
(rk+1 + rk)(∆rk)
2
(
2
(rk)
2 + (rd)2
−vdτ +
∆rk + 2rk
)
= −1
2
(rk+1 + rk)(∆rk)
2
(
2
(rk)
2 + (rd)2
vdτ
− 2rk+
vdτ
(rk)
2 − (rd)2
(rk)2 + (rd)2
)
. (15)
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Fig. 5. The discrete-time guidance vector field.
Since 1 >
(rk)
2 − (rd)2
(rk)2 + (rd)2
≥ −1, then vdτ (rk)
2 − (rd)2
(rk)2 + (rd)2
≥
−vdτ, which together with (15) implies that
∆V (rk) ≤ −1
2
(rk+1 + rk)(∆r
2
k)
1
vdτ
(
2(rk)
2 − 2vdτrk
+ 2(rd)2 − (vdτ)2).
Thus, the sign of ∆V (rk) is determined by the following
quadratic term
2(rk)
2 − 2vdτrk + 2(rd)2 − (vdτ)2. (16)
By (12), one can easily verify that (−2vdτ)2 − 4 × 2 ×(
2(rd)2 − (vdτ)2) < 0, which implies that (16) is always
positive for any rk.
Combining the above, it finally holds that
∆V (rk) ≤ 0.
Moreover, V (rk) has the following three properties
• (nonnegative) V (rd) = 0 and V (rk) > 0, ∀rk 6= rd,
• (strictly decreasing) ∆V (rk) < 0, ∀rk 6= rd,
• (coercive) if rk →∞, then V (rk)→∞.
By the discrete-time version of Theorem 4.2 in [34], then
rk = r
d is an equilibrium point, which is also globally
asymptotically stable. That is, limk→∞ rk = rd. This implies
that the relative distance rk on the X-Y plane between the
UAV and the GMT eventually converges the desired radius
rd.
In view of (14), it follows that (∆rk)2 + (rk∆θk)2 =
(vdτ)2. When the UAV is flying on the circular orbit, i.e.
∆rk = 0, it only has the tangential speed (rk∆θk)/τ , which
is equal to vd.
If the state of the GMT is known, the desired speed and
heading angle of the UAV in the inertial frame is given as
vdk+1 =
√
(vtxk + v
x
k)
2 + (vtyk + v
y
k)
2,
ψdk+1 = arctan
vtyk + v
y
k
vtxk + v
x
k
,
(17)
where vtk = [v
tx
k , v
ty
k ]
T is the velocity of the GMT, and the
relative velocity vk = [vxk , v
y
k ]
T on the X-Y plane is designed
in (11). See Fig. 5 for illustration.
6IV. DISCRETE-TIME INTEGRAL SMC WITH PERFECT
STATE OF THE GMT
In this section, we design the controller for the UAV
to asymptotically track the guidance commands {vdk} and
{ψdk} in (17). To handle the disturbance wak , we design a
discrete-time integral sliding model controller (ISMC), which
is different from the continuous-time proportional-derivative
(PD) controller in [1], [12]. Usually, the ISMC has strong
robustness to system uncertainties and external disturbances.
Define the tracking errors of the desired speed and heading
angle by
ek :=
[
evk e
ψ
k
]T
=
[
vak − vdk
ψak − ψdk
]
where [vdk, ψ
d
k]
T is given in (17). Together with the UAV
dynamics in (4), the dynamical equation of the tracking errors
can be written as follows
ek+1 =
[
evk+1
eψk+1
]
=
[
evk + u
av
k τ + w
av
k τ −∆vdk
eψk + u
aψ
k τ + w
aψ
k τ −∆ψdk
]
(18)
where ∆vdk = v
d
k+1 − vdk and ∆ψdk = ψdk+1 − ψdk . Then, the
flight controller of the UAV is designed by using the ISMC,
which is explicitly given below[
uavk
uaψk
]
= −W sgn(sk)−Msk − Cek + 1
τ
[
∆vdk
∆ψdk
]
(19)
where the diagonal matrices W = diag(wv, wψ), M =
diag(mv,mψ), and C = diag(cv, cψ) are to be designed, and
the sign function sgn(s) is defined as
sgn(s) =
 1, s > 0,0, s = 0,−1, s < 0.
Moreover, the discrete-time integral sliding mode surface is
designed as
sk = [s
v
k s
ψ
k ]
T = ek + τC
k−1∑
i=0
ei. (20)
Before proving the effectiveness of the ISMC in (19), we
introduce some notations in this section. For a vector x, then
|x| takes the absolute values over every element of x, sgn(x)
applies the sign function to each element of x, and diag(x) is
a diagonal matrix whose diagonal element exactly corresponds
to an element of x.
For two vectors x and y, the relation x  y (x ≺ y)
means that each element of x is strictly greater (less) than the
element of the same position in y.
Theorem 2: Consider the discrete-time dynamical model of
the UAV in (4). Under the ISMC in (19) and select the design
parameters as follows: 0 < cv, cψ < 1/τ , 0 < mv,mψ < 1/τ .
Then, the UAV asymptotically tracks the guidance commands
[vdk, ψ
d
k]
T in (17) with the tracking error ek satisfying that
lim sup
k→∞
|ek| ≺ 4C−1(2I − τM)−1
[
wv
wψ
]
,
where wv and wψ are given in (5). Moreover, if 2C = 2M =
1
τ I , then
lim sup
k→∞
|ek| ≺ 16
3
τ
[
wv
wψ
]
.
Proof: Clearly, the discrete-time exponential reaching law
is expressed as
∆sk = sk+1 − sk = −τW sgn(sk)− τMsk. (21)
Together with the ISMC in (19), we can easily obtain that
sk+1 = (I − τM)sk − τW sgn(sk) + τwak . (22)
Define a Lyapunov function candidate as
V s(sk) =
1
τ
sTk sk.
Taking the difference of V s(sk) along (22), we can obtain that
∆V s(sk) = V
s(sk+1)− V s(sk) (23)
= (sk+1 + sk)
T
(−Msk −W sgn(sk) + wak)
≤ −(sk+1 + sk)T (Msk)− (sk+1 + sk)TW sgn(sk)
+ |sk+1 + sk|T (
[
wv, wψ
]T
)
= −(sk+1 + sk)T (Msk)
− (sk+1 + sk)TW (sgn(sk)− sgn(sk + sk+1)).
If diag(sk+1 + sk)sgn(sk)  0, it holds that (sk+1 +
sk)
T sgn(sk) > 0. Together with (22), we have
diag(sk+1 + sk)sgn(sk)
= diag
(
(2I − τM)sk − τW sgn(sk) + τwak
)
sgn(sk)
≥ diag((2I − τM)sk)sgn(sk)− 2τ(diag(wv, wψ))|sgn(sk)|
= (2I − τM)|sk| − 2τ
[
wv, wψ
]T
Thus, if |sk|  (2I − τM)−1(2τ
[
wv, wψ
]T
), the reaching
condition holds, i.e.,
diag(sk+1 + sk)sgn(sk)  0, (24)
which implies that sgn(sk) = sgn(sk+1 + sk). Together with
(23), it follows that ∆V s(sk) < 0. That is, the boundary layer
is attractive. By [35], there exists a finite time k0 such that
|sk| ≺ (2I − τM)−1(2τ
[
wv, wψ
]T
),∀k ≥ k0. (25)
Next, we show that the tracking error ek will also be
attracted to a bounded region. To elaborate it, let ∆ek =
ek+1 − ek. It follows from (20) that
ek = sk − τC
k−1∑
i=0
ei
and ∆ek = sk+1 − sk − τCek.
For any k ≥ k0, the above implies that
ek+1 = (I − τC)ek + ∆sk
= (I − τC)k+1e0 +
k∑
i=0
(I − τC)k−i∆si
= (I − τC)k+1e0 +
k0−1∑
i=0
(I − τC)k−i∆si
+
k∑
i=k0
(I − τC)k−i∆si. (26)
7In light of (21) and (25), it is clear that
|∆sk| ≺ 4τ(2I − τM)−1
[
wv, wψ
]T
,∀k ≥ k0.
Thus, ∆si is uniformly bounded. Since the spectral radius of
I − τC is strictly less than one, it implies that limk→∞(I −
τC)k+1e0 = 0, limk→∞
∑k0−1
i=0 (I − τC)k−i∆si = 0 and
|
k∑
i=k0
(I − τC)k−i∆si|
≺ 4τ
k∑
i=k0
(I − τC)k−i(2I − τM)−1 [wv, wψ]T
≺ 4τ
∞∑
i=0
(I − τC)i(2I − τM)−1 [wv, wψ]T
≺ 4C−1(2I − τM)−1 [wv, wψ]T .
Together with (26), it follows that
lim sup
k→∞
|ek+1| ≺ 4C−1(2I − τM)−1
[
wv, wψ
]T
.
The rest of the proof is trivial.
By Theorem 2, the tracking error is proportional to the
sampling period τ and the size of disturbance to the UAV,
which clearly is consistent with our intuition.
V. MOTION ESTIMATION OF THE GMT WITH UNKNOWN
MANEUVER
If the state of the GMT is perfectly known, we have
designed the discrete-time guidance law and the ISMC for
the UAV in the previous sections. Since the GMT can be an
intruder or enemy, it is impossible for the UAV to access
its exact maneuver and thus the state cannot be accurately
obtained. From the tracking system in Fig. 3, it is clear
that the motion estimation is vital for the guidance law, the
flight control and the gimbal control for stabilizing the camera
sensor. If the maneuver is known, the state estimation problem
of the GMT is well studied by using the standard nonlinear
filters, e.g., EKF, UKF or PF [36]. To address this case with
unknown maneuver, we consider to use a Markov chain to
model the maneuver process in Section II-A, and adopt our
recently proposed Rao-Blackwellised particle filter (RBPF)
[22] to simultaneously estimate both the maneuver modes γk
and the state of the GMT. Compared to the standard PF, the
number of sampling particles for the RBPF is much smaller.
A. State Estimation of the GMT
In virtue of (2), the discrete-time dynamical model of the
GMT and the measurement equation are collectively given as
xtk+1 = Fkx
t
k +Bku
t(γk) +Gkwk
mk = h(x
t
k) + vk
(27)
where mk ∈ R2 is the measurement of the UAV by using
a camera or a radar sensor and {vk} is the measurement
Gaussian white noise, i.e., vk ∼ N (0, R).
Define Γk = {γ0, ..., γk},Mk = {m0, ...,mk}. Recall that
the minimum variance estimate of xtk is given as
x̂tk|k =
∫
xtkp(x
t
k|Mk)dxtk
=
∫∫
xtkp(x
t
k,Γk−1|Mk)dxtkdΓk−1.
(28)
Notice that p(xtk,Γk−1|Mk) is not Gaussian and is im-
possible to be analytically obtained. Thus the integral is not
computable and we have to resort to a numerical approach.
To exposit it, it follows from the law of total probability
that
p(xtk,Γk−1|Mk) = p(xtk|Γk−1,Mk)p(Γk−1|Mk)
where p(xtk|Γk−1,Mk) is approximately computed by the
extended Kalman filter (EKF) in a recursive form [37].
However, p(Γk−1|Mk) is inherently difficult to obtain.
As Γk−1 is a ternary-valued sequence, we draw n particles
{Γ ik−1}ni=1 from an importance distribution q(Γk−1|Mk) to
approximately compute p(Γk−1|Mk), i.e.,
p(Γk−1|Mk) ≈
n∑
i=1
ωik−1δ(Γk−1 − Γ ik−1) (29)
where δ(·) is the standard Dirac delta function and the nor-
malized particle weight ωik−1 is associated with Γ
i
k−1, which
is given as
ωik−1 ∝
p(Γ ik−1|Mk)
q(Γ ik−1|Mk)
. (30)
Combine (28) with (29), we can obtain that
x̂tk|k ≈
n∑
i=1
ωik−1E[xtk|Γ ik−1,Mk].
Similarly, the estimation error covariance matrix is given as
Σtk|k ≈
n∑
i=1
ωik−1E[(xtk − x̂tk|k)(xtk − x̂tk|k)T |Γ ik−1,Mk].
Let x̂ik|k := E[x
t
k|Γ ik−1,Mk] and Σik|k := E[(xtk −
x̂ik|k)(x
t
k − x̂ik|k)T |Γ ik−1,Mk]. It should be noted that x̂ik|k
and Σik|k can be approximately computed by the EKF, i.e.,
x̂ik|k ≈ x̂ik|k−1 +Kik(mk − h(x̂ik|k−1))
Σik|k ≈ Σik|k−1 −KikHikΣik|k−1 (31)
where Kik = Σ
i
k|k−1(H
i
k)
T (HikΣ
i
k|k−1(H
i
k)
T +R)−1 and the
Jacobian matrix evaluated at x̂ik|k−1 is
Hik =
∂
∂xtk
h(xtk)|xtk=x̂ik|k−1 . (32)
The remaining problem is how to recursively generate par-
ticles {Γ ik−1} and compute their associated weights {ωik−1}.
8B. Importance Distribution
If an importance distribution is chosen to factorize such that
q(Γk−1|Mk) = q(γk−1|Γk−2,Mk)q(Γk−2|Mk−1). (33)
Then, the particles Γ ik−1 ∼ q(Γk−1|Mk) can be obtained
by augmenting each existing particle Γ ik−2 ∼ q(Γk−2|Mk−1)
with the new state γik−1 ∼ q(γk−1|Γk−1,Mk), recursively
[22]. To elaborate it, we express p(Γk−1|Mk) in the following
form
p(Γk−1|Mk)
∝ p(mk|Γk−1,Mk−1)p(γk−1|Γk−2,Mk−1)p(Γk−2|Mk−1).
Jointly with (30), it implies that
ωik−1
∝ p(mk|Γ
i
k−1,Mk−1)p(γik−1|Γ ik−2,Mk−1)p(Γ ik−2|Mk−1)
q(γk|Γik−2,Mk)q(Γ ik−2|Mk−1)
= ωik−2
p(mk|Γ ik−1,Mk−1)p(γik−1|Γ ik−2,Mk−1)
q(γik−1|Γ ik−2,Mk)
where p(mk|Γ ik−1,Mk−1) is an approximately conditional
Gaussian density, e.g.,
p(mk|Γ ik−1,Mk−1) ≈ N (h(x̂ik|k−1), HikΣik|k−1(Hik)T +R).
(34)
The degeneracy problem is essential to the success of
particle sampling. To alleviate it, there are two approaches of
selecting the important distribution q(γk−1|Γ ik−2,Mk) [36].
One is p(γk−1|Γ ik−2,Mk), which minimizes a suitable
measure of the degeneracy of the algorithm. The other is
p(γk−1|γik−2), which makes it easy to draw particles and
compute the importance weights.
We choose the later one as the importance distribution, e.g.,
q(γk−1|Γ ik−2,Mk) = p(γk−1|γik−2) to simplify the process of
drawing samples. Specifically, the new particle is generated via
the following distribution
γik−1 ∼ p(γk−1|γik−2), (35)
which is explicitly given in (3)1. Furthermore, the associated
weights are updated as
ωik−1 ∝
p(Γ ik−1|Mk)
q(Γ ik−1|Mk)
= ωik−2p(mk|Γ ik−1,Mk−1).
Finally, the particle filter with a resampling step is summa-
rized in Algorithm 1.
C. Jacobian Matrices of Sensor Models
The Jacobian matrix in (32) is still pending, and depends on
the sensor in use. We show how to explicitly compute them
in this subsection.
1If the transition probability matrix P is unknown, it is suggested to directly
sample γik−1 via a uniform distribution.
1) Camera Sensor: The noisy measurement mck of the
camera is given as
mck = h
c(ctak ) + v
c
k (36)
where {vck} is a white Gaussian noise, i.e., vck ∼ N (0, Rc).
ctak is the relative position of the GMT to the camera in the
camera frame (c.f. Fig. 1) and hc(ctak ) returns the coordinates
of ctak on the image plane, which is the projection of the GMT
onto the image plane and defined in (7).
By (8) and (32), the Jacobian matrix of hc(ctak ) with respect
to xtk is given as
Hck :=
hc(ctak )
∂xtk
= Jc(ctak )
∂ctak
∂xtk
. (37)
Next, we show how to compute ∂ctak /∂x
t
k. When using a
camera to take measurements, we adopt a gimbal platform
to keep the GMT in the FOV of the camera. The platform
is composed by a yaw gimbal and a pitch gimbal. The pitch
gimbal can only rotate around the pitch axis with a pitch angle
θc, and the yaw gimbal can only rotate around the yaw axis
with a yaw angle ψc. Consequently, the transform matrix from
the body frame of the UAV to the camera frame is computed
as
Ccak =
 cos θck 0 sin θck0 1 0
− sin θck 0 cos θck
 cosψck sinψck 0− sinψck cosψck 0
0 0 1

where θck ∈ [0, pi/2] is the pitch angle, and ψck ∈ [−pi, pi) is
the yaw angle.
Since the UAV is flying with a constant altitude, the
transform matrix from the inertial frame to the body frame
is only relative to the heading angle of the UAV. Thus, it is
given as
Caik =
 cosψak sinψak 0− sinψak cosψak 0
0 0 1
 (38)
where ψak ∈ [−pi, pi) is the heading angle of the UAV.
Overall, the transform matrix from the inertial frame to the
camera frame is
Ccik = C
ca
k C
ai
k . (39)
Consider Fig. 1, where {I} is the inertial frame, and in the
inertial frame denote the positions of the UAV2 and the GMT
respectively by iak = [x
a
k, y
a
k , z
a
k ]
T and itk = [x
t
k, y
t
k, z
t
k]
T ,
which in implementation is replaced by its one-step prediction
as in (32). Then, itak := i
t
k − iak is the relative position of the
GMT to the camera in the inertial frame.
By the definition of ctak , it follows that i
ta
k = C
ic
k c
ta
k . Since
Cick = (C
ci
k )
−1, it implies that ctak = C
ci
k i
ta
k and
∂ctak
∂xtk
= [Ccik 03×2],
where 03×2 denotes a zero matrix with a compatible di-
mension. Jointly with (8) and (37), the Jacobian matrix of
the camera model can be computed. Note that iak is directly
obtained by using the POS in the UAV.
2The positions of the UAV, the camera and the radar are assumed to be of
the same.
92) Radar Sensor: The noisy measurement of a radar is
given by
mrk = h
r(itak ) + v
r
k (40)
where {vrk} is a white Gaussian noise, i.e., vrk ∼ N (0, Rr),
hr(xk) is defined in (9) and itak is the relative position of the
GMT to the radar in the inertial frame.
Then, the Jacobian matrix of hr(itak ) with respect to x
t
k is
easily given as
Hrk := J
r(itak )
∂itak
∂xtk
= [Jr(itak ) 02×2] (41)
where Jr(·) is defined in (10) and itak is computed as in the
case of camera sensor.
D. Certainty Equivalence for the Flight Controller
To obtain the flight controller for the UAV, we adopt the
principle of certainty equivalence [27] by directly replacing the
exact states of the GMT [xtk, y
t
k, v
tx
k , v
ty
k ]
T with their estimates
[x̂tk, ŷ
t
k, v̂
tx
k , v̂
ty
k ]
T , which is obtained by running Algorithm 1.
Specifically, let [v̂dk, ψ̂
d
k]
T be the estimated desired velocity and
heading angle of the UAV, which are obtained by using the
state estimates of the GMT in (17). Then, we obtain that
vdk = v̂
d
k + v˜
d
k,
ψdk = ψ̂
d
k + ψ˜
d
k,
where v˜dk and ψ˜
d
k denote the estimation error of the desired
velocity vdk and heading angle ψ
d
k of the UAV. Usually, it is
impossible to compute the exact error bounds of a nonlinear
filter, which renders that we are unable to rigorously prove
the stability of overall systems with the estimated motion
state. However, the simulation results indicate the proposed
controller in this paper indeed is able to complete the loitering
task.
VI. SIMULATION
In this section, we perform simulations to illustrate the
effectiveness of the proposed flight controller.
A. Simulation Setup
The GMT starts at [0, 100, 0]Tm with an initial speed
8m/s and an initial heading angle pi/4rad. The initial control
input is set to be zero, i.e., γ0 = 1. Moreover, the three
switching commands are given as ut(1) = [0, 0]Tm/s2,
ut(2) = [−1, 1]Tm/s2, and ut(3) = [1,−1]Tm/s2. The
transition probability matrix of the three modes is given in
(3). The process noise wt of the GMT is a Gaussian white
noise with covariance Qt = diag(0.32, 0.32, 0.12).
The UAV starts at the position [−300, 100, 50]Tm, and
keeps its altitude invariant. The initial speed and initial heading
angle are 10m/s and −pi/2rad, respectively. Moreover, the
turning rate is restricted to the interval [−0.2, 0.2]rad/s.
The random disturbances {wak} to the UAV are given as
wavk ∼ N (0, 0.12) and waψk ∼ N (0, 0.022).
Algorithm 1 RBPF for the GMT with unknown maneuver
(a) Initialization: For i = 1, . . . , n, draw n particles γi0 from
the prior p(γ0) and let x̂i0|0 = x0, Σ
i
0|0 = Σ0, ω
i
0 = 1/n.
(b) Updates: For k ≥ 1 and i = 1, . . . , n, the UAV does the
following updates:
• Time update: The state prediction and its covariance
matrix are updated by
x̂ik|k−1 = Fk−1x̂
i
k−1|k−1 +Bk−1u
t(γik−1),
Σik|k−1 = Fk−1Σ
i
k−1|k−1F
T
k−1 +Gk−1QG
T
k−1.
• Measurement update: The UAV receives a measure-
ment mk and does the following updates
x̂ik|k = x̂
i
k|k−1 +K
i
k(mk − h(x̂ik|k−1))
Σik|k = Σ
i
k|k−1 −KikHikΣik|k−1
where Kik and H
i
k are given in (31).
(c) Importance weight update, and resampling: If k ≥ 2,
then
• The normalized importance weights are updated as
ωik−1 ∝ ωik−2p(mk|Γ ik−1,Mk−1)
where p(mk|Γ ik−1,Mk−1) is given in (34).
• Compute an estimate of the effective number of parti-
cles
neff =
1∑n
i=1 (ω
i
k−1)
2 .
• Given a resampling threshold nc > 0. If neff < nc,
then perform resampling. Take n new samples γi∗k−1
with replacement from the set {γik−1}ni=1 according to
the probability distribution that
Pr{γi∗k−1 = γik−1} = ωik−1.
• Let (γik−1, x̂
i
k|k,Σ
i
k|k) = (γ
i∗
k−1, x̂
i∗
k|k,Σ
i∗
k|k) and
ωik−1 = 1/n.
(d) Output: The state estimate of the GMT and its covariance
matrix are given by
x̂tk|k =
n∑
i=1
ωik−1x̂
i
k|k
Σtk|k =
n∑
i=1
ωik−1Σ
i
k|k.
(e) Sampling: Let k ← k + 1 and for i = 1, . . . , n, draw
γik−1 ∼ p(γk−1|γik−2).
B. Comparisons of Control Methods under Exact States of the
GMT
In this subsection, we assume that the state of the GMT
is known to the UAV. Since the guidance vectors in (11) can
only be given online, i.e., guidance vectors after time k are
unavailable to the design of the k-th time input of the UAV,
more advanced controllers do not always work, e.g., the model
predictive control cannot be applied here as it relies on future
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guidance vectors [19]. Thus, we only compare the proposed
ISMC with the PID control [1], [5], [12], and the standard
SMC [38] for the UAV with dynamics in (4). The trajectories
of the UAV and GMT are shown in Fig. 6, where circles and
stars represent their positions at different time instants, and
arrows denote course directions. The desired distance from
the UAV to the GMT is set to 200m.
The comparison is depicted in Fig. 7, which shows that the
proposed ISMC has the shortest setting time with zero steady-
state error. We shall further test its effectiveness by using the
estimated states via the RBPF.
C. Motion Estimation
In this section, we only test the estimation performance of
the proposed RBPF. If the transition probability matrix P in
(3) for the maneuver process is unknown, each element of P
is set to 1/3. Moreover, we adopt the Monte Carlo method
by independently repeating 1000 experiments to compute the
root-mean-square error (RMSE) of the state estimate of the
GMT, i.e.,
RMSEk :=
(
E[(x̂tk − xtk)2 + (ŷtk − ytk)2]
)1/2
, (42)
where [x̂tk, ŷ
t
k]
T is produced by the RBPF. All simulations are
of the same start position with 100 particles in the RBPF.
TABLE I
PARAMETERS OF THE ISMC
Superscript
Parameter
W M C
v 0.2 5.0 5.0
ψ 0.04 0.6 3.0
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Fig. 8. RMSE of the RBPF and EKF with a camera sensor.
For comparison, an EKF is also designed for the motion
estimation. Note that the EKF requires to use the input to
the GMT, which is unfortunately unknown in our setting. To
solve it, we observe that the stationary distribution of the
Markov chain under the transition probability matrix P in (3)
is a uniform distribution. Thus, we randomly sample a control
input from the set {ut(1),ut(2),ut(3)} with equal probability
for the EKF.
1) Camera Sensor: The sampling frequency of the camera
sensor is 25Hz and the measurement noise is Gaussian white
noise with covariance Rc = diag(0.032, 0.032). Note that
these parameters in real experiments of [5] are set as 30Hz and
diag(0.022, 0.022), respectively. Fig. 8 illustrates the RMSE
of the RBPF and EKF. One can observe that the performance
of the RBPF is better than that of the EKF and is not
significantly degraded even if the transition probability matrix
P is unknown, and both cases return favorable estimation
performance.
2) Radar Sensor: For a radar sensor, we follow the same
setting in [39] where the sampling frequency is 10Hz and
covariance is Rr = diag(2.02, 0.012). From Fig. 9, the same
conclusion can be made as in the case of the camera sensor.
Thus, both cases consistently verify the effectiveness of the
RBPF.
D. Loitering Performance with Estimated States of the GMT
In this subsection, we test the loitering performance of the
UAV with estimated states of the GMT in (2). The sampling
frequencies are of the same as that in Section VI-C with the
consideration of 0.1s time delay in sensor measurements. Note
that the number of particles is still 100.
Firstly, we consider the dynamics of the UAV in (4). When
the GMT is stationary, Fig. 10 depicts the trajectory of the
UAV under the proposed controller. Clearly, the UAV finally
circumnavigates the GMT with a desired radius 200m.
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Then, {γk} is modeled as a nine state Markov chain,
which corresponds to nine modes of maneuver: ut(1) =
[0, 0]T , ut(2) = [1, 0]T , ut(3) = [1, 1]T , ut(4) = [0, 1]T ,
ut(5) = [−1, 1]T , ut(6) = [−1, 0]T , ut(7) = [−1,−1]T ,
ut(8) = [0,−1]T , ut(9) = [1,−1]T . Moreover, all the
diagonal elements of the transition probability matrix P are
0.6 and other elements are set to 0.05. For the implementation
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Fig. 13. 6-DOF fixed-wing UAV and its associated coordinate frames [40].
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Fig. 14. 3D trajectories of the GMT and the UAV.
of the RBPF, P is assumed to be unknown and each element
is simply set as 1/9. Fig. 11 and Fig. 12 show the RMSE
defined in (42) over 1000 times under different sensors.
Then, a 6-DOF fixed-wing UAV [40] is adopted to test
the effectiveness of the proposed flight controller, see Fig. 13
where [pn, pe, pd]T and [φ, θ, ψ]T are the position and orienta-
tion of the UAV in the inertial coordinate frame, respectively.
[u, v, w]T and [p, q, r]T are linear velocities and angular rates
in the body frame. Due to page limitation, we omit details of
the mathematical model of the UAV, which can be found in
[40], and adopt codes from [41] for the model. To complete the
loitering task with a camera sensor, we design the controller
by the proposed method of this work. The 3D trajectories of
the GMT and the UAV are shown in Fig. 14 and Fig. 15,
respectively, where the altitude is controlled to 100m under
the altitude controller in [41]. Moreover, the trajectories on
X-Y plane, the trajectories in Z direction, the estimation error
and tracking error of one run are all depicted in Fig. 15.
Simulation results in this case also indicate that the proposed
flight controller is effective.
VII. CONCLUSION
In this paper, we proposed a ISMC for the UAV to loiter
over a GMT with three possible maneuvering states. To
achieve it, a discrete-time guidance vector field was designed
by assuming that the motion state of the GMT is known. Then,
we designed a RBPF to simultaneously estimate the maneuver
and the motion state of the GMT by using the measurements
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Fig. 15. Simulation results:(a) trajectories of the GMT and the UAV projected
in XY plane; (b) The altitude trajectory of the UAV; (c) The absolute
estimation error of the GMT in one run; (d) the tracking error in one run.
of a vision camera or a radar. Simulations finally validated our
theoretical results.
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