Two index laws for fractional integrals and derivatives, which have been extensively studied by E. R. Love, are shown to be special cases of an index law for general powers of certain differential operators, by means of the theory developed in a previous paper. Discussion of the two index laws, which are rather different in appearance, can thus be unified. In [2], Love discussed two index laws for fractional integrals and derivatives and gave detailed conditions for their validity. These laws were also discussed in a distributional setting by Erdelyi [1] and later by McBride; see, for instance, [3, Chapter 3]. In order to state the index laws, we shall work, for convenience, with functions in the class C°°(0, oo) of smooth, complex-valued functions defined on (0, oo). Throughout, m will denote a positive real number.
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where d{t m ) = mt m~x dt. The definition is extended step-by-step to the region Re a < 0 by repeated application of the formula We can now state the two index laws referred to above, (i) (First Index Law). For any complex numbers a and /?, .) The first index law is very familiar but the second index law is much less familiar and seems, in the first instance, rather strange and unexpected. The object of this note is to point out that both laws can be brought under the same umbrella. In a recent paper [4] , we have shown how it is possible to define general powers of an ordinary differential operator
f order n, as well as powers of the related operators Adam C. McBride [3] and (1.14) m=\a-n\>0.
The powers satisfied a "first index law" so that, for instance,
under appropriate conditions. The two cases a < n and a > n produced different expressions for the general powers. We shall show that in the case a < n, (1.6) and (1.7) lead to (1.15) and (1.16) and, conversely, by choosing a suitable L, that (1.15) and (1.16) contain (1.6) and (1.7) so that, in a sense, (1.15) and (1.16) are equivalent to (1.6) and (1.7) in this case. More interestingly perhaps, in the case a > n, analogues of (1.15) and (1.16) for M and M' are equivalent to (1.8) and (1.9) so that the first index law for M and M' gives rise to the second index law for
II and K"
In what follows, <j> will be a function in C°°(0, oo), such that all the subsequent formal analysis is valid. For instance, we may choose </ > to be an element of the space F p M defined in [3, Chapter 2] . Precise conditions under which the various steps can be justified within the framework of the F p ^ spaces can be found in [3] and will not be detailed here.
For and interchanging the order of integration; the restriction on a and /? can then be removed by repeated application of (2.5) together with the fact that 8 commutes with each / operator. Also, by (1.6) and (2.1),
Hence by (2.8) and (2.9), for suitable functions yp, (2.1) then gives 10) -(1.12). As indicated above, the two cases a < n and a > n need separate treatment. We shall consider L and L' for a < n and M and M' for a > n.
The method used in [4] relied on rewriting the operator L, defined by (1.10), in the equivalent form That the right-hand sides of (3.4) and (3.5) are equal is a consequence of (2.9), which in turn is a consequence of (1.6). Thus we may say that
is a consequence of the first index law for 1% in this case. Conversely, we may regard (1.6) as a special case of (3.6) corresponding to
In the notation of (1.10), n = 1, a, = 1 -m, a 2 -0, b x = 0 so that
=» /«/£ = I^+ p as required.
In a similar fashion, for a < n, we define (Z/) a by n k=\ use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700023776
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The index law
is a consequence of (1.7). Conversely, with L as in (3.7), we find that so that (1.7) is a special case of (3.9). We now consider the case a > n. 
