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Пропонується новий метод розв'язання задачі оптимального керування 
звичайним диференціальним рівнянням. Вважається заданою початкова 
умова. Крім того і розв'язок рівняння та оптимальне управління мінімізу-
ють заданий квадратичний функціонал. Метод розв'язання полягає в замі-
ні поставленої  задачі  задачею мінімізації деякого функціонала. 
 
звичайне диференціальне рівняння, квадратичний функціонал 
 
Постановка задачі. В даній роботі пропонується новий метод на-
ближеного розв'язання наступної задачі:  знайти   ,)t(u,ty  якщо  
    1t0,tftbu)t(ay'y  ;   (1) 
  0y0y  ;    (2) 
     
T
0
21
2
2
2
1 1min,dttuty)u,y(J .  (3) 
Метод оснований на наступних твердженнях: 
Лемма 1 [1]. Норма оператора mS : C[0,1] C[0,1] , який ставить у ві-
дповідність кожній неперервній функції    f t C I , I [0,1]   сплайн 
    k 1 km m k k 1 k k 1
k k 1 k 1 k
x x x x
S x S x,C : C C , x x x ,k 0,m 1
x x x x

 
 
 
      
 
 з 
m 1  різними вузлами kx , k 0,m , задовольняє співвідношення    
mA f 3 f  , якщо коефіцієнти kC , k 0,m  сплайна знаходяться мето-
дом найменших квадратів з умови 
         
1 12 2*
m m
C
0 0
f t S t dt min f t S t dt    . 
Лемма  2 [2]. Хай ix i / m, i 0, m,   сталі iC , i 0,m  в операторі  
       
m
TT
m i i m 0 m
i 0
S f x C h x x C, C C , ... ,C ;

     
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         Tm 0 m ix h x , ... ,h x , h x h mx i , i 0,m;        
1
h t t 1 2 t t 1 ,
2
         
знаходяться з умови 
      
21 p1
T
m mp Cp 0 0
d
J C f x x C dx min
dx
 
   
  
  .      (4) 
Тоді       1mC H F
 ,    (5) 
де                      
1 1 q1 1Tq q q
m m m m q
q 0 q 00 0
d
H x x dx; F x f x dx.
dx 
        
Твердження 1 [2]. Якщо    Tmx x C    сплайн 1-го степеня з вла-
стивостями            1 12 2
T
mW I W IC
f inf f C ,         то 
0 k m
1 k
f f , f : max f
2m m   
            
 
.             (6) 
В наступній теоремі наводиться явний вигляд  функції, яка у нерів-
ності (6) забезпечує знак рівності. 
Твердження 2 [2]. Для  функції  0S x , яка є сплайном першого сте-
пеня з вузлами 
 
k
k 0,5
, k 0,m 1
m

     і з властивостями 
 0 0
k
S 0, k 0, m; S x 1
m
     
 
 у теоремі 1 виконується знак рівності. 
Теорема 1. Якщо шукати наближення розв'язки задачі (1) – (2) у ви-
гляді сплайна 1-го порядку  
n
n 0 k
k 1
y (t) y h(nt) y h(nt k 1)

    ,        (7) 
коефіцієнти  ky , k 1,n  якого знаходяться з умови  
     
1
2
2 n n n
0
J y y ' ay f t bu t dt        
       
1 1
21 t t t
n n
y ,u
0 0 0 0
y t a y d f d b u d dt min ,
 
           
  
     
то можна стверджувати, що nmax y(t) y (t) 0, 0 t 1, n .      
Цей факт взятий нами за основу при побудові методу наближеного 
розв'язання  задачі (1) – (3). Метод полягає в тому, що цю задачу заміною 
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змінної завжди можна звести до задачі, у якій T 1.  Тому вважаємо, що 
T 1.  Задачу (1) – (3) при T 1  замінимо задачею 
     
       
T
2
0
2T t t t
0
0 0 0 0
J u, y y ' ay f t bu t dt
y t y a y d f d b u d dt
      
 
            
  

   

            
(8)
 
   
T
2 2
1 2
0
y t u t dt,      
де  – деякий множник. 
Хай  
0, t 0;
0, t 1, t 1;1, 0 t 1;
1
H(t) h t t 1 2 t t 1 1 t, 1 t 0;1
2, t T;
1 t, 0 t 1.2
0, t 1;

                       

 
Будемо знаходити невідомі функції y(t), u(t) у вигляді 
n
n 0 k
k 1
y (t) y h(nt) y h(nt k 1);

                                  (9) 
 
n
n k
k 1
u (t) U H(nt k)

  .                                    (10) 
Зауважимо, що  Supp h(t) 1,1  ; Supp  H(t) 0,1 . 
Тому   k
k 1 k 1
Supp (nt k) D 1 nt k 1 t ;
n n
            
 
 
 k
k k 1
Supp H(nt k) D 0 nt k 1 t .
n n
          
 
  
Тобто формули (5), (6) можна записувати також в іншій формі: 
   n k k 1y t (k 1 nt)y nt k y ;
k k 1
t ; k 0, n 1;
n n
    

   
                   (11) 
 n k
k k 1
u t U ; t ; k 0, n 1.
n n

                           (12) 
Підставляючи формули (5), (6) у функціонал (4), отримаємо  
 
TT
1 n 1 nY y , ... , y , U U , ... , U :
      
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             
T n
0 kt t
k 10
J Y, U y h nt ah nt y h nt k ah nt k f t

                    
  
       
2 T tn n
k 0 k
k 1 k 10 0
b U H nt k dt y h nt 1 a h n d y h nt k
 
                    
    
       
2 2t t t Tn n
k 1 k
k 1 k 00 0 0 0
a h nt d f d b U H n k d dt y h nt k
 
                      
    
 
2n
2 k
Y,Uk 1
U H nt k dt min .

         
          (13) 
Прирівнюючи частинні похідні  функціонала   (13)  по   невідомих  
k ky , U , k 1, n   до нуля, отримаємо наступну систему алгебраїчних рівнянь: 
             
T n
0 kt t
p k 10
J Y,U
0 : y h nt ah nt y h nt k ah nt k f t
y 
                    
  
        
T tn
k 0t
k 1 0 0
b u H nt k h nt p ah nt p dt y h nt 1 a h(n )d

                          
    
     
t t tn n
k k
k 0 k 10 0 0
y h nt k a h(n k)d f d b u H n k d
 
  
               
    
     
       
t T n
1 k
k 00 0
h nt p a h n p d dt y h nt k h nt p dt 0,

 
          
  
   
p 1,n;               (14) 
        
 
 
     
 
   
p 1
p 1n '
k pt
p k pp
n
p
tp 1n
k
k pp 1 0
n
t t
p
0 0
J Y, U
0 : y h nt k ah nt k f t bu h nt k
U
b dt y h nt k a h n k d
f d bu H n 1 p d





                  
            
   

        


 
 
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 
 
p
t n
2 p
p 10
n
b H n p d U dt 0, p 1,n.

 
        
 
 
                 (15) 
Введемо позначення:    
t
k,p
0
HH h nt k h nt p dt;     
         
T
pk t t
0
A h nt k ah nt k h nt p ah nt p dt;
                   
        
T t t
pk
0 0 0
B h nt k a h n k d h nt p a h n p d dt
   
              
      
   ; 
      
T
pk t
0
C H nt k h nt p ah nt p dt;
         
     
T t t
kp t
0 0 0
D H n k d h nt p a h n p d dt.
               
      
    
Тоді систему  (14) можна записати у вигляді: 
n n n n n
pk k pk k pk k pk k 1 pk k
k 1 k 1 k 1 k 1 k 0
A y b C U B y b D U HH y
    
          
        
T
0 t t
0
y h nt ah nt h nt p ah nt p dt
                 
          
T t
0 tt
0 0
T 'f t h nt p ah nt p dt y h nt a h n d
0
          
  
      
         tt
0
T t
h nt p a h n p d dt f h nt p
0 0
 
           
  
  
 
t
a h n p d dt, p 1, n
0

    

. 
Систему (15) можна записати у вигляді: 
      
  p 1 / n p 1 / np 1 1' 2b y h nt k ah nt k dt b f t dt b Uk pt nk p p / n p / n
             
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     
 
   
p 1
tnn
k
k p p 0
n
T t T t
p2
p 2
p p0 0
n n
b y h nt k a h n k d dt
U
b f d dt b U H n p d dt 0, p 1,n.
n


 
        
  
 
           
  
  
   
 
Перепишемо ці системи у вигляді: 
      
1/ nn n 'A B y b C D U y h ntpk pk k pk pk k 0
k 1 k 1 0
       
 

 
         
1/ n t' 'h nt p ah nt p dt h nt p a h n p d dt
t t
0 0
                   
 
        t
T tp 1 'b y h nt k ah nt k h nt k a h n k dtk
pk p 0
n
  
            
   
 
       p 1 / n T t T t12b f t dt f d dt b U H n p d dtp np / n p / n 0 p / n 0

            
       
 
     p 1 / nU T tp b f d dt b f t dt, p 1, n.2 n p 0 p / n
n

                   (14) 
Розв'язок цих систем підставляємо у (9) – (10). Це і буде шуканий 
наближений розв'язок задачі (1) – (3). 
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