Introduction
Examination of scanner precision represents a significant aspect of its utilisation. Nowadays, it is performed via the following approaches: (i) calibration and precision analysis using the relevant international standard (laser measurement systems) [1] [2] [3] [4] [5] [6] , (ii) comparison of the precision of two scanners, with different levels of nominal precision, using measurements of real parameters 7 , and (iii) indirect examination by comparison of orthodontic parameter precision by using manual and 3D models [8] [9] . This paper uses the second approach, the comparison of two scanners on the examples of the measurement of the same parameters and the analysis of obtained results 10 . The advantage of this model lies in the fact that a scanner is analysed on real examples for which it will be later used.
The aim of this paper was to examine and determine the precision of two general scanners (Atos optical 3D scanner 11 and Lazak Scan laboratory scanner 12 ) which could be used for the analysis and synthesis of orthodontic parameters on 3D models.
Materials and Methods
This research was conducted by generating a set of identical 3D models on Atos optical 3D scanner and Lazak Scan laboratory scanner, measuring and analysing 54 orthodontic parameters 10, 13 . Impressions from a group of 25 patients were randomly collected at the Clinic for Orthodontics within the Faculty of Dentistry, Belgrade.
Jaw models were cast in the light reflecting plaster and therefore were ideal for the scanning even without the use of anti-reflection protection, as it was important to obtain accurately scanned plaster models (from a "cloud" of points gathered by scanning), primarily of teeth and gingival margin. Correctly positioned referential geometrical entities (RGEs) were used for measuring orthodontic parameters of the global coordinate system of the jaw (GCSJ) 13 .
At the beginning of model scanning, the area of scanner measurement was first defined, accompanied by the calibration of Lazak Scan by the following procedures: setting the camera in the desired position and adjusting the was done using the "Main Alignment by Coordinate Systems" function ( Figure 5 ). The model was positioned in such a way that GCSJ was aligned to the coordinate system of the scanner (their axes were parallel). camera focus for the projection. After that, the calibration plate was rotated, whereby the scanner independently generated images every few seconds. The calibration plate was moved over the entire measured area and then rotated so that the scanner would be at different angles. That is how an adequate algorithm was clearly defined, with the aim of adjusting the scanner to the space where scanning would be performed. In order to achieve model precision on occlusal surface, Lazak Scan was placed in such a way that beams aimed downwards in the direction of the plaster model with an angle of 55 o , attaining a significantly smaller reflection of inner, outer and occlusal tooth surfaces. Each plaster model was scanned from 20 angles. Furthermore, 16 projections were positionedrotated clockwise at approximately 22.5 o .
After scanning and completing the 3D jaw model on the Lazak Scan, whilst operating Flex Scan 3D software from different angles/positions, the alignment of obtained models using the "Align" function was performed ( Figure  1 ). This was achieved by using means of photogrammetric points on the impression, the entire jaw geometry and part of the 3D model (tooth) geometry. This procedure allowed removal of the redundant and unclear elements as well as various points in space, as a consequence of the alignment. In the subsequent step, by dint of the "Combine" function, a cleared individual scan was added to the set of scans (Figure 2 ). In this step we also chosed the surface roughness parameter and the texture. Finally, using the "Finalise" function, we obtained the final 3D model from a set of scans. This final model could later be improved and adjusted if necessary ( Figure 3 ).
Figure 1. Merging scans into a set of scans -an example of an upper jaw
Once orthodontic planes were defined, the "Manual" function was selected for coordinate system orientation, whereby the directions of X, Y and Z axes were established ( Figure 4) . When determining the coordinate system on upper jaw models it is necessary to define the direction of X axis on the left (the model is observed from the side of the tooth) and Z axis in accordance with the model because its direction depends on the patient's head and not jaw; and Y axis is directed to the incisors. The alignment/connecting After all coordinate systems and orthodontic planes were defined, using different intersections and projections, we could determine RGE and the points on tooth surface (most often anatomical points) for establishing orthodontic parameters in all three planes. We specified sets of linear orthodontic parameters using RGE 10 to define orthodontic planes in space. If the bumps on the gingival margin were developed as a result of the presence of air bubbles in the negative on the plaster model ( Figure 6 ), the lowest points on the gingival margin, not covered in bumps, should be used. RGM 7 was a mark used only for points on lower jaw models, representing the best mesial point on the edge between teeth and gums ( Figure 7-9 ). In order to define/determine orthodontic parameters on the whole model (jaw) by the Atos system, we first performed the alignment by using means of the entire geometry of the model (jaw). This was realised in a way that we "import" the digital model and then define the global coordinate system on it with the help of RGEs. In the next step we defined orthodontic planes using at the same time the defined global coordinate system. This procedure utilises the "Change Actual Mesh to CAD Data" function. The same procedure was applied to the CAD model obtained by Lazak Scan. The alignment was conducted by means of the overall geometry of the jaw model, using the "Prealignment" function ( Figure 10 ). On the surface of the model obtained by Lazak Scan we choosed the points which were located on the teeth, paying special attention not to select the filled spaces between the teeth and on their outer surfaces ( Figure 11 ). In the next step we used the "Main Alignment by Local Best Fit" function, whereby we perform the exact alignment bearing in mind the chosen surfaces of the jaw model. In the end we provided a comparison of the surfaces using the "Surface Comparison on CAD" function, whereby we defined the interval/ tolerance for the desired value of error (on the scanned surface), defined in the interval of ±0,15 mm. 
Results
The results of measurements in Table 1 . and Table 2 . are related to lower jaw orthodontic parameters from D1 to D26 acquired using GOM Inspect on 3D models, scanned with Atos. Table 3 . and Table 4 . contain data regarding the same parameters obtained by 3D models scanned with Lazak Scan for the same jaw. Table 5 . and Table 6 . include the differences difference between orthodontic parameters D1 -D26, obtained by Atos and LazakScan, for the lower jow, while the differences in orthodontic parameters for upper jaw G1 -G28 in model 4 Atos and LazakScan are shown in Table 7 . The difference between α, β i γ angles of the "master" model and 2-13 models of the upper and lower jaw scanned with Atos are presented in Table 8 and Table 9 . The differences (mm) in median points position between the "master" model and 2-13 models of the upper jaw are shown in Table 10 .
There were significant differences between parameters scanned with Atos and Lazak Scan. The smallest difference was 0.017 mm, and the biggest 1.109 mm. The results shown in Figure 12 and Figure 13 , exhibiting predominantly yellow, green and light blue, practically signify that the precision of both scanners is satisfactory, with the comparison being performed in relation to the 3D model from the Atos scanner which possesses a greater nominal precision.
Figure 12. Comparison of surface differences using the "Surface Comparison on CAD" function-upper jaw

Table 8. The difference between α, β i γ angles (°) of "master" model and 2-13 models of upper jaw scanned with Atos
Rot. rav. Table 9 .
M2 -M1
M3 -M1
M4 -M1
M5 -M1
M6 -M1
M7 -M1
M8 -M1
The difference between α, β i γ angles (°) of "master" model and 2-13 models of lower jaw scanned with Atos
Rot. rav. Due to tooth damages, we could not position the points for marking a great number of orthodontic parameters on two teeth in the lower jaw, so for that reason we placed them elsewhere, but these changes had no impact on the accuracy of the obtained results, since we examined scanner precision and not orthodontic characteristics of a patient's teeth and jaw. Hence the position of orthodontic parameters on upper jaw models remained as defined in theory, and lower jaw models had two orthodontic parameters fewer than anticipated, also due to teeth damages, without the possibility of replacing them with other points.
M2 -M1
M3 -M1
M4 -M1
M5 -M1
M6 -M1
M7 -M1
M8 -M1
M9 -M1
M10 -M1
M11 -M1
M12 -M1
M13 -M1
Θx
M2 -M1
M3 -M1
M4 -M1
M5 -M1
M6 -M1
M7 -M1
M8 -M1
M9 -M1
M10 -M1
M11 -M1
M12 -M1
M13 -M1
It is more demanding to determine the exact position of L 2 D and R 2 D points, not because of the tip of the tooth, but due to the occlusal edge and distal surfaces of lateral incisors. That should be emphasised because we did not take the highest point but the one on the edge of the tooth, which always had to be defined in the same manner. Points on broken teeth were set by using means of intersections and projections, whereby a high level of precision was achieved. We encountered certain problems in the set-up, as it was difficult to define points LG x, RG x and RGM 7 on Lazak Scan, since the line between the gums and teeth was not clear enough. First we concluded that it was hard to precisely mark the RGM 7 point, so we chosed the optimal mesial point which was best positioned in Y-direction. Points L 4 L, L 5 L, R 4 L and R 5 L were marked as the highest point had it been possible, and that was performed on the basis of evaluation. Due to the fact that lower models do not contain points R 6 LM, R 6 BM and R 6 BD, R 7 LM should be used for calculation and rotation of orthodontic planes. When it comes to lower models, points RG 4, RG 5, LG 4, LG 5, L 6 BD, L 6 BM, L 6 LM and R 7 LM were used for all the analyses.
For example, when it comes to Atos, the upper jaw model had the L 3 point at 0.049 mm more to the left, whilst on Labod Scan the same point was 0.051 more to the right, which constituted the discrepancy in the point position of 0.100 mm. Similarly, in the R 3 point, the discrepancy between G1 parameters on both scans was approximately 0.200 mm. In our example something similar occurred in the G4 parameter, where the discrepancy in the value of orthodontic parameter was 0.245 mm. The greatest discrepancy was 0.256 mm at the G22 parameter, since it depends on the R 2 D point, which is more difficult to position on a particular tooth.
Apart from the errors regarding linear distances, directly related to defined orthodontic parameters, there were also errors in tooth/jaw rotation compared to the global coordinate system, and they are the following: α angle -rotation in relation to the X axis, β angle -rotation in relation to the Y axis, γ angle -rotation in relation to the Z axis. The analysis of data led to the conclusion that there was a significant shift of the occlusal plane in the first model of the upper jaw, which was noticeable due to the change of α angle between the first and the second
Discussion
In the system of 3D models there are three coordinate systems-the coordinate system of the scanner (CSS), global coordinate system of the jaw (GCSJ) and local coordinate system of the jaw (LCSJ). Prior to any measurement on 3D models, these systems have to be determined, i.e. defined and interconnected. The coordinate system of the scanner is defined as per rules regarding the scanner, and it can be absolute (the origin is always in the same point), and relative (the origin can be in any point of the scanner work space). More accurate measurement results are obtained by relative coordinate system, which was used in this research. As GCSJ is defined, the orthodontic planes can be determined. The GCSJ is defined and set in accordance with the American Board of Orthodontics (ABO) regulations 13 , with RGE used for its definition, by using the "Construct Coordinate System" function.
This research utilised examples of 3D models obtained by Atos professional scanner 11 and 3D models created by the Lazak Scan scanner 12 . If we know that the Atos scanner precision equals +/-0.01 mm, and the Lazak Scan scanner equals +/-0.05 mm, we can see the differences in the position of points of up to +/-0.12 mm. In order to clarify the differences in accuracy, we carried out measurements of orthodontic parameters on 3D models of the same jaws by GOM Inspect comprehensive software, for both types of 3D models obtained from both scanners.
Measurement results revealed the most significant difference regarding the second model parameters D4 and D14. L 4 L point was probably inaccurately positioned due to the damage to the lingual side of a tooth. It can be ignored since it is a consequence of plaster model damage. The tip of R 4 L was damaged on that model, and it was related to D4, D10 and D18 parameters. The RGM 7 point was also approximately positioned, which caused a discrepancy in values of D6-D8 parameters. Parameters G13 and G18 were defined using L 2 D and R 2 D points, which were also positioned according to calculations (easy to set the exemplary model), since the lateral incisor on the model was broken, as in the example of G13 parameter on model 4.
Because there was some significant damage and uneven surfaces on plaster models, we got different values for parameters both on different plaster models and on 3D models of the same plaster models obtained on both scanners. The discrepancy in values resulted from incorrect positioning of the points RG x, LG x and RGM 7. The analysis of this inaccuracy clearly indicates that, when the same point is on models from both scanners, the position of points is improved by placing the same point on the same models on both scanners. The results show that the most significant deviation in value of parameters was 0.256 mm, with the average deviation of 0.129 mm. This can be explained by means of measurement inaccuracy of both scanners, which was analysed earlier.
alignment of both models. Each model has to be defined as a CAD file after scanning, and the alignment can be easily achieved by defining/determining orthodontic planes and the GCSJ for both models, and then carry out the alignment via the GCSJ. Alignment could be also achieved taking into account the overall model geometry, as the option is suitable for application on models obtained from the same plaster model, or part of the model s geometry, as it provides numerous possibilities by using comprehensive software equipment.
Conclusions
This research reveals that both scanners (Atos and Lazak Scan), which belong to general purpose scanners, based on precision parameters can be used in orthodontics. Early analyses indicate that the reference scanner in terms of precision is Atos. The procedure of generating 3D models, whilst taking into account the scanner precision, would include the following steps:
Efforts should be made to create a plaster mould with no irregularities on tooth tips or gingival margin, If necessary, the final 3D model should to be formed using cleaning and smoothing. Each irregularity due to excessive material on tooth tips can significantly influence measurement results, The final 3D model should be compose out of a small number of recorded projections, because the errors on tips/ edges of a tooth turn into radial a transition view, which impedes the positioning of anatomical points on tooth,
It is important to precisely define and position orthodontic planes, because any rotation of the occlusal plane leads to positioning of different points on tooth tips. The procedure of positioning orthodontic planes has to be repeated if the highest point on the tip of distal buccal cusp above the plane is too high (0.01 mm). The initial step, the adjustment of the coordinate system of the jaw, greatly influences the determination of RGE, which form the base for establishing the orthodontic parameters.
One of the courses for future research will include the enhancement of repeatability of the adjustment of the coordinate system of the jaw. Prospective research in this field could be focused on examining the precision of these scanners based on the example of the orthodontic parameters of the class of the curve and the surface.
model. The change of angle occured as a consequence of numerous bumps on the gingival margin. We also deduced that the difference between the angles is 0.5 degrees, which was not far from anticipated values and could even be negligible due to its low value. The γ angle exhibited a difference of 0.74 degrees (greater than the one for the β angle, and the expected one) which was a consequence of an inaccurate positioning of points on the distal surfaces of first permanent molars.
Differences between angles β and γ were larger on lower jaw models compared to the upper jaw ones. That is a result of uneven surfaces on tooth tips and the occurrence of bumps on the gingival margin on the plaster model, thereby generating additional rotation, best observed on model 3 of the lower jaw because of the Y-axis rotation. Another irregularity was observed here, arising from the incorrect positioning of the R 7 LM point due to the tooth damage. There were also substantial deviations from the anticipated values of rotation around the Y and Z axes. Whilst analysing the model and the position of points it was evident that the lack of a tooth in the jaw had an impact on the position and orientation of orthodontic planes. Rotations were therefore strikingly realistic and constitute a lifelike representation of the position of orthodontic planes.
The differences in the X axis direction were related to the points for positioning the median plane, influencing the dental arch shape. The differences in the Z axis direction were largely within the anticipated values (±0,100 mm), whilst the differences in the Y axis direction were exactly as expected. We predicted a difference in the Y direction of Y θx ± 0,1 mm. Analysing the results, we inferred that the θx angle changed in almost linear fashion, which should imply the linearity of changes in differences in Y direction shifts. The Y ost value represents a shift in the global coordinate system in the Y direction of Δy, from which we subtracted the Y θx shift, originating from the rotation around the X axis. The shift in Y ost was a consequence of incorrectly positioned origin of the coordinate system via distal surfaces on first molars due to not entirely precise positioning of RG 4, RG 5, LG 4 and LG 5 points (hampered by the bumps on the gingival margin and plaster models). We expected the shift to be in the range of ±0,100 mm, and the deviation to be greater. In order to understand these results, on model 9 we performed the alignment of the second and the ninth models via the first molar on the left. It was clearly observed that the rotation between the left and the right molars occurred, as a shift in the position of distal points on the molars, used for setting the position of the tuber plane and, in accordance with that, the origin of the global coordinate system.
We can conclude that the differences between surfaces of the same models scanned with Atos and Lazak Scan are expected to be in the region of ±0.060 mm. In order to determine/calculate all orthodontic parameters, for the entire 3D model, it is necessary to do a mutual
