A 2D steady model for the annular two-phase flow of water and steam in the steam-generating boiler pipes of a liquid metal fast breeder reactor is proposed. The model is based on thin-layer lubrication theory and thin aerofoil theory. The exchange of mass between the vapour core and the liquid film due to evaporation of the liquid film is accounted for using some simple thermodynamics models, and the resultant change of phase is modelled by proposing a suitable Stefan problem. Appropriate boundary conditions for the flow are discussed. The resulting non-linear singular integro-differential equation for the shape of the liquid film free surface is solved both asymptotically and numerically (using some regularization techniques). Predictions for the length to the dryout point from the entry of the annular regime are made. The influence of both the traction τ provided by the fast-flowing vapour core on the liquid layer and the mass transfer parameter η on the dryout length is investigated.
Introduction
In modern nuclear power plants, the raw material of nuclear energy production is natural uranium. This is principally because its two isotopes U 235 and U 238 possess nuclear characteristics that are very favourable to the production of atomic energy in a reactor (see, e.g. Murray, 2000) . A typical nuclear reactor possesses two key components, namely a reactor/core component (or a fuel element) and a boiling/heat exchange component. Nuclear fission and energy conversion take place in the reactor component, where heat is generated and transferred to a coolant. Heat is then transferred from the coolant to water in the boiling component where steam is produced to drive turbines that generate electricity.
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Which particular flow regime pertains depends in a complicated fashion upon the amounts of each phase present, external effects such as orientation of the pipe and the flow parameters such as pressure and heat flux. Detailed descriptions of the various flow regimes are given, e.g. in Collier & Thome (1994) and Wallis (1969) . To summarize briefly, the flow typically consists of a single-phase subcooled region near to the water inlet. The water in this subcooled region is heated to the saturation temperature. At some point along the pipe beyond this region, the water becomes superheated and bubbles start to form at nucleation sites on the pipe wall. As the bubbles grow, they detach from the wall and begin to form a bubbly flow region where the vapour phase is distributed as discrete bubbles in a continuous liquid phase. As more and more bubbles are produced, they first amalgamate to become larger bubbles and then to form a slug flow region where vapour may be present across the whole width of the pipe. Under certain flow conditions, churn flow, where the vapour regions in the plug flow break up to form irregular and unstable bubbles, may also be observed. Eventually, however, annular two-phase flow is established.
In the annular region, a relatively slowly moving continuous liquid film on the pipe wall surrounds a core of fast-flowing gas. The vapour core invariably contains liquid droplets which may originate from undercutting of waves that are present on the film surface. No appreciable bubble nucleation takes place at the pipe wall (where the liquid is superheated), and the dominant gas production mechanism is evaporation of the thin liquid film at its free surface. Liquid droplets in the gas core subsequently evaporate beyond the annular flow region to form a dispersed-drop flow region. Here, the fluid film on the pipe wall has completely evaporated and no liquid is present. Finally, the remaining liquid droplets in the gas core evaporate until only a single-phase vapour region is present.
The phenomenology described above has been greatly simplified, and there may be many other intermediate flow regimes such as wispy-annular flow. The progression of regimes described above represents the simplest scenario that can sensibly be addressed (see Whalley, 1987) . The description of intermediate regimes is frequently a somewhat subjective matter (see, e.g. Azbel, 1981 ) and the literature is by no means unanimous. The presence of different flow regimes may also be influenced by pipe orientation if the water inlet speed is sufficiently small. For example, in horizontal boiler pipes the gas bubbles often migrate to the upper side of the pipe. For low inlet speeds, a stratified flow region may also be present after the plug flow region.
In this study, we shall consider only the annular flow regime since this is the predominant regime present in LMFBR boiler tubes (as well as in evaporators, condensation operations, natural gas pipelines and steam-generating systems; see Wallis, 1969) . At normal reactor operating conditions (e.g. pressures of around 200 bar and hence a water saturation temperature of T s = 365 • C), the flow pattern maps in Bennett et al. (1965) suggest that annular flow is present in at least 80 to 90% of the two-phase flow region. The annular flow region is responsible for most of the water/steam mass transfer in the pipe and terminates at the so-called 'dryout point', where complete evaporation of the liquid film first occurs.
Careful control of the location of the dryout point is important if a reactor is to function properly. At the dryout point, the pipe wall temperature increases sharply since the thermal conductivity of the gas phase, which is now in direct contact with the wall, is much less than that of the liquid phase. The determination of the position of the dryout point is not a trivial problem (see Fisher & Pearce, 1993) since, e.g. in the event that deposition of liquid drops occurs rapidly, the liquid film may reform, causing rewetting and a consequent drop in the temperature of the pipe wall. If the processes of dryout and rewetting occur periodically, thermal stresses may be set up in the wall which could lead to cracking of the pipe. A good understanding of dryout is therefore essential if one wishes to predict the lifetime of steam-generating boiler pipes. Moreover, the dryout process imposes a limit on the amount of evaporation that occurs in the pipes for a given value of the heat flux and is of great importance in the design of evaporators, steam boilers and other types of nuclear reactors (Bankhoff, 1994; Collier & Thome, 1994) . Accordingly, we develop below a model to predict dryout point location.
The flow that we shall model falls into the general class of non-isothermal thin-film flows subject to an external air flow, and much previous work has been carried out on such flows. In particular, previous studies have considered evaporating thin films (Burelbach et al., 1988) , the dryout of the microlayers surrounding a non-isothermal bubble (Wilson et al., 1999) , wind-driven rain drops on a car windscreen (King & Tuck, 1993) and non-evaporating drops in a shear flow (Dimitrakopoulos & Higdon, 1997; Spelt, 2006) , all of which are relevant to the model proposed below. Singular integral equation-based models for such flows tend to lead to challenging numerical difficulties: the range of numerical methods that may be required for various problems and the difficulties that might be present have also previously been reviewed (Cuminato et al., 2007) .
Mathematical modelling
Our basic premise will be to assume that the annular two-phase flow in the tube is steady and 2D, the flow in the thin liquid layer adjacent to the heated wall is governed by standard lubrication theory, the evaporation of the liquid proceeds according to a classical Stefan-type condition and the interaction between the fast-flowing gas core and the wall layer may be described using classical thin aerofoil theory. Parametric justification for these assumptions will be discussed below. The result of the model will be a non-linear singular integro-differential equation (NSIDE) that will be studied using both asymptotic and numerical techniques.
Liquid film region
In the liquid film, the flow is governed by the Navier-Stokes equations
where q = (u, v) denotes the fluid velocity, t denotes time and p, ρ and ν = μ/ρ denote, respectively, the pressure, density and kinematic viscosity. For simplicity, we shall assume that both ρ and ν are constant and ignore the effects of gravity. If required (e.g. to study the effects of inclined reactor pipes), gravity may easily be incorporated into the pressure. To apply standard thin-layer theory, we non-dimensionalize by setting
where an overbar denotes a non-dimensional variable, x and y denote distances along and normal to the pipe wall, respectively, L denotes the distance from the onset of annular flow to the dryout point, h 0 denotes the fluid film thickness at some known point in the annular flow regime (which will henceforth be designated x = 0), μ denotes the fluid dynamic viscosity, U denotes a typical flow speed in the film layer and denotes the ratio h 0 /L. Note that we do not know L; indeed, one of the primary purposes of this study is to determine it. We assume, however, that we know its order of magnitude. Using typical operating values from Appendix A, we find that the ratio of a typical liquid layer thickness (∼0.5 mm) to a typical tube radius (∼7 mm) is small, thus justifying both a 2D approach to the problem and the neglect of axisymmetric effects. The key non-dimensional parameters in the problem are therefore and the reduced Reynolds number, which (using L ∼ 5 m) are given, respectively, by
We therefore conclude that normal lubrication theory applies wherein there is a balance between viscous and pressure gradient forces in the flow direction. Omitting some standard calculations for purposes of brevity, we find that, in dimensionless variables,
where the boundary conditionsū =v = 0 onȳ = 0 (no-slip and no-penetration) have been imposed, and it has been assumed that the gas core flow exerts a shear stress τ = (μU/ L)τ at the free surface h(x) = Lh(x) so thatūȳ =τ onȳ =h(x). The pressurep is (as usual in lubrication theory) a function ofx alone and is assumed to be continuous across the free surface. If required, the influence of surface tension could be accounted for. However, some simple dimensional analysis shows not only that such effects are small but also that their inclusion significantly complicates the problem by increasing the number of derivatives by two (though see the discussion at the end of Section 3 below). Some further discussion of the shear stress term is warranted: we shall assume here for simplicity that τ is a known constant. Many approximations to this quantity have previously been adopted in the literature. If we set τ = c f ρ ∞ U 2 ∞ /2, then in the current thin layer approximation the constant c f 0 is the average coefficient of friction (skin friction) of steam on the wet pipe wall. In addition to the well-known laws c f ∼ 1.328(Re L ) −1/2 and c f ∼ 0.074(Re L ) −1/5 for laminar and turbulent flows, respectively (where Re L = LU ∞ ρ ∞ /μ g ), many other correlations are available for c f (see also King & Tuck, 1993; Sadatomi et al., 1993; Thwaites, 1960) . In the general case, a host of other factors such as heat transfer, wall roughness and transition must be taken into account, but in all cases it appears that the shear stress contributes to the leading-order equations and must therefore be retained.
We also note that we have ignored the very complicated question of whether the shear stress exerted by gas core flow will cause waves on the surface of the annular film layer. If it does, the undercutting of these waves will inevitably lead to droplet entrainment. Entrainment of this sort in annular two-phase flows has been both theoretically and experimentally examined by a number of authors (see, e.g. Sawant et al., 2009 ). Though such a study is outside the scope of this paper, entrainment is clearly an important effect.
Mass exchange at the free surface
At the vapour/liquid interface y = h(x), a transfer of mass takes place as fluid in the liquid layer evaporates to become steam. The details of this evaporative process must be determined as part of the solution to the problem. We assume that the gas/liquid interface is at the saturation temperature T s which is slightly less than the pipe wall temperature. The liquid in the film layer is thus superheated (see, e.g. Higuera, 1987; Kirillov et al., 1987a,b; Prosperetti & Plesset, 1984) and must cool slightly before it can evaporate. Previous studies have noted that evaporation is not the only way in which mass transfer between the liquid film and the gas can take place. Both droplet deposition from the gas core and the undercutting of any small waves present on the free surface and subsequent entrainment may add to or subtract from evaporative mass exchange. Deposition, as one might expect, seems to be directly proportional to the concentration of liquid droplets in the gas core (see Fisher & Pearce, 1993; Whalley, 1977 Whalley, , 1987 ; mass entrainment is an altogether more complicated phenomenon. At the operating conditions of interest, the results of Collier (1972) suggest that neither entrainment nor deposition occurs rapidly. Therefore, we assume that the dryout phenomenon is dominated by evaporation of the liquid film and ignore all other effects.
Denoting the mass per unit area per unit time transferred from the liquid to the gas byṀ (so that we expectṀ > 0) and assuming that any mass escaping at the free surface does so in the direction of the unit outward-pointing normaln, we have, at the free surface, M = ρq.n and hence for steady flowṀ
In scaled variables, (2.3) becomes, to leading order,
where the non-dimensional mass flow rateṁ has been defined byṀ = ρU ṁ. This scaling effectively fixes the order of magnitude of the mass transfer required to produce dryout in an O(L) distance. If the mass transfer is an order of magnitude less than this dryout will never occur, and if it is greater, then no region of annular flow can exist and the liquid film is instantly vapourized. Use of (2.1) and (2.2) now yieldsṁ
(2.5)
Gas core flow
In the fast-flowing gas core, we assume that the Reynolds number is high, and the flow is incompressible, inviscid and irrotational. We also assume that the gas is a single-phase flow, thereby ignoring any entrained droplets. We denote variables in the gas using a subscript g and non-dimensionalize according to
∞p g , h = Lh and φ = LU ∞φ , where a tilde denotes a non-dimensional quantity, φ is the velocity potential of the flow and ρ ∞ and U ∞ denote, respectively, a typical speed and density of the gas upstream of dryout and therefore far away from the perturbation caused by the liquid film. A schematic diagram of the flow is shown in Fig. 2 .
We now proceed according to standard thin aerofoil theory (for further details see, e.g. Van Dyke, 1975) . We assume that the flow is essentially a perturbed plug flow and seek a velocity potential of the formφ (x,ỹ; ) =x + 2π
where f (x) is a distribution of sources along thex axis that has to be determined. We find that in order to satisfy the linearized thin aerofoil conditionφỹ =φxhx onỹ = 0, we must choose f (ξ ) =h ξ (ξ ). Proceeding along standard lines and using Bernoulli's equation to relate pressure to velocity in the gas core flow, we find that, in dimensional form, the free stream pressure is given by
where, as usual, the bar denotes that the integral is of Cauchy principal value type and we have assumed that h (x) = 0 for x 0.
Heat transfer
It now only remains to close the model by considering the heat transfer problem in the liquid layer. We non-dimensionalize in the liquid film by setting x = Lx, y = Lȳ, u = Uū, v = Uv and T = T s +(T w −T s )T , where T s is the saturation temperature of the liquid in the film and T w a typical pipe wall temperature. In the absence of viscous dissipation (which may easily be shown to be negligible), we therefore have, for steady flow,
, where k and c p are, respectively, the thermal conductivity and specific heat at constant pressure of the liquid (which, for the purposes of this study, we assume are independent of temperature). Using the parameter values in Appendix A (with a liquid layer thickness of 0.5 mm), we find that
and thus to leading orderTȳȳ = 0 and the temperature is simply linear across the liquid layer. There are now many ways to proceed. The wall is heated by a countercurrent flow of liquid metal, and though complicated models may be proposed to couple this flow to the evaporation and the heating of the pipe wall it is then only possible to make progress numerically. Here, we shall assume simply that the wall temperature is maintained at T w . Since T = T s at the phase change boundary, this gives
The change of phase at the liquid/vapour interface must now be accounted for. Assuming that the temperature in the gas core remains constant and neglecting the surface entropy and vapour recoil terms (which may easily be shown to be negligible), the standard Stefan condition (see, e.g. Rubinstein, 1971) asserts that
where the square brackets indicate the jump in the quantity that they enclose, λ is the latent heat of vapourization of the liquid (typically λ ∼ 600 kJ/kg) and D/Dt = ∂/∂t + q • ∇ is the usual material derivative. Using the non-dimensional scalings introduced earlier, we find that, for steady flow,
is a non-dimensional parameter that characterizes the transfer of mass from the liquid film into the gas core. Note that since by assumption only evaporation (and not condensation) is taking place and the liquid is superheated, necessarilyη > 0. Also, the definition ofη predictably implies that the mass transfer increases with increasing thermal conductivity and amounts of superheat but decreases with increasing liquid flow speed, liquid density and liquid latent heat.
From (2.4) we haveṁ = −ūhx +v, and thus
In dimensional form, (2.7) becomesṀ
This equation may be thought of as a mass transfer constitutive law that relates the interfacial mass fluẋ M to the temperature of the pipe wall and the other physical variables in the problem. For the operating conditions of interest, the typical parameter values given in Appendix A imply that, for a fluid layer of thickness 1 mm,η
indicating that, with a few degrees of superheat in the liquid, dryout will, as assumed, occur at an O(1) distance from the onset of the annular flow. A similar simple heat transfer analysis may also be carried out when the wall heat flux (rather than the wall temperature) is known. This givesṁ =η whereη = Lq/(λρU h 0 ) and q denotes the wall heat transfer so that kT y | y=0 = −q. Many other boundary conditions at the liquid metal/pipe wall interface may also be modelled. For simplicity, however, we shall henceforth consider only the mass transfer equation (2.7).
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Integral equation
It is now possible to close the model. Using (2.5), (2.6), (2.8) and the fact that p = p g at the liquid/ vapour interface, we conclude that, in dimensional variables,
This equation is more conveniently posed in terms of the non-dimensional variables defined earlier. We find that
9) whereθ = 3 Lρ ∞ U 2 ∞ /(μU ) characterizes the relative importance of the pressure variations in the gas core compared to those in the liquid layer. Using the values in Appendix A with a liquid layer thickness of 1 mm, we find thatθ ∼ 1.5, indicating that the Cauchy integral term is a leading-order effect that must be retained.
Some thought must be given both to the specification of boundary conditions for (2.9) and to how the problem may be set up to determine L. We note that (2.9) is a third-order NSIDE. There appears to be virtually no rigourous existence and uniqueness theory in the literature for such equations, and it is not immediately clear how many boundary conditions will be required to solve the equation and determine L, the length to dryout. Proceeding on the basis, however, that an nth-order singular integro-differential equation normally requires n +1 boundary conditions (one for each order and an 'inversion' conditionsee, e.g. Cuminato et al., 2007) , it seems sensible to impose the obvious boundary conditions on (2.9). These areh The first two of these conditions reflect the geometry of the problem, and the third insists that the pressure is finite at the onset of annular flow. The final condition (2.11) expresses the fact that the mass flux from the liquid film must be zero at the dryout point.
We shall see below that the boundary conditions (2.10) and (2.11) appear to be enough to specify a unique solution to (2.9). We shall also see in Section 2.6 that, as might be expected, an additional boundary condition is required to determine the length L to dryout. It is also worth noting that (2.9) depends only upon the two non-dimensional parametersτ /θ andη/θ .
Paradigm problem
Although the asymptotic and numerical solution of (2.9) with the boundary conditions (2.10) and (2.11) will be the subject of most of the remainder of this study, we pause at this stage to consider whether the boundary conditions (2.10) and (2.11) are appropriate for the problem and how L may be determined. Since (2.9) is awkward to work with, we shall make, for illustrative purposes, the (physically untenable) assumptions thatτ ∼ 2θτ * 0xh −2 andη ∼ η * 0hθ and ignore theh 3 /3 term multiplying the singular integral term in (2.9). The problem then becomes
where η * 0 and τ * 0 are constants. This paradigm problem, which will prove to be useful from a theoretical, asymptotic and numerical point of view, may be solved in closed form. By integrating and using the obvious analogous 'mass flow' condition to (2.11), we find that
Further rearranging, integrating, inverting using standard methods (see, e.g. Muskhelishvili, 1953) , applying the boundary conditionh (0) = 0 and finally integrating again and applyingh(0) = 1 and h(1) = 0, we thus havē
14)
where K = (τ * 0 + η * 0 )/2. It may easily be shown that (2.14) is the unique solution to (2.12) that satisfies the conditions (2.10) and the analogous condition to (2.11); the non-linear nature of (2.9) makes it unlikely, however, that it will ever be possible to establish uniqueness of the solution to the full problem.
We must now consider how to accomplish the major objective of this study and determine the length L of the dryout region. Clearly another boundary condition is required. Many specifications of the problem are possible, but we shall assume here that the pressure p g0 is known at the onset of annular flowx = 0. This condition is equivalent to prescribing the total mass flux in the pipe: for a positive mass flux we require p g0 < p ∞ . Thus,
Using the solution (2.14), we find that
and thus, for the paradigm problem,
Since the quantity p ∞ − p g0 is positive, the dryout length predicted by (2.15) is positive so long as η * 0 is not too large. For later reference, we note that, as far as the behaviour of (2.14) is concerned,
The solution is therefore non-monotone with h(0+)
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, so that h(1−) will be negative (and the solution will therefore be unphysical) if τ * 0 > η * 0 + 16/π . 3. We note that L increases as τ * 0 increases and decreases as η * 0 increases, both these results being physically reasonable. When the heat transfer is so large that 3η * 0 > τ * 0 + 32/π , the quantity L becomes negative and the solution again breaks down.
Though an exact solution was available for the paradigm problem, it may also be solved numerically. For brevity, the details are not given here. Although there are many accurate and efficient methods for solving linear singular integro-differential equations (see, e.g. Anderssen et al., 1980; Golberg, 1979; Krenk, 1975) , it is better to eschew such methods as they rely specifically on the linearity of the equation-and (2.9) is non-linear. In solving (2.12), two matters immediately become clear: first, regularization is crucial to deal with the conditions at x = 0 and x = 1, and second, knowledge of the asymptotic behaviour of the solution is extremely helpful for the development of good numerical schemes. We now deal with these matters for the full equation.
Asymptotic analysis of the governing equation
Following the discussion of Section 2.6, our first task is to determine the asymptotic behaviour of solutions to the full problem
with boundary conditions
There is little interest in the asymptotic behaviour of solutions near to the pointx = 0, for herehx is zero and there are no numerical difficulties. (It is relatively easy to show, however, that forx 1, h(x) ∼ 1 − O(x 3/2 ).) At the dryout point, however,h is zero and, as suggested by the paradigm problem, much more care is required. Here is evident that the termη/h on the right-hand side of (3.1) must balance with the first term on the left-hand side of the equation. Assuming thath(x) ∼Ā(1 −x) p asx → 1 (whereĀ is a positive constant and 0 < p < 1), we have
Now consider
where the constant R < 1 is chosen so that 1 − R 1 but 1 − x 1 − R. Rearranging, we find that
and, on setting 1 − ξ = (1 −x)u in the principal value integral, we obtain
Now using the standard result
we conclude that, providedh ξ is well behaved away fromx = 1 (which is, in any case, a physically sensible requirement), then, to leading order,
Equation (3.3) now yields p = 3/5 and thus, near the dryout pointx = 1, we havē .
Returning for a moment to dimensional variables, we find that, for
where Γ 3/2. The dependence of the gradient on the problem parameters is therefore as one might expect, for the length of the fluid region presumably increases with increasing λ (the greater the latent heat the harder it is to evaporate the fluid) and ρ ∞ U 2 ∞ (the free stream has more power), but decreases with increasing k(T w − T s ) (more wall heating) and ν (the fluid is more viscous and is therefore less inclined to flow). All these observations are correctly predicted by (3.5) since as L increases we expect the gradient near to x = L to decrease.
It is worth pointing out that, unlike in some previous studies (see, e.g. King & Tuck, 1993) , the infinite gradient of the solution atx = 1 is essentially a consequence of the evaporation model and cannot be removed simply by including the effects of surface tension. Specifically, inclusion of this term would lead to an asymptotic balance betweenS(h 3hxxx )x /3 (whereS = 3 σ/(μU ) and σ (N/m) is the fluid surface tension) andη/h nearx = 1. This givesh ∼ (1 −x) 4/5 and thus slightly reduces the strength of (but does not eliminate) the slope singularity. Note also that for the case of constant wall heat flux, it is easy to show thathx is still infinite at the dryout point. We therefore continue to ignore the effects of surface tension since, in any case, using the values in Appendix A, we haveS 1.
Problem reformulation and regularization
To allow a numerical scheme to be implemented, (3.1) and its associated boundary conditions (3.2) must be both reformulated and regularized. Integrating and using the mass flux condition atx = 1, before rearranging and integrating once again, we have
We now define
so that (4.1) may be rewritten as
By using standard inversion formulae for Cauchy integral equations (see, e.g. Muskhelishvili, 1953) , (4.2) may be inverted to givē
Now using the fact that
and imposing the boundary conditionhx (0) = 0, we find that
Integrating once again, using the boundary conditionh(0) = 1 and changing the order of integration, we find thath
Using the standard integral
and imposing the remaining boundary conditionh(1) = 0, we obtain C 3 = −1/π so that
From a numerical point of view, recasting the problem in this way is advantageous as there are now no singular integrals or derivatives in the equation. The problem may now be regularized by using the asymptotic information that was gathered in Section 3 by settingh(x) =H (ȳ), whereȳ 5/3 = 1 −x. We obtain the equation
and, of course, automatically H (0) = 0 and H (1) = 1.
Numerical method and results
We now present a numerical procedure for the solution of the final regularized problem (4.3). First, we divide the interval [0, 1] into n equally spaced subintervals [ȳ i ,ȳ i+1 ], where 1 i n andȳ 1 = 0, y n+1 = 1. Proceeding by collocation, we discretize (4.3) to obtain
To approximate the function F, we writē
where C τ = 5τ 2θ
and C η = 25η 3θ
. For convenience we henceforth omit the overbars and use a linear approximation for H over each subinterval
2), we denote the first integral by M(ξ ) and the second (double integral) by N (ξ ). For ξ ∈ [ξ j , ξ j+1 ], with 1 j < n, the integral M is approximated by
3) still holds, but the summation term is ignored. Here and henceforth the functions Ψ and Φ (which are integrals that can be calculated in closed form) are given by
For ξ ∈ [ξ j , ξ j+1 ], the function N is approximated for 1 j < n by 4) where once again the relevant summation terms should be ignored if j = n.
Numerical results
The expression (5.1) may now be used to define a direct iteration method to solve (4.3). If we start the iterative process by assuming that H is linear, then numerical experiments quickly suggest that convergence is easily obtained, though because of the non-linear nature of the problem it appears unlikely that rigourous convergence results will be available. Notwithstanding this, for each of the illustrative numerical results that are discussed below, all the usual tests were performed to ensure that the final solution was insensitive to the choice of initial approximation, the solution converged in a satisfactory manner as the number of grid points was increased and the known asymptotic properties of the solution were faithfully reproduced (the details are omitted for brevity). We note that the numerical solution depends only upon the parameters C τ and C η . Numerical experiments show that it is not possible to compute a numerical solution to the problem for all parameter pairs (C τ , C η ). The figures below show some representative results and how the numerical solution varies for various values of C τ and C η .
In Fig. 3 , a fixed value of C τ = 0.5 was used and solutions were computed for various values of C η . We note that a similar conclusion to that highlighted in Section 2.6 for the paradigm problem applies, namely that as the value of C η increases, the solution becomes non-monotone withh(0+) > 1. In Fig. 4 , a fixed value of C η = 0.5 was used and solutions were computed for various values of C τ . As C τ increases, it is clear that the general shape of solutions changes. For larger values of C τ , it is not possible to obtain a numerical solution. The scheme does not converge, and all attempts to run with different parameters, proceed by continuation from 'close by' solutions and weaken the convergence criteria fail. This suggests (but of course does not prove) that for these values of C τ the problem has no solution, and it is thus possible that the full problem shares with the paradigm problem the characteristic that the solution becomes negative (and therefore unphysical) near tox = 1. 
Determination of L
In this section, we address the major objective of this study, namely the determination of the dryout length L, and we also investigate how L depends on the parameters C τ and C η . L may be determined in an identical fashion to that employed in Section 2.6. We find that
Values of L were determined using (5.6) for the parameter values given in Appendix A, i.e. ρ ∞ = 171 kg/m 3 , U ∞ = 12 m/s, H 1 = 1, p ∞ = 200 × 10 5 Pa and p g0 = 199.9 × 10 5 Pa. Table 1 below shows the relationship between the length to the dryout point L and C τ when the parameter C η is set equal to 1. As might be expected from the results of Fig. 4 , an increase in C τ results in a decrease in the thickness of the liquid film. As a consequence we would expect that an increase in the traction parameterτ tends slowly but gradually to increase the liquid layer and hence the position of the dryout point. This tendency is confirmed by the results in Table 1.  Table 2 below shows the relationship between the length to the dryout point L and C η when the parameter C τ is set equal to 1. It can be inferred from Table 2 that, as we would expect, for C η 1 the mass transferη is small and dryout is delayed. By contrast, when C η 1 the mass transfer is so high that the liquid film cannot be established and dryout occurs immediately, leading to unphysical results.
Discussion and conclusions
In this study, we have proposed a model to determine the flow in an LMFBR boiler pipe. The key physical item of interest, namely the length to the dryout point, emerges from the model as a result of the flow calculation. The numerical results that are given in Section 5 suggest that the values that are calculated for L are physically reasonable. Interestingly, the results also exhibit remarkably similar trends as the results from a much more artificial (but much easier) paradigm problem. The work that has been carried out also has some purely numerical implications. Equations such as (3.1) still present a numerical challenge. Though similar equations have been solved in a few previous studies (see, e.g. Fitt & Wilmott, 1994; Fitt & Pope, 2001) , the solution of such problems is by no means yet routine. Once again, the results of this study emphasize that careful asymptotic analysis and regularization are crucial for numerical success.
It is worth noting that we could have taken a completely different approach to the problem by treating it as a classical partial differential equation problem rather than by choosing, as we did, to formulate the free boundary problem in terms of an integro-differential equation. The advantage of our approach is that it allows the entire problem to be reduced to a single (albeit complicated) equation. Once this is solved, everything is known. Though it would clearly have been possible to use a purely numerical approach in solving the governing partial differential equations, the free boundary would have required careful treatment.
Of course, some major assumptions have been made in the model presented above. One might argue that, for practical purposes, it may be simpler just to measure the dryout point, but the safety constraints of an LMFBR make this a daunting experimental task. The model presented above not only provides key information about how changes in the upstream pipe flow might be expected to influence the position of the dryout point but also describes how the key physical parameters in the problem influence the position of the dryout point. It also identifies the (relatively small) number of non-dimensional parameters that determine the flow.
It should also be noted that the model presented above is a steady version of an unsteady problem. One might wonder whether the full unsteady problem has stable solutions. Though this matter was partially addressed in Mphaka (2000) , it is clear that more work still needs to be carried out on the time-dependent problem.
Finally, it is worth pointing out that nuclear power is rapidly becoming fashionable again. Though the Douneray LMFBR was shut down in 1994 (along with the rest of the UK's LMFBR programme), it seems distinctly possible that, at some time in the not too distant future, fast breeder reactors may once again be operating in the UK to provide a commercial source of power. 
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