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A PHASE TRANSITION IN THE COMING DOWN FROM INFINITY
OF SIMPLE EXCHANGEABLE FRAGMENTATION-COAGULATION
PROCESSES.
CLE´MENT FOUCART
Abstract. We consider the class of exchangeable fragmentation-coagulation (EFC)
processes where coagulations are multiple and not simultaneous, as in a Λ-coalescent, and
fragmentation dislocates at finite rate an individual block into sub-blocks of infinite size.
We call these partition-valued processes, simple EFC processes, and study the question
whether such a process, when started with infinitely many blocks, can visit partitions
with a finite number of blocks or not. When this occurs, one says that the process comes
down from infinity. We introduce two sharp parameters θ? ≤ θ? ∈ [0,∞], so that if
θ? < 1, the process comes down from infinity and if θ? > 1, then it stays infinite. We
illustrate our result with regularly varying coagulation and fragmentation measures. In
this case, the parameters θ?, θ? coincide and are explicit.
1. Introduction and main results
Fragmentation and coagulation are natural phenomena that can be observed in many
different contexts. We refer to Bertoin [Ber06] and Pitman [Pit06] for an introduction to
exchangeable fragmentations and coalescents. These processes form random systems of
disjoint subsets, so-called blocks, covering N := {1, 2...}, evolving either by fragmentations
of blocks or by coagulations of two or more blocks. By exchangeability, it is meant that
the rate of coalescence only depends on the number of subsets that are merging and not on
their constituent elements. Similarly, blocks fragmentate into sub-blocks independently
of each other, with a same rate.
One striking feature of pure exchangeable coalescents lies in the so-called “coming
down from infinity”. This phenomenon states that, altough started from a partition
with infinitely many blocks, the coalescent process reaches a partition with only a finite
number of blocks. This phenomenon has a received a great deal of attention in the last two
decades. The most important results in this respect are certainly Schweinsberg’s necessary
and sufficient condition, [Sch00b], for the coming down from infinity of coalescents with
no simultaneous coagulations, and the study of their speed of coming down from infinity
by Berestycki et al. [BBL10] and Limic and Talarczik [LT15].
Most studies have been carried out for processes of pure fragmentation or pure co-
agulation. However many natural stochastic particle models, ranging from physics to
mathematical genetics, evolve in time by both fragmentation and coalescence. We refer
for instance to Aldous’s review [Ald99, Sections 1.4 and 1.5] for a list of applications.
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2 CLE´MENT FOUCART
The purpose of this article is to consider the coming down from infinity phenome-
non for exchangeable fragmentation-coagulation (EFC) processes. These partition-valued
processes have been introduced by Berestycki in [Beres04]. Any EFC process is charac-
terized in law by two exchangeable σ-finite measures, µFrag and µCoag on P∞, the space
of partitions of N, governing respectively the fragmentation and the coagulation in the
system.
We stress that in the literature the terminology “coming down from infinity” has been
used in different contexts and often includes the assumption that the boundary ∞ is
inaccessible for the process under study. We do not assume this here and when an EFC
process comes down from infinity, it may also return to a partition with infinitely many
blocks at some other positive time.
In his seminal paper, Berestycki has shown, see [Beres04, Theorem 12], that when the
fragmentation occurs at infinite rate, namely µFrag(P∞) =∞, the EFC process may have
finitely many blocks only at times of exceptional coalescence in which, instantaneously,
infinitely many blocks are merged into a finite number. It leads naturally to discard these
cases for a further study of the block-counting process. In this direction, Kyprianou et al.
[KPRS17] have recently studied a particular extreme example, the so-called “fast” EFC
process, where pairwise coagulations occur at rate ck > 0, as in the Kingman coalescent,
and fragmentation splits any individual block into its constituent elements at finite rate
λ, creating thus infinitely many singletons blocks. They establish a nice phase transition
phenomenon, see [KPRS17, Theorem 1.1] stating that the “fast”-EFC process comes down
from infinity if and only if θ := 2λ
ck
< 1.
We will investigate such properties for a class of EFC processes with less extreme
fragmentation and coagulation mechanisms. We call them simple EFC processes and
describe them now briefly. We assume that the fragmentation measure is finite, i.e.
µFrag(P∞) <∞, and is supported by the partitions with no singleton blocks
µFrag({pi; pi contains a singleton block}) = 0.
As we shall notice in the sequel, since the measure µFrag is exchangeable, the condition
above is equivalent to
(1.1) µFrag({pi; #pii <∞ for some i ≤ #pi}) = 0
where we have denoted by #pii the number of elements in the block pii and #pi the num-
ber of blocks in the partition pi. We assume furthermore that there are no simultaneous
multiple coagulations of blocks, nor coagulation of all blocks at once. Under this latter
assumption, coalescences occur as in a Λ-coalescent. The measure Λ, governing coales-
cences, stands for a finite Borel measure on [0, 1) of the form
Λ(dx) := x2νCoag(dx) + ckδ0
where ck ≥ 0 is the Kingman parameter, driving pairwise coagulations, and νCoag is a Borel
measure 1 on (0, 1), driving multiple coagulations and satisfying
∫ 1
0
x2νCoag(dx) <∞.
We shall establish in the forthcoming Section 2.3 that if (Π(t), t ≥ 0) is a simple EFC
process, then its number of blocks (#Π(t), t ≥ 0) is a Markov process with the following
transitions:
1We shall also call coagulation measure, the measure νCoag, but this should not cause any confusion.
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• from n to n+ k, with k ∈ N¯ := N ∪ {∞}, at rate nµ(k) where
µ(k) := µFrag({pi, #pi = k + 1}),
• from n to n− k + 1, with 2 ≤ k ≤ n, at rate (n
k
)
λn,k where
λn,k :=
∫ 1
0
xk−2(1− x)n−kΛ(dx) = ck1k=2 +
∫ 1
0
xk(1− x)n−kνCoag(dx).
Note that the measure µ is by definition the image of µFrag by the map pi 7→ #pi − 1
and that µ(∞) can be positive. A simple use of the exchangeability property, see the
forthcoming background section, ensures that µ can be any finite measure on N¯.
Some simple EFC processes have already been studied in the literature when there are
no multiple coagulations (namely νCoag ≡ 0) but only binary coalescences at rate ck > 0.
Under the additional assumption that µ(∞) = 0, Berestycki [Beres04, Section 5] and
Lambert [Lam05, Section 2.3] have observed that the process (#Π(t), t ≥ 0) has the same
transitions as a discrete logistic branching process. A sufficient condition over µ (entailing
µ(∞) = 0) for coming down from infinity (and also non-explosion) of the EFC process,
see [Beres04, Proposition 15], was derived from this observation.
Our main aim is to study the coming down from infinity for the whole class of simple
EFC processes. We will find sharp parameters measuring, in some sense, how fragmenta-
tion interplays with the coagulations and obtain a general phase transition phenomenon
for coming down from infinity.
Plainly if the pure Λ-coalescent process stays infinite, then any EFC process with
coalescences driven by Λ stays infinite. We work therefore, without loss of generality,
under the assumption that the pure coalescent comes down from infinity (CDI for short).
Recall Schweinsberg’s condition for CDI. For any n ≥ 2, set
(1.2) Φ(n) :=
n∑
k=2
(
n
k
)
λn,k(k − 1).
This is the rate at which the number of blocks is decreasing when the pure Λ-coalescent
process starts from n blocks. The pure Λ-coalescent CDI if and only if
(1.3)
∑
n≥2
1
Φ(n)
<∞ (Schweinsberg’s condition).
Fundamental properties of Λ-coalescents and of the function Φ are recalled in Section 2.2.
Denote by (Π(t), t ≥ 0) a simple EFC process. Recall the definition of the measure µ
and for any k ≥ 1, let µ¯(k) be its tail µ¯(k) := µ({k, k + 1, · · · }).
Theorem 1.1. Assume (1.3) and #Π(0) =∞. Set
(1.4) θ? := lim inf
n→∞
∞∑
k=1
nµ¯(k)
Φ(k + n)
∈ [0,∞] and θ? := lim sup
n→∞
∞∑
k=1
nµ¯(k)
Φ(k + n)
∈ [0,∞].
If θ? < 1 then the process comes down from infinity. If θ? > 1 then the process stays
infinite.
The proof of Theorem 1.1 is based on different coupling of the partition-valued process
(Π(t), t ≥ 0) and is postponed in Section 3.
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Note that if θ? = 0, the process comes down from infinity and if θ? = ∞, it stays
infinite. When both parameters agree, namely θ? = θ?, we shall denote their common
value simply by θ. A phase transition will occur at θ, between the regime where the
process stays infinite and the regime where it visits partitions with a finite number of
blocks.
As a first application of Theorem 1.1, we study the case where the fragmentation splits
blocks into infinitely many sub-blocks and show that only coalescences with a Kingman
component can make the process come down from infinity.
Corollary 1.2. Assume µ = λδ∞ and consider any measure Λ satisfying (1.3).
- If ck > 0 then θ = 2λ/ck.
- If ck = 0, then θ =∞ and the process stays infinite.
Remark 1.3. The phase transition is similar as the one observed in the “fast”-EFC process
in [KPRS17]. We mention that it is shown in [KPRS17, Theorem 1.1] that the “fast”
EFC process stays infinite in the case θ = 1. See also the forthcoming Remark 3.9 for the
particular case when only binary coagulations are allowed.
In the same fashion, the next corollary ensures that when there are binary coagulations,
namely ck > 0, then a finite fragmentation measure with no mass on the partitions with
infinitely many blocks, i.e. µ(∞) = 0, will never prevent the EFC process to come down
from infinity.
Corollary 1.4. Assume µ(∞) = 0 and consider any measure Λ satisfying (1.3). The two
following conditions entail that the process comes down from infinity:
(1) If ck > 0 then θ = 0
(2) If
∑∞
k=2
k
Φ(k)
µ¯(k) <∞, then θ = 0.
Remark 1.5. The series convergence in (2) is a tractable sufficient condition, however it is
far from being necessary. For instance, when Λ = ckδ0, Φ(k) = ck
(
k
2
)
for all k ≥ 2 and one
can check that condition (2) coincides with a log-moment condition on µ, altough we know
by (1) that such a moment assumption is not necessary. Note also that (k/Φ(k), k ≥ 2)
is always bounded, so that if µ admits a first moment, then (2) is clearly fulfilled and the
process comes down from infinity.
The parameters θ? and θ?, in their very definition (1.4), are rather intricate. We will
provide in Section 4 sufficient conditions entailing either θ? = 0, θ? = ∞ or θ? and
θ? ∈ (0,∞), see the forthcoming Lemma 4.1. This enables us in particular to find classes
of EFC processes with θ? = θ
? = θ ∈ (0,∞).
Proposition 1.6. Assume Φ(n) ∼
n→∞
dn1+β and µ¯(n) ∼
n→∞
λ
nα
, with α > 0, β ∈ (0, 1).
We have the following three cases
(1) β < 1− α then θ =∞ and the process stays infinite,
(2) β > 1− α then θ = 0 and the process comes down from infinity,
(3) β = 1− α then Φ(n) ∼
n→∞
dn2−α and one has
θ =
λ
d(1− α) ∈ (0,∞).
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Remark 1.7. Important examples of coagulation measures satisfying Φ(n) ∼
n→∞
dn1+β for
some d > 0 and β ∈ (0, 1) are measures Λ of the Beta form
(1.5) νCoag(dx) = x
−2Λ(dx) =
c
Beta(1− β, a)x
−β−2(1− x)a−1dx
with a > 0 and c > 0. In this case, the factor constant d is c Γ(a−β+1)
Γ(a)β(β+1)
and when β = 1−α,
the phase transition occurs at
θ =
(2− α)λ
c
Γ(a)
Γ(a+ α)
∈ (0,∞).
Heuristically, by letting α towards 0, one recovers θ = 2λ
c
the parameter of the phase
transition in the case µ(∞) = λ and ck = c.
We also consider the case of EFC processes with “slower” coalescences.
Proposition 1.8. Assume Φ(n) ∼
n→∞
dn(log n)β with β > 1, and µ¯(n) ∼
n→∞
λ (logn)
α
n
with
α ∈ R and λ > 0. One has the following three cases
(1) β < 1 + α then θ =∞ and the process stays infinite,
(2) β > 1 + α then θ = 0 and the process comes down from infinity,
(3) β = 1 + α then Φ(n) ∼
n→∞
dn log(n)1+α and one has
θ =
λ
d(1 + α)
∈ (0,∞).
We will explain in Section 2.2 how to construct coagulation measures in order to have
the equivalences Φ(n) ∼
n→∞
dnβ+1 with β > 0 or Φ(n) ∼
n→∞
dn(log n)β for β ∈ (1,∞).
The paper is organized as follows. In Section 2, we provide some background on ex-
changeable random partitions, recall the definition of an EFC process, and in particular
explain its Poissonian construction. We focus then on simple exchangeable coalescents and
simple EFC processes. We show in Section 2.3 that the number of blocks (#Π(t), t ≥ 0)
has the same dynamics as explained in the introduction. Section 3 is devoted to the proof
of Theorem 1.1. The proof is based on different couplings on the space of partitions. We
show Corollary 1.2, Corollary 1.4, Proposition 1.6, Proposition 1.8 in Section 4.
2. Background on exchangeable coalescence-fragmentation processes
2.1. Exchangeable random partitions and EFC processes. We refer to Bertoin’s
book [Ber06, Section 2.3 in Chapter 2] for background on exchangeable random partitions.
For any n ∈ N∪{∞}, a partition of [n] := {1, 2, · · · , n} is a collection pi = {pi1, pi2, · · · }
of subsets of N satisfying pii∩pij = ∅ when i 6= j and ∪∞i=1 pii = [n]. By convention, we list
the blocks of the partition pi in the order of their least element. Namely, if pii is the i-th
block of pi, then for any i ≤ j, min pii ≤ min pij. We denote by Pn the space of partitions
of [n]. In particular, P∞ is the set of partitions of [∞] = N. Any partition pi ∈ Pn can
also be represented as an equivalence relation
pi∼ over [n] by stating
i
pi∼ j if and only if i, j belong to the same block of pi.
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For any n ∈ N¯ := N ∪ {∞}, set 0[n] := {{1}, · · · , {n}} and 1[n] := {[n]}. For any m ≥ n
and pi ∈ Pm, we denote by pi|[n] the restricted partition (pii ∩ [n], i ≥ 1). We endow P∞,
with the compact metric
d(pi, pi′) =
(
max{n ≥ 1, pi|[n] = pi|[n]}
)−1
.
For any partition pi, we denote by #pi the number of its non-empty blocks. We stress that
(#pi|[n], n ≥ 1) increases towards #pi. Note however that the map # is not continuous with
respect to d, as for instance if pi(n) := {[n], {n+1}, · · · }, then lim
n→∞
d(pi(n), 1N) = lim
n→∞
1
n
= 0
and pi(n) converges to 1N, even though #pi
(n) =∞ and #pi = 1. However, when #pi =∞
and lim
n→∞
d(pi(n), pi) = 0, we have that (#pi(n), n ≥ 1) goes towards #pi =∞.
Consider the two following operations of coagulation and fragmentation.
Definition 2.1. Let pi ∈ Pn and pi′ ∈ Pm and k ∈ N.
• If #pi ≤ m then we call coagulation of pi by pi′ and write Coag(pi, pi′) the partition
of [n] given by
Coag(pi, pi′) := { ∪
j∈pi′i
pij ; i ≥ 1}.
• If #pi ≥ k, then we call fragmentation of the k-th block of pi by pi′ and write
Frag(pi, pi′, k) the partition of [n] given by
Frag(pi, pi′, k) :=
({pii ; i ∈ [|1,#pi|] \ {k}} ∪ {pik ∩ pi′j , j ≥ 1})↓
where the notation (. . . )↓ means that we are reindexing by their least element the
collection of sets formed by the sub-blocks of pik according to pi
′ and all pii for i 6= k.
For instance, let pi = {{1, 3}, {2, 5}, {4}}, pi′ = {{1}, {2, 3}}. Then,
Coag(pi, pi′) = {{1, 3}, {2, 4, 5}}, and
Frag(pi, pi′, 1) = {{1, 3} ∩ {1}, {1, 3} ∩ {2, 3}, {2, 5}, {4}}↓
= {{1}, {2, 5}, {3}, {4}}.
For any partition pi, for which it makes sense, one has Coag(pi, 0[n]) = Coag(0[n], pi) = pi
and Frag(pi, 1[n], j) = pi.
Let σ be a permutation of N with finite support. Namely there is n ∈ N such that
for any m ≥ n, σ(m) = m. The permutation σ acts on P∞ as follows. We define the
partition σpi by the equivalence relation i
σpi∼ j if and only if σ(i) pi∼ σ(j). We now recall
some elements about exchangeable random partitions. From now on, we shall work on
the space P∞ equipped with the Borelian σ-field generated by d.
Definition 2.2. A random partition of N is said to be exchangeable if its law is invariant
under the action of permutation: for any permutation σ with finite support the random
partitions σpi and pi have the same law.
A generic example of exchangeable random partition is the so-called paint-box. Define
the infinite simplex
Pm :=
{
(s1, s2, ...); s1 ≥ s2 ≥ ... ≥ 0,
∞∑
i=1
si ≤ 1
}
.
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Let s ∈ Pm and set s0 = 1−
∑∞
i=1 si. Partition the interval [0, 1− s0] into subintervals of
length (si, i ≥ 1). Let (Ui, i ≥ 1) be an i.i.d sequence of uniform random variables over
[0, 1]. The s-paintbox is the random partition pi defined by letting i and j in the same
block if and only if Ui and Uj fall into a same subinterval of [0, 1− s0]. When Ui falls into
the dust, namely [1 − s0, 1], the integer i forms a singleton block of the partition pi (see
Figure 1).
0 11− s0
U5 U2 U4U1
U4
U3
pi|[5] = {{1, 3}, {2, 5}, {4}}
Figure 1. paint-box
We denote by ρs the law of the random partition pi. Clearly this random partition is
exchangeable, and its law ρs does not depend on the locations of the subintervals of [0, 1],
(including the subinterval [1− s0, 1]). Reciprocally, Kingman has shown in [Kin78], that
any exchangeable random partition has the same law as a mixture of paint-boxes. Namely
if pi is a random exchangeable partition then
P(pi ∈ ·) =
∫
Pm
ρs(·)ν(ds)
where ν is a probability measure over Pm. The probability measure ν corresponds to the
law of the ranked asymptotic frequencies of pi: |pi|↓ = (|pii|, i ≥ 1)↓ with
|pii| = lim
n→∞
#(pii ∩ [n])
n
a.s.
We refer to [Ber06, Proposition 2.8 and Theorem 2.1 page 100] for fundamental properties
of random exchangeable partitions. We shall remind us the following generic properties of
an s-paint box. If s0 = 0, then pi has no singleton block and each block has infinitely many
elements. If moreover, si > 0 for all i ≥ 1, then pi has infinitely many blocks. Lastly,
if there is k such that for all i ≥ k, si = 0, then the partition has at most k blocks. If
s0 > 0, infinitely many random variables Ui will fall in [1− s0, 1] almost-surely and there
are infinitely many singletons (the so-called dust).
Last, recall that if pi and pi′ are two independent exchangeable random partitions then
Coag(pi, pi′) is also exchangeable. Similarly, if, one chooses uniformly at random (in a
loose sense) a block k among those of pi and splits it with pi′, the random partition
Frag(pi, pi′, k) is exchangeable. This preservation of the exchangeability property naturally
leads Berestycki [Beres04] to consider the following class of processes.
Definition 2.3 (Definition 1 in [Beres04]). An exchangeable Fragmentation-Coagulation
process is a process (Π(t), t ≥ 0) valued in P∞ satisfying the properties:
• For any t ≥ 0, Π(t) is exchangeable.
• For any n ∈ N, the process (Π|[n](t), t ≥ 0) is a ca`dla`g Markov chain valued in Pn
evolving by fragmentation of one of its block or by coagulation.
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Berestycki in [Beres04, Proposition 4] shows that any EFC process is characterized in
law by four parameters (ck, ce, νCoag, νDisl) where ck ≥ 0, ce ≥ 0 and νCoag, νDisl are positive
σ-finite measures on Pm, respectively called the coagulation and dislocation measures.
Those measures satisfy the following conditions∫
Pm
(∑
i≥1
s2i
)
νCoag(ds) <∞ and
∫
Pm
(
1−
∑
i≥1
s2i
)
νDisl(ds) <∞
and
νCoag({0, 0, · · · }) = 0, νDisl({1, 0, · · · }) = 0.
The coefficients ck and ce are called the Kingman coefficient and erosion coefficient.
We now briefly reexplain the Poisson construction of EFC processes. We refer to
Berestycki [Beres04, Section 3.2]. Define the σ-finite exchangeable measures
(2.6) µCoag(dpi) := ck
∑
1≤i<j
δK(i,j) +
∫
Pm
ρs(·)νCoag(ds)
with K(i, j) the partition with for only non-singleton block {i, j} and
(2.7) µFrag(dpi) := ce
∑
i≥1
δe(i) +
∫
Pm
ρs(·)νDisl(ds)
with e(i) the partition {N \ {i}, {i}}.
Denote by # the counting measure over N. Consider two independent Poisson point
process PPPC =
∑
t>0 δ(t,pic) and PPPF =
∑
t>0 δ(t,pif ,k) respectively on R+ × P∞ and
R+ ×P∞ ×N with intensity dt⊗ µCoag(dpi) and dt⊗ µFrag(dpi)⊗#(dk) respectively. Let
pi be an independent exchangeable random partition. For any n ≥ 1, set Πn(0) = pi|[n]
and construct the process (Πn(t), t ≥ 0) as follows.
• Coalescence: at an atom (t, pic) of PPPC such that pic|[n] 6= 0[n]:
Πn(t) = Coag(Πn(t−), pic|[n]).
• Fragmentation: at an atom (t, pif , k) of PPPF , such that pif|[n] 6= 1[n] and k ≤ n−1,
Πn(t) = Frag(Πn(t−), pif|[n], k).
The sequence of Markov chains (Πn(t), t ≥ 0, n ≥ 1) is compatible in the sense that for
any m ≥ n
(Πm(t)|[n], t ≥ 0) = (Πn(t), t ≥ 0) a.s.
This compatibility property entails the existence of a process (Π(t), t ≥ 0) taking values
in the uncountable state space P∞ such that for any n ≥ 1, Π|[n] = Πn.
Among other results, Berestycki [Beres04, Corollary 6, Theorem 8] has established that
the process (Π(t), t ≥ 0) is a ca`dla`g Feller process. As for pure coalescent processes, the
following zero-one law holds.
Lemma 2.4 (Zero-one law). Set τ∞ := inf{t > 0; #Π(t) < ∞}, then under the assump-
tion µCoag({pi,#pi <∞}) = 0, one has either P∞(τ∞ = 0) = 1 or P∞(τ∞ =∞) = 1.
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Proof. Note that only coagulation events are involved in the coming down from infinity
of an EFC process. One can follow verbatim, Schweinsberg’s proof for pure exchangeable
coalescents, see [Sch00a, Lemma 31]. We only sketch the main ideas. The random time τ∞
is a stopping time and since (Π(t), t ≥ 0) is a Feller process, then by Blumenthal’s zero-
one law, one has P(τ∞ = 0) ∈ {0, 1}. It remains to show that the event {τ∞ ∈ (0,∞)} has
probability zero. On this event, if Π(τ∞−) =∞ and Π(τ∞) <∞ then τ∞ must be an atom
of PPPC . This event is ruled out since by assumption µCoag({pi ∈ P∞,#pi <∞}) = 0 and
all partitions atoms have infinitely many blocks. The event {τ∞ ∈ (0,∞), #Π(τ∞−) <
∞} has also probability zero, see [Sch00a, page 40]. Summing up these two facts allows
us to conclude that P(τ∞ ∈ (0,∞)) = 0. 2
As explained in the introduction, we shall classify the boundary ∞ as follows.
Definition 2.5. Assume #Π(0) =∞. We say that
• the process stays infinite if:
#Π(t) =∞ for any t ≥ 0 a.s.
• the process comes down from infinity if
∃t > 0; #Π(t) <∞ = 1 a.s.
2.2. Exchangeable coalescent processes and their number of blocks. Pure ex-
changeable coalescent processes, namely EFC processes with µFrag ≡ 0, have received a
lot of attention. We refer to the seminal papers of Pitman [Pit99], Schweinsberg [Sch00a],
Sagitov [Sag99] and Mo¨hle and Sagitov [MS01]. See also Berestycki’s book [Beres09,
Chapters 3 and 4] for a recent account on fine properties of the so-called Λ-coalescents.
It is worth noticing that the number of blocks in any pure exchangeable coalescent
has decreasing sample paths. If the coalescent comes down from infinity, in the sense of
Definition 2.5, then it stays finite at any positive time a.s. This is a striking difference
with the block counting process of an EFC process whose sample paths are not monotone.
Only sufficient conditions entailing CDI are known for a general coagulation measure
νCoag carried over Pm (Ξ-coalescents), see Herriger and Mo¨hle [MH12]. For sake of simplic-
ity, we focus now on coalescences in which there are no simultaneous multiple collisions
and no coagulation of all blocks at once. Namely those satisfying
(2.8) ck ≥ 0, νCoag({s ∈ Pm; s2 > 0}) = 0, νCoag({s ∈ Pm; s1 = 1}) = 0.
Since νCoag is carried over {s ∈ Pm; s2 = 0}, the measure νCoag can be considered as a
measure on [0, 1] and the atoms of the Poisson point process PPPC have partitions with
only one non-singleton block. When moreover ck = 0, it is often useful to describe the
coalescent part of Section 2.1 as follows. Associate to each atom (t, pic) of PPPC , the
sequence of random variables (Xk)k≥1 defined by
Xk = 1 if {k} is not a singleton block of pic and Xk = 0 otherwise.
By assumption (2.8) and by definition, we have
k
pic∼ `⇐⇒ Xk = X` = 1.
Given |pic|↓ = x ∈ (0, 1), (Xk)k≥1 is a sequence of i.i.d Bernoulli random variables with
parameter x. The coalescence event occurring at time t:
Π|[n](t) = Coag(Π|[n](t−), pic|[n])
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can now be described as follows: all blocks of Π|[n](t−) whose index k ≤ #Π|[n](t−)
satisfies Xk = 1, merge together. We refer for instance to [Beres09, Theorem 3.2 and
Corollary 3.1], in particular to see how to incorporate binary coalescences when ck > 0.
A coalescent process whose coagulation measure satisfied (2.8) is often called in the lit-
erature a Λ-coalescent. The prefix Λ stands for the finite measure Λ := ckδ0 +x
2νCoag(dx)
and characterizes the law of the process. More precisely, the process (Π(t), t ≥ 0)
is characterized in law by the jumps rates of its restrictions, namely by the sequence
(λn,k, 2 ≤ k ≤ n)n≥2 defined by
λn,k := µCoag({pi; the non-singleton block of pi|[n] has k elements})
= ck1{k=2} +
∫ 1
0
xk(1− x)n−kνCoag(dx).(2.9)
As recalled in the Introduction, Schweinsberg [Sch00b] has established a necessary and
sufficient condition for coming down from infinity of Λ-coalescents. Recall Φ(n) defined
in (1.2), binomial calculations, see [Sch00b], yield the following other expression of Φ(n).
For any n ≥ 2,
(2.10) Φ(n) = ck
(
n
2
)
+
∫
]0,1]
(nx− 1 + (1− x)n) νCoag(dx).
From this identity it is not difficult to verify that (Φ(n)/n, n ≥ 1) is non-decreasing.
One can also check analytically that Φ(n) ∼
n→∞
Ψ(n) with Ψ the function of the Le´vy-
Khintchine form :
(2.11) Ψ(u) =
ck
2
u2 +
∫ 1
0
(
e−xu − 1 + ux) νCoag(dx).
See for instance [MH12, Lemma 3.3].
A first consequence of this latter equivalence is that the condition of coming down
from infinity (1.3) is equivalent to the integrability condition
∫∞
2
du
Ψ(u)
<∞. See [Beres09,
Section 4.3] for some probabilistic interpretation of this equivalence in the stable case.
One other interest in using Ψ instead of Φ is that we can easily apply Tauberian
theorems to find equivalent of Ψ (and then of Φ) when the measure νCoag has some
properties of regular variation. The following is a direct application of the Tauberian
theorem (see e.g. [Ber96, Page 10]). For any x ∈ (0, 1], set ν¯Coag(x) := νCoag([x, 1]) and
ν¯Coag(x) :=
∫ 1
x
ν¯Coag([v, 1])dv. If ν¯Coag(x) ∼
x→0
xρ−1L(x)
Γ(ρ)
for some ρ ∈ (0,∞) and L a slowly
varying function then
Ψ(u) ∼
u→∞
u2−ρL(1/u).
For instance, assume that νCoag(dx) = f(x)dx with f such that f(x)x
2+β −→
x→0
c > 0 with
β ∈ (0, 1). Then, by letting ρ = 1− β, one gets that
Φ(n) ∼
n→∞
cβn
β+1
with cβ =
Γ(1−β)
β(β+1)
. Applying now the Tauberian theorem with ρ = 1 and L(x) = log(1/x)β
gives that any coagulation measure νCoag for which ν¯Coag(x) ∼
x→0
c log(1/x)β satisfies
Φ(n) ∼
n→∞
cn(log n)β.
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The conditions that bear on the function Φ of Proposition 1.6 and Proposition 1.8 are
therefore satisfied for the coagulation measures constructed above.
Remark 2.6. In general, the Le´vy-Khintchine function Ψ may have different upper and
lower indices at∞. We refer to Bertoin’s lecture notes [Ber99, Chapter 5] for the definition
of these indices and for seeing how to construct a Lvy measure νCoag providing such a
function Ψ. In this case, the parameters θ? and θ? might not coincide, but we shall not
consider further this question here.
2.3. Simple EFC processes. Recall (2.8) and its meaning in terms of coalescence. We
now introduce the so-called simple EFC processes. Since any block in an exchangeable
random partition of N is either singleton or infinite, the condition (1.1) is equivalent to
the assumption that µFrag is supported by partitions with no singletons.
Definition 2.7. An EFC process is called simple if its coagulation measure satisfies (2.8)
and if its fragmentation measure has finite total mass and is supported by partitions with
no singletons.
According to (2.7), the first assumption on the fragmentation measure, µFrag(P∞) <∞,
is equivalent to
(2.12) ce = 0 (no erosion coefficient) and νDisl(Pm) <∞.
The second assumption on its support (1.1) is equivalent to having a dislocation measure
supported by ∪k∈N¯Pkm where for any k ∈ N¯
Pkm :=
{
s ∈ Pm; si > 0, ∀i ∈ [k + 1],
k+1∑
i=1
si = 1
}
.
By Kingman’s paint-box representation, see Figure 1, if pif is an atom of PPPF then, on
the event {|pi|↓ ∈ Pkm}, one has #pif = k + 1 almost-surely. We stress that we allow the
value k =∞, so that fragmentation into infinitely many pieces are possible.
Recall µ(k) := µFrag(#pi = k + 1) = νDisl(Pkm), for any k ∈ N¯ and λn,k defined in (2.9).
Lemma 2.8. The process (#Π(t), t ≥ 0) is a right-continuous Markov process. Condi-
tionally on #Π(0) = n ∈ N, its generator acts on any map g : N 7→ R+ as follows
(2.13)
Lg(n) =
n∑
k=2
(
n
k
)
λn,k[g(n−k+1)−g(n)]+n
∞∑
k=1
µ(k)[g(n+k)−g(n)]+nµ(∞)(g(∞)−g(n)).
Proof. The right-continuity follows from the same argument as [KPRS17, Proposition
2.4]. The form of the generator will be deduced from the Poisson construction. The
part with negative jumps corresponds to the generator of the number of blocks in a Λ-
coalescent started from a partition with n blocks. We refer for instance to [Ber06, page
203] and focus on the positive jumps. Let n ∈ N and pi be a partition with n blocks.
Assume Π(0) = pi. Let m ∈ N¯. Consider an atom (t, pif , j) of PPPF . The atom (t, pif , j)
is seen by Π|[m](t−) if j ≤ #Π|[m](t−). By definition of the fragmentation operator, see
Definition 2.1, we have
(2.14) #Π|[m](t) = #Π|[m](t−)− 1 + #{Πj(t−) ∩ pifi ∩ [m], 1 ≤ i ≤ #pif}.
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Let m =∞, first observe that if #Π(t−) =∞ then #Π(t) =∞ and t is not a jump time
(by independence of the Poisson point processes it cannot be a coalescence time). Note
that when #Π(t−) <∞, each block of the partition Π(t−) is infinite a.s. Otherwise, the
partition at time t, just after the fragmentation, would contain blocks of finite size or a
finite number of singletons, which is not possible, since Π(t) is exchangeable.
Notice that by the Poisson construction, Πj(t−) is independent of pif . Assume first
#pif = k + 1 with k ∈ N. So that, for any i ∈ [k + 1], |pifi | > 0 almost-surely. Let
(U`, ` ≥ 1) be a sequence of i.i.d uniform random variables on [0, 1], independent of
Πj(t−). By the paintbox representation of pif , and since #Πj(t−) =∞, one has
P(Πj(t−) ∩ pifi = ∅) = P(∀` ∈ Πj(t−), U` is not in a subinterval of length |pii|) = 0.
Therefore #{Πj(t−)∩pifi , 1 ≤ i ≤ #pif} = #pif = k+ 1, and the right hand side of (2.14)
equals n + k. Recall the intensity of PPPF , µFrag(dpi) ⊗#(dj). When #Π(t−) = n, the
process jumps to n+ k at rate
nµFrag({pi, #pif = k + 1}) = nνDisl(Pkm) = nµ(k).
In the case #pif =∞, by assumption 2.3 and |pifi | > 0 for all i (namely there is no dust in
pif ), the same argument shows that the r.h.s in (2.14) is infinite. In this case, the process
jumps from n to ∞. Finally, one sees that the rate of jump from n to ∞ is given by
nνDisl(P∞m ) where we recall P∞m := {s ∈ Pm; si > 0 for all i and
∑∞
i=1 si = 1}. 2
Remark 2.9. When m < ∞, the process (#Π|[m](t), t ≥ 0) is not Markov in general.
Indeed, it may well occur that for some index j, Πj(t−) ∩ pifi ∩ [m] = ∅ for some i and
therefore that #Π|[m](t) depends on the constituent elements of the blocks of Π|[m](t−)
and not only on its number of blocks.
Remark 2.10. According to the form of the generator (2.13), the process (#Π(t), t ≥ 0)
has the same positive jumps as an immortal discrete branching process with reproduction
measure µ over N¯ (possibly sent at ∞ by a jump). The downward jumps can also be
interpreted as non-linear catastrophes or competition in the underlying population model.
We stress that we do not work with the minimal continuous-time Markov chain with
generator (2.13) but with the partition-valued process, which is defined on the whole
half-line of time.
3. Proof of Theorem 1.1
We divide the proof of Theorem 1.1 in several lemmas. Observe first from the Poisson
construction that the process (Π′(t), t ≥ 0) := (Coag(pi, Π˜(t)), t ≥ 0) where pi is an
exchangeable random partition, independent of Π˜ and Π˜ is the EFC process starting from
0[∞] has the same law as the EFC (Π(t), t ≥ 0) starting from pi. In particular, if #pi =∞,
then almost-surely for all t ≥ 0, #Π′(t) =∞ if and only if #Π(t) =∞. We can therefore
assume, without loss of generality, #Π(0) = ∞ and for any i ∈ N, #Πi(0) = ∞. From
now on, we work with such an initial partition.
Lemma 3.1. For any n ∈ N¯, the process
(N
(n)
t , t ≥ 0) := (#(Π(t) ∩ ∪ni=1Πi(0)), t ≥ 0)
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is Markov and has the same generator as (#Π(t), t ≥ 0) starting from n. Moreover
almost-surely for all t ≥ 0, N (n+1)t ≥ N (n)t and lim
n→∞
N
(n)
t = #Π(t).
Proof. At any time s ≥ 0, conditionally on N (n)s = m, we order the collection of subsets
Π(s) ∩ ∪ni=1Πi(0) by their least elements and write
Π(s) ∩ ∪ni=1Πi(0) = {Bn1 (s), ..., Bnm(s)}.
By assumption, the starting blocks Πi(0) are infinite, and the fragmentation is supported
by partitions with no singletons, therefore at any time s, all subsets Bnj (s) with 1 ≤ j ≤ m,
are infinite . At an atom (t, pif , j) of PPPF , the process (N
(n)
t , t ≥ 0) jumps from N (n)t− to
(3.15) N
(n)
t− − 1 + #{Bnj (t−) ∩ pif` , ` ≤ #pif}.
Same argument as in the proof of Lemma 2.8 entails that for all ` ≤ #pif , Bnj (t−)∩pif` 6= ∅
almost-surely. Hence, the state after time t−, (3.15) is N (n)t− + k with k = #pif − 1.
Consider now (t, pic) an atom of PPPC , and apply the operator Coag. Set j the index
of the non-singleton block in pic: namely #picj ≥ 2, then, conditionally on N (n)t− = m
(3.16) #Coag({Bn1 (t−), · · · , Bnm(t−)}, pic) = #{∪i∈picj∩[m]Bi(t−), B`(t−), ` /∈ picj}.
We see that N
(n)
t = N
(n)
t− − k + 1 with k := #picj ∩ [m]. This occurs at rate
(
m
k
)
λm,k and
we conclude that (N
(n)
t , t ≥ 0) as the same dynamics as (#Π(t), t ≥ 0) starting from n.
Monotonicity in the initial value n is obvious. It remains to justify that (N
(n)
t , t ≥ 0)
increases towards #Π(t) for any t almost-surely. By definition, for any n ∈ N, N (n)t ≤
#Π(t). For any i ∈ N, call αΠ(0)(i) the index of the block of Π(0) containing i. Let
m ∈ N and n0 := max
j∈[m]
αΠ(0)(j) then, for any n ≥ n0, [m] ⊂ ∪ni=1Πi(0). Hence, for n ≥ n0,
Π(t) ∩ ∪ni=1Πi(0) ∩ [m] = Π(t) ∩ [m], so that
N
(n)
t ≥ #(Π(t) ∩ [m]).
Letting n and then m towards ∞ in the inequality above yields limn→∞N (n)t ≥ #Π(t)
which allows us to conclude. 2
Lemma 3.2. If θ? < 1 then the process comes down from infinity.
Proof. Let n ≥ 1. Assume first that the process (N (n)t , t ≥ 0) does not explode. Set
τ
(n)
n0 := inf{t ≥ 0, N (n)t ≤ n0}. Define the function
g(n) :=
n∑
k=2
1
Φ(k)
.
On the one hand we have g(n − k + 1) − g(n) = −∑nj=n−k+2 1Φ(j) , and since Φ is non-
decreasing, for all j ≤ n, 1/Φ(j) ≥ 1/Φ(n). Therefore
(3.17) g(n− k + 1)− g(n) ≤ −k − 1
Φ(n)
.
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On the other hand we have for all n ≥ 2 and k ≥ 1,
(3.18) g(n+ k)− g(n) =
n+k∑
j=n+1
1
Φ(j)
=
∞∑
j=2
1n+1≤j≤n+k
1
Φ(j)
Hence, plugging (3.17) and (3.18) in the generator L defined in (2.13) yields
Lg(n) ≤ − 1
Φ(n)
n∑
k=2
(
n
k
)
λn,k(k − 1)︸ ︷︷ ︸
=Φ(n)
+n
∞∑
j=n+1
1
Φ(j)
∞∑
k=j−n
µ(k)
= −1 +
∞∑
k=1
nµ¯(k)
Φ(k + n)
.(3.19)
By assumption, θ? := lim sup
n→∞
∑∞
k=1
nµ¯(k)
Φ(k+n)
< 1. Therefore there exists a large enough
integer n0 such that for all n ≥ n0,Lg(n) < −1 + θ? < 0. Applying Dynkin’s formula to
g yields the local martingale
Mt = g(N
(n)
t )− g(n)−
∫ t
0
Lg(N (n)s )ds.
Since the process is assumed to be non-explosive the above local martingale has bounded
paths over finite time-intervals and M is a true martingale. Let k ≥ 1. Applying the
optional stopping time theorem to τ
(n)
n0 ∧ k, yields
E[g(N (n)
τ
(n)
n0
∧k)] ≤ g(n) + (θ
? − 1)E[τ (n)n0 ∧ k]
and therefore,
(3.20) E[τ (n)n0 ∧ k] ≤
1
1− θ?
(
g(n)− E[g(N (n)
τ
(n)
n0
∧k)]
)
≤ 1
1− θ? g(n).
Letting k to ∞ and n to ∞ yields
(3.21) lim
n→∞
E[τ (n)n0 ] ≤
1
1− θ?
∞∑
k=1
1
Φ(k)
<∞.
By Lemma 3.1, almost-surely, (τ
(n)
n0 , n ≥ 1) increases almost-surely towards τn0 := inf{t ≥
0,#Π(t) ≤ n0}. Therefore by the monotone convergence theorem, one obtains τn0 < ∞
a.s. and the process comes down from infinity.
We need now to get rid of the non-explosion assumption. It requires an argument since
although g is bounded, the map Lg in general is not, and the local martingale M might
fail to be a true martingale (see however Remark 3.4). We will build a monotone coupling
on the space of partitions. For any m ∈ N, define the map
rm : pi 7→ (pi1, ..., pim,∪∞i=m+1pii).
By definition rm maps P∞ into partitions with m + 1 blocks. Set µmFrag := µFrag ◦ r−1m .
Call (Πm(t), t ≥ 0), the ca`dla`g partition-valued Markov process, started from Π(0), that
is constructed in a Poisson way, as (Π(t), t ≥ 0), but with PPPC and the image of PPPF
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by rm. By construction, the atoms of coalescence are exactly those of PPPC and those of
fragmentation are the images of the atoms of PPPF by rm, that is to say,
(3.22) rm(pi
f )|[n] = (pi
f
1 ∩ [n], ..., pifm ∩ [n],∪∞i=m+1pifi ∩ [n]).
On the one hand, if #pif ≤ m then rm(pif ) = pif and #rm(pif ) = #pif . On the other, if
#pif ≥ m + 1, then #rm(pif ) = m + 1. One also easily checks from (3.22) that for any
m ∈ N and any n ∈ N, rm(pif )|[n] = 1[n] if and only if pif|[n] = 1[n]. Therefore, the processes
(Πm(t), t ≥ 0) and (Π(t), t ≥ 0) jump simultaneously.
At any fragmentation event, the block of Πm that is involved, can be splitted at most
into m+ 1 sub-blocks. Since by assumption µFrag is supported by partitions whose blocks
have infinite size, for any atom pif of PPPF , the partition rm(pi
f ) has blocks of infinite
size. Similarly as in Lemma 3.1, this entails that the process
(N (n)m (t), t ≥ 0) := (#(Πm(t) ∩ ∪ni=1Πi(0)), t ≥ 0)
is Markov. One plainly checks that it has the same negative jumps as (N
(n)
t , t ≥ 0), and
that its positive jumps are driven by the measure µm defined over [|1,m|] by µm(k) := µ(k)
if k ≤ m − 1 and µm(m) := µ¯(m). In particular, since the process (N (n)m (t), t ≥ 0) stays
below a discrete branching process whose reproduction measure µm has finite support, it
cannot explode. We now justify that for all n ∈ N and all m ∈ N,
(3.23) N (n)m (t) ≤ N (n)m+1(t), for all t ≥ 0.
Both processes start from n, and make a positive jump at any atom of time t of PPPF .
The jump at time t of N
(n)
m+1 is of size at most m + 1, whereas that of N
(n)
m is of size at
most m. On the other hand, at any atom of coalescence (t, pic), if N
(n)
m (t−) ≤ N (n)m+1(t−),
then
#Coag(Πm(t−) ∩ ∪ni=1Πi(0), pic) ≤ #Coag(Πm+1(t−) ∩ ∪ni=1Πi(0), pic)
and N
(n)
m (t) ≤ N (n)m+1(t). At all jumps, the order is preserved and (3.23) is true for all t
almost-surely. Letting n to ∞, in (3.23) provides also #Πm(t) ≤ #Πm+1(t) for any t ≥ 0
and any m ≥ 1.
Last, we show now that lim
m→∞
#Πm(t) = #Π(t). Plainly, by construction for any t ≥ 0,
#Πm(t) ≤ #Π(t) a.s. By definition of the map rm, it can be checked that for any partition
pi, and any n ≥ 1, if m ≥ #pi|[n] then rm(pi)|[n] = pi|[n]. Since, there are only finitely many
atoms of PPPC and PPPF on the interval of time [0, t] that are seen by the process Π
m
|[n],
one can define
mn(t) := max{#pif|[n] : pif atom of PPPF in [0, t] s.t pif|[n] 6= 1[n]} <∞.
By construction, for any t ≥ 0, Πmn(t)|[n] (t) = Π|[n](t) almost-surely and thus
#Π|[n](t) = #Π
mn(t)
|[n] (t) ≤ #Πmn(t)(t) for any t a.s.
By monotonicity, #Πmn(t)(t) ≤ #Π∞(t) := lim
m→∞
#Πm(t) for any t ≥ 0 and we have that
for any t ≥ 0
#Π|[n](t) ≤ #Π∞(t) a.s.
Letting n in the inequality above yields #Π(t) ≤ #Π∞(t) a.s. which entails
(3.24) #Π(t) = #Π∞(t) for any t a.s.
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We are now ready to finish the proof. Denote by Lm the generator of (N (n)m (t), t ≥ 0).
Let n0 large enough such that for all n ≥ n0,
∑∞
k=1
nµ¯(k)
Φ(k+n)
< −1 + θ. Equation (3.19)
applied to the process (N
(n)
m (t), t ≥ 0) gives
Lmg(n) ≤ −1 +
∞∑
k=1
nµ¯m(k)
Φ(n+ k)
= −1 +
m∑
k=1
nµ¯(k)
Φ(n+ k)
< −1 + θ?.
Therefore, for any m ≥ 1 and n ≥ n0
E[τ (n)n0,m] ≤
1
1− θ?
∞∑
k=1
1
Φ(k)
with τ
(n)
n0,m := inf{t ≥ 0, N (n)m (t) ≤ n0}. As n goes to ∞, τ (n)n0,m increases towards τn0,m :=
inf{t ≥ 0,#Πm(t) ≤ n0}. By monotone convergence, we see that for any m ≥ 1,
E[τn0,m] ≤
1
1− θ?
∞∑
k=1
1
Φ(k)
.
Note that the upper bound is uniform in m. Moreover for any m ∈ N, and any t ≥ 0,
#Πm(t) ≤ #Πm+1(t) a.s and thus τn0,m ≤ τn0,m+1 a.s. Letting m to ∞, we have that
E[τn0,∞] ≤
1
1− θ?
∞∑
k=1
1
Φ(k)
with τn0,∞ := lim
m→∞
τn0,m. By (3.24), τn0,∞ = τn0 := inf{t ≥ 0,#Π(t) ≤ n0} and the proof
is achieved. 2
Remark 3.3. If one drops the assumption that the fragmentation measure is supported
by partitions with no singleton blocks, then the process (#Πm(t), t ≥ 0), defined in the
proof of Lemma 3.2, is not Markov. Indeed, at an atom (t, pif , k) of fragmentation, the
number of blocks in Πm evolves as follows
#Πm(t)−#Πm(t−) = −1 + #{Πmk (t−) ∩ rm(pif )j, 1 ≤ j ≤ #rm(pif )}.
If pif has singletons then the partition rm(pi
f ) would have (finitely many) singletons with
positive probability. Thus, on the event rm(pi
f )j = {i} and i /∈ Πmk (t−), the intersection
Πmk (t−)∩ rm(pif )j is empty and the jump size of #Πm is not #rm(pif ) but depends on the
constituent elements of the blocks of Πm(t−).
Remark 3.4. The proof of Lemma 3.2 can be considerably simplified in the case when only
binary coagulations are allowed, i.e Λ = ckδ0. Indeed, in this case, one can easily check
that the map |Lg| is bounded. The process (Mt, t ≥ 0) is therefore a true martingale,
whether or not the process explodes, the bound (3.21) holds true, and there is no need to
use the coupling.
In order to deal with the case θ? > 1, we need first the following lemmas (lifted from
[Fou11, Lemmas 6.2 and 6.3]).
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Lemma 3.5. For any p ∈ (0, 1). There exists xp ∈ (0, 1) such that if x ∈ (0, xp) and
(Xk, k ≥ 1) is a sequence of i.i.d Bernoulli random variables with parameter x then for
any n0 ≥ 1,
P
(
there exists n ≥ n0,
n∑
k=1
Xk ≥ np
)
≤ Cp,n0xn0p,
with Cp,n0 a positive constant.
Proof. By the Markov inequality,
P
(
n∑
k=1
Xk ≥ np
)
≤ e−nptE[et
∑n
k=1Xk ] = e−n(pt−log(e
tx+1−x)).
When choosing t = log(1/x), we get the bound P (
∑n
k=1Xk ≥ np) ≤ e−nh(x) with
h(x) := p log(1/x)− log(2− x).
In particular, since h(x) −→
x→0
∞, there exists xp ∈ (0, 1) such that for any x ∈ (0, xp),
h(x) > 0 and we get
P
(
∃n ≥ n0,
n∑
k=1
Xk ≥ np
)
≤ e
−n0h(x)
1− e−h(x) ≤ Cp,n0x
n0p
with Cp,n0 = supx∈(0,xp)(2
n0/(1− e−h(x)) ∈ (0,∞).
Lemma 3.6. Assume that the process (Π(t), t ≥ 0) comes down from infiny. For any
p ∈ (0, 1), the first jump which makes decrease (#Π(t), t ≥ 0) by a proportion of size at
least p is strictly positive a.s. Namely
σp := inf{t > 0; #Π(t) ≤ (1− p)#Π(t−)} > 0 a.s.
Proof. Obviously, only coalescence times can make decrease the number of blocks. Since
the process Π is ca`dla`g, Π(0) = Π(0+) and 0 is not a jump time of (#Π(t), t ≥ 0).
It remains to explain why σp is not an accumulation of coalescence times near 0. The
jumps that make decrease the number of blocks by a fraction p are atoms (t, pic) of PPPC
satisfying #Π(t−) <∞ and
(3.25) #Π(t) = #Coag(Π(t−), pic) ≤ #Π(t−)(1− p).
Recall the definition of the i.i.d random variables Xk as given in Subsection 2.2. We see
that jumps satisfying (3.25) occurring before 1 and τn0 are elements of
Jp :=
{
(t, pic); t ≤ 1 and ∃n ≥ n0;
n∑
k=1
Xk ≥ np
}
.
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Recall Lemma 3.5 and choose n0 ≥ 2/p. By the compensation formula of Poisson point
process
E(PPPC(Jp)) =
∫ 1
0
P
(∃n ≥ n0; n∑
k=1
Xk ≥ np
)
νCoag(dx)
≤ Cp,n0
∫ xp
0
xn0pνCoag(dx) +
∫ 1
xp
νCoag(dx)
≤ Cp,n0
∫ xp
0
x2νCoag(dx) +
1
x2p
∫ 1
xp
x2νCoag(dx) <∞.
Finally, PPPC(Jp) < ∞ a.s. and there is only a finite number of jumps satisfying (3.25)
before τn0 . Since 0 is not one of them, we have σp ∧ τn0 > 0 a.s. which entails σp > 0 a.s.
2
Lemma 3.7. For any p ∈ (0, 1), for large enough x,
Φ(x)
Φ((1− p)x) ≤
(
1
1− p
)3
.
Proof. Recall Ψ defined in (2.11). The function ϕ : x 7→ Ψ(x)
x
is the Laplace exponent of
driftless subordinator and is therefore a concave function satisfying ϕ(0) = 0. Therefore
ϕ((1− p)x+ p.0) = Ψ((1− p)x)
(1− p)x ≥ (1− p)ϕ(x) + pϕ(0) = (1− p)
Ψ(x)
x
.
Thus Ψ(x)
Ψ((1−p)x) ≤
(
1
1−p
)2
and
(3.26)
Ψ(x)
Ψ((1− p)x)
Φ((1− p)x)
Φ(x)
≤ 1
(1− p)2
Φ((1− p)x)
Φ(x)
.
Recall that Ψ(x) ∼
x→∞
Φ(x). Therefore, the left hand side in (3.26) goes to 1 as x goes to
∞, and for large enough x,
1− p ≤ 1
(1− p)2
Φ((1− p)x)
Φ(x)
.
This enables us to conclude. 2
We are now able to show the last statement of Theorem 1.1.
Lemma 3.8. If θ? > 1, the process stays infinite.
Proof. We will prove the statement by contradiction. Recall that we assume that Π(0)
has infinitely many blocks of infinite size. Assume that (#Π(t), t ≥ 0) does not stay
infinite. Consider the set of negative jumps
Dp := {t > 0; #Π(t)−#Π(t−) < −p#Π(t−)}.
By Lemma 3.6, these jumps are not accumulating near 0. Call (Π(p)(t), t ≥ 0) the
partition-valued process obtained in the Poisson construction when we ignore atoms of
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coalescence that fall in Dp. For any t ≥ 0, set N (n),pt := #
(
Π(p)(t) ∩ ∪ni=1Πi(0)
)
. For any
m ≥ 1, set
τ pm := inf{t > 0, #Π(p)(t) ≤ m} and τ (n),pm := inf{t > 0, #N (n),p(t) ≤ m}.
Note that almost-surely for all t, N
(n),p
t increases as n goes to ∞ towards #Π(p)(t). The
process (N
(n),p
t , t ≥ 0) is Markov and has for generator Lpf := Lc,pf + Lbf with
Lc,pf(n) =
bpnc∑
k=2
(
n
k
)
λn,k (f(n− k + 1)− f(n)) .
Recall the assumption (1.3) and set f(n) :=
∑∞
j=n
1
Φ(j)
for any n ≥ 2. Note that (f(n), n ≥
2) decreases towards 0. For any 2 ≤ k ≤ [pn] and j ≥ n−k+ 1, since Φ is non-decreasing
Φ(j) ≥ Φ(n− k + 1) ≥ Φ((1− p)n).
We obtain, for large enough n,
(3.27)
Lc,pf(n) =
[pn]∑
k=2
(
n
k
)
λn,k
(
n−1∑
j=n−k+1
1
Φ(j)
)
≤
[pn]∑
k=2
(
n
k
)
λn,k
k − 1
Φ((1− p)n) ≤
Φ(n)
Φ((1− p)n) .
Applying Lemma 3.7 in the last inequality of (3.27), provides that for large enough n,
(3.28) Lc,pf(n) ≤ 1
(1− p)3 .
We now apply the second part of the generator, Lb, to f , one has
Lbf(n) =
∞∑
k=2
nµ(k)(f(n+ k)− f(n)) = −
∞∑
k=2
nµ(k)
n+k∑
j=n
1
Φ(j)
= −
∑
k
∑
j
nµ(k)
Φ(j)
1{n≤j≤n+k} = −
∑
j≥n
( ∑
k≥j−n
nµ(k)
)
1
Φ(j)
= −
∞∑
j=n
nµ¯(j − n)
Φ(j)
= −
∞∑
j=1
nµ¯(j)
Φ(j + n)
.
From the last equality and the definition of θ? in (1.4), we see that
lim sup
n→∞
Lbf(n) = −θ?.
Let n0 such that for all n ≥ n0,
Lpf(n) = Lc,pf(n) + Lbf(n) ≤ 1
(1− p)3 − θ?.
Since by assumption θ? > 1, and
1
(1−p)3 −→p→0+ 1, one can choose a small enough p ∈ (0, 1)
such that 1
(1−p)3 ≤ θ?. Finally one gets for all n ≥ n0
Lpf(n) ≤ 0.
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By Dynkin’s formula, for any n ≥ m ≥ n0
E[f(N (n),p
t∧τ (n),pm
)]− f(n) = E
[∫ t∧τ (n),pm
0
Lpf(N (n),ps )ds
]
≤ 0.
We thus have
(3.29) E[f(N (n),p
t∧τ (n),pm
)] ≤ f(n) −→
n→∞
0.
Since, as n goes to∞, N (n),pt increases towards #Π(p)(t) almost-surely, we have that τ (n),pm
increases towards τ pm. By Lebesgue’s theorem and since f is positive, we get from (3.29)
E[f(#Π(p)(t ∧ τ pm))] = 0.
Using again that f is positive, we see that f(#Π(p)(t ∧ τ pm)) = 0 a.s. This entails
#Π(p)(t ∧ τ pm) =∞ a.s. for all t > 0.
From this, we get τ pm = ∞, P-a.s. for any m ≥ n0 and then #Π(p)(t) = ∞ for any t ≥ 0
a.s. Recall that σp > 0 a.s. and that by definition
(#Π(t), t < σp) = (#Π
(p)(t), t < σp) a.s.
One has therefore, #Π(t) =∞ for any t < σp a.s. This is a contradiction since according
to the zero-one law stated in Lemma 2.4, if the process Π does not stay infinite then it
leaves ∞ instantaneously a.s. 2
Remark 3.9. The proof of Lemma 3.8 has not made use of the assumption that there are
no fragmentations with singletons. Moreover, similarly as in Remark 3.4, when Λ = ckδ0,
there is no need to use the coupling between (Π(t), t ≥ 0) and (Π(p)(t), t ≥ 0). Indeed, for
any n ≥ 2, one has f(n) := ∑∞k=n 1Φ(k) = 2ck 1n and Lcf(n) = 1. According to Corollary 1.2,
if µ¯(∞) = λ > 0, then θ? = 2λ
ck
and we see that lim
n→∞
Lf(n) = 1 − 2λ
ck
. When 1 − 2λ
ck
≤ 0,
the inequality (3.29) holds true with p = 1 and the same reasoning yields that the process
stays infinite. In particular, the critical case 2λ
ck
= 1 can be handled and one recovers that
the process stays infinite, as established in [KPRS17, Theorem 1.1].
4. Examples
We will establish in this section Corollary 1.2, Corollary 1.4 and Proposition 1.6. We
start by Corollary 1.2 which is easily derived from Theorem 1.1.
4.1. Proof of Corollary 1.2. Recall that we assume µ = λδ∞. By definition of the
parameter θ, (1.4), one has,
(4.30) θ? = lim sup
n→∞
nλ
∞∑
k=n
1
Φ(k)
and θ? = lim inf
n→∞
nλ
∞∑
k=n
1
Φ(k)
Recall that Φ(n) ∼
n→∞
Ψ(n) with Ψ given in (2.11). By [Ber96, Proposition 2-(i), p16],
one has Ψ(n)
n
−→
n→∞
ck
2
. If ck > 0, then
∑∞
k=n
1
Φ(k)
∼
n→∞
2
ckn
and we see plainly in (4.30) that
θ? = θ? = 2λ/ck.
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Assume now ck = 0. Let  > 0, there exists n0 such that, for any n ≥ n0, Φ(n)/n2 ≤ .
Therefore
θ? ≥ lim
n→∞
λn

∞∑
k=n
1
k2
=
λ

.
Since  is arbitrarily small, we have that θ? =∞ and according to Theorem 1.1, the EFC
process stays infinite. 2
A difficulty while dealing with the parameters θ? and θ?, lies in the fact that the variables
n and k are not separated in formulas (1.4). We give some technical lemmas providing a
general recipee for studying θ? and θ? and decide whether it is 0, ∞ or in (0,∞).
4.2. Analysis of the parameters.
Lemma 4.1. Assume µ(∞) = 0 and set `(n) := ∑nk=1 µ¯(k) for all n ∈ N.
(1) If n`(n)
Φ(2n)
−→
n→∞
∞, then θ? = θ? =∞.
(2) If lim sup
n→∞
n
∑∞
k=n
µ¯(k)
Φ(k)
= 0, then θ? ∈ [θ?, θ?] with
θ? := lim sup
n→∞
n`(n)
Φ(2n)
and θ
?
:= lim sup
n→∞
n`(n)
Φ(n)
.
(3) If n`(n)
Φ(n)
−→
n→∞
0, then θ? = lim sup
n→∞
n
∑∞
k=n
µ¯(k)
Φ(k)
and similarly for the parameter θ?, replacing everywhere lim sup by lim inf in (2) and (3).
Proof. We focus on θ?. Arguments for θ? are the same replacing lim sup by lim inf. We
show that in general
(4.31) lim sup
n→∞
(
n`(n)
Φ(2n)
+ n
∞∑
k=2n+1
µ¯(k)
Φ(k)
)
≤ θ? ≤ lim sup
n→∞
(
n`(n)
Φ(n)
+ n
∞∑
k=n
µ¯(k)
Φ(k)
)
.
We have
∞∑
k=1
nµ¯(k)
Φ(n+ k)
=
n∑
k=1
nµ¯(k)
Φ(n+ k)
+ n
∞∑
k=n+1
µ¯(k)
Φ(n+ k)
.
Since Φ is non-decreasing, one has 1
Φ(n+k)
≤ 1
Φ(n)
for all 1 ≤ k ≤ n and 1
Φ(n+k)
≤ 1
Φ(k)
for
all k ≥ n+ 1. Therefore
θ? ≤ lim sup
n→∞
(
n`(n)
Φ(n)
+ n
∞∑
k=n
µ¯(k)
Φ(k)
)
.
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On the other hand,
n∑
k=1
nµ¯(k)
Φ(n+ k)
+ n
∞∑
k=n+1
µ¯(k)
Φ(n+ k)
=
2n∑
k=n+1
nµ¯(k − n)
Φ(k)
+ n
∞∑
k=2n+1
µ¯(k − n)
Φ(k)
≥
n∑
k=1
nµ¯(k)
Φ(2n)
+ n
∞∑
k=2n+1
µ¯(k)
Φ(k)
≥ n`(n)
Φ(2n)
+ n
∞∑
k=2n+1
µ¯(k)
Φ(k)
,
and we obtain (4.31). As a first consequence, by replacing lim sup by lim inf in (4.31), we
see that, if n`(n)
Φ(2n)
−→
n→∞
∞, then θ? =∞ and (1) is established. The inequality (4.31) readily
yields (2). We now establish (3). Assume that n`(n)
Φ(n)
converges to 0, since Φ(2n) ≥ Φ(n),
we have that n`(n)
Φ(2n)
−→
n→∞
0. Thus n
∑2n
k=n+1
µ¯(k)
Φ(k)
≤ n`(n)
Φ(n)
and the left hand side of this
inequality goes to 0. We thus obtain
lim sup
n→∞
n
∞∑
k=2n+1
µ¯(k)
Φ(k)
= lim sup
n→∞
n
∞∑
k=n
µ¯(k)
Φ(k)
and get an equality in (4.31). 2
As a first application of Lemma 4.1 we get the following.
Lemma 4.2. Assume µ(∞) = 0, ck = 0 and Φ(n) ∼
n→∞
dn1+β for some β ∈ (0, 1). If
n1−βµ¯(n) −→
n→∞
0, then θ? = 0 and the process comes down from infinity.
Proof. Assume Φ(n) ∼
n→∞
dnβ+1 for a certain constant d > 0. Let  > 0, by assumption
there exists N such that for all k ≥ N ,
µ¯(k) ≤ d
k1−β

2
.
Hence, on the one hand, for large enough n, n−β
∑N
k=1 µ¯(k) ≤ d 2 . On the other hand,
since
∑n
k=N+1
1
k1−β ≤ nβ, we have that
n−β
n∑
k=N+1
µ¯(k) ≤ n−β d
2
n∑
k=N+1
1
k1−β
≤ d
2
,
thus, for large enough n, we have n`(n)
Φ(n)
≤ d. It remains to study lim sup
n→∞
n
∑∞
k=n
µ¯(k)
kβ+1
. One
has nµ¯(n)
∑∞
k=n
1
kβ+1
∼
n→∞
cn1−βµ¯(n) for a certain constant c. By assumption, n1−βµ¯(n)→
0 when n→∞ and since
n
∞∑
k=n
µ¯(k)
kβ+1
≤ nµ¯(n)
∞∑
k=n
1
kβ+1
by applying Lemma 4.1-(3), we have that θ = θ? = θ? = 0. 2
The following examples are easily investigated by applying Lemmas 4.1 and 4.2.
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Example 4.3. • If Φ(n) ∼
n→∞
dnβ+1 with β ∈ (0, 1) and µ¯(n) ∼
n→∞
λ log(n)α
n
with
α ∈ R, then n1−βµ¯(n) −→
n→∞
0 and Lemma 4.2 ensures that the process comes down
from infinity.
• If now, Φ(n) ∼
n→∞
dn(log n)β with β > 1 and µ¯(n) ∼
n→∞
λ
nα
with α ∈ (0, 1), then
one can check that, for some constant c > 0, n`(n)
Φ(2n)
∼
n→∞
c n
1−α
(log 2n)β
−→
n→∞
∞ and
Lemma 4.1-(2) ensures that the process stays infinite.
4.3. Proof of Corollary 1.4. Recall the statement of Corollary 1.4. We show first
(1). Assume that ck > 0, then Φ(n) ≥ ck2 n(n − 1) and therefore, n`(n)Φ(n) ≤ 2ck
`(n)
n−1 . Since
µ¯(k) −→
k→∞
0 then by Ce´saro`’s theorem `(n)
n
−→
n→∞
0 and the condition n`(n)
Φ(n)
−→
n→∞
0 holds.
Moreover ∞∑
k=n
1
Φ(k)
≤ 2
ck
∞∑
k=n
1
k(k − 1) =
2
ckn
therefore n
∑∞
k=n
µ¯(k)
Φ(k)
≤ nµ¯(n)∑∞k=n 1Φ(k) ≤ 2ck µ¯(n) −→n→∞ 0, and by Lemma 4.1-(3), θ? = 0
is established. We now establish (2). Assume
∑∞
k=2
kµ¯(k)
Φ(k)
<∞. Recall (1.4) and that the
sequence (k/Φ(k), k ≥ 1) is non-increasing. For any n ≥ 1,
nµ¯(k)
Φ(n+ k)
≤ n+ k
Φ(n+ k)
n
n+ k
µ¯(k) ≤ k
Φ(k)
µ¯(k).
Since for any k ≥ 2, lim
n→∞
nµ¯(k)
Φ(k+n)
= 0 then by Lebesgue’s theorem, we have that θ? = 0. 2
4.4. Proof of Proposition 1.6. Recall the assumptions of Proposition 1.6. Case (2) is a
consequence of Lemma 4.2. Note that in cases (1) and (3), we necessarily have α ∈ (0, 1).
Moreover, one has
µ¯(n) ∼
n→∞
λ
nα
, `(n) ∼
n→∞
λ
(1− α)n
1−α, Φ(n) ∼
n→∞
dnβ+1
for some constant d > 0. Clearly, if α + β < 1, then
n`(n)
Φ(2n)
∼
n→∞
1
21+βd(1− α)n
1−(α+β) −→
n→∞
∞
and by Lemma 4.31-(1), one gets θ? = ∞. We now treat the critical case, α + β = 1.
Assume µ¯(k) ∼
k→∞
λ
kα
and Φ(n) ∼
n→∞
dn2−α. One returns to the definition (1.4) of θ. By
assumption for any constants c1 < 1 < c2, there exists k0 large enough such that for all
k ≥ k0,
c2
λ
kα
≥ µ¯(k) ≥ c1 λ
kα
and
c1d(n+ k)
2−α ≤ Φ(n+ k) ≤ c2d(n+ k)2−α for all n ≥ 1.
Thus for k ≥ k0 and n ≥ 1, we have
(4.32)
c2
c1
λ
d
∞∑
k=k0
n
kα(n+ k)2−α
≥
∞∑
k=k0
nµ¯(k)
Φ(n+ k)
≥ c1
c2
λ
d
∞∑
k=k0
n
kα(n+ k)2−α
.
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Since β > 0,
∑k0
k=1
nµ¯(k)
Φ(n+k)
−→
n→∞
0, and we only need to focus on the limit as n goes to ∞,
of the series
∞∑
k=k0
n
kα(n+ k)2−α
.
A comparison with an integral provides∫ ∞
k0
n
xα(n+ x)2−α
dx ≤
∞∑
k=k0
n
kα(n+ k)2−α
≤
∫ ∞
k0−1
n
xα(n+ x)2−α
dx.
Factorizing n provides and doing the change of variable u = x
n∫ ∞
k0/n
1
uα(1 + u)2−α
du ≤
∞∑
k=2
n
kα(n+ k)2−α
≤
∫ ∞
(k0−1)/n
1
uα(1 + u)2−α
du.
Letting n to ∞, provides
lim
n→∞
∞∑
k=k0
n
kα(n+ k)2−α
=
∫ ∞
0
du
uα(1 + u)2−α
=
[
1
1− α
(
u
u+ 1
)1−α]∞
0
=
1
(1− α) .
We deduce from (4.32) that
θ?, θ? ∈
[
c1
c2
λ
d(1− α) ,
c2
c1
λ
d(1− α)
]
.
Since c1 and c2 can be chosen arbitrarily close to 1, we get θ
? = θ? =
λ
d(1−α) . 2
4.5. Proof of Proposition 1.8. In this section, we will consider some simple EFC pro-
cesses with “slow” coalescence.
Recall the assumptions of Proposition 1.8. As n goes to ∞, Φ(n) ∼ dn(log n)β with
β > 1 and µ¯(n) ∼ λ(logn)α
n
with α ∈ R. Since nµ¯(n)
Φ(n)
∼
k→∞
1
n(logn)β−α , then if α < 0, β−α > 1
and
∑∞
k=2
kµ¯(k)
Φ(k)
<∞. Applying corollary 1.4-(2) entails that θ? = 0.
We now focus on the case α > 0 and to simplify the calculations, we treat it with the
assumption µ¯(n) = λ(logn)
α
n
for any n ≥ 2. Plainly since β > 1, then (1.3) holds and one
can apply Theorem 1.1. We now compute θ. A comparison with integrals provides
n
∫ n
1
(log x)α
x+ 1
dx ≤ n`(n) ≤ n
∫ n
1
(log(x+ 1))α
x
dx.
Both integrands are equivalent to (log x)α/x as x goes to ∞ and we get n`(n) ∼
n→∞
λ
α+1
n(log n)α+1. One checks
(4.33)
n`(n)
Φ(n)
∼
n→∞
λ
d(α + 1)
(log n)1−(β−α) and
n`(n)
Φ(2n)
∼
n→∞
λ
2d(α + 1)
(log n)1−(β−α).
We now apply Lemma 4.1.
(1) If β − α < 1, then n`(n)
Φ(2n)
−→
n→∞
∞ and by Lemma 4.1-(1), θ =∞.
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(2) If β − α ≥ 1, then notice first that for some constant C > 0 and large enough n,
n
∞∑
k=n
µ¯(k)
Φ(k)
≤ n
∞∑
k=n
C
k2(log k)β−α
≤ C
log n
.
Therefore, n
∑∞
k=n
µ¯(k)
Φ(k)
−→
n→∞
0. If β − α > 1, then we see from (4.33), that
θ
?
:= lim sup
n→∞
n`(n)
Φ(n)
= 0 and by Lemma 4.1-(3), θ? = 0. In the case of equality,
β−α = 1, Lemma 4.1-(3) provides θ? ≤ λ
d(1+α)
. By definition of θ?, for any r > 0,
(4.34) θ? ≥ lim inf
n→∞
bnr c∑
k=1
nµ¯(k)
Φ(n+ k)
≥ lim inf
n→∞
n
Φ(n(1 + 1/r))
bnr c∑
k=1
µ¯(k).
Since
∑bn
r
c
k=1 µ¯(k) ∼n→∞
λ
1+α
log
(b r
n
c)α+1 and Φ(n) ∼
n→∞
dn(log n)α+1, the right-hand
side in (4.34) equals λ
d(1+α)
1
1+1/r
and therefore θ? ≥ λ1+α 11+1/r . Since r is arbitrarily
large, θ? ≥ λd(1+α) and
θ? = θ
? =
λ
d(1 + α)
.
The case where only the equivalence µ¯(n) ∼
n→∞
λ(logn)α
n
holds, follows from an adaptation
of the previous calculations. 2
We mention that in the “fast”-EFC process, Kyprianou et al. [KPRS17] have shown
that when θ < 1, the process (#Π(t), t ≥ 0) admits a local time at ∞. They have com-
puted many other interesting quantities, and have shown in particular that the Hausdorff
dimension of the set {t > 0,#Π(t) =∞} is θ.
When there is no fragmentation into infinitely many blocks, i.e. µ(∞) = 0, the question
whether (#Π(t), t ≥ 0) starting from a finite state n can reach ∞ or not, is open. Some
preliminary calculations show that the condition θ = 0 does not imply the non-explosion
in general. This problem seems therefore requiring some other taylor-made criteria and
will be treated in [FZ].
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