This paper is an overview of several basic but very widespread statistical methods and graphs. On the basis of corpus data on the genitive alternation -the of-genitive vs. the s-genitive -from German learners of English, it discusses monofactorial tests pertaining to two-dimensional frequency data and tests for central tendencies (means). In order to guarantee the applicability of the tests to linguistic data, the tests discussed are all from the family of non-parametric tests, viz. chi-square tests (for independence) and the U-test (for central tendencies). In addition, using experimentally-obtained judgments on corpus data on to-and ing-complementations, the paper also discusses the need for multifactorial studies and exemplifies this on the basis of a regression / ANOVA.
Introduction
Linguistics as a whole and nearly all of its sub-branches are currently undergoing a change to becoming much more empirical, much more rigorous, and much more statistical. While mostnot all -of 20th century linguistics was characterized by a reliance of what some have referred to as armchair linguistics, where a linguist develops a theory and at the same makes up the datausually acceptability judgments of decontextualized isolated sentences -this situation is very different now. In many, maybe most, linguistic fields, we now routinely find studies that use experimental designs and/or sophisticated analyses of corpus data. In tandem with this development to more objective and rigorous processes of data gathering, there is also a development towards more rigorous data analysis: statistical analysis of various levels of complexity have become a mainstream component of linguistic analysis. This is a good development: results of quantitative studies often afford us with higher degrees of comparability, objectivity, replicability, and precision. Consider the following quote:
The correlation between different semantic roles and possessors and the choice of an of-or an s-genitive changes as foreign language learners become more advanced. For beginners, the semantic role of the possessor does not play much of a role, but as soon as they reach an intermediate stage, possessors' semantic roles become much more important. By contrast, the transition from intermediate to advanced learners does not make much of a difference anymore for how possessors correlate with genitive choices.
Even if we leave aside for now how 'beginners', 'intermediate', and 'advanced' are defined, this statement is still too imprecise to be useful. What does "play not much of a role mean"? How much is "much more important"? And how little is "not much of a difference"? If I replicated that study and found a 10% difference between intermediate and advanced learnersis that finding compatible with the one reported above or not? And is a change of 10% significant or not, i.e., probably not due to chance or a sampling accident?
Proper statistical analysis addresses these and many other problems. In this paper I can obviously not provide a full-fledged introduction to quantitative methods in linguistics (cf. Baayen 2008 , Johnson 2008 , Gries 2008 , 2009 or second/foreign language learning research, but Section 2 I will exemplify how to set up data for statistical analysis and two of the three most frequent simple statistical methods to analyze quantitative data. In addition, Section 3 will provide a short example as a primer to more complex, but also more interesting multifactorial methods (i.e., methods involving the relation of several 'causes' on an 'effect').
2.
Elementary statistical tests
The example data: of-vs. s-genitives by German learners of English
The example data I will use to exemplify some statistical approaches in this section involves what is often called the genitive alternation, i.e., the choice between (1)a and (1) Previous research on native speaker English has identified many different variables that are correlated with speakers' constructional choices. These include, but are not limited to, − the lengths of the possessor (LENPOSSOR) and the possessed (LENPOSSED) (cf. Cooper & Ross 1975 , Bock 1982 ; − the number of the possessor (NUMPOSSOR) (cf. Altenberg 1982); − the semantic roles of the possessor (SEMPOSSOR) and the possessed (SEMPOSSED), which, e.g., includes factors such as animacy (Leech, Francis & Xu 1994 , Biber et al. 1999 ; etc.
In this section, I will use sample data on the genitive alternation from the German part of the International Corpus of Learner English (henceforth GICLE) that were analyzed as part of a larger ongoing project on alternations in learner language (with Stefanie Wulff, UNT). 1000 genitives -817 of-genitives and 183 s-genitives (only singulars) -were annotated for the above and many more variables, and the following sections will explain (i) how to organize such data in a spreadsheet software and load them into the programming language and environment R (cf. Section 2.2) and (ii) how to conduct several elementary statistical tests (Sections 2.3 and 2.4).
2.2
Raw data tables and how to load them into R Trivially, before any statistical analysis of data can be undertaken, three steps are necessary. First, the data have to be gathered and organized in a suitable format. Second, they must be saved in a way that allows their import into statistical software. Third, the data have to be loaded into some statistical software. The first subsection of this section deals with these three steps.
As for the first step, it is absolutely essential to store your data in a spreadsheet software application such that they can be easily evaluated both with that software as well as with statistical software. There are three main rules that need to be considered in the construction of a table of raw data:
(2) each data point, i.e., count or measurement of the dependent variable(s) is listed in a row on its own; (3) every variable with respect to which each data point is described is recorded in a column on its own; (4) the first row contains the names of all variables.
In our example involving genitives, the raw data should be organized as in Once the data have been organized in this way, the second step before the statistical analysis is to save them such that they can be easily loaded into a statistics application. To that end, you should save the data into a format that makes them maximally readable by a wide variety of programs. The simplest way to do this is to save the data into a tab-separated file, i.e. a raw text file in which different columns are separated from each other with tabs. In OpenOffice.org Calc, one first chooses File: Save As…, then chooses "Text CSV (.csv)" as the file type, and chooses {Tab} as the Field delimiter.
2
To perform the third step, i.e. to load the data into a statistical software, you must first of all decide on which software to use. From my point of view, the best statistical package currently available is the open source software environment R (cf. R Development Core Team 2010). While it does not feature a nice clickable GUI by default, such a GUI can be installed and R is extremely powerful -in fact, since R is a programming language, it can do whatever a user is able to program. In addition, R's graphical facilities are unrivaled and aqs an open source project, it is freely available and has extremely fast bugfix-release times. For these and many other reasons, R is used more and more widely in the scientific community, and I will use it here, too.
When R is started, by default it only shows a fairly empty console and expects user input from the keyboard. Thus, to import a raw data table from an input file <genitives.txt> and store that table in a so-called data frame (called data.table) in R, you enter the following line of code (where the "<-" tells R to store something in the data structure to the left of the 'arrow' and where " ¶" means 'press ENTER'):
data.table<-read.table("file=genitives.txt", header=TRUE, sep="\t") ¶
To check whether the data have been read in correctly, it is always useful to look at the structure of the imported data first, using the function str, which provides all the column names together with some information on what the columns contain, namely their kind of data (integer numbers, character strings as factors, etc.) as well as the first few values. If you read in a file of the kind shown in Table 1 , then this is what the beginning of the output looks like:
1000 obs. of 28 variables: $ MATCH : Factor w/ 989 levels "1989 of the embraces",..: 955 ... $ GENITIVE : Factor w/ 2 levels "of","s": 2 2 2 2 1 1 2 2 1 1 ... $ NUM_POSSOR: Factor w/ 3 levels "irregplural",..: 3 3 3 3 1 3 3 ... $ NUM_POSSED: Factor w/ 3 levels "irregplural",..: 3 2 2 3 3 3 2 ... $ LEN_POSSOR: int 2 6 3 2 3 15 2 3 11 3 ... $ LEN_POSSED: int 9 1 4 5 6 4 1 2 6 4 ...
The simplest way to be able to access all values of a column at the same time by just using the column name uses the function attach, which requires the data frame's name as its only argument and typically does not return any output:
While the above is the typical way to get data into R, another way is sometimes simpler, namely entering the data oneself. For example, if you have collected the syllabic lengths of five possessors and of five possesseds and want to quickly compare their mean lengths, it is not necessary to create a tab-delimited input file -you can just enter the data into R and assign them to a data structure, a so-called vector, using the function c, which concatenates the elements provided as arguments (numbers or character strings) into a vector. Once the data are available in either format format, it often takes only a very small amount of R code -often only one line -to run statistical analyses or produce quite revealing graphs, some of which will be exemplified in the following sections.
2.3
Two-dimensional frequency data of categorical variables The first application to be discussed here involves two-dimensional frequency tables. As an example, I will use the correlation of NUMPOSSOR and NUMPOSSED (each separately) with GENITIVE. Upon having loaded the data, it is easy to explore these variables' effects with, say, frequency tables that reveal how often each number of a possessor / possessed is attested with which genitive in the learner data: The first and the third line use the function table to generate frequency tables of the two variables listed in parentheses and store them in table.possessors and table.possesseds respectively, the second and fourth line print these tables. 2<-matrix(c(40, 15, 206, 0, 571, 168) , ncol=3) ¶ Typically, it is useful to also provide the matrix with row and column names because this facilitates the subsequent interpretation of statistics and graphs. The following line provides row names (GENITIVE=…) and columns names (NUM_POSSOR=…) to the matrix and outputs it. attr(table.possessors.2, "dimnames")<-list(GENITIVE=c("of", "s"), NUM_POSSOR= c("irregplural", "plural", "singular")) ¶ If you want to see the row and column totals, too, this is how they can be obtained: Let us return to the above results. Obviously, when the possessor is a regular plural, sgenitives are categorically avoided by the learners. For the other two categories, there is the expected preference for of-genitives (given that of-genitives are more frequent in the sample), but with irregular plurals, of is preferred at a ratio of 1.6:1 whereas with singulars of is preferred at a ratio of 3.4:1. With possesseds, the results are rather different. Not only are irregular plurals hardly attested at all, the preferences for of across plurals and singulars are similar to each other (4.76:1 and 4.48 respectively) and to of's overall preference in the data (817:183 = 4:46:1).
The question now arises whether the above differences are large enough to be significant, i.e., most likely not due to chance alone. This question is addressed by the chi-square test for independence. This test requires that all observations are independent of each other and that 80+ % of the frequencies that would be expected by chance are larger than 5.
We assume for now that the 1000 genitives are independent of each other (and will check the expected frequencies shortly). One can use the function chisq.test, which standardly requires the matrix to be tested (table.possessors and table.possesseds) and an argument correct, which can be set to TRUE or FALSE depending on whether one wants to use a correction for continuity, which we here do not want (because the sample size is greater than 20). For reasons that will become clear shortly, it is best to not just compute the test per se but also assign the result of the test to another data structure; we begin with The test shows that there is a highly significant effect: there is definitely a correlation between the number of the possessor and the genitive choice: p=0.0000000000001689. The question is what this correlation looks like and whether the expected frequencies are large enough to allow the chi-square test in the first place. As for the latter, the chi-square test in R computes more than the above output but also some additional information including the expected frequencies. These can be obtained by requesting them from the data structure Since this piecemeal comparison of observed to expected frequencies is somewhat tedious, it is easier to inspect the so-called Pearson residuals. Pearson residuals can be computed for each cell in a table; they are positive and negative when a cell's frequency is larger or smaller than expected respectively, and the more they deviate from 0, the stronger the effect. The findings are the same as above, but easier to identify, and we also now see that the effects for the regular plurals is stronger than the one for regular singulars. One graphical representation that makes this even more obvious is the so-called association plot, which is shown in the left panel Figure 1 : black boxes on top of the dashed lines and grey boxes below the dashed lines represent cell frequencies that are larger and smaller than expected respectively; the heights of the boxes are proportional to the above residuals and the widths are proportional to the square roots of the expected frequencies. (Cf. the appendix for another type of useful graph.) assocplot(t(table.possessors), col=c("black", "grey")) ¶
Figure 1:
The relation between GENITIVE and NUMPOSSOR in an association plot
The only thing that remains to be done is quantify the size of the effect. Since chi-square values are correlated with sample sizes, one cannot use chi-square to identify effect sizes or compare them across different studies. Instead, one can use a correlation coefficient called Cramer's V, which falls between 0 and 1, and the larger the value, the stronger the correlation. Cramer's V is computed as shown in (5) Thus, the data exhibit a relatively small correlation between NUMPOSSOR and GENITIVE, the strongest effect of which is a preference of of-genitives with plural possessors.
It is instructive to briefly explore the application of the chi-square test to NUMPOSSED: The chi-square test returns an insignificant results but, much more importantly, the data do actually not satisfy the assumption of the chi-square test since one third of the expected frequencies are smaller than 5. In cases like these, the required exact test, which does not rely on the same assumption, also returns an insignificant result (but with a smaller p-value): In sum, there is a significant correlation in learner writing between the number of possessors and the genitive choice, where the strongest effect is the expected dispreference of sgenitives with plural possessor; numbers of possesseds, on the other hand, do not seem to contribute to genitive choices.
2.4
Differences between central tendencies of variables Often, the statistic of interest is not an observed frequency of some phenomenon, but a central tendency, i.e. what is commonly referred to as the average. At the risk of some simplification, there are two main averages for numeric data, the arithmetic mean and the median. Consider the following vector of numbers:
x<-c(0, 0, 0, 1, 1, 1, 2, 2, 5) ¶ The arithmetic mean of the numbers in x is the quotient of the sum of the values in x (12) divided by the number of elements of x (9), i.e., 1 1 / 3 . The median, by contrast, is the value you get when you sort the numbers according to their size and pick the one in the middle, i.e. 1:
A frequent scenario is, then, that one wants to compare the central tendencies of two vectors to see whether they are significantly different from each other. In the present case, one might want to test whether, say, possessors in s-and of-genitives differ in length because one would want to know whether learners genitive choices are as affected by a short-before-long preference as native speakers' genitive choices. In R, this are computed as follows:
tapply(LEN_POSSOR, GENITIVE, mean) ¶ of s 5.246022 2.81967s
The R code means, apply (tapply) the function mean (mean) to the groups of data you get when you split LENPOSSOR (LEN_POSSOR) up according to GENITIVE (GENITIVE). Similarly, this is how the corresponding standard deviations are computed (since one should never provide a mean without a measure of dispersion):
tapply(LEN_POSSOR, GENITIVE, sd) ¶ of s 4.767839 1.439340 This is how the medians and interquartile ranges would be computed (results not shown):
tapply(LEN_POSSOR, GENITIVE, median) ¶ tapply(LEN_POSSOR, GENITIVE, IQR) ¶ Obviously, of-genitives are preferred when the possessor is longer, which is what the general preference of short-before-long would lead one to expect. As before, the question arises whether this difference is significant. The usual test for this situation -testing whether two means are significantly different from each other -is the so-called t-test for independent samples. However, this test presupposes that the data to be tested are normally distributed, but as is well-known lengths are usually not. The safer alternative is therefore a test that does not make this assumption, the U-test, which only requires that the observations are all independent of other. Its function in R is wilcox.test and it is often used with four arguments: − a formula of the kind 'dependent variable ~ independent variable'; in the present case, LENPOSSOR precedes the tilde and a GENITIVE follows it; − the argument paired, which can be set to TRUE or FALSE: TRUE means the values of the two groups form meaningful pairs, and FALSE means the opposite; − the argument correct, which can be set to TRUE or FALSE depending on whether you want to apply a correction for continuity (TRUE) or not (FALSE). We set this to FALSE for now.
With these settings, a U-test yields the following results:
wilcox.test(LEN_POSSOR ~ GENITIVE, paired=FALSE, correct=FALSE) ¶ Wilcoxon rank sum test data: LEN_POSSOR by GENITIVE W = 105538, p-value < 2.2e-16 alternative hypothesis: true location shift is not equal to 0
There difference between possessors in of-genitives and s-genitives is highly significant. One immensely informative plot to summarize such data is the so-called box plot. The corresponding R function, boxplot, takes two arguments: a formula (as above), and the argument notch=TRUE, which creates notches whose function will be explained shortly. The result is shown in the first half of the left panel of Figure 2 . However, since lengths are very skewed towards short lengths, it is often a good idea to use the logs of the lengths; cf. the second half of the left panel of Figure 2 . This plot provides a lot of information and should be used much more often than it is: − the thick horizontal lines correspond to the medians; − the upper and lower horizontal lines indicate the central 50% of the data around the median (approximately the 1st and 3rd quartiles); − the upper and lower end of the whiskers extend to the most extreme data point which is no more than 1.5 times the length of the box away from the box; − values outside of the range of the whiskers are marked individually as small circles; − the notches of the boxes provide an approximate 95% confidence interval for the difference of the medians: if they do not overlap, then the medians are probably significantly different.
The right boxplot has been enhanced: the lengths are logged, the "X" indicates the group means, and the width of the boxes are proportional to (the square-roots of) the group sizes.
The plot in the right panel is a so-called spineplot: it has GENITIVE on the y-axis and (log) LENPOSSOR on the x-axis and shows how across nearly the whole range of possessor lengths, the longer the possessor, the higher the dark bars reflecting (higher frequencies of) of-genitives. This is the simplest way to create a spineplot: spineplot(LEN_POSSOR ~ GENITIVE) # third panel ¶ (Cf. the appendix for another type of useful graph, which compares lengths of possessors and possesseds for of-genitives and s-genitives within each construction, i.e., in a paired fashion.)
3.

A primer on multifactorial methods: linear models
While the above methods are useful for monofactorial studies, all linguistic phenomena are multifactorial in nature: there is always more than one cause for any given effect. It is therefore essential that our methods reflect this fact and can handle the complexities that arise from the combination of many independent variables. In this section, I will briefly discuss and exemplify linear models -i.e., linear regression and analysis of variance -on the basis of experimental data from acceptability judgments that were used to validated corpus findings regarding complementation patterns by German learners of English.
3.1
The example data: acceptability judgments of to-vs. ing-complementation The data in this section involve the contrast between non-finite to-and ing-complement clauses, i.e., the difference between (6)a and (6)b: (6) a. People began to make plans. to-complementation b.
People began making plans.
ing-complementation
As before, previous research on native speaker English has identified several variables that are correlated with speakers' constructional choices (cf. Gries & Wulff 2009 for a short overview). In this section, however, I will focus only on the question whether the choice of construction is also correlated with the main verb, i.e., begin in (6). Corpus data of native English show that the to-construction is categorical or (much) more likely after want, try, wish, manage, and seek (to name but a few) whereas the ing-construction is preferred after keep, start, stop, avoid, and mind (and others). However, the question arises whether such native corpus data also reflect learner behavior. Here, linear models will be exemplified on the basis of experimentally-obtained acceptability judgments by learners from Gries & Wulff (2009) . Learners were asked to rate the acceptability of sentences differing with regard to two independent variables on a scale from -3 (unacceptable) to +3 (acceptable): − CONSTRUCTION: the sentence contained a to-construction or an ing-construction; − V_PREFERENCE: the constructional preference of the main verb: to or ing.
(For details regarding the experimental design, cf. Gries & Wulff 2009: Section 2.2.) The central question was whether the learners' acceptability judgments would be influenced by the stimulus verbs' preferences in the kind of native English the learners would often encounter.
3.2
Statistical exploration: monofactorial and multifactorial First, the data are loaded as before:
to.ing<-read.table("toing_rating.txt", header=TRUE, sep="\t") ¶ attach(to.ing) ¶ str(to.ing) ¶ 'data.frame': 556 obs. of 3 variables: $ CONSTRUCTION: Factor w/ 2 levels "ING","TO": 2 1 1 1 1 2 2 2 1 1 ... $ V_PREFERENCE: Factor w/ 2 levels "ING","TO": 2 1 1 2 2 1 2 2 1 1 ... $ RATING : num 1 1 0 -2 0 0 0 0 2 -1 ...
To get a first overview of the data, one might explore the data monofactorially with boxplots (I show slightly enhanced rotated plots here). The variables seem uncorrelated with the acceptability ratings, an impression that the exact means also support. Crucially, however, in this case the monofactorial effects are not even relevant. The question was neither whether learners prefer one construction over the other (regardless of which verb it occurs with, i.e. the main effect of CONSTRUCTION) nor whether learners prefer a particular type of stimulus verb (regardless of which construction it occurs in, i.e., the main effect of V_PREFERENCE) -the question was whether learners had internalized the stimulus verbs' preferences such that they − prefer to see ing-constructions with verbs that 'like' ing; − disprefer to see to-constructions with verbs that 'like' ing; − disprefer to see ing-constructions with verbs that 'like' to; − prefer to see to-constructions with verbs that 'like' to.
Thus, the current question involves an interaction of the two independent variables, which cannot be tested using the methods from Section 2. Let us therefore plot the results again, this time accounting for the interaction (the asterisk means, 'include the variables and their interaction(s)'); consider While the monofactorial results suggested that there was nothing going on in the data, the interaction clearly shows results in the expected direction: when the stimulus construction is the construction the stimulus verb prefers (ing:ing and to:to), then the average acceptability is much higher than when it is not. The actual means confirm the visual impression. The question of whether these results are significant is addressed with a linear model. A linear model uses the function lm and minimal requires a formula with a numeric dependent variable and one or more independent variables. After that, a summary of the model will provide the most relevant information: At the bottom, we can see that the overall correlation between the three predictors -the two independent variables and their interaction -is rather small (adjusted R 2 =0.07, i.e. 7% of the variance of the data are accounted for) but is is still highly significant (F 3, 552 =15.15; p<0.001). More specifically, in the table of the coefficients we can see that the interaction between CONSTRUCTION and V_PREFERENCE -recall Figure 4 -is highly significant: p=0.0000000000956. That also means that, while the main effects of CONSTRUCTION and V_PREFERENCE are significant, they cannot be interpreted straightforwardly because the significant interaction qualifies them: While V_PREFERENCE: ING has an overall higher average acceptability rating, the interaction reveals that this is in fact only really the case for CONSTRUCTION: ING -for CONSTRUCTION: TO, V_PREFERENCE: ING is not particularly acceptable. In sum, on some level, the German learners of English seem to be aware of which complementation constructions particular verbs prefer to occur in in native English because they rate a sentence highly when the sentence-level construction it contains is compatible with the main verbs' preference (as evidenced in native speaker corpora). Crucially, this finding required to include more than one independent variable and an interaction in the statistical analysis; monofactorial approaches of the type discussed in Section 2, while often useful, would not have yielded this result, which underscores the importance of thinking and exploring multiofactorially.
Concluding remarks
As mentioned at the outset of this chapter, rigorous quantitative analyses are not yet as frequent in (applied) linguistics as they could be, but they are on the rise. This chapter could only discuss a few basic and even those were only discussed summarily, so this chapter must close with a variety of recommendations for further reference: on R in general, cf. Crawley (2008) , and on R for linguists in particular: Baayen (2008) , Gries (2008 , 2009 ), and Johnson (2008 . In addition, the WWW provides a lot of information on statistical analysis with R, and the following websites are potentially very useful points of reference: As the methodological landscape in linguistics is changing, it is important for the progress within our field(s) that we learn how to handle the kinds of complex and multifaceted scenarios linguistic data pose. I hope this chapter has provided a first overview of what's possible and has whetted the readers' appetites to dive more into such statistical methods.
Notes
1
I am using genitives to refer to both constructions, and possessor and possessed as convenient cover terms; of course, both constructions can be used with many more diverse semantic roles. 2 I recommend using only word characters (letters, numbers, and underscores) within such tables. While this is strictly speaking not necessary to guarantee proper data exchange between different programs, it is my experience that "simple works best." 3
If the vector has an equal number of elements, the median is the arithmetic mean of the two middle values.
Figure (i):
The relation between GENITIVE and NUMPOSSOR in a cross-tabulation plot Figure ( ii) compares the lengths of possessors and possesseds pairwise in each genitive. For example, the phrase my mother's dress would be represented in the left graph (because it is an s-genitive) as a line from 3 on the left (my mother has 3 syllables) to 1 on the right (dress has 1 syllable). All lines that move in the expected direction (short before long) are plotted in black, all other ones in grey, and the numbers at the top of the graph are the median lengths of possessors and possesseds in each construction. It is very easy to see that the learners exhibit the expected short-before-long preference in both constructions, but more strongly so in of-genitives. 
