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ON THEOREMS OF BRAUER-NESBITT AND BRANDT FOR
CHARACTERIZATIONS OF SMALL BLOCK ALGEBRAS
SHIGEO KOSHITANI AND TARO SAKURAI
Abstract. In 1941, Brauer-Nesbitt established a characterization of a block
with trivial defect group as a block B with k(B) = 1 where k(B) is the num-
ber of irreducible ordinary characters of B. In 1982, Brandt established a
characterization of a block with defect group of order two as a block B with
k(B) = 2. These correspond to the cases when the block is Morita equivalent
to the one-dimensional algebra and to the non-semisimple two-dimensional
algebra, respectively.
In this paper, we redefine k(A) to be the codimension of the commutator
subspace K(A) of a finite-dimensional algebra A and prove analogous state-
ments for arbitrary (not necessarily symmetric) finite-dimensional algebras.
This is achieved by extending the Okuyama refinement of the Brandt result to
this setting. To this end, we study the codimension of the sum of the commu-
tator subspace K(A) and nth Jacobson radical Radn(A). We prove that this
is Morita invariant and give an upper bound for the codimension as well.
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1. Introduction
Modular representation theory of finite groups aims to understand the structure
of a block of a finite group algebra and its invariants. The complexity of the
representations of a block B is measured by invariants including the defect group
P , the number of irreducible ordinary characters k(B), the number of irreducible
modular characters ℓ(B), and the Cartan matrix CB of the block B. A semisimple
block, a block of the simplest kind, is characterized as a block of defect zero; The
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characterization has the following equivalent condition, which was essentially due
to Brauer-Nesbitt [4, Section 11].
(1.1) P ∼= 1 ⇐⇒ k(B) = 1.
A few decades later Brandt [2, Theorem A] proved similar.
(1.2) P ∼= Z/2Z ⇐⇒ k(B) = 2 (and ℓ(B) = 1).
This condition characterizes a block that is Morita equivalent to the group algebra of
Z/2Z. For textbook accounts for these, see the Landrock textbook [11, Section I.16].
We call a block B small if k(B) is small.
The aim of this paper is to gain a better understanding of the above results
by generalizing to arbitrary finite-dimensional algebras. Throughout this paper,
A denotes a finite-dimensional algebra over a field F and {Si | 1 ≤ i ≤ ℓ(A) } a
complete set of pairwise non-isomorphic simple right A-modules. An obstacle for
generalization is that there is no established notion of k(A). To overcome this
difficulty we introduce the following definition.
Definition 1.1. Let K(A) be the commutator subspace of A (i.e., the F -subspace
of A spanned by xy − yx for all x, y ∈ A). Then we define
(1.3) k(A) := codimK(A).
The new definition of k(A) for an algebra A coincides with the old k(B) for a
block B by Ku¨lshammer [8, Lemma A(ii)]. Hence k(A) is supposed to measure the
complexity of the representations of the algebra A. Indeed, we are able to prove
that this is the case if k(A) is small.
Theorem 1.2 (See also Theorem A.1). Suppose that F is a splitting field for A.
Then the following statements are equivalent.
(i) A is Morita equivalent to F .
(ii) k(A) = 1.
Theorem 1.3 (See also Theorem A.1). Suppose that F is a splitting field for A.
Then the following statements are equivalent.
(i) A is Morita equivalent to F [X ]/(X2).
(ii) k(A) = 2 and ℓ(A) = 1.
Note that we cannot omit the condition ℓ(A) = 1 in the above (Note 4.4).
If, among others, A is non-semisimple symmetric then we can omit the condition
(Proposition 4.5). We also remark that a natural candidate k∗(A) := dimZ(A), the
dimension of the center, does not work here. Consider the F -algebra Tn of lower
triangular matrices of degree n ∈ N. Then k∗(Tn) = 1 and the analog is no longer
true.
These theorems are obtained from a study of the codimension of the F -subspace
of A defined by
(1.4) KRn(A) := K(A) + Radn(A) (n ∈ N)
where Radn(A) denotes the nth Jacobson radical of A. The following has been
known for finite-dimensional symmetric algebras, while we extend it for arbitrary
finite-dimensional algebras.
Theorem 1.4 (See also Note 3.5). Suppose that F is a splitting field for A. Then
the following holds.
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(i) codimKR1(A) = ℓ(A).
(ii) codimKR2(A) = ℓ(A) +
∑
1≤i≤ℓ(A) dimExt
1(Si, Si).
(iii) ℓ(A) +
∑
1≤i≤ℓ(A) dimExt
1(Si, Si) ≤ k(A) ≤ trCA.
This paper is organized as follows. First, Section 2 is devoted to prove Morita
invariance (Theorem 2.1). In Section 3, we establish an upper bound for the codi-
mension of KRn(A) in Theorem 3.4 and prove Theorem 1.4. Finally, Section 4
provides a characterization of truncated polynomial algebras (Theorem 4.2) using
Theorems 1.4 and 2.1. Then characterizations of small algebras (Theorems 1.2 and
1.3) follow immediately.
2. Morita invariance
This section is devoted to proveMorita invariance of the codimension ofKRn(A).
See also Sakurai [14, Theorem 2.3] for its “dual”.
Theorem 2.1. Let A and B be Morita equivalent finite-dimensional algebras over
a field F . Then there is an F -linear isomorphism A/K(A) → B/K(B) inducing
the F -linear isomorphism A/KRn(A)→ B/KRn(B) for every n ∈ N.
Proof. It suffices to prove the case for A and its basic algebra B := eAe because
Morita equivalent basic algebras are isomorphic. Since the basic idempotent e ∈ A
is full, there exist elements uk, vk ∈ A such that
(2.1) 1 =
∑
k
ukevk.
Then define F -linear maps
A/K(A) B/K(B)
τ
σ
by
τ
(
a+K(A)
)
=
∑
k
evkauke+K(B) (a ∈ A)
σ
(
b+K(B)
)
= b+K(A) (b ∈ B).
We claim that τ and σ are well-defined and mutually inverse. Indeed, for x, y ∈ A
we have∑
k
evk(xy − yx)uke =
∑
k
evkxyuke−
∑
l
evlyxule
=
∑
k,l
evkxulevlyuke −
∑
l,k
evlyukevkxule
=
∑
k,l
(
(evkxule)(evlyuke)− (evlyuke)(evkxule)
)
∈ K(B).
Hence τ is well-defined. It is routine to check the other parts.
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These linear isomorphisms induce linear maps τn and σn commuting the following
diagram where πn,− denotes the canonical epimorphism.
A/K(A) B/K(B)
A/KRn(A) B/KRn(B)
τ
πn,A
σ
πn,B
τn
σn
These maps are well-defined and diagram chase reveals that these maps are
mutually inverse since πn,− is an epimorphism. 
3. Upper bound
In this section we establish an upper bound for the codimension of KRn(A),
which extends the result of Otokita [13] (Theorem 3.4). As a corollary we prove
Theorem 1.4.
Notation 3.1. For a basic1 set of primitive idempotents { ei | 1 ≤ i ≤ ℓ(A) } of A,
set
aCyc(A) :=
∑
1≤i,j≤ℓ(A)
i6=j
eiAej and Cyc
≥n(A) :=
∑
1≤i≤ℓ(A)
eiRad
n(A)ei.
Lemma 3.2. If A is basic then∑
1≤i≤ℓ(A)
dim eiAei/eiRad
n(A)ei = codim
(
aCyc(A) + Cyc≥n(A)
)
.
Proof. ∑
i
dim eiAei/eiRad
n(A)ei
= dim
∑
i
eiAei
/∑
i
eiRad
n(A)ei
= dim
∑
i,j
eiAej
/(∑
i6=j
eiAej +
∑
i
eiRad
n(A)ei
)
= codim
(
aCyc(A) + Cyc≥n(A)
)
. 
Proposition 3.3. If A is basic then the following statements are equivalent.
(i) codimKRn(A) =
∑
1≤i≤ℓ(A) dim eiAei/eiRad
n(A)ei.
(ii) K(A) ⊆ aCyc(A) + Cyc≥n(A).
Proof. First, note that
(3.1) KRn(A) ⊇ aCyc(A) + Cyc≥n(A).
(i) =⇒ (ii): By (3.1) and Lemma 3.2, we have K(A) ⊆ KRn(A) = aCyc(A) +
Cyc≥n(A).
1See [1, p. 305].
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(ii) =⇒ (i): By the hypothesis, we have the following.
KRn(A) ⊆ aCyc(A) + Cyc≥n(A) + Radn(A)
= aCyc(A) +
∑
i6=j
eiRad
n(A)ej +Cyc
≥n(A) +
∑
i
eiRad
n(A)ei
= aCyc(A) + Cyc≥n(A).
Then KRn(A) = aCyc(A) + Cyc≥n(A) by (3.1). Thus, by Lemma 3.2, we have
codimKRn(A) = codim
(
aCyc(A) + Cyc≥n(A)
)
=
∑
i
dim eiAei/eiRad
n(A)ei. 
Theorem 3.4 (See Otokita [13] for blocks). Let { ei | 1 ≤ i ≤ ℓ(A) } be a basic set
of primitive idempotents of A. Then the following holds for every n ∈ N.
codimKRn(A) ≤
∑
1≤i≤ℓ(A)
dim eiAei/eiRad
n(A)ei
Furthermore, if the equality holds for some n then so does for every 1 ≤ m ≤ n;
if the equality does not hold for some n then so does not for every m ≥ n.
Proof. By Theorem 2.1, we can assume A is basic. We claim the map
π :
⊕
1≤i≤ℓ(A)
eiAei/eiRad
n(A)ei → A/KR
n(A),
∑
i
(
ai + eiRad
n(A)ei
)
7→
∑
i
ai +KR
n(A)
(3.2)
is surjective. Let a+KRn(A) ∈ A/KRn(A). Then we have the following.
a+KRn(A) =
∑
i
eiaei +KR
n(A) +
∑
i6=j
eiaej +KR
n(A)
=
∑
i
eiaei +KR
n(A) +
∑
i6=j
(eiaej − ejeia) +KR
n(A)
=
∑
i
eiaei +KR
n(A)
= π
(∑
i
eiaei + eiRad
n(A)ei
)
.
Hence the proof of the inequality completes.
The latter statements follow from Proposition 3.3. 
Proof of Theorem 1.4. Since the last statement (iii) is clear from (ii) and Theo-
rem 3.4, we prove (i) and (ii) in the following.
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We first claim that equality holds in Theorem 3.4 for n ≤ 2. By Theorem 2.1,
we may assume that A is basic. Then we have
K(A) =
∑
i,j,s,t
[eiAej , esAet]
⊆ aCyc(A) +
∑
i,j
[eiAej , ejAei]
= aCyc(A) +
∑
i6=j
[eiAej , ejAei] +
∑
i
K(eiAei)
⊆ aCyc(A) + Cyc≥2(A) +
∑
i
K(eiAei)
⊆ aCyc(A) + Cyc≥2(A) +
∑
i
Rad2(eiAei)
⊆ aCyc(A) + Cyc≥2(A).
Now the claim follows from Proposition 3.3. Then we have the following.
codimKR1(A) =
∑
i
dim eiAei/eiRad(A)ei
= ℓ(A);
codimKR2(A) =
∑
i
dim eiAei/eiRad
2(A)ei
=
∑
i
dim eiAei/eiRad(A)ei
+
∑
i
dim ei Rad(A)ei/eiRad
2(A)ei
= ℓ(A) +
∑
i
dimExt1(Si, Si). 
Notes 3.5. (i) If F is an algebraically closed field of positive characteristic p, a
well-known theorem of Brauer [3, (3A)] states
ℓ(A) = codimT (A)
where
T (A) := { a ∈ A | ap
n
∈ K(A) for some n ∈ N }.
Since T (A) = KR1(A) by Ku¨lshammer [8, Lemma B], Theorem 1.4(i) follows in this
case. In fact, the part (i) is certainly not our contribution although is is sometimes
stated only for positive characteristic case; It can be found, among others, in [11,
Proposition I.13.3(i)].
(ii) Okuyama [12] proves essentially the same statement of Theorem 1.4(ii) for a
block of a finite group algebra over an algebraically closed field of positive charac-
teristic. (See also Koshitani [7], which is written in English.)
(iii) The inequality ℓ(A) +
∑
1≤i≤ℓ(A) dimExt
1(Si, Si) ≤ k(A) is an extension
of Brandt [2, Theorem B]. (For a symmetric algebra, it can be proved that the
equality holds if and only if its Loewy length is at most two. See also [14, Lemma
2.1].) For a block B of a finite group algebra, the inequality k(B) ≤ trCB is a
direct consequence of CB =
tDB ·DB where DB is the decomposition matrix of B.
See also Ku¨lshammer-Wada [10] for refinements in this case.
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Corollary 3.6. For a radical square zero algebra A over a splitting field, we have
k(A) = trCA.
Proof. It suffices to prove k(A) ≥ trCA by Theorem 1.4(iii).
k(A) ≥ ℓ(A) +
∑
i
dimExt1(Si, Si) (By Theorem 1.4(iii))
= ℓ(A) +
∑
i
dim eiRad(A)ei (By Rad
2(A) = 0)
=
∑
i
(1 + dim eiRad(A)ei)
=
∑
i
dim eiAei = trCA. 
4. Small algebras
This section provides a characterization of truncated polynomial algebras F [X ]/(Xn)
using Theorems 1.4 and 2.1. Then characterizations of small algebras (Theorems 1.2
and 1.3) follow immediately.
Lemma 4.1. Let n ∈ N. Then the following statements are equivalent.
(i) A is isomorphic to F [X ]/(Xn).
(ii) A is n-dimensional basic local Nakayama algebra.
Theorem 4.2. Let n ∈ N and suppose that F is a splitting field for A. Then the
following statements are equivalent.
(i) A is Morita equivalent to F [X ]/(Xn).
(ii) k(A) = n, codimKR2(A) ≤ 2, and ℓ(A) = 1.
Proof. (i) =⇒ (ii): Clear by Theorem 2.1.
(ii) =⇒ (i): We may assume A is basic. Since ℓ(A) = 1, we have the unique
simple right A-module S := A/Rad(A). By Theorem 1.4,
dimRad(A)/Rad2(A) = dimExt1(S, S)
= ℓ(A) + dimExt1(S, S)− ℓ(A)
= codimKR2(A)− codimKR1(A)
≤ 2− 1 = 1.
Thus A is a basic local Nakayama algebra. By Lemma 4.1, we have A ∼= F [X ]/(Xm)
for some m ∈ N. Since A is commutative,
n = codimK(A) = dimA = dimF [X ]/(Xm) = m.
Therefore A ∼= F [X ]/(Xn). 
Proof of Theorem 1.2. (i) =⇒ (ii): Clear from Theorem 2.1.
(ii) =⇒ (i): Clear from Theorem 4.2. 
Proof of Theorem 1.3. (i) =⇒ (ii): Clear from Theorem 2.1.
(ii) =⇒ (i): Clear from Theorem 4.2. 
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Notes 4.3. Consider the four-dimensional basic local Frobenius algebra defined by
Aq := F 〈X,Y 〉/(X
2, Y 2, XY − qY X) (q ∈ F \ {0, 1}).
Since Aq is non-commutative, we have k(Aq) = 3 by Theorems 1.2 and 1.3. Hence,
we may have infinitely many non-equivalent finite-dimensional algebras A with
k(A) = 3 and ℓ(A) = 1 unlike the case k(A) = 1, 2. (This is because Aq ∼= Ar if
and only if {q±1} = {r±1} for q, r ∈ F \ {0}. See [15, p. 865].)
Notes 4.4. Consider the n-Kronecker algebra — the path algebra FQn of the
n-Kronecker quiver Qn defined by
◦ ◦
...
α1
αn
.
Then k(FQn) = ℓ(FQn) = 2. Hence, we have infinitely many non-equivalent
finite-dimensional algebras A with k(A) = ℓ(A) = 2.
We have determined small algebras in Theorems 1.2 and 1.3. The other extreme
case is that the algebra A with k(A) = ℓ(A). These algebras are close to be
semisimple to some extent.
Proposition 4.5. Suppose that F is a splitting field for A. Then the following
statements are equivalent.
(i) k(A) = ℓ(A)
(ii) Rad(A) ⊆ K(A)
In particular, k(A) = ℓ(A) holds if A is semisimple. The converse also holds if A
is symmetric, commutative, or local.
Proof. (i) ⇐⇒ (ii): Evidently k(A) = ℓ(A) if and only if K(A) = KR1(A), i.e.,
Rad(A) ⊆ K(A).
Symmetric case: Assume A is symmetric with a symmetrizing form τ : A → F
and k(A) = ℓ(A). Then Rad(A) ⊆ K(A) ⊆ ker τ . Hence we have Rad(A) = 0.
Commutative case: Assume A is commutative and k(A) = ℓ(A). Then Rad(A) ⊆
K(A) = 0.
Local case: Assume A is local and k(A) = ℓ(A). Then k(A) = ℓ(A) = 1 and A
is Morita equivalent to F by Theorem 1.2. Hence we have Rad(A) = 0. 
Appendix A. The Chlebowitz theorem
Chlebowitz already studied similar problems and she proved the following stronger
facts, which are essentially extensions of the previous works [9, 6] to non-symmetric
cases.
Theorem A.1 (Chlebowitz [5]). Let A be a finite-dimensional local algebra over
an algebraically closed field. Then the following holds.
(i) If k(A) ≤ 3 then dimA ≤ 4.
(ii) If k(A) = 4 then dimA ≤ 10.
(iii) If k(A) = 5 and dimRad(A)/Rad2(A) ≤ 2 then dimA ≤ 12.
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