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A PRESSURE-ROBUST EMBEDDED DISCONTINUOUS GALERKIN
METHOD FOR THE STOKES PROBLEM BY RECONSTRUCTION
OPERATORS
PHILIP L. LEDERER AND SANDER RHEBERGEN
Abstract. The embedded discontinuous Galerkin (EDG) finite element method for
the Stokes problem results in a point-wise divergence-free approximate velocity on cells.
However, the approximate velocity is not H(div)-conforming and it can be shown that
this is the reason that the EDG method is not pressure-robust, i.e., the error in the
velocity depends on the continuous pressure. In this paper we present a local re-
construction operator that maps discretely divergence-free test functions to exactly
divergence-free test functions. This local reconstruction operator restores pressure-
robustness by only changing the right hand side of the discretization, similar to the
reconstruction operator recently introduced for the Taylor–Hood and mini elements
by Lederer et al. (SIAM J. Numer. Anal., 55 (2017), pp. 1291–1314). We present
an a priori error analysis of the discretization showing optimal convergence rates and
pressure-robustness of the velocity error. These results are verified by numerical ex-
amples. The motivation for this research is that the resulting EDG method combines
the versatility of discontinuous Galerkin methods with the computational efficiency of
continuous Galerkin methods and accuracy of pressure-robust finite element methods.
1. Introduction
Changing the body force of the continuous Stokes equations by a gradient field changes
only the pressure solution, not the velocity. A finite element method for the Stokes
equations that mimics this property at the discrete level is called pressure-robust and
results in an a priori error estimate for the velocity that does not depend on the pressure
error scaled by the inverse of the viscosity. The significance of this result is that large
errors in the pressure, as may occur for example in natural convection problems, do not
affect the velocity [16].
A finite element for the Stokes equations that is both conforming and divergence-free
is pressure-robust [11, 12, 34]. These finite element methods, however, are generally
difficult to implement and traditional finite element methods often relax one, or both,
of these conditions. Unfortunately, the resulting method is often not pressure-robust. It
was observed in [25, 26] that this is due to a lack of L2-orthogonality between irrotational
and discretely divergence-free vector fields. In [26] L2-orthogonality between irrotational
and discretely divergence-free vector fields is restored for the first-order Crouzeix–Raviart
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element [7] by replacing discretely divergence-free vector fields by divergence-free lowest-
order Raviart–Thomas [3] velocity reconstructions wherever L2 scalar products occur in
the momentum balance equations. This simple modification (for the Stokes equations
only the right-hand side of the discretization needs to be modified locally) results in a
pressure-robust first-order Crouzeix–Raviart discretization of the (Navier–)Stokes equa-
tions. For discretizations of the (Navier–)Stokes equations using a ‘discontinuous’ pres-
sure approximation this modification is generalized to nonconforming and conforming
mixed finite elements of arbitrary order in [27]. Pressure-robustness is restored for the
Taylor–Hood [14] and mini elements [1], which have ‘continuous’ pressure approxima-
tions, in [21].
An alternative to the above mentioned modification of traditional finite element meth-
ods is to use H(div)-conforming discontinuous Galerkin (DG) methods [6, 17]. H(div)-
conforming DG discretizations are not only (automatically) pressure-robust, they are
also ideally suited for convection dominated flows due to the natural incorporation of
upwinding at element boundaries.
Unfortunately, DG methods are known to be computationally expensive. Hybridizable
discontinuous Galerkin (HDG) methods were introduced to address this issue [5]. This
is achieved by introducing new trace unknowns. The governing equations are then
posed cell-wise in terms of the approximate fields on a cell and numerical fluxes. The
numerical fluxes are defined in terms of the traces of the approximate fields on the cell
and the new trace unknowns in such a way that the approximate fields defined on a cell
communicate only to fields that are defined on facets. This definition of the numerical
flux allows cheap elimination of all cell degrees-of-freedom (DOFs), significantly reducing
the number of globally coupled DOFs. Recent years has seen the development of many
H(div)-conforming HDG methods [8, 24, 29] which, like the H(div)-conforming DG
methods, are (automatically) pressure-robust. To reduce the number of coupled DOFs
even further, H(div)-conformity was introduced only in a relaxed manner in [21, 22].
Finally, we want to mention the work in [9, 10, 20] where the authors derived a mixed
method with H(div)-conforming velocities.
The H(div)-conforming HDG method introduced in [29] introduces discontinuous
trace velocity and trace pressure approximations. An alternative is to use continu-
ous trace velocity and discontinuous trace pressure approximations. This results in the
recently introduced embedded-hybridized discontinuous Galerkin (EDG-HDG) method
[31]. The H(div)-conforming EDG-HDG method has even less globally coupled DOFs
than an HDG method due to the use of a continuous trace velocity approximation. It
is possible to lower the number of globally coupled DOFs even further by using both
continuous trace velocity and trace pressure approximations. The resulting method is
known as an embedded discontinuous Galerkin (EDG) method and was introduced for
the Navier–Stokes equations in [18, 19]. It was demonstrated in [31], using the pre-
conditioner of [30], that CPU time and iteration count to convergence is significantly
reduced using continuous trace approximations compared to using discontinuous trace
approximations (HDG method). Unfortunately, the EDG method is not pressure-robust.
In this paper we restore pressure-robustness of the EDG discretization of the Stokes
equations [19, 28]. As with the HDG method, cell DOFs can be eliminated cheaply re-
sulting in a global system only for the velocity and pressure trace approximations. Due
to the continuity of the pressure trace approximation we follow a similar approach as
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presented in [21] to restore pressure-robustness. Therein a reconstruction operator for
weakly divergence-free velocities was defined which was based on solving local problems
on vertex patches. This local approach was motivated by the lifting techniques intro-
duced for equilibrated error estimators [4]. In contrast to [21], where the reconstruction
operator was used to eliminate the local divergence on each cell, the reconstruction oper-
ator in this work only enforces exact normal continuity since the EDG solution is already
exactly divergence-free on a cell.
This paper is organized as follows. We present the EDGmethod for the Stokes problem
in section 2. Section 3 presents the main result of this paper; a reconstruction operator to
restore pressure-robustness of the EDGmethod and an a priori error analysis. Numerical
examples to support our theory are presented in section 4 and conclusions are drawn in
section 5.
2. The embedded discontinuous Galerkin method
In this section we present the embedded discontinuous Galerkin (EDG) method for
the Stokes problem. We introduce the approximation spaces, the discrete problem, and
discuss some properties of the discrete Stokes problem.
2.1. The Stokes problem. Let Ω ⊂ Rd be a polygonal (d = 2) or polyhedral (d = 3)
domain and let ∂Ω denote its boundary. The Stokes problem is given by: find the
velocity u : Ω→ Rd and (kinematic) pressure p : Ω→ R such that
−ν∇2u+∇p = f in Ω,(1a)
∇ · u = 0 in Ω,(1b)
u = 0 on ∂Ω,(1c) ∫
Ω
p dx = 0,(1d)
where f : Ω→ Rd is a given a body force and ν ∈ R+ is the kinematic viscosity.
2.2. The discrete Stokes problem. To discretize the Stokes problem eq. (1) by the
EDG method, we first introduce a triangulation T := {K} of Ω consisting of non-
overlapping cells K. We denote the boundary of a cell K by ∂K and the outward unit
normal vector on ∂K by n. The diameter of a cell K is denoted by hK and we define
h := maxK∈T hK . Two adjacent cells K
+ and K− share an interior facet F , while a
boundary facet is part of ∂K that lies on the domain boundary ∂Ω. The set of all facets
is denoted by F := {F}. We denote the union of all facets by Γ0.
We require the following approximation spaces:
Vh :=
{
vh ∈ [L2(Ω)]d : vh ∈
[
Pk(K)
]d
, ∀K ∈ T } ,(2a)
Qh :=
{
qh ∈ L2(Ω) : qh ∈ Pk−1(K), ∀K ∈ T
}
,(2b)
V¯ dh :=
{
v¯h ∈ [L2(Γ0)]d : v¯h ∈
[
Pk(F )
]d
, ∀F ∈ F , v¯h = 0 on ∂Ω
}
,(2c)
Q¯m,dh :=
{
q¯h ∈ L2(Γ0) : qh ∈ Pm(F ), ∀F ∈ F
}
,(2d)
where Pk(K) and Pk(F ) denote the set of polynomials of degree k on a cell K and on
a facet F , respectively. In this manuscript we consider both the case where m = k − 1
(for k ≥ 2) and m = k (for k ≥ 1).
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We next impose continuity of the ‘facet’ spaces:
(3) V¯h := V¯
d
h ∩
[
C0(Γ0)
]d
and Q¯mh := Q¯
m,d
h ∩ C0(Γ0),
and define V h := Vh × V¯h and Qmh := Qh × Q¯mh . Function pairs in V h and Qmh are
denoted by vh := (vh, v¯h) ∈ V h and qh := (qh, q¯h) ∈ Qmh . For notational purposes we
will drop the superscript m in the definition of the pressure space for the remainder of
this paper if a result holds for both m = k − 1 and m = k.
The EDG method for the Stokes problem eq. (1) is given by [31]: find (uh,ph) ∈
V h ×Qh, such that
ah(uh, vh) + bh(ph, vh) =
∫
Ω
f · vh dx ∀vh ∈ V h,(4a)
bh(qh, uh) = 0 ∀qh ∈ Qh,(4b)
where
ah(u, v) :=
∑
K∈T
∫
K
ν∇u : ∇v dx+
∑
K∈T
∫
∂K
να
hK
(u− u¯) · (v − v¯) ds(5a)
−
∑
K∈T
∫
∂K
ν
[
(u− u¯) · ∂v
∂n
+ ∂u
∂n
· (v − v¯)] ds,
bh(p, v) :=−
∑
K∈T
∫
K
p∇ · v dx+
∑
K∈T
∫
∂K
v · np¯ ds,(5b)
with α > 0 a penalty parameter that needs to be chosen sufficiently large to ensure
stability [28, 35].
2.3. Properties of the discrete Stokes problem. To discuss properties of the dis-
crete Stokes problem we require the following extended function spaces:
V (h) := Vh +
[
H10 (Ω)
]d ∩ [H2(Ω)]d , Q(h) := Qh + L20(Ω) ∩H1(Ω),
V¯ (h) := V¯h + [H
3/2
0 (Γ0)]
d, Q¯(h) := Q¯h +H
1/2
0 (Γ0).
We define on V (h)× V¯ (h) the mesh-dependent norms
(6) |||v|||21 :=
∑
K∈T
‖∇v‖2K +
∑
K∈T
αv
hK
‖v¯ − v‖2∂K , |||v|||21,∗ := |||v|||2∗+
∑
K∈T
hK
α
∥∥∥∥∂v∂n
∥∥∥∥
2
∂K
,
and remark that the norms |||·|||1 and |||·|||1,∗ are equivalent on the finite element space
V h. On Q(h)× Q¯(h) we introduce the norm
(7) |||q|||2p :=‖q‖2Ω +‖q¯‖2p ,
where ‖q¯‖2p :=
∑
K∈T hK‖q¯‖2∂K .
Boundedness and stability of ah was proven in [28]. In particular, it was shown that
there exists a constant α0 > 0 such that for α > α0
(8) ah(vh, vh) & ν|||vh|||21 ∀vh ∈ V h,
and that
(9)
∣∣ah(u, vh)∣∣ . ν|||u|||1,∗|||vh|||1 ∀u ∈ V (h)× V¯ (h) and ∀vh ∈ V h.
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Furthermore, stability of bh was shown in [31]:
(10) |||qh|||p . sup
vh∈V h
bh(qh, vh)
|||vh|||1
∀qh ∈ Qh.
The well-posedness of the discrete Stokes problem eq. (4) follows directly from the above
stability results (see for example [3]).
Setting qh = (∇ · uh, 0) ∈ Qh in eq. (4b) it is immediately clear that ∇ · uh = 0
point-wise on a cell. The EDG method, however, is not H(div)-conforming on Ω. This
is because eq. (4b) imposes only weak continuity of the normal component of the velocity
across cell facets. The lack of H(div)-conformity was shown in [31, Remark 1] to be the
reason that the EDG method is not pressure-robust; the velocity error has a dependence
on 1/ν times the pressure error,
(11) |||u− uh|||1 . inf
vh∈V h
bh(qh,vh)=0 ∀qh∈Qh
|||u− vh|||1,∗ +
1
ν
inf
qh∈Qh
|||p− qh|||p.
In the remainder of this paper we modify the EDG method eq. (4) to restore pressure-
robustness.
3. Pressure-robustness
In the continuous Stokes problem the velocity field is not affected by adding a gradient
field to the body force. To see this, consider the continuous Stokes problem: find
u ∈ H10 (Ω) and p ∈ L20(Ω) such that∫
Ω
ν∇u : ∇v dx−
∫
Ω
p∇ · v dx =
∫
Ω
f · v dx ∀v ∈ H10 (Ω),(12a)
−
∫
Ω
q∇ · u dx = 0 ∀q ∈ L20(Ω).(12b)
By defining V0 := {v ∈ H10 (Ω) :
∫
Ω
q∇ · v = 0 ∀q ∈ L20(Ω)} we can formulate the fol-
lowing equivalent problem to eq. (12): find u ∈ V0 such that
(13)
∫
Ω
ν∇u : ∇v dx =
∫
Ω
f · v dx ∀v ∈ V0.
Changing the body force by a gradient field, i.e., changing f to f + ∇ψ with ψ ∈
H1(Ω) ∩ L20(Ω), we observe that
(14)
∫
Ω
ν∇u : ∇v dx =
∫
Ω
(f +∇ψ) · v dx =
∫
Ω
f · v dx ∀v ∈ V0.
In other words, the irrotational part of the body force does not affect the velocity
solution.
Many traditional finite element methods are not pressure-robust because the irro-
tational part of the body force is not L2-orthogonal with discretely divergence-free
vector fields [26]. This is true also for the EDG method eq. (4). Indeed, define
Vh,0 := {vh ∈ Vh : bh(qh, vh) = 0 ∀qh ∈ Qh}. Then an equivalent problem to eq. (4)
is given by: find uh ∈ Vh,0 × V¯h such that
(15) ah(uh, vh) =
∫
Ω
f · vh dx ∀vh ∈ Vh,0 × V¯h.
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Adding a gradient field ∇ψ, with ψ ∈ H1(Ω) ∩ L20(Ω), to the body force, we observe
that for all vh ∈ Vh,0 × V¯h it holds that
ah(uh, vh) =
∫
Ω
(f +∇ψ) · vh dx
=
∫
Ω
f · vh dx−
∑
K∈T
∫
K
ψ∇ · vh dx+
∑
K∈T
∫
∂K
ψvh · n ds.
(16)
As we saw in section 2.3, if vh ∈ Vh,0 then vh is exactly divergence-free on a cell K, but
vh is not H(div)-conforming on Ω. We obtain
(17) ah(uh, vh) =
∫
Ω
f · vh dx+
∑
K∈T
∫
∂K
ψvh · n ds,
showing that the irrotational part of the body force now changes also the discrete velocity
uh. If vh were to have been H(div)-conforming on Ω, such as the HDG and EDG-HDG
variants of eq. (4) [31], then the last term in eq. (17) would have vanished and the
discretization would be pressure-robust.
In the following sections we modify the EDG method to restore pressure-robustness.
For this we require the following notation. The set of vertices is denoted by V. For each
vertex V ∈ V we define the vertex patch ωV := ∪K:V ∈KK ⊂ Ω and the triangulation
on the vertex patch TV :=
{
K ∈ T : K ∩ ωV 6= ∅
}
. We denote by FV the set of all
interior facets in ωV with respect to the triangulation TV . The union of all facets in FV
is denoted by Γ0V .
3.1. A pressure-robust EDG method. To restore pressure-robustness of the EDG
method eq. (4), we follow an idea first introduced in [26] for the Crouzeix–Raviart
finite element. Therein a reconstruction operator R is introduced that maps weakly
divergence-free velocities onto exactly divergence-free velocities, i.e., velocities that are
exactly divergence-free on a cell and H(div)-conforming. It is then proposed to replace
the test function on the right hand side of eq. (4) by the reconstruction operator applied
to the test function.
The reconstruction operator developed for the Crouzeix–Raviart finite element, how-
ever, cannot directly be applied to the EDG discretization. Depending on the continuity
properties of the pressure approximation, several reconstruction operators have been
introduced. For discontinuous pressure approximations, the reconstruction operator can
be defined locally on cells (see [26, 27]). For continuous pressure approximations, Led-
erer et al. [23] defined a reconstruction operator on vertex patches based on the ideas
of the equilibrated a posteriori error estimator [4]. This reconstruction operator was
successfully applied to the Taylor–Hood and mini elements.
To construct a reconstruction operator R : Vh → Vh for the EDG method eq. (4),
in which the approximate trace pressure is continuous, we follow a similar approach as
[23]. However, where in [23] a weakly divergence-free velocity is H(div)-conforming, but
not exactly divergence-free on a cell, the opposite is true for the EDG method. As such,
the reconstruction operator for the EDG method must be such that it compensates the
normal jumps of a discrete velocity on cell-boundaries without changing the divergence
of a discrete velocity on a cell. The definition and analysis of such an operator is
postponed to section 3.3. To define a pressure-robust EDG method, it is sufficient for
now to assume the following:
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Assumption 1 (Properties of an EDG reconstruction operator). There exists a recon-
struction operator R : Vh → Vh such that
(i.) If uh ∈ Vh such that bh(qh, uh) = 0 for all qh ∈ Qh, then ∇·R(uh) = 0 point-wise
on cells and R(uh) ∈ H(div,Ω).
(ii.) For all uh ∈ Vh we have∥∥R(uh)− uh∥∥L2(Ω) . h|||uh|||1.
(iii.) For g ∈ [L2(Ω)]d we have (g,R(uh)− uh)L2(Ω) . |||g|||con,k|||uh|||1, with
|||g|||
con,k :=
(∑
V ∈V
h2
∫
ωV
(g −Πk−2ωV g)2 dx
)1/2
,
where Πk−2ωV is the L
2-projection operator on polynomials of order k − 2 on the
vertex patch ωV .
Remark 1. If g ∈ Hs(Ω), with s ≥ k − 1, then a standard scaling argument shows that
|||g|||
con,k . h
k‖g‖Hk−1(Ω).
Let R : Vh → Vh be a reconstruction operator that satisfies assumption 1. We define
the pressure-robust EDG method as: find (uh,ph) ∈ V h ×Qh such that
ah(uh, vh) + bh(ph, vh) =
∫
Ω
f · R(vh) dx ∀vh ∈ V h,(18a)
bh(qh, uh) = 0 ∀qh ∈ Qh.(18b)
Since by item (i.) of assumption 1 R(vh) is exactly divergence-free, it is clear that the
irrotational part of the body force will not change the discrete velocity uh.
3.2. A priori error analysis. In this section we show optimal a priori velocity error
estimates for the EDG method eq. (18) that are independent of the pressure.
Theorem 1 (Pressure-robust a priori velocity error estimate). Let (uh,ph) ∈ V h ×Qh
be the solution to eq. (18), let (u, p) ∈ [H2(T ) ∩H10 (Ω)]d × L20(Ω) be the exact solution
to eq. (1), and set u = (u, u). The following a priori error estimate holds:
|||u− uh|||1 . inf
vh∈V h∩H(div)
div(vh)=0
|||u− vh|||1,∗ + |||u|||con,k.(19)
Proof. Let vh = (vh, v¯h) ∈ V h be an arbitrary test function such that vh ∈ Vh∩H(div,Ω)
and ∇ · vh = 0 and let wh := vh − uh. By stability eq. (8) and boundedness eq. (9) of
ah we find
ν|||wh|||1 . ah(wh,wh)
= ah(vh − u,wh) + ah(u− uh,wh)
. ν|||vh − u|||1,∗|||wh|||1 + ah(u,wh)− ah(uh,wh).
(20)
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Consider the second term on the right hand side of eq. (20). Continuity of u and ∇u
across element interfaces and integration by parts gives
ah(u,wh) =
∑
K∈T
∫
K
ν∇u : ∇wh dx+
∑
K∈T
∫
∂K
ν ∂u
∂n
· (w¯h − wh) ds
=
∑
K∈T
∫
K
−ν∆u · wh dx+
∑
K∈T
∫
∂K
ν ∂u
∂n
· w¯h ds = (−ν∆u, wh)L2(Ω),
(21)
where we used that w¯h is single valued on element interfaces. Consider now the third
term on the right hand side of eq. (20). Since uh satisfies eq. (18),
ah(uh,wh) =
∫
Ω
f · R(wh) dx− bh(ph, wh) =
∫
Ω
f · R(wh) dx
=
∫
Ω
(−ν∆u +∇p) · R(wh) dx = (−ν∆u,R(wh))L2(Ω),
(22)
where we used integration by parts and item (i.) of assumption 1 for the last equality.
Combining eq. (20)–eq. (22), using item (ii.) and item (iii.) of assumption 1 we find:
ν|||wh|||21 . ν|||vh − u|||1,∗|||wh|||1 + (−ν∆u, wh −R(wh))L2(Ω)
. ν|||vh − u|||1,∗|||wh|||1 + ν
(∑
V ∈V
h2
∫
ωV
(∆u− Πk−2ωV ∆u)2 dx
)1/2
|||wh|||1
. ν|||vh − u|||1,∗|||wh|||1 + ν|||u|||con,k|||wh|||1.
The result follows after dividing by ν|||wh|||1, noting that vh is arbitrary, and a triangle
inequality. 
Observe that unlike the velocity error estimate eq. (11) for the discrete Stokes problem
eq. (4), the velocity error estimate eq. (19) of the pressure-robust EDG method eq. (18)
does not depend on the pressure error. A consequence of theorem 1 is the following
result.
Corollary 1. Let (u, p) ∈ H2(T ) ∩ H10 (Ω) ∩ Hk+1(Ω) × Hk(Ω) ∩ L20(Ω) be the exact
solution to eq. (1), and set u = (u, u). Then the solution (uh,ph) ∈ V h×Qh to eq. (18)
satisfies
|||u− uh|||1 . hk‖u‖Hk+1(T ) .
Proof. Let vh = (IBDMu,ΠFu) ∈ V h, where IBDM :
[
H1(Ω)
]d → Vh is the usual BDM
interpolation operator (see for example [13, Lemma 7]) and ΠFu is the L
2-projection
into the facet velocity space. Since ∇·IBDMu = 0 the result follows by the approximation
properties of the BDM interpolation operator and the L2-projection (see [3]), theorem 1
and remark 1. 
3.3. An EDG-reconstruction operator. In this section we present an EDG recon-
struction operator that satisfies the properties of assumption 1. Its construction is based
on the ideas of the equilibrated error estimator (see [4]).
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To construct the EDG reconstruction operator we require the following spaces:
ΣVh :=
{
τh ∈ [L2(ωV )]d : τh ∈ [Pk(K)]d, ∀K ∈ TV and τh · n = 0 on ∂ωV
}
,
QVh :=
{
qh ∈ L2(ωV ) : qh ∈ Pk−1(K), ∀K ∈ TV
}
,
Q¯Vh :=
{
q¯h ∈ L2(Γ0V ) : qh ∈ Pk(F ), ∀F ∈ FV
}
,
ΛVh := κx−V ([Pk−3(ωV )]
d(d−1)/2),
where we note that ΣVh is the discontinuous BDM space on TV of degree k with zero
normal component on the boundary of the vertex patch ωV . Furthermore, κ is the
Koszul operator. For d = 2 with x = (x1, x2) and for d = 3 with x = (x1, x2, x3) it is
given by
κx : L
2(Ω)→ [L2(Ω)]2, κx : [L2(Ω)]3 → [L2(Ω)]3,
κx(a) :=
(−x2
x1
)
a, κx(a) := x× a.
We note that the definition of the space ΛVh is motivated by the (Helmholtz-like) decom-
position
(23) [P k−2(ωV )]
d
= ∇P k−1(ωV )⊕ κx−V ([Pk−3(ωV )]d(d−1)/2),
where the first term of the right hand side is rotational-free and the second term is
divergence-free, see for example [2, (3.11)]. Furthermore, we define the tensor space
QVh :=
{
QVh × Q¯Vh
}
/R =
{
qh, q¯h ∈ QVh × Q¯Vh :
∑
K∈TV
∫
K
qh dx+
∑
F∈FV
∫
F
q¯h ds = 0
}
.
3.3.1. Definition and analysis of a local problem. Let GV (·) ∈ (QVh )′ be a given right
hand side (defined in section 3.3.2). We define the local problem: find (σVh ,p
V
h , λ
V
h ) ∈
ΣVh ×QVh × ΛVh such that
aVh (σ
V
h , τ
V
h ) + b
V
1,h(p
V
h , τ
V
h ) + b
V
2,h(λ
V
h , τ
V
h ) = 0 ∀τVh ∈ ΣVh ,(24a)
bV1,h(q
V
h , σ
V
h ) = G
V (qVh ) ∀qVh ∈ QVh ,(24b)
bV2,h(µ
V
h , σ
V
h ) = 0 ∀µVh ∈ ΛVh .(24c)
where
aVh (σ
V
h , τ
V
h ) :=
∑
K∈TV
∫
K
σVh · τVh dx,(25a)
bV1,h(q
V
h , σ
V
h ) :=
∑
K∈TV
∫
K
∇ · σVh qVh dx+
∑
F∈FV
∫
F
JσVh · nKq¯Vh ds,(25b)
bV2,h(µ
V
h , σ
V
h ) :=
∑
K∈TV
∫
K
σVh · µVh dx.(25c)
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For the stability analysis of the local problem eq. (24) we define the following mesh
dependent norms:
‖τVh ‖2ΣV
h
:= ‖τVh ‖2L2(ωV ) + h2 ‖∇ · τVh ‖
2
L2(ωV )
+ h ‖JτVh · nK‖2L2(FV ) ∀τVh ∈ ΣVh ,
‖qVh ‖2QVh :=
1
h2
‖qVh ‖2L2(ωV ) +
1
h
‖q¯Vh ‖2L2(FV ) ∀qVh ∈ QVh ,
‖µVh ‖ΛV
h
:= ‖µVh ‖L2(ωV ) ∀µVh ∈ ΛVh .
Theorem 2 (Stability of eq. (24)). There exists a unique solution (σVh ,p
V
h , λ
V
h ) ∈ ΣVh ×
QVh × ΛVh to problem eq. (24) with the stability estimate
‖σVh ‖ΣV
h
+ ‖pVh ‖QVh + ‖λ
V
h ‖ΛV
h
. ‖GV ‖(QVh )′ .(26)
Proof. The proof is based on theory of mixed saddle point problems (see [3, Chapter 4]);
we need to prove kernel coercivity of the bilinear form aVh (·, ·) and the inf-sup condition
of the constraints given by the bilinear forms bV1,h(·, ·) and bV2,h(·, ·).
Let σVh ∈ ΣVh such that bV1,h(qVh , σVh ) + bV2,h(µVh , σVh ) = 0 for all qVh ∈ QVh and for all
µVh ∈ ΛVh . Next, note that (−∇ · σVh , JσVh · nK) ∈ QVh since integration by parts shows
−
∑
K∈TV
∫
K
∇ · σVh dx+
∑
F∈FV
∫
F
JσVh · nK ds = 0.
Choosing qVh = (−∇ · σVh , JσVh · nK) and µVh = 0 in bV1,h(qVh , σVh ) + bV2,h(µVh , σVh ) = 0 results
in
(27) ‖σVh ‖2ΣV
h
= ‖σVh ‖2L2(ωV ) = aVh (σVh , σVh ),
proving kernel coercivity of aVh (·, ·).
We continue with the inf-sup condition of bV1,h(·, ·). To this end let qVh ∈ QVh be
arbitrary. Using [4, Lemma 3 and Lemma 9] we find a function σqh ∈ ΣVh such that on
each cell K ∈ TV we have −∇ · σqh = qVh , on all facets F ∈ FV we have Jσqh · nK = q¯Vh ,
and σqh ∈ ΣVh satisfies the stability estimate ‖σqh‖ΣV
h
. ‖qh‖QVh . Together these results
prove the inf-sup condition
(28) inf
σV
h
∈ΣV
h
bV1,h(q
V
h , σ
V
h )
‖σVh ‖ΣV
h
& ‖qh‖QVh .
We next consider bV2,h(·, ·). Choose an arbitrary µVh = κx−V (ζ) ∈ ΛVh where ζ ∈
([Pk−3(ωV )]
d(d−1)/2) and set σµh = curl(φV ζ), where φV is the corresponding linear hat
function of the fixed vertex V . Since φV ζ is a polynomial of order k − 2 and since φV
vanishes at the boundary ∂ωV , so that σ
µ
h · n = 0 on ∂ωV , we have σµh ∈ ΣVh . (Here
curl is the usual curl operator in three dimensions. In two dimensions it is defined as
the rotated gradient, i.e. curl = (−∂x2 , ∂x1).) Now note that b1,h(qVh , σµh) = 0 for all test
functions qVh ∈ QVh since the divergence of a curl is zero on K ∈ TV and the normal
jump disappears by properties of the discrete de Rham complex (see, for example, [3]).
With the same steps as in the proof of [23, Theorem 12] we obtain the inf-sup condition
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(on the kernel of b1,h(·, ·))
inf
σV
h
∈ΣV
h
b1,h(q
V
h
,σµ
h
)=0,∀qV
h
∈QVh
bV2,h(µ
V
h , σ
µ
h)
‖σVh ‖ΣV
h
& ‖µVh ‖ΛV
h
.
The coupled inf-sup condition for b1,h + b2,h now follows by application of [15, Theorem
3.1]. Together with the kernel coercivity eq. (27) we conclude existence, uniqueness and
stability of eq. (24). 
3.3.2. Definition and analysis of the EDG-reconstruction operator. In this section we
define the EDG-reconstruction operator. To this end we first introduce an operator
defined on vertex patches.
Let V ∈ V be an arbitrary vertex and let F ∈ FV be an arbitrary edge on the
corresponding vertex patch of V . Furthermore, let q¯h ∈ Pm(F ) with m = k, k−1, let ϕi
with i = 0, . . . , m be a Lagrangian basis of the polynomial space Pm(F ), and let ξi be the
associated Lagrangian points. Then for x ∈ F we can write q¯h(x) =
∑m
i=0 ciϕi(x) where
ci are the related coefficients. We define the bubble projection B
V
F : P
m(F ) → Pm(F )
as
B
V
F (q¯h)(x) =
m∑
i=0
ciφV (ξi)ϕi(x).
The definition of the bubble projector BVF reads as a simple weighting of the coefficients
ci with the value of the hat function at the related Lagrangian point ξi. For the case
d = 2, let Vo be the opposite vertex of V of F . By definition, B
V
F (q¯h)(Vo) = 0 and we
have the identity
(29) BVF (q¯h)(x) + B
Vo
F (q¯h)(x) =
m∑
i=0
ci(φV (ξi) + φVo(ξi))ϕi(x) = q¯h(x).
For the case d = 3, let Vo1 and Vo2 be the opposite vertices of V of the triangle F , and
let E12 be the edge connecting the vertices Vo1 and Vo2. With the same arguments as
above we have BVF (q¯h)|E12 = 0 and
(30) BVF (q¯h)(x) + B
Vo1
F (q¯h)(x) + B
Vo2
F (q¯h)(x) = q¯h(x).
Note that the definition for d = 3 equals the bubble projection on triangles defined in
[23, Section 4.1].
Now, let uh ∈ Vh be an arbitrary but fixed discrete velocity, and let σVh be the solution
to the local problem eq. (24) defined on vertex patches with the following right hand
side:
(31) GV (qh) =
∑
F∈FV
∫
F
Juh · nKBVF ◦ (id−Π0FV )(q¯h) ds ∀qh = (qh, q¯h) ∈ Qh,
where Π0FV is the projection onto constants on FV , i.e.,
Π0FV (q) =
1
|FV |
∑
F∈FV
∫
F
q ds ∀q ∈ L2(FV ).
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Theorem 3 (Properties of the local solutions). Let uh ∈ Vh, let V ∈ V be arbitrary but
fixed, and let σVh be the solution to eq. (24) with the right hand side defined by eq. (31).
Furthermore, let σVh be trivially extended to Ω \ ωV by zero.
(i.) For all (qh, q¯
d
h) ∈ Qh × Q¯dh we have
(∇ · σVh , qh)L2(T ) + (JσVh · nK, q¯dh)L2(F) = (BVF ◦ (id−Π0FV )(Juh · nK), q¯dh)L2(F).
(ii.) We have ‖σVh ‖ΣV
h
.
√
h ‖Juh · nK‖L2(FV ).
(iii.) If bh(qh, uh) = 0 for all qh ∈ Qh then (σVh , ηh)L2(ωV ) = 0 for all ηh ∈ P k−2(ωV ).
Proof. We start with the proof of item (i.). We first show that the solution σVh satisfies
bV1,h((c, c), σ
V
h ) = G
V ((c, c)) ∀c ∈ R.
To show this we first note that the left hand side vanishes by integration by parts, i.e.,
b1,h((c, c), σ
V
h ) = 0. Next, note that Π
0
FV
(c) = c and so the right hand side also vanishes.
Now let (qh, q¯
d
h) ∈ Qh×Q¯dh be arbitrary and set qVh = (qh|ωV , q¯dh|ωV ), i.e., the restriction
on the vertex patch. We define the constant
c :=
1
|TV |+ |FV |

∑
K∈TV
∫
K
qh|ωV dx+
∑
F∈FV
∫
F
q¯dh|ωV ds

 ,
and write qVh = (qh|ωV − c, q¯dh|ωV − c) + (c, c). The first term of the right hand side is an
element of QVh , and so with the above findings and eq. (24b) we observe that
bV1,h(q
V
h , σ
V
h ) = G
V (qVh ).
Using that σVh is zero on Ω \ ωV we then find that
(∇ · σVh , qh)L2(T ) + (JσVh · nK, q¯h)L2(F) = bV1,h(qVh , σVh ) = GV (qVh )
= (BVF ◦ (id−Π0FV )(Juh · nK), q¯h)L2(FV ).
We next prove item (ii.). Using the stability result eq. (26) this follows by definition
of the dual norm,
‖σVh ‖ΣV
h
. ‖GV ‖(QVh )′ := sup
06=rV
h
∈QVh
GV (rVh )
‖rVh ‖QVh
≤ sup
06=rV
h
∈QVh
‖BVF ◦ (id−Π0FV )Juh · nK‖L2(FV ) ‖r¯
V
h ‖L2(FV )
‖rVh ‖QVh
≤
√
h ‖BVF ◦ (id−Π0FV )Juh · nK‖L2(FV )
≤
√
h ‖Juh · nK‖L2(FV ) +
√
h ‖Π0FV Juh · nK‖L2(FV )
.
√
h ‖Juh · nK‖L2(FV ) ,
where we used continuity of Π0FV and the bubble projector since the weighting of the
coefficient lies in [0, 1].
Finally, we prove item (iii.). Let ηh ∈ P k−2(ωV ) be arbitrary. Using decomposition
eq. (23) we find polynomials θ ∈ P k−1(ωV ), and ζ ∈ ([Pk−3(ωV )]d(d−1)/2) such that
ηh = ∇θ + κx−V (ζ).
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Note that θ can be chosen such that (θ, θ) ∈ QVh since the above decomposition includes
only the gradient of θ. Using eq. (24c), we note that (σVh , κx−V (ζ))L2(ωV ) = 0. Next,
using integration by parts,
(σVh ,∇θ)ωV = bV1,h((θ, θ), σVh ) = GV ((θ, θ))
=
∑
F∈FV
∫
F
Juh · nKBVF ◦ (id−Π0FV )θ ds = 0,
since BVF ◦ (id−Π0FV )θ is an element of Q¯h. 
We are now able to define a reconstruction operator that satisfies the properties of
assumption 1.
Lemma 1. Let uh ∈ Vh and let σVh be the solution to eq. (24) with the right hand
side defined by eq. (31) for an arbitrary vertex V ∈ V. The reconstruction operator
R : Vh → Vh defined by
R(uh) := uh − σh with σh :=
∑
V ∈V
σVh .
satisfies the properties of assumption 1.
Proof. We first prove that the reconstruction operator satisfies item (i.) of assumption 1.
Let uh ∈ Vh such that bh(rh, uh) = 0 for all rh ∈ Qh. Now let (qh, q¯dh) ∈ Qh × Q¯dh be
arbitrary, then∑
K∈T
∫
K
∇ · R(uh)qh dx+
∑
F∈F
∫
F
JR(uh) · nKq¯dh ds
=
∑
K∈T
∫
K
∇ · uhqh dx+
∑
F∈F
∫
F
Juh · nKq¯dh ds
−
∑
K∈T
∫
K
∇ · σhqh dx−
∑
F∈F
∫
F
Jσh · nKq¯dh ds.
(32)
Consider the last two terms on the right hand side. By definition of σh,
−
∑
K∈T
∫
K
∇ · σhqh dx−
∑
F∈F
∫
F
Jσh · nKq¯dh ds
= −
∑
K∈T
∑
V ∈K
∫
K
∇ · σVh qh dx−
∑
F∈F
∑
V ∈F
∫
F
JσVh · nKq¯dh ds
=
∑
V ∈V
(
−
∑
K∈TV
∫
K
∇ · σVh qh dx−
∑
F∈FV
∫
F
JσVh · nKq¯dh ds
)
=
∑
V ∈V
(
−
∑
F∈FV
∫
F
B
V
F ◦ (id−Π0FV )(Juh · nK)q¯dh ds
)
=
∑
V ∈V
(
−
∑
F∈FV
∫
F
B
V
F (Juh · nK)q¯dh ds+
∑
F∈FV
∫
F
Juh · nKBVF ◦ Π0FV (q¯dh) ds
)
,
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where we used item (i.) of theorem 3 for the third equality, and that BVF ◦ Π0FV is a
symmetric self adjoint operator for the fourth equality. Since uh is discretely divergence-
free and BVF ◦Π0FV (q¯h) ∈ Q¯h the second sum on the right hand side vanishes. Therefore,
using eq. (30),
−
∑
K∈T
∫
K
∇ · σhqh dx−
∑
F∈F
∫
F
Jσh · nKq¯dh ds(33)
=
∑
V ∈V
∑
F∈FV
−
∫
F
B
V
F (Juh · nK)q¯dh ds
=
∑
F∈F
∑
V ∈F
−
∫
F
B
V
F (Juh · nK)q¯dh ds = −
∑
F∈F
∫
F
Juh · nKq¯dh ds.
Combining eq. (32) and eq. (33) we find that
∑
K∈T
∫
K
∇ · R(uh)qh dx+
∑
F∈F
∫
F
JR(uh) · nKq¯dh ds
=
∑
K∈T
∫
K
∇ · uhqh dx+
∑
F∈F
∫
F
Juh · nKq¯dh ds−
∑
F∈F
∫
F
Juh · nKq¯dh ds = 0,
where we used that ∇ · uh vanishes in each cell. Now, since ∇ · R(uh) ∈ Qh and
JR(uh) · nK ∈ Q¯dh we conclude the proof.
To prove that the reconstruction operator satisfies item (ii.) of assumption 1 we use
item (ii.) from theorem 3:
‖R(uh)− uh‖2L2(Ω) = ‖σh‖2L2(Ω) ≤
∑
V ∈V
‖σVh ‖2L2(ωV )
≤
∑
V ∈V
‖σVh ‖2ΣV
h
.
∑
V ∈V
h ‖Juh · nK‖2L2(FV ) ≤ h2|||uh|||
2
1.
The result follows after taking the square root on both sides.
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Finally, we prove item (iii.) of assumption 1. Let g ∈ [L2(Ω)]d be arbitrary. Using
item (iii.) and item (ii.) from theorem 3 we find that
(g,R(uh)− uh)L2(Ω) =
∑
V ∈V
∫
ωV
σVh · g dx
=
∑
V ∈V
∫
ωV
σVh · (g −Πk−2ωV g) dx
≤
∑
V ∈V
[(1
h
‖σVh ‖L2(ωV )
)(
h2
∫
ωV
(g −Πk−2ωV g)2 dx
)1/2]
≤
(∑
V ∈V
1
h2
‖σVh ‖2L2(ωV )
)1/2 (∑
V ∈V
h2
∫
ωV
(g − Πk−2ωV g)2 dx
)1/2
≤
(∑
V ∈V
1
h
‖Juh · nK‖2FV
)1/2 (∑
V ∈V
h2
∫
ωV
(g −Πk−2ωV g)2 dx
)1/2
≤ |||uh|||1
(∑
V ∈V
h2
∫
ωV
(g −Πk−2ωV g)2 dx
)1/2
,
concluding the proof. 
We remark that the reconstruction operator defined in lemma 1 can easily be imple-
mented in existing EDG codes for the Stokes problem since it is applied only to the
right hand side of the discretization eq. (18). The left hand side matrices of eq. (4) and
eq. (18) are identical.
4. Numerical tests
In this section we present two and three dimensional numerical examples that demon-
strate that the modified EDG discretization eq. (18) with the reconstruction operator
defined in lemma 1 results in a pressure-robust discretization of the Stokes equations.
All numerical examples have been implemented in the higher-order finite element library
Netgen/NGSolve [32, 33].
We study the Stokes problem eq. (1) on Ω := [0, 1]d. For d = 2 we set the body force
f such that the exact solution is given by
u = curl(ξ) and p = x51 + x
5
2 − 1/3,
where ξ = x21(x1 − 1)2x22(x2 − 1)2, while for d = 3 the body force is such that the exact
solution is given by
u = curl((ξ, ξ, ξ)) and p = x51 + x
5
2 + x
5
3 − 1/2,
where ξ = x21(x1 − 1)2x22(x2 − 1)2x23(x3 − 1)2.
In this section we denote the discrete velocity solution obtained by the EDG method
eq. (4) by uh and the discrete velocity solution obtained by the modified EDG method
eq. (18) by u⋆h. We furthermore define eh = u− uh and e⋆h = u− u⋆h.
For the two dimensional test case we plot, in fig. 1 and fig. 2, respectively, the L2-norm
and H1-seminorm (the L2-norm of the gradient) of eh and e
⋆
h. We compute the solution
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Figure 1. Two dimensional test case as described in section 4 using
ν = 10−6. We plot the L2-norm error of the velocity, against the number of
elements in the mesh, for polynomial degrees k = 2, 3, 4. Here eh = u−uh
and e⋆h = u−u⋆h with uh the discrete velocity solution to the EDG method
eq. (4) and u⋆h the discrete velocity solution to the modified EDG method
eq. (18). The solutions are computed both for m = k in eq. (3) (left) and
when m = k − 1 (right).
for polynomial orders k = 2, 3, 4 and for both m = k and m = k − 1 in eq. (3). We fix
the viscosity to ν = 10−6.
From both figures we first observe optimal rates of convergence for all methods. We
also observe that u⋆h is not affected by the choice of m. However, the choice of m does
affect uh, as we discuss next.
For the case m = k−1 we observe that u⋆h is significantly more accurate than uh when
ν = 10−6; e⋆h is 10
3–105 times smaller (depending on k) than eh in both the L
2-norm
and in the H1-seminorm.
When m = k we note that eh is approximately 10
2 times smaller than when m = k−1.
We conjecture that this is due to a better enforcement of continuity of the normal
component of the velocity. As such, when m = k, uh is ‘closer’ to an H(div)-conforming
velocity than when m = k − 1 mitigating the role of the pressure-error in eq. (11). Due
to uh being more accurate when m = k, and that the accuracy of u
⋆
h does not seem to
depend on m, we observe that u⋆h is ‘only’ 10–10
2 times more accurate (depending on k)
than uh.
We now vary the viscosity from ν = 1 to ν = 10−9 and plot the H1-seminorm on a
fixed mesh with |T | = 230 triangles for polynomial orders k = 2, 3, 4 in fig. 3. We observe
that e⋆h is not affected by ν thereby verifying corollary 1. As expected from eq. (11),
the accuracy of uh deteriorates as viscosity decreases. Furthermore, in agreement with
our previous observations, the solution uh with m = k is approximately 10
2 times more
accurate than when m = k − 1.
In fig. 4 we plot the L2-norm and H1-seminorm of the error of the discrete velocity
for the three dimensional test case. We again set ν = 10−6 and compute the solution for
polynomial orders k = 1, 2. We consider only the case m = k since the EDG method
with m = k − 1 is not defined for k = 1. We draw the same conclusions as in the
two dimensional test case, namely optimal rates of convergence for all methods and a
pressure-robust discrete velocity approximation when using the modified EDG method.
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Figure 2. Two dimensional test case as described in section 4 using
ν = 10−6. We plot the H1-seminorm error of the velocity, against the
number of elements in the mesh, for polynomial degrees k = 2, 3, 4. Here
eh = u− uh and e⋆h = u− u⋆h with uh the discrete velocity solution to the
EDG method eq. (4) and u⋆h the discrete velocity solution to the modified
EDG method eq. (18). The solutions are computed both for m = k in
eq. (3) (left) and when m = k − 1 (right).
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Figure 3. Two dimensional test case as described in section 4 using a
fixed mesh with |T | = 230 elements. We plot theH1-seminorm error of the
velocity against varying viscosities ν = 1, . . . , 10−9, for polynomial degrees
k = 2, 3, 4. Here eh = u−uh and e⋆h = u−u⋆h with uh the discrete velocity
solution to the EDG method eq. (4) and u⋆h the discrete velocity solution
to the modified EDG method eq. (18). The solutions uh are computed
both for m = k and m = k − 1.
5. Conclusions
We introduced a new reconstruction operator that restores pressure-robustness for an
embedded discontinuous Galerkin discretization of the Stokes equations. We have shown
that this reconstruction operator can be constructed locally on vertex patches and needs
to be applied only to the right hand side vector, allowing for easy implementation in
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Figure 4. Three dimensional test case as described in section 4 using
ν = 10−6. We plot the L2-norm (left) and H1-seminorm (right) errors
of the velocity, against the number of elements in the mesh, for polyno-
mial degrees k = 1, 2. Here eh = u − uh and e⋆h = u − u⋆h with uh the
discrete velocity solution to the EDG method eq. (4) and u⋆h the discrete
velocity solution to the modified EDG method eq. (18). The solutions are
computed using m = k in eq. (3).
existing codes. Furthermore, by an a priori error analysis, we showed that the velocity
errors converge optimally. Numerical examples in two and three dimensions support our
analysis.
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