The generalized multiple depot traveling salesmen problem (GMDTSP) is a variant of the multiple depot traveling salesmen problem (MDTSP), where each salesman starts at a distinct depot, the targets are partitioned into clusters and at least one target in each cluster is visited by some salesman. The GMDTSP is an NP-hard problem as it generalizes the MDTSP and has practical applications in design of ring networks, vehicle routing, flexible manufacturing scheduling and postal routing. We present an integer programming formulation for the GMDTSP and valid inequalities to strengthen the linear programming relaxation. Furthermore, we present a polyhedral analysis of the convex hull of feasible solutions to the GMDTSP and derive facet-defining inequalities that strengthen the linear programming relaxation of the GMDTSP. All these results are then used to develop a branch-and-cut algorithm to obtain optimal solutions to the problem. The performance of the algorithm is evaluated through extensive computational experiments on several benchmark instances.
Introduction
The generalized multiple depot travelling salesmen problem (GMDTSP) is an important combinatorial optimization problem that has several practical applications including but not limited to maritime transportation, health-care logistics, survivable telecommunication network design (Bektas et al. (2011) ), material flow system design, postbox collection (Laporte et al. (1996) ), and routing unmanned vehicles (Manyam et al. (2014) ; Oberlin et al. (2010) ). The GMDTSP is formally defined as follows: let D := {d 1 , . . . , d k } denote the set of depots and T , the set of targets. We are given a complete undirected graph G = (V, E) with vertex set V := T ∪ D and edge set E := {(i, j) : i ∈ V, j ∈ T }. In addition, a proper partition C 1 , . . . , C m of T is given; these partitions are called clusters. For each edge (i, j) = e ∈ E, we associate a non-negative cost c e = c ij . The GMDTSP consists of determining a set of at most k simple cycles such that each cycle starts an ends at a distinct depot, at least one target from each cluster is visited by some cycle and the total cost of the set of cycles is a minimum. The GMDTSP reduces to a multiple depot traveling salesmen problem (MDTSP - Benavent and Martínez (2013) ) when every cluster is a singleton set. The GMDTSP involves two related decisions:
1. choosing a subset of targets S ⊆ T , such that |S ∩ C h | ≥ 1 for h = 1, . . . , m;
2. solving a MDTSP on the subgraph of G induced by S ∪ D.
The GMDTSP can be considered either as a generalization of the MDTSP in Benavent and Martínez (2013) where the targets are partitioned into clusters and at least one target in each cluster has to be visited by some salesman or as a multiple salesmen variant of the symmetric generalized traveling salesman problem (GTSP) in Fischetti et al. (1995 Fischetti et al. ( , 1997 . Benavent and Martínez (2013) and Fischetti et al. (1995) present a polyhedral study of the MDTSP and GTSP polytope respectively, and develop a branch-and-cut algorithm to compute optimal solutions for the respective problem. This is the first work in the literature that analyzes the facial structure and derives additional valid and facet-defining inequalities for the convex hull of feasible solutions to the GMDTSP. This paper presents a mixed-integer linear programming formulation and develops a branch-and-cut algorithm to solve the problem to optimality. This work generalizes the results of the two aforementioned problems namely the MDTSP (Benavent and Martínez (2013) ) and the GTSP (Fischetti et al. (1995) ).
Related work:
A special case of the GMDTSP with one salesman, the symmetric generalized traveling salesman problem (GTSP), was first introduced by Labordere (1969) and Srivastava et al. (1969) in relation to record balancing problems arising in computer design and to the routing of clients through agencies providing various services respectively. Since then, the GTSP has attracted considerable attention in the literature as several variants of the classical traveling salesman problem can be modeled as a GTSP (Laporte et al. (1996) ; Feillet et al. (2005) ; Oberlin et al. (2009); Manyam et al. (2014) ). Noon and Bean (1989) developed a procedure to transform a GTSP to an asymmetric traveling salesman problem and the investigated the asymmetric counterpart of the GTSP. Despite most of the aforementioned applications of the GTSP (Laporte et al. (1996) ) extending naturally to their multiple depot variant, there are no exact algorithms in the literature to address the GMDTSP.
A related generalization of the GMDTSP can be found in the vehicle routing problem (VRP) literature.
VRPs are capacitated counterparts for the TSPs where the vehicles have a limited capacity and each target is associated with a demand that has to be met by the vehicle visiting that target. The multiple VRPs can be classified based on whether the vehicles start from a single depot or from multiple depots. The generalized multiple vehicle routing problem (GVRP) is a capacitated version of the GMDTSP with all the vehicles starting from a single depot. Bektas et al. (2011) present four formulations for the GVRP, compare the linear relaxation solutions for them, and develop a branch-and-cut to optimally solve the problem. In Laporte (1987) , Laporte models the GVRP as a location-routing problem. On the contrary, Ghiani and Improta (2000) develop an algorithm to transform the GVRP into a capacitated arc routing problem, which therefore enables one to utilize the available algorithms for the latter to solve the former. In a more recent paper, Bautista et al. (2008) study a special case of the GVRP derived from a waste collection application where each cluster contains at most two vertices. The authors describe a number of heuristic solution procedures, including two constructive heuristics, a local search method and an ant colony heuristic to solve several practical instances. To our knowledge, there are no algorithms in the literature to compute optimal solutions to the generalized multiple depot vehicle routing problem or the GMDTSP.
The objective of this paper is to develop an integer programming formulation for the GMDTSP, study the facial structure of the GMDTSP polytope and develop a branch-and-cut algorithm to solve the problem to optimality. The rest of the paper is organized as follows: in Sec. 2 we introduce notation and present the integer programming formulation. In Sec. 3, the facial structure of the GMDTSP polytope is studied and its relation to the MDTSP polytope (Benavent and Martínez (2013) ) is established. We also introduce a general theorem that allows one to lift any facet of the MDTSP polytope into a facet of the GMDTSP polytope. We further use this result to develop several classes of facet-defining inequalities for the GMDTSP.
In the subsequent sections, the formulation is used to develop a branch-and-cut algorithm to obtain optimal solutions. The performance of the algorithm is evaluated through extensive computational experiments on 116 benchmark instances from the GTSP library (Gutin and Karapetyan (2010) ).
Problem Formulation
We now present a mathematical formulation for the GMDTSP inspired by models in Benavent and Martínez (2013) and Fischetti et al. (1995) . We propose a two-index formulation for the GMDTSP. We associate to each feasible solution F, a vector x ∈ R |E| (a real vector indexed by the elements of E) such that the value of the component x e associated with edge e is the number of times e appears in the feasible solution F. Note that for some edges e ∈ E, x e ∈ {0, 1, 2} i.e, we allow the degenerate case where a cycle can only consist of a depot and a target. If e connects two vertices i and j, then (i, j) and e will be used interchangeably to denote the same edge. Similarly, associated to F, is also a vector y ∈ R |T | , i.e., a real vector indexed by the elements of T . The value of the component y i associated with a target i ∈ T is equal to one if the target i is visited by a cycle and zero otherwise.
For any S ⊂ V , we define γ(S) = {(i, j) ∈ E : i, j ∈ S} and δ(S) = {(i, j) ∈ E : i ∈ S, j / ∈ S}. If S = {i}, we simply write δ(i) instead of δ({i}). We also denote by C h(v) the cluster containing the target v and define W := {v ∈ T : |C h(v) | = 1}. Finally, for anyÊ ⊆ E, we define x(Ē) = (i,j)∈Ē x ij , and for any disjoint subsets A, B ⊆ V , (A : B) = {(i, j) ∈ E : i ∈ A, j ∈ B} and x(A : B) = e∈(A:B) x ij . Using the above notations, the GMDTSP is formulated as a mixed integer linear program as follows:
subject to
i∈C h
x e ∈ {0, 1} ∀e ∈ γ(T ),
x e ∈ {0, 1, 2} ∀e ∈ (D : T ),
In the above formulation, the constraints in (2) ensure the number edges incident on any vertex i ∈ T is equal to 2 if and only if target i is visited by a cycle (y i = 1). The constraints in (3) force at least one target in each cluster to be visited. The constraints in (4) are the connectivity or sub-tour elimination constraints.
They ensure a feasible solution has no sub-tours of any subset of customers in T . The constraints in (5) and (6) are the path elimination constraints. They do not allow for any cycle in a feasible solution to consist of more than one depot. The validity of these constraints is discussed in the subsection 2.1. Finally, the constraints (7)-(9) are the integrality restrictions on the x and y vectors.
Path elimination constraints:
The first version of the path elimination constraints was developed in the context of location routing problems Laporte et al. (1986) . Laporte et al. named these constraints as chain-barring constraints. Authors in Belenguer et al. (2011) and Benavent and Martínez (2013) use similar path elimination constraints for the location routing and the multiple depot traveling salesmen problems. The version of path elimination constraints used in this article is adapted from Sundar and Rathinam (2014) . Any path that originates from a depot and visits exactly two customers before terminating at another depot is removed by the constraint in (5). The validity of the constraint (5) can be easily verified as in Laporte et al. (1986) ; Sundar and Rathinam (2014) . Any other path
inequality (6) with D = {d 1 }, S = {t 2 , · · · , t p−1 }, j = t 1 , k = t p and i = t r where 2 ≤ r ≤ p − 1. The proof of validity of the constraint in Eq. (6) is discussed as a part of the polyhedral analysis of the polytope of feasible solutions to the GMDTSP in the next section (see proposition 3.5).
We note that our formulation allows for a feasible solution with paths connecting two depots and visiting exactly one customer. We refer to such paths as 2-paths. As the formulation allows for two copies of an edge between a depot and a target, 2-paths can be eliminated and therefore there always exists an optimal solution which does not contain any 2-path. In the following subsection, we prove polyhedral results and derive classes of facet-defining inequalities for the model in (2)-(9).
Polyhedral analysis
In this section we analyse the facial structure of the GMDTSP polytope while leveraging the results already known for the multiple depot traveling salesmen problem (MDTSP).
If the number of targets |T | = n and the number of depots |D| = k, then the number of x e variables is |E| = n 2 + nk ( n 2 is the number of edges between the targets and nk is the number of edges between targets and depots). Also the number of y i variables is |T | = n and hence, the total number of variables used in the problem formulation is |E| + |T | = n 2 + nk + n. Let P and Q denote the GMDTSP and MDTSP as follows:
|E|+|T | : (x, y) is a feasible GMDTSP solution} and (10)
The dimension of the polytope Q was shown to be n 2 + n(k − 1) in Benavent and Martínez (2013) . To relate the polytopes P and Q, we define an intermediate polytope P (F ) as follows:
where ∅ ⊆ F ⊆ T . Observe that P (∅) = P and P (T ) = Q. Now, we determine the dimension of the polytope P (F ). The number of variables in the equation system for P (F ) is |E| + |T | = n 2 + nk + n. The system also includes |T | = n linear independent equations in (2) and variable fixing equations given by
where, W is the set of targets that lie in clusters that are singletons (defined in Sec. 2). The following lemma gives the dimension of P (F ).
Proof Since the equation system for P (F ) has n 2 + nk + n variables and n + |F ∪ W | linear independent equality constraints, the dim(P (F )) ≤ n 2 +nk−|F ∪W |. We claim that P (F ) contains n 2 +nk−|F ∪W |+1 affine independent points. The claim proves dim(P (F )) ≥ n 2 + nk − |F ∪ W |. Hence, the lemma follows. We prove the claim by induction on the cardinality of the set F .
For the base case, we have F = T and P (T ) = Q where Q is the the MDTSP polytope. Since dim(Q) = n 2 + nk − n (Benavent and Martínez (2013) ), there are n 2 + nk − n + 1 affine independent points in Q. Assume that the claim holds for a set F i with |F i | = i and i > 0, and consider a subset of targets
Let v be any target not in F i−1 , and define F i := F i−1 ∪ {v}. The induction hypothesis provides n 2 + nk − |F i ∪ W | + 1 affine independent points belonging to P (F i ) and hence, to Lemma 3.1 indicates that for any given subset F ⊆ T and v ∈ F , either dim(P (F \ {v})) = dim(P (F ))
, the dimension of the polytope P (F )
increases by at most one unit when a target is removed from F . Hence, we can lift any facet-defining valid inequality for P (F ) to be facet-defining for P (F \ {v}). In the ensuing proposition, we introduce a result based on the sequential lifting for zero-one programs (Padberg (1975) ) which we will use to lift facets of Q into facets of P . The proposition generalizes a similar result in Fischetti et al. (1995) used to lift facets of the travelling salesman problem to facets of GTSP.
Proposition 3.1. Suppose that for any F ⊆ T and u ∈ F ,
is any facet-defining inequality for P (F ). Then the lifted inequality e∈E α e x e + v∈T \{u}
is valid and facet-defining for P (F \ {u}), whereβ u takes an arbitrary value when u ∈ W and
v∈T \{u}
Note that the statement can be trivially modified to deal with "≤" inequalities.
Proof The proof follows from the sequential lifting theorem in Padberg (1975) .
Proposition 3.1 is used to derive facet-defining inequalities for the GMDTSP polytope P by lifting the facet-defining inequalities for the MDTSP polytope Q in Benavent and Martínez (2013) . For a given lifting sequence of the set of targets T , say {v 1 , . . . , v n }, the procedure is iteratively applied to derive a facet of P ({v t+1 , . . . , v n }) from a facet of P ({v t , . . . , v n }) for t = 1, . . . , n. Different lifting sequences produce different facets; hence the name, sequence dependent lifting. In the rest of the section, we use the lifting procedure to check if the constraints in (2)- (9) are facet-defining and derive additional facet-defining inequalities for the GMDTSP polytope.
Proposition 3.2. The following results hold for the GMDTSP polytope P :
1. x e ≥ 0 defines a facet for every e ∈ E if |T | ≥ 4,
2. x e ≤ 1 defines a facet if and only if e ∈ γ(W ) and |T | ≥ 3, 3. x e ≤ 2 does not define a facet for any e ∈ (D : T ),
5. y i ≤ 1 defines a facet if and only if i / ∈ W , and 6.
i∈C h y i ≥ 1 does not define a facet for any h ∈ {1, . . . , m}.
Proof We use the facet-defining results of the MDTSP polytope (Benavent and Martínez (2013) ) in conjunction with Proposition 3.1 to prove (1)-(3).
1. Observe that for every e ∈ E, x e ≥ 0 defines a facet of the MDTSP polytope Q if |T | ≥ 4. Now for any lifting sequence, Proposition 3.1 producesβ v = 0 for all v ∈ T and the result follows.
2. Suppose that e = (i, j). If i, j ∈ W and |T | ≥ 3, then the claim follows from the forthcoming Proposition 3.3 by choosing S = {i, j}. Otherwise if e = (i, j) ∈ γ(T ), then x e ≤ 1 is dominated by
x e ≤ 2 defines a face of the MDTSP polytope Q. Hence neither of the lifted versions of the inequality i.e.,
4. The inequality y i ≥ 1 2 x e for e ∈ δ(i) dominates y i ≥ 0. Hence, y i ≥ 0 does not define a facet for any i ∈ T .
5. Observe that the valid inequality y i ≤ 1 induces a face, P ({i}) = {(x, y) ∈ P : y i = 1} of P . From the Lemma 3.1, dim(P ({i})) = dim(P ) − 1 if and only if i / ∈ W . Hence, y i ≤ 1 is facet-defining for P if and only if i / ∈ W . When i ∈ W , the inequality defines an improper face.
6. The constraint i∈C h y i ≥ 1 can be reduced to e∈δ(C h ) x e + 2 e∈γ(C h ) x e ≥ 2 using the degree
, |C h | = 1), the constraint e∈δ(C h ) x e = 2 is satisfied by any feasible solution in P and hence in this case, it is an improper face. Therefore, i∈C h y i ≥ 1 does not define a facet for any h ∈ {1, . . . , m}.
In the next proposition, we prove that the sub-tour elimination constraints in Eq. (4) define facets of P . To do so, we apply the lifting procedure in Proposition 3.1 to the MDTSP sub-tour elimination constraints
In the process, we derive alternate versions of the sub-tour elimination constraints in Eq. (4) which we will refer to as the generalized sub-tour elimination constraints (GSEC). To begin with, we observe that sub-tour elimination constraints given above define facets of the MDTSP poytope Q when |T | ≥ 3 (see Benavent and Martínez (2013)).
Proposition 3.3. Let S ⊆ T and |T | ≥ 3. Then the following Generalized Sub-tour Elimination Constraint (GSEC) is valid and facet-defining for P :
Proof We first observe that the inequality x(δ(S)) ≥ 2 with S ⊆ T and |T | ≥ 3 defines a facet for the MDTSP polytope. We lift this inequality using the lifting procedure in Proposition 3.1. Let {v 1 , . . . , v n } be any lifting sequence of the set of targets such that v n = i. The lifting coefficientsβ vt are computed iteratively for t = 1, . . . , n. For t = 1, . . . , n − 1, it is trivial to see thatβ vt = 0. Hence, x(δ(S)) ≥ 2 defines a facet of P ({v n }). As toβ vn , we compute its value by performing the lifting procedure again and obtain a facet of P . We haveβ vn = 2 − min {x(δ(S)) : (x, y) ∈ P, and y vn = 0} .
Solving forβ vn using the above equation, we obtainβ vn = 2 if a feasible GMDTSP solution visiting no target in S exists (i.e., no C h ⊆ S exists) andβ vn = 0 otherwise.
In summary, the Proposition 3.3 results in the following facet-defining inequalities of P : suppose S ⊆ T with |T | ≥ 3. Then, x(δ(S)) ≥ 2 for µ(S) = 0 and (13)
Note that the inequality x(δ(S)) ≥ 2y i is valid for any S ⊆ T . It is facet-defining for P only when µ(S) = 0.
When µ(S) = 0 it does not define a facet of P as it is dominated by Eq. (13). Using the degree constraints in Eq. (2), the above GSECs can rewritten as
In the forthcoming two propositions, we prove that the path elimination constraints in Eq. (5) and (6) are facet-defining of P using Proposition 3.1. The corresponding path elimination constraints for the MDTSP polytope Q are as follows:
We remark that Eq. (17) and (18) define facets for the MDTSP polytope Q (see Benavent and Martínez (2013) ).
Proposition 3.4. Suppose j, k ∈ T and D ⊂ D with D = ∅. Then the following path elimination constraint is valid and facet-defining for P :
Proof Let {v 1 , . . . , v n } be any lifting sequence of the set of targets such that v n−1 = j and v n = k. The lifting coefficients are iteratively computed for t = 1, 2, . . . , n. Coefficientsβ v for v ∈ {v 1 , . . . , v n−2 } are easily computed (tight GMDTSP solution is depicted in Fig. 1(a) , showing that the value ofβ v cannot be increased without producing a violated inequality). Similarly for t = n − 1 i.e., v t = j, the correctness of the coefficientβ j = 2 can be checked with the help of Fig. 1(b) . Analogously, we obtainβ k = 2.
The inequality in Proposition 3.4 can be rewritten as
which is the path elimination constraint in Eq. (5). We have proved that this inequality is valid and defines a facet of P . Proposition 3.5. Let j, k ∈ T , D ⊂ D, S ⊆ T \ {j, k} and i ∈ S such that D = ∅ and S = ∅. Also letS = S ∪ {j, k}. Then the following Generalized Path Elimination Constraint (PSEC) is valid and facet-defining for P :
Proof Consider any lifting sequence of the the set of targets {v 1 , . . . , v n } such that each target in the set S \ {i} follows all the targets in the set |T \S| and v n−2 = j, v n−1 = k and v n = i. The coefficientsβ v = 0 for v ∈ T \S andβ v = 2 for v ∈ S \ {i} are trivial to compute (tight GMDTSP solution is depicted in Fig. 2(a) and 2(b) respectively, showing that the value ofβ v cannot be increased without producing a violated inequality). The correctness of coefficientsβ j = 2 andβ k = 2 can be checked with the help of Fig. 2 (c) and
It remains to compute the value of coefficientβ i . For computingβ i , we have to take into account for the possibility of a GMDTSP solution not visiting any target in the set S. This can happen when µ(S) = 0.
In this case, we obtainβ i = 1; see Fig. 2 (e). Likewise, when µ(S) = 0, any GMDTSP solution has to have at least two edges in δ(S). This leads toβ i = 2; tight GMDTSP solution is shown in Fig. 2 
(f).
In summary, the Proposition 3.5 results in the following facet-defining inequalities of P : suppose j, k ∈ T ,
We note that the above PSECs can be rewritten in cut-set form as
As we will see in the forthcoming section, the GPECs in the above form are more amicable for developing separation algorithms. Next, we examine the comb inequalities that are valid and facet-defining for the MDTSP polytope. These inequalities were initially introduced for the TSP in Chvátal (1973) . These inequalities were extended and proved to be facet-defining for the MDTSP polytope in Benavent and Martínez (2013) . We define a comb inequality using a comb, which is a family C = (H, T 1 , T 2 , . . . , T t ) of t + 1 subsets of the targets; t is an odd number and t ≥ 3. The subset H is called the handle and the subsets T 1 , . . . , T t are called teeth. The handle and teeth satisfy the following conditions:
The conditions i. and ii. indicate that every tooth T i intersects the handle H and the condition iii. indicates that no two teeth intersect. We define the size of C as σ(
2 . Then the comb inequality associated with C is given by
The inequality in Eq. 23 is valid and facet-defining for the MDTSP (see Benavent and Martínez (2013) ). A special case of the comb inequality, called 2-matching inequality is obtained when |T i | = 2 for i = 1, . . . , t.
In the case of a 2-matching inequality, the size of the comb is σ(C) = |H| + t+1 2 . We apply the lifting procedure in Proposition 3.1 to the inequality in (23) and obtain facet-defining inequality for the GMDTSP.
The following proposition is adapted from Fischetti et al. (1995) ; the proof of the proposition is omitted as it is similar to the proof of the corresponding theorem for GTSP in Fischetti et al. (1995) . Proposition 3.6. Suppose µ(S) = |{h : C h ⊆ S}| for S ⊆ T and let C = (H, T 1 , . . . , T t ) be a comb. For i = 1, . . . , t, let a i be any target in T i ∩ H if µ(T i ∩ H) = 0; a i = 0 (a dummy value) otherwise; and let b i be any target in T i \ H if µ(T i \ H) = 0; b i = 0 otherwise. Then the following comb inequality is valid and facet-defining for the GMDTSP polytope P :
and for i = 1, . . . , t:
Proof See Fischetti et al. (1995) .
Additional valid inequalities specific to multiple depot problems
In this section, we will examine a special type of comb inequality called the T-comb inequalities. The T-comb inequalities were introduced in Benavent and Martínez (2013) and proved to be valid and facetdefining for the MDTSP polytope. These inequalities are specific to problems involving multiple depots and hence, are important for the GMDTSP. A T-comb inequality C is defined by an handle H and teeth T 1 , . . . , T t such that the following conditions are satisfied:
The difference between the T-comb inequalities and the comb inequalities defined in Eq. (23) is that, the number of teeth are allowed to be even (t ≥ 1) and each teeth must contain a depot. The comb size in this case is given by σ(C) = |H| + t i=1 |T i | − (t + 1). In this paper, we will only examine the T-comb inequalities with |T i | = 2 for every i ∈ {1, . . . , t}; the size of the comb in this case reduces to σ(C) = |H| + t − 1 and the corresponding T-comb inequality is given by
The inequality in Eq. (25) is valid and facet-defining for the MDTSP when t ≥ 2. Again, we apply the lifting procedure in Proposition 3.1 to the inequality in (25) and obtain facet-defining inequality for the GMDTSP.
Proposition 3.7. Let C = (H, T 1 , . . . , T t ) be a T-comb with |T i | = 2 for every i ∈ {1, . . . , t} and t ≥ 2.
Also suppose |H \ ∪ i T i | > 1 (the proposition can be trivially extended to the case where |H \ ∪ i T i | = 1). Letā be any target in H \ ∪ i T i . Then the following T-comb inequality is valid and facet-defining for the GMDTSP polytope P :
,βā = 0, and Proof Consider any lifting sequence for the set of targets T in the following order: (i) targets in the set In the above proposition, for the case when |H \ ∪ i T i | = 1, the facet-defining inequality is given by
Separation algorithms
In this section, we discuss the algorithms that are used to find violated families of all the valid inequalities introduced in Sec. 3. We denote by G * = (V * , E * ) the support graph associated with a given fractional solution (x * , y * ) ∈ R |E|∪|T | i.e., G * is a capacitated undirected graph with vertex set V * := {i ∈ T : y * i > 0} ∪ D and E * := {e ∈ E : x * e > 0} with edge capacities x * e for each edge e ∈ E * .
Separation of generalized sub-tour elimination constraints in Eq. (13) and Eq. (14):
We first develop a separation algorithm for constraints in Eq. (14): x(δ(S)) ≥ 2y i for µ(S) = 0, i ∈ S and S ⊆ T . Given a fractional solution (x * , y * ), the most violated constraint of the form (14) can be obtained by computing a minimum capacity cut (S, V * \ S) with i ∈ S and D ⊆ V * \ S on the graph G * . The minimum capacity cut can be obtained by computing a maximum flow from i to t, where t is an additional vertex connected with each depot in the set D through an edge having very large capacity. The algorithm is repeated for every target i ∈ T ∩ V * and the target set S obtained during each run of the algorithm defines a violated inequality if the capacity of the cut is strictly less than 2y * i . This procedure can be implemented in O(|T | 4 ) time.
Now we consider the constraint in Eq. (13): x(δ(S)) ≥ 2 for µ(S) = 0 and S ⊆ T . Given a fractional solution (x * , y * ), the most violated inequality (13) in this case is obtained by computing a minimum capacity cut (S, V * \S) with a cluster C h ⊆ S and D ⊆ V * \S on the graph G * . This is in turn achieved by computing a maximum s − t flow on G * , where s and t are additional vertices connected with each j ∈ C h and each d ∈ D respectively through an edge having very large capacity. The algorithm is repeated for every cluster C h and the set S obtained on each run of the algorithm defines a violated inequality if the capacity of the cut is strictly less than 2. The time complexity of this procedure is O(m|T | 3 ), where m is the number of clusters.
We remark that the violated inequality of the form (14) using the above algorithm, is not necessarily facet-defining as the set S computed using the algorithm might have µ(S) = 0. When this happens, we reject the inequality in favour of its dominating and facet-defining inequality in Eq. (13).
Separation of path elimination constraints in Eq. (5), (19), and (20):
We first discuss the procedure to separate violated constraints in Eq. (5). Consider every pair of targets j, k ∈ V * ∩ T . We rewrite the constraint in (5) as
Given j, k and a fractional solution (x * , y * ), the RHS of the above inequality is a constant and is equal to For constraints in Eq. (19) and (20), we present two separation algorithms that are very similar to the algorithms presented in Sec. 4.1. We will use the equivalent constraints in Eq. (21) and (22) Similar to the separation of the sub-tour elimination constraints, we remark that the violated inequality of the form (21), computed using the above algorithm is not necessarily facet-defining as the set S might have µ(S) = 0. When this happens, we reject the inequality in favour of its dominating and facet-defining inequality in Eq. (22).
Separation of comb inequalities in Eq. (24)
For the comb-inequalities in Eq. (24), we use the separation procedures discussed in Fischetti et al. (1997) . We first consider the special case of the comb inequalities with |T i | = 2 for i = 1, . . . , t i.e., the 2-matching inequalities. Using a construction similar to the one proposed in Padberg and Rao (1982) for the b-matching problem, the separation problem for the 2-matching inequalities can be transformed into a minimum capacity off cut problem; hence this separation problem is exactly solvable in polynomial time.
But this procedure is computationally intensive, and so we use the following heuristic proposed by Grötschel and Padberg (1985) . Given a fractional solution (x * , y * ), the heuristic considers a graphḠ = (V ,Ē) wherē
Then, we consider each connected component H ofḠ as a handle of a possibly violated 2-matching inequality whose two-vertex teeth correspond to edges e ∈ δ(H) with x * e = 1. We reject the inequality if the number of teeth is even. The time complexity of this algorithm is O(|V | + |Ē|). As for the comb inequalities, we apply the same procedure after shrinking each cluster into a single supernode.
Separation of T-comb inequalities in Eq. (26) and (27)
We present a separation heuristic similar to the one used in Benavent and Martínez (2013) to identify violated T-comb inequalities of the form Eq. (26) and (27) . We first build a set of teeth, each containing a distinct depot according to the following procedure: a tooth T i is built by starting with a set containing a depot d ∈ D; a target v ∈ T is added to T i such that x(δ(T i )) is a minimum. Then, for every subset of this set of teeth such that: (i) they are pairwise disjoint, (ii) belong to the same connected component of the support graph G * = (V * , E * ), and (iii) do not together contain all the targets of that connected component, an appropriate handle H is built as follows: assume H is the set of all the targets in the connected component and remove the targets in H \ (T i ∪ · · · ∪ T t ) sequentially. Every time a target is removed, the T-comb inequality of the appropriate form is checked for violation. The time complexity of this algorithm is O(|T |).
Branch-and-cut algorithm
In this section, we describe important implementation details of the branch-and-cut algorithm for the GMDTSP. The algorithm is implemented within a CPLEX 12.4 framework using the CPLEX callback functions IBM ILOG CPLEX (2012). The callback functions in CPLEX enable the user to completely customize the branch-and-cut algorithm embedded into CPLEX, including the choice of node to explore in the enumeration tree, the choice of branching variable, the separation and the addition of user-defined cutting planes and the application of heuristic methods.
The lower bound at the root node of the enumeration tree is computed by solving the LP relaxation of the formulation in Sec. 2 that is further strengthened using the cutting planes described in Sec. 3. The initial linear program consisted of all constraints in (1)- (9), except (4), (5) and (6). For a given LP solution, we identify violated inequalities using the separation procedures detailed in Sec. 4 in the following order:
(i) sub-tour elimination constraints in Eq. (13), (ii) sub-tour elimination constraints in Eq. (14) (iii) path elimination constraints in Eq. (5), (19) and, (20), (iv) generalized comb constraints in Eq. (24), and (v)
T-comb constraints in Eq. (26) and (27). This order of adding the constraints to the formulation was chosen after performing extensive computational experiments. Furthermore, we disabled the separation of all the cuts embedded into the CPLEX framework because enabling these cuts increased the average computation time for the instances. Once the new cuts generated using these separation procedures were added to the linear program, the tighter linear program was resolved. This procedure was iterated until either of the following conditions was satisfied: (i) no violated constraints could be generated by the separation procedures, (ii) the current lower bound of the enumeration tree was greater or equal to the current upper bound. If no constraints are generated in the separation phase, we create subproblems by branching on a fractional variable. First, we select a fractional y i variable, based on the strong branching rule (Achterberg et al. (2005) ). If all these variables are integers, then we select a fractional x e variable using the same rule. As for the node-selection rule, we used the best-first policy for all our computations,i.e., select the subproblem with the lowest objective value.
Preprocessing
In this section, we detail a preprocessing algorithm that enables the reduction of size of the GMDTSP instances whose edge costs satisfy the triangle inequality i.e., for distinct i, j, k ∈ T , c ij + c jk ≥ c ik . A similar algorithm is presented in ; Bektas et al. (2011) for the asymmetric generalized traveling salesman problem and generalized vehicle routing problem respectively. In a GMDTSP instance where the edge costs satisfy the triangle inequality, the optimal solution would visit exactly one target in each cluster. We utilize this structure of the optimal solution and reduce the size of a given GMDTSP instance, if possible. To that end, we define a target i ∈ T to be dominated if there exits a target j ∈ C h(i) ,
Proposition 5.1. If a dominated target is removed from a GMDTSP instance satisfying triangle inequality, then the optimal cost to the instance does not change.
Proof Let i ∈ T be a dominated vertex. If the target i is not visited in the optimal solution, then its removal does not change the optimal cost. So, assume that i ∈ T is visited by the optimal solution. Since the edge costs of the instance satisfy the triangle inequality, exactly one target in each cluster is visited by the optimal solution. We now claim that it is possible to exchange the target i with a target j ∈ C h(i)
without increasing the cost of the optimal solution. This follows from the definition of a dominated target.
The preprocessing checks if a target is dominated and removes the target if it is found so. Then the other targets are checked for dominance relative to the reduced instance. The time complexity of the algorithm is
LP rounding heuristic
We discuss an LP-rounding heuristic that aides to generate feasible solutions at the root node and to speed up the convergence of the branch-and-cut algorithm. The heuristic constructs a feasible GMDTSP solution from a given fractional LP solution. It is used only at the root node of the enumeration tree.
The heuristic is based on a transformation method in Oberlin et al. (2009) . We are given y * , the vector of fractional y i values (denoted by y f i ) for each target i. The algorithm proceeds as follows: for each cluster C k and every target i ∈ C k , the heuristic sets the value of y i to 0 or 1 according to the condition y f i ≥ 0.5 or y f i < 0.5 respectively. If every target i ∈ C k has y f i < 0.5, then we set the value of y j = 1 where j = argmax{y f i : i ∈ C k }. Once we have assigned the y i value for each target i, we define the set Π := {i ∈ T : y i = 1}. We then solve a multiple depot traveling salesman problem (MDTSP) on the set of vertices Π ∪ D. A heuristic based on the transformation method in Oberlin et al. (2009) and LKH heuristic (see Helsgaun (2000) ) is used to solve the MDTSP.
Computational results
In this section, we discuss the computational results of the branch-and-cut algorithm. The algorithm was implemented in C++ (gcc version 4.6.3), using the elements of Standard Template Library (STL) in the CPLEX 12.4 framework. As mentioned in Sec. 5, the internal CPLEX cut generation was disabled, and CPLEX was used only to mange the enumeration tree. All the simulations were performed on a Dell Precision T5500 workstation (Inter Xeon E5360 processor @2.53 GHz, 12 GB RAM). The computation times reported are expressed in seconds, and we imposed a time limit of 7200 seconds for each run of the algorithm. The performance of the algorithm was tested on a total of 116 instances, all of which were generated using the generalized traveling salesman problem library (see Fischetti et al. (1997) ; Gutin and Karapetyan (2010) ).
Problem instances
All the computational experiments were conducted on a class of 116 test instances generated from 29 GTSP instances. The GTSP instances are taken directly from the GTSP Instances Library (see Gutin and Karapetyan (2010) ). The instances are available at http://www.cs.nott.ac.uk/~dxk/gtsp.html. For each of the 29 instances, GMDTSP instances with |D| ∈ {2, 3, 4, 5} were generated by assuming the first |D| targets in a GTSP instance to be the set of depots; these depots were then removed from the target clusters. The number of targets in the instances varied from 14 to 105, and the maximum number of target clusters was 21. Hence we had 4 GMDTSP instances for each of the 29 GTSP instances totalling to 116 test instances. We also note that for 64/116 instances, the edge costs do not satisfy the triangle inequality and for the remaining 52 instances, the edge costs satisfy the triangle inequality. The name of the generated instances are the same but for a small modification to spell out the number of depots in the instances. The naming conforms to the format GTSPinstancename-D, where GTSPinstancename corresponds to the GTSP instance name from the library (the first and the last integer in the name corresponds to the number of clusters and the number of targets in the GTSP instance respectively) and D corresponds the number of depots in the instance.
The results are tabulated in tables 1 and 2. The following nomenclature is used in the table 1 name: problem instance name (format: GTSPinstancename-D); opt: optimal objective value; LB: objective value of the LP relaxation computed at the root node of the enumeration tree; %LB: percentage LB/opt; UB: cost of the best feasible solution generated by the LP-rounding heuristic generated at the root node of the enumeration tree; %UB: percentage UB/opt; sec1: total number of constraints (13) generated; sec2: total number of constraints (14) generated; 4pec: total number of constraints (5) generated; pec: total number of constraints (19) and (20) generated; comb: total number of constraints (24), (26), and (27) generated; nodes: total number of nodes examined in the enumeration tree.
The table 2 gives the computational time for each separation routine and the overall the branch-and-cut algorithm. The nomenclature used in table 2 are as follows:
name: problem instance name (format: GTSPinstancename-D); total-t: CPU time, in seconds, for the overall execution of the branch-and-cut algorithm; sep-t: overall CPU time, in seconds, spent for separation; sec-t: CPU time, in seconds, spent for the separation of constraints (13) and (14); 4pec-t: CPU time, in seconds, spent for the separation of constraints (5); pec-t: CPU time, in seconds, spent for the separation of constraints (19) and (20); comb-t: CPU time, in seconds, spent for the separation of constraints (24), (26), and (27); %pec: percentage of separation time spent for the separation of path elimination constraints (19) and (20). The results indicate that the proposed branch-and-cut algorithm can solve instances involving up to 105 targets with modest computation times. The preprocessing algorithm in Sec. 5.1 was applied to 53/116 instances. The time taken by the preprocessing algorithm is not included in the overall computation time.
The preprocessing algorithm reduced the size of these instances by 6 targets on average and the maximum reduction obtained was 14 targets. We observe that the instances that have a larger number of violated path elimination constraints take considerably large amount of computation time. The last column in table 2, whose average is 73%, indicates the percentage of separation time spent for finding violated path elimination constraints. This is not surprising because the time complexity for identifying violated path elimination constraints in (19) and (20) The average number of T-comb inequalities that were generated in the enumeration tree were larger for some of the bigger instances (see table 1 ). They were effective, especially in tightening the lower bound for the instances that were not solved to optimality; for the instances where violated T-comb inequalities were separated out, the average linear programming relaxation gap improvement was 18%. They were also useful in reducing the computation times for larger instances despite increasing the computation times for smaller instances. Overall, we were able to solve 108/116 instances to the optimality with the largest instance involving 105 targets, 21 clusters and 5 depots. The "opt" column for the remaining 6/116 instances is the cost of the best feasible solution obtained by the branch-and-cut algorithm at the end of 7200 seconds. For the instances not solved to optimality within the time limit of 7200 seconds, the LP-rounding heuristic was effective in generating feasible solutions within 2.1% of the best feasible solution, on average.
Conclusion
In summary, we have presented an exact algorithm for the GMDTSP, a problem that has several practical applications including maritime transportation, health-care logistics, survivable telecommunication network design, and routing unmanned vehicles to name a few. A mixed-integer linear programming formulation including several classes of valid inequalities was proposed the facial structure of the polytope of feasible solutions was studied in detail. All the results were used to develop a branch-and-cut algorithm whose performance was corroborated through extensive numerical experiments on a wide range of benchmark instances from the standard library. The largest solved instance involved 105 targets, 21 clusters and 4 depots. Future work can be directed towards development of branch-and-cut approaches accompanied with a polyhedral study to solve the asymmetric counterpart of the problem.
