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Abstract
Our focus is on the semantics of programming and speci$cation languages. Over the years,
di1erent approaches to give semantics to these languages have been put forward. We restrict
ourselves to the operational and the denotational approach, two main streams in the $eld of
semantics. Two notions which play an important role in this paper are (non)determinism and
(non)termination. Nondeterminism arises naturally in concurrent languages and it is a key con-
cept in speci$cation languages. Nontermination is usually caused by recursive constructs which
are crucial in programming. The operational models are based on labelled transition systems.
The de$nition of these systems is guided by the structure of the language. Metric spaces are
an essential ingredient of our denotational models. We exploit the metric structure to model
recursive constructs and to de$ne operators on in$nite entities. Furthermore, we also employ
the metric structure to relate operational and denotational models for a given language. On the
basis of four toy languages, we develop some general theory for de$ning operational and deno-
tational semantic models and for relating them. This theory is applicable to a wide variety of
languages. We start with a very simple deterministic and terminating imperative programming
language. By adding the recursive while statement, we obtain a deterministic and nonterminating
language. Next, we augment the language with the parallel composition resulting in a bounded
nondeterministic and nonterminating language. Finally, we add some timed constructs. We ob-
tain an unbounded nondeterministic and nonterminating speci$cation language. c© 2001 Elsevier
Science B.V. All rights reserved.
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1. Introduction
This paper presents an introduction to metric semantics for programming and spec-
i$cation languages. We concentrate on operational semantics, denotational semantics
and proofs relating the two. Both in the de$nition of a denotational semantics and in
the proof, metric spaces play a crucial role.
In an operational model, the semantics of a language is captured by means of an
abstract machine. Here, we follow the predominant approach to operational semantics.
We use labelled transition systems to model languages operationally. Labelled transi-
tion systems and operational semantics models are studied in Appendix B. For more
details, we refer the reader to, for example, Hennessy’s textbook [31].
The main characteristic of a denotational semantics is its compositionality. The se-
mantics of a composed statement is expressed in terms of the semantics of the state-
ments of which it is composed. To deal with recursive constructs in the denotational
setting, a mathematical structure with $xed points is needed. Traditionally, ordered
spaces are exploited for that purpose. See, for example, Gunter’s textbook [28]. In
this paper, we use metric spaces instead. The order-theoretic and metric approach have
been contrasted by De Bakker and Rutten in [14, pp. 10,11].
Both in the de$nition of a denotational semantics and in the proof relating an oper-
ational and a denotational semantics Banach’s theorem plays a key role. This theorem
ensures the existence of unique $xed points under certain conditions. In a denotational
semantics, these $xed points are used to model recursive constructs. As we will see,
an operational and a denotational semantics can be proved equal by showing that both
are the unique $xed point of some function.
1.1. Related work
In the late seventies, metric spaces were introduced to the realm of semantics by
Arnold and Nivat. They used them to model recursive program schemes denotationally.
[43] is one of the $rst papers on metric spaces and semantics, which had signi$cant
impact on the area.
Since the early eighties, the Amsterdam Concurrency Group at CWI has been work-
ing on metric semantics. [14] contains a collection of papers of this group. De Bakker
and De Vink wrote a textbook on metric semantics. [15] presents metric semantics for
numerous language fragments and an extensive bibliography. In [16], the $rst paper of
the group, De Bakker and Zucker showed how to solve recursive equations over metric
spaces and exploited the solutions to model concurrent language features denotationally.
[34] is another key paper of the group. In that paper, Kok and Rutten demonstrated how
Banach’s $xed point theorem can be employed to de$ne both operational and denota-
tional semantic models and to relate these models. Metric semantics have been applied
success-fully to real programming languages. See, for example, the work of America
et al. [2, 3, 49] on metric semantics for the parallel object-oriented language POOL.
Members of the Programming Research Group at Oxford University have also been
using metric spaces in semantics. In particular, they exploited them to model Timed
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CSP denotationally. See, for example, the papers by Ouaknine and Reed [45] and Reed
and Roscoe [47].
The group of Majster-Cederbaum at the University of Mannheim has worked on
the comparison of order-theoretic and metric denotational semantic models. See, for
example, the papers by Baier and Majster-Cederbaum [9] and Majster-Cederbaum and
Zetzsche [40].
Metric spaces have been used to model probabilistic constructs. Baier and Kwiatkowska
[8], Den Hartog [29], Norman [44] and De Vink and Rutten [52] exploited metric spaces to
model recursive constructs in a probabilistic setting. Desharnais et al. [25] and Giacalone et
al. [27] used metric spaces in a di1erent way: the metric is employed to give a quantitative
measure of the di1erence in semantics of probabilistic system speci$cations.
Metric spaces have also been used to deal with fairness. De Bakker and Zucker [17]
modelled a language with fair merge along the lines of this paper. Rutten and Zucker
[50] studied fairi$cation of a metric space similar to the one we use in Section 4.
Degano and Montanari [24] introduced a metric space such that the in$nite computa-
tions which are Cauchy sequences in that space are the fair ones. Related results have
been obtained by Costa [22] and Darondeau et al. [23]. Natarajan and Cleaveland [42]
gave an alternative characterization of fair testing by means of a metric space.
In [26], Escardo presented a metric model of PCF. MacQueen et al. [39] gave a
metric model for recursive polymorphic types for -calculus with constants.
1.2. Overview
In Appendices A–D, we present some general theory. This theory is applied to
four toy languages in Sections 2–5. [20] contains solutions to the exercises which are
distributed over the text. A way in which this paper could be traversed is given in the
following diagram: start with the introduction of Section 2, followed by Section 2.1,
then the introduction of Appendix B, etc.
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2. Determinism and termination
For a very elementary language we develop an operational semantics and a de-
notational semantics. The language itself is not very interesting since it is too sim-
ple. However, this elementary language is well suited for illustrating various concepts
which will also be exploited in later sections when we deal with more interesting –
but also more complex – languages. The language we study here is deterministic, that
is, every time we execute a given statement of the language it amounts to the same
computation. The language is also terminating, that is, the execution of a statement
always terminates.
The basic constructions of the language are the assignment statement and the skip
statement. The assignment statement v := e assigns, when executed, the value of the
expression e to the variable v. The skip statement skip is an inaction, that is, it does
not change the values of any of the variables. From these basic constructions we can
build more complex ones by means of the sequential composition and the if statement.
The execution of the sequential composition s1 ; s2 starts with executing the statement
s1. Once the execution of s1 has terminated, the statement s2 starts. The execution
of the if statement if b then s1 else s2 fi amounts to performing the statement s1 if
the Boolean expression b evaluates to true. If b evaluates to false, then the execution
continues with the statement s2.
Based on the scheme presented in Appendix B, we de$ne an operational semantics
O for the language by means of a labelled transition system. The con$gurations of
the system are statements accompanied by states. These states administrate the values
of the variables. They are exploited when we evaluate the expressions and Boolean
expressions. The states are also used to label the transitions of the system. A transition
[s; &]
&′→[s′; &′]
models that the statement s in the state & can make a computation step resulting in the
statement s′ and the state &′. These transitions are de$ned by means of a collection of
axioms and rules. For example, the rule
[s1; &]
&′→[s′1; &′]
[s1; s2; &]
&′→[s′1; s2; &′]
expresses that if [s1; &] can make a transition to [s′1; &
′] labelled by &′ then [s1 ; s2; &]
can also make a transition labelled by &′ to [s′1 ; s2; &
′]. This structural approach to
operational semantics is due to Plotkin [46]. For each construction, like the sequen-
tial composition, some axioms and rules are given, like the one above. The labelled
transition system is shown to be deterministic and terminating. A system is determin-
istic if every con$guration has at most one outgoing transition. If there are no in$nite
transition sequences of the form
[s0; &0]
&1→[s1; &1] &2→· · ·
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then the system is terminating. Based on this labelled transition system, the operational
semantics assigns to each statement a function mapping every state to a $nite sequence
of states.
Besides the operational semantics we also give a denotational semantics D for the
language. The key feature of a denotational semantics is its compositionality. The
meaning of a composed statement is de$ned in terms of the meaning of the statements
it is built from. For example, D(s1 ; s2) is given in terms of D(s1) and D(s2). Hence,
its compositionality can be rephrased as follows. For each construct, like the sequential
composition, there exists a corresponding semantic one. For the sequential composition
we will introduce a semantic counterpart, also denoted by ‘;’, acting on functions from
states to $nite sequences of states such that
D(s1 ; s2) = D(s1) ;D(s2):
Having introduced an operational semantics O and a denotational semantics D for the
language, we are of course interested in their relationship. The two semantic models are
shown to coincide. Having established this relation between the two semantic models,
we can for example conclude that the operational semantics is also compositional.
The rest of this section is organised as follows. The language is presented in
Section 2.1. In Section 2.2, the operational semantics is introduced. The denotational
semantics is de$ned in Section 2.3. In Section 2.4, we relate the two semantic models.
2.1. Language de$nition
The basic constructions of the language we study in this section are the assignment
statement and the skip statement. Statements are combined by means of the sequential
composition and the if statement.
For the introduction of these constructs we presuppose
• a set (v ∈) Var of variables,
• a set (e ∈) Exp of expressions, and
• a set (b ∈) BExp of Boolean expressions.
In the semantic models, we will treat these simply as abstract sets with no additional
structure. In the examples, we will encounter expressions like 3× v; v+1, and v div 2
and Boolean expressions like v¿1 and odd (v).
Denition 1. The set (s∈) Stat of statements is de$ned by
s ::= v := e | skip | s ; s | if b then s else s fi:
For example,
if odd (v) then v := 3× v ; v := v+ 1 else v := v div 2 fi
is a statement of the language.
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2.2. Operational semantics
The operational semantics for the language is de$ned in terms of a labelled transition
system. As we will see, this system is deterministic and terminating.
For a general introduction to labelled transition systems we refer the reader to
Section B:1. A con$guration of the labelled transition system at hand consists of a
statement and a state. This statement is either as introduced in De$nition 1 or it is
the empty statement E. The latter we use to signal termination. We extend the set of
statements with the empty statement in
Denition 2. The set ( Ps∈) StatE is de$ned by
Ps ::= s | E :
A state assigns to each variable its value. To keep things simple, we assume the
values to be natural numbers. The states are used to store and retrieve the values of
the variables.
Denition 3. The set (&∈) 
 of states is de$ned by

 = Var → N:
Assigning the natural number n to the variable v in the state & gives rise to the state
&{n=v} de$ned by
&{n=v}(w) =
{
n if v = w;
&(w) otherwise:
In a con$guration of the labelled transition system a statement is joined by a state.
This state is needed to evaluate the expressions and Boolean expressions. To simplify
the model, we make the following assumptions. The evaluation of an expression and
a Boolean expression
• always terminates and delivers a value (that is, a natural number) and true or false,
respectively,
• delivers a unique result (that is, the evaluation is deterministic), and
• exhibits no side e1ects on the state (that is, the evaluation does not change the state).
These evaluations are modelled by the given semantic functions
E : Exp→ 
 → N
and
B : BExp→ 
 → {true; false}:
With E(e)(&) we denote the value of the expression e in the state &. The value of the
Boolean expression b in the state & is indicated by B(b)(&).
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The actions of the labelled transition system are states. We have left to de$ne the
transition relation. According to De$nition B.1, it is a subset of
(StatE × 
)× 
× (StatE × 
):
It is speci$ed by a collection of axioms and rules. An axiom is of the form
c a→ c′:
It speci$es that for all con$gurations (of the form) c and c′ and for all actions (of the
form) a, there is a transition from c to c′ labelled by a. The axioms are usually used to
describe the basic constructions like the assignment statement and the skip statement.
The con$guration c in general contains these constructions. A rule of the form
c1
a1→ c′1 : : : cn+1
an+1→ c′n+1
c a→ c′
tells us that if ci can make a transition to c′i labelled by ai for i=1; : : : ; n then c
can make a transition to c′ labelled by a. Most of the time, the rules are exploited
to model the other constructions, like the sequential composition and the if statement.
The con$guration c is usually built from those constructions and the con$gurations
c1; : : : ; cn+1 (something like, for example, c1; c2). The transition relation is de$ned as
the smallest subset satisfying the axioms and rules.
The transition relation is presented in
Denition 4. The transition relation → is de$ned by the following axioms and rules:
(1) [v := e; &]
&{n=v}→ [E; &{n=v}]; where n = E(e)(&);
(2) [skip; &]
&→[E; &];
(3)
[s1; &]
&′→[E; &′′]
[s1; s2; &]
&′→[s2; &′′]
[s1; &]
&′→[s′1; &′′]
[s1; s2; &]
&′→[s′1; s2; &′′]
;
(4)
[s1; &]
&′→[ Ps1; &′′]
[if b then s1 else s2 fi; &]
&′→[ Ps1; &′′]
; if B(b)(&)= true;
[s2; &]
&′→[ Ps2; &′′]
[if b then s1 else s2 fi; &]
&′→[ Ps2; &′′]
if B(b)(&)= false:
Exercise 5. Prove that there exists a smallest subset of (StatE ×
)×
× (StatE ×
)
satisfying the axioms and rules of De$nition 4.
Some remarks:
• A transition
[s; &]
&′→[ Ps; &′]
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tells us that the statement s in the (current) state & can perform a computation step
resulting in the statement Ps and the (possibly updated) state &′. Transitions of the
form
[s; &]
&′→[ Ps; &′′];
with &′ 	= &′′, are not provable (see Exercise 7(1)). Consequently, the labels could
be removed from the transitions. In that way, we would obtain a transition system
rather than a labelled transition system. However, we keep the labels since it makes
explicit which part of the con$guration we observe in the operational semantics and
because the labels will be useful in later sections.
• Axiom (1) expresses that the assignment v := e executed in the state & terminates
after updating the state & by assigning to the variable v the value of the expression
e in the state &.
• The skip statement skip makes a &-transition (not changing the state) and terminates.
• Rule (3) should be interpreted as follows. If s1 performs a computation step and
terminates, then s1 ; s2 also makes the same step and then starts executing s2. If s1
performs a computation step and results in s′1, then s1 ; s2 also does that step and
turns itself into s′1 ; s2.
• The execution of the if statement if b then s1 else s2 fi is governed by the value of
the Boolean expression b in the current state &. If b evaluates to true in & then s1
is executed next. Otherwise, the execution continues with s2.
• The terminal con$gurations are of the form [E; &] (see Exercise 7(2)).
Example 6. Consider the statement
s = if odd (v) then v := 3× v ; v := v+ 1 else v := v div 2 fi:
If, for example, &(v)= 5, then we can prove the transition
[s; &]
&{15=v}→ [v := v+ 1; &{15=v}]
as follows.
[v := 3× v; &] &{15=v}→ [E; {15=v}]
[v := 3× v ; v := v+ 1; &] &{15=v}→ [v := v+ 1; &{15=v}]
[s; &]
&{15=v}→ [v := v+ 1; &{15=v}]
Furthermore, we have that
[v := v+ 1; &{15=v}] &{16=v}→ [E; &{16=v}]:
Exercise 7. Prove that
(1) if [ Ps; &]
&′−→[ Ps ′; &′′] then &′= &′′ and
(2) [ Ps; &] 9 if and only if Ps=E.
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Every con$guration of the labelled transition system has at most one outgoing tran-
sition as is shown in
Proposition 8. The labelled transition system is deterministic.
Proof. We have to prove that for all Ps∈StatE and &∈
, the set
S([ Ps; &]) = {〈&′; [ Ps′; &′]〉 | [ Ps; &] &
′
→[ Ps′; &′]}
contains at most one element. We show this by structural induction on Ps. Only two
cases are elaborated on.
• Let Ps= skip. Obviously, the set {〈&; [E; &]〉} contains one element.
• Let Ps= s1 ; s2. In this case we have that
S([s1; s2; &])
=
{〈&′; [s2; &′]〉 | 〈&′; [E; &′]〉 ∈S([s1; &])}∪
{〈&′; [s′1; s2; &′]〉 | 〈&′; [s′1; &′]〉 ∈S([s1; &])}:
By induction, the set S([s1; &]) contains at most one element. Consequently, the
above set also has at most one element.
There are no in$nite transition sequences of the form
[s0; &0]
&1→[s1; &1] &2→· · ·
as we prove in the following proposition.
Proposition 9. The labelled transition system is terminating.
Proof. We de$ne the complexity function comp :StatE→N by
comp(E) = 0
comp(v := e) = 1
comp(skip) = 1
comp(s1; s2) = comp(s1) + comp(s2)
comp(if b then s1 else s2 fi) = max{comp(s1); comp(s2)}+ 1:
The natural number comp( Ps) gives us an upper bound of the length of the (maximal)
transition sequence started in [ Ps; &]. We leave it to the reader to verify that
if [ Ps; &]
&′→[ Ps′; &′] then comp( Ps) ¿ comp( Ps′) (1)
(Exercise 10). Since the set of natural numbers is well-founded we can conclude that
the system is terminating.
Exercise 10. Prove Eq. (1).
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According to De$nition B.12, the above introduced deterministic and terminating
labelled transition system induces an operational semantics
O : StatE × 
 → 
∗:
The de$nition of O amounts to
O([ Ps; &]) = &1&2 · · · &n if [ Ps; &] = [ Ps0; &0] &1→[ Ps1; &1] &2→· · · &n→[E; &n]:
Example 11. According to Example 6, we can conclude that
O([s; &]) = &{15=v}&{16=v}
if &(v) = 5.
In the next proposition we present an alternative characterisation of the operational
semantics O which will be exploited when we relate the operational semantics to a
denotational one (see Theorem 19).
Proposition 12. For all Ps∈StatE and &∈
;
O([ Ps; &]) =
{
 if [ Ps; &] 9
&′O([ Ps′; &′]) if [ Ps; &] &
′
→[ Ps′; &′]:
Proof. Trivial.
We conclude with the de$nition of the operational semantics for statements.
Denition 13. The function O :Stat→
→
∗ is de$ned by
O(s) = &:O([s; &]):
Given a statement s and an initial state &, the operational semantics O gives us a
$nite sequence of states. This sequence records the subsequent states arising during the
execution of the statement s started in the state &.
Exercise 14. Instead of administrating all the states that arise during the execution of
a statement, one could also choose to record only the $nal state. De$ne this alternative
operational semantics A :Stat→
→
 and establish its relationship with the above-
introduced operational semantics O.
2.3. Denotational semantics
Like the operational semantics, the denotational semantics assigns to each statement
a function mapping every state to a $nite sequence of states. Rather than using a
labelled transition system, we introduce for each syntactic construct of the language a
corresponding semantic one.
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To the basic constructions v := e and skip we associate the constants
&:&{n=v}; where n = E(e)(&)
and
&:&;
respectively. Note that the operational semantics also assigns the above constants to
the basic constructions v := e and skip. The semantic correspondent of the if statement
is de$ned straightforwardly: for ∈
→{true; false} and f; g∈
→
∗ we take
&:
{
f(&) if (&) = true;
g(&) if (&) = false:
We have left to introduce a semantic sequential composition
; : (
 → 
∗)× (
 → 
∗)→ (
 → 
∗):
Intuitively, for f; g∈
→
∗ and &∈
, if the sequence f(&) is nonempty, then the
sequence (f; g)(&) consists of the concatenation of the sequences f(&) and g(last(f
(&))), where last(f(&)) is the last element of f(&). If the sequence f(&) is empty,
then (f; g)(&)= g(&).
To support inductive arguments (see proof of Theorem 19), the semantic sequential
composition of f; g∈
→
∗ is de$ned by means of a function
; : 
× 
∗ × (
 → 
∗)→ 
∗
as
&:(f(&) ; &g);
where we write  ;& g instead of ; (&; ; g). If the sequence  is nonempty, then the
sequence  ;& g consists of the concatenation of the sequences  and g(last()). Oth-
erwise,  ;& g= g(&). We use the state component & to keep track of the last state of
the sequence  we have inspected so far.
Denition 15. The function ; :
× 
∗ × (
→
∗)→
∗ is de$ned by
 ;& g =
{
g(&) if  = ;
&′(′ ;&′ g) if  = &′′:
After having introduced the semantic constructions we are ready to give the deno-
tational semantics.
Denition 16. The function D :Stat→
→
∗ is de$ned by
D(v := e) = &:&{n=v}; where n = E(e)(&);
D(skip) = &:&;
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D(s1; s2) = &:D(s1)(&) ; &D(s2);
D(if b then s1 else s2 fi) = &:
{
D(s1)(&) if B(b)(&) = true;
D(s2)(&) if B(b)(&) = false:
We conclude this section with an example.
Example 17. If &(v)= 5, then
D(if odd (v) then v := 3× v ; v := v+ 1 else v := v div 2 fi)(&)
= D(v := 3× v ; v := v+ 1)(&)
= D(v := 3× v)(&) ; &D(v := v+ 1)
= &{15=v} ; &D(v := v+ 1)
= &{15=v}D(v := v+ 1)(&{15=v})
= &{15=v}&{16=v}:
2.4. Relating O and D
We relate the operational semantics O introduced in Section 2.2 and the denotational
semantics D presented in Section 2.3 by proving that the two semantic models coincide.
For that purpose, we extend the denotational semantics as follows.
Denition 18. The function D :StatE × 
→
∗ is de$ned by
D([E; &]) = ;
D([s; &]) = D(s)(&):
This extended denotational semantics and the operational semantics (of con$gura-
tions) are shown to be equal in
Theorem 19. For all Ps∈StatE and &∈
,
O([ Ps; &]) = D([ Ps; &]):
Proof. We prove this theorem by induction on comp( Ps). We only treat a few cases.
The other cases are left to the reader as an exercise (see Exercise 20).
• If Ps= v := e and E(e)(&)= n then
O([v := e; &])
= &{n=v}
= D([v := e; &]):
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• Let Ps= s1 ; s2 and assume that [s1; &] &
′
−→[E; &′]. In this case,
O([s1 ; s2; &])
= &′O([s2; &′]) [Proposition 12]
= &′D([s2; &′]) [induction]
= &′ ;&D(s2)
= O([s1; &]) ;&D(s2)
= D([s1; &]) ;&D(s2) [induction]
= D([s1 ; s2; &]):
• Let Ps= if b then s1 else s2 fi and suppose that B(b)(&)= true. Then
O([if b then s1 else s2 fi; &])
= O([s1; &])
= D([s1; &]) [induction]
= D([if b then s1 else s2 fi; &]):
Exercise 20. Prove the case that Ps= s1; s2 and that [s1; &]
&′−→[s′1; &].
From the above theorem we can deduce that also the denotational semantics and
operational semantics (of statements) coincide.
Corollary 21. O=D.
Proof. For all s∈ Stat and &∈
;
O(s)(&)
= O([s; &])
= D([s; &]) [Theorem 19]
= D(s)(&):
3. Determinism and nontermination
The while statement is added to the language we studied in the previous section.
Also for this extended language we present an operational and a denotational semantics.
The while statement adds a considerable amount of expressiveness to the language. We
now also encounter nonterminating computations. The extended language is still de-
terministic. As we will see, the operational semantics presented in the previous section
can be extended straightforwardly to also deal with the while statement. To model the
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extended language denotationally we need some new ingredients as we will see below.
Also when we relate the two models we will exploit some new techniques.
The execution of the while statement while b do s od amounts to repeatedly per-
forming the statement s. If the Boolean expression b becomes false after zero or more
executions of the statement s, then the execution of the while statement terminates at
that point. Otherwise, the statement gives rise to a nonterminating computation. For
example, the execution of the statement while true do skip od does not terminate.
Like in the previous section, the labelled transition system de$ning the operational
semantics is speci$ed by a collection of axioms and rules. The while statement is
handled by adding one axiom and two rules. The obtained system is shown to be
deterministic and nonterminating. To capture also nonterminating computations, the
operational semantics assigns to each statement a function mapping every state to a
$nite or (countably) in$nite sequence of states.
Extending the denotational semantics is not as easy as enhancing the operational
one. The main diQculty is to model the while statement compositionally. Let us look
at an example. Suppose that s is a terminating statement. Consider now the while
statement while true do s od. The execution of this statement amounts to repeatedly
performing s. Any semantic model, including an operational and a denotational one,
should therefore equate the statements while true do s od and s ;while true do s od.
Because the denotational semantics D should also be compositional, we have that
D(while true do s od)
= D(s ;while true do s od)
= D(s) ;D(while true do s od):
This tells us that the denotation of the while statement should be a $xed point of the
function f:D(s) ;f. By using a mathematical structure with $xed points this might be
accomplished. Here, we exploit metric spaces for that purpose. A metric space is a set
together with a metric assigning to each pair of elements of the set their distance. In
Appendix A, some theory on metric spaces is developed. The existence of $xed points
will be based on Banach’s $xed point theorem. This theorem roughly tells us that a
contractive function from a complete metric space to itself has a unique $xed point.
Sequences carry a natural Baire metric given in terms of the length of their longest
common pre$x. Based on this metric, we can also supply the functions from states to
state sequences with a metric structure. As we will see, the function f:D(s) ; f is a
contractive mapping from this complete metric space to itself. According to Banach’s
theorem, this function has a unique $xed point denoted by $x(f:D(s) ; f). Hence,
D(while true do s od) = $x (f:D(s) ;f)
is the compositional description of the while statement we were looking for. Similarly,
we will deal with the general case where the Boolean expression might di1er from
true.
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In the proof that the operational and denotational semantics coincide we also exploit
the metric structure. Their coincidence cannot be proved by structural induction because
of the presence of the while statement as we will see. In the proof we use the unique
$xed point proof principle. This proof principle is based on Banach’s $xed point
theorem. In Appendix B, we develop some theory to prove operational semantic models
equal to other semantic models by uniqueness of $xed point. Here, we will employ
those results.
The present section has the same structure as the previous one. The language is
presented in Section 3.1. In Section 3.2 and 3.3 we develop the operational and deno-
tational semantics. The proof that the two coincide is given in Section 3.4.
3.1. Language de$nition
We extend the language de$ned in De$nition 1 with the while statement.
Denition 22. The set (s∈) Stat of statements is de$ned by
s ::= v := e | skip | s ; s | if b then s else s fi |while b do s od:
The statement
while v ¿ 1 do if odd (v) then v := 3× v ; v := v+ 1 else v := v div 2 fi od
is an example of a statement of the extended language.
3.2. Operational semantics
Also the operational semantics of the extended language is de$ned by means of a
labelled transition system. The system is also deterministic but nonterminating as we
will show below.
The con$gurations and the actions of the labelled transition system are de$ned as
in Section 2.2. The transition relation is extended by adding one axiom and two rules
for the while statement.
Denition 23. The transition relation → is de$ned by the following axioms and rules:
(1) [v := e; &]
&{n=v}→ [E; &{n=v}]; where n = E(e)(&)
(2) [skip; &]
&→[E; &]
(3)
[s1; &]
&′→[E; &′′]
[s1; s2; &]
&′→[s2; &′′]
[s1; &]
&′→[s′1; &′′]
[s1; s2; &]
&′→[s′1; s2; &′′]
(4)
[s1; &]
&′→[s′1; &′′]
[if b then s1 else s2 fi; &]
&′→[ Ps1; &′′]
if B(b)(&) = true
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[s2; &]
&′→[ Ps2; &′′]
[if b then s1 else s2 fi; &]
&′→[ Ps2; &′′]
if B(b)(&) = false
(5)
[s; &]
&′→[E; &′′]
[while b do s od &]
&′→[while b do s od; &′′]
if B(b)(&) = true
[s; &]
&′→[s′; &′′]
[while b do s od; &]
&′→[s′;while b do s od; &′′]
if B(b)(&) = true
[while b do s od &]
&→[E; &] if B(b)(&) = false
The axioms (1) and (2) and the rules (3) and (4) have already been discussed in
Section 2.2. Recall that the execution of the statement while b do s od gives rise to
the repeated execution of the statement s. This is expressed by the two rules of (5).
If the Boolean expression becomes false then the execution terminates. The latter is
modelled by the axiom of (5).
Exercise 24. Consider the rule
(6)
[if b then s ; while b do s od else skip fi; &]
&′→[ Ps; &′′]
[while b do s od; &]
&′→[ Ps; &′′]
Show that one can prove with (1)–(4), (6) exactly the same transitions as with (1)–
(5). Note that the rule (6) is less structural than the axiom and rules given in (5).
Like in Section 2.2, every con$guration of the labelled transition system has at most
one outgoing transition.
Proposition 25. The labelled transition system is deterministic.
Proof. Similar to the proof of Proposition 8.
The recursive while statement introduces nontermination as is shown in the following
example.
Example 26. The proof
[skip; &]
&→[E; &]
[while true do skip od; &]
&→[while true do skip od; &]
shows that the labelled transition system at hand is nonterminating.
According to De$nition B.14, the above-introduced deterministic and nonterminating
labelled transition system induces an operational semantics
O : StatE × 
 → 
∞:
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The de$nition of O amounts to
O([ Ps; &]) =


&1&2 · · · &n if [ Ps; &] = [ Ps0; &0] &1→ [ Ps1; &1] &2→· · · &n→[E; &n]
&1&2 · · · if [ Ps; &] = [ Ps0; &0] &1→ [ Ps1; &1] &2→· · ·
Example 27. According to Example 26, we have that
O([while true do skip od, &]) = &!:
The de$nition of the operational semantics of statements is as before.
Denition 28. The function O :Stat→
→
∞ is de$ned by
O(s) = &:O([s; &]):
3.3. Denotational semantics
The denotational semantics assigns to each statement a function mapping each state
to a $nite or in$nite sequence of states, just like the operational semantics. Like in
Section 2.3, we introduce for each syntactic construct of the language a corresponding
semantic one. The assignment statement and the skip statement can be dealt with as
before. Also the semantic correspondent of the if statement is the obvious adaptation of
the one we have seen before (see De$nition 36). We have left to introduce a semantic
sequential composition and the semantic counterpart of the while statement.
Intuitively, we want the semantic sequential composition
; : 
× 
∞ × (
 → 
∞)→ 
∞
to satisfy
 ;& f =
{
f(&) if  = ;
&′(′ ;&′ f) if  = &′′;
(see De$nition 15). However, the above cannot be justi$ed by induction on the length
of the sequence , since we also consider in$nite sequences. Instead, we will exploit
Banach’s theorem (Theorem A.18) for the justi$cation of the above. This is done as
follows. First, we endow the set

× 
∞ × (
 → 
∞)→ 
∞ (2)
with a complete metric. Next, we introduce a function from this complete metric space
to itself. Finally, this function is shown to be contractive. According to Banach’s
theorem, this contractive function from a complete metric space to itself has a unique
$xed point: the intended semantic sequential composition.
We endow the set 
∞ with the Baire metric (Example A.2(3)) and the set 
 with
the discrete metric (Example A.2(1)) – from now on we use the convention that if we
have not speci$ed a metric for a given set, then this set is assumed to be endowed
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with the discrete metric. By means of the constructions described in De$nition A.5
we obtain a metric for the set (2). Since the Baire metric and the discrete metric
give rise to complete spaces (Proposition A.13) and the operations × and → preserve
completeness (Proposition A.14), we have turned the set (2) into a complete metric
space.
Next, we introduce a function from this complete metric space to itself. The set of
functions from this space to itself is denoted by
[
× 
∞ × (
 → 
∞)→ 
∞]:
Denition 29. The function  : [
× 
∞ × (
 → 
∞)→ 
∞] is de$ned by
()(&; ; f) =
{
f(&) if  = ;
&′(&′; ′; f) if  = &′′:
Before we can apply Banach’s theorem, we have to verify that the above introduced
function is a contraction.
Proposition 30. The function  is contractive.
Proof. We show that for all 1; 2 ∈ 
× 
∞ × (
 → 
∞)→ 
∞,
d((1); (2))6 12 · d(1; 2):
It suQces to prove that for all &∈
; ∈
∞, and f∈
→
∞,
d((1)(&; ; f); (2)(&; ; f))6 12 · d(1; 2):
We distinguish the following two cases.
• If =  then
d((1)(&; ; f); (2)(&; ; f))
= d(f(&); f(&))
= 0
6 12 · d(1; 2):
• If = &′′ then
d((1)(&; &′′; f); (2)(&; &′′; f))
= d(&′1(&′; ′; f); &′2(&′; ′; f))
6 12 · d(1(&′; ′; f); 2(&′; ′; f)) [Example A:16(3)]
6 12 · d(1; 2):
From Banach’s theorem we can conclude that the contractive function  has a unique
$xed point $x(): the aimed for semantic construction.
F. van Breugel / Theoretical Computer Science 258 (2001) 1–98 19
Denition 31. The function ; : 
× 
∞ × (
 → 
∞)→ 
∞ is de$ned by
;= $x():
Note that we have justi$ed the de$nition we started with, since we can deduce from
Banach’s theorem that the semantic sequential composition ‘;’ is the unique element
of the complete metric space 
× 
∞ × (
 → 
∞)→ 
∞ satisfying
 ;& f =
{
f(&) if  = ;
&′(′ ;&′ f) if  = &′′:
This semantic operator has the following property. This property will be exploited in
the justi$cation of the de$nition of the semantic counterpart of the while statement
(see Proposition 35).
Proposition 32. For all &∈
; ∈
∞; and f1; f2 ∈
→
∞;
d( ;& f1;  ;& f2)6
{
d(f1; f2) if  = ;
1
2 · d(f1; f2) otherwise:
Proof. Left as an exercise.
Exercise 33. Prove Proposition 32. Hint: $rst prove the following fact and exploit it
together with Banach’s theorem. Let X be a metric space and let (xn)n and (yn)n be con-
verging sequences in X . Let ¿0. If d(xn; yn)6 for all n∈N, then d(limn xn; limn yn)
6.
As we have already seen in Exercise 24, in the operational semantics we have the
following basic equivalence characterising the while statement:
while b do s od = if b then s ;while b do s od else skip fi:
Also in the denotational semantics we want this equivalence to hold. Consequently,
D(while b do s od)
= D(if b then s ;while b do s od else skip fi)
= &:
{
D(s ;while b do s od)(&) if B(b)(&) = true;
D(skip)(&) if B(b)(&) = false;
= &:
{
D(s)(&) ;&D(while b do s od) if B(b)(&) = true;
& if B(b)(&) = false:
According to the compositionality principle, we have to introduce for ∈
→{true;
false} and f∈
→
∞ an operation  (; f) :
→
∞ such that
D(while b do s od) =  (B(b);D(s)):
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From the above we can deduce that this operation should satisfy the recursive equation
 (B(b);D(s)) = &:
{
D(s)(&) ;&  (B(b);D(s)) if B(b)(&) = true;
& if B(b)(&) = false:
(3)
Like the semantic sequential composition, also this operation is de$ned as the unique
$xed point of a contractive function from a complete metric space to itself. Again we
endow the set 
∞ with the Baire metric and the set 
 with the discrete one. From
these complete metric spaces we construct the complete space 
→
∞. A function
from this complete metric space to itself is introduced in
Denition 34. Let ∈
→{true; false} and f∈
→
∞ such that f(&) 	=  for all
&∈
. The function &(; f) : [
→
∞] is de$ned by
&(; f)( )(&) =
{
f(&) ;&  if (&) = true;
& if (&) = false:
Next, we show that this function is a contraction.
Proposition 35. The function &(; f) is contractive.
Proof. Let  1;  2 ∈
→
∞ and &∈
. We distinguish two cases.
• Assume (&)= true. Then
d(&(; f)( 1)(&); &(; f)( 2)(&))
= d(f(&) ;&  1; f(&) ;&  2)
6 12 · d( 1;  2) [Proposition 32]
• If (&)= false then
d(&(; f)( 1)(&); &(; f)( 2)(&))
= d(&; &)
6 12 · d( 1;  2):
According to Banach’s theorem, its unique $xed point $x(&(; f)) is the unique
function satisfying
$x(&(; f)) = &:
{
f(&) ;& $x(&(; f)) if (&) = true;
& if (&) = false;
(see Eq. (3)). The denotational semantics is now de$ned as follows.
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Denition 36. The function D :Stat→
→
∞ is de$ned by
D(v := e) = &:&{n=v}; where n = E(e)(&);
D(skip) = &:&;
D(s1; s2) = &:D(s1)(&) ;&D(s2);
D(if b then s1 else s2 fi) = &:
{
D(s1)(&) if B(b)(&) = true;
D(s2)(&) if B(b)(&) = false;
D(while b do s od) = $x(&(B(b);D(s))):
Note that the function &(; f) is only de$ned for f∈
→
∞ satisfying for all
&∈
, f(&) 	= . Therefore, we still have to check that for all s∈Stat and &∈
,
D(s)(&) 	= . We leave this to the reader.
Exercise 37. Prove that for all s∈Stat and &∈
, D(s)(&) 	= .
We conclude the study of the denotational semantics with
Example 38. According to Banach’s theorem,
D(while true do skip od)(&)
= $x(&(B(true);D(skip)))(&)
= lim
n
 n(&);
where  0 = &:& and  n+1 =&(B(true);D(skip))( n). One can easily verify that for all
n∈N,  n = &:&n+1 by induction on n. Consequently, we can conclude that D(while true
skipod)(&)= &!.
3.4. Relating O and D
Unlike in Section 2.4, we cannot prove the operational and denotational semantics
to coincide by structural induction. We can deduce that
O(while b do s od)(&)
= O(if b then s ; while b do s od else skip fi)(&) [Exercise 24]
=
{
O(s ;while b do s od)(&) if B(b)(&) = true;
O(skip)(&) if B(b)(&) = false:
Since s ; while b do s od is structurally more complex than while b do s od, we cannot
apply the induction hypothesis (if we were to use structural induction) at this point.
Notice however that from the above we can almost conclude that O(while b do s od)
satis$es Eq. (3), which uniquely de$nes D(while b do s od). If we could actually
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prove this, then we could deduce from Banach’s theorem that the two semantic models
coincide for the while statement.
To prove the coincidence of the models we exploit a more generally applicable proof
principle based on Banach’s theorem. The unique $xed point proof principle is exploited
to prove elements of a metric space to be equal by introducing a function from the
metric space to itself, verifying that this function is contractive, and checking that the
elements are a $xed point of the function – this $xed point is unique by Banach’s
theorem. To apply the proof principle to this setting, we $rst observe that both the
operational and the denotational semantics are an element of the metric space 
→
∞.
Next, we have to introduce a function from this metric space to itself. This function
transforms semantic models into semantic models and is therefore called a semantics
transformation. Here we exploit the theory developed in Section B.3.1: given a labelled
transition system, a corresponding semantics transformation is introduced, this function
is shown to be a contractive function from a metric space to itself, and the operational
semantics induced by the labelled transition system is proved to be a $xed point of
the semantics transformation. So we only have left to show that also the denotational
semantics is a $xed point of the semantics transformation.
De$nition B.22 amounts in this case to the following. The semantics transformation
T : [StatE × 
→
∞] is given by
T(S)([ Ps; &]) =
{
 if [ Ps; &] 9 ;
&′S([ Ps′; &′]) if [ Ps; &] &
′
→[ Ps′; &′]:
Like in Section 2.4, we extend the denotational semantics from statements to con$gu-
rations.
Denition 39. The function D :StatE × 
→
∞ is de$ned by
D([E; &]) = ;
D([s; &]) = D(s)(&):
The fact that the extended denotational semantics D is a $xed point of the semantics
transformation T is proved by induction on the complexity of the statements. This
complexity function is de$ned as follows (see the proof of Proposition 9).
Denition 40. The function comp :StatE→N is de$ned by
comp(E) = 0;
comp(v := e) = 1;
comp(skip) = 1;
comp(s1; s2) = comp(s1) + 1;
comp(if b then s1 else s2 fi) = max{comp(s1); comp(s2)}+ 1;
comp(while b do s od) = comp(s) + 3:
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This complexity function is de$ned in such a way that
comp(if b then s ; while b do s od else skip fi)
= max{comp(s ;while b do s od); comp(skip)}+ 1
= comp(s) + 1 + 1
¡ comp(s) + 3
= comp(while b do s od):
We will exploit this in the $nal case of the next proof. The natural number comp(Ps)
gives us an upper bound of the height of any proof of a transition starting from Ps
(even if we replace (5) of De$nition 23 by (6) of Exercise 24).
Theorem 41. T(D)=D.
Proof. We prove that for all Ps∈StatE and &∈
,
T(D)([ Ps; &]) = D([ Ps; &])
by induction on comp(Ps). We distinguish the following cases.
• Let Ps=E. Then
T(D)([E; &])
= 
= D([E; &]):
• Let Ps= v := e and assume n=E(e)(&). Then
T(D)([v := e; &])
= &{n=v}D([E; &{n=v}])
= &{n=v}
= D([v := e; &]):
• Let Ps= skip. Similar to the previous case.
• Let Ps= s1 ; s2 and assume [s1; &] &
′
−→ [E; &′]. In this case,
T(D)([s1; s2; &])
= &′D([s2; &′])
= &′ ;&D(s2)
=T(D)([s1; &]) ;&D(s2)
= D([s1; &]) ;&D(s2) [induction]
= D([s1; s2; &]):
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• Let Ps= s1 ; s2 and assume [s1; &] &
′
−→ [s′1; &′]. In this case,
T(D)([s1; s2; &])
= &′D([s′1; s2; &
′])
= &′(D([s′1; &
′]) ;&′ D(s2))
= (&′D([s′1; &
′])) ;&D(s2)
=T(D)([s1; &]) ;&D(s2)
= D([s1; &]) ;&D(s2) [induction]
= D([s1; s2; &]):
• If Ps= if b then s1 else s2 fi and B(b)(&)= true, then
T(D)([if b then s1 else s2 fi; &])
=T(D)([s1; &])
= D([s1; &]) [induction]
= D([if b then s1 else s2 fi; &]):
• Let Ps= if b then s1 else s2 fi and B(b)(&)= false. Similar to the previous case.
• If Ps=while b do s od then
T(D)([while b do s od; &])
=T(D)([if b then s ; while b do s od else skip fi; &]) [Exercise 24]
= D([if b then s ; while b do s od else skip fi; &]) [induction]
= &:
{
D(s ; while b do s od)(&) if B(b)(&) = true;
D(skip)(&) if B(b)(&) = false;
= &:
{
D(s)(&) ;&D(while b do s od) if B(b)(&) = true;
& if B(b)(&) = false;
= D([while b do s od; &]):
Having shown that the denotational semantics is also a $xed point of the semantics
transformation, we arrive by uniqueness of $xed point at
Corollary 42. O=D.
Proof. For all s∈Stat and &∈
,
O(s)(&)
= O([s; &])
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= D([s; &]) [Theorems 41 and B:25]
= D(s)(&):
4. Bounded nondeterminism and nontermination
Again we add a programming construct to the language. This time the language is
augmented with the parallel composition. As we will see, this construction introduces
nondeterminism: not all steps in a computation are fully determined, that is, at some
points in the computation there is a choice which step to do next.
Statements composed in parallel compute independently. They can exchange informa-
tion by the variables they share. We model the execution of the parallel composition
s1 ‖ s2 by interleaving the executions of the statements s1 and s2. For example, the
execution of
(v := 1; v := v+ 1) ‖ v := 2
gives rise to the execution of one of the following sequences of basic statements:
v := 1; v := v+ 1; v := 2;
v := 1; v := 2; v := v+ 1;
v := 2; v := 1; v := v+ 1:
Note that in every sequence v := 1 precedes v := v+ 1.
The parallel composition is modelled operationally by adding four new rules. As we
will see, the new collection of axioms and rules gives rise to a nondeterministic labelled
transition system: some con$gurations have multiple outgoing transitions. However, the
amount of nondeterminism we encounter in the system is bounded. Every con$guration
has only $nitely many outgoing transitions. Therefore, we call the system $nitely
branching. The $nitely branchingness of the system will be crucial when we relate
the operational semantics to a denotational one. Because the labelled transition system
is nondeterministic, the operational semantics assigns to each statement a function
mapping each state to a set of state sequences. The presence of the parallel composition
also causes that the operational semantics lacks compositionality. As we will observe,
in general we cannot determine the operational semantics of a parallel composition
s1 ‖ s2 from the operational semantics of s1 and s2. For the language at hand, the
functions from states to sets of state sequences, as used in the operational semantics,
do not contain enough information about the computations to give a compositional
semantics. Instead, in the denotational semantics we use tree-like entities – these are
called processes from now on. Processes were already introduced by De Bakker and
Zucker in [16]. Like in Section 3, we endow this mathematical structure with a metric.
The metric space of processes is de$ned as the unique solution of a recursive equation
over complete metric spaces. In Appendix D, we sketch how to build such recursive
equations and we specify which equations have unique solutions. A key ingredient in
the equation de$ning the metric space of processes is the following construction. Given
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a metric space X , take the set Pnc(X ) of nonempty and compact – compactness being
a natural generalisation of $niteness – subsets of X and endow them with the induced
Hausdor> metric. The restriction to compact sets is crucial. If we were to consider all
nonempty subsets, then we would not obtain a metric space in general.
In this section, the operational semantics O and denotational semantics D do not
coincide. We relate the two models by means of a linearise operator lin which abstracts
from the additional information present in the denotational semantics. An operator
similar to lin was already studied by De Bakker et al. in [11]. We will prove
O = lin ◦D:
To prove this result we introduce an intermediate semantics I. Like the denotational
semantics, the intermediate semantics assigns to each statement a process and in its
de$nition we exploit $xed points. Like the operational semantics, the de$nition of the
intermediate semantics is based on a labelled transition system. Kok and Rutten used
this type of de$nition in [34]. The proof of the result stated above is divided into two
parts. First, the denotational semantics and the intermediate semantics are shown to be
equal. This is proved by uniqueness of $xed point. Second, the intermediate semantics
is related to the operational semantics by means of the linearise operator. Again, we
exploit the unique $xed point proof principle.
In Section 4.1, we introduce the language. For this language, an operational and a
denotational semantics are developed in Section 4.2 and 4.3. The two are linked in
Section 4.4.
4.1. Language de$nition
To the language de$ned in De$nition 22 we add the parallel composition.
Denition 43. The set (s∈) Stat of statements is de$ned by
s ::= v := e | skip | s ; s | if b then s else s fi |while b do s od | s ‖ s:
For example, the statement
v := 0 ; (while v6100 do v := v+ 1 od ‖w := v)
assigns an arbitrary number between 0 and 100 to the variable w.
4.2. Operational semantics
Again the operational semantics is de$ned by means of a labelled transition system.
Like in Section 3.2, the labelled transition system is nonterminating. This time, the
system is nondeterministic. We will show that the labelled transition system at hand is
$nitely branching.
The con$gurations and the actions of the labelled transition system are de$ned as in
Section 2.2. The transition relation is extended by adding some rules for the parallel
composition.
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Denition 44. The transition relation → is de$ned by the following axioms and rules.
(1) [v := e; &]
&{n=v}→ [E; &{n=v}]; where n = E(e)(&);
(2) [skip; &]
&→[E; &];
(3)
[s1; &]
&′→[E; &′′]
[s1; s2; &]
&′→[s2; &′′]
[s1; &]
&′→[s′1; &′′]
[s1; s2; &]
&′→[s′1 ; s2; &′′]
;
(4)
[s1; &]
&′→[ Ps1; &′′]
[if b then s1 else s2 fi; &]
&′→[ Ps1; &′′]
if B(b)(&) = true;
[s2; &]
&′→[ Ps2; &′′]
[if b then s1 else s2 fi; &]
&′→[ Ps2; &′′]
if B(b)(&) = false;
(5)
[s; &]
&′→[E; &′′]
[while b do s od; &]
&′→[while b do s od; &′′]
if B(b)(&) = true;
[s; &]
&′→[s′; &′′]
[while b do s od; &]
&′→[s′;while b do s od; &′′]
[while b do s od; &]
&→[E; &]; if B(b)(&) = false;
if B(b)(&) = true;
(6)
[s1; &]
&′→[E; &′′]
[s1 ‖ s2; &] &
′→[s2; &′′]
[s1; &]
&′→[s′1; &′′]
[s1 ‖ s2; &] &
′→[s′1 ‖ s2; &′′]
;
[s2; &]
&′→[E; &′′]
[s1 ‖ s2; &] &
′→[s1; &′′]
[s2; &]
&′→[s′2; &′′]
[s1 ‖ s2; &] &
′→[s1 ‖ s′2; &′′]
:
All but the rules for the parallel composition have already been discussed before.
The statements s1 and s2 composed in parallel compute independently. This is modelled
by interleaving their transitions as described by the above rules. If one of the two
statements terminates, the execution continues with the other remaining statement. The
execution of the parallel composition terminates precisely when both statements have
terminated.
The labelled transition system is nondeterministic as is shown in
Example 45. Since
[v := 1; &]
&{1=v}→ [E; &{1=v}]
[v := 1; v := 2; &]
&{1=v}→ [v := 2; &{1=v}]
[v := 1; v := 2 ‖ v := 3; &] &{1=v}→ [v := 2‖ v := 3; &{1=v}]
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and
[v := 3; &]
&{3=v}→ [E; &{3=v}]
[v := 1; v := 2 ‖ v := 3; &] &{3=v}→ [v := 1; v := 2; &{3=v}]
the labelled transition system is nondeterministic.
Every con$guration has only $nitely many outgoing transitions.
Proposition 46. The labelled transition system is $nitely branching.
Proof. We prove that for all Ps∈StatE and &∈
, the set
S([ Ps; &]) = {〈&′; [ Ps′; &′]〉 | [ Ps; &] &
′
→[ Ps′; &′]}
is $nite by structural induction on Ps. The details are left to the reader.
Exercise 47. Complete the proof of Proposition 46.
According to De$nition B.16, the nondeterministic and nonterminating labelled tran-
sition system de$nes an operational semantics
O : StatE × 
 → Pn(
∞)
given by
O([ Ps; &]) = {&1&2 · · · &n | [ Ps; &] = [ Ps0; &0] &1→[ Ps1; &1] &2→· · · &n→[E; &n]} ∪
{&1&2 · · · | [ Ps; &] = [ Ps0; &0] &1→[ Ps1; &1] &2→· · ·}:
Denition 48. The function O : Stat→
→Pn(
∞) is de$ned by
O(s) = &:O([s; &]):
Exercise 49. Prove that the operational semantics is not compositional.
4.3. Denotational semantics
We need a space containing more structure than the functions from states to sets
of state sequences used in the operational semantics to give a denotational semantics.
In De$nition 50 below we introduce the complete metric space P. The elements of
this space can be viewed as tree-like objects. It will turn out that this structure is rich
enough to model the parallel composition (and the other constructs) compositionally.
Denition 50. The complete metric space (p∈) P of processes is de$ned as the so-
lution of the recursive equation
P ∼= (
 → Pnc(
× 12 · P)) + {
√}:
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In the above de$nition, the set 
 is assumed to be endowed with the discrete metric
and the set {√} with the obvious one. Since every function from a set endowed with
the discrete metric – like 
 in the above recursive equation – to some other metric space
is nonexpansive, we can replace the → by −→
1
in the above de$nition. According to
Theorem D.3, the above recursive equation has indeed a unique solution.
Processes can be viewed as tree-like objects. We distinguish the following two cases.
• p=√: We use √ to model successful termination in the denotational semantics,
like we exploit E in the operational semantics to handle termination. It can be seen
as the empty tree consisting of one node and no edges.
• p 	=√: Let, for &; &′ ∈
,
p(&) = {〈&1; p1〉; : : : ; 〈&m; pm〉}
p(&′) = {〈&′1; p′1〉; : : : ; 〈&′n; p′n〉; : : :}:
The process p can be viewed as the labelled tree
In the above picture the upper level of branching is due to the functional nature
of p. It records the change of the state caused by the environment (to be thought of
as a process in parallel). The lower level of branching stems from the set structure
of p(&) and p(&′). It records the nondeterminism caused by the parallel composition.
For example, if the environment changes the state to & then the process p can change
the state to &1; : : : ; &m followed by p1; : : : ; pm, respectively.
These labelled trees can be of $nite but also of in$nite depth.
Example 51. Let &∈
. Consider the processes
pn =
{√
if n = 0;
&′:{〈&; pn−1〉} if n ¿ 0:
Next we verify that
d(pm; pn) =
{
0 if m = n;
2−min{m;n} otherwise;
by induction on min {m; n}. We distinguish the following four cases.
• If m= n the above is vacuously true.
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• If m=0 and n¿0 then
dP(pm; pn)
= dP(
√
; pn)
= 1 [pn 	= √]:
• The case that m¿0 and n=0 is similar to the previous one.
• Let m; n¿0 and m 	= n. Then
dP(pm; pn)
= dP(&′:{〈&; pm−1〉}; &′:{〈&; pn−1〉})
= d
(
→Pnc(
× 12 ·P))+{
√}(&
′:{〈&; pm−1〉}; &′:{〈&; pn−1〉})
= d

→Pnc(
× 12 ·P)
(&′:{〈&; pm−1〉}; &′:{〈&; pn−1〉})
= sup
&′∈

d
Pnc(
× 12 ·P)
({〈&; pm−1〉}; {〈&; pn−1〉})
= d

× 12 ·P
(〈&; pm−1〉; 〈&; pn−1〉)
= max{d
(&; &); 12 · dP(pm−1; pn−1)}
= 12 · 2−min{m−1;n−1} [induction]
= 2−min{m;n}:
Consequently, the sequence (pn)n is Cauchy. Since the space P is complete, its limit
limn pn exists. We take the process p to be
&′:{〈&; pn〉 | n ∈ N} ∪
{〈
&; lim
n
pn
〉}
:
This process can be viewed as the labelled tree (in the picture below we have left out
the levels corresponding to the functional nature of the process, since all the functions
are constant)
To the basic constructs of the language v := e and skip we associate the constants
&:{〈&{n=v};√〉}; where n = E(e)(&)
F. van Breugel / Theoretical Computer Science 258 (2001) 1–98 31
and
&:{〈&;√〉}:
Obviously, the singleton sets {〈&{n=v};√〉} and {〈&;√〉} are compact. These processes
can be viewed as the labelled trees
To model the if statement denotationally we make use of the following construction.
For ∈
→{true; false} and p; q∈P we take
&:
{
p(&) if (&) = true;
q(&) if (&) = false:
For handling the sequential composition in the denotational setting, we are looking for
a semantic operator ; : P× P→P satisfying
p ; q =
{
q if p =
√
;
&:{〈&′; p′; q〉 | 〈&′; p′〉 ∈ p(&)} otherwise:
For the justi$cation of the above de$nition we follow the same route as we did in
Section 3.3. We introduce a function  (in De$nition 56) from a complete metric space
to itself, show that this function is a contraction, and de$ne the semantic sequential
composition as its unique $xed point. If we want to verify that  is a function from
the complete metric space P× P→P to itself, we have to show that for all ∈P×
P→P; p; q∈P, and &∈
, the set
{〈&′; (p′; q)〉 | 〈&′; p′〉 ∈ p(&)} (4)
is compact. However, this is in general not the case as is shown in the following
example.
Example 52. Let p be the process introduced in Example 51. We take the function 
to be
〈p; q〉:
{
&′:{〈&n;√〉} if p = pn for some n ∈ N;
√
otherwise:
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Let q be an arbitrary process. The process (pn; q) can be seen as the labelled tree
·
|
&n
↓
·
For all &∈
, the set (4) amounts to
{〈&; &′:{〈&n;√〉}〉 | n ∈ N} ∪ {〈&;√〉}:
This set corresponds to the process which can be viewed as
The set is not compact, since the sequence (〈&; &′:{〈&n;√〉}〉)n has no converging
subsequence.
If we restrict ourselves to nonexpansive ’s, then we can prove that the set (4) is
compact.
Proposition 53. For all ∈P×P−→
1
P; p; q∈P; and &∈
; the set
{〈&′; (p′; q)〉 | 〈&′; p′〉 ∈ p(&)}
is compact.
Proof. Let (〈&′n; (p′n; q)〉)n be a sequence in the set. Then (〈&′n; p′n〉)n is a sequence
in p(&). Since the set p(&) is compact, there exists a subsequence (〈&′s(n); p′s(n)〉)n
converging to some 〈&′; p′〉 in p(&). We leave it to the reader to verify that the sequence
(〈&′s(n); (p′s(n); q)〉)n converges to 〈&′; (p′; q)〉 (Exercise 54). Clearly, 〈&′; (p′; q)〉 is
in the set.
Exercise 54. Complete the proof of Proposition 53.
Because we have restricted ourselves to nonexpansive ’s, we should also check
that () is nonexpansive.
Proposition 55. For all ∈P×P−→
1
P; p1; p2; q1; q2 ∈P; and &∈
;
d({〈&′1; (p′1; q1)〉 | 〈&′1; p′1〉 ∈ p1(&)}; {〈&′2; (p′2; q2)〉 | 〈&′2; p′2〉 ∈ p2(&)})
6max{d(p1; p2); d(q1; q2)}:
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Proof. Let 〈&′1; p′1〉∈p1(&). Then there exists a 〈&′2; p′2〉 ∈p2(&) such that
d(〈&′1; p′1〉; 〈&′2; p′2〉)
6d(p1(&); p2(&))
6d(p1; p2):
Hence, d(&′1; &
′
2)6d(p1; p2) and d(p
′
1; p
′
2)62 ·d(p1; p2). Consequently,
d(〈&′1; (p′1; q1)〉; 〈&′2; (p′2; q2)〉)
= max{d(&′1; &′2); 12 · d((p′1; q1); (p′2; q2))}
6max{d(&′1; &′2); 12 · d(〈p′1; q1〉; 〈p′2; q2〉)} [ is nonexpansive]
6max{d(p1; p2); d(q1; q2)}:
Now we are ready to introduce the function  from the complete metric space P×P
−→
1
P to itself.
Denition 56. The function  : [P×P−→
1
P] is de$ned by
()(p; q) =
{
q if p =
√
;
&:{〈&′; (p′; q)〉 | 〈&′; p′〉 ∈ p(&)} otherwise:
To apply Banach’s theorem we have to verify that the function is a contraction.
Proposition 57. The function  is contractive.
Proof. Left to the reader as an exercise.
Exercise 58. Prove Proposition 57.
From Banach’s theorem we can conclude that  has a unique $xed point $x().
Denition 59. The function ; :P×P−→
1
P is de$ned by
;= $x():
The semantic sequential composition ‘;’ is the unique element of the complete metric
space P×P−→
1
P satisfying
p ; q =
{
q if p =
√
;
&:{〈&′; p′ ; q〉 | 〈&′; p′〉 ∈ p(&)} otherwise:
By de$nition, this operator is nonexpansive. Furthermore, we have the following
property.
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Proposition 60. For all p; q1; q2 ∈P;
d(p ; q1; p ; q2)6
{
d(q1; q2) if p =
√
;
1
2 · d(q1; q2) otherwise:
Proof. Similar to the proof of Proposition 32.
To de$ne the semantic counterpart of the while statement we exploit the same tech-
niques as we did in Section 3.3.
Denition 61. Let ∈
→{true; false} and p∈P such that p 	=√. The function
&(; p) : [P] is de$ned by
&(; p)( ) = &:
{
(p ;  )(&) if (&) = true;
{〈&;√〉} if (&) = false:
Proposition 62. The function &(; p) is contractive.
Proof. Similar to the proof of Proposition 35, this time exploiting Proposition 60.
The unique $xed point of this contractive function from the complete metric space
P to itself is the semantic counterpart of the while statement (see De$nition 64).
We have left to introduce the semantic parallel composition.
Denition 63. The function ‖ :P×P−→
1
P is de$ned by
p‖q =


√
if p; q =
√
;
q if p =
√
and q 	= √;
p if p 	= √ and q = √;
&:{〈&′; p′ ‖ q〉 | 〈&′; p′〉 ∈ p(&)}∪
{〈&′; p ‖ q′〉 | 〈&′; q′〉 ∈ q(&)} otherwise:
The justi$cation of the above de$nition is similar to the one of the semantic sequen-
tial composition.
The denotational semantics is given in
Denition 64. The function D :Stat→P is de$ned by
D(v := e) = &:{〈&{n=v};√〉} where n = E(e)(&);
D(skip) = &:{〈&;√〉};
D(s1 ; s2) = D(s1) ;D(s2);
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D(if b then s1 else s2 fi) = &:
{
D(s1)(&) if B(b)(&) = true;
D(s2)(&) if B(b)(&) = false;
D(while b do s od) = $x(&(B(b);D(s)));
D(s1 ‖ s2) = D(s1) ‖D(s2):
Since the function &(; p) is only de$ned for p 	=√ we still have to verify that for
all s∈Stat; D(s) 	=√. This can be proved similar to Exercise 37.
4.4. Relating O and D
As we already mentioned in the introduction of Section 4, we cannot expect the
operational and denotational semantics to be equal as was the case in the previous
sections. We relate the models by means of a linearise operator lin introduced in
De$nition 75 below. This operator assigns to each process p and state & a corresponding
set of state sequences. In the rest of this section we prove that
O = lin ◦D:
To prove this result we introduce an intermediate semantics I in Section 4.4.1. Like
the denotational semantics, the intermediate semantics assigns to each statement a pro-
cess and in its de$nition we exploit $xed points. Like the operational semantics, the
de$nition of the intermediate semantics is based on the labelled transition system in-
troduced in De$nition 44.
The proof of the result stated above is divided into two parts. In Section 4.4.2,
the denotational semantics and the intermediate semantics are shown to be equal. The
intermediate semantics is related to the operational semantics by means of the linearise
operator in Section 4.4.3.
4.4.1. Intermediate semantics
The intermediate semantics has operational and denotational characteristics. It is
operational in that it is de$ned in terms of a labelled transition system and it is
denotational in that it exploits $xed points in its de$nition.
From the labelled transition system introduced in De$nition 44 we derive the inter-
mediate semantics I :StatE→P satisfying
I( Ps) =
{√
if Ps = E;
&:{〈&′;I( Ps′)〉 | [ Ps; &] &
′
→[ Ps′; &′]} otherwise:
To justify the above recursive de$nition we introduce the following function.
Denition 65. The function , : [StatE→P] is de$ned by
,(!)( Ps) =
{√
if Ps = E;
&:{〈&′; !( Ps′)〉 | [ Ps; &] &
′
→[ Ps′; &′]} otherwise:
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Note that since the labelled transition system is $nitely branching (Proposition 46),
we can conclude that for all Ps∈StatE and &∈
, the set
{〈&′; !( Ps′)〉 | [ Ps; &] &
′
→[ Ps′; &′]}
is $nite and hence compact. The above introduced function is a contraction.
Proposition 66. The function , is contractive.
Proof. Similar to the proof of Proposition 57.
According to Banach’s theorem, the function has a unique $xed point: the interme-
diate semantics.
Denition 67. The function I :StatE→P is de$ned by
I = $x(,):
4.4.2. Relating I and D
The intermediate semantics is shown to be equal to the denotational semantics by
uniqueness of $xed point. This is done by proving that (a minor extension of) the
denotational semantics is also a $xed point of ,. We extend the denotational semantics
by de$ning
D(E) =
√
:
To prove that this extended denotational semantics is a $xed point of ,, we also
enhance the complexity function of De$nition 40 as follows.
Denition 68. The function comp :StatE→N is de$ned by
comp(E) = 0;
comp(v := e) = 1;
comp(skip) = 1;
comp(s1 ; s2) = comp(s1) + 1;
comp(if b then s1 else s2 fi) = max{comp(s1); comp(s2)}+ 1;
comp(while b do s od) = comp(s) + 3;
comp(s1 ‖ s2) = max{comp(s1); comp(s2)}+ 1:
Now we are ready for
Theorem 69. ,(D)=D.
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Proof. We prove that for all Ps∈StatE and &∈
,
,(D)( Ps)(&) = D( Ps)(&)
by induction on comp( Ps). We only consider a few cases.
• Let Ps= skip.
,(D)(skip)(&)
= {〈&;D(E)〉}
= {〈&;√〉}
= D(skip)(&):
• If Ps= s1 ; s2 then
,(D)(s1 ; s2)(&)
= {〈&′;D(s2)〉 | [s1; &] &
′
→[E; &′]} ∪
{〈&′;D(s′1 ; s2)〉 | [s1; &] &
′
→[s′1; &′]}
= {〈&′;D(E) ;D(s2)〉 | [s1; &] &
′
→[E; &′]} ∪
{〈&′;D(s′1) ;D(s2)〉 | [s1; &] &
′
→[s′1; &′]}
= {〈&′;D( Ps1) ;D(s2)〉 | [s1; &] &
′
→[ Ps1; &′]}
= (&:{〈&′;D( Ps1)〉 | [s1; &] &
′
→[ Ps1; &′]} ;D(s2))(&)
= (,(D)(s1) ;D(s2))(&)
= (D(s1) ;D(s2))(&) [induction]
= D(s1 ; s2)(&):
• If Ps=while b do s od then
,(D)(while b do s od)(&)
= ,(D)(if b then s ;while b do s od else skip fi)(&) [Exercise 24]
= D(if b then s ;while b do s od else skip fi)(&) [induction]
= &:
{
D(s ;while b do s od)(&) if B(b)(&) = true
D(skip)(&) if B(b)(&) = false
= &:
{
(D(s) ;D(while b do s od))(&) if B(b)(&) = true
{〈&;√〉} if B(b)(&) = false
= D(while b do s od)(&):
Exercise 70. Prove the case Ps= s1 ‖ s2 of Theorem 69.
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By uniqueness of $xed point we can conclude
Corollary 71. I=D.
Proof. Immediate consequence of De$nition 67, Theorem 69, and Banach’s
theorem.
4.4.3. Relating O and I
Next, we relate the operational semantics and the intermediate semantics. For that
purpose we introduce the already mentioned linearise operator
lin :P→ 
 → Pn(
∞):
This operator removes the state changes caused by the environment and collapses
the branching structure. We de$ne the linearise operator as the unique $xed point
of a contractive function from a complete metric space to itself. As usual we restrict
ourselves to the subspace Pnc(
∞) of Pn(
∞). Like in De$nition 56, we only consider
nonexpansive functions.
Denition 72. The function - : [P−→
1

→Pnc(
∞)] is de$ned by
-(.)(p)(&) =
{ {} if p = √;⋃{&′.(p′)(&′) | 〈&′; p′〉 ∈ p(&)} otherwise:
In the above de$nition we use &′.(p′)(&′) to denote the set of state sequences
{&′ | ∈ .(p′)(&′)}. We have to verify that for all .∈P−→
1

→Pnc(
∞),
• for all p∈P, with p 	=√, and &∈
, the set ⋃{&′.(p′)(&′) | 〈&′; p′〉 ∈p(&) } is com-
pact, and
• the function -(.) is nonexpansive.
We prove these facts in the following two propositions.
Proposition 73. For all .∈P −→
1

→Pnc(
∞); p∈P; with p 	=√; and &∈
; the
set
⋃{&′.(p′)(&′) | 〈&′; p′〉 ∈ p(&)}
is compact.
Proof. For all 〈&′; p′〉 ∈p(&), the set .(p′)(&′) is compact. From this one can easily
deduce that also the set &′.(p′)(&′) is compact.
Since the function . is nonexpansive, the function 〈&′; p′〉:&′.(p′)(&′) is also nonex-
pansive. Because the set p(&) is compact, we can conclude from Alexandro1’s theorem
(Theorem A.31) that the set {&′.(p′)(&′) | 〈&′; p′〉 ∈p(&)} is also compact.
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Having shown that the set {&′.(p′)(&′) | 〈&′; p′〉 ∈p(&)} is a compact set of com-
pact sets we can conclude from Michael’s theorem (Theorem A.28(1)) that its union⋃{&′.(p′)(&′) | 〈&′; p′〉 ∈p(&)} is also compact.
Proposition 74. For all .∈P −→
1

→Pnc(
∞); the function -(.) is nonexpansive.
Proof. Let p1; p2 ∈P and &∈
. For all 〈&′1; p′1〉 ∈p1(&), there exists a 〈&′2; p′2〉 ∈p2(&)
such that
d(〈&′1; p′1〉; 〈&′2; p′2〉)
6d(p1(&); p2(&))
6d(p1; p2):
Because the function 〈&′; p′〉:&′.(p′)(&′) is nonexpansive,
d(&′1.(p
′
1)(&
′
1); &
′
2.(p
′
2)(&
′
2))6d(p1; p2):
Hence,
d({&′1.(p′1)(&′1) | 〈&′1; p′1〉 ∈ p1(&)}; {&′2.(p′2)(&′2) | 〈&′2; p′2〉 ∈ p2(&)})
6d(p1; p2):
From Michael’s theorem (Theorem A.28(2)) we can conclude that
d
(⋃{&′1.(p′1)(&′1) | 〈&′1; p′1〉 ∈ p1(&)};⋃{&′2.(p′2)(&′2) | 〈&′2; p′2〉 ∈ p2(&)})
6d(p1; p2):
The unique $xed point of this contractive function from a complete metric space to
itself is the linearise operator.
Denition 75. The function lin :P −→
1

→Pnc(
∞) is de$ned by
lin = $x(-):
According to Banach’s theorem, the linearise operator lin is the unique element of
the complete metric space P −→
1

→Pnc(
∞) satisfying
lin(p)(&) =
{ {} if p = √;⋃{&′lin(p′)(&′) | 〈&′; p′〉 ∈ p(&)} otherwise:
Having introduced the linearise operator we have left to link the operational and inter-
mediate semantic models. We will prove their relationship by uniqueness of $xed point.
We will exploit some of the general theory developed in Appendix B. According to
Theorem B.31, a $nitely branching labelled transition system, like the one introduced
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in De$nition 44, induces a compactness preserving semantics transformation (see Def-
inition B.26 and B.29). For the labelled transition system at hand this is the function
T : [StatE×
→Pnc(
∞)] de$ned by
T(S)([ Ps; &]) =


{} if Ps = E;
⋃{&′S([ Ps′; &′]) | [ Ps; &] &′→[ Ps′; &′]} otherwise:
According to Theorem B.34, the operational semantics O given in Section 4.2 is the
unique $xed point of the semantics transformation T. Next we show that
[ Ps′; &′]:lin(I( Ps′))(&′)
is also a $xed point of T.
Theorem 76. For all Ps∈StatE and &∈
;
T([ Ps′; &′]:lin(I( Ps′))(&′))([ Ps; &]) = lin(I( Ps))(&):
Proof. We distinguish two cases.
• If Ps=E then
T([ Ps′; &′]:lin(I( Ps′))(&′))([E; &])
= {}
= lin(
√
)(&)
= lin(I(E))(&):
• If Ps 	=E then
T([ Ps′; &′]:lin(I( Ps′))(&′))([ Ps; &])
=
⋃{&′lin(I( Ps′))(&′) | [ Ps; &] &′→[ Ps′; &′]}
= lin(&:{〈&′;I( Ps′)〉 | [ Ps; &] &
′
→[ Ps′; &′]})(&)
= lin(I( Ps))(&):
By uniqueness of $xed point we have the following
Corollary 77. For all Ps∈StatE and &∈
; O([ Ps; &])= lin(I( Ps))(&).
Proof. Immediate consequence of Theorem B.34 and 76.
Combining the above results we arrive at
Theorem 78. O= lin ◦D.
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Proof. For all s∈Stat and &∈
,
O(s)(&)
= O([s; &])
= lin(I(s))(&) [Corollary 77]
= lin(D(s))(&) [Corollary 71]:
5. Unbounded nondeterminism and nontermination
We investigate a timed speci$cation language by enriching the language studied in
Section 3 with two basic constructions which involve time and by studying its se-
mantics. We add the wait statement and the dense choice. As we saw in the previous
section, the addition of the parallel composition to the language of Section 3 intro-
duced bounded nondeterminism. The labelled transition system de$ning the operational
semantics was shown to be $nitely branching. The dense choice gives rise to unbounded
nondeterminism: there are con$gurations with uncountably many outgoing transitions
in the system inducing the operational semantics of the timed language. As we will
see, the presence of unbounded nondeterminism complicates the development of the
denotational semantics and the proof that the operational and the denotational models
coincide.
The wait statement wait e is a basic construction. Its execution amounts to evalu-
ating the expression e, which results in a nonnegative real number r, and waiting for
r seconds. We stipulate that the execution of the assignment statement and the skip
statement and the evaluation of an expression and a Boolean expression takes no time.
Consequently, the execution of the statement skip ; wait 2:16 takes only 2.16 s. The
other timed construct added to the language is the dense choice. This highly nondeter-
ministic construct may give rise to a choice between an uncountably in$nite number of
alternatives. The execution of the dense choice t in [e1; e2] amounts to evaluating the
expressions e1 and e2 resulting in the nonnegative real numbers r1 and r2, respectively,
choosing a nonnegative real number r in the interval [r1; r2], and assigning this r to
the time variable t. Hence, the execution of the statement t in [2; 3] ; skip ;wait t takes
between 2 and 3 s. A minor variation on this construct has been studied by Baeten and
Bergstra in [7].
As usual, we de$ne the operational semantics by means of a labelled transition
system. As before, the con$gurations of the system are pairs of statements and states.
Here, a state not only assigns to each variable its value, a natural number, but it
also associates to each time variable its value, a nonnegative real number. A label
of the system is either a state, as before, or a nonnegative real number. The latter
is used to model the passage of time. For both timed constructs we add an axiom.
As we will see, the dense choice causes the labelled transition system to be in$nitely
branching.
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Like the operational semantics, the denotational semantics assigns to each statement
of the timed language a function mapping states to sets of action sequences – an action
being a state or a nonnegative real number. As we already observed in Section 4, we
have to restrict ourselves to compact sets. If we were to endow the action sequences
with the Baire metric, then the denotational semantics of a dense choice would in
general not deliver a compact set. Therefore, we provide the action sequences with
a more re$ned metric. The set of action sequences and its metric are de$ned as the
unique solution of a recursive equation. One of the key ingredients of this equation is
the set of nonnegative real numbers endowed with the Euclidean metric.
Since the labelled transition system de$ning the operational semantics is not $nitely
branching, we cannot exploit the theory developed in Appendix B to link the operational
and denotational semantics. We add some structure to the labelled transition system
by endowing both the con$gurations and the actions with a complete metric. The
obtained enriched system we call a metric labelled transition system. We show that this
enhanced system is compactly branching, that is, every con$guration has a compact set
of outgoing transitions, and (that transitioning is) nonexpansive. Now we can exploit the
theory developed in Appendix C to relate the operational and denotational semantics.
The theory presented in that appendix is a generalisation of the one of Appendix B. It is
not restricted to $nitely branching labelled transition systems but applies to compactly
branching and nonexpansive metric labelled transition systems (a $nitely branching
system of which the con$gurations and actions are endowed with the discrete metric
is a compactly branching and nonexpansive metric system).
As usual, we $rst introduce the language in Section 5.1. Next, we give an operational
and a denotational semantics in Section 5.2 and 5.3. Finally, we prove the two to
coincide in Section 5.4.
5.1. Language de$nition
The language we study is obtained from the one of Section 3 by adding the wait
statement and the dense choice construct.
For the introduction of these timed constructs we presuppose a set (t ∈) TVar of
time variables. These time variables will take a nonnegative real number as their values.
We denote the set of nonnegative real numbers by (r ∈) R+.
Denition 79. The set (s∈) Stat of statements is de$ned by
s ::= v := e | skip | t in [e; e] |wait e | s ; s | if b then s else s fi |while b do s od:
To simplify matters a little, we restrict the language in the following ways.
• The expression e in the assignment statement v := e only contains ordinary variables
and no time variables. If we were to consider also expressions with time variables,
then we had to restrict ourselves to nonexpansive (with respect to the Euclidean
metric) expressions in the denotational semantics.
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• Similarly, the Boolean expression b in the if statement if b then s else s fi and in
the while statement while b do s od contains no time variables.
• We only consider wait statements of the form wait t. Note that the expression t is
nonexpansive.
• We focus on dense choices of the form t in [r1; r2] with r16r2.
We conclude this section with an example.
Example 80. In this example we specify three clocks. The statement
while true do wait 1 ; v := v+ 1 od
describes a clock which progresses with absolute precision. The statement
while true do t in [0:98; 1:00] ;wait t ; v := v+ 1 ;wait 1− t od
speci$es a clock with some Ructuation. A clock accumulating the errors is described
by the statement
while true do t in [0:98; 1:00] ;wait t ; v := v+ 1 od:
5.2. Operational semantics
As usual, the operational semantics is de$ned by means of a labelled transition
system. The system is nondeterministic and nonterminating. As we will see, it is not
$nitely branching.
Like in the previous sections, a con$guration of the labelled transition system is a
statement and a state. Here, a state assigns to each variable a natural number and to
each time variable a nonnegative real number.
Denition 81. The set (〈&; /〉 ∈) 
 of states is de$ned by

 = (Var → N)× (TVar → R+):
An action 1 of the labelled transition system is either a state (like in the foregoing
sections) or a nonnegative real number. By means of a nonnegative real number we
model the passage of time. For example, if /(t)= 1 then we have the transition
[wait t; &; /] 1→[E; &; /]:
The transition relation of the labelled transition system is presented in the following
de$nition.
Denition 82. The transition relation → is de$ned by the following axioms and rules.
(1) [v := e; &; /]
〈&{n=v};/〉→ [E; &{n=v}; /] where n = E(e)(&);
(2) [skip; &; /]
〈&;/〉→ [E; &; /];
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(3) [t in [r1; r2]; &; /]
〈&;/;{r=t}〉→ [E; &; /{r=t}] where r ∈ [r1; r2];
(4) [wait t; &; /]
/(t)→[E; &; /];
(5)
[s1; &; /]
1→[E; &′; /′]
[s1 ; s2; &; /]
1→[s2; &′; /′]
[s1; &; /]
1→[s′1; &′; /′]
[s1 ; s2; &; /]
1→[s′1 ; s2; &′; /′]
;
(6)
[s1; &; /]
1→[ Ps1; &′; /′]
[if b then s1 else s2 fi; &; /]
1→[ Ps1; &′; /′]
if B(b)(&) = true;
[s2; &; /]
1→[ Ps2; &′; /′]
[if b then s1 else s2 fi; &; /]
1→[ Ps2; &′; /′]
if B(b)(&) = false;
(7)
[s; &; /] 1→[E; &′; /′]
[while b do s od; &; /] 1→[while b do s od; &′; /′]
if B(b)(&) = true;
[s; &; /] 1→[s′; &′; /′]
[while b do s od; &; /] 1→[s′;while b do s od; &′; /′]
if B(b)(&) = true;
[while b do s od; &; /]
〈&;/〉→ [E; &; /] if B(b)(&) = false:
Some comments:
• The axioms (1) and (2) we have already seen several times.
• In (3) we describe the dense choice construct. Consider t in [r1; r2] in the current
state 〈&; /〉. By assumption, r16r2. The execution of this dense choice amounts to
nondeterministically choosing a value r from the nonempty interval [r1; r2]. Next, we
update the state 〈&; /〉 by assigning to the time variable t the value r, resulting in
the new state 〈&; /{r=t}〉.
• The execution of the statement wait t terminates successfully after /(t) seconds,
where /(t) is the value of the time variable t in the current state 〈&; /〉. This is
expressed by axiom (4). Note that the state does not change.
• The rules of (5) are similar to the ones of the previous sections. Note that the
nonnegative real numbers – modelling the passage of time – are dealt with in the
same way as the states.
• The rules of (6) are the obvious modi$cations of the rules for the if statement we
have seen before.
• The rules and the axiom of (7) are also straightforward modi$cations.
Clearly, the above-introduced labelled transition system is nondeterministic and non-
terminating.
Exercise 83. Show that the labelled transition system is not $nitely branching.
Like in Section 4.2, the labelled transition system de$nes an operational semantics
O : StatE × 
 → Pn((
 ∪ R+)∞)
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given by
O([ Ps; &; /])
= {1112 · · · 1n | [ Ps; &; /] = [ Ps0; &0; /0] 11→[ Ps1; &1; /1] 12→· · · 1n→[E; &n; /n]} ∪
{1112 · · · | [ Ps; &; /] = [ Ps0; &0; /0] 11→[ Ps1; &1; /1] 12→· · ·}:
Denition 84. The function O :Stat→
→Pn((
∪R+)∞) is de$ned by
O(s) = 〈&; /〉:O([s; &; /]):
5.3. Denotational semantics
Like in the operational semantics, also in the denotational semantics we assign to
each statement a function mapping every state to a set of action sequences, where an
action is either a state or a nonnegative real number. To obtain a complete metric space,
we only consider compact sets of action sequences. As we will see below, we need a
more re$ned metric on the action sequences than the Baire metric (see Exercise 98 and
99) to make sure that the denotational semantics delivers compact sets. This metric is
introduced in
Denition 85. The complete metric space (∈) A∞ is de$ned as the solution of the
recursive equation
A∞ ∼= {}+ (A× 12 · A∞);
where the complete metric space (1∈) A of actions is de$ned by
A = 
+ R+:
Recall that the set 
 of states is de$ned by

 = (Var→N)× (TVar → R+):
We endow the sets Var, TVar, and N with the discrete metric and the set R+ with
the Euclidean metric (restricted to R+). From Theorem D.3 we can deduce that the
above equation has a unique solution.
We start with the modelling of the basic constructs of the language: the assignment
statement, the skip statement, the dense choice, and the wait statement. Like the opera-
tional semantics, the denotational semantics assigns to the assignment statement v := e
the function
〈&; /〉:{〈&{n=v}; /〉} where n = E(e)(&):
The skip statement skip is mapped to
〈&; /〉:{〈&; /〉}:
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The dense choice t in [r1; r2] is modelled by
〈&; /〉:{〈&; /{r=t}〉 | r ∈ [r1; r2]}:
Because the set [r1; r2] is compact (Proposition A.23), we can deduce that the above
set is also compact. To the wait statement wait t we associate the function
〈&; /〉:{/(t)}:
The if statement can be handled as before. To model the sequential composition de-
notationally, we introduce a semantic sequential composition
; : 
× A∞→
1
((
→
1
Pnc(A∞))→
1
Pnc(A∞))
(see De$nition 29). For f; g∈
−→
1
Pnc(A∞), we de$ne the sequential composition
of f and g by
〈&; /〉:⋃{ ;〈&;/〉 g |  ∈ f(&; /)}:
The fact that this function is nonexpansive and delivers compact sets is discussed later
(see Proposition 87 and 89). The semantic sequential composition is de$ned as the
unique $xed point of the function  introduced in
Denition 86. The function  : [
 × A∞−→
1
((
−→
1
Pnc(A∞))−→
1
Pnc(A∞))] is de-
$ned by
()(&; /; )(f) =


f(&; /) if  = ;
〈&′; /′〉(&′; /′; ′)(f) if  = 〈&′; /′〉;′
r(&; /; ′)(f) if  = r′:
To conclude that the function  is indeed well-de$ned we have to verify that for
all ∈
× A∞−→
1
((
−→
1
Pnc(A∞))−→
1
Pnc(A∞)),
• for all 〈&; /〉 ∈
, ∈A∞, and f∈
−→
1
Pnc(A∞), the set ()(&; /; )(f) is com-
pact,
• for all 〈&; /〉 ∈
 and ∈A∞, the function ()(&; /; ) is nonexpansive, and
• the function () is nonexpansive.
Proposition 87. The set ()(&; /; )(f) is compact.
Proof. We distinguish three cases.
• If =  then ()(&; /; )(f)=f(&; /); which is by de$nition a compact set.
• If = 〈&′; /′〉′ then ()(&; /; )(f)= 〈&′; /′〉(&′; /′; ′)(f). Since the set (&′; /′;
′)(f) is compact; also the set 〈&′; /′〉(&′; /′; ′)(f) is compact.
• The case that = r′ is similar to the previous one.
Excercise 88. Show that the function ()(&; /; ) is nonexpansive.
F. van Breugel / Theoretical Computer Science 258 (2001) 1–98 47
Proposition 89. The function () is nonexpansive.
Proof. Let 〈&1; /1〉; 〈&2; /2〉 ∈
 and 1; 2 ∈A∞. It suQces to verify that for all f∈

−→
1
Pnc(A∞), we have that
d(()(&1; /1; 1)(f); ()(&2; /2; 2)(f))6d(〈&1; /1; 1〉; 〈&2; /2; 2〉):
We distinguish the following cases.
• If 1 =  and 2 =  then
d(()(&1; /1; )(f); ()(&2; /2; )(f))
= d(f(&1; /1); f(&2; /2))
6d(〈&1; /1〉; 〈&2; /2〉) [f is nonexpansive]
6d(〈&1; /1; 1〉; 〈&2; /2; 2〉):
• If 1 = 〈&′1; /′1〉′1 and 2 = 〈&′2; /′2〉′2 then
d(()(&1; /1; 〈&′1; /′1〉′1)(f); ()(&2; /2; 〈&′2; /′2〉′2)(f))
= d(〈&′1; /′1〉(&′1; /′1; ′1)(f); 〈&′2; /′2〉(&′2; /′2; ′2)(f))
= max{d(〈&′1; /′1〉; 〈&′2; /′2〉); 12 · d((&′1; /′1; ′1)(f); (&′2; /′2; ′2)(f))}
6max{d(〈&′1; /′1〉; 〈&′2; /′2〉); 12 · d(〈&′1; /′1; ′1〉; 〈&′2; /′2; ′2〉)}
[ is nonexpansive]
= d(1; 2)
6d(〈&1; /1; 1〉; 〈&2; /2; 2〉):
• If 1 = r1′1 and 2 = r2′2 then
d(()(&1; /1; r1′1)(f); ()(&2; /2; r2
′
2)(f))
= d(r1(&1; /1; ′1)(f); r2(&2; /2; 
′
2)(f))
= max{d(r1; r2); 12 · d((&1; /1; ′1)(f); (&2; /2; ′2)(f))}
6max{d(r1; r2); 12 · d(〈&1; /1; ′1〉; 〈&2; /2; ′2〉)} [ is nonexpansive]
6d(〈&1; /1; 1〉; 〈&2; /2; 2〉):
To conclude from Banach’s theorem that  has a unique $xed point we have left
to show that the function is a contraction.
Proposition 90. The function  is contractive.
Proof. As usual.
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Now we can give
Denition 91. The function ; : 
×A∞−→
1
((
−→
1
Pnc(A∞))−→
1
Pnc(A∞)) is de$ned
by
;= $x():
The semantic sequential composition has the usual property.
Proposition 92. For all f1; f2 ∈
−→
1
Pnc(A∞); ∈A∞; and 〈&; /〉 ∈
;
d( ;〈&;/〉 f1;  ;〈&;/〉 f2)6
{
d(f1; f2) if  = ;
1
2 · d(f1; f2) otherwise:
Proof. Similar to the proof of Proposition 32.
Next, we give the semantic counterpart of the while statement. As before, it is
de$ned as the unique $xed point of the function de$ned in
Denition 93. Let ∈
→{true; false} and f∈
−→
1
Pnc(A∞) such that  =∈f(&; /)
for all 〈&; /〉 ∈
. The function &(; f) : [
−→
1
Pnc(A∞)] is de$ned by
&(; f)( )(&; /) =
{⋃{ ;〈&;/〉  | ∈f(&; /)} if (&) = true;
{〈&; /〉} if (&) = false:
To deduce that this function &(; f) is well-de$ned we have to check that for all
 ∈
−→
1
Pnc(A∞),
• for all 〈&; /〉 ∈
, the set &(; f)( )(&; /) is compact, and
• the function &(; f)( ) is nonexpansive.
Proposition 94. The set &(; f)( )(&; /) is compact.
Proof. Obviously, the set {〈&; /〉} is compact.
For all ∈f(&; /), the set  ;〈&;/〉  is compact. Since the set f(&; /) is compact
and the function : ;〈&;/〉  is nonexpansive, we can conclude from Alexandro1’s
theorem that { ;〈&;/〉  | ∈f(&; /)} is also a compact set. By Michael’s theorem, the
set
⋃{ ;〈&;/〉  | ∈f(&; /)} is compact.
Proposition 95. The function &(; f)( ) is nonexpansive.
Proof. We prove for all 〈&; /1〉; 〈&; /2〉 ∈
 that
d(&(; f)( )(&; /1); &(; f)( )(&; /2))6d(/1; /2):
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We distinguish the following two cases.
• Assume (&)= true. Then,
d(&(; f)( )(&; /1); &(; f)( )(&; /2))
= d(
⋃{1 ;〈&;/1〉  | 1 ∈ f(&; /1)};⋃{2 ;〈&;/2〉  | 2 ∈ f(&; /2)})
6d({1 ;〈&;/1〉  | 1 ∈ f(&; /1)}; {2 ;〈&;/2〉  | 2 ∈ f(&; /2)})
[Michael’s theorem]:
Let 1 ∈f(&; /1). Then there exists a 2 ∈f(&; /2) such that
d(1; 2)
6d(f(&; /1); f(&; /2))
6d(/1; /2) [f is nonexpansive]:
Consequently,
d(1 ;〈&;/1〉  ; 2 ;〈&;/2〉  )
6d(〈1; &; /1〉; 〈2; &; /2〉) [; is nonexpansive]
6d(/1; /2) [see above]:
• Let (&)= false. In this case,
d(&(; f)( )(&; /1); &(; f)( )(&; /2))
= d({〈&; /1〉}; {〈&; /2〉})
= d(/1; /2):
To conclude that the function &(; f) has a unique $xed point, we still need to
show that it is a contraction.
Proposition 96. The function &(; f) is contractive.
Proof. Similar to the proof of Proposition 35, exploiting Proposition 92.
Having introduced the semantic operators, we are ready to give the denotational
semantics.
Denition 97. The function D :Stat→
−→
1
Pnc(A∞) is de$ned by
D(v := e) = 〈&; /〉:{〈&{n=v}; /〉} where n = E(e)(&);
D(skip) = 〈&; /〉:{〈&; /〉};
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D(t in [r1r2]) = 〈&; /〉:{〈&; /{r=t}〉 | r ∈ [r1; r2]};
D(wait t) = 〈&; /〉:{/(t)};
D(s1; s2) = 〈&; /〉:
⋃{;〈&;/〉D(s2) |  ∈ D(s1)(&; /)};
D(if b then s1 else s2 if) = 〈&; /〉:
{
D(s1)(&; /) if B(b)(&) = true;
D(s2)(&; /) if B(b)(&) = false;
D(while b do s od) = $x(&(B(b);D(s))):
Excercise 98. Prove that for all s∈Stat and 〈&; /〉 ∈
, the set D(s)(&; /) is compact
and the function D(s) is nonexpansive.
Exercise 99. Show that if we were to endow the set (
∪R+)∞ with the Baire metric
instead, then the set D(s)(&) would in general not be compact.
5.4. Relating O and D
Since the labelled transition system is not $nitely branching (Exercise 83), we cannot
exploit the theory developed in Appendix B to link the operational and denotational
semantics. However, by endowing the con$gurations and the actions with suitable com-
plete metrics, we obtain a metric labelled transition system which is compactly branch-
ing and nonexpansive as we will see below. Then we can use the theory of Appendix C
to relate the operational and denotational model.
We start with de$ning a metric for the con$gurations. A con$guration consists of
statement and a state. The set StatE is endowed with the discrete metric and the set 

with the metric introduced in Section 5.3 (obtained by endowing the sets Var, TVar,
and N with the discrete metric and R+ with the Euclidean one).
Next, we turn the set of actions into a complete metric space. The states are endowed
with the metric mentioned above and the nonnegative real numbers with the Euclidean
metric (see De$nition 85).
To prove that the metric system is compactly branching and nonexpansive, we extend
the complexity function of De$nition 40 as follows.
Denition 100. The function comp :StatE→N is de$ned by
comp(E) = 0;
comp(v := e) = 1;
comp(skip) = 1;
comp(t in [r1; r2]) = 1;
comp(wait t) = 1;
comp(s1; s2) = comp(s1) + 1;
comp(if b then s1 else s2 fi) = max{comp(s1); comp(s2)}+ 1;
comp(while b do s od) = comp(s) + 3:
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Now we are ready to prove the main result of this section.
Theorem 101. The metric labelled transition system is compactly branching and non-
expansive.
Proof. We prove that for all Ps∈StatE,
• for all 〈&; /〉 ∈
, the set S([ Ps; &; /]) is compact, and
• for all 〈&; /1〉; 〈&; /2〉 ∈
, d(S([ Ps; &; /1]);S([ Ps; &; /2]))6d(/1; /2)
by induction on comp( Ps). We distinguish the following cases.
• For Ps=E the above is vacuously true.
• Let Ps= v := e. Clearly the set
S([v := e; &; /]) = {〈〈&{n=v}; /〉; [E; &{n=v}; /]〉};
where n=E(e)(&), is compact. Furthermore,
d(S([v := e; &; /1]);S([v := e; &; /2]))
= d({〈〈&{n=v}; /1〉; [E; &{n=v}; /1]〉}; {〈〈&{n=v}; /2〉; [E; &{n=v}; /2]〉})
= max{d(/1; /2); 12 · d([E; &{n=v}; /1]; [E; &{n=v}; /2])}
= d(/1; /2):
• The case that Ps= skip is similar to the previous case.
• Suppose Ps= t in [r1; r2]. Then
S([t in [r1; r2]; &; /]) = {〈〈&; /{r=t}〉; [E; &; /{r=t}]〉 | r ∈ [r1; r2]}:
Because for all r1; r2 ∈R+,
d(〈〈&; /{r1=t}〉; [E; &; /{r1=t}]〉; 〈〈&; /{r2=t}〉; [E; &; /{r2=t}]〉)=d(r1; r2);
the function r:〈〈&; /{r=t}〉; [E; &; /{r=t}]〉 is nonexpansive. Since the set [r1; r2] is
compact (Proposition A.23), we can conclude from Alexandro1’s theorem that the
set S([t in [r1; r2]; &; /]) is also compact.
Furthermore, for all r ∈ [r1; r2], we have that
d(〈〈&; /1{r=t}〉; [E; &; /1{r=t}]〉; 〈〈&; /2{r=t}〉; [E; &; /2{r=t}]〉)
= d(/1{r=t}; /2{r=t})
6d(/1; /2):
• Let Ps=wait t. Clearly, the set
S([wait t; &; /]) = {〈/ (t); [E; &; /]〉}
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is compact. Furthermore,
d(S([wait t; &; /1]);S([wait t; &; /2]))
= d({〈/1(t); [E; &; /1]〉}; {〈/2(t); [E; &; /2]〉})
= max{d(/1(t); /2(t)); 12 · d([E; &; /1]; [E; &; /2])}
6d(/1; /2):
• If Ps= s1; s2 then
S([s1; s2; &; /])
= {〈1; [s2; &′; /′]〉 | 〈1; [E; &′; /′]〉 ∈S([s1; &; /])} ∪
{〈1; [s′1; s2; &′; /′]〉 | 〈1; [s′1; &′; /′]〉 ∈S([s1; &; /])}:
By induction, the set S([s1; &; /]) is compact. Since the statement part of a con$g-
uration is endowed with the discrete metric, we can conclude that the above set is
also compact.
Let 〈11; [s2; &′1; /′1]〉 ∈S([s1 ; s2; &; /1]). Then 〈11; [E; &′1; /′1]〉 ∈S([s1; &; /1]). Hence,
there exists a 〈12; [E; &′2; /′2]〉 ∈S([s1; &; /2]) such that
d(〈11; [E; &′1; /′1]〉; 〈12; [E; &′2; /′2]〉)
6d(S([s1; &; /1]);S([s1; &; /2]))
6d(/1; /2) [induction]:
Consequently, 〈12; [s2; &′2; /′2]〉 ∈S([s1 ; s2; &; /2]) and
d(〈11; [s2; &′1; /′1]〉; 〈12; [s2; &′2; /′2]〉)6d(/1; /2):
The other case can be dealt with similarly.
• The cases Ps= if b then s1 else s2 fi and Ps=while b do s od follow by induction.
Having proved that the metric system is compactly branching and nonexpansive,
we can exploit the results of Appendix C to prove the operational and denotational
semantics to be equal.
We extend the denotational semantics as follows.
Denition 102. The function D:StatE×
−→
1
Pnc(A∞) is de$ned by
D([E; &; /]) = {};
D([s; &; /]) = D(s)(&; /):
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According to Theorem C.30, the compactly branching and nonexpansive metric la-
belled transition system induces a compactness and nonexpansiveness preserving se-
mantics transformation T : [StatE×
−→
1
Pnc(A∞)] de$ned by
T(S)([ Ps; &; /]) =
{ {} if [ Ps; &; /] 9 ;⋃{1S([ Ps′; &′; /′]) | [ Ps; &; /] 1→[ Ps′; &′; /′]} otherwise:
By Theorem C.33, the operational semantics is the unique $xed point of T. Hence, we
have left to show that also the denotational semantics is a $xed point of the semantics
transformation.
Theorem 103. T(D)=D.
Proof. We prove that for all Ps∈StatE and 〈&; /〉 ∈
,
T(D)([ Ps; &; /]) = D([ Ps; &; /])
by induction on comp( Ps). We only consider the following case.
T(D)([t in [r1; r2]; &; /])
=
⋃{〈&; /{r=t}〉D([E; &; /{r=t}]) | r ∈ [r1; r2]}
= {〈&; /{r=t}〉 | r ∈ [r1; r2]}
= D([t in [r1; r2]; &; /]):
Putting the pieces together we arrive at
Corollary 104. O=D.
Proof. For all s∈Stat and 〈&; /〉 ∈
,
O(s)(&; /)
= O([s; &; /])
= D([s; &; /]) [Theorem 103 and C:33]
= D(s)(&; /):
Appendix A. Metric spaces
As we pointed out in the introduction of Section 3, to model recursive constructs
like the while statement in a compositional way, we exploit mathematical structures
with $xed points. In this paper, we use metric spaces for that purpose. A metric space
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consists of a nonempty set and a metric: a function assigning to each pair of elements
of the set their distance and satisfying certain natural conditions. For the existence of
$xed points we rely on Banach’s $xed point theorem [18]. This theorem roughly tells
us the following. Let X be a metric space. Suppose f is a function from X to X .
This we denote by f: [X ] from now on. Assume furthermore that the function f is
contractive. Then f has at most one $xed point. If the space X is complete, then f
has exactly one $xed point. Metric spaces and Banach’s theorem were already used to
model recursive program schemes by Arnold and Nivat (see, for example, [6, 43]).
Not only do we exploit Banach’s theorem to model recursive constructs. We also use
the theorem to de$ne operators on ($nite and) in$nite objects. These in$nite entities,
like (countably) in$nite sequences, we use to model nonterminating computations. For
example, the sequential composition of $nite or in$nite sequences over a set A
; : A∞ × A∞ → A∞
satisfying
1; 2 =
{
2 if 1 = ;
a(′1; 2) if 1 = a
′
1;
can be de$ned by means of Banach’s theorem. Note that the above is not a de$nition
by induction on the length of 1, since 1 might be in$nite. We introduce a function
 : [A∞ × A∞ → A∞]
de$ned by
()(1; 2) =
{
2 if 1 = ;
a (′1; 2) if 1 = a
′
1:
As we will see, we can turn the set A∞×A∞→A∞ into a complete metric space such
that the function  is contractive. According to Banach’s theorem,  has a unique
$xed point: the sequential composition ‘;’. This way of de$ning operators has been
used extensively by Kok and Rutten [34].
Furthermore, we exploit the unique $xed point proof principle, a proof principle
based on Banach’s theorem, to relate semantic models. This proof principle is generally
used to show that two elements of a metric space are equal. Let X be a metric space,
not necessarily complete. To show that the elements x and y of X are equal, we
introduce a function f: [X ], show that f is a contraction, and verify that both x and
y are a $xed point of f. Since a contractive function from a metric space to itself
has at most one $xed point according to Banach’s theorem, we can conclude that x
and y must be equal. How this proof principle can be employed to relate operational
semantic models de$ned by means of labelled transition systems to other semantic
models is discussed in detail in Appendix B. This proof principle was $rst exploited
systematically to relate semantic models by Kok and Rutten in [34].
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In our semantic models, we use the powerset construction to model nondeterminism.
In the denotational setting, we exploit the following construction. Given a metric space
X , we endow the set Pn(X ) of nonempty subsets of X with the Hausdor> metric [30].
As we will see, the empty set can easily be added, but it is technically more convenient
to consider only nonempty sets at $rst. We will present an example showing that Pn(X )
provided with the Hausdor1 metric does not give rise to a metric space in general.
However, if we restrict ourselves to the set Pnc(X ) of nonempty and compact subsets
of the space X , then we do get a metric space. Compactness is a generalisation of
$niteness. Every $nite set is compact, but the converse is not true. However, for every
compact set we can $nd a $nite set which is arbitrary close to it. In this paper, we will
often exploit the following two properties of compact sets. Firstly, Michael’s theorem
[41] roughly tells us that a compact union of compact sets delivers compact sets and
that it is nonexpansive. Secondly, the nonexpansive image of a compact set is again
compact – a result due to Alexandro1 [1]. The construction of taking the nonempty
and compact subsets of a metric space and endowing them with the Hausdor1 metric
preserves completeness, as was $rst shown by Kuratowski [37]. This allows us to apply
Banach’s theorem also in the presence of spaces of subsets. Nivat already employed the
Hausdor1 metric in [43]. Compactness was used by De Bakker and Zucker to model
fairness in [17].
The rest of this appendix is organised as follows. In Section A:1, we give the
de$nition of a metric space, we present three examples of metrics, and we introduce
some operations on metric spaces. In Section A:2, we discuss Banach’s $xed point
theorem and its two key ingredients: completeness and contractiveness. In Section
A:3, we focus on subsets endowed with the Hausdor1 metric. Also compactness is
studied in this section. In Section A:4, we concentrate on nonexpansive functions. In
order not to burden the presentation we will not present the notions and results in
their most general form, but in a way that suits our purposes best. For a proof of
Proposition A.23, which employs particular properties of the real numbers, we refer
the reader to, for example, [51].
A.1. Metric spaces
We start with the de$nition of the most basic notion: a metric space.
Denition A.1. A metric space is a pair 〈X; dX 〉 consisting of
• a nonempty set X and
• a function dX :X ×X → [0; 1], called metric, satisfying
(1) for all x; y∈X; dX (x; y)= 0 if and only if x=y,
(2) for all x; y∈X; dX (x; y)=dX (y; x), and
(3) for all x; y; z ∈X; dX (x; z)6dX (x; y) + dX (y; z).
To simplify notations, we shall usually write X instead of 〈X; dX 〉 and denote the
metric of a metric space X by dX . Three examples of metrics are presented in
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Example A.2.
(1) Let X be a nonempty set. The discrete metric dX :X ×X → [0; 1] is de$ned by
dX (x1; x2) =
{
0 if x1 = x2;
1 otherwise:
(2) The Euclidean metric dR :R×R→ [0; 1] is de$ned by
dR(r1; r2) =
|r1 − r2|
1 + |r1 − r2| :
(3) Let A be a set. By A∞ we denote the set of $nite and in$nite sequences over A.
The Baire metric dA∞ :A∞×A∞→ [0; 1] is de$ned by
dA∞(1; 2) =
{
0 if 1 = 2;
2−n otherwise;
where n is the length of the longest common pre$x of 1 and 2.
A metric very similar to the one presented in Example A.2(3) was de$ned by Baire
in [10].
Clearly, a nonempty set endowed with the discrete metric is a metric space.
Proposition A.3. R is a metric space.
Proof. Obviously, (1) and (2) are satis$ed by dR. We have left to prove that for all
r1; r2; r3 ∈R,
dR(r1; r3)6dR(r1; r2) + dR(r2; r3):
We distinguish the following three cases.
• Let |r1 − r3|6|r1 − r2|. Then
dR(r1; r3)
=
|r1 − r3|
1 + |r1 − r3|
6
|r1 − r2|
1 + |r1 − r2|
= dR (r1; r2)
6dR(r1; r2) + dR(r2; r3):
• Let |r1 − r3|6|r2 − r3|. Similar to the previous case.
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• Let |r1 − r3|¿|r1 − r2| and |r1 − r3|¿|r2 − r3|. In this case,
dR(r1; r3)
=
|r1 − r3|
1 + |r1 − r3|
6
|r1 − r2|
1 + |r1 − r3| +
|r2 − r3|
1 + |r1 − r3| [|r1 − r3|6|r1 − r2|+ |r2 − r3|]
6
|r1 − r2|
1 + |r1 − r2| +
|r2 − r3|
1 + |r2 − r3|
= dR(r1; r2) + dR(r2; r3):
Exercise A.4. Prove that A∞ is a metric space.
Well-known operations on sets, like the Cartesian product ×, the disjoint union +,
and the function space →, can be lifted to metric spaces as follows.
Denition A.5. Let X and Y be metric spaces.
(1) The metric dX×Y : (X ×Y )× (X ×Y )→ [0; 1] is de$ned by
dX×Y (〈x1; y1〉; 〈x2; y2〉) = max{dX (x1; x2); dY (y1; y2)}:
(2) The metric dX+Y : (X + Y )× (X + Y )→ [0; 1] is de$ned by
dX+Y (v; w) =


dX (v; w) if v; w ∈ X;
dY (v; w) if v; w ∈ Y;
1 otherwise:
(3) The metric dX→Y : (X →Y )× (X →Y )→ [0; 1] is de$ned by
dX→Y (f1; f2) = sup
x∈X
dY (f1(x); f2(x)):
Note that the de$nition of the metric dX→Y only relies on dY (and not on dX ). The
above introduced dX×Y ; dX+Y , and dX→Y indeed give rise to a metric space. This is
the contents of
Proposition A.6. If X and Y are metric spaces then so are X ×Y; X +Y; and X →Y .
Proof. Easy.
A.2. Completeness and contractiveness
The completeness of a metric space plays an important role in this paper. It is one
of two ingredients of Banach’s theorem on which many of our results rely. The other
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is the contractiveness of a function. Before we can de$ne completeness, we $rst have
to introduce the notions of convergent sequence and Cauchy sequence.
Denition A.7. Let X be a metric space.
(1) A sequence (xn)n in X is convergent if
∀ ¿ 0: ∃N ∈ N: ∀n¿N : dX (xn; x)6
for some x∈X .
(2) A sequence (xn)n in X is Cauchy if
∀ ¿ 0: ∃N ∈ N: ∀m; n¿N : dX (xm; xn)6:
One can easily verify that a sequence converges to at most one element x. This
element (if it exists) is the limit of the sequence and is sometimes denoted by limn xn.
Clearly, if (xn)n converges to x then also every subsequence of (xn)n does so. Further-
more, observe that a subsequence of a Cauchy sequence is again Cauchy.
Example A.8.
(1) Let X be a nonempty set endowed with the discrete metric. Every Cauchy sequence
(xn)n in this space is eventually constant, that is,
∃N ∈ N: ∀n¿N : xn = x
for some x∈X , and converges to x.
(2) The sequence (2−n)n in R is Cauchy and converges to 0.
(3) The sequence (anb)n in A∞ is Cauchy and converges to a!.
(4) By A∗ we denote the set of $nite sequences over A. The sequence (anb)n in the
metric space 〈A∗; dA∞ (A∗×A∗)〉 is Cauchy but not convergent.
We have the following
Proposition A.9. Every convergent sequence is Cauchy.
Proof. Let (xn)n be a convergent sequence in the metric space X with limit x. We
have to show that
∀ ¿ 0: ∃N ∈ N: ∀m; n¿N : dX (xm; xn)6:
Let ¿0. Since (xn)n converges to x,
∃N ∈ N: ∀n¿N : dX (xn; x)6 2 :
Let m; n¿N . Then
dX (xm; xn) = dX (xm; x) + dX (x; xn)6

2
+

2
:
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A metric space is complete if the converse of the above proposition also holds.
Example A.8(4) is an example of a space for which this is not the case.
Denition A.10. A metric space is complete if each Cauchy sequence in the space is
convergent.
Example A.11.
(1) Every nonempty set endowed with the discrete metric is complete.
(2) The metric space A∗ is not complete.
Proposition A.12. R is complete.
The proof of this proposition is postponed until Section A.3.
Proposition A.13. A∞ is complete.
Proof. Let (n)n be a Cauchy sequence in A∞. We distinguish the following two cases.
Let the sequence (n)n be eventually constant, that is,
∃N ∈ N: ∀n¿N : n = 
for some ∈A∞. Then (n)n converges to .
Assume the sequence (n)n is not eventually constant. Since (n)n is Cauchy, without
loss of any generality we can assume that
∀n: dA∞(n; n+1)62−n:
According to the de$nition of dA∞ , either n = n+1 or the length of the longest common
pre$x of n and n+1 is at least n. Because (n)n is not eventually constant, the length
of n is at least n. Let an be the nth element of n. Then one can easily verify that
(n)n converges to a1a2 · · ·.
The operations on metric spaces introduced in De$nition A.5 preserve completeness.
Proposition A.14. Let X and Y be metric spaces.
(1) If X and Y are complete then X × Y and X + Y are complete.
(2) If Y is complete then X →Y is complete.
Proof. We prove the $rst part of (1) as follows. Let (〈xn; yn〉)n be a Cauchy se-
quence in X × Y . Then (xn)n and (yn)n are Cauchy sequences in X and Y , respec-
tively. Since X and Y are complete, limn xn and limn yn exist. The observation that
limn〈xn; yn〉= 〈limn xn; limn yn〉 completes the proof. The second part can be proved
similarly.
Let (fn)n be a Cauchy sequence in X →Y . Then (fn(x))n is a Cauchy sequence
for every x∈X . Since Y is complete, limn fn (x) exists. Next, we show that
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(fn)n converges to x: limn fn (x). Let ¿0. Since the sequence (fn)n is Cauchy,
∃N ∈ N: ∀m; n¿N : ∀x ∈ X : dY (fm(x); fn(x))6 2 :
Let n¿N and x∈X . Because (fn (x))n converges to limn fn (x),
∃M ∈ N: ∀m¿M : dY
(
fm(x); lim
n
fn(x)
)
6

2
:
Consequently,
dY
(
fn(x); lim
n
fn(x)
)
6dY (fn(x); fmax{M;N}(x)) + dY
(
fmax{M;N}(x); lim
n
fn(x)
)
6

2
+

2
:
Next, we introduce contractive (and some other related) functions.
Denition A.15. Let X and Y be metric spaces. Let f :X →Y be a function.
(1) The function f is continuous if for every sequence (xn)n converging to x we have
that the sequence (f(xn))n converges to f(x).
(2) Let 1¿0. The function f is 1-Lipschitz if for all x1; x2 ∈X ,
dY (f(x1); f(x2))61 · dX (x1; x2):
(3) A function is nonexpansive if it is 1-Lipschitz.
(4) A function is 1-contractive if it is 1-Lipschitz for some 061¡1.
Note that every contractive function is nonexpansive. The converse does not hold
(see Example A.16(2)).
Example A.16.
(1) Let X and Y be nonempty sets endowed with the discrete metric. Every function
f :X →Y is nonexpansive.
(2) The function f : [R] de$ned by f(r)= r is nonexpansive but not contractive.
(3) Let a∈A. The function f : [A∞] de$ned by f()= a is 12 -contractive.
Exercise A.17. Prove that every Lipschitz function is continuous.
After having introduced the notions of completeness and contractiveness, we now
come to the main theorem of this appendix.
Theorem A.18 (Banach [18]). Let X be a metric space and let f : [X ] be a contrac-
tive function.
(1) If f(x)= x and f(y)=y then x=y.
(2) If X is complete then for all x0 ∈X; f(limn xn)= limn xn; where xn+1 =f (xn).
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Proof. We prove (1) as follows. Assume f(x)= x and f(y)=y. Since f is 1-
contractive for some 061¡1,
dX (x; y) = dX (f(x); f(y))61 · dX (x; y):
Hence, dX (x; y)= 0 which implies that x=y. To verify (2) we $rst check that the
sequence (xn)n is Cauchy. Let m¡n. Then
dX (xm; xn)
6
n−1∑
i=m
dX (xi; xi+1)
6
n−1∑
i=m
1i · dX (x0; x1) [f is 1-contractive]
=
(
n−m−1∑
i=0
1i
)
· 1m · dX (x0; x1)
6
1m
1− 1 · dX (x0; x1):
Consequently, the sequence (xn)n is Cauchy. Since X is complete, its limit limn xn
exists. Furthermore, we have that
f
(
lim
n
xn
)
= lim
n
f(xn) [Exercise A:17]
= lim
n
xn+1
= lim
n
xn:
The above theorem is known as Banach’s $xed point theorem. It tells us that a
contractive function from a metric space to itself has at most one $xed point, and
furthermore that a contractive function from a complete metric space to itself has a
unique $xed point. For a contraction f from a complete metric space to itself we
denote its unique $xed point by $x(f).
Based on the above theorem we have the following proof principle – the unique
$xed point proof principle – to show that two elements of a metric space are equal.
First, one introduces a function from the metric space to itself, and proves that the
function is contractive. Then one shows that the elements to be shown equal are each
a $xed point of the contraction. From Banach’s theorem we can now conclude that the
two elements of the metric space are equal.
A.3. Spaces of subsets
In this section, we study how the set Pn(X ) of nonempty subsets of a metric space
X can be supplied with a suitable metric structure.
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Denition A.19 (Hausdor> [30]). Let X be a metric space. The Hausdor> metric
dPn(X ) : Pn(X )×Pn(X )→ [0; 1]
is de$ned by
dPn(X )(A; B) = max
{
sup
a∈A
inf
b∈B
dX (a; b); sup
b∈B
inf
a∈A
dX (b; a)
}
:
The above-introduced Hausdor1 metric satis$es conditions (2) and (3) of De$ni-
tion A.1 but it does not satisfy condition (1).
Exercise A.20. Let a∈A. Verify that
dPn(A∞)({an | n ∈ N}; {an | n ∈ N} ∪ {a!}) = 0:
To obtain a metric space, we do not consider all nonempty subsets of the metric
space but only the nonempty and compact ones.
Denition A.21. Let X be a metric space. A set A⊆X is compact if every sequence
in A has a converging subsequence with its limit in A.
We usually denote a subsequence of a sequence (xn)n by (xs(n))n, where s :N→N
is a strictly increasing function.
Example A.22.
(1) Every $nite set is compact.
(2) Let X be a nonempty set endowed with the discrete metric. A subset of X is
compact if and only if it is $nite.
(3) The set {an | n∈N}∪ {a!} is a compact subset of A∞ but {an | n∈N} is not.
Proposition A.23. Closed intervals of R are compact.
Proof. See, for example, [51].
Now we can present
Proof of Proposition A.12. Let (rn)n be a Cauchy sequence in R. Then
∃N ∈ N: ∀n¿N : dR(rN ; rn)6 12 :
Hence, for all n¿N , we have that rn ∈ [rN − 1; rN + 1]. Since the closed interval
[rN − 1; rN + 1] is compact (Proposition A.23), the sequence (rN+n)n has a subse-
quence converging to some r ∈ [rN − 1; rN + 1]. Consequently, the Cauchy sequence
(rn)n converges to r.
For nonempty and compact subsets of a metric space we have the following
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Proposition A.24. Let X be a metric space. Let A and B be nonempty and compact
subsets of X . Then
sup
a∈A
inf
b∈B
dX (a; b) = max
a∈A
min
b∈B
dX (a; b):
Proof. Let a∈A. We only show that inf b∈B dX (a; b)= minb∈B dX (a; b). The rest of
the proof can be completed similarly. Clearly,
∀n ∈ N: ∃bn ∈ B: dX (a; bn)6 inf
b∈B
dX (a; b) + 2−n: (A.1)
Since the set B is compact, the sequence (bn)n has a subsequence (bs(n))n converging to
limn bs(n) ∈B. We claim that dX (a; limn bs(n))= inf b∈B dX (a; b). To prove this it suQces
to show that
∀n ∈ N: dX
(
a; lim
n
bs(n)
)
6 inf
b∈B
dX (a; b) + 2−n+1:
Let n∈N. Then
∃M ∈ N: ∀m¿M : dX
(
bs(m); lim
n
bs(n)
)
62−n: (A.2)
Hence,
dX
(
a; lim
n
bs(n)
)
6dX (a; bmax{s(M); s(n)}) + dX
(
bmax{s(M); s(n)}; lim
n
bs(n)
)
6 inf
b∈B
dX (a; b) + 2−n + 2−n [(A:1) and (A:2)]:
As a consequence of the above proposition, the Hausdor1 metric restricted to the
set Pnc (X ) of nonempty and compact subsets of a metric space X
dPnc(X ) : Pnc(X )×Pnc(X )→ [0; 1]
amounts to
dPnc(X )(A; B) = max
{
max
a∈A
min
b∈B
dX (a; b);max
b∈B
min
a∈A
dX (b; a)
}
:
From the above formulation immediately follows that for all ¿0, we have that
dPnc (X ) (A; B)6 if and only if
∀a ∈ A: ∃b ∈ B: dX (a; b)6 and ∀b ∈ B: ∃a ∈ A: dX (b; a)6:
This fact is exploited in the proof of
Proposition A.25. Let X be a metric space. Then Pnc (X ) is a metric space.
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Proof. First of all,
dPnc(X )(A; B) = 0
i1 ∀a ∈ A: ∃b ∈ B: dX (a; b) = 0 and ∀b ∈ B: ∃a ∈ A: dX (b; a) = 0
i1 ∀a ∈ A: a ∈ B and ∀b ∈ B: b ∈ A
i1 A⊆B and B⊆A
i1 A = B:
Obviously, dPnc (X ) (A; B)=dPnc (X ) (B; A).
We have left to prove that dPnc (X )(A; C)6dPnc (X ) (A; B) + dPnc (X )(B; C). It suQces
to show that
∀a ∈ A: ∃c ∈ C: dX (a; c)6dPnc(X )(A; B) + dPnc(X )(B; C)
and
∀c ∈ C: ∃a ∈ A: dX (c; a)6dPnc(X )(A; B) + dPnc(X )(B; C):
We only prove the $rst part. The second part can be proved similarly. Let a∈A.
Then we have that dX (a; b)6dPnc (X ) (A; B) for some b∈B. Also we have that dX (b; c)
6dPnc (X ) (B; C) for some c∈C. Hence,
dX (a; c)6dX (a; b) + dX (b; c)6dPnc(X )(A; B) + dPnc(X )(B; C):
Now, we have another operation on metric spaces: taking its nonempty and com-
pact subsets and endowing them with the Hausdor1 metric. This operation preserves
completeness.
Theorem A.26 (Kuratowski [37]). If X is complete then Pnc (X ) is complete.
Proof. Let (An)n be a Cauchy sequence in Pnc (X ). Without any loss of generality we
can assume that for all n,
dPnc(X )(An; An+1)62
−n: (A.3)
We will show that the set
A =
{
lim
n
an | an ∈ An and (an)n is a Cauchy sequence
}
is nonempty and compact, and that it is the limit of the sequence.
First, we show that the set A is nonempty by inductively constructing a sequence
(an)n, with an ∈An, which is Cauchy. Let a0 be an arbitrary element of A0. Having
chosen a0; : : : ; an we pick an+1 ∈An+1 such that dX (an; an+1)62−n which is possible
according to Eq. (A.3). We have left to prove that the constructed sequence is Cauchy.
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This follows from the fact that for m6n we have that
dX (am; an)
6
n−1∑
i=m
dX (ai; ai+1)
6
n−1∑
i=m
2−i
62−m+1:
Second, we prove that the set A is compact. Let ( Pam)m be a sequence in A. For all m,
we have that Pam = limn am; n for some Cauchy sequence (am;n)n with am;n ∈An. Without
any loss of generality we can assume that for all m and n,
dX (am;n; Pam)62−n+2 (A.4)
(see Exercise A:27).
We have to show that ( Pam)m has a converging subsequence. This is proved as follows.
First, we construct for each sequence (am;n)m a suitable subsequence (asn(m); n)m. These
subsequences give us the subsequence of ( Pam)m we are after: ( Pasm(m))m. Second, we
show that the sequence (asn(n); n)n, with asn(n); n ∈An, is Cauchy, and hence its limit Pa
is an element of A. Finally, we prove that Pa is the limit of the subsequence ( Pasm(m))m.
We start with inductively constructing the subsequences (asn(m); n)m. Since the set A0 is
compact, the sequence (am;0)m has a converging subsequence (as0(m);0)m such that for
all m,
∀i¿m: dX (as0(m);0; as0(i);0)62−m:
66 F. van Breugel / Theoretical Computer Science 258 (2001) 1–98
Having constructed the subsequences (as0(m);0)m; : : : ; (asn(m); n)m, we build the subse-
quence (asn+1(m); n+1)m as follows. Because the set An+1 is compact, the sequence
(asn(m); n+1)m has a converging subsequence (asn+1(m); n+1)m satisfying for all m,
∀i¿m: dX (asn+1(m);n+1; asn+1(i);n+1)62−m: (A.5)
Next, we consider the sequence (asn(n); n)n. Since for all n,
dX (asn(n);n; asn+1(n+1);n+1)
6dX (asn(n);n; asn+1(n+1);n) + dX (asn+1(n+1);n; Pasn+1(n+1))
+dX ( Pasn+1(n+1); asn+1(n+1);n+1)
62−n + 2−n+2 + 2−n+1 [Eqs: (A:4) and (A:5)]
62−n+3; (A.6)
we can conclude that the sequence is Cauchy. Because for all m and n,
dX ( Pasm(m); asm+n(m+n);m+n)
6dX ( Pasm(m); asm(m);m) +
m+n−1∑
i=m
dX (asi(i);i ; asi+1(i+1);i+1)
62−m+2 +
m+n−1∑
i=m
2−i+3 [Eqs: (A:4) and (A:6)]
62−m+5;
we can derive from the fact stated in Exercise 33 that for all m,
dX
(
Pasm(m); limn
asn(n);n
)
= dX
(
Pasm(m); limn
asm+n(m+n);m+n
)
62−m+5:
Hence, the subsequence ( Pasm(m))m converges to Pa. We conclude this proof by showing
that A is the limit of the sequence (An)n. It suQces to prove that for all n,
∀ Pa ∈ A: ∃an ∈ An: dX ( Pa; an)62−n+2 (A.7)
and
∀an ∈ An: ∃ Pa ∈ A: dX (an; Pa)62−n+1: (A.8)
We start with demonstrating the validity of Eq. (A.7). Let Pa∈A. By de$nition, there
exists a Cauchy sequence (a′m)m, with a
′
m ∈Am, which converges to Pa. Consequently,
∃M ∈ N: ∀m¿M : dX (a′m; Pa)62−n+1:
According to Eq. (A.3), there exists an an ∈An such that
dX (an; a′max{M;n})62
−n+1:
Combining the above we arrive at Eq. (A.7). We still have to verify Eq. (A.8).
Let an ∈An. We inductively construct a Cauchy sequence (a′m)m, with a′m ∈Am, and
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show that its limit Pa satis$es Eq. (A.8). We choose a′1 ∈A1; : : : ; a′n−1 ∈An−1 arbitrarily.
We take a′n be to an. Having chosen a
′
1; : : : ; a
′
n+m, we pick a
′
n+m+1 ∈An+m+1 such that
dX (a′n+m; a
′
n+m+1)62
−(n+m) which is possible according to Eq. (A.3). Since for all m,
dX (an; a′n+m)6dX (an; a
′
n) + dX (a
′
n; a
′
n+m)62
−n+1;
we can deduce from the fact given in Exercise 33 that
dX
(
an; lim
m
a′m
)
= dX
(
an; lim
m
a′n+m
)
62−n+1:
Exercise A.27. Complete the proof of Theorem A.26.
To conclude that a set is compact, the following theorem can be useful.
Theorem A.28 (Michael [41]). Let X be a metric space.
(1) If A∈Pnc (Pnc (X )) then
⋃
A∈Pnc (X ).
(2) The function
⋃
:Pnc (Pnc (X ))→Pnc (X ) is nonexpansive.
Proof. Let (xn)n be a sequence in
⋃
A. Then there exists a sequence (An)n in A
satisfying xn ∈An. Because A is compact, (An)n has a subsequence (As(n))n converging
to some A∈A. For each xn there exists a yn ∈A such that dX (xn; yn)6dPnc(X )(An; A).
Since A is compact, the sequence (ys(n))n has a subsequence (ys′(n))n converging to
some y∈A. Because
dX (xs′(n); y)
6dX (xs′(n); ys′(n)) + dX (ys′(n); y)
6dPnc(X )(As′(n); A) + dX (ys′(n); y);
the sequence (xn)n has a subsequence (xs′(n))n converging to y∈
⋃
A.
The proof of the second part is left to the reader as Exercise A:29.
Exercise A.29. Prove the second part of Theorem A.28.
We add the empty set by de$ning
Pc(X ) = Pnc(X ) + {∅}; (A.9)
where {∅} is a singleton metric space.
A.4. Nonexpansive functions
We already introduced nonexpansive functions in De$nition A.15(3). They play an
important role in this paper, mainly because they preserve compactness (see
Theorem A.31).
By X −→
1
Y we denote the set of all nonexpansive functions from the metric space
X to the metric space Y . We endow this set with the metric introduced in
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De$nition A.5(3) restricted to the nonexpansive functions. Obviously, this gives us
a metric space.
Proposition A.30. If Y is complete then X −→
1
Y is complete.
Proof. Let (fn)n be a Cauchy sequence of nonexpansive functions. Let x1; x2 ∈X . For
all n, we have that dY (fn(x1); fn(x2))6dX (x1; x2). According to the fact stated in Ex-
ercise 33,
dY
(
lim
n
fn(x1); lim
n
fn(x2)
)
6dX (x1; x2):
The observation made in the proof of Proposition A.14 that (fn)n converges to x:
limn fn(x) completes the proof.
As we already mentioned above, the nonexpansive image of a compact set is com-
pact.
Theorem A.31 (Alexandro1 [1]). Let X and Y be metric spaces. Let f :X →Y be a
nonexpansive function. If A is a compact subset of X then {f(x) | x∈A} is a compact
subset of Y .
Proof. Let (f(xn))n be a sequence in the set. Then (xn)n is a sequence in A. Since A is
compact, the sequence (xn)n has a subsequence (xs(n))n converging to some x∈A. Since
f is nonexpansive, and hence continuous (Exercise A:17), the subsequence (f(xs(n)))n
converges to f(x).
Appendix B. Labelled transition systems
In this appendix, we study operational semantic models de$ned by means of labelled
transition systems. A labelled transition system has a collection of con$gurations. These
con$gurations are usually statements possibly decorated with some additional informa-
tion, for example, the values of the variables.
x := v; v := w;w := x;
〈 v = 1
w = 4
x = 2
〉
The computation steps of a statement are described by means of transitions. A transition
brings the system from one con$guration into another one. The transitions are labelled
by actions. The label of a transition tells us something about the computation step, for
example, the assignment of a value to a variable.
x := v; v := w;w := x;
〈 v = 1
w = 4
x = 2
〉 x:=1→

v := w;w := x;
〈 v = 1
w = 4
x = 1
〉
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The use of labelled transition systems to give semantics seems to originate with Keller
[33].
We consider both terminating and nonterminating labelled transition systems.
A system is nonterminating if there exists a (countably) in$nite sequence of subse-
quent transitions.
[while true do v := v+ 1 od; 〈v = 1〉]
v := 2 ↓
[while true do v := v+ 1 od; 〈v = 2〉]
v := 3 ↓
...
We distinguish between deterministic and nondeterministic labelled transition systems.
Nondeterminism arises when con$gurations have multiple outgoing transitions.
Reaching the con$guration [v := 1 ‖ v := 2; 〈v=0〉], the computation evolves nondeter-
ministically by either doing the left assignment $rst and the right one second or vice
versa.
We focus on a restricted form of nondeterminism. This degree of nondeterminism
is described in terms of the branching degree of labelled transition systems. A labelled
transition system is $nitely branching if every con$guration has only $nitely many
outgoing transitions. Most nondeterministic languages can be described by means of a
$nitely branching labelled transition system.
From a labelled transition system one can derive an operational semantics in various
ways. We will extract from the system a function assigning to each con$guration of
the system a ($nite or in$nite) sequence of actions or a set of ($nite and in$nite)
sequences of actions. Given a labelled transition system, one can also assign other
structures to the con$gurations of the system. See, for example, [48] for some other
structures than (sets of) sequences.
We develop some theory to prove these operational semantic models equal to other
semantic models. These proofs are based on the unique $xed point proof principle.
By means of this proof principle, elements of a metric space can be shown to be
equal. First, one introduces a function from the metric space to itself, and proves that
the function is a contraction. Then one shows that the elements to be shown equal are
each a $xed point of the contraction. To apply this proof principle to show that semantic
models are equal, the models should be elements of a metric space. Furthermore, a
contractive function from the metric space to itself with the semantic models as $xed
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point is needed. To ful$ll the second requirement – the existence of a contractive
function from the metric space to itself with the operational semantics as $xed point
– we introduce semantics transformations. A semantics transformation is a function
from a space of semantic models to itself. Like the operational semantic models, also
the semantics transformations are de$ned by means of labelled transition systems. The
space of semantic models is the collection of functions from the set of con$gurations
of the system to the set of actions sequences or the set of (restricted) sets of actions
sequences, supplied with a suitable metric. Semantic transformations were $rst studied
in an order-theoretic setting by Hennessy and Plotkin [32]. Kuiper [36] and De Bruin
[21] used them in a metric setting. Metric semantic transformations were exploited in
a systematic way by Kok and Rutten in [34].
In this appendix we bring together a number of results scattered over the literature.
In Section B.1, we introduce labelled transition systems. In Section B:2, we show how
to derive an operational semantics from these systems. Furthermore, these models are
proved to be an element of a metric space – the $rst ingredient to apply the unique
$xed point proof principle. The second ingredient, the semantics transformations, are
studied in Section B.3. The examples we present in this section have been chosen as
simple as possible. The con$gurations and the actions of the labelled transition systems
are uninterpreted. In the main text, we illustrate how labelled transition systems can be
used to de$ne the operational semantics of programming and speci$cation languages.
B.1. Labelled transition systems
In this section, we introduce labelled transition systems and some related notions.
Denition B.1. A labelled transition system is a triple 〈C; A; →〉 consisting of
• a nonempty set of con$gurations C,
• a nonempty set of actions A, and
• a (labelled) transition relation →⊆C ×A×C.
Instead of 〈c; a; c′〉 ∈→ we write c a−→ c′. Most of the time we only present the
transition relation of the labelled transition system.
Example B.2. The labelled transition system
〈{c1; c2}; {a1; a2}; {〈c1; a1; c1〉; 〈c1; a2; c2〉}〉
is presented by

c1
a1→ c1
c1
a2→ c2:
In the examples we assume the con$gurations, like c1 and c2, and the actions, like a1
and a2, all to be di1erent.
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If c a−→ c′ then we say that there exists a transition from c to c′ labelled by a. If
there exists a transition from c, we write c →. Otherwise, we write c9 . By means
of these predicates → and 9 we partition the set of con$gurations into the sets of
nonterminal and terminal con$gurations.
Denition B.3. A con$guration c is nonterminal if c→ and it is terminal if c9 .
Example B.4. In Example B.2, c1 is a nonterminal con$guration and c2 is a terminal
con$guration.
Frequently, we depict (the transition relation of) a labelled transition system by a
directed graph. The nodes are labelled by con$gurations and the edges are indexed by
actions.
Example B.5. The labelled transition system introduced in Example B.2 can be de-
picted by
A labelled transition system is nonterminating if the corresponding graph contains a
(countably) in$nite path.
Denition B.6. A labelled transition system 〈C; A;→〉 is nonterminating if there exist
c0; c1; : : : ∈C and a1; a2; : : : ∈A such that, for all n∈N,
cn
an+1→ cn+1:
Example B.7. The labelled transition system introduced in Example B.2 is nontermi-
nating. If we leave out the transition c1
a1−→ c1, then we obtain the terminating system
depicted by
c1
a2→ c2
A labelled transition system is deterministic if every con$guration has at most one
outgoing transition.
Denition B.8. A labelled transition system 〈C; A;→〉 is deterministic if, for all c∈C,
the set
S(c) = {〈a; c′〉 | c a→ c′}
contains at most one element.
Example B.9. The labelled transition system introduced in Example B.2 is nondeter-
ministic. If we erase the transition c1
a2−→ c2, then we get the deterministic system
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depicted by
We conclude this section with the de$nition of a restricted degree of nondeterminism.
A labelled transition system is $nitely branching if every con$guration has only $nitely
many outgoing transitions.
Denition B.10. A labelled transition system 〈C; A;→〉 is $nitely branching if, for all
c∈C, the set S(c) is $nite.
Example B.11. The labelled transition system de$ned in Example B.2 is $nitely
branching. However, the labelled transition system
c
an→ cn for n ∈ N
depicted by
is not.
B.2. Operational semantics
Given a labelled transition system we can derive from it an operational semantics in
various ways. We extract from the system a function assigning to each con$guration an
action sequence or a set of action sequences. We focus on deterministic and terminating,
deterministic and nonterminating, and nondeterministic and nonterminating systems.
B.2.1. Deterministic and terminating
We start with deterministic and terminating labelled transition systems. For such a
system, the operational semantics assigns to each con$guration a $nite sequence of
actions. This sequence corresponds to the labels of the maximal transition sequence
starting from the con$guration.
Denition B.12. Let 〈C; A;→〉 be a deterministic and terminating labelled transition
system. The operational semantics induced by 〈C; A;→〉 is the function O :C→A∗
de$ned by
O(c) = a1a2 · · · an if c = c0 a1→ c1 a2→· · · an→ cn 9 :
In the above de$nition we use
c = c0
a1→ c1 a2→· · · an→ cn 9
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as an abbreviation for
c = c0 ∧ ∀06m ¡ n: cm am+1→ cm+1 ∧ cn 9 :
The operational semantics of the con$guration c is the sequence a1a2 · · · an if there ex-
ists a transition sequence from c to some terminal con$guration labelled by a1a2 · · · an.
Note that the operational semantics of a terminal con$guration is the empty sequence .
Example B.13. The operational semantics induced by the labelled transition system
introduced in Example B.7 is given by
O(c1) = a2
O(c2) = :
B.2.2. Deterministic and nonterminating
The operational semantics induced by a deterministic and nonterminating labelled
transition system assigns to each con$guration a $nite or an in$nite sequence of actions.
Denition B.14. Let 〈C; A;→〉 be a deterministic and nonterminating labelled transition
system. The operational semantics induced by 〈C; A;→〉 is the function O :C→A∞
de$ned by
O(c) =


a1a2 · · · an if c = c0 a1→ c1 a2→· · · an→ cn 9
a1a2 · · · if c = c0 a1→ c1 a2→· · ·
In the above de$nition we use
c = c0
a1→ c1 a2→· · ·
as an abbreviation for
c = c0 ∧ ∀m¿0: cm am+1→ cm+1:
If there is a (countably) in$nite transition sequence from c labelled by a1a2 · · ·, then
the in$nite action sequence a1a2 · · · is the operational semantics of the con$guration c.
Example B.15. The operational semantics induced by the labelled transition system
introduced in Example B.9 is given by
O(c1) = a!1 :
The set A∞ of $nite and in$nite action sequences endowed with the Baire metric
(Example A.2(3)) gives us a metric space. According to De$nition A.5(3), we can
also turn C→A∞ into a metric space. Hence, the operational semantic models induced
by deterministic and nonterminating labelled transition systems are element of a metric
space – one of the ingredients to apply the unique $xed point proof principle.
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B.2.3. Nondeterministic and nonterminating
All labelled transition systems considered in the rest of this section are nondetermin-
istic and nonterminating. For those systems, the operational semantics assigns to each
con$guration a nonempty set of $nite or in$nite action sequences.
Denition B.16. The operational semantics induced by the labelled transition system
〈C; A;→〉 is the function O :C→Pn(A∞) de$ned by
O(c) = {a1a2 · · · an | c = c0 a1→ c1 a2→· · · an→ cn 9 } ∪
{a1a2 · · · | c = c0 a1→ c1 a2→· · ·}:
A sequence a1a2 · · · an is an element of the operational semantics of the con$guration
c if there exists a transition sequence from c to some terminal con$guration labelled
by a1a2 · · · an. If there exists an in$nite transition sequence from c labelled by a1a2 · · ·,
then the in$nite sequence a1a2 · · · is an element of the operational semantics of c. The
operational semantics of a terminal con$guration is a singleton set consisting of the
empty sequence .
Example B.17. The labelled transition system introduced in Example B.2 induces the
operational semantics O de$ned by
O(c1) = {an1a2 | n ∈ N} ∪ {a!1 };
O(c2) = {}:
To prove an operational semantics to be equal to another semantic model by means of
the unique $xed point proof principle, we have to ensure that the operational semantics
is an element of a metric space. We endow the set A∞ of $nite and in$nite action
sequences with the Baire metric. The set Pn(A∞) of nonempty sets of these sequences
is provided with the induced Hausdor1 metric (see De$nition A.19). As we have
already seen in Section A.3, we do not obtain a metric space. By restricting ourselves
to the subspace Pnc(A∞) of nonempty and compact sets of action sequences we do get
a metric space. De$nition A.5(3) tells us how to provide C→Pnc(A∞) with a metric
structure. We will focus on operational semantic models that belong to this metric
space.
Denition B.18. An operational semantics O :C→Pn(A∞) is compact if O∈C→
Pnc(A∞).
Example B.19. The operational semantics presented in Example B.17 is compact.
Exercise B.20. Demonstrate that not every labelled transition system induces a compact
operational semantics.
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As we have already seen above, not every labelled transition system induces a com-
pact operational semantics. However, if we restrict ourselves to $nitely branching la-
belled transitions systems, then we do obtain compact operational semantic models.
Theorem B.21. The operational semantics induced by a $nitely branching labelled
transition system is compact.
Proof. Let 〈C; A;→〉 be a $nitely branching labelled transition system. We prove that
the induced operational semantics O is compact, that is, for all c∈C, the set O(c) is
compact.
Let c∈C. Let (n)n be a sequence in O(c). We show that there exists a subsequence
(s(n))n of (n)n converging to some ∈O(c).
The subsequence (s(n))n will be constructed from a collection of subsequences
(sm(n))n satisfying
(∀m ∈ N: Q(m)) ∨ (∃k ∈ N: ∀16m ¡ k: Q(m) ∧ R(k)) (B.10)
where
Q(m)⇔ ∀n ∈ N: sm(n) = a1a2 · · · amm;sm(n) ∧
c = c0
a1→ c1 a2→· · · am→ cm → ∧
m;sm(n) ∈ O(cm)
and
R(m)⇔ ∀n ∈ N: sm(n) = a1a2 · · · am ∧
c = c0
a1→ c1 a2→· · · am→ cm 9 :
The existence of the subsequences (sm(n))n is veri$ed by proving that, for all i∈N,
P(i)⇔ (∀16m6i: Q(m)) ∨ (∃16k6i: ∀16m ¡ k: Q(m) ∧ R(k))
by induction on i.
To prove P(0) it suQces to show Q(0)∨R(0). Clearly, the sequence (n)n satis$es
Q(0)∨R(0).
Let i¿0. To prove P(i − 1)⇒P(i) it suQces to show Q(i − 1)⇒Q(i)∨R(i). If
Q(i − 1), then
∀n ∈ N: ((si−1(n) = a1a2 · · · ai−1ai; si−1(n)i; si−1(n) ∧
c = c0
a1→ c1 a2→· · · ai−1→ ci−1
ai; si−1(n)−→ ci; si−1(n) → ∧
i; si−1(n) ∈ O(ci; si−1(n))) ∨
(si−1(n) = a1a2 · · · ai−1ai; si−1(n) ∧
c = c0
a1→ c1 a2→· · · ai−1→ ci−1
ai; si−1(n)−→ ci;si−1(n) 9 )):
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Because the labelled transition system is $nitely branching, there are only $nitely many
〈ai; si−1(n); ci; si−1(n)〉’s satisfying
ci−1
ai; si−1(n)−→ ci; si−1(n):
Consequently, there exists a subsequence (si(n))n such that ai; si(n) = ai and ci; si(n) = ci
for some ai ∈A and ci ∈C. If ci →, then Q(i) is satis$ed. Otherwise, R(i) holds.
From the subsequences (sm(n))n satisfying Eq. (B.10) we construct the subsequence
(s(n))n distinguishing the following two cases.
(1) If ∀m∈N: Q(m), then we de$ne s(n)= sn(n). In this case, the sequence (s(n))n
converges to = a1a2 · · · in O(c).
(2) If ∃k ∈N: ∀16m¡k: Q(m)∧R(k), then we de$ne s= sk . The sequence (s(n))n
converges to = a1a2 · · · ak in O(c).
The above theorem is reminiscent to KSonig’s lemma [35]. Related results have been
presented by Arnold [5], De Bakker and Kok [12], De Bakker et al. [13] and Landweber
[38].
As a consequence of the above theorem, the operational semantics induced by a
$nitely branching labelled transition system is an element of a metric space. We will
exploit this fact to prove the operational model to be equal to another model by
uniqueness of $xed point.
B.3. Semantics transformations
As we have already seen in Section B.2, the operational semantics induced by a de-
terministic and nonterminating labelled transition system or a $nitely branching (non-
deterministic) and nonterminating labelled transition system is an element of a metric
space. To apply the unique $xed point proof principle, we introduce a contractive func-
tion from this metric space to itself which has the operational model as its $xed point.
This function is called a semantics transformation and it is also de$ned by means of
a labelled transition system.
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B.3.1. Deterministic and nonterminating
We $rst concentrate on deterministic and nonterminating systems. The operational se-
mantics induced by such a system 〈C; A;→〉 is an element of the metric space C→A∞.
The corresponding semantics transformation is introduced in
Denition B.22. Let 〈C; A;→〉 be a deterministic and nonterminating labelled tran-
sition system. The semantics transformation induced by 〈C; A;→〉 is the function
T : [C→A∞] de$ned by
T(S)(c) =
{
 if c 9 ;
aS(c′) if c a→ c′:
The semantics transformation T assigns to the semantics S the semantic model
T(S). This semantics T(S) maps a terminal con$gurations to the empty sequence,
just like the operational semantics does. To a nonterminal con$guration c, the semantics
T(S) assigns the sequence a, where a is the label of the transition from c to some
con$guration c′ – since the labelled transition system is deterministic this c′ is unique
– and the semantics S maps this c′ to the sequence .
Next, we observe that the semantics transformation has the corresponding operational
semantics as its $xed point and that it is a contraction.
Proposition B.23. The operational semantics O induced by a deterministic and non-
terminating labelled transition system is a $xed point of the semantics transformation
T induced by the labelled transition system; that is;
T(O) = O:
Proof. Easy.
Proposition B.24. The semantics transformation induced by a deterministic and non-
terminating labelled transition system is contractive.
Proof. Let T : [C→A∞] be the semantics transformation induced by the deterministic
and nonterminating labelled transition system 〈C; A;→〉. Let S1, S2 ∈C→A∞ and
c∈C. We will show that
d(T(S1)(c);T(S2)(c))6 12 · d(S1;S2):
We distinguish two cases.
(1) If c 9 then
d(T(S1)(c);T(S2)(c))
= d(; )
6 12 · d(S1;S2):
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(2) If c a−→ c′ then
d(T(S1)(c);T(S2)(c))
= d(aS1(c′); aS2(c′))
6 12 · d(S1;S2) [Example A:16(3)]:
Combining the above we arrive at
Theorem B.25. The operational semantics O induced by a deterministic and nonter-
minating labelled transition system is the unique $xed point of the semantics trans-
formation T induced by the labelled transition system; that is;
O = $x(T):
Proof. Immediate consequence of Propositions B:23, B:24, and Banach’s theorem.
The above theorem can be exploited as follows. Let 〈C; A;→〉 be a determinis-
tic and nonterminating labelled transition system. If we can show that the semantics
S :C→A∞ is a $xed point of the semantics transformation induced by the system,
then we can conclude that the operational semantics induced by the system coincides
with the semantics S by uniqueness of $xed point.
B.3.2. Nondeterministic and nonterminating
In the rest of this section, we focus on nondeterministic and nonterminating labelled
transition systems. The semantics transformations for these systems are de$ned as fol-
lows.
Denition B.26. The semantics transformation induced by the labelled transition sys-
tem 〈C; A;→〉 is the function T : [C→Pn(A∞)] de$ned by
T(S)(c) =
{ {} if c 9 ;⋃{aS(c′) | c a→ c′} otherwise:
The semantics T(S) assigns to a terminal con$guration the singleton set consist-
ing of the empty sequence. In the above de$nition, we denote by aS(c′) the set of
sequences {a | ∈S(c′)}. To a nonterminal con$guration c, the semantics T(S)
assigns the set of sequences a obtained from the label a of a transition from the
nonterminal con$guration c to some con$guration c′, and a sequence  of S(c′).
Proposition B.27. The operational semantics O induced by a labelled transition sys-
tem is a $xed point of the semantics transformation T induced by the labelled
transition system; that is;
T(O) = O:
F. van Breugel / Theoretical Computer Science 258 (2001) 1–98 79
Proof. Let O and T be the operational semantics and the semantics transforma-
tion induced by the labelled transition system 〈C; A;→〉. Let c∈C. Obviously, T(O)
(c)=O(c) if c9 . Otherwise, for all ∈Pn(A∞),
 ∈T(O)(c)
⇔ ∃a ∈ A: ∃′ ∈ Pn(A∞): ∃c′ ∈ C: = a′ ∧ c a→ c′ ∧ ′ ∈ O(c′)
⇔  ∈ O(c):
According to the above proposition, a semantics transformation has a $xed point.
This $xed point is not necessarily unique.
Example B.28. Consider the semantics transformation T induced by the labelled tran-
sition system of Example B.2. According to Proposition B.27, the operational semantics
O of Example B:17 is a $xed point of T. Also the semantics S de$ned by
S(c1) = {an1a2 | n ∈ N};
S(c2) = {};
is a $xed point of T.
To exploit the semantics transformation T to relate the operational semantics O to
another semantic model by means of the unique $xed point proof principle, we should
turn the semantics transformation into a contractive function from a metric space to
itself. For this purpose, we restrict ourselves to the subspace Pnc(A∞) of Pn(A∞).
Next, we will study semantics transformations which are functions from the metric
space C→Pnc(A∞) to itself. We will see that these semantics transformations are
contractive.
We say that a semantics transformation is compactness preserving if it is a function
from the space C→Pnc(A∞) to itself.
Denition B.29. A semantics transformation T : [C→Pn(A∞)] is compactness pre-
serving if T∈ [C→Pnc(A∞)].
More precisely, the semantics transformation T is compactness preserving if, for
every S∈C→Pnc(A∞), we have that T(S)∈C→Pnc(A∞). We will always restrict
the compactness preserving semantics transformation T to the subspace [C→Pnc(A∞)].
Exercise B.30. Show that not every labelled transition system induces a compactness
preserving semantics transformation.
However, $nitely branching labelled transition systems induce compactness preserv-
ing semantics transformations.
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Theorem B.31. The semantics transformation induced by a $nitely branching labelled
transition system is compactness preserving.
Proof. Let 〈C; A;→〉 be a $nitely branching labelled transition system. Let T be the
induced semantics transformation. Let S∈C→Pnc(A∞) and c∈C. We will show that
the set T(S)(c) is compact. Obviously, the set T(S)(c) is compact if c9 . Now
assume that c→. For all c′ ∈C, the set S(c′) is compact. Consequently, for all c′ ∈C
and a∈A, the set aS(c′) is also compact. Because the labelled transition system is
$nitely branching, there are only $nitely many 〈a; c′〉’s satisfying
c a→ c′:
Hence, the set
{aS(c′) | c a→ c′}
is a $nite (and hence compact) set of compact sets. According to Michael’s theorem,
the set T(S)(c) is compact.
The operational semantics O induced by a $nitely branching labelled transition sys-
tem is compact according to Theorem B:21. Together with Proposition B.27 this gives
us that the operational semantics O is a $xed point of the compactness preserving
semantics transformation T induced by the labelled transition system. The uniqueness
of this $xed point is derived from the contractiveness of T.
Proposition B.32. A compactness preserving semantics transformation is contractive.
Proof. Let T : [C→Pnc(A∞)] be a compactness preserving semantics transformation.
Let S1, S2 ∈C→Pnc(A∞) and c∈C. We will show that
d(T(S1)(c);T(S2)(c))6 12 · d(S1;S2):
We distinguish two cases.
• If c 9 , then
d(T(S1)(c);T(S2)(c))
= d({}; {})
6 12 · d(S1;S2):
• Let c→. Assume a1 ∈T(S1)(c). Then there exists a c′ ∈C such that c a−→ c′ and
′1 ∈S1(c′). Because there exists a ′2 ∈S2(c′) such that
d(′1; 
′
2)
6d(S1(c′);S2(c′))
6d(S1;S2);
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we have that a2 ∈T(S2)(c) and
d(a′1; a
′
2)
= 12 · d(′1; ′2) [Example A:16(3)]
6 12 · d(S1;S2):
Exercise B.33. Show that the fact that the semantic models considered assign to each
con$guration a nonempty set is essential in the above proof.
From Banach’s theorem we can conclude that O is the unique $xed point of T.
Theorem B.34. The operational semantics O induced by a $nitely branching labelled
transition system is the unique $xed point of the semantics transformation T induced
by the labelled transition system; that is;
O = $x(T):
Proof. Immediate consequence of Propositions B:27 and B:32 and Banach’s theorem.
Appendix C. Metric labelled transition systems
In Section B.2.3, we studied operational semantic models de$ned by means of non-
deterministic and nonterminating labelled transition systems. We focussed on $nitely
branching labelled transition systems. For these systems we developed some theory
to prove the induced operational semantic models equal to other semantic models by
uniqueness of $xed point in Sections B.2.3 and B.3.2.
A large variety of nondeterministic languages can be modelled operationally by
means of a $nitely branching labelled transition system. However, there are languages
which cannot be captured by a labelled transition system satisfying this $niteness con-
dition. An example is the language considered in Section 5. In that section, we study
a timed speci$cation language.
In this appendix, we generalise the results of Sections B.2.3 and B.3.2. This will
allow us to deal with a considerably larger class of languages, including the timed
language of Section 5. Our generalisation is based on the fact that in (metric) topology
$niteness is a special case of compactness. Every $nite subset of a metric space is
compact and for every compact subset of a metric space we can $nd a $nite subset
which is arbitrary close to it. To exploit this fact, we supply the labelled transition
systems with some additional metric structure. This structure is added by endowing the
set of con$gurations and the set of actions both with a complete metric. These enriched
labelled transition systems we call metric labelled transition systems. The additional
metric structure enables us to generalise the $niteness condition $nitely branching. We
generalise from $nitely branching to compactly branching and nonexpansive. A metric
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labelled transition system is compactly branching if every con$guration has a compact
set of outgoing transitions, and it is nonexpansive if transitioning is nonexpansive. For
metric labelled transition systems satisfying this generalised $niteness condition we
extend the results of Sections B.2.3 and B.3.2.
In Section C.1, we introduce metric labelled transition systems and the generalised
$niteness condition compactly branching and nonexpansive. Operational semantic mod-
els induced by metric labelled transition systems are studied in Section C:2. It is proved
that a compactly branching and nonexpansive metric labelled transition system induces
a compact and nonexpansive operational semantics. In Section C.3, we focus on seman-
tics transformations for metric labelled transition systems. We show that a compactly
branching and nonexpansive metric system de$nes a compactness and nonexpansive-
ness preserving semantics transformation, and that the operational semantics induced
by the system is the unique $xed point of this transformation. Like in Appendix B,
we keep the examples in this appendix as simple as possible. For more about metric
labelled transition systems we refer the reader to [19] on which this appendix is based.
C.1. Metric labelled transition systems
In this section, we introduce the notion of a metric labelled transition system.
A metric labelled transition system is a labelled transition system with some additional
structure. That is, the set of con$gurations and the set of actions are both endowed
with a complete metric.
Denition C.1. A metric labelled transition system is a triple 〈C; A;→〉 consisting of
• a complete metric space of con$gurations C,
• a complete metric space of actions A, and
• a transition relation → ⊆C × A× C.
Example C.2. The labelled transition system
0 a→ 12 for a ∈ [0; 1]
0 a→ 1 for a ∈ [0; 1]
1 a→ 1
depicted by
can be turned into a metric labelled transition system by endowing the set of con$gu-
rations {0; 12 ; 1} and the set of actions [0; 1] both with the Euclidean metric.
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Because we have a metric on the sets of con$gurations and actions (and hence on the
Cartesian product of these sets), the $niteness condition $nitely branching can be gen-
eralised to compactly branching: for each con$guration, its set of outgoing transitions
is compact.
Denition C.3. A metric labelled transition system 〈C; A;→〉 is compactly branching
if, for all c∈C, the set
S(c) = {〈a; c′〉 | c a→ c′}
is compact.
If we endow the con$gurations and the actions of a $nitely branching labelled tran-
sition system both with an arbitrary complete metric, then we obtain a compactly
branching metric labelled transition system. A compactly branching metric labelled
transition system is in general not $nitely branching.
Example C.4. The metric labelled transition system introduced in Example C.2 is not
$nitely branching but it is compactly branching. If, in this example, we endow the
actions with the discrete metric, the metric labelled transition system so obtained is no
longer compactly branching.
For a compactly branching metric labelled transition system we introduce the con-
dition of transitioning being nonexpansive. To formulate this condition we provide the
compact sets of outgoing transitions of the con$gurations, elements of Pc(A×C), with
a metric. The set of action–con$guration pairs is endowed with the metric obtained
from the metric on the actions and the metric on the con$gurations multiplied by a
1
2 , and the resulting space is denoted by A × 12 · C (see De$nition A.5(1) and D.1).
As we will see below, the introduction of the 12 · gives rise to a less restrictive con-
dition. The compact sets of these pairs are endowed with the Hausdor1 metric (see
De$nition A:19 and Eq. (A:9)).
Denition C.5. A compactly branching metric labelled transition system 〈C; A;→〉 is
nonexpansive if the function S :C→Pc(A× 12 · C) de$ned by
S(c) = {〈a; c′〉 | c a→ c′}
is nonexpansive.
Example C.6. The metric labelled transition system of Example C.2 is not nonexpan-
sive, because
d(S( 12 );S(1))
= d(∅; {〈1; 1〉})
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= 1
 13
= d( 12 ; 1):
By adding the transition
1
2
1→ 12
we obtain the compactly branching metric labelled transition system
which is nonexpansive.
The 12 · in the above de$nition does not change the compactness condition. By leaving
out the 12 · in the above de$nition, we obtain a more restrictive condition.
Example C.7. The metric labelled transition system
1
4
0→ 0
3
4
0→ 1
depicted by
with the set of con$gurations {0; 14 ; 34 ; 1} endowed with the Euclidean metric, is non-
expansive, since
d(S( 14 );S(
3
4 ))
= d({〈0; 0〉}; {〈0; 1〉})
= 14
6 13
= d( 14 ;
3
4 ):
F. van Breugel / Theoretical Computer Science 258 (2001) 1–98 85
If we leave out the 12 · we have that
d(S( 14 );S(
3
4 ))
= d({〈0; 0〉}; {〈0; 1〉})
= 12
 13
= d( 14 ;
3
4 ):
A $nitely branching labelled transition system with the con$gurations endowed with
the discrete metric and the actions endowed with an arbitrary complete metric is (com-
pactly branching and) nonexpansive. Consequently, we have generalised from $nitely
branching to compactly branching and nonexpansive.
Proposition C.8. A labelled transition system is $nitely branching if and only if the
metric labelled transition system obtained by endowing the con$gurations and actions
with the discrete metric is compactly branching and nonexpansive.
Proof. Trivial.
C.2. Operational semantics
Like in Section B.2.3, we consider operational semantic models induced by nondeter-
ministic and nonterminating systems. In this section, we concentrate on metric labelled
transition systems. Again, the operational semantics assigns to each con$guration of the
system a nonempty set of $nite and in$nite action sequences. These action sequences
and their metric are introduced in
Denition C.9. Let A be a complete metric space. The complete metric space (∈) A∞
is de$ned as the solution of the recursive equation
A∞ ∼= {}+ (A× 12 · A∞):
According to Theorem D.3, the above recursive equation has a unique solution. As we
mention in Exercise D:4, if we take A to be a set endowed with the discrete metric,
then the set of $nite and in$nite sequences over A endowed with the Baire metric is
the solution of the above equation.
Exercise C.10. The set underlying the metric space A∞ is the set of $nite and in$nite
sequences over the set underlying the metric space A. Specify the metric of the space
A∞ in terms of sequences (like the Baire metric).
The operational semantics induced by a metric labelled transition system is de$ned
as in De$nition B:16.
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Denition C.11. The operational semantics induced by the metric labelled transition
system 〈C; A;→〉 is the function O :C→Pn(A∞) de$ned by
O(c) = {a1a2 · · · an | c = c0 a1→ c1 a2→· · · an→ cn 9 }∪
{a1a2 · · · | c = c0 a1→ c1 a2→· · ·}:
The only di1erence with De$nition B:16 is that the set A∞, and hence the set
Pn(A∞), is endowed with di1erent metric (this di1erence is not visible in the above
de$nition).
Example C.12. The metric labelled transition system of Example C.2 induces the op-
erational semantics O de$ned by
O(0) = [0; 1] · {1!} ∪ [0; 1];
O( 12 ) = {};
O(1) = {1!}:
To apply the unique $xed point proof principle, we want the operational semantics
to be an element of a metric space. As before, we restrict ourselves to the subspace
Pnc(A∞) of Pn(A∞).
Like in De$nition B.18, we introduce the compactness of an operational semantics
in
Denition C.13. An operational semantics O :C→Pn(A∞) is compact if O∈C→
Pnc(A∞).
Example C.14. The operational semantics presented in Example C.12 is compact if
the action set [0; 1] is endowed with the Euclidean metric. If we endow the action set
[0; 1] with the discrete metric then the operational semantics is not compact any more.
Because compact operational semantic models are element of a metric space, we
can possibly exploit the unique $xed point proof principle to relate these operational
semantic models to other semantic models.
As the above example shows us, not every metric labelled transition system induces
a compact operational semantics. If we restrict ourselves to compactly branching and
nonexpansive metric labelled transition systems, then we obtain compact operational
semantic models. Without the additional nonexpansiveness condition we do in general
not obtain compact operational semantic models.
Exercise C.15. Give an example of a compactly branching metric labelled transition
system which does not give rise to a compact operational semantics.
Note that a $nitely branching metric labelled transition system induces a compact
operational semantics (the proof of Theorem B.21 does not depend on the metrics the
con$gurations and actions are endowed with).
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Next, we prove that a compactly branching and nonexpansive metric labelled tran-
sition system induces a compact operational semantics. To verify this result we prove
two additional propositions. In the $rst proposition, we demonstrate that the nonter-
minal and terminal con$gurations of a compactly branching and nonexpansive metric
labelled transition system are distance 1 apart.
Proposition C.16. The nonterminal and terminal con$gurations of a compactly
branching and nonexpansive metric labelled transition system are distance 1 apart.
Proof. Left to the reader as an exercise.
Exercise C.17. Prove Proposition C.16.
In the second proposition we show that, for a compactly branching and nonexpansive
metric labelled transition system, for all con$gurations c and natural numbers n, the
set of transition sequences starting from the con$guration c and truncated at length n
is compact.
Proposition C.18. Let 〈C; A;→〉 be a compactly branching and nonexpansive metric
labelled transition system. For all c∈C and n∈N; the set
Sn(c) = {〈a1; c1; : : : ; an; cn〉 | c = c0 a1→ c1 · · · an→ cn}
is compact.
Proof. This proposition is proved by induction on n. For n=0 the proposition is
vacuously true. Let n¿0. Let c∈C. Because the metric labelled transition system is
compactly branching, for all cn−1 ∈C, the set S(cn−1) is compact. Consequently, for
all c1; : : : ; cn−1 ∈C and a1; : : : ; an−1 ∈A, the set
{〈a1; c1; : : : ; an; cn〉 | 〈an; cn〉 ∈S(cn−1)}
is also compact. Since the metric labelled transition system is nonexpansive, the func-
tion assigning to 〈a1; c1; : : : ; an−1; cn−1〉 the above set is nonexpansive. By induction,
the set Sn−1(c) is compact. From Alexandro1’s theorem we can conclude that
{{〈a1; c1; : : : ; an; cn〉 | 〈an; cn〉 ∈S(cn−1)} | 〈a1; c1; : : : ; an−1; cn−1〉 ∈Sn−1(c)}
is a compact set of compact sets. It follows from Michael’s theorem that the set
⋃{{〈a1; c1; : : : ; an; cn〉 | 〈an; cn〉 ∈S(cn−1)} | 〈a1; c1; : : : ; an−1; cn−1〉 ∈Sn−1(c)};
that is, Sn(c), is compact.
Now we are ready to prove
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Theorem C.19. The operational semantics induced by a compactly branching and
nonexpansive metric labelled transition system is compact.
Proof. Let 〈C; A;→〉 be a compactly branching and nonexpansive metric labelled tran-
sition system. We prove that the induced operational semantics O is compact, that is,
for all c∈C, the set O(c) is compact.
Let c∈C. Let (n)n be a sequence in O(c). We show that there exists a subsequence
(s(n))n of (n)n converging to some ∈O(c).
The subsequence (s(n))n will be constructed from a collection of subsequences
(sm(n))n satisfying
(∀m ∈ N: Q(m)) ∨ (∃k ∈ N: ∀16m ¡ k: Q(m) ∧ R(k)) (C.11)
where
Q(m)⇔ ∀n ∈ N: sm(n) = a1; sm(n)a2; sm(n) · · · am; sm(n)m;sm(n) ∧
c = c0
a1; sm(n)→ c1; sm(n)
a2; sm(n)→ · · · am; sm(n)→ cm; sm(n) → ∧
m; sm(n) ∈ O(cm; sm(n))∧
∀16j6m: lim
h
aj; sm(h) = aj ∧ limh cj; sm(h) = cj ∧
c = c0
a1→ c1 a2→· · · am→ cm →
and
R(m)⇔ ∀n ∈ N: sm(n) = a1;sm(n)a2; sm(n) · · · am; sm(n) ∧
c = c0
a1; sm(n)→ c1; sm(n)
a2; sm(n)→ · · · am; sm(n)→ cm; sm(n) 9 ∧
∀16j6m: lim
h
aj; sm(h) = aj ∧ limh cj; sm(h) = cj ∧
c = c0
a1→ c1 a2→· · · am→ cm 9 :
The existence of the subsequences (sm(n))n is veri$ed by proving that, for all i∈N,
P(i)⇔ (∀16m6i: Q(m)) ∨ (∃16k6i: ∀16m ¡ k: Q(m) ∧ R(k))
by induction on i.
To prove P(0) it suQces to show Q(0)∨R(0). Obviously, the sequence (n)n
satis$es Q(0)∨R(0).
Let i¿0. To prove P(i − 1)⇒P(i) it suQces to show Q(i − 1)⇒Q(i)∨R(i). If
Q(i − 1), then
∀n ∈ N: ((si−1(n) = a1; si−1(n)a2; si−1(n) · · · ai; si−1(n)i; si−1(n) ∧
c = c0
a1; si−1(n)→ c1; si−1(n)
a2; si−1(n)→ · · · ai; si−1(n)→ ci; si−1(n) → ∧
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i; si−1(n) ∈ O(ci; si−1(n)))∨
(si−1(n) = a1; si−1(n)a2; si−1(n) · · · ai; si−1(n) ∧
c = c0
a1; si−1(n)→ c1; si−1(n)
a2; si−1(n)→ · · · ai; si−1(n)→ ci; si−1(n) 9 ))∧
∀16j6i − 1: lim
h
aj; si−1(h) = aj ∧ limh cj; si−1(h) = cj ∧
c = c0
a1→ c1 a2→· · · ai−1→ ci−1 → :
Since the sequence
(〈a1; si−1(n); c1; si−1(n); : : : ; ai; si−1(n); ci; si−1(n)〉)n;
is a sequence in Si(c) and by Proposition C.18 the set Si(c) is compact, the sequence
has a subsequence
(〈a1; s′i−1(n); c1; s′i−1(n); : : : ; ai; s′i−1(n); ci; s′i−1(n)〉)n
which converges to 〈a1; c1; : : : ; ai; ci〉 in Si(c) for some ai ∈A and ci ∈C, that is,
c = c0
a1→ c1 a2→· · · ai→ ci:
If ci → (ci 9 ), then there exists a subsequence
(〈a1; si(n); c1; si(n); : : : ; ai; si(n); ci; si(n)〉)n
of the sequence
(〈a1; s′i−1(n); c1; s′i−1(n); : : : ; ai; s′i−1(n); ci; s′i−1(n)〉)n
satisfying ci; si(n)→ (ci; si(n) 9 ), since the nonterminal and terminal con$gurations are
distance 1 apart according to Proposition C.16. Consequently Q(i)(R(i)).
From the subsequences (sm(n))n satisfying Eq. (C.11) we construct the subsequence
(s(n))n distinguishing the following two cases.
(1) If ∀m∈N: Q(m), then we de$ne s(n)= sn(n). In this case, the sequence (s(n))n
converges to = a1a2 · · · in O(c).
(2) If ∃k ∈N: ∀16m¡k: Q(m)∧R(k), then we de$ne s= sk . The sequence (s(n))n
converges to = a1a2 · · · ak in O(c).
Note the resemblance of the above proof with the proof of Theorem B.21. The latter
theorem is a corollary of the former.
Corollary C.20. The operational semantics induced by a $nitely branching labelled
transition system is compact.
Proof. Given a $nitely branching labelled transition system 〈C; A;→〉, we endow the
action set A with the discrete metric (consequently, the metric on A∞ becomes the
Baire metric) and the con$guration set C also with the discrete metric. According to
90 F. van Breugel / Theoretical Computer Science 258 (2001) 1–98
Proposition C:8 we obtain a compactly branching and nonexpansive metric labelled
transition system. By Theorem C.19 the corresponding operational semantics is com-
pact.
The operational semantics induced by a compactly branching and nonexpansive met-
ric labelled transition system has another property besides being compact: it is nonex-
pansive. The nonexpansiveness of a compact operational semantics is exploited when
we want to apply the unique $xed point proof principle (the details will be supplied
in Section C.3).
Theorem C.21. The compact operational semantics induced by a compactly branching
and nonexpansive metric labelled transition system is nonexpansive.
Proof. Let 〈C; A;→〉 be a compactly branching and nonexpansive metric labelled tran-
sition system. Let O be the induced compact operational semantics. To prove the non-
expansiveness of O, a sequence (On)n of nonexpansive functions converging to O is
introduced. Because the space of nonexpansive functions C −→
1
Pnc(A∞) is complete
(Proposition A.30), we can conclude that O is nonexpansive. The function On :C →
Pn(A∞) is de$ned by
On(c) = {a1a2 · · · ak | c = c0 a1→ c1 a2→· · · ak→ ck 9 ∧k6n} ∪
{a1a2 · · · an | c = c0 a1→ c1 a2→· · · an→ cn →}:
We have left to prove that, for all n, On ∈C→
1
Pnc(A∞). We prove this by induction
on n. Obviously, O0 ∈C→
1
Pnc(A∞). Assume n¿0. Let c∈C. By de$nition,
On(c) =
{ {} if c 9 ;⋃{aOn−1(c′) | c a→ c′} otherwise:
Clearly, the set On(c) is nonempty.
Next, we show that the set On(c) is compact. Because the metric labelled tran-
sition system is compactly branching, the set S(c) is compact. By induction, On−1
delivers compact sets. One can easily verify that, for all a∈A and c′ ∈C, the set
aOn−1(c′) is compact. Since On−1 and action pre$xing are nonexpansive (induction and
Example A.16(3)), and the nonexpansive image of a compact set is compact (Alexan-
dro1’s theorem),
{aOn−1(c′) | c a→ c′}
is a compact set of compact sets. According to Michael’s theorem, the set⋃{aOn−1(c′) | c a→ c′}
is compact. Also {} is a compact set. Hence, the set On(c) is compact.
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Finally, the nonexpansiveness of On is proved. We have to show that, for all c1; c2∈C,
d(On(c1);On(c2))6d(c1; c2):
If both c1 and c2 are terminal con$gurations then the above is vacuously true. Because
the nonterminal and terminal con$gurations are distance 1 apart (Proposition C.16),
the above is also true if one of the con$gurations is a nonterminal con$guration and
the other one is a terminal con$guration. That leaves us only the case that both c1
and c2 are nonterminal con$gurations. Let a11 ∈On(c1). Then there exists a c′1 ∈C
such that c1
a1−→ c′1 and 1 ∈On−1(c′1). Since the metric labelled transition system is
nonexpansive, c2
a2−→ c′2 for some a2 ∈A and c′2 ∈C such that d(a1; a2)6d(c1; c2) and
d(c′1; c
′
2)62 · d(c1; c2). Hence, there exists a 2 ∈On−1(c′2) such that
d(1; 2)
6d(On−1(c′1);On−1(c
′
2))
6d(c′1; c
′
2) [by induction On−1 is nonexpansive]
62 · d(c1; c2):
Consequently, a22 ∈On(c2) and
d(a11; a22)
= max{d(a1; a2); 12 · d(1; 2)}
6d(c1; c2):
Exercise C.22. Prove that for all n∈N and c∈C, d(On(c);O(c))62−n.
C.3. Semantics transformations
Next, we introduce semantics transformations for (nondeterministic and nontermi-
nating) metric labelled transition systems. Similar to De$nition B.26, we de$ne the
semantics transformation induced by a metric labelled transition system in
Denition C.23. The semantics transformation induced by the metric labelled transi-
tion system 〈C; A;→〉 is the function T : [C→Pn(A∞)] de$ned by
T(S)(c) =
{ {} if c 9 ;⋃{aS(c′) | c a→ c′} otherwise:
The semantics transformation and the operational semantics induced by the same
metric labelled transition system are related as in Proposition B.27.
Proposition C.24. The operational semantics O induced by a metric labelled transi-
tion system is a $xed point of the semantics transformation T induced by the metric
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labelled transition system; that is;
T(O) = O:
Proof. Similar to the proof of Proposition B.27.
As we have already seen in Example B.28, a semantics transformation does not
have a unique $xed point in general. However, a semantics transformation which is a
contractive function from a metric space to itself does. Therefore, we consider semantics
transformations transforming compact (and nonexpansive) semantic models.
Denition C.25. A semantics transformation T : [C→Pn(A∞)] is compactness pre-
serving if T∈ [C→Pnc(A∞)].
Not every compactly branching and nonexpansive metric labelled transition system
induces a compactness preserving semantics transformation.
Example C.26. The metric labelled transition system
c a→ c′ for c; c′ ∈ [0; 1] and a ∈ [0; 1]
with the con$gurations and the actions endowed with the Euclidean metric, is compactly
branching and nonexpansive. Given the compact semantics S de$ned by
S(c) =
{ {1n} if c = 1n for some n ¿ 0;
{} otherwise;
the semantics T(S) is not compact, since the set
T(S)(0) = [0; 1] ∪ [0; 1] · {1n | n ¿ 0}
is not compact.
We restrict ourselves to nonexpansive and compact semantics.
Denition C.27. A compactness preserving semantics transformation T : [C→
Pnc(A∞)] is nonexpansiveness preserving if T∈ [C −→
1
Pnc(A∞)].
Not every metric labelled transition system induces a compactness and nonexpan-
siveness preserving semantics transformation.
Example C.28. Consider the metric labelled transition system
0
1
n→ 1n ; for n ¿ 0
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with the con$gurations and the actions endowed with the Euclidean metric. Although
the semantics S, de$ned by, for all c,
S(c) = {}
is compact, the semantics T(S) is not compact, since the set
T(S)(0) = { 1n | n ¿ 0}
is not compact.
Not even a compactly branching metric labelled transition system necessarily induces
a compactness and nonexpansiveness preserving semantics transformation.
Example C.29. If we add to the metric labelled transition system of Example C.28
the transition
0 0→ 0
then we obtain a compactly branching system. The semantics S, de$ned by, for all c,
S(c) = {}
is compact and nonexpansive. The semantics T(S) is compact but not nonexpansive.
But a compactly branching and nonexpansive metric labelled transition system gives
rise to a compactness and nonexpansiveness preserving semantics transformation.
Theorem C.30. The semantics transformation induced by a compactly branching and
nonexpansive metric labelled transition system is compactness and nonexpansiveness
preserving.
Proof. Similar to the induction step of the proof of Theorem C.21.
As a consequence of the above theorem we have Theorem B.31.
Corollary C.31. The semantics transformation induced by a $nitely branching la-
belled transition system is compactness preserving.
Proof. Given a $nitely branching labelled transition system 〈C; A;→〉, we endow the
con$guration set C and the action set A with the discrete metric. By Proposition C:8,
we obtain a compactly branching and nonexpansive metric labelled transition system.
According to Theorem C.30, the corresponding semantics transformation is compactness
and nonexpansiveness preserving. Because the con$guration set C is endowed with the
discrete metric, every function from C to Pnc(A∞) is nonexpansive. Consequently, the
induced semantics transformation is compactness preserving.
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A compactness and nonexpansiveness preserving semantics transformation is a func-
tion from a metric space to itself. According to Proposition C.24 and Theorems C.19
and C.21, the corresponding operational semantics is a $xed point of the semantics
transformation. Note that the nonexpansiveness plays a crucial role here (see Example
C.26). To be able to apply the unique $xed point proof principle we have left to prove
that the semantics transformation is a contraction.
Proposition C.32. A compactness and nonexpansiveness preserving semantics trans-
formation is contractive.
Proof. Similar to the proof of Proposition B.32.
Combining the above results, we arrive at
Theorem C.33. The operational semantics O induced by a compactly branching and
nonexpansive metric labelled transition system is the unique $xed point of the se-
mantics transformation T induced by the metric labelled transition system; that is;
O = $x(T):
Theorem B.34 is a corollary of the above theorem.
Appendix D. Recursive equations
Almost all our denotational semantic models use complete metric spaces. Most of
these spaces are de$ned as the solution of a recursive equation. In this appendix, we
discuss how to build these equations. Furthermore, we specify a class of equations
which has unique solutions.
In the equations, we encounter various operations on metric spaces. Well-known
operations on sets, like the Cartesian product ×, the disjoint union +, the function
space →, and the powerset P, can be lifted to operations on metric spaces as we have
seen in Section A.1 and A.3. We restrict → to the nonexpansive function space −→
1
,
and P to the nonempty and compact hyperspace Pnc. Furthermore, the operation 12 ·
on metric spaces is introduced below. Applied to a metric space, this operation leaves
the set unchanged and multiplies the metric by a 12 . This operation plays an important
role because it appears in all the equations we will consider and since it is crucial for
the uniqueness result presented below.
In this paper, we encounter recursive equations like
X ∼= {}+ (A× 12 · X ); (D.1)
Y ∼= A→
1
Pnc(A× 12 · Y ): (D.2)
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In this appendix, we will not discuss the semantic considerations leading to these
equations. The equations are all of the form
X ∼= E (D.3)
and de$ne a complete metric space X which is isometric – this is denoted by ∼= and
is de$ned below – to E. This E is built from
• the above-mentioned operations on metric spaces,
• some given complete metric spaces – usually sets endowed with the discrete metric
– and
• the complete metric space X .
The occurrence of X in E makes the equation recursive. We say that the de$ned metric
space X is the solution of the equation. In general, a recursive equation might have
no solution or several solutions. Below, we identify a class of equations which have
unique (up to isometry) solutions. This is done by specifying a grammar for E. This
grammar does not give us all the equations that have unique solutions, but it covers
the equations we want to solve. For example, it handles Eqs. (D.1) and (D.2).
Although a solution of Eq. (D.3) is a complete metric space X being isometric to
E, we will not write the isometries when going from X to E or vice versa. They can
be put in without any diQculty, but will clutter up the presentation.
In Section D.1, we introduce the remaining ingredients we need to build equations.
A class of equations with unique solutions is singled out in Section D.2. In this ap-
pendix, we do not strive for a very general theory of solving recursive equations. We
present a simple one which serves our purposes. We also refrain from giving proofs.
Those can be found in [4].
D.1. Building equations
Most ingredients of the recursive equations have already been discussed. We have
left the introduction the operation 12 · and the equivalence ∼=.
We start with the de$nition of the operation 12 ·.
Denition D.1. Let X be a metric space. The metric ( 12 ·d)X :X ×X → [0; 1] is de$ned
by
( 12 · d)X (x; y) = 12 · dX (x; y):
Note that this operation preserves completeness. Next, we introduce the natural notion
of equivalence on metric spaces.
Denition D.2. The metric spaces X and Y are isometric if there exists a bijective
function f :X →Y satisfying for all x1; x2 ∈X ,
dY (f(x1); f(x2)) = dX (x1; x2):
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D.2. Solving equations
As we already mentioned above, not every equation has a solution (we are not
aware of a simple example illustrating this fact). An equation might also have several
solutions. Obviously,
X ∼= X
has more than one. In the next theorem, we identify a class of equations which all
have a unique (up to isometry) solution. This class does not contain all the equations
which have a unique solution. For example, the equation
X ∼= A+ 12 · ( 12 · X →1
1
2 · X )
has a unique solution, but is not dealt with in the next theorem. However, the theorem
handles all the equations we encounter in the rest of this paper.
Theorem D.3. Let
E ::= A | 12 · X |Pnc(E) |E × E |E + E |A→1 E
where A can be any complete metric space. The equation X ∼= E has a unique (up to
isometry) solution.
As the reader can easily verify, the above theorem applies to Eqs. (D.1) and (D.2)
presented above. Consequently, these equations have a unique solution.
Exercise D.4. Prove that the set A∞ of $nite and in$nite sequences over the set A
endowed with the Baire metric is the solution of Eq. (D.1) where the set A is provided
with the discrete metric.
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