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Abstract
Let ψ ∈ L2(Rn), B and Aj (j ∈ Z) be real nonsingular n × n matrices, λk (k ∈ Zn) be real
numbers. In this paper we present a sufficient condition for the system {|detAj |1/2ψ(Ajx − Bλk):
j ∈ Z, k ∈ Zn} to be a frame for L2(Rn). This sufficient condition also shows the stability of the
system with respect to the perturbation of matrix dilation parameters {Aj }j∈Z and the perturbation
of translation parameters {λk}k∈Zn .
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
A family {fλ}λ∈Λ of elements in a Hilbert space H is a frame for H, where Λ is a
countable set, if there exist constants L,M > 0 such that
L‖f ‖2 
∑
λ∈Λ
∣∣〈f,fλ〉∣∣2 M‖f ‖2 for any f ∈H.
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bound M .
For ψ ∈ L2(R), the continuous wavelet transform of a function f ∈ L2(R) is defined
by
(Wψf )(s, t) =
+∞∫
−∞
f (x)|s|−1/2ψ
(
x − t
s
)
dx.
If {a−j/2ψ(a−j · −bk): j, k ∈ Z} forms a frame for L2(R) for some a > 1 and b > 0,
then we can reconstruct f from the sampled values (Wψf )(aj , ajbk). In practice, the
sampling points may be irregular. We need to know for which wavelets ψ and sam-
pling points {(sj , tj )} the set {s−1/2j ψ((· − tj )/sj ): j ∈ Z} forms a frame for L2(R).
Gröchenig [1], Olsen and Seip [2] proved that, provided the sampling set {(sj , tj )} is suf-
ficiently “dense,” it generates a frame. In [3], Sun and Zhou proved that for certain ψ ,
if a − 1 and b are small enough and (sj,k, tj,k) ∈ [aj , aj+1] × [ajbk, ajb(k + 1)], then
{s−1/2j,k ψ((· − tj,k)/sj,k): j, k ∈ Z} is a frame for L2(R). In [4], Heil et al. gave a nec-
essary condition for irregular wavelet frames. The above results may be unsuitable for
ψ ∈ L2(Rn) (see [3] and [4]), since there are some essential differences in high dimen-
sional cases. In this paper, we present a sufficient condition for a discrete wavelet system
with irregular matrix dilations to be a frame for L2(Rn), which also shows the stability of
the system with respect to the perturbation of related parameters.
2. Irregular wavelet frames and their stability in L2(Rn)
We give some notations used in this paper. Z+ is the set of positive integers, n ∈ Z+.
{Aj }j∈Z is a real nonsingular n × n matrix sequence, B is a real nonsingular n × n ma-
trix. Let ψ ∈ L2(Rn) and ψAj ,k,B(x) = |detAj |1/2ψ(Ajx − Bk) for each j ∈ Z and each
k ∈ Zn. For any real nonsingular matrix A, let ‖A‖ = supx∈Rn(|Ax|/|x|), where
|x| =
√
x21 + · · · + x2n for any x = (x1, . . . , xn) ∈ Rn.
A∗ denotes the transpose of the matrix A. # denotes the number of elements in a given
set. Define τ (A) := (A−1)∗. For f ∈ L2(Rn), its Fourier transform is defined by fˆ (ω) =∫
Rn f (x)e
−2πix·ω dx , where ω ∈ Rn. It is easy to see that
ψˆAj ,k,B(ω) =
∣∣det(τ (Aj ))∣∣1/2ψˆ(τ (Aj )ω)e−2πiBk·τ (Aj)ω.
Definition 2.1. A sequence of real nonsingular matrices {Dj }j∈Z is called an MFS (matrix
frame sequence), if for any given a, b with 0 < a < b < ∞ there exists a constant N
depending only on b/a such that
#Da,b,ω < N for any ω ∈ Rn \ {0},
where
Da,b,ω =
{
j ∈ Z: a < |Djω| b
}
.
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σ
({Dj })= min{N ∈ Z+: #Da,2a,ω < N for any a > 0 and any ω ∈ Rn \ {0}}.
(2.1)
Proposition 2.1 [5,6]. Let {fj } be a frame (Riesz basis) for a Hilbert spaceH with bounds
A and B . Assume {gj } ⊂H and {fj − gj } is a Bessel sequence with bound M < A. Then
{gj } is a frame (Riesz basis) with bounds A[1 − (M/A)1/2]2 and B[1 + (M/B)1/2]2.
The following lemma is a consequence of the Plancherel theorem and the Parseval iden-
tity. We omit its proof (refer to [8, Theorem 2]).
Lemma 2.2. Let ψ ∈ L2(Rn). Then for any f ∈ L2(Rn) we have∑
j∈Z, k∈Zn
∣∣〈f,ψAj ,k,B〉∣∣2
= 1|detB|
∑
j∈Z, k∈Zn
∫
Rn
fˆ (ω)fˆ
(
ω + D−1j T k
)
ψˆ(Djω)ψˆ(Djω + T k) dω,
where Dj = τ (Aj ) and T = B∗−1 .
Lemma 2.3. If {Dj }j∈Z is an MFS, then for any positive numbers c,µ and any ω ∈
Rn \ {0},∑
j : |Djω|c
|Djω|µ  σ
({Dj })(2µ/(2µ − 1))cµ, (2.2)
∑
j : |Djω|c
|Djω|−µ  σ
({Dj })(2µ/(2µ − 1))c−µ. (2.3)
Proof. Given any positive numbers c,µ and any ω ∈ Rn \ {0}. Let
Γk =
{
j : c/2k+1 < |Djω| c/2k
}
for each k ∈ Z.
Then by (2.1) we have
∑
j : |Djω|c
|Djω|µ =
∞∑
k=0
∑
j∈Γk
|Djω|µ 
∞∑
k=0
σ
({Dj })(c/2k)µ
= σ ({Dj })(2µ/(2µ − 1))cµ.
Thus (2.2) holds. Similarly we have (2.3). This completes the proof of Lemma 2.3. 
The main result of this paper is the following
Theorem 2.4. Assume that {τ (Aj)}j∈Z is an MFS, ψˆ is continuous and the following two
conditions hold:
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L
∑
j∈Z
∣∣ψˆ(τ (Aj )ω)∣∣2 for any ω ∈ Rn \ {0}. (2.4)
(ii) There exist constants C > 0, α > 0 and β > n such that∣∣ψˆ(ω)∣∣ C min{|ω|α, |ω|−β} for any ω ∈ Rn \ {0}. (2.5)
Then for any γ with 0 < γ < min{2, β} there exist positive constants δi (i = 1,2,3) such
that {|detSj |1/2ψ(Sj x −Bλk): j ∈ Z, k ∈ Zn} is a frame for L2(Rn) for any real nonsin-
gular n × n matrix sequence {Sj }j∈Z satisfying∣∣(τ (Sj ) − τ (Aj ))ω∣∣ δ1∣∣τ (Aj )ω∣∣ for any ω ∈ Rn and any j ∈ Z, (2.6)
any nonsingular matrix B with ‖B‖ < δ2, and any real number sequence {λk}k∈Zn with∑
k∈Zn |k − λk|γ < δ3/(|detB|‖B‖γ ).
Proof. Assume that {τ (Aj)}j∈Z is an MFS and ψ ∈ L2(Rn) satisfies the conditions in
Theorem 2.4. Let Dj = τ (Aj ).
Step 1. We prove that there exist positive constants δ1, L′ such that
L′ 
∑
j∈Z
∣∣ψˆ(τ (Sj )ω)∣∣2 for any ω ∈ Rn \ {0}, (2.7)
for any real nonsingular n× n matrix sequence {Sj }j∈Z satisfying (2.6).
For that choose ε ∈ (0,1) such that Qε < L, where
Qε = 2C2(4α + 1)σ
({Dj })(4α/(4α − 1))ε2α
+ 2C2(4β + 1)σ ({Dj })(4β/(4β − 1))ε2β + ε.
Moreover for any given ω ∈ Rn \ {0}, let I1 = {j : |Djω| ε}, I2 = {j : ε < |Djω| 1/ε},
and I3 = {j : |Djω| > 1/ε}.
Since {Dj }j∈Z is an MFS and ψˆ is uniformly continuous, there exist positive constants
Cε and ηε such that #I2 < Cε and |ψˆ(ω1) − ψˆ(ω2)|2 < ε/Cε for |ω1 − ω2| < ηε . Then
choose δ1 ∈ (0,1/2) such that δ1/ε < ηε .
Now assume that {Sj }j∈Z is a real nonsingular n × n matrix sequence satisfying the
condition (2.6). Let Hj = τ (Sj ). By Lemma 2.3, (2.5) and (2.6), we have∑
j∈I1
∣∣ψˆ(Hjω) − ψˆ(Djω)∣∣2  2C2 ∑
j∈I1
(|Hjω|2α + |Djω|2α)
 2C2
∑
j∈I1
[
(1 + δ1)2α + 1
]|Djω|2α
 2C2(4α + 1)σ ({Dj })(4α/(4α − 1))ε2α. (2.8)
Similarly∑∣∣ψˆ(Hjω) − ψˆ(Djω)∣∣2  2C2(4β + 1)σ ({Dj })(4β/(4β − 1))ε2β. (2.9)
j∈I3
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and ∑
j∈I2
∣∣ψˆ(Hjω) − ψˆ(Djω)∣∣2  #I2ε/Cε < ε. (2.10)
By (2.8)–(2.10), we have ∑j∈Z |ψˆ(Hjω) − ψˆ(Djω)|2 Qε < L. Using (2.4) and letting
L′ = (L1/2 − Q1/2ε )2, we obtain (2.7).
Step 2. We prove that for the above δ1, there exists a positive constant δ2 depending
on δ1 such that {|detSj |1/2ψ(Sj x − Bk): j ∈ Z, k ∈ Zn} is a frame for L2(Rn) for any
real nonsingular n× n matrix sequence {Sj }j∈Z satisfying the condition (2.6) and any real
nonsingular n× n matrix B with ‖B‖ < δ2.
In fact for any given a, b with 0 < a < b < ∞, when a < |Hjω| b we have from (2.6)
that
2a
3
< a/(1 + δ1) < |Djω| b/(1 − δ1) 2b.
Thus it is easy to show that {Hj }j∈Z is also an MFS and σ({Hj })  3σ({Dj }) since
{Dj }j∈Z is an MFS. Using Lemma 2.3 for {Hj }j∈Z and (2.5), for any given ω ∈ Rn \ {0}
we have∑
j∈Z
∣∣ψˆ(Hjω)∣∣2 =
( ∑
j : |Hjω|1
+
∑
j : |Hjω|>1
)∣∣ψˆ(Hjω)∣∣2
 C2
∑
j : |Hjω|1
|Hjω|2α + C2
∑
j : |Hjω|>1
|Hjω|−2β
 C2σ
({Hj })(4α/(4α − 1) + 4β/(4β − 1))Q1, (2.11)
where Q1 = 3C2σ({Dj })(4α/(4α − 1)+ 4β/(4β − 1)). Similarly∑
j∈Z
∣∣ψˆ(Hjω)∣∣Q2 < ∞ for any ω ∈ Rn \ {0}, (2.12)
where Q2 = 3Cσ({Dj })(2α/(2α − 1) + 2β/(2β − 1)).
Now fix any t,ω ∈ Rn \ {0}. If |t| > |Hjω| then |Hjω+2t| |2t|− |Hjω| |t|. Hence
max
{|Hjω|, |Hjω + 2t|} |t|.
Thus it follows from (2.5), (2.12) and Lemma 2.3 for {Hj }j∈Z that∑
j∈Z
∣∣ψˆ(Hjω)ψˆ(Hjω + 2t)∣∣=
( ∑
j : |Hjω|<|t |
+
∑
j : |Hjω||t |
)∣∣ψˆ(Hjω)ψˆ(Hjω + 2t)∣∣
 C
∑
j : |Hjω|<|t |
∣∣ψˆ(Hjω)∣∣|Hjω + 2t|−β + C ∑
j : |Hjω||t |
∣∣ψˆ(Hjω)∣∣
 C
( ∑
j : |Hjω|<|t |
∣∣ψˆ(Hjω)∣∣
)
|t|−β + C2
∑
j : |Hjω||t |
|Hjω|−β
 CQ2|t|−β + C2σ
({Hj })(2β/(2β − 1))|t|−β Q3|t|−β,
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k∈Zn\{0}
∑
j∈Z
∣∣ψˆ(Hjω)ψˆ(Hjω + B∗−1k)∣∣Q32β‖B‖β ∑
k∈Zn\{0}
|k|−β. (2.13)
Let T = B∗−1 . We have from Lemma 2.2 that∑
j∈Z, k∈Zn
∣∣〈f,ψSj ,k,B〉∣∣2 = 1|detB|
∫
Rn
∣∣fˆ (ω)∣∣2∑
j∈Z
∣∣ψˆ(Hjω)∣∣2 dω +R(f ), (2.14)
where
R(f ) = 1|detB|
∑
j∈Z, k∈Zn\{0}
∫
Rn
fˆ (ω)fˆ
(
ω + H−1j T k
)
ψˆ(Hjω)ψˆ(Hjω + T k) dω.
By the Cauchy–Schwarz inequality and (2.13) we get
∣∣R(f )∣∣ 1|detB|
∑
j∈Z, k∈Zn\{0}
( ∫
Rn
∣∣fˆ (ω)∣∣2∣∣ψˆ(Hjω)ψˆ(Hjω + T k)∣∣dω
)1/2
×
( ∫
Rn
∣∣fˆ (ω + H−1j T k)∣∣2∣∣ψˆ(Hjω)ψˆ(Hjω + T k)∣∣dω
)1/2
 1|detB|
( ∑
j∈Z, k∈Zn\{0}
∫
Rn
∣∣fˆ (ω)∣∣2∣∣ψˆ(Hjω)ψˆ(Hjω + T k)∣∣dω
)1/2
×
( ∑
j∈Z, k∈Zn\{0}
∫
Rn
∣∣fˆ (ω)∣∣2∣∣ψˆ(Hjω)ψˆ(Hjω − T k)∣∣dω
)1/2
= 1|detB|
∑
j∈Z, k∈Zn\{0}
∫
Rn
∣∣fˆ (ω)∣∣2∣∣ψˆ(Hjω)ψˆ(Hjω + T k)∣∣dω

[
1
|detB|Q32
β‖B‖β
∑
k∈Zn\{0}
|k|−β
]
‖f ‖2. (2.15)
Now choose δ2 ∈ (0,∞) such that
L′ − Q32βδβ2
∑
k∈Zn\{0}
|k|−β > 0.
Using (2.7), (2.11), (2.14) and (2.15), for any real nonsingular matrix B with ‖B‖ δ2 we
have
0 <
1
|detB|
(
L′ − Q32βδβ2
∑
k∈Zn\{0}
|k|−β
)
‖f ‖2 
∑
j∈Z, k∈Zn
∣∣〈f,ψSj ,k,B〉∣∣2
 1|detB|
(
Q1 +Q32βδβ2
∑
n
|k|−β
)
‖f ‖2. (2.16)k∈Z \{0}
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Step 3. We prove that for the above δ1, δ2, there exists a positive constant δ3 such that
{|detSj |1/2ψ(Sj x −Bλk): j ∈ Z, k ∈ Zn} is a frame for L2(Rn) for any real nonsingular
n × n matrix sequence {Sj }j∈Z with (2.6), any nonsingular matrix B with ‖B‖ < δ2, and
any real number sequence {λk}k∈Zn with ∑k∈Zn |k − λk |γ < δ3/(|detB|‖B‖γ ).
In fact we know from the Plancherel theorem and the Cauchy–Schwarz inequality that∑
j∈Z, k∈Zn
∣∣〈f, |detSj |1/2ψ(Sj x − Bk) − |detSj |1/2ψ(Sj x − Bλk)〉∣∣2
=
∑
j∈Z, k∈Zn
∣∣∣∣∣
∫
Rn
fˆ (ω)|detHj |1/2ψˆ(Hjω)
(
ei2πBk·Hjω − ei2πBλk ·Hjω)dω
∣∣∣∣∣
2

∑
j∈Z, k∈Zn
∣∣∣∣∣
∫
Rn
∣∣fˆ (ω)∣∣|detHj |1/2∣∣ψˆ(Hjω)∣∣∣∣ei2πB(k−λk)·Hjω − 1∣∣dω
∣∣∣∣∣
2

∑
j∈Z, k∈Zn
( ∫
Rn
∣∣fˆ (ω)∣∣2∣∣ei2πB(k−λk)·Hjω − 1∣∣2∣∣ψˆ(Hjω)∣∣dω
)
×
( ∫
Rn
|detHj |
∣∣ψˆ(Hjω)∣∣dω
)
= ‖ψˆ‖1
∑
j∈Z, k∈Zn
∫
Rn
∣∣fˆ (ω)∣∣2∣∣ei2πB(k−λk)·Hjω − 1∣∣2∣∣ψˆ(Hjω)∣∣dω. (2.17)
Using Lemma 2.3 for {Hj }j∈Z and (2.5), for any given ω ∈ Rn \ {0} we have∑
j∈Z
∣∣ψˆ(Hjω)∣∣|Hjω|γ = ∑
j : |Hjω|1
C|Hjω|γ +
∑
j : |Hjω|>1
C|Hjω|−(β−γ )
 Cσ
({Hj })(2γ /(2γ − 1))+ Cσ ({Hj })(2β−γ /(2β−γ − 1))Q4,
where Q4 = 3Cσ({Dj })(2γ /(2γ − 1)+ 2β−γ /(2β−γ − 1)). Thus∑
j∈Z, k∈Zn
∣∣ψˆ(Hjω)∣∣∣∣ei2πB(k−λk)·Hjω − 1∣∣2
=
∑
j∈Z, k∈Zn
∣∣ψˆ(Hjω)∣∣4∣∣sin(Bπ(k − λk) · Hjω)∣∣2

∑
j∈Z, k∈Zn
∣∣ψˆ(Hjω)∣∣4∣∣Bπ(k − λk) ·Hjω∣∣γ
 4πγ ‖B‖γ
∑
j∈Z
∣∣ψˆ(Hjω)∣∣|Hjω|γ ∑
k∈Zn
|k − λk|γ
 4Q4πγ ‖B‖γ
∑
n
|k − λk |γ .
k∈Z
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j∈Z, k∈Zn
∣∣〈f, |detSj |1/2ψ(Sj x − Bk) − |detSj |1/2ψ(Sj x − Bλk)〉∣∣2
 4Q4πγ ‖B‖γ
∑
k∈Zn
|k − λk |γ ‖ψˆ‖1‖f ‖2. (2.18)
Let
δ3 =
(
L′ −Q32βδβ2
∑
k∈Zn\{0}
|k|−β
)/(
4Q4πγ ‖ψˆ‖1
)
.
Then by (2.16), (2.18) and Proposition 2.1 we get that {|detSj |1/2ψ(Sj x − Bλk): j ∈ Z,
k ∈ Zn} is a frame for L2(Rn) for any {λk}k∈Zn with ∑k∈Zn |k−λk|γ < δ3/(|detB|‖B‖γ ).
This completes the proof of Theorem 2.4. 
3. Applications
Example 3.1. Let I be the n× n identity matrix. Let {aj }j∈Z be an increasing sequence of
positive numbers such that for some µ,ν ∈ (0,1) and some ρ ∈ Z+,
µ<
aj
aj+ρ
< ν for any j ∈ Z.
Let ψ ∈ L2(Rn) satisfy (2.5), ψˆ be continuous and ψˆ(ω) 	= 0 when |ω| ∈ [µδ, δ] for some
δ > 0.
In this case, it is easy to check that {aj I }j∈Z is an MFS and for any ω ∈ Rn \ {0} there
exists jω ∈ Z+ such that |a−1jω ω| ∈ [µδ, δ]. Then we have
0 < min|x|∈[µδ,δ]
∣∣ψˆ(x)∣∣2 ∑
j∈Z
∣∣ψˆ(a−1j ω)∣∣2 for any ω ∈ Rn \ {0}.
Thus by Theorem 2.4, for any γ with 0 < γ < min{2, β}, there exist positive constants δi
(i = 1,2,3) such that {|sj |1/2ψ(sj x − bλk): j ∈ Z, k ∈ Zn} is a frame for L2(Rn) for any
real number sequence {sj }j∈Z satisfying |s−1j − a−1j |  δ1aj−1, j ∈ Z, any real number
b with 0 < |b| < δ2, and any real number sequence {λk}k∈Zn with ∑k∈Zn |k − λk |γ <
δ3/(|b|(γ+1)).
Example 3.2. Let p,q ∈ Z+. Assume that for all i = 1, . . . , p, F (i) is an expansive matrix,
i.e., all of its eigenvalues have absolute values greater than 1. Let {G(i)j }j∈Z be a subse-
quence of {(F (i))j }j∈Z for each i . Assume that{
(F (1))j
}
k<j<k+q ∩
{
G
(1)
j
}
j∈Z 	= ∅ for any k ∈ Z. (3.1)
Let {Aj }j∈Z be the union of {G(i)j }j∈Z, i = 1, . . . , p. Let ψ ∈ L2(Rn) satisfy (2.5), ψˆ be
continuous and ψˆ(ω) 	= 0 when ω ∈ Ω , where Ω = {ξ : δ  |ξ |  ‖F (1)‖qδ} for some
δ > 0.
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(i) {τ (Aj)}j∈Z is an MFS.
(ii) 0 < minω∈Ω |ψˆ(ω)|∑j∈Z |ψˆ(τ (Aj)ω)|2 for any ω ∈ Rn \ {0}.
(iii) If 0 < γ < min{2, β}, then there exist positive constants η1, η2 such that {|detAj |1/2×
ψ(Ajx − Bλk): j ∈ Z, k ∈ Zn} is a frame for L2(Rn) for any nonsingular matrix B
with 0 < ‖B‖ < η1 and for any {λk}k∈Zn with ∑k∈Zn |k − λk|γ < η2/(|detB|‖B‖γ ).
In fact let ΓF = {τ (F (i)): i = 1, . . . , p}. For any given E ∈ ΓF , since E−1 is an ex-
pansive matrix, it follows from [7, (2.1)] that there exist constants λ > 1 and C > 0 such
that
|E−jω| > Cλj |ω|, |Ejω| < 1
C
λ−j |ω|
for any j ∈ Z+ and any ω ∈ Rn \ {0}. (3.2)
Fix any ω ∈ Rn \ {0} and any a, b ∈ (0,∞) with a < b. Let j1 = max{j : |Ejω| ∈ (a, b]}.
If j < j1 and |Ejω| ∈ (a, b], then
b/a >
|Ejω|
|Ej1ω| =
|Ej−j1Ej1ω|
|Ej1ω| > Cλ
(j1−j) ⇒ j1 − j  ln(b/(aC))lnλ .
Thus
#
{
j : a < |Ejω| b} ln(b/(aC))
lnλ
.
But
#
{
j : a <
∣∣τ (Aj )ω∣∣ b}= # p⋃
i=1
{
j : a <
∣∣τ (G(i)j )ω∣∣ b}
 #
⋃
E∈ΓF
{
j : a < |Ejω| b},
the right-hand side is a number depending only on b/a. Hence {τ (Aj )}j∈Z is an MFS. We
get (i).
On the other hand using (3.2), we have ‖F (1)‖ > 1. Fix any ω ∈ Rn \ {0}. By (3.1)
and (3.2), there exists s ∈ Z+ such that |τ (G(1)s+1)ω| < δ and |τ (G(1)s )ω|  δ. By (3.1)
again, there exists t ∈ Z+ with t < q such that G(1)s+1 = (F (1))tG(1)s , then |τ (G(1)s )ω| 
‖F (1)‖q |τ (G(1)s+1)ω|  ‖F (1)‖qδ. Thus there exists jω ∈ Z+ such that δ  |τ (Ajω)ω| 
‖F (1)‖qδ. Therefore we obtain (ii).
Finally by Theorem 2.4, we obtain (iii).
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