Discrete Fourier Transform Test (DFTT), which is a randomness test included in NIST SP800-22, has a problem. It is that theoretical reference distribution of the test statistic has not been derived. In this paper, we propose a new test using variance of power spectrum as the test statistic, whose reference distribution can be theoretically derived. The purpose of DFTT is to detect periodic features and that of the proposed test is the same. We make some experiments and show that the proposed test has stronger detection power than DFTT.
Introduction
Randomness test is one kind of statistical hypothesis test under the null hypothesis that the given sequence is truly random sequence. It is applicable to any sequence irrespective of generator and useful for many fields. In particular, it is indispensable for estimation of security of cryptography.
NIST SP800-22 [1] is one of the most famous randomness test suite in the world. The first version of SP800-22 was published in 2001 and used in the selection of Advanced Encryption Standard [2] . Now, revision 1a which is the recent version of SP800-22 have been published. SP800-22 have been pointed that it has problems and some improvements have been applied. Some problems, however, have been left even in revision 1a.
• The purpose of randomness test is to estimate randomness of given sequences. Then, fitting using pseudo random sequences is inconsistent even if it is theoretically ensured that PRNG generating the sequences is superior.
• Even if the PRNG is perfectly superior, fitting is merely numerical.
• It is not ensured that N 1 follows binomial distribution under the null hypothesis. Then, there is no basis that the computation of d is written as the form
where a is a parameter.
Okada et al. proposed an approach to solve the problems [8] . The authors, however, think that the approach made another problem. That is to break independency of p-values. In this paper we propose another randomness test which detects periodic features, whose reference distribution can be theoretically derived.
This paper is constructed as follows: In Section 2, we deal with variance of power spectrum and derive its distribution. In Section 3, we propose a new randomness test using the variance of power spectrum. In Section 4, we make experiments to estimate the detection power of the proposed test. Finally, we conclude this paper.
Variance of power spectrum
The reason why the problems are left is that it is too difficult to derive the reference distribution of N 1 . Counting the number of Fourier coefficients over a threshold is a non-linear operation and the non-linearity causes the difficulty. The purpose of DFTT is to investigate whether the fluctuation of Fourier spectrum is suitable or not. Then, we should introduce another indicator which reflects the fluctuation and whose reference distribution can be analytically derived.
Firstly, we consider the variance of Fourier spectrum as the indicator. It is, however, difficult to derive the reference distribution of the variance because the definition of Fourier spectrum is
where x k is (k + 1)-th bit of X and the square root makes it difficult. Then, we consider the variance of power spectrum as the indicator. The definition is as follows:
Of course, the variance of power spectrum is not the variance of Fourier spectrum, but the variance of power spectrum probably reflects fluctuation of Fourier spectrum.
Distribution of V n (X)
In order to derive the distribution of V n (X), let us compute the average and variance of V n (X). Firstly, we deform V n (X).
We introduce a new notation:
Then,
Let us compute the average of V n (X). Since each x i takes 1 or -1 with the same probability, terms in (1) except terms hold x a x b x c x d = 1 vanish when we take the average. Then,
Next, let us compute the variance of V n (X). We introduce new notations:
Then, 
Let us consider the first term.
where R(a, b, c, d) = {permutation of a, b, c, d}. By Table. 1,
By the same way, the second term is O(n 2 ) and the third term equals to 0 . Then,
Scaling
The variance of V n (X) vanishes as n → ∞, and so we cannot, unfortunately, use V n (X) as a new indicator. Then, we consider the following scaled variance of power spectrum as the indicator:
x f x g δ 2e−f −g .
In order to derive the distribution ofṼ n (X), let us compute the moment.
Then, we should count number of {a (1)
In order to count the number, we consider the following model:
• Basically, each variable can freely take n values. (In other words, each variable has one degree of freedom.)
• Each variable has a hand. • Each hand must be connected with another hand by final time.
• Each hand must not be connected with two or more other hands.
• Hands of variables included in a same set must not be connected each other.
• There are the following constraint conditions:
-Each set has one constraint condition. If values of three variables in a set are fixed, the other variable in the set is automatically determined.
-If a hand of variable A is connected with another hand of variable B, the value of A must equal to the value of B.
As example, variables in Fig. 1 have 3(=4-1) degree of freedom. We consider the case that add a set {a(j), b(j), c(j), d(j)} to Fig. 1 and connect a(i)'s hand with b(j)'s hand. (See Fig. 2 .) In this case, the value of b(j) must equal to a(i). Then, degree of freedom increases and the amount of the change is +2(=4-1-1). Hands which are not connected with other hands (we call "open hands") also increase and the amount of the change is +2. We consider a general case. Table 2 shows the relation between number of anew connecting hands, amount of change of degree of freedom and open Figure 3 : An example of optimum connection hands. In initial states, there is a set and variables included in the set have 3 degree of freedom. Fig. 1 is an example of initial state. Since we must not leave hands which are not connected with other hands, connecting a set with another set like Fig. 3 maximizes degree of freedom per one variable. From the above, when m is even, Summarizing the above,
Then, the moments ofṼ n (X) converge to those of the standard normal distribution. It means that distribution ofṼ n (X) "converges" to the standard normal distribution.
Numerical simulations
We made cumulative distributions ofṼ n (X) by 10000 n-bit sequences generated by Mersenne twister [3] and compared them and the standard normal distribution. Fig. 4, 5 and 6 show the results. Roughly speaking, the cumulative distribution ofṼ n (X) correspond to the standard normal distribution when n ≥ 10 4 . 
Proposed test
Based on the former section, we propose a new randomness test usingṼ n (X). The test replaces p-value computation of DFTT with the follows:
1. For given n-bit sequence X, perform discrete Fourier Transform and get the Fourier spectrum series |S 0 (X)|,
2. ComputeṼ n (X) as follows:
3. Compute p-value p as follows:
At the step 2, we use symmetry of Fourier spectrum series and deformed V n (X) in order to reduce computation. The proposal method needs approximately n multiplications more than computation of p-value of DFTT. Discrete Fourier Transform, however, needs O(n log n) and so the proposal method needs O(n log n) times. That is the same as DFTT.
Evaluation of detection power of test
In order to evaluate detection power of test, we made some experiments for the proposed test, the present DFTT (proposed by Kim et al.) and Pareschi et al.'s test.
Before explaining the experiments, we explain the second-level-test. When we consider the case that M n-bit sequences are tested, we get M p-values p 1 , p 2 , · · · , p M . The second-level-test is a hypothesis test and the null hypothesis is that "p 1 , p 2 , · · · , p M are independent and follow the uniform distribution on the interval [0, 1]". For the M p-values, we perform the following two tests:
• Proportion test
Count r which is the number of p i > 0.01. Under the null hypothesis, r follows B(0.99, M). Then, if
we make the null hypothesis pass. Else, we reject the null hypothesis.
• Uniformity test Under the null hypothesis, we perform χ 2 -test for {p 1 , p 2 , · · · , p M } with 10 bins and get new one p-value p unif orm . If p unif orm > 0.0001, we make the null hypothesis pass. Else, we reject the null hypothesis.
Experiment 1
We investigate the pass rate for sequences generated by Mersenne twister and AES. The purpose of this experiment is to estimate Type 1 errors of the proposed test, the present DFTT and Pareschi et al.'s test. Since a randomness test is a statistical test, probability that an ideal random sequence is rejected does not vanish. In this experiment, we investigate Type 1 errors are in excusable range or not.
For each length and generator, 10 7 sequences are used for the experiments. They are divided into 1,000 sets consist of 1,000 sequences. For fair evaluation, the same sequences were used for evaluation of the proposed test, the present DFTT and Pareschi et al.'s test. Table. 3-10 show the results. Table 5 -8 directly show the number of rejected sets and the other tables show subsidiary results. By the results, we can say that the present DFTT is not a proper test. There are some cases that results for the long sequences (n ≥ 10 6 ) of Pareschi et al.'s test and the proposed test are out of the standard deviation range. These results, however, do not mean that they are not proper tests because the deviations from the standard deviation range are small and the probabilities of arising such cases are not negligible even if the tests are perfectly proper. Table. 7-10 show that p-value's distribution of the proposed test quickly converges to [0,1] uniform distribution as sequence length becomes large. That is a good property. 
Experiment 2
Firstly, we generated sequences with Mersenne twister. After that, for each sequence, we did the following replacement:
where T is a parameter. Clearly, the sequences do not have good randomness. For each fixed T , we performed test 100 times. One test was performed for 1000 sequences and each sequence is 1000000-bit. For fair evaluation, the same sequences were used for evaluation of the proposed test, the present DFTT and Pareschi et al.'s test.
As the result, we got 
Conclusion
The theoretical reference distribution of the present DFTT have not been derived so far although the reference distribution is fundamental for a statistical test. Then, we proposed a new test whose reference distribution can be theoretically derived. The proposed test uses the fact that the moments of scaled variance of power spectrum converge to those of the standard normal distribution. The proposed test needs O(n log n) times, that is the same as the present DFTT. Some experiments showed that the proposal method has better detection power than the present DFTT. From the above, the proposed test is useful for practical randomness evaluation and could be considered as an alternative of the DFTT with theoretical distribution.
As a future work, we have to investigate independency between the proposed test and the other tests included in NIST SP800-22 because randomness of given sequences should be judged by all the results of tests included in NIST SP800-22.
