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ABSTRACT
We describe a framework for global shipping container monitoring using
machine learning with multi-sensor hubs and infrared catadioptric imaging. A
wireless mesh radio satellite tag architecture provides connectivity anywhere
in the world which is a significant improvement to legacy methods. We discuss
the design and testing of a low-cost long-wave infrared catadioptric imaging
device and multi-sensor hub combination as an intelligent edge computing
system that, when equipped with physics-based machine learning algorithms,
can interpret the scene inside a shipping container to make efficient use of
expensive communications bandwidth. The histogram of oriented gradients
and T-channel (HOG+) feature as introduced for human detection on lowresolution infrared catadioptric images is shown to be effective for various
mirror shapes designed to give wide volume coverage with controlled
distortion. Initial results for through-metal communication with ultrasonic
guided waves show promise using the Dynamic Wavelet Fingerprint
Technique (DWFT) to identify Lamb waves in a complicated ultrasonic signal.
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Chapter 1: Introduction
1.1 Motivation
In the eighty years since a trucker named Malcolm McLean first conceived
the modern-day shipping container, shipping exploded into a $400B a year
industry. [1] The shipping container, however, has changed much more than the
shipping industry.

It has radically transformed supply chains, fundamentally

changed domestic and international economies across the world, and changed
societies in the process. In a 2016 survey by the World Shipping Council (WSC),
whose members operate approximately 90% of the global liner ship capacity, the
international liner shipping industry transported approximately 130 million
containers packed with cargo, with an estimated value of more than $4 trillion
dollars. [2] These metal boxes will remain a staple into the future for an industry
that relies upon their ease of use for transporting all types of cargo.
Despite their versatility, shipping containers are easy to break into and
difficult to keep track of as they are transported around the globe. Cargo theft and
cargo loss are estimated to cost the industry at least $50B annually, according to
The National Cargo Security Council. [3] Losses can occur in a myriad of ways,
from containers being mislaid, mislabeled, or simply failing to arrive at their
destination, to instances involving premeditated criminal intent, such as breaking
into ports to steal goods, or pirates attacking crews at gunpoint for their valuable
cargo.
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In the last several decades, security and visibility of the global supply chain
has largely been addressed through improved locking mechanisms and radio
tracking devices that are attached to shipping containers. In 2017, it is estimated
that remote tracking systems in containers are expected to reach over one million.
[4] The latest adaptations to the existing technology include GPS capable devices
that use satellite, cellular, or Wi-Fi connectivity. Moreover, containers are often
modified post manufacturing with better locks or smart technology for improved
security and visibility.
These methods have enhanced the industry but have come at a high
monetary cost mostly due to expansive infrastructure needed to track devices
which use short-range radio frequency identification (RFID) and in some cases
high bandwidth costs to transmit the data. Despite all this effort, vulnerabilities and
shortfalls still exist in current RFID and internet of things (IoT) tracking methods,
especially during disaster relief when wireless networks are destroyed, in emerging
markets which exist outside wireless coverage areas, and in providing real-time
information to interested stakeholders.
Technology in 2019 offers lower cost and higher efficiency sensors
connected to the internet that can better inform decision-making.

Recent

developments in this technology have improved sensing capability with lower
power consumption. Advances in computational abilities, to handle the large
amount of data produced by these sensors, has made it possible to uncover
information. Ubiquitous devices still have bandwidth and power limitations, but,
the challenge of working in austere environments has been improved via on-board
2

processors with the ability to do edge computing. By processing data near the
source of the data, on the sensor, bandwidth is dramatically reduced between the
sensors and a central datacenter. Thus, it is now possible to equip containers with
a device that can talk to stakeholders during its entire voyage in the transportation
network. Better yet, it is possible to put sensors on the inside of the shipping
container without drilling and feeding wires to overcome the Faraday shielding of
a container which prevents electromagnetic waves from penetrating the skin of the
container by transmitting data through the container wall using ultrasonic waves.
With an industry primed to be disrupted by improved technology and
advanced analytical methods, we look to develop a solution using off-the-shelf
hardware, a mesh-grid communications architecture, and analytical tools to
overcome current shortfalls in tracking shipping containers anywhere in the world.
The analysis of streams of sensor data using machine learning, digital signal
processing, and image processing techniques in a dynamic environment
constrained by bandwidth, battery power, and wireless packet size is a challenging
endeavor.
The rest of the chapter is organized as follows. Section 1.2 discusses the
current challenges associated with tracking shipping containers using four usecases. A discussion on the Global Container Supply Chain is presented in Section
1.3. The mesh-grid wireless architecture adopted for implementation of our
solution is briefly described in Section 1.4. Section 1.5 details our proposed
methodology using long-wave infrared and Lamb waves. Section 1.6 summarizes
our motivation to conduct this research and introduces the following chapters.
3

1.2 Four Use-Cases of Shipping Container Tracking Challenges
Real-time information about where a container is and the status of its goods
at every point on the entire supply chain is still an unsolved problem. The following
four use-cases highlight the current challenges which range from infrastructure
requirements, lack of wireless connectivity, and insufficient technology. A byproduct of this analysis is an identification of potential beneficiaries for such a
tracking technology which was confirmed by independent studies conducted by
two William & Mary Entrepreneurship Field Consultancy Teams in 2016 and 2017.
[5]
1.2.1 Natural Disaster Relief
Natural disasters in 2017, such as Hurricanes Harvey in Texas, Irma in
Florida, Maria in the Caribbean, as well as the earthquake that crippled Mexico
City (2017), devastated large populated areas and as a result significantly
disrupted and challenged logistical supply chains. After such disasters, relief and
recovery efforts involve various federal government agencies, charitable
organizations, non-governmental organizations, local and state governments, and
private organizations. The effectiveness of these entities often depends upon realtime knowledge of location, condition, and progress of delivery of critical supplies,
disaster relief equipment, safety goods, medicine, and other life-sustaining
necessities. The ability to have an accurate picture during response to a natural
disaster varies due to the availability of the existing infrastructure and access to
the data of the supply chain.
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In the cases of Harvey, Irma, and the earthquake in Mexico City, delivery of
relief was established over land whereas relief after Maria had to be brought to the
Caribbean islands via sea and air. Tracking the supply chain is a challenge that
requires descriptive, predictive, and prescriptive analytics which drive a profitcompetitive culture for some responders while at the same time provide important
decision-making information for all responders. Motivations aside, real time data
of where the perishable medicine is, or where the empty containers that need to
be replenished to get back into the supply chain are, is of real concern to all
involved in the recovery and relief effort. Shortfalls in the current supply chain
tracking method have led to slow workflow, extended wait times, and an inefficient
throughput due to sometimes foreseeable choke points in the chain.
Current technology methods use barcodes, RFID tags, mobile computers,
and scanners to track and trace the processes of getting the right goods to the
right locations at the right time. One inefficiency in this method is that it requires a
significant infrastructure.

In a typical deployment, RFID tags are affixed to

individual items and readers are installed at various checkpoints along the path to
capture tag-reading events. Passive RFID tags, which do not have their own
battery source, rely on a RF reader’s energy to generate a signal and backscatter
an electromagnetic wave to the reader relaying information about its identity and
location. Passive RFID tags typically work over a range of three to 20 feet. Active
RFID tags, which have onboard battery power, operate in the 433 MHz and 915
MHz frequencies which have a typical read range of about 100 meters. Thus,
RFID tags work well for tracking items in a fixed area such as a laydown yard, a
5

port, or a warehouse, but are severely limited outside of RF reader zones.
Increasing the capability to track RFID tagged items invariably means more RF
readers to expand coverage areas.
The infrastructure to passively or actively track the supply chain exists in
some locations but can be catastrophically damaged during a natural disaster.
When the infrastructure collapses, an inefficient manual system is used which
involves more people, more support, and more cost.

Moreover, these

infrastructures are neither mobile nor easy to establish in disaster-stricken areas.
A look at how a company like Home Depot responded to Harvey and Irma and how
the national community responded to Maria highlights the need for real time data
and reveals the vulnerabilities of infrastructure-dependent systems.
Companies like Home Depot rely on supply chain risk management
software to anticipate and forecast the strategic positioning of product in key
locations near projected impact areas.

However, it is the company’s robust

distribution system and response architecture developed over decades of natural
disaster experience that keeps them poised to respond to large storms. Since
Hurricane Andrew in August 1992, Home Depot has refined its tactics to include
the establishment of four distribution centers with hurricane-specific goods near
hurricane-prone coastal areas. Additionally, prior to a hurricane making landfall
Home Depot marshals merchandising, logistics, supply chain, and human
resources teams to distribution centers and establishes a temporary hurricane
command center. [6] For Hurricanes Harvey and Irma, Home Depot established a

6

hurricane command center in Atlanta, Georgia, which is also the location of the
company’s main headquarters.
The distribution centers in Baytown - Texas, Lakeland – Florida, and Atlanta
– Georgia along with the 21 Home Depot stores in Houston, Texas and 26 in
southern Florida facilitated the rapid movement of building materials needed during
recovery for Harvey and Irma. [6] The Home Depot strategy is grounded in an
infrastructure-dependent system which requires mobilizing a large number of
employees to track and respond to developing conditions during response. Their
response to Harvey was challenged, but not tested, because despite 50-inches of
rainfall, power and cell phone service largely remained unaffected. Typically, for
events that occur on the United States mainland, there are several options for
resourcing needs from across the country. Supplies can be trucked from nearly
anywhere in the country through a system that is predictable, efficient, and
effective. Strategically, the infrastructure that exists, and that has been developed
over the last two decades, on the eastern coast of the United States and in the
Gulf of Mexico, is in stark contrast to the crumbling infrastructure, and less agile,
supply chain system of the Caribbean.
In anticipation for what would be one of the most devastating storms to hit
the island of Puerto Rico and the U.S. Virgin Islands, Federal agencies postured
for immediate response. On September 17, 2017, search and rescue teams, U.S.
Air Force Ground Surgical Teams, field offices and crisis management teams
deployed in an effort coordinated by the FEMA to nearby, safe locations. [7] The
magnitude of the logistical complexity to bring aid to the region’s 3.5 million
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inhabitants was expected to be over extended, as much of the aid stockpiles in the
region had already been delivered to U.S. Virgin Islands in response to Hurricane
Irma which had moved through two weeks earlier.
On September 20, 2017 at 6:15 am Maria made landfall in Yabucoa harbor,
Puerto Rico as a Category 4 storm decimating the power grid, cellphone towers,
phone lines, and Internet connections across the island. By noon that day virtually
all of Puerto Rico was without power. [8] One day later, FEMA’s Puerto Rico
Distribution Center reported 274,000 meals, 25 generators, and more than 500
cots on hand. [7] An additional 1.3 million meals, 2 million liters of water, 30
generators, and 6,000 cots were on vessels awaiting the opening of sea ports.
Two days after landfall, there were an additional six commercial barges carrying
necessary containerized aid. The Department of the Defense deployed the SS
Wright, USS Kearsage, USS Oak Hill, USS Wasp, and USNS Comfort to deliver
search and rescue platforms, hospital beds, and millions of meals and liters of
water. [7] On September 23, 1,600 cell towers were down. [8] As the response
effort unfolded pressing concerns included the opening of sea and air ports of
debarkation for the distribution of aid, reestablishment of the power grid, and
ultimately establishment of the logistics chain.
To the community at large, political actions such as temporarily lifting the
ban imposed by the Jones Act and establishing sea ports and air ports helped in
getting aid to remote locations of Puerto Rico and the U.S. Virgin Islands. These
obstacles, however, were overshadowed by the collapsed infrastructure and
inability to establish the supply chain. Once truck drivers reported to work and fuel
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was on-hand the unanticipated dilemma became tracking medical supplies and
getting empty shipping containers back into the supply chain. The distribution of
healthcare products, in contrast to water, food, and fuel, has more constraints.
Whereas everyone can drink any brand of water, healthcare products come in
many varieties that are highly specific to the patient and are supplied by highly
specific manufacturers. Further, whereas water can be dispensed at will or sold in
any retail outlet, the dispensing of many kinds of healthcare supplies such as
pharmaceuticals can only occur under the supervision of doctors or licensed
pharmacists. The healthcare supply chain spans a more restricted and regulated
set of facilities, manufacturers, distributors, clinics, hospitals, and pharmacies.
Without a communications network, the ability to track location and condition of
critical supplies proved to be a challenge not easily overcome by manual methods.
Disaster response has always been a challenge with or without
infrastructure. The American Red Cross (ARC) struggled to scale up operations
after Superstorm Sandy and Hurricane Isaac in 2012. They did not seem to know
where relief was at any given time and they were even driving around empty trucks
so as to appear like they were busy helping. [9] The organization also received
heavy criticism for using emergency response vehicles as backdrops for press
conferences. A technology that allows relief organizations, like the ARC, the ability
to be transparent in terms of where aid is in real time would give donors more
confidence in donating money by knowing that their donations are not being
wasted on advertising to get more donations. Moreover, if people could go on the
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relief organization’s web app and see in real time what the ARC is doing and where
the aid is, it would be quite helpful to those that need that aid.
After Sandy, many gas stations were closed in the New York metropolitan
area. Those needing fuel for cars, trucks or generators had no easy way to find
the nearest open gas stations. A group of New Jersey high school students
created a way to crowdsource data about which stations were opened or closed.
[10] Although this enterprising effort shows the potential power of social media
and new technology to gather and publish large amounts of real-time information
at low cost, the example also highlighted two issues. The first was the naturally
different standards of information validation between the crowdsourced solution
and the more methodical government data collection, analysis, and dissemination.
The second was the potentially dangerous dynamics by which publication that a
given site was open might prompt crowding at that location. The crowdsourced
system could say if a gas station was open but not how much fuel it had to serve
a potential onslaught of new customers.
Applying this example to the situation of not knowing where, and how much,
medical supplies were during Maria, it is readily obvious that having real-time
accurate information about the location and status of these critical healthcare
products would save lives. Instead of manually updating the supply chain status,
an autonomous mechanism which starts at manufacturer and distributer locations
with continuous tracking along its path is a way to implement a controlled
crowdsourced solution. By accurately tracking containers real-time, the status of
transportation infrastructure, the status of upstream and downstream facilities,
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conveyance capacity, and flow of goods in the network would be available
information to both private and public agencies. This assumes that containers are
properly labelled with contents and priority at initial point of entry in the chain and
any barriers to information access are removed.
We highlight the difference between a robust infrastructure, in the cases of
Harvey and Irma, and a catastrophically destroyed infrastructure, as in the case of
Maria, to show vulnerabilities in both systems and how technology is currently
used.

Despite a strong infrastructure, Home Depot is vulnerable to large

fluctuations in size of workforce needed to keep the supply chain moving.
Conversely, the Caribbean suffers from lack of infrastructure and severely limited
access. Both could benefit from a tracking architecture that does not rely on an
expansive network of RF readers, cell towers, or huge labor forces.
1.2.2 Emerging Markets
In the past five years, in markets where wireless communications networks
exist, the tracking of the supply chain has received huge attention. The innovation
of this technology can be tracked by following the progress of the expanding
infrastructure.

As wireless protocols, combined with wide-area internet

connectivity, improve so does RFID tracking methods. This, however, does not
translate to improved security and tracking in less developed parts of the world.
Emerging markets hold the key to the development of the global logistics
industry over the next twenty years. [11] While developed economies struggle to
come to terms with huge levels of debt, newly industrialized markets are showing
strong growth prospects. For manufacturers, investors, and companies looking to
11

expand operations into new locations, where cheaper labor, lower transportation
costs, and access to materials exist, the existing infrastructure is the major
limitation. [11] Certainly, transport infrastructure costs such as airports, seaports,
roads, bridges, and railways are unavoidable, however, the establishment of
modern systems such as those enjoyed in the United States or Europe are not
feasible in developing countries of the world.
According to Gapminder’s fact-based framework [12], four levels of income
are useful for explaining the stepwise nature of development between rich v. poor
and developing v. developed countries. While one-billion humans are living in
extreme poverty (Level 1) and another billion are living in rich countries (Level 4)
like the U.S., Germany, Japan, etc. five-sevenths of the world’s population is in the
middle (Levels 2 and 3). If we consider the distribution of the seven-billion people
who are currently alive and consuming goods by region, it becomes clear that
approximately four-billion live in Asia, one-billion in Europe, and one-billion in North
and South America. Because the total growth in children has already flattened,
the world population will stabilize in the coming decades at about eleven billion.
Population growth will take place in the Africa and Asia regions by about two-billion
people each. As more Africans move from Level 1 to Level 2 and 3, the center of
gravity of production and consumption of goods will be thereabouts.

Labor-

intensive manufacturing always chases low-cost labor, so being able to track
manufactured goods into and out of Africa and Asia during their Level 1 to Level 2
and 3 transitions has enormous profit potential over the coming decades.
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The 10-member nations of the Association of Southeast Asian Nations
(ASEAN) remain an increasingly attractive location for emerging markets. Jordan
Schwartz, director of the World Bank Group’s Singapore hub for infrastructure and
urban development, stated, “Infrastructure continues to play a big role in assuring
basic connectivity and access to gateways for most developing countries”. [13] Dr.
Asad Ata, director of the Malaysia Institute’s graduate program, reports,
“Disparities between transport networks are also a drawback. In some countries,
such as Indonesia and Vietnam, telecoms infrastructure in rural areas is weak,
making cargo tracking difficult”. [13] “Enterprises that are unable to design, build,
and manage world-class supply chains are at a serious competitive disadvantage,”
says Dr. Albert Tan, associate professor and director of education at CEL
Consulting, an economic research firm based in Singapore. “Southeast Asian
companies must develop supply chain solutions geared to the region’s special
demands to compete effectively, and copying Western best practices is not a
viable option”. [13]
Common to all emerging markets in the world is the diversion of containers,
theft of contents, manual tracking, and a dependency on importing data from a
supplier’s or logistic provider’s systems. Latin America, Africa, South America, and
the Middle East all have rural areas that offer potential to emerging markets. The
issue is limited communication networks in these areas and companies cannot
afford to invest in the supply chain infrastructure required to access these areas.
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1.2.3 Military Logistics Tracking
The U.S. military depends on real-time information for container shipped
goods and equipment. In large scale conflicts, like Iraq and Afghanistan, the
military used contracted logistics providers to establish and extend supply chains.
Looting and off-site theft, usually in-transit between operating bases in combat
zones, occurred due to loss of visibility on contractor delivered shipments.
Containers delivered by contracted logistics providers in the theater of operations
would sometimes arrive at the point of destination with the original contents
removed and replaced with sandbags, so the container would still pass weight
inspections.
The criminals that stole from military-used containers, which were delivered
by contractors, did so by rerouting trucks to parking lots and warehouses off main
supply routes, stealing the contents, and then returning the trucks to the route.
Sloppy thieves would cut through the side of the container, steal the contents, weld
the cut portion back, and then re-paint to try to cover their tracks. They also figured
out ways to open the doors without cutting security seals so that upon arrival to its
destination the container looked untampered, yet the contents had been pilfered.
Slightly cleverer thieves lifted the entire container, cut the bottom of the container
off, stole the contents, and reattached the bottom so as to leave no obvious marks
of break-in or tampering.

The solution was armed Soldiers or Marines

accompanying all convoys, but this invariably increased casualty rates.
Considering the U.S. Military as one use case highlights challenges faced
by many customers of the shipping industry. Container management and tracking
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for the U.S. military is a complex problem because it uses a combination of
government-owned, carrier-owned, leased to U.S. government, and carrier-leased
to U.S. government shipping containers. Over an 11-year period, from 2002 to
2013, the Department of Defense (DoD) spent over $750 million in detention
charges and container buyouts. [14] Container detention is a charge for holding a
carrier-owned shipping container beyond the allowable free time specified in
contracts. This astronomically high charge is further exacerbated by the fact that
carrier-owned containers account for only 25% of all containers used in theaters
of operations, such as Iraq and Afghanistan. One of the most important reasons
attributed to this failure is loss of accountability. A shortfall in visibility causes
excessive detention charges averaging over $50 million a year for commercial
containers and over $2 billion for government-owned containers.

Container

management is still largely a manual process for the DoD riddled with inaccurate
reporting, mis-shipping, and loss of accountability. [15]
The necessary responsiveness and sheer volume of the military logistics
system is a highly complex and well-studied problem. Nonetheless, thousands of
containers go unused, are stolen, or are lost due to gaps in tracking shortfalls. The
areas service men and women deploy to are often outside of RFID infrastructure.
Moreover, even if such an infrastructure exists in the area of operations it is often
destroyed, intentionally or not, by both friendly and enemy forces. [16] Having a
robust architecture that is not dependent on localized wireless infrastructures to
track supply chains enhances flexibility and extends capabilities.
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1.2.4 Adaptable Retail Companies Survive
Since the emergence of e-commerce, retailers have either adapted or
perished. Survival in today’s marketplace, for retail giants, has brought about
acquisitions of supply chain startups who use improved data analytics. In
December 2017, Target purchased Shipt, a grocery delivery startup, for $550M to
offer same-day grocery delivery.

Walmart purchased several companies* to

improve their online grocery pickup service, food safety inspection technology for
improved supply chain operations, and to automate in-store operations. [17]
Clothing retailer, Zara, owned by Spain-based Inditex, among others, has
streamlined its supply chain and logistics operations to cater to fast-changing
consumer trends and demands. The company boasts that it can get a piece of
apparel from a design workshop in Spain to a display rack in a Manhattan store in
25 days. [17]

Andy Dunn, CEO of Bonobos, recently purchased by Walmart,

stated that the primary reason to sell to Walmart was because of their logistics
footprint and ability to get more product to the consumer more quickly. [18]
In 2017, 7,000 brick-and-mortar stores shut down in the United States. [17]
Some long-standing retailers, like Radio Shack, Gander Mountain, Toys “R” Us,
Sports Authority, Gordmans, and Aerosoles, who all filed for bankruptcy between
2015 and 2017, failed to establish an online presence quickly enough to defend
against the rise of e-commerce and lost to faster and cheaper retailers with
responsive supply chains. [17]

In the ever-increasing e-commerce world,

*

Walmart purchased Jet.com, an e-commerce business, for $3.3B in August 2016, Modcloth,
online retailer of women’s clothing, for $75M in March 2017, Bonobos, e-commerce-driven men’s
apparel company, for $310M in June 2017, and Parcel in September 2017.
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consumers are more geographically agnostic about where they buy goods which
puts the pressure on retailers to be able to deliver goods to both urban and rural
areas in an equally timely manner. The standard set by e-commerce giant Amazon
is FREE one-day shipping for qualified addresses, eligible items, and a minimum
monthly limit of purchases. [19]
Startup shipping companies offer retailers increased supply chain and
logistics visibility by using software, data, and artificial intelligence (AI) to
streamline processes. In an effort to help out smaller retailers, these startup
companies improve the delivery process, operating margins, logistics forecasting
and optimization of inventory to compete against Amazon. Access to real-time
data, especially if tied to emerging markets, is essential to the survivability of these
companies. Knowing where the product is along the supply chain and its current
status tie directly to profit margins in the modern economy.

I.3 Global Container Supply Chain
To understand how technology can incorporate into the already wellestablished system of the shipping industry here is a look at the modern global
container supply chain landscape.
The structure of the global container supply chain seems self-evident. It is
a system of vessels, port facilities, railcars, trucks, and containers that transport
goods in discrete units around the earth. [20] Research conducted by the RAND
Corporation indicates that there are actually three interdependent and interacting
networks of the global container supply chain. [20]

The physical moving of

goods/cargo along the transportation network composes the Logistics Layer.
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Then, there is a Transaction Layer which orders goods and materials from the
network of suppliers. Finally, there is an Oversight Layer which serves as the
regulatory authority specifying standards of operation. Examples of stakeholders
and oversight agencies can be found in Table 1.1.
The concerns of the relevant stakeholders in this three-layer model provides
insight into the improvement of supply-chain performance. It is clear from various
reports that efforts are being made to integrate data from different sources along
container supply chains to maximize capability of the global system, but with so
many interested parties and restriction to access, inefficiencies in managing risk
still widely exist.
1.3.1 Capabilities of the Global Container Supply Chain
According RAND Corporation research, there are five measurable
capabilities to determine the ability of the global container supply chain to deliver
goods efficiently and securely. [20]
1. Efficiency. Container shipping has evolved primarily to deliver goods more
quickly and more cheaply than other modes of transport, when volumes and
mass are taken into account.
2. Shipment reliability. Supply chains must behave as expected, retrieving
and delivering goods as directed, with a minimum amount of loss due to
theft and accident.
3. Shipment transparency. The goods that flow through the supply chain
must be legitimately represented to authorities and must be legal to
transport.
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4. Fault tolerance. The container shipping system should be able to respond
to disruptions and failures of isolated components without bringing the entire
system to a grinding halt.
5. Resilience. A supply chain is resilient insofar as it is able to return to normal
operating conditions quickly after the failure of one or more components.
Resilience is a function of both the system’s design and the responsiveness
of the oversight layer.
We note that efficiency can be improved through network and traffic
management as well as reducing the dependency on infrastructure. Getting better
in these areas would improve speed and reduce cost and still maintain a level of
reliability that is required of the system. Further, solutions should be cognizant of
the final four capabilities as they directly apply to security. The last point that
RAND points out is that the analysis of any program’s efficiency and security
implications needs to consider the system under both normal and emergency
operating conditions.
A major component of shipment transparency is visibility. Visibility is a
precondition to adequately manage events for companies, particularly those in the
Transaction Layer.

The three main obstacles identified by the European

Commission to achieve visibility are clear organizational functions, technology
interfaces for gathering information from multiple internal and external services,
and driving strategic business improvement by managing visibility information. [21]
It is nontrivial to address the responsibility for visibility since it transcends different
organizational functions and regional boundaries that all benefit from improved
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visibility. Recently, web services and transportation carrier portals have been
making interfaces more manageable. One of the difficulties in managing visibility
information is that there is no understanding of the strategic importance of
information. Companies that own the data have a dilemma in deciding whether to
share the information, and with whom to share the information, which often leads
to drawn out negotiations and labored processes.

1.4 RFID Background
Current methods, which rely on RFID, are susceptible to human error, time
lags, gaps in coverage, and large infrastructure costs. The landscape of
technology-enhanced supply chain management is expansive as depicted in the
CB Insights The Supply Chain & Logistics Tech Market Map [22]. A review of
current technology reveals significant advancements to RFID methods over the
past two decades. With the growth of the IoT technology, the “Sensors/Asset
Tagging” field shows innovative RFID enabled systems that use existing scanning
infrastructure and various wireless protocols to report status of shipped goods.
Alien Technology produces RFID Ultra High Frequency (UHF) products and
services that simplify RFID reader infrastructure, installation, operations, and
maintenance. [23]
Omni-ID offers a wide variety of passive RFID, active RFID, and visual
tagging options. [24] Their technology advancements in this field include tags that
are resilient to high temperatures, adhere to any surface, and are printed on
thermal RFID printers which allow them to be sized for individual tool or equipment
tracking.
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Scandit developed a semi-ruggedized case for smartphones that helps
companies replace bulky barcode scanners and eliminate dedicated scanners with
expensive lifetime support packages. This technology offers improved on-the-go
shopping and more efficient inventory operations. [25]
The Altierre Internet of Things (IoT) Network connects millions of displays,
sensors, meters, valves, and assets in large buildings and ship yards to track radiofrequency tags placed on products moving through supply chains. [26] The Altierre
system boasts advantages to Wi-Fi and ZigBee networks in that it does not require
channel mapping or adjustments during or after installation. Their IoT products
include LCD and E-paper tags which allow stores a way to use graphic labels to
mark, update, and advertise pricing for goods on the shelves inside the store.
Additionally, they offer temperature sensors for perishable goods and an Out of
Stock sensor that detect the presence or absence of products on the shelf.
An important distinction in RFID technology is the difference between a
basic RFID transponder and RFID sensors. Basic RFID transponders, whether
active or passive, are not sensors. [27] Their purpose is to identify an object and
determine its location. Tags are often used to count objects in known locations.
[27]

Wireless sensors, whether they communicate via mesh networks or

conventional RFID readers, are RFID sensors. On-board sensors can detect
humidity, moisture, motion, pressure, and temperature. One critical characteristic
of a sensor is that they include an ID that allows differentiation between one sensor
and another.

Distinction between sensors allows companies like Zebra

Technologies to develop their IoT Savanna Platform.
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Matt Hayes, Zebra’s acting general manager for enterprise intelligent
software, stated that the Savanna platform, announced September 2017, will allow
systems integrators to build a variety of technologies such as RFID, bar codes,
cameras, ultrasonic and other sensors-based systems into a single solution. [28]
Savanna is a data platform that collects data from different devices, then stores,
processes, and integrates the information collected to create a complete picture of
a business. For security reasons, and to preserve bandwidth, the data collection
and processing occurs before information is forwarded to an integrator software
package. Zebra calls the technology “orchestrating the next best move”. This
technology is valid as long as there is internet connectivity.
One of the most intriguing technology developments discovered by our
William & Mary Entrepreneurship Field Consultancy Team is research by a French
logistics start-up company called Traxens which shows the shipping industry is
moving toward a solution similar to ours. The Traxens-Box uses GPS and light,
accelerometer, gas, temperature, and humidity sensors to detect shock, motion,
and stops of shipping containers in the supply chain. [29] The box is attached to
the outside of the container and can interface with the controls on a refrigerated
container.

It employs a wireless mesh network, but it is not clear if it uses

embedded processors to reduce fire hosing sensor data to a central processing
center.
Our goal up to this point has been to outline the current state of affairs in
global container tracking. There are certainly many more technological solutions
out there.

However, after a thorough review of available devices, and more
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specifically, the science that has been applied to the problem, we conclude that
our approach is innovative. We transition now to briefly describing the wireless
mesh architecture, which will be described in greater detail in Chapter 2, for our
application and outlining the specific applied science methods we propose in our
unique approach.

1.5 GRIDSAT Tag Architecture
The GRID Tag Project [30] is a global asset tracking technology developed
in a collaborative effort between URS Corporation, Midstream Technology, Evigia
Systems, and the Nondestructive Evaluation (NDE) Laboratory at William & Mary
(W&M). It was designed, developed, and demonstrated in 2015 with funding from
the Bureau of Safety and Environmental Enforcement (BSEE). The objective of
the GRID Tag project was to tag and track assets anywhere in the world and in
any environmental condition to increase the user’s situational awareness of
equipment, assets, and resources before, during, and after emergency responses.
This autonomous and long-term global tracking project has led to the creation of a
family of devices and applications to include Wave Characterization Modules
(WCMs) [30], which outfit GRID Tags (end devices) with accelerometers to
measure ocean waves.
The GRIDSAT Tag architecture is an application that can provide the
shipping industry benefits from business risk mitigation to cost-efficient solutions
(Figure 1.1). For example, it can be employed to reduce loss and provide early
detection of damaged cargo. Additionally, this technology can mitigate business
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risk by reducing the need for manually performed equipment inspections along the
route of travel.
The active GRID Tags use GPS and radio frequency (RF) modules as well
as on-board sensors to collect and send information. They can communicate with
other active GRID Tags within a one-mile radius. The GRIDSAT Tag includes
software to function as the gateway in the field which auto-activates after field
deployment and mesh network formation. It employs a RF module, GPS module,
and Iridium satellite modem to receive incoming GRID Tag information, prepare a
message, acquire GPS and Iridium signals, and transmit a message.

The

message is received by the stakeholder via satellite to internet to data server
connectivity. The Iridium satellite system ensures full global coverage and has
been demonstrated in the arctic at Ice Exercise (ICEX) 2016 with the U.S. Navy.
[31] We make use of this architecture for the tracking of containers.

1.6 Our Proposed Solution
Our project builds on decades of work which involves exploiting Long Wave
Infrared (LWIR) imagery and ultrasonic guided waves for improved manufacturing
process control, structural flaw detection, and mobile robot navigation. [32][33]
The recent focus of this work has been bringing to bear advanced artificial
intelligence approaches to exploit the capabilities of ubiquitous computing devices
coupled to cheap, but very capable imaging systems. In close collaboration with
Midstream Technology, a Williamsburg, VA startup company, the W&M NDE
Laboratory has leveraged several millions of dollars’ worth of funding from BSEE
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since 2014. Midstream Technology † and their commercialization partners provide
deep expertise in RFID solutions for military logistics. Projects underway involve
W&M faculty and students, as well as both large and small companies.
Our goal in this research is to develop a real-time tracking device for
containerized goods. The system incorporates the existing GRIDSAT Tag network
to provide location and status of goods as they are transported around the globe.
Our device uses a physics-based machine learning model that employs a multisensor modality to detect and report intrusions or changes in condition on the
inside of a shipping container.
First, we use machine learning techniques to maximize status awareness
and

minimize

data

transmission

with

data

collected

by

various

microelectromechanical sensors (MEMS). Low power sensor hubs [34], such as
those found on wearables and smartphones, fuse the inputs of several different
types of MEMS such as accelerometers, thermometers, and infrared (IR) cameras.
Development of this Internet of Things (IoT) technology allows the capture of
conditions on the inside of the container and the local processing of streaming data
to make decisions.
Second, we transmit information through container walls without drilling
holes and feeding wires utilizing ultrasonic guided waves via an appropriate
combination of frequency and amplitude modulation. This allows the device to be

†

Sam McClintock, founder and CEO of Midstream Technology, was with Northrop Grumman for 15 years,
managing up to 200 people, budgets up to $100M, and has captured over $500M in sales. His NG center of
excellence designed, manufactured, stored and shipped electronic solutions for government and commercial
customers to over 500 locations worldwide. Prior to NG, he was an environmental scientist and consultant
to Fortune 500 companies. He served with the 2nd Ranger Battalion and Defense Intelligence Agency (DIA).
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attached to the inside of a container and registered to a device on the outside of
the container, which is connected to a GRIDSAT Tag architecture, for worldwide
tracking. Freedom to place devices on any container allows any type of container
to be used and the stakeholder unrestricted access to the data collected on the
tracking of their material. A reliance on the tracking systems used by shipping
industries is no longer a concern which is extremely valuable in austere
environments where RFID infrastructure does not exist.
1.6.1 Long-Wave Infrared (LWIR)
Low power sensor hubs fuse the inputs of several different types of MEMS
sensors such as accelerometers, magnetometers, and gyroscopes without
engaging the main processor, thereby reducing power consumption by up to 95%.
A device that incorporates these low power sensor hubs can be attached to the
inside of a container to detect intrusion or changes in conditions to monitor the
status of goods inside. Our challenge is to evaluate various sensors that enable
decision making. A major component is the machine learning aspect of classifying
objects by distinguishing between heat and non-heat generating objects in the
changing thermal environment.
Passive IR thermography applications used in FLIR ONE Thermal Imaging
Camera [35] can produce images such as Figure 1.2, taken with an iPhone
attachment. The complexity of distinguishing objects increases given the thermal
properties of the container in diverse ambient conditions. In addition to radiating
heat, some containers with unpainted aluminum or highly reflective surfaces, such
as a refrigerated van (reefer), will give a hall of mirrors effect. The device must
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develop an interpretation by detecting, segmenting, and classifying objects and
physical processes within its internal presentation. [33]

Based on this

interpretation, the device decides how to respond to situations and transmits a
message that informs actions necessary to a detected alarm.
The FLIR ONE infrared attachment for iPhone 5 and subsequent versions
for iOS and Android provide a compact thermal imaging system. They use a
LEPTON camera with a focal plane array of 80 x 60 active pixels. LEPTON easily
integrates into native mobile-devices and other electronics as an IR sensor or
thermal imager. The spectral range is consistent with our needs in the longwave
infrared, 8 mm to 14 mm. It uses an uncooled VOx microbolometer that operates
in the 0-120 °C range. This imager has a 51° horizontal FOV and a 63.5° diagonal
FOV. It is the device we have used for initial data collection, however, the iPhone
5 version incorporates the camera into the case making it inconvenient to test for
our application.
Newer compact LWIR imaging systems provide useful features for our
application. The Seek Thermal Compact offers improved resolution over the FLIR
ONE, a 36° FOV, wider range of temperature detection, and is smaller. The
newest FLIR ONE offers a wider, 60°, FOV, an on-board battery that does not use
the phone’s battery, and improved images as it employs its own optical imager for
a higher resolution blended image. See Table 1.2 for comparison.
The Seek Thermal Compact offers higher thermal resolution in a smaller
device. We consider these features desirable in our application because higher
thermal resolution will improve our capability to resolve features in images and its
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slightly smaller size will reduce the chances of it being destroyed during loading
and unloading of the container.
1.6.2 Lamb Waves
Because of the labor expense and difficulty in maintaining a weather-tight
seal, it is not acceptable to drill a hole through the container to connect our device
to the exterior GRIDSAT Tag architecture. Instead, ultrasonic waves can be used
to traverse from the interior to the exterior of the container. This method has been
used to determine structural health of solid materials by nondestructive testing.
[36] Using piezoelectric transducers (PZT) on both sides of the container in a pitchcatch setup ultrasonic waves can be used to transmit information from the inside
surface of the container to the outside surface of the container without a hole or
other modification to the wall or roof of the container (Figure 1.3). [37] However,
for this setup to work well the transmitting transducer and the receiving transducer
would need to be well aligned and doing this carefully would increase significantly
the labor costs and/or fixturing complexity.
Ultrasonic guided waves propagate differently than the through-thickness
bulk ultrasonic waves described above. Instead, these guided waves propagate
laterally in thin plate-like, pipe-like and shell-like structures. [36] They can be
transmitted and received by the same sorts of piezoelectric transducers used for
traditional ultrasonic nondestructive testing, with appropriate delay lines
sometimes used to optimize mode selection and adjust directionality. Lamb waves
have the particular advantage that they can be sensed and received from either
the same side or opposing sides of a thin structure and can propagate large
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distances so that the sending and receiving transducers can be widely separated
(Figure 1.4).
Lamb waves come in an infinite number of modes, grouped into two
families, each of which have different velocity-dispersion characteristics and
through-thickness displacement profiles. [36] The product of excitation frequency
and wall thickness can be adjusted to tune the most desirable Lamb wave mode
for a given application. [36]

Importantly, Lamb wave modes will follow the

curvature of the plate, pipe or shell because the vibration energy is contained
within the plate, pipe or shell wall itself. For the application contemplated here, the
Lamb wave modes can be generated via a transducer attached to the inner surface
of the container and the waves can be directed along or across the corrugation, as
appropriate, so that the vibrations are recorded on the opposing surface by a
transducer attached to the outside. Again, because the Lamb wave modes spread
out through the plate, there is no need to co-register the receiver with the
transmitter; they only need to be in the same general area. Moreover, the Lamb
wave transmission can be encoded with information via an appropriate
combination of frequency and amplitude modulation, and with an operational
frequency in the range of approximately 100kHz to 1MHz, the key frequencythickness product which determines the allowable Lamb wave modes and their
behavior is in the appropriate range for steel containers with wall/roof thicknesses
of a few mm.
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1.7 Conclusion
In order to better track shipping containers an architecture that is able to
send messages outside of locally established wireless networks must be
established. The GRIDSAT Tag architecture, which employs a self-healing, GPSenabled mesh network, capitalizes on the state-of-the-art methods to accomplish
this (Chapter 2 – Wireless Mesh & Data Collection Apparatus). Data collection of
environmental conditions on the inside of a shipping container by a low power
sensor hub coupled with a semi-disposable IR imaging device (Chapter 3 – IR
Thermal Imaging and Chapter 4 – Catadioptric Imaging) can be used to interpret
real-time conditions and send alerts (Chapter 6 – Guided Wave Communication)
to stakeholders. Finally, efficient machine learning, image processing, and digital
signal processing methods at the extreme edge applied to streaming data (Chapter
5 – Embedded Machine Learning) help alleviate the issues of low bandwidth and
battery power.

The machine learning methods used are informed by our

understanding of the physics as they apply to known events thus employ
supervised methods and unknown events which employ unsupervised methods to
detect anomalies not known to the model.
This approach to a solution for tracking shipping containers and
continuously monitoring goods leads to the technical challenges of developing a
data collection plan with a multi-sensor device (Chapter 2 – Wireless Mesh & Data
Collection Apparatus), designing and testing an infrared imaging system (Chapter
4 – Catadioptric Imaging), developing methods to locally process streaming data
(Chapter 5 – Embedded Machine Learning), and developing methods to transmit
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compact messages through metal walls via low bandwidth Lamb waves (Chapter
6 – Guided Wave Communication).
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Table 1.1: Global Supply Chain Organizational Interests. The three
layers may be specified by the organization that comprise each layer.
Note that oversight agencies have a limited range of influence over
organizations in either then transaction or logistics layer.
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Figure 1.1: GRIDSAT Tag Architecture utilizes interconnected GRID
tags configured in a self-healing mesh network which communicate with a
GRIDSAT tag. Messages are compiled and transmitted via satellite
communications to stakeholders through a GIS Software Application
Package.
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Figure 1.2: FLIR ONE IR image. This image of a person
standing inside a shipping container highlights thermal
conductivity of the walls as the midday sun warms it and
the challenge of distinguishing a person from its
surroundings.
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Table 1.2: Seek Thermal Compact v. FLIR ONE. The (a) Seek
Thermal Compact and (b) FLIR ONE both offer compact thermal
imaging attachments to iOS and Android devices. Their capabilities
and differences can be seen in this table.
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Figure 1.3: Through Thickness Bulk Waves. A pair of PZTs
coaxially coupled directly to opposite sides of a metal wall form
an acoustic-electric channel to transmit power and/or data.
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Figure 1.4: Lamb wave transmission. Lamb waves can be
transmitted in a pitch-catch setup from a piezoelectric transducer on
the inside surface of a container to a transducer on the outside
surface of the container. The waves can be encoded with information
via an appropriate combination of frequency and amplitude
modulation. The monitoring device is depicted here equipped with a
fisheye lens.
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Chapter 2: Wireless Mesh & Data Collection Apparatus
The internet of things (IoT) is a system of interconnected physical devices
that deliver data via the internet. The IoT allows objects or environments to be
sensed and controlled remotely across existing network infrastructure, creating
opportunities for more direct integration of the physical world into computer-based
systems, resulting in improved efficiency, accuracy, and economic benefit in
addition to reduced human intervention. Things in the IoT are usually described
as an inextricable mixture of hardware, software, data, and service. [1]
In this chapter, we describe from big picture to inside the shipping container
how wireless communications, hardware, and software integrate into a solution to
monitor containers globally. Section 2.1 highlights the important characteristics of
the aforementioned GRID Tag Architecture. This leads to a discussion on Fog,
Edge, and Mist Computing which describes advantages and challenges as they
apply to our application in Section 2.2. We do not attempt to solve the challenges
but instead acknowledge them to minimize impact to real world deployment of our
solution. In Section 2.3, we glean important implementation information from
similar projects. Then, separating momentarily from the enormous challenge of
tying into an existing infrastructure we discuss the sensors we use in this research.
Finally, we discuss a hardware and wireless communication proof-of-concept that
summarizes the discussion in this chapter combining our understanding of current
technological capabilities and opportunities to extend the boundaries of IoT
implementation for tracking shipping containers.
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2.1 Wireless Mesh Network
Today’s technology offers a unique opportunity to implement IoT in a
radically new way distributing the computation and bringing intelligence to the very
edge of the network, enabling the devices to operate autonomously, providing
persistent services needed for IoT applications.

Realizing these real-time

applications begins with a wireless architecture capable of meeting the challenges
of limited wireless network areas, limited bandwidth, and minimal cloud computing.
While various networking topologies may be used in configuring systems of
wireless sensors, a wireless mesh network (WMN) architecture conveys certain
key advantages for our particular application: battery-powered wireless sensor
systems installed inside shipping containers.
In a WMN, each individual node, one per cargo container, does not have to
be in direct contact with the satellite network, it only needs to communicate with its
neighbors. This reduces fire hosing data to the satellite or local communications
network and moderates power consumption for all nodes. Moreover, containers
stacked 10-high, either on cargo ships or in storage yards, would often have a
difficult time establishing wireless contact from within or at the bottom of the stack
if not connected by a mesh network. Thus, having enough mesh-networked
wireless sensor nodes in contact with each other guarantees overall network
stability and data transmission. The concept of forwarding packets on behalf of
other nodes, which are not within direct wireless transmission range of their
destinations, brings many advantages to WMNs such as low up-front cost, easier
network maintenance, robustness, and reliable service coverage. [2]
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In early wireless sensor networks (WSN), the collected data was transferred
to, and processed at, a central server, regardless of its usefulness. This can be a
powerful method, as global knowledge from all relevant sources is available for
evaluation, but it results in inefficiencies due to high bandwidth consumption and
long delays. Furthermore, such systems lack flexibility and scalability because
they take samples in a fixed manner and they transmit large amounts of raw data.
Current systems provide control on the sensor’s behavior and offer various
optimization opportunities.
A WSN can be thought of as a database that includes two sets of data:
sensor meta data and sensor sensing data.

Sensor meta data refer to the

information about the sensors which includes the sensors’ IDs, locations, and other
physical characteristics. Sensor sensing data are measurements collected from
the sensors over time. There are many techniques to analyze the sensing data,
and this is our focus in Chapter 5, but in order to effectively and efficiently use data
analytics on huge volumes of sensor data we need to first explain the GeoReferencing Identification (GRID) Tag Architecture [3], which is the framework for
data management, network communications, and is ultimately how the end user
receives information in our proposed solution.
The GRID Tag Project is a global asset tracking technology developed in a
collaborative effort between URS Corporation, Midstream Technology, Evigia
Systems, and the Nondestructive Evaluation Laboratory at William & Mary. It was
designed, developed, and demonstrated in 2015 and funded by the Bureau of
Safety and Environmental Enforcement (BSEE). The GRID Tag project objective
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is to tag and track assets anywhere in the world and in any environmental condition
to increase a user’s situational awareness of equipment, assets, and resources
before, during, and after emergency responses.
This autonomous and long-term global tracking project has led to the
creation of a family of devices and applications to include Wave Characterization
Modules (WCMs) [3], which outfit GRID Tags (end devices) with accelerometers
to measure ocean waves. We briefly discussed the GRID Tag Architecture in the
Introduction (Figure 2.1). Here, we discuss the system in more detail as it applies
to the tracking of shipping containers equipped with various sensors.
2.1.1 Geo-Referencing Identification (GRID) Tag Architecture
There are three primary subsystems of the GRID Tag Architecture (Figure
2.2): the GRID tags, GRIDSAT (satellite) tags, and the Cloud Infrastructure. GRID
tags and GRIDSAT tags, which serve as end devices, are attached to the
equipment we aim to track.

GRID tags communicate to each other and to

GRIDSAT tags through a Radio Frequency (RF) module operating at 2.4 gigahertz
and implementing 802.15.4, 6LoWPAN, with enhanced functionality.
We call the packets of data transmitted between GRID tags, and those to
the GRIDSAT tags from the GRID tags, TAG Beacon Messages (TBMs). TBMs
are a maximum of 127 bytes with a 25-byte frame overhead, an IP header of 12
bytes, a link layer security of 21 bytes, leaving a payload of 69 bytes (these are
estimated values if we want IP-level connectivity to the very edge of the network).
GRIDSAT tags, which have the full capability of GRID tags plus Iridium
satellite connectivity and a global positioning system (GPS), are conservatively
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dispersed throughout the network to act as gateways between external
communications and the mesh network GRID tags. The data packets transmitted
from the GRIDSAT tags to the satellite are called TAG Domain Reports (TDRs).
TDRs are limited to 340 bytes, with the same headers and security layers as TBMs,
and have payloads of 282 bytes per packet. The message payloads are important
for determining the amount of possible data aggregation at the various levels in
the network.
The Cloud Infrastructure provides the backend data acceptance from the
satellite gateway, processing and interpreting key tag information such as location
to a web-accessible map displayed for the end user.

Understanding each

subsystem in further detail guides our approach and helps to avoid issues which
arise during data collection and processing.
2.1.1.1 GRID Tags
The GRID tag design (Figure 2.3) includes a Micro Control Unit (MCU) and
a RF module. It uses network discovery to identify the strongest router signal and
the closest GRIDSAT tag to decide which network to join. The network is selfhealing, meaning when a GRID tag loses contact between its router to the
GRIDSAT tag, it returns to discovery to find a new route or new network to join. It
is equipped with its own accelerometer which operates in a low-power motion
detection mode to interrupt and wake the RF module to switch between low-power
storage and active modes. When deployed in an active state its functions are to
periodically send TBMs, read battery voltage, get and set messages from
maintenance network, and switch to a storage state after a pre-determined amount
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of time of no detected motion.

While in a storage state, the GRID tag will

periodically send TBMs and use time motion-detected signals to determine when
to switch to an active state.
The firmware enables mesh networking and advanced battery power
management. The 802.15.4 Media Access Control (MAC) layer employs User
Datagram Protocol (UDP), Internet Protocol (IP) and Internet Control Message
Protocol (ICMP) for network joining and point-to-point communications.

The

6LoWPAN layer is configured as a router and functions to maintain routing tables
and neighbor lists, route unicast messages through network, and rebroadcast
broadcast and multicast messages.

Of note, the UDP packets, which are

commonly used for time-sensitive applications, carry the risk of no guarantee
delivery, ordering, or duplicate protection.
2.1.1.2 GRIDSAT Tags
GRIDSAT tags (Figure 2.4) include the same hardware as the GRID tag
with the addition of an Iridium satellite modem, GPS modem, and accompanying
antennae. The MCU acts as a border router host to provide the gateway between
external communications and the mesh network GRID tags. It sleeps most of the
time but wakes to process messages from the RF module and for periodic server
update cycles. The server update cycle is activated when the MCU gathers the
information needed to create the GRIDSAT TDR, including checking system status
and waiting for a GPS fix. Some latency is built into the server update cycle for
battery conservation purposes.
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The operations performed each time a TDR is ready for transmission
include power on GPS, wait for a stable fix, power off the GPS, power on Iridium
detection, connect to satellite, open communications channel, send TDR using
Short Burst Data (SBD) protocol, wait for packet acknowledgement, power down
Iridium modem, go to sleep. The payload of Iridium’s SBD message protocol is
limited to 340-bytes per transmission, with 3-bytes used as a header. If a message
is larger than 340-bytes multiple packets must be transmitted.
The RF module runs a firmware package that functions as the border router
node (coordinator) to maintain lists of joined tags and send network beacons to
synchronize mesh communications. It maintains the same two layers as the GRID
tag RF module; 802.15.4 MAC layer and 6LoWPAN layer configured as a border
router. Time synchronization is accomplished by setting and maintaining the
GRIDSAT tag’s real-time clock (RTC) according to the GPS Coordinated Universal
Time (UTC) which corrects for leap seconds. Each TBM received is time-stamped.
Moreover, the current UTC is broadcasted through a sync beacon to allow GRID
tags to maintain their RTC. Therefore, network-wide RTCs are accurate to about
a second.
2.1.1.3 Cloud Infrastructure
The Cloud Infrastructure (Figure 2.5) provides the backend data
acceptance from the satellite gateway to the web application used by the end user.
The flow of a TDR as it enters the satellite gateway can be described by the
software components used at each stage. A NginX reverse proxy, in tandem with
the firewall, is used to facilitate ports and what systems can communicate through
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those ports for incoming requests from the gateway. A node gateway receiver
listens for packages sent by the satellite, and once received, starts the processing
engine.

The node gateway receiver server uses a JSON Entity Mapper

configuration file to translate messages into entities the database can use. If the
gateway changes protocols, or the gateway provider changes, the JSON Entity
Mapper will be updated and the rest of the subsystem should be unaffected. A
node processing engine receives incoming messages and translates them into
MongoDB database entities deployed on the Amazon Web Services server. The
MongoDB database structure defines what the entities are and the formats of each
of their attributes. The indexing engine Solr provides fast search capabilities for
entities in the database. The data translation engine Koop is used to format the
database entities into a consumable format for the Web and Application
Programming Interface (API) server for the mapping application. Turf.js, a spatial
data manipulation engine, is used to conduct spatial queries and format MongoDB
data into GeoJSON. Finally, the user interface, Web Mapping Application, displays
interactive features that represent the tags in the field and the messages and
status that they emit over time.

2.2 Fog, Edge, and Mist Computing
With a successfully field tested WMN in place we next consider a concept
for the tracking of shipping containers using fog, edge, and mist computing. Our
approach to a solution will follow and build-on asset tracking as described above,
however, we first use a map developed by Kiln, based on data from the UCL
Energy Institute, to motivate two key points (Figure 2.6). The interactive Kiln map,
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created to highlight CO2 emissions by large ships, shows the movements of the
global merchant fleet over the course of 2012 animated onto a bathymetric map.
[4] At any given moment, tens of thousands of ships are shown carrying more than
14.5 million containers across the world’s oceans and waterways. A snapshot
taken on June 27, 2012 at 1300 hours, of only the container carrying vessels (not
the dry bulk, tanker, gas bulk, vehicle carrying, or other vessels), partially illustrates
the scale of the global container shipping industry. Not depicted on the map are
the containers on roads and railways carried from ports to warehouses, storage
facilities, and distribution centers. Thus, we are seeing less than half of the
estimated 32.9 million in-service containers in 2012. [5]
Certainly, this helps visualize the scale of the industry, but there are two
finer details that can be observed. First, there are containers in-use throughout
the world that are not tracked. We make this claim on the basis that it is infeasible
to outfit every container or its primary mover with a satellite modem and there are
some trade and shipping routes outside of wireless connectivity. Second, and
most importantly, no single entity holds all the information about the shipping
container industry. This is a bold claim that can only be true because monopolies
exist. The monopolies on information, shipping routes, and access leads to a
frustrated industry. Therefore, we look at how better tracking through a robust
wireless architecture, instead of building new infrastructure, can aid the industry
by addressing a simple need, which is to know where the goods are and their
current status. This information is useful to all interested parties for obvious
reasons and opens the possibility of access to better information.
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2.2.1 Fog and Edge Computing
Fog, sometimes called edge, computing facilitates the operation of
compute, storage, and networking services between end devices and cloud
computing data centers. While edge computing is typically referred to the location
where services are instantiated, fog computing implies distribution of the
communication, computation, and storage resources on or close to devices and
systems in the control of end-users. [6] Fundamental decisions range from where
to compute and where to store data along the cloud-to-things continuum to how to
map computation tasks into a substrate of heterogeneously capable and variably
available nodes. Fog provides a direction for us to explore such an architecture.
Fog and cloud complement each other to form a service continuum between
the cloud and the endpoints by providing mutually beneficial and interdependent
services to make computing, storage, and communication possible anywhere
along the continuum. [6]

For example, to the sensors inside the shipping

containers, the GRID tags and GRIDSAT tags may become the fog to provide local
control and analytics applications. Port, rail head, and cargo ship traffic control
equipment can in turn serve as the fog for the GRID tags and GRIDSAT tags to
provide threat information to the container.
Cloud services may be used to manage the fog. Fog can act as the proxy
of the cloud to deliver cloud services to endpoints, and act as the proxy of the
endpoints to interact with the cloud.

Some functions are naturally more

advantageous to be carried out in the fog while others in the cloud. Determining
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which functions should be carried out in the fog and how the fog should interact
with the cloud are key aspects for full implementation of container tracking.
Fundamental challenges for IoT applications include latency, network
bandwidth constraints, resource-constrained devices, security, and providing
uninterrupted services with intermittent connectivity to the cloud. An architecture
that uses fog, edge, and mist computing offers a solution to these challenges. It
is outside the scope of this research to develop and test the architecture, however,
we discuss the key issues and how we integrate analytics of sensor data at the
extreme edge as part of the solution, since architecture is a functionality allocation
problem. Considering the path data travels from sensor to end user facilitates the
discovery of where efficiencies lie and where computations are best performed.
Our focus is on reducing the bottleneck of sensor data at its initial point, namely
turning raw data into information at the sensor layer.
Executing computations at the sensor layer serves two important purposes.
First, computations use up to five times less battery power than communication on
microcontroller units used in sensors. [7] Thus, by doing data aggregation, data
fusion at the edge we reduce the amount of data sent to the gateway and/or the
server thereby conserving both battery power and bandwidth.

Second,

communication between nodes, and to the gateway, or border router in 6LoWPAN
parlance, is limited by a fixed packet size. Therefore, transmitting information, not
raw data, decreases both bit rate error and the chances for lost data packets
improving the probability that actionable information will be relayed to the end user.
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2.2.2 Latency requirements
Mainstream cloud services require a full-time connection and efficient
wireless protocols to achieve near real-time latencies.

We do not demand

millisecond latency in our application, however, in the scenario of tracking highvalue items, when a break-in is detected, an alert within a minute or two is sufficient
for a security force to respond. Such an alert can be sent directly from the fog to
trigger a fast response and be simultaneously sent to the cloud for aggregate
processing. In another scenario, suppose a convoy of containers on a remote road
makes a temporary halt, and it is covertly broken into, then the convoy can be
alerted from the fog in a message transmitted from the GRID tag to a tablet,
displaying a local application dashboard, held by an individual within the convoy.
Again, the alert is forwarded to the cloud for aggregate processing, but immediate
response can be taken by the convoy (see A Concept of Operations – Figure 2.7
for a visualization of this concept).
We do not see latency issues as significant at this time because we have
demonstrated and tested a native iOS application designed to run on an iPad to
ingest the reports sent by GRID tags and GRIDSAT tags for a local user interface.
The application dashboard can display which devices are connected, the type of
device by ID, and status. The iPad can be used by shippers or haulers (considered
second party – 2PL), 3rd party logistics (3PL) providers, or security elements close
to the shipment to maintain real-time awareness throughout the movement.
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2.2.3 Network bandwidth constraints
We estimate using a TI SensorTag* and a Seek Thermal infrared imaging
device† that it is possible to collect 76.6 GB of data per container per day.

‡

This

amounts to nearly continuous observation which is not necessarily required.
Nonetheless, it would only take 20,000 containers to generate 1.532 petabytes of
data per day or 560 petabytes of data per year. By comparison, the U.S. Library
of Congress generated about 2.4 petabytes of data a month, Google trafficked
about one petabyte a month, and AT&T’s network consumed 200 petabytes a year
in 2010. [8] Tracking the Department of Defense’s 288,086 ISO containers [9]
alone would generate 8054.6 petabytes per year of raw data which further makes
the case for implementing an architecture to support analysis of such volumes of
data at the edge. Sending all the data to the cloud would require prohibitively high
network bandwidth which is sometimes verboten due to regulations and data
privacy concerns. This paradigm has led to the development of a lightweight and
rudimentary form of computing power that resides within the network fabric at the
extreme edge using microcomputers and microcontrollers called mist computing.

*

The SensorTag collects move data from an accelerometer (x, y, z), a gyroscope (x, y, z), and a

magnetometer (x, y, z). It also collects weather data to include object temp, ambient temp,
humidity, barometric pressure, and light.
†

The Seek Thermal captures audio and images or video.

‡

This estimate includes 1 Hz sampling rate per move and weather sensor, 88 KHz sampling rate

for audio, and one 20 KB photo per minute.
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2.2.4 Resource constrained devices
A major unresolved challenge is the use of severely resource limited
devices in IoT applications. The proliferation of sensors equipped with improved
computational and battery power is still handcuffed by the need to conduct
functions such as firmware updates, cryptographic operations, and machine
learning. In the case of machine learning it is sometimes possible to train a model
in the conventional way, on a central data processing station, and then load the
model to the MCU to perform lightweight pattern recognition or anomaly detection
tasks. However, a competition of resources during field deployment invariably
becomes a decision between operational tasks and how much data processing
can be done. Moreover, during periods when communication is intermittent these
resource constrained devices must continue to perform autonomously and wait to
send the information when connectivity is available. Arguably the most important
task is security which consumes large quantities of bandwidth and computational
power, not to mention battery.
2.2.5 Security challenges
The sheer number of sensors for this application is enough to make security
the most important challenge. Again, our task is to develop the analytics that will
reside on devices to decipher large volumes of raw data and transmit important
information. From this perspective, we care about privacy issues such as sniffing
and snooping by criminals, but more at the sensor level we are interested in
preserving the integrity of the collected data, in what Scott Nelson from Logic PD
calls assurance security. [10] Assurance is about protecting the process and
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trusting that the sensors are providing good data. It also relates to the tampering
of the sensing device which is highly probable for our application.

This is

addressed by both physical measures and tampering detection which we will revisit
during field deployment tests.
The bigger system level challenges include keeping security credentials
and software up to date, protecting the resource-constrained devices, assessing
the security status of a large distributed system in a trustworthy manner, and
responding to security compromises without causing intolerable disruptions. [6]
Again, working with collaborative partners we will revisit these important security
issues during follow-on field deployment tests.
2.2.6 Uninterrupted services with intermittent connectivity
Cloud services have difficulty providing uninterrupted services to devices
and systems that have intermittent network connectivity to the cloud. A shipping
container in a remote area of the world may have only satellite communication
channels to connect to the cloud. These satellite channels can suffer from widely
fluctuating quality and intermittent availability. Nonetheless, data collection and
data analytics have to be available even when the container does not have network
connectivity with the cloud. Again, we see this as possible with a fog, edge, and
mist architecture.
2.2.7 Mist computing
Mist computing is a new paradigm with the proliferation of computation
capable integrated circuits.

It decreases latency and increases subsystem’s

autonomy. The challenge with implementing mist computing lies in the complexity
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and interactions of the resulting network, which must be managed by the devices
themselves as central management of such systems is not feasible. [11] This layer
facilitates time-critical data processing and resides directly within the network
fabric which operates on the extreme edge.
Besides real-time data about security breaches, there may be container
health, route analytics, or environmental big data which demand separate handling
due to their requirement of advanced data analytics. It should be considered in
the framework how this data is transmitted to a specific overlaying layer (either
mist or fog or cloud) based on the data type and their processing requirements.
[12] These decisions, and others, highlight the complexity of data management
which we hope to alleviate by doing as much of the data processing at the edge
as possible. This can be as simple as reducing waveforms collected by sensors
to coefficient or wavelet form before transmission.
The idea of mist computing extends to research areas such as selfawareness computing. Self-awareness monitors overall system performance in a
dynamically changing environment (Figure 2.8). A system must understand its
inner state and what its environment looks like to make a proper assessment of its
own state and performance; a system is self-aware if it understands its context.
[11] By deploying sensors into shipping containers, it may be possible in the future
to incorporate the ideas conveyed in self-awareness computing.
In the book Artificial Intelligence: A Modern Approach, Russell and Norvig
[13] describe the fundamental concept of artificial intelligence as designing and
building rational agents. This notion is further explored by Woolridge and Jennings
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[14] as they describe systems that take on characteristics such as autonomy,
social ability, reactivity, and proactiveness. In these behaviors, agents operate
without the direct intervention of humans, interact with other agents, perceive their
environment, and simply act in response to their environment.
Since the vision of Weiser [15] was published nearly 30 years ago,
pervasive systems have almost become reality.

Computers have become

ubiquitous and are available in areas nobody would have expected them 25 years
ago such as cars, home thermostats, street corners, and especially our pockets.
Nevertheless, these computers are often far from being self-aware. In many
cases, they are simple sensors merely storing the sensed environment on a local
memory or transmit it to a central server.

This landscape is changing with

improved hardware and new perspectives on learning systems.

2.3 Related Projects
A sample of related applications include general-purpose synthetic sensors
[16], smart city grids [17], bee colony optimization in wireless sensor networks [18],
mobile phone sensing [19], human detection for temperature control [20], smart
surveillance systems [21], and activity recognition [22][23][24][25]. To summarize,
these related projects employ a communications architecture that captures
ubiquitous sensor data to make decisions about an environment, an end user, or
some type of activity by measuring and analyzing movement, atmospheric
conditions, or both. The synthetic sensor project by a team from Carnegie Mellon
closely resembles our approach by using a sensor hub to conduct general purpose
sensing. We discuss this research here as it applies to our data collection method
60

and leave the discussion of related projects to using an infrared imaging sensor
for human detection and projects related to the implementation of integrated
circuits for edge computing for Chapter 5.
General purpose sensing uses a single, highly capable sensor to indirectly
monitor a complex environment. [16] It is slightly misleading to think of a single
sensor doing the general sensing, but instead general sensing of a smart
environment is done by a fusion of sensors. This approach is different than a
distributed sensing system. A canonical example of a heterogeneous distributed
system is a home security system where door sensors, window sensors, noise
sensors, occupancy sensors, and even cameras work together for a singular
classification. [16] Laput et al. developed a method to use a sensor hub for
general-purpose sensing. Their device uses cloud-based computing to detect
events in the home or office environment (Figure 2.9). [16] They detect when the
microwave is turned on, the refrigerator door is opened, or the blender is used by
sampling atmospheric data. Due to privacy considerations they do not use a
camera. They use machine learning, but, in the home limited power consumption
and edge computing are not restrictions.
The above discussion on the use of a wireless sensor network to relay
information for sensors laid out the framework for the outside tracking and tracing
of shipping containers. The remainder of this research focuses on the inside of
the container.

This begins with a more directed discussion about the data

collection hardware and how we propose to use it to sense the container
environment. Moreover, we discuss the wireless communications protocols inside
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the container and leave the discussion of acoustic transmission from the inside of
the container to the outside for Chapter 6.

2.4 Hardware
Here, we describe the hardware, software, and wireless communication of
our data collection apparatus for the acquisition of environmental conditions inside
of a shipping container. We do not conduct a thorough evaluation of the hardware,
however, in describing current MEMS, processors, compact infrared imaging
devices, and memory we operate within the realms of possibility and keep an eye
on opportunities to improve precision of measurements if cost effective. Our smart
container application ultimately evokes a connection to the internet and satellite
networks for global tracking via the GRIDSAT Tag Architecture, as previously
discussed. Thus, our concern here is the communication infrastructure on the
inside of the shipping container.
Low power sensor hubs fuse the inputs of several different types of
microelectromechanical system (MEMS) sensors such as accelerometers,
magnetometers, and gyroscopes without engaging the main processor, thereby
reducing power consumption by up to 95%. A device that incorporates these low
power sensor hubs can be attached to the inside of a container to detect intrusion
or changes in conditions to monitor the status of goods inside.
Classifying objects by distinguishing between heat and non-heat generating
objects in the changing thermal environment can be done with passive infrared
(IR) thermography. The complexity of distinguishing objects increases given the
thermal properties of the container in diverse ambient conditions. In addition to
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radiating heat, some containers with unpainted aluminum or highly reflective
surfaces, such as a refrigerated van (reefer), will have a hall of mirrors effect. The
device must interpret a scene by detecting, segmenting, and classifying objects
and physical processes within its internal presentation. [26]

Based on this

interpretation, the device can decide on how to respond to situations and transmit
a message that informs actions necessary to a detected alarm.
The next subsections describe the sensors and thermal imaging setup in
our apparatus. We arranged the hardware inside the shipping container according
to Figure 2.10. By attaching the apparatus to the container roof and side walls with
magnets, we are able to observe conditions and monitor from various locations
inside the container in order to determine the placement that best allows distinction
of interesting events.
2.4.1 Sensors
We use a Texas Instruments CC2650 SensorTag connected via Bluetooth
Low Energy (BLE) to an Apple MacBook Air running an application called BLE
SensorTag Logger for data collection. The BLE SensorTag Logger application is
available for purchase on the Apple App Store and proved useful to capture the
sensor data. The CC2650 SensorTag, described below, offers a small form factor
with 10 sensors powered by a coin cell battery. The data collected can be used to
detect events such as a break-in, a hazardous material spill, loss of perishable
goods due to temperature changes, or when a container flips over during transport.
The analysis required to detect such events requires lots of data to build models
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and train algorithms. We describe and demonstrate this analysis in Chapter 4 for
basic event detection in a security application.
2.4.1.1 Texas Instruments CC2650 SensorTag
We evaluated two sensors by Texas Instruments.

First, the CC3200

SensorTag kit (STK) is based on the low-power SimpleLink Wi-Fi CC3200 wireless
microcontroller unit (MCU). The CC3200 MCU is a small computer on a single
integrated circuit with built-in Wi-Fi connectivity and low power wireless
communications (Bluetooth Low Energy (BLE), ZigBee, and 6LowPAN) for
communicating to other hardware or other sensors. This particular sensor allows
direct connection to cloud services, but, our application does not require this
connection since we are observing conditions inside a metal container. We did not
discount this sensor initially as it employs the M2M useful BLE communication
protocol. However, we did not include the CC3200 STK in our data collection
apparatus as it shut off regularly and proved too buggy in our implementation.
Second, we evaluated and implemented the CC2650 SensorTag kit.§ The
CC2650 STK does not have Wi-Fi connectivity. It is based on the CC2650 wireless
MCU and offers 75% lower power consumption than previous Bluetooth low
energy products. It is powered by a single 3V coin cell battery (CR 2032). The
CC2650 STK uses BLE wireless communication between devices and can be
configured to use ZigBee and 6LowPAN through a firmware upgrade.

It

incorporates the following built-in capabilities and sensors (Figure 2.11). [27]

§

The full Multi-Standard CC2650 SensorTag Design Guide, which includes block diagrams of each
sensor and further technical details, can be found at http://www.ti.com/lit/ug/tidu862/tidu862.pdf.
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1. Digital Microphone ** (SPK0833)
a. Operates in five modes
i. Power down mode
ii. Sleep mode
iii. Low-power mode
iv. Ultrasonic mode
v. Standard performance mode
2. Gyroscope, Accelerometer, Compass (MPU-9250)
a. 9 degrees of freedom sensor used to measure orientation, 3D, and
rotational acceleration
b. High-precision clock
3. Infrared Thermopile Sensor (TMP007)
a. Absorbs passive infrared energy from an object at wavelengths of 4
mm to 16 mm
b. 14-bit local temperature sensor for cold junction reference
c. Supply range 2.2 to 5.5 V
d. Max supply current 270 mA
e. Temperature range 0-60 °C
4. Pressure Sensor (BMP280)
a. Absolute barometric pressure sensor
b. Ambient temperature sensor

**

The digital microphone is not activated by default and must be configured for use with the
Texas Instruments Debugger Devpack.
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c. Wide pressure range of 300 hPa to 1100 hPa
d. Low power consumption of 2.7 mA at 1Hz
5. Light Sensor (OPT3001)
a. Range of 0.01 lux to 83k lux
b. Supply range 1.6 to 3.6 V
c. Matches photopic response of the human eye and rejects > 99%
(typ) of IR
d. Operating temperature -40 to 85 °C
6. Humidity Sensor (HDC1000)
a. Relative humidity (RH) accuracy ± 3%
b. RH operating range 0-100%
c. Supply range 3 to 5 V
d. Operating temperature -40 to 125 °C
2.4.1.2 Seek Thermal Compact Imaging Device
The latest in compact long wave infrared (LWIR) imaging systems provides
useful features for our application. A smartphone, iPhone 5 in our apparatus, is
connected to a Seek Thermal imaging device via a Cellularize 3-foot lightning
connection extender. The Cellularize extender

††

has a male lightning connector

on one side and a female lightning connector on the other. It enables flexible
positioning of the imaging device.

The smartphone runs the Seek Thermal

application available through the App Store to capture video and sound.

††

Cellularize 8-pin extender dock cable for Lightning extension cable (www.cellularize.me).
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The Seek Thermal Compact is equipped with a 206 x 156 thermal sensor.
It has a 36° field of view (FOV), samples at 9 Hz, and detects thermal signatures
in the range -40°F to 626°F. We discuss increasing that FOV in Chapter 4 using
a reflector. The Seek Thermal Compact offers a higher thermal resolution and
wider range of temperature detection than other devices that connect to
smartphones in the same compact size. We consider these features desirable in
our application because higher thermal resolution improves our capability to
resolve features in images and its wide range of temperature detection make it
more versatile in extreme conditions. The imager’s small size allows us to hide
the device while reducing the chances of it being destroyed during loading and
unloading of the shipping container.
Considering the athermalization of the Seek Thermal, which is the ability of
a system to maintain focus over extended temperature ranges, we approximated
values from a commercially available lens (Item # 390036-F by Thor Labs which is
a chalcogenide glass lens) [28] and applied our knowledge about common housing
materials. The Seek Thermal is designed to operate in a temperature range from
െͶͲιͲ͵͵ݐܥι( ܥെͶͲιݐܨʹι)ܨ.

The temperature ranges inside a shipping

container fall within this range, as discussed in Appendix A. The chalcogenide
glass lens (assuming the material is BD-2) has a thermal change, also known as
ௗ

chromatic dispersion, (or ௗ் , which is the change in refractive index with respect to

ambient temperature) of െͲǤͲͲ͵ߤ݉ିଵ ሺ̷ͳͲߤ݉ሻ and a transition temperature at
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ʹͺιܥ. [29] Both of these material properties support high performance in our
environment.

The change in focal length of a lens with temperature is measured by:

where ߛǡ

ௗ
ௗ்

݀݊
݀ܶ
ο݂ ൌ െߛ݂οܶ ൌ െሺ
െ ߙ ሻ݂οܶ
݊െͳ

(2.1)

ǡ ݊ǡ ߙ ǡ ݂ǡ and οܶ are the thermo-optical coefficient of the lens, refractive

index change with temperature, refractive index of the lens, thermal expansion

coefficient of the lens, focal length of the lens, and the temperature change,
respectively. [30] The coefficient of thermal expansion (CTE) and the thermal
coefficient of refraction (TCR) are material properties of lenses and housings that
respond to temperature changes within the optical system.
The expansion of the lens housing with temperature is given by:
ο ܮൌ  ߙு ܮοܶ

(2.2)

where ߙு and  ܮare the thermal expansion coefficient and the length of the
housing, respectively.

In most IR materials, ߛ  Ͳ and indicates a negative change in focal length

with increasing temperature, while the housing expands, giving the total amount of
defocus as:
ο ݖൌ  ο ܮെ  ο݂

(2.3)

Aberration theory says the depth of focus for a diffraction limited imaging
system is given by:
ο ݖൌ  േʹߣሺܨȀ͓ሻଶ
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(2.4)

where ܨȀ͓ = ݂Ȁ( ܦfocal length/clear aperture diameter).

Combining these gives the tolerable temperature change for a single

element thin lens as:
οܶ ൌ  േ

ʹߣሺܨȀ͓ሻ
ܦሺߙு  ߛሻ

(2.5)

For our model (assuming a ThorLabs # 390036-F lens) the values are as
follows:
ߛ ൌ ͳͶ ିͲͳݔȀܭ

ߣ ൌ ͳͲߤ݉(assumed operating wavelength)

ߙு ൌ ʹ͵ ିͲͳݔȀ( ܭassuming aluminum housing)

 ܦൌ ͷǤͲ݉݉
݂ ൌ ͶǤͲ݉݉

Thus, the tolerable temperature difference before the thermal defocus becomes
unacceptable is ͺιܥ. Clearly this does not limit our application and supports our
requirements.

2.5 Machine to Machine (M2M) Wireless Communication
Due to the conductivity of the metal walls, electromagnetic waves cannot
pass from the inside to the outside of a shipping container. [31] Therefore, online
database storage of sensor data can only be achieved when a shipping container’s
doors are open or if an antenna connection from the inside to the outside of the
container is established. Since we assume no internet connectivity on the inside
of the container, we employ a machine to machine (M2M) architecture (Figure
2.12) between hardware in our data acquisition device.
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2.5.1 Bluetooth Low Energy
Traditional Bluetooth, now referred to as Bluetooth Classic, works like a
phone call. Once a connection is established, each person talks as the other
listens and vice versa. They stay connected until the call is ended, and once the
signal is transmitted and heard it is lost from the communications channel. In
contrast, a Bluetooth Low Energy (BLE), sometimes referred to as Bluetooth Smart
or Bluetooth 4.0, radio acts like a community bulletin board.
In our application, the CC2650 STK radio serves as the bulletin board,
called the peripheral device in BLE parlance, posting data for other radios in the
nearby community to read. A reader radio, called the central device, such as a
smartphone or laptop computer reads the information broadcasted from the
peripheral device.

The information presented by a peripheral is structured

as services, each of which is subdivided into characteristics. [32] We can think of
services as the notices on a bulletin board, and characteristics as the individual
paragraphs of those notices. A peripheral device updates each service
characteristic when it needs updating and does not worry about whether the central
device reads them or not. Central devices connect to the peripheral and read the
boxes they want to read.
To make this more concrete, the CC2650 STK broadcasts the following
services: 1. Gyroscope, 2. Accelerometer, 3. Compass (or Magnetometer), 4.
Temperature, 5. Pressure, 6. Light, and 7. Humidity. The characteristics that it
posts under these services are the actual sensor readings which are float numbers.
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There are two key differences between BLE's model and a serial
communication model such as Bluetooth Classic. First, BLE data is exchanged
asynchronously. The central device does not wait for data to come to it. When it
wants data, it reads the data. When the peripheral device sends data, it does not
bother to pair, it just publishes the data and lets receivers get the data when they
want it. This makes Bluetooth LE devices low energy because their radios are on
only on when a peripheral is advertising its services, or when a central device is
reading from a peripheral. In contrast, a dedicated serial radio is on all the time,
whether data is being transmitted or not. Second, data is not deleted when it is
read, only when it is updated.
Safeguards are put in place to ensure that broadcasted data from a
peripheral device is not read by any central device in close proximity. Each
CC2650 STK comes pre-programmed with a unique 48-bit IEEE Bluetooth Device
Address (BDADDR) which serves as the device’s public address. When the device
is paired to a particular application it cannot be read from another until the
connection is broken. There are many BLE sniffers on the market that look for
BLE signals, thus, safeguarding the data collected by sensors is a security concern
that should be taken into consideration. The Faraday-effect shielding of a metal
shipping container is an advantage in this regard.
2.5.2 Web/App, Embedded Software, and Hardware Customization
The CC2650 STK offers customization to Web/App developers, Embedded
Software developers, and Hardware developers. [33] A Web/App developer looks
at ways to access the data from the SensorTag kit by implementing programs
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using JavaScript and jquery. This entails gaining access to the data, displaying
the raw data on client devices, and posting the data to cloud databases. This can
also include controlling the LaunchPad’s LEDs, sending character strings, and
monitoring button presses with an iOS or Android application. The supported
integrated development environments (IDEs) for the CC2650 STK are Code
Composer Studio (CCS), used to develop and debug applications, and IAR
Embedded Workbench for ARM, used to develop embedded software.
In addition to using IAR Embedded Workbench for ARM, software
developers can employ the Texas Instruments BLE-Stack software development
kit (SDK) to build or program the devices firmware which allows custom services
and characteristics to be written to the microcontroller unit’s 128kB in-system
programmable flash memory. [34] They can also program the multi-standard
wireless MCU to use other wireless protocols such as ZigBee or 6LowPAN.
Further, other development tools include the SmartRF Flash Programmer and the
SmartRF Studio which can be used for flash programming and calculations.
Hardware developers can use the TI DevPack to hook up additional sensors
and actuators. To interface external sensors with the CC2650 an understanding
of pin mapping via the DevPack pin out is used to establish interface capability.
Different sensor interfaces can be employed such as inter-integrated circuit (I2C),
serial peripheral interface bus (SPI), or analog-to-digital converter (ADC).
Texas Instruments provides design files, BOM, and schematics of all of their
devices. They also provide source code examples for application development
and firmware code for building BLE firmware or integrating ZigBee or 6LowPAN
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protocols. These software files can be programmed and written to the device via
their SimpleLink SDK. Additionally, TI provides development tools that include
cloud-based tools, IAR Embedded Workbench for ARM, a BLE Device Monitor,
and Code Composer Studio Integrated Development Environment (IDE).
Through our experimentation we have identified some limitations to their
documentation and available application packages that offer challenges to our
implementation. First, their development tools are Windows PC specific. Second,
the compatibility of their devices is particular to a limited number of SensorTag
partners for cloud, development tool, and mobile SDK development.

The

documentation and GitHub examples provide fairly straightforward integration with
the CC2650 STK to cloud database services but are limited in M2M wireless
communication.

2.6 Summary
Monitoring of shipping containers begins with a wireless architecture that
supports global coverage. The GRIDSAT Tag Architecture has been designed
and tested for this purpose. To overcome the challenges of limited bandwidth and
resource constrained sensors we discussed the advantages and challenges of fog,
edge, and mist computing. While this is not the focus of this research, we laid out
a framework from which field deployment testing can begin.
Data collection on the inside of a shipping container is conducted with a 10sensor hub (Texas Instruments CC2650 SensorTag), connected via BLE to an
Apple MacBook Air, and a Seek Thermal Infrared camera, connected to an iPhone
5 using a 3-foot Cellularize lightning connection extender.
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In the following chapters, we describe thermal imaging and design of a
catadioptric system to increase the FOV of the Seek Thermal (Chapters 3 and 4),
machine learning on sensor data (Chapter 5), and acoustic propagation of alert
messages from inside the container to the outside (Chapter 6).
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Figure 2.1: GridSatTag Architecture utilizes interconnected GRID tags
configured in a self-healing mesh network which communicate with a
GRIDSAT tag. Messages are compiled and transmitted via satellite
communications to stakeholders through a GIS Software Application
Package.
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The GRIDSAT Tag Subsystems
Cloud-Based
Data Servers

INTERNET

Satellite
Gateway
Geographic Information
System (GIS) Software
Application Package

3. Cloud
Infrastructure

Satellite
Communications
Stakeholders view data using
map viewer (Mapping API)

2. GRIDSAT tags
1. GRID tags

Cluster 1

Cluster 2

Cluster n

Figure 2.2: GRIDSAT Tag Subsystems. The three primary subsystems
of the GRID Tag Architecture are 1.) GRID tags, 2.) GRIDSAT tags, and
3.) the Cloud Infrastructure.
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(a) GRID tag: top view and side view.

(b) GRID tag architecture.
Figure 2.3: GRID Tag. The GRID tag uses a radio frequency (RF)
module for all processing functions. The network stack is configured
as a router node, allowing the GRID tag to communicate on the
network and route messages between other nodes and the GRIDSAT
tag.
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(a) GRIDSAT tag

(b) GRIDSAT tag architecture.

Figure 2.4: GRIDSAT Tag. The GRIDSAT tag hardware includes an
MCU, RF module, satellite modem, and GPS module. It serves as
the gateway between external communications and the mesh
network GRID tags.
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Figure 2.5: Cloud infrastructure schematic diagram. The cloud
infrastructure provides the backend data acceptance from the satellite
gateway, processing and interpreting key tag information such as
location to the web-accessible map displayed for the end user.
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Figure 2.6: The ocean-going global container shipping industry. At
any given time, tens of thousands of vessels carry over 14.5 million
shipping containers across the world’s oceans and waterways.
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Figure 2.7: A Concept of Operations. A self-healing mesh networks
forms around loaded cargo ships, railcars, and truck convoys. GRID tags
and GRIDSAT tags communicate via Wi-Fi to an iPad, which displays a
local application dashboard, providing continuous updates to the shipper
throughout movement. GRIDSAT tags communicate via satellite to the
cloud infrastructure for aggregate processing.
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Figure 2.8: Self-awareness inside a shipping container. In a selfaware shipping container, a system must understand its the inner state
and what its environment looks like to make a proper assessment of its
own state and activity recognition.
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Figure 2.9: The Laput et al. general sensing device features nine
discrete sensors to capture twelve unique sensor dimensions in the
home or office environment to detect events such as the microwave is
turned-on, the coffee machine is done brewing, or the sink faucet is
running.
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Cellularize
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Reflective
Surface

Smartphone

Side wall of the
shipping container

CC2650 SensorTag

Figure 2.10: Data collection apparatus. It features a CC2650
SensorTag Kit, a Seek Thermal Compact imaging device, and a
smartphone which use Bluetooth Low Energy wireless communication to
a standalone computer for data logging.
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Figure 2.11: The Texas Instruments CC2650 SensorTag kit
incorporates ten sensors into a 5 x 6.7 x 1.4 cm device. The MultiStandard CC2650 MCU utilizes an expansion connector for serial
communications (UART, AUDIO, SPI, and I2C). The Knowles
SPH0641LU microphone speaks to the CC2650 via Pulse Data
Modulation (PDM).
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iPhone 5 with
Seek Thermal Compact
CC2650 SensorTag
ensorTag

MacBook Air

Figure 2.12: A machine to machine (M2M) architecture inside the
shipping container is employed to capture sensor data using wireless
Bluetooth Low Energy (BLE) communication.
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Chapter 3: Infrared Thermal Imaging
After a brief introduction to thermal imaging, in this chapter we discuss
applicable radiometry theory to infrared (IR) imaging inside of a shipping container.
In Section 3.2.1, we discuss the basic principles of infrared cameras.

The

sampling of scene radiation requires an understanding of IR behavior, thus, in
Section 3.2.2, we overview the detection of electromagnetic radiation. Also, since
our scene can have various surface types, we discuss IR to surface properties in
Section 3.2.3. Then, in Sections 3.2.4 and 3.2.5 we highlight the critical role of
emissivity with regards to detection at oblique angles and material types. Finally,
we discuss the impacts of IR theory in the design of a metallic reflector.

3.1 Introduction
Infrared thermography (IRT) is a measurement technique used to
quantitatively measure surface temperatures of objects by producing images of
their emitted infrared radiation.

Since all objects with a temperature above

absolute zero emit infrared radiation, according to the blackbody radiation law,
thermography allows the capture of an environment with or without visible
illumination. Infrared camera systems supplying quantitative radiometric data on
the scene are called thermographic imagers. [1] IRT can be divided into two
approaches, passive and active.

The passive approach tests materials and

structures which are naturally at different (often higher) temperatures than ambient
because they generate their own heat. In the active approach, an external stimulus
is used to induce relevant thermal contrasts.
92

Infrared camera systems that use passive infrared methods to provide
quantitative temperature are called thermal viewers. [1] They are used, among
many other applications, to observe the storage of fruits and vegetables, for
security applications, and to improve heat transfer in buildings in part because they
have become affordable to the wider public beyond specialized physicists,
technicians, and engineers. [2]

More recent applications include pedestrian

tracking for autonomous vehicles and analysis of infrared waves emitted by the
human body as part of the thermoregulation process to evaluate a person’s health.
Advances in optics materials, detector technologies, and manufacturing has
led to the development of cost-effective smart phone attachments capable of IR
thermal imaging for under $200 in 2018, such as the FLIR ONE [3] and Seek
Thermal [4]. These devices capture low resolution thermal images designed to
detect home energy loss, insulation damage, electrical faults, or inefficient HVAC
systems. FLIR and Seek Thermal advertise that these devices can also be used
to help firefighters find stranded persons, hunters detect animals, and law
enforcement find criminals.
We explore the use of these low cost, low resolution IR imaging devices to
inform the surveillance on the inside of a shipping container. These attachments
are semi-disposable and for our purposes considered camera systems as they
incorporate the viewing and storing capability of the smart phone they are attached
to. However, their capabilities are rather limited. Nonetheless, we apply their
current capabilities using thermal radiation and geometrical optics principles to
design a catadioptric sensor composed of Seek Thermal imaging device paired
93

with a curved mirror specifically designed to achieve a full field of view of the inside
of a shipping container. Then, we use machine learning to analyze multiple input
streams, which includes IR imagery, to do classification of objects and detect
changes.
The main challenge is that we must overcome limited image resolution to
resolve details in the scene. This requires both a maximization of available pixels
during catadioptric design and efficient feature selection during machine learning
of captured images. Using input streams from various microelectromechanical
sensors, which cost merely tens of dollars, allows us to develop a learning model
to intelligently conduct image analysis in real time. Thus, we subsume semi-static
low-resolution image capture of a dynamic environment can be interpreted by
advanced analytical tools.
The complex thermal environment on the inside of a shipping container
presents challenges for the interpretation of IR thermal images as described in
Appendix A. The walls and roof conduct the sun’s radiation with varying intensities.
The sun’s diurnal cycle, the shipping container’s orientation to the sun, outside
ambient conditions, and seasonal conditions are some of the factors that affect the
amount of radiance the camera system receives and ultimately the ability to detect
differences in temperature between background and target.

Also, shipping

containers are expected to be on the move, making solar heating entirely
unpredictable. The multitude of differences in surface properties of the container’s
contents complicate image analysis. The objects’ relative positions to each other,
and to the container walls, also influence the captured images. Together these
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complicating dynamics make it challenging to distinguish objects, identify regions
of interest, and interpret the environment.

3.2 Radiometry Theory
Radiometry is concerned with the measurement of radiated electromagnetic
energy. [5] Important foundational concepts of radiometry for IR thermography are
the Blackbody Law and Planck’s Law. [6] The blackbody is a theoretical construct
used as a reference for the thermal emission of solids. It is capable of absorbing
totally all incident radiations, and it re-emits these radiations uniformly in all
directions. Real objects almost never comply with this law, although they may
approach the behavior of the blackbody in certain spectral intervals. A real object
generally emits only a part of the radiation emitted by a blackbody at the same
temperature at the same wavelength. For a blackbody in thermal equilibrium, the
spectral radiance ܰlǡ is defined by Planck’s Law:
ܰlǡ ൌ

with units,

ʹ݄ܿ ଶ

݄ܿ

lହ ቀͳ െ ݁ ݔlܶܭቁ

(3.1)

ܹ݉ିଶ ି ݎݏଵ ߤ݉ିଵ

where ݄ is Planck’s constant (Ǥ͵ ൈ ͳͲିଷସ )ݏܬ, ܿ is the velocity of light (͵ ൈ
ͳͲ଼ ݉Ȁ)ݏ,  ܭis the Boltzmann’s constant (ͳǤ͵ͺͳ ൈ ͳͲିଶଷ ܬȀ)ܭ, l is the wavelength

of the emitted radiation (mm) and ܶ is the temperature of the blackbody cavity (in

Kelvin, K) and subscript ܾ denotes blackbody. The units involve watts (ܹ), meters
(݉), and steradians ()ݎݏ, which are the unit of solid angle used to account for

95

directionality of emitted radiation in a non-uniform hemisphere. In general, Plank’s
Law describes the electromagnetic radiation emitted by a blackbody at a given
wavelength as a function of the blackbody’s absolute temperature. For instance,
the human body at about 300 K has a maximum emission centered in the long
wavelength IR band (8-12 mm). The total energy a blackbody radiates, and the
wavelength of maximum emittance depend on the temperature of the blackbody
and can be described by Stefan-Boltzmann’s Law and Wien’s Law. [7]
The Stefan-Boltzmann’s Law describes the total electromagnetic radiation
emitted by a blackbody as a function of the absolute temperature of that blackbody.
The emitted radiation responds to the area under the radiation curve (integral).
ସ
ܶோௗ ൌ ߪܶ

(3.2)

ܶோௗ is the radiant flux of a blackbody (ܹȀ݉ଶ ), ܶ is the absolute kinetic

temperature

()ܭ,

and

ߪ

is

the

Stefan-Bolzmann

constant

(ͷǤͻିܹ݉ ଼ିͲͳݔଶ ି ܭସ). This equation shows that the higher the temperature

of the radiating object the greater the total amount of radiation (energy) it emits.
The relation is not linear; irradiance is proportional to the fourth power of the
blackbody’s temperature.
Wien’s Law describes the wavelength at which maximum spectral radiant
excitance occurs:
ߣ௫ ൌ
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ܣ
ܶ

(3.3)

ߣ௫ is the wavelength of maximum spectral radiant excitance (ߤ݉),  ܣis Wien’s

constant (ʹͺͻǤͺߤ݉)ܭ, and ܶ is absolute kinetic temperature ()ܭ. With increasing

temperature of an object, its maximum excitance shifts to shorter wavelengths.

In the case of real objects whose absorbance is limited, only part of the
energy will be radiated from the surface. This fraction of the blackbody spectral
radiance is given by the property of the surface called emissivity e. For these
objects the spectral radiance is given by:

with units,

ܰl ൌ eܰlǡ ሺlǡ ܶሻ

(3.4)

ܹ݉ିଶ ି ݎݏଵ ߤ݉ିଵ

The emissivity of an object is the ratio of the amount of radiation actually emitted
from the surface to that emitted by a blackbody at the same temperature.
Generally, emissivity (e) has a dependence on l, ܶ, viewing angle (q) and surface
condition such as roughness, oxide layers, physical and chemical contamination.

A surface having a low emissivity tends to behave as a mirror. In our application,
this type of object will complicate scene interpretation, but will be exploited to make
a shaped reflector. A table of some common materials is provided in Table 3.1.
The materials provided are grouped by high, medium, and low emissivity values.
Of note, the low emissivity group is composed of metals only. Moreover, many of
the metals in the low emissivity group have an emissivity of 0.31-0.65 when
oxidized or rusted.
The fundamental equation of thermography relates to radiance received by
the camera (ܰ )

to the radiance emitted from the surface (ܰ௦௨ )
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under

consideration at a given temperature ܶ, neglecting the atmosphere contribution.
For most applications the atmosphere can be considered transparent to

wavelengths of interest, however, as outlined above we will consider the microecosystem of the shipping container to achieve finer fidelity with low resolution
images.

The relationship between these radiances to the radiance of the

environment (ܰ ) is then:
3.2.1 Infrared Cameras

ܰ ̱eܰ௦௨  ሺͳ െ eሻܰ௩

(3.5)

Our project builds on decades of work which involves exploiting Long Wave
Infrared (LWIR). The recent focus of this work has been bringing to bear artificial
intelligence approaches to use the capabilities of ubiquitous computing devices
coupled to cheap, but very capable imaging systems. Some projects from the
W&M Nondestructive Evaluation Lab highlight the sorts of advances in LWIR
technology that make the use of current devices appropriate for embedded
applications.
In a project by Daniel B. Reid, Non-invasive Evaluation and Modeling of a
Colonial Brick Kiln (1999) [8], infrared thermography was used as a control
measure to ensure the quality of bricks in a non-industrial kiln. It took a couple of
months to design and construct a custom data acquisition cart which housed an
image processor, a monitor, a scanner, an electronics control module, and a
12VDC automobile battery supply. The body of the cart consisted of three shelves
mounted to a hand truck with balloon tires to maneuver it over uneven terrain and
took advantage of the weight of the auto battery to stabilize the cumbersome rig in
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an upright position without support. The Inframetrics 600 Infrared Camera System,
which weighs 18 lbs., was tri-pod mounted and required a 5-liter Dewar flask of
liquid nitrogen to cool the camera’s Mercury/Cadmium/Telluride (HgCdTe)
detector.
The research of Michael L. Watkins, Thermographic Nondestructive
Evaluation of Iron Aluminide Green Sheet (1999) [9], and William L. Fehlman,
Classification of Non-heat Generating Outdoor Objects in Thermal Scenes for
Autonomous Robots (2008) [11], are examples of how cost-prohibitive infrared
imaging used to be. The Raytheon Radiance HS infrared camera used in the
Watkins research cost as much as a house, approximately $175K. In the Fehlman
research, the Raytheon ControlIR 2000B LWIR video camera mounted to a mobile
robot used to classify non-heat generating objects cost over $5K and weighed 7.7
lbs. These cameras did not require liquid nitrogen cooling, which made them much
more practical for factory or mobile robot applications.
The Seek Thermal smartphone attachment weighs 0.5 ounces, costs $175,
and uses a Focal Plane Array (FPA) with an uncooled micro-bolometer detector
array. It’s quick connect-and-detect capability works with both iPhone and Android
devices for ultimate portability. The videos or images can be stored in the memory
of the device it is attached to and uploaded to cloud storage databases or emailed
due to their small size. The micro-bolometer FPA, in contrast to the Photonic
Cooled Detectors (PCD) variety, are low cost and the principle consists of having
the FPA surface grooved to make up a mosaic of thermal masses. [11][12][13]
Photonic excitation is measured by a change of electrical conductivity (e.g.
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photoconductor detectors) or by measuring a generated voltage (e.g. photovoltaic
also called photoelectric). [14]
The operating wavelength band is between 8-14 mm. Selection of this IR
detection device was based on the understanding that LWIR wavelengths are
preferred for outdoor operation because observable signals are less affected by
radiation from the Sun.

However, in this wavelength, we are challenged by

operating distances, which are usually restricted to a few meters, due to
atmosphere absorption. Additionally, the Seek Thermal Compact assumes a fixed
emissivity of 0.97. [15]
3.2.2 Detected electromagnetic radiation [6]
Energy is emitted not as a continuous flow but in the form of discrete quanta,
or photons. Each photon has energy (ܧ ) equal to its frequency multiplied by

Planck’s constant (݄). Accordingly, photons move at the speed of light ܿ, thus the
following relationship is observed:

ܧ ൌ ݄݂ ൌ ݄

ܿ
ߣ

(3.6)

which implies that the higher the energy, the shorter the wavelength.

The

magnitude of emitted radiation depends on the temperature and various surface
characteristics.
There are several signal contributions from external influences that enter
the IR imaging device (Figure 3.1). First, radiation from an object is attenuated via
absorption or scattering while traveling through the atmosphere and the camera’s
optics. Water and carbon dioxide are dominant molecular absorbers in the long
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wave infrared (LWIR) region. This is an important consideration following the
discussion in Appendix A, reference the micro-climate inside a shipping container.
Second, the atmosphere itself can emit radiation due to its temperature. Third,
warm or hot objects in the surroundings may lead to reflections of additional IR
radiation from the object. Our goal is not to overcome these various contributions,
but instead recognize these external influences to improve our interpretation by
accounting for them during image processing, and more specifically during feature
extraction.
3.2.3 Surface characteristics [6]
The surface characteristics of each object in the scene describe how the
energy impinging on it can be absorbed, reflected, or transmitted (Figure 3.2).
Absorption is described by the Beer-Lambert Law which states the intensity of the
electromagnetic wave travelling through the homogeneous medium of thickness x
is attenuated. The decay is described by the empirical relationship:
ܫሺݔሻ ൌ  ܫ ݁ ିఈ௫

(3.7)

where ܫ is the intensity of the incident beam, ߙ is the absorption coefficient (or
absorbance) that is equal to:

with ߢ the extinction index.

ߙ ൌ

Ͷߨߢ
ߣ

(3.8)

Surface transmittance is described by classifying objects as either

transparent or opaque. Transparent materials do not absorb incident energy and
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opaque materials do not transmit energy. An object’s spectral transmittance (߬ఒ )

can be calculated from the material’s spectral refractive index (݊ఒ ):
߬ఒ ൌ

ʹ݊ఒ
ͳ

݊ఒଶ

There are two types of reflectance (Figure 3.3).

(3.9)
This phenomenon

specifically consists of radiation that bounces off the target and is redirected.
Specular reflectance is observed when all, or almost all, the incident energy is
thrown out from the surface in a single direction. This is when a surface is very
smooth and highly polished, i.e. mirror-like. Diffuse reflectance is observed when
the incident energy leaves the surface almost uniformly in all directions which is
the case for rough surfaces. Reflectance, therefore, is dependent on the surface
roughness and the wavelength of the incident radiation. The most common case
is some combination of both types of reflection.
3.2.4 Directional emittance [6]
The terms emittance and emissivity are often used interchangeably to mean
the same concept. To be more accurate, the emittance is the radiation mismatch
between an object and a blackbody whereas the emissivity is the emittance of a
particular material under certain conditions. Emissivity is a material property.
Emittance is the energy radiated by a surface and emissivity is the ability of the
surface to emit energy.
For some non-blackbody objects the emissivity does not vary with the
wavelength; these objects are called grey bodies. A comparison between the
spectral radiant emittance of a blackbody, a grey body, and real body, at the same
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temperature, is shown in Figure 3.4. From this plot, we observe that the radiation
curves of a grey body are identical to those of a blackbody, except, that they are
lower on the radiated power density scale. Conversely, the radiation distribution
of a real object varies with the wavelength.
A real surface does not emit radiation the same in all directions. The
maximum emission occurs in the direction normal to the radiating surface and
decreases, becoming null, for a direction tangent to that surface (Figure 3.5). Only
a blackbody emits radiation uniformly in all directions and the distribution takes the
appearance of semi-circumferences.

A comparison between the directional

emissivity of a blackbody and that of a non-blackbody is shown in Figure 3.6. For
the real body the value of 0.7 has been assumed in the normal direction (angle of
observation θ = Ͳι).

This value remains constant until about ͷͲιand then

decreases first slowly and afterwards sharply towards zero for θ approaching ͻͲι
(direction of observation parallel to the surface). This behavior strongly affects
temperature measurement and radiant heat detection, since an object that is
observed from a direction normal to its surface will emit more radiation than when
observed at oblique angles. Moreover, just detecting emittance at oblique angles
can prove to be complex or even unviewable with an infrared imaging device. The

approach for using a thermal imaging device, inside a shipping container, requires
first a model to measure total energy flux as it is emitted and then compute how it
is received for a given surface area.
First, consider a hemisphere, which encapsulates the total energy flux
emitted from a surface such as depicted in Figure 3.5. Next, we define the
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necessary quantities and geometry to describe infrared imaging inside a shipping
container. If ݀ ܣrepresents an element of the radiating surface of an object and
݀Ȱ represents the total energy flux from this surface element, then we define
excitance ሺܯሻ and irradiance ሺܧሻ as follows:
ܯൌ

both with units,

ܧൌ

݀Ȱ
݀ܣ

݀Ȱ
݀ܣ

(3.10)
(3.11)

ܹ݉ିଶ

Excitance, also called emittance or emissive power, characterizes the total radiant
power within the hemisphere divided by the surface area. Then ݀ܣ, in this case,

represents an element of the emitting surface into the hemisphere. Irradiance,

also called total incident power, in contrast, describes the energy flux received by
a particular surface. Then ݀ܣ, in the case of irradiance represents the element of

area of the receiving surface from the hemisphere. Radiant power, excitance, and
irradiance are defined for an area ݀ܣ, however, in practice all radiometric quantities
depend on wavelength. Therefore, the spectral densities of various radiometric
quantities are defined as:

with units,

ܺఒ ൌ

݀ܺ
݀ߣ

ሺ݂ܺݐ݅݊ݑሻሺߤ݉ሻିଵ ݎ

ሺ݂ܺݐ݅݊ݑሻሺ݊݉ሻିଵ ݎ
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(3.12)

ሺ݂ܺݐ݅݊ݑሻ݉ିଵ

where ܺఒ is the spectral density of any chosen radiometric quantity ܺ.

Since surfaces of real objects do not emit radiation uniformly in the

hemisphere we account for this by introducing the zenith angle ሺߜǣ ͲιͳݐͺͲιሻ,

which is the angle measured from the z-axis, and the azimuth angle ሺ߮ǣ Ͳι͵ݐͲι),
which is the angle measured from the x-axis to the projection line of the chosen
direction onto the x-y plane, to define the solid angle (Figure 3.7). Let ݀ܣ

represent an area that is perpendicular to the chosen direction of our detector at a
distance ܴ from the emitting surface, then ݀ܣ is characterized by small

increments of the zenith angle ሺ݀ߜሻ and the azimuth angle ሺ݀߮) as shown in Figure
3.8. This leads to the solid angle element ሺ݀ȳሻ:

݀ȳሺߜǡ ߮ሻ ൌ  ߜ ή ݀ߜ ή ݀߮ ൌ

݀ܣ
ܴଶ

(3.13)

which has units of steradians ሺݎݏሻ. Using ߜ, ߮, and ݀ȳሺߜǡ ߮ሻ, any emission of
radiation in any given direction can be characterized using the quantities radiant
intensity and radiance.
Radiant intensity ሺܫሻ, is the radiant power that is emitted from a point source

of a radiating object into a solid angle element in a given direction. Radiance ሺܮሻ,

is the amount of radiant power per unit of projected source area and per unit solid
angle. The equations:

which has units,

ܫൌ

݀Ȱ
݀ȳ

ܹሺݎݏሻିଵ
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(3.14)

and
݀ଶ Ȱ
ܮൌ
 ߜ ݀ȳ݀ܣ

which has units,

(3.15)

ܹሺ݉ଶ ݎݏሻିଵ

Given this definition of radiance, we can then calculate the total radiant
power which is the result of summing up radiance contributions over the area and
solid angle of the hemisphere by:
Ȱ ൌ ඵ ݀ ߜ  ܮȳ݀ܣ

(3.16)

If we sum radiance contributions over the solid angle, we get excitance:
ܯൌ

݀Ȱ
ൌ න ݀ ߜ  ܮȳ
݀ܣ

ܫൌ

݀Ȱ
ൌ න ܣ݀ ߜ  ܮ
݀ȳ

(3.17)

whereas integration over the surface area results in radiant intensity:
(3.18)

The geometrical factor  ߜ, common to the definitions of all the important

quantities just described, can be understood from Figure 3.9. Any emitting surface
area ݀ ܣis observed to be largest for a direction that is perpendicular to the surface.

For any other direction, only the projection of ݀ ܣperpendicular to it can contribute

to the emitted radiation.

Figure 3.10 demonstrates that the effect fortunately holds for nearly all
practically important surfaces. The behavior for larger angles differs for metallic
and nonmetallic materials. For nonconductors, one observes a characteristic drop
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of e for larger angles, whereas metallic surfaces usually show first an increase
toward larger angles, before decreasing again at grazing incidence.
3.2.5 Emissivity by Material Type
Emissivity varies by the type of material (metallic or nonmetallic) and type
of coating on the surface (such as paint, dust, dirt, or corrosion due to oxidation).
The object space of our application will have polished metallic surfaces, which
generally have low emissivity that can be increased by the presence of certain
paints or oxide layers, high emissivity items, and some that are opaque to thermal
radiation. Thus, image segmentation will be challenging. In Chapter 5, we discuss
object detection where intensity of objects due to differential radiant flux is
considered during image segmentation and the challenges of using this feature
due to angle-related responsivity of the detector.
3.2.6 IR Theory of a metallic reflector [6]
There are characteristic properties of directed reflection for different
polarizations of radiation that should be considered in the development of a
metallic reflector. The directed reflectivity depends on the polarization of the
radiation. In Figure 3.11, unpolarized radiation is characterized by the broken line,
which represents the average of both polarizations. The reflectivity for metals (the
material of our reflector) shows first an increase before decreasing again at larger
angles.

This characteristic feature explains the observed angular plots of

emissivity, since e ൌ ͳ െ ܴ for opaque materials. However, we also note, that

most metallic objects have rough surfaces, which induce additional contributions
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to the emissivity and which can also induce changes in the observed angular
distributions.
These characteristic properties are accounted for in the manufacturing of a
mirror. Dielectric coatings and polishing allow the mirrors to behave according to
design. Our design allows for either 3D printing a surface and coating its first layer
or using a lathe to turn a block of metal and polishing it. The specifications we will
need can be determined during prototyping.
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HIGH

Ice, smooth
Concrete, rough
Paint, oil, white
Wrought Iron, dull
Glass, smooth
Brick, red, rough
Ceramic, porcelain
Paint, oil, flat black
Carbon, Unoxidized
Copper, black, oxidized
Steel, cold rolled
Iron, oxidized

32 (0)
32-2000 (0-1093)
200 (93)
77 (25)
32-200 (0-93)
70 (21)
72 (22)
80 (27)
77 (25)
100 (38)
200 (93)
212 (100)

0.97
0.94
0.94
0.94
0.93
0.93
0.92
0.88
0.81
0.78
0.75 - 0.85
0.74

MIDDLE

Temp °F (°C) Emissivity

Clay, Shale
Iron, rusted
Cast Iron, oxidized
Brass, oxidized
Granite
Lead, rough or oxidized
Soil, surface
Gold, enamel
Nickel, oxidized
Gravel
Wrought Iron, smooth

68 (20)
77 (25)
390 (199)
392 (200)
70 (21)
100 (38)
100 (38)
212 (100)
100-500 (38-260)
100 (38)
100 (38)

0.69
0.65
0.64
0.61
0.45
0.43
0.38
0.37
0.31 - 0.46
0.28
0.28

LOW

Material

Aluminium, oxidized
Aluminium, highly polished
Lead, polished
Steel, polished sheet
Nickel, polished
Brass, polished
Copper, polished
Aluminium, unoxidized
Gold, polished
Silver, polished

390 (199)
212 (100)
100-500 (38-260)
100 (38)
100 (38)
476 (247)
100 (38)
77 (25)
100-500 (38-260)
100 (38)

0.11
0.09
0.07
0.07
0.05
0.03
0.03
0.02
0.02
0.01

Legend
Non-Metals
Metals

Table 3.1: Common emissivity values. Emissivity values for common
materials grouped by high, mid, and low.
109

Figure 3.1: Influence of various signal contributions from
the surroundings, atmosphere, and objects in the scene
entering an IR thermal imaging system.
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Incident radiation
Scattering

Reflection

Absorption

Scattering

Transmission

Figure 3.2: Surface Characteristics. Sketch of incident
radiation behavior when it hits a surface.
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Incident light

Specularly reflected light

Very smooth reflecting surface

Mostly specularly light
reflected light

Incident light

Diffuse
scattering
Reflecting surface with
some micro roughness

Incident light
Only diffuse
scattering

Surface with a lot of
micro roughness

Figure 3.3: Types of Reflectance. During the transition from
smooth to rough surfaces, optical reflections change from specular
to diffuse reflection. The most common case is a combination of
both types of reflection.
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Figure 3.4: Comparison of spectral radiant emittance for
black, grey, and real surfaces.
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Normal direction

Radiating surface

Parallel direction

Viewing directions

Figure 3.5: Angular variation of radiation from a
non-blackbody.

114

0°

15°

blackbody

30°
45°
60°

real body

75°

90°
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0.2

0.4

0.6

0.8

1.0

directional emissivity

Figure 3.6: Directional emissivity for real and
blackbodies.
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Figure 3.7: Zenith and azimuth
angles. The zenith angle is the angle
measured from the z-axis and the
azimuth angle is the angle measured
from the x-axis to the projection line of
the chosen direction onto the x-y plane.
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Figure 3.8: Solid angle. The definition of the solid
angle is related to the area ݀ܣ , which is normal
to the chosen direction, and the small increments of
zenith ሺ݀ߜሻ and azimuth ሺ݀߮ሻ angles.
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Figure 3.9: Direction of emission. For a given
direction, only the projection ݀ ܣȉ  ߜ can be
seen from the emitting area ݀ܣǤ
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Figure 3.10: Emissivities of nonconductors and
conductors. Overview of typical directional dependence of
emissitivies of nonconductors and conductor with respect to
blackbodies.
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Figure 3.11: Reflectivity of polarized and unpolarized IR
radiation. Schematic plot of reflectivity of polarized and
unpolarized IR radiation of metals as a function of the angle of
incidence.
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Chapter 4: Catadioptric Imaging
Here, we discuss the design of a catadioptric sensor for surveillance inside
of a shipping container. Section 4.1 discusses the use of refractive and reflective
methods to increase the field of view of an imaging device. A review of current
literature of catadioptric theory and design is provided in Section 4.2. We discuss
the Seek Thermal and measure its distortions in Section 4.3. Then, in Section 4.4,
we discuss mirror design from the parameterization of a reflector surface and the
positioning the Seek Thermal’s pupil to the use of a caustic surface to compute
fields of view. We also discuss methods to compute spatial resolution and a novel
way to maximize the pixels of our imaging device. In Section 4.5, we briefly discuss
ray tracing using four primary rays. The placement of the catadioptric sensor
inside the container is examined through geometry-of-space analysis in Section
4.6.

Finally, we provide results and discussion in Sections 4.7 and 4.8

respectively.

4.1 Geometrical Optics
With a 36° diagonal angle of view, the Seek Thermal cannot fully cover the
inside of a shipping container, however, there are several methods to increase that
field of view (Figure 4.1). The first is refractive optics such as a fisheye lens
system. The second, is reflective optics which combines a standard imaging
system with a convex mirror placed in front of the imaging system. Both methods
employ the geometry of optics and are used in machine vision for robotic
navigation and for video surveillance. A third method, not considered in this
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research, is rotating the imaging system about its center of projection. This method
is prone to failure and it requires more complex image stitching that does not
necessarily guarantee the capture of real-time conditions. Also, our goal is to
make it as robust and low-cost as possible.
4.1.1 Refractive Optics
Fisheye surveillance systems are complex in both design and image
processing. The design involves a systematic investigation of lens geometries
using ray tracing techniques. Infrared fisheye applications often use a system of
multiple lenses. Image processing involves a transformation of real-world points
using unwarping techniques during mapping to the image plane so that objects
can be identified despite distortions from geometrical optical error (aberrations).
This does not differ from reflective methods, however, in refractive optics we use
carefully aligned lens systems to direct rays whereas in reflective optics we use
surfaces. Surfaces can be designed to minimize the computations required during
image processing which is not necessarily the case for reflective optics. These
challenges, however, do not prevent our examination of this method to increase
FOV.
Since we already have an imaging device, we are interested in options that
increase FOV by using another lens in combination with the lens of the Seek
Thermal Imaging Device.

Several manufacturers offer lenses for infrared

applications, but none offer a simple way to test germanium or chalcogenide glass
half-ball lenses. The prohibitive cost of single lenses limits our ability to conduct
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iterative testing, nonetheless, we investigated design methodologies and checked
feasibility of manufacturing our own lens.
By modeling the Seek Thermal as a pinhole, we can increase FOV by using
a hemisphere behind the lens [1], or by using a combination of a plano-convex
spherical lens in front of the pinhole with a hemisphere behind the pinhole [2], or
with a divergent meniscus lens in front of our lens [3].
Franke developed a wide field camera [4] that uses a hemispherical glass
surface on the back of a pinhole to avoid immersing the space between the pinhole
and the detector in water, which was done in a design by Woods [5]. The Franke
camera reduces the incoming rays from a 180° FOV cone to an 84° cone by
refraction from a glass surface placed behind the pinhole (Figure 4.2a).

By

allowing a glass-to-air plane surface between the glass hemisphere and the film
plane, this 84° cone is then expanded back to 180°. The light rays are everywhere
perpendicular to the hemisphere and therefore undergo no refraction at the glassto-air surface. Hence, the 84° cone is maintained across the surface and continues
until striking the film. However, for our application, the Seek Thermal lens and
half-ball would have a volume of air between the two optics. This air gap would
need to be filled with a glue having an index of refraction that matches the ones of
the optics to avoid total reflection on the glass-air interface. A volume of air
between these two lenses would degrade considerably the performance of the
system, especially with optics that have a high index of refraction. Moreover, this
method requires disassembly of the imaging device and then determining the
distance it should be placed away from the focal plane array.
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Tisse [2] proposed an improvement to the Franke wide field camera by
placing an additional plano-convex spherical lens cemented on the top of the
pinhole which results in less reflectance at the external air-glass interface and a
lower radial distortion (Figure 4.2b). While this solution suppresses the problems
of chromatic aberration due to refraction and intensity loss due to absorption it
proves difficult to transpose to classical architectures of infrared detection.
Druart et al. [3] combined the optics principles employed in the Franke and
Tisse cameras to develop a divergent meniscus lens made of germanium to be
used in the 3 − 5 𝜇𝑚 spectral range (Figure 4.2c). The first surface, with radius
R1, compresses the field, and the second surface, radius R2 centered on the
pinhole, avoids total refraction. Their design overcomes the issue of finding a glue
that is transparent in the infrared while compressing the viewing FOV of 180° to a
FOV of 67°.
The three methods show it is possible to increase the FOV of a lens by
using more lenses. This principle is applied in several patents for infrared fisheye
systems including a seven-lens system, Patent No. WO2009084842A2 (2009),
capable of 180° FOV, an eight-lens system, Patent No. US8064149B2 (2011), with
a FOV larger than 180°, and a four-lens system, Patent No. CN102866482A
(2013), capable of 200° FOV.

The main challenges of these systems are high

quality of transmissive material required to construct them, the difficulty of mass
producing them, and poor modulation transfer function characteristics to obtain
high-resolution images. Hemispherical surfaces, which all of these systems use,
are cost prohibitive for our application. A single germanium meniscus lens costs
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approximately $300 (Edmond Optics) and hemispherical lenses are only available
by special order. That makes these systems over $2000 eliminating them as an
option for our low-cost application where the camera is under $200.
4.1.2 Reflective Optics
Reflective optics, like refractive optics, are geometry based. Chahl and
Srinivasan state the best shape for an omnidirectional mirror is hyperbolic. [5]
According to Chahl and Srinivasan only the hyperbolic mirror guarantees a linear
mapping between the angle of elevation and the radial distance from the center of
the image plane. Moreover, the resolution in the omnidirectional image captured
increases with growing eccentricity, and hence, guarantees a uniform resolution
for the panoramic image after unwarping. This is especially true when using a
hyperbolic mirror with a camera/imager of homogeneous pixel density.
Chahl and Srinivasan also note that alignment of the camera respective to
the reflective surface produces distortions in the image from the camera. Similarly,
a lateral displacement (a displacement orthogonal to the axis of the surface) results
in a distortion of the plane of displacement that is offset to the correct angle of
reflection. Therefore, polynomial surfaces must be imaged with the focus very
close to the surface. The exact location of the focus varies with radial angle, unlike
a plane mirror. To achieve high-resolution images, it is necessary to use a camera
with a wide depth of field and the ability to focus at close range. This is simply a
result of the surface being curved and is also true for spherical mirrors and cones.
Intensive ray tracing is necessary to fully map the location of the focus for objects
at different ranges and different angles of elevation. In practice, however, such a
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procedure is not required because of the large depth of field of typical charge
coupled device video cameras, for which these surfaces are often designed.
Kecskes et al. [6] utilize a commercial off-the-shelf (COTS) GoPano
reflector, originally designed for visible light applications, to develop a nighttime
surveillance concept to detect moving, human-sized heat sources at ranges
between 10m and 70m. [6] They replaced the SiO2 protective coating on the
aluminum surface of the GoPano reflector with a Clausing BeralTM coating that is
highly reflective in the thermal infrared which requires no additional overcoating.
The BeralTM coated reflector cost $585 according to Christopher Wolfe, Army
Research Labs (ARL), (Christopher Wolfe, email correspondence, October 5,
2017).
The cost of this modification is high for our application, however, this opens
up the possibility of 3D printing a mirror of the required geometry and coating the
first surface with a highly reflective material. Our research indicates that all COTS
reflectors available for purchase are back surface applied which means they are
not reflective in the IR. Commercial IR coating companies, H. L. Clausing Inc.
Optical Coatings and Evaporated Coatings Inc., offer low-temperature application
processes for metallic coatings (H. Clausing and P. Wenrich, personal
communication, February 14, 2019).

So, in addition to 3D printing the required

geometry, it is possible to mill a single-surface mold, vacuum thermo-form a sheet
of plastic, and then coat it with an IR reflective material, resulting in low-cost
custom-shaped front-surface reflectors.
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Other methods for developing mirrors include turning and polishing a block
of material in a lathe, forming the desired shape from a piece of sheet metal, or
using a dapping block to form the mirror shape. Materials useful for making IR
reflective mirrors are determined by emissivity values.

The following highly

polished metals (with emissivity values) are excellent candidates for an LWIR
mirror: Nickel (0.05), Aluminum (0.04), Brass (0.03), Zinc (0.02), Copper (0.02),
Gold (0.02), and Silver (0.01). Moreover, these same metals are the principal
elements of reflector coatings.
George Thomson, ARL, said, “The reason that we used BeralTM was that it
is a bare metal coating that has no SiO2 overcoat. We have found that it holds up
better in the corrosive environments we have in some of our ranges due to
propellant residues etc.”, (George Thomson, email correspondence, October 10,
2017). Since most commercially manufactured reflectors use a SiO2 coating,
which is opaque in the infrared wavelength, we tested various metals in the lab
with the Seek Thermal.
Chahl and Srinivasan constructed their mirror by turning aluminum on a
computer numerically controlled table. They achieved a mirror finish by polishing
the surface with general metal polish then brass polish, and finally silver polish.
Similarly, we polished various sheet metals with a Dremel tool using a stone wheel,
a wire brush, a cloth wheel with polishing compound, and finally with a clean cloth
wheel. This method did not provide a mirror finish, so we smoothed the surface
with sandpaper in 200 grit increments working from 400 grit to 1500 grit sandpaper.
We used Windex in a technique called wet sanding, or color sanding, as a lubricant
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to remove dust particles that would normally clog up the sandpaper. Finally, we
polished the sheet metal surfaces with a wax compound to achieve a highly
reflective surface (Figure 4.3).
Using aluminum, brass, copper, and galvanized steel with an infrared
compact imager we developed intuition about imaging infrared reflections to
narrow the selection of both a material and an approximate shape of reflector. One
such test shape was simply the bottom of an aluminum Coke can (Figure 4.3.d).
From this experimentation we noted both the quality of the captured reflection, as
some materials theoretically work better than others, and the distortions from
various reflector shapes. We ultimately did not see a qualitative difference in
reflection quality between the materials so selecting the most cost-effective
material seems reasonable.

4.2 Catadioptric Theory and Design
A catadioptric sensor uses a combination of lenses and mirrors placed in a
carefully arranged configuration to capture a much wider field of view. Selecting
the type of mirror characteristics for each application varies according to the task.
[7] A review of the research in this field reveals complex procedures involved in
mirror-lens system design for rendering useful images. Considerations for full
catadioptric system design include mirror shape, camera type (perspective vs.
orthographic), and the interplay between mirror and camera.
Mirror shapes in most surveyed applications involve conic sections:
hyperboloid, paraboloid, and ellipsoid surfaces. Many of the designed mirrors
today seek an omnidirectional FOV, which detect a warped view of the world in a
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donut shape on the focal plane array. This invariably renders portions of the
rectangular FPA unusable, reducing the pixel use efficiency and increasing the
effective price per pixel of the detector. [8] The Seek Thermal and FLIR One
images do not have pixels to waste.
The design of a mirror not only includes accounting for the required field of
view and resulting resolution, but also considers if a single effective viewpoint is
required, the importance of computational expense during image processing, and
the need for stereo vision. The resolution is computed separately for the system
as a catadioptric sensor is not, in general, the same as that of any of the sensors
used to construct it. [7]
It is often the case that more complicated designs also require careful
registration between the camera lens and the mirror. The environment for our
application can be turbulent as a container’s route over land and sea requires
multiple on and off loading, thus, we seek a design that is robust to the conditions
and one that allows proper sampling of the scene for decision making.
Baker and Nayar [7] developed the complete class of conic section mirrors
used in catadioptric sensors that satisfy the single viewpoint (SVP) constraint for
omnidirectional viewing. In SVP designs, the lines of the incoming rays, which are
reflected to the image plane, intersect at a single point, called the effective
viewpoint. It is proved that the only useful mirror shapes with this property are
hyperboloidal mirrors (coupled with a perspective camera) and paraboloidal
mirrors (coupled with an orthographic camera). The SVP constraint does not allow
change of other optical parameters because the relative pose of the mirror and
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camera are strictly bound. These systems are generally more expensive and need
very accurate assembly.
The SVP is rigid by design, thus, for some applications, Swaminathan et al.
[9] developed the geometry and analysis for non-single viewpoint (non-SVP)
catadioptric systems. Non-SVP systems pose no constraints on mirror shape and
relative position to the camera. Images captured by non-SVP systems are not
easily rectified, e.g. there is no function that takes the non-SVP image and unwraps
it into a perspective image. However, the freedom in the mirror shape can be
exploited for designing an optimal mirror for any application.
Chahl and Srinivasan [5] designed a curved mirror surface that preserves
the linear relationship between the angle of incidence of light onto the surface and
the angle of reflection on the imaging device.

The gradient of this linear

relationship can be varied as desired to produce a larger or smaller field of view.
However, there are two limitations of this design that do not translate to our
application. First, there are regions of space above and below the camera that
cannot be imaged. Second, the assembly of this design is bulky and fragile making
it unsuitable for robust environments, such as shipping container movements.
Yagi and Yachida [10] developed a tiny omnidirectional image sensor for
autonomous robot navigation that adopts a technique used in reflecting telescopes
to minimize the influence of blurring. Their design overcomes the anisotropic
properties of convex mirrors (known as spherical aberration, astigmatism, and
coma, which results in blurring on the periphery of the captured image) by using a
two-mirror system. In a technique known as folding, it uses a convex primary
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mirror, to capture rays from the environment, and a concave secondary mirror, to
converge the rays to a single center of projection. Thus, they overcome both
aberrations and the problem of non-single viewpoint when using a single reflector.
This design is subject to the same limitation as the Chahl and Srinivasan family of
mirrors, in that it is not suitable for robust environments and requires careful
calibration for assembly.
Hicks [11] developed a conquistador helmet shaped mirror using differential
methods, in what he calls the vector field approach, that yields a cylindrical
projection to the viewer without digital unwarping. He contends that using a
panoramic mirror of this type would not require a digital computer for unwarping
which leads to a resolution that is more uniform.

Similarly, Srinivasan [12]

designed equatorial view and a polar view mirrors which eliminate the need for
computational resources to map circular images into a rectangular form for
analysis. These complex designs present manufacturing challenges that make
them infeasible for our application.
Hicks [13] also developed a method for catadioptric sensor design for
realizing prescribed projections. His method allows imaging the world in a way
(perspective, orthographic, etc.) chosen by the designer.

The surface is

determined by finding the orientation of the tangent planes that accomplish said
projection.

This is done by analytically solving a pair of partial differential

equations, which may or may not have a common solution. A systematic check of
an integrability condition is performed to determine whether it is theoretically
possible, and if not, then an optimization scheme is implemented. Realizing
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implementation of these types of freeform mirrors can be a manufacturing
challenge and thus expensive.
These designs, and others, in the visible spectrum, have been incorporated
into thermal sensors. Infrared catadioptric sensors have their own set of alignment,
athermalization, design ruggedization, and system focusing requirements. They
consider range performance, target contrast, and optimization of the full infrared
detector format. The decrease in price per pixel of infrared focal planes has
stimulated research in the area of infrared catadioptric sensors but to date we have
not found any used for video surveillance and monitoring (VSAM) that are similar
to our application.
Existing thermal panoramic imagers, e.g., with parabolic or hyperbolic
reflectors, have optical aberrations, which are typically reduced by imaging at low
image numerical apertures.

This approach is well known in optics and

photography: at small apertures, any lens operates in a near-pinhole mode; this
approach to reduction of aberrations comes with a significant loss of light.
Reflector aberrations may significantly compromise image resolution, especially at
high apertures.
High apertures (e.g. fast optics) are required in such applications as thermal
imaging. In thermal imaging, the diffraction spot size increases as the ratio of the
wavelength to the aperture diameter. The longer wavelength of the infrared range
therefore requires larger apertures to offset the effect of the longer wavelength and
keep the optical resolution in a match with the pixel resolution of the sensor. The
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larger aperture of the optics reduces the effect of diffraction and improves image
quality.
In panoramic catadioptric systems, the mirror size affects the effective
aperture. High image quality is easy to achieve with large mirrors placed at long
distances from the camera. In other words, larger catadioptric panoramic cameras
have lower aberrations and produce better images, at the expense of the overall
larger size of the optics. On the other hand, small panoramic optics with low
aberrations presents a design challenge. The challenge is even greater for thermal
optics, where diffraction of the longer wavelength dictates large apertures,
regardless of the light throughput, in order to match the diffraction limited spot size
with the pixel pitch of the sensor. [14]
Gutin et al. [14] developed a thermal infrared panoramic imaging sensor for
the 360° automatic detection, location, and tracking of targets. This group decided
to not limit their design by the single viewpoint requirement, but instead focused
on high resolution optics that matched the pixel resolution of their sensor. In testing
the effect of an SVP versus a non-SVP optical system arrangement, they
determined a noticeable difference at short distances. However, they found that a
critical distance for the detection of an object exists when the angular size of the
optics as viewed from the object is equal to or larger than the immediate field of
view (IFOV), or the angle subtended by a single pixel in the object space. Their
application was for detection ranges beyond 50 meters, thus, a computed critical
distance of 2.1 meters was negligible and the SVP condition not practical. They
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also concluded that a non-SVP optical system with axial symmetry only affects the
elevation of the object which still allowed determination of azimuth of the object.
4.2.1 Security mirrors
In a concept developed by Simon Thibault [15], he calls the IR panamorph
lens, we can think of the surveillance problem in terms of a pixel allocation problem
by using distortion as a design parameter. This allows us to conduct design by
providing the highest resolution coverage where it is needed by dividing the
coverage area into adjacent and continuous zones. Once the coverage area is
divided into specific security zones a relative angular resolution analysis is used to
allocate pixels. For example, in the task of facial recognition the number of
pixels/degree will be different for each zone because the face will be at a different
relative positions to the sensor for each zone. An object measured from a fixed
axis to the sensor will subtend an angle that is different in each zone. Thus, it may
require twice the number of pixels for one zone compared to another. This means
that the geometry of a mirror can be determined to achieve a constant pixel/angle
resolution.
4.2.2 Our design principles
When contemplating mirror shapes, we considered field of view, spatial
resolution, and distortion for various zones of coverage. There is an inherent
interplay between these considerations which invariably leads to undesirable
tradeoffs. Common security mirror shapes are spherical. The half dome or quarter
dome variety are often used to facilitate wide fields of view and to see around
corners in warehouses and gas stations. However, these mirror shapes do not
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allocate pixels efficiently, in a catadioptric sensor, when paired with a rectangular
focal plane array. Therefore, the obvious shape we seek is generally rectangular.
Rectangular convex mirrors are used in the same ways as spherical mirrors
with the advantage that they can be designed to widen the field of view horizontally
or vertically, however, the kinds used in warehouses or as rear-view mirrors do not
allow one to see the floor or the ceiling without prioritizing one over the other by
tilting the mirror. Through experimentation with various geometries, we found that
an oblate sphere with a gradually curved (somewhat flattened) equatorial zone
works well to capture the inside of a shipping container.
An oblate spherical mirror positioned above the door of the shipping
container allows the capture of the other five walls (roof, floor, two adjacent walls,
and opposite wall) with some distortion along the outside edges. Referring to
Figure 4.4, which shows an example of our experimental mirror shape inside of a
checkboard lined box, we observe distortions in three zones. The equatorial zone
is rounded on the sides to allow viewing into the corners but generally flat offering
minimal distortion to the opposite wall. The top and bottom zones are domed and
preserve parallel lines, but, very small blind areas exist directly below and above
the mirror. Later, we derive methods to evaluate this mirror shape and resolution
properties of various zones, as well as, proper alignment of the mirror and camera
pupil to achieve proper pixels/angle in regions of interest.
In practice, catadioptric design is a process from detector through lens
(system) to the reflector such that aberrations are reduced or eliminated. We begin
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our proof-of-concept using an off-the-shelf, infrared imaging device with a
206 x 156 pixel focal plane array and estimated lens parameters.
A single effective viewpoint is achieved by positioning the entrance pupil of
the lens at one of the focal points of the reflector, making the other focal point the
effective viewpoint. However, if the camera is placed between the mirror and the
scene, a portion of the scene will be obscured by the camera. Thus, we prefer a
non-single viewpoint sensor with no required projection of planes in the scene for
two reasons.
First, we have limited pixels to capture events, so we can ill afford to obscure
any portion of the scene by the camera. Second, the movement of shipping
containers in the supply chain will inevitably jostle the camera’s position relative to
the mirror. Thus, we design robustness in the system by selecting a mirror
geometry that achieves a full field of view of the inside of a shipping container while
allowing for slight shifting during movement over time. The mirror’s profile is then
generally rectangular, to maximize utilization of the camera’s FPA, with the
necessary curvature to provide the desired field of view. A summary of design
characteristics we favor:
1. A support structure that does not occlude the captured image.
2. Minimal image warping, allowing direct image processing.
3. Maximum utilization of Seek Thermal pixels.
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4.3 Catadioptric Camera
Seek Thermal publishes limited data about the technical characteristics of
their device, however, interaction with their support team has provided sufficient
information to make approximations in the design of a catadioptric system.
A summary of computed and Seek Thermal provided specifications can be
seen in Table 4.1. Note the difference between the computed field of view and the
Seek Thermal provided FOV. We account for this by not knowing the true aperture
size, thus, we do not know the entrance pupil or f/# of the imaging device.
Moreover, we do not know the true detector size as it was estimated with the given
pixel pitch of 12 microns. [16] Pixel pitch is the distance from the center of one
pixel on the detector to the center of the adjacent pixel. Therefore, we estimate a
focal plane array of 2.472 x 1.872 mm (3.10083 mm diagonal). Furthermore, we
computed a focal length of 4.7717 mm using the manufacturer provided 36°
diagonal angle of view.
The Seek Thermal lens material is chalcogenide which has a refractive
index of approximately 2.6032 at 10 𝜇𝑚 assuming BD-2.

†

BD-2 is composed of

𝐺𝑒45 𝑆𝑏84 𝑆𝑒9: (Table 4.2). It offers low dispersion, broad transmission, and has
minimal absorption. [17] Our design process assumes a lens of this material
because of its properties and low cost, which are properties assumed important to
Seek Thermal. It is necessary to make this assumption to account for refractive

†

We do not know the actual composition of the chalcogenide lens used in the Seek Thermal
because it is proprietary information. Chalcogenide is infrared transmitting glass made of different
elements like germanium, arsenic, and selenium.
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indices during design and there are commercially available lens designs (from
Edmunds, ThorLabs, and others) that can be modeled in our design.
The Seek Thermal imager consists of a perspective lens (see Figure 4.5).
Using the Camera Calibration Toolbox for MATLAB [18] developed by Jean-Yves
Bouguet at Caltech Vision we measured tangential and radial distortion of the Seek
Thermal. Results can be seen in Figure 4.6.
The MATLAB toolbox allows camera calibration using images of a
checkerboard pattern with no requirements for camera position, rotation, or
translation. It attempts to capture the intrinsic parameters of the camera which
include focal length, principal point, skew coefficient, and distortions.

It also

computes the extrinsic parameters of rotation and translation to produce both
camera-centered and world-centered global views.
Using the Seek Thermal we captured 21 images of a heated 6"𝑥 6" flat piece
of T316 welded stainless steel mesh (Figure 4.7) in different positions by
rotating/translating the wire mesh (Figure 4.8). Since corner detection for the
toolbox is automatic, and designed to be used in the visual spectrum, we took extra
caution to detect corners manually by framing the region using the outside edges
of the wire and included the wire thickness in the square size computation. This
proved critical as the first iterations gave large errors.
Visualizations of the distortions can help to decide the appropriate model to
use for the camera, however, we are not necessarily interested in modeling the
camera, we are interested in the presence of non-linear effects of the camera. The
Complete Distortion Model results show the impact of both radial and tangential
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distortions on each pixel of the image (Figure 4.6c). Each vector represents the
effective displacement of a pixel induced by the lens distortion. Observe that
points at the corners of the image are displaced by as much as 45 pixels due to
radial distortion (see Radial Component of the Distortion Model in Figure 4.6a).
Note that tangential distortion is 4.5 pixels at the corners (see Tangential
Component of the Distortion Model in Figure 4.6b).
Thus, the complete distortion can be accounted for in the radial component.
Radial lens distortion is a symmetric distortion caused by the lens due to
imperfections in curvature when the lens was ground. By inspection, it is not clear
if the measured radial distortion in the Seek Thermal lens produces barrel or
pincushion distortions. It is possible that a lateral chromatic aberration exists in
the lens which is due to radial and wavelength dependencies. [19] Nonetheless,
considering noise effects and errors in finding the exact corners of the non-perfect
steel mesh grid pattern we conclude there are no significant non-linear effects of
the Seek Thermal lens allowing us to proceed with mirror design.

4.4 Mirror Design
In general, we first decide a parametric representation for the mirror. Then,
we compute the location of the camera’s entrance pupil relative to the mirror such
that the camera’s complete angle of view captures the mirror’s boundary. Third,
we compute the camera’s field of view using the caustic. This step is required to
compute the catadioptric system’s field of view. Finally, we use spatial resolution,
utilization of Seek Thermal pixels, and fields of view to select a mirror for our
application.
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4.4.1 Parameterization of the reflector surface
A spheroid is a rotationally-symmetric, stretched (prolate) or squashed
(oblate), sphere-like surface whose intersection with a plane containing its
symmetry axis is an ellipse. This ellipse generates the spheroid when rotated
about a major or minor axis. Prolate spheroids have two distinct focal points,
namely the foci of the generating ellipse. Oblate spheroids have a focal circle,
traced out by the foci of the generating ellipse.
We begin our design with the following parametric equations of a sphere
which have parameters 𝑠 and 𝑡 and radius 𝑟:
𝑥 = 𝑟 𝑐𝑜𝑠(𝑠)𝑐𝑜𝑠(𝑡)

(4.1)

𝑦 = 𝑟 sin(𝑠) cos(𝑡)

(4.2)

𝑧 = 𝑟 sin(𝑡)

(4.3)

0≤𝑠≤π
−

π
π
≤𝑡≤
2
2

The domain of 𝑠 restricts the mirror to one-half of a sphere, which we orient
such that it is convex to the pupil location. We modify this parameterization by
multiplying Equations (4.1) and (4.2) by a constant scalar 𝑎 so that both 𝑥 and 𝑦
are greater than 𝑧. Then, multiplying Equation (4.3) by constant scalar 𝑏, to control
the scaling of 𝑧, and 𝑐 inside the sine function, to flatten the face of the sphere to
reduce distortion in the main region of detection, we arrive at the following
parameterization of the mirror surface.
𝑥 = 𝑎 𝑟 𝑐𝑜𝑠(𝑠)𝑐𝑜𝑠(𝑡)
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(4.4)

𝑦 = 𝑎 𝑟 sin(𝑠) cos(𝑡)

(4.5)

𝑧 = 𝑏 𝑟 sin(𝑐 𝑡)

(4.6)

0≤𝑠≤π
−

π
π
≤𝑡≤
2
2

where 𝑎, 𝑏, 𝑐, and 𝑟 are constants such that 𝑎 > 𝑏 > 0 and 𝑐 > 0 and 𝑟 is the radius
(see Figure 4.9).
4.4.2 Position the entrance pupil
Determining the exact location of the imaging device’s entrance pupil to the
reflector is important for two reasons. First, we want to capture the entire reflector
in the frame of the camera. Second, we need the exact location of the entrance
pupil to compute fields of view and spatial resolutions. In Appendix B: Mathematica
Code for Position Entrance Pupil we provide the Mathematica code used to
position the entrance pupil with any mirror shape and a given camera’s diagonal
angle of view. Our method fits a rectangle to the exact back profile of the mirror
then computes the distance of the entrance pupil from the mirror for various pupil
heights fixing the lens’ diagonal angle of view. Figure 4.10a illustrates this process.
The pose (rotation) of the entrance pupil is fixed at the origin of our system (Figure
4.10b), however, can be adjusted through a range of angles as necessary.
4.4.3 The caustic surface
The camera’s FOV is not the angle of view (36°) used to position the
camera. Due to the geometry of the mirror, the FOV is derived in three-dimensions
for the non-SVP case. [9] A three-step process begins by computing the caustic.
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The caustic is an envelope of reflected or refracted rays formed when light rays
interact with either a reflective or refractive interface. [20] For our purposes it can
be thought of as the locus of viewpoints of these rays. [21] We model the incident
and reflected rays using surface normals according to the Law of Reflection. Next,
we find two extreme intersection points along the equator of both the reflector and
the caustic surfaces.

Finally, we determine the camera’s horizontal FOV by

computing the angle between two incident rays which are formed from the lens’
entrance pupil and extending to the two extreme intersection points on both
surfaces.
Referring to Figure 4.11, we follow derivations by Swaminathan et al. [9].
The caustic is formed by letting 𝑺𝒓 (𝑠, 𝑡) be a point on the three-dimensional
reflector, parameterized by (𝑠, 𝑡).
𝑺𝒓 (𝑠, 𝑡) = 〈𝑎 𝑟 cos(𝑠) cos(𝑡) , 𝑎 𝑟 sin(𝑠) cos(𝑡) , 𝑏 𝑟 sin (𝑐 𝑡)〉

(4.7)

Let 𝑶 denote the position of the entrance pupil of the lens. For any point
𝑺𝒓 (𝑠, 𝑡) on the reflector, we define the direction of the ray entering the pupil as:
𝑽𝒓 (𝑠, 𝑡) = 𝑶 − 𝑺𝒓 (𝑠, 𝑡)

(4.8)

Given a reflector geometry, we define the incoming light rays 𝑽𝒊 (𝑠, 𝑡) using
surface unit normals 𝑵𝒓 (𝑠, 𝑡), where × denotes the cross product, by the Law of
Reflection [9],[22].
𝑵𝒓 (𝑠, 𝑡) =

𝑺𝒓 (𝑠, 𝑡)Z × 𝑺𝒓 (𝑠, 𝑡)[
|𝑺𝒓 (𝑠, 𝑡)Z × 𝑺𝒓 (𝑠, 𝑡)[ |

𝑽𝒊 (𝑠, 𝑡) = 𝑽𝒓 (𝑠, 𝑡) − 2𝑵𝒓 (𝑠, 𝑡)(𝑵𝒓 (𝑠, 𝑡) ∙ 𝑽𝒓 (𝑠, 𝑡))
The caustic is then defined by [9]:
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(4.9)
(4.10)

𝑺𝒄 (𝑠, 𝑡) = 𝑺𝒓 (𝑠, 𝑡) + 𝑟` ∙ 𝑽𝒊 (𝑠, 𝑡)

(4.11)

where 𝑟` denotes the distance from the point of reflection at which the caustic lies
along 𝑽𝒊 (𝑠, 𝑡) (Figure 4.12). A point on the caustic is defined as a singularity in the
space of scene rays, parameterized by (𝑟` , 𝑠).

Thus, in the limit, traversing

infinitesimally along 𝑉b (𝑠, 𝑡) (change in 𝑟` ) at the caustic, is equivalent to traversing
from one ray to the next (change in 𝑠). [9] At this point, the determinant of the
Jacobian 𝐽(𝑺𝒓 (𝑠, 𝑡) + 𝑟` ∙ 𝑽𝒓 (𝑠, 𝑡)) must vanish. [22]
We find the roots of the quadratic equation that results in solving for 𝑟` after
applying the Jacobian method described by Burkhard and Shealy [21], derived by
Swaminathan et. al [9] for non-single viewpoint catadioptric cameras, in the
equation below. The definition of the Jacobian matrix follows [9].
detg𝐽g𝑺𝒓 (𝑠, 𝑡) + 𝑟` ∙ 𝑽𝒊 (𝑠, 𝑡)hi = 0

(4.12)

or,
𝜕𝑺 (𝑠, 𝑡)q
𝜕𝑽𝒊 (𝑠, 𝑡 )r
⎡ 𝒓
+ 𝑟` ∙
𝜕𝑠
𝜕𝑠
⎛⎢
(
)
(
𝜕𝑺
𝑠,
𝑡
𝜕𝑽
s
𝒊 𝑠, 𝑡 )s
det ⎜⎢ 𝒓
+ 𝑟` ∙
𝜕𝑠
𝜕𝑠
⎜⎢
𝜕𝑽𝒊 (𝑠, 𝑡)t
⎢𝜕𝑺𝒓 (𝑠, 𝑡 )t
+ 𝑟` ∙
⎝⎣
𝜕𝑠
𝜕𝑠

𝜕𝑺𝒓 (𝑠, 𝑡)q
𝜕𝑽𝒊 (𝑠, 𝑡)r
+ 𝑟` ∙
𝜕𝑡
𝜕𝑡
𝜕𝑺𝒓 (𝑠, 𝑡)s
𝜕𝑽𝒊 (𝑠, 𝑡)s
+ 𝑟` ∙
𝜕𝑡
𝜕𝑡
𝜕𝑺𝒓 (𝑠, 𝑡)t
𝜕𝑽𝒊 (𝑠, 𝑡)t
+ 𝑟` ∙
𝜕𝑡
𝜕𝑡

𝑽𝒊 (𝑠, 𝑡)q ⎤
⎥⎞
𝑽𝒊 (𝑠, 𝑡)s ⎥⎟ = 0
⎥⎟
⎥
𝑽𝒊 (𝑠, 𝑡)t ⎦⎠

The X, Y, and Z components of the vectors are denoted as 𝑺𝒓 (𝑠, 𝑡)q , 𝑺𝒓 (𝑠, 𝑡)s , and
𝑺𝒓 (𝑠, 𝑡)t , respectively. The roots are substituted into the equation of the caustic
𝑺𝒄 (𝑠, 𝑡) yielding its analytic form.
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4.4.4 The camera’s field of view
Swaminathan et. al proved that the point on the reflector at which a light ray
passing through the entrance pupil of the lens grazes the reflector, is also its
caustic point. [9] Thus, step two of computing the camera’s field of view 𝜒 requires
finding the two furthest intersection points along the 𝑥 − 𝑎𝑥𝑖𝑠 between the reflector
surface and the caustic (Figure 4.13).
The 𝑥 − 𝑎𝑥𝑖𝑠 corresponds to the horizontal direction, or equatorial cross
section of the mirror, in our coordinate system. Therefore, the extreme 𝑥 − 𝑣𝑎𝑙𝑢𝑒𝑠
correspond to the furthest right-hand point and left-hand points on the two
surfaces.

This problem reduces to a two-dimensional computation for the

rotationally symmetric case. An Extended Newton Method is used to compute the
intersection points between the two surfaces (reflective surface 𝑺𝒓 (𝑠, 𝑡)

and

caustic 𝑺𝒄 (𝑢, 𝑣) ).
The Extended Newton Method can determine the roots of an arbitrary
system of equations iteratively when equations are nonlinear or transcendental.
Also, it applies for the case when the number of equations of the system is greater
than, less than, or equal to the number of variables. [23] Our system consists of
three equations 𝑓8 , 𝑓4 , 𝑓• and four variables 𝑠, 𝑡, 𝑢, and 𝑣, which are parameterized
by 𝑤, as defined below.
We proceed by re-parameterizing the caustic surface 𝑺𝒄 with parameters 𝑢
and 𝑣, to differentiate the two surfaces, and use differential geometry procedures.
[23] Let 𝑺𝒓 and 𝑺𝒄 be as follows:
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𝑺𝒓𝟏 (𝑠, 𝑡 )
𝑺𝒓 (𝑠, 𝑡) = ƒ𝑺𝒓𝟐 (𝑠, 𝑡) ‡
𝑺𝒓𝟑 (𝑠, 𝑡 )

(4.13)

𝑺𝒄𝟏 (𝑢, 𝑣)
𝑺𝒄 (𝑢, 𝑣) = ƒ𝑺𝒄𝟐 (𝑢, 𝑣) ‡
𝑺𝒄𝟑 (𝑢, 𝑣)

(4.14)

where, 𝑺𝒓 , 𝑺𝒄 ∈ [0,1]4 . The problem of intersection is solved by computing the set:

𝑀 = {(𝑠, 𝑡, 𝑢, 𝑣) ∈ [0,1]• ∥ 𝐹(𝑠, 𝑡, 𝑢, 𝑣) = 𝑺𝒓 (𝑠, 𝑡) − 𝑺𝒄 (𝑢, 𝑣) = 0} ⟺

(4.15)

𝑺𝒓𝟏 (𝑠, 𝑡) − 𝑺𝒄𝟏 (𝑢, 𝑣)
𝑓8 (𝑠, 𝑡, 𝑢, 𝑣)
𝐹’𝑠(𝑤), 𝑡(𝑤), 𝑢(𝑤), 𝑣(𝑤)h = “𝑺𝒓𝟐 (𝑠, 𝑡) − 𝑺𝒄𝟐 (𝑢, 𝑣 )” = “𝑓4 (𝑠, 𝑡, 𝑢, 𝑣)” = 0
𝑺𝒓𝟑 (𝑠, 𝑡) − 𝑺𝒄𝟑 (𝑢, 𝑣)
𝑓• (𝑠, 𝑡, 𝑢, 𝑣)

(4.16)

In the non-degenerate case (e.g. the set of intersection points is not empty)
the solution manifold 𝑀 consists of one or several curves each fulfilling the
condition:
𝐹’𝑠(𝑤), 𝑡(𝑤), 𝑢(𝑤), 𝑣(𝑤)h = 0

(4.17)

where 𝑤 is the arc-length parameter. We parameterize by arc-length 𝑤 which is
sometimes used to trace a constant distance along the arc-length of the
intersection curve. We interpret the pair of two curves as:
–

–

𝑘8 (𝑤) = ’𝑠(𝑤), 𝑡(𝑤)h ⊆ [0,1]4 𝑎𝑛𝑑 𝑘4 (𝑤) = ’𝑢(𝑤), 𝑣(𝑤)h ⊆ [0,1]4

(4.18)

which represent the path of intersection on each of the surfaces in the
corresponding parameter space.
Following a process described by Alsaidi [23], we implement a routine in
MATLAB by first setting 𝑺𝒓 (𝑠, 𝑡) = 𝑺𝒄 (𝑢, 𝑣) and solving for the parameters
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(𝑠, 𝑡, 𝑢, 𝑣). The process begins by obtaining an appropriate start point lying within
the solution manifold.

The caustic is a complicated function that slows

computations. Therefore, using an arbitrary initial guess to start the Extended
Newton Method results in sporadic intersection points that are sometimes
unwanted intersection points on the back portions of the reflector and caustic. This
is to say, using an arbitrary initial point can result in finding an intersection point on
the concave side of the oblate spheroid which is opposite the location of the pupil,
if the entire oblate spheroid were defined. Our reflector is the convex half of an
oblate spheroid, thus, guessing initial starting points slows convergence and leads
to the use of marching methods to find the intersection curve from which an
analysis of extreme points follows.
Marching methods, as described in CAD design, used to find the
intersection curves between parametric surfaces, took longer than 72 hours
runtime using MATLAB on the William & Mary High Performance Computing
cluster (SciClone). This was due to the complicated caustic surface function. We
overcame this challenge by estimating surface values over the defined domain
with a meshgrid of computed surface values to find the corresponding parameters
values for Extended Newton Method initialization.
When using the caustic surface to make any computations it was found that
singularities on the edges and its complicated structure restrict the methods that
can be used in calculations. It was noted during review of the literature that it might
be possible to use a different parameterization of the reflector surface to simplify
the resulting caustic surface calculation. [9] We tried other parameterizations but
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found that they neither captured the shape we wanted nor simplified the
calculations.
We mentioned the 72-hour runtime on the W&M cluster (SciClone) in
passing above. This is not, however, a trivial problem. Our first approach to find
the intersection between the reflector and caustic surfaces met resistance in
multiple ways. First, it is not possible to plot the caustic directly. Not being able to
visualize the two surfaces meant it was a guessing game which root to use for the
caustic surface.

Second, our code resulted in three roots when solving the

Jacobian (4.12), which led to some trial and error to find the correct root. After
multiple attempts trying each root value, we decided to estimate the caustic surface
and use a discrete meshgrid to aid the convergence of iterative methods. Before
this approach, which eventually resulted in success, we unsuccessfully tried
marching methods as suggested by CAD design. These methods use surface
normals between the two surfaces to trace the intersection curve. The problem is
computation time for each surface normal of the caustic surface. We also found it
infeasible to use marching methods in a piecewise fashion.
With good approximate initial values of parameters 𝑠, 𝑡, 𝑢, and 𝑣
convergence was fast, about 5 minutes with 25 iterations on average, using a
tolerance value of 1 × 10š› . The Extended Newton Method Algorithm follows:
Inputs: 𝐹: 𝐶 • → 𝐶 • , an initial point 𝑥: = (𝑠: , 𝑡: , 𝑢: , 𝑣: ), a tolerance value 𝜖,
and a maximum number of iterations.
Outputs: a point of intersection (which can be used as a starting point to
march the intersection curve)
149

1. Let, L = 1 be the initial number of iterations
2. Let,

𝑺𝒓𝟏 (𝑠, 𝑡) − 𝑺𝒄𝟏 (𝑢, 𝑣)
𝑓8 (𝑠, 𝑡, 𝑢, 𝑣)
𝐹’𝑠(𝑤), 𝑡(𝑤), 𝑢(𝑤), 𝑣(𝑤)h = “𝑺𝒓𝟐 (𝑠, 𝑡) − 𝑺𝒄𝟐 (𝑢, 𝑣)” = “𝑓4 (𝑠, 𝑡, 𝑢, 𝑣)”
𝑺𝒓𝟑 (𝑠, 𝑡) − 𝑺𝒄𝟑 (𝑢, 𝑣)
𝑓• (𝑠, 𝑡, 𝑢, 𝑣)

(4.19)

3. Compute the Jacobian matrix 𝐽.
𝐽 (𝑥: ) = ¡

𝜕𝑓b (𝑥: )
£
𝜕𝑥¢ b¤8….•,¢¤8….•

(4.20)

4. Evaluate 𝐽 at the initial point 𝑥: .
5. Extract the new point via:
𝑥¦§¨ = 𝑥: − 𝑝𝑖𝑛𝑣’𝐽(𝑥: )h × 𝐹(𝑥: )

(4.21)

where 𝑝𝑖𝑛𝑣 is the pseudo inverse since the Jacobian matrix is not square
and cannot be inverted. This is what makes this method the Extended
Newton Method.
6. Compute 𝑡 =∥ 𝑥¦§¨ − 𝑥: ∥.
7. Test
𝑖𝑓 𝑡 ≤ 𝜖
𝑡ℎ𝑒𝑛 start_pt = 𝑥¦§¨ , 𝑏𝑟𝑒𝑎𝑘.
𝑒𝑙𝑠𝑒𝑖𝑓 𝑡 > 𝜖 and # 𝑜𝑓 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 ≤ 𝑀
𝑠𝑒𝑡 𝑥: = 𝑥¦§¨ , 𝐿 = 𝐿 + 1;
𝑔𝑜 𝑡𝑜 𝑠𝑡𝑒𝑝 3.
𝑒𝑙𝑠𝑒 𝑟𝑒𝑡𝑢𝑟𝑛 (𝑓𝑎𝑖𝑙𝑢𝑟𝑒 𝑛𝑜𝑛 − 𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 𝑡𝑟𝑦 𝑓𝑜𝑟 𝑛𝑒𝑤 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑝𝑜𝑖𝑛𝑡)
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4.4.5 Horizontal and vertical fields of view
The camera’s horizontal field of view (C-HFOV) is computed as the angle
between a vector from the entrance pupil to extreme point #1 (corresponding to
the maximum 𝑥 − 𝑣𝑎𝑙𝑢𝑒) and a vector from the entrance pupil to extreme point #2
(corresponding to the minimum 𝑥 − 𝑣𝑎𝑙𝑢𝑒) (see Figure 4.13). This computed CHFOV is greater than the nominal 28.35° horizontal angle of view (computed from
the Seek Thermal’s 36° diagonal angle of view) used to position the camera. The
reason for different values is due to the geometry of the reflector. It is important to
go through this process as merely using the incident rays on the reflector’s surface
does not account for the locus of viewpoints as described above.
The catadioptric system’s horizontal field of view (CS-HFOV) follows as the
angle between the same incident rays just described (Figure 4.14). We conclude
that this must be the CS-HFOV by visual inspection of the combined plot of caustic
and corresponding reflector surfaces. There are no other incident rays with a wider
field of view that reflect off of the mirror and enter the pupil.
We compute the catadioptric system’s vertical field of view (CS-VFOV) as
the angle between incident rays on the top and bottom of the mirror surface. These
incident rays are found by searching along elliptical contours on the top and the
bottom of the reflector surface in 5° increments until incident rays that reach the
pupil are found. This also helps to trim the surface by removing unnecessary
curvature that cannot be viewed from each pupil location.

Moreover, this

procedure does not change any characteristics of the mirror, but instead defines
the CS-VFOV from our model definition. The MATLAB code for computing the
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caustic surface and FOVs is provided in Appendix C: MATLAB Code for Mirror,
Caustic, and FOVs.
4.4.6 Spatial resolution
We derive the 2D spatial resolution for a conventional perspective camera,
which has a frontal image plane located at a distance 𝑓 from the camera pupil
(modeled as a pinhole), and whose optical axis is aligned with the axis of symmetry
of the mirror. See Figure 4.15 for an illustration of this scenario. Following the
method by Baker and Nayar [24], we consider an infinitesimal area 𝛿𝐴 on the
image plane. If this infinitesimal pixel images an infinitesimal solid angle 𝛿𝜔 of the
world, the resolution of the sensor (as a function of the point on the image plane
at the center of the infinitesimal area 𝛿𝐴) is:
𝛿𝐴
𝛿𝜔

(4.22)

If 𝜓b is the angle between the optical axis and the line joining the pinhole to
the center of the infinitesimal area 𝛿𝐴, the solid angle subtended by the
infinitesimal area 𝛿𝐴 at the pinhole is:
𝛿𝐴 ∙ cos 𝜓b
𝛿𝐴 ∙ 𝑐𝑜𝑠 • 𝜓b
𝛿𝜗b = 4
=
𝑓 /𝑐𝑜𝑠 4 𝜓b
𝑓4

(4.23)

Therefore, the resolution of the conventional camera is:
𝛿𝐴
𝑓4
=
𝛿𝜗b
𝑐𝑜𝑠 • 𝜓b

(4.24)

whose behavior tends to decrease as 𝜓b → 0, so higher resolution areas on the
sensor plane continuously increase the farther away they get from the optical
center.
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Then, the area of the mirror imaged by the infinitesimal area 𝛿𝐴 is:
𝛿𝜗b ∙ (𝒑 − 𝑺𝒓 (𝑠, 𝑡))4
𝛿𝐴 ∙ (𝒑 − 𝑺𝒓 (𝑠, 𝑡))4 ∙ cos 𝜓b
𝛿𝑆 =
=
cos 𝜙b ∙ cos 𝜓b
𝑓 4 ∙ cos 𝜙b

(4.25)

where 𝑝 is the location of the pupil (𝑥» , 𝑦» , 𝑧» ), 𝑆¼ (𝑠, 𝑡) is the surface value of the
mirror, and 𝜙 is the angle between the normal to the mirror and the line joining
the pinhole to the mirror. This distance is denoted 𝑑 in the diagram. Since
reflection at the mirror is specular the solid angle of the world imaged by the
catadioptric camera is:
4

𝛿𝑆 ∙ cos 𝜙b
𝛿𝐴 ∙ ’𝒑 − 𝑺𝒓 (𝑠, 𝑡 )h ∙ cos 𝜓b
𝛿𝜔 =
=
𝑟` (𝑠, 𝑡)
𝑓 4 ∙ 𝑟` (𝑠, 𝑡)4

(4.26)

Hence, the spatial resolution of the catadioptric system is:
𝛿𝐴
𝑓 4 ∙ 𝑟` (𝑠, 𝑡)4
=
𝛿𝜔 ’𝑝 − 𝑆 (𝑠, 𝑡)h4 ∙ cos 𝜓
¼
b

(4.27)

From this equation we can examine our system in two ways. First, we want
to know how resolution behaves for regions of interest (ROIs) in the scene.
Second, we want to know the spot size resolution for a given heat source in the
scene. Referring to Figure 4.16, we superimpose a grid onto the image of our
reflector, placed inside of a black and white checkerboard box. Then, five realworld planes (three walls, the floor, and the roof) are mapped to the reflector. We
determine each region’s location on the reflector using the superimposed grid and
note the distortions for each travelling in lateral directions away from the center of
the reflector. The distortion is easily seen in Figure 4.17 which depicts a sixth
region we call the Head and Shoulders ROI. This ROI is the most likely location
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of a human’s torso in the image. As expected, the distortions in the center of the
reflector are small and increase moving towards the reflector’s edge. The realworld corners, closest to the reflector, represent the areas where we see the most
distortion. In general, from this image, we see that the near corners, and the floor
area just below the reflector, are areas where we expect scene objects to be the
most distorted. We keep this in mind for image processing as it may be possible
to use a measurement metric to classify shapes.
For each of the six ROIs, we computed the spatial resolution along lateral
lines of the reflector to understand behavior. This modeled behavior uses a scene
point that is infinitesimally small and an incident ray from infinity, so the spatial
resolution values are extremely small. The parametric values on the mirror surface
corresponding to each ROI in Figures 4.17 – 4.22. Then, we computed spatial
resolution curves along three radial slices (top, middle, and bottom) for each ROI.
Next, we use the derived spatial resolution equation (4.27) to compute a
spot size of a given area in the scene onto the focal plane array (FPA) of the Seek
Thermal. Here, we are interested in detecting a cutting torch being applied from
outside the container to breach one of the walls.

We know from a geometry of

space analysis that there are certain regions inside the container where we can
detect a moving heat source given oblique angle viewing as discussed below in
Section 4.6.
The simplest case is a cutting torch applied to the center of the back wall as
viewed from a position above the door of the container. Assuming that a heat
pattern from a cutting torch has a 12” x 6” (304.8 mm x 152.4 mm) area, after a
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few seconds of application, we project this area onto the reflector and compute its
size on the FPA (see Figure 4.23 for this scenario). From this analysis we want to
know if it is possible to detect a 12” x 6” heat signature. It would require extreme
image processing to find these pixels amongst the rest of the scene, but this gives
us an idea of the resolution of the system. The code for spatial resolution analysis
is provided in Appendix D: MATLAB Code for Spatial Resolution.
4.4.7 Maximizing Seek Thermal Pixels
The distribution of the Seek Thermal’s pixels onto the reflector surface can
be computed by mapping each pixel from reflector to image plane according to
calibration techniques. By transformation and projection, mapping pixels is shown
to work well for rotationally symmetric shapes. [25] Our reflector surface does not
directly adapt to the derived models, however, since our basic need is to evaluate
the pixel use for various mirror shapes, we employ a new approach. We project
the mirror surface onto the 𝑦 − 𝑝𝑙𝑎𝑛𝑒, according to our coordinate system, and
compute the area difference between said projection and the smallest fitting
rectangle. This simplistic approach is not quite good enough, however, because
it does not allow us to evaluate the effect on viewed area from different pupil
heights. We improve this basic approach by using the computed visible area
according to our model, first, and then project the viewable mirror’s surface to the
𝑦 − 𝑝𝑙𝑎𝑛𝑒.
The four points that allow us to compute CS-HFOV and CS-VFOV are used
to compute the visible area of the mirror for each pupil location.

Since the

computations of our model account for viewing direction, we use this fact to
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perform the projection and then find the area difference between the projected
mirror surface and the smallest fitting rectangle. We do not assume any rectangle
according to the projected mirror shape, but instead use computed surface values
to draw the rectangle so that we verify it is the correct projection. The simple
equations that capture the definition of Area Difference and Pixel Efficiency are
then:
𝐴𝑟𝑒𝑎 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 = 𝐴¼ − 𝐴¾¿
𝑃𝑖𝑥𝑒𝑙 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =

𝐴¼
× 100
𝐴¾¿

(4.28)
(4.29)

where 𝐴¼ is the area of the smallest fitting rectangle and 𝐴¾¿ is the area of the
reflector surface as projected onto the 𝑦 − 𝑝𝑙𝑎𝑛𝑒. The code for this procedure is
provided in Appendix E: Mathematica Code for Maximize Pixels.

4.5 Ray Tracing
Computer models and numerical approaches to evaluate the emission and
propagation of thermal radiation can be an involved process for both simple and
complex geometries. [26]

A careful consideration of ray launching methods,

atmospheric effects, and reflection, scattering, absorption characteristics of
various surfaces in the scene can be modeled theoretically. However, real-world
dynamics cannot be completely captured, thus, we focused on the tracing of four
rays to compute CS-VFOV and CS-HFOV. A more systematic ray tracing may be
required after field deployment but at this time we are confident that the scene can
be accurately sampled from the designed system. We see the benefits of ray
tracing as proper selection of optical coatings for the reflector and verification of
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computed pupil location.

We make several assumptions about the inner

components of the Seek Thermal that ray tracing would be better served once
exact lens dimensions and field-tested mirror shape are known.

4.6 Position the Catadioptric Sensor Inside the Container
The placement of an infrared imaging system on the inside of a shipping
container can be investigated systematically by a geometry of space analysis (see
computations in Appendix F: Mathematica Code for Geometry of Space (20 ft
container) and Appendix G – Mathematica Code for Geometry of Space (40 ft
container)). First, sampling the scene for infrared emittance from a heat source
should be considered by computing the viewing angle for various camera
placements. This procedure requires setting up a geometry of space model from
which to calculate angles. Due to the symmetry of the geometry of a shipping
container, we investigated camera positions at three locations.
First, at location “P” (Figure 4.24), the top/center of the door and
correspondingly location “N” the top/center of the back wall. Second, at location
“C”, the top corner of the container which geometrically relates to locations “B”, “F”,
and “G”. Third, at location “J”, the top/middle along one side of the container, which
geometrically relates to location “K”.

Any other sensor locations would be

obscured by container contents and would quickly be damaged by the loading and
unloading of contents. We did not consider a sensor location in the top/center of
the roof of the container, which provides a good vantage point, because containers
can be loaded to the roof and this position would lead to significant damage and/or
obscuration. Moreover, a catadioptric sensor in this location would require an
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omnidirectional mirror, which is not an efficient use of scarce pixels. An optimized
mirror design will allow us to capture the entire inside of the shipping container less
obscured areas from freight, thus, we explored camera placement based on
observing infrared emittance at oblique angles from the three described vantage
points.
Considering directional emittance, as it applies to a cutting torch being
applied to one of the outside walls, we looked at the most restrictive case which
involves angular variation of radiation from a non-blackbody. We consider the
case of a cutting torch being applied to the walls as one case study which provides
a heat signature that might be difficult to detect due to oblique angle viewing.
To determine the portions of the wall we can see from the three camera
locations, given the application of a moving heat source at an angle normal to the
wall, we are interested in finding regions where the viewing angle exceeds 55°
from the normal direction to the sensor location. The angle of 55° was selected
for this analysis as the restrictive case despite emissivity as a function of viewing
angle being slightly higher for a conductor (container walls).

Moreover, we

concluded through experiments in the lab that detection for this scenario is a
challenge for viewing angles greater than 55°. Applying directional emissivity, we
computed zenith angles multiple points along the walls to potential camera
locations as seen in Figure 4.25.
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4.7 Results
4.7.1 Detection of infrared at oblique angles
For a thermal imaging device at location 1: the top/center by the door
(Figure 4.26), for a 20-foot container, we are limited to detecting a heat source on
the wall a quarter of the way down the length of the side walls, with marginal
detection in the lower half, and the back wall. These same observations hold true
for a 40-foot container (Figure 4.27) where the detection region reduces to oneeighth the length of the container. The unshaded regions on the walls of the two
figures represent areas where the viewing angles are oblique (> 55°) and the
application of a cutting torch may not be detected. We stress may not be detected
because this assumes the cutting torch is applied to the outer wall at a normal
angle throughout the entire cutting motion.
From location 2: the top corner of the container (Figure 4.28), for a 20-foot
container, we can detect a heat source on the wall up to three-quarters way down
the opposite side wall and the back wall. We are unable to detect on one side wall,
corresponding to the side of the camera’s placement, and cannot detect the door.
On a 40-foot container (Figure 4.29), we observe no detection beyond half way
down the opposite side wall, but we are still able to detect on the back wall.
From location 3: the top/center of one of the side walls (Figure 4.30), for a
20-foot container, we can detect on the opposite side wall, the door, and the back
wall. For a 40-foot container (Figure 4.31), we can detect 50% of the opposite wall
(the middle portion), the back wall, and the door.
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A summary of best camera locations will be explored during follow-on field
testing. In general, this analysis verifies that we cannot cover the detection of a
cutting torch being applied to the outer walls from a single camera location. If
deemed important to view all walls during transport, then multiple cameras are
required, but again it is important to remember that the cameras are very low in
cost.
4.7.2 Fields of view, area difference, and pixel efficiency
After initial trials with mirror shapes, we decided to include 10 variations of
mirror shapes which include three different 𝑥 and 𝑦-scale factors (𝑎), two different
𝑧-scale factors (𝑏), and two different curvature factors (𝑐). Using three different
pupil heights we show the results of 30 mirror configurations (Table 4.3). Figure
4.32 shows an example of the results. The pupil location (red dot), incident rays
(green lines), vertical viewing limit (green dots), horizontal viewing limits (yellow
dots), and reflected rays (red lines) can be seen in the figure. A summary of results
follows:
The average C-HFOV is 33.23°, with standard deviation 2.02 and
variance 3.94 (Table 4.4).
The average CS-HFOV is 212.13°, with standard deviation 1.24 and
variance 1.47 (Table 4.5).
The average CS-VFOV is 144.28°, with standard deviation 17.45 and
variance 294.49 (Table 4.6).
The average Area Difference is 750.02, with standard deviation
204.49 and variance 40423.90 (Table 4.7).
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The average Pixel Efficiency is 91.09, with standard deviation 0.46
and variance 0.20 (Table 4.7).

The effect of parameter value to CS-HFOV are as follows (increase means
better):
1. Holding 𝑥 and 𝑦-scale factor (𝑎) and 𝑧-scale factor (𝑏) constant, while
increasing the curvature factor (𝑐) resulted in an increase in CS-HFOV.
2. Holding 𝑧-scale factor (𝑏) and curvature factors (𝑐) constant, while
increasing the 𝑥 and 𝑦-scale factor (𝑎) resulted in an increase in CS-HFOV.
3. Holding 𝑥 and 𝑦-scale factor (𝑎) and curvature factors (𝑐) constant, while
increasing the 𝑧-scale factor (𝑏) resulted in a decrease in CS-HFOV.
4. Pupil height has very little effect on CS-HFOV, which is favorable because
that means we have small variance in the equatorial region of our reflector.
This is a design trait that translates to assuming lower distortion exists in
the main region of detection.

The effect of parameter values to CS-VFOV are as follows (increase means
better):
1. Holding 𝑥 and 𝑦-scale factor (𝑎) and 𝑧-scale factor (𝑏) constant, while
increasing the curvature factor (𝑐) resulted in an increase in CS-VFOV.
2. Holding 𝑧-scale factor (𝑏) and curvature factors (𝑐) constant, while
increasing the 𝑥 and 𝑦-scale factor (𝑎) resulted in a decrease in CS-VFOV.
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3. Holding 𝑥 and 𝑦-scale factor (𝑎) and curvature factors (𝑐) constant, while
increasing the 𝑧-scale factor (𝑏) resulted in a decrease in CS-VFOV.
4. Raising the pupil height resulted in an increase in CS-VFOV.

The effect of parameter values to Area Difference are as follows (increase
means worse):
1. Holding 𝑥 and 𝑦-scale factor (𝑎) and 𝑧-scale factor (𝑏) constant, while
increasing the curvature factors (𝑐) resulted in an increase in Area
Difference.
2. Holding 𝑧-scale factor (𝑏) and curvature factors (𝑐) constant, while
increasing the 𝑥 and 𝑦-scale factor (𝑎) resulted in an increase in Area
Difference.
3. Holding 𝑥 and 𝑦-scale factor (𝑎) and curvature factors (𝑐) constant, while
increasing the 𝑧-scale factor (𝑏) resulted in an increase in Area Difference.
4. Raising the pupil height resulted in a decrease in Area Difference.

The effect of parameter values to Pixel Efficiency are negligible for all tested
mirror shapes. We expected this because the mirror is matched to the pupil
location to enforce the camera’s full angle of view.
4.7.3 Spatial resolution
The spatial resolution results for the Head and Shoulders ROI can be seen
in Figure 4.34. For this ROI, we observed the highest spatial resolution in the
center with a steady decrease moving laterally outward until reaching zero
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resolution at 𝑠 =

4Ã
Ä

and 𝑠 =

›Ã
Ä

. It makes sense that lower resolutions are in the

near corners as previously discussed. The values for when 𝑠 = 0 above, and
throughout this results section, correspond to the viewable edges of the mirror.
We do not do anything with these values as they only confirm the fields of view
with no discrepancies noted for falling outside the range of the computed CSHFOV or CS-VFOV.
The results of spatial resolution behavior for the LHS Wall ROI (Figure 4.35)
and the RHS Wall ROI (Figure 4.36) both show high resolution from the center of
the reflector decreasing toward the edges as expected. This result means we have
higher resolution to detect heat sources in the far corners of the container.
Results for the Back Wall ROI (Figure 4.37), are as expected with the
highest resolution in the center of the ROI decreasing as we move to the edges.
The slope of the curves is relatively flat for this region meaning mostly uniform
resolution.
It follows that the Floor ROI (Figure 4.38) has similar spatial resolution
behavior in the two regions closest to the Back Wall ROI since they are also in the
main equatorial region of the mirror. The concern is the bottom floor area, just
below the reflector, which has significantly lower resolution than any other ROI.
There is nothing unusual about the spatial resolution for the Roof ROI
(Figure 4.39). It is highest in the center and decreases moving outward.
4.7.4 A mirror to prototype
For the purposes of prototyping a mirror we selected the mirror that has the
lowest Area Difference value and the third highest CS-VFOV (Figure 4.40). There
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are only 4° of separation between the highest CS-HFOV and the lowest with all
mirror shapes above 209° horizontal field of view making it a metric not used for
selection. It turns out that the Area Difference is the metric that differentiated the
mirror shapes the most. In choosing the mirror with the lowest Area Difference,
we select the mirror with the highest spatial resolution. This was observed when
comparing spatial resolution plots between mirror shapes. The rationale is a
smaller Area Difference directly translates to a more uniform distribution of camera
pixels to image the reflector. Moreover, the selected mirror is more compact in
size with a shorter pupil to reflector length and had the highest pupil height
meaning less obscuration of the scene by the camera. The prototype mirror
parameters are:
𝑟 = 57.15 𝑚𝑚, 𝑎 = 1.0, 𝑏 = 0.6, 𝑐 = 1.1, 𝑃𝑢𝑝𝑖𝑙 = (0, 186.175 𝑚𝑚, 60 𝑚𝑚)

4.8 Discussion
We outlined a method using non-single viewpoint reflective optics to design
a catadioptric sensor for the surveillance on the inside of a shipping container. We
found that the refractive approach is cost-prohibitive for mass production. We also
found that using calibration techniques, the radial distortion of the Seek Thermal
lens, a COTS low-cost, low-resolution thermal imaging device, is not an issue for
use in a catadioptric system.
Modeling the Seek Thermal as a pinhole camera we tested 30 mirror
shapes to select one for prototyping. For this purpose, vertical and horizontal fields
of view for each were computed and compared. We found that a comparative
analysis of a projected mirror shape to a 2D rectangular plane was the metric most
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informative in selecting a mirror. This metric, called Area Difference, provided a
way to quickly assess spatial resolution for different mirror shapes.
A visual inspection of caustic surfaces, and verification through spatial
resolution analysis, for the 30 mirrors shows higher distortion and spatial resolution
in the main detection area. As predicted, the generally rectangular shape of our
reflector does a good job of pixel efficiency at over 90% for all mirror shapes tested.
Prototyping can be conducted in two ways that can be replicated for highvolume production. The first is to model the mirror in a CAD program to control
the milling of a form of either aluminum or wood. It is preferable to use aluminum
so that we can both test it directly after polishing, and/or use it as the block for
vacuum thermo-forming an acrylic sheet which will be coated with an IR reflective
material. The second is 3D printing the mirror and coating it.
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FOV

FOV

(a)

(b)

FOV

FOV

(c)

(d)

Figure 4.1: Methods to increase camera field of view. (a)
A conventional imaging system and its limited field of view.
A larger field of view may be obtained by (b) rotating the
imaging system about its center of projection, (c) appending
a fish-eye lens to the imaging system, and (d) imaging the
scene through a mirror.
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180°
pinhole

84°
detector

(a) Franke [1]

pinhole

detector

(b) Tisse
𝑅#
𝑅"
T
pinhole
f
detector

(c) Druart et al.
Figure 4.2: Refractive methods for increasing FOV. Increasing an
imaging systems FOV can be accomplished by (a) placing a
hemispherical glass surface behind a pinhole reducing a larger
viewing FOV to a smaller imaging cone, (b) adding a plano-convex
spherical lens in-front of the pinhole as in (a) reduces reflectance and
lowers radial distortion, (c) or using a divergent meniscus lens.
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Figure 4.3: Polished IR reflective materials. Infrared reflective
materials can be polished to make excellent mirrors. (a) The
process of wet sanding greatly improves reflection in both visible
and infrared wavelengths. The thermal images are reflections
from a (b) brass flat sheet metal mirror, (c) copper flat sheet
metal mirror, (d) hemispherical-shaped aluminum coke can
mirror, and (e) aluminum flat sheet metal mirror.
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(a) Position of brass orb inside of a checkerboard lined box.

(b) Note distortions can generally be captured in three zones of the brass
orb as depicted by the green lines.

Figure 4.4: Mapping lines between real-world and catadioptric
view. (a) Illustrates the setup of an oblate spheroid-shaped brass orb
inside of a checkerboard lined box used to map real-world lines as
observed by a catadioptric sensor. (b) The geometry of the reflector
suggests three zones (separated by green lines) of distortions to be
investigated during mirror design.
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Detector Resolution:

206 x 156

Detector Diagonal size:

3.10083 mm

Viewing area (detector size):

2.472 mm x 1.872 mm

Aspect ratio:

4:3

Pixel size:

0.011 mm or 11 μm

Pixel count:

32,136

Pixel pitch:

12 μm

Focal length:

4.7717 mm

Angle of view:

36° diagonal

Spectral range:

7.5 – 14 μm

Lens Material:

Chalcogenide

Microbolometer:

Vanadium Oxide

Table 4.1: Seek Thermal Imaging Device Parameters. Our
catadioptric system design uses the technical values in the
table above. The values in bold were computed.
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Manufacturer
AMI

VITRON

SCHOTT

AMTIR-1

IG 2

IRG 22

Ge30Sb13Se32Te25

IG 3

IRG 23*

2.7870

Ge10As40Se50

IG 4

IRG 24

2.6090

Ge28Sb12Se60

IG 5

IRG 25

BD-2

IG 6

IRG 26

BD6

Composition

Ge33As12Se55

As40Se60

AMTIR-2

As40S60

AMTIR-6

LightPath

RPO

Umicore

OPTIR-1*

approx. n @ 10 μm

2.4967

OPTIR-3*

2.6032
GASIR-5

IRG 27

2.7781

2.3873

Ge22As20Se58

GASIR-1

2.4944

Table 4.2: Chalcogenide Glasses. Various manufacturers and
compositions of chalcogenide glass exist. We assumed BD-2 for
our design because full technical specifications of a particular lens
manufactured by ThorLabs provided details required to execute
ray tracing.
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Figure 4.5: Seek Thermal perspective lens. An
image of a railroad track taken by the Seek Thermal
shows the imager consists of a perspective lens as
the lines converge to a vanishing point.
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Figure 4.6: Radial and tangential distortion results of Seek
Thermal. Results of measuring the radial and tangential distortion of
the Seek Thermal show radial distortion on the outer edge of the lens
but minimal tangential distortion. Each arrow represents the effective
displacement of a pixel induced by the lens distortion. The “x” on each
model represents the center of the image and the ”circle” indicates the
location of the principal point.
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Item #: 001X001WT0800
Welded Stainless Steel T316 – 1 Mesh 0.080
Wire diameter: 0.08 in (2.032 mm)
Opening: 0.92 in (23.368mm)
Square Size: Wire diameter + Opening = 25.4 mm
(used in Camera Calibration Toolbox for Matlab)

Figure 4.7: A welded stainless-steel mesh heated uniformly in
conventional oven used to measure Seek Thermal distortion.
The above swatch was purchased from www.twpinc.com.
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Calibration images

Figure 4.8: These images of a heated wire mesh captured by the
Seek Thermal were used to model radial and tangential distortion
inherent in the camera’s lens.
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Figure 4.9: Parameterization of reflector surface begins with
equations of a sphere. This is a plot of 𝑥 = 𝑎 𝑟 𝑐𝑜𝑠 𝑠 𝑐𝑜𝑠 𝑡 , 𝑦 =
8
8
𝑎 𝑟 sin 𝑠 cos 𝑡 , 𝑧 = 𝑏 𝑟 sin 𝑐 𝑡 , [0 ≤ 𝑠 ≤ π, − ≤ 𝑡 ≤ ], where r =
"
"
57.15, a = 1.1, b = 0.75, and c = 1.4.
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(a) Front view: shows up/down
positioning of entrance pupil.

(b) Side view: shows range of
angles (𝜙) entrance pupil can be
positioned up/down.

Figure 4.10: Finding location of the camera entrance pupil. (a)
Using a 36º diagonal angle of view (indicated by the green line) we fix
the distance between the entrance pupil of the Seek Thermal and the
reflector allowing the location of the entrance pupil to only be moved
up or down. (b) We also consider the pose of the entrance pupil by
rotating it up/down through some range of angles ( 𝜃 ) using the
reflector surface as the limits.
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Image
plane

Entrance
pupil
𝑶

Reflected ray
𝑽𝒓 (𝑠, 𝑡)
𝑺𝒓 (𝑠, 𝑡)

Surface Normal
𝑵𝒓 (𝑠, 𝑡)
Incident ray
𝑽𝒊 (𝑠, 𝑡)

Reflector
surface

Figure 4.11: The model for a lens-based camera placed off-axis with
respect to an symmetric reflector parameterized by (𝑠, 𝑡) . The
viewpoint locus (caustic surface) of this imaging system is not
rotationally symmetric and must be derived in three-dimensions. [10]
The incident light ray 𝑽𝒊 (𝑠, 𝑡) reflects off the reflector surface at
𝑺𝒓(𝑠, 𝑡) and imaged after passing through the entrance pupil 𝑶 along
the reflected ray 𝑽𝒓 𝑠, 𝑡 . The surface normal 𝑵𝒓 𝑠, 𝑡 is used in the
Law of Reflection, in conjunction with the reflector surface, to define
the reflected and incident rays.
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Camera pupil (x0, y0, z0)

Reflected ray
𝑽𝒓 (𝑠, 𝑡)

Mirror Surface
Caustic Surface

Incoming ray
𝑽𝒊 (𝑠, 𝑡)
𝑺𝒓 (𝑠, 𝑡)

𝒓𝒄

Tangent at
caustic point

Origin

y
.
z

x

Figure 4.12: A section of a reflector (in two-dimensions) showing
incident rays from the scene reflected into a lens. The incident
ray 𝑽𝒊 (𝑠, 𝑡) is tangential to the caustic surface. The distance of
the point on the caustic from the point of reflection is denoted by
𝑟E . At the caustic point, if travelled infinitesimally along 𝑽𝒊 (𝑠, 𝑡), we
would also move from one ray onto the next. This is because the
caustic is also the envelope of the scene rays (incident rays).

179

Camera pupil (x0, y0, z0)

𝜒

Intersection Point
(min x-value)

Intersection Point
(max x-value)
Mirror Surface

Caustic Surface

y

Origin

.
z

x

Figure 4.13: Camera’s horizontal field of view. The camera’s
HFOV is angle 𝜒 formed by two vectors from the extreme intersection
points on the caustic and mirror surfaces to the pinhole. This
computed HFOV is greater than the nominal 28.35° horizontal angle
of view used to position the camera due to the geometry of the
reflector.
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𝜁

Intersection Point
(min x-value)

Intersection Point
(max x-value)

Caustic Surface

Mirror Surface

y

Incident Ray 1

Origin

.
z

x
Incident Ray 2

Figure 4.14: Catadioptric system’s horizontal field of view
(CS-HFOV). The system’s HFOV is the angle 𝜁 between the
incident rays at the two extreme intersection points on the
caustic and mirror surfaces. The incident rays the same as the
computing grazing rays used to calculate the camera’s HFOV.
This ensures that these rays will reflect into the camera’s pupil.
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Image plane

(Pixel element area) 𝛿𝐴

𝜓

f

𝛿𝜗

Pinhole (x0, y0, z0)
Scene point

d
Mirror Surface

Caustic point
(virtual viewpoint)

Optical Axis

𝛿𝜗

Normal

𝜙

𝜙

𝛿𝜔 (Scene area)
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Figure 4.15: Spatial resolution. A pixel element of area 𝛿𝐴 in the
image plane projects through the entry pupil of the lens onto the
reflector as a region of area 𝛿𝑆. The pupil is located at (0,0, 𝑑), with
respect to the origin. The principal ray from 𝛿𝐴 reflects off the
reflector at 𝑆P 𝑥 𝑡, 𝜃 , 𝑦 𝑡, 𝜃 , 𝑧 𝑡, 𝜃 . The corresponding viewpoint
on the caustic surface is as shown above. The solid angle
subtended at this viewpoint is then 𝛿𝜔 = 𝛿𝑆/𝑟E" , where 𝑟E is the
distance of the viewpoint from the reflector. Resolution is then
defined as a ratio of 𝛿𝜔 to 𝛿𝐴.
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Figure 4.16: Setup to compute spatial resolution for regions
of interest. The yellow grid superimposed onto the brass oblate
spheroid mirror is a reference to identify regions of interest (ROIs).
We are particularly interested in the five visible planes of container
which are three walls, the floor, and the roof. We determine each
ROI’s location on the reflector and note distortions which may or
may not be important during object detection.
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0≤𝑠≤𝜋
−

𝜋
≤𝑡≤0
6

Figure 4.17: Head and shoulders region of interest (ROI). We call
this the Head and Shoulders ROI as it corresponds to the region
where we most expect a person’s torso to be detected. It is
important to understand the behavior of resolution in this ROI as we
traverse laterally outward from the center of the reflector and the
distortions in the front corners of the image. This region is captured
S
on the reflector’s surface at parameters 0 ≤ 𝑠 ≤ 𝜋 and − T ≤ 𝑡 ≤ 0 as
depicted in the right figure.
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𝜋
4𝜋
≤𝑠≤
18
9
𝜋
𝜋
− ≤𝑡≤
4
18

Figure 4.18: Left wall region of interest (ROI). The red highlighted
region represents the left wall as imaged by the reflector. This region
ZS
is captured on the reflector’s surface at parameters 0 ≤ 𝑠 ≤ [ and
−

S
Z

≤𝑡≤

S
#\

as depicted in the right figure.
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5𝜋
≤𝑠≤𝜋
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𝜋
𝜋
− ≤𝑡≤
4
18

Figure 4.19: Right Wall region of interest. The red highlighted
region represents the right wall as imaged by the reflector. This
^S
region is captured on the reflector’s surface at parameters
≤𝑠≤
𝜋 and

S
−Z

≤𝑡≤

S
#\

as depicted in the right figure.
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[
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−
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6

Figure 4.20: Back Wall region of interest. The red highlighted
region represents the back wall as imaged by the reflector. This
^S
region is captured on the reflector’s surface at parameters #" ≤ 𝑠 ≤
aS
and
#"

S
T

− ≤ 𝑡 ≤ 0 as depicted in the right figure.
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Figure 4.21: Floor region of interest (ROI). The red highlighted
region represents the floor as imaged by the reflector. This region is
captured on the reflector’s surface at parameters as depicted above.
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𝜋
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Figure 4.22: Roof region of interest (ROI). The red highlighted
region represents the roof as imaged by the reflector. This region
S
\S
is captured on the reflector’s surface at parameters ≤ 𝑠 ≤
and
S
cT

≤𝑡≤

S
Z

as depicted in the right figure.
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[

[

Moving Heat Source

* Not to scale

Moving Heat Source

* Not to scale

Figure 4.23: Detect a moving heat source. We assume a
moving heat source of area 12” x 6” (304.8mm x 152.4mm).
Projecting this area to the mirror we can compute the size it
will be on the imaging system’s focal plane array. The heat
source appears on the reflector at the position indicated on
the lower image. It would take extreme image processing to
find these pixels amongst the rest of the scene but this gives
us an idea of the resolution of the system.
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Front side
(Door)

Figure 4.24: A model for the geometry-of-space for a standard 20
ft shipping container. From this model we can compute viewing
angles for various camera placements to systematically determine
the best coverage.
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Figure 4.25: An investigation of imaging device placement
includes finding blind areas based on viewing angles limitations (>
55°) to the normal vector ( 𝑛 ). This involves a systematic
determination of viewing region by computing the zenith angles (𝛿)
of light rays to various camera locations according to the above
figure. The figure shows the setup for a light ray from a side wall
to Location 1.
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Figure 4.26: RESULTS: Standard 20 ft container –
Location 1. An infrared imaging system located above the
door, as depicted, can detect infrared radiation applied
directly to the container walls ¼ of the way down (approx.
1.47325 m) from the door and the entire back wall of the
container (green). The areas in yellow represent regions
where detection is marginal.
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Figure 4.27: RESULTS: Standard 40 ft container –
Location 1. An infrared imaging system located above the
door, as depicted, can detect infrared radiation applied directly
to the container walls 1/8 of the way down (approx. 1.47325
m) from the door and the entire back wall of the container
(green).
The areas in yellow represent regions where
detection is marginal.
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Figure 4.28: RESULTS: Standard 20 ft container – Location
2. An infrared imaging system located in a top corner, as
depicted, can detect infrared radiation applied directly to the
container walls about ½ way down the side walls (approx.
2.9465 m) from the door and the entire back wall of the
container (green). The area in yellow represent a region of the
side wall where detection is marginal. The region in red cannot
be detected.
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Figure 4.29: RESULTS: Standard 40 ft container – Location
2. An infrared imaging system located in a top corner, as
depicted, can detect infrared radiation applied directly to the
container walls about ½ way down the side walls (approx.
2.9465 m) from the door and the entire back wall of the
container (green). The area in yellow represent a region of the
side wall where detection is marginal. The region in red cannot
be detected.
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Figure 4.30: RESULTS: Standard 20 ft container – Location 3.
An infrared imaging system located top-center on one side wall,
as depicted, can detect infrared radiation applied directly to the
opposite container wall, the entire back wall, and the entire front
door of the container (green).
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Figure 4.31: RESULTS: Standard 40 ft container –
Location 3. An infrared imaging system located top-center on
one side wall, as depicted, can detect infrared radiation
applied directly to half of the opposite container wall, the
entire back wall, and the entire front door of the container
(green).
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Figure 4.32: Example mirror design. This shows pupil
location (red), vertical viewing limits (green), horizontal
viewing limits (yellow), and computed incident rays (green
lines). Our process of using the caustic allows us to make this
computations for various mirror shapes.
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212.5916
212.6517
213.195
213.2353
209.8357
211.8818
212.0712
212.1906
210.3021
211.4626
212.4868
212.1797
212.4512
212.6245
210.0998

134.298
120.2501
108.5237
142.3739
129.3702
118.0754
144.0401
130.182
118.4657
154.0401
151.4483
137.3196
125.3549
153.461
140.2159
128.6535
159.5219
146.0054
134.4495
163.9189
169.6191
155.89
144.2088
164.6718
151.3013
139.6005
175.3828
162.5479
151.58
173.7272

525.718
618.886
713.378
881.842
1028.85
1175.73
538.36
634.892
715.027
888.597
505.153
596.924
689.274
857.272
999.864
1142.48
522.339
616.669
707.961
867.052
484.734
574.976
665.417
829.148
967.384
1111.33
504.256
597.642
691.299
848.062

90.9148
91.0328
91.1036
90.1907
90.3641
90.4895
91.2207
91.3187
91.5858
90.6297
91.1873
91.2776
91.3378
90.3909
90.5652
90.6905
91.4233
91.5144
91.6243
90.8072
91.4745
91.543
91.5908
90.6338
90.8063
90.8805
91.6637
91.7348
91.784
90.9549

Table 4.3: RESULTS: 30 Mirror configurations. These raw results
are sorted by CS-VFOV within each group.

200

Sorted by CS-HFOV
Mirror

r

a

b

c

Pupil

3
8
2
9
13
19
18
12
1
7
6
17
29
16
11
26
28
23
27
22
21
15
5
25
24
14
30
4
20
10

57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15

1.4
1.2
1.2
1.4
1.4
1.4
1.2
1.2
1.0
1.0
1.4
1.0
1.4
1.4
1.0
1.4
1.2
1.4
1.0
1.2
1.0
1.2
1.2
1.2
1.0
1.0
1.0
1.0
1.0
1.0

0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.9
0.6
0.6
0.9
0.6
0.9
0.6
0.6
0.6
0.6
0.6
0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.9

1.1
1.2
1.1
1.2
1.1
1.2
1.2
1.1
1.1
1.2
1.1
1.2
1.2
1.1
1.1
1.1
1.2
1.1
1.2
1.1
1.1
1.1
1.1
1.1
1.1
1.1
1.2
1.1
1.2
1.2

(0, 258.951, 40)
(0, 227.003, 40)
(0, 225.631, 40)
(0, 260.149, 40)
(0, 256.862, 50)
(0, 258.088, 50)
(0, 224.567, 50)
(0, 223.161, 50)
(0, 192.895, 40)
(0, 194.496, 40)
(0, 278.1, 40)
(0, 191.524, 50)
(0, 255.576, 60)
(0, 275.898, 50)
(0, 189.878, 50)
(0, 273.238, 60)
(0, 221.59, 60)
(0, 254.322, 60)
(0, 187.868, 60)
(0, 220.149, 60)
(0, 186.175, 60)
(0, 244.691, 50)
(0, 247.278, 40)
(0, 241.55, 60)
(0, 210.78, 60)
(0, 214.579, 50)
(0, 214.076, 60)
(0, 217.692, 40)
(0, 217.789, 50)
(0, 220.823, 40)

CS-HFOV (deg) CS-VFOV (deg) Area Difference Pixel Efficiency
213.9418
213.5901
213.4985
213.3899
213.2946
213.2353
213.1950
212.9957
212.8798
212.8094
212.6844
212.6517
212.6245
212.5916
212.5246
212.4868
212.4512
212.1906
212.1797
212.0712
211.8818
211.6083
211.5746
211.4626
210.3021
210.1754
210.0998
209.9731
209.8357
209.6476

mean
standard deviation
variance

212.13
1.24
1.47

108.5237
130.182
120.2501
118.4657
125.3549
134.4495
146.0054
137.3196
134.298
144.0401
118.0754
159.5219
151.58
128.6535
151.4483
139.6005
162.5479
144.2088
175.3828
155.89
169.6191
140.2159
129.3702
151.3013
164.6718
153.461
173.7272
142.3739
163.9189
154.0401

713.378
634.892
618.886
715.027
689.274
707.961
616.669
596.924
525.718
538.36
1175.73
522.339
691.299
1142.48
505.153
1111.33
597.642
665.417
504.256
574.976
484.734
999.864
1028.85
967.384
829.148
857.272
848.062
881.8420
867.052
888.597

91.1036
91.3187
91.0328
91.5858
91.3378
91.6243
91.5144
91.2776
90.9148
91.2207
90.4895
91.4233
91.784
90.6905
91.1873
90.8805
91.7348
91.5908
91.6637
91.543
91.4745
90.5652
90.3641
90.8063
90.6338
90.3909
90.9549
90.1907
90.8072
90.6297

Table 4.4: RESULTS: CS-HFOV. These results are sorted by CSHFOV.

201

Sorted by CS-VFOV
Mirror

r

a

b

c

Pupil

27
30
21
24
20
28
17
22
10
14
29
11
25
18
23
7
4
15
26
12
19
1
8
5
16
13
2
9
6
3

57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15

1.0
1
1
1.0
1.0
1.2
1.0
1.2
1
1.0
1.4
1
1.2
1.2
1.4
1
1.0
1.2
1.4
1.2
1.4
1
1.2
1.2
1.4
1.4
1.2
1.4
1.4
1.4

0.6
0.9
0.6
0.9
0.9
0.6
0.6
0.6
0.9
0.9
0.6
0.6
0.9
0.6
0.6
0.6
0.9
0.9
0.9
0.6
0.6
0.6
0.6
0.9
0.9
0.6
0.6
0.6
0.9
0.6

1.2
1.2
1.1
1.1
1.2
1.2
1.2
1.1
1.2
1.1
1.2
1.1
1.1
1.2
1.1
1.2
1.1
1.1
1.1
1.1
1.2
1.1
1.2
1.1
1.1
1.1
1.1
1.2
1.1
1.1

(0, 187.868, 60)
(0, 214.076, 60)
(0, 186.175, 60)
(0, 210.78, 60)
(0, 217.789, 50)
(0, 221.59, 60)
(0, 191.524, 50)
(0, 220.149, 60)
(0, 220.823, 40)
(0, 214.579, 50)
(0, 255.576, 60)
(0, 189.878, 50)
(0, 241.55, 60)
(0, 224.567, 50)
(0, 254.322, 60)
(0, 194.496, 40)
(0, 217.692, 40)
(0, 244.691, 50)
(0, 273.238, 60)
(0, 223.161, 50)
(0, 258.088, 50)
(0, 192.895, 40)
(0, 227.003, 40)
(0, 247.278, 40)
(0, 275.898, 50)
(0, 256.862, 50)
(0, 225.631, 40)
(0, 260.149, 40)
(0, 278.1, 40)
(0, 258.951, 40)

CS-HFOV (deg) CS-VFOV (deg) Area Difference Pixel Efficiency
212.1797
210.0998
211.8818
210.3021
209.8357
212.4512
212.6517
212.0712
209.6476
210.1754
212.6245
212.5246
211.4626
213.195
212.1906
212.8094
209.9731
211.6083
212.4868
212.9957
213.2353
212.8798
213.5901
211.5746
212.5916
213.2946
213.4985
213.3899
212.6844
213.9418

175.3828
173.7272
169.6191
164.6718
163.9189
162.5479
159.5219
155.8900
154.0401
153.461
151.58
151.4483
151.3013
146.0054
144.2088
144.0401
142.3739
140.2159
139.6005
137.3196
134.4495
134.2980
130.182
129.3702
128.6535
125.3549
120.2501
118.4657
118.0754
108.5237

mean
standard deviation
variance

144.28
17.45
294.49

504.256
848.062
484.734
829.148
867.052
597.642
522.339
574.976
888.597
857.272
691.299
505.153
967.384
616.669
665.417
538.36
881.842
999.864
1111.33
596.924
707.961
525.718
634.892
1028.85
1142.48
689.274
618.886
715.0270
1175.73
713.378

91.6637
90.9549
91.4745
90.6338
90.8072
91.7348
91.4233
91.543
90.6297
90.3909
91.784
91.1873
90.8063
91.5144
91.5908
91.2207
90.1907
90.5652
90.8805
91.2776
91.6243
90.9148
91.3187
90.3641
90.6905
91.3378
91.0328
91.5858
90.4895
91.1036

Table 4.5: RESULTS: CS-VFOV. These results are sorted by
CS-VFOV.
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Sorted by Area Difference
Mirror

r

a

b

c

Pupil

21
27
11
17
1
7
22
12
28
18
2
8
23
13
29
19
3
9
24
30
14
20
4
10
25
15
5
26
16
6

57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15

1.0
1
1
1.0
1.0
1
1.2
1.2
1.2
1.2
1.2
1.2
1.4
1.4
1.4
1.4
1.4
1.4
1
1.0
1.0
1
1
1.0
1.2
1.2
1.2
1.4
1.4
1.4

0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.9

1.1
1.2
1.1
1.2
1.1
1.2
1.1
1.1
1.2
1.2
1.1
1.2
1.1
1.1
1.2
1.2
1.1
1.2
1.1
1.2
1.1
1.2
1.1
1.2
1.1
1.1
1.1
1.1
1.1
1.1

(0, 186.175, 60)
(0, 187.868, 60)
(0, 189.878, 50)
(0, 191.524, 50)
(0, 192.895, 40)
(0, 194.496, 40)
(0, 220.149, 60)
(0, 223.161, 50)
(0, 221.59, 60)
(0, 224.567, 50)
(0, 225.631, 40)
(0, 227.003, 40)
(0, 254.322, 60)
(0, 256.862, 50)
(0, 255.576, 60)
(0, 258.088, 50)
(0, 258.951, 40)
(0, 260.149, 40)
(0, 210.78, 60)
(0, 214.076, 60)
(0, 214.579, 50)
(0, 217.789, 50)
(0, 217.692, 40)
(0, 220.823, 40)
(0, 241.55, 60)
(0, 244.691, 50)
(0, 247.278, 40)
(0, 273.238, 60)
(0, 275.898, 50)
(0, 278.1, 40)

CS-HFOV (deg) CS-VFOV (deg) Area Difference Pixel Efficiency
211.8818
212.1797
212.5246
212.6517
212.8798
212.8094
212.0712
212.9957
212.4512
213.195
213.4985
213.5901
212.1906
213.2946
212.6245
213.2353
213.9418
213.3899
210.3021
210.0998
210.1754
209.8357
209.9731
209.6476
211.4626
211.6083
211.5746
212.4868
212.5916
212.6844

169.6191
175.3828
151.4483
159.5219
134.298
144.0401
155.89
137.3196
162.5479
146.0054
120.2501
130.182
144.2088
125.3549
151.58
134.4495
108.5237
118.4657
164.6718
173.7272
153.461
163.9189
142.3739
154.0401
151.3013
140.2159
129.3702
139.6005
128.6535
118.0754

484.734
504.256
505.153
522.339
525.718
538.36
574.976
596.924
597.642
616.669
618.886
634.892
665.417
689.274
691.299
707.961
713.378
715.027
829.148
848.062
857.272
867.052
881.842
888.597
967.384
999.864
1028.85
1111.3300
1142.48
1175.73

mean
standard deviation
variance

752.96
207.07
41449.46

91.4745
91.6637
91.1873
91.4233
90.9148
91.2207
91.543
91.2776
91.7348
91.5144
91.0328
91.3187
91.5908
91.3378
91.784
91.6243
91.1036
91.5858
90.6338
90.9549
90.3909
90.8072
90.1907
90.6297
90.8063
90.5652
90.3641
90.8805
90.6905
90.4895

Table 4.6: RESULTS: Area Difference. These results are sorted by
Area Difference.

203

Sorted by Pixel Efficiency
Mirror

r

a

b

c

Pupil

29
28
27
19
23
9
22
18
21
17
13
8
12
7
11
3
2
30
1
26
20
25
16
24
10
15
6
14
5
4

57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15
57.15

1.4
1.2
1
1.4
1.4
1.4
1.2
1.2
1
1.0
1.4
1.2
1.2
1.0
1.0
1.4
1.2
1.0
1
1.4
1.0
1.2
1.4
1.0
1.0
1.2
1.4
1.0
1.2
1.0

0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.9
0.6
0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.9

1.2
1.2
1.2
1.2
1.1
1.2
1.1
1.2
1.1
1.2
1.1
1.2
1.1
1.2
1.1
1.1
1.1
1.2
1.1
1.1
1.2
1.1
1.1
1.1
1.2
1.1
1.1
1.1
1.1
1.1

(0, 255.576, 60)
(0, 221.59, 60)
(0, 187.868, 60)
(0, 258.088, 50)
(0, 254.322, 60)
(0, 260.149, 40)
(0, 220.149, 60)
(0, 224.567, 50)
(0, 186.175, 60)
(0, 191.524, 50)
(0, 256.862, 50)
(0, 227.003, 40)
(0, 223.161, 50)
(0, 194.496, 40)
(0, 189.878, 50)
(0, 258.951, 40)
(0, 225.631, 40)
(0, 214.076, 60)
(0, 192.895, 40)
(0, 273.238, 60)
(0, 217.789, 50)
(0, 241.55, 60)
(0, 275.898, 50)
(0, 210.78, 60)
(0, 220.823, 40)
(0, 244.691, 50)
(0, 278.1, 40)
(0, 214.579, 50)
(0, 247.278, 40)
(0, 217.692, 40)

CS-HFOV (deg) CS-VFOV (deg) Area Difference Pixel Efficiency
212.6245
212.4512
212.1797
213.2353
212.1906
213.3899
212.0712
213.195
211.8818
212.6517
213.2946
213.5901
212.9957
212.8094
212.5246
213.9418
213.4985
210.0998
212.8798
212.4868
209.8357
211.4626
212.5916
210.3021
209.6476
211.6083
212.6844
210.1754
211.5746
209.9731

151.58
162.5479
175.3828
134.4495
144.2088
118.4657
155.89
146.0054
169.6191
159.5219
125.3549
130.182
137.3196
144.0401
151.4483
108.5237
120.2501
173.7272
134.298
139.6005
163.9189
151.3013
128.6535
164.6718
154.0401
140.2159
118.0754
153.461
129.3702
142.3739

691.299
597.642
504.256
707.961
665.417
715.027
574.976
616.669
484.734
522.339
689.274
634.892
596.924
538.36
505.153
713.378
618.886
848.062
525.718
1111.33
867.052
967.384
1142.48
829.148
888.597
999.864
1175.73
857.2720
1028.85
881.842

91.784
91.7348
91.6637
91.6243
91.5908
91.5858
91.543
91.5144
91.4745
91.4233
91.3378
91.3187
91.2776
91.2207
91.1873
91.1036
91.0328
90.9549
90.9148
90.8805
90.8072
90.8063
90.6905
90.6338
90.6297
90.5652
90.4895
90.3909
90.3641
90.1907

mean
standard deviation
variance

91.09
0.46
0.20

Table 4.7: RESULTS: Pixel Efficiency. All mirror shapes resulted in
over 90% efficiency.
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Reflector Surface (r = 57.15, a = 1.4, b = 0.95, c = 1.1)

Reflector Surface (r = 57.15, a = 1.4, b = 0.95, c = 1.1)
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Figure 4.33: Visual inspection of distortions. In the top two
images we see a dimple in the center of the caustic surface.
A mirror of a different design, such as the bottom two images,
shows no dimple and assumed less distortion.
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2𝜋
9

𝛿𝐴
𝛿𝜔

Lateral Direction (𝑠 ∈ [0, 𝜋])

Figure 4.34: RESULTS: Head and Shoulders ROI Spatial
Resolution. The resolution is highest in the center of the ROI and
steadily decreases moving laterally outward as expected. The values
"S
aS
𝑠 = [ and 𝑠 = [ indicate the left and right limits of the viewing area,
respectively. Thus, the regions 0 ≤ s ≤
the view of the pinhole.
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Figure 4.35: RESULTS: LHS wall ROI spatial resolution. The
spatial resolution in this ROI decreases from the center moving
S
outward until reaching zero when 𝑠 = .
#"
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Figure 4.36: RESULTS: RHS wall ROI spatial resolution. The
spatial resolution in this ROI decreases from the center moving
##S
outward until reaching zero when 𝑠 =
.
#"
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Figure 4.37: RESULTS: Backwall ROI spatial resolution. As
expected, the resolution is highest in the center of this ROI and
decreases moving outward. All three graphs are relatively flat
meaning the resolution in this ROI is generally consistent.
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Figure 4.38: RESULTS: Floor ROI spatial resolution. The resolution
for the top and middle areas of the ROI are as expected. We note that
the resolution just below the reflector is very low.
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Figure 4.39: RESULTS: Roof ROI spatial resolution.
The
resolution for this ROI is similar to the backwall and head and
shoulders ROIs. It is highest in the center of the reflector and then
decreases moving outward.
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a.) Perspective 1 with incident rays

b.) Perspective 2 incident rays not shown

z

20
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-40

20

-20

40

-10
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c.) Caustic surface of selected design

d.) Pixel efficiency = 91.4745

MIRROR #21: r = 57.15, a = 1.0, b = 0.6, c = 1.1, Pupil = (0, 186.175, 60)

Figure 4.40: Selected prototype design. This mirror has the lowest
Area Difference and third highest CS-VFOV. The lowest Area
Difference means a more uniform distribution of camera pixels and
higher spatial resolution.
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Chapter 5: Embedded Machine Learning
5.1 Introduction
Distributing computations to the very edge of the network, as discussed in
Chapter 2, is possible by programming machine learning algorithms via on-board
processors within sensors. These types of sensors are increasingly used in many
applications such as visual surveillance, monitoring, and intelligent decisionmaking systems because of their improved design, low-energy consumption, and
computational power.

Increased computational power is achieved by highly-

efficient parallel processing architectures and larger on-board memory.

The

method to develop machine learning classifiers on these smart devices involves
training mathematical models that describe and capture important information
about the collected data in a hardware/software testing environment and then
porting the algorithms to microprocessors. Once deployed, these smart sensors
intelligently process data locally in real-time and eliminate fire-hosing the data
across a network for central processing.
Powerful automatic learning algorithms allow tracking, prediction, and
learning. This is possible because almost all non-random data contains patterns,
and those patterns allow machines to generalize. In order to generalize, a model
is trained with discriminative features determined by analysis of training data. As
devices become more sophisticated in identifying changes, disruptions, and
potential problems, they can be programmed to interpret the problem in real-time.
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This chapter is organized as follows.

In Section 5.2, we discuss the

opportunities, implementations, and development of embedded systems. The
processing of imagery for object classification using segmentation is a well-studied
area of research, however, it is not common for infrared catadioptric imagery which
we discuss in Section 5.3. Then, in Section 5.4 we discuss theoretical constructs
for human detection which we explore on video sequences captured inside of a
shipping container. Initial exploration on data captured with five different reflectors
culminates in this section with a discussion of our approach for human detection
inside the dynamic environment of a shipping container. Next, we discuss our
direct method human detector which uses a feature we call HOG+ that combines
the traditional histogram of oriented gradients (HOG) and a T-channel feature that
exploits aggregated pixel intensities within cells in Section 5.5. Sections 5.6 and
5.7 capture our human detection results and discussion then we turn to the
problem of detecting a cutting torch in Sections 5.8 to 5.10.

5.2 Embedded Technology
The internet of things (IoT) is usually structured around three layers: cloud,
fog, and edge. A more detailed description was provided in Chapter 2. Very
briefly, we will describe it here before continuing. The cloud takes place in large
computing centers, which can be distant from the sensing devices. This layer
handles the highest computing requirements of the system. The fog takes place
in switches and routers, which are relatively close to the sensing devices. This
layer has a medium computing capacity and is exploited to manage constraints
such as distance, real-time requirements, and management of confidential data
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transfer. The edge consists of tiny sensing devices, which are embedded in
everyday objects and directly interact with and collect data on the environment.
The devices in the edge layer, called embedded systems, are limited in computing,
energy, and networking capacity.

They are based on DSPs (digital signal

processors), application SOCs (system-on-chips), GPUs (graphics processors),
FPGAs (field programmable gate arrays), ASICs (application specific integrated
circuits), and other processor types. These deployable micro-computers are now
in the mainstream, primarily driven by their ability to achieve comparable vision
and signal processing performance to that of x86-based systems, at lower cost
and power consumption. [1]
The inclusion of processor cores embedded in programmable logic has
made these devices superb platforms for hardware/software co-designed
solutions. The two major FPGA vendors, Xilinx and Altera (Intel), offer ARM
processor cores with low-power programmable logic that provide low latency,
power efficient platforms capable of deep learning, data aggregation, preprocessing, and distribution of sensor information. [2] While FPGA vendors have
previously produced devices with onboard processors, the new families are unique
in that the ARM processor system, rather than the programmable logic, is the
center of the chip.

This strengthens the growing trend towards co-designed

processor-centric solutions in FPGA-based chips. [2]
Recent results highlight the powerful capabilities of these on-board
processors. In 2012, Pedre et al. employed an FPGA to conduct real-time image
processing on 1600 x 1200 pixel images at a rate of 32 frames per second (fps) to
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detect a robot’s position and heading using an estimated energy consumption of
17 mJ per frame. [3] Using a Spartan-3 FPGA by Xilinx, Rodriguez-Gomez et al.
conducted background subtraction on live video stream segmenting objects in
sequences with 768 x 576 pixels per frame at 50 fps with an estimated power
consumption of 5.13 W. [4] In a walking rescue robot application, Paul et al.
performed optical flow-based object detection on 640 x 480 pixel images at 31 fps
capable of accounting for rotation and translation in 3-D, with four degrees of
freedom, during the robot’s movement over uneven terrain in an uncontrolled
environment. [5] Other successfully deployed applications include object detection
and tracking [6][7] , background subtraction [4], medical imaging assisted
diagnosis [8], and face recognition [7]. Common to these applications, and the
growing trend, is the leveraging of more robust, and thus more computationally
expensive, techniques by exploiting the inherent parallelism of the algorithms.
The conventional approach to developing the firmware for these types of
processors is to first develop and test the algorithms on a general-purpose
software-based system. This is done because algorithm development, and in
particular testing, is much easier to perform on a software platform than it is directly
in hardware. [9] These high-level algorithms are effectively behavioral models of
the design and are usually written in C or C++, although MATLAB is commonly
used, because such languages provide efficient system descriptions, and are
supported by a broad range of compilers, development, and debugging tools.
Once the algorithm is functioning as desired, it is then ported or mapped to a
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hardware description language such as VHSIC Hardware Description Language
(VHDL) or Verilog for implementation.
Software optimization and decisions on which parts of the system need to
be accelerated by hardware are conducted in a testing environment.

Here,

resources are identified such as the amount of memory needed, peripheral
interfaces, processor usage, and whether an embedded OS will be needed. The
entire software solution in the embedded software is configured by checking
processor and bus frequency, debugging and profiling configurations, testing
coprocessors such as floating-point units, internal memories, caches, interrupts,
and buses for peripherals. [3] After a host of tests, over lots of iterations, the output
of this co-design process is the hardware/software partition and an optimized,
functionally correct software solution running in the embedded processor.
One drawback for any embedded solution is the time consuming and multidisciplinary development process. It takes an average of 12-months and a group
of 14.8 engineers (i.e. 14.8 engineer-years) according to a 2017 Embedded Market
Survey to achieve a fully developed deployable embedded solution. [10] Time
allocations for such systems is, on average, 61% on software and 39% on
hardware. [10]
The usual approach to achieve real-time performance for image and digital
signal processing applications is to build implementations on parallel architectures,
such as GPUs or FPGAs. The appearance of the CUDA (Compute Unified Device
Architecture) framework for GPUs has made it possible to implement image
processing methods on GPUs with relatively small coding effort, resulting in their
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significant speedup. Although these implementations are based on affordable
computational hardware found in virtually all modern PC systems, they are
unsuitable for applications that require not only real-time performance, but also
small and low-power consumption solutions. [3]

Such is the case for many

embedded systems.
The alternative solution to meet real-time and low-power needs includes
using FPGAs or designing ASICs. These approaches are not only suitable for
parallel solutions, but also allow tailored hardware acceleration, e.g., with particular
memory access patterns or bit-tailored multipliers/adders. According to some,
ASICs provide the best solution in terms of performance, unit cost, and power
consumption. [3] However, FPGAs offer the advantage of being designed after
manufacturing to the configuration needs of its designer.

This advantage

translates to the ability to update the functionality after shipping, a partial reconfiguration of the design, and the low non-recurring engineering costs relative to
an ASIC design.

The highly parallel architecture of FPGAs with low-power

consumption, small size, and weight, as compared with PC or GPU-based
systems, provides an excellent platform for achieving real-time performance on
embedded image and signal processing applications.
Successfully executed image processing applications on FPGAs and ASICs
provide a template of implementable algorithms that are parallel by nature or made
parallel by identifying independent functions that can be processed by separate
cores simultaneously. Examples include Sobel [11][12], Canny [13][14], Steger’s
edge detection [15][16], Canny median filter [17], and local similarity measure
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(LSM) which is an operation for comparing two probability density functions. These
functions are used to solve many pattern recognition and image/video processing
tasks for classification, clustering, de-noising, distributed frequency comparisons,
data mining, and image retrieval.

Additionally, the recent popularity of deep

learning has also found its way into FPGA implementations.
The distributed on-chip memory with large degrees of pipeline parallelism
is a natural fit for the feed-forward nature of deep learning methods on FPGAs.
[18] Software-level execution on general purpose processors rely on the traditional
Von Neumann architecture, which stores instructions and data in external memory
to be fetched when needed. In comparison, the programmable logic cells on
FPGAs can be used to implement the data and control path found in common logic
functions. The flexibility to reconfigure individual layers on FPGAs, while not
disrupting ongoing computation in other layers, supports models which may be too
large to fit on a traditional processor. This alleviates expensive global memory
reads by keeping intermediate results in local memory. Thus, when developing
deep learning techniques for FPGAs, there is less emphasis on adapting
algorithms for a fixed computational structure, allowing more freedom to explore
algorithm level optimizations. [18]
This section helps structure our approach by identifying ways edge
computing is realized as a solution for many applications. After an exploration of
methods on our particular dataset and application needs, it will be important to
circle back to these procedures. For now, the key aspects that suffice to move
forward is the freedom to choose a data analysis software package and knowledge
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that several image and signal processing approaches have already been optimized
to work on embedded systems.

5.3 Catadioptric Image Processing
Digital image processing for pattern recognition, object classification, or
anomaly detection is a well-studied area of research. However, image processing
of catadioptric images is found less frequently in the literature, especially in the
infrared spectrum.

Catadioptric images usually require transformation before

applying machine learning techniques due to their nonlinear geometry. The two
major drawbacks of this additional step are computational expense and reduced
detection performance due to artifacts from interpolation. [19][20] We forego this
step, applying direct methods because as we will see, the captured images can
either be directly processed by a person, a machine, or both. This is possible
because we carefully designed a mirror with minimal distortion in the main
detection region as described in Chapter 4. For the task of identifying a human
intruder inside of a shipping container, the problem is a binary classification
problem. The general procedure for image analysis is as follows [21]:
1. Sensing
2. Segmentation (optional)
3. Pre-processing/dimensionality reduction (as needed)
4. Feature Extraction
5. Feature Selection (optional)
6. Classification
a. Training
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b. Testing
7. Classifier Combination (optional)
8. Evaluation
The most commonly used abstract model for pattern recognition is the
classification model. This model contains three parts: a transducer, a feature
extractor, and a classifier. [22] The transducer senses the input and converts it to
a form suitable for computer processing.

The feature extractor extracts

presumably relevant information from the input data. The classifier uses this
information to assign the input data to one of a finite number of known categories
or classes.
5.3.1 Image Segmentation
Isolation of the foreground for dynamic environments is conducted by
background subtraction, optical flow, or frame differencing. Partitioning an image
into a set of homogeneous and meaningful regions, such that the pixels in each
partitioned region possess an identical set of properties or attributes, is done by
using the qualities inherent in the image which include gray levels, contrast,
spectral values, or textural properties. [23] The problem complexity in extracting a
moving target in a dynamic scene, however, increases with the higher presence of
motion due to various other phenomena.

For example, factors such as the

variation of the scene due to sunlight exposure which warms scene objects or
changes in pixel values due to flickering. [23]
For continuous monitoring of a scene, adaptive background modeling can
be used to overcome gradual changes in the environment which often complicates
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the classification problem.

The basic strategy is to conduct a continuous

estimation of each pixel’s variation statistically. This, however, is not necessary
when there are few or no moving objects in the background such as the
environment inside of a shipping container. In this case, we can simply average
the background frames to create an approximated static background. Simple
background modeling methods work for a large number of background frames
without any moving objects in the scenes. [23] In this application, we are not
interested in continuous monitoring because of resource constraints. Therefore,
we want a method that once alerted of a possible intrusion, an image or sequence
of images can be captured and with high certainty the system can send a message.
With this in mind, we would still like to know if background removal is generalizable
to isolate human figures when it is likely that the background and foreground
contrasts match for special circumstances like hot summer days.
There are several problems that must be addressed by a good background
removal algorithm to correctly detect objects. First, it should adapt to illumination
changes. Fortunately, this is not as much of a concern in the infrared spectrum.
Second, background removal should be robust to foreground objects that become
motionless. This can be an issue if we conduct frame differencing for a short time
window without the use of background modeling. Third, global thresholding must
be autonomously adaptive. We test these concepts below during data exploration
to find methods appropriate for our dynamic environment.
Another segmentation method is optical flow. It is defined as either the
pattern of apparent motion of objects, surfaces, and edges in a visual scene
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caused by the relative motion between an observer and a scene [24], or the
distribution of apparent velocities of movement of brightness pattern in an image
[25]. It has been applied to motion recognition, object segmentation, and stereo
disparity measurement. The basic idea is to match pixel patterns by a correlation
method to create a vector field showing the motion between successive images.
[26] This method is particularly useful in microscope images, satellite imagery, or
machine vision, when the successive images are very closely spaced in time. The
optical flow algorithm is very complex, requiring high memory resources and it is
hard to apply in real-time due to its high computational cost. [27]
Temporal differencing (TD) methods [28] separate pixels based on a
constant time by comparing image frames to identify regions that have changed.
While this technique is usually fast, it is limited by camera motion and fails if the
object is obstructed or stops moving. [29] Other common adaptive background
subtraction methods are based on the temporal averaging of images which is
expressed as a single Gaussian average [30] or a Temporal median filter [31][32].
An algorithm known as Gaussian Mixture Models [33], which uses multiple
Gaussians instead of a single one, is improved in [34] and is called the Mixture of
Gaussian (MOG) algorithm. A review of these methods using various performance
metrics can be found in [35].
Morphological operations are normally performed after segmentation of
foreground and background to eliminate holes or fill breaks in boundary lines.
Morphological operators aim at extracting relevant structures of the image
considered as a set through its subgraph representation.
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This is achieved by

probing the image with a known shape called a structuring element (SE). The
shape of the SE is usually chosen according to some a priori knowledge about the
geometry of the relevant and irrelevant image structures. By irrelevant structures,
we mean either noise or objects we want to suppress. However, if the sizes of the
holes are large, the result may not be satisfactory and the morphological
operations result in unnecessary detected regions. [36] Moreover, parameter
initialization such as type of structural element and the dimension may differ for
different targets and different image sizes. Thus, the requirement of a robust
detection technique is needed to distinguish the target from the background.
5.3.2 Image Classification
Image classification techniques are either pixel- or object-based. [37] In the
case of pixel-based classification techniques, features are available for each image
pixel. For instance, multispectral images consisting of n spectral components
provide us with a n-dimensional feature vector for each pixel by using the grey
level intensity of each component as a feature. Object-based approaches are
possible if the image objects have already been extracted but still need to be
assigned to the class of objects they belong to. For example, the segmentation of
an image containing both vehicles and people will detect the boundaries of each
object but will not tell us the types of each object. This later task is the role of the
classifier, the decision being based on discriminant features characterizing the
shape, size, and texture of the objects.
The set of m features of a pixel or object form a m-dimensional space called
the feature space. In this space, each image pixel or object plots as a point with
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coordinates given by the value of each measured feature. Provided that the
features have been designed to output similar measurements for pixels or objects
belonging to the same class, feature vectors of a given class will all lie in the same
region of the feature space. If discriminant features have been used, each class
will be represented by a region of the feature’s space well separated from the
regions representative of other classes.
Thermal infrared images have some unique characteristics. Generally, a
target object’s intensity is determined by its surface properties and the
environmental conditions, so the detection system can be applied indiscriminately
in both day and night. Also, the infrared images almost eliminate the influences of
color, texture, and illumination on the target object’s appearance variability.
Therefore, there is a latent development potential for human detection in thermal
infrared images.

However, the target object’s surface properties (emissivity,

reflectivity, and transmissivity) and wavelength both affect its emission of radiation.
This is also true for non-human objects and backgrounds. Also, due to limitations
in camera technology, most infrared images have lower spatial resolution and less
sensitivity than visible images which often leads to low image quality, such as
blurring, low target-to-background contrast, and noise.
The methodology of shape analysis, after the foreground and background
have been separated, is based on extracting cues (symmetry, shape-independent
features, etc.) and human templates from images then using these features to
perform detection. [38] One common characteristic between the two is that the
appearance of objects changes with viewpoints, especially as captured by a
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catadioptric sensor. [39] Variability in pose, size, and body shape is an added
challenge which is usually resolved by training on a large diverse set of data. [40]
Clothing texture details are not typically captured in the infrared spectrum due to
the relatively constant temperature of the human body.

Nonetheless, the

silhouettes of human objects are generally similar with differences in resolution
and contrast. Therefore, it is reasonable to expect that shape feature methods for
the visible spectrum will perform well for classification of objects in thermal images.

5.4 Human Detection
Our goal is to demonstrate methods to detect and localize people in images
captured by our custom designed infrared catadioptric sensor. We consider a
detector to be robust if it can handle a wide variety of articulated poses, complex
backgrounds, partial occlusions, and scale differences. At this stage, we have
tested methods with several different body types, but ideally we also want a
detector robust to all intruder shapes and sizes which we do not believe requires
a dataset that includes all body types. The basic human form can be captured by
a robust feature or combination of features, and as shown in many applications,
performs well classifying new observations due to similarities amongst human
shape that are distinguishable from other objects. Like many of the state-of-theart methods today, we begin with the main assumption that the humans in the
dataset are mostly visible and mostly upright. We are interested in how current
implementations perform on low-resolution images which are slightly distorted and
have no textural information.
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The first consideration is to decide between traditional computer vision or
deep learning (DL). Below, we discuss traditional computer vision techniques as
this is our chosen approach. However, before we proceed, it is important to
highlight the reasons we would not want to use DL for this application. It is
tempting to choose a convolutional neural network (CNN) approach, which has
shown exceptional performance in image classification problems. The drawbacks,
however, are that DL needs an enormous amount of data to train, they are
sometimes overkill, they are used as a black box, and most importantly they do not
allow insight into a problem to be transferred into the algorithm. [41] Despite DL’s
effectiveness and recent implementations on edge devices we will follow traditional
methods because it more appropriately gives us a tool to explore the data and
most efficiently plan the allocation of computation, power, and memory resources.
In the 1990s, human detection was performed in two steps: candidate ROI
extraction and human detection from these candidate regions. Some methods that
have been used in the first step are template match, movement difference, contour
saliency maps, Gaussian mixture model, and intensity-oriented projection. The
template match method requires multiscale searching throughout the entire image,
which can be time-consuming and computationally expensive. However, improved
parallel processing and good feature selection still make this a viable option. The
movement difference method is mainly applied to scenes that have moving objects
and is not appropriate for static or single images. In the case of static objects, a
statistical adaptive intensity-oriented projection method can be used to extract
ROIs.
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The second step adopts certain pattern recognition or machine learning
methods to classify the candidate ROIs and recognize the real human regions.
The key problem is describing the human object and discriminating it from other
candidates based on features. There are many ways to describe humans in
images. We use shape features (i.e. eccentricity, area, compactness, leanness,
and shape distribution histograms) and shape-independent features (i.e.
histogram, inertia, wavelet entropy, and contrast). Considerations for an effective
shape feature include invariance to motion and scale, robustness to noise and blur,
and efficiency for real-time detection.
Early human detection and tracking in computer vision relied on modeling
people through an analysis of blobs which represented spatial and color mapping.
This was done by Gaussian distribution analysis to group pixels as members of a
blob. Significant contributions to this type of real-time tracking is attributed to Wren
et. al [30] who developed the highly cited system called Pfinder. The central
aspects of their approach are the learning of a scene by acquiring a sequence of
video frames that do not contain a person, then searching for large deviations from
this model by measuring the Mahalanobis distance to identify regions of interest
for analysis, and finally identifying head, hands, and feet locations based on 2D
contour shapes. We investigated a similar approach, however, found that this
method is challenged by using very specific parameters that make it difficult to
generalize for an autonomous application, especially one in real-time. Moreover,
contour shape analysis is noisy and has difficulty generalizing which we found is
exacerbated in low-resolution images.
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With improved computational power, in the early 2000’s, state-of-the-art
human detection methods included Haar wavelet-based Adaboost cascade [42],
histogram of oriented gradient (HOG) features combined with a linear SVM [40],
artificial neural network (ANN) using local receptive fields (LRF) [43], and key point
detection methods [44]. These seminal works have withstood the tests of extreme
datasets and scrutiny as observed from the amount of citations received and
application implementations in the last couple of decades. Also, they have been
continually optimized for many applications outside their first use which shows their
adaptability to perform various classification tasks.
Despite heavy focus on human detection in computer vision little research
has been conducted on human detection in catadioptric images for security
applications, especially those captured in low resolution. Omnidirectional systems
are the most commonly used catadioptrics which capture a warped version of the
͵Ͳι scene onto a donut-shaped image. This warped image is usually transformed
into a panoramic or a sequence of perspective images before applying
classification techniques.

As part of the proposed algorithm in [20], a direct

approach for human detection involves HOG features and SVM classification. The
HOG computation undergoes a modification using a Riemannian metric to form an
omnidirectional (non-rectangular) sliding window.

This method has some

interesting aspects that are applicable to our problem as we will see that human
objects in our dataset are skewed near the edges of the reflector. Using training
and search windows that conform to match the geometry of the reflector may
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improve detection performance.

In this work, we do not explore this option,

however, we find it intriguing as a potential future analysis enhancement.
5.4.1 Related Work
Power, memory, and processing power limitations warrant an exploration of
various methods from state-of-the-art to simple. The thought is if we can develop
or adopt an effective simple algorithm to accomplish the task, we preserve limited
resources to perform other tasks such as signal processing on other sensor inputs,
or communication, and/or security updates. Also, having multiple effective options
will aid co-design of a hardware and software solution.
One way of separating the task of human detection is by methods that use
background subtraction and those that perform direct detection. [45]
certainly an important consideration in our application.

This is

Some background

subtraction methods can be versatile in that no background model needs to be
learned. In contrast, direct detection methods are attractive because features can
be immediately extracted and fed to a classifier. Ultimately, a decision can be
determined after analysis of performance, computational, and battery expenses for
each method in a test environment.
In general, we are cautious about methods that require full scans of the
image, multiple passes over the same data, or cookbook/dictionary methods. Of
these, cookbook/dictionary methods require the most long-term memory thus are
avoided. The current state-of-the-art methods unfortunately use full scans at
multiple scales. The work around is to find a sufficient search window overlap and
size that minimizes false alarms, has high detection, and reduces computations.
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Since, computations can be separated into parallel cores by treating pixels and
cells of pixels as independent of each other, potential gain is sometimes minimal.
Additionally, it is possible to take advantage of features with highly discriminative
power by reducing feature vector complexity through Adaboost methods. [46]
These methods use a combination of weak learners to build a stronger classifier.
Finally, for the plain fact that many of these methods are already employed in realtime embedded applications, we consider them in this work.
The research of Tang et al. [47] is similar to ours in that they use an infrared
catadioptric sensor to autonomously detect a human. The authors use HOG
features, a Support Vector Machine (SVM), and a particle filter to track a human.
The HOG features are extracted directly from the image without unwarping.
Instead of mapping the target, whose size changes based on its position relative
to the center of the reflector, nonlinearity is handled using a particle filter known as
a Sequential Monte Carlo (SMC) method. This method uses prior information
about an object’s state to formulate Bayesian models. The posterior distribution
updates are computed as the data becomes available. SMC differs from the wellknown methods of Kalman Filter and Hidden Markov Model (HMM) Filter, because
Kalman and HMM assume the data can be modelled by a linear Gaussian statespace model and SMC does not. [48] The authors found that a fixed reference
template outperformed a filter with an adaptive reference template due to the
adaptive method being sensitive to background changes.
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5.4.2 Data Collection
The collected dataset includes 30 videos inside of two shipping containers
over a six-month period (Nov 2018 to Apr 2019). We use two forty-foot containers
in an open parking lot located at William & Mary (37°16’37, 76°43’11”) (Figure 5.1).
The videos were captured at various times of the day with different outside ambient
temperatures to provide a sample of different backgrounds with variability in
detected radiance. The persons in the scenes are in various poses including side
profile, back profile, head on, bent over, and squatting down. In addition to moving
around in the container, the human objects are partially occluded by container
contents which include desks, chairs, wardrobes, and tables. Partial occlusion
occurs during the act of picking up and moving chairs and climbing on top of
container contents. A montage of image samples can be seen in Figures 5.2 and
5.3.
During data collection, the camera is positioned directly above the door (as
seen in Figure 5.4). We tested three positions above the door (center, left corner,
and right corner). These positions were selected because they offer the most
protection to damage during loading and unloading and provide the best vantage
point for intruders’ most probable point of entry. The dataset consists of 19,485
images (13,032 positive and 6,453 negative examples) as captured by five
different mirrors. Table 5.1 provides a summary of the data collected with a brass
orb reflector (seen in Figure 5.5) which includes 34 background sequences and 51
foreground sequences. A sequence is a set of consecutive frames that have no
person (background) or a person in the frame (foreground). Table 5.2 provides a
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summary on images captured by four 3D-printed then aluminum coated reflectors
(Figure 5.6) of different geometry. We refer to these four aluminum coated mirrors
based on their size (extra-large = XL, large = L, medium = M, and small = S). Table
5.3 provides size and geometric information about these four reflectors. The pixel
efficiency, horizontal field of view (HFOV), and vertical field of view (VFOV) were
calculated in Chapter 4. Tables 5.2.1 to 5.2.4 provide details about the data
captured by these four reflectors.
5.4.3 Data Exploration
Montages of 36 daytime sample images and 21 nighttime sample images
show the variability in backgrounds as well as human poses within the dataset. An
initial analysis on these 57 images highlights shape and intensity differences of
people in the dataset by location in the image. We attribute the variability in the
measurements to pose articulation. Figure 5.7 shows seven regions where we
find the human intruder for sample images. We refer to these seven regions as
FacePosition. The width, height, and max intensity of the intruder’s head (see
Figures 5.8 – 5.10 for examples) for each FacePosition is compared by time of day
using the MATLAB imtool function.
A comparison of FaceHeight, which is measured as number of pixels, with
respect to FacePosition for day and night is provided in Figure 5.11. This measure,
as a possible feature, shows an approximate range of 10 to 60 pixels with tighter
groupings according to within FacePosition regions. This is to say, FaceHeights
captured in a certain FacePosition, like MiddleHigh for example, are more closely
grouped than the full range of measured FaceHeight values. FaceWidth, also
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measured in pixels, shows an approximate range of 5 to 45 pixels (Figure 5.12).
In general, we observe that the relationship between FaceHeight and FaceWidth
correspond in a similar fashion as compared to FacePosition albeit at different
scales. MaxIntensity, which is the highest intensity value for the head object, has
a range between 150 and 250 (results provided in Figure 5.13). Lower variances
(computed statistics in Table 5.3) for FaceWidth and FaceHeight might be features
helpful in determining human shapes from non-human shapes during supervised
learning. However, higher variance in intensity values could be an alarm for
approaching intensity-based methods with caution. It is not obvious from this
sample of images if we can cluster these features according to FacePosition,
however, it is promising that FaceWidth and FaceHeight are correlated indicating
distortion is minimal and the human form can be assumed consistent with what we
would expect.
Next, we applied segmentation methods systematically to the dataset.
Since infrared sensors capture emitted radiation from objects in the scene, which
have variable intensities and detection differences according to atmospheric
conditions and viewing angles as described in Chapter 4, we want to understand
the performance of different segmentation methods to identify regions of interest
to both check its viability as an initial first step to perform simple human detection
methods and to see if it could be used to enhance direct methods. Also, in our
application, it is not clear the effects of using a reflector to capture emitted
radiation. We neither assume techniques used in similar applications apply here
nor that techniques that failed before will not work for our application. We look at
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separating foreground from background as a way to facilitate feature extraction for
scenarios when no contrast exists.

Thus, we try edge detection, threshold

segmentation, and frame differencing techniques.
Machine learning methods are universal if they can be reliably applied to
any dataset when asked to perform the same task. This means we want to remove
or reduce any bias or variance in the procedure by first selecting pre-processing
steps that allow subsequent routines to be executed sequentially with consistent
results. We experimented with histogram equalization methods as our only lowlevel pre-processing step for each method. However, we found that this step is
not necessary for all methods.
Initial analysis showed that standard thresholding methods which include
global, adaptive mean, adaptive Gaussian, and binary do a poor job segmenting
the images in this dataset. In Figures 5.14 – 5.18, we use five samples to highlight
that intensity histograms for the images in our dataset are multi-modal, bi-modal,
and Gaussian-like as expected. Thresholds are set interactively by choosing
settings according to brightness histograms of the image.

Unfortunately,

histograms count pixels in the entire image, losing all information about the original
location of the pixels or the brightness values of their neighbors.

Moreover,

brightness levels of individual pixels are not uniquely related to structure. Even in
the case when a bi-modal histogram exists for the image (see Figure 5.16) we see
that thresholding groups of scene objects includes the warmed roof of the shipping
container with the person because it does not have the fidelity to handle fine
differences between foreground and background intensities.
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Searching for

thresholds in between peaks on the histogram is a case-by-case basis that does
not translate to our application.
Another segmentation method, which uses an active contour model evolves
a curve so that it separates foreground from background based on the means of
the two regions. [49] The technique is very robust to initialization and returns good
results when there is a difference between the foreground and the background
means. Chan and Vese [49] developed such an active contour model based on
Mumford-Shah segmentation techniques and the level set method. It does not use
the classical methods of edge detection to stop the evolving curve on the desired
boundary and claims to not need very smooth boundaries defined by a gradient.
We tested active contour segmentation using MATLAB code written by
Shawn Lankton. [50] As seen in Figures 5.19 – 5.23, this method does a fairly
good job for images in our dataset. Certainly, it is not perfect but in images where
enough contrast between foreground and background exists the human object is
isolated.

We note that this method isolated the torso of the human, which

corresponds to the brightest part. This method did a particularly excellent job for
the images captured on 04 February 2019 (Figure 5.22) and 05 February 2019
(Figure 5.23) when outside conditions were fair or windy and temperatures were
in the mid to low 50s.

This, however, is not good enough to adopt as a

segmentation method.
We found Sobel, Prewitt, and Roberts edge detection work good enough to
pursue as a possible enhancement after testing on more data. Our results (see
Figures 5.24 – 5.33) show sensitivity values between 0.015 and 0.040 using built239

in MATLAB functions with both horizontal and vertical edge directions perform
equally well for all reflectors and for all ambient conditions.

We run into

implementation challenges just like with thresholding, where we need a way to
auto-find appropriate sensitivity values. We found the challenge here to be the
amount of noise in the images and the resolution. Roberts edge detection left the
most noise in the image. The amount of noise was not found to be an issue that
could not be cleaned up by morphological operations. It was easy to find a person
using a sliding bar to select the sensitivity value, but more processing steps may
be required to clean up the jittery human form as seen in the results for March 31,
2019 taken at 1659 hours and another on March 30, 2019 at 0336 hours. These
images were captured with aluminum coated 3-D printed reflectors. We noticed
that human objects captured by these reflectors had a glow to them. While this
makes the human object easy to see in the image, it complicated edge detection.
5.4.4 Human Detection Approach
Our initial approach was to apply two broad methods to conduct human
detection inside of a shipping container. We describe this initial approach and then
outline how we adjusted based on first results to improve the detector design. First,
we isolate the foreground and then use features on that object to determine if it is
a person or not. We divide this approach into two problems. Since we are not
performing continuous observation like watching a street corner or train station, we
can process images as short sequences or as single frames. If we exploit the
information contained in a two-frame sequence, we can use frame differencing or
motion methods to locate the target and then apply feature extraction and binary
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classification. This assumes that the frames at  െ ͳ(frame at a previous time step)
and  (current frame) do not both contain a static target. If we perform detection

on a single frame, we need an adaptive background model on standby to use
whenever we detect a potential break-in with other sensors.

The background inside a shipping container varies by time of day, ambient
conditions, container orientation, and other factors.

While the change in

background is dynamic, it is gradual. Thus, it is possible to capture background
information at periodic intervals to be prepared for the task of detection. We look
at both methods despite their obvious drawbacks because they have advantages
in computational expense. In follow-on field tests we will want to measure the
energy consumption required for periodic background modeling to determine
cost/benefit.

Also, we do not want to discount these options as it is possible that

the first attempts to detect a person in the container result in no detection but if the
other sensors say different we can repeat these basic procedures with minimal
effort.
It is also possible to imagine that the sensor could store and adapt/learn a
model which takes location, temperature, humidity, container orientation, and time
of day as inputs to determine when new background images should be taken to
keep the standby background updated. This might be overly complicated for our
application at this time, but it may turn out to be the more efficient way of detecting
humans, especially in the challenging scenarios of zero thermal contrast between
target and background which we have seen to be the toughest case.
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The more sophisticated approach is to use direct methods that do not
require segmentation. For this approach we test the HOG feature with additional
T Channel information as in the TπHOG feature proposed by Baek et al. [51]. The
T Channel uses intensity information within cells defined as an aggregated version
of a thermal image. We choose the HOG feature over Haar features because of
its finer detail to capture edge information. Haar features are limited to edges in
four directions (vertical, horizontal, and two 45° diagonals). [40] This makes Haar
features efficient for tasks such as face recognition because faces have welldefined structure. The finer resolution of HOG features makes it robust to pose
variation and built-in to the algorithm is a block normalization step that makes it
robust to illumination changes. While illumination changes usually do not affect IR
imaging, we already discussed and showed that ambient conditions do, so
performing block normalization puts feature extraction for images captured under
different conditions on a level playing field.
When we started to build a detector, it occurred to us that simple shape
features were not discriminative enough to cluster human objects versus all other
objects. It was also clear that building these features was time consuming and trial
and error. Therefore, this method would lead to a model that is trained only for a
specific dataset and would not generalize well to new observations. Furthermore,
we verified the HOG feature does an excellent job capturing the human shape
even slightly distorted as captured by our catadioptric sensor. Its two major
challenges are detecting people on the extreme edges of the reflector and finding
a person under high humidity conditions and hot backgrounds, as expected.
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High humidity results in atmospheric absorption of infrared waves and
places limits on the infrared camera’s range of detection. Since the thermal
imaging camera produces an image based on the differences in thermal radiation
that an object emits, the farther this infrared signal has to travel from the target to
the camera, the more of that signal can be lost along the way. An attenuation
factor is computed as a ratio of the incident radiation to the radiation transmitted
through a shielding material such as humid air. Accordingly, summer month
atmospheres usually have a higher attenuation compared to winter months due to
increased humidity levels. [52] Containers often transit tropical conditions due to
Panama and Suez canals.
We found humidity to be an interesting challenge when processing imagery
captured when it had been raining all day. The background seemed almost
washed out because any IR waves emitted from scene objects seemed to be
attenuated to zero or scattered before reaching the camera’s detector. This was
not the case for the human in the scene. Nonetheless, while the human object can
be seen in the image, the hazy separation between the target and background
gave our detector trouble.

The fix is foreground detection or background

subtraction which can still be done to perform feature extraction and then
classification.
These initial results led us to a refined approach of using the HOG feature
as our only shape feature for human detection. We propose to modify this feature
by adding intensity information as discussed below. To overcome the challenges
of failed detection for human objects captured on the extreme edges of the reflector
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an approach as suggested by Cinaroglu and Bastanlar [20] to transform the
training and search windows to match the geometry of the reflector in the
catadioptric system could be a worthwhile pursuit. We do not attempt this method
in this work. However, we found it encouraging that with more training windows
our approach did find people on the edge of the reflector as long as the head and
shoulders were captured. If the image only had the head of human object visible
there was not enough information to classify the object as a human.
We approach the challenge of detecting a human intruder against a hot
background or humid conditions by using frame differencing or background
modeling and then performing segmentation to give an advantage to the HOG
feature extraction.

This is explained in greater detail below.

After feature

extraction we perform classification using a linear support vector machine (SVM),
also discussed below.
Defining the problem in this manner allows us to test methods by applying
our knowledge of physics and machine learning. Furthermore, we can eliminate
methods that are not appropriate for our application given real-world data and a
specific need. From these results, we can later combine methods to address
conditions or situations not thought of during this initial analysis.
5.4.5 Building a Human Detector
To describe a human detector using a direct method with the histogram of
oriented gradients (HOG) global feature we use three steps: 1.) the method of
feature extraction from positive and negative images, 2.) the training of a linear
support vector machine (SVM), and 3.) the search method on new images.
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Implementation of this detector follows the original work of Dalal and Triggs [40]
using adapted code written by Chris McCormick [53] in MATLAB.
We found that the HOG feature on its own does not perform well for our
application because it does not capture pixel intensity information. Thus,
modifications to McCormick’s code include augmenting the HOG feature with a TChannel descriptor to the feature vector as described in the work of Baek et al.
[51]. Henceforth, we call the feature in this detector HOG+ which includes the
standard HOG feature plus the T-Channel feature. This adaptation improves
performance by exploiting aggregate information from the pixel intensities within
cells. We do not include pixel position information as proposed by Baek et al.,
because we found intensity information was enough to find people in our dataset.
Also, the large 3780-value feature vector for HOG combined with the 128-value
feature vector for T-Channel creates a 3908-value feature vector which we felt
should be kept as lightweight as possible for embedded use.
5.4.5.1 Feature Extraction
Feature extraction begins by capturing 66 x 130 pixel training windows from
both positive and negative frames. Positive frames contain a person and negative
ones do not. The true size of training windows is 64 x 128 pixels, however, an
extra pixel around the outside is required to compute gradients along the edges.
One point to make here is that the dataset has many sequences of a person or
persons in the container. We did not find it necessary to use every pose in a
sequence as similarity between frames was enough to identify the person. So,
after splitting the data into training and test sets, we selected a variety of poses
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from the training set to capture training windows and then tested the classifier on
the images in the test set.

Negative training frames were captured from

background only images in the dataset.

It is suggested in some research

publications that the negative training windows just need to be ones that do not
have the object of interest. We felt it would enhance performance to use actual
backgrounds from the dataset as will be seen there are hard examples which will
need to be addressed by further analysis but using actual backgrounds to form
negative training windows seemed to work well. We will also show that there are
times when the classifier incorrectly classifies a portion of the background as a
person. One would think that the portion that is misclassified would have a human
shape, but this was not always the case.

This is why we believe future

implementations will require some kind of background subtraction step before
feature extraction.
Collecting training windows is a manual and time-consuming process. We
provide code that opens an image, allows the user to draw a box over the desired
area, then an automatically cropped window of the correct dimensions is saved for
training (Appendix H: MATLAB Training Window Grabber). It is still a manual
process but much faster than using the rectangular crop function in MATLAB which
uses pixel locations found by opening each image, approximating coordinates to
use, then executing the crop function after manual input.
The HOG part of our HOG+ feature is defined as the histogram of the
magnitude sum for gradient orientations in a cell. It is widely used as an efficient
feature for pedestrian or vehicle detection.
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According to its developers, it

outperforms Haar features because Haar are course features and do not have
orientation information. It uses four parameters: number of histogram bins, cell
size (number of pixels), block size (number of cells) and window size (number of
pixels). Examples of HOG features on training windows from our dataset can be
seen in Figures 5.34 – 5.39.
We show results from a dense (cell size of 2 x 2 pixels), an intermediate
(cell size of 4 x 4 pixels), and a sparse (cell size of 8 x 8 pixels) scan. Dalal and
Triggs suggest that the cell size should be about the size of a person’s limb and
that the block size should be about two to three times the size of a limb. We use
a cell size of 8 x 8 pixels and a block size of 8 x 16 cells for test purposes. In
addition to these parameter values being the most commonly used, recall from
data exploration that the head size can be as small as 5 x 10 pixels in our dataset.
A cell size of 8 x 8 pixels will not capture the fine details of the smallest head, but
it performs well enough, and smaller cell sizes take more computations.
The HOG feature is a 3780-value vector formed by putting the magnitudes
of 64 gradient vectors for each 8 x 8 cell into an ݊-bin histogram. Gradient vectors
for every pixel are computed from intensity values using a ሾെͳͲͳሿ mask in both
the vertical and horizontal directions for each pixel in the entire training window.

The number of bins ݊ is usually set to 9. Histograms range from Ͳ to ͳͺͲ degrees,
so there are ʹͲ degrees per bin, using unsigned gradient values. The choice of

ሾͲǡ ͳͺͲሿ or ሾͲǡ͵Ͳሿ degree orientation bins is based on the object class. For human
detection, Ͳ to ͳͺͲ has good performance. Since gradient magnitudes are split

into bins, the strongest gradients will have a bigger impact on the histogram.
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Contributions of gradient vectors to bins is done proportionally between the two
closest bins. The forming of a histogram from gradient vectors is a way to quantize
the 64 vectors with 2 components each into a string of 9 values. The histogram
does not encode the locations of each gradient within the cell, it only encodes the
distribution of gradients within the cell.
The next step is to normalize the histograms. Normalization is performed
locally to increase robustness to intensity changes between frames and variation
between foreground-background contrast.

Histograms are not normalized

individually. Instead, they are grouped into blocks and normalized based on all
histograms in a block. This is done by concatenating the histograms of 2 x 2 cells
within a block into a vector with 36 components and dividing by is magnitude. We
use a standard L2-Normalization which along with L2-Hysterisis and L1-Square
Root were empirically determined to perform the best by Dalal and Triggs.
The T-Channel, originally proposed by Hwang et al. [54], computes the sum
of pixel intensities within an 8 x 8 cell. It was suggested as a feature to classify
pedestrians in infrared images taking into account that pedestrians tend to have
higher pixel intensity values than backgrounds.

The images in our dataset

highlight this fact even though they are captured by a catadioptric imaging system.
We especially see good contrast for the images captured using the aluminum
coated mirrors.
To summarize, the 64 x 128 pixel training window is divided into 7 blocks
horizontally by 15 blocks vertically for a total of 105 blocks. Each block contains 4
cells with a 9-bin histogram for a total of 36 values per block. The HOG descriptor
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vector is then 7 x 15 x 4 x 9 = 3780 values. The 128 intensity sums per 16 x 8 cell
of the T-Channel feature is concatenated to this vector forming a 3908-value
feature vector for HOG+.
5.4.5.2 Classifier Training
The optimization objective of the support vector machine (SVM) is to
maximize the margin.

The margin is defined as the distance between the

separating hyperplane (decision boundary) and the training samples that are
closest to this hyperplane, which are the so-called support vectors. Given the


training set ࣭ ൌ  ൛൫ሺሻ ǡ  ݕሺሻ ൯ൟୀଵ with  ܮsamples, the SVM is trained to classify

input data ሺሻ as positive ( ݕሺሻ ൌ ͳ) class or negative (  ݕሺሻ ൌ െͳሻ class, where
ሺሻ

ሺሻ

ሺሻ

்

ሺሻ ൌ ቂݔଵ ǡ ݔଶ ǡ ǥ ǡ ݔே ቃ   אԸே and  ݕሺሻ   אሼെͳǡ ͳሽ. If the input data ሺሻ is mapped
to a higher dimensional feature space as ࣘሺήሻ then the decision function of the

SVM is defined by ݂ሺሻ ൌ ் ࣘሺݔሻ  ܾ where ࣘሺήሻ  אԸ , ܰ ب ܦ,   אԸ is the

weight and ܾ  אԸ is the bias. The SVM is trained by finding optimal solutions of 

and ܾ which maximize the margin between the two classes.

Transforming the training data onto a higher dimensional feature space via

the mapping function ࣘሺήሻ is known as a kernel trick whereby we train a linear SVM

model to classify the data in this new feature space and then use the same

mapping function ࣘሺήሻ to transform new, unseen data to classify it using the same

linear model. Since the computation of new features is expensive, especially when
using high-dimensional data, the kernel trick is used to help overcome the problem
of solving the quadratic programming task to train the SVM. In practice, the dot
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்

product ሺሻ் ሺሻ is replaced by ࣘ൫ሺሻ ൯ ࣘ൫ሺሻ ൯ leading to the kernel function
்

݇൫ሺሻ ǡ ሺሻ ൯ ൌ ࣘ൫ሺሻ ൯ ࣘ൫ሺሻ ൯.

When dealing with the case of nonlinearly separable classes slack

variables ߦ are introduced. The motivation is that linear constraints need to be
relaxed to allow convergence of the optimization in the presence of
misclassifications under the appropriate cost penalization.

L2-SVMs use the

square sum of the slack variables ߦ in the objective function forming the following
optimization problem:

minimize
subject to
for

ଵ
ଶ



ଶ
ԡԡଶ  σெ
ୀଵ ߦ ,
ଶ

ݕ ሺ ݓ௧ ݔ  ܾሻ  ͳ െ ߦ ,
݅ ൌ ͳǡ ǥ ǡ ܯ.

We use the variable  ܥto control the penalty for misclassification. Large values of
 ܥcorrespond to large error penalties and small values indicate that we are less

strict about misclassification errors. We can then use the parameter  ܥto control

the width of the margin and therefore tune the bias-variance trade-off. We found
 ܥൌ ͳǤͲ and the L2-SVM loss function work well on our dataset. Further analysis
is required to tune the  ܥaccording to a tolerance that is acceptable.

The rationale behind having decision boundaries with large margins is that

they tend to have a lower generalization error whereas models with small margins
are more prone to overfitting. [55] The high generalization ability has led to the
popularity of the SVM over conventional methods especially when the number of
training data is small. It also offers the advantages of adaptability to various
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classification problems by changing kernel functions and has a global optimal
solution.
5.4.5.3 Detection in New Images
After training windows are captured from training images, the HOG+ feature
is extracted from each training window, and an SVM trained to classify between
two classes (person v. no person) the detection phase searches new images at all
scales and locations to localize human objects. A scale-space pyramid in Figure
5.40 provides a visual as we talk through this process.
First, it is important to note that the HOG+ descriptor window is never
resized. Instead, the image is rescaled many times where each image scale is 5%
smaller than the previous one until the resulting image is too small to fit a descriptor
window. An image scale of 1.00 represents the full image where the idea is to look
for persons who are small within the image or farther from the camera. At smaller
scales, we search for people who appear larger in the image, meaning closer to
the camera.
For each scale, the image is downsampled or resized, then HOG+
descriptors are calculated for every possible detection window with in the resized
image. The HOG+ descriptors are fed to the linear SVM to determine if the
detection window contains a person. A person is detected when the value of the
computed probability is above a threshold set by the designer. The implementation
here does not support variable detection window strides. It is stepped by 1 cell (8
x 8 pixels) in each direction with no overlap. A consideration for future analysis is
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the number of additional histograms that need to be calculated with smaller strides
and any overlap.
5.4.6 Results
The performance of our human detector on unseen images was analyzed
by mirror type, near/far detection of human objects, and day v. night. We trained
one SVM classifier with 349 positive and 250 negative training windows (Figures
5.41 and 5.42 respectively). We selected various human poses for training but did
not chose all poses in the dataset by design. All training windows came from
videos collected with the BrassOrb mirror.
Test results were recorded for the following number of test images by mirror:
BassOrb (43 images – Figure 5.43), MirrorXL (44 images – Figure 5.44), MirrorL
(32 images – Figure 5.45), MirrorM (34 images – Figure 5.46), and MirrorS (43
images – Figure 5.47). Test images for each mirror include images for all times of
day and weather conditions as per the data collected.
During testing we recorded the threshold, the scale of the detected window,
and counted false positives, true positives, and false negatives. The threshold is
the value that separates the two classes. Since -1 represents non-persons and 1
represents persons, a value of 0 would normally be selected, however, the
threshold can be set higher to say 0.4 to reduce false positives. The actual
threshold values for our code ranges between -25 and 45. This is because we
adapted the code to include the T-Channel descriptor which changed the range of
threshold values. The range of threshold values where we found people using the
adapted code is between 4 and 40. This maps to values of approximately -0.1714
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to 0.8571 on the original -1 to 1 scale. Lower thresholds allow more detected
windows to be found and higher thresholds reduce the number of detected
windows. We tested several threshold values for every test run and recorded only
the one that resulted in a low number of detected windows while finding the person.
This allowed us to conduct a fair comparison between mirrors.
The mean, median, variance, and standard deviation of threshold values
gives us insight into the detection sensitivity of the different mirrors (see Table 5.4
for threshold and scale results). As expected, from our experimentation of shapes
and intuition from their distortion as viewed inside of a checkerboard mock-up (see
Figures 5.5 and 5.6), the smallest mirror, MirrorS, has the highest threshold
variability of 74.3186 and highest standard deviation of 8.6208. Not surprisingly,
the BrassOrb shows the smallest variance of 13.6811 and standard deviation of
3.6811. Since the training windows are formed from BrassOrb data this indicates
that further analysis should match training windows to the mirror for best results.
The threshold variances and standard deviations for mirrors MirrorM, MirrorL, and
MirrorXL are all very similar.
A detected window is simply where a person is identified. For our 480 x
640 pixel images, we search 24668 windows in about 11 seconds on a 3.2 GHz
Intel Core i5. Our code is not optimized to run on parallel cores and is written for
us to understand the process and results not for real-time purposes. The detected
window is recorded as a row vector which has coordinates and dimensions to be
plotted on the image. The values are recorded relative to the original image
dimensions.
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The scale of the detected window is the size of the downsampled image
relative to the original image. The number of detected windows per scale is an
output of the code. An example of search results can be seen in Figure 5.48. We
only record the range of scales to verify our perception of where the person should
be detected according to its distance from the camera. As it turns out, we detect
people who are both near and far from the camera at different scales in the same
test run. This can be seen by the different sized windows plotted in the results.
We also detect the person multiple times per scale.

There is not enough

conclusive evidence to say how mirror shapes correlate to scale of detection. All
seemed to detect people in the expected scale range. We note that for distances
between person and camera in this application we do not expect much variation in
the size of the person on the image at distances between 5 to 15 feet. At distances
of over 15 feet, the person appears small and was detected less than half the time.
This result should be quantified with more data in a more controlled experiment.
We address this challenge in more detail in the next section.
A true positive is an outcome where the classifier correctly predicts a
person. Similarly, a true negative is an outcome where the classifier correctly
predicts a non-person.

A false positive is an outcome where the classifier

incorrectly predicts a person. A false negative is an outcome where the classifier
incorrectly predicts not a person. We did not test negative images and did not
count true negatives, so this is not provided.
Test results for MirrorS were 65.7% true positive, 34.3% false positive, and
20.8% false negative. For MirrorM, results were 69.7% true positive, 30.3% false
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positive, and 15.6% false negative. For MirrorL, results were 90% true positive,
9.6% false positive, and 18.4% false negative. Results for MirrorXL were 84.2%
true positive, 15.8% false positive, and 26.7% false negative. Finally, for BrassOrb
there were 38.5% true positive, 61.5% false positive, and 33.3% false negative. A
summary of these results is provided in Tables 5.5 to 5.9, which includes raw
numbers including number of people in test images and the number of people
found.
There were many promising results despite what the numbers might
convey. Figures 5.49 to 5.54 show that we can find a person when striking a ninja
pose and that it is possible to detect distorted people captured on the edge of the
reflector. With less than 600 training windows we correctly found people on the
edge in both day (Figure 5.51) and evening (Figure 5.50) hours. Also, the detector
correctly classified human objects despite other hot objects in the scene (Figures
5.50 and 5.57).

Figure 5.52 shows a correctly detected person outside the door

with the catadioptric system positioned in the top corner of the shipping container.
From this position, we were able to find the person as soon as they opened the
door. It is important to note that this position corresponds to the corner above the
left door, as looking at the container from the front. The reason this position works
best between the two top corner positions is because the door is built such that the
left door can only be opened after opening the right door.
Figures 5.53 and 5.54 provide positive results of two people near the edge
of the reflector and even with one of them just below the camera. Figures 5.58 to
5.61 show the detector’s ability to detect partially occluded persons.
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These

positive cases include the person partially occluded by objects in the scene, while
carrying a chair (both front and side views), and at a distance far from the camera.
With no training windows of woman or children the detector correctly found both in
the scene purely based on the commonality of human shapes (Figures 5.62 and
5.65). Finally, we highlight that this method correctly found two out of three people
(Figure 5.63) and a person far from the camera out of focus (Figure 5.65).
The false positive results include people on the edge (Figure 5.72), finding
only one of three people (Figure 5.71), classifying an object in the background with
a similar shape as a person (Figure 5.73), and 13 false positives of background in
one image (Figure 5.74). Our first videos included Seek Thermal watermarks in
the top right-hand corner of the frame, which was misclassified in Figure 5.70. We
believe the detector misclassified these because of intensity miscues, which
should not be a factor during field deployment. Also, we provide an example of
using histogram equalization as a pre-processing step for HOG+ feature extraction
to highlight it is a bad idea (Figure 5.66).
5.4.7 Discussion
In general, we found that the aluminum coated reflectors performed better
than the brass orb. The aluminum coated mirrors detected a higher contrast
between the human objects and the background. Among the aluminum coated
reflectors, the larger ones performed better.
Some considerations that should to be explored are smaller cell size, block
overlap, number of image scales to search, and background removal before
feature extraction. We recommend testing a cell size of 4 x 4 pixels to empirically
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test detection of smaller objects that are far away. Less than 50% of objects far
from the camera were properly detected. It is possible that resolution limits are
reached past a certain distance from the camera. Testing this resolution limit does
not require imaging in a container and could be performed in a controlled
experiment.
Block overlap is a parameter that can be tested with threshold values and
penalty terms using a grid search such as one performed in Python’s
GridSearchCV. The method is to first build a generic classifier as above and setup
a parameter grid to tune parameters over a wide search area and then narrow the
search based on score values such as precision, recall, or accuracy. This should
be performed after more data collection and training window extraction for each
mirror of interest.
The search method in this proof of concept uses 28 scales of the original
test image which resulted in 24,668 search windows. This was the result of a 5%
reduction for each scale until the image scale was not large enough for a single
search window.

Finding the balance here between true positives and false

positives can be another way to both improve detection and reduce computations.
Finally, we experimented with many techniques to separate foreground and
background. There are many more methods especially ones that are better suited
for real time applications. We found edge detection, active contour segmentation,
and frame differencing to be effective methods for this task. Our sense that this
enhancement to the algorithm of HOG+ and linear SVM will improve performance
by orders of magnitude.
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5.5 Detect a Cutting Torch
We have described a human detection model that effectively determines
human versus no-human in the image frame. This construct works well for the
intruder that enters the shipping container after breaching the door.

In this

scenario, an intruder by-passes the locking mechanism on the front door and
enters unobtrusively. Here, we would use other sensors such as the microphone,
accelerometer, or light sensor to provide warning, and then use the human
detector to perform the confirm or deny task. We expect this to be the most
probable scenario, however, it is possible that the intruder does not enter from the
door and instead choses to cut a hole in the side of the container to access the
contents.
A side wall breach can be conducted by using cutting tools such as an angle
grinder or a cutting torch. We believe it is possible to detect cutting by an angle
grinder using accelerometer or audio data because it would be straight forward to
look for resonant frequencies associated with 6,000 - 8,000 or 10,000 - 11,000
RPM grinders to trigger an alert. This scenario is synonymous with the above
mentioned door breach and not explored in this work.
However, using the infrared camera as both the warning system and the
confirm or deny system in the case of a cutting torch used on the side wall is an
interesting problem. In this section, we look at this problem using thermal images
of a person applying a heat gun to a piece of shipping container wall to offer a way
of detecting such an anomaly. The experimental setup is shown in Figure 5.75
where we clamp a piece of shipping container wall in a vertical upright position and
258

record videos of a heat gun tracing a rectangular shape on the back side of the
shipping container wall. Figure 5.76 shows an example frame with the Seek
Thermal IR Camera pointed directly at the shipping container wall and Figure 5.77
shows an example frame of the Seek Thermal aimed at a brass orb reflector in a
catadioptric imaging setup.
Initial efforts to use shape features for anomaly detection resulted in a
process that could not be generalized. It is not practical to think that all intruders
would cut a hole in a rectangular shape or a circle because the truth is they can
cut away a section of their choosing to gain access. However, holes will be
rectangular most of the time, because enlarging a circular hole is more cutting than
enlarging a rectangular one. This led us to exploring the signature as a moving
heat source that could be detectable by understanding heat transfer for steel that
is corrugated and approximately 2mm thick.
To understand this heat behavior model, we applied the heat gun to a piece
of shipping container wall (Figure 5.78) and compared it to heat applied to an
aluminum sheet (Figure 5.79). Moreover, we applied a heat gun to an actual
shipping container (Figure 5.80) siting in a parking lot to compare results. Then,
we captured video with the infrared camera in a catadioptric setup (Figure 5.81) to
see if resolution constraints were too significant to overcome with image
processing. Finally, we performed similar tests with the shipping container wall at
angles of ͳͷι (Figure 5.82) and Ͷͷι (Figure 5.83) to the camera to examine

emissivity at different viewing angles.
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5.5.1 Results
From images, it is clear that there is a difference in heat signatures between
steel and aluminum. The rectangle shape is more contained and distinguishable
in steel and appears to be diffuse with curved corners in aluminum. Shipping
containers are made from CORTEN Steel which has a thermal conductivity of
ௐ

ௐ

ͳ   ܭcompared to aluminum’s thermal conductivity of ʹ͵ͺ  ܭ. Heat transfer

occurs at a lower rate in materials of low thermal conductivity than materials of

high thermal conductivity. Thus, we easily see that the corners of the rectangle in
the steel shipping container sample hold the applied heat longer and appear
brighter in the infrared image. Also, we see that the point of heat application can
be more easily followed in the aluminum sheet. These observations form a basis
for how we would conduct anomaly detection.
In the images captured by the catadioptric setup (Figure 5.81) we see the
traced out rectangle clearly at a distance of 8ft. for the slightly zoomed-in images.
We also see the characteristic just discussed where the traced shape is identifiable
for a period of at least 15 seconds and the corners have brighter spots. Also, there
are no significant issues detecting the thermal radiation when the piece of
container wall is offset from the camera (Figures 5.82 and 5.83) up to Ͷͷι.

However, it is difficult to make out the square shape when the container is 20ft.
away (Figure 5.84) in the catadioptric setup.
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5.5.2 Discussion
Our experiments with the heat gun indicate that detecting a side wall breach
by cutting torch is possible but limited by imaging resolution. An oxyacetylene
torch reaches temperatures of over ͵ǡͲͲͲι ܥcompared to the ͵ͳͷι ܥfrom a heat
gun. The size of rectangles we traced on the piece of shipping container wall were

approximately ͳ̶ ൈ ͳ̶ which were distinguishable at a distance of 8ft as

captured by the catadioptric system.

When steel is cut sparks fly everywhere and we would expect the heat
signature to initially have similar characteristics as observed with the heat gun.
That is to say the shape of the cut will be well defined and wherever the heat is
held longer, such as corners, a distinctive bright spot should be detected. From
these preliminary results, we find the pursuit of cutting torch detection feasible.
From an image processing point of view, we expect background subtraction
as described above to be the method of choice for isolating the foreground.
Features for classification of positive foregrounds should include intensity features
and shape features that are localized to the hottest spots of the foreground. Again,
it does not seem reasonable that shape features for the entire foreground would
be enough to generalize detection.

5.6 Conclusion
Performing computations at the extreme edge of the network conserves
bandwidth, energy, and time. We described the process of hardware/software
codesign for edge computing by highlighting methods to exploit parallelism in
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algorithms and promising results that are comparable to the methods we found
feasible for both the detection of a human in the shipping container and anomalies.
The challenges of low resolution and a dynamic environment for image processing
are evident in our analysis. However, we’ve shown a proof of concept that has
applications beyond security of a shipping container. In the next chapter we will
discuss the communication between our system inside the container to the outside
GRID Tag Architecture described in Chapter 2. We discuss other applications and
future research at the end.
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A quiet ninja
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(a) Front of container 1

(b) Front of container 2

(c) Side view of containers

(d) Back view of containers

Figure 5.1: Forty-foot containers on W&M Campus. The containers are
directly exposed to the sun as they sit in an open parking lot. One container
sits between two and the other has one side exposed.
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Figure 5.2: Montage of sample daytime infrared images. This sample of
images captured during daylight hours over a span of four months shows the
variability of the human poses in the dataset as well as the variability of the
background as the walls and objects inside are warmed by the sun.
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Figure 5.3: Montage of sample nighttime infrared images. The images
captured during night hours show some heat retention by objects and container
walls.
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Mirror

Seek
Thermal

Seek
Thermal
Mirror

TI SensorTag

iPhone 5
(a) Catadioptric System
above the door.

(b) Data collection
system setup

(c) View of inside the
container from the door.

(d) Visual spectrum view of
container from mirror.

Figure 5.4: Data collection setup. Several videos were collected on the days
and times as seen in Tables 5.1 - 5.2.x. (a) shows the the system positioned
above the front door as seen from inside the container, (b) is a close up of the
components and how they were attached to the container, (c) a view of the
inside of the container from the door, and (d) shows a view of the inside of a
container on a mirror in the visual spectrum. The superimposed yellow lines
highlight the perspective of mapping walls and roof.
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Summary of Image Data
Frames

#

TOTAL

13672

Background (Negative)

5948

Foreground (Positive)

7724

Background Sequences

34

Foreground Sequences

51

Location (Williamsburg, VA - W&M)
18 Nov 2018 (1445 hrs)

15 Nov 2018 (1327 hrs)
Frame Type

#

Frame Type

37°16’37
76°43’11”
02 Feb 2019 (1157 hrs)

#

Frame Type

#

Background (Negative)

2123

Background (Negative)

1261

Background (Negative)

206

Foreground (Positive)

2454

Foreground (Positive)

1825

Foreground (Positive)

392

Background Sequences

5

Background Sequences

5

Background Sequences

4

Foreground Sequences

5

Foreground Sequences

13

Foreground Sequences

4

Outside Ambient Temp

44°F

Outside Ambient Temp

57°F

Outside Ambient Temp

39°F

Inside Ambient Temp

57°F

Inside Ambient Temp

71°F

Inside Ambient Temp

60°F

Outside Conditions

Rainy

Outside Conditions

Outside Conditions

Fair

05 Feb 2019 (1928 hrs)

04 Feb 2019 (0932 hrs)
Frame Type

Overcast

#

Frame Type

07 Feb 2019 (1933 hrs)
#

Frame Type

#

Background (Negative)

1162

Background (Negative)

688

Background (Negative)

508

Foreground (Positive)

1566

Foreground (Positive)

581

Foreground (Positive)

906

Background Sequences

5

Background Sequences

4

Background Sequences

11

Foreground Sequences

12

Foreground Sequences

3

Foreground Sequences

14

Outside Ambient Temp

50°F

Outside Ambient Temp

54°F

Outside Ambient Temp

49°F

Inside Ambient Temp

61°F

Inside Ambient Temp

63°F

Inside Ambient Temp

60°F

Outside Conditions

Fair

Outside Conditions

Outside Conditions

Windy

Windy

Table 5.1: Summary of BrassOrb mirror data. Several videos were collected
on the days and times as shown above. The catadioptric sensor for this data is
a brass orb (as seen in Figure 5.3) paired with the Seek Thermal Compact.
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Figure 5.5: BrassOrb mirror and checkerboard. Here, we see the distortion
of parallel lines on the BrassOrb mirror.
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Frames

#

Foreground (Positive)

5308

Foreground Sequences

18

Background (Negative)

505

Location (Williamsburg, VA - W&M)

37°16’37
76°43’11”

Table 5.2: Summary of aluminum coated mirror data. Using the Seek
Thermal Compact imager paired with four aluminum coated reflectors of
different shapes (as seen in Figure 5.6) we collected 5308 positive images
which include an adult male, adult female, and male child for training and
testing. A breakdown of these videos can be found in Tables 5.2.x.
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(a) Mirror XL

(b) Mirror L

(c) Mirror M

(d) Mirror S

Figure 5.6: Four aluminum-coated mirrors and checkerboard.
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Parametric Equation Values

Camera Position Values (mm)

Mirror

Dimensions (mm)

a

b

c

r (mm)

MirrorS
MirrorM
MirrorL
MirrorXL

114.3 x 67.31 x 60.325
114.3 x 101.6 x 57.15
133.35 x 101.6 x 69.85
158.75 x 101.6 x 82.55

1.0
1.0
1.2
1.4

0.6
0.9
0.9
0.9

1.1
1.2
1.1
1.1

57.15
57.15
57.15
57.15

x0 (mm) y0 (mm) z0 (mm)
0.0
0.0
0.0
0.0

186.175
214.076
241.55
273.238

60.0
60.0
60.0
60.0

Mirror C-HFOV (deg) CS-HFOV (deg) CS-VFOV (deg) Pixel Efficiency
MirrorS
MirrorM
MirrorL
MirrorXL

33.8883
29.7912
31.9651
33.2042

211.8818
210.0998
211.4626
212.4868

169.6191
173.7272
151.3013
139.6005

91.4745
90.9549
90.8063
90.8805

Table 5.3: Summary of four aluminum-coated mirrors. These four mirrors
are 3D printed using ABS, sanded to remove print lines, imperfections filled
with bondo, wet sanded, and then coated with aluminum by H.L. Clausing INC.
Optical Coatings.
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Aluminum MirrorXL
Frames

#

Foreground (Positive)

1642

Foreground Sequences

6

Location (Williamsburg, VA - W&M)
30 Mar 2018 (1255 hrs) *

30 Mar 2019 (0336 hrs)
Frame Type

#

Foreground (Positive)

37°16’37
76°43’11”

429

Frame Type
Foreground (Positive)

31 Mar 2019 (1659 hrs)
#

830

Frame Type
Foreground (Positive)

#
383

Foreground Sequences

2

Foreground Sequences

3

Foreground Sequences

1

Outside Ambient Temp

44°F

Outside Ambient Temp

76°F

Outside Ambient Temp

54°F

Outside Conditions

Clear

Outside Conditions

Overcast

Outside Conditions

* Includes adult woman and male child in foreground

Table 5.2.1: Summary of aluminum MirrorXL data.
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Overcast

Aluminum MirrorL
Frames

#

Foreground (Positive)

1181

Foreground Sequences

4

Location (Williamsburg, VA - W&M)

30 Mar 2018 (1255 hrs) *

30 Mar 2019 (0336 hrs)
Frame Type

#

Foreground (Positive)

37°16’37
76°43’11”

357

Frame Type
Foreground (Positive)

31 Mar 2019 (1659 hrs)
#

392

Frame Type
Foreground (Positive)

#
432

Foreground Sequences

2

Foreground Sequences

1

Foreground Sequences

1

Outside Ambient Temp

44°F

Outside Ambient Temp

76°F

Outside Ambient Temp

54°F

Outside Conditions

Clear

Outside Conditions

Overcast

Outside Conditions

* Includes adult woman and male child in foreground

Table 5.2.2: Summary of aluminum MirrorL data.
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Overcast

Aluminum MirrorM
Frames

#

Foreground (Positive)

1177

Foreground Sequences

4

Location (Williamsburg, VA - W&M)

30 Mar 2018 (1255 hrs) *

30 Mar 2019 (0336 hrs)
Frame Type

#

Foreground (Positive)

37°16’37
76°43’11”

230

Frame Type
Foreground (Positive)

31 Mar 2019 (1659 hrs)
#

658

Frame Type
Foreground (Positive)

#
289

Foreground Sequences

1

Foreground Sequences

2

Foreground Sequences

1

Outside Ambient Temp

44°F

Outside Ambient Temp

76°F

Outside Ambient Temp

54°F

Outside Conditions

Clear

Outside Conditions

Overcast

Outside Conditions

* Includes adult woman and male child in foreground

Table 5.2.3: Summary of aluminum MirrorM data..
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Overcast

Aluminum MirrorS
Frames

#

Foreground (Positive)

1308

Foreground Sequences

4

Location (Williamsburg, VA - W&M)

30 Mar 2018 (1255 hrs) *

30 Mar 2019 (0336 hrs)
Frame Type

#

Foreground (Positive)

37°16’37
76°43’11”

271

Frame Type
Foreground (Positive)

31 Mar 2019 (1659 hrs)
#

687

Frame Type
Foreground (Positive)

#
350

Foreground Sequences

1

Foreground Sequences

2

Foreground Sequences

1

Outside Ambient Temp

44°F

Outside Ambient Temp

76°F

Outside Ambient Temp

54°F

Outside Conditions

Clear

Outside Conditions

Overcast

Outside Conditions

* Includes adult woman and male child in foreground

Table 5.2.4: Summary of aluminum MirrorS data.
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Overcast

LeftCenter

LeftLow

MiddleHigh
MiddleCenter

RightCenter
RightLow

MiddleLow

Figure 5.7: Locations of human figures in the dataset. From the captured
images, we investigated feature differences based on their location according
to the above image. Measurements included shape and intensity variability for
each zone to inform supervised learning methods.
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FacePosition = MiddleLow

FacePosition = LeftLow

Figure 5.8: Daytime image basics #1. Using the MATLAB imtool, we
measured height and width of intruder heads for various locations on the
captured image. The full captured image is in the top left corner of the zoomed
in portion.
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FacePosition = MiddleLow

FacePosition = MiddleCenter

Figure 5.9: Daytime image basics #2. In addition to head measurements, we
captured max intensity values to develop intuition about how to cluster
occurrences during the training of supervised machine learning methods.
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FacePosition = MiddleCenter

FacePosition = LowLeft

Figure 5.10: Nighttime image basics. Max intensities and head
measurements were also captured from night images. See Table 5.1 for a
summary of the differences in measured values.
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DAYTIME: FaceHeight vs. FacePosition

FaceHeight
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50

LeftCenter

40

LeftLow
MiddleHigh

30

MiddleCenter
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RightCenter

10
0
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6
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FacePosition

(a)
NIGHTTIME: FaceHeight vs. FacePosition
60

FaceHeight

50

LeftCenter

40
LeftLow
30
MiddleHigh
20
MiddleCenter
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0
0

1

2

3

4

5

FacePosition

(b)
COMBINED: FaceHeight vs. FacePosition

FaceHeight
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LeftCenter

40

LeftLow
MiddleHigh

30

MiddleCenter

20

MiddleLow

10

RightCenter

0
0

1

2

3

4

5

6

7

FacePosition

(c)
Figure 5.11: FaceHeight comparison for different times of the day. These
depict FaceHeight as a function of FacePosition for (a) day, (b) night, and (c)
combined. We attribute variability to changes in pose. For parameter tuning, it
appears FaceHeight is approximately between 10 and 60 pixels.
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DAYTIME: FaceWidth vs. FacePosition
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FaceWidth
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FacePosition

(a)
NIGHTTIME: FaceWidth vs. FacePosition
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(b)
COMBINED: FaceWidth vs. FacePosition
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FacePosition

(c)
Figure 5.12: FaceWidth comparison for different times of the day. These
depict FaceWidth as a function of FacePosition for (a) day, (b) night, and (c)
combined. Again, we attribute variability to changes in pose. Here, we see
FaceWidth is approximately between 5 and 45 pixels.
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DAYTIME: MaxIntensity vs. FacePosition

MaxIntensity
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(a)
NIGHTTIME: MaxIntensity vs. FacePosition
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(b)
COMBINED: MaxIntensity vs. FacePosition
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(c)
Figure 5.13: MaxIntensity comparison for different times of the day.
MaxIntensity is the measure of maximum gray level value (0-256) for the head
object during (a) day, (b) night, and (c) combined. It appears the range that
captures a human is between 150 and 250, however, this feature alone is not
enough to distinguish a human intruder from the background.
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LeftCenter
LeftLow
MiddleHigh
MiddleCenter
MiddleLow
RightCenter

WidthStDev WidthVar HeightStDev HeightVar IntensityStDev IntensityVar
2.82
6.84
7.05
42.63
21.91
411.35
4.98
18.59
10.84
88.09
7.35
40.50
4.54
19.21
4.87
22.18
29.92
835.33
5.15
25.45
6.72
43.30
18.04
311.96
7.94
50.42
5.38
23.16
25.05
502.16
1.58
1.24
7.38
27.25
0.71
0.25

Table 5.4: Standard deviation and variance of FacePosition. The values in
this table represent standard deviation and variance for head width, height, and
max intensity for all 57 test images. The values for day versus night align with
these values, thus, we do not depict those here. Intensity shows the highest
variability.
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20181115 at 1327 hrs (44°F outside, 57°F inside)

Figure 5.14: Segmentation and equalization for rainy day during
afternoon hours.
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20181118 at 1445 hrs (57°F outside, 70.7°F inside)

Figure 5.15: Segmentation and equalization for an overcast day during
afternoon hours.
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20190202 at 1157 hrs (39°F outside, 60.3°F inside)

Figure 5.16: Segmentation and equalization for a fair-weather day during
noon hours.
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20190204 at 0932 hrs (50°F outside, 61.1°F inside)

Figure 5.17: Segmentation and equalization for a windy day during
morning hours.
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20190205 at 1928 hrs (54°F outside, 63.3°F inside)

Figure 5.18: Segmentation and equalization for a fair-weather night.
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20181115 at 1327 hrs (44°F outside, 57°F inside)

Figure 5.19: Active contour segmentation for rainy day
during afternoon hours.
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20181118 at 1445 hrs (57°F outside, 70.7°F inside)

Figure 5.20: Active contour segmentation an overcast
day during afternoon hours.
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20190202 at 1157 hrs (39°F outside, 60.3°F inside)

Figure 5.21: Active contour segmentation for a fairweather day during noon hours.

292

20190204 at 0932 hrs (50°F outside, 61.1°F inside)

Figure 5.22: Active contour segmentation for a windy
day during morning hours.
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20190205 at 1930 hrs (54°F outside, 63.3°F inside)

Figure 5.23: Active contour segmentation for a fairweather day during nighttime hours.
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20181115 at 1327 hrs (44°F outside, 57°F inside)

Roberts (0.015)

Prewitt (0.015)

Sobel (0.015)

Figure 5.24: Edge detection on a fair-weather day during noon hours #1.
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20181118 at 1445 hrs (57°F outside, 70.7°F inside)

Roberts (0.015)

Prewitt (0.015)

Sobel (0.015)

Figure 5.25: Edge detection on a fair-weather day during noon hours #2.
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20190202 at 1157 hrs (39°F outside, 60.3°F inside)

Roberts (0.015)

Prewitt (0.015)

Sobel (0.015)

Figure 5.26: Edge detection on a fair-weather day during noon hours #3.
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20190204 at 0940 hrs (50°F outside, 61.1°F inside)

Roberts (0.015)

Prewitt (0.015)

Sobel (0.015)

Figure 5.27: Edge detection on a windy day during noon hours.
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20190205 at 1928 hrs (54°F outside, 63.3°F inside)

Roberts (0.015)

Prewitt (0.015)

Sobel (0.015)

Figure 5.28: Edge detection on a fair-weather day during evening hours.
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20190207 at 1933 hours (49°F outside, 60°F inside)

Roberts (0.015)

Prewitt (0.015)

Sobel (0.015)

Figure 5.29: Edge detection on a windy night.
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201900330 at 0336 hours (44°F outside, 55°F inside)

Roberts (0.015)

Prewitt (0.015)

Sobel (0.015)

Figure 5.30: Edge detection on a fair-weather night.
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20190330 at 1255 hours (76°F outside, 89°F inside)

Roberts (0.041)

Prewitt (0.041)

Sobel (0.041)

Figure 5.31: Edge detection on a warm day at noon #1.
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20190331 at 1659 hours (54°F outside, 67°F inside)

Roberts (0.021)

Prewitt (0.021)

Sobel (0.021)

Figure 5.32: Edge detection on a fair-weather day during afternoon hours.
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201900331 at 1255 hours (76°F outside, 88°F inside)

Roberts (0.036)

Prewitt (0.036)

Sobel (0.036)

Figure 5.33: Edge Detection on a warm day at noon #2.
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BrassOrb

Figure 5.34: HOG feature extraction #1. Cell size, block size, block overlap,
number of orientation histogram bins, and selection of orientation values are all
tunable parameters when using HOG features. Here, we see the difference
between dense (2x2 cells) and sparse (8x8 cells) scans for our dataset.
305

BrassOrb

Figure 5.35: HOG feature extraction #2.
306

MirrorXL

Figure 5.36: HOG feature extraction #3.
307

Mirror L

Figure 5.37: HOG feature extraction #4.
308

Mirror M

Figure 5.38: HOG feature extraction #5.
309

Mirror S

Figure 5.39: HOG feature extraction #6.
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Figure 5.40: The scale-space pyramid for detection on new images.
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Figure 5.41: 349 Positive training windows.
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Figure 5.42: 250 Negative training windows.
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Figure 5.43: Montage of 43 BrassOrb test images.
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Figure 5.44: Montage of 44 MirrorXL test images.
315

Figure 5.45: Montage of 32 MirrorL test images.
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Figure 5.46: Montage of 34 MirrorM test images.
317

Figure 5.47: Montage of 43 MirrorS test images.
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MirrorS

16.1125
13.0000
40.0000
6.0000
8.6208
74.3186

0.1746
0.0857
0.8571
-0.1143

0.9458
1.0000
1.0000
0.7100
0.0906
0.0082

0.7054
0.7500
0.9500
0.3400
0.1939
0.0376

MirrorM

AVG
MED
MAX
MIN
STDEV
VAR

18.2667
15.0000
30.0000
8.0000
7.2385
52.3956

0.2362
0.1429
0.5714
-0.0571

0.9023
1.0000
1.0000
0.4400
0.1711
0.0293

0.6359
0.6400
0.9500
0.3600
0.1678
0.0281

MirrorL

AVG
MED
MAX
MIN
STDEV
VAR

18.5313
17.0000
30.0000
4.0000
7.1457
51.0615

0.2438
0.2000
0.5714
-0.1714

0.9206
1.0000
1.0000
0.5100
0.1410
0.0199

0.7313
0.7500
0.9500
0.4000
0.1598
0.0255

MirrorXL

AVG
MED
MAX
MIN
STDEV
VAR

16.0000
15.0000
30.0000
5.5000
7.3048
53.3605

0.1714
0.1429
0.5714
-0.1286

0.9351
1.0000
1.0000
0.5600
0.1237
0.0153

0.6770
0.6950
1.0000
0.3000
0.1710
0.0292

BrassOrb

Threshold [-25, 45] Threshold [-1,1] Smallest Scale Largest Scale
AVG
MED
MAX
MIN
STDEV
VAR

AVG
MED
MAX
MIN
STDEV
VAR

8.9875
7.0000
18.0000
5.0000
3.6988
13.6811

-0.0289
-0.0857
0.2286
-0.1429

0.8708
0.9500
1.0000
0.4000
0.1617
0.0261

0.5673
0.5800
0.8600
0.2700
0.1711
0.0293

Table 5.5: Threshold and scale values by mirror type.
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Figure 5.48: Test image search results.
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Detected Window Results
151
10

79

% Detected Window Results
65.7%
20.8%

34.3%

# People
# Detected Windows
# People Found

48
230
38

Key
True Positive
False Negative

False Positive
True Negative

Table 5.6: RESULTS: Detected window results for MirrorS.
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Detected Window Results
184
5

80

% Detected Window Results
69.7%
15.6%

30.3%

# People
# Detected Windows
# People Found

32
264
27

Key
True Positive
False Negative

False Positive
True Negative

Table 5.6: RESULTS: Detected window results for MirrorM.
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Detected Window Results
216
7

23

% Detected Window Results
90.4%
18.4%

9.6%

# People
# Detected Windows
# People Found

38
239
31

Key
True Positive
False Negative

False Positive
True Negative

Table 5.8: RESULTS: Detected window results for MirrorL.
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Detected Window Results
389
16

73

% Detected Window Results
84.2%
26.7%

15.8%

# People
# Detected Windows
# People Found

60
462
44

Key
True Positive
False Negative

False Positive
True Negative

Table 5.9: RESULTS: Detected window results for MirrorXL.
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Detected Window Results
127
14

203

% Detected Window Results
38.5%
33.3%

61.5%

# People
# Detected Windows
# People Found

42
330
28

Key
True Positive
False Negative

False Positive
True Negative

Table 5.10: RESULTS: Detected window results for BrassOrb.

325

20190331 at 1659 hours (MirrorL – 1659_31MAR (290).jpg)
Male Adult Ninja

Threshold = 20
Found at Scales 0.95 to 0.75 (5 detected windows)

Figure 5.49: PROMISING RESULT: Found the ninja.
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20190331 at 1659 hours (MirrorS – frame139.jpg)
Male Adult

Threshold = 25
Found at Scales 1.00 to 0.64 (18 detected windows)

Threshold = 30
Found at Scales 0.82 to 0.64 (7 detected windows)

Figure 5.50: PROMISING RESULT: Person at the edge found with MirrorS.
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20190330 at 1255 hours (MirrorXL – 155_30MAR (9).jpg)
Female Adult

Threshold = 15
Found at Scales 1.00 to 0.91 (3 detected windows)

Figure 5.51: PROMISING RESULT: True positive of female adult on the
edge of reflector.
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20190204 at 0932 hours (BrassOrb – 0932_04FEB (778).jpg)
Male Adult

Threshold = 7
Found at Scales 1.00 to 0.71 (18 detected windows)

Figure 5.52: PROMISING RESULT: True positive at the edge of reflector.
The catadioptric system is placed in the corner here and the person is outside
of the container.
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20190330 at 1255 hours (MirrorL – 1255_30MAR (387).jpg)
Female & Male Adults

Threshold = 12
Found at Scales 0.71 to 0.68 (3 detected windows)

Figure 5.53: PROMISING RESULT: Found two people and both are at the
edge.
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20190330 at 1255 hours (MirrorXL – 155_30MAR (1).jpg)
Male Adult

Threshold = 10
Found at Scale 1.00 (2 detected windows)

Figure 5.54: PROMISING RESULT: True positive right below the reflector.
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20190330 at 1255 hours (MirrorM – 1255_30MAR (9).jpg)
Male Adult

Threshold = 20
Found at Scale 1.00 (2 detected windows)

Figure 5.55: Distorted true positive.
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20190330 at 1255 hours (MirrorXL – 155_30MAR (29).jpg)
Male Child & Female Adult

Threshold = 6
Found at Scales 0.95 and 0.71 (9 detected windows)

Figure 5.56: False positive detection of camera and true positive far from
camera.
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20190331 at 1659 hours (MirrorXL – frame303.jpg)
Male Adult

Threshold = 20
Found at Scales 1.00 to 0.95 (5 detected windows)

Threshold = 22
Found at Scale = 1.00 (1 detected window)
Figure 5.57: PROMISING RESULT: Two hot objects in the frame. The
detector correctly found the person despite another hot object in the frame.
The other hot object is the smartphone.
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20190331 at 1659 hours (MirrorM – frame468.jpg)
Male Adult

Threshold = 15
Found at Scales 1.00 to 0.31 (14 detected windows)

Threshold = 18
Found at Scales1.00 to 0.95 (3 detected windows)

Figure 5.58: PROMISING RESULT: Partial occlusion.
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20190331 at 1659 hours (MirrorM – frame496.jpg)
Male Adult

Threshold = 12.5
Found at Scales 1.00 to 0.33 (10 detected windows)

Threshold = 15
Found at Scales 0.44 to 0.38 (2 detected windows)

Figure 5.59: PROMISING RESULT: Partial occlusion far from the camera
example.
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20190204 at 0932 hours (BrassOrb – 0932_04FEB (44).jpg)
Male Adult

Threshold = 7
Found at Scale 1.00 (1 detected window)

Figure 5.60: PROMISING RESULT: Partial occlusion from carried object.
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20190204 at 0932 hours (BrassOrb – 0932_04FEB (65).jpg)
Male Adult

Threshold = 10
Found at Scales 0.82 to 0.56 (10 detected windows)

Figure 5.61: PROMISING RESULT: Partial occlusion from carried object
and side view of person.
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20190331 at 1255 hours (MirrorXL – frame51.jpg)
Female Adult

Threshold = 10
Found at Scales 1.00 to 0.61 (7 detected windows)

Threshold = 12
Found at Scales 0.78 and 0.71 (2 detected windows)

Figure 5.62: PROMISING RESULT: Detector finds an adult female despite
trained on adult male windows only.
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20190330 at 1255 hours (MirrorXL – 155_30MAR (183).jpg)
Female & Male Adults & Male Child

Person

Person

Person

Threshold = 8
Found at Scales 1.00 to 0.78 (23 detected windows)

Figure 5.63: PROMISING RESULT: False positive of male child in distance
but true positives of adults close to camera.
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20190330 at 0336 hours (MirrorS – 0336_30MAR (106).jpg)
Male Adult

Threshold = 20
Found at Scales 1.00 to 0.82 (4 detected windows)

Figure 5.64: PROMISING RESULT: True positive far from camera.
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20190331 at 1255 hours (MirrorL – frame51.jpg)
Male Child & Male Adult

Person

Threshold = 12
Found at Scales 1.00 to 0.61 (21 detected windows)

Person

Threshold = 20
Found at Scale = 0.75 (1 detected window)
Figure 5.65: PROMISING RESULT: Detector finds a male child trained on
adult male windows only. Does not find the adult male on the edge of the
detector.
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20190204 at 0940 hrs (BrassOrb – 04FEB.jpg)
Male Adult

Threshold = 10
Found at Scales 0.86 to 0.64 (10 detected windows)

Threshold = 10 with Histogram Equalization
Found at Scales 1.00 and 0.27 (354 detected windows)
Figure 5.66: Use of histogram equalization before detection.
343

20190204 at 0940 hrs (BrassOrb - 04FEB.jpg)
Male Adult

Threshold = 10
Found at Scales 0.86 to 0.64 (10 detected windows)

Threshold = 12
Found at Scales 0.82 and 0.68 (2 detected windows)

Figure 5.67: Threshold sensitivity.
344

20181118 at 1445 hrs (BrassOrb – 18NOV.jpg)
Male Adult

Threshold = 5
Found at Scales 1.00 to 0.42 (10 detected windows)

Threshold = 5.5
Found at Scales 0.56 to 0.42 (7 detected windows)

Threshold = 6
Found at Scale = 0.44 (1 detected window)
Figure 5.68: Threshold sensitivity and detection scale.
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201900330 at 0336 hours (MirrorL – 0336_30MAR (10).jpg)
Male Adult

Threshold = 25
Found at Scales 0.95 to 0.48 (24 detected windows)

Threshold = 27
Found at Scales 0.71 to 0.48 (15 detected windows)

Threshold = 30
Found at Scales 0.64 to 0.53 (9 detected windows)
Figure 5.69: Threshold sensitivity and detection scale example for
MirrorL.
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20181115 at 1327 hrs (BrassOrb – 15NOV.jpg)
Male Adult

Threshold = 10

Figure 5.70: Watermark issue.
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201900330 at 1255 hours (MirrorXL – 155_30MAR (49).jpg)
Male & Female Adults & Male Child

Person

Threshold = 12
Found at Scales 1.00 to 0.68 (13 detected windows)

Person

Threshold = 14
Found at Scales 0.82 to 0.78 (2 detected windows)

Figure 5.71: Multiple person example for MirrorL. Detector found 1 of 3
people.
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20190331 at 1255 hours (MirrorL – frame76.jpg)
Male Child and Male Adult

Person
Person

Threshold = 10
Found at Scales 0.58 to 0.51 (3 detected windows)

Person

Figure 5.72: Resolution and edge of reflector challenges. Here, we see the
detector incorrectly label a part of the background as a person. We also see
that it does not find either person, both are the extremely hard case where a
more finely turned classifier could succeed. We also show a blow up of the
male child in the far distance to highlight how small it is and how small features
might still have a hard time classifying this object.
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20190330 at 0336 hours (MirrorM – 0336_30MAR (123).jpg)
Male Adult

Threshold = 27
Found at Scales 1.00 to 0.71 (13 detected windows)

Figure 5.73: False detection of camera reflection.
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20190204 at 0932 hours (BrassOrb – 0932_04FEB (1).jpg)
Male Adult

Threshold = 5
Found at Scales 1.00 to 0.58 (14 detected windows)

Figure 5.74: 13 false positives and one true positive.
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Piece of shipping
container wall

Seek Thermal
IR Camera

brass orb
reflector

Figure 5.75: Experimental setup of heat gun application
to shipping container wall. Videos were collected by
applying a heat gun to the backside of the piece of shipping
container wall and recorded by the Seek Thermal IR Camera
both aimed directly at the container and aimed at the brass
orb reflector.
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Figure 5.76: Example frame of Seek Thermal pointed
directly at heat gun application. This image shows the
heat gun was applied to the backside of the shipping
container wall and the camera aimed directly at it.
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Figure 5.77: Example frame of Seek Thermal aimed at the
BrassOrb mirror. This example shows the full frame of the
catadioptric image captured during experimentation with the
heat gun.

354

Figure 5.78: 8ft direct steel container. The corners of the
traced shape show a distinctive feature that can be exploited by
image processing techniques. This a characteristic signature
from holding the heat gun longer in one point while making the
turn.

355

Figure 5.79: 8ft direct aluminum sheet. The distinctive corners
are not easily seen when the heat gun is applied to aluminum due
to the faster heat lose

356

Figure 5.80: Heat gun applied to an actual shipping container.

357

Figure 5.81: Heat gun application captured with BrassOrb
mirror a distance of 8ft.
358

8 ft

20 ft

Figure 5.82: 15° angle between the shipping container wall
and the camera. The characteristic bright corners are visible
despite the change in viewing angle.

359

8 ft

20 ft

Figure 5.83: 45° angle between the shipping container wall
and the camera. We expect a lower detection of infrared
emission for higher viewing angles, however, it does not seem to
be a significant factor at a 45° offset.

360

Figure 5.84: Heat gun application captured with BrassOrb
mirror a distance of 20ft. The very faint object in the center of
the red box is the piece of shipping container wall after heat gun
application. For reference, the person in the image is approx. 10ft
away from the camera.
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Chapter 6: Guided Wave Communication
6.1 Introduction
In Chapter 2, we described a wireless mesh communication network for the
tracking and tracing of shipping containers called the GRID Tag Architecture. The
devices of this wireless mesh network employ Iridium satellite and radio frequency
(RF) modules operating at 2.4 gigahertz and implementing 802.15.4, 6LoWPAN,
with enhanced functionality. In this chapter, we focus on the communication from
our embedded security system which includes a sensor tag and a catadioptric
infrared imaging device on the inside of a shipping container to the outside GRID
Tag Architecture. Since traditional RF communication schemes are not capable
of transmitting signals through metal enclosures due to Faraday shielding, and
because of the labor expense and difficulty in maintaining a weather-tight seal it is
not acceptable to drill a hole through the container, we will use ultrasonic waves to
traverse from the interior to the exterior of the container.
This method has been used to determine structural health of solid materials
by nondestructive testing. [1] Using piezoelectric transducers (PZT) on both sides
of the container in a pitch-catch setup ultrasonic waves can be used to transmit
information from the inside surface of the container to the outside surface of the
container without a hole or other modification to the wall or roof of the container
(Figure 6.1). [2] However, for this setup to work well the transmitting transducer
and the receiving transducer would need to be well aligned and doing this carefully
would increase significantly the labor costs and/or fixturing complexity.
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Ultrasonic guided waves propagate differently than the through-thickness
bulk ultrasonic waves described above. Instead, these guided waves propagate
laterally in thin plate-like, pipe-like and shell-like structures. [1] They can be
transmitted and received by the same sorts of piezoelectric transducers used for
traditional ultrasonic nondestructive testing, with appropriate delay lines used to
optimize mode selection and adjust directionality. Lamb waves have the particular
advantage that they can be sensed and received from either the same side or
opposing sides of a thin structure and can propagate large distances so that the
sending and receiving transducers can be widely separated.
Lamb waves come in an infinite number of modes, grouped into two
families, each of which have different velocity-dispersion characteristics and
through-thickness displacement profiles. [1] The product of excitation frequency
and wall thickness can be adjusted to tune the most desirable Lamb wave mode
for a given application. [1] Importantly, Lamb wave modes will follow the curvature
of the plate, pipe, or shell because the vibration energy is contained within the
plate, pipe, or shell wall itself.
For the application contemplated here, the Lamb wave modes can be
generated via a transducer attached to the inner surface of the container and the
waves can be directed along or across the corrugation, as appropriate, so that the
vibrations are recorded on the opposing surface by a transducer attached to the
outside.

In Figure 6.2 we show the scenario we envision where the inside

monitoring system is tucked up into the corrugation and the outside GRID tag
device is tucked down into the corrugation on the outside of the container. Again,
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because the Lamb wave modes spread out through the plate, there is no need to
co-register the receiver with the transmitter; they only need to be in the same
general area.

Moreover, the Lamb wave transmission can be encoded with

information via an appropriate combination of frequency or amplitude modulation
(FM and AM), with an operational frequency in the range of approximately 100kHz
to 1MHz. The key frequency-thickness product, which determines the allowable
Lamb wave modes and their behavior, is then in the appropriate range for steel
containers with wall/roof thicknesses of a few mm.
Applying waveguide physics, we conduct initial analysis and feasibility of
this method for the transmission of sensor information and alert messages. This
chapter deals with our preliminary efforts to understand the wave propagation in a
piece of shipping container wall and the identification of Lamb waves very in
complicated waveforms.

In Section 6.2, we discuss Lamb waves and wave

behavior as it applies to this work. We discuss the use of a technique called the
Dynamic Wavelet Fingerprint Technique (DWFT) to extract Lamb wave arrivals in
Section 6.3. DWFT renders time-domain data into a two-dimensional time-scale
binary image, from which subtle signal characteristics can be identified and tracked
through standard image processing techniques. In Section 6.4, we describe a
method which uses the DWFT to identify Lamb waves in complicated waveforms.
Sections 6.5, 6.6, and 6.7 are dedicated to experimental setup, results, and
discussion on an actual piece of shipping container wall where we take ultrasonic
measurements using contact piezoelectric transducers in a pitch catch
arrangement. In Section 6.8, related work on shipping containers and aircraft
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health monitoring is discussed. Finally, we discuss feasibility of using guided
waves to conduct frequency and/or amplitude modulation in Section 6.9.

6.2 Lamb waves
Referring back to Figure 6.1, we reiterate that our method is different than
the through-metal communication method which uses through-thickness bulk
waves. The process which uses bulk waves takes data into a driver on the
transmitting side of the system, encodes it, and drives the transmit PZT with a
specific signal which is sent as ultrasonic energy into the metallic barrier. The
energy is received by the receive PZT and amplified by a receiver which recovers
the transmitted data sequence. Frequency or amplitude-shift keying can be used
to encode the message just as in any other communication system.

These

modulation schemes use a finite number of distinct signals to represent digital data
by assigning a unique pattern of binary digits to form symbols.
This method finds applications in both data and power transmission through
submarine and surface ship hulls as well as other commercial and industrial uses.
[3][4][5] For these applications, acoustic-electric channels are formed by coaxially
aligning and acoustically coupling pairs of piezoelectric disc transducers to
opposite sides of a thick metallic barrier. In our application, we cannot expect to
coaxially align transducers to establish a channel, thus, we explore the use of
guided waves which follow the geometry of the structure.
Lamb waves are through thickness vibrations that propagate long distances
occurring in the form of symmetric and anti-symmetric modes (Figure 6.3).
Symmetric modes are signified by a breathing motion, in which the wave expands
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and contracts thicknesses as it travels through the plate. Antisymmetric modes,
on the other hand, travel in sinusoidal flexural motion from one boundary to the
other as the wave moves through the plate.
In 1917, Horace Lamb [6] published his results to the classic eigenvalue
problem of finding sinusoidal solutions to the wave equation for linear elastic waves
subject to boundary conditions for a plate geometry. His equations were derived
for a solid layer having infinite extent in the  ݔand  ݕdirections and thickness ݀ in

the  ݖdirection. The following equations represent sinusoidal waves propagating
in the  ݔdirection with wavelength

ଶగ


ఠ

and frequency ଶగ.

ߦሺݔǡ ݖǡ ݐሻ ൌ ܣ௫ ݂௫ ሺݖሻ݁ ሺఠ௧ି௫ሻ

(6.1)

ߞሺݔǡ ݖǡ ݐሻ ൌ ܣ௭ ݂௭ ሺݖሻ݁ ሺఠ௧ି௫ሻ

(6.2)

In these equations, displacement is a function of ݔ, ݖ, and  ݐonly. The

physical boundary condition for the free surfaces of the plate states that the
ௗ

component of normal and shear stresses in the  ݖdirection at  ݖൌ  േ ଶ are zero.

Applying these two conditions the following characteristic equations are found:
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(6.3)

where,
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(6.4)
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(6.6)

Here, ܿ and ்ܿ represent the longitudinal and transverse wave velocities
respectively. Numerical methods are used to find the phase velocity ܿ ൌ ݂ ή ߣ ൌ

and the group velocity ܿ ൌ

ௗఠ
ௗ

as functions of

ௗ
ఒ

ఠ


or ݂ ή ݀ where ߱ is angular

frequency and ݇ is wavenumber. Equation (6.3) gives rise to a family of waves
whose motion is symmetrical about the midplane of the plate, while Equation 6.4
represents a family of waves that are antisymmetric.

Dispersion curves describe and illustrate the relationship between group
and phase velocities (݇݉Ȁ )ݏof Lamb wave modes and the frequency-thickness
product (݂  ݀ ڄhas units of )݉݉ ڄ ݖ݄ܯ. Group velocity dispersion curves for a steel

plate are shown in Figure 6.4. The blue curves are the symmetric modes and the

red are antisymmetric modes. In our work, three transducers (ͲǤͷݖܪܯ, ͳǤͲݖܪܯ,
and ʹǤͷ )ݖܪܯare used. See Figure 6.5 for the specific transducers.

The vertical dashed lines in Figure 6.4 represent the frequency-thickness

product for each transducer used in this work, which will be used to find expected
arrival times of the Lamb wave modes. We observe that using a low frequencythickness product (such as ͲǤͷ ݖܪܯexcitation frequency ൈ ʹ݉݉ container wall
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thickness ൌ ͳǤͲ )݉݉ ڄ ݖܪܯresults in a region of the dispersion curves where only

the excitation of ܵ and ܣ modes occurs. Moreover, when ݂  ݀ ڄൌ ͶǤͷ݉݉ ڄ ݖܪܯ,
for a ʹǤͷ ݖܪܯfrequency transducer, we see that five modes (ܵଶ ǡ ܣ ǡ ܵ ǡ ܣଵ ǡ and ܵଵ)

are possible. While there are more modes available for the ʹǤͷ ݖܪܯtransducer,
complicated wave behavior and closely packed Lamb wave arrival would require

a more robust algorithm to interpret coded signals. On the other hand, this sort of
complicated situation might be useful for higher transmission rates.
Keeping in mind that we are interested in using guided waves whose
characteristics depend on density, elastic properties, and structure of the material
as well as the thickness of the medium and the frequency, we experimented with
both longitudinal and transverse wave producing transducers. Ultrasonic waves
are conveniently illustrated by an analogy where the behavior of guided waves is
similar to the waves produced in a body of water when a stone is dropped into it.
The water is not transported but instead the waves travel outward in the sense that
the crests and troughs and the energy associated with the waves propagate
radially outward. The water particles remain in place and oscillate up and down
from their normal positions of rest. This is readily deduced from the observation
that a small object floating on the surface of the water does not move away from
the point of impact but instead merely bobs up and down.
Longitudinal bulk waves travel through the material as a series of alternate
compressions and rarefactions in which the particles transmitting the wave vibrate
back and forth in the direction of travel of the waves as depicted in Figure 6.6a.
The velocity of longitudinal waves is approximately ͷͻͲ݉Ȁ ݏin steel, ͳͷͲͲ݉Ȁ ݏin
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water, and ͵͵Ͳ݉Ȁ ݏin air. Using a series of three frames (as seen in Figure 6.7)

we depict the propagation of an omnidirectional pulse wave which most closely

resembles the analogy of a pebble dropped into a body of water to represent a
visual of longitudinal wave behavior. This type of wave in an elastic medium has
the form:

ݕሺݔǡ ݐሻ ൌ ݕ ܿݏሺ݇ ݔെ ߱ ݐ ߮ሻ

(6.7)

where:
ݕ is the amplitude of displacement
݇ is the angular wavenumber

 ݔis the distance along the axis of propagation
߱ is the angular frequency
 ݐis time

߮ is the phase difference
Transverse waves, on the other hand, are familiar in terms of vibrations of
a rope that is shaken rhythmically from side to side, in which each particle, rather
than vibrating parallel to the direction of wave motion, vibrates side to side or up
and down in a plane perpendicular to the direction of propagation (see Figure
6.6b). Unlike longitudinal waves, transverse waves cannot be supported by the
elastic collision of adjacent molecular or atomic particles. [7] For the propagation
of transverse waves, it is necessary that each particle exhibit a strong force of
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attraction to its neighbors so that as a particle moves back and forth it pulls its
neighbor with it, thus causing the energy to move through the material with the
velocity associated with transverse waves. The velocity of transverse waves is
approximately 50% of the longitudinal wave velocity for the same material.
Transverse wave behavior is shown in a series of frames in Figure 6.8 where the
wave propagates radially outward with a slight counterclockwise twist. The motion
of such a wave can be expressed as:

݀Ԧ
 ݐെ ሺ െ ሻ ݒ ל
ܵሺǡ ݐሻ ൌ ݑܣ
ሬԦ ݊݅ݏ൮
 ߮൲
ܶ
where,
 ܣis amplitude

ܶ is the wave period

 ݒis the speed of propagation

݀Ԧ is the direction of propagation (a vector with unit length)
 is any reference point in the medium
߮ is phase

ሬԦ is the direction of oscillations (unit vector ٣ to ݀)
ݑ

 is the location of the particle whose displacement we are measuring
The symbol “ ”לdenotes the inner product of two vectors.
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(6.8)

Having the freedom to place the monitoring system on the inside of the
shipping container and the GridSatTag on the outside of the container plays into
the decision of which type (longitudinal or transverse) of transducer to use although
either can be used to generate Lamb waves. Ideally, we want to place the two
inside the corrugation to protect them. This means the behavior of the ultrasonic
waves will be affected by the geometry of the corrugation. The slower travelling
transverse waves will be reflected off surfaces at smaller angles than the reflected
longitudinal waves. This observation leads to a potential tradeoff between rate of
transmission and quality of signal that will need to be systematically tested and
verified. Simulation by finite difference methods is one way to test the use of
ultrasonic methods for this application. [8][9]
For the transmission of information through the container roof or walls, we
follow a similar approach by first accurately identifying Lamb waves using the
Dynamic Wavelet Fingerprint Technique and group velocity dispersion charts.
Once Lamb waves are identified, the next step is to understand mode behaviors
for the corrugated geometry of shipping container steel walls. The mode or modes
that can be reliably identified and matched form a list of candidate modes which
can potentially be used to encode a message.
Unlike the bulk wave case where gating and peak-detection techniques are
usually adequate to obtain the time of flight, with guided waves more sophisticated
signal processing is required to extract the arrival times. [10][11]

The most

accurate method for estimating arrival times of multi Lamb wave modes, as
described by Hou et al. [12], was found to be a time-domain search where a time378

domain group delay is measured as the arrival time of a chosen point on the
leading edge of the fastest mode. This approach was demonstrated to be superior
to pattern matching, time-frequency analysis, and generalized travel time methods.
We discuss our preferred method below after first explaining the process of using
a dynamic wavelet fingerprint to extract Lamb wave arrivals. However, prior to that
discussion, we review guided wave behavior of particular interest to this
application.
6.2.1 Dispersion
In tomographic reconstruction of flaws for structural health monitoring
(SHM), the distinctly different dispersion properties of Lamb wave modes are used
to make easily interpretable quantitative maps of parameters of interest such as
thickness loss due to corrosion. [12] Since different modes have different wave
structures, mode sensitivity and behavior are important factors to consider in
choosing the appropriate mode for any application. In the case of imaging a flaw,
the process is to first identify the Lamb wave modes and then understand their
behaviors in the material sample to exploit several modes to generate
corresponding tomographic images. [12]
Dispersion is the phenomenon whereby the velocity of the wave mode
varies with frequency. The physical manifestation of dispersion is that when a
particular Lamb wave mode is excited by a signal of finite duration, the energy in
the Lamb wave spreads out in both space and time as it propagates from the
source. Both the increase in signal duration and the reduction in amplitude due to
dispersion are undesirable in an inspection system [11] and also make sending
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coded signals difficult to interpret. The reduction in amplitude limits the propagation
distance that can be achieved before the signal is lost into noise, and the increase
in signal duration worsens the resolution that can be obtained. A fallacy that Lamb
waves are non-dispersive for certain points of stationary group velocity on the
dispersion curves misleads the use of Lamb waves for some applications. [11]
Lamb waves cannot be non-dispersive because no input signal of finite duration
can have an infinitely narrow bandwidth. [11] Hence, Lamb waves at all points on
the dispersion curves must be considered to be somewhat dispersive.

The

dispersion effect can be minimized by using an input signal with the narrowest
bandwidth possible, which is one of the reasons why windowed tonebursts rather
than pulses tend to be used as the input signals in Lamb wave applications. [11]
The attractive advantages of guided waves are obtained at the expense of
having complicated wave signals. The complex dispersive behavior makes the
received signals difficult to interpret because wave packets change their shape
while propagating (see Figure 6.9 for an example with real data using a piece of
shipping container wall). A comparison of guided waves’ characteristics measured
at different propagation distances is not straightforward.
6.2.2 Attenuation
An acoustic wave traveling through a material will lose energy for a variety
of reasons. This behavior can account for a loss in amplitude as well as for the
change in its appearance. [13] There are three basic processes that account for
loss of pulse energy, namely, beam spreading, absorption, and scattering. Signal
spreading in the direction of propagation is known as dispersion and beam
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divergence is spreading at right angles to the direction of propagation.

By the

conservation of energy, the amplitude of the displacements and stresses in the
Lamb waves must decrease in inverse proportion to the square root of the distance
from the transducer. [11]

This may be observed by noting that the initial pulse

energy is being distributed over a larger circular area as the Lamb wave advances.
Absorption accounts for the mechanical energy converted to heat energy as the
wave front passes. Scattering results from reflections at grain boundaries, material
imperfections, and especially other material nonhomogeneities including thickness
changes.
We expect minimal attenuation due to material damping and scattering but
this will be systematically tested in more detail since our initial experiments use a
single piece of container wall, albeit a worn piece with welds and rust. Also, we do
not expect leakage into the surrounding media due to the large mismatch in
acoustic impedance between air and steel. However, since we are interested in
encoding Lamb waves with frequency and amplitude modulation, the effect of
attenuation must be carefully considered especially if the placement of the
transducers, and hence the distance between them, is left to the installer.
6.2.3 Environmental Considerations
Extreme ambient conditions, as discussed for thermal imaging (Chapter 4)
and image processing (Chapter 5), may also play a role in the propagation of
guided waves. Propagation of guided waves depends on the material properties
and slight variations may take place with changes in environmental conditions. We
do not believe it to be significant enough that our method should be adaptive to
381

changes in material temperatures but if necessary, the TI SensorTag is equipped
with an object temperature sensor that can be used to provide an input to account
for fluctuations in signal transfer.

This can be evaluated by finite difference

simulation techniques and verified with real world data on actual shipping
containers.
Following a discussion of experimental results below, we discuss possible
avenues for using FM/AM methods to encode Lamb waves. The complex behavior
of Lamb waves, as discussed above, are complications we feel are well
understood and explained by theory. For this particular application, systematic
testing of transducers, voltage, and wave behavior in the material of interest are
all familiar aspects given decades of NDE experience. These aspects can all be
thoroughly and carefully tested in follow-on research.

6.3 Dynamic Wavelet Fingerprint Technique (DWFT)
Despite the complex mechanism of Lamb wave propagation, many studies
show that the arrival sequence of the first several modes generally remains
unchanged. [14][15] However, due to mode conversion and edge reflections from
finite plates, there may be interference that arrives in between. Thus, the problem
we face is extracting Lamb wave mode arrival times by identifying the modes of
interest and differentiating them while they continuously evolve in shape and
overlap during propagation due to reflections, wave transformation, interaction,
and interference.
Since there are two infinite sets of Lamb wave modes, whose velocities
depend on the relationship between wavelength and steel plate thickness, we look
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at joint time-frequency methods.

These methods have the ability to isolate

individual spectral components while retaining their absolute relationships in the
time domain.

One specific method developed by the W&M Nondestructive

Evaluation Lab found that using the wide versatility of wavelet transformations is
well-suite to this application.
Wavelet transformations, like Fourier analysis, decompose time-series
signals into a form digestible by signal processing methods. In Fourier analysis,
the signal is decomposed into sine and cosine functions. However, we favor
wavelet transformations, which decompose the signal into approximations and
details. [16] Approximations are low-frequency components of the signal and
details are high-frequency components. Through an iterative process, wavelet
filtering removes details (noise) and reconstructs a signal using the inverse wavelet
transform keeping only the information of interest.
After wavelet transform, processing of the signal continues by rendering an
image that resembles a fingerprint. Developed by Hou [17], the dynamic wavelet
fingerprint (DWFP) algorithm uses normalized continuous wavelet coefficients to
create a 3D coefficient surface from which slices are projected onto the time-scale
plane. The result is an intuitive 2D pattern where time is the horizontal axis and
wavelet scale is the vertical axis.
The DWFP algorithm is summarized in Figure 6.10.

It begins by applying

a continuous wavelet transform on the raw waveform. The transform can be
written as:
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ܥሺܽǡ ܾሻ ൌ න

ାஶ

ିஶ

തതതതതതതതത
߶ሺݐሻ߰
ǡ ሺݐሻ݀ݐ

(6.9)

Here, ߶ሺݐሻ represents a square-integrable 1-D function, and ߰ሺݐሻ represents the

mother wavelet. The mother wavelet is scaled in frequency ݂ and transformed in

time  ݐusing ܽǡ ܾ  אԹ, respectively, in order to form the ߰ǡ ሺݐሻ in Equation (6.9).
The wavelet transform on a single waveform results in wavelet coefficients. Then,
a slicing algorithm is applied to create an image analogous to the gradient of the
wavelet coefficients in the time-scale plane, resulting in a binary image, ܫሺܽǡ ܾሻ:
ௐி൫టೌǡ್ ൯

߶ሺݐሻ  ሱۛۛۛۛۛۛۛሮ ܫሺܽǡ ܾሻ

(6.10)

By choosing a mother wavelet that optimally represents a signal feature, i.e.
a mode, we can better isolate features of interest in time-scale representation.
Testing different wavelet basis functions on recorded waveforms is performed
interactively via the MATLAB Wavelet Thumbprint Tool (WTPtool) which is written,
revised, and updated by researchers in the William & Mary NDE Lab. The tunable
parameters of this iterative process include choice of wavelet, filtering levels,
window width, number of scales, number of ridges, and width of ridges.
We discuss the parameters below. However, before we continue, we will
briefly discuss the features of the MATLAB Wavelet Thumbprint Tool and explain
the features we found most important in this work. Using captured waveforms on
a representative piece of shipping container wall in a pitch-catch setup we load the
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raw signal into the WTPtool. The half wave rectified raw waveform is displayed in
the top pane of WTPtool. A window of the raw waveform is selected by moving
the two dotted purple lines with left and right clicks of the mouse. For the selected
window, the data is filtered according to the Wavelet Pre-filter (denoise) properties
which is selected from a drop-down menu of filters on the right-hand side of the
WTPtool. A target window of the filtered signal is then selected, which is displayed
in the middle pane of the WTPtool, by using the left and right clicks of the mouse
to position two more dotted purple lines.

Finally, the Wavelet Thumbprint is

created according to the Wavelet Thumbprint (WTP) properties on the right-hand
side of the WTPtool.
The parameter values used for this analysis were:
Wavelet Pre-filter: coif (3)
Levels: 5
Details to remove: [1,3]
Wavelet Thumbprint (WTP): coif (3)
Levels: 50
Number of Ridges: 5
Width of Widths: 0.12
The coiflet wavelet family has ʹܰ moments equal to Ͳ and the scaling

function has ʹܰ െ ͳ moments equal to zero. The two functions have the support

of length ܰ െ ͳ. For the pre-filter, we found that removing the first three elements
of details (noise) resulted in clean fingerprints on a reliable basis. This noise is
removed prior to performing the inverse transform.
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Armed with the DWFP, we can now systematically search for Lamb wave
arrivals in waveforms collected on a piece of shipping container wall. This will be
discussed in the next section and then we will discuss possible ways to
automatically detect arrival of Lamb wave modes. A major advantage of timefrequency methods is the ability to analyze acoustic signals containing multiple
propagation modes, which overlap and superimpose in the time domain signal. By
combining time-frequency analysis with a broadband acoustic excitation source,
the dispersion of multiple Lamb modes over a wide frequency range can be
determined from as little as a single measurement.

6.4 Lamb wave mode arrival
The group velocity of travelling guided waves is the velocity of the energy
transportation. [13] For each Lamb wave mode, its energy is contained in the
corresponding wave packet and travels at a corresponding group velocity. Based
on this definition of group velocity, ideally the mode’s arrival time would be
measured by the delay of the center of gravity of the wave packet envelope.
Instead of using the center of gravity of the wave packet, Hou et al. [13] use
the peak of the envelope to track the movement of the wave packet. In their
research, it was expected that a distinct dynamic wavelet fingerprint could be found
to uniquely identify each Lamb wave mode. However, it was concluded that this
was impractical due to significant variation of the fingerprint from one ray to another
because the sample being tested generally had irregular defects. The defects
caused modulations in rays that could not be consistently tracked through
fingerprints. Ultimately, they decided it was not possible to identify each mode by
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watching its dynamic wavelet fingerprint, but it could be used to differentiate
interference from real modes.
In general, we found the same to be true for determining Lamb wave modes
in waveforms collected on the sample of shipping container wall (the actual piece
of shipping container can be seen in Figure 6.11). However, for our purposes it is
possible to exploit the differentiation between interference and real modes for an
ultrasonic communication system. In this work, we want to show that it is possible
to identify the Lamb waves in the complicated signal and then consider methods
to encode the Lamb waves with information. To this end, we will briefly discuss
the method to identify the Lamb waves using expected arrival times and the DWFP
method.
If we assume some variability in thickness for the test piece, then the search
for Lamb wave modes is a search window. To make the point that thickness
variability matters we use a thickness difference of ͳ݉݉ to highlight Lamb wave

mode arrival for the simplest case. In Figures 6.12 - 6.14 we illustrate search
windows for the 0.5 MHz, 1.0 MHz, and 2.25 MHz transducers. Using the 0.5 MHz
transducer case where only the ܵ and ܣ modes are available (Figure 6.12), we

see that the group velocities of the ܵ and ܣ modes can vary by approximately
ͲǤͷ݇݉Ȁ ݏand ͲǤͳ݇݉Ȁ ݏrespectively. It is obvious that we can use group velocity

curves to estimate mode arrival, however, at certain intervals the group velocity

slopes are large which means we need to cast a wider net to find modes. By
casting a net, we mean automatically selecting a time window from which we
search for Lamb waves.
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Placing the transducers a known distance apart we use group velocity
curves to estimate expected arrival times. Using the following equation, we can
compute the exact sample of the received signal where we expect the Lamb wave
mode which we call the sample of interest:

 ݐݏ݁ݎ݁ݐ݂݈݊݅݁݉ܽݏൌ 

 ݁ݐܽݎ݈݃݊݅݉ܽݏൈ ݁ܿ݊ܽݐݏ݅݀ݎ݁ܿݑ݀ݏ݊ܽݎݐ
݃ݕݐ݈݅ܿ݁ݒݑݎ

(6.11)

The variable ݃ ݕݐ݈݅ܿ݁ݒݑݎis found by looking up the group velocity on the

dispersion curves.

Next, we window the filtered waveform around the

 ݐݏ݁ݎ݁ݐ݂݈݊݅݁݉ܽݏand look at dynamic wavelet fingerprints. We do this for all
available modes by transducer and then compare the results to find similarities.

6.5 Shipping Container Wall Experiment
6.5.1 Setup
Ultrasonic measurements were made on a sample of shipping container
(Figure 6.11) measuring 24” x 22” with a thickness of 2mm. We use piezoelectric
contact transducers with a water coupling in a pitch-catch arrangement. The
transmitting transducer propagates a pulse signal into the test material which
excites Lamb waves that are recorded by the receiver transducer. We drive the
PZTs with an AIS Nanopulser controlled by a MATLAB program. Figure 6.15 is a
screen capture of the graphical user interface (GUI) which controls the mode
(pulse echo v. pitch catch), voltage, pulse width, sampling rate, and gain.
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The general idea is to record waveforms by placing the transducers known
distances from each other along and across the corrugation of the shipping
container wall.

From the recorded waveforms we use the Dynamic Wavelet

Fingerprint Technique to identify Lamb waves as discussed above. In this work,
the fixed distances between transducers along the corrugation are ͵Ͳ݉݉, Ͷͷ݉݉,

Ͳ݉݉, ͳʹͲ݉݉, and ͳͲ݉݉. The across the corrugation distances are Ͳ݉݉,

ͳͶͲ݉݉, ͳͶ݉݉, and ʹͳͲ݉݉.

6.5.2 Results

Results collected with the 0.5 MHz transducer are provided in Figures 6.16
– 6.31. Figures 6.16 – 6.27 show the results for transducer placement along the
corrugation which include screen captures of the raw waveform, the raw waveform
zoomed-in to the sample of interest, and the full WTPtool screen for each iteration.
At the bottom of each figure we provide an enlarged image of the wavelet
fingerprint for the sample of interest. Likewise, Figures 6.28 – 6.31 show the
results for across the corrugation transducer placement. Results for the 1.0 MHz
transducer are organized in a similar fashion where Figures 6.32 – 6.51 are for
along the corrugation and Figures 6.52 – 6.58 are for across the corrugation
placement.
The wavelet fingerprints for expected Lamb wave arrivals for the three
transducers show an interesting pattern which we are confident identifies Lamb
waves. We call the distinguishable pattern the Double Buttress Cathedral (DBC)
feature. The feature was found at all the expected Lamb wave arrival times for all
collected signals. It is characterized as a fingerprint triplet where the center
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fingerprint is a white triangular shape resembling a cathedral flanked by two inward
pointing gray fingerprints resembling buttresses.
We observed variations in DBC feature shape for different transducer
distances (compare the wavelet fingerprints in Figures 6.17 and 6.21 to see
differences when the 0.5 MHz transducers are separated 30mm and 45mm
respectively). Despite not retaining the exact shape, we found that the DBC
feature is generally distinguishable from nearby fingerprints as a group triplet.
DBC feature shape variations is most likely the result of the complicated wave
behavior and interaction with imperfections in the material.
We found that the computed sample of interest is at the leading edge of
wave packets. This is clearly seen in Figure 6.16 where we see that Sample 456
is where we expect the ܵ mode. The wavelet fingerprint of Sample 456 shows
similarity to the DBC feature and from the screen capture of the raw waveform (top
right image in Figure 6.16) we see that Sample 456 is at the leading edge of the
wave packet. This result may be of use later to test communication methods.
Importantly, we note that the ability to identify the leading edge of a wave packet
could facilitate the use of packet amplitude and frequency to transmit symbols in a
binary scheme.
Figures 6.61 – 6.69 provide a comparison of fingerprints for different
transducers (0.5, 1.0, and 2.25 MHz) positioned the same distance apart. These
results show strikingly similar wavelet fingerprints for the ܵ and ܣ modes. Again,

we note that these are the wavelet fingerprints for the computed arrival of the Lamb
wave. This result highlights the challenge of trying to distinguish Lamb wave
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modes from each other as they all seem to have the same DBC shape, however,
it shows promise that we can find the Lamb waves in the complicated waveform.
Figure 6.60 shows fingerprints of expected Lamb waves using the haar, db,
bior, rbio, gaus, and mexh wavelets. Since the choice of mother wavelet directly
corresponds to the type of fingerprint because of differences in large and small
support, we found that mother wavelets with smaller support such as haar, db2,
bior, rbio, and gaus resulted in a fingerprint doublet as opposed to the fingerprint
triplet found using larger support mother wavelets such as coif and mexh. During
feature detection, which will be discussed below, our sense is that the triplet will
be more advantageous to identify Lamb waves since fingerprint doublets are more
abundant in the waveform and may require more features for classification which
makes them susceptible to higher computational cost and overfitting.
Figure 6.70 shows the amplitude loss versus transducer distance for the 0.5
MHz transducer. If amplitude modulation is to be used as an encoding scheme,
we will want to empirically measure amplitude loss for a number of scenarios to
accurately model it for freedom to place transducers wherever we want. At this
time, we believe tests should be conducted for along versus across the
corrugation, different material thicknesses and densities, and nonhomogeneities
in the material.

Inhomogeneities that could affect signal-to-noise and the ability

to encode signals include welds, rust spots, and dents. Understanding guided
wave characteristics for these particular scenarios will enable freedom to attach
devices on the inside and outside of the container from which a test signal can be
used to calibrate the communication system.
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When windowing on different peaks within the raw waveform, we found it
interesting that each peak in the wave packet can produce a fingerprint with the
DBC shape for small window widths (see Figure 6.59). This result relays the
importance of testing window widths that are wide enough to locate Lamb waves,
but not too narrow that each peak is identified as a Lamb wave. During the initial
search for Lamb waves we were intentionally using window widths that helped find
the DBC feature near expected arrival times. To avoid the trap of fooling ourselves
by looking for a feature that seems to identify the arrival of Lamb waves, we looked
at a sequence of windows by sliding a fingerprint window width of 500 samples
over a raw waveform window width of 3000 samples. This gave us six fingerprint
sequences that do not overlap in time and window widths are not manually
manipulated to find any particular fingerprint. This allowed us to more objectively
see if there are any other fingerprint triplets that would make the task of Lamb wave
detection difficult and verify that the DBC is in fact a feature that appears at Lamb
wave expected arrival times.
The first waveform we examined in this manner was collected using the 0.5
MHz transducers placed 70mm apart. The transducers were configured along the
corrugation and we looked at samples 0 to 3000 which is where we expect the
arrivals of the S0 and A0 modes. The sequence of six windows can be seen in
Figures 6.71 – 6.73 where we show the window for each fingerprint sequence by
two red lines on the half wave rectified waveform. We highlight eleven DBC-like
triplets with red and yellow dotted boxes in the six fingerprint sequences. The two
red boxes indicate the expected S0 and A0 mode arrivals and the nine yellow boxes
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capture where we found triplets that resemble the DBC feature. DBC features #1,
#2, and #3 are not quite the exact shape we are looking for, but neither is the shape
of the A0 mode arrival. By visual inspection we tried to capture all fingerprint triplets
by first looking for the characteristic white triangle shape (cathedral) and then
included the triplets that also had grey inward pointing fingerprints (buttresses). If
there was a significant lean of the cathedral shape, we did not include the triplet.
Next, we performed the same analysis on a waveform captured with the 0.5
MHz transducers separated a distance of 140mm and configured across the
corrugation (Figures 6.74 – 6.76). We expect the S0 and A0 modes at samples
2300 and 3600 respectively, so we window on samples 1000 to 4000 and again
use a window width of 500 samples for fingerprinting. Performing the same visual
search as above we identify eleven DBC triplets and again find the DBC triplet at
the expected S0 and A0 mode arrivals. DBC features #1, #2, and #4, which are
not the expected Lamb wave modes, look exactly like the DBC shape. The other
four triplets have a resemblance but do not quite capture the form we are looking
for. One interesting result is some possible confusion at the expected arrival of
the A0 mode and DBC feature #8 (see the fingerprint sequence for Samples 2500
– 3000 in Figure 6.78). In this fingerprint sequence there are five fingerprints close
together where it is possible to window around two different groups of three that
could potentially be a Lamb wave. The overlapping boxes (one red – for the
expected A0 mode, and one yellow – for DBC feature #8) show the complication
that occurs when propagating ultrasonic waves and the difficulty that makes
autonomous detection an interesting problem. We labeled the red box as the A 0
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mode because it is the closest to the expected arrival time based on group velocity
and the buttresses both point inward to the cathedral. This is not the case for the
triplet in the yellow box, which also has shape issues for the right hand side
buttress.
6.5.3 Discussion
We demonstrated a method for identifying complicated Lamb waves by
visually inspecting wavelet fingerprints within search windows centered on
computed samples of interest based on expected arrival times. It is clear that for
distances ൏ 45mm between transducers that the sample of interest is at the

leading edge of the wave packet. For distances  45mm, the wave packets lose

amplitude and not readily distinguishable in the waveform, but we believe they can
be identified by applying filters. Moreover, we believe it is promising that Lamb
waves can be identified in complicated raw waveforms by feature detection
methods.
For autonomous detection of the DBC feature, image processing can be
conducted in the usual way. Edge detection can be used to identify individual
fingerprints from which groups of three can be used in a binary classification
method where features are extracted to separate the DBC triplet from the
sequence. It seemed telling to first look for the cathedral feature (white triangle)
then look left and right for the buttresses (inward pointing gray fingerprints). The
task of classification should be based on empirical evidence of which mother
wavelet provides high true positive detection with the least amount of features. We
have previously found useful an inclination index, which measures the lean of the
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flanking buttresses toward the center cathedral fingerprint, ridge counting, and
shape detection features. Shape detection can be accomplished by height to base
ratios for single fingerprints. We do not attempt the image processing in this work
as more analysis on wave behavior should be conducted to understand attenuation
and dispersion in greater detail.
Important considerations for future research include an understanding of
signal-to-noise ratio for one or two-way communication, channel capacity, power
requirements, and multipath behavior of the ultrasonic waves. Before we move
into a discussion about possible modulation schemes, the subject of wave
interaction must be covered since it is important when trying to communicate with
a dispersive guided wave. Previously, wave propagation was discussed as if a
single sinusoidal wave was propagating through the material. However, the sound
that emanates from an ultrasonic transducer does not originate from a single point,
but instead originates from many points along the surface of the piezoelectric
element. This results in a sound field with many waves interacting or interfering
with each other.
When waves interact, they superimpose on each other, and the amplitude
of the sound pressure or particle displacement at any point of interaction is the
sum of the amplitudes of the two individual waves. [18] Consider two identical
waves that originate from the same point. When they are in phase, they combine
to double the displacement of either wave acting alone. When they are completely
out of phase, they combine to cancel each other out. When the two waves are not
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completely in phase or out of phase, the resulting wave is the sum of the wave
amplitudes for all points along the wave.
Expanding this principle to the analogy of dropping a stone into a body of
water, at every point where the waves interact, the amplitude of the particle
displacement is the combined sum of the amplitudes of the particle displacement
of the individual waves. If multiple stones were dropped into the water, their waves
radiate out from their sources and interact with each other. The areas where the
waves interact result in constructive and destructive interference. The sound field
becomes more uniform further away from the transducer, however, it is not a
completely uniform field.
The approach to examine these physical effects would be to design and test
lab experiments and computer simulations to demonstrate the feasibility of
ultrasonic communication through shipping container walls or roof. The interplay
between identifying Lamb waves as described above and possible modulation
schemes will be discussed next.

6.6 Related work
To this point we have used nondestructive evaluation techniques and an
understanding of waveguide physics to setup the problem of using ultrasonic
guided waves for communication. The only other research identified as similar to
this work can be found in U.S. Patent 7,654,148 B2 – Ultrasound communication
system for metal structure and related methods by Tomlinson et al. [19] of
Lockheed Martin Corporation and U.S. Patent 9,361,877 B2 – Ultrasonic
communication system for communication through RF-impervious enclosures and
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abutted structures by Antonio et al. [20] of the University of Oklahoma. Both look
at the scenario of encoding ultrasonic signals for the transmission of information in
metallic structures, specifically through shipping container and aircraft walls, skins,
and frames.
The work of Tomlinson et al. is the most similar in that Lamb waves are
used to propagate long distances for the structural monitoring of aircraft frames.
Transducers are distributed along aircraft sections of interest and frequency shift
keying (FSK) is used to modulate sinusoidal waves for the transmission of
messages through the aircraft structure. In this invention, signals are encoded by
using wave packets along long, flat sections of aircrafts and shipping containers.
The modeling of Lamb waves is not considered, and the result is a low
transmission rate of 50 bits per minute. It appears that peak detection on wave
packets is used for encoding the signal which the authors state is done on as much
of the multipath energy as possible.
In Antonio et al, which is further described in papers by Hosman et al.
[21][22], the focus is communication between stacked containers.

In this

application, shipping container corner posts are used to establish a communication
channel in which bulk waves are used instead of guided waves. A multi-tone
frequency shift keying (MFSK) modulation scheme is used to achieve data rates
of approximately 800 bps.

6.7 Signal modulation
The process of communication can be broken down into three parts. First,
transmission, which in simple terms, is signal generation and symbol definition.
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Second, is wave behavior in the medium. The complex behavior of guided waves
in corrugated steel will be simulated and tested in subsequent work since it is a
crucial component for a communication system which autonomously works for any
separation between transducers and a medium with complicated geometry. Third,
is receiving the signal which entails sampling the modulated signal and decoding
it. The results in this chapter directly relate to the processing that occurs upon
receipt of the modulated signal, particularly, finding Lamb waves.
In this section, we briefly offer a method of using modulation of guided
waves for communication. Regardless of the modulation scheme, of which there
are many, we want a method that transmits symbols into the medium using a
carrier signal and at the receiving end to first verify it as our signal and second
decode the message. We propose signal verification can be done with both a
synchronization tone and by binary classification of dynamic wavelet fingerprints
on received waveforms using the DBC feature as positive identification and
anything else as negative identification.

The idea of verifying the signal by

classification of fingerprints can be extended further to a general communication
method.
The most basic method to communicate is to use wave packets as either a
ͳ or a Ͳ based on a frequency or amplitude modulation scheme. At this point we
need a better understanding of wave behavior to decide which modulation method

will perform the best. However, regardless of the method of modulation, we can
transmit a group of wave packets, amplify them at the receiving end, and perform
a Fast Fourier Transform (FFT) on the captured signal. From the FFT we use peak
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detection methods to decode the signal. If wave packets are designed to fall within
a specific frequency bin of a FFT and an integer number of periodic cycles of each
tone can be collected and processed by a FFT, then window sampling is not
required to decode the message. [21] For this method, the leading edge of wave
packets can be identified using our Lamb wave arrival method described above.
We consider this a viable communication system and should be pursued as the
basic model.
On the other hand, we noticed that each sub-peak within the wave packet
can be distinguished by the DBC fingerprint feature. With this information, we do
not have to treat wave packets as individual ͳ ݏand Ͳ ݏbut instead come up with a
way to design a wave packet as a string of ͳ ݏand Ͳݏ.

This requires

experimentation with different input signals that might generate frequency or
amplitude variation within wave packets or by using different hardware that excites
Lamb waves in a way that either the raw waveform or the FFT has tunable patterns.
This would be a method that could lead to higher transmission rates.
So we can use the fingerprint to identify lead edges of wave packets that
carry the information, but when we first looked at identifying Lamb waves we were
interested in ways to distinguish Lamb wave modes.

While we have not

demonstrated that, Lamb wave modes have been used in tomographic imaging for
nondestructive evaluation methods. [13] Finding a way to encode the Lamb wave
modes with information would increase transmission rates even further, however,
could be oversensitive to medium properties and nonhomogeneties.
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6.8 Conclusion
In Figure 6.57, we point out a large spike in the waveform which may
correspond to the S0 mode. The usual way to conduct signal modulation for
communication is to peak detect on the filtered waveform.

This preliminary

analysis on guided wave communication shows promise that we do not have to
rely only on these methods. Instead, it may be possible to encode complicated
guided waves that can only be identified by special techniques that use timefrequency domain methods. One such method is the DWFT, which we show has
the potential to feed machine learning methods to autonomously find Lamb waves.
A systematic exploration of this approach to communicate through walls requires
more data. We started this analysis by looking for features that might explain the
Lamb wave arrival using expected arrival times, but we do not presume that the
DBC feature is the only way. Follow-on work should conduct blind tests on data
collected with other input signals, use other voltages, and a number of other factors
which we have discussed throughout this chapter.
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Receiver

Driver

Figure 6.1: Through Thickness Bulk Waves. A pair of PZTs
coaxially coupled directly to opposite sides of a metal wall
form an acoustic-electric channel to transmit power and/or
data.
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Lamb waves
carry information

GridSatTag
(outside container)

Monitoring
System
(inside container)

Figure 6.2: Lamb wave transmission. Lamb waves can be
transmitted in a pitch-catch setup from a piezoelectric transducer
(PZT) on the inside surface of a container to a PZT on the outside
surface of the container. The waves can be encoded with
information via an appropriate combination of frequency and
amplitude modulation. Here, the monitoring device includes a
catadioptric infrared imaging system, a multi-sensor, and a PZT to
transmit ultrasonic signals. The outside unit is equipped with the
RF and satellite module for communication to the GRID Tag
Architecture and a PZT to receive ultrasonic signals transmitted
from inside the container.
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Symmetric Modes
(ܵ ǡ ܵଵ , …)
Anti-symmetric Modes
(ܣ ǡ ܣଵ , …)
Figure 6.3: Lamb wave modes. Symmetric modes are signified
by a breathing motion, in which the wave expands and contracts
thicknesses as it travels through the plate. Antisymmetric modes,
on the other hand, travel in sinusoidal flexural motion from one
boundary to the other as the wave moves through the plate.
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0.5 MHz 1.0 MHz

2.25 MHz

Figure 6.4: Lamb wave dispersion curve in a thin steel plate.
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(a) Panametrics V101 - 0.5 MHz
(Longitudinal wave)

(b) Panametrics V153 – 1.0 MHz
(Shear wave)

(c) Panametrics V106 - 2.25 MHz
(Longitudinal wave)
Figure 6.5: Piezoelectric transducers. The following contact
piezoelectric transducers were used in this work. The 0.5 and
2.25 MHz transducers produce longitudinal waves and the 1.0
MHz transducer is shear wave.
405

(a) Longitudinal wave

(b) Transverse wave

Figure 6.6: Longitudinal and Transverse waves.
(a)
Longitudinal waves travel through the material as a series of
alternate compressions and rarefactions in which the particles
transmitting the wave vibrate back and forth in the direction of
travel of the waves, (b) Transverse waves vibrate side to side or
up and down in a plane perpendicular to the direction of
propagation.
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Figure 6.7: Longitudinal waves. Using a pulse, the series of
frames (from top to bottom) depicts the propagation of a
longitudinal wave on a 2-D grid (empirical model).
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Figure 6.8: Transverse waves. Using a pulse, the series of
frames (from top to bottom) depicts the propagation of a
transverse wave on a 2-D grid (empirical model).
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(0.5 MHz) 30mm Distance

(0.5 MHz) 40mm Distance

Figure 6.9: Lamb wave dispersion. The physical manifestation
of dispersion is that when a particular Lamb wave mode is excited
by a signal of finite duration, the energy in the Lamb wave
spreads out in both space and time as it propagates from the
source.
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(a)

(b)

(c)

(d)

Figure 6.10: The dynamic wavelet fingerprint (DWFP)
algorithm. (a) Ultrasound pulse, (b) 3-D view of the wavelet
coefficients and its contour, (c) slice projection, (d) the dynamic
wavelet fingerprint.
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Figure 6.11: Sample of shipping container wall. The above
sample shipping container was used with an AIS Nanopulser and
contact piezoelectric transducers in a pitch catch setup to capture
ultrasonic waveforms to be used in Lamb wave mode arrival
detection using Dynamic Wavelet Fingerprint Techniques.
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0.5 MHz

Mode Search Areas
(Thickness Variability)
Figure 6.12: Mode search areas for 0.5 MHz transducer.
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1.0 MHz

Mode Search Areas
(Thickness Variability)
Figure 6.13: Mode search areas for 1.0 MHz transducer.
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Mode Search Areas
(Thickness Variability)

2.25 MHz

S2

A2

A1

S0

S1

A0

Figure 6.14: Mode search areas for 2.25 MHz transducer.

414

Figure 6.15: MATLAB GUI used to drive AIS Nanopulser and
contact transducers. We are able to control the mode (pulse
echo v. pitch catch), voltage, pulse width, sampling rate, and gain
from this GUI.
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Raw waveform

Zoomed-In Raw waveform

ܵܽ݉ ݈݁Ͷͷ
՜ ͷǤʹ͵ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.16: RESULTS: 0.5 MHz, 30mm distance, Along
corrugation, S0 mode
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Raw waveform

Zoomed-In Raw waveform

ܵܽ݉ ݈݁ͷͲͳ
՜ ͶǤͻ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.17: RESULTS: 0.5 MHz, 30mm distance, Along
corrugation, A0 mode
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Raw waveform

Zoomed-In Raw waveform

ܵܽ݉ ݈݁ͺͲ
՜ ͵Ǥͷ͵ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.18: RESULTS: 0.5 MHz, ½ Voltage, 30mm distance,
Along corrugation, S0 mode
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Raw waveform

Zoomed-In Raw waveform

ܵܽ݉ ݈݁Ͷ
՜ ͷǤ ͳͶ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.19: RESULTS: 0.5 MHz, ½ Voltage, 30mm distance,
Along corrugation, A0 mode
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Raw waveform

Zoomed-In Raw waveform

ܵܽ݉ ݈݁ͺ
՜ ͷǤ͵ͺͻ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.20: RESULTS: 0.5 MHz, 45mm distance, Along
corrugation, S0 mode
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Raw waveform

Zoomed-In Raw waveform

ܵܽ݉ͳͳ ݈݁ͷ
՜ ͵Ǥ ͳͳͳ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.21: RESULTS: 0.5 MHz, 45mm distance, Along
corrugation, A0 mode
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Raw waveform

Zoomed-In Raw waveform

ܵܽ݉ͳʹͳ ݈݁
՜ ͶǤͲͷ͵ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.22: RESULTS: 0.5 MHz, 70mm distance, Along
corrugation, S0 mode
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Raw waveform

Zoomed-In Raw waveform

ܵܽ݉Ͳʹ ݈݁Ͷʹ
՜ ͵Ǥ Ͳͺ͵ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.23: RESULTS: 0.5 MHz, 70mm distance, Along
corrugation, A0 mode
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Raw waveform

Zoomed-In Raw waveform

ܵܽ݉ͻͳ ݈݁ͺͶ
՜ ͶǤͺ͵ͺ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.24: RESULTS: 0.5 MHz, 120mm distance, Along
corrugation, S0 mode
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Raw waveform

Zoomed-In Raw waveform

ܵܽ݉ͻʹ ݈݁ʹ
՜ ͵Ǥʹ͵Ͳͳ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.25: RESULTS: 0.5 MHz, 120mm distance, Along
corrugation, A0 mode
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Raw waveform

Zoomed-In Raw waveform

ܵܽ݉ʹ ݈݁ͳͲ
՜ ͶǤͻͲͶ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.26: RESULTS: 0.5 MHz, 160mm distance, Along
corrugation, S0 mode
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Raw waveform

Zoomed-In Raw waveform

ܵܽ݉ ݈݁ͶͳͲͳ
՜ ͵Ǥ ͳʹͳʹ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.27: RESULTS: 0.5 MHz, 160mm distance, Along
corrugation, A0 mode
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S0 mode

A0 mode

ܵܽ݉ͳͳ ݈݁ʹ
՜ ͶǤͺ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

ܵܽ݉ͳ ݈݁ͷʹ
՜ ͵Ǥ ͳͺͻͷ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.28: RESULTS: 0.5 MHz, 70mm distance, Across
corrugation, S0 and A0 modes
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S0 mode

A0 mode

ܵܽ݉ʹ ݈݁Ͷʹ
՜ ͶǤͲ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

ܵܽ݉͵ ݈݁ͶͲͺ
՜ ͵Ǥ ʹͻ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.29: RESULTS: 0.5 MHz, 140mm distance, Across
corrugation, S0 and A0 modes
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S0 mode

A0 mode

ܵܽ݉͵ ݈݁ͳͲ
՜ ͵Ǥ ʹ͵ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

ܵܽ݉͵ͻʹʹ ݈݁
՜ ͷǤͲͻͷͷ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.30: RESULTS: 0.5 MHz, 146mm distance, Across
corrugation, S0 and A0 modes
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S0 mode

A0 mode

ܵܽ݉ͻ͵͵ ݈݁
՜ ͶǤͻ͵ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

ܵܽ݉ ݈݁ͷ͵Ͷ
՜ ͵Ǥ ͳ͵ͷ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.31: RESULTS: 0.5 MHz, 210mm distance, Across
corrugation, S0 and A0 modes
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Raw waveform

Zoomed-In Raw waveform

ܵܽ݉ ݈݁ͷ͵Ͷ
՜ ͶǤͶͻ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.32: RESULTS: 1.0 MHz, 30mm distance, Along
corrugation, A1 mode
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Raw waveform

Zoomed-In Raw waveform

ܵܽ݉ ݈݁ͻ
՜ ͵ǤͲͳͳ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.33: RESULTS: 1.0 MHz, 30mm distance, Along
corrugation, A0 mode
433

ܵܽ݉ ݈݁ͺͺͳ
՜ ʹǤʹ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.34: RESULTS: 1.0 MHz, 30mm distance, Along
corrugation, S0 mode
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ܵܽ݉ ݈݁ͺͺͳ
՜ ʹǤͶͻ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.35: RESULTS: 1.0 MHz, 30mm distance, Along
corrugation, S1 mode
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ܵܽ݉ͻ ݈݁ͺ͵
՜ ͶǤͲͻͳ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.36: RESULTS: 1.0 MHz, 50mm distance, Along
corrugation, A1 mode
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ܵܽ݉ʹͳ ݈݁ͷ
՜ ͵Ǥͳ͵ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.37: RESULTS: 1.0 MHz, 50mm distance, Along
corrugation, A0 mode
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ܵܽ݉ͳ ݈݁Ͷʹͻ
՜ ʹǤͻͻ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.38: RESULTS: 1.0 MHz, 50mm distance, Along
corrugation, S0 mode
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ܵܽ݉ͳ ݈݁ͷͻͳ
՜ ʹǤͷͳͶ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.39: RESULTS: 1.0 MHz, 50mm distance, Along
corrugation, S1 mode
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ܵܽ݉ͳ͵ͳͳ ݈݁
՜ ͶǤͻͷͳ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.40: RESULTS: 1.0 MHz, 70mm distance, Along
corrugation, A1 mode
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ܵܽ݉ͳ ݈݁ͺͲ͵
՜ ͵Ǥ ͳͲͷͻ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.41: RESULTS: 1.0 MHz, 70mm distance, Along
corrugation, A0 mode
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ܵܽ݉Ͳʹ ݈݁ʹ
՜ ʹǤͳ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.42: RESULTS: 1.0 MHz, 70mm distance, Along
corrugation, S0 mode
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ܵܽ݉ͳʹʹ ݈݁Ͷ
՜ ʹǤͷʹͻ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.43: RESULTS: 1.0 MHz, 70mm distance, Along
corrugation, S1 mode

443

ܵܽ݉ͳͻ͵ʹ ݈݁
՜ ͶǤͲͳͷ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.44: RESULTS: 1.0 MHz, 120mm distance, Along
corrugation, A1 mode

444

ܵܽ݉ʹͳ͵ ݈݁
՜ ͵Ǥ Ͳ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.45: RESULTS: 1.0 MHz, 120mm distance, Along
corrugation, A0 mode

445

ܵܽ݉͵ ݈݁Ͷͷ͵
՜ ʹǤͺ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.46: RESULTS: 1.0 MHz, 120mm distance, Along
corrugation, S0 mode
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ܵܽ݉͵ ݈݁Ͷͻ
՜ ͵Ǥ Ͷͻʹ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.47: RESULTS: 1.0 MHz, 120mm distance, Along
corrugation, S1 mode

447

ܵܽ݉͵ ݈݁Ͷͷ
՜ ͵ǤͲʹ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.48: RESULTS: 1.0 MHz, 160mm distance, Along
corrugation, A1 mode
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ܵܽ݉ ݈݁Ͷͳͳʹ
՜ ͵Ǥͳͳʹͺ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.49: RESULTS: 1.0 MHz, 160mm distance, Along
corrugation, A0 mode
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ܵܽ݉ ݈݁Ͷͷ͵Ͷ
՜ ʹǤͺʹ͵ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.50: RESULTS: 1.0 MHz, 160mm distance, Along
corrugation, S0 mode
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ܵܽ݉ ݈݁ͷͲͲͺ
՜ ʹǤͷͷ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.51: RESULTS: 1.0 MHz, 160mm distance, Along
corrugation, S1 mode
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A1 mode

ܵܽ݉ͳ ݈݁ͷͳ͵
՜ ͵Ǥͻ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

A0 mode

S0 mode

ܵܽ݉ͳ ݈݁ͺͻ
՜ ͵Ǥͳʹ͵ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

ܵܽ݉͵ͻͻͳ ݈݁
՜ ʹǤͺͲ͵݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

S1 mode

ܵܽ݉ͳʹ ݈݁
՜ ʹǤͷ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.52: RESULTS: 1.0 MHz, 70mm distance, Across
corrugation, A1, A0, S0, and S1 modes
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A1 mode

ܵܽ݉ͳ͵ ݈݁ͺͷ
՜ ͵Ǥ ͷͲͺͻ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

A0 mode

S0 mode

S1 mode

ܵܽ݉͵ ݈݁Ͷͷ
՜ ͵ǤͲ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

ܵܽ݉ͻͻ͵ ݈݁
՜ ʹǤͻ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

ܵܽ݉ ݈݁Ͷͳͺ
՜ ʹǤͶʹ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

(Hard to find, not sure this is correct)

Figure 6.53: RESULTS: 1.0 MHz, 140mm distance, Across
corrugation, A1, A0, S0, and S1 modes
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A1 mode

ܵܽ݉͵ ݈݁Ͷʹͳ
՜ ͵Ǥ Ͷͳͷ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

A0 mode

S0 mode

ܵܽ݉͵ ݈݁ͳͷ
՜ ͵ǤͳͶͷ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

ܵܽ݉ ݈݁Ͷʹʹͺ
՜ ʹǤ͵Ͷ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

S1 mode

ܵܽ݉ ݈݁Ͷ
՜ ʹǤͷͲͶ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.54: RESULTS: 1.0 MHz, 146mm distance, Across
corrugation, A1, A0, S0, and S1 modes
454

A1 mode

ܵܽ݉ ݈݁Ͷͷ
՜ ͵Ǥ ͷʹͶ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

A0 mode

S0 mode
S1 mode
(not enough samples)

ܵܽ݉ ݈݁ͷͶͳͺ
՜ ͵Ǥ ͲͻͶͳ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

ܵܽ݉ ݈݁ͷͻʹ
՜ ʹǤͺʹͺ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.55: RESULTS: 1.0 MHz, 210mm distance, Across
corrugation, A1, A0, S0, and S1 modes
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A1 mode

ܵܽ݉ͳʹ ݈݁Ͷ
՜ ʹǤͷͺ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

A0 mode

ܵܽ݉ͳ ݈݁ʹͲ
՜ ͵Ǥ ʹͷ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

A2 mode

ܵܽ݉ ݈݁ͷʹͲͳ
՜ ͳǤͲ͵ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

S2 mode

S0 mode

ܵܽ݉ͳͲʹ ݈݁
՜ ʹǤ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

ܵܽ݉Ͳͻʹͳ ݈݁
՜ ͶǤ͵͵ͳͺ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

S1 mode

ܵܽ݉͵ͳ ݈݁ͳ
՜ ͶǤͳ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.56: RESULTS: 2.25 MHz, 70mm distance, Across
corrugation, A1, A2, A0, S0, S1 and S2 modes
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A1 mode
A2 mode
(not enough samples)

ܵܽ݉ ݈݁Ͷʹͻͻ
՜ ʹǤ  ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

A0 mode

ܵܽ݉͵ ݈݁ͷͺʹ
՜ ͵Ǥ ͳʹ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

S2 mode

S0 mode

ܵܽ݉ ݈݁Ͷͳͳ͵
՜ ʹǤ ͳ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

(Huge Spike – S0)

ܵܽ݉Ͳ͵ ݈݁ͶͶ
՜ ͵Ǥ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

S1 mode

ܵܽ݉ʹ ݈݁Ͷ
՜ ͶǤͳͻͷ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.57: RESULTS: 2.25 MHz, 140mm distance, Across
corrugation, A1, A2, A0, S0, S1 and S2 modes
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A1 mode
A2 mode
(not enough samples)

ܵܽ݉ ݈݁ͶͷͺͲ
՜ ʹǤͷͷ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

A0 mode

ܵܽ݉͵ ݈݁ͺ
՜ ͵Ǥ Ͳͻ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

S2 mode

S0 mode

ܵܽ݉ ݈݁Ͷͳͳͳ
՜ ʹǤ ͺͶ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

ܵܽ݉ͳͳ͵ ݈݁
՜ ͵Ǥͷ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

S1 mode

ܵܽ݉͵ͳ ݈݁ͳ
՜ ͶǤͳ ݉݉Ȁߤݏ
ͲͲͲ ݏ݈݁݉ܽݏ

Figure 6.58: RESULTS: 2.25 MHz, 146mm distance, Across
corrugation, A1, A2, A0, S0, S1 and S2 modes
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Figure 6.59: RESULTS: 0.5 MHz, 30mm distance, Along
corrugation. This is what it looks like when transducers are close
and Lamb waves arrive in rapid succession. We literally get the
exact same feature shape for every peak here.
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haar, db, bior, rbio wavelet.
Window size = 70.

gaus wavelet.
Window size = 80.

mexh wavelet.
Window size = 80.

Figure 6.60: RESULTS: 0.5 MHz, 30mm distance, Along
corrugation, Different mother wavelets. Using a different
mother wavelet we get the above fingerprints which may or may
not be more distinguishable than the Double Buttress Cathedral
(DBC) fingerprint.
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0.5 MHz – 30mm (S0)

0.5 MHz – 30mm (A0)

1.0 MHz – 30mm (S0)

1.0 MHz – 30mm (A0)

Figure 6.61: RESULTS: Comparison of fingerprints for
different transducers (30mm distance).
We found no
significant difference between fingerprints when using different
transducers. The results here are from the 0.5 MHz longitudinal
transducer and the 1.0 MHz transverse transducer.
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0.5 MHz – 45mm (S0)

0.5 MHz – 45mm (A0)

1.0 MHz – 50mm (S0)

1.0 MHz – 50mm (A0)

Figure 6.62: RESULTS: Comparison of fingerprints for
different transducers (50mm distance). Here, the tops of the
cathedral feature are slightly pointed in opposite directions.
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0.5 MHz – 70mm (S0)

0.5 MHz – 70mm (A0)

1.0 MHz – 70mm (S0)

1.0 MHz – 70mm (A0)

Figure 6.63: RESULTS: Comparison of fingerprints for
different transducers (70mm distance). No real difference.
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0.5 MHz – 120mm (S0)

0.5 MHz – 120mm (A0)

1.0 MHz – 120mm (S0)

1.0 MHz – 120mm (A0)

Figure 6.64: RESULTS: Comparison of fingerprints for
different transducers (120mm distance). No real difference.

464

0.5 MHz – 160mm (S0)

0.5 MHz – 160mm (A0)

1.0 MHz – 160mm (S0)

1.0 MHz – 160mm (A0)

Figure 6.65: RESULTS: Comparison of fingerprints for
different transducers (160mm distance). No real difference.

465

0.5 MHz – 70mm (S0)

0.5 MHz – 70mm (A0)

1.0 MHz – 70mm (S0)

1.0 MHz – 70mm (A0)

2.5 MHz – 70mm (S0)

2.5 MHz – 70mm (A0)

Figure 6.66: RESULTS: Comparison of fingerprints for
different transducers (70mm distance). No real difference.
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0.5 MHz – 146 mm (S0)

0.5 MHz – 146mm (A0)

1.0 MHz – 146.05mm (S0)

1.0 MHz – 146mm (A0)

2.5 MHz – 146mm (S0)

2.5 MHz – 146mm (A0)

Figure 6.67: RESULTS: Comparison of fingerprints for
different transducers (146mm distance). No real difference.
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0.5 MHz – 210m (S0)

0.5 MHz – 210mm (A0)

1.0 MHz – 210mm (S0)

1.0 MHz – 210mm (A0)

Figure 6.68: RESULTS: Comparison of fingerprints for
different transducers (70mm distance). No real difference.
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0.5 MHz – 140mm (S0)

0.5 MHz – 140mm (A0)

1.0 MHz – 140mm (S0)

1.0 MHz – 140mm (A0)

2.5 MHz – 140mm (S0)

2.5 MHz – 140mm (A0)

Figure 6.69: RESULTS: Comparison of fingerprints for
different transducers (140mm distance). No real difference.
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0.5 MHz Longitudinal Contact Transducer
S0 Mode
2400

Amplitude

2350
2300
2250
2200
2150
2100
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0.5 MHz Longitudinal Contact Transducer
A0 Mode
2400

Amplitude

2350
2300
2250
2200
2150
2100
2050
0

20

40

60

80

100

120

140
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Figure 6.70: RESULTS: Amplitude loss. These charts show the
amplitude loss for the assumed S0 and A0 modes versus
transducer distance (mm) for the 0.5 MHz longitudinal contact
transducer.
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Samples 0 - 500

DBC feature #1

(sample 328, 17.07 group velocity)

Samples 500 - 1000

DBC feature #2

DBC feature #3

(sample 558, 10.036 group velocity)

(sample 898, 6.236 group velocity)

Figure 6.71: RESULTS: 0.5 MHz, 70mm, Along corrugation,
Fingerprint sequences (samples 0 to 1000). One possible
DBC feature is found in the 0-500 sample window (top) and two
possible DBC features in the 500-1000 sample window (bottom).
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Samples 1000 – 1500

Expected S0 arrival

DBC feature #4

(sample 1110, 5.045 group velocity)

(sample 1386, 4.04 group velocity)

Samples 1500 - 2000

Expected A0 arrival

DBC feature #5

(sample 1782, 3.14 group velocity)

(sample 1943, 2.88 group velocity)

Figure 6.72: RESULTS: 0.5 MHz, 70mm, Along corrugation,
Fingerprint sequences (samples 1000 to 2000). The S0 mode
arrival and a DBC triplet are found in the 1000-1500 sample
window (top). The A0 mode and one other DBC triplet are
identified in the 1500-2000 sample window (bottom).
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Samples 2000 – 2500

DBC feature #6

(sample 2042, 2.742 group velocity)

DBC feature #7

(sample 2358, 2.375 group velocity)

Samples 2500 - 3000

DBC feature #8

(sample 2592, 2.16 group velocity)

DBC feature #9

(sample 2760, 2.029 group velocity)

Figure 6.73: RESULTS: 0.5 MHz, 70mm, Along corrugation,
Fingerprint sequences (samples 2000 to 3000). Two DBC
triplets are found in the 2000-2500 sample window (top) and two
more in the 2500-3000 sample window (bottom).
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Samples 1000 – 1500

DBC feature #1

(sample 1310, 8.55 group velocity)

Samples 1500 - 2000

DBC feature #2

(sample 1638, 6.84 group velocity)

Figure 6.74: RESULTS: 0.5 MHz, 140mm, Across corrugation,
Fingerprint sequences (samples 1000 to 2000). One DBC
triplet is found in the 1000-1500 sample window (top) and another
in the 1500-2000 sample window (bottom).
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Samples 2000 – 2500

DBC feature #3

(sample 2144, 5.224 group velocity)

Expected S0 arrival

(sample 2298, 4.874 group velocity)

Samples 2500 - 3000

DBC feature #4

(sample 2628, 4.262 group velocity)

DBC feature #5

(sample 2953, 3.793 group velocity)

Figure 6.75: RESULTS: 0.5 MHz, 140mm, Across corrugation,
Fingerprint sequences (samples 2000 to 3000). One DBC
triplet and the S0 mode are found in the 2000-2500 sample
window (top) while two DBC triplets are located in the 2500-3000
sample window (bottom).
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Samples 2000 – 2500

DBC feature #6

(sample 3070, 3.65 group velocity)

DBC feature #7

(sample 3239, 3.456 group velocity)

Samples 2500 - 3000

Expected A0 arrival

(sample 3610, 3.102 group velocity)

DBC feature #9

(sample 3942, 2.84 group velocity)

DBC feature #8

(sample 3672, 3.0501 group velocity)

Figure 6.76: RESULTS: 0.5 MHz, 140mm, Across corrugation,
Fingerprint sequences (samples 3000 to 4000). Two DBC
triplets are found in the 2000-2500 sample window (top) while the
A0 and two DBC triplets are located in the 2500-3000 sample
476
window (bottom).
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Chapter 7: Future Work
7.1 Introduction
In this dissertation, we have laid out a framework for global shipping
container monitoring using machine learning with low-power sensor hubs and
infrared catadioptric imaging. A wireless mesh GRID Tag Architecture provides
connectivity anywhere in the world with a significant improvement to legacy
methods. We discussed an infrared catadioptric imaging device and multi-sensor
hub combination as an intelligent system that, when equipped with physics-based
learning algorithms, can interpret the scene at the point of detection and make
efficient use of expensive communications bandwidth. The histogram of oriented
gradients and T-channel (HOG+) feature as introduced for human detection on
infrared catadioptric images was shown to be effective for various mirror shapes.
Also, initial results for through-metal communication with guided waves show
promise using the Dynamic Wavelet Fingerprint Technique (DWFT) to identify
Lamb waves in a complicated ultrasonic signal.
In this chapter, we suggest follow-on work in three areas of application. One
is monitoring special cargo such as produce or hazardous gas detection. Another
is detecting damage to the container walls. If used in these ways, it could provide
early warning of structural failure and help track the service life of the container.
The use of an infrared camera inside of a shipping container could reveal a number
of other uses. At their current low-cost point, it is now possible to put these devices
in containers.
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We have deferred detailed consideration of problems such as break-ins by
angle grinder, bolt cutter, or sledge hammer to be analyzed in follow-on work since
these are relatively straight forward by already proven signal processing methods.
Also, there are existing solutions to shock detection, container tip-over, and
container tracking. [1][2][3] There are a number of use cases for putting a
monitoring device on the inside of the container as opposed to the outside.
The main topics going forward are the importance of tracking and tracing
the global shipping container fleet outside communications infrastructure, portable
surveillance, and communication through solid materials.

7.2 The Competitive Edge in Global Manufacturing
There is a critical need to know where goods are in the supply chain when
they are outside of a communications infrastructure.

Since 2015, the latest

industrial revolution called Industry 4.0 is spurred by a digital supply chain, smart
manufacturing, digital products, and data analytics. [4] In a landscape where
customer expectations, increasing supply chain complexity, and manufacturing
typically chases cheap labor the need for smart sensors, mobile and tracking
solutions, and intelligent algorithms will give the edge to players who can access
resources. An interesting race to resources has already started into areas such
as Northern Africa where Chinese manufacturing has begun to establish itself in
places like Nigeria and Ethiopia. [5]
Since 2010, China has been the top nation in terms of manufacturing output.
[6] However, a generation under the one-child policy has shrunk the country’s
labor pool, raising labor costs and pushing global manufacturing to low-income
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countries. Meanwhile, Africa is in the early stages of a population boom creating
the largest pool of labor in the world. [5] Sparked by tax breaks, cheap labor, and
proximity to lucrative Middle Eastern markets, Africa can provide an appealing
location for many business models.
There are also other factors at play in the global trade industry that are
already shifting manufacturing out of China. The recent tariffs placed on Chinese
exports to the tune of $200 billion has shifted manufacturing to nearby countries
Thailand, Vietnam, and Indonesia with India also posting growth of 8% year-toyear. [7] [8]

These developments drive the market for companies to find a

competitive edge in logistics within the ecosystem of Industry 4.0.
The logical next steps for the application contemplated in this research are
to develop a beta prototype of the inside monitoring device and collect lots of data
inside actual shipping containers travelling over sea, land, and possibly air routes.
It is common to collect large datasets with high sampling rates for each sensor and
then in a controlled way down sample to find the proper sampling rates to avoid
aliasing or other pitfalls associated with machine learning methods. This would
need a sufficiently large data storage component. Also, collecting large datasets
will help to understand the amount of sensor data collected for processing and to
facilitate a direction for the type of processing that can be done to answer customer
needs and tune algorithm sensitivity to reduce false positives.
The data we have collected for this research has been for a stationary
shipping container, which is the most likely scenario for break-ins. However, we
need more data to rule out false positives from container vibrations as it is moved
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around shipping yards, rail cars, and cargo ship holds. Data from these transit
areas are crucial for training machine learning algorithms especially measuring the
energy consumption during these activities.
It is possible to collect this data with a beta prototype while simultaneously
refining the guided wave communication procedure.

The complete proof-of-

concept for the communication between inside and outside systems is an
automatic detection of Lamb waves by machine learning methods and an
encoding/decoding of messages. The types of messages to transmit should be
carefully considered given the constraint of limited packet sizes for wireless
communication between the GRID Tags to GRIDSAT Tags to satellite as
discussed in Chapter 2.
A new area of research in edge computing called self-awareness or
reinforcement learning is an interesting new direction for follow-on research where
algorithms are given feedback in the form of positive or negative reinforcement in
a dynamic environment. Our initial concept to implement such a mechanism is to
use the location, time of day, and shipping container orientation to update the
current model for the infrared thermography processing. This effort could be a
drain on the power consumption, but it was originally considered that the side of
the shipping container facing the sun will warm to the point where thermal contrast
between a human intruder and the container would be in balance and we would
not detect a break-in. This potential challenge that could be overcome by better
image pre-processing through informed feedback loops using additional sensor
information.
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These outlined steps should be systematically executed from small to large
scale. Through the course of this research it was discovered that many groups
are interested in attaching and recovering the devices for local routes. This is the
place to start and then expand to new locations and more diverse environments.

7.3 Autonomous Surveillance
It is possible to extend our surveillance concept to on-the-go or leavebehind scenarios. When military or police leave an area it is considered unclear,
meaning it is no longer safe, the moment they have no eyes on the area. With the
threat of improved explosive devices (IEDs) or an ambush after a patrol leaves, it
is possible to design a portable device using our methods with an infrared
catadioptric system that a patrol keeps in their pack. The patrol can place the
device at a vantage point to provide continuous monitoring of a road intersection
or market place. The autonomous device can be set to activate by a PIR motion
sensor and transmit alerts to the next patrol. If the device is left in an area where
wireless communication is limited, such as on the inside of a fortified building,
acoustic waves can be used to transmit through the walls.
The outside unit, which communicates to a command center, does not need
to be emplaced by the patrol if the situation to does not allow. Instead, the outside
transmitting device can be fired as a projectile via small arms or from a drone. The
outside unit does not need to be coaxially aligned to receive the ultrasonic signal
from the inside monitoring device because we can design the acoustic
communication as envisioned for the shipping container. This concept, as well as
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others, are shown to be possible from this research and other research which we
describe next.

7.4 Through Ice Communication
The concept of firing a projectile with an attached transducer to receive
ultrasonic signals comes from technology in development to transmit messages
through ice floes in the Arctic. [9] The concept was developed to locate and track
an oil spill trapped under the ice. Here, an underwater tag is deployed via a
submersible vehicle under the ice at the site of trapped oil. The tag contains a
pseudosonar beacon projecting upwards at a critical angle to the ice in order to
preferentially generate Lamb waves in the ice that radiate laterally from the source.
A top-surface Lamb-wave detector tag, delivered by hand or by aerial drop so that
it spikes into the ice, geo-locates the underwater tag under the ice to mark the oil
location.
An interesting aspect common to both our application of transmitting
messages through shipping container walls and transmitting through ice floes in
the Arctic is the unique ability to automatically detect complicated acoustic waves
in various materials.

The description of Lamb wave detection in Chapter 6

provides a method using the Dynamic Wavelet Fingerprint Technique to autodetect these types of elastic waves. In a similar way, detecting elastic waves that
are propagated through ice as reported in [10] provides direction for understanding
the complicated nature of using guided waves for communication. Both efforts
show that our approach is effective and that the next logical step is to drive the
transmitted signal with frequency, amplitude, or phase modulation.
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Appendix A: Shipping Containers and Environmental
Factors
Consider a smart container that can talk to shippers, cargo handlers, and
stakeholders not only about its location but also about how the goods are doing
throughout its movement anywhere in the world.

This concept is not new,

however, a review of inventions in the last ten years shows that advances in data
processing at the edge, improved wireless networking, and inexpensive ubiquitous
sensors, makes this topic worth revisiting. The following inventions show that
current advancements offer a way-ahead to overcome the challenges of data
aggregation, limited bandwidth, and resource constrained microcontrollers.
In U.S. Patent 7,323,981 B2 (2008), Global Statistics, Inc. from Chantilly,
VA, a networked system to track containers is proposed using sensors to detect
hazardous conditions. The hazards are those related to terrorist activities such as
shipping of biological, radioactive, nuclear, and chemical materials. Sensors in
this application include gamma-ray, neutron, Gallium Arsenide, Boron-Carbide, UV
semiconductor light, laser diodes, quantum dots combined with DNA micro-arrays,
and mid-infrared lasers. Intrusion detection is done by installing a sensor on the
doors to detect if it was opened during shipment. There is no claim about how the
sensor data is transferred from inside to outside the container.

The

communications network on the outside of the container includes satellite, radio,
and cellular channels; however, it proposes to use either a hard-wired network
(Ethernet, RS-232 connection, or Token Ring) or a wireless network (such as UltraWide-Band and/or Bluetooth piconet) to form the Ad-Hoc network connecting
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terminals attached to the shipping containers. This architecture limits the number
of devices for membership to eight and there is no mention of data processing at
the sensor layer, which we assume means the data is fire hosed to a central
processing server.
Inventors Linda Easley and Ronald Martin, U.S. Patent No. 7,098,784 B2
(2006) contemplate a suite of sensors which include a PIR (motion) sensor, a
microbolometer, a light sensor, a vibration sensor, a temperature sensor, and an
auditory sensor to monitor the environmental conditions on the inside of a shipping
container. This invention claims to receive sensor data at a processing system
inside the container and initiate messages from the controller in response to the
comparison between the received sensor data and the predetermined condition
related to the measured sensor data. However, there is no claim that the data is
analyzed onboard the container. Instead, the data is forwarded to a fusion center
for consolidation of all tracking signals, sensor alarms, and generated reports.
Their method to transmit sensor data from inside the container to the outside
network uses a pass-through antenna designed to fit snugly within the door frame
with a planar signal conduit element which is fed through the threshold of the
container. This method compromises the integrity of the watertight seal.
In an invention by TrackPoint Systems, LLC from Nashville, TN, U.S. Patent
No. 7,978,065 B2 (2011), the inventors track mobile assets using a solar powered,
GPS and cellular enabled master control unit attached to the outside of dry-van
semi-trailers, rail cars, intermodal isotainers, or fixed trucks. They claim their
system can communicate with a wireless sensor located within the shipping
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container through the walls without any holes using hardware specified by IEEE
standard 802.15.4 coupled with a proprietary communication protocol. The sensor
data is periodically sent to a central tracking computer for storage and analysis.
They use a three-axis accelerometer mounted on the inside of the door to detect
opening and closing.
The analyses of sensor data in these projects is done centrally, assumed to
mean in the cloud, differentiating their approaches from ours. The advances in
silicon technology now allow computing capabilities to be conducted at the sensor
layer.

GPUs (graphical processing units), FPGAs (field-programmable gate

arrays), and ASICs (application-specific integrated circuits) are micro-platforms
that can be coded with machine learning algorithms to process sensor data at the
source.

With on-board processors, memory, and logic blocks, these micro-

platforms can be used to conduct image and digital processing as well as many
other functions at the extreme edge of networks. We discuss these integrated
circuits in Chapter 5 and their implementation to our application.
We propose that machine learning on data from a multi-sensor and an
infrared imaging device at the source is analogous to having a person with infrared
vision and heightened senses watching the cargo. At rest or while moving, the
person has full understanding of the inside of the container according to what
he/she hears, smells, feels, tastes, and sees. In the same way, sensors equipped
with machine learning techniques on the inside of a container can watch the cargo
100% of the time and provide alerts if conditions change or during attempted
break-ins without having to send raw data to a central server and waiting for an
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analyzed response. The criminal element is not known until it comes into contact
with the container. Therefore, fast sense/detect methods are important to alert a
response. The latency prone systems described above do not conservatively use
expensive bandwidth. Moreover, they do not generalize well to areas with limited
connectivity as discussed in the Introduction.
Less than twenty years ago, goods were tracked by affixing a device to
monitor progress in the supply chain like cars travelling on EZ-Pass freeways. Just
as a car, with an EZ Pass, is tracked from entrance to exit ramp on a tollway,
containers’ locations were updated when they were in close proximity to RFID
readers. This only happened at shipping ports, distribution centers, and major
railroad locations, however, during periods in-between information was neither
transmitted nor existed.
In this appendix, we discuss the physical details of shipping containers. In
Section A.1, we introduce the various types of containers used in maritime, rail,
and truck supply networks. The construction of containers leads to a very simple
method of securing them as discussed in Section A.2. In Section A.3, we provide
some examples of common break-in methods. These signatures aid in feature
selection and supervised learning methods.

In addition to understanding

signatures, we discuss the micro-climate of shipping containers and the challenges
of infrared thermal imaging inside them in Section A.4.

The physical

characteristics of shipping containers play an important role in understanding heat
transfer as it relates to thermal imaging.
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Finally, in Section A.5 we summarize

the physical processes and characteristics of shipping containers which are
important to machine learning methods.

A.1 Elements of the Shipping Container
There are two main types of containers: those that are temperaturecontrolled and those that are not. Non-temperature-controlled containers come in
three variants; a general-purpose dry container, an insulated thermal container,
and a ventilated container.

Temperature-controlled containers are called

refrigerated vans or just plain reefers. They are manufactured in three standard
sizes as seen in Table A.1.

Moreover, there are additional common but non-

standard containers which may be considered for the implementation of our new
technology such as tunnel, side open, car carrier, and half height containers. We
do not consider bulkers, used for granular cargoes, or tank containers, used for
liquids.
There are two standards of construction and use for shipping containers. [1]
First, maritime shipping containers compose the type that must pass inspection to
be stacked 10 high such as those on large shipping carriers. Second, there are
ISBU Modules which are used for storage and any type of building and
construction which can only be stacked three high. The primary shipping container
that is the focus of our research is the ISO/TC 104/SC 1 which is used for both
maritime transport and domestic (truck or rail) transport. [1] A discussion of the
two types (temperature v. non-temperature controlled) under the ISO/TC 104/SC
1 category follows.
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A.1.1 General Purpose Containers
General purpose containers are constructed using a steel frame of 3.0 to
4.0 mm thick rectangular hollow section steel and 6.0 mm thick pressed open
section steel corner posts reinforced by a single piece 4.5 mm thick steel plate to
give sufficient strength against racking and stacking forces. [2] The floor is made
of the same steel tubing as the frame with a plywood floor of 28 mm screwed to
the cross braces. The fully vertical-corrugated die-stamped steel sides and door
panels are approximately 1.6 mm thick.

The roof panel is constructed with

approximately 2.0 mm thick die-stamped steel sheets. The doors employ two sets
each of galvanized rod locking assemblies with pressed steel handles attached
using high tensile zinc plated steel bolts. The left-hand door cannot be opened
without opening the right-hand door when the container is sealed in accordance
with regulatory requirements. All steel surfaces are coated with 10 microns thick
two-pack polyamide cured zinc rich epoxy primer. The exterior walls are also
covered with an additional epoxy primer and then finally with an acrylic top coat.
The interior walls are finished with an epoxy high build coating and the
understructure with a bitumen sealant.
A.1.2 Insulated Containers
Insulated shipping containers are designed for shipping goods like
chemicals, pharmaceuticals, and packaged goods that need to avoid extreme
temperature fluctuations but do not necessarily need to be refrigerated. There are
many types of insulation types and thicknesses by manufacturers. The primary
insulator is Polyurethane foam that is approximately 3” thick. [3] The interior walls
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are lined with insulation and then covered with heavy gauge plastic or stainlesssteel lining. The floors do not have a plywood deck but instead aluminum T-grade
flooring. Some insulated containers are equipped with two portholes: one near the
bottom and the other near the top. Cold air via a ship’s central cooling plant is
supplied to the bottom porthole and warm air is removed from the top porthole. [4]
A.1.3 Refrigerated Containers
The cold chain, which is the transportation of temperature sensitive
products along a supply chain through thermal and refrigerated packaging
methods, has received huge technological attention in the past couple of decades.
Import and export of fruits, vegetables, fish, seafood, pharmaceuticals, and other
perishables is a balance between creating the right environment inside the
container and having a small carbon footprint. Since it requires electricity to power
the electronics on these shipping containers a source of power for our sensors
may be available. Power for these heating and cooling systems comes from gas
generators*, shore power†, or shipping vessel power. Certain nuisances that apply
to our technology include common temperature standards, air circulation, and
security. The most common temperature standards are “banana” (ͳ͵ι)ܥ, “chill”
(ʹι)ܥ, “frozen” (-ͳͺι)ܥ, and “deep frozen” (െʹͻι)ܥ, each related to specific
product groups. [5]

*

Diesel powered generators called gen sets attach to the container while on road or rail.

†

Power pedestals are available at truck stops, rail yards, or ports to provide power to reefer van
systems.

494

Air circulation is encouraged by T-grade flooring to provide air flow channels
under the cargo and a red line indicator for maximum height loading on the inside
side walls of the container. Modern reefers are outfitted with many sensors to
monitor and help control the temperature, humidity, and gas levels. Sophisticated
features like Fresh Air technology are employed to inject nitrogen (N2) and carbon
dioxide (CO2) in the container during shipment to delay the ripening processes of
such cargo as avocados, bananas, and mangoes. [6] Thus, our technology could
provide further support to the security of the contents and not necessarily the
control of the inside environment during shipping.

Instead, our device can

communicate with on-board systems to leverage already developed technologies
and assist with making decisions about break-ins.
Maersk launched an internal monitoring program in 2015 to track each of
its 270,000 refrigerated boxes. [7] In September 2017, the carrier for the first time
opened the system, known as remote container management, to shippers and
cargo owners. Maersk director of refrigerated services, Barbara Pratt, explained
that when no GPS or cell connection is available, the information is stored in
memory on the container and uploaded when a connection is reestablished. [7]
Gaps in tracking coverage and access to these containers in shipping yards still
leaves them vulnerable to theft. The construction of the reefer is similar to the
general-purpose container with added inside construction like the insulated
container. The difference is its on-board heating and cooling system. The system
is built into the front of the container and provides a control panel to access
temperature, humidity, and air circulation settings on the outside. All reefers are
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painted white to increase the albedo thereby reducing the solar energy absorbed
by the surface.

A.2 Securing a Shipping Container
The manufacturer’s method of sealing a shipping container for transport
according to regulatory requirements is as follows. First, the doors are closed (see
Figure A.1 as we go through this process). Second, the two galvanized rod locking
assemblies on each door are secured by rotating four pressed steel handles
toward the vertical centerline between the doors to engage the cams on the top
and bottom of each rod. Third, the handles are each seated into a fixed tab (below
the handle). Fourth, a latch (above the handle) is rotated such that the holes of the
tab and latch align. Finally, a padlock or security seal can be placed through the
holes to secure the handle in place.

A.3 Breaking into a Shipping Container
Gaining unauthorized entry to shipping containers can be thought of in two
broad methods. The first is by-passing the various locking mechanisms on the
door. The second is breaching any of the walls using cutting tools. The first
method is the most common approach as it takes the least amount of work. It also
requires the least amount of effort to cover tracks. Below we discuss the common
break-in signatures used to investigate machine learning techniques for shipping
container monitoring.
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A.3.1 Locks and Break-in Tools
The locking mechanism on the outside of the shipping container is of no
significance to us. Determined thieves can overcome any locking system on the
container because after all it is only a steel container and left unattended, given
sufficient time and tools it can be breached. Nonetheless, after-market companies
have developed various locks that conform to regulatory container construction to
assist in keeping the honest honest and possibly thwart some criminals.
Security seals are marked with serial numbers so that it can be confirmed
at destination that the container was not opened during transport by matching
against the number on the seal installed at departure.

However, seals are

invariably broken during transport because of required inspections, thus, having
matching serial numbered seals at both ends rarely happens. Other security
measures include container modifications such as weld-on lock boxes to make it
difficult to break the locks with bolt cutters.
Through personal experience and research, the following breaching
methods are used to gain unauthorized access to containers.
1. Use bolt cutters to break the lock(s) or security seal(s) on the four security
points of the galvanized rod locking assemblies.
2. Use a sledge hammer to smash the lock(s) off. [8]
3. Use a pry bar, or specialty tool, to bend open the steel security tab that
prevents the left door from being opened while the right door is secure. [9]
4. Use a chisel and hammer to sheer off the zinc plated steel bolt attaching
the top side of the locking latch to free the pressed steel handle. [10]
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5. Use a file or hacksaw blade to remove any number of bolts on the door to
gain access. [11]
6. Use a drill with a collar that can be fitted to a high security seal and spin the
seal apart. [12]
7. Use a grinder to cut through the side of the container. [13]
8. Use a plasma torch to cut through the side of the container.
A.3.2 Break-in Signatures
The goods inside the container are only safe as long as it takes a criminal
to breach the container. We estimate time-on-station for a criminal can be five to
twenty minutes. On the right-hand side of that time range are the criminals that try
to cover their tracks.
The following are some physical processes that can be observed with our
sensors.

Identification of these helps choose machine learning techniques

(anomaly detection, pattern classification, etc.) on digital signals captured during
both normal and illicit use.
1. Sound and vibration - Distinguishing sound and accelerometer data
from normal activity and break-in will be a challenge. Normal activity
includes stacking of containers, banging on the outside, walking on top
of the container, using a forklift to pick up the container, using handling
equipment to move the container, or opening and closing the door.
Illegal activity can also include opening and closing the door, banging
on the outside, walking on top of the container. Thus, a fusion of signal
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inputs will be required to distinguish between the two requiring lots of
data.
a. The gyroscope, accelerometer, and magnetometer will detect
movement of the container. These signals combined with sound
could be used to distinguish events.
b. RPM signatures for common grinders and drills can be used to
detect the event of cutting the side or removal of security seals.
We expect these signatures to be unique.
2. Optical – When the doors of a shipping container are closed, there is
little to no light that enters. If the door is opened or the side is breached,
we expect a spike in luminosity when such an event happens during the
daytime.

A.4 Understanding the Complex Environment
A.4.1 The Container Climate [14]
The container micro-climate is influenced by factors in three areas: external
climatic conditions, cargo, and container type.

The interplay between these

factors, as well as their individual contributions, drive the process of image
interpretation. Failure to understand and account for these factors will lead to
errors during analysis and/or unexplained variation that could lead to
misinterpretation.
External climatic conditions have a decisive impact upon the climatic
conditions inside containers. The external conditions are determined by the
transport route, season, time of day, and the current weather (rain, sunlight etc.).
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Due to the diversity of these factors, it is not straightforward to predict how the
container climate will change in transit. Also, it is not possible to simply transfer the
experience gained from one transport operation to another, as the conditions
prevailing in transit often vary greatly. An awareness of how the factors interact is
helpful during model development using real time information.
The micro-climatic conditions inside the container are also determined by
the cargo, with both the mass of the cargo and the surface area of the cargo being
significant. Hygroscopic cargoes determine the water vapor balance in the
container due to their sorption behavior (hygroscopicity) by adjusting the relative
humidity of the residual air in the container to the cargo's particular equilibrium
moisture content.
Changes in climate within containers are determined not only by external
climatic conditions and the cargo, but also by the type of container. The particular
types of containers for this research are primarily standard shipping containers,
however, passively ventilated and refrigerated containers can benefit from this
technology.
A.4.1.1 Temperature
The temperatures encountered in containers are primarily determined by
heat exchange across the container walls. Heat-transfer properties, especially
through the steel walls, and the large ratio of container surface area to container
volume have a significant impact.
In addition to solar radiation, external air temperatures, wind, and
precipitation have an impact on internal temperatures. Due to the wide variation in
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levels of solar radiation over a day, considerable temperature variation occurs
inside the container. This particularly applies to the air layers located directly
beneath the container roof, as this is where the effects of solar radiation are
strongest and where the greatest heat exchange occurs. Upon exposure to
precipitation, such as rain, the container roof likewise cools more rapidly than, for
example, the side walls. Overheating of the air inside the container (e.g. inside air
warmed above the external air temperature) may be considerable even under
normal weather conditions. In contrast, the variations in temperature of the cargo
inside the container are less remarkable.
Temperature zones at various locations in the container can be observed
over the course of a day. The air temperature inside of a dark-painted container
can reach ͷͷιʹʹͳ( ܥι )ܨwith an external temperature of ʹͷι( ܥι)ܨ. The effects

of solar radiation are not so extreme on a white-painted steel container, but even

in this case, air temperatures of ͵ͺιͲͲͳ( ܥǤͶι )ܨwere recorded by the Hamburg
maritime weather office. [14] The temperature zones range from high to low inside

the container: roof, top, middle, and bottom.
A.4.1.2 Humidity
Humidity conditions inside the container are primarily determined by internal
factors (i.e. the hygroscopic characteristics of the cargo and its packaging).
Hygroscopic auxiliary packaging materials, such as squared lumber for cargo
securing and the water content of the flooring play a significant part. Incoming
outside air usually has no to minimal impact on humidity. Since the temperature
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prevailing inside the container is generally higher than the outside temperature,
incoming air would also reduce relative humidity.
Seawater or rain may penetrate damaged containers. This constitutes a
considerable potential risk. If the container is packed in wet weather (snow or rain),
additional moisture may get into the container. There are typically two indices for
characterizing the humidity of air: absolute and relative humidity.
Absolute humidity (݂) is the quantity of water present in a specified volume
of air. Absolute humidity is upwardly limited by the maximum (saturation) humidity
(݂௫ ) of the air, a value which varies with air temperature. The hotter the air, the

more moisture it may contain. Absolute humidity is stated in g/cm³.

Relative humidity (ܷ) is calculated from the ratio of absolute humidity to
maximum (saturation) humidity. On this basis, it may be concluded that, at
constant absolute humidity, relative humidity falls as air temperature rises. Relative
humidity is stated in %. It is calculated as follows:
ܷሺΨሻ ൌ 

A.4.1.3 Dew point temperature

݂

݂௫

ൈ ͳͲͲ

Depending upon air temperature and relative humidity, any mass of air has
a certain dew point temperature (ݐௗ ). This dew point temperature is the limit value
for the formation of condensation. If air is cooled to below its dew point (e.g. by

cold container walls or other surfaces), condensation forms. No condensation is
formed above the dew point. As a general rule, there is always a risk of
condensation whenever cold surfaces come into contact with excessively warm
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and moist masses of air. This would occur during the morning hours for a shipping
container.
A.4.1.4 Temperature/dew point difference
The temperature/dew point difference ( ݐെ ݐௗ ) states the difference between

the actual air temperature of a mass of air and its dew point. This difference

indicates the severity of the risk of condensation; the smaller the difference, the
greater the risk of condensation.
A.4.1.5 The cargo
The largest source of condensation in closed containers is the cargo,
particularly its packaging, wooden flooring, and any hygroscopic auxiliary
materials. Condensation is possible only if water enters the container via one of
these sources assuming the container’s seal is not compromised.
Rising air temperatures in the container drive water vapor out of the
hygroscopic cargo. At constant absolute humidity, a rise in air temperature in the
container results in a drop in relative humidity. However, since the cargo tries to
establish the equilibrium moisture content, it releases water vapor into the
container air. This water vapor may then condense, for example, on the cold
container walls and ceilings (due to overnight cooling). Condensation is most
severe on the container ceilings, such that, despite being strongly heated by the
sun, the condensation does not dry out during the day (as often occurs on
container walls), so resulting in a continuous increase in condensation. As a result,
the water drips from the ceiling down onto the cargo. This is particularly important
to note when considering catadioptric sensor placement.
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As already stated, the water content of the cargo plays a decisive part in
accuracy of IRT. The following correlations may be established:
o The temperature/dew point difference is dependent upon cargo
water content.
o The lower the cargo water content, the greater the temperature/dew
point difference and the lower the risk of condensation.
o The higher the cargo water content, the lower the temperature/dew
point difference and the greater the risk of condensation.
Thus, loading conditions and moisture content of all cargo and blocking
bracing materials determine the risk of condensation.
A.4.1.6 The type of container
The above explanations relate to closed standard containers. Other
conditions prevail in open containers, on flatracks or in refrigerated containers.
Standard containers should not be considered to be absolutely water vapor tight.
The unavoidable wear and tear on the containers in service, especially in the door
area, results in leaks. Every leak is a source of condensation.
Passively ventilated containers are primarily used to transport cargo from
the hot tropics to European latitudes. Replacement of the warm, very humid air in
the container cools the cargo and dissipates the moisture it releases. Since the
temperature of the cargo is higher than the temperature of the air surrounding the
container, the necessary circulation of heat is maintained.
Refrigerated containers (e.g. porthole containers) which are not cooled and
thus operate as insulated containers are characterized by the low heat-transfer
504

value of their walls. Temperature variations due to exposure to solar radiation and
overnight cooling are consequently lower, such that they may be used to transport
more demanding cargoes. Precooled cargoes can survive short voyages in these
containers, while frost-sensitive fruit can withstand short periods of sub-zero
temperatures without impairment of quality, especially since the fruit still releases
heat by respiration processes, so raising the internal temperature. For longer
voyages, however, the effectiveness of insulated containers should not be
overestimated. It should also be noted that the limited extent of heat exchange
also delays any desired temperature adjustment of the cargo. Cargo loaded when
cold will arrive in tropical ports at a lower temperature than it would in a standard
container, at below the dew point temperature, so resulting in condensation.
Tropical cargoes will arrive in Europe at high temperatures and will thus release
large quantities of water vapor into the container atmosphere, so possibly resulting
in condensation on the underside of the container roof.
In open containers, the microclimate adapts to the external climatic
conditions; these containers thus provide less protection to the cargo, but also
prevent a micro-climate unsuitable for storage from developing. The open sides or
the roof may be closed with tarpaulins, so immediately forming a micro-climate,
similar to that described for standard containers, but with greater ventilation due to
the openings always present with tarpaulin covers.
A.4.1.7 Transport routes and stages
Findings from a study by InterDry, a Thai moisture control company for the
shipping industry, show that a normal shipment consists of three distinct stages
505

when measuring temperature and relative humidity. [15] The first stage includes
the time from container filling until the container is loaded onto a ship. This
includes road transportation and brief periods of storage. During this stage, daily
cycles of temperature and humidity are common. The second stage is when the
container is at sea or aboard a ship. Daily cycles of temperature and humidity are
usually very minor or non-existent. Instead, temperature changes are gradual,
often occurring over days rather than hours.

Occasionally, a single

temperature/humidity cycle occurs as the ship makes stops along the route. The
final stage begins when the container is removed from the ship and continues until
the freight is unloaded. This stage includes varying periods of time spent in
customs, on trains, on trucks, and in storage.

Again, daily temperature and

humidity cycles are common and may be extreme.
The most extreme conditions recorded by InterDry occurred on July 25,
2005 during a shipment from Japan to Memphis when the temperature reached
ͷͷι͵ͳ( ܥͷι )ܨduring the third stage of this shipment.

The lowest recorded

temperature occurred on January 15, 2005, also along the Japan to Memphis
route, was െʹͻι( ܥെʹͳι)ܨ.

The shipment with the highest relative humidity

occurred during a trip from Japan to Portland on August 5, 2005 which reached
96% while the container was on land.
The most extreme humidity conditions were seen during periods of large
daily temperature changes. InterDry observed that in period of 9 days when
temperatures slowly dropped from ͵ͳι( ܥͺͺιܨሻ to ͳͻι( ܥι )ܨthe humidity

increased to 88% before returning to 79%. However, over a 16-hour period when
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the temperature dropped from Ͷͻιͳʹͳ( ܥι )ܨto ʹͲι( ܥͺι)ܨ, the relative humidity
rose from 32% to 96%. They concluded that the corrugated shipping containers
absorb moisture fast enough to temper humidity during slow changes in
temperature while at sea but cannot absorb fast enough during rapid temperature
changes while the container is on land.

A.5 Summary
For our technology, access to the outside wireless network, discussed in
Chapter 2, from the inside of the container for acoustic propagation of alerts is not
an issue for the general-purpose container. However, in the case of insulated
containers there are inner and outer metal skins on the side walls and roof with
polyurethane foam between them. This sandwich of materials makes ultrasound
propagation much trickier. We discuss how we overcome this challenge in Chapter
5.
Distinguishing human figures against the shipping container walls, which
have been warmed by the sun, is a challenge due to thermal contrast between
foreground and background especially with a low resolution thermal imaging
device. The micro-climate inside the container further complicates identifying
regions of interest since loaded containers will have objects in the scene that can
be in the range of emissivity properties similar to those of a human subject.
Moreover, the unpainted aluminum on the inside walls of insulated containers is
highly reflective in the infrared spectrum making it like a hall of mirrors bouncing
IR waves from surface to surface.

In Chapter 5, we address infrared image
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processing techniques for adaptive background thresholding and classification of
objects based on environmental and shape features.
We consider a fusion of sensor data as the approach to overcome the
challenges of machine learning in a dynamic environment. The sensors on the TI
CC2650 SensorTag are separated as movement or environment based.
Movement sensors include accelerometer, gyroscope, and magnetometer.
Environment sensors are temperature, humidity, barometric pressure, optical, and
audio.
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Size *

Length

Width

Height †

20 ft

19.35 ft (6.05 m)

7.71 ft (2.35 m)

7.80 ft (2.38 m)

40 ft

39.39 ft (12.01 m)

7.71 ft (2.35 m)

7.80 ft (2.38 m)

44.3625 ft (13.532 m) 7.71 ft (2.35 m)

7.80 ft (2.38 m)

45 ft
20 ft
Reefer

16.96 ft (5.17 m)

7.337 ft (2.235 m) 7.382 ft (2.25 m)

* Approximate Exterior dimensions
† High cube containers are 8.82 ft (2.69m) with corresponding length and width
measurements

Table A.1: Container Interior dimensions. The size of a shipping
container is usually referred to by the exterior length and has
standard width and height for stacking purposes. We care about full
coverage of the inside volume.
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There are 3 or
4
total
galvanized
rod
locking
assemblies.

A steel security
tab prevents the
left door from
being
opened
when the right
door is secured.

Cams
(top
and bottom)
on
the
galvanized
rod
locking
assemblies
are
twisted
into place by
the pressed
steel handles.

Padlocks
and
security seals
are used to
secure
the
pressed steel
handles in 3 or
4 places.

Figure A.1: Container Door Components. Breaking into a shipping
container through the door involves sheering bolts, bending the steel
security tab, or tampering with the cams.
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Appendix B: Mathematica Code for Position Entrance Pupil
This code accepts various values of mirror shape parameters (a, b, c) and
the height (h) of the pupil. It then determines the distance (o) of the entrance pupil
to the mirror to exactly fill the full 36-degree diagonal angle of view of the Seek
Thermal.
It fits the smallest size rectangle (black) to the given mirror surface, then,
computes the distance (o) by requiring a 36-degree angle of view between the
diagonal vectors formed between the pupil location and opposite corners of the
rectangle. Using line1 and line3 or line2 and line4 we use the dot product to
enforce the 36-degree constraint. line5 is a reference line that shows point of aim
from pupil to mirror.
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Appendix C: MATLAB Code for Mirror, Caustic, and FOVs
The following code defines a mirror surface ( ) parameterized by  ݏand ݐ

with constant values ݎǡ ܽǡ ܾǡ and ܿ which represent radius, x-scale and y-scale
factor, z-scale factor, and z-curvature factor, respectively. Positioning the pupil of

an imaging device at ሾݔ ǡ ݕ ǡ ݖ ሿ, according to the Mathematica routine, this code

computes a caustic surface ( ). Then, it computes the camera’s horizontal field
of view (C-HFOV) using estimated values on both surfaces to find common
extrema on the equators of both surfaces using the Extended Newton Method.

The catadioptric system’s horizontal field of view (CS-HFOV) is computed by the
angle between the two incident rays, that reach the pupil, impinging on the mirror
surface at the computed extrema values. It also computes the system’s vertical
field of view (CS-VFOV) after the mirror surface is trimmed of unnecessary upper
and lower curvature. Finally, it plots the results.
%% DEFINE MIRROR SURFACE AND FIND COORESPONDING CAUSTIC SURFACE
tic
% Parameterized Mirror Surface (Sr)
syms s t u v rc;
r = 57.15; a = 1.0; b = 0.6; c = 1.2;
x1 = a*r*cos(s)*cos(t);
y1 = a*r*sin(s)*cos(t);
z1 = b*r*sin(c*t);
Sr = [x1,y1,z1];
% Pupil location
xo = 0;
yo = 191.524;
zo = 50;
pupil = [xo, yo, zo];
% Trim upper and lower surface
zneg = -5*pi/12;
zpos = pi/4;
% Model Rays (Vr = Reflected ray, Nr = Normal to mirror, Vi = Incident
ray)
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Vr = [xo - x1, yo - y1, zo - z1];
Nr_num = cross(diff(Sr,s),diff(Sr,t));
Nr_denom = norm(Nr_num);
Nr = simplify(Nr_num./Nr_denom);
Vi = simplify(Vr - 2*Nr*(dot(Nr,Vr)));
% Define first partial derivatives of x, y, z components
Srxs = diff(Sr(1),s);
Srys = diff(Sr(2),s);
Srzs = diff(Sr(3),s);
Srxt = diff(Sr(1),t);
Sryt = diff(Sr(2),t);
Srzt = diff(Sr(3),t);
Vixs
Viys
Vizs
Vixt
Viyt
Vizt

=
=
=
=
=
=

diff(Vi(1),s);
diff(Vi(2),s);
diff(Vi(3),s);
diff(Vi(1),t);
diff(Vi(2),t);
diff(Vi(3),t);

% Jacobian to find Caustic Surface (Sc)
J = [Srxs + (rc*Vixs), Srxt + (rc*Vixt), Vi(1);
Srys + (rc*Viys), Sryt + (rc*Viyt), Vi(2);
Srzs + (rc*Vizs), Srzt + (rc*Vizt), Vi(3)];
% Find roots of Jacobian
D = det(J);
% roots = solve(D==0,rc);
[solrc, params, conds] = solve(D==0,rc,'ReturnConditions',true);
% Define the Caustic Surface (Sc) with new parameters u and v
s = u;
t = v;
Sc1 = subs(Sr + (solrc(1)*Vi));
Sc2 = subs(Sr + (solrc(2)*Vi));
Sc3 = subs(Sr + (solrc(3)*Vi));
%% ESTIMATE SURFACE VALUES
% Define a meshgrids to aid in search for intersection points
s = linspace(0.0001,pi-0.0001,20); % approx values to avoid
singularities
t = linspace(zneg-0.0001,zpos-0.0001,20); % approx values to avoid
singularities
[s,t] = meshgrid(s,t);
u = linspace(0.0001,pi-0.0001,20); % approx values to avoid
singularities
v = linspace(zneg-0.0001,zpos-0.0001,20); % approx values to avoid
singularities
[u,v] = meshgrid(u,v);
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% Compute surface values for Caustic and Reflector Surfaces
Xc3 = subs(Sc3(1));
Yc3 = subs(Sc3(2));
Zc3 = subs(Sc3(3));
Xr = subs(Sr(1));
Yr = subs(Sr(2));
Zr = subs(Sr(3));
Xc3 = double(Xc3);
Yc3 = double(Yc3);
Zc3 = double(Zc3);
Xr = double(Xr);
Yr = double(Yr);
Zr = double(Zr);
%% FIND EXTREME POINTS OF CAUSTIC SURFACE FOR INTERSECTION SEARCH
% Max Horizontal
[Hmax,Hmaxi] = max(Xc3(:));
[I_rowmaxH, I_colmaxH] = ind2sub(size(Xc3),Hmaxi);
s = linspace(0.0001,pi-0.0001,20); % approx 0 to pi
t = linspace(zneg-0.0001,zpos-0.0001,20); % approx -5pi/12 to 5pi/18
[s,t] = meshgrid(s,t);
Hmaxstart_s
Hmaxstart_t
Hmaxstart_u
Hmaxstart_v

=
=
=
=

s(I_rowmaxH,
t(I_rowmaxH,
u(I_rowmaxH,
v(I_rowmaxH,

I_colmaxH);
I_colmaxH);
I_colmaxH);
I_colmaxH);

s = Hmaxstart_s;
t = Hmaxstart_t;
maxX = double(subs(Sr));
% Min Horizontal
[Hmin,Hmini] = min(Xc3(:));
[I_rowminH, I_colminH] = ind2sub(size(Xc3),Hmini);
s = linspace(0.0001,pi-0.0001,20); % approx 0 to pi
t = linspace(zneg-0.0001,zpos-0.0001,20); % approx -5pi/12 to 5pi/18
[s,t] = meshgrid(s,t);
Hminstart_s
Hminstart_t
Hminstart_u
Hminstart_v

=
=
=
=

s(I_rowminH,
t(I_rowminH,
u(I_rowminH,
v(I_rowminH,

I_colminH);
I_colminH);
I_colminH);
I_colminH);

s = Hminstart_s;
t = Hminstart_t;
minX = double(subs(Sr));
% Max Vertical
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s = pi/2;
t = zpos;
maxZ = double(subs(Sr));
% Min Vertical
s = pi/2;
t = zneg;
minZ = double(subs(Sr));
%% FIND MAX HORIZONTAL INTERSECTION POINT (1)
% Use an Extended Newton Method
syms s t u v
% Define Extended Newton Method parameters
epsilon = 0.00000001; % tolerance
M = 100; % Max iterations
% Difference of Reflective and Caustic Surfaces
F = [Sr(1) - Sc3(1); Sr(2) - Sc3(2); Sr(3) - Sc3(3)];
% Compute Jacobian
J = sym(zeros(3,4));
x = sym([s t u v]);
% Make the Jacobian; where J = partial diff f(i) wrt x(i)
for i = 1:4
for j = 1:3
syms s t u v;
J(j,i) = diff(F(j),x(i));
end
end
% Starting point
x0 = [Hmaxstart_s; Hmaxstart_t; Hmaxstart_u; Hmaxstart_v];
% Preallocate Xnew for speed
Xnew = zeros(M,4);
% Extended Newton Method to find point of intersection
for L = 1:M
%
s
t
u
v

Assign numerical values to parameters for each iteration
= x0(1);
= x0(2);
= x0(3);
= x0(4);

% Evaluate the Jacobian at initial point (x0)
Jx0 = double(subs(J));
% Evaluate F at initial point (x0)
Fx0 = double(subs(F));
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% Extract the new point
xnew = x0 - pinv(Jx0)*Fx0;
% Keep track of xnew values
for k = 1:4
Xnew(L,k) = xnew(k);
end
test = norm(xnew - x0);
if test <= epsilon
start_pt = xnew;
break
elseif test > epsilon
x0 = xnew;
end
end
% Find surface values for computed intersection points
s = xnew(1);
t = xnew(2);
u = xnew(3);
v = xnew(4);
intersect1SrH = double(subs(Sr));
intersect1ScH = double(subs(Sc3));
params_maxH = [xnew(1), xnew(2), xnew(3), xnew(4)];
incidentMax = double(subs(Vi)); % max horiz incident
%% FIND MIN HORIZONTAL INTERSECTION POINT (2)
% Use an Extended Newton Method
syms s t u v
% Define Extended Newton Method parameters
epsilon = 0.00000001; % tolerance
M = 100; % Max iterations
% Difference of Reflective and Caustic Surfaces
F = [Sr(1) - Sc3(1); Sr(2) - Sc3(2); Sr(3) - Sc3(3)];
% Compute Jacobian
J = sym(zeros(3,4));
x = sym([s t u v]);
% Make the Jacobian; where J = partial diff f(i) wrt x(i)
for i = 1:4
for j = 1:3
syms s t u v;
J(j,i) = diff(F(j),x(i));
end
end
% Starting point
x0 = [Hminstart_s; Hminstart_t; Hminstart_u; Hminstart_v];
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% Preallocate Xnew for speed
Xnew = zeros(M,4);
% Extended Newton Method to find point of intersection
for L = 1:M
%
s
t
u
v

Assign numerical values to parameters for each iteration
= x0(1);
= x0(2);
= x0(3);
= x0(4);

% Evaluate the Jacobian at initial point (x0)
Jx0 = double(subs(J));
% Evaluate F at initial point (x0)
Fx0 = double(subs(F));
% Extract the new point
xnew = x0 - pinv(Jx0)*Fx0;
% Keep track of xnew values
for k = 1:4
Xnew(L,k) = xnew(k);
end
test = norm(xnew - x0);
if test <= epsilon
start_pt = xnew;
break
elseif test > epsilon
x0 = xnew;
end
end
% Find surface values for computed intersection points
s = xnew(1);
t = xnew(2);
u = xnew(3);
v = xnew(4);
intersect2SrH = double(subs(Sr));
intersect2ScH = double(subs(Sc3));
params_minH = [xnew(1), xnew(2), xnew(3), xnew(4)];
incidentMin = double(subs(Vi)); % min horiz incident
%% FIND INTERSECTION OF LOWER VERT LINE AND REFLECTOR
syms s t
s = pi/2;
surface = subs(Sr);
syms p

519

minZline = pupil + p*(pupil - minZ);
S = vpasolve([surface(2)==minZline(2), surface(3)==minZline(3)],[p,t]);
p = S.p;
t = S.t;
pup2reflect1 = double(subs(minZline));
pup2reflect2 = double(subs(surface));
% Compute the incident rays at vertical intersection points for VFOV
incidentV1 = double(subs(Vi)); % bottom incident
s = pi/2-0.000001;
t = zpos-0.000001;
incidentV2 = double(subs(Vi)); % top incident
%% COMPUTE CAMERA'S FIELD OF VIEW
% Horizontal FOV
vecH1 = double(pupil - intersect1SrH);
vecH2 = double(pupil - intersect2SrH);
camHFOV = double(atan2d(norm(cross(vecH1,vecH2)),dot(vecH1,vecH2)))
%% COMPUTE SYSTEM FIELD OF VIEW
% Horizontal FOV
FOVx = intersect1SrH - intersect2SrH;
I2FOVxAngle1H =
double(atan2d(norm(cross(intersect1SrH,FOVx)),dot(intersect1SrH,FOVx)))
;
I2FOVxAngle2H = 180 double(atan2d(norm(cross(intersect2SrH,FOVx)),dot(intersect2SrH,FOVx)))
;
systemHFOV = I2FOVxAngle1H + I2FOVxAngle2H + 180
% Vertical FOV
systemVFOV =
double(atan2d(norm(cross(incidentV1,incidentV2)),dot(incidentV1,inciden
tV2)))
%% PLOT RESULTS
reflector = fsurf(Sr(1), Sr(2), Sr(3), [0 pi zneg zpos], 'FaceColor',
'k', 'FaceAlpha', 0.3);
title('Reflector Surface (r = 57.15, a = 1.0, b = 0.6, c = 1.2)')
xlabel('x');
ylabel('y');
zlabel('z');
hold on
caustic = surf(Xc3, Yc3, Zc3, 'FaceColor', 'interp', 'FaceAlpha', 0.8);
hold on
scatter3(xo, yo, zo,'filled') % pupil location
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% Intersection points
hold on
scatter3(intersect1SrH(1), intersect1SrH(2), intersect1SrH(3),
'y','filled') % RHS horiz intersection pt
hold on
scatter3(intersect2SrH(1), intersect2SrH(2), intersect2SrH(3),
'y','filled') % LHS horiz intersection pt
hold on
scatter3(maxZ(1), maxZ(2), maxZ(3), 'g','filled') % top vertical
intersection pt
hold on
scatter3(pup2reflect1(1), pup2reflect1(2), pup2reflect1(3),
'g','filled') % bottom vertical intersection pt
% Intersection lines
hold on
camline1 = [pupil;intersect1SrH];
plot3(camline1(:,1),camline1(:,2),camline1(:,3),
hold on
camline2 = [pupil;intersect2SrH];
plot3(camline2(:,1),camline2(:,2),camline2(:,3),
hold on
camline3 = [pupil;maxZ];
plot3(camline3(:,1),camline3(:,2),camline3(:,3),
hold on
camline4 = [pupil;pup2reflect1];
plot3(camline4(:,1),camline4(:,2),camline4(:,3),

'r')
'r')
'r')
'r')

% Incident rays
hold on
incidentray1 = [incidentV2*-1; maxZ];
plot3(incidentray1(:,1),incidentray1(:,2),incidentray1(:,3),'g')
hold on
incidentray2 = [incidentV1*-1; pup2reflect1];
plot3(incidentray2(:,1),incidentray2(:,2),incidentray2(:,3),'g')
hold on
incidentray3 = [incidentMax*-1; maxX];
plot3(incidentray3(:,1),incidentray3(:,2),incidentray3(:,3),'g')
hold on
incidentray4 = [incidentMin*-1; minX];
plot3(incidentray4(:,1),incidentray4(:,2),incidentray4(:,3),'g')
toc
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Appendix D: MATLAB Code for Spatial Resolution
The following code defines a mirror surface ( ) parameterized by  ݏand ݐ

with constant values ݎǡ ܽǡ ܾǡ and ܿ which represent radius, x-scale and y-scale
factor, z-scale factor, and z-curvature factor, respectively. It then computes the

corresponding caustic surface. After defining a region of interest (ROI) it computes
the spatial resolution along lateral slices for any number of points. The ROI is
computed separately as described in Section 3.4.5. A subroutine is available to
normalize resolution values. Finally, the code plots results. The particular code
provided is for the Head and Shoulders ROI.
%% DEFINE MIRROR & CAUSTIC SURFACES
% Parameterized Mirror Surface (Sr)
syms s t u v rc;
r = 57.15; a = 1.0; b = 0.6; c = 1.2;
x1 = a*r*cos(s)*cos(t);
y1 = a*r*sin(s)*cos(t);
z1 = b*r*sin(c*t);
Sr = [x1,y1,z1];
% Pupil location
xo = 0;
yo = 258.25;
zo = 60;
pupil = [xo, yo, zo];
% Model Rays (Vr = Reflected ray, Nr = Normal to mirror, Vi = Incident
ray)
Vr = [xo - x1, yo - y1, zo - z1];
Nr_num = cross(diff(Sr,s),diff(Sr,t));
Nr_denom = norm(Nr_num);
Nr = simplify(Nr_num./Nr_denom);
Vi = simplify(Vr - 2*Nr*(dot(Nr,Vr)));
% Define first partial derivatives of x, y, z components
Srxs = diff(Sr(1),s);
Srys = diff(Sr(2),s);
Srzs = diff(Sr(3),s);
Srxt = diff(Sr(1),t);
Sryt = diff(Sr(2),t);
Srzt = diff(Sr(3),t);

522

Vixs
Viys
Vizs
Vixt
Viyt
Vizt

=
=
=
=
=
=

diff(Vi(1),s);
diff(Vi(2),s);
diff(Vi(3),s);
diff(Vi(1),t);
diff(Vi(2),t);
diff(Vi(3),t);

% Jacobian to find Caustic Surface (Sc)
J = [Srxs + (rc*Vixs), Srxt + (rc*Vixt), Vi(1);
Srys + (rc*Viys), Sryt + (rc*Viyt), Vi(2);
Srzs + (rc*Vizs), Srzt + (rc*Vizt), Vi(3)];
% Find roots of Jacobian
D = det(J);
% roots = solve(D==0,rc);
[solrc, params, conds] = solve(D==0,rc,'ReturnConditions',true);
%% DEFINE REGION OF INTEREST
% Define a meshgrids
s = linspace(0,pi,20);
t = linspace(-pi/6,0,20);
[s,t] = meshgrid(s,t);
% Compute surface values
Xr = subs(Sr(1));
Yr = subs(Sr(2));
Zr = subs(Sr(3));
Xr = double(Xr);
Yr = double(Yr);
Zr = double(Zr);
%% COMPUTE RESOLUTION
f = 4.7717; %focal length
n = 50; % number of points
N = 3; % number of slices
origin = [0, 0, 0];
prinaxis = pupil - origin;
% Region of Interest
svals = linspace(0,pi,n);
tvals = linspace(-pi/6,0,n);
% Pre-allocate for speed
dAdw = zeros(n,N);
surfvals = zeros(n,3);
% Compute resolution values
for i = 1:N
for j = 1:n
s = svals(j);
t = tvals(i);
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surfval = double(subs(Sr));
surfvals(j,1) = surfval(1);
surfvals(j,2) = surfval(2);
surfvals(j,3) = surfval(3);
surf2pupil = pupil - surfval;
angle =
double(atan2d(norm(cross(surf2pupil,prinaxis)),dot(surf2pupil,prinaxis)
));
d = double(pupil(2) - subs(Sr(2)));
rC = double(subs(solrc(3)));
dAdw(j,i) = (f^2*rC)^2/(cosd(angle)*d^2);
end
end
plot(svals,dAdw(:,1))
% Normalize dAdw
dAdwnorm = zeros(n,N);
for i = 1:N
for j = 1:n
maxres = max(dAdw(:,i));
minres = min(dAdw(:,i));
dAdwnorm(j,i) = (dAdw(j,i) - minres)/(maxres - minres);
end
end
% Plot along 3 radial slices of ROI
plot(svals,dAdwnorm(:,1))
hold on
plot(svals,dAdwnorm(:,2))
hold on
plot(svals,dAdwnorm(:,3))
legend('BOTTOM','MIDDLE','TOP','Location','northeastoutside')
plot(svals,dAdw(:,1))
hold on
plot(svals,dAdw(:,2))
hold on
plot(svals,dAdw(:,3))
legend('BOTTOM','MIDDLE','TOP','Location','northeastoutside')
fsurf(Sr(1), Sr(2), Sr(3), [0 pi -4*pi/9 pi/4], 'FaceColor', 'k',
'FaceAlpha', 0.3)
hold on
scatter3(surfvals(:,1),surfvals(:,2),surfvals(:,3))
hold on
scatter3(surf2pupil(:,1),surf2pupil(:,2),surf2pupil(:,3))
%% PLOT RESULTS
reflector = fsurf(Sr(1), Sr(2), Sr(3), [0 pi -4*pi/9
'FaceColor', 'k', 'FaceAlpha', 0.3);
hold on
axis manual
splitsurf1 = surf(Xr, Yr, Zr,'FaceColor','r');
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Appendix E: Mathematica Code for Maximize Pixels
This code projects the mirror surface to the y-plane and computes the
difference between the mirror surface and a rectangle fit to its edges. The viewable
mirror surface is found for each mirror shape from computations used to find CSHFOV and CS-VFOV. These values are used to define the rectangle and compute
the mirror surface area. We iterate through different mirror parameters in MATLAB
to find the values for xnegS, xnegT, xposS, xposT, and znegT. The computations
below, for each mirror shape, are compared to choose the mirror surface that
maximizes the number of pixels.

525

Appendix F: Mathematica Code for Geometry of Space
(20 ft)
This code sets up a geometry of space for analysis of a 20 ft shipping
container. Using a grid of points throughout a 3D representation calculations for
camera position are computed using zenith angles.
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Appendix G: Mathematica Code for Geometry of Space
(40 ft)
This code sets up a geometry of space for analysis of a 40 ft shipping container.
Using a grid of points throughout a 3D representation calculations for camera position are
computed using zenith angles.

The code is similar to Appendix A, therefore,

computations are omitted.
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Appendix H: MATLAB Training Window Grabber
clc;
% Clear the command window.
close all; % Close all figures (except those of imtool.)
clear; % Erase all existing variables. Or clearvars if you want.
workspace; % Make sure the workspace panel is showing.
format long g;
format compact;
fontSize = 25;
%============================================================================
===
% Get the name of the image the user wants to use.
% Have user browse for a file, from a specified "starting folder."
% For convenience in browsing, set a starting folder from which to browse.
startingFolder = pwd;
if ~exist(startingFolder, 'dir')
% If that folder doesn't exist, just start in the current folder.
startingFolder = pwd;
end
% Get the name of the file that the user wants to use.
defaultFileName = fullfile(startingFolder, '*.*');
[baseFileName, folder] = uigetfile(defaultFileName, 'Select a file');
if baseFileName == 0
% User clicked the Cancel button.
return;
end
% Get the full filename, with path prepended.
fullFileName = fullfile(folder, baseFileName);
%============================================================================
===
% Read in a demo image.
grayImage = imread(fullFileName);
% Get the dimensions of the image.
% numberOfColorChannels should be = 1 for a gray scale image, and 3 for an
RGB color image.
[rows, columns, numberOfColorChannels] = size(grayImage)
if numberOfColorChannels > 1
% It's not really gray scale like we expected - it's color.
% Use weighted sum of ALL channels to create a gray scale image.
grayImage = rgb2gray(grayImage);
% ALTERNATE METHOD: Convert it to gray scale by taking only the green
channel,
% which in a typical snapshot will be the least noisy channel.
% grayImage = grayImage(:, :, 2); % Take green channel.
end
% Display the image.
subplot(1, 2, 1);
imshow(grayImage, []);
axis on;
axis image;
caption = sprintf('Original Gray Scale Image');
title(caption, 'FontSize', fontSize, 'Interpreter', 'None');
drawnow;
hp = impixelinfo();
% Set up figure properties:
% Enlarge figure to full screen.
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set(gcf, 'Units', 'Normalized', 'OuterPosition', [0 0 1 1]);
% Get rid of tool bar and pulldown menus that are along top of figure.
% set(gcf, 'Toolbar', 'none', 'Menu', 'none');
% Give a name to the title bar.
set(gcf, 'Name', 'Grab Training Windows', 'NumberTitle', 'Off')
drawnow;
uiwait(msgbox('Drag out a 66x130 box'));
% Let user draw the box.
k = waitforbuttonpress;
point1 = get(gca,'CurrentPoint');
% button down detected
finalRect = rbbox;
% return figure units
point2 = get(gca,'CurrentPoint');
% button up detected
point1 = point1(1,1:2);
% extract x and y
point2 = point2(1,1:2);
x1 = point1(1);
y1 = point1(2);
x2 = point2(1);
y2 = point2(2);
% Find the coordinates of the box.
xUserBox = [x1, x2, x2, x1, x1];
yUserBox = [y1, y1, y2, y2, y1];
% The box from rbbox() disappears after drawing.
% Redraw what they drew.
hold on
axis manual
plot(xUserBox, yUserBox, 'r-', 'LineWidth', 2); % Draw box.
% Now we need to get a 128x128 box centered at that location.
% Compute the center
xCenter = (x1 + x2)/2; % Get average.
yCenter = (y1 + y2)/2; % Get average.
plot(xCenter, yCenter, 'r+', 'MarkerSize', 30, 'LineWidth', 2); % Plot cross
at center.
% Get box edges for a 128x128 box centered at the center of the box that they
drew.
x1 = round(xCenter - 33)
y1 = round(yCenter - 65)
x2 = x1 + 65
y2 = y1 + 129
% Find the coordinates of the box.
xBox128 = [x1, x2, x2, x1, x1];
yBox128 = [y1, y1, y2, y2, y1];
% Draw the 128x128 box
plot(xBox128, yBox128, 'b-', 'LineWidth', 2);
% Display the image.
croppedImage = grayImage(y1:y2, x1:x2);
[rows, columns, numColors] = size(croppedImage) % Show values just to make
sure.
subplot(1, 2, 2);
imshow(croppedImage, []);
axis on;
title('Cropped 66x130 Image', 'FontSize', fontSize, 'Interpreter', 'None');
imwrite(croppedImage,'trainWindow30.jpg');

535

Vita
Victor E. Trujillo II is a lieutenant colonel in the United States Army. Lieutenant
Colonel Trujillo received a BS in Operations Research from the United States
Military Academy at West Point, New York in 2000 and MS in Mathematics
and Statistics from Georgetown University in 2010. Lieutenant Colonel Trujillo
is currently assigned as a battalion commander of a Brigade Engineer
Battalion at Fort Knox, Kentucky. Before attending William & Mary, Lieutenant
Colonel was the J3 Chief of Deployment at NATO Rapid Deployable Corps –
Turkey in Istanbul, Turkey. He served as battalion executive officer and
operations officer of the 1st Engineer Battalion and 82nd Engineer Battalion at
Fort Riley, Kansas as part of the 1st Infantry Division. He was also assigned
as an Assistant Professor and Differential Calculus Course Director in the
Department of Mathematical Sciences at the United States Military Academy.
Other previous assignments include company commander in the 30th Engineer
Battalion (Topographic), staff officer, and 18th Airborne Corps staff officer as
part of 20th Engineer Brigade (Combat)(Airborne) at Fort Bragg, North
Carolina. He spent his early officer assignments as a member of the 299th
Engineer Battalion (Combat)(Mechanized) in the 4th Infantry Division at Fort
Hood, Texas. Lieutenant Colonel Trujillo’s research interests include machine
learning and edge computing.

532

