The large-scale functional MRI connectome of the human brain is composed of multiple resting-state networks (RSNs). However, the network dynamics, such as integration and segregation between and within RSNs is largely unknown. To address this question we created high-resolution "frequency graphlets", connectivity matrices derived across the low-frequency spectrum of the BOLD fMRI resting-state signal (0.01-0.1 Hz) in a cohort of 100 subjects. We then apply and compare graph theoretical measures across the frequency graphlets. Our results show that the within-and between-network connectivity and presence of functional hubs shift as a function of frequency. Furthermore, we show that the small world network property peaks at different frequencies with corresponding spatial connectivity profiles. We conclude that the frequency dependence of the network connectivity and the spatial configuration of functional hubs suggest that the dynamics of large-scale network integration and segregation operate at different time scales.
Introduction
Intrinsic low-frequency fMRI BOLD activity is ubiquitously present in the brain and that it is organized into so called resting-state networks (RSNs), which are multiple large-scale networks that spans cortical as well as sub-cortical areas (Damoiseaux et al., 2006; Fox and Raichle, 2007) . Moreover, the discovery of organized resting-state activity and the appreciation of the brain's structural networks has spurred an interest in mapping the functional human large-scale connectome (Sporns, 2011) as well as the mapping of cortical hubs, which are considered to be network nodes that are of pivotal importance for the flow, and integration of information in the human brain (Fransson and Marrelec, 2008; Buckner et al., 2009; Power et al., 2011; Zuo et al., 2012; Nijhuis et al., 2013) . The existence and nature of hubs in the human brain and the integration of information between functional networks has become a major research target in brain connectomics for several reasons. First, functional connectivity in the brain generally overlaps with structural connectivity (Sporns, 2011; Bullmore and Sporns, 2012; Park and Friston, 2013) . Second, functional connectivity is flexible and task dependent (Park and Friston, 2013; Cole et al., 2013) .
Importantly, the majority of research on RSNs and hubs has been carried out under the assumption that resting-state brain connectivity is consistent in time. Frequency profiles of RSNs in the frequency band of interest (0.01-0.1 Hz) have been isolated (Van Dijk et al., 2010) , and it has been shown there is an anti-correlation between the extroceptive/ task-positive network and the default mode/task-negative network (Fransson, 2005; Fox et al., 2005) . Recently there has been a shift towards investigating the dynamical properties of functional restingstate connectivity (Hutchison et al., 2013b) . These analyses have revealed fluctuations in connectivity patterns using temporal independent component analysis (Smith et al., 2012) , regression techniques (Kang et al., 2011) , point process methods (Tagliazucchi et al., 2012a; Liu and Duyn, 2013) or, arguably the most popular, sliding windows (Kiviniemi et al., 2011; Hutchison et al., 2013a; Leonardi et al., 2013 Leonardi et al., , 2014 Keilholz et al., 2013; Allen et al., 2014) . Furthermore, the anticorrelation found between the default mode and task positive networks positively correlates during certain periods (Chang and Glover, 2010) . Moreover, signals residing in gray matter have been located to range between 0.01 and 0.073 Hz (Zuo et al., 2010) . Differences in connectivity and graph theoretical properties in the fMRI signal have been reported (Salvador et al., 2005 (Salvador et al., , 2008 Achard et al., 2006; Liao et al., 2013; Xue et al., 2014) . However, in this context it deserves to be noted that the majority of previous work that have investigated functional restingstate MRI connectivity have done so by bandpassing the data into a priori defined frequency intervals.
We hypothesized that brain connectivity assessed in the frequency domain could fluctuate and show different connectivity profiles. We identified three aspects of why this view of brain connectivity is of importance:
(1) The sliding window method for dynamic functional connectivity has recently been applied in different experimental conditions such as daydreaming and mind-wandering (Schaefer et al., 2014; Kucyi & Davis 2014) as well as in clinical populations Ma et al., 2014) and in studies of awareness (Barttfeld et al., 2014) . From a signal time-series analysis perspective, any window that is slid over the data will optimize its sensitivity to the resolvable frequencies that have complete periods within the chosen window length. Overtly optimizing an analysis to a frequency will slightly bias the analysis to that frequency. Thus, the connectivity analysis will be slightly biased to the frequency that is optimal for the length of the sliding window used. In the sliding window literature, different window lengths are reported (40-80 s) and it is has been suggested that the impact from window length is small. It is however unknown whether this constitutes a problem since it is currently unknown to what degree to the connectivity profiles of different frequencies vary. However, to our knowledge, this is an issue that has not been systematically explored. If a difference in connectivity across frequency indeed exists, then this suggests that important patterns of connectivity might be missed using the sliding window method.
(2) Classification of fMRI BOLD signals based on their frequency content is frequently done using a rather small set of frequency intervals. For example, the usage of Slow-3, Slow-4 and Slow-5 frequency bands seem to have originated from an ideal logarithmic scale of electrophysiological frequencies measured in animals that fall within the detectable BOLD range (Penttonen and Buzsáki, 2003; Buzsáki and Draguhn, 2004; Zuo et al., 2010) . They have thus not been derived from the BOLD signal itself. Several studies have used these frequency bins when reporting differences in connectivity and graph theoretical measures. It is however unknown how the connectivity in the frequency bins, if resolved at an even greater frequency resolution, matches these ideal frequency bins.
(3) The question of how the BOLD signal is related to the underlying neurophysiology is still not fully understood. Different frequencies of neuronal activity have been linked to the BOLD signal such as the gamma band (Leopold et al., 2003; Shmuel and Leopold, 2008; Schölvinck et al., 2010) and the alpha and beta bands (Mantini et al., 2007; Jann et al., 2010) . It is possible that different electrophysiological frequencies will have different BOLD signal characteristics, which could be expressed in the frequency domain of the BOLD signal. Seeing a difference in connectivity based upon frequency would be a first step at confirming this hypothesis.
With these considerations in mind, we tested whether core graph theoretical properties of the large-scale fMRI brain connectome brain are tied to the underlying resting-state fMRI signal frequency. Graph theoretical properties of the brain are a useful tool in quantifying the properties of connectivity at a network level. If our hypothesis is true and there is a fluctuation of connectivity across the frequency of the BOLD signal, aside from taking steps towards addressing the three abovementioned aspects of the BOLD signal, it holds the promise to reveal intervals of brain network integration and segregation at rest that is currently missed by both static resting state analysis and more dynamic methods using sliding windows techniques. To test our hypothesis, we created multiple graphs derived from power-spectral density correlations along the frequency axis. Our results show that the network-tonetwork connectivity and the presence of candidate functional hubs fluctuate across the resting-state frequency band (0.01-0.1 Hz). Further, our results suggest that RSNs are forming constellations that are dynamically re-configured at different frequencies, a finding that show an important mechanism of network integration between RSNs.
Methods

Outline and summary
To address the question whether RSN connectivity and the existence of functional hubs and their anatomical location are temporally stable traits of the large-scale human brain connectome, we used the volumetric resting-state data obtained from 100 subjects within the Human Connectome Project (HCP, see Van Essen et al., 2012) . Our choice was motivated by the fact that the HCP data cohort provides both long sessions with excellent temporal resolution (1200 scans per fMRI session, TR = 0.72 s), factors that together provides an optimally suited position to investigate the frequency characteristics for functional brain connectivity. In brief, we derived the power-spectral density (PSD) for 264 (region-of-interests, ROIs) nodes positioned throughout the cortex as well as in subcortical nuclei (Fig. 1A) . Within the frequency range of interest (0.01-0.1 Hz), 78 frequency bins were defined using Morlet wavelets with a resolution of approximately 0.001 Hz (Fig. 1B) . This frequency range of interest was chosen to represent the traditional bandpassed frequency range. Given this dataset, it would be possible to consider higher frequencies, but we in this study opted to focus our investigation to the "traditional" resting state frequency range and see if there indeed is a difference over frequency. It is important to note that the PSD derived at neighboring frequency bins are not fully independent but more distant bins are. Connectivity matrices were created at each frequency bin by taking the Spearman rank correlation coefficient of PSD time-series between all nodes (Fig. 1C ). This step was subsequently repeated for all subjects and averaged (Fig. 1D) . Different measures from graph theory were then applied, including global efficiency, strength contribution (see below) and betweenness centrality.
fMRI data
We used the volumetric FIX (FMRIB's Independent Component Analysis-based X-noisifier) resting-state fMRI data (cohort size: 100 subjects) provided by the human connectome project (HCP) from their 500 subjects release on June 5, 2014 Smith et al., 2013) . The HCP cohort consists of four resting-state fMRI runs acquired from each subject, divided into two separate fMRI recording sessions. In this study, we used the two runs of fMRI data recorded during the first session. Resting-state fMRI data from the first run "RL" (phase encoding right to left) was used throughout the paper. Data from the second run "LR" (phase encoding left to right) was used to show that our results are replicable across independent datasets (Section 3.6). The data had undergone minimal preprocessing (see Glasser et al., 2013) which includes co-registration, normalization, head motion correction (24 nuisance regressors, see also Jenkinson et al., 2002) and the FIX artifact rejection pre-processing step (Salimi-Khorshidi et al., 2014; Griffanti et al., 2014) . The TR was set to 0.72 s and each run contained 1200 image volumes. The FIX preprocessing step uses Independent Component Analysis to extract nonneuronal signal sources originating, among others, from cerebrospinal fluid, white matter and head motion. See Smith et al. (2013) and Glasser et al. (2013) for further details regarding the resting state, pre-processing and MR image acquisition. The analysis and results are based on fMRI resting-state data from 100 subjects. All results presented in this study are based on data from the first fMRI run. Of note, our reasoning for using the volumetric data instead of the "grayordinate" system provided by the HCP consortium is that the large majority of literature on resting state networks is based on data represented in a volumetric space. Thus, for the ease of comparison and clarity, we reasoned it was advantageous to align our findings with the majority of previous graph theoretical fMRI work.
Definition of network nodes
The localization of nodes followed that of Power et al. (2011) . Two hundred sixty-four 10 mm spherical nodes (ROIs) were defined along the cortex as well as in subcortical nuclei (Fig. 1A) . For each node, the BOLD signal intensity time-course was extracted from a sphere with a radius of 10 mm. Our choice of using the node template described by Power et al. (2011) was primarily motivated by the fact that it also contains a template for subgraphs (RSNs) based on the known spatial structure of resting-state fMRI network activity derived using the partitioning algorithm infomap (Rosvall and Bergstrom 2008) .
Additional post-processing steps
The image volume data was detrended prior to extracting signal intensity time-series from each node/ROI. Since movement can be a major problem in resting-state fMRI (Van Dijk et al., 2012; Power et al., 2012) , we performed image scrubbing by identifying volumes effected by movement using the framewise displacement (FD) method. We rejected volumes for which their FD-value exceeded 0.5. Since a continuous time series is needed for calculating the power spectral density, the missing data volumes of each ROI was estimated using a cubic spline interpolation. The method of estimating deleted data with a cubic spline interpolation after image scrubbing has been done in previous dynamic functional connectivity studies (for example, see Allen et al., 2014) . In our case, an average of 14.6 out of 1200 time-points per subject was interpolated (1.22% of the total amount of data per subject). Three subjects out of 100 showed a high number of data-points removed (10-23%) compared to the rest of the cohort (greater than 2 STD above the mean). The data from the three subjects were retained in the analysis.
Construction of frequency graphlets
The power spectral density (PSD) (i.e. the squared amplitude per frequency) was calculated using the convoluted complex Morlet wavelets for each of the 264 nodes. The PSD was chosen instead of phase locked values such as coherence in order to relate it to more traditional connectivity analysis based in the temporal domain or bandpassed in frequency ranges which use the amplitude of the signal in the derivation of connectivity. Six cycles of the Morlet wavelet was used with a length of 3 standard deviations of the Gaussian kernel, which provided a frequency resolution of approximately 0.001 Hz. We used the frequency bins nearest to the 0.01 and 0.1 Hz limits and focused our analysis on the frequency bins in and between these limits, leaving 78 frequency bins for analysis (see also Fig. 1B ). For ease of reading, all frequencies were rounded to three decimal places in the text and figures. Note that the frequency resolution of 0.001 Hz does not entail that two neighboring bins are completely independent of each other in terms of spectral information.
We adopted some of the frequency analysis functions in the Fieldtrip toolbox (Oostenveld et al., 2011) implemented in Matlab (Mathworks Inc.).
We constructed connectivity graphs for each frequency bin by using the Spearman rank correlation coefficient between the power spectra time-series for each node with all other nodes. Borrowing the terminology from temporal graph research (Basu et al., 2010; Holme and Saramäki, 2012) where a graphlet is a graph at a given time-point, we define a graphlet as a connectivity matrix "snapshot" over some nonspatial variable (here, PSD correlations over frequency) representing the overall graph (here, resting state activity). Our non-spatial variable is frequency so we call each connectivity matrix at each frequency bin a frequency graphlet (f-graphlet). In summary, we calculated 78 fgraphlets for each subject, each being a weighted connectivity matrix of size 264 × 264 nodes (Fig. 1C ). In accordance with previous work done on the same parcellation of the brain (Power et al., 2011) , all self-edges and edges between nodes located within 20 mm from each other were set to zero. Note that due to the fact that the size of the time-window needs to be varied across frequencies to derive a timepoint for each frequency, the number of time-points included for each correlation differed per frequency (see Fig. 1B ).
Next, we standardized each f-graphlet by subtracting the mean and dividing by the standard deviation. This step was done to avoid the Fig. 1 . Construction of f-graphlets using power-spectral density correlations as a measure of connectivity. (A) A total of 264 nodes were defined along the cortex and in subcortical nuclei. Additionally, the global network graph was divided into 10 separate subgraphs/RSNs (see Power et al., 2011; Cole et al., 2013, for additional details) . Nodes that are not assigned to any particular subgraph are shown in white and the nodes located in the cerebellum are not shown. (B) An example of the time-frequency decomposition for two individual nodes in one subject. (C) An example of a frequency graphlet (f-graphlet, connectivity matrix at one frequency bin) in a single subject. Each point in the f-graphlet is the Spearman rank correlation between the power spectra density time-series of two nodes. (D) A schema for the construction of f-graphlets at the group level.
possibility that any subject biased the group connectivity matrices. At a group level, the f-graphlets were created by taking the average of all the standardized individual connectivity matrices (see Fig. 1D for an illustration). Each group f-graphlet was scaled by dividing the largest absolute value in the f-graphlet. The group averaged f-graphlets were used for all the analysis except in the case of comparison between frequencies, where each subject's standardized f-graphlets was used (see below).
Definition of subgraphs of interest
We adopted the predefined set of subgraphs that was originally derived in Power et al. (2011) . We used a slightly altered version where the 13 derived subgraphs were reduced to 10 subgraphs as described in Cole et al. (2013) . The spatial layout of the parcellation of the 264 nodes into 10 subgraphs is shown in Fig. 1A . We chose to use a data independent subgraph template since it avoids the problem that arises from defining unique subgraph partitions at each frequency which may lead to fluctuations of subgraph membership of the individual nodes across frequency. This was important because we wanted to divide each f-graphlet into identical subgraph partition in order to be able to contrast network properties between subgraphs and frequency. We matched the connectivity patterns present in each f-graphlet to the predefined subgraph template as defined in Power et al. (2011) and Cole et al. (2013) . Throughout the paper, the following ten subgraphs (Fig. 1A) were used: default mode network (DM, 58 nodes), frontal-parietal network (FP, 24 nodes), ventral attention network (VA, 9 nodes), dorsal attention network (DA, 11 nodes), salience network (Sa, 18 nodes), cingulo-opercular network (CO, 14 nodes), somatomotor network (SM, 35 nodes), visual network (Vis, 24 nodes), auditory network (Au, 13 nodes) and the subcortical network (Sub, 13 nodes). Thirty-eight nodes were not assigned to any particular network (Power et al., 2011) . The FP, DA, Sa and CO subgraphs together comprise of what is called the extrospective/task-positive network. Technically, the resting state networks investigated here are subgraphs. Whenever the term RSN is used, its meaning can be interchangeable with the term subgraph and vice versa. The term subgraph is generally used when referring directly to the results and the term RSN is used when discussion the implications of the results.
A decision that has to be made in all network analysis pertains to which edges that should be preserved, as it is deemed unrealistic to consider every single edge to be biologically plausible. To validate our choice, we calculated the mutual information between the subgraph template and the subgraph partition derived using the same clustering algorithm (infomap) as the template applied to each f-graphlet. This was done for several different edge thresholds (retaining the top 1%, 3%, 5%, 7%, 9%, 10%, and 15% respectively, see Fig. 2 ). As shown in Fig. 2 , the top 5% edge threshold was one of thresholds that had a high mutual information measure across the frequency range of interest. The top 5% threshold was used for all of the results presented in this study. However, in order to validate that our choice of threshold did not introduce a strong user selection bias, we computed some of our key results (frequency dependency of strength contribution, see Figs. 5 and 6) using both a top 5% and 9% edge threshold to show that only marginal differences are introduced. Notably, the top 9% edge threshold is the largest threshold that preserves a large amount of the mutual information across all frequencies. Higher thresholds leads to substantial reductions of mutual information across the frequency range of interest (see Fig. 2A and B). Furthermore, the Network Based Statistic test (NBS; Zalesky et al., 2010 and see below) was performed on connectivity data that was not thresholded. Thus, our results regarding different edge thresholds used support the conclusion that the results presented here are not arbitrarily driven by the edge threshold used. In the case of computing negative strength node contribution (see below), only edges with a correlation coefficient below 0 were used.
Of note, the results from the mutual information computations shown in Fig. 2 suggests that our graphlets based on PSD correlations create subgraphs that are similar to the subgraphs derived from conventional temporal domain correlations in connectivity and appears to be at a similar magnitude as the replication dataset in which they were derived (see Power et al., 2011) . However it should be pointed out that Fig. 2 only offers information regarding how each f-graphlet's subgraph overlap when compared to the template used throughout this study. Mutual information is the amount of information shared between each f-graphlet and the template. For example, if two f-graphlets both have a mutual information value of 0.6, one is not able to draw any conclusion regarding how each f-graphlet compares to each other. Thus, it is conceivable for the f-graphlets to be identical, or that they consist of different information with respect to the template. If there is, for example, a 50% overlap between each f-graphlets and the template, it is in the extreme case possible that there is zero overlap between the two f-graphlets themselves. Thus, making any inference based on the results shown in Fig. 2 alone, i.e. that the mutual information between f-graphlets must necessarily be equally high as that between f-graphlets and the template would be erroneous. 
Graph theoretical analysis 2.7.1. Graph theoretical measures used
Graph theoretical measures were computed using the brain connectivity toolbox (Rubinov and Sporns, 2010) and in-house developed Matlab functions. The measures computed in our analysis include: node strength, strength contribution, global efficiency and betweenness centrality. A detailed account on the graph theoretical measures used here (excluding strength contribution) can be found in Bullmore and Sporns (2009) . In brief, node strength is the sum of all weighted edges for a given node. We summed each node's strength (total strength), for each f-graphlet in order to estimate the overall connectivity at a given frequency. To investigate global network integration properties, we computed the global efficiency, which is the inverse of the averaged shortest path of a network and related to the small-world network property of a network Marchiori, 2001, 2003) . Due to the 1/f behavior in global efficiency we observed in our null model (see below), we also calculated the normalized global efficiency, in which the global efficiency was normalized with respect to the null network model by dividing the global efficiency value at each frequency bin by the averaged null model efficiency. Moreover, we investigated the frequency dependency of node centrality by computing the node betweenness centrality (BC). BC is the sum of the shortest paths that pass through a given node. A high degree of BC is a hallmark property for nodes that are strong candidates to act as network hubs, i.e. nodes that are vital for the flow of information throughout the network. As per convention, the betweenness centrality values are scaled by dividing the BC values by ((n − 1)(n − 2))/2, where n is the number of nodes.
Strength contribution
Strength contribution (SC) is, to our knowledge, not an established measure within graph theory. We will therefore outline its definition and motivation in more detail. The SC measures described below provide information at each frequency bin regarding the relative proportions of each f-graphlets connectivity that are (i) related to within-subgraph connectivity, (ii) connectivity between a given subgraph and to nodes outside the subgraph, and (iii) connectivity between specific subgraphs. For example, at one frequency, a subgraph might show a large withinnetwork strength contribution and a small outside-network strength contribution. Such an observation would indicate that the given subgraph, at this frequency, is integrating information within the subgraph while, at the same time, is more segregated from all other subgraphs.
When considering strength contribution, first, all edges of a connectivity matrix are converted to their contribution values by the sum of all edges (total strength) for that connectivity matrix. The strength contribution connectivity matrix, C is defined as
where A is the correlation matrix, i and j index an edge between node i and j, and n is the number of nodes in the correlation matrix. The multiplication by 2 is necessary to take into account the fact that each edge is present twice in the denominator due to that the connectivity matrix is undirected. We used C to evaluate (i) the strength contribution within each subgraph, (ii) strength contribution from edges that connected a subgraph to the rest of the brain (i.e. every edge between a node in the subgraph and a node not included in the subgraph), and (iii) strength contribution between each subgraph-subgraph combination. The strength contribution within a subgraph, SC Within is defined as:
where S are the set of nodes of the subgraph being analyzed. The division by 2 is included since each edge is present twice and should only be counted once since it is an undirected connectivity matrix and all self-edges are set to zero. Strength contribution between a subgraph and the rest of the connectivity matrix is defined as:
where ¬S are the nodes not included in S. Strength contribution between two subgraphs is defined as:
where S 1 and S 2 are sets of nodes corresponding to two different subgraphs. Thus, strength contribution is defined as the sum of all weighted edges of a graphlet divided by the total strength of the graphlet. In effect, this is a normalization step, performed after thresholding, which reveals how much each of the remaining edges contributes to the overall graphlet. Thereafter, the strength contribution can be summed over subgraphs showing the strength contribution for that graphlet (i) within a subgraph, (ii) between a subgraph and all other subgraphs, or (iii) between two subgraphs. The measure of strength contribution would be redundant if only one graph was being considered or if two graphs were being compared where identical noise can be assumed. In our case, the normalization is done to allow a fairer comparison between two graphlets since it cannot be ruled out that the correlations values may be unequally affected by other factors. Our motivation for using strength contribution here was based on the 1/f properties that are presented in Fig. 3 and the varying amount of time-points used for each frequency bin in deriving the correlations (see Fig. 1B ).
It is important to note that SC considers connectivity properties in proportion to the entire connectivity matrix's connectivity (Eq. (1)). Thus, a comparison of different f-graphlets' SC is not a comparison of the magnitude of functional connectivity (this is done in another way, see below). While the absolute magnitude of the strength of connectivity is important, it is also important to appreciate there are numerous reasons why they are not always easy to compare, as discussed above. SC is a normalized estimate that can provide information of connectivity strength at the level of a single edge, connectivity between two subgraphs, or between a subgraph and the entire network. In this framework, the SC estimate can be used to detect whether two different subgraphs have more or stronger edges between them at a given frequency bin relative to their other connections.
Definition of frequencies of interest
In order to locate frequency ranges that are of interest, we used the results from the global efficiency (see below) to isolate three frequencies of interest (FOI) for which the global efficiency showed local maxima. This seemed reasonable since the small world properties of the brain connectome are known to differ between frequency bands (Achard et al., 2006) . Our reason for including neighboring multiple fgraphlets in a FOI was to allow for some variability in peak frequency among subjects. Based on our results from the normalized global efficiency estimate (shown in Fig. 3C and D) , we identified three FOIs ranges; 0.016 Hz (1 frequency bin), 0.028-0.037 Hz (9 frequency bins) and 0.071-0.080 Hz (9 frequency bins). For simplicity we call these FOI F1, F2 and F3, where F1 is the lowest frequency interval and F3 is the highest. The spectral bandwidth for each FOI does not overlap with each other and can therefore be considered independent from each other. While having only one frequency bin might not be considered ideal, it should be noted that the global efficiency declined rapidly at both sides of the F1 frequency peak. As mentioned previously, the spectral bandwidth of the frequency bins is not 0.001Hz, and this frequency bin will still be sensitive to a range of frequencies. We bear in mind that while the first few frequency bins (at~0.01 Hz) of the frequency spectrum for the normalized global efficiency shown in Fig. 3D (by permuting the imaginary part of the Fourier coefficients, see below) were significant, they were not significant for the case of null models based on permutations in time (Fig. 3C) . We therefore did not include this peak in the following analysis. The FOI were used in the comparison between f-graphlets, strength contribution and betweenness centrality analysis. For the comparison between f-graphlets, each subjects f-graphlets were averaged over the FOIs. For strength contribution, the contribution connectivity matrix was averaged over FOIs. For betweenness centrality, the results were averaged after betweenness centrality had been calculated and normalized (Table 1) .
Comparison to null models and statistical testing between f-graphlets
For statistical testing, two different types of null-graphs were constructed. The first type of null graphs was created by, at each permutation, shuffling the time-series of one of the ROIs of the PSD prior to creating the connectivity matrices. The second type of null graphs were created by, at each permutation, shuffling the imaginary part of the Fourier transformed data prior to calculating the PSD. This second type of null model effectively disrupts the phase relationship between the correlated signals (which is not detected due to the PSD being independent of phase), modifies the amplitude of the signal at each timepoint, but preserves some part of the original spectral characteristics which may be lost with the first null model since, in this case, each time-point maintains some of its original amplitude (the real part of the Fourier coefficient). Both null-models methods were used to assess the global efficiency (Fig. 3) . This was done to ensure that the FOIs used throughout the paper were robust to different types null models used. Only the imaginary null model was used in the betweenness centrality comparison (Fig. 8) . For both methods the permutation procedure was carried out 100 times in each subject. Each permuted f-graphlet was treated in the same way as the empirical f-graphlets (standardized, averaged over subjects and scaled). Statistical testing of global efficiency and betweenness centrality were calculated using the permutation strategy. Due to the 1/f-like nature of the null model of the global efficiency estimate (see Fig. 3B, C) , the empirical global efficiency and all permutations of the null model were at each frequency divided by the averaged global efficiency of all permutations. A measure (global efficiency or betweenness centrality) was considered significant if it was greater than the 99th largest value of permutations of the estimate being considered.
When testing for significance differences between f-graphlet connectivity matrices, shuffling methods were used. The shuffling method used was slightly different depending on the measure tested. The first version of the shuffling method addresses the case of testing for the magnitudes of functional connectivity by treating the FOIs as groups and shuffling each individual's f-graphlets between these groups (results based on this version of the shuffling method is shown in Fig. 4) . The second version tests differences in SC between FOIs by shuffling edge values of the C matrix (results based on this version of the shuffling method is shown in Figs. 5, 6 and 8) .
To test whether the magnitude of functional connectivity differed significantly between frequencies, we used the Network Based Statistics (NBS toolbox; Zalesky et al., 2010; Zalesky et al., 2012) . In this test, the 0.071-0.080 9 standardized f-graphlets were used for each subject, averaged within the frequency span of each of the three FOIs. Each FOI-FOI comparison was done separately (i.e. F1 compared to F2, F1 compared to F3, and F2 compared to F3). For each comparison, each subject's connectivity matrix (for the two FOIs being tested) was randomly shuffled, creating two permuted groups of individual connectivity matrices. One thousand permutations were made for each test. The difference in functional connectivity between two FOIs was compared to the null distribution made up from the permuted groups. The NBS method corrected for multiple comparisons using a cluster method. The primary statistical threshold for clustering was set to 3.0. Three tests were computed where entailing each of three FOIs were compared against the other two FOIs. The p-value was set to 0.01 (two-sided and Bonferroni corrected for the three comparisons).
To test whether SC significantly differed between two f-graphlets, each edge in C relevant for a SC measure being tested (SC within , SC outside , SC between ) were randomly assigned to create two permuted C matrices. The SC measure was subsequently calculated and then one of the SC values was subtracted from the other to create a permuted difference of SC values. For each permutation, each edge was always assigned into opposite permuted C matrices (i.e. if F1 and F2 were being compared, F1's C ij and F2's C ij always ended up into different permuted C matrices). One thousand permutations were made, creating a distribution of permuted differences. In each permutation, the same edge between for f-graphlets was always shuffled into opposite random graphlet. The difference between the empirical SC measures was then compared to the permuted difference. The empirical SC values were considered significant if the empirical difference was greater than the 8th highest permuted difference or lower than the 8th lowest permuted value (p b 0.05, two-sided and Bonferroni corrected for the three comparisons).
Visualization
The visualization of node localization in Figs. 1A, 3 and 7 were carried out using the BrainNet Viewer toolbox Matlab .
Results
Network node strength and global network efficiency fluctuates across frequency
We first computed the total node strength (summed over all 264 nodes) as a function of frequency (Fig. 3A) . The frequency spectrum of node strength clearly shows that node strength fluctuate across frequencies. There is a peak in node strength that resides at the lower end of the frequency spectrum, which is not surprising since previous studies have repeatedly shown that the frequency spectra of ICA and RSN signal intensity time-courses generally show a peak at the lower frequency end (e.g. Biswal et al., 1995; Fransson, 2006; Niazy et al., 2011) . Interestingly, Fig. 3A shows a prolonged "shoulder" that stretches out until approximately 0.08 Hz. Next, global network efficiency was calculated as a function of frequency (Fig. 3B) . Both null models shown in Fig. 3B show a distinct 1/f-like behavior (i.e. the global efficiency of the null models is higher at a lower frequencies and decreases as a function of frequency). The null model based on a permutation of the time-series of the data is shown as a gray dashed-dotted line in Fig. 3B and the null model of global efficiency based on permutation of the imaginary part of the Fourier coefficients is depicted by the gray dotted line in Fig. 3B . To take this behavior into account, the estimate of global efficiency for the actual data as well as the null-model were normalized by the average global efficiency of all permutations. This was done for the both the null models constructed by permuting (i) the time-series (Fig. 3C ) and (ii) the imaginary part (Fig. 3D) . In both cases, local maxima are present in the lower portion of the frequency spectrum as well as in the higher part of the frequency spectrum (p b 0.01). Based on the frequency intervals of interest that exceeded the statistical threshold in respect to both null-models, we identified three frequency ranges of interest, which we hereafter examined and analyzed in detail to investigate whether the underlying network connectivity profiles responsible for each of the three local maxima in network efficiency are identical or different (see Section 2). The three FOIs (F1, F2 and F3-marked as horizontal bars in Fig. 3D ) were used in the subsequent analysis. Additionally, after computing the FOIs as outlined above, we also computed the total strength and global efficiency for the entire resolvable frequency spectra (0 b f b 0.7 Hz). The results are given in Supplementary Fig. S1 .
Strength of connectivity is significantly dependent on frequency
At this point, it is important to make it clear that the three selected FOIs and their corresponding local maxima in global efficiency could have similar network connections and connection strengths that, at least in theory, would yield similar network efficiency values. Alternatively, the three FOIs could harbor three very different underlying connectivity profiles that each result in separate local maxima in global efficiency. To gain understanding which of these two scenarios that is likely to be the case, we performed a statistical comparison using each subjects' unthresholded f-graphlets that were averaged over each of the FOIs (NBS method, p b 0.01, two tailed, Bonferroni corrected for three comparisons). Fig. 4A -C shows the nodes for the different FOI comparisons which had significant differences in connectivity strength for all FOIs. As shown in Fig. 4D-F , the observed differences in connectivity cover many different subgraphs, involving both within-as well as between-subgraphs/RSNs connectivity patterns that are distributed throughout the brain. Moreover, for all three FOIs shown in Fig. 4 , it is evident that there are significant differences in connectivity in both directions, meaning that no local peak of frequency in network strength has a generally increased level of brain connectivity across all brain regions. These results indicate that each FOI harbor unique connectivity profiles.
Network-to-network integration fluctuates over frequency
After showing that the f-graphlets significantly differed based on the connectivity magnitudes between the frequencies of interest, we were interested in whether the contribution of edges within-and betweenRSNs/subgraphs differed across the three FOIs. If such a difference could indeed be shown, it would entail that integration and segregation either within-or between-RSNs occur at different frequencies. To do this critical comparison, we used strength contribution (see Section 2) to measure the summed edge contribution within a subgraph, outside a subgraph and between individual subgraphs for all three FOIs.
Figs. 5A and 6A shows SC within withholding the top 5% and 9% of the edges respectively. There is indeed a frequency dependency in connectivity for several subgraphs (p b 0.05, two tailed, Bonferroni corrected for the three comparisons). Note that the relative magnitude size in SC within for different subgraphs are indicative of the size of the network and the subgraphs are ordered left to right by the number of nodes contained within each network. F1 shows significantly higher SC within in the DM, CO and VA networks for both edge thresholds used. SC within for the SM subgraph is higher for F2 whereas the Vis subgraph has the largest SC within at F3. The FP subgraph shows a significantly higher SC within for F2 and F3 compared to F1. A qualitative comparison of the results from the two thresholds shows that a large degree of similarity exists across edge thresholds. The agreement of within-network connectivity for different choices of edge thresholds alleviates the potential concern that the results presented here are caused by a specific choice of edge threshold. Our results show that the relative within-RSN connectivity, contributing to the overall connectivity within a f-graphlet fluctuates over frequencies with connectivity in different RSNs peaking at different frequencies.
The degree of strength contribution (SC outside ) between each subgraph to the rest of the brain is shown in Fig. 5B (top 5% of edges withholded) and Fig. 6B (top 9% of the edges withholded). We observe differences in SC outside across the three FOIs (p b 0.05, two tailed, Bonferroni corrected for the three comparisons). At F1, significantly larger strength contributions are present in many subgraphs including the SM, FP, CO, Au, DA, Sub and VA subgraphs in comparison to one or both of the other FOIs. For the FP, DA and Sa subgraphs, F2 shows the least amount of strength contribution between subgraphs and the rest of the brain. The Vis and DA subgraphs show the largest degree of SC outside strength contribution at F3. While the overall pattern of frequency dependent differences in SC outside is similar for the top 9% edge threshold (Fig. 6B ) compared to the top 5% edge threshold (Fig. 5B) , some additional significant differences in the DM, the DA and the SM subgraphs are present. A difference in the DA (between F1 and F2) is absent for the 9% threshold. Overall, the results show that the relative connectivity between individual RSNs to the rest of the brain also fluctuates across frequency, with connectivity for different RSNs peaking at Fig. 6 . Frequency dependency of edge strength contribution for within-, between subgraphs and between a subgraph and all other subgraphs for three frequency intervals of interest while withholding the top 9% of all edges (see Fig. 5 for the corresponding results using a threshold of withholding the top 5% of all edges). different frequencies. Fig. 5C shows SC between differences that are significantly larger in a FOI compared to the two other FOIs (p b 0.05, two tailed, Bonferroni corrected for the three comparisons) with 5% of the top edges withholded. The corresponding results for the top 9% edge threshold are given in Fig. 6C . The FP, CO, VA, Au and SM subgraphs all showed significant between-network connectivity at F1, and all subgraphs displayed multiple between-network connections when more edges were retained (i.e. compare Figs. 5C and 6C). At F2, only the Vis and DM subgraphs showed a significant between-connectivity. Using a top 9% threshold, the Vis and Au subgraphs also had a significant between-network connectivity at F2 (Fig. 6C) . At F3, the Vis subgraph is significantly connected to the SM subgraph and the FP and DM subgraphs are significantly connected. By employing a top 9% edge threshold, the connectivity pattern is similar but enlarged to also include a connection between the Sa-Vis, Vis-CO, Vis-DA and SM-DA subgraphs.
Interestingly, the FP and DM subgraphs have their largest strength contribution at F3 (see Figs. 5B and 6B) .
In sum, the strength contribution connectivity profiles for within-, outside-and between-subgraphs shows a variability across frequency. Although the pattern of frequency dependency of strength contribution is complex, some general trends are present. The lowest FOI (F1) displayed a large extent of integration between many individual RSN/ subgraphs. We also note that the strength contribution connectivity for the DM and FP subgraphs are primarily found at the highest FOI (F3). This is an interesting finding since it provides a frequency range estimate to the previously shown anti-correlation between the FP and DM networks (Fransson, 2005; Fox et al., 2005) . Our results suggests that network segregation and integration, including the relationship between task-negative and task-positive networks, is linked to restingstate fMRI signal frequency (Table 2) . 
Spectral profiles of functional hubs candidates
We were interested to investigate whether the existence of functional hubs in the brain is dependent on the frequency of the BOLD resting-state signal. The BC values for all nodes as a function of frequency is shown in Fig. 7A for all subgraphs. Here, the BC value for a given node and frequency was set to zero if it was less than the phase null model (p b 0.01). The results shown in Fig. 7A suggest that the amount of BC for the majority of the nodes in all subgraphs partially fluctuate as a function of frequency. Interestingly, part of the nodes in the DM subgraph have their peak BC values in the lower portion of the frequency spectrum, whereas other nodes in the DM subgraph have their BC peak value in the higher range of the frequency spectrum. A similar variability in frequency dependency of BC peak values can be observed in the majority of the subgraphs.
However, it may be argued that the frequency dependency of the BC of hub node candidates is driven mainly by noise. This concern is to some degree warranted by the strong degree of correlation between BC values at the three FOIs shown in Fig. 7B -a result that might be interpreted that the candidate hubs defined by BC are independent of frequency. Importantly, it can be seen in Fig. 7B that the variance in BC is greater at larger values. This observation would imply that the correlation of the magnitude of BC at different frequencies is heteroscedastic and the apparent correlation in Fig. 7B is driven by nodes that generally have a low BC value. A heteroscedastic relation here means that the variance of BC is dependent on the magnitude of the BC, which in turn implies that the variance in BC between frequencies is greatest for the candidate hub nodes of the different FOIs. Such a result would be nontrivial as it would suggest that the degree of hubiness, for those nodes most likely to be considered hubs, is indeed in dependent on frequency. We performed a Breusch-Pagan & Koenker test for heteroscadasticity for each FOI comparison of BC shown in Fig. 7B . All three frequency comparisons were heteroscedastic (p b 0.05, Bonferroni corrected for the three comparisons across frequency). The residuals between the BC values and their predicted values from linear regression are shown in Fig. 7C . The residuals disperse from 0 along the x-axis for all three comparisons, demonstrating an increase in variance for higher BC vales. This result suggests that while nodes with high BC values in one frequency will generally have high BC values at another frequency, the increased variance also means that the nodes with the highest BC values will vary in their hubness as a function of frequency. Such nodes would be candidate hubs derived through the BC measure.
To further illustrate the heteroscedastic dependence on frequency of candidate functional hubs and their corresponding spatial configuration, we selected the top 15% (40 nodes) BC values for each FOI. The 15% threshold is arbitrary but it serves the purpose of illustrating where in the brain the largest differences in node BC values are located as a function of frequency. The spatial layout of the candidate frequency-dependent hubs is shown in Fig. 7D . The subgraph membership of the top 15% of node BC values is distributed across subgraphs as shown in Fig. 7E . Interestingly, a trend of a positive co-variability between SC outside and the number of hubs as a function of FOI can be observed for several subgraphs (see Figs. 5B and 6B for comparison). For example the highest number of candidate hubs in the DM is found at F1 (at 9% threshold, Fig. 6B ), at F1 and F3 for the DA subgraph and at F3 for the Vis subgraph. However, other subgraphs such as the Au and FP showed the opposite pattern with the highest number of candidate hubs in the FOI for which the SC outside estimate was the lowest. Lastly, while there is small share of candidate hubs (6 out of a total of 40) that are found in all FOIs, the majority of the frequency-dependent candidate hubs are anatomically separated (illustrated in Fig. 7F ). We have shown that the spatial localization of hubs is not a constant arrangement, but rather re-configured in space that depends on the underlying frequency range of restingstate activity (0.01-0.1 Hz). The spectral profiles showed here reveals that many nodes exhibit a low BC at one end of the frequency spectra, and large BC at the other end. In general, our results suggest that candidate hubs in the brain increase in their BC at specific frequencies.
Negative network-network connectivity fluctuates over frequency
Up until now, we have only considered positive correlations in the f-graphlet analysis. To test whether negative correlations change over frequency, we multiplied each f-graphlet by −1 and set all correlations below zero to zero. This left us with f-graphlet connectivity matrices that only accounted for negative correlations (see Fig. 8A ). In a subsequent step, we applied the SC within , SC outside and SC between measures to the negative f-graphlets. Negative within-subgraph strength contributions (SC within ) were negligible for all subgraphs (data not shown). In Fig. 8A , the absence of most within-subgraph connections can be observed along the matrix diagonal. However, the strength contribution from one subgraph to nodes outside of the subgraph (SC outside ) showed differences across FOIs for all subgraphs (p b 0.05, Table 2 A summary of the key findings including strength contribution and candidate hubs for all three frequencies of interest for each of the 10 subgraphs/networks investigated. Note that while general findings regarding SC within , SC outside and candidate hubs are described, only portions of the SC between results are included in the two-tailed, corrected, see Fig. 8B ). Differences in frequency dependency of negative correlations compared to positive correlation were observed. For example, the VA subgraph, which displayed its highest value of SC outside at F1 for positive correlations (see Figs. 5B and 6B) exhibits its maximum value at F3 with regard to negative correlations (Fig. 8B) . Similar patterns were found for the Vis and Au subgraphs. Interestingly, the FP, Sa and CO subgraphs all showed their highest SC outside values for both negative as well as positive correlations at F1. The between network connectivity (SC between ) measure revealed differences between networks across all three frequency bands (p b 0.05, two-tailed, corrected, see Fig. 8C ). Notably, the results shown in Fig. 8C show a significant connectivity between the Vis subgraph and several other subgraphs at F1. This is in contrast to the corresponding positive SC between estimates that showed a significant connectivity at F2 and F3 for the Vis subgraph (Figs. 5C and 6C) . The reverse situation was found for the VA subgraph that displayed significant negative correlations between subgraphs at F3 whereas positive correlations were significant at F1. It is also noteworthy that negative correlations between the DM and FP subgraphs are significant at F2. Collectively, our results suggest that negative correlations between subgraphs, a hallmark of network segregation, fluctuate as a function of frequency.
Replication of f-graphlets across datasets
In order to show that the frequency specific connectivity matrices presented here can be reliably reproduced in an independent dataset, we calculated the normalized mutual information between the f-graphlets presented (first fMRI run) and f-graphlets computed on the data acquired in the second fMRI resting-state run (same subjects). The normalized mutual information between the two fMRI runs for each frequency combination is shown in Supplementary Fig. S2 when keeping the top 5% (Fig. S2A) and 9% (Fig. S2B ) of the edges, respectively. A strong diagonal in the mutual information matrix is present in both cases indicating that f-graphlets computed from the data acquired during the first run yielded similar f-graphlets that were calculated from the data obtained in the second fMRI run. To further quantify the difference, Supplementary  Fig. S2C , D shows the average mutual frequency between two different f-graphlets (compared across fMRI runs) as a function of frequency offset between f-graphlets (Δ frequency). Supplementary Fig. S2C (top 5% edges) and D (top 9% edges) show that that the smaller the difference in frequency offset between two f-graphlets (Δ frequency) computed from the first and second fMRI run respectively, the greater the mutual information between them. This result suggests that f-graphlets acquired in separate data acquisition runs in identical subjects will have similar connectivity matrices at similar frequencies. 
Discussion
Differences in graph properties over frequency
In this study we have shown that key network properties such as node strength, betweenness centrality, global efficiency and strength contribution are closely tied to the frequency spectrum of BOLD signals. Importantly, we have presented evidence that resting-state networks have unique spectral profiles in terms of their connectivity patterns and presence of hubs. Our findings suggest that the mechanism for forming and sustaining cortical hubs is a dynamical process, implying that resting-state connectivity is dependent on the frequency of the BOLD signal. Indeed, earlier work on resting-state fMRI has investigated activity in the frequency domain. Signal from the gray matter has been attributed to the frequencies between 0.01 and 0.073 Hz (Zuo et al., 2010) . Small world properties of the brain have been identified (Salvador et al., 2005; Achard et al., 2006) as well as functional connectivity in different frequency bands (Salvador et al., 2008; Liao et al., 2013; Xue et al., 2014) . However, most previous work has divided the frequency range into larger bands rather than operating at the level frequency bins, which may have hampered their ability to observe the detailed frequency dependency shown here. For example, the frequency bands of previous work divided the spectrum into four frequency bands , Slow 4 (0.027-0.073 Hz) and Slow 5 (0.01-0.027 Hz)) (Penttonen and Buzsáki, 2003; Buzsáki and Draguhn, 2004; Zuo et al., 2010) . It is important to keep in mind that the definition of these ultra-low frequency bands were not derived from fMRI data in humans but from electrophysiological data.
In this context, our empirically defined FOIs (using global efficiency, see Fig. 3C ) did not align themselves with the abovementioned frequency bands. Conspicuously, F3 was located between the Slow 4 and Slow 3 bands. F2 was located at the very edge of the Slow 4 band, while F1 was positioned in the Slow 5 (0.016 Hz) band. Furthermore, while we have contrasted peaks of global efficiency and revealed different network properties at these peaks, this does not entail that there is no interesting connectivity differences or information to be found in the frequency intervals in-between the peaks. There are considerable troughs in global efficiency over the frequency spectrum that lies between our selected FOIs and which potentially could show increased segregation between networks. However, to investigate this issue was beyond the scope of the present study but the possibility of a functional significance for the troughs in the frequency spectrum further emphasizes the problematic nature of using the abovementioned ideal frequency bands. All connectivity matrices for the three FOIs were significantly different from each other. This was also found to be true for their within-and betweennetwork connectivity as well as the candidate hubs. Thus, bandpassing the data into frequency bands that encompasses the FOIs could be misleading since it may split a result into two frequency bands and thus weakening the observed differences over frequency. Our results suggest that using the BOLD fMRI data itself to define frequencies of interest rather than using a priori defined frequency electrophysiological bands is a more fruitful approach for frequency analysis of resting state fMRI data.
Implications for the study of functional brain connectivity
Our study has implications on a methodological level but also for research that aims to link human behavior to intrinsic connectivity. First, our results that delineate the frequency dependency of networkconnectivity at a fine-grained scale have a bearing on the usage of the sliding window method of measuring dynamic functional connectivity (Hutchison et al., 2013b; Allen et al., 2014) . Our results indicate that the length of the time window used cannot be set arbitrary, since any time window will (overtly) be optimized (i.e. biased) to frequencies that are multiples of the 1/window-length. This might lead to an increase in sensitivity towards some frequency dependent RSN interactions as well as a decrease in sensitivity to others since, as we have shown, the within-and between-connectivity of networks seems to occur at different frequencies. For example, the minimum window length to detect F1 is 62.5 s (optimally it would be three times as long). F3 on the other hand would require a window length of only 14 s (optimally three times as long).
Time-windows whose lengths happen to be multiples of the minimum window with regard to a given frequency will be maximally accurate at resolving the contents of the window at that particular frequency. This relationship implies that sliding-window analysis might yield results of brain connectivity that are skewed to those particular frequencies. This relationship has a relatively higher impact when shorter time-windows are used and the effect is negligible for long time-windows (e.g. conventionally static functional connectivity). However, in dynamic functional connectivity, shorter time-windows are desired to identify transitions between multiple windows and this could potentially be a problem. The full implications of this effect may have on between-network connectivity warrants further research. Our results suggests that an optimal sensitivity to connectivity for the visual network would require a different window length to be employed compared to a window length optimized for default mode network connectivity. This observation together with other limitations occurring from the sliding window approach (see also Leonardi et al., 2014) , suggests that considerable caution is needed when using the sliding window approach. Integrating the results from using multiple sliding window lengths or creating windows that employs multiple tapers may prove a better strategy to account for frequency specific connectivity.
We have in this paper introduced the concept of a graphlet that provides a snap-shot of a non-spatial variable that pertains to brain network connectivity. The f-graphlet approach described here may prove to be advantageous in the effort to isolate the effects from behavioral traits on resting-state connectivity. For example, it has been shown that network efficiency is correlated with levels of consciousness (Uehara et al., 2013) and we believe that the proposed analysis strategy might prove to be helpful to investigate if the degree of awareness can be related to the underlying frequency profiles of the connectivity matrices. Another potential usage for f-graphlet based analysis is to achieve an increased sensitivity to isolate correlates of subjective experiences, such as self-generated thoughts (Mason et al., 2007; Schaefer et al., 2014) .
It is of interest to compare the present results with previous investigations of the frequency characteristics of resting-state networks. For example, in a resting-state study performed in healthy participants using Chebyshev type-II band-pass filters, Wu and co-workers found that "long-range" connections within the default mode, somatosensory and visual networks showed the highest degree of synchronicity for the 0.01-0.06 Hz interval (Wu et al., 2008) . This finding resonates well with our findings of strong within-network connectivity for the DM, SM and Vis networks at both F1 and F2. Similarly, in a recent study using a datadriven approach, the resting-stat BOLD signal fluctuations were divided into five distinct frequency bands (Qian et al., 2015) . The study by Qian et al. showed that many global topological connectivity measures were most prominent in the lowest frequency band 0-0.015 Hz with additional peaks at 0.025-0.05 and 0.05-0.11 Hz, respectively. This finding is also largely in agreement with the frequency bands of interest reported here. Interestingly, attempts to link differences in frequency characteristics of resting-state networks to psychiatric disorders have previous been described in the literature. In a study by Mingoia et al., the level of synchronicity of BOLD resting-state signal fluctuations within the default mode was measured using power spectral density estimates in a cohort of patients diagnosed with Schizophrenia (Mingoia et al., 2013) . In their study they showed that Schizophrenic patients have a stronger degree of within-default mode connectivity compared to healthy controls at 0.0797 and 0.0858 Hz, respectively. This finding is interesting in the light of our result of a significant degree of strength connectivity between the DM and FP (Figs. 5C and 6C ) at F3, a frequency range of interest that partly overlap with the frequency reported by Mingoia et al. The frequency perspective on resting-state brain network connectivity shown here adds further insight to the relationship between the DM and FP networks, which previously has been implicated to be of importance to the study of psychiatric disorders using restingstate functional connectivity measures (e.g. Castellanos et al., 2008) .
Flexible and fluctuating functional brain hubs
We have shown that the variance for node BC is largest for the frequency bins that have the largest magnitude in BC. This suggests that the relative degree of "being a hub" seems dependent on frequency. Of note, there is an ongoing debate regarding which graph measure, if any, best captures the hubiness of a given node Goñi et al., 2014) . However, our results clearly imply that if functional hubs exist and can be captured through centrality measures such as BC, they do fluctuate over frequency.
Moreover, our results suggest that many regions are of a rather flexible nature when it comes to acting as functional hubs in the brain. An interesting direction of future research would be to investigate whether functional hubs are sensitive to the underlying frequency in their hubto-hub connectivity profile. If true, the presence of functional hub-tohub connectivity would not be surprising given that previous research has shown that the backbone of the brain's structural connectome displays a so called rich-club architecture, where structural hubs are strongly connected between themselves (van den Heuvel and Sporns, 2011).
Fluctuating negative correlations as a function of frequency
The role of temporal negative correlations in intrinsic brain connectivity is elusive. It is known that temporal negative correlations exist between different networks (Fransson, 2005; Fox et al., 2005) . Additionally, it has been shown that the presence of negative correlations in the time-domain decrease with increased levels of sedation (Barttfeld et al., 2014) , implying a functional role for negative correlations in time for higher order cognitive processes. However, the exact nature of negative temporal correlations remains speculative. What can be added from the present study is that negative correlations regarding the amplitude of the power spectrum of BOLD signals in different networks fluctuate as a function of frequency. Interestingly, networks that often displayed a high positive strength contribution in one frequency showed a high negative strength contribution at another frequency, but this was not always the case. Although the present study does not give any conclusive answers to the role of negative correlations in the frequency domain, it seems clear that they appear to fluctuate across frequency and to fully understand the role of intrinsic connectivity the presence of negative correlations must be accounted for.
Considerations and limitations
We have identified several considerations and limitations that apply to the present work. First, movement artifacts can lead to frequency specific movement differences in different regions of the brain (Kim et al., 2014) . This is worth keeping in mind and perhaps hints towards the need for a frequency dependent scrubbing method. Second, we have only used amplitude based measures in the frequency domain. The main reason for us doing so was to be able to easily relate our findings to the fMRI literature that considers the frequency domain by bandpass filtering the signal. An interesting extension to the present work would be to examine the fluctuations of phase locked measures instead of PSD correlations. Third, we are at present unable to specify the exact biophysical properties which might relate to the shown differences in functional connectivity. Identifying the neurophysiological source of the described frequency fluctuations needs to be addressed in future work. However, we do relate our findings to some of the ongoing discussions regarding the neurophysiological origin of the BOLD signal (see below). Lastly, throughout this work we used a template for the purpose of dividing the global graph into different subgraphs/RSNs. It is interesting to consider an alternative scenario in which a dynamic reconfiguration of the RSNs themselves takes place at different frequencies. Such a scenario would allow a dynamic re-allocation of the membership of individual nodes between subgraphs as a function of frequency. The difference between the two perspectives is both subtle and important but was beyond the boundaries of the present work.
4.6. The underlying neuronal activity responsible for fluctuating network connectivity over frequency
In this work we approached the question predominantly from a signal processing perspective. We asked in what ways the frequency dependent brain connectivity varied over frequency. In the introduction we highlighted the significance this observation could have on the nature of the BOLD signal and it is worth reflecting upon putative neurophysiological mechanisms that might be responsible for the observed frequency dependency of key brain connectivity properties of restingstate fMRI data. We discuss three different areas of research which, taken together, suggest that the BOLD oscillations may correlate with neuronal oscillations.
First, a considerable amount of research has been carried out to investigate BOLD signal fluctuations to different electrophysiological frequencies. Foremost, the BOLD signal has been related to neuronal activity in the gamma range of the post-synaptic electrophysiological signal (Leopold et al., 2003; Shmuel and Leopold, 2008; Schölvinck et al., 2010) , but also related to a range of other frequency bands (often in the theta, alpha and beta bands) in simultaneous EEG-fMRI studies (Mantini et al., 2007; Jann et al., 2010; Chang et al., 2013; Tagliazucchi et al., 2012b) . A similar frequency range for brain connectivity has also been seen in MEG resting-state networks (de Pasquale et al., 2010 (de Pasquale et al., , 2012 Brookes et al., 2011; Hipp et al., 2012) . In a recent study, the BOLD signal was found to be correlated with a low deltatheta band and a high beta-gamma band signal in local field potential recordings in macaque prefrontal cortex (Hutchison et al., 2015) . Additionally, it has also recently been shown that fMRI connectivity is related to different MEG connectivity frequencies with correlations in an extended frequency range (2-128 Hz, see Hipp and Siegel, 2015) .
Second, it has been proposed that the correlative activity in resting state dynamics is an emergent property of different brain regions oscillating at a gamma frequency (Cabral et al., 2011) . Third, in an electrophysiological study using multiple datasets, the timescale of autocorrelations was found to vary across the cortical hierarchy (Murray et al., 2014) . The correlations were quicker at the lower end of the hierarchy (e.g. sensory areas) and slower at higher levels of the hierarchy (e.g. prefrontal areas). The abovementioned studies suggest that there exist a correlation between BOLD signal fluctuations and different aspects of the electro-physiologically measured oscillations in neuronal activity. Moreover, these studies also suggest that electro-physiological oscillations may create networks of connectivity that can be detected using resting-state fMRI. However, it is as of yet unknown if the frequency contents of the fMRI BOLD signal (or its connectivity across brain areas) are related to the frequency contents of electro-physiological signals (or connectivity driven by those signals). If this is indeed turns out to be the case, the findings presented here which suggests differences in graph theoretical properties across the frequency band will be of importance to understand the underlying oscillations in neuronal activity.
Outlook on the usage of f-graphlets in dynamic functional connectivity studies
We anticipate that the present work can be expanded along several directions. We have limited our analysis to the conventional frequency range for low frequency resting-state fMRI (0.01-0.1 Hz). However, recent research has indicated that frequencies up to 1.4 Hz might contain information relevant for functional connectivity (Boubela et al., 2013 ). An obvious extension to the present results would be to analyze the topographical dynamics of the large-scale connectome in the higher frequency regime. Another exciting possible avenue for further research would be to extend the f-graphlet approach presented here into connectivity over both time and frequency that permits tracking of changes in hub connectivity along both dimensions simultaneously. This would circumnavigate the problem mentioned above regarding the usage of sliding windows in the temporal domain since each frequency can have different temporal lengths. Moreover, we foresee a usage of f-graphlets and dynamic functional connectivity in the clinical realm, an area of research that mostly have employed analytical strategies that emphasized connectivity in the temporal domain (Fox and Greicius, 2010; Zhang and Raichle, 2010) .
In summary, we have presented data suggesting that there is a profound relationship between resting-state BOLD signal frequency and key network properties of the large-scale functional connectome. We believe that the results presented herein provide an important step to further our understanding of the ongoing dynamics in the large-scale functional brain connectome. The frequency-dependency of network integration, network-network connectivity, and betweenness centrality shown here opens up a new avenue for dynamic brain network research and the possibility to link dynamic changes in network topology to changes in cognitive function as well as to gain knowledge of the abnormal connectivity patterns believed to be present for psychiatric disorders.
