A theoretical framework to analyze the rate-distortion performance of a light field coding and streaming system is proposed. This framework takes into account the statistical properties of the light field images, the accuracy of the geometry information used in disparity compensation, and the prediction dependency structure or transform used to exploit correlation among views. Using this framework, the effect that various parameters have on compression efficiency is studied. The framework reveals that the efficiency gains from more accurate geometry, increase as correlation between images increases. The coding gains due to prediction suggested by the framework match those observed from experimental results. This framework is also used to study the performance of light field streaming by deriving a view-trajectory-dependent rate-distortion function. Simulation results show that the streaming results depend both the prediction structure and the viewing trajectory.
Introduction
From fly-arounds of automobiles to 360
• panoramic views of cities to walkthroughs of houses, 3-D content is increasingly becoming commonplace on the Internet. Current content, however, offers limited mobility around the object or scene, and limited image resolution. To generate high-quality photorealistic renderings of 3-D objects and scenes, computer graphics has traditionally turned to computationally expensive algorithms such as ray-tracing.
Recently, there has been increasing attention on image-based rendering techniques that require only resampling of captured images to render novel views.
Such approaches are especially useful for interactive applications because of their low rendering complexity. A light field [1, 2] is an image-based rendering dataset that allows for photo-realistic rendering quality, as well as much greater freedom in navigating around the scene or object. To achieve this, light fields rely on a large number of captured images.
The large amount of data can make transmitting light fields from a central server to a remote user a challenging problem. The sizes of certain large datasets can be in the tens of Gigabytes [3] . Even over fast network connections, it could take hours to download the raw data for a large light field.
This motivates the need for efficient compression algorithms to reduce the data size.
Numerous algorithms have been proposed to compress light fields. The most 1 now with NetEnrich, Inc., Santa Clara, CA 2 The authors would like to thank Markus Flierl for his valuable comments on this manuscript.
efficient algorithms use a technique called disparity compensation. Disparity compensation uses either implicit geometry information or an explicit geometry model to warp one image to another image. This allows for prediction between images, such as in [4] [5] [6] [7] [8] [9] [10] , encoding several images jointly by warping them to a common reference frame, as in [11, 12, 8, 13] , or, more recently, by combining prediction with lifting, as in [14, 15, 9] . This paper considers a closed-loop predictive light field coder [16, 9] from the first set of techniques.
In this light field coder, an explicit geometry model is used for disparity compensation. For real-world sequences, this geometry model is estimated from image data using computer vision techniques, which introduces inaccuracies.
In addition, lossy encoding is used to compress the description of the geometry model, which leads to additional inaccuracies in the geometry data. Light field images, captured in a hemispherical camera arrangement, are organized into different levels. The first level is a set of key images, where each image is independently compressed without predicting from nearby images. These images are evenly distributed around the hemisphere. Each image in the second level uses the two nearest neighboring images in the first level to form a prediction image with disparity compensation. The residual image resulting from prediction is encoded. The images in the third levels uses the nearest images in the first two levels for prediction, and so on, until all the images in the light field are encoded.
As theoretical and experimental results later in this paper will show, using prediction typically improves compression efficiency. It also, however, creates decoding dependencies between images. While this is acceptable for a download scenario where the entire light field is retrieved and decoded, for other transmission scenarios such as interactive streaming, decoding dependencies may affect the performance of the system. This paper considers an interactive light field streaming scenario where a user remotely accesses a dataset over a best-effort packet network. As the user starts viewing the light field dataset by navigating around the scene or object, the encoded images that are appropriate for rendering the desired view are transmitted [17, 18] .
For interactive performance, there are stringent latency constraints on the system. This means that a view, once selected by the user, must be rendered by a particular deadline. Due to the best-effort nature of the network and possible bandwidth limitations, not all images required for rendering that view may be available by the rendering deadline. In this case, the view is rendered with a subset of the available set of images, resulting in degraded image quality. The decoding dependencies due to prediction between images will affect the set of images that can be decoded, and thus the rendered image quality and the overall streaming performance.
This paper presents a theoretical framework to study the rate-distortion performance of a light field coding and streaming system. Coding and streaming performance is affected by numerous factors including geometry accuracy, the prediction dependency structure, between-view and within-view correlation, the image selection criteria for rendering, the images that are successively transmitted and the user's viewing trajectory. The framework that is presented incorporates these factors into a tractable model.
This work is based on the theoretical analysis of the relationship between motion compensation accuracy and video compression efficiency [19] [20] [21] [22] [23] . It is also closely related to the theoretical analysis of 3-D subband coding of video [24] [25] [26] . Prior theoretical work has analyzed light fields from a sampling perspective [27] [28] [29] , but not a rate-distortion perspective as in this work.
This paper is organized as follows. The theoretical framework for coding the entire light field is described in Section 2, along with simulation and experimental coding results. Section 3 presents the extension to light field streaming, along simulation results and comparison to the results of light field streaming experiments.
2 Compression Performance for the Entire Light Field
Geometric Model
The formation of light field images depends on the complex interaction of lighting with the scene geometry, as well as surface properties, camera parameters and imaging noise. A simple model of how light field images are generated is required for a tractable rate-distortion analysis of light field coding. This simplification starts by modeling the complex 3-D object or scene represented by the light field as a planar surface. On this planar surface is a 2-D texture signal v(x, y) that is viewed by N cameras from directions r 1 , r 2 , · · · , r N . This arrangement is illustrated in Figure 1 .
The light field is captured with parallel projection cameras. This assumption allows the camera to be parameterized in terms of the camera direction, without need of knowing the exact camera position. This simplifies the derivation when later modeling geometry inaccuracy. The camera is also assumed to suffer no bandlimitation restriction due to imaging resolution limits, as would a real camera viewing the plane at a grazing angle. The planar surface that represents the object is considered to be approximately
Lambertian, that is, its appearance is similar from all viewpoints. Any nonLambertian or view-dependent effects are modeled as additive noise. Included in this noise term is any image noise from the camera.
When predicting or warping one image to one another, it is useful to consider the images in the texture domain. A camera image can be back-projected onto the planar geometry to generate a texture image that is very similar to the original texture v. The geometry, however, is not accurately known. The geometry error can be modeled as an offset ∆z of the planar surface from its true position, as illustrated in Figure 1 .
When the camera image is back-projected from view i onto this inaccurate planar surface, this results in a texture image c i that is a shifted version of the original texture signal v. An additive noise term n i accounts for effects such as image noise, non-Lambertian view-dependent effects, occlusion or any aspect of geometry compensation that is not described by this simple model of geometry compensation. The back-projected texture image is given by the equation
The shift, which depends only upon the camera's viewing direction r i = [r ix r iy r iz ] T and the geometry error ∆z, is described by the equation
As the eventual goal is a frequency-domain analysis of these signals, the transfer function of the shift can be represented by S i (ω x , ω y ) = e −j(ωx∆ xi +ωy∆ yi ) .
The image vector
T represents the set of light field images or texture maps that have already been compensated or corrected with the true geometry, up to the inaccuracy (∆ x , ∆ y ). A light field coder does not encode these geometry-compensated images independently, but first tries to exploit the correlation between them. Note that perfect knowledge of the geometry would mean that the geometry-compensated images are perfectly aligned. Previous analyses of DPCM systems such as in [30, 31] have assumed that the effect of quantization errors on prediction efficiency is negligible for sufficiently fine quantization. The observations from these analyses agree reasonably well with experiments. In the following analysis, the assumption that the effect of quantization errors on prediction efficiency can be neglected for sufficiently fine quantization is also made.
Statistical Model
The texture signal v is modeled as a wide-sense stationary random process, that has been appropriately bandlimited and sampled on a grid with unit spacing in the x and y directions. The power spectral density (PSD) Φ vv (ω x , ω y ) of this signal is defined over
The PSD of a signal can be derived as the discrete Fourier transform of its autocorrelation function.
The noise images n = n 0 , n 1 , · · · , n N are also defined in a similar manner, as jointly wide-sense stationary signals. The cross-correlation between n i and n j is given by the PSD Φ n i n j , which can be collected into an overall PSD matrix Φ nn for n. The noise term n is assumed to be independent of the texture signal v.
By collecting the set of shift transfer functions {S i } into a column vector
. . .
the PSD of corresponding vector signal c is
where the superscript H represents the complex-conjugate transpose of a matrix. Since c and n are vectors of size N , both Φ cc and Φ nn are matrices of size N × N . The independent variables (ω x , ω y ) have been omitted, but each term in (4) depends on them.
In (4) the geometry error ∆z which influences the vector S is a deterministic quantity. Letting ∆z be a random variable, independent of c and n, with a probability density function (pdf) p, the revised equation,
is obtained, where The power spectrum of the error image signal e is
where T is the linear transformation matrix described in the previous section.
Again, note that Φ ee is a matrix of size N × N .
Rate-Distortion Performance
Knowing the PSD of the residual error images (7), it is possible to derive the rate-distortion performance for each of these images. The rate-distortion function for a two-dimensional stationary Gaussian random process x with PSD Φ xx is given in parametric form, with rate
and distortion
where the parameter φ ∈ [0, +∞) traces out the rate-distortion curve [32] [33] [34] [35] .
Thus, if the signals v and n are assumed to be jointly Gaussian and stationary, implying c and e are also stationary and Gaussian, then the rate-distortion function for c and e can be determined by (8) and (9). This does not necessarily hold for a closed-loop system. Nevertheless, under the assumptions of highrate uniform quantization, the energy of the quantization error asymptotically tends to zero, thus the effects of quantization errors on prediction efficiency may be neglected. With this model, the coding gain of using either prediction or transform coding across images, can be calculated.
In [20, 21, 24] , a related performance measure, the rate difference, is used to measure this coding gain for high rates. The rate difference, at high rates, of coding the signal e i instead of the signal c i is given by
which can be found by substituting (8) into the first line of (10). Only the difference in rate needs to be considered, since the coding distortion for both signals is approximately identical at high rates. In the rest of the analysis, although an assumption of high-rate is used, the rate-distortion function, as given in (8) and (9), will be the main focus.
The rate-distortion function for the residual error signals needs to be related to the rate-distortion performance for the entire light field. In a light field coder, the error residual images {e i } in Figure 2 are reconstructed, giving reconstructed error residual images {ê i }, and then inverse transformed to produce the reconstructed images {ĉ i }. The distortion of a light field, due to coding, is measured between the original and reconstructed images
How the distortion term is related to the coding distortion of the error residual images, depends on whether the transform T refers to closed-loop prediction or open-loop transform across images. For closed loop prediction, the quantization distortion between the reconstructed and original light field images is identical to that between the reconstructed and original residual images, as discussed, for instance, in [36] :ĉ
Thus, the light field distortion due to coding for the closed-loop case, can be written as
where
For the open-loop case, it is assumed that the transform T is unitary. Then, it can be shown [37] that the distortion can be written as
identical to the closed-loop case (13) . Therefore, for both the open-loop and closed-loop cases, the overall distortion of the light field is written as the sum of the distortion for each residual error image. The operational rate for independently encoding the residual error images, on the other hand, is simply measured as the sum of rates,
where R e i (φ) is defined in (8) , substituting e i for x. In (13) and (14), an identical value of φ is applied to all images. In general, a different value φ i could be used for each image i. However, at high rates, D e i (φ i ) ≈ φ i and, typically, constant quality or distortion is desired for each image. Thus, φ i = φ can be used for all images i. Note that, in this analysis, the bit-rate for the geometry is neglected.
Simulation Results
According to the theoretical model, the compression efficiency of light field encoding is affected by several different factors: the spatial correlation ρ of the image; the view-dependent image noise variance σ 2 N , which is a measure of the correlation between images; the geometry error variance σ 2 G ; the camera viewing directions {r i }; and the prediction dependency structure, captured by the matrix T .
The geometry error z is modeled as a zero-mean Gaussian random variable with variance σ 2 G . In light of the simplifying assumption of a planar geometry, the exact shape of the pdf is not important. Rather, the salient point is that by varying σ 2 G the effect of geometry error can be studied. An isotropic, exponentially-decaying autocorrelation function in the form
is used as a correlation model for images [19, 38] . The spatial correlation coefficient ρ is based on the image characteristics, and is specific to the light field.
The PSD of the images is computed by taking the Fourier transform of this autocorrelation function (15) . The noise signals n i are assumed to have a flat power spectrum with noise variance σ 2 N .
Except for the prediction structure, and possibly the geometry error, the factors that determine compression efficiency are fixed for a light field. With a theoretical model, however, it is possible to determine the effects of each of these factors, which may be difficult or impossible to do experimentally.
The importance of prediction structure and geometry information can also be studied.
The rate difference performance measure is used to study the effects of these various parameters. It represents the bits per object pixel (bpop) that are saved by using a particular prediction scheme, over simple independent encoding of the images. A more negative rate difference value means better compression efficiency.
The experiments in this section use the real-world Bust light field, which consists of 339 images, each of resolution 480 × 768, and the synthetic Buddha light field, which consists of 281 images, each of resolution 512 × 512. Results for other data sets can be found in [37] . For the theoretical results, the value for spatial correlation ρ = 0.93 is estimated from the image data, for both the Bust and the Buddha light fields. Likewise, the actual camera positions of the light field is used to determine texture shifts.
Theoretical simulation results, showing rate difference performance, are given in Figure 5 , for the Bust light field, and Figure 7 , for the Buddha light field.
Three different encodings are studied. These are illustrated in Figures 3 and   4 , for the Bust and Buddha light fields respectively. The first encoding, using independent coding of each image and no prediction between images, serves as the reference. The rate difference of this reference scheme is ∆R = 0. The prediction-based encoding schemes groups images into either two or four levels, where images in the lower levels are used to predict images in levels above.
The rate difference of the two prediction-based encoding schemes is shown for two levels of geometry accuracy σ represents an accurate geometry model. These two levels of geometry error represent the two extremes on the range of geometry error levels to be considered, and the actual geometry error level will likely fall somewhere within this range. (c) Prediction -4 levels are inter-dependent. Prediction between images can lead to significant improvements in compression performance, compared to not using prediction.
Increasing the number of levels of images in the prediction structure, however,
gives only modest gains. When using prediction, geometry accuracy can have a significant effect on compression efficiency. The rate difference of the curves that use exact geometry is significantly better than that of curves with the less accurate geometry.
Also, the graph indicates that a light field that has more inter-view correlation, The numerical results obtained from the theory show how the various parameters of a light field coding system affect compression performance. In particular, when there is correlation between images and good geometry accu-racy, prediction can significantly improve results. With prediction, a residual image is encoded instead of the original image, resulting in fewer bits used.
When more images are predicted, as is the case with more levels of prediction, then the overall compression efficiency improves. Prediction with two levels of images, however, seems to exploit most of inter-view correlation, and there is a small, but limited benefit from using more levels. Buddha dataset is a synthetic and accurate geometry is known, the curves for σ 2 G ≈ 0 can be used, whereas for the Bust, somewhere between the inaccurate and accurate geometry curves. The reduction in bit-rate between using two levels of images, and four levels of images, is much smaller, only about 0.15 bpop for both datasets. This corresponds with the observation from the theoretical results that additional levels of prediction give small but limited improvement in compression performance.
Extension to Light Field Streaming

View-trajectory-dependent Rate-Distortion
So far, the rate-distortion performance considers only encoding all the images in a light field. This is appropriate for scenarios such as storage or download of an entire light field, where the entire light field can be compressed and decompressed, but is less applicable to scenarios such as streaming where only the necessary or available subset of images is used for rendering. When interactively viewing a light field, views are rendered at a predetermined time, which means that the necessary images must arrive by a particular deadline.
Streaming is abstracted as a process which transmits a set of images and, for each rendering instance, makes a particular set of images available. The details about the packet scheduling algorithm and the underlying network conditions are not required for this analysis.
For the streaming scenario, it is appropriate to consider the view-dependent rate-distortion function. The rate is counted over all images that are needed to render the view trajectory, including those that are needed for decoding due to prediction dependencies, in addition to those for rendering. The distortion is measured between the rendered trajectory using the original uncompressed light field, and the rendered trajectory using the reconstructed light field. Using this view-trajectory-dependent rate-distortion measure accounts for both the compression efficiency of a particular prediction scheme and the random access cost of the prediction dependency.
In order to understand this theoretically, the process of rendering an image must be modeled. A number of reference images may be used to render a particular view. To render a pixel in the novel view, pixels from the reference images are geometry-compensated and linearly combined. Accordingly, a rendered view v W , for view W , is modeled as a linear combination of the light field images {c i }, given by the equation
where K W,i is the rendering weight for view W and image i. The rendering weights are determined by the rendering algorithm, according to factors such as difference in viewing angle [39] . Images that are not used in rendering that view are given the weight of 0. This model only approximates the actual rendering process since a single rendering weight is used per image, instead of per pixel.
Rendering from the reconstructed light field images {ĉ i }, not all the images in the light field may be available. This may happen often in a streaming scenario where rendering uses whatever images are available at rendering time. In this case, the rendering weights for the view {K W,i } may be different than those for the rendering from the original images (16) . The distorted rendered vieŵ v S can be written asv
With this rendering model, distortion in the rendered view W due to coding can be calculated as
To derive (19) , (16) and (17) are substituted into (18) . By adding and subtracting the quantity Σ N i=1K W,i c i , (20) is obtained, and (21) follows by grouping terms. Assuming closed-loop predictive coding and substituting in (11), (22) is obtained. By assuming the quantization error e i −ê i is uncorrelated with the original signals c 1 , c 2 , ..., c N , the cross-terms are dropped and the result is the approximation in (23). This assumption is reasonable for smooth probability density functions and uniform quantization, in the high rate regime [40, 41] .
Under these conditions, and if none of the signals e i are identical, then it is reasonable to assume that the quantization errors are uncorrelated with each other. Thus, the remaining cross-terms are dropped and the result is the approximation (24) . D e i (φ) represents the distortion due to coding for residual error i, as defined in (9) . The first term in (24) can be expanded to give the expression in (25) , which can then be re-written in terms of the known PSD Φ cc in (26) .
The two terms in (26) 
The rate for image i, R e i (φ) is defined in (8) and is calculated from the PSD matrix Φ ee . The distortion for the trajectory,
is simply the average over the distortion for each view W t , and |W| is the number of views in trajectory W.
Streaming Simulation and Experimental Results
The rate-distortion performance for a streaming session can be computed from the theoretical model. The rate-distortion performance for streaming depends upon which images are transmitted, and which images are used for rendering. The interactive light field streaming system of [17, 18] selects images for transmission so as to optimize rendered image quality, with constraints and knowledge about the network. For low to medium rate scenarios, only a small subset of the images required for rendering may be transmitted. Streaming traces can provide the images that were transmitted, whether they were received, and, if so, when they were received, all for a given streaming session.
This can determine the images used for rendering. The theoretical rate can be calculated based on the images that the trace indicates are transmitted.
The rendered distortion can be calculated by first determining the rendering weight vectors for the available images, and then calculating the theoretical distortion.
Several parameters need to be set for each light field used in the theoretical derivation, as described in Section 3.1. These include the noise variance σ rates, in both the experimental and theoretical results. More details about the light field streaming system can be found in [17, 18] . A comprehensive set of simulation results, including those for other data sets, can be found in [37] . cate that the theoretical framework can reasonably explain actual streaming results. This theoretical framework could be used, for instance, to better design coding prediction dependencies or scheduling algorithms. In [42, 37] , the theoretical rate-distortion framework is found to be a useful tool in estimating distortion values when doing rate-distortion optimized packet scheduling. In that work, the theoretical framework is used in a hybrid manner together with samples of actual distortion values. The resulting estimated distortion allows the system to achieve nearly the same rate-distortion streaming performance as when using actual distortion values [42, 37] .
Conclusions
A theoretical framework to analyze the rate-distortion performance of a light field coding and streaming system is proposed. In the framework, the encoding and streaming performance is affected by various parameters, such as the correlation within an image and between images, geometry accuracy and the prediction dependency structure. Using the framework, the effects of these parameters can be isolated and studied. Specifically, the framework shows that compression performance is significantly affected by three main factors, namely, geometry accuracy, correlation between images, and the prediction dependency structure. Moreover, the effects of these factors are inter-dependent.
Prediction is only useful when there is both accurate geometry and sufficient correlation between images. The gains due to geometry accuracy and image correlation are not simply additive. The larger the correlation between images, the greater the benefit of more accurate geometry over less accurate geometry. In converse, with low correlation between images, there is little benefit to any level of accuracy in the geometry. In the datasets studied, the theory indicates that most of the benefit of prediction is realized with only two levels of images in the prediction dependency structure. This result is confirmed by actual experimental results.
The theoretical framework for light field coding is extended and used to study the performance of streaming compressed light fields. In order to extend the framework, a view-trajectory-dependent rate-distortion function is derived.
The derivation shows that the distortion is composed to two additive parts: distortion due to coding, and distortion resulting from using only a subset of the required images for rendering. Theoretical simulation results, using actual streaming traces, reveal that the prediction structure that gives the best streaming performance depends heavily upon the desired viewing trajectory.
Independent coding of the light field images is, in fact, the best trajectory for certain view trajectories of certain datasets. This observation is confirmed with actual streaming experimental results. The simulation results, in general,
show similar trends and characteristics to the actual experimental streaming results. There is not an exact match, due the numerous simplifications and assumptions made in the model to make the analysis tractable. The framework, despite these limitations, has been effectively used as part of the procedure for estimating distortion values for rate-distortion optimized packet scheduling.
