Abstract: A nonlinear theorem of the alternative is proposed which needs no regularity assumption. Several equivalent formulations are derived under various additional hypotheses.
(y,z)ES, y E -P, z E int(-Q).
Such a characterization, which should not require any additional regularity hypotheses, is desirable, since many notions of optimality, efficiency, or infeasibility reduce to the inconsistency of a system like (I). For any real topological vector space E let us denote by E* the continuous dual. For xEE and x* E E* we write <x*,X> instead of x*(x), and if KcE is a convex cone, we denote the polar cone of K by K* := {x* E E*I <x*, x> ;:::°V xE K} .
Then the classical Lagrangean condition concerning the inconsistency of (I) may be formulated as follows: There exists (y*,z*) EY*xZ* such that (2) y*EP*, z*EQ*, z**O, O=:;<y*,y>+<z*,z> V (y,z) ES.
It is obvious that the consistency of (2) is a sufficient condition for the inconsistency of (1) . Indeed, (1) and (2) cannot have solutions at the same time. (note that zEint (-Q) and z* E Q*, z* *°imply <z*, z> < 0). However, the consistency of (2) is not a necessary condition for the inconsistency of (I),
unless an additional regularity assumption is imposed. A classical example of such a regularity condition is the following:
int P * 0, and 0Y E int(Sy+P).
Under (3) it can be shown that (2) has a solution if (I) is inconsistent. Hence, under the regularity assumption (3) we have a theorem of the alternative: Of the two systems (1) and (2) one, and only one, has a solution.
Theorems of the alternative furnish a convenient tool to derive optimality conditions for many types of optimization problems. We refer the reader to [2] , [3] for a comprehensive bibliography of theorems of the alternative in connection with optimality conditions. Unfortunately, assumption (3) is too strong for many purposes. 80, there have been numerous attempts to weaken this assumption. In this note we want to propose a necessary and sufficient condition for the inconsistency of (1) , which is close in form to (2) and which needs no regularity assumption at all. This condition is given in Theorem 1 below. Moreover, under the classical assumption (3) this condition is readily shown to be equivalent to the classical Lagrangean condition (2) . This equivalence is established in Theorem 3. In the linear case, i.e., if 8:= (AxB) (X), where X is a locally convex topological vec tor space and A: X~Y, B: X~Z are continuous linear mappings, our condition is equivalent to the following statement: There exists z* E Z* such that z* E Q*, z* =1= 0, -B*z* E weak*-cl A*(P*) (where A*, B*are the adjoints of A and B). A similar equivalence holds 1n the affine case and is established in Theorem 4. (i) System (1) has no solution.
(ii) There exists (z*, t*) E Z* x lR such that (4) z*EQ*, t*~O, (z*,t*) *0;
for all £ > 0 and for all finite subsets 'lJ" eS there exists y* E p* such that t*-£~<Y*,y>+<z*,z>
Froof. a) Let (z*, t*) E Z* x lR satisfy (4). From (4) it follows in particular that t*~<z*,z> for all (y,z) ES with yE-P. Let (y,-;') be a solution of (1).
Then t*-<z*,-;'>~O. But he re both terms on the left hand side are nonnegative, and from (z*,t*) *0 at least one is positive, a contradiction, Le., 
is satisfied with z* = 0, t* = 1.
Gase 2: OESy+P. In this case the convex set V:= {zEZ I (y,z) ES, yE-P} is nonempty, and since (1) has no solution, V is disjoint from the convex cone int (-Q).
The weak separation theorem [9, p. 64] yields z* E Q*" {O} such that <z*, z>~0 V z EV. It follows that the system (y, z) ES, Y E -P, <z*,z> < 0 has no solution.
Fix 'Li:= {(Yi,zi) I i= 1, ... ,n}, a finite subset of S, and £>0.
Choose (y , z ) ES wi th y E -P (which is possible due to the hypothesis of case 2).
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Set t. :=<z*,z.> (i=O,l. .. ,n), and 'tf:=conv{(y.,t.)li=O,l, ..•. ;nlc.y~JR. the sufficiency is obvious.
3) Theorem 1 also gives a necessary and sufficient condition for the inconsistency of the system xE C,
where C is a convex set and f : C::+Y, g: C:f Z aremultivalued mappings. For this purpose we have to assume that f is P-convex (which means {(x,y) E C x Y Y E f (x) + P} has to be convex) and that g is Q-convex (which mea~s {(x,z) ECxZ I zEg(x) +Q} has to be convex). We set
Then S is convex. Since P + P = P and Q+ int Q = intQ, the inconsistency of the above system is then equivalent to the inconsistency of (l). It is easily seen that in this case in (4) 4) If we assume that Q =1= Z, then we can replace t*~0 by t* = 0 in condition (4) of Theorem I. We only have to verify the necessity of this modified condition, for which we give an alternative
proof:
Like~n case 2 of the proof above we obtain z* E Q*' {O} such that the system (y,z) ES, y E -P, <z*,z> < 0 has no solution (if V is empty, then any z*EQ*' {O} will do). Now let 
Equivalent formulations
In this section we establish, under additional regularity assumptions, two equivalent -and more familiar -versions of statement (ii) in Theorem I.
Our overall assumption, stated in the introduction, remains in force.
Theorem 2. Assume that there exists a finite subset 1f"cs y such that (5) 0 Eint (conv ¥ + P) • Then the following statements are equivalent:
(i) There exists (z*,t*) E Z* x JR satisfying (4).
(ii) There exists (y*,z*) E y* x z* satisfying (2).
Froof. Obviously, if (y*,z*) satisfies (2), then z* and t* := 0 satisfy (4).
Conversely,.let (z*,t*) satisfy (4). From (5) it follows that OESy+P, hence z* =1= 0 (see remarkl following Theorem I). Remark. If int P =1= f/J or if Y~s finite-dimensional, then (6) 0 E int(Sy + P) s a sufficient condition for the existence of lf satisfying (5).
q.e.d.
Proof. a) Assume that int P * C/J, and let (6) hold. Then (Sy + P) n int.(...,P) * C/J, and therefore OE (Sy + P) + int l' = Sy + int P. Choose yOE Sy such that OE yO+ int P.
Then (5) (i) There exists (z*, t*) E Z* x 1R satisfying (4).
(ii) There exists (z*, t*) E z* x 1R satisfying b) Let (z*,t*) satisfy (4) . Assume that (z*,t*) does not satisfy (7),~.e.,
(O,-z*,t*)~weak*-cl lJ.. Then the strong separation theorem provides (y,z,t)EYxZX]R such that (y,z,t)E-£'I* and <-z*",z>+t*t>O.
(y,z,t)E-£'I* implies that (y, z, t) E K S *= cl K S and y E -P**= -P. By definition of K S we have t~O. Let us first consider the case t>O. Normalizing (y,z,t) such that t = 1 we obtain (y,z, 1) E cl K S ' and thereby, since S is closed, (y,z) ES.
Moreover yE-P and t*><z*,z>. But (4) implies that t*~<z*,z> for all (y,z) ES wi th y E -P. Hence we have obtained a contradiction.
In case t =°we have O><z*,z>, (y,z,O) Ecl K S ' yE-P. Assume that there exists (yO,zo,l) Ecl K S with yOE -Po Then for all r~°sufficiently large it follows that (yo+ry,zo+rz) ES,yo+ryE-P, t*><z*,zo+rz> ; this contradicts (4) again.
If there is no (yO,zo,l) Ecl K S with yOE-P, then z*=O, t*= 1 meets the requirements of (7). Otherwise, if (0,0, I)~weak*-cl" £'I, then as before the strong separation theorem provides (y,z,t) EYx Zx]R sucl). that (y,z,t) Ecl K S ' yE-P and t>O. This gives a contradiction to the non-existenceof (yO,zo,l)
as above. So altogether we have obtained that (7) The assumptions concerning Y, Z, P, Q remain as before. With these specifications system (1) becomes then (8) x E X,
and condition (4) becomes (9) z* E Q*, t*~0, (z*, t*) =1= 0; (ii) There exists (z*, t*) E z* x JR satisfying (10) { z* E Q*, t*~0, (z*, t*) =1= 0;
(-B*z*, <b,z*>+ t*) Eweak*-cl r, where r := { (A*y*, <-a,y*» I y* E P*} cX* x ]R.
Proof. Obviously, Ax-a E -P,
-10 -<z*, Bx-b> < T o has no solution for T::;t*. But it does have a solution for T> <z*,Bx -b>. Let T* be the infimum of all T such that this system has a solution. Then t*::; T* < 00, hence T*~0 and (z*, T*) =I: O. Moreover, by the definition of T* the system (*) x E X, Ax -a E -P,. <z*, Bx-b> < T* has no solution. Assume now that (Z*,T*) does not satisfy (10). Then (-B*z*,<b,z*>+ T*)~weak*-cl r. By the strong separation theorem we obtain (x, t) E X x lR such that O~<A*y*,X>+<-a,y*>. t=<y*,Ax-at> Vy*EP*, 0< <-B*z*,X> + (<b, z*> + T*) • t = -<z*, Bx-bt> + T*t.
Since P** = P this implies Ax -at E -P, <z*,Bx-bt> < T*t.
Clearly it is enough to consider the cases t = l,t = 0, and t = - follows for all r > 0 large enough that x + r(x+x ) solves (*), onee more a contradiction. SO (Z*,1'*) satisfies (10).
Case 2: x E X, Ax-a E -P has no solution.
In this case (10) is satisfied for z* = 0, t* = I. Otherwise we have (0,1)~weak*-cl r, and similar to case I the strong separation theorem gives (x, t) E X x lR such that Ax -at E -P and t > O.
This contradicts the hypothesis of case 2.
1£ Y=]Rn and P = p* = n\, then r is weak*-closed, and (10) simplifies~n the same way as indieated in the remark following Theorem 3.
Characterization of weakly efficient points
The results obtained so far can be used to characterize weakZy efficient points. Besides our overall assumption concerning Y, Z, P, Q we assume that C is a convex set, f : C~Y and g : C~Z are mapp~ngs which are P-convex and Q-convex respectively, D : = {x E C I f(x) E -P } .
We consider the problem function for all tE T, and T is an arbi trary set.
