Abstract-We show that a correct use of the Wigner Distribution (WD) for time-frequency signal analysis requires use of the analytic signal. This version, often referred to as the Wigner-Ville Distribution (WVD), is straightforward to compute, does not exhibit any aliasing problem, and introduces no frequency artifacts. The problems introduced by the use of the Wigner Distribution with a real signal are clarified.
I. INTRODUCTION
The Wigner Distribution has been investigated by several authors as a tool for time-frequency signal analysis, and several applications have been proposed in different domains.
Although it has a unique origin in quantum mechanics, in signal processing the different versions proposed differ slightly. The first objective of this correspondence is to show that, for a better time-frequency signal analysis, one should return to the original definition that uses the analytic signal. This version is often referred to as the Wigner-Ville Distribution (WVD) [8] .
Dejnition 1: The WVD of a real signal s ( t ) is expressed as follows:
where z ( t ) is the analytic signal associated with the real signal s ( t ) . It is calculated in the time domain as follows:
z ( t ) = s ( t ) + j . ~[ s ( r ) ]
where H [ ] stands for the Hilbert Transform; or it can be calculated in the frequency domain using the Fourier transforms Z ( f ) and S ( f ) of z ( t ) and s ( t ) as follows: 
where n,(t) = 1,
The WVD of such a signal is expressed as
where sin ux sincx = -. Figs. 7-10 . These results are in agreement with (7) and suggest that the analytic signal should be used for a better time-frequency analysis. This was also pointed out in [9] .
The next sections present the problem of computing the discretetime versions of the W D and the WVD.
DISCRETE-TIME VERSION OF THE WICNER DISTRIBUTION
If we let 0 = 7 / 2 in (3), we obtain the form
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Suppose s ( t ) is a band-limited signal sampled at the Nyquist rate [twice the maximum frequency of s (t)] resulting in a sequence of duration N, s(n).
A direct application of the integral form 3 to the discrete case leads to the following expression:
(DFT = Discrete Fourier Transform) (10) where At and Afare, respectively, the time sampling interval and the frequency sampling interval chosen correctly (as described below). Suppose now thatfmax is the frequency of the highest frequency component of the incoming signal. If s(n) is sampled at the Nyquist rate which is 2 . f m a x , then no samples are available at s ( n + m / 2 ) as is required for the WD.
This can be rectified in two ways: 1) by requiring that s ( r ) be oversampled at twice the Nyquist rate [ 1 1 1 (however, it is not in general possible to increase the sampling rate of the "available" digital data, as the analog signal is not available anymore); or 2 ) by use of interpolation easily obtained by adding N zeros to the result of the DFT of s ( n ) [ 121 (we do not lose or add any information by doing so).
Unfortunately, low-frequency artifacts are still present in the Wigner Distribution, as shown in Section 11. These low-frequency artifacts have no physical meaning. They have nothing to do with the method of interpolation or the sampling rate, as they are caused by interaction between positive and negative frequencies. We show below that all these problems do not occur when one uses the Wigner-Ville Distribution, i.e., the analytic signal. (Of course, it should be noted that a single sample of the analytic signal z ( t ) consists of a real part and an imaginary part which, intuitively, should be as effective as two real samples of the real signal s ( t ) . )
IV. ALIASING PROBLEM?
Considers( t), which when sampled at the Nyquist ratefS yields the spectral representation shown in Fig. 1 . The analytic discretetime signal z ( n ) has the spectrum shown in Fig. 2 . Consider now the signals s ' ( n ) = s ( n / 2 ) and z ' ( n ) = z ( n / 2 ) sampled at the same frequency f,. Their spectra are as shown by Figs. 3 and 
4.
The maximum spectral component of the signal s ' ( n ) = s ( n / 2 ) is now 2fm = f,, and the periodicity of the spectrum is stillf, unchanged. Aliasing occurs due to the overlap between positive and negative frequencies (Fig. 3) .
The maximum spectral component of the signal z ' ( n ) = z ( n / 2 ) is 2fm = fS and the periodicity of the spectrum is f,. No aliasing occurs because the power density spectrum is zero for negative frequencies and because a single complex sample of the analytic signal is as effective as two real samples of the real signal in eliminating aliasing.
Example: To emphasize this point, let us study the spectral extent of the WD of a signal with the spectrum in Fig. 5 (the analytic signal is shown in shading). In the frequency domain, the WD and WVD can be expressed symmetrically as follows: Taking into account the periodicity of the spectrum of the sampled signal s( n), (Figs. 3 and 4) , we obtain the following spectrum for the WD and WVD (Fig. 6 ) (WVD is shown in shading).
Therefore, the WVD is straightforward to compute, without any particular precautions. It suffices to compute the DFT of the product z ( n + m / 2 ) * z * ( n -m / 2 ) and to scale the frequency axis
. z (n)is calculated either in the time domain using an FIR filter or in the frequency domain as follows:
1) take the N-point DFT of s(n) to give S ( k ) ,
where IDFT = inverse DFT. We have: R ( n , -m ) = R * ( n , m ) [15] . metry by doing the following:
A Fortran program has been written which exploits this sym-1) calculating R ( n , m ) for m > 0 over the windowed range; . w ( n , ?) .
VI. COMPUTATION OF OTHER TIME-FREQUENCY DISTRIBUTIONS (TFD's)
where w ( n , 7 ) is a weighting function that belongs to the Cohen's class (for more details, see [16] ). An appropriate choice of w ( n , 7 ) yields one of the previously proposed definitions of TFD's [ 161.
It was shown that we can define a general formulation of TFD's as follows: 
where W ( t , f ) is the 2-D Fourier transform of w ( n , 7). We can therefore compute any other time-frequency distribution by applying the proper "time-frequency'' transformation to the result of the program WVD.
VII. CONCLUSION
The Wigner-Ville Distribution is the version to be used for a better time-frequency analysis. It is straightforward to compute, and no aliasing is created by the method. It contains essentially the same information as the Wigner Distribution, but does not exhibit low-frequency artifacts produced in the real WD. The WD could be justified only ifone already knows the signal to be analyzed and knows where the artifacts produced lie. Even, in this case, the WD must be computed at twice the rate of the WVD.
