Hazards of sandstorm are increasingly recognized and valued by the general public, scientific researchers, and even government decision-making bodies. is paper proposed an efficient sandstorm prediction method that considered both the effect of atmospheric movement and ground factors on sandstorm occurrence, called improved naive Bayesian-CNN classification algorithm (INB-CNN classification algorithm). Firstly, we established a sandstorm prediction model based on the convolutional neural network algorithm, which considered atmospheric movement factors. Convolutional neural network (CNN) is a deep neural network with convolution structure, which can automatically learn features from massive data. en, we established a sandstorm prediction model based on the Naive Bayesian algorithm, which considered ground factors. Finally, we established a sandstorm prediction model based on the improved naive Bayesian-CNN classification algorithm. Experimental results showed that the prediction accuracy of the sandstorm prediction model based on INB-CNN classification algorithm is higher than that of others and the model can better reflect the law of sandstorm occurrence. is paper used two algorithms, naive Bayesian algorithm and CNN algorithm, to identify and diagnose the strength of sandstorm in Inner Mongolia and found that combining the two algorithms, INB-CNN classification algorithm had the greatest success in predicting the occurrence of sandstorms.
Introduction
Sandstorms have become an important natural disaster affecting human survival and development. It is of great significance for disaster prevention and mitigation to study the occurrence regularity of sandstorms. Sandstorms often occur in Asia, Africa, Americas, and Australia [1] but have not been reported in Europe. Many studies have been carried out on the climatic characteristics of sandstorms. As the data and methods used are different, the conclusions are also quite different [1] .
Chang-qing et al. [2] introduced the sand-dust forecasting model called the Chinese Unified Atmospheric Chemistry Environment for Dust (CUACE/Dust). eir research showed that the results obtained by the CUACE/ Dust model are as good as the finer grids in the key areas of attracting attention. Wei et al. [3] proposed a new location method to detect the location and intensity of sandstorms using remote sensing images. eir research showed that this method can detect the center and intensity of sandstorms quickly and effectively. Han et al. [4] employed an index called surface temperature change (STC) for assisting in sandstorm forecast over Northwest China. eir research showed that the method has little value in predicting sandstorms in Northwest China. According to the national sandstorm data, Guoping et al. [5] found the wind erosion sites in sandstorm-affected areas are all in autumn and with the aggravation of soil erosion, the number of sandstorm days in one year also increases. Lu et al. [6] combined the BP neural network with genetic algorithm to establish and implement a sandstorm prediction model. eir research showed that the genetic neural network method has high accuracy in stability and running speed.
Kim et al. [7] compared two sandstorm models, Asian Dust Aerosol Model (ADAM) and Chinese Unified Atmospheric Chemistry Environment for Dust (CFAS/ Dust). eir research showed that both models produce similar results and that the predicted values are in good agreement with the observed results. In and Park [8] proposed a method to simulate such long-distance transmission events.
eir research showed that the present model can be used to predict the Huangsha event in Korea. American scholar Akhlaq et al. [9] proposed a hybrid design of a sand and dust storm detection system, which used wireless sensor networks and satellite imaging to detect all types of sand and dust storms. eir research showed that this hybrid method can effectively detect and predict all types of dust storms. Pérez et al. [10] studied the atmospheric model of a sand-dust area.
eir research showed that the model can predict the atmospheric life cycle of dust storm erosion.
Nowadays, some scholars have used different methods to analyze and classify satellite cloud images, but relevant studies are few. Remote sensing technology is an important means of mapping coral reef ecosystems. Gholoum et al. [11] classified the images by multiple linear regression analysis. eir research showed that the coral density map drawn by multiple linear regression models is reliable. Texture and shape analysis provides interesting possibilities for describing the structural heterogeneity of classes in high spatial resolution satellite images. Liu et al. [12] proposed an unsupervised ordered classification algorithm. eir research showed that the ordered classification method combined with spectral, texture, and shape information has better classification effect than the traditional method. Campagnolo and Caetano [13] proposed a satellite image classification method based on expert knowledge. e method was applied to real image datasets. eir research showed that the method is more accurate than the classification based on spectral data alone. Land cover classification analysis in satellite images is very important for monitoring ecosystem changes and urban growth over time. Nguyen et al. [14] used deep learning of high-resolution satellite images to generate pixel-based land cover classification.
roughout the research status of sandstorms, the research scholars mainly had taken the ground climate data of sandstorms as the research object and used data mining algorithms to establish a model, studying the occurrence law of sandstorms. However, there are few studies on the occurrence of sandstorms based on satellite cloud images and convolutional neural network algorithm. e convolutional neural network algorithm is a kind of deep neural network, which can extract features from massive data. e convolutional neural network algorithm has the features of local connection, downsampling, and weight sharing. But, the sandstorm prediction model based on the convolutional neural network algorithm only considers the influence of atmospheric movement on the occurrence of sandstorms. In order to solve this problem, combining with the naive Bayesian algorithm, we proposed an improved sandstorm prediction algorithm, improved naive Bayesian-CNN classification algorithm (INB-CNN classification algorithm), and established a sandstorm prediction model based on this algorithm and analyzed its prediction accuracy.
Convolutional neural network algorithm and naive Bayesian algorithm are very important data mining algorithms.
ey are applied to data analysis in the field of meteorology which can explore the internal relations among various meteorological elements and find various potential laws to reveal unknown meteorological theories. ey are not only important for meteorological science research but also useful in enriching weather forecasting methods and improving the level of weather forecasting, which plays an active and important role.
Data Sources
Establishment of a sandstorm prediction model based on the INB-CNN classification algorithm needs three datasets, which are as follows:
China's Series of Strong Dust Storms and Its Supporting
Dataset. is dataset comes from the National Meteorological Science Data Sharing Service Platform, which mainly records the occurrence sequence of China's strong dust storms from 1954 to 2007. Daily Dataset of China's Ground Climate Data. is dataset is derived from the information files of the national monthly reports on the ground. e dataset records the meteorological data of the ground monitoring stations all over the country, such as the local air pressure and temperature. China Land Regional Cloud Map (IR1) (Data Starting Time: 2005-05-30, 00:00; Data Termination Time: 2009-09-19, 00:00).
is dataset comes from the National Meteorological Science Data Sharing Service Platform.
We used the data from 2005 to 2007 in the three datasets to establish prediction models. e dataset to test the sandstorm prediction model based on the INB-CNN classification algorithm must be synchronized in time. e daily average of the observed data of four times a day (Beijing Time: 02:00, 08:00, 14:00, and 20:00) obtained from the aforementioned monthly meteorological report data file or real-time database is as follows:
(1) e daily average temperature, relative humidity, and ground temperature are the average values of four time observations. e temperature is 0°C. (2) In general, the daily average local pressure and daily average wind speed are the average values of four time observations, but in the absence of self-recording instruments, the daily average air pressure and daily average wind speed are obtained at 08:00, 14:00, and 20:00 time observations from the three time observation stations. erefore, this paper chooses the ground climate data and satellite cloud image data of sandstorm at 02:00, 08:00, 14:00, and 20:00 every day as the test set of the sandstorm prediction model based on the INB-CNN classification algorithm.
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Research on Sandstorm Prediction Model
Based on Naive Bayesian Algorithm 3.1. Data Preprocessing. e data preprocessing is shown in Figure 1 . e ground climate data of sandstorm used in this paper are unevenly distributed under di erent sandstorm grades. Dataset imbalance will make the prediction model based on this dataset over t in the level of large amount of data but under t in the level of small amount of data. According to the feature of the ground climate data of sandstorm, we used the SMOTE algorithm to deal with the problem of data imbalance. e intensity of the sandstorm is divided into ve grades: 1, 2, 3, 4, and 5 based on the single-station strong sand-dust storm standard. e undersampling method is used to deal with the data of sandstorm grade 1, and the number is reduced to about 4000 lines. e oversampling method, SMOTE algorithm, is used to enhance the data of sandstorm grades 2, 3, 4, and 5, and the number is reduced to about 4000 lines, respectively.
In order to facilitate this study, the experimental dataset is divided into two parts, training set and test set. e proportion is 3 : 1, as shown in Table 1 .
Establishing Sandstorm Prediction Model Based on Naive
Bayesian Algorithm. In order to vividly show the process of establishing a sandstorm prediction model based on the naive Bayesian algorithm, the process is drawn, as shown in Figure 2 .
We use the naive Bayesian algorithm to establish the prediction model, where the attributes are independent of each other. For this reason, the "average local pressure," "average temperature," "average relative humidity," "20-20 cumulative precipitation (cumulative precipitation from Beijing Time 20:00 to 08:00)," "small evaporation," "average wind speed," "sunshine hours," and "average temperature" are selected as characteristic attributes from the "daily dataset of surface climate data in China." When the value of an attribute is a continuous variable, it is called a numerical attribute. Usually, we assume that the values of numerical attributes obey normal distribution. e AdaBoost algorithm is used to improve the classi cation accuracy of the naive Bayesian algorithm. e parameters of the AdaBoost algorithm are set as follows: learning_rate: 0.1; base_estimator: GaussianNB (); n_estimators: 50; algorithm: SAMME.R.
Research on Sandstorm Prediction Model
Based on Convolutional Neural Network Algorithm 4.1. Image Annotation. In this paper, infrared satellite cloud images are used, and the format of satellite cloud images used in the experiment is ".AWX." Meteorological mapping software "MeteoInfo" is used to transform satellite cloud image format into ".PNG." en, according to the standard of single-station strong sand-dust storm, the transformed satellite cloud image is labeled by using the Python language, and the LMDB data source is made. After that, the satellite cloud image is processed by deep learning framework.
From the dataset of China Series of Strong Dust Storms and its Supporting Dataset, the site data of Inner Mongolia are collected. According the standard of single-station strong sand-dust storm, as shown in Table 2 , the sandstorm grade of each station in Inner Mongolia is analyzed. We divided the intensity of sandstorms into ve grades: 5 for strong sandstorm, 4 for medium sandstorm, 3 for general sandstorm, 2 for weak sandstorm, and 1 for no sandstorm.
Remarks 1
(1) In meteorological observation, visibility has been marked by unit length m since 1980, and previously by levels 0-9. (2) When the maximum wind speed is missing, use the average maximum wind speed for ten minutes; when both are missing, only the visibility is used. (3) Priority should be given to visibility conditions. When the wind speed conditions are not satis ed, this record is also regarded as a reference record and participates in statistics.
At intervals of 30 minutes, the occurrence time of sandstorms at each station is discretized by the hash function, and the maximum intensity of sandstorms at each time point is analyzed. At this time point, the maximum grade of intensity of sandstorm occurrence in Inner Mongolia is used to mark the satellite cloud image at that time.
Dataset Unbalanced Solution.
e amount of infrared satellite cloud image dataset used in this paper varies greatly in di erent grades and data imbalance. e unbalanced data will cause the prediction model to over t at the grade of more data and under t at the grade of less data. In view of the meteorological feature of sandstorms, we used perspective transformation to enhance satellite cloud images and deal with the problem of data imbalance. Based on the single-station strong sand-dust storm standard, the intensity of sandstorm occurrence is divided into ve grades: 1, 2, 3, 4, and 5. In this paper, the undersampling method is used to reduce the number of satellite cloud images labeled 1 to about 4000 pages. At the same time, the perspective transformation is used to enhance the number of satellite cloud images labeled 2, 3, 4, and 5 to about 4000 pages, respectively. e ratio of the number of training set and test set for each grade is divided into 3 : 1.
Sandstorm is a common disastrous weather in spring in northern China. So far, sandstorms in China, and even in the world, are still far from being controlled, and there are still many unknown topics in the eld of sandstorm research [15] . It is easy to see that Inner Mongolia in northern China (Figure 3 ) is an area with high incidence of sandstorms through the transmission route of sandstorm in
Establishing Sandstorm Prediction Model Based on
Convolutional Neural Network Algorithm. Taking the dataset of infrared satellite cloud images as the research object, the convolutional neural network algorithm is used to establish the sandstorm prediction model, and the occurrence law of sandstorm is studied. e process is illustrated in Figure 6 .
Research on Sandstorm Prediction Model
Based on INB-CNN Classification Algorithm 5.1. e Principle of Algorithmic Improvement. e occurrence of sandstorm is a natural phenomenon caused by the interaction of atmospheric motion and ground factors. e sandstorm prediction model based on convolutional neural network algorithm considers only the in uence of atmospheric motion on the occurrence of sandstorm; the sandstorm prediction model based on the naive Bayesian algorithm considers only the in uence of ground factors on the occurrence of sandstorm. In order to study the regularity of sandstorm occurrence and predict the intensity of sandstorm occurrence from a spatial perspective, the INB-CNN classi cation algorithm is proposed. e INB-CNN classi cation algorithm can be applied not only to sandstorm prediction but also to other elds, such as image processing and text data processing. e mathematical principle of the INB-CNN classi cation algorithm is shown in Figure 7 . 
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Assuming that the sandstorm prediction models based on convolutional neural network algorithm and on naive Bayesian algorithm are independent of each other, the optimization problem is transformed into a single-objective optimization problem by weighting. e weight depends on the prediction accuracy of the two models. e mathematical principle of INB-CNN classification algorithm is described.
In this paper, the intensity of sandstorm occurrence is divided into five grades {1, 2, 3, 4, 5}. e dataset in Table 1 is used to train and test the sandstorm prediction model based on the naive Bayesian algorithm, and the dataset in Table 3 is used to train and test the sandstorm prediction model based on the convolutional neural network algorithm. Finally, the prediction accuracy of the two models can be analyzed, and the parameter α is determined.
According to the standard of single-station strong sandstorm, the sandstorm and its supporting datasets are used to analyze the sandstorm grade. en, according to the start and end time of the strong sandstorm, the hash algorithm is used to discretize the sandstorm grade into 30 minutes. e principle of the hash function in this paper is that y � h (key), where key is 30 minutes and y corresponds to the grade of sandstorm occurrence (Algorithm 1).
Taking time as dimension, the test dataset of prediction model based on the INB-CNN classification algorithm is 
obtained, which is integrated with the ground climate data and satellite cloud image data.
Using the test set of the prediction model based on the INB-CNN classification algorithm, the sandstorm prediction model based on the naive Bayesian algorithm was tested to obtain the probability of occurrence of each grade: P (x 1 ) P (x 2 ), P (x 3 ), P (x 4 ), P (x 5 ).
Using the test set of the prediction model based on the INB-CNN classification algorithm, the sandstorm prediction model based on the convolutional neural network algorithm was tested to obtain the probability of occurrence of each grade: P (y 1 ), P (y 2 ), P (y 3 ), P (y 4 ), P (y 5 ). e sandstorm prediction model based on the INB-CNN classification algorithm was tested to obtain the probability of occurrence of each grade: P (z 1 ), P (z 2 ), P (z 3 ), P (z 4 ), P (z 5 ), P (z i ) � αP (x i ) + (1 − α) P (y i ).
Training the Prediction Model Based on INB-CNN Classification Algorithm.
e sandstorm prediction model based on the INB-CNN classification algorithm uses three datasets: "China's Series of Strong Dust Storms and Its Supporting Dataset," "Daily Dataset of China's Ground Climate Data," and "China Land Regional Cloud Map (IR1)." e training process of the prediction model based on the INB-CNN classification algorithm is shown in Figure 8 .
Step 1: preprocess the dataset.
Step 2: establish the sandstorm prediction model with naive Bayesian algorithm based on "China Strong Dust Storm Sequence and Its Supporting Dataset" and "Daily Dataset of China's Ground Climate Data."
Step 3: establish the sandstorm prediction model with convolutional neural network algorithm based on "China Strong Dust Storm Sequence and Its Supporting Dataset" and "China Land Regional Cloud Map (IR1)."
Step 4: the test data are used to test the sandstorm prediction model based on naive Bayesian algorithm and the sandstorm prediction model based on convolutional neural network algorithm, respectively. e predicted probabilities are P (X) and P (Y).
Step 5: based on P � αP (X) + (1 − α) P (Y) (0 < α < 1), the probability of sandstorm occurrence of the sandstorm prediction model based on the INB-CNN classification algorithm is calculated e parameter α is determined by the accuracy of the two models.
Step 6: analyze the experimental results.
Establishing Sandstorm Prediction Model Based on INB-CNN Classification Algorithm.
e INB-CNN classification algorithm is used to establish the sandstorm prediction model and study the occurrence law of sandstorms. e sandstorm prediction model based on the INB-CNN classification algorithm is established. e process of establishing the model is shown in Figure 9 .
Step 1: take the test set of infrared satellite cloud image as the research object, test the sandstorm prediction model based on convolutional neural network algorithm, and calculate the prediction accuracy as x.
Step 2: take the test set of the ground climate data of sandstorm as the research object, test the sandstorm prediction model based on the naive Bayesian algorithm, and calculate the prediction probability as y.
Step 3: analyze x and y and calculate the weight factor α.
Step 4: in order to find the most likely area of sandstorm in Inner Mongolia every day, the K-means algorithm is used to cluster the test data. Taking the test set as the research object, the dataset of each day in the test data is clustered and the average values of different attributes in each category are calculated. According to the meteorological characteristics of air pressure rise and wind speed increase when sandstorms occur, the most likely area for sandstorm is found. Finally, the data are used to test the sandstorm prediction model based on the naive Bayesian algorithm, and the accuracy of prediction is analyzed.
Step 5: taking the test set of the sandstorm prediction model based on the INB-CNN classification algorithm as the research object, the sandstorm prediction model based on the INB-CNN classification algorithm was tested, and the accuracy of prediction was analyzed. 8 Advances in Meteorology
Testing Sandstorm Prediction Model Based on INB-CNN
Classi cation Algorithm. After establishing the sandstorm prediction model based on the INB-CNN classi cation algorithm, it is necessary to test the model. e speci c process is as follows:
Step 1: enter the labeled test set data.
Step 2: output the predicted value.
Step 3: compare the predicted value with the actual value and calculate the prediction accuracy.
Step 4: set the reasonable range of the predicted accurate value according to the empirical value.
Step 5: analyze the experimental results.
Results and Discussion
6.1. Experimental Platform. e experimental environment includes the con guration of system environment and software environment, as shown in Table 4 . Table 5 .
Preparation of Experimental Data. Test dataset of the sandstorm prediction model based on the INB-CNN classi cation algorithm is shown in

Network Parameter Setting.
e solver.prototxt le is used to set the network hyperparameter and control the network operation. e main parameters are con gured as shown in Table 6 .
Network Topology.
e total number of infrared satellite cloud datasets used is between 20,000 and 30,000, and the number is relatively small. In order to reduce the time of training convolutional neural network and improve the generalization ability of the neural network, the parameter migration in transfer learning is used to initialize the network and train the convolutional neural network. In this process, the model parameters provided by Ca e team are used to initialize the network and ne-tune the model. e 
Analysis of experimental results
Verification model
Modify model
Is the prediction accuracy in a reasonable range?
No Yes
Start End 
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whole training process of the deep learning model is a process of updating the initialization parameters to the optimal parameters. We used deep learning framework Ca e to implement the convolutional neural network algorithm, processed satellite cloud images, and established the sandstorm prediction model. e network is mainly composed of convolution layer, pooling layer, local response normalization layer, and full connection layer. By normalizing the local input region, the local response normalization layer can e ectively improve the accuracy of the network. e activation function used in the network is ReLu. Compared with Sigmoid and Tanh, the ReLu activation function can effectively alleviate the problem of gradient disappearance during network training. e topological structure of convolutional neural network used in this paper is shown in Figure 10 .
Accuracy Curve and Loss Curve.
e learning strategy of convolutional neural network used is inv. e convolutional neural network based on inv learning strategy is used to train the neural network. e test interval is 1000 times, and the maximum iteration number is 10000 times. During the training process, the accuracy curve and loss curve of the network is shown in Figure 11 . 6.6. Experimental Results and Analysis. We divided the sandstorm grade into ve grades: 1, 2, 3, 4, and 5. e grade of 1 represents no sandstorm, and the grades of 1, 2, 3, and 4 represent sandstorm. e overall prediction accuracy is the prediction accuracy of the ve grades of sandstorm with the research grades of 1, 2, 3, 4, and 5; the accuracy of no sandstorm is the prediction accuracy with the 0 grade; and the accuracy of sandstorm is the prediction accuracy with the grades of 1, 2, 3, and 4. Taking test set of ground climate data as the research object, the sandstorm prediction model based on naive Bayesian algorithm is tested. Taking the test set of infrared satellite cloud image data as the research object, the sandstorm prediction model based on convolutional neural network algorithm is tested. e experimental results are listed in Table 7 .
Taking the test set of ground climate data as the research object, the sandstorm prediction model based on the naive Bayesian algorithm was tested, and the prediction accuracy was 0.531. Taking the test set of infrared satellite cloud image data as the research object, the sandstorm prediction model based on convolutional neural network algorithm was tested, and the prediction accuracy was 0.833. rough many experiments, it was found that according to the normalization rule, when the parameter α is set to 0.3, the accuracy of the sandstorm prediction model based on the INB-CNN classi cation algorithm is highest.
Taking the test set of the sandstorm prediction model based on the INB-CNN classi cation algorithm as the research object, the sandstorm prediction model based on the INB-CNN classi cation algorithm was tested. e experimental results are listed in Table 8 .
e experimental results show that the accuracy of the model based on the INB-CNN classi cation algorithm is higher than that of the two models based on naive Bayesian algorithm and convolutional neural network algorithm.
Conclusions
Sandstorm is an extreme natural disaster. e occurrence of sandstorm will have a serious impact on local economic development and people's lives. erefore, with the help of advanced intelligent calculation and data mining methods, the analysis of sandstorm meteorological data can help us understand the relevant meteorological laws of sandstorm occurrence in di erent areas, and it is an e ective means to study the occurrence law of sandstorms. e sandstorm prediction model based on convolutional neural network algorithm takes into account the in uence of atmospheric motion; the sandstorm prediction model based on naive Bayesian algorithm takes into account the in uence of ground factor. But, both the models consider only a single factor. To solve this problem, the naive Bayesian-CNN classi cation algorithm is proposed, which takes into account the in uence of ground factors and atmospheric motion factors on the occurrence of sandstorm at the same time. Experimental results showed that the prediction accuracy of the sandstorm prediction model based on naive Bayesian-CNN classi cation algorithm is higher than that of others.
Data Availability
In this paper, three datasets are used, namely, "China Strong Dust Storm Sequence and Its Supporting Dataset" (data.cma. 
