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Abstract
We study smoothing properties for time-dependent Schro¨dinger equations i @u@t ¼
ð1=2ÞWu þ VðxÞu; uð0Þ ¼ fAL2ðRnÞ; with potentials which satisfy VðxÞ ¼ OðjxjmÞ at
inﬁnity, mX2: We show that the solution uðt; xÞ is 1=m times differentiable with respect to x at
almost all tAR; and explain that this is the result of the fact that the sojourn time of classical
particles with energy l in arbitrary compact set is less than CTl1=m during ½0; T 	 when l is
very large. We also show Strichartz’s inequality with derivative loss for such potentials and
give its application to nonlinear Schro¨dinger equations.
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1. Introduction





¼ ð1=2ÞWu þ VðxÞu; uð0; xÞ ¼ u0ðxÞ; ð1:1Þ
with potentials VðxÞ which satisfy the following assumption.
Assumption 1.1. VðxÞ is real CN: There exists m42 such that:
(1) For large jxjXR; D1/xSmpVðxÞpD2/xSm with positive constants D1pD2:
(2) For any a; there exists a constant such that j@axVðxÞjpCa/xSmjaj; xARn:
Under Assumption 1.1 the differential operator L : u/ ð1=2ÞWu þ VðxÞu
deﬁned on CN0 ðRnÞ is essentially self-adjoint in L2ðRnÞ; and the solution in L2ðRnÞ of
(1.1) is uniquely given by uðt; 
Þ ¼ eitHu0 via the unitary group generated by its
unique self-adjoint extension H: The main results of this paper are the following two
theorems, the local smoothing property and the Strichartz inequality with derivative
loss. For a commuting family of self-adjoint operators A ¼ ðA1;y; AkÞ we write
/AS ¼ ð1þ jA1j2 þ?þ jAkj2Þ
1
2: D ¼ ðD1;y; DnÞ; Dj ¼ i@=@xj : jj 
 jjp is the
norm of the Lebesgue space LpðRnÞ; 1pppN; and jj 
 jj ¼ jj 
 jj2: We may and do
assume in what follows that VðxÞX1; xARn without losing the generality so that
HX1:
Theorem 1.2. Let V satisfy Assumption 1.1 and CACN0 ðRnÞ: Then, for any T40;







Estimate (1.2) is sharp in the sense that the exponent 1=m cannot be replaced by any
larger number.
Theorem 1.3. Let V satisfy Assumption 1.1. Let 2pp; ypN be such that 2y ¼ nð12 1pÞ
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Since Kato’s discovery [24] that the solution uðt; xÞ of the one-dimensional
(generalized) KdV equation
@tu þ @3xu þ aðuÞ@xu ¼ 0; uð0; xÞ ¼ f ðxÞAL2ðR1Þ





j@xuðt; xÞj2 dx dtpKðjjf jj; T ; RÞ
the local smoothing property for dispersive evolution equations has been extensively
studied, see e.g. [6,7,19,27,29,34,41] for linear equations with constant coefﬁcients
and [16,17,23,31] for nonlinear equations. For Schro¨dinger equations, these results
have been extended to the cases with decaying potentials [2,8,20] or with potentials
which grow at most quadratically at inﬁnity [43]. In these cases (1.2) holds with 1=2
replacing 1=m: Moreover, if VðxÞ ¼ Oðjxj2eÞ at inﬁnity and nX3; T may be taken
as N for scattering solutions under a suitable spectral condition on H at the
threshold energy. It has also been studied micro-locally for Schro¨dinger equations on
Riemannian manifolds and it has been shown that, if the backward bicharacteristics
starting from P0 ¼ ðt; x0; x0Þ is nontrapping, the solution is the smoother at P0 if the
initial state decays faster in a conic neighborhood of the backward bicharacteristics
(see e.g. [9,11,12,48] for Ck or Hs smoothing, [21,32] for Gevrey or analytic
smoothing). For Schro¨dinger equations with potentials which increase faster than
Cx2 at inﬁnity, however, to the best knowledge of the authors, no results like (1.2)







2pCjju0jj which is slightly stronger than (1.2) is known [47].
The Strichartz inequality (1.3) with g ¼ 0 for the free Schro¨dinger equation was
ﬁrst shown by Strichartz [36] for a restricted pair of ðp; yÞ: It has subsequently been
generalized for general ðp; yÞ except for the end point y ¼ 2 case by Ginibre and Velo
[14], which is proven by Keel and Tao [28] more recently. Again these results have
been extended to the case with potentials decaying at inﬁnity [7,42] or increasing at
most quadratically at inﬁnity [25,44]. Recall that the fundamental solution Eðt; x; yÞ
of (1.1), viz. the integral kernel of eitH satisﬁes jEðt; x; yÞjpCjtjn=2 for small t if V
increases at most quadratically at inﬁnity (see e.g. [13,22,30]). The Strichartz
inequality is an immediate corollary of this estimate. For the negative Laplacian on
compact Riemannian manifolds, the Strichartz inequality with sharp derivative loss
g ¼ 1
2y has recently been obtained by [5]. For the large literature on Strichartz
estimates for wave equations, we refer to Sogge’s monograph [35] for older works
and to [38] and the reference therein for more recent works.
Remark 1.4. We remark that, in one dimension, an estimate related to (1.3):
jj/HSyðm;pÞeitHu0ðxÞjjLpðRx;L2ðT ;TÞÞpCjju0jj
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is known with yðm; pÞ40 for 2oppN if 2omo4 and for 1
p
4 m44ðm1Þ if mX4 [47].
Because of this result, we believe (1.3) is far from sharp in most cases.
It is well known that the Strichartz inequality can be applied to show that the
corresponding nonlinear Schro¨dinger equations are time locally well posed for initial
data with small regularity (see, [5,15,25,29,40]). Following the argument of these
papers which are standard now, we prove, by using Theorem 1.3 that the nonlinear
Schro¨dinger equations with potentials satisfying Assumption 1.1
i@tu ¼ ð1=2ÞWu þ VðxÞu þ FðuÞ; uðx; 0Þ ¼ u0ðxÞ ð1:4Þ
is time locally wellposed. For sX0; we write Hs for the Hilbert space DðHs=2Þ
equipped with the graph norm jjujjHs ¼ ðjjHs=2ujj2 þ jjujj2Þ1=2: It will be shown that
for 1opoN; jjHs=2ujjLp and jj/DSsujjLp þ jj/xSms=2ujjLp deﬁne equivalent norms.
We set for 1opoN and sX0
Ws;p ¼ fuALp jHs=2uALpg; jjujjWs;p ¼ jjujjLp þ jjHs=2ujjLp :
We say the pair ðp; yÞ is admissible if 2pp; ypN; 2y ¼ nð12 1pÞ and paN if n ¼ 2:






d ¼Cð½0; d	;HsÞ-Lyð½0; d	;Ws;pÞ;
jjujjX s;sd ¼ jjujjLNð½0;d	;HsÞ þ jjujjLyð½0;d	;Ws;pÞ:
For sX0; s is the smallest integer Xs: For a function FðzÞ of a complex variable
z ¼ x þ iyAC; @ ¼ ð@x; @yÞ:
Theorem 1.5. Let V satisfy Assumption 1.1. Let F satisfy for some r41
j@gFðuÞjpCgjujrjgj; jgjpr:












and, in addition, spr if FðuÞ is not a polynomial of u and %u: Let an admissible pair
ðy; pÞ and s satisfy












Then, for any u0AHs; there exists d40 such that (1.4) admits a unique solution uAX s;sd :
Moreover, Hs{u0/uAX s;sd is continuous.
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Remark 1.6. When m ¼ 2; (1.6) reduces to n2 2yosos and y4r  1; and (1.4) is Hs
wellposed for any s40 if rp1þ 4
n
: This is slightly weaker than the known result that
it is Hs wellposed for any sX0 if ro1þ 4
n
:
The rest of the paper is devoted to the proof of theorems. We explain the basic
idea of the proof, displaying the plan of the paper. In Section 2, we record some
preparatory results such as an approximation theorem for fðHÞ by a pseudo-
differential operator (FDO for short) and the equivalence of norms jjHs=2ujjp and
jj/DSsujjp þ jj/xSms=2ujjp:
The basic idea of the proof of Theorem 1.2 is well illustrated by the following very
simple proof for the case V ¼ 0 [43]: Denote H0 ¼ ð1=2ÞW: Then,
eitH0CðxÞeitH0 ¼ Cðx þ tDÞ ð1:7Þ
and the Weyl symbol
R T
0 C






C2ðx þ txÞ dt

pCab/xS1 for any a; b: ð1:8Þ












Observe that (1.8) holds because free particles y þ tk with energy l ¼ k2=2 stay in the
support of C for at most Cl
1
2 ¼ Cjkj1; and the local smoothing property for the
free Schro¨dinger equation is a result of this obvious property of free trajectories.
Let ðqðt; y; xÞ; pðt; y; xÞÞ be the solution of Newton’s equation corresponding
to (1.1):
’qðtÞ ¼ pðtÞ; ’pðtÞ ¼ rqVðqÞ;
qð0Þ ¼ y; pð0Þ ¼ x: ð1:9Þ
If V increases as in Assumption 1.1, it is well known (e.g. [37,45]) that, for every
compact KCRn and xARn with x2=2þ VðyÞ ¼ lb1; the map K{y-qðt; y; xÞ is
diffeomorphic only for jtjpelð121mÞ  eh with small e40 (which may be chosen
independently of l) and that qðt; y; xÞ can stay in K at most for Cl1=m: This is
more explicit in one dimension where the particle with energy l can stay in K
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for BCl
1











where xðlÞ and xþðlÞ are two roots of VðxÞ ¼ l: Thus we expect the smoothing of
order 1=m: If we want to prove this by following the argument for the free case as
shown above, however, because of the complex behavior of qðt; y; xÞ when jxj is
large, we face the difﬁculty in constructing the global parametrix for eitH which
can produce a relation like (1.7). Incidentally, the fundamental solution Eðt; x; yÞ
of (1.1) is nowhere C1 if n ¼ 1 under the Assumption 1.1 because of the fact (1.10)
(see [46]).
We overcome this difﬁculty by combining the localization technique due to [5] and
the formentioned property of the fundamental solution jEðt; x; yÞjpCjtj=2 [13] in




0pc0ðxÞ; cðxÞp1; suppc0Cð1; 1Þ; suppcCð21; 2Þ ð1:11Þ
and such that fcj : j ¼ 0; 1;yg constitutes a partion of unity of ½0;NÞ:
XN
j¼0
cjðxÞ ¼ 1 for xA½0;NÞ; cjðxÞ ¼ cðx=2j1Þ; j ¼ 1; 2;y: ð1:12Þ
We prove in Section 3 that Theorems 1.2 and 1.3, respectively, follow from the










We prove estimates (1.13) and (1.14) by approximating eitHcðH=lÞ by
eitHlcðH=lÞ by using the Hamiltonian Hl ¼ 12Wþ VlðxÞ with the potential
VlðxÞ ¼ wðx=C1l1=mÞVðxÞ which vanishes in the region fx : jxjXC1l1=mg where
classical particles of energy l cannot enter. We prove that this is indeed a good
approximation in Section 4 by using the technique of semiclassical analysis: We
change the scale of time t-s ¼ t=h; h ¼ lð121mÞ; and convert the equation i@tu ¼
ð1=2ÞWu þ VlðxÞu into
ih@su ¼ ðh2=2ÞWþ h2VlðxÞ ¼ H˜hu: ð1:15Þ
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We study (1.15) for the time interval sA½0; e	 considering h as Planck’s constant. It is
important here to observe that the potential VhðxÞ ¼ h2VlðxÞ satisﬁes
j@axVhðxÞjpCa; jajX2 ð1:16Þ
uniformly with respect to l41: It follows, by virtue of a celebrated theorem of
Fujiwara [13], that the propagator eisH˜
h=h for (1.15) has the integral kernel Ehðs; x; yÞ
of the form
Ehðs; x; yÞ ¼ 1ð2pishÞn=2
eiShðs;x;yÞ=hahðt; x; yÞ ð1:17Þ
for jsjpe; e40 being independent of l41; and Shðt; x; yÞ and ahðt; x; yÞ satisfy
estimates uniformly with l41: Then we can show by using the method of stationary
phase that eitHlcðH=lÞ nicely approximates eitHcðH=lÞ: In Section 5, we prove
(1.14) and hence Theorem 1.3 by using representation (1.17) and Keel and Tao’s
theorem [28]. Using this approximations and following the idea used for the case
V ¼ 0 as explained above, we prove (1.13) and hence Theorem 1.2 in Section 6: We
show the Egorov-type formula for eitHlC2ðxÞeitHl ¼ eisH˜h=hC2ðxÞeisH˜h=h by
applying the h-FDO calculus [33], estimate the time integral of its symbol and
apply the Caldero´n–Vaillancourt theorem. Theorem 1.5 will be proved in Section 7
via the contraction mapping theorem by using Theorem 1.3.
2. Preliminaries
We write Sðm; gÞ for Ho¨rmander’s symbol class with slowly varying metrics g and
g-continuous weight functions mðx; xÞ (cf. [18, Chapter 18]) and deﬁne the
FDO pðx; DÞ ¼ OpðpÞ with symbol pASðm; gÞ (we write sðPÞ ¼ pðx; xÞ for the
symbol of P ¼ pðx; DÞ) by
pðx; DÞuðxÞ ¼ OpðpÞuðxÞ ¼ 1ð2pÞn
Z
RnRn
eiðxyÞxpðx; xÞuðyÞ dy dx:
We use Sðm; g0Þ and Sðm; g1Þ where g0 ¼ dx#dx þ dx#dx and g1 ¼
dx#dx=/xS2 þ dx#dx=/xS2: A function m40 is g0-continuous if
j@ax@bxmðx; xÞjpCabmðx; xÞ and pASðm; g0Þ if j@ax@bxpðx; xÞjpCabmðx; xÞ for all a; b;
it is g1-continuous if j@ax@bxmðx; xÞjpCab/xSjaj/xSjbjmðx; xÞ and pASðm; g1Þ if
j@ax@bxpðx; xÞjpCab/xSjaj/xSjbjmðx; xÞ for all a; b: We denote by p#q the symbol







 @axqðx; xÞASð/xSN/xSNm1m2; g1Þ; ð2:1Þ
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xpðx; xÞASð/xSN/xSNm1; g1Þ: ð2:2Þ
If pASðm1; g0Þ and qASðm2; g0Þ similar relations hold with the right hand sides being
replaced by Sðm1m2; g0Þ and Sðm1; g0Þ; respectively. The symbol class Sðm; gÞ is a
Fre´chet space with natural seminorms and p/pðx; DÞ is continuous from Sð1; g0Þ or
Sð1; g1Þ to the Banach space of bounded operators in L2ðRnÞ:
We begin with the following lemma. We write aðx; xÞ ¼ ð1=2Þx2 þ VðxÞ: Recall
that we are assuming that V satisﬁes Assumption 1.1 and VðxÞ41 without losing
generality.
Lemma 2.1. Let d4g40 and f;cACN0 ð½0;NÞÞ be such that supp cC½0; gÞ and
fðtÞ ¼ 1 for tpd: Define Flðx; xÞ ¼ fðaðx; xÞ=lÞ for l41: Then for any N ¼ 1; 2;y;
jjHNð1 Flðx; DÞÞcðH=lÞHN jjBðL2ÞpCNlN ; ð2:3Þ
where the constant CN is independent of lX1:
Proof. Write *Flðx; xÞ ¼ 1 Flðx; xÞ: Take an almost analytic extension cðzÞ of cðtÞ
such that cðzÞ is supported by a compact subset of jzjog and set clðzÞ ¼ cðz=lÞ: We
have by using the well-known formula due to Helffer and Sjo¨strand [10] that






ðzÞ *Flðx; DÞðH  zÞ1 dz4d %z: ð2:4Þ
We construct a parametrix of *Flðx; DÞðH  zÞ1 for jzjogl: On the support of
Flðx; xÞ we have
l1j@ax@bxaðx; xÞjpCab minðlminðjaj=2þjbj=m;1Þ;/xSjaj/xSjbjÞ ð2:5Þ
with constants Cab independent of lX1; and fFlðx; xÞ; *Flðx; xÞ : lX1g is bounded in
Sð1; g1Þ: We write bðx; x; zÞ ¼ aðx; xÞ  z and deﬁne q0; q1;y inductively by

















ðaðx; xÞ  zÞk
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with z independent ajkðx; xÞ and ajkðx; xÞ ¼ 0 when aðx; xÞpdl: When aðx; xÞ4dl
and jzjogl; we have jbðx; x; zÞjXðd gÞl and j@bx@axb1jpCabða þ lÞ1
/xSjbj/xSjaj with constants Cab independent of jzjpgl and lX1: Thus, we
inductively have
fða þ lÞqj : jzjpgl; lX1gCSð/xSj/xSj; g1Þ is bounded ð2:7Þ







Qj dz4d %z ¼ 0; j ¼ 0; 1;y : ð2:8Þ
















aðx; xÞ  z dz4d %z:
Since cðj1ÞðzÞ is an almost analytic extension of cðj1ÞðxÞ; the right-hand side is
equal to
lðj1Þ




ajkðx; xÞ ¼ 0
and (2.8) follows. Product formula (2.1) shows that ðq0 þ q1 þ?Þ#b can be
computed as













 @axV þ ?







 @ax@xV þ ?
þ q2b  i@xq2 
 V þ ?:
Thus, if we set Rl;Nðz; x; DÞ ¼ *Flðx; DÞ  ðQ0 þ Q1 þ?þ QNÞðH  zÞ; deﬁnition
(2.6) and estimate (2.7) imply that fRl;Nðz; x; xÞ : jzjpgl; lX1g is bounded in
Sð/xSðNþ1Þ/xSðNþ1Þ; g1Þ for N ¼ 0; 1;y; and
*Flðx; DÞðH  zÞ1 ¼ ðQ0 þ Q1 þ?þ QNÞ  RlNðz; x; DÞðH  zÞ1: ð2:9Þ
It follows by the L2 continuity property of FDOs that
jjH2Nþ1Rl;ð4Nþ1Þmðz; x; DÞH2Nþ1jjpCN ; jzjpgl; lX1: ð2:10Þ
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Insert (2.9) into (2.4) and apply (2.8). We obtain






ðzÞRl;ð4Nþ1Þmðz; x; DÞðH  zÞ1 dz4d %z ð2:11Þ




jIzj jjðH  zÞ1jj jdz4d %zjpCN 0l;
which implies the lemma because
jjHN *Flðx; DÞcðH=lÞHN jjpCNlN1jjH2Nþ1 *Flðx; DÞcðH=lÞH2Nþ1jj:
by virtue of the support property of c: &
Lemma 2.2. Let fACN0 ð½0;NÞÞ and CACN0 ðRnÞ: Define Flðx; xÞ ¼ fðaðx; xÞ=lÞ and
Klðx; xÞ ¼ CðxÞ2fðaðx; xÞ=lÞ2: Then, there exists a constant C40 such that for lX1







jjFlðx; DÞC2ðxÞFlðx; DÞ  Klðx; DÞjjBðL2ÞpCl
1
2: ð2:13Þ
Proof. It follows from (2.2) and (2.5) that fsðFlÞ  ðFlÞ : lg is bounded in
Sðlð1=2þ1=mÞ; g1Þ: The L2 continuity of FDO implies (2.12). The proof for (2.13) is
similar. &
We let c0 and c be as in (1.11) and fcj : j ¼ 0; 1;yg be the partition of unity of
½0;NÞ deﬁned by (1.12). Take f0AC0ðð2; 2ÞÞÞ and fACN0 ðð1=4; 4ÞÞ such that
f0ðxÞ ¼ 1 for jxjp1 and fðxÞ ¼ 1 for 1=2oxo2; and deﬁne, slightly abusing
notation, F0ðx; xÞ ¼ f0ðaðx; xÞÞ and Fjðx; xÞ ¼ fðaðx; xÞ=2j1Þ for j ¼ 1; 2;y :




jjCðx; DÞFjðx; DÞcjðHÞujj2 þ CN jj/HSNujj2:
Proof. Take *c0ACN0 ðð1; 1ÞÞ and *cACN0 ðð1=2; 2ÞÞ such that cjðxÞ *cjðxÞ ¼ cjðxÞ
where *cjðxÞ ¼ *cðx=2j1Þ for jX1: By virtue of Lemma 2.1, we have for any N;
jjð1 Fjðx; DÞÞ *cjðHÞjjBðL2ÞpCN2jN : ð2:14Þ
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ðFkðx; DÞCðx; DÞCðx; DÞFjðx; DÞuj; ukÞ þ CN jjHNujj2: ð2:15Þ
Here, we used 1=2pPNj¼0 cjðxÞ2p1 in the ﬁnal step. Since Fj : j ¼ 0; 1;y are
bounded in Sð1; g1Þ and the supports of Fj and Fk are disjoint from each other if
jj  kjX5; fFkðx; DÞ#Cðx; DÞ#Cðx; DÞ#Fjðx; DÞ : jj  kjX5g is bounded in
Sð/xSN/xSN ; g1Þ for every N ¼ 1; 2;y; and
jj/HSNFkðx; DÞCðx; DÞCðx; DÞFjðx; DÞ/HSN jjBðL2ÞpCN
with constant independent of jj  kjX5: Thus
X
jjkjX5






2NðjþkÞjjujjj jjukjjpCN jj/HSNujj2: ð2:16Þ
On the other hand Schwarz inequality implies
X
jjkjp4










jjCðx; DÞFjðx; DÞujj2 ð2:17Þ
The lemma follows by combining (2.15)–(2.17). &
We use the following lemma in Section 7.
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Lemma 2.4. Let V satisfy Assumption 1.1 and sX0: Then, for any 1opoN;
jjHs=2ujjLp þ jjujjLpBjj/DSsujjLp þ jj/xSms=2ujjLp ; uASðRnÞ; ð2:18Þ
and Hs=2 extends to a closed operator in LpðRnÞ:
Proof. Let mðx; xÞ ¼ x2 þ VðxÞ and g1 ¼ dx2=/xS2 þ dx2=/xS2: We write
P ¼ mðx; DÞ: Since P is elliptic, there exists a parametrix QAOPSðm1; g1Þ
such that
Rl  QP  1; Rr  PQ  1AOPSN;
where SN  TN Sð/xSN/xSN ; g1Þ: Operators KAOPSN map S0ðRnÞ con-
tinuously into SðRnÞ: We have /xSmQ;/DS2QAOPSð1; g1Þ and /xSmQ and
/DS2Q are bounded in Lp for 1opoN (cf. [18]). Writing as
/xSmu ¼ ð/xSmQÞPu /xSmRlu; /DS2u ¼ ð/DS2QÞPu /DS2Rlu
we obtain jj/xSmujjLp þ jj/DS2ujjLppCpðjjPujjLp þ jjujjLpÞ: Conversely, we clearly
have jjPujjLp þ jjujjLppCpðjj/xSmujjLp þ jj/DS2ujjLpÞ: Thus, we have proven
the theorem for the case s ¼ 2: Similar argument with parametrix for Pc implies
(2.18) for any even integral s: For general s; we apply the complex interpolation
theory. &
3. Localization
In this section, we show that, for proving Theorems 1.2 and 1.3, it sufﬁces to show
(1.13) and (1.14), respectively. The argument here is essentially due to [5], however,
the similar idea appears also in e.g. [3], [4] or [44]. Using the partition of unity fcjg of
the previous section, see (1.12), we deﬁne u0j ¼ cjðHÞu0 so that u0 ¼
PN
j¼0 u0j: Recall







Lemma 3.1. (1) Suppose that there exist e40 and C40 independent of j such that
Z ehj
0
jjCðxÞeitH u0jjj2 dtpCl1=2j jju0jjj2; j ¼ 0; 1;y : ð3:1Þ
Then, the statement of Theorem 1.2 holds.
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(2) Let p; y be as in Theorem 1.3. Suppose that there exist e40 and C40






pCjju0jjj; j ¼ 0; 1;y : ð3:2Þ
Then, the statement of Theorem 1.3 holds.















pCð½T=hj	 þ 1Þl1=2j jju0j jj2pCTl1=mj jju0jjj2:
Since l1=mj jju0jjj2pCjj/HS
1












Estimate (1.2) follows from this by the ellipticity of H: The second estimate (3.2)
likewise implies Z T
0
jjeitHu0jjjyp dtpCh1j jju0jjjy:






















the desired estimate of Theorem 1.3. &
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4. Approximation of propagator
We let wACN0 ðRnÞ be a cut-off function such that wðxÞ ¼ 1 for jxjp1 and wðxÞ ¼ 0
for jxjX2: For a constant C1; we deﬁne Hl for lX1 by
Hl ¼ 1
2
Wþ VlðxÞ; VlðxÞ ¼ VðxÞwðx=C1l
1
mÞ: ð4:1Þ






Lemma 4.1. Let cACN0 ð½0;NÞÞ: Then, there exit constants C140 and e40 such that
for any N; c ¼ 0; 1;y
sup
jtjpeh
jjHcðeitH  eitHlÞcðH=lÞjjpCNclN ð4:2Þ
for a positive constant CNc independent of lX1:
For proving Lemma 4.1, we convert Eq. (1.1) into the semi-classical form
considering h as a semi-classical parameter: We deﬁne
Hh ¼ h2H ¼ h
2
2
Wþ h2VðxÞ; H˜h ¼ h2Hl ¼ h
2
2
Wþ V hðxÞ; ð4:3Þ
where V hðxÞ ¼ h2VlðxÞ: Then (4.2) is equivalent to
sup
jtjpe
jjHcðeitHh=h  eitH˜h=hÞcðH=lÞjjpCNclN : ð4:4Þ




where Ca is independent of l41 and we may apply the following theorem due to
Fujiwara [13]. We write ðqhðt; y; kÞ; phðt; y; kÞÞ for the solutions of Newton’s
equations
’qðtÞ ¼ pðtÞ; ’pðtÞ ¼ rqVhðqÞ;
qð0Þ ¼ y; pð0Þ ¼ k; ð4:6Þ
corresponding to the Hamiltonian H˜h: In the following Theorem 4.2, the constant
C141 is arbitrarily ﬁxed.
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Theorem 4.2. There exists e40 independent of 0oho1 such that the following
statements are satisfied with constants independent of h:
(1) For every x; yARn and 0ojtjoe; there exists a unique k ¼ khðt; x; yÞ such that
x ¼ qhðt; y; kÞ; s/qhðsÞ ¼ qhðs; y; khðt; x; yÞÞ is a unique solution of (4.6) with
qhðtÞ ¼ x and qhð0Þ ¼ y:
(2) Define Shðt; x; yÞ for 0ojtjoe and x; yARn by
Shðt; x; yÞ ¼
Z t
0
fð1=2Þ ’qhðsÞ2  V hðqhðsÞÞg ds: ð4:7Þ








pCabjtj; jaþ bjX2: ð4:8Þ
(3) For 0ojtjoe; the integral kernel Ehðt; x; yÞ of eitH˜h=h can be written in the
form
Ehðt; x; yÞ ¼ 1
ð2pithÞn=2
eiS
hðt;x;yÞ=hahðt; x; yÞ ð4:9Þ
and ahðt; x; yÞ satisfies
j@ax@by ðahðt; x; yÞ  1ÞjpCabjthj; jaþ bjX0: ð4:10Þ










Recall that Shðt; x; yÞ is the generating function of the ﬂow determined by (4.6):
@Sh
@x
ðt; qhðt; y; kÞ; yÞ ¼ phðt; y; kÞ; @S
h
@y
ðt; qhðt; y; kÞ; yÞ ¼ k: ð4:12Þ
We need the following lemma.
Lemma 4.3. Let n ¼ th and S˜hðt; x; yÞ ¼ tShðt; x; yÞ; where Sh is defined by (4.7). Let
fACN0 ð½0; 2ÞÞ and Flðx; xÞ ¼ fðaðx; xÞ=lÞ: Then, there exist C140 and e40 such that
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the following estimates are satisfied for lX1 and ðt; x; z; y; xÞ such that
Flðz; x=nÞa0; jxjXC1l
1
m; yARn; jtjpe : ð4:13Þ
(1) j@S˜h@z ðt; x; zÞ þ xjX 110 ðjxj þ C1l
1
mÞ:
(2) j@S˜h@x ðt; x; zÞjp2j@S˜
h
@z ðt; x; zÞ þ xj:
(3) j@S˜h@z ðt; x; zÞ þ xj þ jz  yjX1001ðjxj þ jyj þ jzj þ C1l
1
mÞ:




jkj ¼ jx=tjp2l1m and jzjpC0l
1
m where C0 is independent of C1: Since
j@xV hðxÞjpC2l
1
m; where C2 depends only on C1; we have
jqhðt; z; kÞj ¼ z þ tk 
Z t
0





m þ 2el1m þ e2C2l
1
m:
Choose C1 such that 10





Let x˜ ¼ qhðt; z; kÞ; k ¼ x=t; so that ð@S˜h=@zÞðt; x˜; zÞ ¼ x (see (4.12)). Then, taking
e40 smaller if necessary, we have from (4.8) and (4.14) that
@S˜h
@z
ðt; x; zÞ þ x












ðt; yx þ ð1 yÞx˜; zÞ dy 
 ðx  x˜Þ

X12jx  x˜jX81ðjxj þ C1l1mÞ
if jxjXC1l
1












ðt; x; zÞ2 þ V hðzÞ:
We have VhðxÞX0 and VhðzÞpC3l
2














ðt; x; zÞ þ x

þ jxj þ C4l1m:
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Since jxjp2jtjl1mp1001ðjxj þ C1l
1
mÞ if eo103; statement (2) follows from (1) by





and 101jxj  jzjX102ðjxj þ jzjÞ: It follows from (1) that the left-hand side of (3) is
bounded from below by
101ðjxj þ C1l
1
mÞ þ jz  yjX101ðjxj þ C1l
1
mÞ þ jyj  jzj
X1001ðjxj þ jyj þ jzj þ C1l
1
mÞ:
This completes the proof of the lemma. &
Proof of Lemma 4.1. We may assume that suppcC½0; 1Þ: Take fACN0 ð½0; 2ÞÞ such
that fðxÞ ¼ 1 in a neighbourhood of supp c: By virtue of Lemma 2.1, (4.11) and the
ellipticity of H; it sufﬁces to show
sup
jtjpe
jjHcðeitHh=h  eitH˜h=hÞFlðx; DÞjjpCNclN : ð4:15Þ
We choose C1 and e40 such that the statements of Lemma 4.3 are satisﬁed.
Duhamel formula yields




h=hHcðV  VlÞeisH˜h=hFlðx; DÞu ds:
The operator HcðV  VlÞ can be written in the form
P
jajp2c caðxÞ@ax; where caðxÞ
are supported by fx : jxjXC1l1=mg and are bounded by C/xSmðcþ1Þ: Hence, it





N jjujj; uASðRnÞ: ð4:16Þ







hðt;x;zÞþðzyÞxÞ=nahðt; x; zÞFlðz; x=nÞuðyÞ dy dx dz: ð4:17Þ
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We differentiate the right-hand side of (4.17) by @ax and multiply by /xS
M : This will















ðt; x; zÞFlðz; x=nÞuðyÞ dy dx dz; ð4:18Þ
where a1 þ?þ ac þ b ¼ a and aja0; and
Jðt; x; z; y; xÞ ¼ S˜hðt; x; zÞ þ ðz  yÞx:
When jxjXC1l
1











X103ðjxj þ jyj þ jzj þ C1l1mÞ: ð4:19Þ
Second or higher-order derivatives of J are bounded uniformly with respect to
0oho1 and 0ojtjoe: Deﬁne ﬁrst order differential operators L0 and L1 by























nL0eiJ=n ¼ nL1eiJ=n ¼ eiJ=n
and apply integration by parts to (4.18) c times by using L0 and then N times by
using L1: The factor nc in front of the derivatives of S˜h in the integrand of (4.18) is















hðt;x;zÞ=nFðx; z; nÞ dz: ð4:20Þ
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Here L0 and L

1 are the transpose of L0 and L1; respectively:

























and bhðt; x; z; xÞ and Fðt; x; z; nÞ are deﬁned by














eiðzyÞx=nfðL1ÞNðL0Þcbhðt; x; z; xÞguðyÞ dy dx ð4:21Þ
Recall that Fl is bounded in Sð1; g1Þ; hence
njbjjð@az @bx ÞFlðz; x=nÞjpCab/zSjaj/x=nSjbj: ð4:22Þ
It follows by the help of (1) and (2) of Lemma 4.3 that
j@ax@bz ðL0Þcbhðt; x; z; xÞjpCab
and then, by virtue of (4.19) and (4.22), that for any N ¼ 1; 2;y;
nN j@ax@bz ðL1ÞNðL0Þcbhðt; x; z; xÞjpCabNðjxj þ jyj þ jzj þ C1l
1
mÞN ð4:23Þ
with constants CabN independent of lX1: Since Flðz; x=nÞ and, hence, the integrand
of (4.21) is supported by jxjp2l1=2n; we obtain for the derivatives of F that,





























Here, we have replaced N in (4.23) by 4N and chosen NXn: Thus, if we set
Gðt; x; z; nÞ ¼ Fðt; x; z; nÞ/zSn; we have for any N4maxðM; nÞ that




jjujj2; jaj; jbjpn: ð4:25Þ
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hðt;x;zÞ=nGðt; x; z; nÞf ðzÞ dz;












This ends the proof of Lemma 4.1. &
5. Proof of Strichartz inequality
We prove Theorem 1.3 in this section. By virtue of (2) of Lemma 3.1, it sufﬁces to







and u0j ¼ cjðHÞu0; cjðHÞ ¼ cðH=ljÞ for jX1:
Lemma 5.1. Let 2pp; ypN be such that 0p2y ¼ nð12 1pÞp1 and ðp; y; nÞaðN; 2; 2Þ:
Then, there exist constants e40 and C40 independent of j ¼ 0; 1;y such that
Z
jtjpehj
jjeitH u0j jjyp dt
 !1=y
pCjju0j jj2: ð5:1Þ
Proof. By the elliptic estimate and the Sobolev embedding theorem we have
jjujjppCpjjHnujj2 for any 1pppN; and (5.1) obviously holds for j ¼ 0: We let jX1:
Choose C1 and e40 such that the results of Section 4 are satisﬁed for this chosen c:
Slightly abusing notation, we write Hj for Hlj which is deﬁned by (4.1) and H˜j ¼













jjðeitH  eitHj Þu0j jjyp dt
 !1=y
: ð5:2Þ
By virtue of Lemma 4.1, We have
sup
jtjpehj
jjðeitH  eitHj Þu0jjjp
pC sup
jtjpehj
jjHnðeitH  eitHj ÞcjðHÞu0jjj2pCN2ðj1ÞN jju0jjj2: ð5:3Þ
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By virtue of Theorem 4.2 (3) eitHj ¼ eiðt=hjÞH˜j=hj has a smooth integral kernel
E˜jðt; x; yÞ which satisﬁes
jE˜jðt; x; yÞjpCjtjn=2; 0ojtjpehj; j ¼ 1; 2;y
with j-independent constant C: Thus, eitHj satisﬁes
jjeitHj ujj2 ¼ jjujj2; and jjeitHj ujjNpCjtjn=2jjujj1: ð5:4Þ






for ðp; y; nÞ of the lemma. Here the constants C of (5.4) and (5.5) are independent of
j: Combining (5.2), (5.3) and (5.5), we obtain (5.1). &
6. Proof of local smoothing property
In this section we prove Theorem 1.2. We use the notation of the previous section.






j is the corresponding semi-
classical parameter, the partition of unity cj is as in (1.12), fAC
N
0 ðð1=4; 4ÞÞ is such
that fðxÞ ¼ 1 on the support of c and Fjðx; xÞ ¼ fðaðx; xÞ=ljÞ: We write UjðtÞ ¼
eitHj : We ﬁx a function CACN0 ðRnÞ:
Lemma 6.1. Suppose that there exists a constant C independent of j ¼ 0; 1;y and
u0AL2ðRnÞ such thatZ ehj
0
jjCðxÞFjðx; DÞeitHj u0jjj2 dtpCl1=2j jju0jjj2: ð6:1Þ
Then statement (1) of Lemma 3.1 and, hence, Theorem 1.2 follow.
Proof. Take *cACN0 ðð1=2; 2ÞÞ such that *cc ¼ c as in the proof of Lemma 2.3. We










jjCðxÞFjðx; DÞðeitH  eitHj Þ *CjðHÞu0jjj2dtpCl1=2j jju0j jj2:
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Combining this with Lemmas 2.1 and 2.2, we obtainZ ehj
0
jjCðxÞeitHu0jjj2dtpCl1=2j jju0jjj2
which is the desired estimate. &
We prove (6.1). We may assume j is sufﬁciently large as (6.1) is obvious for any
ﬁxed j: Deﬁne Kjðx; xÞ ¼ CðxÞ2Fjðx; xÞ2: We have by virtue of (2.13) that
jjKjðx; DÞ  Fjðx; DÞCðxÞ2Fjðx; DÞjjBðL2ÞpCl1=2j : ð6:2Þ
Changing the variable t-thj and deﬁning H˜j ¼ h2j Hj as previously, we estimate the








ðeitH˜j=hj Kjðx; DÞeitH˜j=hj u0j; u0jÞ dt þ Chjl1=2j : ð6:3Þ
We write Kjðx; DÞ in the form of h-FDO by changing the variables x-x=hj:




















where K˜jðx; xÞ ¼ Kjðx; x=hjÞ ¼ C2ðxÞf2ððx2=2þ V hj ðxÞÞ=l
2
m
j Þ: Notice that we have
replaced h2j VðxÞ by V hj ðxÞ as they agree on the support of C: It is obvious that
fK˜jðx; xÞ : j ¼ 1; 2;yg is a bounded set of Sð1; g0Þ; where g0 ¼ dx2 þ dx2: (Actually
it is bounded in Sð1; g1Þ; however, we consider it in Sð1; g0Þ as it sufﬁces to work in
the latter space and estimates are simpler in there). In what follows we follow the
standard arguments of h-FDO theory (see e.g. [33]). We deﬁne operator valued
function
KjðtÞ ¼ eitH˜j=hj K˜jðx; hjDÞeitH˜j=hj :
We have at least formally
0 ¼ d
dt
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hnj Kjnðt; x; hjDÞ:
Denote H˜jðx; xÞ ¼ x2=2þ V hj ðxÞ so that Hj ¼ H˜jðx; hjDÞ: Then, the symbol



































j Kjnðt; x; xÞ for Kjðt; x; xÞ; collect the terms of the same orders in h
and set them ¼ 0: The result is
@Kj0
@t









and for n ¼ 1; 2;y
@Kjn
@t
























We solve (6.5) and (6.6) inductively with initial conditions
Kj0ð0; x; xÞ ¼ K˜jðx; xÞ; Kjnð0; x; xÞ ¼ 0; n ¼ 1; 2;y : ð6:7Þ
We denote the solutions of (4.6) with hj in place of h by ðq jðt; y; kÞ; pjðt; y; kÞÞ
which exist for jtjoe uniformly with respect to j: Then, it can be easily
checked that
Kj0ðt; x; xÞ ¼ K˜jðq jðt; x; xÞ; pjðt; x; xÞÞ; j ¼ 1; 2;y ð6:8Þ
is a unique solution of (6.5) with the initial condition (6.7). Since the map
ðx; xÞ-ðq jðt; x; xÞ; pjðt; x; xÞÞ is a global diffeomorphism and the derivatives of
ðq jðt; x; xÞ; pjðt; x; xÞÞ with respect to ðx; xÞ are bounded uniformly with respect to
jtjoe and j ¼ 1; 2;y; we see that Kj0 : j ¼ 0; 1;y are bounded in Sð1; g0Þ: Evidently
Kj0ðt; x; xÞ ¼ 0 unless ðq jðt; x; xÞ; pjðt; x; xÞÞAsupp K˜j :
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Eq. (6.6) for n ¼ 1 can be written in the form
d
dt
















ðt; q jðt; x; xÞ; pjðt; x; xÞÞ:
Since Kj1ð0; x; xÞ ¼ 0; it follows that
Kj1ðt; q jðt; x; xÞ; pjðt; x; xÞÞ ¼
Z t
0
Rj1ðs; q jðs; x; xÞ; pjðs; x; xÞÞ ds
or
Kj1ðt; x; xÞ ¼
Z t
0
Rj1ðs; q jðt  s; x; xÞ; pjðt  s; x; xÞÞ ds:
Again fKj1ðt; x; xÞ : j ¼ 1; 2;y; jjtjoeg is bounded in Sð1; g0Þ and Kj1ðt; x; xÞ ¼ 0
unless ðq jðt; x; xÞ; pjðt; x; xÞÞAsupp K˜j : The latter can be seen from (6.8) and
Kj0ðs; q jðt  s; x; xÞ; pjðt  s; x; xÞÞ ¼ Kj0ðt; x; xÞ which follows from the group
property of the ﬂow ðy; kÞ/ðq jðt; y; kÞ; pjðt; y; kÞÞ: We successively solve Eq. (6.6)
for n ¼ 2; 3;y in a similar fashion and ﬁnd that solutions Kj0; Kj1;y satisfy
fKjnðt; x; xÞ : j ¼ 1; 2;y; jjtjoeg is bounded in Sð1; g0Þ; n ¼ 0; 1;y; ð6:9Þ
Kjnðt; x; xÞ ¼ 0 if ðq jðt; x; xÞ; pjðt; x; xÞÞesupp K˜j: ð6:10Þ
We deﬁne
KNj ðt; x; xÞ ¼
XN
n¼0
hnj Kjnðt; x; xÞ:
Lemma 6.2. Let KNj ðt; x; xÞ be defined as above. Then, there exists e40 such that the
following estimates are satisfied:
(1) For any N ¼ 1; 2;y; there exists a constant CN such that for j ¼ 1; 2;y;
sup
jtjpe
jjeitH˜j=hj Kjðx; DÞeitH˜j=hj  KNj ðt; x; hjDÞjjBðL2ÞpCNhNþ1j : ð6:11Þ
(2) For any N ¼ 1; 2;y there exists a constant CabN such that for j ¼ 1; 2;yZ e
0
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ðt; x; hjDÞ  i
hj
½H˜j; KNj ðt; x; hjDÞ	AOpSðhNþ1j ; g0Þ
uniformly with respect to j and jtjoe: It follow by integration (see (6.4)) that
jjeitH˜j=hj KNj ðt; x; hjDÞeitH˜j=hj  Kjðx; hjDÞjjpCNhNþ1j
with j independent constant CN : Statement (1) follows. By virtue of Caldero´n–







j ðt; x; xÞ dt

pCabNl1mj : ð6:13Þ
By virtue of (6.9) and (6.10), we know that j@ax@bxKNj ðt; x; xÞjpCN with CN
independent of j; jtjoe and ðx; xÞARn  Rn and that KNj ðt; x; xÞ ¼ 0 unless
Cðq jðt; x; xÞÞa0: Thus, for proving (6.13), it clearly sufﬁces to show by replacing
e40 by a smaller constant if necessary, that there exists a constant C40 independent
of j such that




This, however, is almost evident. We omit the variables x; x from q jðtÞ and pjðtÞ in
what follows. First, we remark that j@xVhj ðxÞjpC/xS with j independent constant
C40: It follows that 1þ j ’qjðtÞj þ j ’pjðtÞjpCð1þ jq jðtÞj þ jpjðtÞjÞ and
sup
jtjpe




The last inequality holds because K˜jðx; xÞa0 implies 41l
2
m




















if e40 is sufﬁciently small. Thus, pðtÞ changes its direction and the magnitude only
by a small fraction and we clearly have q jðtÞesuppC if jtjX100 diamðsuppCÞ=jxj
when jtjoe: Estimate (6.13) follows. &
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Proof of Theorem 1.2 (Completion). By virtue of (6.11) and (6.12), we haveZ e
0










We apply this to the right-hand side of (6.3) and obtainZ ehj
0
jjCðxÞFjðx; DÞeitHj u0j jj2 dtpChjl1=2j ¼ Cl1=mj ð6:14Þ
which implies Lemma 6.1, hence, Theorem 1.2). &
7. Local wellposeness of nonlinear equation
We use the following estimates on the fractional derivatives of composite






The proof of the following lemma can be found in [26].




ðGlðxÞ þ GlðZÞÞjxl  Zl j; x; ZACm ð7:1Þ






: Let uðxÞ ¼
ðu1ðxÞ;y; umðxÞÞ be such that ulALtl ðRnÞ; l ¼ 1;y; m; and FðuÞALtðRnÞ for some
1ptloN and 1ptoN: Suppose that jDjaulALqðRnÞ for l ¼ 1;y; m; and





In what follows the numbers r; s; admissible pair ðy; pÞ and s are as in Theorem
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where s ¼ s  2g and 1yð12 1mÞogos2: Note that if s4n2 2y ¼ np; then, by the Sobolev
embedding theorem, we have
jjujjLNpCjjujjWs;p : ð7:4Þ
Lemma 7.2. Let F be as in Theorem 1.5. Let u; vALNðRnÞ-Hs: Then, we have
jjFðuÞjjHspCjjujjr1LNðRnÞjjujjHs : ð7:5Þ
jjFðuÞ  FðvÞjjHspCðjjujjHs ; jjvjjHs ; jjujjN; jjvjjNÞðjju  vjjHs þ jju  vjjNÞ; ð7:6Þ
where Cða; b; c; dÞ is a homogeneous function of ða; b; c; dÞARþ of degree r  1:
Proof. We have jj/xSms=2FðuÞjjpjjujjr1LNðRnÞjj/xSms=2ujj and, by virtue of
Lemma 2.4, it sufﬁces to show for proving (7.5) that
jjFðuÞjjHspCjjujjr1LNðRnÞjjujjHs : ð7:7Þ
Estimate (7.7) is obvious when s ¼ 0 by assumption. Let s be an integer ﬁrst and let




Fb1ybcðuÞDb1x u#?Dbcx u#; ð7:8Þ
where the sum is taken over b1;y; bc such that jbjjX1 and b1 þ?þ bc ¼ b;





jjujjrcN jjDb1x u#jj2s=jb1j?jjDbcx u#jj2s=jbcj
and Gagliardo–Nirenberg’s inequality (cf. e.g. [39, Proposition 3.5]) implies (7.5).
For non-integral s; we apply jDjy; y ¼ s  ½s	; to (7.8) with jbj ¼ ½s	 and apply
Lemma 7.1 for the function Fb1ybcðuÞu#1?u#c : (7.5) follows by using Ho¨lder’s and
Gagliardo–Nirenberg’s inequalities. Note that Fb1ybcðuÞ is of class C1 because s ¼
½s	 þ 1 if s is not an integer. The proof of (7.6) is similar and is omitted. &
Proof of Theorem 1.5. We use estimates (7.3) and (7.4) and prove the theorem by the
contraction mapping theorem. We deﬁne a nonlinear map T by
TðuÞ ¼ eitH u0  iFðuÞ; FðuÞ ¼
Z t
0
eiðtsÞHf ðx; uðsÞÞ ds: ð7:9Þ
Write BM ¼ fuAX s;sd : jjujjX s;sd pMg: We show that T is a contraction map on BM
for sufﬁciently small d and suitable M depending on jju0jjHs : We have by using
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Combining last two estimates we obtain
jjujjX s;sd pC1jju0jjHs þ C2d
1r1y jjujjrX s;sd : ð7:10Þ




y o1=2; then the nonlinear operator T maps BM into itself. We can
similarly show that
jjTðuÞ  TðvÞjjX s;sd pC3d






jju  vjjX s;sd
Thus T is a contraction map for sufﬁciently small d and Theorem 1.5 follows. &
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