Abstract. This paper proposes a multiple-membership generalized linear mixed model for ranking college football teams using only their win/loss records. The model results in an intractable, high-dimensional integral due to the random effects structure and nonlinear link function. We use recent data sets to explore the effect of the choice of integral approximation and other modeling assumptions on the rankings. Varying the modeling assumptions sometimes leads to changes in the team rankings that could affect bowl assignments.
Introduction
The highest level of collegiate football, the Football Bowl Subdivision (FBS, historically Division I-A), is undergoing a redesign of its postseason structure. Currently, the FBS is unique in that its season does not end with a tournament to decide a champion. After the regular season, the top performing teams are invited to one of several "bowl games." Through 1997, the bowl assignments were strictly a function of conference membership (with special rules for non-conference teams), meaning the top two ranked teams often played in different bowl games. After the bowl games, the national champion was decided by the Associated Press and the Coaches polls. The championship was split when the polls disagreed. To prevent this, starting in 1998 the Bowl Championship Series (BCS) began to seed the Fiesta, Orange, Rose, and Sugar Bowls with certain conference champions and other highly ranked teams. The ranking procedures used by the BCS have changed since 1998, but have always been a weighted average of two polls and an average of several mathematical models, referred to as "computer rankings". The computer rankings were originally allowed to use margin of victory, but in an attempt to prevent teams from running up scores to inflate their ratings, only win/loss information may now be used (ties are necessarily settled in overtime). This restriction to a binary response complicates the ranking process. Analyzing the binary game outcomes requires modeling assumptions and decisions that are not needed when modeling continuous outcomes, such as margin of victory. We explore the sensitivity of team rankings to these assumptions. Stern et al. (2004) provide a detailed history of college football rankings as well as descriptions of the models currently employed by the BCS. An additional literature review is provided by West and Lamsal (2008) . Stern et al. (2004) discuss popular controversies surrounding the BCS system through the beginning of the 2004 season, and Stern (2006) calls for a boycott of the BCS by quantitative analysts. Due in part to widespread criticism (and perhaps in larger part to potential television revenue), the current BCS structure will be revised to include a four team playoff beginning with the 2014 season. The tournament will be seeded by a selection committee, which may choose to factor mathematical rankings into their decision. A similar selection committee uses the Ratings Percentage Index (RPI) and proprietary models of Jeff Sagarin to help seed the NCAA Men's Division I Basketball Championship (West, 2006) .
There are several mathematical models available for ranking teams. One approach for continuous outcomes is to model a rating η i for each team i, and compute the predicted win margin of team i over team j via a function of the difference η i − η j . Such models require the margin of victory from past games. Harville (1977a) and Harville (2003) develop such a model for continuous responses, and provide methods for limiting the utility of running up the score beyond a threshold C by either truncating the win margins at C, or by scaling the margins that exceed C via a hazard function. Gill and Keating (2009) examine differences in the rankings resulting from treating the team effects as fixed or as random, as well as the modifications proposed by Harville (2003) .
Despite the existence of models that minimize the advantage of running up the score, such as those proposed by Harville (2003) , the BCS has decided to use only win/loss information in the computer rankings. In order to model the probability that team i defeats team j, the Thurstone-Mosteller model (Thurstone, 1927; Mosteller, 1951) calculates Φ(η i − η j ), where Φ is the cumulative distribution function of the standard normal distribution. This is similar to the Bradley-Terry model (Bradley and Terry, 1952) used by Keener (1993) . However, all of these models encounter an infinite likelihood if any teams have a perfect record, due to quasi-complete separation of the data (Allison, 2008) . Mease (2003) proposes a penalized likelihood approach which circumvents the difficulty associated with the presence of undefeated or winless teams. In essence, the fixed effect model proposed by Mease (2003) becomes a random effects model with his introduction of a penalty function. Modeling the team ratings η i with random instead of fixed effects avoids the problem of complete or quasi-complete separation. In this case, the empirical best linear unbiased predictors (EBLUPs) of the random effects are sorted to form the team rankings.
The penalized likelihood used by Mease (2003) requires a choice of a penalty function. Annis and Craig (2005) express concern that this subjective choice may influence the rankings produced by the model. The model proposed by Mease (2003) may be seen as a special case of the generalized linear mixed model (GLMM) we propose: it arises as one particular approximation of the marginal likelihood of our GLMM. Furthermore, Mease (2003) uses a probit link, and mentions the possibility of using a logit link as an alternative, noting that the choice between the two "did not affect the resulting rankings substantially for the football seasons considered."
The choice of link function is often minimized in discussions of generalized linear mixed models, and the choice of integral approximation depends on computational feasibility as determined by the structure of the random effects. It is important to note that, even if the true parameter values were known, the EBLUPs in a GLMM depend on the chosen integral approximation. Finally, it is well known that maximum likelihood (ML) estimates for variance components are subject to a downward bias, and that restricted maximum likelihood (REML) estimation procedures correct for this bias (Harville, 1977b) . In this paper we explore how these modeling choices affect the team rankings.
We present a GLMM for the ranking of college football teams using only win/loss information. Our model structure is the same as the one proposed by Mease (2003) , except we account for the teams via random instead of fixed effects. Furthermore, we consider treating the FBS and FCS (Football Championship Subdivision, formerly Division I-AA) divisions as different populations, whereas Mease (2003) consolidates all FCS teams into a single effect that is regarded as member of the FBS population. We show that our GLMM is a generalization of the penalized likelihood proposed by Mease (2003) , and explore the sensitivity of the rankings from our model to the choices of (1) link function (2) integral approximation used for the marginal likelihood of our GLMM (3) distribution of the random team effects (4) consolidating FCS teams into a single "team" vs. treating FCS as a separate population (5) ML vs. REML The results from our analysis show that the changes in team ratings resulting from varying these assumptions are small relative to the standard errors associated with each team's rating. However, these changes result in a reordering of the team rankings that may lead to practically significant differences in the bowl selection process. There is limited information in the binary win/loss outcome of each game, and it is not surprising that changing properties of the model may lead to teams with similar records swapping ranks. For some of the assumptions listed above, especially points 1 and 3, there may not be a clear set of best choices. However, these choices may affect the ordering of the team rankings.
We present the model in Section 2 and discuss the parameter estimation in Section 3. In Section 4, we compare the rankings resulting from our model under different assumptions for the seasons [2008] [2009] [2010] [2011] . In each year, we use data through the end of the conference championships, excluding the outcomes of the bowl games. Thus our examples use the same data that were used to compile the final BCS rankings in each year, which were used as a basis for the bowl invitations.
The Model
Mease (2003) models team ratings with fixed effects θ = (θ 1 , . . . , θ p+1 ) via the likelihood
where S is the set of all ordered pairs (i, j) for which team i defeated team j, and both teams belong to the FBS. p is the number of FBS teams, and θ p+1 is a single effect that is used to represent every FCS team. S * is defined in the same way as S, except one of the teams in each pair is from the FBS and the other is from the FCS. Mease (2003) refers to Equations (1)-(3) as Parts 1, 2, and 3, respectively. Part 1 models the probability of the outcome of each game using the team ratings, and implicitly considers "strength of schedule." The second part is a penalty function that allows the model to be estimated in the presence of undefeated or winless teams: using Part 1 alone leads to an infinite likelihood in these cases. The third and final part models games between FBS and FCS teams using a single team effect to represent all FCS teams.
We propose modeling the team ratings with random instead of fixed effects, and show that the model proposed by Mease (2003) is actually a special case of our random effects model. Treating the teams as random effects requires the specification of a distribution for those effects, as well as the choice of an integral approximation for the resulting generalized linear mixed model. In addition, we propose another method of modeling games between FBS and FCS teams. Besides modeling all FCS teams as a single effect and ignoring FCS games that were not played against an FBS opponent, we model FCS teams as a separate population. Using this approach, we include all of the games played between two FCS teams, but ignore FCS games played against lower-divisional opponents. This introduces two more modeling assumptions. 1) Instead of ignoring FCS games against lower divisional opponents, those opponents could be treated as a single effect, using the same approach as Mease (2003) . Although we do not take this approach, this could protect against the possibility of a successful FCS team being overrated due to an ignored loss against a Division II team. 2) When modeling separate FBS and FCS populations, we may either assume that the populations share a common variance, or we may model a different variance for each population. In Section 4, we model both pooled and separate variances and compare the resulting differences.
2.1. Separate FCS Population with Pooled Variance. We first present our model including separate FBS and FCS populations, assuming that the FBS and FCS distributions share a common variance. In Section 2.2 we describe the changes necessary for modeling different FBS and FCS effect variances, and in Section 2.3 we treat FCS opponents of FBS teams as a single team in the FBS population Our model considers outcomes of FBS and FCS games in a given season. Let r i be a binary indicator for the outcome of the i-th game for i = 1, . . . , n, taking the value 1 with a home team win and 0 with a visiting team win. For neutral site games, designate a home team arbitrarily.
We model the rating of the j-th team for j = 1, . . . , p + q with a random effect η j assuming η j ∼ N (0, σ 2 t ). p and q represent the number of included FBS and FCS teams, respectively. We assume that the distributions of FBS and FCS ratings share a common variance σ 2 t , but that the distributions have different means. We account for the difference in means between the two divisions by including the fixed effect β in the model. The coefficient X i for β takes the value 1 if the i-th game involves an FCS team visiting an FBS team, and 0 otherwise (FBS teams do not travel to play FCS teams). We will refer to β as the "FCS effect." Using the threshold model of McCulloch (1994) , we assume that the game outcomes are determined by a latent continuous variable y i = X i β + Z i η + i , which may be interpreted as the margin of victory for the home team, but only the binary outcome r i = I {yi>0} is observed. We thus model the probability π i of a home team win in the i-th game, as.
where β is the FCS effect, η = (η 1 , . . . , η p+q ) ∼ N (0, σ 2 t I) contains the random effects representing the team ratings, = ( 1 , . . . , n ) ∼ N (0, I), and cov(η, ) = 0. The assumed distribution of determines the link function of the resulting GLMM. Assuming that ∼ N (0, I) leads to a probit link,
By contrast, assuming that the i are independent and follow a logistic distribution leads to a logit link.
where logit(π) = log(π/(1 − π)). The design matrix Z for the random effects contains rows Z i that indicate which teams competed in game i. If team k visits team l in game i, then Z i is a vector of zeros with a 1 in position l and a −1 in position k. This is a multi-membership design (Browne et al., 2001 ) since each game belongs to multiple levels of the same random effect. As a result, Z does not have a patterned structure and may not be factored as it could be with nested designs. Mease (2003) uses the same design matrix, albeit using fixed effects for the teams. The multi-membership Z matrix is implied by the structure of the product over the set S in Equation (1).
We choose not to include a home field effect. We are concerned about the potential impact of nonrandom scheduling between teams on the estimate of home field advantage. Only three of the 120 FBS college football teams (Notre Dame, UCLA, and Southern California) have refrained from scheduling matches against FCS teams to lighten their schedules. These games are accounted for with the FCS effect, but there is yet another concern about the estimation of a home field effect. The more competitive programs tend to play more home games than other FBS programs. These additional home games are often against low-level FBS teams who do not posses the bargaining leverage to request a home-and-home series. As a result, the "home field advantage" may appear to be significant simply because of the tendency of larger schools to schedule a number of easier home games. Others have advocated including a home field effect, including Harville (1977a) , Harville (2003) , Mease (2003) , and Wang et al. (2011) .
Other fixed effects may easily be included in the model, but the factors should not contain any levels that act as perfect predictors for the outcomes. For example, the inclusion of the FCS fixed effect will lead to an infinite likelihood due to quasicomplete separation (Allison, 2008) in the event that every FBS vs. FCS game results in an FBS win. In 2008, FCS teams won only 2 of 86 games against FBS teams. In the event that FBS teams were to win all such games in a year, the FCS effect and teams may be removed from the model. Historically, some of the BCS computer rankings always ignored these inter-division matches, until fifth-ranked Michigan lost to FCS Appalachian State after paying the team $400,000 for a one-off home game in 2007.
The likelihood for our model with a probit link is
where f (η) is the density of η. We assume η ∼ N p+q (0, σ
The model likelihood functions in Equations (4) and (5) contain intractable integrals because the random effects enter the model through a nonlinear link function. Furthermore, the (p + q)-dimensional integral in each equation may not be factored as a product of one-dimensional integrals. Such a factorization occurs in longitudinal models involving nested random effects. However, the multi-membership random effects structure of our model results in a likelihood that may not be factored.
2.2. Separate FCS Population with Unique Variance. The model assuming separate FBS and FCS populations uses the same setup as described in Section 2.1, except that the populations are allowed to have different variances. The likelihood function for this model with a probit link is
where f (η) is the density of η = (η 1 , η 2 ), with η 1 and η 2 containing the FBS and FCS team effects, respectively. We assume
, and that cov(η 1 , η 2 ) = 0. Using a logit link,
2.3. Single Population. The model consolidating FCS teams into a single "team" in the FBS population also uses a similar setup as described in Section 2.1. However, this model does not require the FCS fixed effect, and discards information about games played between pairs of FCS teams. The likelihood function using a probit link is
where f (η) is the density of η. We assume η ∼ N p+1 (0, σ 2 t I), where η p+1 is consolidated FCS team-effect. Using a logit link,
The model proposed by Mease (2003) results from applying a particular integral approximation to Model (6). Following an illustration by Demidenko (2004) , the penalized likelihood used by Mease (2003) may be derived from our model (6) via the Laplace approximation (Evans and Swartz, 1995) . Letting
the Laplace approximation yields
where η * is the mode of h(η). Further assuming that the determinant in Equation (7) varies slowly with η yields the quasi-likelihood (Breslow and Clayton, 1993) 
If the random effects η are assumed to be distributed so that
then Equation (8) yields the likelihood presented by Mease (2003) in Equations (1-3). Thus the model of Mease (2003) may be viewed as the PQL approximation to our probit model (6), where the random effects are assumed to have the density specified in Equation (9) rather than the normal density that we specified.
Parameter Estimation
Section 2.3 demonstrates that the model likelihood of Mease (2003) is the PQL approximation to our model (6) under a certain non-normal distribution of the random effects, η. PQL is based on the Laplace approximation, but makes one further approximation, and produces biased parameter estimates (Breslow and Lin, 1995) . By contrast, the Laplace approximation produces consistent estimators since the dimension of our integrals is equal to the number of teams and does not increase with the sample size (Shun and McCullagh, 1995) . In Section 3.1 we demonstrate how our model may be fit in SAS using a PQL approximation, and in Section 3.2 we explain how we use an EM algorithm with both a first-order and a fully exponential Laplace approximation to obtain the rankings. Code for fitting the model proposed by Mease (2003) is available from Mease (2012) .
Fitting the Model in SAS.
Specifying the multi-membership random effects structure in SAS is possible in PROC GLIMMIX via the MULTIMEMBER option of the EFFECT statement. However, GLIMMIX does not take into account the fact that Z is sparse. This is not an issue for the football data sets used here, but becomes problematic in other settings with larger data sets. The EM algorithm we use in Section 3.2 provides computational advantages in the estimation of multimembership models (Karl et al., 2012) .
The default estimation method of PROC GLIMMIX is a doubly-iterative pseudolikelihood method by which the link function is linearized and a linear mixed model is fit at each iteration. This method is equivalent to PQL when the scale parameter is set to 1, which is the default setting for the Bernoulli distribution in PROC GLIMMIX (Wolfinger and O'Connell, 1993; Littell et al., 2006) . Example SAS code appears in Appendix B.
3.2. Fitting the Model with an EM Algorithm. The EM algorithm (Dempster et al., 1977; McLachlan and Krishnan, 2008 ) is often used for maximum likelihood estimation in the presence of missing data. It may be used for the estimation of mixed models by treating the random effects as missing observations (Laird and Ware, 1982) , although an integral approximation is necessary when the random effects enter the model through a nonlinear link function, such as is the case with our model. Note that the high dimension of the integral renders quadrature methods infeasible.
The use of a fully exponential Laplace approximation (Tierney et al., 1989 ) with an EM algorithm for the estimation of generalized linear mixed models was first proposed by Steele (1996) . Rizopoulos et al. (2009) use this method to estimate the parameters of a joint model for a continuous longitudinal process and a time-todropout measurement. Karl (2012a) applies this approach to a multi-membership joint model. We will give a brief overview of the EM estimation procedure, and refer to Karl (2012a) for further details, as well as to Rizopoulos et al. (2009) for similar calculations made in the setting of nested random effects.
As an alternative to the PQL approximation, we fit the model using an EM algorithm with custom-written code in R (R Development Core Team, 2012) with both a first order Laplace (LA) and a fully exponential Laplace (FE) approximation in the E-step. The Laplace approximations are more accurate than PQL, but are more computationally demanding, requiring the calculation of higher-order derivatives than PQL. The first order Laplace approximation requires the first two derivatives of the integrand. Calculation of the fully exponential Laplace approximation for the conditional mean of the random effects requires the third derivative, and calculation of the conditional variance requires the fourth derivative. The approximation is complicated by the multi-membership random effects structure.
We outline the EM procedure for only one of the models, and note that the calculations are similar for the other models. To estimate the parameters Ψ = (β, σ 2 t ) of the model in Equation (4), we use the equations derived by Karl (2012a) , ignoring the longitudinal process in the joint model he analyzed. Given initial values for the parameters and the random effects, the EM algorithm alternates between an expectation (E) step and a maximization (M) step. At iteration (k + 1), the E step calculates the conditional expectation of the log-likelihood log f (r, η),
given the vector of game outcomes, r, and parameter estimates Ψ (k) obtained in the k-th iteration. For this calculation, it is sufficient to find the conditional mean η = E[η|r; Ψ (k) ] and the conditional variance v = var[η|r; Ψ (k) ] of the random effects. The M-step then maximizes Q(Ψ; Ψ (k) ) with respect to Ψ, resulting in the updated parameter vector Ψ (k+1) . The expressions for η and v involve intractable integrals, necessitating the use of the Laplace approximations. The gradient and inverse Hessian of the joint distribution f (r, η) (with respect to η) furnish the first order Laplace approximations to η and v, respectively, and the fully exponential Laplace approximations require computationally expensive corrections to these values. Upon convergence, η serves as the vector of team ratings, demonstrating that the choice of integral approximation affects the ratings even if the model parameters Ψ are known.
The M-step update for β from the probit model may be obtained by setting the score function (10) equal to 0, where φ is the density function of the standard normal distribution. The equation may be solved via Newton-Raphson, using a central difference approximation to S( β) in order to obtain the necessary Hessian. Fortunately, there is a closed form M-step update for σ 2 t , namely
Application
We obtain the game outcomes for the 2008-2011 seasons from the NCAA website (NCAA, 2012) . The data require additional processing, since outcomes are recorded by teams, resulting in duplicate observations for games between two teams within the same division. Some of the neutral site games were duplicated while others were not. We combine the FBS and FCS files, remove all games labeled "away", remove games between FCS and lower division teams, purge redundant neutral site games, add an indicator for games played between FBS and FCS schools, and remove the records of games played after the production of the final BCS rankings in each year. The processed data are available from Karl (2012b) . See Table 12 in Appendix B for the first observations of our 2008 data set.
The team ratings and rankings for the 2008-2011 seasons appear in tables and scatter plots Appendix A. The scatter plots are printed with reference lines with slope 1 and intercept 0. The rankings use the game outcomes through the end of the conference championships in each year: the bowl outcomes are not included. This allows us to compare the rankings from our model to the final BCS rankings used to choose the BCS teams. The BCS rankings are included as a reference, and not as a standard that we expect our model to match. Two-thirds of the weight of the BCS ranking is given to polls, and the voters are allowed to consider more than each team's win/loss record.
Under the current BCS configuration, the top 16 teams of the BCS rankings are relevant due to the rules involving eligibility for selection in the non-championship BCS bowls. We do not list all of the rules the selection process, but instead point out a few of the highlights. The top two teams in the BCS rankings are selected to play in the national championship game. The remaining 8 BCS slots are filled with the winners of certain conferences (e.g. Big East), regardless of their ranking. For example, after the 2010 season, #7 ranked Oklahoma was paired in the Fiesta Bowl with an (8-4) unranked Connecticut team.
There are special rules for non-BCS teams, including a rule that the highestranked winner of a non-BCS conference will receive a berth if it is either ranked in the top 12 or in the top 16 and higher than at least one BCS conference winner. Under certain conditions, any team finishing in the top four is guaranteed a berth. The complete list of rules is available from the Bowl Championship Series (2011). In short, permutations in the rankings of teams outside of the top two can affect the selection of teams for participation in the BCS. The value of these berths is substantial. Each conference, and thus each school, receives an extra payout for each additional team that is awarded a BCS berth. The head coaches of these teams benefit as well, due to their contracts: Les Miles (LSU) received a $200,000 bonus for reaching a BCS game in 2012 and would have received an extra $100,000 for winning the national title game. In addition, a national title win for Miles would have activated a clause in his contract giving him a $5.7 million raise over the remaining 6 years of his contract. Instead, Nick Saban (Alabama) received a $400,000 bonus for defeating LSU (Eichelberger, 2012) .
In the following subsections, we describe the changes in rankings that result from varying several modeling assumptions. For convenience, we will introduce a three-part notation to indicate the method of integral approximation (PQL, LA for Laplace, FE for fully exponential Laplace), the link function (P for probit, L for logit), and the way in which FCS teams are handled (0 for consolidating them into a single effect as in Section 2.3, 1 for modeling separate FBS and FCS populations with a pooled variance as in Section 2.1, and 2 for modeling separate populations with separate variances as in Section 2.2). For example, PQL.P.0 denotes the PQL approximation to the probit model that consolidates FCS teams into a single "team." 4.1. The Link Function. To explore sensitivity to the choice of link function, we compare the rankings from FE.P.0 and FE.L.0, which appear in Figures 5, 6, 9, 10, 13, 14, 17, and 18 in Appendix A. The reference lines in the scatter plots for the continuous ratings from these two models are not meaningful since the kurtosis of the logistic distribution is greater than that of the normal distribution. We would expect the rankings using the fully exponential Laplace approximation to be the most sensitive to the choice of link function, since the approximation makes use of four derivatives of the complete-data likelihood, and thus the link function.
In 2008 these two models agree on ranks 1-16, though 17-20 are scrambled by one or two positions. In 2009, 13-14 and 17-18 each swap positions. In 2010, 7 and 9 swap, and 17-20 each differ by one position. However, in 2011, FE.P.0 ranks LSU, Alabama, and Oklahoma St. as the top three teams, respectively, while FE.L.0 picks LSU, Oklahoma St., Alabama. Figure 18 shows that Alabama and Oklahoma St. have nearly identical ratings in each of the models. The change in link function leads to slight changes in the team ratings, prompting shifts in the rankings. These changes are small relative to the standard errors of the ratings, as can be seen from the caterpillar plot in Figure 1 , which displays the 2008 FBS team ratings from FE.P.0 along with their associated 95% prediction intervals. In the context of teacher evaluation, Draper (1995) urges caution when using the EBLUP rankings because individual ratings may have large standard errors. Given the high stakes involved in the BCS rankings and the way the models are used by the BCS, small changes in the ratings may be practically significant, even if they are not statistically significant. The BCS uses the discretized rankings from each model, not the continuous ratings. The plots in Appendix A show how uneven the spacing between team ratings can be. Teams with similar ratings are more likely to swap positions with changes in the modeling assumptions.
4.2. The Integral Approximation. The tables in Appendix A contain the team rankings and ratings, as well as the parameter estimates for σ 2 t from models PQL.P.0, LA.P.0, and FE.P.0. The downward bias in the PQL estimates of σ 2 t described by Breslow and Lin (1995) is clearly present. The fully exponential Laplace approximation is more accurate than the first order Laplace, which is in turn better than PQL. It is interesting to see in the tables that the changes in a team's ranking from PQL to LA to FE are monotonic. That is, for 2008-2011, if a team is ranked X by PQL.P.0 and Y by FE.P.0, its ranking under LA.P.1 is somewhere between X and Y, inclusive.
Two of the more interesting changes in ranking seen across the models for these data are in 2009 and 2011, where the change in integral approximation alters which team is voted second, and thus one of the two teams to play for the national championship. In 2009, FE.P.0 lists Alabama and Cincinnati, while PQL.P.0 and LA.P.0 select Alabama and Texas. In 2011, PQL.P.0 and LA.P.0 rank Oklahoma St. 2, while FE.P.0 ranks Alabama 2. Of course, these teams only moved one position between second and third in these rankings, but the exchange is remarkable in the sense that it arises solely from using a fully exponential (asymptotically analogous to a second-order) instead of a first-order Laplace approximation. At least in these years, our answer to the question, "Who do you think should play in It is difficult to tell whether there is a pattern in set of teams which are affected by the choice of FE.P.0 over PQL.P.0 in each year. SEC teams tend to benefit from the change. It is possible that the increased random team-effect variance estimated by the fully exponential model implicitly places a greater emphasis on strength of schedule, since the larger the variance of the team effect, the greater the estimated disparity between FBS teams. We consider this point further in Section 4.3.
4.3. Distribution(s) of the Random Team-Effects. Annis and Craig (2005) express concern about potential sensitivity of team rankings to the penalty function chosen by Mease (2003) . In Section 2.3, we demonstrated that the penalty function (2) corresponds to the distribution of the random team-effects. Figure 2 compares the normal distribution to the distribution implied by the penalty function of Mease (2003) . Figure 3 compares the rankings from PQL.P.0 and the model by Mease (2003) . We summarize the changes to the top five teams when moving from PQL.P.0 to Mease (2003) The distribution (2) used by Mease (2003) is fixed and does not depend upon estimated parameters. It is very similar to a N (0, 0.815 * I) distribution. In this sense, Mease's model may be approximated using PQL.P.0 by restricting σ 2 t = .815. To address the point made by Annis and Craig (2005) , we fit PQL.P.0 using different fixed values of σ 2 t . At one extreme, consider the case σ 2 t = 0. This implies that all of the teams are of equal strength, that that the chance of a team winning any given game is 50%, and that the teams should be ranked by their number of wins minus their number of losses. To explore this possibility, we restricted σ 2 t = 0.0001 in our R program (which requires a positive value of σ 2 t ) and found roughly what we expected in the left column of Table 1 . Notice how Arkansas St. made it up to 11 under this scenario. For the other extreme, we restricted σ 2 t = 100. Notice how 12 of the top 15 teams are from either the SEC or Big XII, including 7-5 Auburn and Texas, and 6-6 Texas A&M. Note that Arkansas' two losses were to LSU and Alabama, and that Alabama's only loss was to LSU.
Our model provides an advantage over that of Mease (2003) by estimating σ 2 t rather than fixing it at an arbitrary value. This discussion also provides at least a partial explanation for the changes in ranking due to changes of integral approximation. The downward bias in the PQL estimates of σ 2 t (Breslow and Lin, 1995) has the same effect as modifying the assumed distribution of the random effects. Across the years, the PQL.P.0 estimates of σ 2 t tend to be around 0.55, while the FE.P.0 estimates tend to be closer to 0.8. This seems to explain why Mease's model tends to agree more closely with FE.P.0 instead of PQL.P.0, despite relying on a PQL approximation. Figure 8 shows the ratings falling below the reference line. This indicates that, in 2008, the variance of the FBS team-effects from FE.P.2 is less than that of FE.P.1. Table 2 shows the estimated pooled variance (σ 2 t ) from FE.P.1 and the FBS variance (σ There are other changes lower in the rankings as well. FE.P.2 provides greater flexibility than FE.P.1 by estimating separate variance components. Likewise, FE.P.2 makes use of more information than FE.P.0, by considering the outcome of games between pairs FCS teams as well as modeling the FBS games against specific FCS teams rather than a generic FCS "team." We prefer FE.P.2; however, the approach used by FE.P.0 is reasonable as well. As we have seen in previous sections, the choice between two reasonable assumptions may lead to different rankings. effect, the FCS effect, and around 240 different levels of the random effect, corresponding to the FBS and FCS teams. Unlike a one-way random effects model, it is not clear what the expected downward bias in the ML estimates of σ 2 t should be in this multi-membership random effects setting. However, we found the estimates from two methods to be nearly identical. We include estimates from the two methods in Table 3 so that the difference between the ML and REML estimates may be compared to the differences resulting from different integral approximations. Of course, the difference between ML and REML estimates would grow if additional fixed effects were added to the model.
Conclusion
We have proposed a generalization of the model developed by Mease (2003) and tested our model's rankings for sensitivity to several modeling choices. Ideally, this type of sensitivity analysis should be performed whenever a generalized linear mixed model is used. The sensitivity will likely depend on the random effects structure of different models. The downward bias in PQL estimates of variance components has been well documented (Breslow and Lin, 1995) , but not as much attention has been given to differences in EBLUP orderings resulting from using different orders of integral approximation. Harville (2003) discusses seven criteria for an appropriate ranking-model: accuracy, appropriateness, impartiality, unobtrusiveness, nondisruptiveness, verifiability, and comprehensibility. For practical purposes, the choice between Mease's model and our model FE.P.2 represents a trade-off between comprehensibility and accuracy. The computational effort required to obtain the rankings from FE.P.2 is much greater than that required for Mease's model. Furthermore, the lack of a closed-form objective function obfuscates the relationship between the data and the rankings. However, by modeling a separate FCS population and using a fully exponential Laplace approximation, FE.P.2 makes use of additional data and provides the capacity to accurately estimate the FBS population variance, whereas Mease relies on a fixed population variance.
The sensitivity of the EBLUPs to different methods of approximating the marginal likelihood may be of interest in other settings, including in the use of valueadded models for teacher assessment. Value-added models evaluate teachers based on the performance of their students. When the measures of student performance are categorical (Broatch and Lohr, 2012) , the analysis of the sensitivity to the choice of approximation of the marginal likelihood that we discuss in this paper may be relevant.
Without changing the mean or random effects structures, our rankings shifted with different choices of modeling assumptions. The resulting changes in team ratings are small relative to the standard errors of the ratings, but could have implications for which teams are assigned to which bowls. Bowls are assigned based on the point estimates of the team rankings: an undefeated, third ranked team would probably take little consolation in being told that their rating is not significantly lower than those of the top two teams.
The large confidence intervals associated with the team ratings suggest that the sensitivity of the rankings to the modeling assumptions is due at least in part to the limited information available to the model: around 12 binary outcomes on 240 or so subjects. Given this limited information, it seems unreasonable to expect these models to be capable of identifying the two best teams in a division. The limited accuracy of the models due to their restriction to the use of binary game outcomes is one of the reasons that lead Stern (2006) to call for a boycott of the BCS by quantitative analysts. Models for binary game outcomes may provide a rough guide for the classification of teams, but the fickle nature of their rankings should be kept in mind.
Appendix A. Tables and Graphs
Note: For the plots of the rankings (e.g. Figure 5 ), the best teams appear in the bottom left corner of each graph, corresponding to rankings near 1. By contrast, the best teams in the plots of the ratings appear in the top right corner, corresponding to larger ratings (e.g. Figure 6 ). 
