CME Article
In this article, it was planned that we shall discuss Discriminant and Cluster analysis. While preparing the discussions for both topics, there was an overwhelming large amount of information and thus we shall concentrate on Discriminant analysis only and leave Cluster analysis to Biostatistics 304.
Discriminant analysis (DA) was the traditional statistical technique used for differentiating groups (categorical dependent variable) when the independent variables were quantitative. Consider the situation where a researcher hypothesised that four quantitative bio-markers, x1 to x4, could be used to differentiate two groups (A & B). Table I shows the differences between the two groups for each biomarker using 2-Sample t-test (after checking for normality and homogeneity of variance assumptions). Fig . 1 shows the distribution of x4 for both groups and although there is a significant difference (p<0.001), the demarcation is not obvious! What then is a good cut-off to differentiate the 2 groups? A recommendation is to use the total mean of x4 (=110.55); group A<110.55 and group B ≥ 110.55 giving a total accuracy of 78% with 77% and 79% accuracies for groups A and B, respectively (Table II) . This may not be the optimal cut-off (giving the best accuracy) -an ROC analysis (1) should be performed. How does Discriminant analysis (DA) "discriminate" between the two groups? In SPSS, go to Analyze, Classify, Discriminant to get Template I.
Template I. Discriminant analysis definition.

Biomarker x4
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Put the variable group (coded as 1=A, 2=B) into the Grouping Variable box; define range: minimum = 1 and maximum = 2 and put x4 into the Independents box. Click the Classify folder. In Template II, leave the Prior Probabilities to be "All groups equal" (when we are unsure that the sample is a representative of the population; otherwise use the "Compute from group sizes" option), use the Within-groups Covariance Matrix and tick the Summary table option which shows that the total accuracy of x4 to differentiate the 2 groups is 78% (Table IIa) . For 1-variable only, DA uses the total mean (of x4 = 110.55) as the cutoff to discriminate between the two groups.
Template II. DA Classification options. Table I ). A key assumption of DA is that the independent variables should be from a multivariate normal distribution. Thus, it is necessary to check the normality of the variables (already checked for x1 -x4) before using DA. Another key assumption of DA is that the independent variables should not be highly correlated, see Table IIIc (Within-groups correlation, Template III). Table IIId (Separate-groups covariance, template III) shows the covariance matrix with Table IIIe testing the assumption of equal covariance (Box's M test, template III). We want the p-value (in this case Sig 0.676) not to be significant (>0.05). Unequal covariance causes observations to be "overclassified" to the groups with a larger covariance.
Tables IIIa -IIIe check the various assumptions of DA which if violated may affect the accuracy of the classification. Tables IIIf -IIIk show the "usefulness" of DA for this study.
In Template IV, we asked for the Discriminant scores to be saved. SPSS creates a new variable Dis1_1 which is a calculated score based on the Unstandardised canonical discriminant function coefficients (Table IIIf) with Table IIIg showing the mean of the Discriminant score for each group. The assignment of the Predicted Group membership (see Template IV), a new variable Dis_1 will be created, will assign Discriminant scores ≥0 to group B and negative scores to group A. For a 2-group analysis, only one function is needed to discriminate, thus 1 eigenvalue (which will explain 100% of the variance, Table IIIh ) is given. The Canonical correlation measures the association between the Discriminant scores and the groups; a high value (near 1) shows that the function discriminates well.
Wilk's Lambda (Table IIIi) shows the proportion of the total variance (57.9%) in the Discriminant scores not explained by differences among groups. A small Lambda value (near 0) indicates that the group's mean Discriminant scores differ. The Sig (p<0.001) is for the Chi-square test which indicates that there is a highly significant difference between the groups' centroids. Tables IIIh & IIIi give an indication on how discriminating this DA model is but provides little information regarding the accuracy. Table IIIj shows the impact of each variable on the discriminant function after "standardising" -putting each variable on the same platform since each variable may have different units. Here x4 has the greatest impact which is also reflected in Table IIIk which shows the correlation (in order of importance) of each variable with the discriminant function. Table IIIl shows that there is an improvement in the accuracy of the model with x1-x4 (81.5%) compared to x4 alone (78%) -note that it does not mean that as more variables are included in DA, the accuracy will improve! Question: is this discriminatory power of the classification statistically better than chance (50% assignment)? We can use Press's Q statistic to compare with the critical value (= 6.63) from the Chi-square distribution with 1 degree of freedom.
[N -(nK)] 2
Press's Q statistic = N (K -1)
where N = total sample size n = number of observations correctly classified K = number of groups For the above example, N = 200, n = 163 and K = 2, giving Press's Q = 79.38>6.63; thus the results exceed the classification accuracy expected by chance at a statistically significant level. However, one must be careful as Press's Q is adversely affected by sample size.
Another technique is to use a Binomial test with p = 0.5 on the accuracy obtained. This is to compare the 81.5% success to a 50% chance assignment. Before we can perform the analysis, we have to create a new variable (let us call it "correct") to specify whether the classification is correct for that case. We can use the following syntax (group & Dis_1 are the actual and predicted classifications respectively; the symbol "~=" means "not-equal" ):
In SPSS go to Analyze, Nonparametric Tests, Binomial to get Template V. Put the variable "correct" in the Test Variable list, leave the Test Proportion = 0.5. Table IV shows that the accuracy of 81.5% is statistically different from a 50-50% chance of classification. 
VALIDATION OF THE RESULTS
The above example shows a "balanced" accuracy for both groups (total = 81.5%, A = 83%, B = 80%). There are situations where the total accuracy is 70% with A = 90% but B = 50% only. One has to assess the models "clinically" to determine its usefulness.
The results obtained from DA may only be applicable to the sample used. We want a discriminant model which has both external and internal validity. DA provides a leave-one-out classification (see Template II) as a cross-validation check on the propensity to inflate the accuracy if only 1 sample is being used. Table V shows the leave-one-out crossvalidation which still gives a 81.5% accuracy -which may still be overly optimistic! Another cross-validation procedure it to divide the dataset into two samples (a test sample and a retest/ hold sample) which means that one needs a sizeable number of cases. To perform this procedure, in SPSS, go to Data, Select Cases -in Template VI, tick the Random sample of cases option, click on Sample to get Template VII. Let us say we take approximately 70% of the cases as the test sample -a new variable filter_$ (having 1 or 0) will be created. Before performing DA, go back to Data, Select Cases -click on All cases (template VI). Then do the usual steps for DA but now put the variable filter_$ in the Selection variable, click on Value and enter 1 (see Template VIII).
Template VIII. DA on test sample. Table VI shows the test-retest results with the leaveone-out classification option invoked (this will not be performed for the retest sample). The three results are consistent with that when the whole sample was used. Thus our discriminating equation from the whole sample could be used to "discriminate" new cases. This test-retest could be performed several times! For completeness, we can ask for the Fisher's function coefficients (Template III) -usually not necessary -which gives the weights of each biomarker for the individual group (see Table VII ). We can calculate the Fisher's score for each group (manually) and assign the classification of a new case to the group with the higher value. Fisher's linear discriminant functions.
MULTIPLE GROUPS CLASSIFICATION
For a n-group (n>2) discrimination, DA provides n -1 discriminating functions. We shall discuss for n = 3 using four biomarkers, x1-x4. Since there are three groups, two discriminating functions will be given. We shall only highlight the tables which are "different" from the 2-group analysis. Table VIIIa shows that 1st function has a high canonical correlation (0.919) and explains 99.5% of the variance. Is it worth keeping the 2 nd function? Table VIIIb shows that using both functions (1 through 2), the hypothesis that the means of both functions are equal in the 3 groups could be rejected. Similarly, after removing function 1, function 2 (p = 0.036) was still significant -thus it is worthwhile to keep both functions. DA also provides the option of a Stepwise analysis (see Template I). Performing a Stepwise analysis on the above 3-group analysis shows that only x1 and x2 (see Table IX ) were used in the discriminating model with a total accuracy of 93.9%. It has been shown that DA also works well with qualitative independent variables like gender (1 = M, 2 = F), race, etc. So what is the difference between DA and binary logistic regression (1) ? It has been recommended that when DA's assumptions failed, logistic regression is to be used. Both techniques give us the saved predicted probabilities for group membership which allows a further ROC analysis for model probability cut-off. DA has the Discriminant score which could be useful if one wants to derive a scoring system -like a fitness score, for example. Perhaps the obvious advantage of DA over binary logistic regression is the ability to discriminate more than two groups (which have to be analysed by a multinomial logistic regression -Biostatistics 305). In summary, if our aim is to develop a model to "discriminate", as the saying goes, "don't care whether it's a black cat or white cat, as long as it can catch a mouse, it's a good cat!".
