The process of creating photorealistic 
Introduction
Recent developments in 3-dimensional computer graphics (3DCG) have made it possible to generate photorealistic images. Research is being conducted on various 3DCG applications and generation of photorealistic images is one of the main research topics. The generation of photorealistic images is divided into two stages, namely, modeling and rendering. Modeling is a process which defines and creates the data of facial shape and rendering is a process whereby the final image is generated from the modeling data. The rendering is comparatively easy for automatic creation and it can generate photorealistic images from complicated form easily. However, modeling must be carried out manually by an artist, and it's efficient improvement is late. Achieving highly precise geometric modeling is an important challenge in 3DCG [1] . Conventional methods such as stereo imaging and 3-D scanning are used for 3-D modeling. Stereo imaging makes use of a stereo camera that can simulate binocular vision, and 3-D scanning involves the use of a laser scanner and a CCD camera. In 3-D scanning, the vertical planes of an object are measured using the laser scanner by the 2-D scanning method, in which a method of measuring the object shape of carrying the cross section is developed. However, conventional methods have some disadvantages. Stereo imaging is difficult to use under varying light conditions because the shadow of the object is misinterpreted by the turbulence light. In 3-D scanning, we can acquire large high-density data by only one scan in short time; however, a large amount of memory is required because it is necessary to scan the object in all directions. In 3-D scanning, the object size in the passage direction is misinterpreted when the speed and direction of objective change in the measurement domain [5] . In this paper, we propose a new method that reproduces the shape data of a person's face on the computer. In comparison with the laser scan method, the proposed method is simple [9, 4] .
Facial Modeling
It can be confirmed that the line is horizontal even if it is observed from anywhere when the horizontal line projected to the plane. However, the line has been often curved when this line is projected to complex ups and downs, and observed from the upper part. The shape of a face can be acquired by comparing and analyzing this difference with a web camera.
The basic devices required for facial scanning in this method are a projector and a web camera. The projector and web camera must be set up in the position as shown in Figure 1 . The projector and web camera should be set up based on the lens. 
Initialization of base line and base panel
Before facial scanning, we generated a line of 1 pixel (base line) that is standard on the computer. The line is projected in three colors on the base panel (e.x. white paper), i.e., red(R:255 G:0 B:0, H:0 S:100 V:100), green(R:0 G:255 B:0, H:120 S:100 V:100), and blue(R:0 G:0 B:255, H:240 S:100 V:100), and compared them on the basis of extraction accuracy. We find that red is not suitable for extraction because it interferes with the color of the lips and skin. Green is also inappropriate because it would mask the color of a blood vessel if it is prominent. Finally, blue is used as the background for chroma key as it has the highest extraction accuracy. The base line generated by the computer is projected on the base panel. We also measure the distances between the projector's lens and the base panel (lc), the center of the projector lens and web camera (hc), and the installation side and center of the projector lens (hn). Then, we obtain a static image with the web camera and map the base line on the global coordinate system to the camera coordinate system. The distortion of the camera lens must be corrected.
Generation and projection of scan line
We generate a scan line projected to the face with the projector based on information of the base line set in the preceding section. The color of the scan line is the same as that of the base line, i.e., blue. The direction of movement of the scan line should be the same as that of the base line. Here, sequential scanning is used in order to reduce processing complexity and mutual interference by multiple base lines. It is necessary for the web camera to take a picture after every line is scanned. This operation is performed at very high speeds, which reduces eye strain. The danger of the scan line passing over the eyes is not as great as that posed by a laser beam; however, the examinee must close his/her eyes when a picture is being taken. Only the scan line is extracted from the image data and all additional information is discarded ( Figure 2 ). The image by web camera is converted RGB color space into HSV (Hue, Saturation, Brightness) color space. It analyzes hue angle of all pixel and defines average angle as threshold Ht. Hue angle Hij from each pixel is got from obtained graphics data. If Hij satisfied 360-Ht<Hij and Hij<Ht (0<Hij<360), the pixel of Hij is True, while Not is False in Figure 3 and Figure 4 . Also True is white, and False is black. Furthermore, the noise in the direction of the x-axis can be removed that deviated from the scan line greatly using continuing on an image. Line thinning is performed in order to increase the clarity of the extracted line. The thickness of the line is set to 1 pixel by deducing the average of the point of the topmost part and the lowermost part of the line. 
Computation of coordinate values
The scanned data must be sampled along the x-axis, and the amount of data must be determined. Minute facial contours are considered as noise. According to the sampling theorem [8] , the x-axis should be divided into at least 5 intervals. It calculates the coordinates on the basis of the analyzed image after sampling. The values of lc, ln, and hc have already been measured. The scan line which is projected from the projector, becomes a real image at point yi on the base panel in Figure 5 . Point yi is also measured in section 3.2. However, when the object is placed in front of the base panel, it becomes a real image at point P of the object.
It holds the same as the point observed by point y' on the base panel by the web camera. And, the straight line of a, b, and c is linear function, therefore it is easy to estimate an intersection coordinates (xP, yP, zP). We show a schematic diagram of the coordinates calculation in Figure 5 . 
Conversion of modeling data to polygonal data
The acquired facial data are converted to polygonal data by a general software application. Representing objects in the form of polygons is a standard modeling technique used in 3DCG as the object can be easily edited. Therefore, we adopt the DXF-3DFACE [6] file format. The simple file structure of DXF simplifies the process of mapping facial data to polygon coordinates. Furthermore, since many software applications support DXF, it is possible to import DXF data from one application to another. We show rendered image in Figure 10 of Appendix.
Verification, Comparison, and Evaluation of the Acquired Data

Error estimation
We defined equations for error estimation from section 3.4.
We calculate the error values. We can see that the accuracy of zP depends on lc. Therefore, in order to reduce the error in zP, the value of lc needs to be controlled. We can also see that xP depends on xi, which means sampling internal (number of partitions in vertical direction) of x-axis. Further, yP (accuracy of projector and web camera) depends on yi (capture angle).
In our method, equation has to satisfy yi-y'>0 and hc>0. However, if yi-y'>0 and hc>0 are not large enough, then it will result in a large error margin from Table 2 , Table 3 and Table 4 of Appendix.
Verification of acquired data by geometric form
It is necessary to measure the dimensions of a known object and verify them with the acquired data to measure the accuracy of the proposed method. In this paper, we verify the accuracy of our proposed method by using a geometric form. A geometric form is a solid model used for sketches etc., whose sizes are known. The accuracy of acquisition data is evaluated by using two geometric forms. The accuracy of this method is verified by comparing the actual dimensional values of the solid model and the measurement data acquired by this method. The actual dimensional values and the measurement data acquired by this method are shown in Figure 6 , Figure 7 and Table 1 . According to Table 1 , line c ( Figure 5 ) can be confirmed that the margin of error is the largest when full scale is compared with measurement scale. Therefore, xP is related to equations (7), (8) , (10) , and (13) which means length of x-axis. From equations (10) and (13), the possibility that the problem occurs is low because xP does not depend on lc. Moreover, yi and y' has the influence to all variables. As a result, it is guessed that there is a factor in xi. The xi means sampling internal of x-axis (number of partitions in vertical direction). This error margin in accuracy is due to less sampling rate. Therefore, the sampling rate needs to be increased in order to reduce the error margin.
Improved accuracy of reconstruction by using stereo matching
We have increased the number of cameras from one to two [2] . Our aim is improved accuracy. We show in Figure 8 and Figure 9 . We measure the length between the two cameras (lh), and we get values of θ and lt using equation (14). This is the calibration. Using this method we can easily adjust the position, because our method of calibration does not depend on the angle of the cameras. After that, we conduct computation of value from camera A (Figure 9(a) ) and camera B (Figure 9(b) ). We correct the image in camera B (Figure 9(b) ) from equation (15) 
We have shown the correct data as image in Figure  9 (c). We show experimented data of scan lines in Figure 11 and Table 5 of Appendix. 
Then, we synthesize the image in camera A to correct the image (the image in camera B) based on the point of maximum y-scale (that point being the top of nose) to get a more accurate image in Figure 9 (d) and data in Table 6 . According to the Table 5 , we have a satisfactory result as accuracy with two cameras has improved ±0.5mm, as compared with one camera. Stereo matching with two camera proposed here, shows higher accuracy than reference [2] .
Conclusion
In this paper, an economical, simple, and less-time consuming method for generation of photorealistic images is proposed. The image processing method and calculations for this study are described. Furthermore, muscle animation [3] can also be applied if muscular motions of the face are compiled into a database [7] . The simplicity of our method of facial modeling will be applied to the entrance checking information, the interface of the robot and the medical support apparatus etc [10] . 
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