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Abstrat: The problem of nding the rst hitting time of a Double Integral Proess (DIP)
suh as the Integrated Wiener Proes (IWP) has been a entral and diult endeavor in
stohasti alulus and has appliations in many elds of physis (rst exit time of a partile
in a noisy fore eld) or in biology and neurosiene (spike time of an integrate-and-re
neuron with exponentially deaying synapti urrent). The only results available so far
were an approximation of the stationnary mean rossing time and the distribution of the
rst hitting time of the IWP to a onstant boundary. In this paper, we generalize those
results and nd an analytial formula for the rst hitting time of the IWP to pieewise ubi
boundaries. We use this formula to approximate the law of the rst hitting time of a general
DIP to a smooth urved boundary, and we provide an estimation of the onvergene of this
method. This approximation formula is the rst analytial desription of the hitting time
of a DIP to a urved boundary, and allows us to infer properties of this random variable
and provides a way for omputing aurately its law. The auray of the approximation is
omputed in the general ase for the IWP and the alulation of rossing probability an be
arried out through a Monte-Carlo method.
Key-words: First hitting time, rst passage time, urved boundary, integrated Wiener
proess, Double integral proess, seond-order stohasti dierential equation, numerial
omputation.
∗
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Premier temps d'atteinte d'un proessus double-integral
a une ourbe
Résumé : Le problème de trouver le premier temps d'atteinte d'un proessus double-
integral (DIP) tel que le mouvement brownien intégré (IWP) est un probleme entral et
diile dans le domaine du alul stohastique et a des appliations dans beauoup de do-
maines physiques (premier temps de sortie d'une partiule dans un hamp de fore bruité)
ou en biologie et en neurosienes (temps de spike d'un neurone integre-et-tire ave des ou-
rants synapti à déroissane exponentielle). Les seuls résultats disponibles jusqu'ii étaient
la distribution du premier temps d'atteinte de l'IWP a une onstante et une approximation
de la moyenne de ette variable aléatoire. Dans et artile, nous généralisons es résultats et
trouvons une formule analytique pour la distribution du premier temps d'atteinte de l'IWP
a une ourbe ubique par moreaux. Nous utilisons ette formule pour approximer la loi
de probabilité du premier temps d'atteinte d'un DIP général à une ourbe lisse, et donnons
une estimation de la onvergene de ette méthode. Cette approximation est la première
desription analytique du premier temps d'atteinte d'un DIP à une ourbe, et nous permet
de trouver des propriétés de ette variable aléatoire et une méthode an de la aluler e-
aement. La préision de ette méthode est estimée dans le as général pour l'IWP et le
alul numérique de ette loi peut-etre eetué en utilisant un algorithme de Monte-Carlo.
Mots-lés : premier temps d'atteinte, premier temps de passage, frontiere ourbe, primi-
tive du mouvement brownien, proessus double-integral, equation dierentielle stohatique
du seond order, alul numérique
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Introdution
First passage time problems for one-dimensional diusion proesses through a time-dependent
boundary have reeived a lot of attention over the last three deades. Unfortunately, the
evaluation of the rst passage time probability distribution funtion (pdf) through a on-
stant or time dependent boundary is in general an arduous task whih has still not reeived
a satisfatory solution. Analytial results are sare and fragmentary, even if losed form
solutions exist for some very partiular ases. Sine no analytial method seem to solve
the problem, one is led either to the study of the asymptoti behavior of this funtion and
of its moments (see e.g. [23, 24℄), or to the use of somewhat ad-ho numerial proedures
yielding approximate evaluations of the rst passage time distributions. Suh proedures
an be lassied as follows: (i) those that are based on probabilisti approahes (see e.g.
[4, 6, 7, 21, 29, 30℄), and (ii) purely numerial methods, suh as the widely used Monte-Carlo
method whih applies without any restrition, but whose results are generally too oarse
(for numerial methods, see e.g. [1, 9, 11, 15℄).
In two and higher dimensions, the problem is even more omplex and results an hardly
be found. For the simplest Double Integral Proess (DIP), the Integrated Wiener Proess
(IWP) dened in (1.10), MKean [20℄ Goldman [12℄, Lahal [16, 17, 18℄ found the probability
distribution of the rst hitting time to a onstant boundary using stohasti alulus meth-
ods. Lefebvre used the Kolmogorov (Fokker-Plank) equation to nd in some speial ases
losed-form solutions [19℄. Generalizations of these formulas to other boundaries and other
kinds of proesses are simply not available. In the present paper, we propose a losed-form
solution for the rst hitting time of the IWP to a pieewise ubi funtion, and apply this
formula to nd an approximation of the rst hitting time of a DIP to any smooth urved
boundary. We also provide an estimation of the rate of onvergene of this approximation.
In the rst setion, we introdue a motivation of this study, dene the Double Integral
Proess and prove the main properties whih will be useful for us in the rest of the paper.
In the seond setion, we study the rst hitting times of the IWP and provide a losed-form
formula for the rst hitting time of this proess to a pieewise ubi funtion. In the third
setion, we introdue the approximation method of the rst hitting time of the IWP to any
smooth urved boundary, and nd the rate of onvergene of this method. Finally in the
last setion we provide an approximation formula for the rst hitting time of a general DIP
to a urved boundary. The fth setion desribes briey a numerial Monte-Carlo algorithm
whih an be used to ompute the probability repartition funtion eiently.
1 The Double Integral Proess
In this setion we introdue the Double Integral Proess (DIP) and prove some useful prop-
erties. But before the mathematial study of the problem, we motivate this theoretial work
by a spei problem arising in neurosiene: the distribution of the spike times for an




The denition of the DIP and the study of its rst hitting times of urved boundaries has
been motivated by numerous physial and biologial problems. For instane a problem
arising in neurosiene is to haraterize the probability distribution of the spike (ation
potentials) times in presene of synapti noise (see [10℄ for an introdution of the neuronal
modelization of spiking neurons and [33℄ for review of the problem of spike time distribution).
A lassial neuron model is the leaky integrate-and-re model, where the membrane
potential V (t) of a neural ell integrates external inputs and the noise at the synapses, and
emits a spike when the membrane potential reahes a deterministi threshold funtion θ(t)
(whih is onstant in general). Hene in this model, the membrane potential is solution of
the equation:
τmdV (t) =





In this equation τm is the harateristi time of integration of the membrane potential,
V
rest
is the rest potential of the neuron, Ie represents deterministi external inputs and Is the
noisy synapti inputs (see for instane [8, 10, 33℄). The simplest model of synapti noise is a
standard Brownian motion, if we neglet the integration time of the synapse. Nevertheless,
real post-synapti urrents have a very short rise time and a larger deay time.
If we take into aount the deay time of the synapse τs, then the synapti urrent is
solution of the stohasti dierential equation:
τsdIs(t) = −Is(t)dt + σdWt
We an integrate this system of stohasti dierential equations as follows. The equation
governing the membrane potential yields


































− 1τs . Replaing in the rst
equation Is(t) by its value in the seond equation we obtain
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The time of the spike emission is the rst hitting time of V (t) to the threshold θ(t), so
the rst hitting time of the stohasti proess, whih is a partiular ase of what we will all














to the deterministi urved boundary



























1.2 Denition and main properties of DIPs
In this setion, we dene a lass of stohasti proesses inluding the proess (1.2), and
prove some useful properties of these proesses.



















Proposition 1.1. The two-dimensional proess (Xt,Mt) is a Gaussian Markov proess.
Proof. First of all, note that if FXt (resp. FMt ) denes the anonial ltration assoiated
to the proess X (resp. M) then it is lear that ∀t ≥ 0, FXt ⊂ FMt . Hene the ltration
assoiated to the pair (Xt,Mt)t≥0 is simply (FMt )t≥0, whih we denote in the sequel (Ft)t≥0




















Conditionally to Ms, the proess
∫ t
s
g(u)(Mu −Ms)du is independent of FMs so the law
of Xt knowing (Xs,Ms) is independent of the sigma-algebra (Ft), and so isM , so eventually
the pair (X,M) is Markov.
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The pair is learly a Gaussian proess sine its two omponents are. Indeed, M is
Gaussian as the limit of the Riemann sums of Brownian inrements, whih are Gaussian,
and X is also the limit of Riemann sums of a Gaussian proess, namelyM , with the weights
given by g.
Remark 1. In the proof of proposition 1.1, we proved also that onditionally to Ms, the
inrements (Xt −Xs,Mt −Ms) are independent of the σ-eld Fs.
Proposition 1.2. For eah value of t ≥ 0, the random variable Yt := (Xt,Mt) is a two-
dimensional Gaussian variable of parameters: E [Yt] = (0, 0)E [Y Tt · Yt] = ( ρX(0, t) C(X,M)(0, t)C(X,M)(0, t) ρM (0, t)
)
(1.5)
where the funtions ρX(s, t), C(X,M)(s, t) and ρM (s, t) are dened by:






























where the orrelation matrix C˜(s, t) reads:
C˜(s, t) =
(
ρX(s, t) C(X,M)(s, t)
C(X,M)(s, t) ρM (s, t)du
)
(1.8)
Proof. The alulations are essentially straightforward. To ompute the transition density

















The rst term in the sum in the righthand side of (1.9) is Fs measurable. Given Xs = xs
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The seond term is independent of Fs and is Gaussian.











Denition 1.2 (IWP). The Integrated Wiener Proess is a speial ase of the DIP where




Ws ds Ms = Ws (1.10)
From proposition 1.2, we know that its transition measure reads:
P
[
Xt+s ∈ du,Wt+s ∈ dv








(u − x− ty)2 + 6
t2





Lemma 1.3. Let (Xt)t≥0 be a DIP dened by (1.3). Assume that f(s) 6= 0 for all s ≥ 0.





where g˜ is dened in the proof.
















Even though 〈M〉∞ 6= ∞ beause of our hypothesis on f , see [14℄.
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Figure 1: A sample path of the proess Ut = (Xt, Wt) where X is a standard IWP and W
a standard Brownian motion, and a boundary urve a(t). The IWP Xt is reset to 0 when it
rosses the boundary.
Φ is ontinuous and sine we assumed that f(s) 6= 0 for all s ≥ 0, strily inreasing, so it
is a bijetion. Its derivative Φ′(t) exists and is nonzero for all t ≥ 0. We use the hange of


















Hene the hitting time of a general DIP an be dedued from the hitting time of the proess
X˜t = XΦ(t) whih is of type
∫ t
0 g˜(s)Wsds, where g˜(t) =
g(Φ−1(t))
Φ′(Φ−1(t))
2 Hitting time of the integrated Wiener proess
We onsider the speial ase (Wt)t≥0, a standard Brownian motion. We are interested in





This problem has been widely studied and has reeived no satisfatory solution so far.
One of the main diulties omes from the fat that the proess is non Markov, so we have
INRIA
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to refer to the underlying Wiener proess. Classial approahes based on Volterra equations
or Durbin's method, work for the Brownian motion, but fail in providing a solution to this
problem (see for instane [33℄ for a review). To ahieve the program of haraterizing those
hitting times, we rst reall existing results on the rst hitting times to onstant boundaries,
generalize them to ubi and pieewise ubi boundaries, to end with the approximation
formula for general boundaries.
2.1 First hitting time to a onstant boundary
Lahal in [16℄ studies this problem in the ase where the boundary is a onstant. More
preisely, in this setion we study the proess Ut = (Xt + x + ty,Wt + y) where Xt is the
standard IWP. We denote by
τa = inf
{
t > 0 ; Xt + x+ ty = a
}
the rst passage time at a of the rst omponent of the bidimensional Markov proess Ut.
The work of Lahal [16℄ follows the work of MKean [20℄, where the joint law of the proess
(τa,Wτa) is omputed in the ase x = a. The result is:
P
[
τa ∈ dt ; |Wτa | ∈ dz















We denote this density by ma(t, y, z).
Later, Goldman in [12℄ omputed the distribution of the random variable τa in the ase



















τ0 ∈ ds ; |Wτ0 | ∈ dµ
∣∣U0 = (0, z)]qt−s(x, y; a, z)] (2.3)
where qt(x, y;u, v) = pt(x, y;u, v)− pt(x, y;u,−v).
Lastly, Lahal in [16℄ extended all these results and gave the joint distribution of the pair
(τa,Wτa) in all ases. The quite omplex formula reads:
P(x,y) [τa ∈ dt ; Wτa ∈ dz] = |z|
[









where A = [0,∞) if x < a, A = (−∞, 0] if x > a, ε = sign(a− x) and m0(s,−|z|, µ) is given
by MKean's formula (2.2). We denote this density by lax,y(t, z).
2.2 First Hitting time to a ubi boundary
The problem we adress now is the question of nding similar formulae for more general
boundaries. For the Brownian motion itself, few results are available. A formula has been
found for a linear boundary using Girsanov's theorem, for a quadrati boundary using the
Laplae transform haraterization (see [13℄). Lastly, the method of images has been shown
to provide losed form results in very partiular ases (see [27℄ for a review). The diulty
for nding losed-form haraterizations of the rst hitting time of the Brownian motion
inited people to look for approximations. Monte-Carlo simulation is often used. Even if
it an be used with no restrition, it is often onsidered too oarse and omputationally
ineient. Furthermore, it is purely numerial and global, and does not provide any ana-
lytial information on the hitting time. For these reason, other semi-analytial methods of
approximation have been developed to provide analytial approximations [5, 6, 7, 28, 34℄,
sometimes together with error estimations [3, 25℄.
The problem is even more omplex for the rst hitting time of the integrated Wiener
proess.
In this setion we apply Girsanov's theorem to transform the problem of nding a losed-
form expression of the rst hitting time of the IWP to a ubi funtion to the problem
disussed in the previous setion that has been solved by MKean, Goldman and Lahal
[12, 16, 20℄. More preisely, we prove that under a ertain probability, the proess Wt +
β
2 t





has the law of an IWP. Hene the knowledge of the probability density funtion (pdf) of the
rst hitting time of the IWP to a onstant will give us, using Girsanov's theorem, the pdf






t2 + bt+ a.
For the sake of generality we ompute the new probability starting at a general time s
at the point (x, y). The index {s, (x, y)} denotes in the following the onditionning on the
event (Xs = x,Ws = y).
Theorem 2.1. The proess Wt + α(t − s) + β2 (t − s)2 + y, 0 ≤ s ≤ t is a Wiener proess

















β2(t3 − s3)− 1
2
αβ(t2 − s2)− 1
2
α2(t− s)
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t ) = (Xt+x+ y t+
α
2 (t− s)2+ β6 (t−
s)3,Wt+ y+α(t− s) + β2 (t− s)2) = (Xα,βt ,Wα,βt ). This is a diusion proess satisfying the








t = (α+ (t− s)β) dt+ dWt
(2.7)
to be solved for t ≥ s ≥ 0, with initial onditions Uα,βs = (x, y).
We want W
α,β
t to be a Brownian motion under a new probability. This is a straight-







(α+ βh)dWh, 0 ≤ s ≤ t




















a Brownian motion under a new probability, noted P
α,β
s,(x,y).
The Radon-Niodym derivative D
α,β
s,(x,y)(t) of this new probability with respet to the initial






































α2(t− s) + αβ(t2 − s2) + 1
3
β2(t3 − s3))
− α(Wt − y)− β(tWt − sy) + β(Xt − x)
)
using Ito's formula for the proess tWt. Hene we obtain a formula equivalent to (2.6).
Remark 2. In this proof we have seen that the IWP omes from the stohasti integration
of the funtion α+βt with respet to the Brownian density. If we had hosen a polynomial of
degree greater than 1, the integration by parts would have produed higher-order integrals
of the Brownian motion that we do not want to deal with sine we have no knowledge of
their rst hitting time. This is the reason why we study in the sequel the rst hitting time
of the IWP to ubi boundaries and why we annot go further. This method does not
RR n° 6264
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generalize to polynomial boundaries of degree larger than three. Anyway we show that this
is suient to approximate the probability distribution of the rst hitting time of the IWP
and of other DIP to general urved boundaries, preisely by approximating these boundaries
with pieewise-ubi polynomials.
We note




β2(t3 − s3)− 1
2
αβ(t2 − s2)− 1
2
α2(t− s)
− (α+ tβ)v + (α + sβ)y + β(u − x)
)
(2.8)
the probability density funtion of the new probability w.r.t. the initial one.
Theorem 2.2. Let τC be the rst hitting time of the standard IWP to the ubi urve C of
equation
C(t− s) = a+ b(t− s) + α
2
(t− s)2 + β
6
(t− s)3. t ≥ s
Under the referene probability P, the law of the random variable (τC ,WτC ) satises the
equation:




×Ps,(x,y−b)(τa ∈ dt,Wτa + b+ α(τa − s) +
β
2
(τa − s)2 ∈ dz) (2.9)
The seond term of the righthand side is given by Lahal's formula (2.4) if a 6= x or by
MKean's formula (2.2) if a = x.






































′)Ps,(x,y) (τa ∈ dt′ ; Wτa ∈ dz)
In going from the seond to the third equation we used the fat that, aording to Girsanov's
theorem, D
α,β
s,(x,y)(t) is a martingale.
INRIA
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If x 6= a, the last probability is given by Lahal's formula (2.4) and gives the density of











P(0,−|z|){τ0 ∈ ds′; Wτ0 ∈ dµ}pt−s′(x, y; a,−εµ)
]
1A(z)
where A = [0,∞) if x < a and A = (−∞, 0] if x > a, ε = sign(a− x) and P(0,−|z|) is given
by MKean's formula (2.2).
We are interested in the probability density under P of the rst hitting time of the urve
C(t− s). This hitting time reads:
τC = inf
{
t > s, Xt = C(t− s)
∣∣ Xs = x, Ws = y}
= inf
{
t > s, Xt − β
6
(t− s)3 − α
2
(t− s)2 = a ∣∣




t > s, X
−α,−β
t = a
∣∣ X−α,−βs = x, W−α,−βs = y − b}
Hene τC under Ps,x,y has the same law as τa under P
−α,−β
s,x,y−b. The orresponding loation
of W−α,−βτa is Wτa + b+ α(t− s) + β2 (t− s)2.
So eventually the law of τC ,WτC under P reads:




×Ps,(x,y−b)(τa ∈ dt, Wτa + b+ α(τa − s) +
β
2
(τa − s)2 ∈ dz)
whih is exatly (2.9).
If x 6= a, this formula reads:




× lax,y−b(t− s, z − b − α(t− s)−
β
2
(t− s)2) dt dz (2.10)
where lαx,y is Lahal's density (2.4).
If x = a the same alulus using MKean's formula (2.2) gives us the formula of the
hitting time probability density using the same method:
RR n° 6264
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×m(t− s, y − b, z − b − α(t− s)− β
2
(t− s)2) dt dz (2.11)
3 Approximation of hitting times of the IWP to a general
boundary
In this setion we provide the formula of the rst hitting time of the IWP to a pieewise ubi
funtion and use it to ompute an approximation formula of the law of the rst hitting time of
the IWP to a general smooth urved boundary. We also provide the onvergene rate of this
approximation. This approah in inspired the works [2, 26, 28, 35℄ on the rst hitting time of
the Brownian motion to a general boundary. In [28, 35℄, the authors use the formula of the
rst hitting time of the Brownian motion to an ane boundary to derive an approximation
of the rst hitting time of the Brownian motion to a urved boundary, approximated by a
pieewise ane boundary. The rate of approximation is omputed in [2℄. This approah is
here applied to our problem for the IWP. Here the boundary is approximated by a ubi
spline, for whih we ompute an expliit formula for the pdf of the rst hitting time of the
IWP. We then ompute the onvergene speed to the rst hitting time of the IWP to a
general boundary of the rst hitting time of a ubi spline approximation.
3.1 First hitting time to a ontinuous pieewise ubi funtion
In this setion we onsider the rst hitting time of an IWP to a ontinuous pieewise ubi





ai + bi(t− ti) + αi
2





The oeients {(ai, bi, αi, βi), i = 1 . . . n} are onstant on eah interval [ti, ti+1), i =
1, · · · , n− 1. The ontinuity assumption 1 requires that
∀i ∈ {1, . . . , n− 1} ai+1 = ai + bi(ti+1 − ti) + αi
2




This ontinuity assumption is not essential. Nevertheless we limit ourselves to a ontinuous boundary
beause it is suient to nd good approximations of the rst hitting time pdf with ontinuous funtions,
sine we prove in theorem 3.2 that for Lipshitz ontinuous boundaries there exists a density for the rst
hitting time. If the boundary was not ontinuous, then the density funtion of the rst hitting times
would have atoms at the points of disontinuity of the boundary. This ould be handled at the ost of an
unneessary inrease in tehnial diulty.
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Figure 2: Priniple of the proof of theorem 3.1: probability that the rst hitting time is
greater than t ∈ [tp, tp+1).
We denote by (Ut)t≥0 the two-dimensional proess (Xt,Wt)t≥0 and assume that the starting
point U0 is xed:
X0 = x,W0 = y
We reall that the proess (Ut)t is strongly Markovian with transition density (1.11). We
denote by τsC the rst hitting time of the proess (Xt)t≥s to the urve C before the time T :
τsC := inf{t > s; Xt = C(t)}
Let us x t ∈ [0, T [, and note p the index of the bin ontaining t (i.e. t ∈ [tp, tp+1)). The
priniple of the proof is to use the strong Markov property of (Ut)t to express P(τ
0
C ≥ t|U0)
reursively as an integral of a produt of p + 1 terms. p of these terms are related to the
results of setion 2.2 and their analytial expression is obtained from Theorem 2.2, see Fig.
2.
We know that τsC is a stopping time under the ltration assoiated to U , whih is strongly
Markovian. The event {Ut1 = u1, τ0C ≥ t1, U0} is in FUt1 thereforeP
(
τ0C ≥ t
∣∣∣Ut1 = u1, τ0C ≥ t1, U0) =
P
(
τ t1C ≥ t









τ t1C ≥ t
∣∣∣Ut1 = u1)P(Ut1 ∈ du1, τ0C ≥ t1∣∣∣U0)







∣∣∣U0) = ∫ (4)P(τ t2C ≥ t∣∣∣Ut2 = u2)
×P (Ut2 ∈ du2, τ t1C ≥ t2|Ut1 = u1)
×P
(

















Utp−1 ∈ dup−1, τ tp−2C ≥ tp−1|Utp−2 = up−2
)
× . . .
×P
(




denotes an integral on R
N
. Note that the integration variables (ui){i=1,...p} are
two-dimensional.
The terms in the produt (3.2) are of the same kind. Their expression is given by theorem
3.1.
Indeed, sine
{Utk ∈ duk, τ tk−1C ≥ tk} = {Utk ∈ duk} \
{
Utk ∈ duk, τ tk−1C < tk
}
,
where \ is the set dierene, we have
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P
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C ∈ ds, Ws ∈ dy
∣∣∣Utk−1 = uk−1))duk
where pt(x, y;u, v) is the transition density funtion (1.11) of the proess U . The urve C
on the interval [tk−1, tk) is a xed ubi funtion; The hitting time of the IWP starting at
uk−1 to C has a known density omputed in setion 2.2 and the term we are interested in
an be dedued from the expression we derived previously.
Hene we have proved the following theorem:
Theorem 3.1. The law of the rst hitting time of the IWP to a ontinuous pieewise ubi





















3.2 Approximation of the rst hitting time to a general boundary
In this setion we derive an approximation of the rst hitting time before a given time T of
the IWP to a general smooth boundary using the results of the previous setion.
Let f : R 7→ R be a ontinuously dierentiable funtion. Let also T > 0 and
0 = t0 < t1 < . . . < tn = T




the mesh step dened as:
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= max{ti+1 − ti, i = 0 . . . n− 1}
The priniple of the method is to approximate the rst hitting time of the IWP to
the boundary f by the rst hitting time of the IWP to a smooth pieewise ubi funtion
Cpi (see g. 3). The onstraints we impose to Cpi is to pass through the ontrol points
{(ti, f(ti)), i = 1 . . . n} and to be at least ontinuously dierentiable. There are several
ways for dening it, see, e.g., [32℄. We assume for simpliity, but it is not essential here, that
f is either C2 or C4. One of the most popular interpolation shemes in the seond ase is
provided by the ubi spline that yields a C2 interpolation of f whih is an approximation
of order four, i.e.
sup
t∈[0,T ]
|f(t)− Cpi(t)| ≤ K(f)δ(pi)4, (3.4)
where K(f) is a funtion of f only.
Cpi(t) is therefore given by (3.1), where the oeients ai, bi, αi, and βi are funtions of
f and provided by the partiular interpolation sheme one uses, see, e.g., [32℄.
We rst prove the following
Theorem 3.2. The rst hitting time of the IWP to a Lipshitz ontinuous boundary has a
density with respet to Lebesgue's measure.
Proof. We assume that f is Lispshitz ontinuous. Let L denote the Lipshitz ontinuity
onstant of f , we have:
f(s+ h)− f(s) ≥ −Lh ∀ 0 < s < s+ h < t
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For a xed t ∈ [0, T ], we introdue the boundary ft(s) := f(t) + L(t− s). Let now
τt := inf{s > 0; Xs > ft(s)|X0 = x0,W0 = y0}
= inf{s > 0; Xs + Ls > f(t) + Lt|X0 = x0,W0 = y0}
= inf{s > 0; Xs > f(t) + Lt|X0 = x0,W0 = y0 + L}
Obviously, we have:
P(τf ∈ (t, t+ h)) ≤ P(τt ∈ (t, t+ h)) (3.5)
and hene the stopping time τf has a density p(t) with respet to Lebesgue's measure. From








We now relate the rst hitting time to the ubi approximation Cpi to that to the general
boundary f .
Theorem 3.3. The rst hitting time of the IWP to the urve Cpi before T onverges in law
to the rst hitting time of the IWP to the urve f before T .
Furthermore, if f is C2, then this onvergene is the same order as the approximation
of f by the ubi funtion Cpi. More preisely, for a real funtion g, if P (T, g) denotes the
probability P
(
Xt ≥ g(t) for some t ∈ [0, T ]
)
, there exists a onstant K˜(f, T ) depending on
the funtion f and the time T suh that:
|P (T,Cpi)− P (T, f)| ≤ K˜(f, T ) ‖f − Cpi‖∞,T (3.6)
where ‖g‖∞,T = sups∈[0,T ] |g(s)| is the uniform norm on [0, T ].
To prove this theorem, we use the following lemma giving the density of the random variable
sups∈[0,t]Xs.












































where lax,y(t, z) is Lahal's density. From the expression of this density and its dependeny in
a, we an see that the random variable St has a density with respet to Lebesgue's measure,
and this measure has the expression (3.7) (this formula is obtained using Lebesgue's theorem
of derivation under the sum sign).
Proof of theorem 3.3. This result omes diretly from the existene of a smooth density of
the random variable St, the uniform onvergene of the urve Cpi to f and the smoothness
of the funtion f . Let U0 be the initial onditions: (X0 = x,W0 = y), suh that x < f(0).
We have:
P (T, f + ε) ≤ P (T, f) ≤ P (T, f − ε)
Assume that fε is a uniform approximation of f suh that
‖fε − f‖∞,T ≤ ε.
We have:
|P (T, fε)− P (T, f)| ≤ P (T, f − ε)− P (T, f + ε)
= P (T, f − ε)− P (T, f) + P (T, f)− P (T, f + ε)
= P
(


























τf ∈ ds, Wτf ∈ dz
∣∣∣U0)P( sup
v∈[s,t]
(Xv − f(v)) ≤ ε








τf ∈ ds, Wτf ∈ dz
∣∣∣U0)P( sup
v∈[s,t]
(Xv − f(v)) ≤ ε
∣∣∣Xs = f(s), Ws = z)





= 1, i.e., z ≥ f ′(s)
almost surely. We an onlude to the onvergene of the approximation as an appliation
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of Lebesgue's theorem. Indeed, let s ∈ [0, t] and z > f ′(s). Then the proess (Xt − f(t))t≥s
onditioned by {Xs = f(s),Ws = z} is a dierentiable proess starting from 0 with a stritly





(Xv − f(v)) ≤ ε





supv∈[s,t] (Xv − f(v)) ≤ ε
∣∣∣Xs = f(s), Ws = z) ≤ 1 whih is integrable
under the measure P
(
τf ∈ ds, Wτf ∈ dz





The same argument applies for the term ∆−ε(f) of equation (3.8). Indeed, we an bound
this probability for ε ≤ f(0)−x2 by:
∆−ε(f) = P
(
− ε ≤ sup
s∈[0,t]
Xs − f(s) ≤ 0





Xs − f(s) ≤ ε





Xs − f(s) ≤ ε








We obtain a stronger result if the boundary f is C2. Lemma 3.4 ensures us that the
random variable sups∈[0,t]Xs has a smooth density with respet to Lebesgue's measure.















the proess supv∈[s,t] (Xv − f(v)) has the law of the sup over [s, t] of an IWP, whih is given
by (3.7), let us note it pL(s). For z > f
′(s) the probability that appears at the righthand






















sine L˜s = exp
[
− ∫ t0 f ′′(s) dWs − 12 ∫ t0 f ′′(s)2 ds] is a martingale. The last integral is O(ε).
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So eventually, using again the same bound as (3.9), we have the expeted result: there
exists a onstant
˜˜
K(f, T ) suh that
|P (T, fε)− P (T, f)| ≤ ˜˜K(f, T )ε
Finally, if f is C4 and Cpi is a ubi spline interpolation of f we have the onvergene
estimation (3.4) whih yields
|P (T,Cpi)− P (T, f)| ≤ 2 ˜˜K(f, T )‖Cpi − f‖∞
≤ 2K˜(f, T )δ(pi)4
4 Approximation of hitting times of a general DIP to a
general boundary
In this setion we derive an approximation formula for the probability density funtion of the
rst hitting time of a general double integral proess to a general smooth boundary. Here
again the idea is to use the formulas we obtained in the setion 2 to build approximations
on a partition of a given time interval [0, T ] (see Fig.4).






where g(·) is a ontinuously dierentiable funtion and W a standard Brownian motion.
Let pi be as before a partition of the interval [0, T ] with n intervals:
0 = t0 < t1 < t2 < . . . < tn = T
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Figure 4: Approximation priniple for the DIP: The boundary is approximated by a smooth




Proposition 4.1. The proess Y pit onverges almost surely to the proess Yt. Furthermore,
there exists a real positive proess Zt suh that:
sup
0≤s≤t


























We assumed that g was ontinuously dierentiable on R+, so it is uniformly Lipshitz




the uniform Lipshitz onstant. We eventually have:
sup
0≤s≤t





The proess Zt := sup
0≤s≤t
∫ s
0 |Wu| du is almost surely nite, thus the proess Y pi onverges
almost surely to Y when δ(pi)→ 0 and we have the upper bound (4.4).
Let now f be a smooth funtion (at least two times ontinuously dierentiable) and Cpi
the approximating funtion (3.1).
Theorem 4.2. The rst hitting time τpi of the proess Y pi to the urve Cpi onverges in law
to the rst hitting time τf of the proess Y to the urve f .
Proof. A suient ondition for this onvergene is the onvergene in law of the proess
sups∈[0,t](Y
pi




, and this onvergene is a diret
onsequene of the alulations above. Here we only assume that f is ontinuously dieren-
tiable (the orresponding pieewise ubi approximation would be for example the Hermite
ubi approximation, see [32℄).
In this ase, Cpit onverges to f linearly, i.e., there exists a onstant K(f) > 0 depending
on f suh that:
sup
t∈[0,T ]
|f(t)− Cpi(t)| ≤ K(f)δ(pi) (4.5)
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)∣∣∣ ≤ δ(pi)(Zt +K(f))





























We now ompute the formula of the probability density funtion of the rst rossing time
of Y pi to the urve Cpi, as we did in the setion 3.
We onsider pi a xed partition of the interval [0, T ]. We note τspi the rst hitting time
after time s of the proess Y pi to the urve Cpi and Upi the two-dimensional proess (Y pit ,Wt).




∣∣∣Upi0 ) = ∫ (2p)P(τ tppi ≥ t∣∣∣Upitp = up)
×P
(




Upitp−1 ∈ dup−1, τ tp−2pi ≥ tp−1|Upitp−2 = up−2
)





Here again the terms in the reursion formula are of the same kind, and the only quantity
we need to alulate are the onditional probabilities P
(
Upitk ∈ duk, τ
tk−1
pi ≥ tk|Upitk−1 =
uk−1
)
for k = 1, · · · , p.
Note that in the interval [tk, tk+1), the proess Y
pi
t reads:
Y pit = Y
pi
ti + g(tk)(Xt −Xtk), (4.7)
RR n° 6264
26 Touboul, Faugeras
and that (Xt −Xtk)t≥tk is simply an IWP starting from 0. We then have
P
(


















































τ tk−1pi ∈ ds, Ws ∈ dy| Upitk−1 = uk−1
))
(4.9)
where p˜(t, x, y; s, u, v) is the transition funtion of the proess Upi (for t ≥ s). This funtion
an be dedued from (1.11) and (4.7) for s and t in the same bin [tk, tk+1) and reads:
p˜(t, x, y; s, u, v) = P
(
Y pit = x,Wt = y
∣∣∣Y pis = u,Ws = v)
= P
(
Y pis + g(tk)(Xt −Xs) = x,Wt = y
∣∣∣Y pis = u,Ws = v)
= P
(
Xt −Xs = x− u
g(tk)
,Wt = y
∣∣∣Y pis = u,Ws = v)
= P
(
Xt −Xs = x− u
g(tk)
,Wt −Ws = y − v
∣∣∣Y pis = u,Ws = v)
(4.10)
We have seen in a remark in setion 1.2 that onditionally to Ws the inrements of the
two-dimensional proess are independent of Fs, so we have:





,Wt−s = y − v





, y − v; 0, 0
)
(4.11)
Hene the general term (4.9) of the expansion reads:
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τpi ∈ ds, Ws ∈ dy| Upitk−1 = uk−1
)}
(4.12)
The last thing to ompute is P
(
τpi ∈ ds, Ws ∈ dy| Upitk−1 = uk−1
)
the law of the hitting
time τpi in a given bin [tk, tk−1), whih appears in the expression (4.9). This law an be
dedued from that of the rst hitting time of the IWP using the formula (4.7).
Indeed, to ompute this probability, we use the fat that onditionally on the event
{Upitk−1 = uk−1, t ≥ tk−1} we have:
τpi = inf{s > tk−1, Y pis = Cpi(s)|Upitk−1 = uk−1}
= inf{s > tk−1, Y pitk−1 + g(tk−1)(Xs −Xtk−1) = Cpi(s)|Upitk−1 = uk−1}




= inf{s > 0, X˜s =
Cpi(s)− Y pitk−1
g(tk−1)
|X˜0 = 0, W˜0 = utk−1,2}
where (X˜t, W˜t)t is a standard IWP and utk−1,2 is the seond omponent of U
pi









∈ ds, Ws ∈ dy
)
(4.13)
and the last expression is given by (2.10) and (2.11).
We have proved the following
Theorem 4.3. Let g be a Lipshitz ontinuous real funtion, T > 0 and pi a partition of
the interval [0, T ]
0 = t0 < t1 < . . . < tn = T
Let f be a ontinuously dierentiable funtion. The rst hitting time τpi of the approximated
proess Y pi dened by (4.3) to a ubi spline approximation of f on the partition pi, denoted
by fpi, satises the equation:

















, yk − y; 0, 0
)





where P(τC ∈ ds, Ws ∈ dy) is given by equations (2.11) or (2.10).
5 Numerial Evaluation
5.1 Algorithm
In this setion we propose an algorithm to evaluate the approximation formula we derived
in the previous setion. The expressions we found for the rst hitting time involve integrals
on R
2n
when there are n + 1 points in the mesh, whih have no losed-form expression.
Numerial omputation of these integrals an be quite intriate and time onsuming, so a
numerial approximation is needed and another approximation is done besides (3.6) and
theorem 4.2. The priniple of the numerial approximation we propose is to express this
integral as an expetation over a ertain probability measure and to use a Monte-Carlo
algorithm to ompute this expetation. The auray of this approximation an be assessed
through standard proedures for Monte Carlo simulations [22, 31℄.
Corollary 5.1 (of theorem 3.1). Let (Xt,Wt)t≥0 be a standard IWP-Brownian motion pair
and f a smooth boundary funtion. The law of the rst hitting time τ of X to f satises




∣∣∣U0) = E[hp(pi, t,Xt1 ,Wt1 , . . . , Xtp−1 ,Wtp−1 , Xt,Wt)∣∣∣U0] (5.1)
where the funtion hp is dened for t ∈ [tp−1, tp) by:









ptk−s(xk, yk, C(s), z)
ptk−tk−1(xk, yk, xk−1, yk−1)
×P
(
τC ∈ ds, WτC ∈ dz









ptp−1−s(x, y, C(s), z)
pt−tp−1(x, y, xp−1, yp−1)
P
(
τC ∈ ds, WτC ∈ dz
∣∣∣Xtp−1 = xp−1,Wtp−1 = yp−1)
)
(5.2)
The same method an be applied for the DIP for a given funtion g.
Corollary 5.2 (of theorem 4.3). Let g be a Lipshitz ontinuous real funtion, (Xt,Wt)t≥0
be a standard IWP-Brownian motion pair, T > 0 and pi a partition of the interval [0, T ]
0 = t0 < t1 < . . . < tn = T
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Let f be a ontinuously dierentiable funtion. The rst hitting time τpi of the approximated
proess Y pi dened by (4.3) to a ubi spline approximation of f on the partition pi, denoted




∣∣∣U0) = E[hg,pip (t,Xt1 ,Wt1, . . . , Xt,Wt)∣∣∣U0] (5.3)
where the funtion hg,pip is dened by:








, yk − yk−1; 0, 0
)











, yk − z; 0, 0
)
ptk−tk−1(xk, yk, xk−1, yk−1)







, y − yp−1; 0, 0
)










, y − z; 0, 0
)
pt−tp−1(x, y, xp−1, yp−1)
Ps,(0,z)(τ(C−xp−1)/g(tp−1) ∈ ds, Ws ∈ dz)
)
(5.4)
where P(τC ∈ ds, Ws ∈ dys) is given by equations (2.11) or (2.10).
Hene the problem is now redued to the omputation of the expetation of a ertain
funtion of the Gaussian random vetor (X0,W0, Xt1 ,Wt1 , . . . , Xtn ,Wtn). This vetor is
Gaussian of mean 0 and ovariane matrix dened by bloks as:














The Monte-Carlo algorithm we use to ompute the expeted probability is the following:
(i). Compute the square root K(t1, . . . , tn)
1/2
of the ovariane matrix (5.5) (using for
instane a Cholesky deomposition)
(ii). Generate an i.i.d. sample u = [u1, u2, . . . , u2n]
T
from the normal standard distribution
N (0, 1).
(iii). Compute the transformation x = K(t1, . . . , tn)
1/2 · u














The probability P(τ ≥ T ) is then estimated by PN . The standard error of this estimator





N(N − 1) (5.6)
5.2 Numerial Results
Lahal's formula has been implemented using Gauss integration method. This method is
very interesting for omputing the double integral of Lahal's formula. It allows us to ontrol
the preision of the approximation using standard methods (see e.g. [32℄). With this method
we obtain the two-dimensional joint probability density funtion of (τa,Wτa) onditioned on
the starting point. Figure 5 represents the dependene of this law on the starting point.
Note that the probability that the hitting time τa is stritly less than innity is always one,
as proved by [20℄. The proess almost surely rosses any given onstant. Computation times
for a preision set to 10−6 are around 0.1ms.
The formula we obtained for a ubi density is simply a transformation of Lahal's density
using formulas (2.10) and (2.11). It is lear that now the rossing probability will not always
be equal to one, for instane when β > 0. Figure 6 illustrates this property and we give a
numerial estimation of the probability of rossing the boundary. This probability an be
omputed using the formulas we obtained, but it is not in the sope of the present paper.
Finally, our last formula an be implemented using dierent Monte-Carlo algorithms.
Here we only get the inverse umulative distribution funtion of the rst hitting time. Com-
putation times are quite large, but the main interest of this tehnique is not omputa-
tional. Figure 7 present some results obtained for the sinusoidal funtions f(x) = sin(x)
and g(x) = cos(x) funtions and a omparison between the results obtained using formula
(5.3) and a diret integration of Lahal's formula in the ase where f and g are identially
equal to 1 and the boundary is onstant equal to 1. In these ases, omputation times are
reasonable sine there is no need to have a large number of points in our partition.
Finally, in table 1 we present results obtained with formula (5.3) for the rst hitting time
of the IWP to the sinusoidal funtion t 7→ 1−sin(2tpi ) in the interval [0, 1]. We disretized the
interval with 5 points (hene the approximation is of order 10−3). Monte-Carlo alulations
are quite long to obtain the same order of approximation (106 trials for points in R10
per point of the urve). Indeed, the omputation of the funtion inside the integral on R
2p
involves the omputation of a fourth order integral whih we ompute using a Gauss method
of the same order of approximation, whih takes quite a long omputation time. Hene we
only show a table of results.
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(a) Lahal's probability density funtion for X0 = 0, W0 = 0, a = 1
(b) Lahal's probability density funtion for X0 = 0, W0 = 1, a = 1
Figure 5: Probabilty density funtion of the rst hitting time of the IWP to the onstant
a = 1 for dierent initial onditions. Level sets show how the pdf is distributed. The
uppermost half level sets are not diplayed for the sake of visibility.
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(a) Probability density funtion of the rst hitting time of the IWP to the ubi urve: t 7→ 1− 2t− 2t2 − t3 with the intial ondition X0 = .
The total mass is 1 in this ase.
(b) Probability density funtion of the rst hitting time of the IWP to the ubi urve: t 7→ 1− 1
2
t + t3 with the intial ondition X0 = 0, W . The
total mass is ≈ 0.2578 in this ase.
Figure 6: Probability density funtion of the rst hitting time of the IWP to dierent ubi
boundaries for the same initial onditions.
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(a) Inverse umulative distribution of the rst hitting time of a
linear urve of a DIP dened by the sinusoidal funtions f(x) =
sin(x) and g(x) = cos(x).











(b) Inverse umulative distribution funtion of the IWP to a on-
stant boundary 1 obtained by our method ompared with the
theoretial evaluation.
Figure 7: Inverse umulative distribution funtion of the rst hitting time of DIPs with
dierent funtions to dierent boundaries.
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Table 1: Table of the probabilities of rossing the sinusoidal funtion t 7→ 1 − sin(2tpi ) after
time t by an IWP starting at the origin.
Probably other algorithms would be more eient, but the orresponding omputational
issues are outside the sope of the present paper.
Conlusion
In this paper, we have provided a method of approximation of the probability distribution
of the rst hitting time of a Double Integral Proess (DIP) to a urved boudary. To our
knowledge this is the rst result for this problem.
We rst obtain a losed-form expression of the probability distribution of the rst hitting
time of the Integrated Wiener Proess (IWP) to a ontinuous pieewise ubi boundary.
By approximating a general smooth boundary with a pieewise ubi funtion we use this
expression to ompute an approximation of the probability distribution of the rst hitting
time of the IWP to any smooth urved boundary, and prove that it onverges (very fast in
many ases) towards the probability distribution of the rst hitting time of the IWP to the
original urved boundary.
We then extend the method to solve the problem of approximating the probability dis-
tribution of the rst hitting of a DIP to a smooth urved boundary.
Lastly we sketh a numerial proedure based on Monte-Carlo simulation to ompute
the probability distribution eiently.
These results have potential appliations in many elds of physis and biology.
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