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Abstract
A system of q-Painleve´ type equations with multi-time variables t1, . . . , tM
is obtained as a similarity reduction of the N-reduced q-KP hierarchy.
This system has affine Weyl group symmetry of type A
(1)
M−1 × A
(1)
N−1. Its
rational solutions are constructed in terms of q-Schur functions.
1 Introduction
Fix an integer N ≥ 3. The following system of q-difference equations has been
introduced in [2]:
ai = ai, xi =
xi−1
ai
ϕi−1(x)
ϕi+1(x)
,
ϕi(x) = 1 + xi−1 + xi−2xi−1 + · · ·+ xi−N+1 · · ·xi−1,
(1)
for i = 0, 1, . . . , N − 1. Here ai and xi (i = 0, 1, . . . , N − 1) are constant param-
eters and dependent variables satisfying ai+N = ai and xi+N = xi, respectively.
The symbol f denotes the discrete time evolution of a variable f . We put
a0a1 · · · aN−1 = q
−N and x0x1 · · ·xN−1 = t; t plays the role of independent
variable such that t = qN t.
The system (1) has the Ba¨cklund transformations s0, s1, . . . , sN−1, pi defined
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as follows:
pi(ai) = ai+1, pi(xi) = xi+1,
si(ai−1) = ai−1ai, si(xi−1) =
xi−1
ai
1 + aixi
1 + xi
,
si(ai) =
1
ai
, si(xi) = aixi,
si(ai+1) = aiai+1, si(xi+1) = xi+1
1 + xi
1 + aixi
,
si(aj) = aj , si(xj) = xj (j 6= i, i± 1).
(2)
These transformations generate the affine Weyl group of type A
(1)
N−1.
The case of N = 3 corresponds to the q-Painleve´ IV equation (q-PIV)[1]
through the change of variables ai → a
2
i , xi → fi/ai and q → q
−1/3. The case
of N = 4 is considered as a q-difference analog of Painleve´ V equation (q-PV),
whose rational solutions are studied in [3].
The aim of this paper is to introduce a hierarchy of these equations with
multi-time variables t1, . . . , tM . This hierarchy, formulated as a similarity re-
duction of an N -reduced q-KP hierarchy, has the affine Weyl group symmetry
of type A
(1)
M−1 × A
(1)
N−1. We also construct certain rational solutions expressed
in terms of q-Schur functions by using this formulation.
2 q-KP hierarchy
We first introduce a q-difference analog of the KP hierarchy (q-KP hierarchy).
Let ti and Ti (i = 1, 2, . . . ,M) be the time variables and their q-shift opera-
tors:
Ti(ti) = qti, Ti(tj) = tj (i 6= j). (3)
We also use the notation such as TiTj · · ·Tk = Ti,j,...,k. For i = 1, 2, . . . ,M , we
define the Z× Z matrices
Bi = Ui + tiΛ, (4)
where
Ui = diag(ui,j)j∈Z, Λ = (δi+1,j)i,j∈Z, (5)
and consider the linear q-difference equations
TkΨ = BkΨ, (k = 1, . . . ,M) Ψ = (ψi)i∈Z. (6)
We define the q-KP hierarchy as a system of nonlinear q-difference equations
for the unknown variables ui,j = ui,j(t1, . . . , tM ), through the compatibility
condition of (6),
Tk(Bi)Bk = Ti(Bk)Bi (i, k = 1, . . . ,M). (7)
The evolution equation for ui,j with respect to tk is expressed explicitly as
Tk(ui,j) = ui,j
tiuk,j+1 − tkui,j+1
tiuk,j − tkui,j
(i 6= k). (8)
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Introduce the τ -functions τj (j ∈ Z) by
ui,j =
Ti(τj)τj−1
Ti(τj−1)τj
. (9)
These τ functions are defined up to normalization constants. By substituting
(9) into (8), we have
Theorem 2.1 Under an appropriate normalization, the q-KP hierarchy (8) is
described by the Hirota-Miwa bilinear q-difference equations
tiTi(τk−1)Tj(τk)− tjTj(τk−1)Ti(τk) = (ti − tj)Tij(τk−1)τk. (10)
A class of rational solutions of the q-KP hierarchy is described in terms of
the q-Schur functions as follows. Define hk(t) (k = 0, 1, 2, . . .) by
∞∑
k=0
hk(t)z
k =
M∏
i=1
1
(tiz; q)∞
, (11)
or
hk(t) =
∑
ν1+···+νM=k
tν11 · · · t
νM
M
(q; q)ν1 · · · (q; q)νM
. (12)
We set hk(t) = 0 (k < 0). For a sequence of integers λ = (λ1, λ2, . . . , λl), the
q-Schur function Sλ(t) is defined as
Sλ(t) = det
[
hλi−i+j(t)
]
1≤i,j≤l
. (13)
For λ = (λ1, . . . , λl) and k ∈ Z, we put (k, λ) = (k, λ1, . . . , λl). For two se-
quences of integers λ = (λ1, . . . , λl) and µ = (µ1, . . . , µm), we say that λ ≡ µ
if Sλ = ±Sµ. For instance we have (. . . , a, b, . . .) ≡ (. . . , b − 1, a + 1, . . .) and
(. . . , a, b, 0) ≡ (. . . , a, b).
The following Proposition asserts that the q-Schur functions solve the Hirota-
Miwa equation (10).
Proposition 2.2 For any k and λ, we have
tiTi(Sλ)Tj(S(k,λ))− tjTj(Sλ)Ti(S(k,λ)) = (ti − tj)Tij(Sλ)S(k,λ). (14)
Proof. Define a semi-infinite matrix Φ with indices i, j = 1, 2, . . . as
Φ =
∞∑
l=0
hl(t)Λ
l, Λi,j = δi+1,j . (15)
For any partition λ = (λ1, λ2, . . . , λl), λ1 ≥ λ2 ≥ . . . ≥ λl ≥ 0, the q-Schur
function Sλ(t) is the minor determinant of the matrix Φ with rows (1, 2, . . . , l)
and columns (λl + 1, λl−1 + 2, . . . , λ1 + l). Note that the matrix Φ solves the
q-difference system
Tn(Φ) = (1− tnΛ)Φ (n = 1, 2, . . . ,M). (16)
3
Then the relation (14) reduces to the determinant identity (Plu¨cker relation) in
Lemma 2.3 below for X = ΦΣ defined with an appropriate permutation matrix
Σ. []
Lemma 2.3 For any matrix X, we have
(a− b)detn(VaVbX)detn+1(VcX) + (abc cyclic) = 0. (17)
Where Va = 1− aΛ and detn(X) is the n× n minor determinant of the matrix
X with rows and columns (1, 2, . . . , n).
We note that the q-Schur functions also satisfy the following bilinear q-
difference equation.
Proposition 2.4 For any partition λ and k < l ∈ Z, we have
tiS(l−1,k,λ)Ti(Sλ) + S(k,λ)Ti(S(l,λ))− S(l,λ)Ti(S(k,λ)) = 0. (18)
Proof. This is also a consequence of the following determinant identity.[]
Lemma 2.5 For any matrix X, we have
aξ(I,k,l)(X)ξI(VaX) + ξ
(I,k)(X)ξ(I,l)(VaX)− ξ
(I,l)(X)ξ(I,k)(VaX) = 0, (19)
where ξJ(X) is a minor determinant of X with rows (1, 2, . . . , p) and columns
J = (j1, . . . , jp).
3 Reduction to q-Painleve´ equations
We consider two kinds of reduction conditions for the q-KP hierarchy, namely,
the N -reduction and the similarity reduction.
We first impose N -periodicity,
ui,j+N = ui,j, τj+N = cjτj , (20)
for some constants cj (N -reduction). Correspondingly the Lax formalism is
rewritten in terms of N ×N matrices with a spectral parameter z as follows:
TkΨ = BkΨ, Bk = Uk + tkΛ, (21)
where Ψ = (ψi)1≤i≤N , Ui = diag(ui,1, . . . , ui,N) and Λ =
N−1∑
i=1
Ei,i+1 + zEN,1.
We next impose the similarity condition. Consider the action of the Euler
operator T1,...,M :
T1,...,MΨ = B1,...,MΨ, (22)
where
B1,...,M = T2,...,M (B1)T3,...,M (B2) · · ·TM (BM−1)BM . (23)
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Setting
A = K−1B1,...,M , K = diag(q
N−1, qN−2, . . . , 1), (24)
we require that Ψ should obey the similarity condition,
TqN ,zΨ = AΨ, (25)
where TqN ,z is the q-shift operator with respect to z such that TqN ,z(z) = q
Nz.
The compatibility condition
TqN ,z(Bk)A = Tk(A)Bk (26)
of (25) and (21) implies in fact the homogeneity of ui,j:
T1,...,M (ui,j) = ui,j . (27)
Consistently, we may assume
T1,...,M (τj) = γjτj , (28)
for some constants γj .
The N -reduced q-KP hierarchy with similarity condition gives a system of
q-difference equations of the form
Tk(ui,j) = Fk,i,j(u), (k, i = 1, . . . ,M, j = 1, . . . , N), (29)
which we call q-Painleve´ system of type (M,N). In (29) Fk,i,j(u) are in general
complicated rational functions of the variables ui,j and ti (i = 1, . . . ,M , j =
1, . . . , N). Their explicit form will be given in the next section.
4 The Weyl group realization
The time evolution and symmetry of the q-Painleve´ system can be described in
the framework of a birational action of the affine Weyl group of type A
(1)
M−1 ×
A
(1)
N−1. To this end, we first discuss a realization of the affine Weyl group as a
group of automorphisms of a field of rational functions, apart from the context
of the q-KP hierarchy.
We introduce a new set of variables xi,j (i = 1, . . . ,M, j = 1, . . . , N) and
define the action of the affine Weyl group on the field of rational functions
K = C(x) in MN variables xi,j . We extend the indices i, j of xi,j to i, j ∈ Z
by the condition xi+M,j = qxi,j and xi,j+N = pxi,j with some fixed constants q
and p.
Define algebra automorphisms pi, ρ, ri and sj (i ∈ Z/MZ, j ∈ Z/NZ) on
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the field K as follows:
pi(xi,j) = xi+1,j , ρ(xi,j) = xi,j+1,
ri(xi,j) = pxi+1,j
Pi,j−1
Pi,j
, ri(xi+1,j) = p
−1xi,j
Pi,j
Pi,j−1
,
rk(xi,j) = xi,j , (k 6= i, i+ 1),
sj(xi,j) = qxi,j+1
Qi−1,j
Qi,j
, sj(xi,j+1) = q
−1xi,j
Qi,j
Qi−1,j
,
sk(xi,j) = xi,j , (k 6= j, j + 1),
(30)
where
Pi,j =
N∑
a=1
(
a−1∏
k=1
xi,j+k
N∏
k=a+1
xi+1,j+k
)
,
Qi,j =
M∑
a=1
(
a−1∏
k=1
xi+k,j
M∏
k=a+1
xi+k,j+1
)
.
(31)
Theorem 4.1 The automorphisms 〈pi, r0, r1, · · · , rM−1〉 and 〈ρ, s0, s1, · · · , sN−1〉
generate the extended affine Weyl group W˜ (A
(1)
M−1) and W˜ (A
(1)
N−1), respectively.
Moreover these two actions W˜ (A
(1)
M−1) and W˜ (A
(1)
N−1) mutually commute.
This theorem is proved for the special case of p = q = 1 in [2] (see also [4]). We
omit the proof of Theorem 4.1 since essentially the same argument applies to
the case of general p and q.
Let Γi (i = 1, . . . ,M) be the translations in W˜ (A
(1)
M−1) defined by
Γi = ri−1ri−2 · · · r1pirM−1 · · · ri+1ri. (32)
Then Γi define a commuting family of discrete flows, for which W˜ (A
(1)
N−1) acts
as Ba¨cklund transformations. By a computation similar to that given in [5],
explicit formulas for the actions of Γi are obtained as follows:
Γi(xk,j) =

pM−1qxk,j
P k+1,...,M+ij−1
P k+1,...,M+ij
(k = i),
p−1xk,j
P k,M+ij
P k,M+ij−1
(k =M + i− 1),
p−1xk,j
P k+1,...,M+ij−1 P
k,...,M+i
j
P k+1,...,M+ij P
k,...,M+i
j−1
(otherwise).
(33)
Here
P i,...,i+rj =
∑
a
(
a1−1∏
k=1
xi,j+k
)(
a2−1∏
k=a1+1
xi+1,j+i
)
· · ·
(
rN∏
k=ar+1
xi+r,j+i
)
, (34)
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and the sum
∑
a is taken over integers ai such that 0 ≤ a1 < a2 < . . . < ar ≤ rN
and 1 ≤ ai − ai−1 ≤ N . As is shown in [2], the system for (M,N) = (2, N) for
p = 1 is equivalent to (1).
We now give an explicit correspondence between the above family of discrete
flows and the q-Painleve´ systems described in the previous section.
Theorem 4.2 With the notation of the q-Painleve´ system of type (M,N) as in
Section 3, define the variables xi,j by
xi,j =
1
ti
Ti+1,...,M (ui,j) (i = 1, . . . ,M, j = 1, . . . , N). (35)
Then, in terms of the x variables, the time evolutions of the q-Painleve´ system
coincide with the commuting flows defined by Γ−1k (k = 1, . . . ,M) under the
birational action of W˜ (A
(1)
M ) = 〈r0, . . . , rM−1, pi〉 with p = 1. Namely, we have
Tk(xi,j) = Γ
−1
k (xi,j) (i = 1, . . . ,M, j = 1, . . . , N). (36)
In order to prove Theorem 4.2, the following lemma which was originally
given in [2] plays a crucial role.
Lemma 4.3 (Lemma 3.1 of [2]) For given MN variables xi,j and MN un-
knowns x′i,j (i = 1, . . . ,M , j = 1, . . . , N), we denote Xi = diag(xi,1, . . . , xi,N )
and X ′i = diag(x
′
i,1, . . . , x
′
i,N ). Then the system of algebraic equations
(X1 + Λ) · · · (XM + Λ) = (X
′
1 + Λ) · · · (X
′
M + Λ), (37)
has M ! solutions. Each of the solution corresponds to a permutation σ ∈ SM
and characterized by additional conditions
x′i,1x
′
i,2 · · ·x
′
i,N = xσ(i),1xσ(i),2 · · ·xσ(i),N (i = 1, . . . ,M). (38)
Moreover, if σ is given as a product σ = σi1 · · ·σik , where σi = (i, i + 1), then
the corresponding solution is explicitly expressed as
x′i,j = ri1 · · · rik(xi,j), (39)
by means of the birational Weyl group action of W (A
(1)
M−1) = 〈r1, . . . , rM−1〉
with p = 1 (30).
Proof of Theorem 4.2. We first remark that, for each i = 1, . . . ,M , the product
ui,1 · · ·ui,N is invariant with respect to the q-shift operators Tk (k = 1, . . . ,M).
Hence, we have
xi,1 · · ·xi,N = t
−N
i Ti+1,...,M (ui,1 · · ·ui,N ) = t
−N
i ui,1 · · ·ui,N (40)
and
Tk(xi,1 . . . xi,N ) = q
−Nδi,kxi,1 · · ·xi,N . (41)
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We now prove that, for each k = 1, . . . ,M , the action of T−1k on the x variables
coincides with that of Γk = rk−1 · · · r1pirM−1 · · · rk (with p = 1). Since T1,...,M =
TkTMTM−1 · · · T̂k . . . T1, the matrix B1,...,M is expressed alternatively as
B1,...,M = T2,...,M (B1)T3,...,M (B2) · · ·Tk,...,M (Bk−1)
· Tk
[
Tk+2,...,M (Bk+1) · · ·TM (BM−1)BM ]Bk. (42)
This implies
(X1 + Λ) · · · (XM + Λ) = (X1 + Λ) · · · (Xk−1 + Λ)
· Tk
[
(Xk+1 + Λ) · · · (XM + Λ)
]
(t−1k Uk + Λ).(43)
In the right-hand side, the products of diagonal entries of individual factors are
arranged as
xi,1 · · ·xi,N (i = 1, . . . , k − 1),
Tk(xi,1 · · ·xi,N ) = xi,1 · · ·xiN (i = k + 1, . . . , N),
t−Nk uk,1 · · ·uk,N = xk,1 · · ·xk,N .
(44)
according to the cyclic permutation (k, k+1, . . . ,M). Hence by Lemma 4.1, we
obtain
xi,j = rk · · · rM−1(xi,j) (i = 1, . . . , k − 1),
Tk(xi+1,j) = rk · · · rM−1(xi,j) (i = k, . . . ,M − 1),
t−1k uk,j = rk · · · rM−1(xM,j),
(45)
for all j = 1, . . . , N . Similarly, from T1,...,M = TM · · · T̂k · · ·T1Tk, we obtain
B1,...,M = T
−1
k
[
T1,...,M (Bk)T2,...,M (B1)T3,...,M (B2) · · ·Tk,...,M (Bk−1)
]
· Tk+2,...,M (Bk+1) · · ·TM (BM−1)BM , (46)
hence
(X1 + Λ) · · · (XM + Λ) = (t
−1
k T
−1
k (Uk) + Λ)T
−1
k
[
(X1 + Λ) · · · (Xk−1 + Λ)
]
· (Xk+1 + Λ) · · · (XM + Λ). (47)
This time the factorization on the right-hand side corresponds to the cyclic
permutation (k, k − 1, . . . , 1); hence we have
t−1k T
−1
k (uk,j) = rk−1 · · · r1(x1,j),
T−1k (xi−1,j) = rk−1 · · · r1(xi,j) (i = 2, . . . , k),
xi,j = rk−1 · · · r1(xi,j) (i = k + 1, . . . ,M)
(48)
for all j = 1, . . . , N . By using (45) and (48), we can determine the action of
T−1k as follows:
T−1k rk · · · rM−1(xi,j) = T
−1
k (xi,j) = rk−1 · · · r1(xi+1,j) (i = 1, . . . , k − 1),
T−1k rk · · · rM−1(xi,j) = xi+1,j = rk−1 · · · r1(xi+1,j) (i = k, . . . ,M − 1),
T−1k rk · · ·xM,j = qt
−1
k T
−1
k (uk,j) = rk−1 · · · r1(qx1,j),
(49)
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for all j = 1, . . . , N . Namely we have
T−1k rk · · · rM−1(xi,j) = rk−1 · · · r1pi(xi,j) (i = 1, . . . ,M, j = 1, . . . , N). (50)
This means that the action of T−1k on the x variables coincides with that of
Γk = rk−1 · · · r1pirM−1 · · · rk. []
We now construct the rational solutions for the q-Painleve´ system.
We say that a sequence of partitions λ(i) (i ∈ Z/NZ) is an N -reduced chain
if λ(i) ≡ (ki, λ(i−1)) for some ki ∈ Z. For instance λ(0) = (1, 1), λ(1) = (2, 1, 1)
and λ(2) = (2, 2, 1, 1) is an example of 3-reduced chain, where k1 = 2, k2 = 2,
k3 = k0 = −4.
For any N -reduced chain λ(i) = (λ1(i), λ2(i), . . .) (i ∈ Z/NZ) given, we
put τi = Sλ(i)(t1, . . . , tM ). Then from Proposition 2.2, the τ functions τi (i ∈
Z/NZ) give a similarity solution of the N -reduced q-KP hierarchy such that
T1,...,M (τi) = γiτi with γi = |λ(i)| = λ1(i) + λ2(i) + · · ·.
Corollary 4.4 For any N -reduced chain of τ functions τi defined as above, we
put
xi,j =
1
ti
Ti,...,M (τj)Ti+1,...,M (τj−1)
Ti+1,...,M (τj)Ti,...,M (τj−1)
(i = 1, . . . ,M, j = 1, . . . , N). (51)
Then xi,j solve the q-Painleve´ system of type (M,N)
xi,j(t1, . . . , q
−1tk, . . . , tM ) = Γk(xi,j) (k = 1, . . . ,M). (52)
We finally remark on the Toda type bilinear q-difference equations satisfied
by q-Schur functions. For simplicity, we consider the case ofM = 2, namely the
case with two time variables t = (t1, t2). For a q-Schur function τ = Sλ(t) let
us put τk,···,l = S(l,···,k,λ)(t). It follows from Proposition 2.4 that
t1τk,lT1(τ) + τkT1(τl)− τlT1(τk) = 0,
t2τk,lT2(τ) + τkT2(τl)− τlT2(τk) = 0.
(53)
Applying T1 on the second equation, and using the similarity condition, we have
t2T1(τk,l)τ + T1(τk)q
lτl − T1(τl)q
kτk = 0. (54)
Combining (54) and the first equation of (53), we obtain
qkt1T1(τ)τkl + t2T1(τkl)τ = (q
k − ql)T1(τk)τl. (55)
Define monic polynomialQλ(x) as Qλ(x) = c
−1
λ Sλ(x, 1). Here the normalization
constants are given, in terms of the hook-length [6] hi,j = λi − j + λ
′
j − i+ 1 of
the partition λ, as
cλ = q
∑
i(i−1)λi
∏
(i,j)∈λ
(1− qhi,j )−1. (56)
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Then (55) yields
Q(k,λ)(qx)Q(l,λ)(x) = Q(l−1,k,λ)(qx)Qλ(x) + xq
kQλ(qx)Q(l−1,k,λ)(x). (57)
In the 3-reduced case, (57) coincides with the Toda equations for the q-Okamoto
polynomials([2] Theorem 2.7). At the same time, from the determinant formula
(13), we obtain the Jacobi-Trudi type formula for the q-Okamoto polynomi-
als; in this particular case, the entries are essentially the continuous q-Hermite
polynomials.
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