Introduction
Precipitation in the summer monsoon season accounts for more than 80% of India's annual rainfall and is crucial for the region's agriculture and economy [Ding and Sikka, 2006] . A large fraction of this summer precipitation is produced by vortices with outer radii of about 1000 km that typically form over the Bay of Bengal [Sikka, 1977] (Figure 1a ). Severe precipitation in these storms, which commonly reaches 40-50 mm d −1 , causes floods and great destruction in populous regions [Lau and Kim, 2012; Houze et al., 2011; Boos et al., 2014] .
Intense occurrences of these synoptic-scale storms are commonly classified as monsoon depressions: cyclonic vortices with peak surface wind speeds of 8.5-13.5 m s −1 and surface pressure minima 4-10 hPa below that of surrounding regions [India Meteorological Department, 2011; Ajayamohan et al., 2010] . Weaker vortices with similar horizontal scale are called monsoon lows, and stronger vortices are called deep depressions or cyclonic storms. Hereafter, we refer to any synoptic-scale cyclonic vortex with intensity higher than that of a monsoon low as a monsoon depression (MD); this is done both for simplicity and to ease comparison between different data sets (as described below). Monsoon depressions typically have positive vorticity in the lower to middle troposphere and a warm-over-cold core that extends to the upper troposphere and tilts to the southwest with height. Maximum precipitation occurs southwest of the vortex center [Sikka, 1977; Ding and Sikka, 2006] . After formation, Indian monsoon depressions propagate to the west-northwest at an average speed of about 2 m s −1 and have a lifetime of about 3-5 days [Ding and Sikka, 2006] .
Records from the India Meteorological Department (IMD) show that an average of about six monsoon depressions formed each summer (June-September) in the Indian region (5-30 • N and 50-100 • E) over the last century. Recent analyses of these records over the Bay of Bengal domain (5-27 • N and 70-100 • E, marked with a black box in Figure 1a ) have revealed a statistically significant decreasing trend in the number of depressions (Figures 1b and 2) but an increase in the number of weaker storms since the midtwentieth century [Kumar and Dash, 2001; Dash et al., 2004 Dash et al., , 2007 Sikka, 2006] . The increased number of weak storms has been argued to dominate and produce an upward trend in overall synoptic activity that is accompanied by an increase in extreme rain events over that same period [Goswami et al., 2006; Ajayamohan et al., 2010; Singh et al., 2014] , with some disagreement in the analyzed precipitation trends [Ghosh et al., 2012] . The years of 2002, 2010, and 2012 were noted for having the first summers, in over a century of record keeping, in which no depressions formed in the Indian monsoon. A number of studies have associated the downward trend in monsoon depressions with climate change [Goswami et al., 2006; Turner and Annamalai, 2012; Prajeesh et al., 2013] , while others have argued that enhanced concentrations of atmospheric aerosols suppress the intensification of monsoon lows into monsoon depressions [Krishnamurti et al., 2013] . Figure 1a ) as a function of the year . Figure 1b shows the IMD data (red) and Sikka data (blue), and Figure 1c shows ERA-Interim data using the Yale (red) and the NYUAD (black) tracking algorithms, as well as MERRA data using the NYUAD (blue) tracking algorithms. Nonlinear Poisson regression fits Wilks, 2011] to the data sets are shown in Figure 2 and Table S1 in the supporting information. The blue box in Figure 1a marks the region of analysis used in Figure 4 . Wilks, 2011] to the data sets presented in Figures 1b, 1c , 4c, and 4d. Here only the slope coefficients (i.e., the gradient of the regression fits) are shown, and error bars represent the 95% confidence interval for these coefficients. Units are year −1 . More information, including the y intercepts, can be found in the supporting information to the text (Table S1 ). Linear regression was used for the summer mean KE and Poisson regression for all other time series.
Figure 2. Linear regression and nonlinear Poisson regression fits
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Here we question the existence of a trend in the number of Indian summer MDs. We demonstrate that errors exist in the IMD data set, and we fail to detect a trend in several other data sets of Indian MD activity. However, all of those alternate data sets have issues that may bias their long-term trends, so we do not definitively answer the question posed in the title of this paper. A robust, definitive, decades-long record of MD activity may require a large effort by teams of researchers examining historical meteorological observations, such as is ongoing for tropical cyclone best track data sets; this is beyond the scope of this paper.
Depressions in Reanalysis Data
The IMD records of monsoon depression counts date back to the late nineteenth century, when weather charts were drawn by hand based on observations received by telegraph, and extend through the beginning of the satellite era to the present [India Meteorological Department, 2011] . Methods of identifying and tracking storms changed throughout that period together with the observing network itself, with satellite data used in storm detection in recent decades. Some studies have reanalyzed the tracks of Indian monsoon synoptic vortices using manual identification from IMD weather charts [Mooley and Shukla, 1987; Sikka, 2006 , hereafter referred to as the Sikka dataset] and have also found a statistically significant decreasing trend in depression counts (Figures 1b and 2) . The IMD and Sikka data sets are highly correlated and exhibit only minor deviations. The publicly available IMD record does not distinguish between "depressions" and "deep depressions, " which is why we include all storms with intensities equal to or greater than that of a monsoon depression in our analysis; this also eliminates the possibility that storm counts could differ if one algorithm classifies a storm as a "depression" and another classifies it as a "deep depression" or "cyclonic storm. "
Investigators at Yale University recently used an automated tracking algorithm to identify trajectories of relative vorticity maxima in the latest reanalysis of the European Centre for Medium-Range Weather Forecasts (ERA-Interim) and categorized those vortices by intensity in ways consistent with traditional definitions used by the IMD. In short, the algorithm uses a feature-tracking scheme [Hodges, 1995 [Hodges, , 1998 ] to identify and track 850 hPa relative vorticity maxima that exceed 1 × 10 −5 s −1 in magnitude. Vortices are also required to have a sea level pressure anomaly, relative to a 21 day running mean, with amplitude of at least 4 hPa and a surface wind speed of at least 8.5 m s −1 , consistent with the aforementioned criteria for depressions. These pressure and wind criteria must be satisfied within 500 km of the relative vorticity maximum and must occur simultaneously during at least one 6 h period along the track.
This track data set (hereafter referred to as the Yale data set), at 6-hourly temporal and 0.75 • spatial resolution, has a distribution of genesis points for monsoon depressions similar to that seen in IMD data [Mooley and Shukla, 1989] , with most depressions forming over the northwest Bay of Bengal ( Figure 1a ). However, the Yale data set shows that multiple depressions formed during the summers of 2002, 2010, and 2012, years which were remarkable for lacking any summer monsoon depression in the IMD record ( Figure 1c ). No statistically significant long-term trend exists in the Yale data set ( Figure 2 ), although this finding is of questionable value because changes in the global observing system can bias long-term trends in reanalysis products [e.g., Bengtsson et al., 2004] . For example, the early part of reanalysis-based storm count time series might have a larger error of unknown sign because less satellite data were assimilated in the early part of those records. Nevertheless, the identification of multiple storms in 2002, 2010, and 2012-years in which abundant satellite data were assimilated by ERA-Interim-prompts us to ask whether the IMD data set underestimates MD counts, at least in recent years.
We examine two additional records of Indian MD counts derived by investigators at New York University Abu Dhabi (and hereafter referred to as the NYUAD data sets). These records are also based on reanalysis data but use a different objective tracking algorithm that relies only on surface pressure to identify Indian MDs. As described in V. Praveen et al. (Role of mid-tropospheric stability in the simulation of monsoon low pressure systems, submitted to Journal of Climate, 2014), this method was designed to mimic the manual detection and tracking performed by Sikka [2006] using daily surface pressure charts. Climatological low-pressure features, such as desert heat lows and the mean monsoon trough, are not included in the resulting data set. This method was applied to both ERA-Interim data and the Modern-Era Retrospective analysis for Research and Applications (MERRA) [Rienecker et al., 2011] .
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The NYUAD algorithm, when applied to both ERA-Interim and MERRA, also yields multiple monsoon depressions over the Bay of Bengal during the summers of 2002, 2010, and 2012 ( Figure 1c ). The NYUAD analysis of both ERA-Interim and MERRA show no trend ( Figure 2 ). There is a positive, statistically significant correlation between the various reanalysis products (0.4 using the Pearson correlation measure), but correlations between the reanalysis products and the IMD data are weak and insignificant. Disagreements between these time series may arise from differences in the underlying data sets or from differences in the MD identification algorithms. Storm counts are known to deviate greatly (e.g., by an order of magnitude for the case of tropical cyclones detected in global models) depending on the algorithm used for the objective tracking [e.g., Suzuki-Parker, 2012]. Nevertheless, it is important to note that neither of the NYUAD records have a single year in which zero MDs formed during summer over the Bay of Bengal, lending support to the idea that the IMD data set might be missing storms in the most recent decades.
Missing Monsoon Depressions
To determine if the depressions found in the reanalysis data during the summers of 2002, 2010, and 2012 are real and not artifacts of the identification algorithms or reanalysis products, we examine sea level pressure and surface wind from ERA-Interim, in addition to satellite estimates of precipitation and oceanic surface wind. Satellite data were obtained from the following sources:
1. Daily precipitation estimates were obtained from the Tropical Rainfall Measuring Mission (TRMM) satellite that was launched in November 1997. This data set uses several spaceborne rainfall-measuring instruments, including a precipitation radar, to estimate the rainfall distribution over land and ocean with 3-hourly temporal resolution and 0.25 • × 0.25 • spatial resolution. Spatial coverage extends from 50 • S to 50 • N. 2. Ocean surface wind speeds were obtained from the Special Sensor Microwave Imager (SSMI) radiometers carried by a series of eight satellites that began their near-polar orbits in 1987 [Wentz, 2013] . These satellites make over 14 orbits daily and cross the equator at roughly the same local solar time each day. Drift, due to orbit degradation, in the equatorial crossing time for each satellite varies up to about 3 h. Satellites with overlapped functionality differ in equatorial crossing time by up to about 3 h over their operational lifetime. Thus, we expect diurnal sampling biases to be of a minor effect. Wind speeds derived from these satellites have 0.25 • spatial resolution. We analyzed 3 day average wind speeds derived from satellites F08, F10, F11, F13, F14, F15 (values after August 2006 were discarded due to a calibration problem), F16, and F17. Data are mostly continuous, with gaps primarily due to Sun glint, rain, radio frequency interference, sea ice, or land. We further smoothed the wind speeds by averaging over the available operational satellites. All three of these vortices should be classified as monsoon depressions based on either the maximum surface wind speed or sea level pressure criteria traditionally used by the IMD. Surface vector winds obtained from both reanalysis and satellite data show that in addition to satisfying surface wind speed criteria, these storms had cyclonic surface flow as expected for monsoon depressions. Although circular flow is not always visible in the scatterometer winds, particularly when the vortex center is in coastal or continental regions, heavy precipitation (> 40 mm d −1 ) always occurs within a typical radius of the storm center. In the supporting information ( Figures S1-S3 ) we show the same fields for five more depressions that occurred during the summers of 2002, 2010, and 2012, confirming that multiple depressions are missing from the IMD data set in recent years.
Extreme Synoptic Activity Estimated From Satellite Data
While it is possible that the fraction of monsoon depressions missing from the IMD data set is constant over time, variations in this fraction could introduce a bias to long-term trends inferred from the IMD storm COHEN AND BOOS (Figures 3d and 3f ) scatterometers. The thick magenta contour shows the 40 mm d −1 daily TRMM precipitation. Precipitation, winds, and the vortex center position are shown for the dates indicated above each panel.
counts. We would ideally like a decades-long, continuous observational record of MD activity that does not vary over time in its spatial coverage or calibration. Here we examine ocean surface wind speeds estimated by SSMI satellite scatterometers that have been in operation since 1987. These wind speeds have been filtered, by removing a 21 day moving average, to produce an estimate of the kinetic energy (KE) of synoptic-scale disturbances over the main genesis region for monsoon depressions (15-25 • N and 80-100 • E, marked with a blue box in Figure 1a ). This smaller domain is used here in order to focus on the region COHEN AND BOOS ©2014. American Geophysical Union. All Rights Reserved. Figure 4c ) with the summer average synoptic KE (magenta). Linear and nonlinear Poisson regression fits Wilks, 2011] to the data sets are shown in Figure 2 and Table S1 . of highest MD activity and minimize the contribution of variability in more remote regions that may be associated with other phenomena.
The area integral of this KE (hereafter referred to as the synoptic KE) is approximately described by a lognormal probability distribution (Figure 4a ), indicating that the Bay of Bengal is largely calm on synoptic timescales but has a wide range of extreme events. The goodness of the lognormal fit, relative to other probability distributions, was verified using the negative of the log likelihood and Bayesian information criterion [Wilks, 2011] .
While monsoon depressions cannot be unambiguously identified using only scalar oceanic surface wind speeds, the existence of depressions over the ocean is expected to project onto the synoptic-scale ocean surface wind variability. Changes in the number of depressions might then be deduced from changes in this synoptic-scale ocean surface wind variability. This motivates our use of the number of synoptic KE extremes occurring each summer as a proxy for monsoon depression activity within the oceanic domain of the Bay of Bengal. The threshold used to define extreme events was chosen, simply, as the 90th percentile in accumulated probability of the synoptic KE (marked by an arrow in Figure 4a ). Furthermore, an event is defined if and only if it is followed by five consecutive days (a rough monsoon depression lifetime) [ and of values below the 90th percentile (results were verified to be insensitive to small variations in this time interval). Time series of the synoptic KE show a decent correspondence between events that exceeded the 90th percentile and individual monsoon depressions in the Yale data set (e.g., Figure 4b ). However, some depressions do not produce synoptic KE extremes because they originate over land or in coastal regions, while other storms that are too weak to be classified as depressions produce synoptic KE extremes because of their larger size (analyses of the summers of 2002 and 2012 are shown in Figure S4 in the supporting information).
By counting the number of synoptic KE peaks in each summer that exceed the 90th percentile threshold, we obtain a yearly time series for the number of extreme synoptic events over the Bay of Bengal. The correlation of this time series, over the smaller domain, with IMD counts is moderate but statistically significant (0.4 using Kendall/Spearman correlation measures), but the correlation with Yale counts is low. Regardless, it confirms that multiple extreme synoptic events occurred during the summers of 2002, 2010, and 2012 (Figure 4c ). This finding is robust to changes in the threshold used to define a synoptic KE extreme (see Figure S5 in the supporting information). Robustness is also indicated by the high correlation (0.6/0.7 using Kendall/Spearman correlation measures) of the KE-based count with a more straightforward summer average of the synoptic KE (Figure 4d ).
During the period of 1987-2012, no statistically significant trend exists in the number of synoptic KE extremes or in the number of monsoon depressions in the Yale or IMD data sets (Figures 4c and 2 ). There is a weak downward linear trend in the summer mean synoptic KE, but this is not statistically significant ( Figure 2) . Examination of the full IMD time series over the Bay of Bengal domain (see Figure S6 in the supporting information) shows that an 11 year moving average of monsoon depression count remained at or above seven per summer from the 1920s through 1980 then underwent a steep decline over 20 years to about half that value. If the decline in storm counts occurred almost entirely before 1987, then one could not expect to see a significant trend in any of the time series shown in Figure 4c , even in the IMD time series.
Establishing the existence of a long-term trend in depression counts would then require data from the presatellite and early satellite era, a time when oceanic disturbances with relatively disorganized convection (such as monsoon depressions) may have been poorly observed.
Summary and Conclusions
In summary, our results demonstrate the existence of multiple Indian MDs during summers in which the IMD data set contains no such storms. This indicates possible errors in that data set, on which previous claims of large trends in monsoon depression activity have been based. Unfortunately, reanalysis data sets may not be viable alternate sources for trends in MD counts because of temporal changes in the observing network. Nevertheless, we note that no trends could be found in two reanalysis products analyzed with two different storm identification algorithms. Given the hydrological importance of synoptic activity in the world's monsoon regions and the vulnerability of societies in those regions to hydrological change [Yoon and Chen, 2005; Berry et al., 2012; Hurley and Boos, 2014] , this indicates a need for improved monitoring of monsoon depressions and more in-depth study of possible trends in their activity. Here one 30-year long satellite data set is used to show that there is no large, statistically significant trend in the synoptic-scale variability of ocean surface winds over the Bay of Bengal. Similar analyses of other long-term, continuous, uniformly calibrated, records of meteorological data (e.g., surface weather stations or balloon sounding data) are needed to validate the existence of trends in monsoon depression activity.
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Trend estimates (Fig. 2) Wilks [2011] ). In addition, the superiority of the nonlinear fit over the linear fit was ver-7 ified using the deviance measure. The deviance in nonlinear regression fits was found to 8 be about three times smaller than in linear regression fits. The regression fits are shown 9
in Supplemental Table 1 . The standard errors of each fit's coefficients are shown paren-10 thetically below the coefficients themselves (multiply by 1.96 to get the 95% confidence 11 interval). For the time averaged synoptic kinetic energy (Fig. 4d) we used a simple linear 12 regression [Wilks, 2011] , as it is not count data. In the main text we presented a sensitivity test for the robustness of this synoptic 41 KE threshold (see Fig. 4d ). Supplemental Fig. 5 shows a second sensitivity test for October 26, 2014, 9: 32pm D R A F T Supplemental Table 1 -Linear and nonlinear Poisson regression fits to the datasets presented in Figs. 1b, 1c, 4c and 4d . The standard errors of each fit's coefficients are shown parenthetically below the coefficients themselves (multiply by 1.96 to get the 95% confidence interval). Dataset Linear and Nonlinear Poisson regression fit IMD (Fig. 1b) ln µ = 65.342 (19.092) − 0.032 (0.010) × x SIKKA (Fig. 1b) ln µ = 118.159 (29.496) − 0.059 (0.015) × x ERA-Interim Yale (Fig. 1c) ln µ = −18.617 (17.127) + 0.010 (0.009) × x MERAA NYUAD (Fig. 1c) ln µ = −16.012 (12.824) + 0.009 (0.006) × x ERA-Interim NYUAD (Fig. 1c) ln µ = 19.632 (14.303) − 0.009 (0.007) × x Averaged Reanalysis data (Fig. 1c ) ln µ = −4.54 (14.413) + 0.003 (0.007) × x KE (Figs. 4c and 4d) ln µ = 7.250 (28.920) − 0.003 (0.015) × x ERA-Interim Yale (Fig. 4c) ln µ = −31.981 (28.896) + 0.017 (0.014) × x IMD (Fig. 4c) ln µ = 22.330 (32.614) − 0.010 (0.016) × x Summer average KE (Fig. 4d ) µ = 44.860 (26.737) − 0.021 (0.013) × x D R A F T October 26, 2014, 9:32pm D R A F T
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