A "sparsify" re-mapping approach to l 1 regularization
Let  be a set of unknown parameters that shape noisy observations through some generative model m . For simplicity, we will consider static generative models of the form:
where y is a set of observed data,
 
g  is an arbitrary observation mapping and  are (typically) i.i.d. Gaussian residuals.
The question we address first is how to emulate "sparse" priors for  using well-behaved l 2 -norm regularization techniques?
Recall that Bayesian approaches relying upon Gaussian priors on  essentially yield l 2 -norm regularized estimates. Our argument can be summarized as follows: one can emulate equivalent l 1 -norm regularization by using Gaussian priors on transformed parameters 
Critically, this mapping is monotonic, which means that ordering relationships between native and transformed parameters are preserved. In addition, this mapping is one-to-one, i.e. it uniquely maps all elements in both domain and codomain to each other. Sparse priors in VBA (J. Daunizeau, 2016 
where  is the regularization parameter. If we now replace  by its definition through the sparsify transform (Equation 2), then Equation 5 is equivalent to:
Equation 6 tells us that using an l 2 -norm regularization term for  (as derived from, e.g., i.i.d. Gaussian priors) and applying the sparsify transform on  prior to inserting it in the observation function g yields a lasso-equivalent estimate. In other words, we can happily replace Laplace priors (which would yield l 1 -norm regularization terms) by gaussian priors at the cost of some non-linearity in the observation function. We can use this trick to emulate sparse priors in off-the-shelf Bayesian treatments of nonlinear models such as VBA (Daunizeau et al., 2014) , which is demonstrated below.
Sparse priors in VBA (J. Daunizeau, 2016 Left: sparsify mapping (y-axis) as a function of native parameters (x-axis), for different temperature parameters  (colour coding). Black dots depict +/-the quadratic mapping. Right: induced probability density Sparse priors in VBA (J. Daunizeau, 2016 One can see that as the temperature decreases, the smoothed sparsify transform more closely matches the signed quadratic mapping. When 1   , the distortion reduces to a very small domain of the function, and is not noticeable by the naked eye. In addition, one can see that the induced probability density function   p  closely approximates a Laplace density (which was intended). What yields sparsity here is the "fat-tailed" shape of the probability density function. The effective regularization term is plotted on Figure 2 below. One can see that the effective regularization is sublinear, i.e. it is equivalent to a l k -norm, where the norm order k is slightly lower than 1. This provides an intuitive justification of the sparsify transform for emulating sparse priors.
Sparse priors in VBA (J. Daunizeau, 2016) .
Sparsity of re-mapped Variational-Bayesian estimators
Now how does simple bayesian parameter estimates behave, when the generative model is equipped with Gaussian priors, and the observation function is distorted using the sparsify transform?
Without loss of generality, let us consider the case of Gaussian priors on  (i.e. 
   
where the variational energy   I  is itself given by:
At convergence, the VL approach also yields an approximation
model evidence:
As we will see below, the approximate posterior mean  can serve as a VL parameter estimate, whereas the above "free energy" F can be used for model selection purposes.
In Equations 8-10, y n (resp. n  ) denotes the number of observations (resp. parameters) and   g  is the arbitrary observation function of Equation 1.
Sparse priors in VBA (J. Daunizeau, 2016 (Daunizeau et al., 2014) . However, this also means that we expect the amount of regularization to be dependent upon the data signal-to-noise ratio... Py   can be derived using so-called Savage-Dickey ratios without having to invert the reduced model (Marin and Robert, 2010; Penny and Ridgway, 2013) .
Sparse priors in VBA (J. Daunizeau, 2016 Sparse priors in VBA (J. Daunizeau, 2016) . As a control condition, let us simulate data with non-sparse parameters, i.e. where simulated parameters are small but non-zero ("Gaussian simulations"). Sparse priors in VBA (J. Daunizeau, 2016) .
One can see the impact of the sparsify transform on parameter estimation in both types of simulations. In brief, most parameters are back to their prior specification (posterior=prior), except for a handful of these. This eventually yields much bigger residuals than when using Gaussian priors, i.e. sparse priors protect from overfitting (Reunanen, 2003) . In addition, Bayesian model comparison identifies the correct type of priors, in that, for both types of simulations, the parameter estimates under the winning model are the most accurate. This can be checked by measuring, e.g., the correlation between simulated and estimated parameters (cf. Figure 5 below). Sparse priors in VBA (J. Daunizeau, 2016) .
We then performed Monte-Carlo simulations to evaluate the respective impacts of the level of sparsity and SNR onto both estimation accuracy and VL's ability to recognize the best estimator (sparse versus gaussian). We systematically varied the error precision One can see that both metrics follow the same pattern, namely they increase with simulated sparsity and data precision. Recall that one would expect that both metrics would increase Sparse priors in VBA (J. Daunizeau, 2016) .
with simulated sparsity. The effect of data precision, however, is less trivial. We will discuss this effect later.
We then looked directly at the average relationship between both metrics, which is summarized in Figure 6 below. We also asked whether the domains over which parameters are zero or not are accurately recovered. In other terms, we asked whether the VL sparse estimator is effectively zeroing the right model parameters. Figure 7 summarizes the Monte-Carlo average of both true Sparse priors in VBA (J. Daunizeau, 2016) .
positive (TPR) and true negative rates (TNR). Both TPR and TNR are derived from thresholding the posterior probability   0 Py   . Here, we used a frequentist-like approach and thresholded this probability to a target (uncorrected) FPR of 5%. One can see that, here again, both TNR and TPR increase with simulated sparsity and data precision. In particular, VL sparse estimation is decently discriminative, since both TPR and TNR are, most of the time, above chance level (despite the under-determination of the problem, cf. ). Recall that, here, one would expect that both TPR and TNR increase with data precision. This is simply because 1   directly controls the quality of the information that can be extracted from the data. But no simple prediction of this sort could have been made a priori regarding the effect of simulated sparsity. As we will see, this effect can be best understood when looking at the estimated sparsity, which directly derives from the thresholded posterior probability
. This is summarized in Figure 8 below.
Sparse priors in VBA (J. Daunizeau, 2016) . and data precision (y-axis). Each element in this image is the average over 128 Monte-Carlo simulations.
Right: estimated sparsity (y-axis, red: averaged over data precision levels, green: for
) is plotted as a function of simulated sparsity (x-axis) only.
One can see that the estimated sparsity increases with both data precision and simulated sparsity. In particular, there is a monotonic and positive relationship between estimated and simulated sparsity. However, one can see that moderately sparse simulations are incorrectly recovered, in that the minimal sparsity that is achieved (about 60%) does not match simulated sparsity. In other words, VBL tends to overestimate sparsity. This means that VL-sparse estimators are conservative, in the classical (frequentist) sense: they tend to neglect some effects that are, strictly speaking, non-zero.
There are two reasons for this. The first one is that some simulated parameters where trivially small. Recall that, when performing Monte-Carlo simulations, we draw simulated parameters from a normal density with zero mean and unit variance. Thus, some non-zero simulated parameters may have a minor impact on the data, and may eventually be deemed negligible.
Sparse priors in VBA (J. Daunizeau, 2016 we summarize the results in terms of Figure 9 below, which reproduces the analysis of One can see that sparsity is better estimated when the problem becomes better conditioned. In particular, if the magnitude of model residuals is reasonably small (e.g.,
), then estimated sparsity becomes very accurate.
Discussion
In conclusion, we have proposed a simple parameter transform that emulates sparse priors without sacrificing the simplicity and robustness of l 2 -like priors. We have shown how l 1 regularization can be obtained with a "sparsify" remapping of parameters under normal priors, and we have demonstrated the ensuing variational Bayesian (VB) approach using
Monte-Carlo simulations.
Our numerical investigation of sparse-VL estimation has identified two interesting
properties. First, we have shown that Bayesian model selection correctly predicts which regularization scheme (l 1 versus l 2 ) eventually yields most accurate parameter estimates.
This is important, since this provides robustness to the ensuing parameter estimate.
Second, sparse-VL estimation seems to be slightly conservative, and this tendency decreases with data quality and quantity. From a classical (frequentist) perspective, this is acceptable, in contrast to liberal approaches that would tend to exhibit an overly elevated false alarm rate.
Note that all these simulations can be retrieved from the script demo_sparsePriors.m from the VBA freeware (https://mbb-team.github.io/VBA-toolbox/).
It is well known that estimating the domain of non-zero parameters and minimizing overall estimation error are two different problems that are best addressed with different regularization constraints, such as those enforced using l 1 or l 2 norms, respectively (Wang et al., 2014) . Thus, one may want to design adaptive sparse estimators that adjust the effective norm of the regularization term. This calls for parametric forms of the sparsify transform, e.g.:
Sparse priors in VBA (J. Daunizeau, 2016 with intermediary levels of sparsity. In addition, at the limit  , VL estimates are derived under a constraint of minimum l 0 -norm. Critically, within a Bayesian approach, the hyperparameter  could be included in the generative model, and estimated along with model parameters  . This constitutes a potentially interesting extension of this work, which we will investigate in forthcoming publications.
