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ABSTRACT 
 
As routine space flight is on the verge of becoming an everyday phenomenon, more 
vehicles will be seen travelling at hypersonic speeds. Due to the high cost and danger 
associated with both manned and unmanned flight testing, a large portion of these 
vehicles’ development has been and will be undertaken in hypersonic impulse facilities 
capable of re-producing in generally some limited way, the aerothermodynamic loads 
and behaviour seen at these velocities.  
 
With the advent of high-speed cinematography and image tracking techniques, a 
method used to study the vehicles performance by analysing high speed imagery taken 
during the test time, more advanced research has been able to be conducted in low and 
high enthalpy facilities alike. Laurence and Butler et al. (2018) were able to 
experimentally derive lift, drag and pitching moment coefficients of the ExoMars entry 
capsule by partially constraining their test model by allowing it to move on specialised 
mounts and studying the resulting motion. This investigation highlighted the 
importance of mitigating the increased flow luminosity seen in high-enthalpy 
experiments in order to effectively track the model’s movement over the test time. It is 
important that high-enthalpy free flying model experiments are able to be undertaken 
as it is only in high-enthalpy facilities capable of producing flow enthalpies in the order 
of 200MJ/kg or greater that the peak heating loads are able to be developed and the 
resulting vehicles performance can be studied. Understanding the peak heating 
performance of a vehicle is particularly important in aerobraking manoeuvres in a 
planetary entry trajectory as it is in the upper altitudes of a planet’s atmosphere that 
peak heating occurs. Understanding a vehicles performance in this phase of planetary 
entry is critical to ensure that the vehicle performs as desired and is able to achieve its 
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desired mission. This thesis draws on the methods used by a wide range of researchers 
worldwide and particularly the methods used by Laurence in his 2018 investigations.  
 
Preliminary experiments were performed in the Drummond Reflected Shock Tunnel 
with a high degree of success. A Schlieren optics system was used with an overdriven 
LED light source to aid the determination of the steady state test time, which varies from 
shot to shot by analysing the shock standoff. In addition to this, a pitot rake was installed 
for one shot in order to get an approximate measurement on the steady state test time 
and pitot pressure to verify the flow properties that were calculated analytically. It was 
found however that the measured and calculated values differed by 64% highlighting 
the main source of error in this experiment, the variability of the flow properties. A 
Photron high-speed camera was used as it enabled variable frame rates and resolutions 
to be used such that their effects of these could be investigated. The key challenge with 
impulse facility investigations is getting a free-flight model to move significantly in the 
steady state test time such that optical tracking methods can be used, particularly for 
smaller facilities such as the Drummond Tunnel. This is due to the fact that the model 
displacement scales with the square of test time and is inversely proportional to the 
model mass. As the test time is constant in each facility, the model mass was minimised 
to achieve maximum model movement while also maximising the frontal area. The test 
model designed was a 2D projection of the Apollo entry capsule. This aided the 
visualisation methods used and also allowed for SLA 3D printing to be used to 
manufacture the models, a world first for reflected shock tunnel testing. Three different 
models were produced to investigate how the results are affected by scaling the model, 
a half scale and a half mass model were used for this purpose, and it was shown that 
these models were able to double the total displacement in the steady test time as 
suggested by theoretical calculations. 
 
 It was shown through preliminary testing that a visibly clear amount of movement 
could be achieved in a reduced test time using a low enthalpy facility, the Drummond 
reflected shock tunnel. Model movement in the order of 2-5mm was obtained from these 
models in the steady test time, suggesting that these experimental methods could be 
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applied to an expansion tube testing campaign such as X2 due to similar testing times 
and enabling high enthalpy effects can be further investigated. This thesis presents the 
first known use of 3D printed free flight test models that are able to be tested in a free 
flight configuration such that visualisation and tracking methods can be used to derive 
the aerodynamic coefficients of the model through the use of a reflected shock tunnel. 
 
It is recommended that these methods be applied to a high-enthalpy investigation with 
some slight modifications to the experimental set up. It is recommended that the more 
sophisticated mounting system as proposed by this investigation be implemented as to 
reduce the uncertainty on the model’s initial location aiding the derivation of accurate 
aerodynamic coefficients. In addition to this it is recommended that a pitot rake be 
installed for each test shot as to accurately measure the flow properties to reduce the 
error on the derived drag coefficients.  Furthermore, additional changes will be required 
to the optics system used as to appropriately mitigate the flow radiation seen with high-
enthalpy flow. It has however been shown that a free flight model can move sufficiently 
in a low enthalpy facility suggesting that in a larger facility such as the X2 facility, a 
similar result is achievable and should be investigated.  
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1.0 INTRODUCTION 
 
1.1 MOTIVATION 
As routine space flight is on the verge of becoming an everyday phenomenon, it will be 
seen that more and more vehicles will be travelling at hypersonic speeds. Due to the 
high cost and danger associated with flight testing, a large portion of these vehicles’ 
development is and will be undertaken in impulse facilities capable of re-producing in 
some limited way the flows seen at these hypersonic speeds in order to correctly 
simulate the aerothermodynamic loads experienced by the vehicle. Often when looking 
at planetary entry, the aerodynamic forces acting on the vehicle are required to design 
and model orbits and key mission parameters. Historically these tests have been 
performed in short duration test facilities using force balances and accelerometers. 
These methods of testing have issues associated with the accuracy, calibration and 
response time of the equipment and for this reason other methods of deriving 
aerodynamic coefficients have been explored.  
 
Over the last decade hypersonic research facilities have been able to conduct more 
innovative force measurement research in reflected shock tunnels (RST’s) due to the use 
of high-speed digital cinematography and image tracking capabilities to capture and 
record the motion of both scramjets and blunt planetary capsules. {Laurence, 2009}. The 
experiments performed to date have either used free-flying or semi constrained test 
models and high-quality experimental results have been achieved under relatively low-
enthalpy flow conditions in RST’s as they allow for extended test times. {Laurence, 2010}. 
However, the flow produced in RST’s is relatively low enthalpy when compared to the 
flow enthalpy seen in some sections of planetary entry trajectories which can be up to 
200MJ/kg.  Thus, RST’s cannot replicate the flow conditions initially experienced by 
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vehicles on an orbital return trajectory as they first enter a planet’s atmosphere where 
the vehicle is travelling at near orbital velocity or greater and is experiencing the greatest 
aerothermodynamic loads. However, RST’s have been used extensively to simulate lower 
altitude flow conditions acting around a vehicle on these orbital return trajectories. To 
accurately model and understand a vehicle’s performance at the highest altitudes of a 
planetary entry and model peak heating sections of the trajectory, expansion tunnels 
must be used. However, the increased flow enthalpy generated in these facilities comes 
at the expense of test time, and for blunt bodies in particular, the increased stagnation 
temperatures lead to greater flow ionization and radiation being observed behind the 
bow shock that can damage any onboard accelerometers needed to verify the movement 
of the test model. As a result, traditional experimental techniques may have reduced 
effectiveness when applied to expansion tunnel facilities however the potential rewards 
of being able to perform free-flight tests in these facilities will enable researchers and 
vehicle engineers to measure and model aerodynamic forces at upper altitudes of 
planetary entry. 
 
1.2 PROBLEM DEFINITION 
The purpose of this research project is to investigate current experimental techniques 
used to determine the lift and drag forces as well as the pitching moment acting on the 
test object, and thus to investigate the applicability of an experiment using the X2 
expansion tunnel at the University of Queensland’s Center for Hypersonics. Initial tests 
in UQ’s Drummond RST will be undertaken to prove the validity of current free flying 
model experimental techniques and will form a preliminary testing campaign to an X2 
based experiment.    
 
This project will be undertaken in four main phases; research, testing, analysis and 
evaluation. The research component of this project will include reviewing prior work of 
hypersonic experiments in RST’s and expansion tunnels. This is done so that all current 
experimental methods can be analysed, and their effectiveness evaluated so that a 
shortlist of methods and solutions can be developed. This will be used to develop a 
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background understanding of the experimental methods that will be used in the testing 
phase and evaluated for their use in the final developed expansion tunnel experiment.  
 
The second phase of this project will involve testing the most appropriate high-speed 
camera, lighting set-up and test model apparatus in the Drummond tunnel which is one 
of the smaller hypersonic facilities at UQ. The flow developed in these tests will have 
similar pitot pressures and test times to those seen in the X2 expansion tunnel, however 
the test model size will be reduced due to the physical constraints of Drummond RST. 
In addition to this the flow enthalpy developed by the Drummond RST is much lower in 
the order of 10’s kJ/kg (approx. 40 kJ/kg). The effectiveness of the experimental methods 
and equipment used can be verified through these tests when the high-speed imagery is 
analyzed in the third phase of the project. The analysis of the experimental results will 
confirm the effectiveness of the high-speed camera and lighting set-up through the use 
of image tracking software which will be developed in this phase of the project.  Finally, 
the effectiveness of the developed testing and analysis methods will be evaluated, and 
thus a final expansion tunnel experiment could be proposed, detailed and executed. This 
allows the entire methodology of the experiment to be tested without the high-test flow 
radiation seen in X2 which in itself may pose a number of issues, allowing the validity of 
free flying model experiments to be established before these experiments are attempted 
in a high-enthalpy environment.  
 
This project will draw on the work done by hypersonic research groups worldwide and 
through this collective knowledge, new methods of high-enthalpy free flying model 
testing will be proposed, tested and evaluated.  The expected outcome of this research 
project is to continue the forward-progress of research at the University of Queensland 
Center for Hypersonics and will begin to enable the research group to conduct free flying 
model experiments in the expansion tunnels at UQ. This project will aim to perform the 
world’s first free flying model tests in a reflected shock tunnel, this will enable further 
testing and development of hypersonic vehicles that experience high-enthalpy flow 
using experimental techniques that are currently unachievable using current methods 
in expansion tunnels as well as reflected shock tunnels.
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2.0  OBJECTIVES AND SCOPE 
 
2.1 THESIS AIM 
The aim of this thesis is: “To explore the feasibility of free flying model tests in high 
enthalpy flow facilities, such as expansion tunnels, in order to more accurately derive the 
aerodynamic coefficients of a blunt re-entry vehicle at higher altitudes of an orbital return 
trajectory” 
 
2.2 PRIMARY OBJECTIVES 
The stated aim of this investigation is to investigate the feasibility of free flying model 
experiments in high enthalpy impulse facilities and to analyse whether these methods 
are feasible and could result in increased accuracy of the derived aerodynamic 
coefficients. This will be achieved by attaining the following project objectives: 
1.0 Perform an in-depth literature review into free flight model experimentation 
in RST’s and expansion tunnels. 
2.0 Develop and execute a feasibility investigation in a smaller hypersonic impulse 
facility (Drummond RST) to investigate free-flight model testing. 
3.0 Develop and research experimental methods that could be applied in a higher 
flow enthalpy facility to validate and build upon the methods explored in the 
feasibility investigation. 
 
2.3 AUXILIARY OBJECTIVES 
The auxiliary objectives provide a measure to track the success of the main project 
objectives and to ensure all new knowledge gained is presented. These include: 
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• Exploring the limitations of the experimental methods used in the feasibility 
investigation and their potential applicability to expansion tunnel facilities 
• Reviewing the operational capabilities of RST’s and expansion tunnels 
• Exploring potential phenomena experienced in expansion tunnels and their 
expected impact to the proposed experimental methods. 
 
2.4 PROJECT SCOPE 
Outlined below are the topics deemed within the scope of investigation of this thesis: 
• Operation and capabilities of expansion tunnels and RST’s 
• Methods of model suspension/release and associated operation 
• High-enthalpy flow model lighting methods 
• Limitations of force balance and accelerometer-based measurements 
• High speed visualization methods and optical tracking 
• Test model design limitations 
• Limitations and abilities of available optical sensors 
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3.0 LITERATURE REVIEW 
 
3.1 HYPERSONIC FACILITIES 
One of the key drivers behind low cost hypersonic experimentation has been the 
development of hypersonic impulse facilities. Between reflected shock tunnels (RST’s) 
and expansion tunnels, flow representative of those experienced during planetary entry 
can be replicated and used for analyzing vehicle performance and flow characteristics at 
these hypersonic speeds. One of the limiting factors behind these impulse facilities is 
the short steady state flow time and it is due to this that the methods for analyzing free-
flight experiments are reduced.  
 
This section will introduce the two impulse facilities at UQ, the Drummond RST and 
the X2 expansion tunnel and give a brief explanation of how they work as well as 
presenting a general case for the steady state flow parameters they are able to provide. 
In addition to this, the limitations associated with their operation will also be explored.  
3.1.1 Reflected Shock Tunnels 
Since the early days of hypersonic research and testing, RST’s have been used to conduct 
hypersonic flow experiments. RST’s are very useful for conducting experiments at speeds 
up to Earth orbital velocities but are limited to their maximum flow enthalpies and 
speeds due to the operation of the tunnel, thus they can only simulate the flow condition 
lower down in the re-entry trajectory. The larger RST facilities around the world utilize 
a piston to pressurize a driver gas against a primary diaphragm and upon rupture of this 
diaphragm, traditionally made of steel or aluminum, the shock formed by this sudden 
expansion heats and pressurizes the test gas. A secondary diaphragm made of mylar will 
then rupture when the primary shock has processed all of the test gas which allows the 
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test gas to be expanded through a nozzle and into the test section where it flows over 
the model. This is shown schematically below in Figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
It is due to this stagnation of the flow that RST’s are used to simulate low Mach no. flight 
regimes, Mach 4 to Mach 12 for example, however as a result, longer test times are more 
easily achieved (Morgan and Gildfind 2014) and can be as long as 10’s of milliseconds. 
RST’s can only simulate the flow conditions at lower altitudes of re-entry trajectories, 
while this region of the re-entry trajectory is important in terms of aerodynamic 
performance and heat-shield longevity, these facilities fail to accurately re-create the 
higher altitude flight conditions. One of the most important aspects of high-altitude 
flight, particularly for planetary entry is the thermal loads the vehicle is subjected to. At 
these upper altitudes of a planet’s atmosphere, when travelling at orbital speeds, this is 
where the peak-heating loads are applied to a planetary entry vehicle. RST are limited 
in their range of stagnation enthalpies and flow velocities that may be achieved and for 
this reason expansion tubes are called upon to replicate higher enthalpy flows and 
velocities that are more representative of high altitude Earth re-entry velocities and 
Figure 1: Reflected shock tunnel operation (Morgan and Gildfind 2014) 
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performance of these flight regimes (Smith and Mee 1996). It could be argued that the 
higher-altitude (peak-heating) performance of a re-entry vehicle is the most critical in 
both the flight path and vehicle design, as it is in this region that the vehicle first 
interacts with a planetary atmosphere. In this region the vehicle performance and flight 
characteristics need to be optimised to ensure that the vehicle enters and follows a 
correct re-entry flight path. Too shallow and the vehicle will ‘skip’ off the planetary 
atmosphere. Too deep and the vehicle will experience increased decelerations, thus 
heating upon re-entry leading to a possible mission failure due to loss of control or total 
vehicle loss. Expansion tunnel experiments ensure that the vehicle design and 
performance characteristics will match the designated flight path to ensure a successful 
mission. 
3.1.2 Expansion Tunnels 
The concept of an expansion tunnel was initially proposed by Resler and Bloxom in 1952 
to mitigate the two main limiting factors of RST facilities, which are high temperatures 
and pressures in the gas reservoir and maintaining thermochemical equilibrium as the 
gas expands through the nozzle (Gildfind, Morgan et al. 2016). Expansion tubes are 
comprised of three different sections; driver, driven and expansion. In the driver section, 
a piston is fired at speeds between 500 km/h and 1000 km/h, heating and pressurizing a 
driver gas. This most common driver gas is helium, due to its light molecular mass and 
high sound speed, allowing a shockless compression of the helium gas against the 
primary diaphragm. At this point the test gas is at 10’s of Mpa and 1000’s of K. An 
extremely steady shock is then driven into the test gas section where it accelerates down 
the shock tube processing the test gas. This gas can be tailored to match different 
atmospheric compositions such as a Martian or terrestrial atmosphere to simulate entry 
into these planets’ atmospheres. The test gas, now having been processed by the shock 
wave, arrives at the thin secondary diaphragm. Upon destruction of the secondary 
diaphragm, the test gas encounters a low-pressure environment of the order of 100 to 102 
pa. This sudden change in boundary conditions allows for the test gas to reach speeds 
of up to 20km/s with related stagnation enthalpies in the range of 25 to 200 MJ/kg. The 
gas is then expanded isentropically through a nozzle before entering the test section. 
Due to this high flow energy and unsteady expansion, test times in expansion tube 
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facilities are generally limited to 100’s of microseconds in best case operations. Shown 
below in Figure 2 is a schematic for the operation of X2, an expansion tunnel at UQ. This 
plot is a representative position-time (x-t) diagram of the tunnel. X2 is generally used to 
perform studies of blunt body planetary entry. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Expansion tunnels will be able to provide the flow conditions required to validate the 
experimental and analysis procedures proposed by this research project. With the X2 
expansion tunnel being able to produce flow enthalpies of up to 200 MJ/kg. Expansion 
tunnels are better suited to the studies of hypersonic flows. By avoiding the stagnation 
processes in RST’s, they are able to achieve higher total pressures and temperatures so 
are more suited to represent aerothermodynamic flows experienced during planetary 
entry. Due to this high flow energy there are many problems associated with expansion 
tunnel experiments.  One of the driving forces behind recent improvements in free-
flying model experiments has been enhanced camera vision and analysis techniques 
designed to mitigate the high levels of flow radiation and luminosity. When the flow 
stagnates around the test object the resulting flow luminosity often hinders and reduces 
the clarity of any high-speed imagery taken of the experiment. In addition to this flow 
Figure 2: Expansion tunnel operation (Gildfind 2012) 
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luminosity it was also been noted by researchers utilizing the JAXA-HIEST facility in 
Japan (Tanno, Komuro et al. 2014), postulate that test gas ionization at high 
temperatures has been found to interfere with any electrical components (specifically 
accelerometers) used onboard a test model or in the test section of impulse facilities. 
The main limiting factor of expansion tube facilities is the reduced steady state test time. 
The reduced test time of these facilities significantly reduces the measurement options 
available to this investigation.  
 
With the reduced test time in expansion tunnel experiments, new methods for 
determining the aerodynamic forces acting on the test body have been introduced into 
the hypersonics community for both fully and semi-constrained experiments. Early 
hypersonic model development began with fully constrained test models and due to this, 
one of the only ways to measure the aerodynamic properties of the model was through 
force balance methods. However due to the short test times and measurement accuracy 
associated with the strain gauges, which were used with the force balances, steady state 
stress equilibrium was hard to achieve and as a result the derived performance metrics 
and coefficients had limited accuracy, in the order of 8% for axial/normal movement 
and up to 18% for pitching moment coefficients. (Laurence, Butler et al. 2018). Image 
based analysis has risen in popularity as high-speed image capture technology has 
developed. This method can allow for completely unrestrained flight, and as a result, the 
accuracy of derived coefficients has increased. Uncertainties and experimental in-
accuracies associated with model suspension are completely removed and the derived 
results from image capture technology require less data analysis and interpretation. 
(Tanno, Komuro et al. 2014).  
3.1.3 Flow Conditions 
The Centre for Hypersonics at UQ has a number of different facilities for replicating the 
hypersonic flow conditions often seen on re-entry. It has been seen in prior sections that 
the uncertainty of any measured displacement profiles increases though the derivation 
process to obtain the acceleration profile. Thus, it is seen that by increasing the total 
displacement, the relative uncertainty of the calculated lift and drag coefficients will 
decrease. The displacement of the test model is influenced by two flow parameters and 
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one facility parameter as seen in Equation 2 in chapter 3.6, these being the flow density 
and velocity as well as the test time which has a square dependence. Thus, the most 
effective way to increase the test model movement is to have an increased testing time, 
however this is set depending on the facility and flow conditions specified. The only 
other flow parameter that will increase the model movement is the pitot pressure which 
is a function of the flow density and velocity. It is desired that both of these parameters 
are maximized. Shown in Table 1 are the key flow characteristics for a number of 
different facilities and some of the conditions they are operated at, noting that the values 
provided are for the free stream flow in the test section. It is noted that there are a 
number of flow properties available in both the X2 expansion tunnel and Drummond 
RST and the values shown below are representative of typical flow properties.  
Flow Properties of the Drummond RST and the X2 Expansion Tunnel Facilities 
Facility Mach no. Velocity 
(km/s) 
Density 
(kg/m3) 
Stagnation Enthalpy 
(MJ/kg) 
Pitot Pressure 
(kPa) 
Testing Time 
(µs) 
Drummond 4.0 1.0 0.12 1.8 20 300 
X2 7.3 10.3 0.0022 61 200 100 
Table 1: UQ Hypersonic facility flow conditions (Hypersonics 2013) 
Shown below in Figure 3 are the displacement profiles for like aeroshells in both the 
Drummond RST and X2 expansion tunnel. It can be seen that due to the increased flow 
speed and pitot pressure that the model will displace six times more over a similar test 
period in X2 than in Drummond RST. This highlights the applicability of these 
experiments being performed in expansion tunnels as opposed to in RST.   
 
 
 
 
 
 
 
 
 Figure 3: Aeroshell Displacement Profiles for X2 and Drummond Facilities 
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For more flow properties of the available X2 conditions, the reader is referred to James 
2017. Current X2 Test Conditions and a summary of these flow properties is shown below 
in Figure 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.2 MODEL SUSPENSION 
This section will present the methods employed by researchers using either fully or 
semi-constrained test models. The experimental accuracies associated with these 
methods will be explored and their limitations will be analyzed. 
3.2.1 Fully Constrained Experiments  
In the infancy of hypersonic force testing, experiments utilized fully-constrained models 
in order to visualize the flow around hypersonic vehicles and to study the ablation and 
thermal loading performance of a test model. This method is not well suited to 
determining aerodynamic coefficients due to the increased complexity of the model 
mounting hardware as well as the presence of supporting hardware which can interfere 
with the wake flow off the model and reduce the accuracy of any measurement.  One of 
the methods that requires a fully constrained test model is when a force balance 
measurement system is implemented, as seen in an experiment performed by Smith and 
Mee in 1996, to obtain drag measurements on the Apollo and Viking re-entry vehicles. 
Figure 4: Current X2 air test conditions (James 2017) 
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While accurate results can be obtained from these measurements, they lack the 
flexibility to obtain aerodynamic coefficients at different angles of attack. Shown 
schematically in Figure 5 is the experimental force balance setup employed by Smith 
and Mee (1996). The test model being attached to the front of the sting is exposed to the 
hypersonic flow, and upon the flow arrival, the flow dynamic pressure produces a stress 
wave through the model, and thus the sting. As a result of this, one dimensional 
measurements of the vehicle performance, typically drag coefficients can be calculated. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Through a complex strain gauge arrangement, the drag force on the model can be 
computed. This measurement method however has a large number of problems 
associated with it that make it an unviable option for this investigation. Firstly, due to 
the constrained nature of the method, any flexibility of changing the angle of attack and 
altering the model orientation are lost. In addition to this any small adjustments that 
need to be made to ensure the model is on the correct orientation become incredibly 
complex. The supporting hardware as shown by (Smith and Mee 1996) in Figure 5 can 
disrupt the wake flow and thus reduce the accuracy of the experiment. A fully 
constrained test model also reduces the experiment to a one degree of freedom 
investigation, meaning usually only drag measurements are able to be taken on the test 
model. These drag measurements were found by Smith and Mee to be within 11% of the 
Figure 5: Force Balance Experimental Setup (Smith and Mee 1996) 
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known drag coefficients on the test bodies used. Laurence, Butler et al. 2018 noted a 
number of issues about force balance when exploring the validity for a semi-constrained 
experiment. It was noted that due to the short test times a steady state stress equilibrium 
was hard to establish, due to the response time of the sting in combination with the 
strain gauges. Due to the extreme sensitivity of the measurement devices and limited 
steady state stress equilibrium, the vibration of the facility becomes a significant issue 
when performing these experiments. Due to the fact that the entire testing rig is 
mounted to the inside surface of the tunnel, the vibrations associated with firing the 
shot become significant and to date there is no method for isolating these vibrations 
without compromising the accuracy of the experiment. By opting for a semi-constrained 
flying model test with accelerometers internally mounted in the model (Laurence, Butler 
et al. 2018) were able to mitigate the inaccuracies associated with facility vibration to 
~0.2%.  
 
One issue that could be associated with this fully constrained model technique is if it 
was used in high enthalpy flow, there would be a level of flow ionization. Smith and 
Mee’s investigation used the X1 facility at UQ to produce flow with a total enthalpy of !" = 36.6	()/+,. If this technique was to be used in flow with a total enthalpy closer to !" = 70	()/+, similar to conditions experienced during earth re-entry, then the flow 
ionization could potentially cause the strain gauges and all of the electrical equipment 
within the test section to fail or produce results with a larger amount of error. This 
investigation was able to produce accurate results for test flows lasting only 50	01, 
however for most force balance techniques the test flow has to last for a longer period 
of time, typically 1 or 2 orders of magnitude longer (similar to test times in RST’s) in 
order to produce a stable stress wave in the sting that can be detected and analyzed to 
produce meaningful results. The response time of such systems is far too long for the 
hypersonic facilities that will be used in this investigation. In addition to this, Laurence 
and Karl comment that the repeatability of such methods is less then 10%, meaning the 
results produced in one test are only within 10% of another test repeated with the same 
flow conditions and model orientation. This is due to the careful calibration and model 
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setup that is required before each test and the careful interpretation of the strain gauge 
readings. All of these factors limit the applicability of these methods.  
 
Smith and Mee found that this particular testing method is applicable to aerobraking 
and aerocapture studies. Given that these maneuvers are performed at the highest 
altitudes of a planetary atmosphere at orbital velocities, this is where the some of the 
highest aerothermodynamic loads are placed on the re-entry vehicle, thus making it 
important for further research. A fully constrained testing model in this configuration is 
however unable to produce both lift, drag and pitching moment coefficients and thus 
another method for force measurement’s is needed.  
3.2.2 Semi Constrained Experiments 
As hypersonic testing methods have developed specificity with the increased 
performance of high-speed imagery, the testing models have become less constrained. 
Semi-constrained testing models were the natural progression from fully constrained 
experiments being allowed to move in more than one degree of freedom. Semi 
constrained models utilise a sting to support the model and constrain it from moving in 
a vertical direction, while allowing it to displace in the horizontal direction while also 
rotating about the models pitching axis, utilized by Laurence and Butler 2018 et.al. to 
experimentally derive lift, drag and pitching moment coefficients on the ExoMars 
(Exobiology on Mars) entry vehicle. This semi-constrained set-up utilized Kevlar strings 
to suspend the model and alter the angle of attack of the capsule where necessary and a 
sting to capture the model. Upon the flow arrival, the strings supporting the model 
would be obliterated and the model would be in free-flight for the test flow time and is 
captured by the sting after the test time. An experimental setup is shown below in Figure 
6. While this campaign proved to be highly successful, due to a number of other factors, 
semi-constrained models have drawbacks associated with their methods. The 
supporting hardware, in this case the string and sting used to support and capture the 
model can influence the wake flow aft of the test model and as a result, reduce the 
accuracy of the measured aerodynamic coefficients.  
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This experimental campaign proved however to be very successful with a number of key 
results in improving the accuracy of high-enthalpy experiments.  “The extension of the 
visualization-based techniques to high-enthalpy conditions is straightforward; the 
decreased test times at high enthalpy can be compensated for through appropriate model 
design. The use of the Calivax smart laser described here, together with a narrow bandpass 
optical filter, also enables the effective mitigation of the test gas luminosity that can 
plague high-enthalpy experiments” (Laurence, Butler et al. 2018). As highlighted by this 
exert from Laurence’s paper, the light source, and associated filters, visualization 
techniques and model design can have a large-influences on the success of high-
enthalpy experiments.  
3.2.3 Release Methods 
When a model is either semi constrained or is allowed to fly freely during the test time, 
initially the model must be orientated in a pre-determined position and attitude such 
that when the flow arrives the test model is perfectly framed and in the correct attitude. 
There are a number of methods for achieving this. Firstly, and most simply, the model 
can be dropped from the top of the test section and allowed to fall through the core flow 
and displace as influenced by the flow, this method was employed by (Tanno, Komuro 
et al. 2014). This release method was able to accommodate flight angles from 0° through 
40° through the use of two electromagnets. This method allowed for the model release 
time to be triggered rapidly from the tunnel initiation such that the model was in the 
core flow as it arrived. This method requires millisecond order accuracy to ensure 
Figure 6: Semi-constrained test model schematic (left) Point (A) model; Point (B) catcher mechanism housing; Point 
(C) suspension threads; Point (D) height/incidence adjustment and photograph of experimental set up (right) 
(Laurence, Butler et al. 2018) 
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accurate model position in the flow. The electromagnets were placed on the top surface 
of the test section to ensure they weren’t damaged by the heat of the hypersonic flow 
nor the diaphragm debris. This work builds upon that of (Naumann, Ende et al. 1991) 
who used “A fast-acting mounting support releases the model and grips it again after a 
free flight duration of some milliseconds. Using measured acceleration and Pitot pressure 
histories allows direct straightforward time-dependent evaluation of the aerodynamic 
coefficients” However it is noted that the model injection system and an umbilical at the 
aft of the test model may have produced some aerodynamic interference in the model 
wake flow that would become exaggerated at increased angle of attack. (Tanno, Komuro 
et al. 2014) would use an on-board microprocessor to record the accelerometer data, 
eliminating the need for a data transfer umbilical.  
 
Another method favored by researchers is as shown in Figure 6 which is through the use 
of a supporting structure to suspend the model. In this case the supporting structure is 
Kevlar strings attaching the model to a suspension point. Upon flow arrival, the Kevlar 
strings are obliterated by the initial flow allowing the model to be completely 
unrestrained during the usable test time. To further promote breakage of the threads, a 
length of tape can be drawn between them to increase the effective area and thus force 
upon flow arrival on the threads. This method is low cost and allows for precise 
positioning of the model in space in all 3 directional and rotation axes. The limiting 
factor of this method is the accuracy of the model placement which is a function of the 
suspension mechanism as well as the tunnel geometry. If the model is desired to be 
placed at 5° angle of attack with 0° yaw, then placing the model roughly in space and 
fine-tuning adjustments are required. The complexity of these adjustments is dependent 
on the suspension point design being used. It is desired that the suspension point has 
enough travel to allow for a wider flight envelope to be explored while also having the 
fine-tune adjustment capabilities to ensure the model is in its desired position. For 
models that are not a 2D projection this becomes difficult as determining the yaw angle 
will require measurements, whereas a 2D projection can more easily be seen to be out 
of alignment. In (Laurence, Butler et al. 2018) they describe the alignment process for 
their model. 
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 “The pitch angle was calculated in reference to a coordinate system defined by images of 
a calibration grid (to be described shortly). Alignment of the grid relative to the vertical 
was carried out using a digital level, assumed to be accurate to within 0.15 deg. The 
accuracy of the horizontal alignment of the wind-tunnel nozzle was estimated as 0.1 deg, 
resulting in an overall uncertainty of the model pitch angle relative to the flow direction of 
0.2 deg. The yaw alignment of the model was checked by ensuring that the two sides of the 
front suspension thread were coincident both visually and in recorded images. The thread 
was 0.5 mm in diameter, and the two sides were separated by roughly 140 mm; therefore, 
provided they appeared as a single thread, the model was aligned in the yaw axis to within 
0.2 Deg”. 
 
 However, it is noted that the alignment with the optical axis was performed visually and 
so there may have been residual misalignment present.  (Laurence, Butler et al. 2018) 
 
3.3 HIGH- ENTHALPY LIGHT SOURCES 
When analyzing high-enthalpy flow, it is necessary to mitigate the amount of light that 
hits the camera due to the flow radiation that is generated as the flow stagnates around 
the test model. One of the most effective ways to do this is to use a focused shadowgraph 
photography setup. This method when combined with an appropriate light source can 
completely mitigate the effects of the flow radiation.  
 
The most important aspect of this type of imagery is the light source and associated filter 
that is used. Obtaining high-quality shadowgraph images is vital for the success of any 
visualization-based techniques. Laurence and Karl 2010 note that there are four keys 
factors when selecting the appropriate light source: steadiness, brightness, duration 
(framing time) and coherence level. As noted by Laurence in his experiments at the 
High-Enthalpy Shock Tunnel Gottingen (HEG) when commenting on the Calivax-short 
pulsed laser as a viable light source. “The short pulse length (here 10 ns) effectively froze 
the model position, removing any motion related blurring. Second, the light produced was 
highly monochromatic, meaning that the test-gas luminosity that invariably accompanies 
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strong shocks in high-enthalpy facilities could be removed by the insertion of a narrow 
bandpass filter in the optical path” (Laurence, Butler et al. 2018). From Laurence and 
Butler’s investigations it can be concluded that the primary light source of choice should 
be a monochromatic light source and an associated narrow bandpass filter to ensure 
that the model is appropriately captured when using a shadowgraph photography set-
up. However as found by Laurence and Hornung in their 2008 investigation into image-
based force and moment measurement’s in hypersonic facilities, a pre-cursor to their 
2018 study, that significant problems are encountered when the incorrect light source is 
used.  Shown in Figure 7 are shadowgraphs of low and high enthalpy shots at the T5 
hypervelocity shock tunnel around the NASA Orion re-entry vehicle.  
 
 
 
 
 
 
 
 
 
 
 
It can be seen that in the high enthalpy shots conducted at !" = 20.5	()/+, (a flow 
velocity of around 6.3km/s), the front of the test model is completely obscured, making 
image tracking techniques impossible as the edge of the model cannot be known with 
complete certainty. The reason the high-enthalpy shots in this investigation were 
obscured by the test gas luminosity was due to the optical width of the light source being 
too broad for filtering. This experiment also encountered another setback in the use of 
a spark-gap light source. A spark-gap light source utilizes the flash of current arcing 
across an air gap to produce a light source with a frequency in the sub-microsecond 
domain.  This light source however introduced a number of uncertainties due to the 
shifting location of the spark, distorting the shadowgraph image as well as varied pulse 
Figure 7: Shadowgraph images of high enthalpy (left) and low enthalpy shots (right) (Laurence and Hornung 2009) 
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length due to test gas ionization, altering the pulse length of the spark.  If a continuous 
light source is used, the minimum framing time required is related to the source 
brightness and the camera choice (Laurence and Karl 2010). Other issues can occur if a 
non-monochromatic light source is used, for example if a cinema lamp was used as a 
backlight in an experiment of this type, then being a blackbody, emitting light over a 
wide range of wavelengths, then the model would be poorly lit and obscured when its 
light is filtered out which is not ideal for an image tracking analysis algorithm. In 
addition to this, the flow radiation produced would also act to hide the front edge of the 
model which would be manifested in images as shown in Figure 7. This investigation 
looks at implementing an experimental technique for enthalpies up to !" = 200	()/+,, 
thus mitigating the test gas luminosity is a key issue. If a bright enough light source is 
used the exposure time should be reduced to minimize the effects of luminosity and 
motion related blurring while maintaining a high image contrast (Laurence and Karl 
2010). 
 
A preliminary decision is to use an overdriven LED light which produces 
monochromatic light at approximately 532 nm in wavelength and associated filter is 
justified after review of prior experiments performed at UQ and by hypersonic 
researchers worldwide.  This continuous light source will enable high contrast images 
to be taken that will aid post-processing and enable reduced uncertainties in the models 
derived aerodynamic coefficients. Using the correct light source is crucial when using 
optical tracking methods, however other methods exist for determining the 
aerodynamic coefficients of a test model.  
 
3.4 ACCELEROMETER APPLICABILITY 
Another method that has been used to derive lift and drag coefficients of test models is 
through the use of accelerometers. These measurements have been applied to both free-
flying and semi-constrained experiments with varying degrees of success. S. Saravanan 
et al 2008 through their investigations at HST2 at the Indian Institute of Science were 
able to obtain results to within ±10% of Newtonian derived results.  H. Tanno et al 2014 
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were able to get measurements within a similar error in low enthalpy shots using an 
onboard accelerometer and an in-house designed micro-processor to capture the 
accelerometer readings. Mudford et el 2015 however experienced significant 
experimental error during their campaign using on board accelerometers and 
microprocessors. This investigation highlighted one of the major problems associated 
with on-board accelerometer measurement’s, which is the need for a high-quality 
microprocessor to record and control the accelerometer readings. While this can be 
mitigated using a control unit mounted off the model, this method will require an 
umbilical to connect the free-flying model to this control unit. This umbilical as used by 
Saravanan et al 2014 in their investigation can often interfere and inhibit the natural free 
flight response of the test model. This umbilical while also constraining the model free 
flight motion can also interfere with the wake flow of the model further reducing the 
accuracy of the accelerometer readings. If an onboard microprocessor, power source and 
data storage unit is to be used, then the mass of the model will increase dramatically, in 
the case of Tanno et al 2014 campaign, their model weighed 19.75 kg. With a model of 
this mass, in the short testing times of the X2 or X3 facilities the model and attached 
accelerometers would not displace enough to record any significant results. 
Accelerometers do not produce smooth data due to their nature, thus the magnitude of 
any readings have to be significantly greater at least by 1 to 2 orders of magnitude than 
the signal noise.  The signal noise can also be significantly increased due to vibrations 
and high frequency oscillations. This is also amplified when these vibrations occur at the 
natural frequency of the accelerometer, given that the accelerometer is essentially a 
spring-mass-damper system and thus has a natural and associated resonant frequencies, 
while these frequencies are in the order of 10’s kHz but however can still be excited 
during the testing time. This phenomenon is most prominent on fully or semi 
constrained test models as the facility vibrations can often be of a very high frequency 
and thus in the range of the accelerometer’s resonant frequencies.  
 
Another problem with using on-board accelerometers in a high-enthalpy experiment is 
the post-shock flow ionisation corrupting either the accelerometer electronics 
themselves or the data storage. In either case the signal between the accelerometers and 
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the data recorder or micro-processors is interfered with and the accuracy of the results 
is reduced. To combat this, Tanno et al used a large and heavy model as mentioned 
before. All three accelerometers were fitted internally to ensure that they were shielded 
from flow ionization and radiation. This however increases the mass of the model, 
further reducing the acceleration experienced by the vehicle. The test model used by 
Tanno et al is shown below in Figure 8 and Figure 9 shows the free-flight experimental 
set-up used by Tanno et al in their campaign HIEST RST in Japan. The aerodynamic 
loads are obtained as products of the measured acceleration and the known mass of the 
test model. This test model was able to significantly reduce the uncertainties by having 
a free-flying test model in a RST with test times of 10 ms allowing the model to displace 
in the lift and drag directions sufficiently.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8: On-board accelerometer test model (Tanno, Komuro et al. 2014) 
Figure 9: Free-flight experimental set-up (Tanno, Komuro et al. 2014) 
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The most common problem with accelerometers in their use within hypersonics testing 
is the response time associated with these measurements as well as the sample rate. 
With test times in the order of 100’s of microseconds, the sample rate of commercially 
available accelerometers is not high enough to capture a suitable amount of data. The 
sample rate of either the accelerometer or the data recorder is however irrelevant when 
the response time of these accelerometers is considered. For Saravanan et al 2008 
investigation in the HST2 RST, the test times are presented as 1.2 ms, enough time for 
the accelerometers to respond and long enough for the accelerometers to sample 
enough data points. Tanno et al 2014 campaign in the HIEST RST had test times an order 
of magnitude longer lasting 10 ms. For test times lasting only 100’s of micro seconds, 
accelerometers would not be able to handle the response time and the sample rate 
required to produce enough data accurately is higher than accelerometers can handle. 
As high-speed cameras have become more advanced, their use in hypersonics testing 
has become more frequent and have often been used in combination with 
accelerometers. 
 
3.5 HIGH SPEED VISUALISATION METHODS 
The use of high-speed imagery lends itself very well to hypersonic testing, with a reliable 
light source as discussed before, the experimental noise associated with the 
measurements drops significantly as the accuracy of the measurements depend solely 
on the resolution of the framed image. Laurence et al 2018 found that the errors 
associated with the camera vibration account for just 0.2% of the measured aerodynamic 
coefficients, significantly less than the uncertainty associated with accelerometer of 
force balance methods. Their most significant source of experimental uncertainty is 
associated with the measurement of the free-stream flow conditions which were known 
to a 5% accuracy. One of the main attractions of high-speed imagery is the fact that the 
model, whether it be semi constrained or unconstrained as in free flight conditions, is 
that no supporting hardware in the tunnel is required, as it is known that this hardware 
can reduce the accuracy of the experiment which mitigates these sources of uncertainty. 
If the model is allowed to move only under the action of the aerodynamic loads and is 
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thus representative of a true free-flight test, non-intrusive measurements can be made. 
This allows for greater flexibility in the model design and manufacturing methods as the 
careful placement of accelerometers or mounting methods to stings or supports/struts 
do not have to be considered.  
 
A key part of setting up any imagery is to optimize the camera frame rate and resolution. 
Often high-speed cameras can only store a set amount of data, meaning that at higher 
frame rates, the available resolution will suffer. This can be a potential issue if the 
amount of movement of the model is not high (less than one or two pixels) then sub 
pixel computer vision routines have to be used to derive the displacement profile of the 
body. However, if the resolution is increased then the frame rate will suffer, meaning 
that there may only be one or two useful images during the test time making it hard to 
have accurate regression of the displacement profile. This trend is shown in Laurence 
and Karl 2010 in Figure 10. 
 
 
 
 
 
 
 
 
 
 
 
 
 
The error in measured acceleration is given by: 
 
 
 
Figure 10: Normalised standard error of tracking techniques (Laurence and Karl 2010) 
Equation 1: Error in measured acceleration 
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where n is the number of frames used to tracking the displacement, s is the displacement 
of the model and d is the diameter of the model. What can be seen is that as the number 
of useable frames increases, the standard error in measured accelerations drops for any 
given displacement normalised by the characteristic acceleration 6Δ89/2.  
 
While there are a number of key advantages, there are however some difficulties 
associated with their use in hypersonic testing. Visualization methods are limited by 
their nature to only two linear directions and one rotational axis due to the optical path. 
Shown below in Figure 11 is the optical path set-up used by Hannemann et al 2017 in 
their investigation into enhancing free flight force measurement techniques for scramjet 
engine in RST’s. 
 
 
 
 
 
 
 
 
 
 
 
 
Shown from above in  Figure 11 it is seen how the model can only be tracked in a 2D 
plane across the model. This investigation also highlighted and attempted to fix one of 
the key issues associated with optical tracking methods. For smaller models as used by 
Laurence in his investigations, the model edge is used to track the displacement profile 
as this offers the highest accuracy due to the contrast between the model and a well-lit 
background, often repeatable measurement’s to within a few microns are attainable 
(Laurence and Karl 2010). In addition to this, the center of geometry, a point in the 2D 
plane dictated by the geometry of the testing object can also be tracked. When a larger 
Figure 11: Visualization set-up used for optical tracking of model motion (Hannemann, Schramm et al. 2017) 
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model is used that consumes the testing window due to size or geometry, a tracking 
object is used. This enables the displacement profile to be developed from the high-
speed imagery obtained. To derive the aerodynamic coefficients from the high-speed 
imagery, a displacement profile is plotted for either the model edge to obtain the pitch 
profile or on a specified point (centre of mass or centre of geometry) to obtain the linear 
displacement profile in the lift and drag directions. One of the largest sources of 
uncertainty is assuming a quadratic fit for this data. This is however necessary as to 
derive the aerodynamic coefficients, a constant force, and thus acceleration, must be 
acting on the test model. The more accurate the quadratic polynomial fit, the more 
accurate the derived aerodynamic coefficients will be. Model tracking errors and the 
subsequent differentiation process increase the uncertainty (Laurence and Hornung 
2009). The displacement, velocity and acceleration profile from Hahnemann et al 2017’s 
investigation is shown below in Figure 12. 
 
 
 
 
 
 
 
 
 
 
  
 
 
This process can be replicated for the rotation of the test model to derive the pitching 
moment coefficient.  To derive these curve fits, a wide range of edge detection programs 
and curve fitting can be run to quantify the movement of the test model. For models 
that have simple shapes, linear image tracking techniques can be employed. Linear 
image tracking techniques are applied when the geometry of the shape fits a function, 
Figure 12: Displacement (left, velocity (middle) and acceleration (right) of the tracking object in the x-direction 
(Hannemann, Schramm et al. 2017) 
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i.e. a circle with equation :9 = ;9 + =9, when a locus of edge points are detected, 
standard linear techniques may be used to solve for the new-coordinates of the sphere. 
This technique is described in Laurence and Hornung’s 2008 paper Image-based force 
and moment measurements in hypersonic facilities in Exp Fluids. A time-displacement 
quadratic profile is then constructed in the lift and drag directions. The error in these 
experiments is estimated by the residuals to the curve fit for the displacement data 
which is typically 7% (Laurence et al 2007). Non-linear techniques can be applied for 
more complex shapes such as the NASA Orion vehicle, however the model outline needs 
to have a continuously differentiable cross section outline. The non-linear tracking 
algorithm is as follows. “As previously, each image of interest in the obtained sequence 
was processed with an edge-detection routine, and the locus of points corresponding to 
the edge of the model was selected semi-automatically. An initial guess was made for each 
of the following four variables: the x and y coordinates of the model centre-of-mass, x0 and 
y0, the angle-of- attack, a, and the scaling factor, S, between image and physical 
dimensions. These initial values were substituted into an analytical expression for the 
model cross-section, resulting in a theoretical model radius, :̂(@), as a function of the 
internal angle q, with the origin taken as the model centre-of-mass. Values of the radius 
and internal angle for each of the model edge-points in the image, ri and qi, were also 
calculated, given the postulated centre-of-mass position. The goodness-of fit was then 
determined by the magnitude of the RMS residual: 
 
 
 
This quantity, R, was then minimised using Newton’s method by numerically calculating 
the derivative of R w.r.t each of the four parameters and then adjusting these in the 
appropriate directions.” (Laurence and Hornung 2009).  
 
For both linear and non-linear methods, there is an edge detection program that needs 
to be run in order to find the locus of points that describe the model outline. There are 
four ways in which this can be done. The baseline approach as described by Laurence 
2012 is the analytical approach being applied. If the model cross section can be described 
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by an analytical function :(@) and if the locus of edge points are detected, then the 
centre of geometry position, rotation and scaling factor can be calculated with minimum 
error. Laurence and Karl 2010 note that highly accurate measurements have been shown 
to be possible with this technique. If the model geometry is too complex or is such that 
the test model cannot be visualised accurately enough for an analytic technique to be 
employed, then a spline-fitting approach can be employed. The profile can be defined 
by a set of discrete points, either from CAD data or from a reference image before the 
flow arrival. A spline which is then fitted through these points can be used to provide a 
continuous profile as with the analytical fitting method to derive the new model 
position. Both of these methods however require highly complex nonlinear iterative 
procedures to solve for the model outline. A much simpler way to do this is to track the 
edge of the model. This method tracks only the motion of the visible edges of the model. 
This method is mathematically very complex to set-up; however, it does have the 
advantage of being applicable when the flow radiation obscures some of the test model. 
A special case of this tracking technique can be used for models with two straight non-
parallel edges. The point describing their intersection, be it physical or not, can be 
tracked to describe the movement and rotation of the vehicle. Laurence comments that 
edge tracking has a wider range of applicability compared to analytical fitting and was 
found to have a comparable accuracy.  
 
In all of these methods however it is noted that out-of plane distortions should be 
minimised if not completely reduced due to the effect that they can have on the accuracy 
of the results. For this reason, in the preliminary investigation performed the test model 
used will be a 2D extruded cross section. This will aid in determining any out of plane 
rotation (yaw, roll) and transverse translation and will also hopefully mitigate these 
motions due to the symmetrical profile of the test model. 
 
3.6 TEST MODEL DESIGN  
To design a test model, a number of design parameters had to first be derived so a design 
philosophy could be adopted. It is desired to get maximum model movement in the 
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available test time in order to minimise the error associated with image tracking. This 
relationship is given below by Equation 2. 
 B = CDE"F" ⋅ HI ⋅ J ⋅ 892 ⋅ K  
Equation 2: Model displacement 
 
Where: CDE"F" is the pitot pressure, HI is the drag coefficient, assumed to be 1 for 
preliminary analysis, J is the frontal area of the test model, 8 is the test time, K is the 
model mass and B is the distance moved by the model. It can be seen that the biggest 
influence on the model displacement is the test time, however, this is a fixed parameter 
depending on the facility used, thus the conditions chosen should aim to maximize the 
test time while also aiming to maximise the pitot pressure. It can also be seen that the 
frontal area of the model should be maximised, and the model mass should be 
minimised.  The overall model should also aim to maximize the drag coefficient. 
 
It is important to design a test model that can withstand high thermal loads due to the 
flow stagnation on the front face of the test model which can be higher than 10000K in 
X2 and 500K in the Drummond RST. (Brandis and Johnston 2014) present two 
correlations for the convective (Sutton-Graves like relation, LṀ) where R is the 
hemispherical nose radius in m, r is the freestream air density in kg/m3 and V is the 
freestream velocity in m/s.  The radiative heat flux (Tauber and Sutton like LȮ) where LȮ 
is the radiative heat flux in W/cm2, C is a constant, R is the hemispherical noise radius, 
r is the freestream air density in kg/m3 . Correlations for a, b and f(V) can be seen in 
equations 5,6,7,8 and table 1 in Brandis and Johnston 2014. These equations are 
developed and specific to earth re-entry and can be used to calculate in conjunction with 
the Shultz and Jones temperature change for a constant heat flux equation These 
relations are: 
 
 
Equation 3: Heat flux equations 
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Using the script attached in Appendix 1, developed by Brandis and Johnston 2014, the 
convective and radiative heat fluxes can be calculated. These equations will enable the 
surface temperature of the test model to be evaluated so a correct material choice can 
be made to ensure that the test model will withstand the conditions. It is required that 
the test model will not ablate a significant amount such that its mass and overall 
geometry remain relatively unchanged after being exposed to the hypersonic flow.  
For almost all impulse facility experiments (Morgan and Gildfind 2014, Tanno, Komuro 
et al. 2014, Hannemann, Schramm et al. 2017, Laurence, Butler et al. 2018) the test models 
are manufactured using steel or other metallic materials. As seen in Equation 2, the mass 
of the test model should be minimized to the point where even lightweight metallic 
materials like aluminum or titanium will not suffice. A strength / density Ashby plot as 
shown below, shows that the most viable material available will be a polymer, as natural 
materials and foams will not be able to survive the intense heat associated with the 
hypersonic flow.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This type of model material can be manufactured through the use of 3D printing, and 
specifically stereolithography or SLA. SLA 3D printing can allow for rapid prototyping 
and the resources at UQ’s MAKERSPACE allow for a wide selection of printing materials 
Figure 13: Ashby Plot (www.chegg.com) 
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and on a small manufacturing scale, it is inexpensive.  Another advantage of using this 
material as opposed to a lightweight polymer sheet is that it will maintain its rigidity 
when exposed to the flow and will maintain its dimensional properties, a crucial 
property when visualization methods are being employed.  
 
3.7 CONCLUSION 
After a detailed review of the state of the art, it has been determined that a number of 
these methods can be applied to this experimental investigation for a free-flying 
expansion tunnel test. The key issues associated with free-flying model test and 
associated data analysis have been discussed as well as the problems that can often 
plague high-enthalpy test shots in expansion tunnels and how these effects can be 
mitigated, namely the high flow radiation, short test times and geometry limitations. 
One of the key issues that will be addressed by this investigation is enabling the model 
to move appreciably for optical tracking methods to be employed to a high degree of 
accuracy. With short test times and limited geometry specifications this is a challenge 
that needs a solution so free-flying model tests in expansion tunnels can become 
common place in the hypersonics community.  To date, no free flying model 
experiments have been carried out in RST, thus making this preliminary investigation 
the first to attempt and achieve free flight of a test model in a reduced testing times with 
the aim to use optical tracking methods to derive the aerodynamic coefficients. While 
this investigation only aims to achieve this in low enthalpy flow using the Drummond 
RST, this will enable the methods used to measure the flight of the model to be tested 
before high-enthalpy effects are introduced.  
 
High enthalpy free-flying model tests will enable researchers as well as re-entry vehicle 
manufacturers to test and simulate some of the harshest conditions experienced during 
re-entry as the vehicle flies through the upper edges of a planetary atmosphere at or 
greater than orbital velocities in the case of a Mars Hohmann transfer flight profile. It is 
in these upper altitudes that the peak heating loads are applied to the re-entry vehicle 
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and it is important for mission success that the performance of the vehicle under these 
conditions is known.  
 
One of the key findings from this literature review is the manufacturing of test models 
through the use of SLA 3D printing. The common trend among researchers is to use 
heavier test models manufactured from traditional materials. However, as test-times are 
reduced in the Drummond RST a higher camera frame rate is required for proper 
visualisation methods to be used and thus the resolution will suffer. Thus, a test model, 
manufactured from lightweight materials will displace at least an order of magnitude 
greater in the steady state test time which is required given the reduced camera 
resolution. This thesis will be the first to use a test model manufactured in this way and 
used in a RST in order to gain maximum model movement.  
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4.0 PRELIMINARY RST EXPERIMENTS 
 
4.1 THEORY AND METHODS 
4.1.1 Overview 
A baseline test model was designed and manufactured using SLA 3D printing technology 
for initial testing in the Drummond RST. The test model was then suspended from the 
top of the test section by polypyrene string at the exit of the Drummond de Laval nozzle. 
A Photron FASTCAM MINI UX100 high-speed camera with Schlieren optics was used to 
record the motion of the test model at a range of frame rates and resolutions. An 
oscilloscope recording PCB pressure traces was used to measure the flow in the 
Drummond RST so that the flow conditions could be measured and used in further 
analysis. The motion of the model over the test time was then analyzed using image 
tracking scripts to investigate how the model performs over the steady state test time. 
The end result of this testing campaign will be the displacement, velocity and 
acceleration profile for the three test models measured using different resolutions and 
frame rates. This will enable the uncertainties to be calculated to assess the viability of 
free flight models tests. Two additional test models were designed and manufactured in 
order to further investigate free-flight model motion. This included a half scale design 
(v2) as well as a half thickness design (v1) in order to see how the model kinematics scale 
with the model geometry and mass.  
4.1.2 Facility and Flow Condition 
The facility used for the feasibility investigation was the Drummond RST. The Mach 7 
de Laval nozzle was used for this investigation in order to maximize the pitot pressure 
and thus model movement. When operating the tunnel, the controlled variables are the: 
• Shock tube fill pressure 
• Driver gas fill pressure  
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• Test section vacuum pressure 
For the feasibility investigation these pressures are shown in Table 2. 
 
Testing Condition Fill Pressures 
Shock Tube 
(lab air) 
Driver Gas 
(He) 
Test Section 
(lab air) 
50 KPa ± 0.5KPa 2.5 MPa ± 25 KPa 3 torr ± 0.2 torr 
Table 2: Drummond Operating Pressures 
 
The primary diaphragm used was manufactured from 0.8mm aluminum sheet and was 
ruptured using the piercer in the driver section. The secondary diaphragm placed at the 
throat of the nozzle is manufactured from a 0.07mm thick mylar sheet. These elements 
of the Drummond RST are shown below. 
 
 
 
 
 
 
 
 
 
 
 
 
 
With the specified fill pressures, the nozzle exit flow properties are calculated to be: 
Table 3: Freestream Flow Properties 
Drummond Reflected Shock Tunnel Nozzle Exit Properties  
Mach no. Velocity(km/s) Density (kg/m3) Pressure (Pa) Temperature(K) 
7 1.585 0.016352 599 127.719 
Figure 14: Drummond tunnel (bottom) with primary diaphragm (left) and secondary diaphragm (right) 
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4.1.3 Test Model 
The test models that were designed for the feasibility investigation had a number of key 
requirements that had to be met. Firstly, it is known that the Drummond core flow 
diameter at the exit of the de Laval nozzle was 60mm. Secondly, given that initial 
feasibility tests may result in the model contacting the rear of the test section at 
increased speeds it is desired that the model be able to be manufactured cheaply, easily 
and efficiently to minimise downtime / increased experimentation costs. It is known 
that the test model needs to be as lightweight as possible given that the aim is to 
maximize model movement. Shown below in Figure 15 is the designed aeroshell for the 
feasibility investigation. It is manufactured using an SLA 3D printer using a high 
temperature epoxy resin that has properties as shown in Table 4. Shown in Figure 16 is 
test model 0C. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Epoxy Model Properties 
Material Density 
(kg/m3) 
Specific Heat 
(J/kg/K) 
Thermal Conductivity 
(W/m/K) 
Sublimation Temperature 
(K) 
SLA Epoxy 1260 ± 150 2110 ± 150 0.188 ± .002 630 ± 10 
Table 4: Epoxy Model Properties {D’Souza, 2010} 
Figure 15: Aeroshell Test Model V0 
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With the calculated flow properties, the change in surface temperature of the model are 
calculated using the Brandis and Johnston heat flux relations and Shultz and Jones 
constant heat flux equation for a test time of 100µs.  
 L̇M = 417200	Q/K9 ΔRS = 6.65	T 
 
It is seen that the change in surface temperature is negligible and will not affect the 
model geometry, as no ablation will occur. While this also mitigates the need for the use 
of high-temperature SLA epoxy resin, the same models will be used in X2 for later 
studies. T0 analyze how the movement of the model scale with both frontal area and 
mass, two addition aeroshell models were designed. Aeroshell V1 is a half thickness 
model and Aeroshell V2 is a half scale model of V0. These drawings are shown in 
Appendices 2 and 3. The respective masses of each test model is shown in Table 5.  
 
 
 
 
 
Table 5: Aeroshell Masses 
Figure 16: Aeroshell 0C 
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The test models were then suspended from the top of the test section using polypyrene 
string and adhesive cloth tape. While this had the advantage of increased flexibility in 
model positioning, it reduces the accuracy of the model placement as the alignment was 
done by eye. This is shown below in Figure 17. It was decided to use a less accurate 
mounting method in terms of model alignment as for the preliminary investigation, the 
accurate derivation of the aerodynamic coefficients was not required. 
  
 
 
 
 
 
 
 
 
 
 
 
 
A mounting plate was designed to replace the top window mount, such that the model 
could be mounted from a selection of slots. This would still enable a wide range of model 
positions and attitudes but would decrease the uncertainty of the model placement 
within the testing space. This window mount as well as an assembly drawing is shown 
in Appendix 4. This mount was not used in the final experimental set-up but is 
recommended for further work.  
4.1.4 Imagery and Optics 
A Schlieren optics setup was used for this experiment. Using a Schlieren optics system 
allowed for the model outlined to be clearly defined against the flow which is important 
for optical tracking but also enabled the flow around the model to be visualized. This is 
important as it allows for the steady state test time to be evaluated based on the shock 
standoff from the aeroshell model. A Photron FASTCAM MINI UX100 high speed camera 
Figure 17: Test model D suspended in the test section 
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was also used as the accompanying software allowed for a wide range of variability of 
the camera resolution and frame rate. In order to evaluate the accuracy and effect of 
camera frame rate and resolution, for each test model different camera settings were 
used. Show below are the camera settings used in each test.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A green LED light source was used for this investigation. To ensure the maximum 
amount of light was available for exposure the aperture on the LED was left fully open 
and was supplied with the maximum available safe power of 4A. The imaging set-up is 
shown below in Figure 18. 
 
  
 
 
 
 
 
Test Shot Camera Settings 
Test Shot Resolution Frame Rate (fps) 
A 1280 x 480 10000 
B 1280 x 32 100000 
C 1280 x 24 200000 
D NDA NDA 
E 1280 x 200 25000 
F 1280 x 24 200000 
G 1280 x 400 12500 
H 1280 x 32 100000 
I 1280 x 24 200000 
Table 6: Photron Settings 
Figure 18: Schlieren Optics 
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4.1.5 Measurement Equipment  
In addition to using the shock standoff to evaluate the steady test time, the pressures 
within the tunnel were monitored to further evaluate the steady test time. For the test 
shots two PCB’s were located in the shock tube and were used to trigger the Photron 
camera as well as an oscilloscope to record the PCB readings. After all the test models 
had been used, a pitot rake was used to evaluate the pitot pressures of the flow. This 
pitot rake had two pressure PCB’s, one was unshielded and as a result has a much faster 
response time upon flow arrival and one was shielded. Through the use of two pressure 
PCB’s an average of e readings was able to be taken giving a more accurate measurement 
of the pitot pressure. The pressure PCB’s in the driven section were used to trigger all 
measurement equipment. These were connected to the tunnel main control panel via 
the oscilloscope. This control panel allowed the recording equipment to be reset after 
each test shot and armed when the tunnel is about to be fired. This control panel also 
has a variable trigger level, while this variable control doesn’t have any units or 
differentiation between trigger levels it allows for the measurement equipment to be 
triggered to varying shock pressures. This means smaller or weaker shocks in the driven 
section do not cause a false trigger thus ensuring accurate measurement of the test shot.  
 
To analyze the movement of the model, the high-speed imagery was analyzed using 
TRACKER. This program enables a wide range of features that make it useful for this 
data analysis. A calibration or known length is required for this analysis to be useful. The 
thickness of the test model was used as this calibration length as this is known to a high 
degree of certainty even considering model misalignment. In cases where the model 
thickness could not be measured, the radius of the front edge was used after a circle was 
fit to this edge. For high resolution tests, the movement center of this circle was tracked 
and for high frame rate tests, the point where the test model leaves the frame was 
tracked. The imagery frame rate was inputted into TRACKER such that the elapsed time 
between each frame was known. Shown in Figure 19 and Figure 20 are the methods used 
to track the model’s movement. The origin was set to the models tracking point location 
in the first frame.  
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In order to fit a curve to the displacement profile, the steady test time first had to be 
evaluated. This was done through two different methods. Firstly, the pitot pressure trace 
was evaluated to see when it was constant during the test shot. As shown below in Figure 
21, the steady test time could be seen to be from 800µs to 1200µs after trigger. 
 
 
 
 
 
 
 
 
 
 
 
Figure 19: Low frame rate tracking methods 
Figure 20: High frame rate tracking methods 
Figure 21: Drummond Pitot Pressure Trace 
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The second method used to more precisely determine the steady test time was to analyse 
the shock standoff. Over the time where the shock standoff is constant, this is 
determined as steady state test time. Shock standoff can be used to estimate steady test 
time because in the simplest theoretical model it is a function of Mach number. {Bilig, 
1967}.  
4.1.6 Expected Results 
Considering models, A, B and C to be baseline performance measurements, the effects 
of altering the mass and frontal area of the test model can be tested. It is expected that 
as the mass is approximately halved, the displacement of the test model will 
approximately double in the test time. This is explored through test models D, E and F. 
Test models G, H and I are half scale models of A, B and C and thus it is expected that 
the displacement of these test models will double over the test time.  
 
It is expected that as the frame rate increases, more accurate displacement profile will 
able to be fitted to the displacement data and thus more accurate velocity and 
acceleration profiles.  
 
4.2 RESULTS AND DISCUSSION 
4.2.1 Imagery Analysis 
The effects of an increased frame rate on model tracking have been known to improve 
the accuracy of derived accelerations and thus aerodynamic drag coefficients. For the 
full-size test models (A, B and C) the shot durations and quadratic regression fits are 
shown below in Table 7.  
 
 
 
 
 
 
Regression Fits 
Test Shot Test Time (ms) Frames R2 
A 0.9 – 1.2 3 1 
B 0.99 – 1.21 12 0.99 
C 0.910 – 1.2000 60 0.98 
Table 7: Displacement Profiles 
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The raw displacement profile as well as the derived displacement curves are shown 
below. A quadratic curve was used as it assumed that there is steady state pitot pressure 
and thus a constant acceleration acting on the test model.  
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
It can be seen that as the frame rate increases the number of points the curve is able to 
fit to increases. What can also be seen is that the displacement profile becomes 
Figure 22: Test Model A/B/C Displacement Profiles 
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increasingly smooth as the time between each frame reduces. While test model A has 
the highest R2 values, the displacement profile fitted to this curve is less likely to 
represent the displacement, velocity and acceleration of the models due to the lower 
number of frames. When numerical methods (central difference methods) are used to 
derive the velocity and acceleration profiles, the derived results can be seen to have a 
large amount of noise especially for test shot A which has the highest Δ89 in the central 
difference formula and thus error.  The linear regression trends shown in Figure 23 are 
derived from the curve fit to the displacement data as shown in Figure 22.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 23: Model A Velocity and Acceleration 
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It is seen that the curve fits and that the derivatives of the 2nd order polynomial are 
representative of the numerically derived profiles. However, it is noted that there are 
large errors associated with these curve fits overall but when just the test time is analysed 
it can be seen that the derived curves are more representative of the numerical velocity 
and acceleration profiles. Plotting these displacement profiles against each other as well 
as the theoretical displacement profile obtained though the kinematics equations is 
shown in Figure 24. Assuming a constant pitot pressure P as shown below in Equation 4 
and also accounting for the time after triggering that flow begins to arrive which is 
approx. 5ms, the resulting profiles can be seen in Figure 21. 
 U = 12 VC ⋅ JK W ⋅ 89 
 
Equation 4: Theoretical Displacement EoM 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
It can be seen in the above figure, that as the frame rate increases, then the accuracy of 
the displacement profile increases with model C having the highest frame rate and being 
the closest fit to the theoretical trend line. As the frame rate increases, it can be seen 
Figure 24: Theoretical and Actual Displacement Profiles 
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that the regression curves become a more accurate representation of the data over the 
steady test time. The velocity curve for models B is shown below Figure 25.  
 
 
 
 
 
 
 
 
 
 
 
 
It is seen that as the frame rate increases, the first derivate of the displacement profile 
more accurately matches the numerically derived velocity profile. The numerical 
velocity profile was calculated using the central difference formula which has an error 
of Δ89.  
 
Test models A, B and C all had the same resolution even through the frame rate was 
increased. The camera was able to record at these higher frame rates by reducing the 
recorded ‘window’ of the higher frame rate images and thus an analysis looking at the 
effects of enhanced resolution is not available. Test models A, B and C were approx. 37 
pixels in thickness ± 6 pixels accounting for the blurring of the image on the edge of the 
model. When the position of the test model edge was being tracked it was put on the 
first black pixel, indicating that the model occupied this space entirely. Accounting for 
motion blur and frame blurring the location of the model was known within 3 pixels or 
0.20mm for all three frame rates. The overall size of the test model was known to within 
6 pixels or 0.40mm. As the model size was used as a calibration length, this means the 
uncertainly in each point location is 0.60mm. This is shown graphically in Figure 26. 
This puts all three of the analysed tests shots within experimental/measurement error 
Figure 25: Model B Velocity Profile 
 
 
 
 
 
 
46 
of each other. A through error analysis will be conducted in the following section for the 
calculated drag coefficients.  
 
 
 
 
 
 
 
 
 
 
 
 
Knowing the nozzle exit conditions for each test shot, the drag coefficients of each of 
the models can be calculated knowing the model accelerations derived from the 
displacement curve as fitted to the test time displacement profile, as shown below in 
Figure 27. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 26: Model Resolution 
Figure 27: Model 0 Accelerations 
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Figure 28: Scaled Model Displacements 
The drag coefficients are calculated from: HI = 2 ⋅ K ⋅ 6X ⋅ Y9 ⋅ J 
Equation 5: Drag Coefficient 
 
The calculated drag coefficients without experimental uncertainties for test models A, B 
and C are shown below in        Table 8. 
       
Table 8: Model 0 Measured Drag Coefficients 
4.2.2 Results Scaling Analysis 
The effects of scaling for free-flight model testing were also investigated through the use 
of a half mass and half scale model. It is theorized that both of these models should have 
a scaled free flight response to the flow but should have the same measured drag 
coefficients given that all three test models have the same geometry. For this 
comparison, Models C, F and I are used as they are all filmed at 200000 fps and tracked 
using the same methods whereby the model edge that intersects the edge of the frame 
is tracked over the test time. The three figures below show the free flight kinematics of 
the three models.  
 
 
 
 
 
 
 
 
 
 
Experimental Drag Coefficients 
Test Model Drag Coefficient 
A 1.275 
B 1.323 
C 0.910 
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It can be seen above that the free flight response of test models F and I are within 
experimental error of each other and also appear to show a free flight response scaled 
by a factor of two for both test models compared to model C. Using the oscilloscope 
data, the flow properties can be calculated giving the overall drag coefficient of both 
models.  
Table 9: Scaled Model Measured Drag Coefficients 
Experimental Drag Coefficients 
Test Model Drag Coefficient 
C 0.910 
F 1.022 
I 0.793 
Figure 29: Scaled Model Velocities 
Figure 30: Scaled Model Accelerations 
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4.2.3 Uncertainty Analysis and Discussion 
One of the major sources of uncertainty in the measured drag calculations is the 
uncertainty of the flow properties that the test model is exposed too. When operating 
the tunnel there are only three parameters that can be set, these are the Drummond 
tunnel fill pressures as seen in Table 2. These measurements are made as accurately as 
possible, however due to the fact that the test section flow properties are not measured 
but instead back calculated from the nozzle unsteady expansion, there is a high degree 
of uncertainty associated with these measurements. This phenomenon is shown below 
by looking at the two pressure PCB readings before the converging diverging nozzle in 
the Drummond RST. It is noted that the Ch1 pressure PCB is 0.217m upstream of the 
PCB reading on Ch2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 31: Drummond Shock Tube Pressure Trace 
 
By analyzing the elapsed time between the incident and reflected shock, the properties 
in the shock tube can be calculated using shock relations. The post-incident shock 
pressure is calculated to be 493.2 kPa and the post reflected shock pressure is calculated 
to be 2.49 MPa. While this calculation shows that the calculated pressures agree within 
a small degree of uncertainty with those that are measured, when this is used to calculate 
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the nozzle exit properties it can be seen that there will be large errors. Shown in 
Appendix 5 are the nozzle exit properties for the 7 measured shots. It can be seen that 
the uncertainty on the exit velocity and density have uncertainties of 27% and 55% 
respectively. However, the flow property measurement and calculations and associated 
uncertainties are specific to the facility being used. With more accurate measurement 
devices and even a pitot rake being used in the test section to record the flow properties 
more accurate measurements could be made to reduce the uncertainty.  It can also be 
seen in Appendix 5, that the repeatability of the desired flow properties of this facility is 
approx. 12% meaning that the flow properties can vary by as much as 12% between each 
shot, reducing the accuracy of any measured and/or calculated flow properties. Also 
seen in Appendix 5 are the average uncertainties of the flow properties. To highlight 
these uncertainties a comparison of the calculated and measured pitot pressures can be 
undertaken. As shown in Figure 21, the average pitot pressure over the test time is 
approx. 14 75 kPa, whereas by using the calculated pressure and density to evaluate the 
pitot pressure which is approx. 23.02 kPa. This evaluates to an error of 64% in the 
measured vs calculated pitot pressure 
 
Given that the largest uncertainties associated with the drag measurements are the 
derived flow properties and vary depending on the facility being used, they will be 
omitted from any further discussion. Shown below in Table 10 are the absolute and 
relative uncertainties of the measured drag coefficients for the three comparison 
models. 
 
 
 
It can be seen neglecting the uncertainties of the flow properties, the uncertainty in the 
measured drag coefficients is very low at maximum of 0.27% for test model I which was 
Experimental Drag Coefficients Uncertainties 
Test Model Drag Coefficient Absolute Uncertainty  Relative Uncertainty 
C 0.91 0.0003 0.000373 
F 1.02 0.0009 0.000893 
I 0.79 0.0007 0.002740 
Table 10: Drag Coefficient Uncertainty 
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the smallest of the test models and thus had the greatest absolute uncertainty, While 
these errors are low and reflects the accuracies of image tracking methods, the overall 
experimental error was significant, reflecting the need for more advanced flow 
measurement equipment. By installing a pitot rake in the test section, this uncertainty 
could be reduced as the product flow velocity and density is measured directly through 
the dynamic pressure. It could also be suggested that by using the whole model for 
tracking as with test model C where the center of geometry was tracked that the 
uncertainty of the derived drag coefficients could be reduced. It is also seen that as the 
camera frame rate is increased, the results more closely resemble the theoretical 
displacement profile predicted from Equation 4 and the fitted displacement profiles are 
more accurately represented by a quadratic curve fit. This suggests that an increased 
frame rate is able to derive more accurate drag coefficients. While the error in the 
measured drag coefficients is low this error could have been reduced through sub-pixel 
tracking methods or through an enhanced camera resolution. As shown in Figure 26 the 
model edge is split over 3 pixels on each edge and the total model thickness is 28 pixels, 
meaning the uncertainty in the model thickness was 21%. With an enhanced image 
resolution or sub-pixel tracking methods, this uncertainty could be significantly 
reduced.  
 
Another uncertainty in this investigation was the model alignment. Due to the reduced 
thickness of the test model and the much larger out-of plane dimension, there is 
significant uncertainties associated with the calibration methods used. As discussed in 
the optical tracking software, a calibration length with the known model thickness was 
used to relate the pixel size to a real dimension. It was assumed in this calibration that 
the model was perfectly aligned with the optical plane. In reality a misalignment of only 
2 degrees would have meant the calibration length was 70% or 1.74mm greater or smaller 
than the specified length used to derive the displacement profiles. This experimental 
error was considered out of scope as the aim of this thesis was to confirm the validity of 
free-flying model experiments. This issue was however noted, and a mounting plate was 
designed for the Drummond tunnel to aid the alignment of the model in the test section. 
This mounting plate is shown in Appendix 4.  
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5.0 CONCLUSIONS AND RECOMMENDATIONS 
 
5.1 RECOMMENDATIONS  
One of the preliminary aims of this investigation was to apply the methods from the 
feasibility investigation to a high-enthalpy facility such as X2. However due to 
availability constraints this was not possible. Thus, this thesis can form the foundations 
for further free-flying model experiments in a high enthalpy environment. From this 
investigation it has found that model design is one of the key factors of success. The 
model mass must be minimized while also maximizing the frontal area to maximize the 
model displacement on the test time. This will be of particular importance as the test 
times are reduced in expansion tunnel facilities and the square of the test time is 
proportional to the model displacement.  It has been shown however that an appreciable 
amount of model displacement is able to be detected in a relatively low enthalpy facility, 
suggesting that with increased pitot pressure in a reduced steady state testing such as 
developed by X2, that free flying model experiments are achievable. 
 
Moving forward from this investigation, a number of key findings from the literature 
review and feasibility investigation can be taken forward to high-enthalpy experiments. 
One of the key factors for success in any high-enthalpy expansion tunnel experiments is 
the light source used. This investigation has found that an overdriven LED light source 
has been used to a high degree of success in the feasibility investigation. For high-
enthalpy experiments however, an associated narrow bandpass filter is required. This 
filter being set to filter out all radiation and test gas luminosity associated with the 
stagnated flow around the test model will enable clear high-speed cinematography to be 
taken of the experiment which will greatly reduce the uncertainty of tracking the 
model’s motion. To further reduce the uncertainty of the models derived drag 
coefficients it was found that by tracking the entire model geometry that the error of the 
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derived drag coefficients was reduced. However, this could only be done for shots 
recorded at a lower frame rate due to the software used by the Photron Ux100 camera.  
 
To further reduce the uncertainty of the derived drag coefficients it is recommended 
that a pitot rake be installed in the test section with the test model in the core flow. This 
will enable the dynamic pressure to be measured directly as opposed to calculating it 
from the known fill pressures. This is important given the variability of the flow 
properties from shot to shot as shown in Appendix 5. Given that exploring the flight-
envelope and deriving the lift and pitching moment coefficients were considered out of 
scope for this investigation, the accuracy of the initial model position was not considered 
to be a high priority, the model suspension method was not as accurate as it could have 
been. It is recommended that a mounting plate as shown in Appendix 4 could be used 
to more accurately set-up the model with-in the test section.   
 
It is recommended that further work into the analysis of the displacement, velocity and 
thus acceleration profiles be completed. It was found that due to numerical 
differentiation methods, the error of the derived velocity and acceleration profile grows 
proportional to Dt2. In this investigation, this error was limited by fitting a quadratic 
regression curve to the displacement data and mathematically deriving this profile to 
get the velocity and acceleration results. This method was found to produce highly 
accurate results in the order of 0.02% for the derived drag coefficients. Furthermore, it 
limited the errors associated with the tracking methods which are prone to operator 
error given that they are manually derived. To limit the numerical differentiation error, 
it is suggested that data smoothing process be implemented into the data analysis steps. 
This could include using a Gaussian filter or similar numerical methods to ensure an 
accurate representation of the derived profiles. It is also recommended that more 
accurate and consistent tracking methods be used for further investigations. This is due 
to the fact that the program used, TRACKER, required a manual input of the calibration 
lengths and model location in each frame. Any potential error produced in this process 
could be mitigated through the use of an automated tracking process. This would have 
the added benefit of reducing any potential errors due to the increased flow radiation. 
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5.2 CONCLUSIONS 
5.2.1 Completion of Project Aims 
The stated aim of this research project was to investigate the feasibility of free flying 
model tests in high enthalpy impulse facilities and to analyse whether these methods 
could be used to accurately derive the aerodynamic coefficients of the test model. This 
overarching aim was to be satisfied through the achievement of the primary project 
aims.  
1.0 Perform an in-depth literature review into free flight model experimentation 
in RST’s. 
2.0 Develop and execute a feasibility investigation in a smaller hypersonic facility 
(Drummond RST) to investigate free-flight model testing. 
3.0 Develop and research experimental methods that could be applied in a higher 
flow enthalpy facility to validate and build upon the methods explored in the 
feasibility investigation. 
Through a comprehensive literature review of the current state of the art, a feasibility 
study was able to be executed to a high degree of success. Through this feasibility study 
conducted in the Drummond RST, an appreciable amount of movement of the test 
model was able to be detected such that the aerodynamic coefficients of these test 
models were able to be derived. While this experiment suffered from a large degree of 
experimental error, namely, the calculation of the test section flow properties and the 
initial model alignment, this feasibility study was able to set the ground work for a larger 
expansion tunnel experiment that is recommended to follow this study and further the 
development of free flight model tests. The primary project goals were achieved in 
conjunction with the auxiliary project objectives such that a framework for this 
investigation could be developed and executed.  
5.2.2 Research Outcomes 
As seen in the feasibility investigation results an appreciable amount of movement is 
able to be achieved for lightweight test models in a small low enthalpy RST over a very 
short time period. However, it is noted that scale up considerations and model design 
will pose significant challenges for experiments being performed in higher enthalpy 
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facilities. Firstly, the test model design greatly effects the accuracy of any derived results. 
The mass of the test model must be minimized while the frontal area of this test model 
must be maximized. These parameters are often not able to be varied when testing real 
world designs like the Apollo re-entry capsule or a Space Shuttle type design when the 
material properties and the model inertial properties must be maintained in order to 
accurately derive the aerothermodynamic properties of the test model. While this 
investigation proved these experiments can be performed in low-enthalpy 
environments, time and availability constraints limited this investigation to a low-
enthalpy investigation.   
 
In addition to this, the feasibility investigation showed that the use of 3D printed test 
models is a viable option for hypersonic testing. As the test times are reduced in more 
powerful facilities, visualization-based methods require an increased frame rate in order 
to record the model displacing over the test time. As a result of this, the resolution of 
the recorded image is often reduced. Lightweight test models that displace over a 
number of pixel lengths, in this investigation in the order of 101 to 102 pixels in the test 
time, increase the accuracy of any derived aerodynamic coefficients and mitigate the 
need for sub-pixel tracking algorithms to be employed.  
 
Another outcome of this thesis was investigating how the scaling of a test model effects 
the model’s movement over the test time. It was found that by reducing the mass by 
half, doubled the model’s displacement in the test time as did scaling the model down 
by a factor of two. This enables researchers to mitigate scaling effects from their research 
such that an appropriate test model can be designed and manufactured to fit the 
hypersonic facility being used.  
5.2.3 Conclusions 
It has been shown that free flight model tests can be conducted successfully in a smaller 
low enthalpy RST where, a 3D printed test model was shown to be able to move 
significantly over a limited test time. While this low enthalpy investigation did not study 
the effects of flow radiation and luminosity as seen in high enthalpy flows, it has shown 
that if a test model can minimise its mass, then an appreciable amount of movement in 
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the order of 2-5mm can be gained such that the aerodynamic coefficients of this test 
model can be derived through the use of visulisation methods.  This suggests that these 
experimental methods could be applied to an expansion tube testing campaign such as 
X2, due to similar testing times and enabling high-enthalpy effects to be further 
investigated. When a high-enthalpy experiment can be achieved with free flight models 
it is expected that more accurate aerodynamic coefficients can be derived for vehicles 
that will be travelling at hypersonic velocities. It is expected that a deeper understanding 
into high-enthalpy vehicle performance and understanding how the 
aerothermodynamic properties of a vehicle effect its performance will be gained through 
the use of free-flight model tests.  
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APPENDICES 
APPENDIX 1 
1. """  
2. Just a code to mess around with the equations in  
3. Brandis, Aaron M., and Christopher O. Johnston.  
4. "Characterization of stagnation-point heat flux for earth entry."  
5. 45th AIAA Plasmadynamics and Lasers Conference. 2014.  
6. DOI = 10.2514/6.2014-2374  
7. Available online here:  
8. https://arc.aiaa.org/doi/abs/10.2514/6.2014-2374  
9.   
10. Chris James (c.james4@uq.edu.au) - 08/03/18  
11.   
12. """   
13.    
14. VERSION_STRING = '4-Oct-2018'   
15.    
16. def brandis_and_johnston_earth_stagnation_point_heat_transfer(rho, V, R, ignore_density_limits
 = False):   
17.     """  
18.   
19.     :param rho: freestream density in kg/m**3 (range of applicability is from 1.0e5 to 5.0e03 
kg/m**3 and the code will complain outside of this)  
20.     :param V: freestream velocity in m/s (range of applicability is from 3000 to 17,000 m/s an
d the code will complaing outside of this  
21.     :param R: nose radius in m (range of applicability is from 0.2 to 10 m and the code will g
ive a warning outside of that range)  
22.     :return: q_c, q_r in W/cm**2, q_r will be zero below 9500 m/s  
23.   
24.     """   
25.    
26.     import numpy as np   
27.    
28.     if rho < 1.0e-5:   
29.         if ignore_density_limits:   
30.             print "Density is below the minimum 1.0e-
5 kg/m**3 applicability of the correlations. Take care."   
31.         else:   
32.             print "Density is below the minimum 1.0e-
5 kg/m**3 applicability of the correlations."   
33.             raise Exception, "brandis_and_johnston_stagnation_point_heat_transfer() Density is
 below the range of the correlations."   
34.     elif rho > 5.0e-3:   
35.         if ignore_density_limits:   
36.             print "Density is above the maximum 5.0e-
3 kg/m**3 applicability of the correlations. Take care."   
37.         else:   
38.             print "Density is above the maximum 5.0e-
3 kg/m**3 applicability of the correlations."   
39.             raise Exception, "brandis_and_johnston_stagnation_point_heat_transfer() Density is
 above the range of the correlations."   
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40.    
41.     if R < 0.2:   
42.         print "The user selected nose radius is below the minimum 0.2 m applicability of the c
orrelations. Take care."   
43.     elif R > 10.0:   
44.         print "The user selected nose radius is above the maximum 10.0 m applicability of the 
correlations. Take care."   
45.    
46.     # convective heating, we check the velocity range here too...   
47.     if V < 3000.0:   
48.         print "Flow velocity is below the range of the correlations."   
49.         raise Exception, "brandis_and_johnston_stagnation_point_heat_transfer() Flow velocity 
is below the range of the correlations."   
50.     elif 3000.0 <= V <= 9500.0:   
51.         q_c = 7.455e-9*rho**0.4705*V**3.089*R**-0.52 # equation 10   
52.     elif 9500.0 <= V <= 17000.0:   
53.         q_c = 1.270e-6*rho**0.4678*V**2.524*R**-0.52 # equation 11   
54.     elif V > 17000.0:   
55.         print "Flow velocity is above the range of the correlations."   
56.         raise Exception, "brandis_and_johnston_stagnation_point_heat_transfer() Flow velocity 
is above the range of the correlations."   
57.    
58.     # radiative heating   
59.     # this has various coefficients etc.   
60.     if V >= 9500.0:   
61.         C = 3.416e4   
62.         # around equation 15 and 16 they start calling it r_n instead of R, strange, but I hav
e used it r_n here but said r_n = R   
63.         r_n = R   
64.         if 0 <= r_n <= 0.5:   
65.             amax = 0.61   
66.         elif 0.5 < r_n <= 2.0:   
67.             amax = 1.23   
68.         elif 2.0 < r_n <= 10.0:   
69.             amax = 0.49   
70.         b = 1.261 # equation 16   
71.    
72.         a = min([3.175e6*V**-1.80*rho**-0.1575, amax]) # equation 15   
73.    
74.         f_V = -53.26 + (6555.0/(1.0 + (16000.0/V)**8.25)) # equation 17   
75.    
76.         q_r = C*R**a*rho**b*f_V # equation 13   
77.     else:   
78.         q_r = 0   
79.    
80.     return q_c, q_r   
81.    
82. if __name__ == '__main__':   
83.    
84.     import matplotlib.pyplot as mplt   
85.     import numpy as np   
86.    
87.     #--------------------------------------------------------   
88.     # re-creating Figure 1a of their paper...   
89.    
90.     rho = 3.0e-4 # kg/m**3   
91.     R = 1.0 # m   
92.    
93.     V_list = []   
94.     q_c_list = []   
95.     q_r_list = []   
96.     q_total_list = []   
97.    
98.     for V in range(10000, 15100, 1000): # m/s   
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99.         q_c, q_r = brandis_and_johnston_earth_stagnation_point_heat_transfer(rho, float(V), R)
   
100.   
101.        V_list.append(V)   
102.        q_c_list.append(q_c)   
103.        q_r_list.append(q_r)   
104.        q_total_list.append(q_c + q_r)   
105.   
106.    fig, ax = mplt.subplots()   
107.   
108.    ax.plot(np.array(V_list)/1000.0, q_c_list, label = 'q_c')   
109.    ax.plot(np.array(V_list)/1000.0, q_r_list, label = 'q_r')   
110.   
111.    mplt.legend()   
112.    ax.set_ylim(10,15)   
113.    ax.set_ylim(0,6000.0)   
114.    ax.set_xlabel('Shock velocity, km/s')   
115.    ax.set_ylabel('Heat flux, W/cm**2')   
116.    ax.set_title('Figure 1a from Brandis and Johnston 2014')   
117.   
118.    mplt.show()   
119.   
120.    #--------------------------------------------------------   
121.    # re-creating Figure 1b of their paper...   
122.   
123.    rho = 3.0e-4 # kg/m**3   
124.    R = 5.0 # m   
125.   
126.    V_list = []   
127.    q_c_list = []   
128.    q_r_list = []   
129.    q_total_list = []   
130.   
131.    for V in range(10000, 15100, 1000): # m/s   
132.        q_c, q_r = brandis_and_johnston_earth_stagnation_point_heat_transfer(rho, float(V), R)
   
133.   
134.        V_list.append(V)   
135.        q_c_list.append(q_c)   
136.        q_r_list.append(q_r)   
137.        q_total_list.append(q_c + q_r)   
138.   
139.    fig, ax = mplt.subplots()   
140.   
141.    ax.plot(np.array(V_list)/1000.0, q_c_list, label = 'q_c')   
142.    ax.plot(np.array(V_list)/1000.0, q_r_list, label = 'q_r')   
143.   
144.    mplt.legend()   
145.    ax.set_ylim(10,15)   
146.    ax.set_ylim(0,6000.0)   
147.    ax.set_xlabel('Shock velocity, km/s')   
148.    ax.set_ylabel('Heat flux, W/cm**2')   
149.    ax.set_title('Figure 1b from Brandis and Johnston 2014')   
150.   
151.    mplt.show()   
152.   
153.    #----------------------------------------------------   
154.   
155.    rho = 2.0e-
3 # this looks quite common for X2 air conditions based on the conditions report...   
156.    R = 0.05 # m, 50 mm nose radius, maximum we'd probably get on X2...   
157.   
158.    V_list = []   
159.    q_c_list = []   
160.    q_r_list = []   
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161.    q_total_list = []   
162.    goulard_number_list = []   
163.   
164.    for V in range(3000, 17100, 1000):   
165.        q_c, q_r = brandis_and_johnston_earth_stagnation_point_heat_transfer(rho, float(V), R)
   
166.   
167.        # *10000 is to get into W/m**2   
168.        goulard_number = (4.0 * q_r * 10000.0) / (0.5 * rho * V ** 3.0)   
169.   
170.        V_list.append(V)   
171.        q_c_list.append(q_c)   
172.        q_r_list.append(q_r)   
173.        q_total_list.append(q_c + q_r)   
174.        goulard_number_list.append(goulard_number)   
175.   
176.    import matplotlib.pyplot as mplt   
177.   
178.    fig, ax = mplt.subplots()   
179.   
180.    ax.plot(np.array(V_list)/1000.0, np.array(q_c_list)*(10000.0/1.0e6), label = 'q_c')   
181.    ax.plot(np.array(V_list)/1000.0, np.array(q_r_list)*(10000.0/1.0e6), label = 'q_r')   
182.    ax.plot(np.array(V_list)/1000.0, np.array(q_total_list)*(10000.0/1.0e6), label = 'q_total'
)   
183.   
184.    mplt.legend()   
185.   
186.    ax.set_xlim(3,17)   
187.    ax.set_xlabel('Shock velocity, km/s')   
188.    ax.set_ylabel('Heat flux, MW/m**2')   
189.    ax.set_title('Sample rough X2 data (rho_inf = {0} kg/m**3)'.format(rho))   
190.   
191.    mplt.show()   
192.   
193.    fig, ax = mplt.subplots()   
194.   
195.    ax.plot(np.array(V_list) / 1000.0, goulard_number_list)   
196.   
197.    ax.set_xlim(9, 17)   
198.    ax.set_xlabel('Shock velocity, km/s')   
199.    ax.set_ylabel('Goulard number')   
200.    ax.set_title('Sample rough X2 data (rho_inf = {0} kg/m**3)'.format(rho))   
201.   
202.    mplt.show()   
203.   
204.    #----------------------------------------------------   
205.   
206.    rho = 2.0e-
3 # this looks quite common for X2 air conditions based on the conditions report...   
207.    R = 4.690/39.1 # m, Tim's Apollo model's scaled nose radius   
208.   
209.    V_list = []   
210.    q_c_list = []   
211.    q_r_list = []   
212.    q_total_list = []   
213.    goulard_number_list = []   
214.   
215.    for V in range(3000, 17100, 1000):   
216.        q_c, q_r = brandis_and_johnston_earth_stagnation_point_heat_transfer(rho, float(V), R)
   
217.   
218.        # *10000 is to get into W/m**2   
219.        goulard_number = (4.0*q_r*10000.0)/(0.5*rho*V**3.0)   
220.   
221.        V_list.append(V)   
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222.        q_c_list.append(q_c)   
223.        q_r_list.append(q_r)   
224.        q_total_list.append(q_c + q_r)   
225.        goulard_number_list.append(goulard_number)   
226.   
227.    import matplotlib.pyplot as mplt   
228.   
229.    fig, ax = mplt.subplots()   
230.   
231.    ax.plot(np.array(V_list)/1000.0, np.array(q_c_list)*(10000.0/1.0e6), label = 'q_c')   
232.    ax.plot(np.array(V_list)/1000.0, np.array(q_r_list)*(10000.0/1.0e6), label = 'q_r')   
233.    ax.plot(np.array(V_list)/1000.0, np.array(q_total_list)*(10000.0/1.0e6), label = 'q_total'
)   
234.   
235.    mplt.legend()   
236.   
237.    ax.set_xlim(3,17)   
238.    ax.set_xlabel('Shock velocity, km/s')   
239.    ax.set_ylabel('Heat flux, MW/m**2')   
240.    ax.set_title('Rough apollo model X2 data (rho_inf = {0} kg/m**3)'.format(rho))   
241.   
242.    mplt.show()   
243.   
244.    fig, ax = mplt.subplots()   
245.   
246.    ax.plot(np.array(V_list)/1000.0, goulard_number_list)   
247.   
248.    ax.set_xlim(9,17)   
249.    ax.set_xlabel('Shock velocity, km/s')   
250.    ax.set_ylabel('Goulard number')   
251.    ax.set_title('Rough apollo model X2 data (rho_inf = {0} kg/m**3)'.format(rho))   
252.   
253.    mplt.show( 
(Park, Sudhir et al. 2010) 
(Dayman 1966) 
(Friedl, Schramm et al.)(Jacobs and Morgan 2013)(Naumann, Ende et al. 1991) 
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APPENDIX 5 
 
 
 
 
 
 
NOZZLE EXIT CONDITIONS 
SHOT P (Pa) abs rel T (K) abs rel A (m/s) abs rel U (m/s) abs rel Rho (kg/m3) abs rel 
A 602.776 164.444 0.273 130.238 36.376 0.279 228.797 63.904 0.279 1601.577 447.327 0.279 0.016 0.009 0.552 
D 638.780 174.690 0.273 135.210 37.854 0.280 233.123 65.267 0.280 1631.858 456.867 0.280 0.016 0.009 0.553 
E 754.621 207.564 0.275 149.889 42.201 0.282 245.451 69.107 0.282 1718.158 483.749 0.282 0.018 0.010 0.557 
F 586.029 164.444 0.273 128.096 36.376 0.279 226.907 63.904 0.279 1588.349 447.327 0.279 0.016 0.009 0.552 
G 724.474 164.444 0.273 146.340 36.376 0.279 242.528 63.904 0.279 1697.697 447.327 0.279 0.017 0.009 0.552 
H 756.062 164.444 0.273 148.987 36.376 0.279 244.712 63.904 0.279 1712.984 447.327 0.279 0.018 0.009 0.552 
I 651.505 164.444 0.273 136.965 36.376 0.279 234.631 63.904 0.279 1642.419 447.327 0.279 0.017 0.009 0.552  
               
AVG 673.464 172.068 0.273 139.389 37.419 0.280 236.593 64.842 0.280 1656.149 453.893 0.280 0.017 0.009 0.553 
VAR 5056.27   80.884   58.351   2859.178   0.000   
ST DEV 71.108   8.994   7.639   53.471   0.001   
