In this paper we use the Hecke algebra of type B to de ne a new algebra S which is an analogue of the q{Schur algebra. We construct Weyl modules for S and obtain, as factor modules, a family of irreducible S{modules over any eld.
Introduction
The ordinary Schur algebra is of key importance in the study of the representation theory of general linear groups in the describing characteristic, and it provides a link between the general linear groups and the symmetric groups. In 8, 9] we introduced the q{Schur algebra, and demonstrated its usefulness in the representation theory of GL n (q) over a eld of non{ describing characteristic. In 5] it was shown that the q{Schur algebra is given as the dual of a homogeneous part of quantum{GL n , or alternatively as the factor of quantum{GL n or the A.M.S. subject classi cation (1991): 16G99, 20C20, 20G05 This paper is a contribution to the DFG project on \Algorithmic number theory and algebra". The authors acknowledge support from DFG; the third author was also supported in part by SERC grant GR/J37690 corresponding quantum enveloping algebra modulo the kernel of its action on quantum tensor space (compare 1]). In particular, the representations of q{Schur algebras are precisely the homogeneous polynomial representations of quantum{GL n in a xed degree (compare 4]).
The construction of the q{Schur algebra involves the Hecke algebra of type A; in this paper we use the Hecke algebra of type B to build an algebra which we call the (Q; q){Schur algebra. Others have devised a version of a Schur algebra of type B 13, 15] , but ours is a larger algebra. Applications to the representation theory of nite symplectic groups in the non{describing characteristic case have already been provided 16, 6 ], and we expect that further applications will ensue, using our larger and more complicated algebra.
Hecke algebras of type B have been studied in 10, 11, 18] . We begin by recalling and extending some of the notation and results which we used in those papers. The remainder of the paper is then devoted to introducing the (Q; q){Schur algebra and investigating its main properties. In particular we construct a generic basis of the (Q; q){Schur algebra and we de ne (Q; q){Weyl modules. The Weyl modules are labelled by bipartitions and they have unique maximal submodules. The corresponding factor modules are pairwise non{isomorphic irreducible representations of the (Q; q){Schur algebra. We show that the decomposition matrix which describes the composition multiplicities of these irreducible modules in the (Q; q){Weyl modules is unitriangular, and we construct a \semistandard basis" for each (Q; q){Weyl module.
In a forthcoming paper we shall construct a cellular basis of the (Q; q)-Schur algebra S. As a consequence, every irreducible representation of S is isomorphic to one of the irreducible representations which we construct here and, in addition, S is quasi{hereditary.
Furthermore, we shall generalize some of our results to construct Schur algebras of the Ariki{Koike algebras. After this manuscript was submitted for publication, we received a preprint by Jie Du and Leonard Scott entitled \The q-Schur 2 algebra" where they independently construct an algebra which is Morita equivalent to the one considered here; furthermore they show that it is quasi{hereditary. 2 The Hecke algebra of type B Let W r be the group C 2 o S r , where S r is the symmetric group of degree r. Then W r is generated by elements s 0 ; s 1 ; : : : ; s r?1 which satisfy the following relations: It is easy to see that W r acts transitively on r . The subgroup of W r generated by s 1 ; : : : ; s r?1 is the symmetric group S r of degree r.
The concepts of a reduced expression for an element of W r and the length`(w) of w 2 W r are de ned in the usual way. It is useful to note the following well-known method for calculating`(w). Consider the QW r {module V whose basis is fe i j i An a-bicomposition of r is an ordered pair ( (1) ; (2) ) of compositions, where (1) is a composition of a and (2) is a composition of r?a; if both (1) and (2) are partitions, then ( (1) ; (2) ) is an a-bipartition of r.
Let 2 (n; r) denote the set of bicompositions = ( (1) ; (2) ) of r with the property that the sum of the number of parts of (1) and the number of parts of (2) is n. (Note that we allow a composition to have zero parts.)
We order the bipartitions of r by letting all a-bipartitions precede all b-bipartitions if a > b, and by saying that the a-bipartition = ( (1) ; (2) ) precedes the a-bipartition = ( (1) ; (2) ) if (1) precedes (1) lexicographically or (1) = (1) and (2) precedes (2) lexicographically. We call this the lexicographic order on bipartitions.
Suppose that = ( (1) ; (2) ) and = ( (1) ; (2) ) are bicompositions of r. We (1) ; (2) ) 2 2 (n; r), and that t = (t (1) ; t (2) ) is a { bitableau. Assume that i 2 t. Let row t (i) = j if i belongs to row j of t (1) and let row t (i) = n+j if i belongs to row j of t (2) .
De nition 2.6 Let be a bicomposition.
(i) A {bitableau t = (t (1) ; t (2) ) is row standard if the entries increase from left to right in each row of t (1) and in each row of t (2) , and all entries in t (1) belong to r + . (ii) The {bitableaux t = (t (1) ; t (2) ) and s = (s (1) ; s (2) ) are row equivalent if jt (1) j and js (1) j are row equivalent, and t (2) and s (2) are row-equivalent. Here the entries of jt (1) j are the absolute values of the entries of t (1) and js (1) j is de ned similarly. A row equivalence class of the {bitableaux is a {bitabloid and the -bitabloid containing t is denoted by ftg. (iii) A {bitableau is standard if all its entries belong to r + , and it is row standard, and all the entries increase down each column of t (1) and each column of t (2) .
We remark that every {bitabloid contains exactly one row standard {bitableau. When dealing with -bitabloids ftg, we often nd it convenient to specify that t = (t (1) ; t (2) ) is row standard; this ensures that all the entries in t (1) are positive.
Here is an example of a row standard bitableau: Next, we wish to specify, for a given = ( (1) ; (2) ), several special standard {bitableaux. The {bitableaux which we wish to de ne are most easily understood with an example. Example 2.7 Suppose that = ((4; 3; 1); (3; 2)). We shall de ne the {bitableaux t ,t , t andt so that t = 0 @ De nition 2.8 Suppose that is an a-bicomposition of r.
(i) Let t = (t (1) ; t (2) ) be the standard {bitableau in which the numbers 1; 2; : : : ; a appear in order by rows in t (1) and the numbers a + 1; a + 2; : : : ; r appear in order by rows in t (2) . (ii) Lett = (t (1) ;t (2) ) be the standard {bitableau in which the numbers 1; 2; : : : ; r ? a appear in order by rows int (2) and the numbers r ? a + 1; r ? a + 2; : : : ; r appear in order by rows int (1) .
(iii) Let t = (t (1) ; t (2) ) be the standard {bitableau in which the numbers 1; 2; : : : ; a appear in order by columns in t (1) and the numbers a + 1; a + 2; : : : ; r appear in order by columns in t (2) .
(iv) Lett = (t (1) ;t (2) ) be the standard {bitableau in which the numbers 1; 2; : : : ; r ? a appear in order by columns int (2) and the numbers r ? a + 1; r ? a + 2; : : : ; r appear in order by columns int (1) .
Note that W r acts on the set of {bitableaux. If t is a {bitableau and w 2 W r , then we obtain the {bitableau tw by replacing each i in t by iw. For example, if is an abicomposition of r, then t w a;r?a =t . It is easy to see that W r acts transitively on the set of {bitableaux.
One easily checks that the action of W r preserves the row equivalence classes of { bitableaux. We therefore have a transitive action of W r on the set of {bitabloids. If is an a-bicomposition, then the stabilizer of the bitabloid ft g is the subgroup ) o S (1)) S (2) of W r . Thus the permutation representation of W r on the set of {bitabloids is equivalent to the representation of W r on the cosets of W .
A re ection subgroup W J of W r is a subgroup generated by a set of re ections fs j 2 We remark that all four elements de ned in (2.10) belong to H(S r ) and thatx = x^ andŷ = y^ , where^ is the (r ? a)-bicomposition ( (2) ; (1) ).
From (2.4) we obtain the following.
2.12
Assume that is an a-bicomposition. Then (i) x and y commute with u + a ; (ii)x andŷ commute with u ? r?a .
As we noted in 10, (2.5)], we also have the following (see the remark after (2.2) fu + a x T w j w 2 S a and t w is row standardg: Let S (2) denote the subgroup of S fa+1;:::;rg which stabilizes the rows of t (2) . Then W a S (2) is a parabolic subgroup of W r . Let D denote the set of distinguished right coset representatives of W a S (2) Finally, note that the sets on the two sides of equation (3.5) have the same size. This completes the proof of (3.5) and hence of the theorem.
De nition 3.6 Let J 0 . The subalgebra of H corresponding to the parabolic subgroup W J of W r is denoted by H J . The induction functor from H J to H K for J K 0 is denoted by Ind K J . Similarly the restriction functor from H K to H J is denoted by Res K J .
Recall that H J is free as an R{module with basis fT w j w 2 W J g. (1) ; (2) ) be an a-bicomposition, and let A = f 0 ; 1 ; : : : ; a?1 g J 2 where J 2 is the subset of f a+1 ; a+2 ; : : : ; r?1 g corresponding to (2) . Then u + a x 2 H A and
Proof: This follows by general arguments since H A = H(W a S (2)).
We nd it convenient to adopt a shorthand for the basis elements of M which appear in Theorem 3.3.
Notation 3.8 Suppose that is an a-bicomposition. Let t = (t (1) ; t (2) ) be a {bitableau. We identify the {bitabloid ftg and u + a x T w , where t w is the unique row standard {bitableau which is row equivalent to t. This identi cation gives us an action of H on the {bitabloids. The discussion after
De nition 2.8 shows that this is a (Q; q){analogue of the permutation action of W r on the cosets of W . Theorem 3.3 says that M has a basis which consists of the distinct {bitabloids. The action of H on a {bitabloid ftg is determined once we know ftgT i for i = 0; 1; : : : ; r ? 1. The cases where ts i is not row standard are covered by the next result. Lemma 3.11 Suppose that t = (t (1) ; t (2) ) is row standard and that ts i is not. Then either Consider rst the case where i = 0 and 1 2 t (1) . We know that ftg = u + a x T w T d ; as in (3.5). Moreover, 1 is xed by d because 1 2 t (1) . Therefore, T 0 commutes with T d , and using For future reference, we next collect several results concerning the action of H on M .
Lemma 3.12 Suppose that t is row standard. Assume that i is a positive integer in t (2) . Then ftgT i;1 T 0 T 1;i is a linear combination of {bitabloids fsg such that s is row standard where m is a linear combination of {bitabloids fsg (s row standard) such that for all i with 1 i r ? a, row s (i) row t (a + i) with the inequality being strict for at least one i.
Proof: We claim that the following holds. For 0 j r ? a (3:18) ftgT a+1;1 T a+2;2 T a+j;j = q k 1 fts a+1;1 s a+j;j g + m where k 1 is an integer, and m is a linear combination of {bitabloids fsg where s is row standard and, for 1 i j, row s (i) row t (a + i); with strict inequality for some i with 1 i j, and row s (i) = row t (i) for i > a + j: Equation (3.18) certainly holds if j = 0. Since s a+j+1;j+1 permutes only numbers i with j + 1 i a + j, Lemma 3.16 provides the induction step, so (3.18) holds.
Since h a;r?a = T a+1;1 T a+2;2 T r;r?a , by (2.2), the corollary is the special case of (3.18) when j = r ? a.
4 The (Q; q)-Schur algebra
The q{Schur algebra 8, 9] associated with the Hecke algebra H(S r ) is de ned as the endo- We wish to consider a larger algebra, which containsS as a subalgebra, in which we take endomorphisms of induced modules which correspond to arbitrary re ection subgroups of W r , rather than just the parabolic subgroups.
De nition 4.2 The (Q; q)-Schur algebra is the endomorphism ring S R (n; r) = End H M 2 2 (n;r) M :
If n r then all bipartitions of r belong to 2 (n; r), and we see from (3.2) that the next result holds. If n r the (Q; q)-Schur algebra S R (n; r) is Morita equivalent to an algebra of the form eS R (r; r)e for some idempotent e in S R (r; r). Similarly, the algebraS de ned in (4.1) is Morita equivalent to an algebra of the form eS R (n; r)e.
Henceforth, we x n and r and let S = S R (n; r 
As in 7, We now want to exhibit a generic basis of S, that is a basis which is independent of the choice of the ring R and the values of the parameters Q and q. By construction it is enough to show that It is an immediate consequence of the way that W r acts on V that the next result holds. From now on we x the following notation.
Notation 4.14 Let a and b be integers with 0 a; b r and x an a{bicomposition = ( (1) ; (2) ) and a b{bicomposition = ( (1) ; (2) ) with ; 2 2 (n; r).
(i) Let J 1 be the subset of f 1 ; : : : ; a?1 g corresponding to (1) and J 2 be the subset of f a+1 ; : : : ; r?1 g corresponding to (2) . Similarly, de ne subsets I 1 and I 2 corresponding to (1) and (2) respectively. Let J = J 1 J 2 and I = I 1 I 2 .
(ii) LetÃ = 0 n f a g if a 6 = r, andÃ = 0 if a = r. Similarly,B = 0 n f b g is b 6 = r, andB = 0 otherwise. Let A =Ã n f 0 g and B =B n f 0 g. Observe 5 (Q; q){tensor space and (Q; q){Weyl modules
In view of Lemma 4.3 we assume hereafter that n r. We denote the bicomposition ((?); (1 r )) by !. Thus ! 2 2 (n; r), since n r.
De nition 5.1 (Q; q)-tensor space is the R{module E = E R (n; r) = M 2 2 (n;r) M :
De nition 5.2 Let be an a{bicomposition in 2 (n; r).
(i) The homomorphism ' ; is the identity map on M and maps M to zero when 6 = .
(ii) The homomorphism ' ;! is premultiplication of H = M ! by u + a x and maps M to zero when 6 = !.
Thus ' ; is the projection of E onto M and ' ;! is the canonical epimorphism of H onto the cyclic H-module M . In particular ' !;! is the identity on H and maps M to zero for 6 = !. From the proof of Theorem 4.27, using in particular (4.29), one sees easily that the following holds. (ii) The restriction of ' ;! to H equals ' (1;1;1) ;! .
Let 2 2 (n; r) and recall the de nition of z from (2.16 Recall that the anti{automorphism on H is de ned by T w = T w ?1 for w 2 W r . As in 9, 4.1] for all h 2 H, x; y 2 E hxh; yi = hx; yh i; (5.13) and consequently E is self{dual as an H-module. Here M = Hom H (M; R) is the dual of an H-module M, the right action of H on M being given by fh(x) = f(xh ), for f 2 M , h 2 H and x 2 M. The discussion in 9, section 1] shows that extends to an anti{isomorphism of S, which we also denote by . This allows us to de ne the dual of a left S{module. We then have the following.
Lemma 5.14 Let x; y 2 E, h 2 H and s 2 S. Then hsx; yi = hx; s yi (i) hxh; yi = hx; yh i
(ii)
In particular, (Q; q){tensor space E is self{dual as a left S{module. De nition 5.17 Suppose that R is a eld and 2 2 (n; r). Let F be the irreducible S R (n; r)-module W =(W \ W ? ). Theorem 5.18 Suppose that R is a eld and that ; 2 2 (n; r). We have F = F if and only if and are associated bicompositions. Thus fF j is a bipartition of rg is a set of non{isomorphic absolutely irreducible self{dual S R (n; r)-modules. 6 The semistandard basis theorem Hereafter, we assume that ; 2 2 (n; r), with being an a-bipartition. De nition 6.1 (i) A {bitableau of type is an array T = (T (1) ; T (2) ) of integers obtained from the diagram ] by replacing each cross by a non-zero integer according to the following restrictions. For 1 i n, the number of entries j with j = i is equal to the ith part of (1) ; and the number of entries j with jjj = n + i is equal to the ith part of (2) . For k = 1; 2, T (k) denotes the array of integers replacing the crosses in (k) . We denote the set of {bitableaux of type by T( ; ). Note that all entries less than n in T (ii)
B(i), and for all j; k #fi j A(i) j and i belongs to the rst k columns oft g #fi j B(i) j and i belongs to the rst k columns oft g:
Let V ( ; ) be the free R-module spanned by all T 2 T( ; Corollary 6.8 The R{module generated by f (E T ) j T 2 T + ( ; )g is free with basis f (E T ) j T 2 T ( ; )g.
To facilitate our calculations, we introduce for xed bicompositions ; 2 2 (n; r) three linear maps, , , and from M into V ( ; ).
De nition 6.9 Let ; ; be the linear transformations from M into V ( ; ) which are given as follows. Suppose that t = (t (1) ; t (2) ) is a {bitableau. The {bitableau ftg of type is obtained from t and t as follows. For 1 i r (i) replace the entry i in t by j if i or ?i occurs in row j of t (1) , and (ii) replace the entry i in t by n + j (respectively ?n ? j) if i (respectively ?i) occurs in row j of t (2) . The de nitions of ftg and ftg are obtained in a similar way, replacing t byt andt respectively.
Observe that these maps are independent of the choice of tableau t in ftg and so are well de ned.
Example 6.10 Assume that r = n = 6, and let = ( (2 2 ); (2)), = ( (3; 1) ; (1 2 ) Note that all three maps de ned above have inverses. Given T 2 T( ; ) we de ne the { bitabloid ftg = ?1 T as follows. If the place occupied by i in t is occupied by j (respectively by ?j) in T put i (respectively ?i) in row j of t, counting the rows of t (1) as row 1; 2; : : : and the rows of t (2) as row n + 1; n + 2; : : : , and then take the bitabloid ftg containing the bitableau t. For the maps and uset andt respectively instead of t . Lemma 6.11 The maps , and induce bijections between the set of {bitabloids and T( ; ).
The maps de ned in (6.9) can be used to de ne an action of W r on the set T( ; ) by taking the preimage under one of these maps, acting on the resulting bitabloid and taking the image under the same map again. If (ft + g) = T, then Tx is a multiple of the sum over those T 0 which are row equivalent to T (sincex is the sum over the row symmetrizer of T). Hence (z ) is a non-zero multiple of (E T ). The theorem now follows from Corollary 6.8.
We shall generalise Theorem 6.12, making use of the special case in the course of the proof. First we need to reformulate some results from section 4 in the language of { tableaux using the map introduced in De nition 6.9. De ne~ to be the composition of r into 2n parts~ = (~ 1 ;~ 2 ; : : : ;~ 2n ) as follows. Suppose that (1) = ( (1) 1 ; : : : ; (1) n 1 ) and (2) = ( (2) 1 ; : : : ; (2) n 2 ). Thus n 1 + n 2 = n. We de nẽ i = 8 > < > : (1) i ; for 1 i n 1 ;
i ; for n + 1 i n + n 2 ; 0; otherwise:
De ne~ similarly.
Denote the set of~ {tableaux of type~ by T(~ ;~ ). We can turn T 2 T + ( ; ) into an elementT of T(~ ;~ ) by combining the two components of T. As in (4.14) we let I and J be the subsets of such that x = x J and x = x I . We have the following lemma. The rst part is trivial; the second part follows from part one and the corresponding result for type A 7, 1.7(i)]. where T c = ft cg.
We are now prepared to embark on the generalisation of Theorem 6.12.
Let T 2 T ( ; ) and let t be the row standard {bitableau such that ftg = T, which is given by Lemma 6.11. where each r t 2 is a unit.
Note that the numbers 1; 2; : : : ; r ? a belong tot (2) . On the other hand, since T is semistandard by assumption, all the numbers in T (2) are greater than n. Thus for all ft 2 g which are row equivalent to T, all of the entries in the second component of ft 2 g are greater than n. By De nition 6.9 we conclude that all the {bitabloids ft 2 g which appear in (6.20) have 1; 2; : : : ; r ? a in t (2) . A similar result applies to the {bitabloids which occur in v 1 . Next, let ft g be the {bitabloid such that ft g = T. Note that the row standard {bitableau t in ft g is t^ .
We have that vh a;r?a u ? r?a T^ rft g + v 3 (mod M ? ) where r is a unit and v 3 is a linear combination of {bitabloids ft 3 g such that ft 3 g > T. To see this, note part (iii) of De nition 6.3 and compare with 9, 7.26]. The matrix (t; t w ) which appears in 9, 7.26] is de ned in such a way that its (j; k)th entry is equal to the number of entries less than or equal to j in the rst k columns of the {tableau of type obtained by replacing each entry i of t w by row t (i). 
