Orderings on commutative rings have been studied extensively since the introduction of the real spectrum by Coste and Roy in the early 1980's. Here, the main motivation comes from real algebraic geometry and the study of semialgebraic sets; see 2] 12]. Abstract real spectra (also called spaces of signs) were introduced just recently in 1] 4] and 21]. Orderings on a real commutative ring give rise to an abstract real spectrum. The axioms of an abstract real spectrum generalize those of a space of orderings. Conversely, if (X; G) is an abstract real spectrum then G has prime ideals and at each prime p G we can form the so-called residue space (X p ; G p ) which is a space of orderings. In 1] 21] various local-global principles are proved for abstract real spectra. In particular, the results on minimal generation of semialgebraic sets due to L. Br ocker and C. Scheiderer carry over to this abstract setting.
complicated since there are integral domains having support f0g orderings which cannot be embedded in a skew eld.
It is clear that additional work remains to be done. For example, real places on noncommutative integral domains need to be be examined and the connection of these with support zero orderings should be looked at. Also, one should study specialization of orderings and the noncommutative analogue of the real holomorphy ring. These topics will be dealt with in a later paper. Of course one would also like to nd some geometric application of the noncommutative real spectrum, but it is not clear how to proceed with this.
Introduction.
Throughout, A denotes a (not necessarily commutative) ring with 1. Orderings on A are de ned as in the commutative case.
De nition 1.1. A subset P A is said to be an ordering of A if P + P P, PP P, P ?P = A, and P \ ?P is a prime ideal of A. The prime ideal P \ ?P is called the support of the ordering P. A prime ideal of A is said to be real if it is the support of some ordering of A.
Our rst result is basic and perhaps a bit surprising although the proof is simple enough. Proof. Fix an ordering P with P \ ?P = p. Working with the induced ordering P=p on the factor ring A=p, we are reduced to the case where P \ ?P = p = f0g. Claim. If ab = 0, then either a 2 = 0 or b 2 = 0. Clearly we can assume a; b 2 P. Then either a ? b 2 P or b ? a 2 P, so either (a ? b)b = ?b 2 2 P or a(b ? a) = ?a 2 2 P. Thus either b 2 2 P \ ?P = f0g or a 2 2 P \ ?P = f0g. By the Claim, it remains to show that a 2 = 0 ) a = 0. Since the ideal f0g is prime, it su ces to show that axa = 0 for all x 2 A. Clearly we can assume x 2 P. Either xa ? ax 2 P or ax ? xa 2 P. Consequently, either (xa ? ax)a = ?axa 2 P or a(ax ? xa) = ?axa 2 P so, in either case, axa 2 P \ ?P = f0g. De nition 1.3. We de ne the real spectrum Sper A as in the commutative case. As a set Sper A is just the set of all orderings of A. The (2) The pair (Sper A; GA) is an abstract real spectrum (i.e., a space of signs). In Sections 5 and 6 we prove Theorem 1.5. Also, descriptions of value sets and transversal value sets are given; see Theorems 5.2, 6.1, and 6.2. These are the main goals of the paper.
The reader should refer to 1] 21] for the general theory of spaces of orderings and abstract real spectra. The most striking consequences of this theory in the present context are various local-global principles relating properties of (Sper A; GA) with corresponding properties of the residue spaces (Sper p A; G p A), p a real prime.
In the commutative case, orderings on A with support p correspond naturally to orderings on the eld of fractions (p) of A=p, and (Sper p A; G p A) is naturally identi ed with the space of orderings of (p). In contrast, the situation in the noncommutative case is more complicated, as the following example shows. Example 1.6. In 14] Malcev gives an example of an integral domain which cannot be embedded in a skew eld. In 5] and 27] Chehata and Vinogradov prove, simultaneously and independently, that the example given by Malcev can be ordered. Consequently, noncommutative integral domains exist which have support f0g orderings but cannot be embedded in a skew eld. Malcev's example is a semigroup ring Z(T). T is the factor semigroup T = S= where S is the free semigroup on the letters a; b; c; d; x; y; u; v and is generated by ax by, cx dy, and au bv. Malcev proves that T is a cancellation semigroup which is not embeddable in a group and that Z(T) is an integral domain which is not embeddable in a skew eld. Chehata and Vinogradov show that T possesses a total ordering respecting the multiplication. (In fact there are many such orderings.) For any such ordering < on T we have an associated support f0g ordering P Z(T) consisting of all elements m 1 t 1 + ::: + m n t n with m i 2 Z, t i 2 T, t 1 < ::: < t n , and m 1 > 0 together with the element 0.
2. Preorderings and orderings. Notation 2.1. For any subset S A, A 2 (S) will denote the set of all permuted products of elements a 1 ; a 1 ; :::; a n ; a n ; s 1 ; :::; s m ; for a 1 ; :::; a n 2 A; s 1 Observe: For any ordering P of A, A 2 (P) = P. For consider any permuted product of a 1 ; a 1 ; :::; a n ; a n , s 1 ; :::; s m for a 1 ; :::; a n 2 A, s 1 ; :::; s m 2 P. Using the fact that P ?P = A together with the fact that ?1 commutes with elements of A, we can assume a 1 ; :::; a n 2 P, so PP P implies the permuted product is in P. (1) Suppose S T Q A where S is a quadratic m-system, T is a preordering and Q is a T-module (i.e., Q + Q Q and s 2 Q ) T s] Q) such that ?S \ Q = ;. If Q is maximal with these properties then Q \ ?Q is a prime ideal and Q ?Q = A (i.e., Q is a semi-ordering of A).
(2) Suppose S T A where S is a quadratic m-system and T is a preordering such that ?S \ T = ;. If T is maximal with these properties, then T is an ordering. Proof. (1) Theorem 3.5. Let T be a preordering of A such that p := T \ ?T is a prime ideal, and let a 2 A. Then the following are equivalent:
(1) a = 2 P for all orderings P of A with T P and P \ ?P = p. (2) (T + T a]) \ ?(T + T a]) % p. (3) ?sa = t for some s; t 2 Tnp. Proof. (1) ) (2) . If (T + T a]) \ ?(T + T a]) = p, then we can apply Theorem 3.2 to get an ordering P with P T + T a] and P \ ?P = p. This contradicts (1) . (2) ) (3 (1) . If a 2 P for some ordering P with P T and P \ ?P = p, then t = ?sa 2 P \ ?P = p, a contradiction. 4. The Positivstellensatz.
As in the commutative case 2] 12], various versions of the Positivstellensatz hold. We mention some of these now, in passing. We continue with the notation of Section 1. We assume T is a preordering of A and X = fP 2 Sper A j t(P) 0 for all t 2 Tg. We prove a generalization of Theorem 1. 2 p, then, for P 2 X p , a; b 2 P ) c 2 P, and a; b 2 ?P ) c 2 ?P. This means either c(P)a(P) = 1 or c(P)b(P) = 1 for all P 2 X p , so c 2 Dha; bi.
To show the other inclusion, let c 2 Dha; bi. Then either a(P)c(P) = 1 or b(P)c(P) = 1 for all P 2 X p . Let T 0 = T p + T p ?ac] and T 00 = T 0 + T 0 ?bc]. Since either ac(P) = 1 or bc(P) = 1 for all P 2 X p , we have either ac 2 P or bc 2 P for all P 2 X p . Thus there is no ordering with support f0g containing T 00 so, by Theorem 3.2, T 00 \ ?T 00 6 = f0g. There (1) AX1 is clear. Let f : G p ! f?1; 1g satisfy the conditions of AX2 and let P = fa 2 Anp j f(a) = 1g p. Since f(1) = 1, we see that T P. Also, it is easy to check that P ?P = A, P \ ?P = p, PP P, and P + P P. ( :::; a n i by (2) . For the inclusion , suppose b 2 Dha 1 ; :::; a n i. Let a 0 = ?b.
From standard properties of value sets (for example, see the description of value sets given in Remark 5.3 below) we know that ?a i 2 Dha 0 ; :::; a i?1 ; a i+1 ; :::; a n i holds for i = 0; :::; n. Using this and (2) (3) (X p ; G p ) possesses a P-structure 21, page 79]. In the paper which is the sequel to this we show more is true, namely (X p ; G p ) has a natural P-structure coming from real places on the integral domain A=p and also Br ocker's trivialization theorem for fans holds. (4) The isotropy theorem holds. Also, the structure theorem for spaces of orderings of nite chain length applies to (X p ; G p ) if (X p ; G p ) has nite chain length 21, pages 65 and 67].
6. The main theorem.
In the previous section we considered orderings on A having as support a xed real prime. In this section we look at the complete set of orderings of A. (2) . Also, we want to describe the value sets Dha 1 ; :::; a n i and the transversal value sets D t ha 1 ; :::; a n i in this situation.
We prove a more general result. Namely, we x a preordering T in A with ?1 = 2 T, and we let X = fP 2 Sper A j t(P) 0 for all t 2 Tg. Also, we denote by G the set of all restrictions of elements of GA to X. Value sets and transversal value sets are de ned as in 21, pages 99 and 105], i.e., D t hai = fag, D t ha 1 ; a 2 i = fc 2 G j a 1 (P) + a 2 (P) = c(P) + c(P)a 1 (P)a 2 (P), for all P 2 Xg, and D t ha 1 ; :::; a n i = c2D t ha 2 ;:::;a n i D t ha 1 ; ci, if n 3, for all a; a 1 ; :::; a n 2 G, and Dhai = fb 2 a j b 2 Gg, Dha 1 ; a 2 i = fc 2 G j c 2 (P)a 1 (P) + c 2 (P)a 2 (P) = c(P) + a 1 (P)a 2 (P)c(P), for all P 2 Xg, and Dha 1 ; :::; a n i = c2Dha 2 ;:::;a n i Dha 1 ; ci, if n 3, for all a; a 1 ; :::; a n 2 G. We want to show the pair (X; G)
is an abstract real spectrum, i.e., that it satis es the following axioms:
AX1. X (2) For any a 1 ; :::; a n 2 A, Dha 1 ; :::; a n i = fb j b 2 T a 1 ] + ::: + T a n ]g. (3) For any a 1 ; ::; a n 2 A, D t ha 1 ; :::; a n i = fb j there exists a 0 1 ; :::; a 0 n 2 A with b = a 0 1 + ::: + a 0 n and a 0 i = a i ; i = 1; :::; ng: Here, in (2) and (3) it has to be understood that a denotes the restriction of a to X. So we turn our attention to (2) and (3). For each of these, the inclusion is easy, so we concentrate on proving the other inclusion. Also, from the description of transversal value sets given in 21, Prop. 6.2.7], one sees that it is possible to deduce (3) from (2). According to 21, Prop. 6.2.7], ?a 0 2 D t ha 1 ; :::; a n i holds i ?a i 2 Dha 0 ; :::; a i?1 ; a i+1 ; :::; a n i holds for i = 0; :::; n. Using this and (2) Thus we are left with proving the non-trivial inclusion of (2) . As in the commutative case, this reduces to the case n = 2, but the proof for n = 2 given in the commutative case (see 21, Prop. 5.5.1]) does not seem to generalize easily. Here we take a di erent approach which has elements in common with the approach taken in 1]; namely we use Theorem 2.6 (1).
Suppose a 2 A is such that a is not in the set fb j b 2 T a 1 ]+:::+T a n ]g. Then, for each k 0, a 2k+1 is not in the T-module ?T a]+T a 1 ]+:::+T a n ]. For if a 2k+1 = ?s+s 1 +:::+s n with s 2 T a] and s i 2 T a i ], then a 2k+1 + s = s 1 + ::: + s n and a = a 2k+1 + s which contradicts our assumption. This implies that ?a 2k = 2 T + T ?a 1 a] + ::: + T ?a n a] for k 0. Let Q be a T-module containing T +T ?a 1 a]+:::+T ?a n a] and maximal subject to the condition ?S \Q = ; where S = fa 2k ; k 0g, and let p = Q\?Q, T p = T +p. Then p is T-compatible and T p \(T p a 1 a]+:::+T p a n a]) Q\?Q = p. Since p is a real prime and a = 2 p, this implies that T p a]\(T p a 1 ]+:::+T p a n ]) p. Let X p = fP 2 X j P \?P = pg and consider the residue space (X p ; G p ). Here From the Claim (using the obvious fact that X p X), it follows that a = 2 Dha 1 ; ::::; a n i.
Note that some of the a i may be in p, but this does not alter the validity of the argument. This completes the proof of Theorem 6.1.
