Abstract: Consider two p-variate populations, not necessarily Gaussian, with covariance matrices Σ 1 and Σ 2 , respectively, and let S 1 and S 2 be the sample covariances matrices from samples of the populations with degrees of freedom T and n, respectively. When the difference ∆ between Σ 1 and Σ 2 is of small rank compared to p, T and n, the Fisher matrix F = S −1 2 S 1 is called a spiked Fisher matrix. When p, T and n grow to infinity proportionally, we establish a phase transition for the extreme eigenvalues of F : when the eigenvalues of ∆ (spikes) are above (or under) a critical value, the associated extreme eigenvalues of the Fisher matrix will converge to some point outside the support of the global limit (LSD) of other eigenvalues; otherwise, they will converge to the edge points of the LSD. Furthermore, we derive central limit theorems for these extreme eigenvalues of the spiked Fisher matrix. The limiting distributions are found to be Gaussian if and only if the corresponding population spike eigenvalues in ∆ are simple. Numerical examples are provided to demonstrate the finite sample performance of the results. In addition to classical applications of a Fisher matrix in high-dimensional data analysis, we propose a new method for the detection of signals allowing an arbitrary covariance structure of the noise. Simulation experiments are conducted to illustrate the performance of this detector.
Introduction
Consider two p-variate populations with covariance matrices Σ 1 and Σ 2 , respectively, and let S 1 and S 2 be the sample covariances matrices from samples of the populations with degrees of freedom T and n, respectively. Specifically, if both populations are Gaussian, T S 1 and nS 2 are distributed as Wishart W P (T, Σ 1 ) and W P (n, Σ 2 ), respectively. For testing the equality hypothesis H 0 : Σ 1 = Σ 2 , the likelihood ratio statistic relies on the p characteristic roots of the determinental equation
(1.1)
Here and throughout the paper, the determinant of a matrix A is denoted by either |A| or det(A). As a famous story in multivariate analysis of last century, the joint distribution of these characteristic roots for Gaussian populations was simultaneously and independently published in 1939 by R. A. Fisher, S. N. Roy, P. L. Hsu and M. A. Girshick. When S 2 is invertible, these roots are simply the eigenvalues of the matrix F = S −1 2 S 1 , widely known as a Fisher matrix in the literature, which generalises the one-dimensional Fisher ratio.
Another breakthrough is the work of Wachter (1980) where he finds a deterministic limit, the celebrated Wacheter distribution, for the empirical measure of these roots when the dimension p grows to infinity proportionally to the degrees of freedom T and n (under the Gaussian assumption). Wachter's result has been later extended to non-Gaussian populations in what is now called the random matrix theory and two early examples of such extensions are Silverstein (1985) and Bai et al. (1987) . It is also important to notice that the determinental equation (1.1) arises not only in the classical hypothesis testing problem mentioned above, it indeed covers also similar equations arising in important fields of multivariate analysis such as discriminant analysis, canonical correlation analysis and MANOVA, see Wachter (1980) . Needless to say that such limiting results allowing large values of dimension p comparable to the degrees of freedom (i.e. sample sizes) are going to have much impact on today's highdimensional data analysis. A particularly important question is to investigate the properties of the characteristic roots under an alternative of form
where ∆ is a nonnegative definite matrix of rank M. When p, T and n are all large, the discrimination between the null hypothesis and the alternative is not difficult if the rank difference M is all large. The real challenge here lies in detecting a small rank-M alternative. In this perspective and assuming M is a fixed integer while p, T and n grow to infinity proportionally, the empirical measure of the p characteristic roots of (1.1) will be affected by a difference of order M/p which vanishes, so that its limit remains the same as in the null hypothesis, i.e. the Wachter distribution. In other words, such global limit from all the characteristic roots will be of little help for distinguishing the two hypotheses. It happens that the useful information to detect a small rank alternative is encoded in a few largest characteristic roots of (1.1). In a recent preprint Dharmawansa et al. (2014) , by assuming both population are Gaussian and M = 1, these authors show that, when the norm of the rank-1 difference ∆ (spike) exceeds a phase transition threshold, the asymptotic behaviour of the log-ratio of the joint density of these characteristic roots under a local deviation from the spike depends only on the largest characteristic root l p,1 and the statistical experiment of observing all the characteristic roots is locally asymptotically normal (LAN). As a by-product of their analysis, the authors also establish joint asymptotic normality of a few of the largest roots when the corresponding spikes in ∆ (with M > 1) exceed the phase transition threshold. As it can be guessed, the analysis given in this reference highly rely on the Gaussian assumption so that the joint density function of the characteristic roots has indeed an explicit form under both the null and the alternative, and the main results are obtained via an accurate analytic approximation of the log-ratio of these density functions when the dimension p, T and n grow to infinity proportionally.
Intrigued by these findings, in this paper, we explore the same questions for general populations without Gaussian assumption. It is thus apparent that the joint density of the characteristic roots no more exist and new techniques are needed to solve the questions. Our approach relies on the tools borrowed from the theory of random matrices. This theory is closely connected to modern high-dimensional statistics, and has provided in recent years many efficient estimation and testing procedures for high-dimensional data analysis. Excellent introduction and surveys on this approach can be found in Bai (2005) , Johnstone (2007) , Johnstone and Titterington (2009) and Paul and Aue (2014) . A methodology particularly successful both in theory and applications within this approach relies on the spiked population model coined in Johnstone (2001) . This model deals with one population only with a unit population covariance matrix I p and the hypotheses are simply H 0 : Σ 1 = I p versus H 1 : Σ 1 = I p + ∆ where ∆ is a rank-M difference as in (1.2). Again for small rank M, the discrimination between both hypotheses will rely on the extreme eigenvalues of the sample covariance matrix S 1 . Important results have been obtained in the last decade on the behaviour of these extreme eigenvalues. For example, the fluctuation of largest eigenvalues of a sample covariance matrix from a complex spiked Gaussian population is studied in Baik et al. (2005) . These authors uncover a phase transition phenomenon: the weak limit and the scaling of these extreme eigenvalues are different depending on whether the eigenvalues of ∆ (spikes) are above, equal or below a critical value, situations refereed as super-critical, critical and sub-critical, respectively. In Baik and Silverstein (2006) , the authors consider the spiked population model with general populations (not necessarily Gaussian). For the almost sure limits of the extreme sample eigenvalues of S 1 , they find that if a population spike (in ∆) is large or small enough, the corresponding sample spike eigenvalues will converge to a limit outside the support of the limiting spectrum (outliers). In Paul (2007) , a CLT is established for these outliers, i.e. the super-critical case, under the Gaussian assumption and assuming that population spikes are simple (multiplicity 1). The CLT for super-critical outliers with general populations and arbitrary multiplicity numbers is developed in Bai and Yao (2008) . This theory has been later extended for generalised spiked population model in Bai and Yao (2012) .
In summary, from the perspective of spiked population model, the Fisher matrix F = S −1 2 S 1 under the alternative (1.2) can be viewed as a spiked Fisher matrix and it is important to establish a theory for this two-population Fisher matrix F in the vein of the results discussed above on the one-population spiked covariance matrix S 1 . As said before, in Dharmawansa et al. (2014) , the authors have already identified the transition phenomenon for the extreme eigenvalues under the Gaussian assumption, and these eigenvalues are proved to be asymptotic normal assuming that the spike eigenvalues in ∆ are simple. The main contributions of the paper are the following. We prove that this phase transition phenomenon for extreme eigenvalues of a spiked Fisher matrix is universal, valid for general populations under some suitable moment conditions. Next, we provide a general CLT for the extreme sample eigenvalues of F in the super-critical regime: the limiting distributions are not necessarily Gaussian; they are Gaussian if and only if the population spikes in ∆ are simple.
In addition to the motivations given so far on the importance of a spiked Fisher matrix, we are able to implement an application of the general theory developed in this paper in the context of a signal detection problem with a large number of detectors, see Section 7. Indeed, this problem has its own interests and even with quite limited experiments, we show that our implementation can lead to very reliable solutions.
Finally, within the theory of random matrices, the techniques we use in this paper for spiked models are closely connected to other random matrix ensembles through the concept of small-rank perturbations. The goal is again to examine the effect caused on the extreme sample eigenvalues by such perturbations. Theories on perturbed Wigner matrices can be found in Péché (2006) , Féral and Péché (2007) , Capitaine et al. (2009) , Pizzo et al. (2013) and Renfrew and Soshnikov (2013) . In a more general setting of finiterank perturbation including both the additive and the multiplicative one, point-wisely convergence of extreme eigenvalues is established in Benaych-Georges and Nadakuditi (2011) while their fluctuations are studied in . In addition, Benaych-Georges and Nadakuditi (2011) contain also results on spiked eigenvectors.
The rest of the paper is organised as follows. First, the exact setting of the spiked Fisher matrix F = S −1 2 S 1 is introduced in Section 2. Then in Section 3, we establish the phase transition phenomenon for the extreme eigenvalues of F where the transition boundary is explicitly obtained. Next, CLTs for those extreme eigenvalues fluctuating around some outliers (i.e. the super-critical case) are established first in Section 4 for one group of sample eigenvalues corresponding to a same population spike, and then in Section 6 for all the groups jointly. Section 5 contains numerical illustrations that demonstrate the finite sample performance of our results. In Section 7, we develop in details a signal detection technique with prewhitening. Proofs of the main theorems are included in these sections while some technical lemmas are postponed into the Appendix A.
Spiked Fisher matrix and preliminary results
In what follows, we will assume that Σ 2 = I p . This assumption does not loss any generality since the eigenvalues of the Fisher matrix
. Also we will write Σ p for Σ 1 to signify the dependence on the dimension p. Therefore, the sample covariance matrices S 1 and S 2 that make up the Fisher matrix F = S −1 2 S 1 are assumed to have the following structure. Let
(2.1) and
be two independent arrays, with respective size p × n and p × T , of independent real-valued random variables with mean 0 and variance 1. The sample covariance matrix S 2 is
Next, Σ p is a rank M perturbation of I p ; therefore, we can assume that it has the spiked structure of form
where
Throughout the paper, we consider an asymptotic regime of Marčenko-Pastur type, i.e.
p ∧ n ∧ T → ∞, y p := p/n → y ∈ (0, 1), and
Recall that the empirical spectral distribution (ESD) of a p ×p matrix A with eigenvalues {λ j } is the distribution p −1 p j=1 δ λ j where δ a denotes the Dirac mass at a. Since the total rank M generated by the k spikes is fixed, the ESD of F will have the same limit (LSD) as there were no spikes. This limiting spectral distribution, the celebrated Wachter distribution, has been known for a long time.
Proposition 2.1. For the Fisher matrix F = S −1 2 S 1 with the sample covariance matrices S i 's given in (2.3)-(2.5), assume that the dimension p and the two sample sizes n, T grow to infinity proportionally as in (2.6). Then almost surely, the ESD of F weakly converges to a deterministic distribution F c,y with a bounded support [b 1 , b] and a density function given by
Furthermore, if c > 1, then F c,y has a point mass 1 − 1/c at the origin. Also, the Stieltjes transform s(z) of F c,y equals:
(2.9)
Remark 2.1. Assuming both populations are Gaussian, (Wachter , 1980, Theorem 3.1) derives the limiting distribution for roots of the determinental equation ,
The continuous component of the distribution has a compact support [A 2 , B 2 ] with density function proportional to
It can be readily checked that by the change of variable z = cx 2 /{y(1 − x 2 )}, the density of the continuous component of the LSD of F is exactly (2.7). The validity of this limit for general populations (non necessarily Gaussian) is due to Silverstein (1985) and Bai et al. (1987) .
, we define the following integrals with respect to F c,y (x): In this section, we establish a phase transition phenomenon for the extreme eigenvalues of F = S −1 2 S 1 , that is, when a population spike a i with multiplicity n i is larger (or smaller) than a critical value, a packet of n i corresponding sample eigenvalues of F will jump outside the support [b 1 , b] of its LSD F c,y and converge all to a fixed limit. Otherwise, these associated sample eigenvalues will converge to one of the edges b 1 and b.
For notation convenience, let γ = 1/(1 − y) ∈ (1, ∞). Define the function
which is a rational function with a single pole γ. An example is depicted in Figure 1 with parameters (c, y) = (
). The function has an asymptote of equation g(x) = γ(x+c−1+γ) when |x| → ∞.
By assumption, the k population spike eigenvalues {a i } are all positive and non unit. We order them with their multiplicities in descending order together with the p − M unit eigenvalues as
That is, k 0 of these spike eigenvalues are larger than 1 while the other k − k 0 are smaller. Let
Notice that the cardinality of each J i is n i . Next, the sample eigenvalues {l p,j } of the Fisher matrix S −1 2 S 1 are also sorted in the descending order as l p,1 ≥ l p,2 ≥ · · · ≥ l p,p . Therefore, for each spike eigenvalue a i , there are n i associated sample eigenvalues {l p,j , j ∈ J i }.
Theorem 3.1. For the Fisher matrix F = S −1 2 S 1 with the sample covariance matrices S i 's given in (2.3)-(2.5), assume that the dimension p and the two sample sizes n, T grow to infinity proportionally as in (2.6). Then for any spike eigenvalue a i (i = 1, · · · , k), it holds that for all j ∈ J i , l p,j almost surely converges to a limit
Basically, the theorem establishes a phase transition phenomenon for the largest and smallest sample eigenvalues of a Fisher matrix. Consider again the example shown in Figure 1 . The transition boundary is indicated with the boundary points A and B with respective coordinates
When the spike is large enough or small enough, the corresponding sample eigenvalues converge to φ(a i ) located outside the support [b 1 , b] of the LSD of F . Otherwise, they converge to one of its edges b 1 and b. It is worth observing that when y → 0, the φ(x) function tends to the function wellknown in the literature for similar transition phenomenon of a spiked sample covariance matrix, i.e.
see e.g. the ψ-function on Figure 4 of Bai and Yao (2012) . These functions share a same shape; however the pole here equals γ = 1/(1 − y) which is larger than the pole 1 for the case of a spiked sample covariance matrix. As said in Introduction, this transition phenomenon has already been established in a preprint Dharmawansa et al. (2014) (their Proposition 5) under Gaussian assumption and using a completely different approach. Theorem 3.1 proves that such a phase transition phenomenon is indeed universal.
Proof. (of Theorem 3.1) The proof is divided into the following three steps:
• Step 1: we derive the almost sure limit of an outlier eigenvalue of S −1 2 S 1 ;
• Step 2: we show that in order for the extreme eigenvalue of S −1 2 S 1 to be an outlier, the population spike a i should be larger (or smaller) than a critical value; • Step 3: if not so, the extreme eigenvalue of S −1 2 S 1 will converge to one of the edge points b and b 1 .
Step 1: Let l p,j (j ∈ J i ) be the outlier eigenvalue of S −1 2 S 1 corresponding to the population spike a i . Then l p,j must satisfy the following equation:
and it is equivalent to
Now we make some short-hands. Denote Z = Z 1 Z 2 , where Z 1 is the n observations of its first M coordinates and Z 2 the remaining. We partition X accordingly as
where X 1 is the T observations of its first M coordinates and X 2 the remaining. Using such a representation, we have
In all the following, we denote by S the Fisher matrix
side of (3.8), then it will generate an equation. Solving this equation will give the value of its limit.
First, consider the terms (III) and (IV ). Since (Z 1 , X 1 ) is independent of (Z 2 , X 2 ), using Lemma A.2, we see these two terms will converge to some constant multiplied by the covariance matrix between X 1 and Z 1 . On the other hand, X 1 is also independent of Z 1 , we have
Therefore, these two terms will both tend to a zero matrix 0 M ×M almost surely. So the remaining task is to find the limit of (I) and (II). We recall the expression of X 1 and Z 1 that
According to Lemma A.2, we have
here, we denote λ i as the limit of the outlier {l p,j , j ∈ J i }. For the same reason,
Therefore, combining (3.8), (3.9) and (3.10), we have the determinant of the following
equal to zero, which is also to say that λ i satisfies the equation:
Finally, together with the expression of the Stieltjes transform of a Fisher matrix in (2.9), we have
where the function φ(x) is defined in (3.4).
Step 2: Define s(z) as the Stieltjes transform of the LSD of 
Recall the expression of s(z) in (2.9), we have
On the other hand, due to (3.11) and (3.12), we have the value for s(λ i ):
Since λ i is outside the support of the LSD, we have
which is also to say that
Then (3.15) says that s(b) must be smaller than the minimum value on its right hand side, whose minimum value is attained when λ i = b (the right hand side of (3.15) is a decreasing function of λ i ). Similarly, (3.16) says that s(b 1 ) must be larger than the maximum value on its right hand side, which is attained when λ i = b 1 . Therefore, the condition for λ i be an outlier is:
Finally, using (3.13) together with the value of b and b 1 , we have:
which is equivalent to say that (recall the expression of γ that γ = 1/(1 − y)):
Step 3: In this step, we show that if the condition in Step 2 is not fulfilled, then the extreme eigenvalues of S −1
2 S 1 will tend to one of the edge points b 1 and b. For simplicity, we only show the convergence to the right edge b: the proof for the convergence to the left edge b 1 is similar. Thus suppose all the a i > 1 for i = 1, · · · , k. For now, we make some short-hands. Let
and
where B 11 and A 11 are the corresponding blocks with size M ×M. Using the inverse formula for block matrix,
The part
is of rank M; besides, we have
since X 1 is independent of X 2 . Therefore, the M nonzero eigenvalues of the matrix −(
11 B 12 will all tend to zero (so is its largest one). Then consider the second part of (3.18) as follows.
Z 1 is a projection matrix of rank p − M, it has the spectral decomposition:
where V is a n × n orthogonal matrix. Since M is fixed, the ESD of P tends to δ 1 , which leads to the fact that the LSD of the matrix 1 n Z 2 P Z * 2 is the standard Marčenko-Pastur law. Then the matrix (
−1 B 22 is a standard Fisher matrix, and its largest eigenvalues (finitely many) will tend to the right edge b of the Wachter distribution. It follows then the two largest eigenvalues of C, say α 1 (C) and α 2 (C), also tend to b.
2 S 1 , we have by Cauchy interlacing theorem
Thus l p,M +1 → b either. On the other hand, we have
so that for some positive constant θ, lim sup l p,1 ≤ θ. Consequently, almost surely,
in particular the whole family {l p,j , 1 ≤ j ≤ M} is bounded. Now let 1 ≤ j ≤ M be fixed and assume that a subsequence (l p k ,j ) k converges to a limit β ∈ [b, θ]. Either β = φ(a i ) > b or β = b. However, according to Step 2, β > b implies that a i > γ{1 + √ c + y − cy}, and otherwise, we have a i ≤ γ{1 + √ c + y − cy}. Therefore, accordingly to one of these two conditions, all subsequences converge to a same limit φ(a i ) or b, which is thus also the unique limit of the whole sequence (l p,j ) p . The proof of Theorem 3.1 is complete.
Central limit theorem for the outlier eigenvalues of
The aim of this section is to give a CLT for the n i -packed outlier eigenvalues:
where each U i is a M × n i matrix that corresponds to the n i -packed spike eigenvalue a i .
Theorem 4.1. Assume the same assumptions as in Theorem 3.1 and in addition, the variables (z ij ) (in (2.1)) and (w kl ) (in (2.2)) have the same first four moments and denote v 4 as their common fourth moment:
Then for any population spike a i satisfying |a i − γ| > γ √ c + y − cy, the normalised n ipacked outlier eigenvalues of S −1 2 S 1 : √ p {l p,j − φ(a i ), j ∈ J i } converge weakly to the distribution of the eigenvalues of the random matrix −U *
is a M × M symmetric random matrix, made with independent Gaussian entries of mean zero and variance
3)
Numerical illustrations of this theorem are detailed in the next section.
Remark 4.1. Notice that the result above involves the i-th block U i of the eigen-matrix U. When the spike a i is simple, U i is unique up to its sign, then U * i R(λ i )U i is uniquely determined. But when a i has multiplicities greater than 1, U i is not unique; actually, any rotation of U i can be an eigenvector matrix corresponding to a i . Therefore, Lemma A.1 in the Appendix states that, such a rotation will not affect the eigenvalues of the matrix
Proof. (proof of Theorem 4.1)
Step 1: Convergence to the eigenvalues of the random matrix −U * i R(λ i )U i /∆(λ i ). We start from (3.8). First we make some short hands. Define 5) then (3.8) could be written as
The remaining is to find second order approximation of the four terms on the left hand side of (4.6). Using Lemma A.5 in the appendix, we have
where E[·] denotes the total expectation of all the preceding terms in the equation, and
Combining (4.6), (4.7), (4.8), (4.9), (4.10) and considering the diagonal block that corresponds to the row and column index in J i × J i leads to:
Furthermore, it will be established in Step 2 below that
for some random matrix R(λ i ). Using the device of Skorokhod strong representation (Skorokhod , 1956; Hu and Bai , 2014) , we may assume that this convergence hold almost surely by considering an enlarged probability space. Under this device, (4.12) is equivalent to say that √ p(l p,j −λ i ) tends to an eigenvalue of the matrix
. Finally, as the index j is arbitrary over the set J i , all the n i random variables
converge almost surely to the set of eigenvalues of the random matrix −U * i R(λ i )U i /∆(λ i ). Besides, due to Lemma A.3, we have
Step 2: Proof of the convergence (4.13) and structure of the random matrix R(λ i ). In the second step, we aim to find the matrix limit of the block random matrix
is the type of random sesquilinear form. Then using the results in Bai and Yao (2008) (Proposition 3.1 and Remark 1), we are able to find the matrix limit ofR n (λ i ). By assumption (b) that x i = Σ 1/2 p s i , we have its first M components
Recall the definition of R n (λ i ) in (4.11), we have
(4.14)
Therefore, if we consider its i-th block that corresponds to the row and column index in the set J i × J i :
Finally, using Lemma A.6 in the appendix leads to the result. The proof of Theorem 4.1 is complete.
Next we consider a special case where Ω p is diagonal, whose eigenvalues being all simple.
In other words, we have M = k and n i = 1 for all 1 ≤ i ≤ M. Hence U = I M . Following Theorem 4.1, we can derive the asymptotic normality for the normalised outlier eigenvalues of S −1 2 S 1 when |a i − γ| > γ √ c + y − cy.
Proposition 4.1. Under the same assumptions as in Theorem 3.1, with additional conditions that Ω p is diagonal and all its eigenvalues a i (1 ≤ i ≤ M) are simple, we have when |a i − γ| > γ √ c + y − cy, the outlier eigenvalue l i of S −1 2 S 1 is asymptotically Gaussian:
Remark 4.2. Notice that when the data are standard Gaussian, we have v 4 = 3, then the above theorem reduces to
which is exactly the result in Dharmawansa et al. (2014) , see setting 1 in their Proposition 11.
Proof. (of Proposition 4.1) Under the above assumptions, the random matrix
And since all the n i = 1, we have −[R(λ i )] i equals the (i, i)-th element of −R(λ i ), which is a Gaussian random variable with mean zero and variance
Therefore, combining with (4.1) we have
The proof of Proposition 4.1 is complete.
Numerical illustrations
In this section, numerical results are provided to illustrate the results of our Theorem 4.1 and Proposition 4. 2 S 1 . We are particularly interested in the distributions of l 1 , (l p−2 , l p−1 ) and l p , which corresponds to the spike eigenvalues a 1 , a 2 and a 3 , respectively.
Case of U = I 4
In this subsection, we consider a simple case that U = I 4 . Therefore, following Theorem 4.1, we have . Here, φ(a 2 ) = 0.13, ∆(λ 2 ) = 1.45 and R mn is the 2 × 2 symmetric random matrix, made with independent Gaussian entries of mean zero and variance
Simulations are conducted to compare the distributions of the empirical extreme eigenvalues with their limits.
Gaussian case
First, we assume all the z ij and w ij are i.i.d. standard Gaussian, thus v 4 − 3 = 0. And according to (5.1), R mn / √ 0.04 is the standard 2 × 2 Gaussian Wigner matrix (GOE). Therefore, we have Lower panels show contour plots of empirical joint density function of (l p−2 , l p−1 ) (left plot, after centralisation and scaling) and contour plots of their limits (right plot). Both the empirical and limit joint density functions are displayed using the two-dimensional kernel density estimates. Samples are from i.i.d. standard Gaussian distribution with U = I 4 with 1000 independent replications.
• √ p{l 1 − 42.67} → N(0, 4246.8) ,
√ p{l p−2 − 0.13, l p−1 − 0.13} converges to the eigenvalues of the random matrix −0.138 · W , here W is a 2 × 2 GOE. 
Binary case
Second, we assume all the z ij and w ij are i.i.d. binary variables taking values {1, −1} with probability 1/2, and in this case we have v 4 = 1. Similarly, we have
13} converges to the eigenvalues of the random matrix −R mn /1.45. Here, R mn is the 2 × 2 symmetric random matrix, made with independent Gaussian entries of mean zero and variance 
Case of general U
In this subsection, we consider the following non unit orthogonal matrix Lower panels show contour plots of empirical joint density function of (l p−2 , l p−1 ) (left plot, after centralisation and scaling) and contour plots of their limits (right plot). Both the empirical and limit joint density functions are displayed using the two-dimensional kernel density estimates. Samples are from i.i.d. binary distribution with U = I 4 and 1000 independent replications.
i.e., we have
Since Gaussian distribution is invariant under orthogonal transformation, we only consider the case that all the z ij and w ij to be i.i.d. binary variables taking values {1, −1} with probability 1/2, with all the other settings fixed as in Section 5.1. Then according to Theorem 4.1, we have
• The two-dimensional random vector √ p{l p−2 − 0.13, l p−1 − 0.13} converges to the eigenvalues of the random matrix −U * 2 R(λ 2 )U 2 /1.45. Here, R(λ 2 ) is the 4 × 4 symmetric random matrix, made with independent Gaussian entries of mean zero and variance 
Joint distribution of the outlier eigenvalues
In the previous section, we have obtained the following result for the outlier eigenvalues: the n i -dimensional real random vector √ p{l p,j − λ i , j ∈ J i } converges to the distribution of the eigenvalues of random matrix −U *
It is in fact possible to derive their joint distribution, i.e. the limit of the M-dimensional real random vector
(6.1)
Such joint convergence results are useful for inference procedures where consecutive sample eigenvalues are used such as their differences or ratios, see e.g. Onatski (2009) and Passemier and Yao (2014) . Lower panels show contour plots of empirical joint density function of (l p−2 , l p−1 ) (left plot, after centralisation and scaling) and contour plots of their limits (right plot). Both the empirical and limit joint density functions are displayed using the two-dimensional kernel density estimates. Samples are from i.i.d. binary distribution with U given by (5.2) and 1000 independent replications.
(6.1) converges in distribution to the eigenvalues of the M × M random matrix 
where the matrices R(λ i ), made with zero-mean independent Gaussian random variables, are defined in Theorem 4.1, with the the following covariance function between different blocks (l = s):
and A n (λ) is defined in (A.16).
The proof of this theorem is very close to that of Theorem 2.3 in Wang et al. (2014) , thus omitted.
In principle, the limiting parameters θ(l, s) and ω(l, s) can be completely specified for a given spiked structure. However, this will lead to quite complex formula. Here, we prefer explain a simple case where Ω p is diagonal whose eigenvalues |a i − γ| > γ √ c + y − cy (i = 1, · · · , M) are all simple, we have U = I M , M = k and n i = 1 (i = 1, · · · , M). Therefore, U * i R(λ i )U i in (6.2) reduces to the (i, i)-th element of R(λ i ), which is a Gaussian random variable. Besides, from Theorem 6.1, we see that the random variables {R(λ i )(i, i)} i=1,··· ,M are jointly independent since the index sets (i, i) are disjoint. Finally, we have the following joint distribution of the M outlier eigenvalues of S −1 2 S 1 . Proposition 6.1. Under the same assumptions as in Theorem 4.1, when Ω p is diagonal with all its eigenvalues |a i − γ| > γ √ c + y − cy being simple, the M outlier eigenvalues l p,j
Application to large-dimensional signal detection
In this section, we develop an application of the previous results to an inference problem where spiked Fisher matrices arise naturally. In a signal detection equipment, records are of form x i = As i + e i , i = 1, . . . , T (7.1) where x i is p-dimensional, s i is a k × 1 low-dimensional signal (k ≪ p) with unit covariance matrix, A a p × k mixing matrix, and (e i ) is an i.i.d. noise with covariance matrix Σ 2 . Therefore, the covariance matrix of x i can be considered as a k-dimensional perturbation of Σ 2 , denoted as Σ p in the following. Notice that none of the quantities in the r.h.s. of (7.1) is observed. One of the fundamental problem here is to estimate k, the number of signals present in the system. This problem is challenging when the dimension p is large, say has a comparable magnitude with the sample size T . When the noise has the simplest covariance structure, i.e. Σ 2 = σ 2 e I p , this problem has been much investigated recently and several solutions are proposed, see e.g. Kritchman and Nadler (2008) , Nadler (2010) , Yao (2012, 2014) . However the problem with an arbitrary noise covariance matrix Σ 2 , say diagonal to simplify, remains unsolved in the large-dimensional context (to the best of our knowledge). Nevertheless, there exists an astute engineering device where the system can be tuned in a signal-free environment, for example in laboratory: that is we can directly record a sequence of pure-noise observations z j , j = 1, . . . , n, which have the same distribution as the (e i ) above. These signal-free records can then be used to whiten the observations (x i ) as follows. Let 
; they are in fact independent of Σ 2 . Therefore, these eigenvalues can be thought as if Σ 2 = I p , that is S −1 2 S 1 becomes a spiked Fisher matrix as introduced in Section 2. This is actually the reason why the two sample procedure developed here can deal with an arbitrary covariance matrix of the noise while the existing one-sample procedures cannot. Based on Theorem 3.1, we propose our estimator of the number of signals as the number of eigenvalues of S −1 2 S 1 larger than the right edge point of the support of its LSD:
where (d n ) is a sequence of vanishing constants.
Theorem 7.1. Assume all the spike eigenvalues a i (i = 1, · · · , k) satisfy a i > γ + γ √ c + y − cy. Let d n be a sequence of positive numbers such that d n → 0, √ p · d n → 0 and p 2/3 · d n → +∞ as p → +∞, then the estimatork is constant, i.e.k → k in probability as p → +∞.
Remark 7.1. Notice here that there's no need for those spikes a i to be simple, the only requirement is that they should be properly strong enough (a i > γ + γ √ c + y − cy) for detection.
Proof.
(of Theorem 7.1). Since
we have 4) which is due to the assumption that
will tend to −∞ since we have always φ(a j ) > b when a i > γ + γ √ c + y − cy. On the other hand, by Theorem 4.1, √ p(l j − φ(a j )) in (7.4) has a limiting distribution; it is then bounded in probability. Therefore, we have
and the part p 2/3 (l k+1 − b) is asymptotically Tracy-Widom distributed (see Bao et al. (2015) where the Tracy-Widom distribution for the largest eigenvalue of general sample covariance matrix is derived). As p 2/3 · d n tend to infinity as assumed, we have
Combine (7.3), (7.5) and (7.6), we have P {k = k} → 1 as p → +∞. The proof of Theorem 7.1 is complete.
We conduct a short simulation to illustrate the performance of our estimator. We fix y = 1/2 and c = 1/5 as in Section 5, and the value of p varies from 50 to 250, therefore, the critical value for a i in the model (2.4) (after whitening) is a i > γ{1 + √ c + y − cy} = 3.55.
For each given pair of (p, n, T ), we repeat 1000 times. The tuning parameter d n is chosen to be (log log p)/p 2/3 .
Next, suppose k = 3 and A is a p × 3 matrix of form A = ( √ c 1 v 1 , √ c 2 v 2 ), where c 1 = 10, c 2 = 5,
Besides, assume Cov(s i ) = I k . In this setting, we have two spike eigenvalues c 1 = 10, c 2 = 5 (before whitening) with multiplicity n 1 = 1, n 2 = 2, respectively. Finally, we choose Cov(e i ) to be either diagonal or non-diagonal as below. 
) . In this case, we have the three non-zero eigenvalues of (c
−1 equal 10, 5, 5, respectively, which are all larger than the critical value 3.55 − 1, therefore, the number of detectable signals is three;
• For Model 2: set Cov(e i ) be compound symmetric with all the diagonal elements equal 1 and all the off-diagonal elements equal 0.1. In this case, we have for each given p, the three non-zero eigenvalues of (c 1 v
−1 are all larger than 5.36(> 3.55 − 1). The number of detectable signals is again three. Tables 1 and 2 report the empirical frequency of our estimatork = 1, 2, 3, 4 in Model 1 and Model 2, respectively, where the true number of signals is k = 3. Also, Figure 5 shows more clearly the trends of the frequency of correct estimation in both cases. We can see the frequency both increase as p gets larger, which confirms the consistency of our estimator. i.e. V i = U i · A. Since < v i , v j > = < a ·i , a ·j > by orthogonality of {u j }, where a ·k = (a lk ) 1≤k≤n i , therefore, the matrix A is orthogonal.
Lemma A.2. Suppose X = (x 1 , · · · , x n ) is a p × n matrix, whose columns {x i } are independent random vectors. Y = (y 1 , · · · , y n ) is also similarly defined. Let Σ p be the covariance matrix of x i and y i , A is a deterministic matrix, then we have
Moreover, if A is random but independent of X and Y , then we have
Proof. We consider the (i, j)-th entry of XAY * :
Since X ik Y jl → Σ p (i, j) when k = l. Therefore, the right hand side of (A.2) tends to Σ p (i, j) · n k=1 A kk , which is equivalent to say that XAY * → tr A · Σ p .
Then (A.1) is simply due to the conditional expectation. The proof of Lemma A.2 is complete.
In all the following, λ refers to the outlier limit that λ = a(a − 1 + c) a − 1 − ay . If we denote η i as the i-th column of Z 2 , we have 1 n Z 2 Z If we denote δ i as the i-th column of X 2 , then we have 1 T X 2 X
