We propose the fusion between two concepts that are very successful in the area of 3D imaging and sensing. Kinect technology permits the registration, in real time, but with low resolution, of accurate depth maps of big, opaque, diffusing 3D scenes. Our proposal consists on transforming the sampled depth map, provided by the Kinect technology, into an array of microimages whose position; pitch and resolution are in good accordance with the characteristics of an integral-imaging monitor. By projecting this information onto such monitor we are able to produce 3D images with continuous perspective and full parallax.
tion (x, y, z) from the Kinect respectively. Fig. 2 shows that the points cloud information can reconstruct the virtual 3D scene correctly. Figure 1 Raw mapping between RGB image and depth information's result (left) and appropriate mapping result after our proposed method (right). Figure 2 Reconstruction of 3D points cloud into the 3D virtual space. Both panel shows that each point has its own position and color intensity's information. The depth information is determined by the physical location of the Kinect.
Our main goal here is to manipulate the real 3D points cloud in order to build the microimages and project them onto an InI monitor. However, we had some difficulties; standard units are different to calculate in our experiment and the Kinect's camera's resolution is too low to project it into the integral imaging monitor. Therefore, we prepare some algorithms to calculate correctly the elemental images; projection onto the integral imaging monitor and resizing calculations. To solve these critical points, firstly, we need to unify the units in our system. Basically, an image resolution's unit is represented by the pixel, but a depth value of distance and physical lenslet array's units are represented by the millimeter. In order to unify these units, we choose the calibrator as a measurement object (into our experiment, we choose the chessboard) and found that one pixel becomes equal to two millimeters. To be specific, in our experiment we used an iPad equipped with retina display (264 pixels/inch) as the integral imaging monitor, and a micro-lensletarray (MLA) consisting of 147× 147 lenslets of focal length L f =3.3mm and pitch p=1.0mm (Model 630 from Fresnel Technology). For our algorithms, any microimage was composed by 11 pixels, the gap between the microlenses and the display was fixed to g=36.3px, and the full size of the InI was 1617× 1617 pixels. The Kinect's usual resolution is 640× 480, and our target size is 1617× 1213. To resize the points cloud, we used the basic interpolation method which is called nearest-neighbor interpolation for each points cloud's point individually.
To generate an InI, we put a virtual pinhole array into the same virtual space of the 3D points cloud and back project each point through the pinholes, as in [19] . For the back projection from the points cloud into the pinhole array, we need to rearrangement the points to prevent overlapping each other. Fig. 3 shows the three different planes chosen for the pinhole array, called reference plane. The integral imaging monitor is shown in Fig. 4 . The monitor projects a full parallax 3D image to the observer. To test the usefulness of our approach, we made a second experiment. This time, the 3D scene consisted of a human model. In Fig. 5 , we show the captured RGB and calibrated depth image from the Kinect simultaneously. After capturing the 3D information, we place the 3D points cloud with the virtual pinhole array into the virtual 3D space, see Fig. 6 . Next, we calculate the microimages using our algorithm. Finally, the microimages are projected into our integral imaging monitor, see Fig. 7 . Final integral image's result from the pre-process (left) and our implemented result into the integral imaging monitor (right). It shows different perspective and parallaxes through our experimental system effectively. Note that the pinhole array's reference position was just behind of the human model.
