We construct Brownian motion on a class of fractals which are spatially homogeneous but which do not have any exact self-similarity. We obtain transition density estimates for this process which are up to constants best possible.
Introduction
There is now a fairly extensive literature on the heat equation on fractal spaces, and on the spectral properties of such spaces. Most of these papers treat sets F which have exact selfsimilarity, so that there exist 1-1 contractions i : F ! F such that i (F) \ j (F) is (in some sense) small when i 6 = j, and F = i i (F):
(1.1) In the simplest cases, such as the nested fractals of Lindstr m 18], F R d , the i are linear, and i (F) \ j (F) is nite when i 6 = j. For very regular fractals such as nested fractals, or Sierpinski carpets, it is possible to construct a di usion X t with a semigroup P t which is symmetric with respect to , the Hausdor measure on F, and to obtain estimates on the density p t (x; y) of P t with respect to . In these cases (see 3, 15] In the mathematical physics literature, the main interest is not in regular fractals, (except as models), but in irregular objects such as percolation clusters, which are believed to exhibit \fractal" properties. It is therefore of interest to investigate the extent to which bounds such as (1.2) hold for less regular sets with some \fractal" structure.
In this paper we will study a family of sets F, based on the Sierpinski gasket, which are locally spatially homogeneous, but which do not satisfy any exact scaling relation of the form (1.1). To give the essential avour of our results we consider a fractal rst discussed in 10]. Consider two regular fractals, the standard Sierpinski gasket SG(2) and a variant SG(3) -see Figure 1 . Each of these sets may be de ned by F = \ 1 n=0 F n where (for a = 2 or 3) F n is obtained from F n?1 by subdividing each triangle in F n?1 into a 2 smaller triangles, and deleting the`downward facing' ones. Thus we can write F n = (a) (F n?1 ) for a = 2; 3. (A more precise de nition of the maps (a) is given in Section 2.) Figure 1 : The rst stages in the construction of SG (2) and SG(3) Let = f2; 3g N , and let = ( 1 ; : : :) 2 ; we call an environment sequence. Given we can construct a set F ( ) = \ n F ( ) n where we use n to determine which construction to use at level n: we have F ( ) n = ( n ) F ( ) n?1 . Unless the sequence is periodic F ( ) does not have any exact scaling property, but it is spatially homogeneous in the sense that all triangles of a given size in F ( ) are identical. Figure 2 shows the rst 3 levels in the construction of the set F associated with the sequence = (2; 3; 2; :::). A previous paper by one of us 10] considered the case when the environment sequence was a sequence of i.i.d. random variables; the sets obtained were called`homogeneous random Sierpinski gaskets'. We use a di erent term here, as the sets studied in this paper are not necessarily random. An example of such a scale irregular Sierpinski gasket was discussed in Section 9 of 10]. We also remark that if, at each level, one chooses a di erent (random) procedure for subdividing each small triangle, then one obtains an example of the random recursive fractals studied in 19] , and that di usions on some sets of this type are studied in 11].
For the case described above our main results take the following form. For a = 2; 3 write (l a ; m a ; t a ) for the length, mass and time scaling factors (see 18]) associated with SG(a). Here (see 10]) we have (l 2 ; m 2 ; t 2 ) = (2; 3; 5) and (l 3 ; m 3 ; t 3 ) = (3; 6; 90=7). Let L 0 = M 0 = T 0 = 1, and set for n 1,
There is a natural` at' measure on F = F ( ) which is characterised by the property that it assigns mass M ?1 n to each triangle in F of side L ?1 n . In section 3 we will construct a -symmetric di usion X t , with semigroup P t , on F. We do this analytically, by constructing a regular local Dirichlet form E on L 2 (F; ). Here we follow the ideas of 16], 14], 8]; though the arguments of these papers do not directly cover the case treated here, they can be adapted without di culty to our situation.
Once we have constructed P t , we can prove the existence of a density p t (x; y) with respect to , and obtain bounds on p t , by using similar techniques to those developed for regular fractals in 3], 7].
To maintain consistency with notation for more general SGs introduced later, set B n = L n and let d w (n) = log T n = log B n ; d s (n) = 2 log M n = log T n ; (1.4) and for n; m 0 set k = k(m; n) = inffj 0 : T m+j =B m+j T n =B m g: (1.5) Note that k(m; n) = 0 if m n, and that if m < n then n < m + k(m; n) < 1. Theorem 1.1 (a) P t has a continuous density p t (x; y) with respect to . (b) There exist constants c 1 ; c 2 ; c 3 ; c 4 To understand these estimates intuitively rst note that if n a (where a = 2 or 3) then d w (n) log t a = log l a , d s (n) 2 log m a = log t a , and we recover the estimates for the heat kernels on the fractals SG(2) and SG(3) obtained in 5, 15] . For non-constant , d w (n) and d s (n) are the`e ective walk and spectral dimensions at level n'. For given t, x, y, let m; n be as in the Theorem, so that T ?1 n t and L ?1 m jx ? yj.
If m n then k(m; n) = 0, and the term in the exponential is of order 1, so that p t (x; y) t ?d s (n)=2 M n :
Since fy : jx ? yj L ?1 n g M ?1
n , it follows that in time T ?1 n the di usion X moves a distance O(L ?1 n ).
If m < n, so that jx ? yj is large relative to t, then n < m + k, and the estimates (1.6), (1.7) involve the two`dimensions' at di erent levels of the set. For the time factor we have d s (n) as before, but the exponent d w (m + k) involves the structure of F at a level ner than either the`space level' m or the`time level' n. In both cases we see that the heat kernel at time t is not greatly a ected by structures in the set F which appear at a length scale ner than L ?1 m+k ; that is by i for i m + k. In Section 6 we consider the case when d s (n) and d w (n) converge to limits d s and d w respectively, and in Theorem 6.1 we show that the bounds given in Theorem 1.1 can be written in terms of the limiting dimensions with correction terms. It is worth noting that we only obtain bounds of the form (1.2) if the convergence of d s (n) and d w (n) is essentially as fast as possible. (See Theorem 6.2 and the remark following).
If the environment sequence i are i.i.d. random variables, then it is clear that d s (n) and d w (n) converge a.s. In this case the results we obtain improve and extend those obtained in 10]; see Corollary 6.3 for the exact correction functions hidden by the " used in that paper.
In Section 2 we de ne the fractal F, and set up our notation. The construction of the process is outlined in Section 3, where we also establish the key inequalities involving the Dirichlet form E. Sections 4 and 5 deal with the transition density estimates, which lead to our main results Theorems 4.5 and 5.4, of which Theorem 1.1 is a special case. In Section 6 we look at some examples, and in Section 7 we use (1.6), (1.7) to estimate the eigenvalue counting function N( ).
Scale irregular Sierpinski gaskets
As the building blocks for our scale irregular Sierpinski gaskets will all be nested fractals, we begin by recalling from Lindstr m 18] the de nition of a nested fractal. See 18] for a fuller account of the motivation and de nitions. and let n (B) = : : : (B): By Hutchinson 12] , the map on the set of compact subsets of R D has a unique xed point F, which is a self-similar set satisfying F = (F).
As each i is a contraction, it has a unique xed point. Let F 0 be the set of xed points of the mappings i , 1 i m. A point x 2 F 0 is called an essential xed point if there exist i; j 2 f1; : : : ; mg; i 6 = j and y 2 F 0 such that i (x) = j (y). We write F 0 for the set of essential xed points. Now de ne , with set of essential xed points F 0 , which satis es the axioms for nested fractals. Write F (a) for the nested fractal associated with (a) , and let t a be the time scaling factor (see 18])) of F (a) . (Note that the de nition of t a just involves the sets F 0 and F 
This set is not in general self-similar, but the family fF ( ) ; 2 g does satisfy the equation
(F ( ) ). Let H be the closed convex hull of F 0 . For many examples the families of maps (a) will have the additional property that At this point we x an environment sequence , and, except where clarity requires it, will drop from our notation.
We will use c, c 0 to denote unimportant positive constants, which may change in value from line to line, and c i to denote positive constants which will be xed in each section. Outside Section i we will refer to the j-th constant of Section i as c i:j . These constants will in general depend on the family of nested fractals speci ed by (a) , a 2 A, but will be independent of the particular environment sequence .
We de ne L n , T n and M n by (1.3). We de ne the word space W associated with F by W = We write W n = f(w 1 ; : : : ; w n ) : 1 w i m i ; 1 i ng for the set of words of length n. Let be the unique measure on F such that ( wjn (F ( n ) )) = M ?1 n for all w 2 W, n 0. As for nested fractals we de ne F n = w2W n w (F 0 ), and call sets of the form wjn (F 0 ) n-cells, and the sets wjn (F ( n ) ) n-complexes. We de ne a natural graph structure on F n by letting fx; yg be an edge if and only if x; y both belong to the same n-cell. This graph is connected by (A1); write n (x; y) for the graph distance in F n . ( 
For some simple fractals the distance d is equivalent to Euclidean distance. We just prove this for the examples given in the introduction. Proof. Note that as l a = b a for each a 2 A, L n = B n for all n. If x, y 2 F n then there exists a path in F n connecting x and y of length L ?1 n n (x; y). So d(x; y) jx ? yj for x, y 2 F n , and this inequality extends to F.
The other inequality requires a little more work. For x 2 F let n (x) denote the corner of the n-complex containing x which is closest (in Euclidean distance) to x, where we adopt some procedure for breaking ties. (If x 2 F n then n (x) = x). We have n+1 ( n+1 (x); n (x)) 3, so that d( n+1 (x); n (x)) 3L ? . It will be useful to keep in mind the interpretation of Dirichlet forms in terms of electrical networks { see 4, 14] . Note that as F n is a discrete set, the space C(F n ) of continuous functions on F n is just the space of all functions on F n . For f 2 C(F 0 ) de ne E 0 (f; g) = 1 2 X x;y2F 0 (f(x) ? f(y))(g(x) ? g(y)):
Set r a = t a =m a : we call r a the resistance scaling factor of the nested fractal F (a) . Set
E n (f; g) = R n X w2W n E 0 (f w ; g w ):
Then we can write
where e n (x; y) = 1 if there exists w 2 W n such that x; y 2 w (F 0 ), and e n (x; y) = 0 otherwise. The choice of R n above ensures that the Dirichlet forms E n have the decimation property E n?1 (g; g) = inffE n (f; f) : fj F n?1 = gg for g 2 C(F n?1 ); Proof. Let g(z 0 ) = 0, g(z 1 ) = g(z 2 ) = 1, so that E 0 (g; g) = 2. We let 1 = a and apply (3.5) in the case n = 1. For (3.6) let f(x) = for x 2 F 1 ? F 0 . Then E 1 (f; f) = r a (2
so that, taking = 2=3, we obtain r a 3=2.
To prove (3. The following decomposition of Dirichlet forms is along the same lines as that given in 15], but the non-constant environment gives it a more cumbersome form. We use notation such as R n ( ) to denote the quantity R n associated with the environment sequence . . As (E; F) is regular and local, there exists a Feller di usion (X t ; t 0; P x ; x 2 F) with semigroup P t , which we will call Brownian motion on F. As in 8] we deduce from Theorem 3.3 that G = R e ? t P t dt has a bounded symmetric density g (x; y) with respect to . As g (x; y) 2 F C(F), g (x; :) is continuous for each x. As in Lemma 2.9 of 7], it follows that P t has a bounded symmetric density p t (x; y) with respect to , and that p t (x; y) satis es the Chapman-Kolmogorov equations. We now obtain upper bounds on p t (x; y), beginning with the on-diagonal upper bound, where we follow closely the argument of 17]. Let u 0 2 F with u 0 0 and ku 0 k 1 = 1. Set u t (x) = (P t u 0 )(x) and g(t) = ku t k 2 2 . We remark that g is continuous and decreasing. As the semigroup is Markov, ku t k 1 = 1, and As in 7], Lemma 4.6 we can now use the symmetry of p t (x; y), and the fact that it satis es the Chapman-Kolmogorov equations, to deduce that p t (x; y) is jointly continuous in x; y for each t. We therefore obtain from Lemma 4.1 the pointwise bound p t (x; y) c 1 M n ; x; y 2 F: As the function k(m; n) plays a crucial role in our bounds, we need to spend a little time exploring its properties. First, we recall the inequalities 2 b a b , 4 t a t , 2 b a t a =b a t =2, from (2.7) and Lemma 3. where m; n satisfy (4.19), and k = k(m; n).
Lower Bounds
In this section we use techniques developed in 3], 7] to obtain lower bounds on p t (x; y) which will be identical, apart from the constants, to the upper bound . So, using Cauchy-Schwarz, If t T ?1 n then t=2 T ?1 n+1 , so we deduce that p t (x; x) cM n+1 c 1 M n . 2
We need to extend this`on-diagonal lower bound' to a`near-diagonal lower bound', which we do via an estimate on the H older continuity of the heat kernel. Proof. Using (5.5) we see that the bound is satis ed if m n. Now let m < n, write k = k(m; n), and choose j; l with 0 j < l < c such that 2 l?j 3b =c 2 ; (b ) l < (2b ) j ; note that such a choice is possible, with a constant c depending only on c 2 ; and combining this with (6.9), (6.10) and (6.11) we obtain (6.6).
The lower bound is proved in exactly the same way. 2
The on-diagonal bounds here are (up to constants) the best possible. Set We can apply Theorem 6.1 to the case when the environment random variables i (dened on a probability space ( ; F; P)) are i.i.d. with (non-degenerate) distribution (p a ).
By the law of the iterated logarithm the random variables h a (n) satisfy (6.2) with g(n) = C(!)(n log log n)
1=2
, where P(C(!) < 1) = 1. Applying Theorem 6.1, and writing (t) = maxf((log(1=t)) log log log(1=t))
; 1g, we have Corollary 6.3 There exists a constant C = C(!) 2 (0; 1) such that for 0 < t < 1 and x; y 2 F ( ( Setting r = d(x; y) let a(r; t), b(r; t) denote the right hand sides of (6.14) and (6.15) respectively. Since lim t#0 t " e c (t) = 0, we have that a(0; t) < b(0; t) for all su ciently small t. With a little more labour we can also show that a(r; t) < b(r; t) for all su ciently small r; t, so that, neglecting constants, the bound in (6.14) improves that of (6.15) . (Of course, this is to be expected, since Theorem 5.4 shows that the bounds in Theorem 4.5 are, up to constants, the best possible).
Note, however, that for the on diagonal bounds there is less oscillation in the random recursive case 11] than that observed here.
Spectral results
Write L for the in nitesimal generator of the semigroup (P t ): we call L the Laplacian on the fractal F. The uniform continuity of p t (see Lemma 5.2) implies that P t is a compact operator on L 2 (F; ), so that P t , and hence ?L, has a discrete spectrum. Let 0 1 : : : be the eigenvalues of ?L, and let N( ) = #f i : i < g be the eigenvalue counting function. We therefore deduce that N(T n ) 1 2 c 1 M r c 0 M n by the choice of r for n > c 6 . 2
Finally, we consider the case, mentioned in Section 6, when the environment sequence is i.i.d. with non-degenerate distribution (p a ). Let ( ) = ((log ) log log log ) 1=2 . Combining Proposition 7.1 with the calculations made in Section 6 we obtain 
