The purpose of this paper is to show how to use the Optimal Homotopy Asymptotic Method (OHAM) to solve the nonlinear differential Thomas-Fermi equation. Our procedure does not depend upon small parameters and provides us with a convenient way to optimally control the convergence of the approximate solutions. An excellent agreement was found between our approximate results and numerical solutions, which prove that OHAM is very efficient in practice, ensuring a very rapid convergence after only one iteration. 
Introduction
From the earliest days of quantum mechanics, it has been clear that one could not hope to solve most of the physically interesting systems exactly, especially those with more particles. Thus, by 1930 (only 3 years after the first works of Thomas [1] and Fermi [2] , and 5 years after the advent of the "new" quantum theory), a large variety of approximate methods had been developed to construct approximate analytical solutions for nonlinear differential equations. There has been a great deal of work on rigor-ous mathematical problems in quantum theory, most of it on the fundamentals and relevant operator theory. Until recently, the only approximation methods in mathematics literature were the perturbation and variational methods which have their own limitations: they are based on the assumption that a small parameter must exist in the equation. Over the last few years, with the popularity of nonlinear analysis has come some work on nonlinear methods such as: the method of harmonic balance [3] , the Lindstedt-Poincare method [3] , the averaging method [4] , the weighted linearization method [5] and the artificial parameter method [6] . All of these work very well for weakly nonlinear, dynamical systems and some of them work for strongly nonlinear problems. It is very important, in the case of strongly nonlinear systems, to ensure the condition of convergence of the solutions. In this paper we apply OHAM, to solve a delicate boundary value problem for a nonlinear differential equation: we are concerned here with finding an approximate analytical solution for the Thomas-Fermi equation, which describes the charge density in atoms of high atomic number. The Thomas-Fermi atom model views the electrons in an atom as a gas and derives atomic structure in terms of the electrostatic potential. In the study of the Thomas-Fermi equation different methodologies are used: the modified Adomian decomposition method [7] , perturbation method [8] , variational methods [9, 10] , δ-expansion method [11] and the homotopy analysis method [12, 13] . Majorana found an interesting semi-analytical solution of the Thomas-Fermi equation which, unfortunately remained unpublished and unknown until about 15 years [14] [15] [16] . A generalization of a method used by Majorana is used by Esposito [15] to solve the Thomas-Fermi equation. Bender et al. [11] consider that the Thomas-Fermi equation is quite unique in that the asymptotic methods that one would conventionally use to find an approximate solution to a nonlinear differential equation, are dismal failures. In spite of this assertion, OHAM is very effective and accurate, demonstrating the general validity and the great potential for solving strongly and delicate nonlinear problems.
The governing equation
We suppose that all electrons of an atom are subject to the same conditions. Thus, each electron is subject to the energy conservation law and has a potential energy Φ( ) with Φ( ) the mean value of the potential energy owed to the nucleus and all other electrons. If ρ( ) is the electronic charge density, then the Poisson can be written in the form:
if ρ( ) and Φ( ) are spherically symmetric. From the maximum electron kinetic energy in a neutral atom one can get
It follows that a uniform gas of electrons has a number density:
The potential energy depends on the position through the electron charge density ρ = − at that point:
Thomas and Fermi found from Eqs. (4) and (1) a secondorder inhomogeneous differential equation for Φ( ):
Eq. (5) allows the evaluation of the potential inside an atom with atomic number Z [16] . The corresponding boundary conditions are
In order to simplify the Eq. (5), Fermi introduced the change of variables
where
From Eqs. (1) and (7), we obtain the so called differential equation of :
with the boundary conditions:
where the prime denotes the derivative with respect to . Eq. (9) describes the charge density in atoms of high atomic number. The solution of Eqs. (9) and (10) can be found numerically with great difficulty [11] because the nonlinear differential equation has a singularity at = 0.
Basic ideas of OHAM
Eq. (9) with initial / boundary conditions (10) can be written in a more general form
where N is a known nonlinear differential operator depending on the unknown function ( ), subjected to the initial / boundary conditions
Let 0 ( ) be an initial approximation of ( ) and L an arbitrary linear operator such as
We remark that this linear operator is not unique. If ∈ [0 1] denotes an embedding parameter and Y is a function, then we propose to construct a homotopy [18] [19] [20] [21] [22] [23] :
with the properties
where H( C ) = 0 is an arbitrary auxiliary convergencecontrol function depending on variable and a number of arbitrary parameters C 1 , C 2 , ... C which will be determined later. Let us consider the function Y in the form
By substituting Eq. (17) into the equation obtained by means of the homotopy (14) [
and equating the coefficients of the powers of , we obtain the governing equation of 0 ( ) given by Eq. (13) and the governing equation of 1 ( C ), 2 ( C ) etc. If the series (17) is convergent at = 1 we have:
Considering the first-order approximate solution in particular
and the homotopy (14) in the form (21) Now, equating only the coefficients of 0 and 1 into Eq. (21), we obtain the governing equation of 0 ( ) given by Eq. (13) and the governing equation
We find the following expression for the nonlinear operator
where the functions ( ) and ( ), = 1 are known and depend on the functions 0 ( ) and also on the nonlinear operator, being a known integer number. It is known that the general solution of nonhomogeneous linear Eq. (22) is equal to the sum of general solution of the corresponding homogeneous equation and some particular solutions of the nonhomogeneous equation. However, the particular solutions are only readily selectable in exceptional cases. In what follows we do not solve Eq. (22), but from the theory of differential equations, taking into considerations the method of variation of parameters, the Cauchy method, the method of influence function and the operator method [24] , it is more convenient to consider the unknown function 1 ( ), in the form
where, within the expression H ( ( ) C ), there appear linear combinations of some functions , some terms given by corresponding homogeneous equations and a number of unknown parameters C , = 1 and being an arbitrary integer number. For instance if 1 = sin α , then we can choose
+ . In the case when 1 = ln , we can choose
ln + C 4 ln 2 + . We have a large freedom to choose the value of , and H . Note that some of the initial / boundary conditions could be fulfiled by Eq. (13)b and others by Eq. (24)b, so that finally Eq. (20)b responds to all initial / boundary conditions. We cannot demand that 1 ( C ) given by Eq. (24) is the solution of Eq. (22), but ( C ) given by Eq. (20) is the solution of Eqs. (11) and (12). This is the underlying idea of our method.
The convergence of the approximate solution
The convergence of the approximate solution . The values of these parameters can be optimally identified via various methods, such as: the least-square method, the Galerkin method the collocation method, the Ritz method, and so on. The first option should be minimizing the square residual error:
where the residual R is given by
and ( C ) is given by Eq. (20) .
The unknown parameters C 1 C 2 C can be identified from the conditions:
With these parameters known (called optimal convergence-control parameters), the first-order approximate solution given by Eq. (20) is well-determined. It should be emphasized that our procedure contains the auxiliary functions H ( C ), = 1 , = 1 which provides us with a simple way to adjust and control the convergence of the approximate solution. It is very important to properly choose the functions H which appear in the construction of the first-order approximate solution.
Approximate solution of the Thomas-Fermi equation by OHAM
With the transformation √ =
one can get
where prime and dot denote derivation with respect to and , respectively. In this way, Eqs. (9) and (10) It is natural to choose the expression of 1 ( C ) from Eq. (24), in the form
with the auxiliary function H 1 and H 2 as follows:
P ( ), = 1 2 3 being arbitrary polynomials. From Eq.
(37)b follows that
The first-order approximate solution is obtained from Eqs.
(34), (37), (38) and (20) and therefore
From Eq. (29)a, ( ) is derivable for = 0 if the free term in˙ is null. But, from Eq. (40) we have this term in the form:
There are many possibilities to choose the polynomials P , = 1 2 3. Obviously, we should choose a simple case: 
Numerical results
In order to show the validity and accuracy of the OHAM, we compare previously obtained approximate solutions (43) and (44) 
In Figures 1 and 2 we present a comparison between the first-order approximate solutions given by Eqs. (45) and (46) respectively and the numerical results. Some values of the approximate solutions obtained by HAM [12] , OHAM -Eq. (45), OHAM -Eq. (46) and the numerical results for different values of , are given in Table 1 .
In Table 2 , we compare the error ε OHAM = | ( ) − ( )| with HAM [12] , OHAM (Eq. (45)), OHAM (Eq. (46)) for 20 points in the range 0 ≤ ≤ 100. On the other hand, from Eq. (45), the approximate initial slope˙ (0) becomes
and from Eq. (46) this is (0) = −1 5880719992608454 (48) Kobayashi [17] give the numerical result for the same problem as
It is easy to verify the accuracy of the obtained solutions if we compare these analytical solutions (45) and (46) with numerical ones or with results obtained by HAM [12] procedure.
It can be seen from Tables 1 and 2 The examples presented in this section lead to the very important conclusion that the accuracy of the obtained results grows with increasing number of parameters C in the auxiliary functions H 1 and H 2 . We mention that for HAM [12] one needed 100 iterations while for OHAM only one iteration was needed.
A comparison between different approximations of the initial slope (0) is presented in Table 3 .
It is clear that the present results for the initial slope are better than those given in [12] . 
Conclusions
In this paper, we introduce a new alternative of the OHAM to propose analytic approximate solutions to the ThomasFermi equation. Our procedure is valid even if the nonlinear equation does not contain small or large parameters. The proposed construction of homotopy is different from other approaches, especially referring to the auxiliary functions H 1 and H 2 , and the presence of some parameters C 1 , C 2 , ... which ensure very rapid convergence of the solutions. The accuracy of the results obtained with OHAM grows with increasing the number of parameters C 1 , C 2 , .... OHAM provides us with a simple but rigorous way to control and adjust the convergence of the solutions through several convergence-control parameters C which are optimally determined. To the best of our knowledge, it is the first time that such explicit analytic approximate solutions to the Thomas-Fermi equation are given. Some series solutions have been reported, without providing an explicit analytical solution in the traditional meaning of the word "analytical". We remark that very good approximations are obtained in only a few terms. Our procedure provides excellent accuracy after only one iteration. 
