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Abstract
We consider polynomial pencils whose coefficients are compact operators. Bounds for the sums of absolute values, real and
imaginary parts of characteristic values are derived. Applications to differential and difference equations are discussed.
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1. Introduction and statement of the main result
Numerous mathematical and physical problems lead to polynomial operator pencils (polynomial operator-valued
functions of a complex argument), cf. [11,12,15,16] and references therein. Recently the spectral theory of operator
pencils attracts an attention of many mathematicians, see the very interesting papers [1,9,10,13,14,17]. Mainly, the
completeness of the root vectors and asymptotic distributions of characteristic values are considered. However, in
many applications, for example, in numerical mathematics and stability analysis, bounds for the spectrum are very
important, cf. [5,6]. But the bounds are investigated considerably less than the asymptotic distributions and the com-
pleteness. In [3,4] the bounds were established for exponential pencils, whose off-diagonal entries satisfy certain
restrictions.
Below we suggest bounds for the sums of absolute values, real and imaginary parts of the characteristic values of
the polynomial pencils with compact operator coefficients. We also discuss applications of these bounds to differential
and difference equations.
Let H be a separable Hilbert space with the scalar product (.,.), the unit operator I and the norm ‖.‖H = ‖.‖ =√
(.,.). For a positive integer m 2, let Ak (k = 1, . . . ,m) be linear compact operators in H . Consider the pencil
P(λ) =
m∑
k=0
λm−kAk, A0 = I.
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1470 M.I. Gil’ / J. Math. Anal. Appl. 338 (2008) 1469–1476Below λk , k = 1,2, . . . , are the characteristic values of P with their multiplicities enumerated in the decreasing order:
|λk+1|  |λk|. Recall that λ is a characteristic value of P if there is a nontrivial solution x ∈ H of the equation
P(λ)x = 0. The set of all the characteristic values of P is denoted by Σ(P ).
As it is well known [12], Σ(P ) coincides with the set of the eigenvalues of the matrix⎛
⎜⎜⎜⎜⎝
−A1 −A2 · · · −Am−1 −Am
I 0 · · · 0 0
0 I · · · 0 0
· · · · · · ·
0 0 · · · I 0
⎞
⎟⎟⎟⎟⎠ , (1.1)
cf. [12].
Denote by C∗ the adjoint to a bounded operator C and by C[−] the left inverse. That is, C[−]C = I . If C is
compact, then C[−] is clearly unbounded. In addition, denote by sk(C), k = 1,2, . . . , the singular numbers with their
multiplicities of a compact operator C enumerated in the decreasing order. Now we are in a position to formulate our
main result.
Theorem 1.1. Let there be a compact operator C0 having the left inverse, such that Mk = Ak(C[−]0 )k−1 (k = 2, . . . ,m)
are compact. Then with the notations
Θ :=
[
A1A
∗
1 +
m∑
k=2
MkM
∗
k
]1/2
and
τk := sk(Θ) + sl+1(C0)
for
k = l(m − 1) + ν; l = 0,1,2, . . . ; ν = 1, . . . ,m − 1,
the inequalities
j∑
k=1
|λk|
j∑
k=1
τk (j = 1,2, . . .)
are valid.
The proof of this theorem is presented in the next section.
Let φ(x) (x ∈R) be a convex continuous function, such that φ(0) = 0, then due to Theorem 1.1 and Lemma 2.3.4
in [8],
j∑
k=1
φ
(|λk|) j∑
k=1
φ(τk) (j = 1,2, . . .).
In particular,
j∑
k=1
|λk|p 
j∑
k=1
τ
p
k (p  1; j = 1,2, . . .).
Take m = 2. Then
P(λ) = λ2I + λA1 + A2. (1.2)
Assume that A1/22 has the two-sided inverse. Then one can take C0 = A1/22 . In this case
Θ := [A1A∗1 + A1/22 (A1/22 )∗]1/2.
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Denote the set of all the eigenvalues of a compact operator C with their multiplicities by σp(C).
Lemma 2.1. Suppose that there are compact operators Ck (k = 2, . . . ,m; m 3) having the left inverses C[−]k , such
that the operators Bk = AkC[−]k (k = 2, . . . ,m) and Ck−1C[−]k (k = 3, . . . ,m) are compact. Then Σ(P ) = σp(T0),
where T0 is the operator matrix defined by
T0 =
⎛
⎜⎜⎜⎜⎜⎜⎝
−A1 −B2 · · · −Bm−1 −Bm
C2 0 · · · 0 0
0 C3C[−]2 · · · 0 0
· · · · · · ·
0 0 · · · CmC[−]m−1 0
⎞
⎟⎟⎟⎟⎟⎟⎠
(2.1)
and acting in Hm.
Proof. Indeed let λ be an eigenvalue of the operator matrix defined by (1.1). Then λ is a solution of the system
−
m∑
k=1
Akxk = λx1, xj−1 = λxj (j = 2, . . . ,m)
for some xk ∈ H , k = 1, . . . ,m. Since xk = C[−]k Ckxk and Cjxj−1 = λCjxj , we get
−A1y1 −
m∑
k=2
Bkyk = λy1, CjC[−]j−1yj−1 = λyj ,
where y1 = x1, yj = Cjxj (j = 2, . . . ,m). So the relation λ ∈ Σ(P ) implies λ ∈ σp(T0). It is not hard to prove that
from λ ∈ σp(T0) it follows that λ ∈ Σ(P ). This proves the lemma. 
Corollary 2.2. Suppose that A1/2k (k = 2, . . . ,m; m 3) have the (two-sided) inverses A−1/2k such that the operators
A
1/2
k−1A
−1/2
k are compact. Then Σ(P ) = σp(T1), where T1 is the operator matrix defined by
T1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
−A1 −A1/22 · · · −A1/2m−1 −A1/2m
A
1/2
2 0 · · · 0 0
0 A1/23 A
−1/2
2 · · · 0 0
· · · · · · ·
0 0 · · · A1/2m A−1/2m−1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
and acting in Hm.
Indeed, in this case we take Ck = A1/2k .
Corollary 2.3. Under the hypothesis of Theorem 1.1, one has Σ(P ) = σp(T ), where T is the operator matrix defined
by
T =
⎛
⎜⎜⎜⎜⎜⎜⎝
−A1 −M2 · · · −Mm−1 −Mm
C0 0 · · · 0 0
0 C0 · · · 0 0
· · · · · · ·
0 0 · · · C0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
(2.2)
and acting in Hm.
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implies the required result. In the case m = 2 the proof is obvious. Besides,
T =
(
−A1 −M2
C0 0
)
.
If A1/22 has the inverse, then one can take
T =
(
−A1 −A1/22
A
1/2
2 0
)
. (2.3)
Proof of Theorem 1.1. Clearly T = R + K , where
R =
⎛
⎜⎜⎜⎜⎜⎜⎝
−A1 −M2 · · · −Mm−1 −Mm
0 0 · · · 0 0
0 0 · · · 0 0
· · · · · · ·
0 0 · · · 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
and K =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 · · · 0 0
C0 0 · · · 0 0
0 C0 · · · 0 0
· · · · · · ·
0 0 · · · C0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
But
RR∗ =
⎛
⎜⎜⎜⎜⎜⎜⎝
∑m
k=1 MkM∗k 0 · · · 0 0
0 0 · · · 0 0
0 0 · · · 0 0
· · · · · · ·
0 0 · · · 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
and KK∗ =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 · · · 0 0
0 C0C∗0 · · · 0 0
0 0 · · · 0 0
· · · · · · ·
0 0 · · · 0 C0C∗0
⎞
⎟⎟⎟⎟⎟⎟⎠
with M1 = A1. Thus sj (R) = sj (Θ) (j = 1,2, . . .) and the set of the singular values of K coincides with the m − 1
copies of the set {sj (C0)}∞j=1. That is,
sj (K) = sl+1(C0)
(
j = l(m − 1) + ν, ν = 1, . . . ,m − 1; l = 0,1, . . .).
Since
j∑
k=1
sk(R + K)
j∑
k=1
sk(R) + sk(K),
we get
j∑
k=1
|λk|
j∑
k=1
τk (j = 1,2, . . .),
as claimed. 
3. Real and imaginary parts of characteristic values
Put TR = (T + T ∗)/2. Then
2TR =
⎛
⎜⎜⎜⎜⎜⎜⎝
−A1 − A∗1 −M2 + C∗0 · · · −Mm−1 −Mm
C0 − M∗2 0 · · · 0 0
−M∗3 C0 · · · 0 0
· · · · · · ·
−M∗ 0 · · · C 0
⎞
⎟⎟⎟⎟⎟⎟⎠
.m 0
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R0 =
⎛
⎜⎜⎜⎜⎜⎜⎝
−(A1 + A∗1)/2 −M2 + C∗0 · · · −Mm−1 −Mm
0 0 · · · 0 0
0 0 · · · 0 0
· · · · · · ·
0 0 · · · 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
and K0 =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 · · · 0 0
0 0 · · · 0 0
0 C0 · · · 0 0
· · · · · · ·
0 0 · · · C0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
If m = 2 we take K0 = 0. Put A1R = (A1 + A∗1)/2 and
ΘR :=
[
A21R +
(
M2 − C∗0
)(
M∗2 − C0
)+ m∑
k=3
MkM
∗
k
]1/2
.
Then
R0R
∗
0 =
⎛
⎜⎜⎜⎜⎜⎜⎝
Θ2R 0 · · · 0 0
0 0 · · · 0 0
0 0 · · · 0 0
· · · · · · ·
0 0 · · · 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
and K0K∗0 =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 0 · · · 0
0 0 0 · · · 0
0 0 C0C∗0 · · · 0
· · · · · ·
0 0 0 · · · C0C∗0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
So sj (R0) = sj (ΘR) and the set of the singular values of K0 coincides with the m − 2 copies of the set {sj (C0)}∞j=1.
That is,
sk(K0) = sl+1(C0)
(
k = l(m − 2) + ν, ν = 1, . . . ,m − 2; l = 0,1, . . .) if m > 2 and
sk(K0) ≡ 0 if m = 2.
Since
j∑
k=1
|Reλk|
j∑
k=1
sk(TR)
j∑
k=1
sk(R0) + sk(K0),
cf. [8], we get
j∑
k=1
|Reλk|
j∑
k=1
sk(ΘR) + sk(K0) (j = 1,2, . . .). (3.1)
Now replace T by iT . Then we arrive at the inequalities
j∑
k=1
|Imλk|
j∑
k=1
sk(ΘI ) + sk(K0) (j = 1,2, . . .), (3.2)
where
ΘI :=
[
A21I +
(
M2 + C∗0
)(
M∗2 + C0
)+ m∑
k=3
MkM
∗
k
]1/2
, A1I = (A1 − A∗1)/2i.
We thus have proved
Theorem 3.1. Under the hypothesis of Theorem 1.1, inequalities (3.1) and (3.2) are valid.
In particular, if m = 2 and A1/22 has the inverse, then one can take C0 = A1/22 . In this case
ΘR :=
[
A2 + ((A1/2)∗ − A1/2)2]1/21R 2 2
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j∑
k=1
|Reλk|
j∑
k=1
sk(ΘR)
and
j∑
k=1
|Imλk|
j∑
k=1
sk(ΘI ) (j = 1,2, . . .).
4. Schatten–von Neumann pencils
For an integer p  1, let Sp be the von Neumann–Schatten ideal of compact operators A in H with the finite norm
Np(A) = [Trace(AA∗)p/2]1/p . In this section we establish bounds for the infinite series of the characteristic values of
the pencils provided the entries of T are Schatten–von Neumann operators.
Lemma 4.1. Let E be an orthogonal sum of separable Hilbert spaces H1, . . . ,Hm and A˜ = (Ajk)mj,k=1 be an operator
matrix with entries Ajk acting from Hj into Hk . In addition, let Ajk ∈ Sp (p  1; j, k = 1, . . . ,m). Then
Np(A˜)
m∑
j,k=1
Np(Ajk). (4.1)
Moreover, if Ajk ∈ S2 (j, k = 1, . . . ,m), then
N22 (A˜) =
m∑
j,k=1
N22 (Ajk).
Proof. Let Pj be a projection of E onto Hj , such that Ajk = Pj A˜Pk . Then
Np(A˜)
m∑
j,k=1
Np(Pj A˜Pk).
This proves (4.1). Moreover, if Ajk ∈ S2, then
N22 (A˜) = Trace A˜A˜∗ = Trace
m∑
j,k=1
Pj A˜PkA˜
∗Pj =
m∑
j,k=1
TracePjAjkA∗kjPj =
m∑
j,k=1
N22 (Ajk),
as claimed. 
By Lemma 6.5.2 of [2] we have: if A˜ ∈ S2, then
N22 (A˜) −
∞∑
k=1
|λ˜k|2 = 2N22 (A˜I ) − 2
∞∑
k=1
|Im λ˜k|2 (4.2)
where λ˜k are the eigenvalues of A˜ and A˜ = (A˜ − A˜∗)/2i. Take into account that by Lemma 4.1,
Np(T )Np(A1) + (m − 1)Np(C0) +
m∑
k=2
Np(Mk)
and
Np(TI )Np(A1I ) + Np
(
M2 + C∗0
)+ m∑Np(Mk) + (m − 2)Np(C0) (p  1).
k=3
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k=1
|λk|p
]1/p
Np(T )Np(A1) + (m − 1)Np(C0) +
m∑
k=2
Np(Mk)
and [ ∞∑
k=1
|Imλk|p
]1/p
Np(TI )Np(A1I ) + Np
(
M2 + C∗0
)+ m∑
k=3
Np(Mk) + (m − 2)Np(C0) (p  1).
Moreover,
N22 (T ) = N22 (A1) + (m − 1)N22 (C0) +
m∑
k=2
N22 (Mk)
and
2N22 (TI ) = 2N22 (A1I ) + N22
(
M2 + C∗0
)+ m∑
k=3
N22 (Mk) + (m − 2)N22 (C0)
provided T ∈ S2. Thanks to (4.2) we arrive at
Theorem 4.2. Under the hypothesis of Theorem 1.1, let A1,C0,Mk ∈ S2 (k = 2, . . . ,m). Then
N22 (A1) + N22 (C0) + N22 (M2) −
∞∑
k=1
|λk|2 = 2N22 (A1I ) + N22
(
M2 + C∗0
)− 2 ∞∑
k=1
|Imλk|2.
In particular, if m = 2, and A1/22 is invertible, then with M2 = C0 = A1/22 we have
N22 (A1) + 2N22
(
A
1/2
2
)− ∞∑
k=1
|λk|2 = 2N22 (A1I ) + N22
((
A
1/2
2
)∗ + A1/22 )− 2
∞∑
k=1
|Imλk|2.
5. Differential and difference equations
Consider the difference equation
u(j + m) +
m∑
k=1
Aku(j + m − k) = 0 (j = 1,2, . . .) (5.1)
with the initial conditions
u(j) = u0j ∈ H (j = 0, . . . ,m − 1). (5.2)
(5.1) is called an asymptotically stable equation, if any its solution tends to zero. Applying to (5.1) the Z-transform,
cf. [7], we easily have that (5.1) is asymptotically stable, provided Σ(P ) is inside the unit disc. Now Theorem 1.1
implies.
Corollary 5.1. Under the hypothesis of Theorem 1.1, let ‖Θ‖ + ‖C0‖ < 1. Then Eq. (5.1) is asymptotically stable.
Now let us consider the differential equation
dmu(t)
dtm
+
m∑
k=1
Ak
dm−ku(t)
dtm−k
= 0 (5.3)
with the initial conditions
u(j)(0) = u0j ∈ H (j = 0, . . . ,m − 1). (5.4)
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Lemma 2.3, Eq. (5.3) is stable, provided T is dissipative: T + T ∗  0. For example, consider the equation
d2u
dt2
+ A1 du
dt
+ A2u = 0 (5.5)
with compact operators A1,A2. Let A2 = A∗2  0 and A1 + A∗1  0, then the operator matrix defined by (2.3) is
dissipative and thus (5.5) is stable.
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