We analyse the theory of consistent approximations given by Polak in [18] , and we use it in an impulsive optimal control problem. We reparametrize the original system and build consistent approximations for this new reparametrized problem. So, we prove that if a sequence of solution of the consistent approximations is converging, it will converge to a solution of the reparametrized problem, and, finally, we show that from a solution of the reparametrized problem we can find a solution of the original one.
Introduction
In this paper, we study impulsive optimal control problems in which we apply a theory called consistent approximations. This theory was introduced in [17] , [18] , and uses approximated problems of finite dimension. From an infinite dimension problem (P ), we can build a sequence of problems (P N ), where these problems have finite dimension and epi-converge (convergence between the epigraphs) to (P ). This convergence ensures that every sequence of global or local minimum of (P N ) that converges, will converge to a global or local minimum of (P ), respectively. It is necessary to use optimality functions to represent the first-order necessary conditions because for optimal control with state and control constraints, that are complex, it is easier to work with optimality functions than with classical forms as first-order necessary condition. In [18] is given an application of this theory by using an optimal control problem.
There exist many papers where impulsive control systems are studied, we cite, for example, [22] , [26] . The article [22] shows that the solution set of an impulsive system, given by differential inclusion, is weakly * closed and the article [26] builds a numerical approximation for the impulsive system, also given by differential inclusion, using the Euler's discretization. It is shown that there is a subsequence of the solution sequence obtained by this discretization that graph-converges to a solution of the original system. In this paper we propose an approximation by absolutely continuous measures, using the convergence of graph-measure.
There exist a great number of papers that talk about impulsive optimal control problems where the control systems involve measures, and that discuss theoretical conditions for optimality of control process. We can cite, for example, [1] , [11] , [15] , [16] , [20] , [21] , [23] . On the other hand, the literature about numerical methods for impulsive optimal control problems is rather scarce, [4] . In this paper, a space-time reparametrization of the impulsive problem is adopted, an approximation scheme for that augmented system is construct and it is proved that such approximation converge to the value function of the augmented problem. Finally, the sequence of discrete optimal controls converge to an optimal control for the continuous problem.
Regarding usual optimal control problems, there are some works that aim to solve them using discrete approximation by Euler [5] , [6] , or Runge Kutta [7] , [9] , [10] . The scheme used is 1) discretize the optimal control problem and 2) solve the resulting nonlinear optimization problem. The choice of the method of resolution depends on the structure of the optimal control problem and personal preferences. Among the several proposals for solutions of nonlinear optimization problems arising from discretization, we cite some more recent [12] and [13] .
This work aims to contribute with the presentation of the Euler's method application for impulsive optimal control problems. We show that an impulsive optimal control problem can be reparametrized and discretized by Euler's method to generate a subsequence of optimal trajectories of Euler that converge to an optimal trajectory of the reparametrized problem, using an appropriate metric. From that we can find the optimal solution to the continuous problem. We are given a generalization of valid results for non impulsive optimal control problems, [5] .
In Section 2 we introduce the theory of consistent approximations. We define the impulsive system and get the reparametrized system in Section 3. In Section 4 is defined the impulsive optimal control problem. We establish the approximated problems to our reparametrized optimal control problem in Section 5, and finally, the consistent approximations is given in Section 6. We also show the convergence between a sequence of global or local minimum to the approximated problems and the local or global minimum to the reparametrized problem in the same section. Section 7 has bounds on approximations errors and Section 8 conclusions.
Theory of Consistent Approximations
Let B be a normed space. Consider the problem
where f : B → R is continuous and S C ⊂ B.
Let N be an infinite subset of N and {S N } N ∈N be a family of finite dimension subspaces of B such that S N 1 ⊂ S N 2 if N 1 < N 2 and ∪S N is dense in B. For all N ∈ N , let f N : S N → R be a continuous function that approximates f (·) over S N , and let S C,N ⊂ S N be an approximation of S C . Consider the approximated problems family
Define the epigraphs associated to (P ) and (P N ), respectively, as
Note that the problems above can be rewritten like
Note that the unique difference between (P N ) and (P ) are the epigraphs of them and if E N converges to E, in the sense of "Kuratowski", we have a convergence between the problems. In Theorem 3.3.2, [18] , the epigraph convergence described is equivalent to the items a) and b) of the next definition about consistent approximations. Definition 1. Let the functions f (·) and f N (·) and the sets B, S C , S N and S C,N be defined as above. i) We say P N epi-converge to P (P N → Epi P ) if: a) For all x ∈ S C there exists a sequence {x N } N ∈N , with x N ∈ S C,N , such that x N → N x, with N → ∞, and
ii) We say the upper semicontinuous functions γ N : S C,N → R are optimality functions for the problems (P N ) if γ N (η) ≤ 0, ∀ η ∈ S C,N and ifη N is a local minimizer of (P N ) then γ N (η N ) = 0.
We can define the optimality function γ : S C → R for (P ) in the same way.
iii) The pairs (P N , γ N ) of the sequence {(P N , γ N )} N ∈N are consistent approximations to the pair (P, γ) if P N epi-converge to P and for all sequence {x N } N ∈N where x N ∈ S C,N and
The key of that epigraph convergence is given by Theorem 3.3.3, [18] , where it is shown that if (P N ) epi-converges to (P ) and if {x N } N ∈N is a sequence of local or global solutions to (P N ) so that x N converges to x, then x is a local or global minimizer of (P ) and f N (x N ) converge to
It is necessary to define the optimality functions since the epi-convergence alone can not guarantee that the sequence of stationary points of (P N ) converges to a stationary point of (P ), as we can observe in an example given by [18] , page 397.
The Impulsive System
Before we define the impulsive optimal control problem we define the impulsive system that is related to it and show some results given by [26] .
Consider the impulsive system
where f : R n × R m → R n is linear in u, g : R n → M n×q , where M n×q is the space of n × q matrices whose entries are real, C ⊂ R n is closed and convex, the function u : [0, T ] → R m is Borel measurable and essentially bounded, Ω := (µ, |ν|, ψ t i ) is the impulsive control, where the first component µ is a vectorial Borel measure with range in a convex, closed cone
As K ⊂ R q + we must have ν = |µ|. The functions ψ t i : [0, 1] → K are associated to the measure atoms, that is, {ψ t i } i∈I where I is the set of atomic index of the measure µ and we define Θ := {t i ∈ [0, T ] : µ({t i }) = 0}, where µ(t) is the vectorial value of the measure in K. The functions ψ t i are measurable, essentially bounded and satisfy i)
The functions ψ t i (·) give us information about the measure µ during the atomic time t i ∈ Θ.
The Reparametrized Problem
We obtain a reparametrized problem that is approximated by using the consistent approximations. This can be done, without loss of information, due to the theorem 1 that is enunciated in this subsection and was proved in [25] . It says that the reparametrized problem and the original problem have equivalents solutions, up to reparametrization. For more information about it see [22] , [27] , [25] , [14] . Firstly, we study the impulsive system given by (1) . For this, let Ω = (µ, ν, {ψ t i } t i ∈Θ ) be an impulsive control and ξ 0 ∈ R n an arbitrary vector. Denote by X t i (·; ξ 0 ) the solution to the system
where ϑ := (u, Ω), x(·) : [0, T ] → R n is a function of bounded variation with the discontinuity points in the set Θ and {X t i (·)} t i ∈Θ is the collection of Lipschitz functions defined above. The definition of solution of the system (1) is given in the sequence.
Definition 2. We say that x ϑ is a solution of (1) if
where µ c is the continuous component of µ and x(t i −) is the left-hand limit of x(·) in t i .
Now we do a time reparametrization and get a reparametrized system whose solution is equivalent to the solution of the original system (1), up to reparametrization. For this, define
The last equality is a convention because 0 can be an atom of µ. Then, there exists θ :
We define by
, and F (0; µ) = 0 the distribution function of the measure µ.
Let φ : [0, 1] → R q be given by
where
According to [14] , θ(·) and φ(·) are Lipschitz. The Lipschitz constants are given by b and r, respectively, and, furthermore, θ(·) is absolutely continuous. We say (θ, φ) is the graph completion of the measure µ.
With all the tools on hands we define a reparametrized solution of the system(1).
Then y ϑ := y is a reparametrized solution of (1) since y(·) is Lipschitz in [0, 1] and satisfies
The next theorem is proved in [25] .
Theorem 1. Suppose that the impulsive control Ω is given and x ϑ is as defined in (2). Then, y ϑ is a reparametrized solution of (1) if and only if x ϑ is a solution of (1).
The Impulsive Optimal Control Problem
We need to describe the constrains on the control u. We are following [18] . 
is the set of all functions defined from [0, T ] into R m that are essentially bounded and the L 2 norm is considered over it. Now, we define the set of constraints of the control u by
whereŪ ⊂ R m is a convex, compact subset of the ball B(0, ωβ max ). Consider the impulsive optimal control problem
where f 0 : R n × R n → R is continuous, L > 0 is given and the other functions and sets are defined as above. Here, gc sup
We need the following assumption.
Hiptese 1. a) The functions f (·, ·) and g(·) are C 1 , and there exist constants K ′ , K ′′ ∈ [1, ∞[ such that, for all x,x ∈ R n and u,û ∈ B(0, β max ) we have
and f (·, ·) and g(·) have linear growth, that is, there exists a constant K 1 < ∞ so that
b) The function f 0 (·, ·) is Lipschitz, has first derivative Lipschitz and is C 1 over bounded sets.
c) The impulsive system given by
where all the variables are like above, is controllable.
Let (ξ 0 , ξ 1 ) ∈ C × R n be arbitrarily chosen. We say an impulsive system like (5) is controllable if there exist a control u ∈ U and an impulsive control Ω so that the trajectory related to such control x ϑ (·) satisfies x(0) = ξ 0 and x(T ) = ξ 1 and gc sup
Suppose (5) is controllable, then if we arbitrarily choose (ξ 0 , ξ 1 ) ∈ C × R n , there exists a trajectory x ϑ (·) of (5) satisfying x(0) = ξ 0 and x(T ) = ξ 1 . We know there exists a solution of the reparametrized system (4) given by y(·) so that y(0) = ξ 0 and y(1) = x ϑ (T ), that is, the reparametrized system is controllable.
We want to get the reparametrized impulsive optimal control problem. For this, it is necessary to define the constraints of the control u • θ.
We define the set of constraints of the control u • θ by
where β max ,Ū and ω are the same
whose U C is as defined above and P is the set of all Ω := (µ, |ν|, {ψ t i }) that satisfies the assumptions of the system (1). We also define
We represent by y η (·) the solution of the system (4) for each η ∈S C . We obtain the following reparametrized problem
Note that (P ) and (P rep ) have the same solution, up to a reparametrization, because the objective function is the same. So, we will get the consistent approximations for (P rep ).
The theorem below guarantees that the system (4) has an unique solution.
and Ω = (µ, |ν|, ψ t i ) satisfy the assumptions of the system (1). Then, the system defined in (4) has an unique solution.
Proof. Suppose that η is given and there exist two solutions denoted by y η 1 and y η 2 . We have
where in the first inequality we substituted the expressions of y η 1 (·) and y η 2 (·) given by the system (3), and then we used the Assumption 1. By Bellman-Gronwall's Theorem, |y
Approximated Problems
We need a metric over the space
We need to define a metric in the measure space P. Consider the metric given by
where d 4 (·, ·) is a metric given by [11] ,
and d 5 (·, ·) is related to the graph-convergence given by [26] ,
with (θ 1 , φ 1 ) and (θ 2 , φ 2 ) the graph completion of µ 1 and µ 2 , respectively.
According to [11] , the space P with the metric d 4 is a metric space, and, furthermore, is the completion of the absolutely continuous measures given over [0, T ] in the metric d 4 .
Note that
where d 3 is given above and
We want to get consistent approximations to the problem (P rep ). For this, define the sets
and P N is given by
where |µ N | is the variation of the measure µ N , F N (0) = 0 and over ]0, T ],
where h = 1/N , s k = kh and k = 0, ..., N − 1, and it satisfies: i) There exists a constant b > 0 so that θ N (·) is Lipschitz of rank b for all N ∈ N ; ii) There exists a constant r > 0 so that lim sup N →∞ φ N (·) ∞ ≤ r.
We get some results. Lemma 1. ∪P N is dense in P (endowed with the metric d 3 ).
Proof. For the first inclusion, let Ω ∈ ∪P N , then there exists a sequence
As P is the completion of the absolutely measures in the metric d 4 , Ω ∈ P. Thence,
Let Ω := (µ, |µ|, ψ t i ) ∈ P. We need to show there exists a sequence of ∪P N converging to Ω in the metric d 3 . Let (θ, φ) be the gaph completion of µ. By [26] , there exists a partition of [0, T ], 0 =:t 0 <t 1 < ... <t N := T , and functions θ N :
where h = 1/N and s k = kh,
and a measure given by
Note that θ N (·) and φ N (·) are Lipschitz of rank b and r, respectively, the same rank of the functions θ(·) and φ(·), respectively. These functions satisfy the graph-convergence, We have the inequality
We can pass the limit in the last inequality and use the graph-convergence and the fact that φ N (0) = φ(0) to get max
By [26] , the graph-convergence is stronger than the weak * convergence, so µ N → * µ. By Banach-Steinhaus theorem, [19] , as µ N → * µ, there exists c > 0 so that µ N ≤ c for all N , where µ N is the total variation of the measure µ N . By Helly's Theorem, [8] , it is possible to construct a measure ν on [0, T ] and select from |µ N | a subsequence such that |µ N | → * ν. As (µ N , |µ N |) → * (µ, ν) and our measures are positives we conclude that ν = |µ|. By Lemma 7.1, page 134, [2] , F N (t; µ N ) → F (t; µ) for all t ∈ Cont|µ|, where Cont|µ| denotes all points of continuity of the scalar-valued measure |µ|. As the set of all points of discontinuity of |µ| has null Borel measure we can conclude that
Note that for t ∈ [0, T ], there exists k ∈ {0, ..., N − 1} so that t ∈ [t k ,t k+1 ], and
As φ(·) is continuous and defined over the compact set [0, 1], there exists M > 0 so that
Note that ν N := |µ N | is a measure from [0, T ] to R + and |ν N | = ν N . Then we have (ν N , |ν N |) → * (|µ|, |µ|). Again, by Lemma 7.1, page 134, [2] ,
We can use the same argument above and get
By [24] , [0, T ] is a continuity set for any positive measure defined on [0, T ], and
The same holds for ν N . Then, we get
By the density of the union of each set, follows that ∪S N is dense in B.
Lemma 2.S C,N → NS C , N → ∞, where the convergence is in the sense of Kuratowski, [24] .
As C is closed, ξ 0 ∈ C. The part that u ∈ U C is given by Proposition 4.3.1, [18] . Now, we know that
As it was mentioned, P is the completion of the set of absolutely continuous vector-valued measures given on [0, T ] in the metric d 4 . As the other part of the metric d 3 (d 5 ) is only completing the other one we can conclude that Ω ∈ P.
Now, take η = (ξ 0 , u, Ω) ∈S C . We must find a sequence inS C,N that converges to η in the metric d. By Proposition 4.3.1, [18] , and by Lemma 1, it follows that there exists such a sequence.
we can use the Euler's descretization to get the discrete dynamic below by the continuous dynamic given by (4) . In this way, take N ∈ N , h = 1/N the step size and s k = kh, k = 0, ..., N . We have
where {y
is the solution of the discrete system (6). Proof. This result follows from the Corollary of the Discrete Gronwall's Lemma, [27] .
is given by (7) . We need to show that S C,N is converging to S C , and, after that, we can define the approximated problems. 
Then, we get the approximated problems 
Consistent Approximations
In this section, we show that the problems (P C,N rep ) with some optimality functions γ C,N (·) are consistent approximations to the pair (P rep , γ), where γ(·) is an optimality function to the problem (P rep ).
We begin with a theorem that gives us a convergence between the polygonal arc given by Euler's discretization and the solution of the reparametrized problem. Note that η N ∈S C,N is arbitrary and is converging to η ∈S C in the metric d. This means that the convergence in the metric d is enough to guarantee the convergence between the solutions. 
and by Lemma 3, |y 
Now, we need to show that y(·) satisfies the system (4). For this, define
Let's check that there exists K ⊂ N such that the equation above converge to zero whenever N ∈ K.
It is easy to verify that y η N N (·) is Lipschitz. Let's denote its Lipschitz constant by κ > 0. Then,
As y η N N (·) uniformly converge to y(·) we have that |y η N N (σ) − y(σ)| → 0. As every sequence uniformly convergent is bounded, there exists c > 0 so that -III and IV are completely analogous to II and I, respectively.
-As η N → d η, then there exists the convergence between the initials conditions, then we have the convergence of V . The last integral is totally analogous to the one that we just showed.
In the same way that we did in the last theorem, we can prove the same result when the sequence of η ′ s belongs to the set S C and also the point of convergence and when both of them belong to the set S C,N .
where η ∈ S C . Thus, there exists K ⊆ N such that y η N (·) uniformly converge to y η (·) when N → ∞, N ∈ K, where y η N (·) and y η (·) are the solution of the system (4) related to η N and η, respectively. The following Lemma is very important to the next result.
Lemma 4. Let ϕ : S C → R be given by
for each η ∈ S C fixed and ξ = (ξ 0 , y η (1)) ∈ C × R n . Then there existsη ∈ S C such that
Proof. Let α = infη ∈S C ϕ(η), then by the definition of infimum, there exists α N = ϕ(η N ) so that α N → α (in R), and η N ∈ S C for all N ∈ N . As α N is a convergent sequence in R, it must exists M > 0 so that |α N | ≤ M for all N ∈ N , that is
As η N ∈ S C for all N ∈ N , we must have sup s∈ [0, 1] |y η N (s)| ≤ L for all N ∈ N , then ξ N is uniformly bounded, that is, ∇f 0 (ξ), ξ N − ξ is uniformly bounded. We have
We have some points:
We need to show thatū ∈ U C . We know u N (s) ∈ U a.e., for all N ∈ K 2 . Define
, because a strongly convergent sequence admits a subsequence converging almost everywhere, and U is closed by assumption. W is convex because U is convex. By Theorem III.7, [3] , W is weakly closed. Asū is the weak limit of the sequence u N ,ū belongs to W , and thenū ∈ U C .
•
By a statement given by [11] , page 7105, there exist
Then, when N ∈ K 3 , we have
By theorem 6.1, [11] , if f is linear in u, 1), 2) and 3) hold and sup s∈[0,1] |y η N (s)| ≤ L, we can still apply Lemma 3.2, [11] , and get that y η N (1) → yη(1), where yη(·) is the trajectory of the reparametrized system related toη = (ξ 0 ,ū,Ω). Moreover, sup s∈ [0, 1] We have strong convergence in C and P but we have weak convergence in L m 2 ([0, 1]). Let us work on that.
We know that d 2 :
is a Banach space. Let λ be so that there existsû ∈ U C satisfying d 2 (u,û) = λ. Define
As U C and d 2 are convex, A is convex.
If
We need to show thatũ ∈ U C . In the same way we showedū ∈ W , we can get thatũ ∈ U C . Then, A is strongly closed. By Theorem III.7, [3] , A is weakly closed. In particular we have that if
We can write
Therefore, ϕ achieves its minimum over S C .
The same result can be proved when we change the domain of ϕ by S C,N . The next result provides the optimality functions to the problems (P rep ) and (P C,N rep ).
Theorem 5. Suppose that Assumption 1 holds. The following statements are satisfied: a) Let
iii) Ifη ∈ S C is a minimum of (P rep ), then γ(η) = 0; iv) γ(·) is upper semicontinuous. Thus, we can conclude that γ is an optimality function to the problem (P rep ).
is upper semicontinuous; Thus, we can conclude that γ C,N is an optimality function to the problem (P C,N rep ).
Proof. a). i) Suppose thatη ∈ S C is a minimizer of (P rep ) and there exists η ∈ S C so that
As
where in the last inequality we used the inequality (9) . (1)) be the fixed initial and final points of the reparametized system (4). As such system is controllable it must exists a solution of the reparametrized system y(·) satisfying y(0) = ξ 0 and y(1) = ξ 1 , i.e.,
This is a contradiction with the assumption. ii) Note that
because as γ(η) is the minimum, it is smaller than when calculated in η.
iii) Suppose thatη ∈ S C is a minimizer of (P rep ). We have
where in the first and third inequality we used the items ii) and i), respectively. iv) Let {η N } N ∈N be a sequence of S C so that η N → d η, N ∈ N , and K ⊂ N such that
By Proposition 1 part a), there existsK ⊂ K such that y
Then, by the definition of γ(·) and Assumption 1, it follows that lim N ∈K γ(η N ) = γ(η). But, as the limit lim N ∈K γ(η N ) exists, we must have that all subsequence are converging to the same point, that is, limγ(η N ) = γ(η).
Part b) is totally analogous to the part a).
Theorem 6. Suppose that Assumption 1 holds. Then, {(P C,N rep , γ C,N )} N ∈N is a sequence of consistent approximations to the pair (P rep , γ).
Proof. To get this result, we need to show that the problems (P C,N rep ) epi-converge to (P rep ) and
Epi-convergence; i) Let η ∈ S C be arbitrary. By the construction of S C,N itself and by the proof of Theorem 3, there exists {η N } N ∈N such that η N ∈ S C,N , for all N ∈ N , and
because of Assumption 1. It follows that
because if the limit exist, all subsequences must converge to the same point. This gives us
As η N → d η, N ∈K, it follows from Observation 1 that there existK ⊂K such that y
By the same arguments used in the proof of the item i), it follows that
Now, let {η N } N ∈N be a sequence such that η N ∈ S C,N for all N ∈ N and it converges to η ∈ S C . We must show that limγ C,N (η N ) ≤ γ(η), N → ∞. By Theorem Lemma 4, there existsη ∈ S C such that
, and yη N N (1) → yη(1), N ∈ K, then passing the limit with N → ∞, N ∈ K, in the last inequality, we get
The next Theorem shows that a local (respectively, global) minimizers sequence of (P C,N rep ) that has a convergent subsequence is converging to a local (respectively, global) minimizer of (P rep ).
Theorem 7. Let (P C,N rep ) and (P rep ) be defined as before. Let {η N } N ∈N be a sequence of local (respectively, global) minimizers of (P C,N rep ) such that η N → d η, with N → ∞ and η ∈ S C . Then η is a local (respectively, global) minimizer of (P rep ) and there exists K ⊂ N such that
Proof. Let {η N } N ∈N be a sequence of local minimizers of the problems (P C,N rep ), that is, there exists ε > 0 so that for allη ∈ S C,N satisfying d(η N ,η) ≤ ε we have f 0 We need to show that η is a local minimizer to the problem (P rep ). Let's suppose that η is not a local minimizer, then given ε > 0 there existsη ∈ S C with d(η,η) < ε/3 such that
where yη(·) is the associated trajectory toη. As (P C,N rep ) epi-converge to (P rep ) and η N → d η with η N ∈ S C,N , we have
By the epi-convergence again, there exists a sequence {η N } N ∈N in S C,N such thatη N → dη and
Let K ′ ⊂ K be such that
and there exists
Suppose {η N } N ∈N ⊂ S C,N is a sequence of global minimizers of (P C,N rep ) that is converging to η ∈ S C in the metric d. By Theorem 7, η is a global minimizer of (P rep ). Then y η (·) given by (4) is the function that minimizes (P rep ).
Define
Because of Theorem 1, as y η (·) is a solution of the system (4), then x(·) is a solution of the original system (1) related to p = (µ, |µ|,
As y η (·) minimizes the reparametrized problem (P rep ) and f 0 (ξ 0 , x(T )) = f 0 (ξ 0 , y η (1)), we have that x(·) minimizes (P ). Now, we can show that a subsequence of discrete-time approximated functions graph-converges to a solution. 
and
is defined as above and
Then, there exists K ⊂ N so that
where the Hausdorff distance between two compact subsets A, B ⊂ R m is given by
Observe the second coordinates of Λ N andΛ N are equal for each k = 0, ..., N . In the same way, the second coordinates of grX µ and gry are the same for each t / ∈ Θ, and when t ∈ Θ, the set of projections onto the second coordinate are the same. Then, we have the following:
where b is the Lipschitz constant of θ N (·). We can get
Passing the limit when N ∈ K in the last inequality we get the desired result.
Bounds on Approximation Errors
In this section we give a bound on approximation errors between the linear interpolation of the sequence of Euler points and a trajectory of the reparametrized problem and also between the objective function of the approximated problem and the reparametrized problem.
Observation 2. Note that Picard Lemma 5.6.3, [18] , holds if we define h :
since h(·, ·, ·) is Lipschitz related to the first variable. Let x, y ∈ R n , u ∈ R m and Ω ∈ R 2q+1 , then
since f and g are Lipschitz in the first variable.
Theorem 9. Suppose that Assumption 1 holds, N ∈ N , and S ⊂ B is a bounded set. Then there exists a constant K ξ 0 > 0 such that, for any η = (ξ 0 , u, Ω) andη = (ξ 0 , u, Ω) ∈ S ∩ S N , which differ only in the initial state,
where yη N (·) is the linear interpolation between the sequence of points we got in the Euler discretization of the reparametrized system. We have, The following theorem is given us the error between the objective function.
Theorem 10. Suppose that Assumption 1 holds. Then, for every bounded subset S ⊂ B, there exists a constant K S > 0 so that for any η ∈ S ∩ S N and k = 0, ..., N ,
where y η (·) is the solution of the reparametrized system and y η N (·) is the linear interpolation of the points we got in that Euler discretization.
Proof. As f 0 (·, ·) is Lipschitz of rank L 1 we have
where in the last inequality we used the previous theorem.
Conclusions
We study an impulsive optimal control problem in which we show we can get approximated problems to the reparametrized problem by Euler's discretization and if the sequence of approximated problems converge, it will converge to a solution of the reparametrized problem. We also show that a subsequence of discrete-time approximated functions graph-converges to a solution. The results obtained come from a mix of ideas from consistent approximations given by [18] and Euler approximation and graph-convergence for impulsive differential inclusion given by [26] . We are contributing with the literature about numerical methods for impulsive optimal control problems.
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