Abstract. In this paper, a new method, based on the so-called modulating functions, is proposed to estimate average velocity, dispersion coefficient, and differentiation order in a space-fractional advection-dispersion equation, where the average velocity and the dispersion coefficient are spacevarying. First, the average velocity and the dispersion coefficient are estimated by applying the modulating functions method, where the problem is transformed into a linear system of algebraic equations. Then, the modulating functions method combined with a Newton's iteration algorithm is applied to estimate the coefficients and the differentiation order simultaneously. The local convergence of the proposed method is proved. Numerical results are presented with noisy measurements to show the effectiveness and robustness of the proposed method. It is worth mentioning that this method can be extended to general fractional partial differential equations.
Introduction.
Fractional calculus has been introduced as an efficient tool for modeling many physical phenomena thanks to its memory and hereditary properties [7, 23] . For instance, fractional models have been successfully used to describe anomalous diffusion processes such as contaminants transport in soil, oil flow in porous media, and groundwater flow [28, 24, 29] . These models capture important features of particles transport such as particles with velocity variation and long-rest periods [23] .
The direct problem for fractional differential equations has been widely studied (see [16, 8, 18, 3, 26] ), while work on inverse problems has been less considered. In this paper, we consider an inverse problem for the following space-fractional advectiondispersion equation with initial and Dirichlet boundary conditions describing, for example, solute transport in porous media [30] : for any 0 ≤ x ≤ L and t > 0, (1.1) ∂c(x, t) ∂t
where Γ is the classical gamma function. Definition 2.2 (see [20] The following lemma describes a useful property of the modulating function. This lemma was obtained by applying the convolution theorem of the Laplace transform. A detailed proof can be found in [14] .
Lemma 2.3 (see [14] ). If the αth order Riemann-Liouville derivative of f ∈ C n (R) exists where n − 1 ≤ α < n, and g is an nth order modulating function defined on [0, I], then we have
∂x α f (I − x) dx.
Next, we introduce the derivative with respect to the fractional order for the Riemann-Liouville derivative. 
where ψ 0 (n − α) = Γ (n−α) Γ(n−α) . In this paper, we suppose that the following assumptions on the modulating function φ hold:
H1. The function φ(x) ∈ C 2 ([0, L]). 
H2. The function

Modulating functions method for estimating the average velocity and the dispersion coefficient.
In this section, the MFM is applied to estimate the average velocity and the dispersion coefficient by assuming that the differentiation order is known.
Let 
be a set of M modulating functions of at least order 2 and consider (1.1). Then, by multiplying the modulating functions φ m (L 1 − ·) for m = 1, . . . , M to (1.1) and by integrating over the interval [0,
Substituting (3.1) into (3.6), gives 8) where the boundary conditions are eliminated by the properties of the used modulating functions. Finally, the unknown parameters {ν k } K1 k=1 and {d k } K2 k=1 can be estimated by solving the linear system given in (3.2).
Remark 3.1. In the previous proposition if M = K 1 + K 2 , which means that the number of modulating functions and the number of unknown parameters are equal, then if Q is nonsingular, the system (3.2) has a unique solution given by
2) is overdetermined and the solution can be obtained using the least square method as X = (Q T Q) −1 Q T Y. Moreover, if the number of terms in the expansion is large, regularization may be needed to solve the system. This may be the case, for example, when both parameters ν and d are nonpolynomial, in which case the number of terms in the polynomial basis expansion is large.
The next result illustrates the particular case where ν and d are constants. 4. Parameter and differentiation order estimation. In this section, the MFM is combined with a Newton's-type method to simultaneously estimate ν, d, and α. Without loss of generality, from now on we will assume that the average velocity and the dispersion coefficient are constant. However, the proposed algorithm can be applied similarly for spatial-varying coefficients.
Combined
Newton's and modulating functions method to estimate d, ν, and α. Order of differentiation is usually unknown and often challenging to estimate. However, by using the concept of modulating functions, this difficulty is greatly reduced. Due to the nature of the problem it is demanding that we split the solution algorithm into two stages: the first stage solves the previous problem described in section Then, we consider the following equation:
If φ n , which is different than when φ m is used in Proposition 3.2, is at least second order modulating function on [0, L 1 ] where n = M + 1, then using a similar way of obtaining (3.8), we get
Since α is the only unknown in (4.2), we can write it as follows:
Stage 2. In this stage, the inverse problem is formulated as a solution to a nonlinear equation with respect to the unknown α,
where K T (α) and U T are computed using the measurements given in (1.3) at a final time. Downloaded 12/27/15 to 109.171.137.210. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 4.1.1. Newton's iteration approach. We propose using first order Newton's type method to solve the nonlinear equation given in (4.6). At each iteration, the order α is updated using
where (4.8) and the gradient K (α) is computed using the following proposition.
In Proposition 4.1, the derivatives ν (α) and d (α) will be obtained using a system of linear equations, where the modulating functions used to obtain ν and d in Corollary 3.2 must be used to obtain the corresponding ν (α) and d (α). 
and P , A m , and B m are defined as in (3.10), (3.11) , and (3.12), respectively, for m = 1, 2, . . . , M. Proof. We first write the parameters ν and d in terms of α using Proposition 3.2, then the proof can be obtained by differentiating (4.2) with respect to α where φ n is replaced by φ m , which gives
Similarly as in Proposition 3.2, the estimates ν (α) and d (α) can be obtained by solving the system given in (4.9) using the least square method. The derivative of
with respect to α can be computed using Proposition 2.4. Now, using Proposition 4.1 we can derive the analytic form of K (α). Proof. K (α) can be obtained directly by differentiating (4.4) with respect to α. The differentiability of K(α) mainly depends on the differentiability of (2.1) with respect to α, which always exists as the gamma function is differentiable, and thanks to H2.
Remark 4.1. Newton's iteration is a gradient based method, and we know that for any gradient based algorithm most of the computational effort is spent on computing the gradient at each step. However, here, thanks to the MFM, we have a closed form gradient. This analytical form is more stable and requires less computational power. Further, using a similar way, we can efficiently compute higher order derivatives.
Remark 4.2. In general, when using iterative methods to solve nonlinear equations, it is often difficult to establish the invertability of the gradient, which is the case here. However, from our experimental experiences it is shown that K is nonsingular.
Two stage algorithm.
The proposed algorithm is described in Figure 1 . Step 1: Start with an initial guess α o .
Step 2:
Step 3: Compute
and go back to step 2. In order to show the local convergence of the presented algorithm we make the following assumption:
H3. The functions
∂x α are Lipschitz continuous in α, i.e., there exist constants γ 1 and γ 2 such that, for all α 1 and α 2 in ]1, 2],
Note that the inequalities given in (5.1) and (5.2) hold uniformly with respect to x.
Before obtaining the convergence of our proposed two stage algorithm, we first prove some important results. 
The function
is bounded. 
For α ∈]1, 2] the following functions are Lipschitz continuous:
Proof. The proofs of 1-3 can be directly deduced from H1 and H2, respectively. 4. This can be directly deduced from H1 and the continuity of 
By the continuity of c(·, T ) and H3, there exist constants M c and γ 1 such that
and setting η 1 = γ 1 M c , we get inequality (5.4). 7. The proof can be obtained similarly as in 6. 8. (a) The result can be obtained directly by applying 1 and 6.
(
Now, by adding and subtracting B i (α 2 )B j (α 1 ) from the last term of (5.10) and applying the triangular inequality, we obtain
Finally, by 1, 2, and 6 there exist constants M a , M b , and η 1 such that
Now, adding and subtracting
) from the last term of (5.13) and by applying the triangular inequality, we have 15) and by adding and subtracting h i,j (α 2 ) 2 B i (α 1 ) of the last term, we obtain
Finally, by 2, 3, 4 and by applying 6, 7, and 8b, there exist constants
, and η 3 , respectively, such that
To prove the convergence, we recall the following theorem referred to in [11, p. 71 ].
Theorem 5.2 (see [11] ). If the following assumptions hold:
converges q-quardatically to α * . Now, we are ready to prove the main result in this section. Proof. Since we assume that J(α) has a solution and J (α * ) is nonsignular, then if J defined in section 4.1.1 is Lipschitz continuous, the convergence result of the Newton method holds [11] .
Recall that where A n , B n (α), and B n (α) are defined as in (3.11), (3.12), and (4.10), respectively, and n = M + 1.
Using Proposition 3.2, we have
and from Proposition 4.1, we have
where h(α) is defined in (5.3). Now, we can show that J is Lipschitz continuous. Let 25) where g i,j (α) is defined as in (5.6).
Adding and subtracting h m1,m2 (α 2 )B n (α 2 ) of the last term of (5.25) and applying the triangular inequality, we have
Finally the proof can be completed using 1, 3, and 4 and by applying 8a, 7, and 9 of Proposition 5.1.
Remark 5.1. Note that in the previous theorem the local convergence was proved for M = 2. However, using Proposition 5.1 the local convergence can easily be proved for M > 2, where d(α), d (α), and ν(α) can be obtained using the least square method and
6. Numerical results. In this section, we present some numerical results to show the efficiency and robustness of the presented method.
The choice of the modulating function is important since it affects the efficiency of the algorithm. In this section, we propose using polynomial modulating functions that satisfy H1-H3, and for which the fractional derivatives are easy to calculate, of the following form: for a, b ∈ N * and L 1 ∈ R,
whose fractional derivative is known analytically and given by 
and the derivative of (6.2) with respect to α can be computed as follows:
where ψ 0 (n − α) = Γ (n−α) Γ(n−α) . First, the coefficients ν and d are estimated by solving the system given in (3.2) . Then, we use the algorithm given in section 5 to estimate the parameters ν, d, and α on a finite interval from noisy measurements. The value of t is taken at the time T where we have measurements. We consider the following polynomial modulating functions whose fractional derivatives are simple to calculate:
. . , M, and M is the number of modulating functions. The derivatives with respect to α of
were computed analytically. Moreover, we apply the trapezoidal rule to numerically approximate the integrals with grid spacing Δx.
Example 6.1. We consider (1.1) with initial and Dirichlet boundary conditions given in (1.2), where g(x) = x(L − x), and (6.4)
The exact solution of the forward problem is c(x, t) = cos(−t)x(L − x) and the flux is ∂c(x,t) ∂t
= sin(−t)x(L − x).
Estimating the coefficients ν(x), d(x) when α is known.
In this part, we assume that the differentiation order α is known and we estimate the variable coefficients ν(x) and d(x) simultaneously, using the measurements given in (1.3). We set the differentiation order α = 1.8, the final time T = 1, b = 1, and the set of polynomial basis functions {1, x, x 2 , x 3 , . . .} is selected.
Noise free case. In Figures 2 and 3 , we have the estimated ν(x) = 2(sin(πx)+1) and d(x) = 0.7x when using noise free measurements, where the length of the integration interval L = 2. The results are reasonable for different number of modulating functions. This is confirmed in Table 1 , where the errors of the estimated ν and d are less than 1%.
Noisy case. In Figures 4 and 5, we can see the estimated ν(x) and d(x) when
ν(x) = 2(sin(πx) + 1) and d(x) = 0.7x, where we add a 2% white Gaussian noise to the measurements. The results are satisfactory even with different numbers of modulating functions. This is confirmed in Tables 2 and 3 where the relative errors of the estimated ν and d are reasonable even when adding 5% noise to both measurements.
In Figures 6 and 7 , we can see the estimated ν(x) and d(x) when ν(x) = 2(sin(πx)+ 1) and d(x) = 5 exp(−4x), where we add a 2% white Gaussian noise to the measurements. In Table 4 , we have the relative errors with different numbers of modulating functions.
Estimating constant coefficients ν, d when α is known. In this part, we estimate constant coefficients ν and d when the differentiation order α is known. We set the average velocity ν = 0.4, the dispersion coefficient d = 1.1, the differentiation order α = 1.8, and Δx = Noisy case. In Figure 8 , we can see the estimated values of ν and d when adding a 3% white Gaussian noise to the measurements. From Figure 9 , we observe that the numerical results are quite satisfactory, where the relative error is less than 5% when integrating over the interval [0, 4.5] and drops to less than 1% as we increase the length of the integration interval. Although not presented, we would like to note that the results obtained using up to 20 modulating functions are quite similar to those presented in Figure 8 , which will be discussed later. Estimating ν, d, and α. Now, we use the combined Newton's and MFM to estimate all three parameters simultaneously. We set the exact values of the average velocity ν = 0.4, the dispersion coefficient d = 1.1, the differentiation order α = 1.8, the length of the integration interval L = 9, and the initial guess α o = 1.5. Figure 10 represents the estimated parameters using five modulating functions, where the noise level is 3%.
Noisy case.
In Figure 11 , a comparison under different noise levels 1%, 3%, 5%, 10% between the exact values of the parameters and the estimated values is given. From this figure, it can be seen that the results are stable and remain reasonable even if adding 10% noise to the measurements. Figure 12 represents the results obtained with a different number of modulating functions when adding a 3% white Gaussian noise to the measurements. Even with a different number of modulating functions the errors are small and the results are quite satisfactory. This is confirmed in Table 5 , where the relative errors are less than 2% for all parameters. However, it is noted that the number of the modulating functions has an effect on the stability and the accuracy of the presented algorithm. This problem will be discussed in the next section.
Estimating ν, d, and α using interpolation. In practice it is difficult to measure the data over the whole domain. Therefore, in this part we use the measurements of the concentration and the flux at few locations, x i = L 7 i: then use Legendre interpolation to approximate the measurements over the whole domain. We set the exact values of the average velocity ν = 0.5, the dispersion coefficient d = 1, the differentiation order α = 1.6, the final time T = 1, the length of the integration interval L = 40, b = 3, and the initial guess α o = 1.4.
Noisy case. In Figure 13 , the estimated ν and d when adding a 3% white Gaussian noise to the measurements. Three modulating functions are used and the length of the integration interval [0, L 1 ] has been increased. The corresponding relative errors are given in Figure 14 . From these figures we note that the results are satisfactory and the relative errors are less than 6% when L 1 = 40 and less than 10% when L 1 is between 30 and 40. However, when we estimate all three unknowns ν, d, and α the relative errors were slightly greater. Figure 15 represents the estimated parameters using five modulating functions, where the noise level is 3%. In Figure 16 , the estimated parameters with different noise levels and the corresponding relative errors are given in Figure 17 . As we can see the relative errors for all three parameters are less than 4% when adding 1% noise and less than 6% for 3% noisy measurements. Downloaded 12/27/15 to 109.171.137.210. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Moreover, in Tables 6 and 7 are the estimated parameters with 1% and 2% noise with a different number of modulating functions. It is noted that when using four and five modulating functions the results are more accurate than when increasing the number of modulating functions. As mentioned before the number of modulating functions has an effect on the accuracy of the algorithm and further investigation is needed. Remark 6.1. It is important to point out that in the noisy case the accuracy and stability of the system given in (3.9) does not depend only on the noise, but also depends on the sensitivity of the system, which is the condition number of the matrix. Since the condition number depends on both the input and the output of our system, the choice of the modulating functions is critical and should be chosen to give a small condition number.
Remark 6.2. We would like to point out that when estimating variable coefficients we may have some ill conditioning problems as we need to increase the number of basis functions. Moreover, we need to evaluate the fractional derivative of the basis functions, Therefore, in our numerical examples we have used a polynomial basis just to simplify the calculations and to avoid computing the fractional derivatives numerically; this is one of the important advantages of using these basis functions. However, the case where both coefficients are nonpolynomial may require the use of another type of basis, but this will require the numerical computation of the fractional derivatives of the basis functions. This will be investigated in future work. Example 6.2. We consider (1.1) with initial and Dirichlet boundary conditions given in (1.2), where g 0 (x) = 10x 2 − x 3 and (6.6)
The exact solution of the forward problem is c(x, t) = t 2 (10x 2 − x 3 ) and the flux is
. In this example, we set the average velocity ν = 0.3, the dispersion coefficient d = 1.1, the differentiation order α = 1.3, and the final time T = 2. In Figure 18 , we estimated ν and d using three modulating functions when adding a 2% noise to the measurements, and the corresponding relative errors are given in Figure 19 . Figure  20 represents the estimated ν, d, and α when using four modulating functions with different noise levels. On the other hand, Figure 21 represents the estimated parameters with a different number of modulating functions. As we can see in both cases the results are satisfactory which is conformed by the errors given in Table 8 . In Table 9 , we estimated the parameters with a different initial guess α 0 = 1.2, 1.35, 1.37, 1.4, 1.5, and 1.6. As expected, the algorithm converges to the exact solution when the initial guess is around the true value of α. However, when we choose α 0 = 1.5 or 1.6, which is more then 15% far from the exact value, the algorithm does not converge to the exact solution.
7. Discussion. A two stage algorithm has been used to estimate the coefficients and the differentiation order for a fractional differential equation. In the proposed approach, we take advantage of the properties of the modulating functions to overcome the difficulties in estimating the differentiation order. The main advantage is that we simplify the Newton's algorithm by reducing the number of variables in the nonlinear equation problem and the efficient computation of the gradient. The efficiency and the robustness against corrupting noise with a different number of modulating functions have been confirmed by numerical examples. It is noted that the choice and the number of modulating functions can affect the accuracy of the proposed algorithm.
As we can see in Figures 22 and 23 , for 3 to up to 20 modulating functions the relative errors vary, but are still less than 10%. It is noted that the numerical accuracy can become worse if the number of modulating functions increases. This is because the stability of the algebraic system given in (3.10) depends on the modulating functions. Indeed, as we increase the number of modulating functions the number of equations increases. In all cases, the results are stable and remain reasonable even for up to 20 modulating functions and the presented algorithm works well with a reasonable number of modulating functions, which is further confirmed by the errors in Table 5 . Finally, we briefly comment on the length of the integration interval. In Tables  10 and 11 , we present the relative errors when estimating the average velocity and the dispersion coefficient with different integration intervals. We observe that the length of the integration interval also has an effect on the accuracy of the performed algorithm. However, the relative errors are still reasonable and less than 1% for L 1 = 5. In fact, there is an optimal value for the length of the integration interval and further investigation is needed. Further, in Table 12 , we present the relative errors when estimating all three parameters.
Conclusion.
In this paper, we have presented a new approach to estimate the coefficients and the differentiation order in a space-fractional advection-dispersion equation. First, we have estimated the dispersion coefficient and the average velocity by applying the MFM which transformed the coefficients identification problem into solving a linear system of algebraic equations. Then, these estimations of the unknown coefficients are robust against high frequency noises. Second, the MFM has been combined with Newton's iterative algorithm to estimate the average velocity, the , 3% noise on both measurements.
Number of
Relative errors modulating functions dispersion coefficient, and the differentiation order simultaneously, where the first order derivatives with respect to α of the dispersion coefficient and the average velocity have also been estimated using a modulating function approach, which simplifies the calculation of the gradient. Moreover, the local convergence of the presented method has been proved. Finally, numerical simulations have been performed and the results have shown the effectiveness of the proposed algorithm. In these numerical examples, we have chosen polynomial modulating functions, for which the fractional derivative is known analytically. For other types of modulating functions further studies will be Downloaded 12/27/15 to 109.171.137.210. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
