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概要書 
 
 現在の資本市場では、投資先の状態を判断するために様々な情報が用いられている。投
資判断のために用いられる情報の中でも特に重要なものは有価証券報告書に記載されてい
る財務諸表である。有価証券報告書に記載される財務諸表は共通の定められた基準に従っ
て作成されているため、比較可能性が保たれている。しかし、多くの投資家は財務諸表上
の数値そのものでは投資判断には不十分だと考えている。そのため、財務諸表上の数値か
ら企業の状況を判断するために様々な統計的手法が用いられている。 
 しかし、現在では財務諸表分析に統計的手法を用いる場合、確率分布の平均や分散とい
ったパラメータは単一のものが用いられる。これは、企業が単一の状態から財務諸表の数
値を出力していると仮定していることに相当する。本論文では、図 1に示すように、企業
の状態が様々に変化するなかで、各状態を遷移しながら各状態により決まるパラメータに
より財務諸表の数値が決定されると考える。 
 
 
図 1 本論文で用いる手法 
 
実際に投資家が利用できる情報は有価証券等の公表された情報だけである。そのため、
投資家は何らかの方法で公表された情報から隠された企業の情報を推定する必要がある。
そこで、本論文では、公表された財務諸表の数値から隠された企業の状態を推定するため
に隠れマルコフモデルを用いた。 
隠れマルコフモデルとは時系列を分析するための確率モデルのひとつである。隠れマル
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 ii
コフモデルでは、マルコフ過程により遷移する状態から観測値が出力されているものと仮
定し、観測値から隠されている状態を推定する。 
隠れマルコフモデルは音声認識の分野で広く用いられているが、経済データへ適用した
ものも多い。本論文では図 2に示すように、財務諸表に記載されたデータから財務指標を
計算し、算出された財務指標から時系列データを作成する。そして、作成された時系列デ
ータを入力として隠れマルコフモデルを学習する。学習済みの隠れマルコフモデルを用い
て、直接は観測できない企業の状態遷移を推定することにより、投資家の判断の役に立つ
情報を提供することを目的とする。 
 
図 2 隠れマルコフモデルを用いた状態推定 
 
本論文では、隠れマルコフモデルへの入力として、売上高営業利益率、総資産経常利益
率の二つの指標を用いる。それぞれの指標を単独で入力に用いた場合と２つの指標を両方
とも入力に用いた場合について実験を行った。好調と不調の２つの状態を学習することを
期待して隠れマルコフモデルは 2状態とした。隠れマルコフモデルに用いる学習データと
しては、同じ業種に含まれる複数企業の財務諸表データを用いることで、同種企業に共通
して含まれているダイナミクスを学習することを試みた。 
実験を行った結果、二つの指標を用いた場合は単独で指標を用いた場合より好調、不調
の状態推定がうまくいくことがわかった。
財務データ 
入力
推定
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第一章 序論 
第一節 目的 
現在の資本市場では、投資先の状態を判断するために様々な情報が用いられている。株
式投資において投資判断のために用いられている情報の中でも特に重要なものは金融商品
取引法によって開示することが定められている有価証券報告書である。特に、経理の状況
に記載されている財務諸表は、企業の状況を数値データにより表しているので分析を行い
やすい。そのため、財務諸表上のデータは、様々な方法により統計的に分析されている。 
現在用いられている財務諸表分析においては、企業は単一のパラメータに従ったモデル
から財務諸表が出力されるものとする暗黙の仮定が置かれている。例えば、平均や分散と
いった統計量は企業の状態によって変化するのでなく一定の値であると仮定して分析が行
われている。しかし、企業の状況は様々に変化するものなので、それに従ってモデルのパ
ラメータが変化するものと考えるのが自然である。そこで本論文では、企業が複数の状態
を遷移し、それに従ってモデルのパラメータが変化するものと仮定する。 
企業の分析を行う際には財務諸表上の数値しか観測できず、企業の状態を実際に観測す
ることはできない。そのため、何らかの方法で企業の状態を推定する必要がある。そこで、
本論文では、統計的手法の一つである隠れマルコフモデルを用いることで、隠されている
企業の状態遷移を推定することを試みる。 
本論文では、Zucchiniらによって提供されているプログラミング言語 Rのソースコード
[1]を元に改良を行い、正規分布を確率分布に持ち 2入力を可能にした隠れマルコフモデル
のプログラムを用いて実験を行う。 
隠れマルコフモデルとは、時系列を分析するための確率モデルである。隠れマルコフモ
デルにおいてはマルコフ過程により遷移する状態から観測値が出力されていると仮定して、
隠されている状態遷移を推定する。 
本論文では、公開された財務諸表から計算される財務指標を観測された時系列として隠
れマルコフモデルを学習する。学習された隠れマルコフモデルを用いることで、企業の隠
された状態遷移を推定し、投資家に対して有意義な情報を提供することを試みる。 
 
第二節 先行研究 
隠れマルコフモデルは、観測された値からその背後に隠されている状態を解析すること
２ 
に利用されている。最もよく知られている隠れマルコフモデルの応用例は音声認識である
[2]。音声認識意においては、音声波形を加工して隠れマルコフモデルに入力することによ
り、音素の遷移を推定する。 
また、隠れマルコフモデルの遺伝子解析への応用も広く行われている。遺伝子解析の場
合、塩基配列を隠れマルコフモデルへの入力として用いることで解析を行う。 
このように、主に工学的な分野に応用されている隠れマルコフモデルであるが、その応
用先は工学的分野にとどまらずに幅広い分野に応用されている[1]。経済データの分析に隠
れマルコフモデルを利用したものも多くエラー! 参照元が見つかりません。、TOPIX の分
析に利用したものや、ポートフォリオの選択理論に用いたものがある[4]。 
本論文では、隠れマルコフモデルの経済データへの応用のひとつとして、財務諸表のデ
ータを入力として企業の状態の解析を行うことを試みる。 
 
第二章  隠れマルコフモデル 
本章では隠れマルコフモデルとそれに関連するアルゴリズムの説明を行う。[1] 
第一節 マルコフ連鎖 
マルコフ性とは、確率論における確率過程の特性のひとつである。確率過程において、
将来の状態の確率分布が現在の状態のみに依存して、過去のいかなる状態に影響されない
場合、その特性をマルコフ性と呼ぶ。また、マルコフ性をもつ確率過程のことをマルコフ
過程と呼ぶ。 
 
図 3 マルコフ連鎖 
マルコフ連鎖とは、マルコフ過程に従う確率過程のうち、離散時間において離散的な状
態をとるものを言う。図  3 に示すように、ある確率過程に従う状態列 K,, 21 CC を
}:{ N∈tCt と表す。このとき、 
)|Pr(),,|Pr( 111 tttt CCCCC ++ =L  
を全ての N∈t に対して満たすならば }{ tC はマルコフ連鎖であるという。以後簡便のため
に ),,,( 21 tCCC L を )(tC と表す。この場合、マルコフ連鎖は、 
2−tC 1−tC tC 1+tC
３ 
)|Pr()|Pr( 1
)(
1 tt
t
t CCC ++ =C  
と表せる。つまり、マルコフ連鎖においては 1時刻後の状態は現在の状態による条件付確
率によって決定される。 
これを本論文で用いる手法に合わせて説明すれば、状態 tC が企業の状態を表しており、1
時刻が 1 会計期間を表している。そして、1 会計年度後の企業の状態は現在の企業の状態
のみに依存し、過去の状態には関係しないことを表している。 
マルコフ連鎖においては以下の式で表される確率を遷移確率と呼ぶ 
)|Pr( iCjC sts ==+  
これは、時刻ｓにおいて状態 i であるときに時刻 s+t において状態 j である確率である。
本論文では、遷移確率を sによらず一定であるとして、 
)|Pr()( iCjCt stsij === +γ  
と表す。つまり、企業の状態が遷移する確率は時刻にかかわらずに一定であることを仮定
している。 
ここで、要素 ),( ji が )(tijγ である行列を )(tΓ と表す。 )(tΓ には、 
)()()( utut ΓΓΓ =+  
となる性質がある。このことから、 
tt )1()( ΓΓ =  
が導き出される。 
以後簡便のため、 )1(Γ をΓと表し、 )1(ijγ を ijγ と表す。つまり、 
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となる。 
時刻ｔにおいて各状態を取りうる確率の行ベクトルを 
( ) ( ) ( )( ) Nu ∈=== tmCCt tt   ,Pr,,1Pr K  
と表す。このとき、Γを用いて 
( ) ( )Γuu tt =+1  
４ 
と表すことができる。 
つまり、現在企業が取りうる各状態の確率がわかっていれば、 Γを掛けることにより次
年度の各状態を取りうる確率がわかるということである。 
 
第二節 隠れマルコフモデル 
 
図 4 隠れマルコフモデル 
隠れマルコフモデルは図 4 に示すように、観測値 }:{ N∈tX t が、背後で遷移している状
態列 }:{ Ν∈tCt により出力されているモデルである。このことは以下の式によって表され
る。 
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つまり、状態 tC はマルコフ過程に従い、観測値 tX は状態 tC により決まる確率分布により
出力される。 
本論文にあわせれば、観測値 tX は財務諸表データを表しており、企業の状態によって決
まる確率分布により財務諸表データが出力されることを表している。 
以後簡便のために、以下の記号を用いる。 
)|Pr()( iCxXxp tti ===  
)(xpi は時刻 tにおいて状態が iのときに観測値 tX が xとなる確率である。これは企業の
状態が 
観測値 tX は、 Tt ,,1 K= において ( ) ( )iCtu ti == Pr とおくと、 
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と表せる。 
ここで、1を ( )1,1 K 、 v′をベクトル vの転置を表すものとする。 
上の式を行列形式で表すと、 
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となる。ここで、 )(xP は i 番目の要素が )(xpi である対角行列である。このとき、
( ) ( ) 11 −= tt Γuu となるので、 
'1 )()()Pr( 1PΓu xtxX tt
−==  
とかける。 
初期の状態分布をδとすると、ある隠れマルコフモデルから観測値 Txxx ,,, 21 K が出力さ
れる確率 TL は 
1ΓPΓPΓPP ′= )()()()( 321 TT xxxxL Lδ  
と表せる。 
つまり TL は一連の財務諸表データ Txxx ,,, 21 K が観測される確率を表す。 
 
第三節 EMアルゴリズム 
隠れマルコフモデルでは、 }{ tX を観測できるだけで、それ以外のパラメータを観測する
ことはできない。そのため、何らかの方法で隠れマルコフモデルのパラメータを推定する
必要がある。 
本論文では、隠れマルコフモデルのパラメータを推定する手法として、EMアルゴリズム
[1]を用いることとした。EMアルゴリズムでは、状態数 mと各状態の確率密度関数を所与
とした上で、初期状態分布 δ、遷移確率Γ、確率密度関数のパラメータを推定する手法で
６ 
ある。 
まず、EMアルゴリズムのために Forward probabilitiesと Backward probabilitiesを定
義する。 
Forward probabilities tα は、 
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=
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t
s
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と定義される。 
このとき、 
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と表せる。 
tα の j 番目の要素を ( )jtα とすると、 ( )jtα は ),,,,Pr( 1211 jCxXxXxX ttt ==== K とな
る結合確率を表している。つまり、( )txx ,,1 K かつ時刻 tで状態が jである確率を表してい
る。 
さらに、 Tt ,,2,1 K= において Backward probabilities tβ を 
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1
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++
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と定義する。 
tβ の j 番目の要素を ( )jtβ とする ( )jtβ は )|,,,Pr( 2211 jCxXxXxX tTTtttt ==== ++++ K
となる条件付確率を表している。つまり、時刻 tで状態 jの時に ( )Tt xx ,,1 K+ である確率を
表している。 
つまり、図 5に示すように tα は時刻 tまでの確率、 tβ は時刻 tからの確率を表している。 
 
図 5 Forward probabilitiesと Backward probabilities 
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このことから、 
( ) ( ) ( ) ( )( )jCjja tTTtt === ,Pr xXβ  
が導き出せる。つまり、 ( ) ( )jja tt β は ( ) ( )TT xX = かつ時刻 tで状態 jである確率を表してい
る。 
このことから、 
( ) ( )( ) ( ) ( )
( ) ( )( ) ( ) ( ) ( ) TttkjktTTtt
Ttt
TT
t
LkxPjkCjC
LjjjC
/|,Pr
/|Pr
11 βγα
βα
−− ====
===
xX
xX
 
がいえる。つまり、 ( ) ( )TT xX = のもとで時刻 tのとき状態 jである確率は ( ) ( ) Ttt Ljj /βα で
表され、 ( ) ( )TT xX = のもとで時刻 t-1のとき状態 jで時刻 tのとき状態 kに遷移する確率は、
( ) ( ) ( ) tttkjkt Lkxpj /1 βγα − で表される。 
EMアルゴリズムは Eステップと Mステップに分けることができる。 
1. Eステップ 学習データ Tx が与えられたときに、全ての状態について時刻 tで状態 j
となる確率 ( )tu j と時刻 t-1から tになるとき状態 jから状態 kに遷移する確率 jkγ を
計算する 
2. M ステップ 与えられた確率のもとで学習データが出力される尤度が最大になるよ
うに隠れマルコフモデルのパラメータを更新する。 
Eステップと Mステップを繰り返すことで隠れマルコフモデルの学習を行う。 
観測値 Txx ,,1 K と隠された状態列 Tcc K,1 からなる隠れマルコフモデルの対数尤度は 
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となる。したがって ( )tu j と ( )tjkγ を用いて、 
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と表せる。Mステップでは term1～3を最大化するようにパラメータを更新する。 
８ 
1. Eステップでは ( )tu j と ( )tjkγ を以下のように更新する。 
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2. Mステップ δ ,Γ ,term3のパラメータを以下のように更新する 
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logˆ を最大化するようにパラメータを更新する。本論文で
は ( )tj xp として正規分布を仮定しているため、以下のようにパラメータを更
新する。 
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第四節 Viterbiアルゴリズム 
観測されたデータから隠された状態の遷移列を推定することは、隠れマルコフモデルを利
用する目的のひとつである。しかし、観測データを出力する可能性のある全ての状態遷移
の確率を計算すると計算量が膨大となり、現実的でない。計算量を抑えて観測されたデー
タから状態遷移列を推定する手法のひとつとして、Viterbiアルゴリズムがある。[1] 
Viterbi アルゴリズムでは以下の式のように観測された値 tX のもとで尤度最大となる状
態遷移列 Tccc K,, 21 を計算する。 
( ) ( ) ( ) ( )( )TTTT xXcC == |Pr  
つまり、 
 
 
( ) ( )( ) ( )∏∏
== −
=
T
t
tc
T
t
ccc
TT xp
tttt
12
,1
,Pr γδXC
９ 
を最大化するような ( )Tc を計算する。 
この計算を総当りで行うと Tm のオーダーの計算量がかかる。そこで計算量を減らすため
に Viterbiアルゴリズムが考案された。 
Viterbiアルゴリズムではまず、 
( ) ( )1111,1 ,Pr xpxXiC iii δξ ====  
と定義する。 
次に、 Tt K,2,1= に対して、 
( ) ( ) ( ) ( )( )TTtttcccti iCt xXcC ==== −−− ,,Prmax 11,, 12,1 Kξ  
と定義する。このとき、 tiξ は Tt K,2,1= と mi ,,2,1 K= に対して再帰式、 
( )( ) ( )tjijititj xpγξξ ,1max −=  
を満たす。したがって、 tiξ を要素とする mT × の行列を計算すればよいので、計算量はT
に対して線形となる。 
このとき尤度最大となる状態列 Tiii ,,, 21 K は 
Ti
mi
Ti ξ
,,1
maxarg
K=
=  
と、 1,,2,1 K−−= TTt について 
( )
1,
,,1
maxarg +=
=
tiiti
mi
ti γξ
K
 
を計算することで再帰的に求められる。 
 
 
第三章  隠れマルコフモデルを用いた業績分析 
第一節 分析方法 
本章では、実際に公表された有価証券報告書を用いて隠れマルコフモデルを学習させるこ
とで、企業の業績分析を行う。 
隠れマルコフモデルを用いて経済分析を行う場合に、好況、不況を表す 2 状態を仮定す
ることがある[4]。そこで本論文で用いる隠れマルコフモデルは、企業の好調、不調の 2状
１０ 
態を学習できることを期待し、2 つの状態間を遷移するものと仮定する。また、各状態か
らどのような確率分布に基づいて財務諸表データが出力されるかについては、隠れマルコ
フモデルによく用いられる正規分布によって財務指標が出力されるものと仮定する。した
がって、学習によって推定する隠れマルコフモデルのパラメータは、以下のとおりとなる。 
1. 初期分布 隠れマルコフモデルの初期状態として状態 1,2を取る確率である、 
( )21,δδ=δ  
 
2. 遷移行列 隠れマルコフモデルにおいて、遷移確率を要素とする行列 
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
2221
1211
γγ
γγ
Γ  
 
3. 各状態における正規分布の平均・分散 状態 i における正規分布の平均を iµ 、標準
偏差を iσ とすると、状態 1,2に対応したパラメータであり、入力が一つの場合 
( )
( )21
21
,
,
σσ
µµ
=
=
σ
µ
 
となり、入力が二つの場合 
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
2221
1211
2221
1211
σσ
σσ
µµ
µµ
σ
µ
 
となる。 
 
隠 れ マ ル コ フ モ デ ル の 入 力 に 用 い る デ ー タ は 、 日 経 NEEDS-FAME
（http://www.nikkei.co.jp/needs/）よりダウンロードした企業の財務諸表データを用いる。 
企業の状態から出力される観測値としては、企業のフロー面から見た業績とストック面
から見た業績を表す指標を用いることにした。そのため、フロー面から見た業績について
は売上高営業利益率を用い、ストック面から見た業績については総資産経常利益率を用い
ることとした[5]。 
１１ 
売上高営業利益率とは、 
売上高
営業利益
売上高営業利益率 =  
で計算される財務指標である。売上高利益率は企業が売り上げに対して、どれだけ営業利
益を上げているかを表す財務指標であり、企業の営業活動における競争力を表している。 
総資産経常利益率は、 
総資産
経常利益
総資産経常利益率 =  
で計算される財務指標である。総資産経常利益率は企業が総資産に対して経常利益をどれ
だけ上げているかを表す財務指標であり、企業の資産の効率性を表している。分母に貸借
対照表項目、分子に損益計算書項目を使用する財務指標を計算する際には、ストック項目
である貸借対照表項目は期首と期末の平均を使用することが多い。しかし、本論文では簡
便化のために期末時点の貸借対照表項目を用いることにした。 
本論文では、単一の財務指標を入力に用いた場合と複数の指標を入力に用いた場合を比較
して、どちらが状態遷移をうまく推定できるかを調べる。そのため、隠れマルコフモデル
の入力として、売上高利益率・総資産経常利益率を単独に用いた場合と、売上高利益率・
総資産経常利益率の両方を用いた場合について分析を行うことを試みる。 
単独の企業データでは隠れマルコフモデルの学習データとして用いるにはデータ数が少
なすぎる。隠れマルコフモデルを学習させる目的は学習データの背後にあるダイナミクス
を隠れマルコフモデルが再現できるようにすることにある。しかし、学習データが少なす
ぎると隠されているダイナミクスでなく固有の学習データに適応してしまう。これは過学
習と呼ばれ、学習が失敗した状態を表す。 
本論文では過学習を避けるため、学習データとしては単一の企業の財務指標データを用い
るのではなく、同種の業種の複数の企業の財務指標データを用いる。そのことにより、隠
れマルコフモデルが各企業に共通の一般化された確率モデルを学習するようにする。 
 
第二節 自動車産業 
本節では、自動車産業の財務諸表データを隠れマルコフモデルの入力として財務分析を行
うことを試みた。 
財務諸表データを使用した企業は、自動車産業上場一部会社である以下に示す企業である。 
１２ 
 
表 1 データを用いた企業 
社名 年度 
日産自動車（株） 1978－ 
いすゞ自動車（株） 1984－ 
トヨタ自動車（株） 1984－ 
日野自動車（株） 1995－ 
日産ディーゼル工業（株） 2000－ 
関東自動車工業（株） 1995－ 
マツダ（株） 1984－ 
ダイハツ工業（株） 1984－ 
愛知機械工業（株） 1990－ 
本田技研工業（株） 1976－ 
スズキ（株） 1984－ 
富士重工業（株） 1986－ 
三菱自動車工業（株） 1987－ 
また、学習済みの隠れマルコフモデルを用いて、自動車産業の企業のひとつである本田技
研（株）の財務分析を行う。財務分析を行う本田技研（株）の売上高営業利益率と総資産
経常利益率の変化を図 6、図 7に示す。 
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図 6本田技研（株）の売上高営業利益率 
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図 7 本田技研（株）の総資産営業利益率 
 
1. 売上高営業利益率を用いた場合  
売上高営業利益率を隠れマルコフモデルの入力に用いた場合、パラメータの学習結果は以
下のようになった。 
z δ  
1δ  2δ  
1.000000e+00 1.279390e-30 
z Γ  
 1 2 
1 0.89018729 0.1098127 
2 0.03337429 0.9666257 
z µ  
1µ  2µ  
7.020065 1.774181 
z σ  
1σ  2σ  
2.014404 2.181260 
 
学習された隠れマルコフモデルを用いて Viterbiアルゴリズムにより本田技研（株）の
１４ 
状態遷移を推定した。図 8に状態遷移と売上高営業利益率、図 9に状態遷移と経常利益
の関係を示す。 
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図 8売上高営業利益率と状態遷移 
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図 9 経常利益と状態遷移(売上高営業利益率) 
2. 総資産経常利益率を用いた場合 
総資産経常利益率を隠れマルコフモデルの入力に用いた場合、パラメータの学習結果は以
下のようになった。 
z δ  
１５ 
1δ  2δ  
1.000000e+00 8.348672e-94 
z Γ  
 1 2 
1 0.93175856 0.06824144
2 0.05303608 0.94696392
z µ  
1µ  2µ  
6.579962 1.218830 
z σ  
1σ  2σ  
3.266848 2.936473 
学習された隠れマルコフモデルを用いて Viterbiアルゴリズムにより本田技研（株）の
状態遷移を推定した。図 10に状態遷移と総資産経常利益率、図 11に状態遷移と経常利
益の関係を示す。 
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図 10総資産経常利益率と状態遷移 
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図 11経常利益と状態遷移(総資産経常利益率) 
3. 売上高営業利益率と総資産経常利益率の両方を用いた場合 
売上高営業利益率と総資産経常利益率の両方を隠れマルコフモデルの入力に用いた場合、
パラメータの学習結果は以下のようになった。 
z δ  
1δ  2δ  
1.000000e+00 5.440155e-79 
z Γ  
 1 2 
1 0.8735024 0.1264976 
2 0.0380789 0.9619211 
z µ  
 1µ  2µ  
売上高営業利益率 7.136308 1.768085 
総資産経常利益率 8.325802 2.152059 
 
 
 
１７ 
z σ  
 1σ  2σ  
売上高営業利益率 1.888962 2.162592 
総資産経常利益率 3.247784 3.037668 
学習された隠れマルコフモデルを用いて Viterbiアルゴリズムにより本田技研（株）の
状態遷移を推定した。図 12に状態遷移と経常利益の関係を示す。 
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図 12経常利益と状態遷移（2入力） 
売上高営業利益率、総資産経常利益率で学習した場合、ともに状態 1の平均が大きく状
態 2の平均が小さくなっている。このことから、状態 1のとき企業の業績が好調で、状態
2のとき不調となっていることが推定される。 
経常利益と状態遷移を比較すると、売上高営業利益率を入力に用いた場合、図 9に示す
ように、経常利益の動きと好調、不調の状態遷移がほぼ一致している。また、図 9で状態
2 の不調に遷移している 1996 年頃は円高で自動車業界が不況の時期であり、不調の状態
を推定できていると考えられる。しかし、総資産経常利益率を入力に用いた場合、図 11
に示すように、状態がすべて１であると推定されている。このことから、総資産経常利益
率だけを入力に用いても企業の状態を推定できていないことがわかる。 
売上高営業利益率、総資産経常利益率の両方を入力に用いた場合、両方の指標とも状態
1 のとき平均が大きく状態 2 のとき平均が小さくなった。このことより、状態 1 が好調を
表し、状態 2 が不調をあらわしていると推定される。経常利益と状態遷移の関係は図 12
に示すように経常利益の動きと好調、不調の状態遷移がほぼ一致している。 
１８ 
状態遷移を正しく推定できた時系列と、推定できなかった時系列の 2つを入力として扱
うと状態遷移の推定が正しく行えなくなる可能性がある。しかし、総資産経常利益率は、
推定が行えなかったものの、経常利益の動きに連動している。そのため、売上高営業利益
率・総資産経常利益率の両方を入力に用いた場合でも、経常利益の動きに連動した状態遷
移を推定できたと考える。 
 
第三節 鉄鋼業 
本節では、鉄鋼業の財務諸表データを隠れマルコフモデルの入力として財務分析を行うこ
とを試みた。 
財務諸表データを使用した企業は、鉄鋼業における上場一部会社である以下に示す企業で
ある。 
 
表 2 データを用いた企業 
社名 年度 
新日本製鐵（株） 1984－ 
JFEスチール（株） 1986－ 
住友金属工業（株） 1984－ 
（株）神戸鉄鋼所 1984－ 
日新製鋼（株） 1978－ 
（株）中山製鋼所 2000－ 
合同製鐵（株） 1999－ 
ジェイ エフ イー ホールディングス 2003－ 
また、学習済みの隠れマルコフモデルを用いて、鉄鋼業の企業のひとつである新日本製鐵
（株）の財務分析を行う。財務分析を行う新日本製鐵（株）の売上高営業利益率と総資産
経常利益率の変化を図 13、図 14に示す。 
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図 13 新日本製鐵の売上高利益率 
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図 14 新日本製鐵（株）の総資産経常利益率 
1. 売上高営業利益率を用いた場合  
売上高営業利益率を隠れマルコフモデルの入力に用いた場合、パラメータの学習結果は以
下のようになった。 
 
z δ  
1δ  2δ  
3.585071e-187 1.000000e+00 
z Γ  
 1 2 
1 0.7708799 0.2291201 
2 0.1058447 0.8941553 
 
２０ 
z µ  
1µ  2µ  
12.518766 4.902904 
z σ  
1σ  2σ  
3.375678 2.988960 
 
学習された隠れマルコフモデルを用いて Viterbiアルゴリズムにより新日本製鐵（株）
の状態遷移を推定した。図 15に状態遷移と売上高営業利益率、図 16に状態遷移と経常
利益の関係を示す。 
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図 15売上高営業利益率と状態遷移 
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図 16 経常利益と状態遷移(売上高営業利益率)  
2. 総資産経常利益率を用いた場合 
総資産経常利益率を隠れマルコフモデルの入力に用いた場合、パラメータの学習結果は以
下のようになった。 
z δ  
1δ  2δ  
6.256907e-253  1.000000e+00 
z Γ  
 1 2 
1 0.81046635 0.1895337 
2 0.08652867 0.9134713 
z µ  
1µ  2µ  
8.707188 1.277823 
z σ  
1σ  2σ  
3.494441 1.783420 
学習された隠れマルコフモデルを用いて Viterbiアルゴリズムにより新日本製鐵（株）
の状態遷移を推定した。図 17に状態遷移と総資産経常利益率、図 18に状態遷移と経常
２２ 
利益の関係を示す。 
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図 17 総資産経常利益率と状態遷移 
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図 18経常利益と状態遷移(総資産経常利益率) 
3. 売上高営業利益率と総資産経常利益率の両方を用いた場合 
売上高営業利益率と総資産経常利益率の両方を隠れマルコフモデルの入力に用いた場合、
パラメータの学習結果は以下のようになった。 
 
２３ 
z δ  
1δ  2δ  
6.628131e-135  1.000000e+00 
z Γ  
 1 2 
1 0.7625098  0.2374902 
2 0.1231078  0.8768922 
z µ  
 1µ  2µ  
売上高営業利益率 12.37702 4.680554 
総資産経常利益率 8.39128  1.066913 
z σ  
 1σ  2σ  
売上高営業利益率 3.251582 2.831387 
総資産経常利益率 3.407664 1.586336 
学習された隠れマルコフモデルを用いて Viterbiアルゴリズムにより新日本製鐵（株）
の状態遷移を推定した。図 19に状態遷移と経常利益の関係を示す。 
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図 19 経常利益と状態遷移（2入力） 
売上高営業利益率、総資産経常利益率で学習した場合、ともに状態 1の平均が大きく状
２４ 
態 2の平均が小さくなっている。このことから、状態 1のとき企業の業績が好調で、状態
2のとき不調となっていることが推定される。 
売上高営業利益率、総資産経常利益率単独で分析を行った場合、図 16、図 18 前半は状
態 2の不調であり、後半に状態 1の好調に遷移するという結果が出た。しかし、売上高営
業利益率と総資産経常利益率の両方を用いて分析を行った場合、図 19 に示すように、単
独で分析を行った場合には現れなかった好調への状態遷移が前半部分に現れた。 
このことから、経常利益と相関の高い 2 つの時系列を用いて分析を行ったため、単独の
時系列では推定できなかった状態遷移を新たに発見することができたと考えられる。 
 
第四節 鉄道業 
本節では、鉄鋼業の財務諸表データを隠れマルコフモデルの入力として財務分析を行うこ
とを試みた。 
財務諸表データを使用した企業は、鉄鋼業における上場一部会社である以下に示す企業で
ある。 
 
表 3 データを用いた企業 
社名 年度 
東武鉄道（株） 1984－ 
西武鉄道（株） 1986－ 
東京急行電鉄（株） 1984－ 
京浜急行電鉄（株） 1984－ 
小田急電鉄（株） 1978－ 
京王電鉄（株） 1984－ 
京成電鉄（株） 1984－ 
西日本鉄道（株） 1984－ 
近畿日本鉄道（株） 1984－ 
阪急阪神ホールディングス（株） 1984－ 
阪神電気鉄道（株） 1984－ 
南海電気鉄道（株） 1984－ 
２５ 
京阪電気鉄道（株） 1984－ 
名古屋鉄道（株） 1984－ 
東日本旅客鉄道（株） 1991－ 
東海旅客鉄道（株） 1993－ 
西日本旅客鉄道（株） 1992－ 
また、学習済みの隠れマルコフモデルを用いて、鉄道業の企業のひとつである東京急行
（株）の財務分析を行う。財務分析を行う東京急行（株）の売上高営業利益率と総資産経
常利益率の変化を図 20、図 21に示す。 
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図 20東京急行（株）の売上高利益率 
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図 21東京急行（株）の総資産経常利益率 
4. 売上高営業利益率を用いた場合  
売上高営業利益率を隠れマルコフモデルの入力に用いた場合、パラメータの学習結果は以
下のようになった。 
 
２６ 
z δ  
1δ  2δ  
1.000000e+00 3.140504e-65 
z Γ  
 1 2 
1 0.94180958 0.05819042
2 0.03057007 0.96942993
z µ  
1µ  2µ  
13.767210  6.399327 
z σ  
1σ  2σ  
5.683053 1.762010 
 
学習された隠れマルコフモデルを用いて Viterbiアルゴリズムにより東急電鉄（株）の
状態遷移を推定した。図 22に状態遷移と売上高営業暦率、図 23に状態遷移と経常利益
の関係を示す。 
 
図 22 売上高営業利益率と状態遷移 
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図 23 経常利益と状態遷移(売上高営業利益率) 
 
5. 総資産経常利益率を用いた場合 
総資産経常利益率を隠れマルコフモデルの入力に用いた場合、パラメータの学習結果は以
下のようになった。 
z δ  
1δ  2δ  
1.181449e-198  1.000000e+00 
z Γ  
 1 2 
1 0.89494433 0.1050557 
2 0.04547791 0.9545221 
z µ  
1µ  2µ  
3.334282 1.312828 
z σ  
1σ  2σ  
0.9782607 0.7415613
学習された隠れマルコフモデルを用いてViterbiアルゴリズムにより東京急行電鉄（株）
の状態遷移を推定した。図 24に状態遷移と総資産経常利益率、図 25に状態遷移と経常
利益の関係を示す。 
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図 24 総資産経常利益率と状態遷移 
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図 25経常利益と状態遷移（総資産経常利益率） 
6. 売上高営業利益率と総資産経常利益率の両方を用いた場合 
売上高営業利益率と総資産経常利益率の両方を隠れマルコフモデルの入力に用いた場合、
パラメータの学習結果は以下のようになった。 
z δ  
1δ  2δ  
1.447535e-38 1.000000e+00 
z Γ  
２９ 
 1 2 
1 0.92555382 0.07444618
2 0.01527872 0.98472128
z µ  
 1µ  2µ  
売上高営業利益率 17.285699 7.260579 
総資産経常利益率 1.942628 1.884787 
z σ  
 1σ  2σ  
売上高営業利益率 6.361525 2.341687 
総資産経常利益率 1.270448 1.217266 
学習された隠れマルコフモデルを用いてViterbiアルゴリズムにより東京急行電鉄（株）
の状態遷移を推定した。図 12に状態遷移と経常利益の関係を示す。 
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図 26 経常利益と状態遷移（2入力） 
売上高営業利益率、総資産経常利益率で学習した場合、ともに状態 1の平均が大きく状
態 2の平均が小さくなっている。このことから、状態 1のとき企業の業績が好調で、状態
2のとき不調となっていることが推定される。 
しかし、売上高営業利益率、総資産経常利益率をそれぞれ単独で用いて分析を行った場
合、売上高営業利益率の場合は、前半が好調で後半が不調であると推定された。一方、総
資産経常利益率を用いた場合、前半が不調で後半が好調であると推定された。 
これは、売上高営業利益率が経常利益率の動きと連動しているのに対して、総資産経常
３０ 
利益率の動きが経常利益の動きと逆に動いているため、好調と不調の推定が正反対になっ
たと考えられる。 
さらに、売上高営業利益率と総資産経常利益率の両方を入力として用いた場合、総資産
経常利益率の確率分布の平均が状態 1,2 ともにほぼ同じになった。このことより、総資産
経常利益率が企業の状態遷移にあまり寄与していないと考えられる。学習済みの隠れマル
コフモデルを用いて分析を行ったところ、経常利益の動きと状態遷移が連動していなかっ
た。このことから、総資産経常利益率を入力に用いたことにより、売上高営業利益率単独
では推定できた状態遷移が推定できなくなったことがわかる。 
本論文では財務諸表データとして連結財務諸表を用いたが、鉄道業の連結財務諸表には
不動産業や小売業であるデパート等の業績が含まれる。また、資産には土地建物等の業績
と関連しない固定資産が多く含まれる。そのため、総資産経常利益率は必ずしも業績を表
しているとはいえない。そのため、総資産経常利益率を隠れマルコフモデルの入力として
用いても状態遷移が推定できなかったと考えられる。 
 
第五節 考察 
自動車産業、鉄鋼業、鉄道業について財務諸表データを用いた隠れマルコフモデルによる
財務分析を行った。 
自動車産業、鉄鋼業においては、経常利益の動きと状態遷移が連動する結果となった。同
一産業の複数企業のデータを用いて学習した隠れマルコフモデルを用いているので、各産
業に共通のダイナミクスを学習させることができたと考えられる。 
また、単一の指標でなく複数の指標を用いた場合、自動車産業においては経常利益と連動
した状態遷移を学習した売上高営業利益率と同じ状態遷移が現れた。また、鉄鋼業におい
ては単独の指標では現れなかった状態遷移が二つの指標を入力とすることで現れた。この
ことから、単一の指標でなく複数の指標を用いたほうが正しく分析できると考えられる。 
一方、鉄道業では単独の指標では売上高営業利益率と総資産経常利益率では状態遷移の結
果が正反対になった。また、二つの指標を入力としても状態遷移が経常利益と連動しなか
った。 
以上のことから、ある程度業績と連動した指標を組み合わせて隠れマルコフモデルの入力
とした場合、分析の精度が上がるが、業績と無関係の指標を組み合わせた場合はかえって
分析の精度が悪くなることがわかった。 
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第四章 今後の課題 
第一節 不正の発見 
隠れマルコフモデルを用いて企業の状態遷移を解析して異常な状態に遷移しているかを
確認する。異常な状態にある企業は不正を行っているリスクが高いと考えられる。 
 
第二節 信用度 
企業の財務状態を表し指標を隠れマルコフモデルの入力に用いることで企業の財務状態
の遷移を解析する。企業の財務状態を確認することで企業の信用度を判断する。 
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付録 
本論文で使用したプログラムを以下に掲載する。 
norm.HMM.lalphabeta<-function(x,m,mean,sd,
gamma,delta=NULL)   
{                                                            
 
if(is.null(delta))delta<-solve(t(diag(m)-gamma+
1),rep(1,m))    
 n          <- length(x)                                     
 lalpha     <- lbeta<-matrix(NA,m,n)   
 
allprobs <- matrix(nrow=n, ncol=m) 
 
for(i in 1:n) 
 for(j in 1:m) 
  { 
    allprobs[i,j] = dnorm(x[i],mean[j],sd[j]) 
   } 
                         
 foo        <- delta*allprobs[1,]                            
 sumfoo     <- sum(foo)                                     
 lscale     <- log(sumfoo)                                  
 foo        <- foo/sumfoo                                    
 lalpha[,1] <- log(foo)+lscale                               
 for (i in 2:n)                                              
   {                                                         
   foo        <- foo%*%gamma*allprobs[i,]                    
   sumfoo     <- sum(foo)                                    
   lscale     <- lscale+log(sumfoo)                          
   foo        <- foo/sumfoo                                  
   lalpha[,i] <- log(foo)+lscale                             
   }                                                         
 lbeta[,n]  <- rep(0,m)                                      
 foo        <- rep(1/m,m)                                    
 lscale     <- log(m)                                        
 for (i in (n-1):1)                                          
   {                                                         
   foo        <- 
gamma%*%(allprobs[i+1,]*foo)                
   lbeta[,i]  <- log(foo)+lscale                             
   sumfoo     <- sum(foo)                                    
   foo        <- foo/sumfoo                                  
   lscale     <- lscale+log(sumfoo)                          
   }                                                         
 list(la=lalpha,lb=lbeta)                                    
}       
 
norm.HMM.EM <- 
function(x,m,mean,sd,gamma,delta,             
                        
maxiter=1000,tol=1e-6,...)          
{   
 n <- length(x)                                                         
 mean.next    <- mean 
 sd.next      <- sd                                    
 gamma.next     <- gamma                                     
 delta.next     <- delta                                    
 for (iter in 1:maxiter)                                     
   { 
    lallprobs <- matrix(nrow=n, ncol=m) 
     for(i in 1:n) 
      for(j in 1:m) 
      { 
       lallprobs[i,j] = 
dnorm(x[i],mean[j],sd[j],log=TRUE) 
     }          
   fb  <-  
norm.HMM.lalphabeta(x,m,mean,sd,gamma,de
lta=delta)    
la  <-  fb$la                                         
   lb  <-  fb$lb                                         
   c   <-  max(la[,n])                                    
   llk <- c+log(sum(exp(la[,n]-c)))                         
   for (j in 1:m)                                          
   {                                                    
    for (k in 1:m)                                       
    {                                                   
       gamma.next[j,k] <- 
gamma[j,k]*sum(exp(la[j,1:(n-1)]+    
                          
lallprobs[2:n,k]+lb[k,2:n]-llk))   
    }                                                   
   mean.next[j] <- sum(exp(la[j,]+lb[j,]-llk)*x)/          
                     sum(exp(la[j,]+lb[j,]-llk)) 
   sd.next[j] <- 
sum(exp(la[j,]+lb[j,]-llk)*(x-mean.next[j])^2)/ 
                     sum(exp(la[j,]+lb[j,]-llk)) 
   sd.next[j] <- sqrt(sd.next[j])           
  }                                                 
   gamma.next <- 
gamma.next/apply(gamma.next,1,sum)          
   delta.next <- exp(la[,1]+lb[,1]-llk)                     
   delta.next <- delta.next/sum(delta.next)                 
   crit    <- sum(abs(mean-mean.next)) +   
                 sum(abs(sd-sd.next)) +              
         
sum(abs(gamma-gamma.next)) +                
                 sum(abs(delta-delta.next))               
  if(crit<tol)                                            
{                                                   
     np     <- m*m+m-1                                
AIC    <- -2*(llk-np)                                
     BIC    <- -2*llk+np*log(n)                          
     
return(list(mean=mean,sd=sd,gamma=gamma,
delta=delta,     
           mllk=-llk,AIC=AIC,BIC=BIC))                 
     }                                                   
mean  <- mean.next  
   sd       <- sd.next                               
   gamma      <- gamma.next                           
   delta      <- delta.next                               
   }                                                     
 print(paste("No convergence 
after",maxiter,"iterations"))   
NA                                                     
}                                                        
norm.HMM.viterbi<-function(x,m,mean,sd,gam
ma,delta=NULL,...)  
{                                                    
if(is.null(delta))delta<-solve(t(diag(m)-gamma+
1),rep(1,m))    
 n         <- length(x) 
 normprobs <- matrix(nrow=n, ncol=m) 
 for(i in 1:n) 
  for(j in 1:m) 
   { 
    normprobs[i,j] = dnorm(x[i],mean[j],sd[j]) 
   }  
                          
 xi        <- matrix(0,n,m)                              
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 foo       <- delta*normprobs[1,]                           
 xi[1,]    <- foo/sum(foo)                                  
 for (i in 2:n)                                              
   {                                                         
   foo    <- 
apply(xi[i-1,]*gamma,2,max)*normprobs[i,]       
   xi[i,] <- foo/sum(foo)                                    
   }                                                         
 iv<-numeric(n)                                              
 iv[n]     <-which.max(xi[n,])                              
 for (i in (n-1):1)                                          
   iv[i] <- which.max(gamma[,iv[i+1]]*xi[i,])                
 iv                                                          
}        
norm2.HMM.lalphabeta<-function(x,m,mean,s
d,gamma,delta=NULL)   
{                                                            
 
if(is.null(delta))delta<-solve(t(diag(m)-gamma+
1),rep(1,m))    
 n          <- length(x[,1])                                     
 lalpha     <- lbeta<-matrix(NA,m,n)   
 
allprobs <- matrix(nrow=n, ncol=m) 
 
for(i in 1:n) 
 for(j in 1:m) 
  {  
    allprobs[i,j] = 
dnorm(x[i,1],mean[1,j],sd[1,j])*dnorm(x[i,2],me
an[2,j],sd[2,j]) 
   } 
                         
 foo        <- delta*allprobs[1,]                            
 sumfoo     <- sum(foo)                                     
 lscale     <- log(sumfoo)                                  
 foo        <- foo/sumfoo                            
 lalpha[,1] <- log(foo)+lscale                               
 for (i in 2:n)                                              
   {                                                         
   foo        <- foo%*%gamma*allprobs[i,]                    
   sumfoo     <- sum(foo)                                    
   lscale     <- lscale+log(sumfoo)                          
   foo        <- foo/sumfoo                                  
   lalpha[,i] <- log(foo)+lscale                             
   }                                                         
 lbeta[,n]  <- rep(0,m)                                      
 foo        <- rep(1/m,m)                                    
 lscale     <- log(m)                                        
 for (i in (n-1):1)                                          
   {                                                         
   foo        <- 
gamma%*%(allprobs[i+1,]*foo)                
   lbeta[,i]  <- log(foo)+lscale                             
   sumfoo     <- sum(foo)                                    
   foo        <- foo/sumfoo                                  
   lscale     <- lscale+log(sumfoo)                          
   }                                                         
 list(la=lalpha,lb=lbeta)                                    
}                           
 
norm2.HMM.EM <- 
function(x,m,mean,sd,gamma,delta,             
                        
maxiter=1000,tol=1e-6,...)          
{   
 n <- length(x[,1])                                                         
 mean.next    <- mean 
 sd.next      <- sd                                    
 gamma.next     <- gamma                                     
 delta.next     <- delta                                    
 for (iter in 1:maxiter)                                     
   {      
    lallprobs <- matrix(nrow=n, ncol=m) 
   for(i in 1:n) 
for(j in 1:m) 
     { 
      lallprobs[i,j] = 
dnorm(x[i,1],mean[1,j],sd[1,j],log=TRUE)+dnor
m(x[i,2],mean[2,j],sd[2,j],log=TRUE) 
     }                                                   
fb  <-  
norm2.HMM.lalphabeta(x,m,mean,sd,gamma,d
elta=delta)    
la  <-  fb$la                                         
   lb  <-  fb$lb                                         
   c   <-  max(la[,n])                                    
   llk <- c+log(sum(exp(la[,n]-c)))                         
for (j in 1:m)                                          
  {                                                     
     for (k in 1:m)                                      
    {                                                   
       gamma.next[j,k] <- 
gamma[j,k]*sum(exp(la[j,1:(n-1)]+    
                          
lallprobs[2:n,k]+lb[k,2:n]-llk))   
     }   
 
   mean.next[1,j] <- 
sum(exp(la[j,]+lb[j,]-llk)*x[,1])/          
                     sum(exp(la[j,]+lb[j,]-llk)) 
   mean.next[2,j] <- 
sum(exp(la[j,]+lb[j,]-llk)*x[,2])/          
                     sum(exp(la[j,]+lb[j,]-llk)) 
 
   sd.next[1,j] <- 
sum(exp(la[j,]+lb[j,]-llk)*(x[,1]-mean.next[1,j])^
2)/ 
                     sum(exp(la[j,]+lb[j,]-llk)) 
   sd.next[1,j] <- sqrt(sd.next[1,j])           
   sd.next[2,j] <- 
sum(exp(la[j,]+lb[j,]-llk)*(x[,2]-mean.next[2,j])^
2)/
                     sum(exp(la[j,]+lb[j,]-llk)) 
   sd.next[2,j] <- sqrt(sd.next[2,j])           
                                                       
}                                                     
gamma.next <- 
gamma.next/apply(gamma.next,1,sum)          
   delta.next <- exp(la[,1]+lb[,1]-llk)                     
delta.next <- delta.next/sum(delta.next)                 
   crit       <- sum(abs(mean-mean.next)) +   
     sum(abs(sd-sd.next)) +  
                 
sum(abs(gamma-gamma.next)) +                
                 sum(abs(delta-delta.next)) 
            
  if(crit<tol)                                            
    {                                                   
np     <- m*m+m-1                                
     AIC    <- -2*(llk-np)                                
     BIC    <- -2*llk+np*log(n)                          
     
return(list(mean=mean,sd=sd,gamma=gamma,
delta=delta,     
           mllk=-llk,AIC=AIC,BIC=BIC))                 
    }                                                   
   mean     <- mean.next  
sd <- sd.next                               
   gamma      <- gamma.next                           
   delta      <- delta.next                               
}                                                     
print(paste("No convergence 
after",maxiter,"iterations"))   
NA                                                     
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}                                                                                                        
                          
norm2.HMM.viterbi<-function(x,m,mean,sd,ga
mma,delta=NULL,...)  
{                                                            
 
if(is.null(delta))delta<-solve(t(diag(m)-gamma+
1),rep(1,m))    
 n         <- length(x[,1]) 
 
normprobs <- matrix(nrow=n, ncol=m) 
 
for(i in 1:n) 
 for(j in 1:m) 
  {  
    normprobs[i,j] = 
dnorm(x[i,1],mean[1,j],sd[1,j])*dnorm(x[i,2],me
an[2,j],sd[2,j]) 
   } 
 
 
normprobs <- matrix(nrow=n, ncol=m) 
 
for(i in 1:n) 
 for(j in 1:m) 
  {  
    normprobs[i,j] = 
dnorm(x[i,1],mean[1,j],sd[1,j])*dnorm(x[i,2],me
an[2,j],sd[2,j]) 
   } 
                             
 xi        <- matrix(0,n,m)                                 
 foo       <- delta*normprobs[1,]                           
 xi[1,]    <- foo/sum(foo)                                  
 for (i in 2:n)                                              
   {                                                         
   foo    <- 
apply(xi[i-1,]*gamma,2,max)*normprobs[i,]       
   xi[i,] <- foo/sum(foo)                                    
   }                                                         
 iv<-numeric(n)                                              
 iv[n]     <-which.max(xi[n,])                              
 for (i in (n-1):1)                                          
   iv[i] <- which.max(gamma[,iv[i+1]]*xi[i,])                
 iv                                                          
}                                                                                      
