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Resum– El problema de satisfaccio´n de restricciones se utiliza en varios campos de la informa´tica:
Inteligencia Artificial, planificacio´n de recursos, etc., y se considera NP-completo. A causa de la
complejidad computacional de este problema es necesario utilizar buenas heurı´sticas y paralelismo
para reducir el tiempo de co´mputo. En este proyecto se realizara´n varias implementaciones pa-
ralelas para maximizar el uso del hardware disponible y reducir el tiempo de resolucio´n del problema.
Paraules clau– Problema de satisfaccio´n de restricciones, computacio´n paralela, Xeon Phi,
a´rbol de bu´squeda en profundidad
Abstract– In some fields related to Computer Science the Constraint Satisfaction problem is used, in
exemple: Artificial Intelligence, resource planing, etcetera, and this problem is NP-complete. Because
of it’s computational complexity there is a need to use good heuristics and paralelism to reduce the
time to solve it. In this project some parallel implementations will be performed to maximize the use
of the available hardware and minimize the time needed to solve this problem.




En los u´ltimos an˜os los fabricantes de procesadores de-
cidieron dejar de incrementar la velocidad de reloj para
aumentar el rendimiento. Este incremento ocasiona varios
problemas, el principal es el aumento del consumo energe´ti-
co, el cual eleva la temperatura[1][2]. La solucio´n adopta-
da fue cambiar la arquitectura de los procesadores, incre-
mentando el nu´mero de nu´cleos de ejecucio´n. Este cambio
afecta a los modelos de programacio´n existentes y surge la
necesidad de programacio´n orientada a sistemas paralelos.
Al aparecer un nuevo mercado orientado al paralelismo,
algunas empresas, como NVIDIA e Intel, desarrollan nue-
vos coprocesadores. Estos sistemas se basan en la utiliza-
cio´n de una mayor cantidad de nu´cleos de co´mputo, y son
aptos para aplicaciones con un gran nivel de paralelismo.
Con el fin de analizar las mejoras e inconvenientes de
estos nuevos sistemas, se utilizara´ un problema denominado
Problema de Satisfaccio´n de Restricciones, conocido con el
nombre de Constraint Satisfaction Problema (CSP), el cual
puede beneficiarse de este nuevo modelo de programacio´n
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al necesitar gran capacidad de co´mputo para su resolucio´n.
1.1. Organizacio´n del documento
El resto del documento sigue la siguiente organizacio´n:
En la seccio´n 2, “Estado del Arte”, se explicara´ el proble-
ma CSP y, tambie´n, de sistemas y modelos paralelos. En la
seccio´n 3, “Objetivos”, se detallara´n los objetivos de este
proyecto. Y en la seccio´n 4, “Metodologı´a”, como se lle-
gan a cumplir los objetivos. En la seccio´n 5, “Desarrollo”,
se describe el algoritmo secuencial y los modelos utilizados
para paralelizarlo. En la seccio´n 6, “Experimentacio´n”, se
explicara´n los experimentos realizados y el hardware utili-
zado. En la seccio´n 7, “Resultados”, se expondra´n los resul-
tados obtenidos y se razonara´n. Finalmente, en la seccio´n 8,
“Conclusiones”, se resumira´n los resultados del proyecto.
2 ESTADO DEL ARTE
Este apartado se divide en dos partes. Primero se expo-
ne el estado del arte del problema CSP y, para finalizar, el
estado del arte de los sistemas paralelos.
2.1. Constraint Satisfaction Problem
En inteligencia artificial, y en otras a´reas de la compu-
tacio´n, muchos problemas pueden ser vistos como proble-
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mas de satisfaccio´n de restricciones[3][4]. Los problemas
de satisfaccio´n de restricciones se componen de:
Conjunto finito de variables, X = {x1, x2, ..., xn}.
Conjunto de Dominios de cada variable, D1, D2, ...,
Dn, donde cada dominio, a su vez, es el conjunto de
valores posibles de una variable.
Conjunto de restricciones (Constraints) entre varia-
bles, C1, C2, ..., Ck.
Las restricciones son relaciones entre variables que limi-
tan los valores va´lidos. Un ejemplo de restriccio´n es All-
different(X1, X2, ..., Xn), indicando que cada valor diferente
u´nicamente puede asociarse a una variable.
Una de las te´cnicas ma´s utilizadas para la resolucio´n de
CSPs es la exploracio´n en profundidad de un a´rbol de so-
luciones y volver a los nodos anteriores con backtracking.
Adema´s se utilizan te´cnicas de poda (pruning) para limi-
tar la cantidad total de asignaciones de valores a variables a
explorar [5].
Este problema se considera NP-completo debido al cre-
cimiento exponencial de ca´lculo necesario para resolver el
problema al aumentar el nu´mero de variables.
Un ejemplo sencillo de CSP es el problema de las N-
Reinas. Este problema consiste en colocar N reinas en un
tablero de taman˜o NxN de manera que ninguna pueda atacar
a otra. La codificacio´n utilizada en nuestra implementacio´n
es la siguiente:
Variables, X = {x1, x2, ..., xn}. Una variable por cada
reina y asignada a una fila. El valor de la variable xi
indica la columna de la reina de la fila i-e´sima.
Dominio comu´n para todas las variable, D1=(1, 2, ...,
N). D1=D2=...= Dn.
Las restricciones se pueden ver en la figura 1 y son las
siguientes:
• Diferente-Columna(X1, X2, ..., XN). Todas las
variables se asignan a columnas diferentes.
• Diferente-Diagonal(X1, X2, ..., XN). Todas las
variables se asignan a diagonales diferentes.
Figura 1: Reina y sus restricciones [6].
2.2. Sistemas paralelos
Actualmente la mayorı´a de ordenadores tienen procesa-
dores con multiples nu´cleos de procesamiento. Con el fin
de aprovechar de manera eficiente los procesadores, los al-
goritmos secuenciales deben dividir el trabajo a realizar de
manera eficiente entre los diferentes nu´cleos del sistema,
surgiendo la necesidad de nuevos modelos de programa-
cio´n.
2.2.1. Procesadores multicore de propo´sito general
La arquitectura utilizada para paralelismo entre nu´cleos
de co´mputo se denomina MIMD (Multiple Instruction Mul-
tiple Data). MIMD permite a cada nu´cleo ejecutar diferen-
tes instrucciones a diferentes datos de forma simulta´nea.
Para incrementar el paralelismo dentro de cada nu´cleo de
co´mputo se creo´ el procesamiento SIMD (Single Instruction
Multiple Data). El procesamiento SIMD, tambie´n conoci-
do como vectorizacio´n, permite ejecutar la misma instruc-
cio´n sobre diferentes datos de forma simulta´nea en un u´nico
nu´cleo. La cantidad de datos que pueden ser procesados de
forma paralela, y que componen el vector SIMD, depende
del taman˜o de los elementos del vector y del taman˜o de los
registros SIMD del procesador [7].
De la misma manera que en un procesador se pueden te-
ner mu´ltiples nu´cleos de co´mputo un ordenador puede tener
ma´s de un procesador. Los sistemas con varios procesadores
se denominan sistemas multisocket. Debido a esto se pueden
dividir los sistemas MIMD en dos grupos segu´n su organi-
zacio´n de memoria [8]:
Uniform Memory Acces (UMA). Todas las unidades de
co´mputo del sistema comparten la memoria principal
y tienen la misma latencia mı´nima (sin colisiones) para
acceder a memoria.
Non-Uniform Memory Acces (NUMA). En este caso
la memoria se encuentra distribuida en bloques y cada
bloque asociado a uno de los diferentes procesadores
del sistema. La latencia mı´nima (sin colisiones) para
acceder a memoria varı´a segu´n el procesador que haga
la peticio´n y el bloque que deba responder a la peti-
cio´n. Es la arquitectura utilizada con ma´s frecuencia
por los sistemas multisocket.
En algunos procesadores multicore, Intel ha introducido
la tecnologı´a Hyper-Threading. Esta tecnologı´a permite a
un nu´cleo de co´mputo ejecutar dos threads de manera si-
multa´nea. Gracias a tener ma´s de un thread ejecuta´ndose en
el mismo nu´cleo se aumenta el uso de los recursos al permi-
tir ejecutar instrucciones de threads diferentes que esconden
los tiempos de espera producidos por fallos de cache´ o de
prediccio´n de saltos, entre otros (Figura 2) [9].
2.2.2. Coprocesador Intel Xeon Phi
Adema´s de los procesadores se pueden utilizar coproce-
sadores para recudir el tiempo de ejecucio´n de los progra-
mas paralelos. El coprocesador creado por Intel recibe el
nombre de Intel Xeon Phi y se disen˜o´ para aumentar el ren-
dimiento en aplicaciones que obtengan una buena escalabi-
lidad en procesarores Intel Xeon [10].
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Figura 2: Sistema sin Hyper-Threading y sistema con
Hyper-Threading. Se puede ver el efecto en el tiempo de
ejecucio´n de la posibilidad de esconder los tiempos de es-
pera [9].
EL coprocesador Intel Xeon Phi dispone de una capa-
cidad de co´mputo siete veces superior a los procesadores
Xeon Phi [11]. Adema´s, esta mejora se obtiene con un me-
jor rendimiento energe´tico. La capacidad de co´mputo del
Intel Xeon Phi 7120P es de 1208 GFLOPS en doble pre-
cisio´n, con una eficiencia de 3.66 GFLOPS/W. En cambio,
el procesador Intel Xeon 2670 dispone de una capacidad
de co´mputo de 166.4 GFLOPS, con una eficiencia de 1.45
GFLOPS/W.
El coprocesador Xeon Phi cuenta con una arquitectura
MIMD y utiliza los mismos modelos de programacio´n que
la CPU, facilitando ası´ la programacio´n y adaptacio´n del
co´digo.
A diferencia de los procesadores Xeon, de hasta 18
nu´cleos de computo y 36 hilos de ejecucio´n, los coprocesa-
dores Phi contienen hasta 61 cores y 244 threads. Esto hace
que sea muy importante la escalabilidad de las aplicaciones
a ejecutar.
Otra diferencia es el taman˜o de los vectores SIMD.
Mientras que el Xeon Phi permite instrucciones SIMD de
512 bits, los procesadores Xeon disponen de instrucciones
SIMD de 256 bits [12], siendo importante utilizar de mane-
ra eficiente las unidades SIMD del Phi para obtener un buen
rendimiento.
Se dispone de dos modos diferentes de ejecucio´n: ejecu-
cio´n nativa (el comando ssh permite conectarse al coproce-
sador y ver al Phi como un sistema independiente) y eje-
cucio´n offload (modelo hı´brido que permite especificar que´
parte del co´digo se ejecuta en el host y que´ parte se ejecuta
en el Phi).
El coprocesador dispone de un sistema operativo basado
en Unix para poder gestionar la ejecucio´n nativa y el sis-
tema operativo necesita utilizar un nu´cleo. En ejecuciones
offload no se permite utilizar ese nu´cleo, mientras que en las
ejecuciones nativas se dispone de todos los nu´cleos, pero se
recomienda dejar uno libre para el sistema operativo.
2.2.3. Modelos de programacio´n paralela
Antes de hablar de modelos de programacio´n paralela se
debe pensar en elos modelos de paralelismo a utilizar.En
este proyecto se utilizara´n los modelos de paralelismo de
bucle y de paralelismo de pareas.
En el modelo de paralelismo de bucle al llegar la ejecu-
cio´n a un bucle paralelo se dividen las iteraciones entre los
diferentes hilos de ejecucio´n. Este modelo utiliza el esque-
ma de paralelismo Fork-Join. El esquema consiste en ejecu-
tar el co´digo de manera secuencial hasta llegar a un punto
concreto, donde se divide el trabajo en varias partes y se
distribuye entre diferentes threads. Una vez han acabado de
trabajar todos los threads, la ejecucio´n del algoritmo vuel-
ve a continuar de manera secuencial, pudiendo haber ma´s
divisiones de trabajo en el futuro (ver Figura 3).
Figura 3: Esquema de paralelismo Fork-Join
En cambio, en el modelo de tareas, un hilo trabaja como
generador (llamado Master) y el resto actu´an como consu-
midores (llamados Workers). Al generarse una tarea, la nue-
va tarea se an˜ade a una lista de tareas. Si los consumidores
acaban de ejecutar una tarea, o esta´n en espera, consultan
la lista de tareas y, si no esta´ vacı´a, se les asigna trabajo a
realizar (ver Figura 4).
Figura 4: Esquema de paralelismo de tareas
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Entre los diferentes modelos de programacio´n parale-
la con soporte para tareas para el lenguaje C++ destacan
por su popularidad [13]: Intel Threading Building Blocks,
OpenMP y Cilk Plus. El proyecto utilizara´ Cilk Plus y
OpenMP, que esta´n integrados en los compiladores de las
ma´quinas disponibles
Cilk Plus asigna una cola de tareas a cada hilo de ejecu-
cio´n (o worker) disponible, y reparte las tareas entre dife-
rentes colas. Los workers creados por Cilk Plus no se en-
cuentran ligados a un thread hardware y pueden migrar a
otro nu´cleo de procesamiento. Cuando un hilo de ejecucio´n
se queda con la cola vacı´a, y los dema´s no, selecciona a una
vı´ctima para robarle trabajo [14].
Por otro lado, OpenMP tiene una cola compartida de ta-
reas. En el momento de asignar una tarea a un thread, se
entra en una zona crı´tica, la tarea es asignada y eliminada
de la lista. Finalmente, el thread sale de la zona crı´tica y
ejecuta la tarea [15][16].
3 OBJETIVOS
Un objetivo principal de este proyecto es desarrollar e
implementar un algoritmo para resolver el problema de las
N-Reinas, codificado como CSP, para sistemas con mu´lti-
ples nu´cleos de procesamiento.
Otro objetivo principal es evaluar y comparar los resulta-
dos obtenidos utilizando diferentes modelos de paralelismo
y diferentes sistemas paralelos.
Adema´s de los objetivos principales, tambie´n se pretende
desarrollar e implementar un algoritmo paralelo equivalente
apto para el coprocesador Intel Xeon Phi.
4 METODOLOGI´A
Con el fin de realizar este proyecto se utilizo´ la metodo-
logı´a Waterfall. Esta metodologı´a se considera apta para el
proyecto al ser necesario el cumplimiento estricto de cada
una de las fases para poder avanzar a la siguiente. Adema´s,
esta metodologı´a se utiliza en proyectos con objetivos bien
definidos al principio y con bajas probabilidades de sufrir
cambios, requerimientos que se cumplen en este proyecto.
En cada fase del proyecto con desarrollo de algoritmos
se ha contado con pruebas de rendimiento y al finalizar las
fases de desarrollo de los algoritmos para CPU se realizaron
pruebas de escalabilidad.
Las fases de desarrollo del proyecto son las siguientes:
Desarrollo del algoritmo paralelo con el esquema de
paralelismo Fork-Join.
Desarrollo utilizando el esquema de paralelismo de ta-
reas. Primero para el modelo de programacio´n paralela
OpenMP y despue´s para Cilk Plus
Desarrollo de versiones aptas para coprocesadores In-
tel Xeon Phi.
5 DESARROLLO
Este apartado se divide en el ana´lisis del algoritmo inicial
y la paralelizacio´n del algoritmo.
5.1. Ana´lisis del algoritmo secuencial
Este algoritmo se utilizara´ para resolver el problema de
las N-Reinas, codificado como un problema de satisfaccio´n
de restricciones. El algoritmo se basa en el recorrido de un
a´rbol de bu´squeda de soluciones en profundidad con back-
tracking y usando arco-consistencia para podar alternativas.
Las restricciones son binarias y el algoritmo utiliza opera-
ciones a nivel de bit para reducir la cantidad de memoria
necesaria.
El algoritmo al empezar selecciona la variable (var) 0 y
el nivel (level) 0 del a´rbol de bu´squeda. Una vez acabada la
inicializacio´n se llama a la funcio´n de bu´squeda de solucio-
nes. Esta funcio´n acepta de para´metros de entrada el nivel
y el estado de las variables, y sigue los siquientes pasos del
Algorithm 1:
3. Se comprueba si el estado (state) actual es va´lido. Si
no es va´lido se devuelve 0, es decir, 0 soluciones en-
contradas.
4. Se comprueba si el nivel (level) es el ma´ximo permi-
tido. Si el nivel es el ma´ximo permitido y el estado es
va´lido, tenemos una solucio´n y devuelve 1.
5. Se selecciona una variable libre a la variable (var) a
utilizar.
6. Se inicializa el contador de soluciones (s) a 0.
7. Se realizan los siguientes dos puntos por cada valor de
la variable (var) seleccionada:
8. Se calcula el nuevo estado (state)´ con la funcio´n de
arc consistency.
9. Se llama recursivamente a la funcio´n de bu´squeda de
soluciones, con los parametros de entrada del nuevo
estado (state)´ y el nivel incrementado en uno (level+1).
Y se suma al contador de coluciones (s) las soluciones
encontradas por la funcio´n.
10. Se devuelve el valor del contador de soluciones (s).
Algorithm 1 Bu´squeda de soluciones
1: procedure int search solutions( level, state )
2: if !feasible(state) then return 0
3: if level == N then return 1
4: var ← select free variable(state)
5: s← 0
6: for val in available values(var, state) do
7: state′ ← arc consistency(var, val, state)
8: s← s+ search solutions(level + 1, state′)
return s
La complejidad del algoritmo es O(N !), donde N es el
nu´mero de reinas, esta complejidad se obtiene al tener N
variables con N valores pero los valores libres al asignar un
valor a una variable se reducen en uno. Pero esta compleji-
dad se reduce considerablemente al utilizar en el algoritmo
te´cnicas de poda.
La funcio´n de arco-consistencia utiliza una lista de res-
tricciones binarias de taman˜o N3. Esta funcio´n, por cada
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valor de cada variable, realiza N comparaciones entre la lis-
ta y los valores de las dema´s variables, obteniendo un re-
sultado para la poda. Debido a las comparaciones a realizar,
la arco-consistencia tiene una complejidad de N3, y resulta
ser la funcio´n con una demanda de tiempo de aproximada-
mente el 93 % del total.
En el algoritmo se define la estructura de datos BitVector.
Esta estructura se define para poder modificar el taman˜o de
las estructuras de datos de cada reina, sus dominios, las res-
tricciones binarias y los valores de arco-consistencia, segu´n
el nu´mero de reinas. Con tal de reducir la cantidad de me-
moria necesaria se trabaja a nivel de bit y el taman˜o de Bit-
vector esN + 1 bits, donde N es el nu´mero de reinas.
La lista de restricciones binarias es un cuello de botella
si el nu´mero de reinas es elevado, ya que el taman˜o de la
lista en bytes es (N3)∗ taman˜o de BitV ector. Si se utiliza
un nu´mero pequen˜o como 17 reinas el taman˜o de la lista
es 19,2 KBytes, pero en el caso de utilizar 200 reinas se
necesitan 244,14 MBytes y si se requiere de 500 reinas se
necesitan 7,5 GBytes.
Para hacer backtracking es necesario mantener los re-
sultados previos de arco-consistencia obtenidos durante la
bu´squeda en el a´rbol de posibles soluciones y se utilizan N
vectores de bits (Bitvector) en cada nivel. Con este fin se uti-
liza una lista de taman˜o = (N2+N)∗sizeof(BitV ector).
5.2. Paralelizacio´n del algoritmo
Para poder paralelizar el algoritmo se ha dividido la
bu´squeda de soluciones de la siguiente manera:
Un hilo de ejecucio´n llamado Master explora el a´rbol
de bu´squeda de forma secuencial hasta una profundi-
dad determinada por el usuario y genera trabajo (con-
tinu´a la bu´squeda a partir del estado generado) para el
resto de hilos.
Un grupo de hilos se divide el trabajo generado por el
Master.
Primero se explica la estrategia de utilizar un bucle paralelo,
despue´s la versio´n realizada mediante el uso de tareas y,
para finalizar, la versio´n hı´brida para ejecutar el algoritmo
en CPU y en el acelarador Xeon Phi.
5.2.1. Paralelizacio´n mediante un bucle paralelo
En esta aproximacio´n, al llegar la ejecucio´n secuencial
a un nivel determinado por el usuario, un bucle reparte los
valores libres de la Variable seleccionada entre los diferen-
tes hilos de ejecucio´n. Cambiando el bucle del Algorithm 1
por un bucle paralelo en el nivel seleccionado, siguiendo el
esquema de paralelismo Fork-Join (ver Figura 3). Debido
a la poda irregular realizada en el a´rbol de bu´squeda cada
thread tiene cargas de trabajo diferente. La parte secuencial
del algoritmo debe esperar a la finalizacio´n de todas las ite-
raciones del bucle paralelo para poder continuar.
Esta aproximacio´n tiene una parte crı´tica: la actualiza-
cio´n del nu´mero de soluciones. Debido a tener varios th-
reads ejecuta´ndose concurrentemente, la variable se podrı´a
actualizar de manera incorrecta si se lee y escribe de manera
concurrente. Para evitar tener un valor incorrecto se limita
el acceso de esta variable a un u´nico thread utilizando una
regio´n crı´tica.
Para cada thread se necesita memoria adicional para rea-
lizar la bu´squeda en el suba´rbol que tiene asignado, aproxi-
madamente (N2+3N)∗BitV ector, donde N es el nu´mero
de reinas.
Las ventajas de esta implementacio´n son las siguientes:
Fa´cil implementacio´n.
Se necesita poca memoria extra.
Las desventajas son:
Paralelismo de threads limitado por el nu´mero de va-
lores libres de la variables escogida.
Paralelismo u´nicamente en la zona del bucle paralelo.
Mal balanceo de carga al tener cada iteracio´n cargas de
trabajo diferentes.
5.2.2. Paralelizacio´n mediante tareas paralelas
En esta aproximacio´n se intenta aumentar el paralelismo
y mejorar el balanceo de carga en el proceso de bu´squeda.
La parte secuencial del algoritmo, una vez llega al nivel
a paralelizar, guarda en una lista la informacio´n necesaria
para poder continuar con la bu´squeda. Cada valor de la lis-
ta puede ser utilizado K veces, donde K es el nu´mero de
valores libres (ramas) de la Variable escogida a ese nivel.
Despue´s el programa crea tantas tareas como valores libres
tenga la Variable seleccionada y continua explorando. A su
vez, los threads disponibles en el sistema consumen las ta-
reas creadas de manera concurrente, permitiendo un mayor
uso de los recursos disponibles.
En este modelo tambie´n se limita con una regio´n crı´tica el
acceso de la variable que contiene el nu´mero de soluciones.
Adema´s, se ha introducido una nueva zona crı´tica, donde se
evalu´a si el valor actual de la lista se ha utilizado K veces,
en caso afirmativo se utilizara´ la informacio´n del siguiente
valor de la lista, donde K es el nu´mero de ramas.
De igual manera que la estrategia anterior necesitaba me-
moria extra, e´sta necesita la misma memoria adicional por
thread. Pero necesita ma´s memoria para los datos que utili-
zara´n las tareas: su taman˜o dependera´ de los nodos explora-
dos en el nivel seleccionado. Al utilizar poda no es posible
saber a priori el nu´mero de nodos explorados y se requie-
re hacer una aproximacio´n que reserva ma´s memoria de la
necesaria.
En la aproximacio´n realizada si se utilizan 17 reinas y se
paraleliza a profundidad 3 se reservan 880 KBytes, de los
cuales so´lo son necesarios 732 KBytes. En el caso de para-
lelizar a nivel 6 la diferencia aumenta, de los 1135 MBytes
reservados so´lo son necesarios 311 MBytes. Los valores de
la memoria necesaria se obtienen al finalizar la ejecucio´n y
mostrar cuantos elementos de la lista se han utilizado.
Las ventajas de esta implementacio´n son:
El thread ma´ster no espera a los dema´s threads para
continuar su trabajo.
Mejor balanceo de carga al eliminar la necesidad de
sincronizar en cada nodo del a´rbol en el nivel donde se
paraleliza la bu´squeda.
Las desventajas son:
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El uso de memoria extra depende de la profundidad a
la cual se paraleliza.
Se necesitan dos zonas crı´ticas en lugar de una.
5.2.3. Paralelizacio´n hı´brida
Si se quiere utilizar el Xeon Phi como coprocesador las
anteriores estrategias no son aptas. En el caso del bucle pa-
ralelo, al limitar el paralelismo de threads al nu´mero de va-
lores libres, se obtiene una cantidad insuficiente de trabajas
independientes comparado con el nu´mero de threads hard-
ware del Phi.
En cambio la estrategia de tareas resultarı´a viable, pero
no hay soporte para consumir concurrentemente las tareas
en el Phi y en el sistema host.
Finalmente, se ha optado por utilizar el algoritmo del mo-
delo de tareas pero modificarlo de la siguiente manera:
Se introducen los elementos en la lista de informacio´n
para las tareas, pero sin generar tareas. Se recorre de
manera secuencial el a´rbol completo limitando la pro-
fundidad ma´xima de exploracio´n.
Se determina la cantidad de elementos de la lista a eje-
cutar por el host y por el coprocesador con el objetivo
de repartir el trabajo.
Se crea una zona paralela, en el host y el en Phi, al
finalizar la parte serie del algoritmo y se consumen los
elementos de la lista.
Este modelo tiene los mismos requerimientos de memo-
ria que la versio´n con el modelo de tareas.
Las ventajas de esta implementacio´n son:
Buen balanceo de carga en la parte paralela
Permite aumentar la capacidad de co´mputo al utilizar
el coprocesador Xeon Phi.
El uso de memoria extra depende del nivel al cual se
paraleliza.
Dos zonas criticas
No hay paralelismo hasta finalizar la parte serie del
algoritmo.
6 EXPERIMENTACIO´N
Las experimentaciones con las diferentes versiones del
algoritmo se han realizado en las ma´quinas de la siguiente
tabla ( Cuadro 1):
Todas las ma´quinas, menos Batman, disponen de pro-
cesadores Intel con HyperThreading, permitiendo una utili-
zar instrucciones independientes de diferentes threads para
ocultar las esperas producidas por las latencias. Si el ren-
dimiento del algoritmo secuencial tiene problemas con es-
peras, por fallos de cache´ u otras latencias, utilizando dos
threads por nu´cleo se puede obtener una mejora de rendi-
miento superior al nu´mero de nu´cleos de procesamiento del
sistema.
La ma´quina Aolin , al u´nicamente disponer de un socket,




№Nu´cleos 1 socket x 4 = 4 cores
№Threads H/W 4 x 2 threads = 8 threads
Aoclsd
CPU Intel Xeon E5645
№Nu´cleos 2 socket x 6 = 12 cores
№Threads H/W 12 x 2 threads = 24 threads
Penguin
CPU Intel Xeon E5-4620
№Nu´cleos 4 socket x 8 = 32 cores
№Threads H/W 32 x 2 threads = 64 threads
Batman
CPU AMD Opteron 6376
№Nu´cleos 4 socket x 16 = 64 cores
№Threads H/W 64 x 1 threads = 64 threads
Sandman
CPU Intel Xeon E5-2620
№Nu´cleos 2 socket x 6 = 12 cores
№Threads H/W 12 x 2 threads = 24 threads
Coprocesor Intel Xeon Phi 7120
№Nu´cleos Phi 61 cores
№Threads H/W Phi 61 x 4 threads = 244 threads
Cuadro 1: Hardware de las ma´quinas utilizadas
de memoria es la misma para todos los nu´cleos de co´mputo.
En el caso de la ma´quina Aoclsd, que tiene de una arqui-
tectura NUMA pero durante el periodo de experimentacio´n
estaba configurada con una emulacio´n de UMA.
Las dema´s ma´quinas tienen una de arquitectura NUMA:
cada socket tiene una memoria asociada y acceder a la me-
moria asociada a otro socket incrementa el tiempo de res-
puesta. Para aprovechar al ma´ximo las caracterı´sticas de es-
tos sistemas se realiza una implementacio´n de la versio´n de
tareas adaptada a sistemas NUMA, tando con OpenMP co-
mo con Cilk Plus. En esta nueva versio´n la estructura de
datos a utilizar por cada worker la declara el propio worker
en lugar del thread ma´ster.
Todas las ejecuciones realizadas utilizan 17 reinas, me-
nos en las ma´quinas Aolin, que utilizan 16 reinas, debido a
su menor capacidad de co´mputo y a utilizar un sistema de
colas con un menor tiempo ma´ximo de ejecucio´n.
7 RESULTADOS
En este apartado se explicara´n los resultados obtenidos en
diferentes ma´quinas y se extraera´n conclusiones generales
de los resultados.
Se debe tener en cuenta que la versio´n con bucle para-
lelo (llamada FOR en las gra´ficas) u´nicamente se utilizara´
en la computadora Aolin debido a sus desventajas y limita-
ciones. Las ejecuciones del modelo de tareas, al utilizarse
en la mayorı´a de gra´ficas, se las nombrara´ segu´n el modelo
de programacio´n paralela utilizado. Siendo OpenMP la eje-
cucio´n de tareas con OpenMP y Cilk Plus la ejecucio´n con
tareas y Cilk Plus.
7.1. Resultados iniciales de rendimiento
A continuacio´n se analiza el impacto de aumentar el ni-
vel del a´rbol a partir del cual se distribuye la bu´squeda en
paralelo (ver Figura 5),. En estos experimentos se utilizan
ocho threads.
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Figura 5: Speed-Up respecto a la ejecucio´n serie. El nivel
varı´a entre 2 y 7.
Se puede observar que la versio´n con bucle paralelo
en ningu´n momento obtiene un rendimiento adecuado. El
Speed-Up obtenido desde la profundidad 5 no compensa el
uso de hardware adicional. Esto se debe a la mala estrategia
que sigue el algoritmo al tener partes de co´digo serie y mal
balanceo de carga en las zonas paralelas, desaprovechando
los recursos del procesador (ver Figura 6). Otro motivo del
mal rendimiento es el incremento en el nu´mero de instruc-
ciones para gestionar las regiones paralelas.
Figura 6: Profiling con VTune. Cada fila corresponde a un
nu´cleo de co´mputo. Las franjas rojas corresponden a espe-
ras, mientras que las zonas marrones a utilizacio´n de CPU
En el caso de las versiones de tareas el rendimiento no
varı´a de manera significativa al variar la profundidad del
a´rbol de bu´squeda entre el nivel 2 y el 5. A partir del ni-
vel 5 Cilk Plus pierde rendimiento de manera notable. Esto
se debe a un incremento en el nu´mero total de instruccio-
nes ejecutadas por el programa, llegando a un incremento
del 72.68 % en el nivel 7. Ente incremento viene generado
principalmente por las funciones de Cilk Plus para gestionar
las tareas. Para finalizar, la pe´rdida con OpenMP se centra
en el nivel 7 a causa de tener menos trabajo los workers y
ma´s trabajo el hilo generador. El incremento en el nu´mero
de instrucciones en este caso tiene poco impacto, al ser del
5.37 %.
En la Figura 7 se puede ver la escalabilidad del rendi-
miento al utilizar un nu´mero creciente de threads. En los
casos de 2, 3 y 4 threads, cada uno de ellos se asigna a un
nu´cleo diferente, y en el caso de 8 threads se habilita el
HyperThreading, ejecuta´ndose dos threads por nu´cleo (ver
Figura 7). Se ha escogido paralelizar la bu´squeda a partir
del nivel 3 al ser el mejor para todas las versiones segu´n la
Figura 5.
Figura 7: Escalabilidad del rendimiento incrementando el
nu´mero de hilos de ejecucio´n.
Dados estos resultados, y los de la anterior gra´fica (ver
Figura 5), se puede afirmar que la optimizacio´n que parale-
liza con un bucle paralelo es la peor de todas sin importar
los recursos utilizado. Esto es debido a carecer de suficien-
te paralelismo y de un buen balanceo de carga. En cambio,
las versiones que utilizan un modelo de tareas son mucho
ma´s eficaces, obteniendo un Speed-Up pro´ximo al nu´me-
ro de cores utilizados. Con HyperThreading el aumento de
rendimiento supera el nu´mero de nu´cleos del sistema al ma-
ximizar el uso de los recursos de co´mputo escondiendo las
latencias debidas a zonas crı´ticas y dependencias de datos.
7.2. Resultados de escalabilidad en sistemas
multisocket
En este apartado se analiza la escalabilidad en el rendi-
miento de la implementacio´n con el modelo de tareas. Se
utilizan sistemas con mu´ltiples sockets y arquitecturas NU-
MA. Para reducir la cantidad de figuras a mostrar se ana-
lizan los resultados de la ma´quina Penguin (ver Figura 8),
dado que los resultados son similares en las ma´quinas con
procesadores Intel, y los de la ma´quina Batman (ver Figura
9).
En estas ejecuciones las computadoras Penguin y Bat-
man tienen una arquitectura de memoria NUMA. Al uti-
lizar dicha arquitectura se debe tener en cuenta que la lo-
calizacio´n de los datos puede incrementar la latencia para
acceder a memoria. Con tal de minimizar los overheads de
memoria es importante que cada nu´cleo de computo utilice
la memoria ma´s cercana.
En el algoritmo del modelo de tareas el thread Master
crea, para cada nu´cleo, la estructura de datos necesaria para
explorar los suba´rboles. En el caso de la versio´n NUMA-
Aware cada nu´cleo crea la estructura de datos en su memo-
ria ma´s cercana al iniciarse cada thread.
Se puede ver como la implementacio´n que usa Cilk Plus
tiene variaciones leves de rendimiento entre la versio´n ini-
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cial y la adaptada para NUMA. Gracias a que Cilk Plus
dispone de un planificador dina´mico, para balancear mejor
la carga entre los diferentes nu´cleos, se pueden mitigar los
efectos de la arquitectura NUMA de forma automa´tica, sin
que el programador deba hacer nada especial.
Por otro lado, con OpenMP siempre es mejor la ver-
sio´n NUMA-Aware. A causa de no permitir migrar threads
de manera automa´tica, segu´n la localizacio´n de los datos,
los efectos de la arquitectura NUMA son considerables,
y el programador tiene que optimizar el co´digo de forma
explı´cita para trabajar en estas arquitecturas con OpenMP.
En las dos ma´quinas con procesadores Intel (Figura 8)
se ha llegado a conseguir un Speed-Up mayor al nu´mero
de nu´cleos fı´sicos del sistema. Gracias a la tecnologı´a Hy-
perThreading que ha conseguido maximizar la utilizacio´n
de los recursos al esconder latencias.
Con la arquitectura AMD, en los casos de 8, 16 y 32 th-
reads, se ha llegado a una mejora de rendimiento superior al
incremento de hardware utilizado (ver Figura 9).En cambio,
al usar 64 threads, se pierde escalabilidad, y la utilizacio´n
de los recursos, en la versio´n OpenMP NUMA-Aware, baja
al 85.6 %.
Hay que destacar que la arquitectura de los procesadores
AMD organiza los nu´cleos de co´mputo en mo´dulos de dos
cores y dentro del mo´dulo se comparten diferentes recursos.
Algunos de los recursos compartidos son las unidades de
vectorizacio´n, las unidades Fetch y Decode, y la cache´ de
instrucciones, entre otras (ver Figura 10) [17][18][19][20].
Las causas exactas de esta pe´rdida no son fa´ciles de en-
contrar al no disponer de un profiler como VTune en arqui-
tecturas AMD. Descartando los fallos de cache´ al obtener
resultados similares con ejecuciones de 32 y 64 nu´cleos,
y tambie´n problemas de vectorizacio´n al realizar pruebas
deshabilitando las instrucciones SIMD y obteniendo mejo-
ras de rendimiento similares, las causas ma´s probables pue-
den ser los tiempos de espera debidos a las zonas crı´ticas
del algoritmo y tambie´n las perdidas debidas a los recursos
compartidos en los mo´dulos de los procesadores AMD.
Con la versio´n Numa-aware de Cilk Plus el rendimien-
to ha empeorado, al contrario que la misma versio´n con
OpenMP. La causa probable es que Cilk Plus es propiedad
de Intel y la arquitectura AMD puede que no sea adecuada
para este modelo de programacio´n paralela.
7.3. Resultados Xeon Phi
En este apartado primero se mostrara´n los resultados ob-
tenidos con el coprocesador Xeon Phi y el esquema de ta-
reas con OpenMP Numa-Aware. Despue´s se mostrara´n los
resultados del modelo hı´brido.
Las comparaciones de aumento de rendimiento se reali-
zan contra el algoritmo secuencial ejecutado en el host.
Se debe tener en cuenta que las ejecuciones que utilizan
el coprocesador Xeon Phi han utilizado un nu´cleo de proce-
samiento menos de los disponibles debido al nu´cleo utiliza-
do por el sistema operativo del Phi.
Los resultados obtenidos con la versio´n de tareas en el
Xeon Phi (ver Figura 11) permiten observar co´mo utilizan-
do u´nicamente un hilo de ejecucio´n en cada nu´cleo de pro-
cesamiento se obtiene un rendimiento bajo, comparado con
utilizar el ma´ximo de threads permitidos, donde casi se con-
sigue duplicar el Speed-Up.
Figura 8: Escalabilidad en Penguin. Con 8 threads se utiliza
un u´nico socket. De 8 a 32 threads se utiliza un nu´cleo por
thread. Con 64 hilos se utilizan 2 threads por core.
Figura 9: Escalabilidad en Batman. De 8 a 32 threads se
utiliza un nu´cleo de cada mo´dulo de dos cores. Con 64 th-
reads se utilizan los dos nu´cleos de cada mo´dulo.
Figura 10: Un mo´dulo de la arquitectura AMD[17]
Teo´ricamente, en el Xeon Phi se puede obtener un incre-
mento de siete veces la potencia de ca´lculo de un Xeon de
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8 nu´cleos. Esto se traduce en un Speed-Up de aproxima-
damente 56 respecto la versio´n serie, aunque solamente se
consigue un 17.26 (un 30,8 % del rendimiento teo´rico). Es-
to se debe en parte a tener un nu´mero pequen˜o de reinas, se
utilizan vectories SIMD de pequen˜o taman˜o, y no se apro-
vecha al ma´ximo la capacidad de SIMD del Phi, que cuen-
ta con vectores del doble de taman˜o que los procesadores
Xeon.
Si se comparan los resultados de la Figura 11 y de la Fi-
gura 12 se puede ver un ligero incremento del rendimiento
entre la versio´n de tareas y la versio´n hı´brida ejecuta´ndose
u´nicamente en el Phi. Esta mejora se obtiene al ejecutar la
parte serie en un nu´cleo de procesamiento ma´s potente, per-
teneciente al host, consiguiendo recorrer toda la parte serie
antes de que el Phi consiga generar un nu´mero de tareas que
utilice de manera apropiada la gran cantidad de threads que
contiene.
La versio´n hı´brida en el host tiene una pequen˜a pe´rdida
de rendimiento, del 2,5 %, respecto a la versio´n de tareas en
el host. Esta pequen˜a diferencia se debe a tener una parte
secuencial pequen˜a al paralelizar al nivel 3.
En la ejecucio´n hı´brida se consigue llegar al 95.7 % del
aumento de rendimiento teo´rico, el ma´ximo se obtiene con
la suma del aumento del rendimiento en el host y en el Phi
(13,53 + 17,57 = 31,1). Este resultado se puede conside-
rar satisfactorio al no haber ninguna comunicacio´n entre los
dos sistemas para balancear carga dina´micamente.
Figura 11: Rendimiento del modelo de tareas en Xeon Phi
comparado con la versio´n secuencial en el host. El host es
Sandman, con Intel Xeon E5-2620 v2. Con 60 threads se
utiliza un thread por nu´cleo, con 120 dos por core, con 180
tres y con 240 se utilizan 4 threads por nu´cleo.
8 CONCLUSIONES
Una vez finalizado el proyecto se puede comprobar que
se han cumplido tanto los objetivos principales como el ob-
jetivo secundario, y, adema´s, la planificacio´n no se ha visto
modificada a lo largo del proyecto, demostrando que la me-
todologia Waterfall es adecuada para el proyecto.
Los resultados obtenidos demuestran que los modelos
de paralelizacio´n utilizados son adecuados para la resolu-
cio´n del problema de satisfaccio´n de restricciones al obte-
Figura 12: Rendimiento de la versio´n hı´brida comparada
con la versio´n secuencial en el host. El host es Sandman,
con Intel Xeon E5-2620 v2. En cada caso se utiliza el ma´xi-
mo nu´mero de threads que permite el sistema.
ner aumentos de rendimiento cercanos e incluso superiores
al nu´mero de nu´cleos de co´mputo utilizados.
En el caso de utilizar HyperThreading el aumento de ren-
dimiento ha superado la cantidad de nu´cleos utilizados, de-
mostrando que esta tecnologı´a cumple con la finalidad de
aumentar el rendimiento, aprovechando instrucciones de di-
ferentes threads para minimizar tiempos de espera.
El coprocesador Intel Xeon Phi ha permitido aumentar la
capacidad de co´mputo del sistema pero su utilizacio´n no ha
sido en la proporcio´n esperada. Pese a ser un coprocesador
fa´cil de utilizar y programar, se deben llevar a cabo optimi-
zaciones en el algoritmo si se quiere obtener un rendimiento
o´ptimo. Con los resultados obtenidos se puede afirmar que
el problema de no obtener el Speed-Up esperado utilizan-
do el Phi recae en la implementacio´n del algoritmo y no en
los modelos utilizados, que obtienen buenos resultados de
escalabilidad.
9 L I´NEAS FUTURAS
Se pueden realizar varios cambios en el futuro. Estos
cambios son los siguientes:
1. Limitar el nu´mero de tareas a ejecutar concurrente-
mente. Limitando el nu´mero de tareas se puede reducir
el taman˜o de la lista con la informacio´n de las tareas,
reduciendo la memoria extra necesaria.
2. Utilizar restricciones All-Different, que son ma´s rele-
vantes para el campo de la Inteligencia Artificial. Este
tipo de restricciones no necesitan de una lista con las
restricciones, y requieren menos trabajo de co´mputo y
menos capacidad de memoria.
3. Realizar una implementacio´n secuencial y una versio´n
paralela equivalente para la bu´squeda de la primera so-
lucio´n o de las X primeras soluciones.
Realizando las lı´neas futuras 2 y 3 se podrı´a realizar una
implementacio´n adecuada para ser ejecutada en GPUs y
tambie´n para mejorar el rendimiento del Xeon Phi al tener
un mayor nu´mero de reinas.
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APE´NDICE
En las secciones del ape´ndice se muestran resultados nume´ricos de las ejecuciones. Las ejeuciones con nombre FOR
se refieren al algoritmo con paralelismo de bucle. Las versiones OpenMP, Cilk Plus, y las NUMA (NUMA-Aware) se
refieren al modelo de programacio´n utilizado en el algoritmo de tareas.
En los resultados se pueden distinguir tres para´metros de ejecucio´n:
N. Indica el nu´mero de reinas utilizado en la ejecucio´n.
par level. Indica el nivel al que se ha paralelizado. En el caso de no estar determinado se establece el nivel en tres.
threads. Indica el nu´mero de threads utilizados. En las ejecuciones secuenciales se considera 1. En caso de no estar
indicado el valor, se considera el ma´ximo de threads hardware de la ma´quina.
Las me´tricas utilizadas en esta seccio´n se han conseguido con el comando perf y son las siguientes:
seconds. Segundos totales de la ejecucio´n.
instructions (G). Nu´mero de instrucciones en 109 intrucciones.
cycles (G). Nu´mero de ciclos en 109 instrucciones.
IPC. Instrucciones por ciclo de cada thread.
Speed-UP. Indica el aumento de rendimiento frente a la versio´n secuencial.
CPUs utilized. Media del nu´mero de threads utilizados durante toda la ejecucio´n del programa.
Work efficiency. Indica la eficiencia segu´n el nu´mero de instrucciones de la ejecucio´n. Se obtiene de dividir el nu´mero
de instrucciones de la versio´n secuencial entre las instrucciones de la ejecucio´n seleccionada.
A.1. Resultados en la computadora Aolin
Primero se muestran los resultados segu´n el nivel al que se paraleliza y despue´s la mejora de rendimiento segu´n el
nu´mero de hilos de ejecucio´n utilizados.
N = 16 par level seconds instructions(G) cycles(G) IPC Speed-Up CPUsutilized
Work
efficiency
Secuencial - 156,139 756,26 526,41 1,44 1,00 0,998 1,000
OpenMP 2 31,754 754,92 822,56 0,92 4,92 7,976 1,002
OpenMP 3 31,771 754,95 821,83 0,92 4,91 7,965 1,002
OpenMP 4 31,755 755,10 821,56 0,92 4,92 7,966 1,002
OpenMP 5 31,826 756,12 822,71 0,92 4,91 7,959 1,000
OpenMP 6 32,681 762,14 829,00 0,92 4,78 7,810 0,992
OpenMP 7 38,730 796,88 860,35 0,92 4,03 6,836 0,949
Cilk Plus 2 30,756 756,55 795,86 0,95 5,08 7,962 1,000
Cilk Plus 3 30,755 756,57 794,92 0,95 5,08 7,959 1,000
Cilk Plus 4 30,845 759,28 797,97 0,95 5,06 7,966 0,996
Cilk Plus 5 31,564 775,29 816,27 0,95 4,95 7,963 0,975
Cilk Plus 6 35,481 859,18 917,00 0,94 4,40 7,958 0,880
Cilk Plus 7 57,262 1.305,90 1.464,17 0,89 2,73 7,873 0,579
FOR 2 42,424 759,71 757,10 1,00 3,68 5,492 0,995
FOR 3 40,314 788,07 866,46 0,91 3,87 6,614 0,960
FOR 4 47,617 900,67 1.126,39 0,80 3,28 7,285 0,840
FOR 5 60,358 1.075,32 1.559,03 0,96 2,59 7,953 0,703
FOR 6 78,086 1.268,60 2.019,21 0,63 2,00 7,962 0,596
FOR 7 105,873 1.559,49 2.731,99 0,57 1,47 7,946 0,485
Cuadro 2: Resultados segu´n nivel a paralelizar
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N = 16 threads seconds instructions(G) cycles(G) IPC Speed-Up CPUsutilized
Work
efficiency
Secuencial - 156,139 756,26 526,41 1,44 1,00 0,998 1,000
OpenMP 2 81,774 754,69 529,98 1,42 1,91 1,995 1,002
OpenMP 3 54,869 754,69 533,52 1,41 2,85 2,994 1,002
OpenMP 4 41,822 754,70 541,49 1,39 3,73 3,987 1,002
OpenMP 8 31,771 754,95 821,83 0,92 4,91 7,965 1,002
Cilk Plus 2 80,498 755,98 521,52 1,45 1,94 1,995 1,000
Cilk Plus 3 53,350 756,02 518,72 1,46 2,93 2,994 1,000
Cilk Plus 4 40,055 756,08 518,77 1,46 3,90 3,988 1,000
Cilk Plus 8 30,755 756,57 794,92 0,95 5,08 7,959 1,000
FOR 2 87,539 760,77 536,70 1,42 1,78 1,884 0,994
FOR 3 63,707 765,19 548,72 1,39 2,45 2,649 0,988
FOR 4 49,504 769,71 564,19 1,36 3,15 3,506 0,983
FOR 8 40,314 788,07 866,46 0,91 3,87 6,614 0,960
Cuadro 3: Resultados segu´n nu´mero de threads hardware utilizados
A.2. Resultados en la computadora Penguin
N = 17 Threads seconds instructions(G) cycles(G) IPC Speed-Up CPUsutilized
Work
efficiency
Secuencial - 1.297,752 6.103,24 3.372,85 1,81 1,00 1,00 1,000
OpenMP 8 339,109 6.107,68 7.028,47 0,87 3,83 7,99 0,999
OpenMP 16 195,042 6.108,72 7.787,21 0,79 6,65 15,98 0,999
OpenMP 32 126,788 6.111,07 9.329,16 0,66 10,24 31,96 0,999
OpenMP 64 86,273 6.115,01 12.510,44 0,49 15,04 63,03 0,998
Cilk Plus 8 252,626 6.105,72 5.230,36 1,17 5,14 7,99 1,000
Cilk Plus 16 127,792 6.106,99 5.084,23 1,20 10,16 15,98 0,999
Cilk Plus 32 53,640 6.128,69 3.948,39 1,55 24,19 31,96 0,996
Cilk Plus 64 41,616 6.155,83 5.891,85 1,04 31,18 61,66 0,991
OpenMP
NUMA 8 161,286 6.103,86 3.342,31 1,83 8,05 7,99 1,000
OpenMP
NUMA 16 86,446 6.104,08 3.448,05 1,77 15,01 15,98 1,000
OpenMP
NUMA 32 45,871 6.104,14 3.373,02 1,81 28,29 31,95 1,000
OpenMP
NUMA 64 37,782 6.106,83 5.490,15 1,11 34,35 63,34 0,999
Cilk-Plus
NUMA 8 163,175 6.103,63 3.378,90 1,81 7,95 7,99 1,000
Cilk-Plus
NUMA 16 84,342 6.104,79 3.357,53 1,82 15,39 15,99 1,000
Cilk-Plus
NUMA 32 46,842 6.107,39 3.448,14 1,77 27,70 31,95 0,999
Cilk-Plus
NUMA 64 38,529 6.114,85 5.402,15 1,14 33,68 61,05 0,998
Cuadro 4: Resultados segu´n nu´mero de threads hardware utilizados
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A.3. Resultados en la computadora Batman
N = 17 Threads seconds instructions(G) cycles(G) IPC Speed-Up CPUsutilized
Work
efficiency
Sec - 1.685,211 5.547,62 4.351,99 1,28 1,00 1,00 1,000
OpenMP 8 224,376 5.548,46 4.634,98 1,20 7,51 8,00 1,000
OpenMP 16 113,097 5.548,75 4.672,11 1,19 14,90 16,00 1,000
OpenMP 32 56,842 5.548,77 4.688,61 1,18 29,65 32,00 1,000
OpenMP 64 33,955 5.545,78 5.299,22 1,05 49,63 63,93 1,000
Cilk Plus 8 209,847 8.470,11 4.334,79 1,26 8,03 8,00 0,655
Cilk Plus 16 105,052 5.470,00 4.339,42 1,26 16,04 16,00 1,014
Cilk Plus 32 53,017 5.472,16 4.360,18 1,26 31,79 32,00 1,014
Cilk Plus 64 34,556 5.474,40 5.348,55 1,02 48,77 63,37 1,013
OpenMP
NUMA 8 199,303 5.547,33 4.116,92 1,35 8,46 8,00 1,000
OpenMP
NUMA 16 101,705 5.547,48 4.201,39 1,32 16,57 16,00 1,000
OpenMP
NUMA 32 50,426 5.547,47 4.135,19 1,35 33,42 32,00 1,000
OpenMP
NUMA 64 30,761 5.547,46 4.772,92 1,16 54,78 63,92 1,000
Cilk-Plus
NUMA 8 223,079 5.469,28 4.608,15 1,19 7,55 8,00 1,014
Cilk-Plus
NUMA 16 111,599 5.470,29 4.610,18 1,19 15,10 16,00 1,014
Cilk-Plus
NUMA 32 56,222 5.472,38 4.635,49 1,18 29,97 32,00 1,014
Cilk-Plus
NUMA 64 36,637 5.476,27 5.688,36 0,96 46,00 63,31 1,013
Cuadro 5: Resultados segu´n nu´mero de threads hardware utilizados
