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Abstract
This paper deals with the zeros of polynomials generated by a certain three term recurrence
relation. The main objective is to find bounds, in terms of the coefficients of the recurrence
relation, for the regions where the zeros are located. In most part, the zeros are explored
through an Eigenvalue representation associated with a corresponding Hessenberg matrix.
Applications to Szegö polynomials, para-orthogonal polynomials and polynomials with non-
zero complex coefficients are considered.
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1. Introduction
We consider the sequence of polynomials {Qm} generated by the three term recur-
rence relation
Qm+1(z) = (z+ βm+1)Qm(z)− αm+1zQm−1(z), m = 1, 2, . . . , (1.1)
with Q0 = 1 and Q1(z) = z+ β1, where the complex numbers αm and βm are such
that αm /= 0, m = 2, 3, . . . and βm /= 0, m = 1, 2, 3, . . .
This recurrence relation has been thoroughly studied when
αm+1 > 0 and βm < 0 for m  1. (1.2)
We cite the paper [11] of Jones, Thron and Waadeland which initiated the motivation
for the study of this special case of the recurrence relation (1.1) and the recent paper
[15] for some further references. When (1.2) holds, it was shown in [11] that the
corresponding polynomials satisfy the orthogonality property, or more precisely, the
Laurent Orthogonality (L-orthogonality) property,∫
t−m+sQm(t)dφ(t) = 0, s = 0, 1, . . . , m− 1. (1.3)
Here dφ is a strong positive measure defined on the positive real axis. The word
strong is used to indicate that the momentsµm =
∫
tmdφ(t) exist also for all negative
values of m.
In this paper we study the behavior of the zeros of the polynomials {Qm} under
other restrictions on the coefficients αm and βm. As special cases of this study we
consider the Szegö polynomials {Sm(z)} and also of certain so called para orthogonal
polynomials {Sm(z)+ S∗m(z)} and {Sm(z)− S∗m(z)}, especially when the reflection
coefficients are real.
As another special case, the zeros of the polynomial Pn(z) =∑nm=0 bmzm, where
the complex coefficients bm /= 0 for m = 0, 1, . . . , n, are also considered.
2. Zeros and their eigenvalue representations
From the three term recurrence relation (1.1), clearly Qm(0) = β1β2 · · ·βm /= 0,
m  1. Furthermore, since (1.1) can be written in the form
α2z = (z+ β2)Q1(z)−Q2(z), (2.1)
αm+1z = (z+ βm+1) Qm(z)
Qm−1(z)
− Qm+1(z)
Qm−1(z)
, m  2,
one obtains
Lemma 2.1. For any m  1, the two consecutive polynomials Qm and Qm+1 do
not have common zeros.
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Proof. If ω ∈ C is such that Q1(ω) = Q2(ω) = 0 then α2ω = 0. Since ω = 0 is not
a zero of any Qm, this is a contradiction. Hence Q1(z) and Q2(z) do not have any
common zeros.
Now let m  2 and suppose that Qm−1 and Qm do not have any common zeros.
If Qm(ω) = 0 then Qm−1(ω) /= 0 and from (2.1),
Qm+1(ω) = −αm+1ωQm−1(ω) /= 0.
This means Qm and Qm+1 do not have any common zeros. Hence by induction the
lemma follows. 
From (1.1) it is also easily verified that for any n  1,
Qn(z) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
z+ β1 −α2 0 · · · 0 0
−z z+ β2 −α3 · · · 0 0
0 −z z+ β3 · · · 0 0
...
...
...
...
...
0 0 0 · · · z+ βn−1 −αn
0 0 0 · · · −z z+ βn
∣∣∣∣∣∣∣∣∣∣∣∣∣
. (2.2)
Hence we can state the following theorem.
Theorem 2.1. The zeros of Qn are the eigenvalues of the lower Hessenberg matrix
Hn =


η1 α2 0 · · · 0 0
η1 η2 α3 · · · 0 0
...
...
...
...
...
η1 η2 η3 · · · αn−1 0
η1 η2 η3 · · · ηn−1 αn
η1 η2 η3 · · · ηn−1 ηn


,
where ηm = αm − βm, m = 1, 2, . . . , n, with α1 = 0.
Proof. From (2.2),
Qn(z) = det(zAn − Bn),
where An and Bn are, respectively, the n× n matrices

1 0 0 · · · 0
−1 1 0 · · · 0
0 −1 1 · · · 0
...
...
...
...
0 0 0 · · · 1

 ,


−β1 α2 0 · · · 0
0 −β2 α3 · · · 0
0 0 −β3 · · · 0
...
...
...
...
0 0 0 · · · −βn

 .
Note that, since An is non-singular,
Qn(z) = det(An) det(zI − A−1n Bn).
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Since det(An) = 1 and
A−1n =


1 0 0 · · · 0 0
1 1 0 · · · 0 0
1 1 1 · · · 0 0
...
...
...
...
...
1 1 1 · · · 1 0
1 1 1 · · · 1 1


,
we see that Qn is the (monic) characteristic polynomial of the lower Hessenberg
matrix Hn = A−1n Bn. This completes the proof of the theorem. 
We can also write, Qn(z) = det(zI − BnA−1n ) det(An). Hence Qn is the charac-
teristic polynomial of the matrix BnA−1n and also of the matrix (BnA−1n )T = (A−1n )T
BTn . This means the zeros of Qn are also the eigenvalues of the upper Hessenberg
matrix
(A−1n )TBTn =


γ1 γ2 γ3 · · · γn−1 −βn
α2 γ2 γ3 · · · γn−1 −βn
0 α3 γ3 · · · γn−1 −βn
...
...
...
...
...
0 0 0 · · · γn−1 −βn
0 0 0 · · · αn −βn


,
where γm = αm+1 − βm, m = 1, 2, . . . See [15] for a use of the above eigenvalue
representation to obtained information about the orthogonal L-polynomials associ-
ated with measures on the positive real line.
In the remaining part of this section we look at in detail the eigenvalue represen-
tation associated with the matrix Hn. Again the analysis is very much similar to that
used in [15] but with the assumptions made in (1.1) and one further assumption that
the eigenvalues zn,j , j = 1, 2, . . . , n, of Hn (i.e., the zeros of Qn) are distinct.
With Q˜0(z) = Qˆ0(z) = Q0(z) and for 1  m  n, Q˜m(z) = z−mQm(z) and
Qˆm(z) = (α2α3 · · ·αm+1)−1Qm(z), the recurrence relation (1.1) for m = 1, 2, . . . ,
n− 1 can be given in the following two different forms:
z[−Qˆm−1(z)+ Qˆm(z)] = −βm+1Qˆm(z)+ αm+2Qˆm+1(z), 1  m  n− 1
and
z[Q˜m(z)− Q˜m+1(z)] = αm+1Q˜m−1(z)− βm+1Q˜m(z), 1  m  n− 1,
with z[Qˆ0(z)] = −β1Qˆ0(z)+ α2Qˆ1(z) and z[Q˜0(z)− Q˜1(z)] = −β1Q˜0(z). In
matrix representation these are
zAnbˆ(z) = Bnbˆ(z)+ αn+1Qˆn(z)en (2.3)
and
zb˜(z)TAn = b˜(z)TBn + zQ˜n(z)eTn, (2.4)
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respectively, where en is the nth column of the n× n identity matrix,
bˆ(z) = [Qˆ0(z), Qˆ1(z), . . . , Qˆn−1(z)]T and
b˜(z) = [Q˜0(z), Q˜1(z), . . . , Q˜n−1(z)]T.
Hence from the matrix representation (2.3), bˆ(zn,j ) is a right eigenvector of Hn =
A−1n Bn associated with the eigenvalue zn,j . Moreover, since zn,j , j = 1, 2, . . . , n are
assumed to be distinct, the corresponding right eigenvectors bˆ(zn,j ), j = 1, 2, . . . , n,
are all linearly independent.
Likewise, from the matrix representation (2.4), the vector ATn b˜(zn,j ) is a left
eigenvector of Hn associated with the eigenvalue zn,j . Even though it is not rele-
vant here, it may be more appropriate to say that c˜(zn,j ), where c˜(z) = ATn b˜(z), is
a left eigenvector of Hn as we have in this case c˜(zn,j )∗Hn = c˜(zn,j )∗zn,j . Here,
∗ represents the conjugate transpose. Again, there are n linearly independent left
eigenvectors c˜(zn,j ), j = 1, 2, . . . , n, associated with the n distinct zn,j .
Multiplication of (2.3) evaluated at w on the right by b˜(z)T and multiplication of
(2.4) on the left by bˆ(w) we obtain the systems
wAnbˆ(w)b˜(z)T = Bnbˆ(w)b˜(z)T + αn+1Qˆn(w)enb˜(z)T (2.5)
and
zbˆ(w)b˜(z)TAn = bˆ(w)b˜(z)TBn + zQ˜n(z)bˆ(w)eTn. (2.6)
Since tr AB = tr BA, subtracting the trace of (2.6) from the trace of (2.5) gives
n−2∑
m=0
{Q˜m(z)− Q˜m+1(z)}Qˆm(w)+ Q˜n−1(z)Qˆn−1(w)
= zQ˜n(z)Qˆn−1(w)− αn+1Qˆn(w)Q˜n−1(z)
z− w . (2.7)
This is a kind of Cristoffel–Darboux formula. The term on the left of this formula
can be identified as b˜(z)TAnbˆ(w) = c˜(z)∗bˆ(w), and this confirms the orthogonality
of the left eigenvector c˜(zn,j ) and the right eigenvector bˆ(zn,k), when j /= k. In (2.7)
letting w → z,
n−2∑
m=0
{Q˜m(z)− Q˜m+1(z)}Qˆm(z)+ Q˜n−1(z)Qˆn−1(z)
= αn+1Qˆ′n(z)Q˜n−1(z)− zQ˜n(z)Qˆ′n−1(z).
Thus for 1  j  n and 1  k  n, we have
[ATn b˜(zn,j )]Tbˆ(zn,k) = bˆ(zn,k)T[ATn b˜(zn,j )] = λ−1n,j δj,k, (2.8)
where λ−1n,j = αn+1Qˆ′n(zn,j )Q˜n−1(zn,j ). Since the zeros of Qn are assumed to be
simple (distinct) and, from Lemma 2.1, that Qn and Qn−1 do not have any common
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zeros, we also find that λ−1n,j /= 0, for j = 1, 2, . . . , n. Thus we can say that the two
finite sequences {bˆ(zn,j )}nj=1 and {ATn b˜(zn,j )}nj=1 are biorthogonal to each other.
If we define the n× n non-singular matrix Pn by
Pn =
[
bˆ(zn,1)
αn+1Qˆ′n(zn,1)
,
bˆ(zn,2)
αn+1Qˆ′n(zn,2)
, . . . ,
bˆ(zn,n)
αn+1Qˆ′n(zn,n)
]
, (2.9)
then clearly its inverse (the matrix that satisfy P−1n Pn = In) is
P−1n =
[
ATn b˜(zn,1)
Q˜n−1(zn,1)
,
ATn b˜(zn,2)
Q˜n−1(zn,2)
, . . . ,
ATn b˜(zn,n)
Q˜n−1(zn,n)
]T
. (2.10)
If pˆk,j and p˜k,j are the elements in the kth row and j th column of the matrices Pn
and P−1n , respectively, then
pˆk,j = Qˆk−1(zn,j )
αn+1Qˆ′n(zn,j )
and p˜k,j = Q˜j−1(zn,k)− Q˜j (zn,k)
Q˜n−1(zn,k)
.
With the matrices Pn and P−1n , we can write the eigenvalue problem associated
with Hn as
P−1n HnPn = n, (2.11)
where n is the diagonal matrix containing the eigenvalues zn,1, zn,2, . . . , zn,n.
From PnP−1n = In, we also obtain
n∑
j=1
Qˆl(zn,j )[Q˜k(zn,j )− Q˜k+1(zn,j )]λn,j = δl,k
for 0  l  n− 1 and 0  k  n− 1. Here the λn,j are as in (2.8). This is the bior-
thogonality of the two finite sequences {Qˆm}n−1m=0 and {Q˜m − Q˜m+1}n−1m=0 on the point
set zn,1, zn,2, . . . , zn,n.
If we define the linear functional Ln[·], on the space of Laurent polynomials, by
Ln[f ] =
n∑
j=1
λn,j f (zn,j ),
then Ln[Qˆl(Q˜k − Q˜k+1)] = δl,k for 0  l  n− 1 and 0  k  n− 1. Moreover,
since the Laurent polynomials {Q˜k − Q˜k+1}l−1k=0 form a basis for the linear space
spanned by {z−1, z−2, . . . , z−l}, we can also write for the polynomials Ql , l = 1,
2, . . . , n,
Ln[z−l+kQl(z)] = 0, k = 0, 1, . . . , l − 1, l  n,
an L-orthogonality property as in (1.3). Also note that Ln[z−l−1Ql(z)] /= 0 for
0  l < n.
We mention that Hendriksen and Njåstad [8] have established the biorthogonal-
ity of the two sequences {Qˆm} and {Q˜m − Q˜m+1} in relation to a moment func-
tional L, when {Qm} satisfy the L-orthogonality L(z−m+kQm(z)
) = 0, 0  k 
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m− 1 and L(z−m−1Qm(z)
)
/= 0. For other biorthogonal relations associated with
the recurrence relation (1.1) we cite [3] and [20].
3. Bounds for the zeros
First we define the region W(λ1, λ2, τ ), where λ2  λ1 and τ > 0, by
W(λ1, λ2, τ )
≡
{
z = x + iy ∈ C : |y|  τ, λ1 −
√
τ 2 − y2  x  λ2 +
√
τ 2 − y2
}
.
Now for δ /= 0, let Dδ be the n× n diagonal matrix with diagonal entries (δ, δ2,
. . . , δn). Then the eigenvalues of Hn are the same as that of the matrix DδHnD−1δ ,
given by

η1 α2δ−1 · · · 0 0
η1δ η2 · · · 0 0
...
...
...
...
η1δ
n−3 η2δn−4 · · · αn−1δ−1 0
η1δn−2 η2δn−3 · · · ηn−1 αnδ−1
η1δ
n−1 η2δn−2 · · · ηn−1δ ηn


.
We can state the following theorem.
Theorem 3.1. For any n  2, set αMn = max{|αk|, k = 2, 3, . . . , n} and ηMn =
max{|ηk|, k = 2, 3, . . . , n}. Let
d1 =
√
αMn√
αMn +
√
ηMn
, d2 = α
M
n
αMn + |η1| − ηMn
and
d3 = 2α
M
n√
(αMn )
2 + 4αMn (|η1| − ηMn )+ αMn
.
Then the zeros of Qk, 1  k  n, are inside the disk |z|  ρˆn, where
ρˆn =


αMn +|η1|−ηMn
|η1|−ηMn |η1|, if 0 < d2 < d1,
(
√
αMn +
√
ηMn )
2, otherwise.
(3.1)
If ηk, for k = 1, 2, . . . , n, are all real then the zeros of Qk, 1  k  n, are inside
the region W(ηn,1, ηn,2, ρ˜n), where
ηn,1 = min{ηk, k = 1, 2, . . . , n}, ηn,2 = max{ηk, k = 1, 2, . . . , n}
and
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ρ˜n =


√
(αMn )
2+4αMn (|η1|−ηMn ) +αMn
2(|η1|−ηMn ) |η1|, if 0 < d3 < d1,
(
√
αMn +
√
ηMn )
2 − ηMn , otherwise.
Proof. We assume that 0 < δ < 1. Also recall that α1 = 0. Application of the Gers-
chgorin theorem gives that the eigenvalues of the matrix DδHnD−1δ , that is the matrix
Hn, are inside
⋃n
k=1 
(n)
k (δ), where 
(n)
k (δ) is the closed disk with center ηk and
radius ρk(δ) = |ηk|∑n−kr=1 δr + |αk|δ−1. Clearly, ρ1(δ) < ρ˜1(δ) = δ1−δ |η1| and for
2  k  n,
ρk(δ) 
δ
1 − δ |ηk| +
1
δ
|αk|  ρ˜n(δ)= δ1 − δ η
M
n +
1
δ
αMn
=−ηMn +
1
1 − δ η
M
n +
1
δ
αMn .
Thus all (n)k (δ), 2  k  n, are inside the disk
|z|  ρˆn(δ) = 11 − δ η
M
n +
1
δ
αMn
and, likewise, (n)1 (δ) is inside the disk |z| < ρˆ1(δ) = 11−δ |η1|. We choose the value
of δ that minimizes max{ρˆ1(δ), ρˆn(δ)}, which turns out to be d2 or d1 depending on
ηMn  |η1| or not. This gives the first part of the theorem.
To obtain the latter part of the theorem, we note that the disk (n)1 (δ) is inside the
disk |z− η1| < ρ˜1(δ) and for any k, 2  k  n, the disk (n)k (δ) is inside the disk|z− ηk|  ρ˜n(δ). We choose the δ that minimizes max{ρ˜1(δ), ρ˜n(δ)}, which turns
out to be d3 or d1 depending on ηMn << |η1| or not. Since the centers ηk of all the
disks (n)k (δ) are on a straight line (in this case the real line), we obtain the last part
of the theorem for the polynomial Qn.
Finally, since the zero of Q1(z) is η1, it is certainly inside
⋃n
k=1 
(n)
k (δ). If p is
such that 1 < p < n then the eigenvalues of Hp (i.e., the zeros of Qp) are inside⋃p
k=1 
(p)
k (δ). Since 
(p)
k (δ) ⊂ (n)k (δ) for 1  k  p, we note that the zeros of Qp
are also inside
⋃n
k=1 
(n)
k (δ). Hence the results of the theorem are valid also for all
the polynomials Qk , 1  k < n. 
We now state a theorem shown in Saff and Varga [14].
Theorem 3.2 (Saff and Varga). Let αk, k = 2, 3, . . . , n and βk , k = 1, 2, 3, . . . , n be
positive real numbers. Set
τ = min{−ηk = βk − αk : k = 1, 2, . . . , n},
with α1 = 0. Then if τ > 0, the parabolic region
P+(τ ) ≡ {z = x + iy ∈ C : y2  4τ(τ + x), x > −τ },
contains no zeros of the polynomials Q1,Q2, . . . ,Qn.
A.P. da Silva, A. Sri Ranga / Linear Algebra and its Applications 397 (2005) 299–324 307
The following theorem gives some information on the zeros of the polynomials
Qn, when all αn+1 are positive and all βn are equal to some positive constant.
Theorem 3.3. Let βk = β > 0 for k = 1, 2, . . . , n and αk > 0 for k = 2, . . . , n.
Then the zeros of any Qk , 1  k  n, are distinct (except for a possible double zero
at z = β) and lie on C(β) ∪ (0,∞), where
C(β) ≡ {z : z = βeiθ , 0 < θ < 2π}.
In particular, if {αk+14β }n−1k=1 is a positive chain sequence then all the zeros are distinct
and lie on the open circle C(β).
Proof. A proof of this theorem when β = 1 is given in [4]. Let
x = x(β; z) = 1
2
(β−1/2z1/2 + β1/2z−1/2).
Then the polynomials Pk(x) = (4βz)−k/2Qk(z), 0  k  n, satisfy P0(x) = 1,
P1(x) = x and
Pk+1(x) = xPk(x)− αk+14β Pk−1(x), 1  k  n− 1. (3.2)
From this it is well known that the zeros of Pk are real, distinct and lie symmet-
rically about the origin. If we write P2k(x) =∏kj=1(x2 − x22k,j ) and P2k+1(x) =
x
∏k
j=1(x2 − x22k+1,j ) then from Qk(z) = (4βz)k/2Pk(x(β; z)) we see that
Q2k(z) =
k∏
j=1
[(z− z2k,j )(z− β2/z2k,j )],
Q2k+1(z) = (z+ β)
k∏
j=1
[(z− z2k+1,j )(z− β2/z2k+1,j )],
where zk,j /β = (2x2k,j − 1)+ 2
√
x2k,j (x
2
k,j − 1). Hence, if x2k,j < 1 then zk,j and
β2/zk,j are a conjugate pair of zeros of Qk on the circle C(β) and if x2k,j > 1 then
they are two positive zeros of Qk inverse to each other about the point β. Hence, we
conclude that the zeros of Qk are either on the circle C(β) or on the positive real
line. If z = β is a zero of Qk then it is a zero of multiplicity 2.
Now we assume {αk+14β }n−1k=1 to be a positive chain sequence. That is there exists
a second sequence {gk}n−1k=0, where 0  g0 < 1 and 0 < gk < 1 for 1  k  n− 1,
such that αk+14β = (1 − gk−1)gk , 1  k  n− 1.
From (3.2), since αk+14βx2 = Pk(x)xPk−1(x)
(
1 − Pk+1(x)
xPk(x)
)
, it is well known (see for exam-
ple [6]) that all the zeros of Pk , 1  k  n, are inside (−1, 1). Hence, in this case,
all the zeros of Qk , 1  k  n, are on the open circle C(β). 
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Considering special cases of this theorem we have
Corollary 3.3.1. Let βk = β > 0, 1  k  n. Then the following hold:
1. If 0 < αk+1  β, 1  k  n− 1, then all the zeros of Qk, 1  k  n, are on
C(β).
2. In particular, for + > 0, if 0 < αk+1  β − +, 1  k  n− 1, then the zeros of
any Qk, 1  k  n, are on the ark ofC(β) that stays outside the parabolic region
P+(+) ≡ {z = x + iy ∈ C : y2  4+(+ + x), x > −+}.
3. Again if 0 < αk+1  β, 1  k  n− 1, let κn = max1kn−1 √αk+1/β. Then all
the zeros of Qk, 1  k  n, are on the open ark
C(β, θn) ≡ {z : z = βeiθ , θn < θ < 2π − θn},
where θn = 2 arccos(κn cos( πn+1 )).
4. For + > 0 suppose that 0 < αk+1  β + +, 1  k  n− 1. If Qn has any zeros
outside C(β) then these zeros lie inside the interval (β2/b, b), where b =
(
√
β + + +√+)2.
Proof. The first part of this corollary is an immediate consequence of Theorem 3.3.
The second part of this corollary follows from Theorems 3.3 and 3.2.
To obtain the third part of this corollary, we consider the polynomials Pk(x) =
(4βz)−k/2Qk(z), where x = x(β; z) = 12 (β−1/2z1/2 + β1/2z−1/2). As we have
already pointed out these satisfy
Pk+1(x) = xPk(x)− αk+14β Pk−1(x), 1  k  n− 1,
with P0(x) = 1 and P1(x) = x. Hence from Ismail and Li [9–Theorems 2 and 3]
the zeros of Pk(x), 1  k  n are inside the interval (−xˆ, xˆ), where xˆ = cos( πn+1 )
max
1kn−1
√
αk+1/β. Hence the application Qk(z) = (4βz)k/2Pk(x(β; z)) gives the
required result of the corollary.
To obtain the last part, we note that all the zeros of Pk(x) = (4βz)−k/2Qk(z) are
inside the interval
(
−
√
β++
β
,
√
β++
β
)
. Hence the application Qk(z) = (4βz)k/2Pk
(x(β; z)) gives the required result of the corollary. 
With a typical application of the eigenvalue representation (2.11) we can state the
following theorem.
Theorem 3.4. Given the three term recurrence relation (1.1) suppose that all the
zeros zn,j of Qn (eigenvalues of Hn) are distinct and that the matrices Pn,P−1n and
n are those given respectively by Eqs. (2.9), (2.10) and (2.11).
Consider the perturbed three term recurrence relation
Q+m+1(z) = (z+ β+m+1)Q+m(z)− α+m+1zQ+m−1(z), m = 1, 2, . . . , n− 1,
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with Q+0 = 1 and Q+1(z) = z+ β+1 , where the complex numbers α+m and β+m are such
that |α+m − αm|  +, m = 2, 3, . . . , n and |β+m − βm|  +, m = 1, 2, 3, . . . , n. Here
+ is a positive number.
Let H+n be the Hessenberg matrix associated with this three term recurrence rela-
tion, defined according to Theorem 2.1, whose eigenvalues are the zeros of the poly-
nomial Q+n. Then for any zero ω of Q+n
min
1jn
|ω − zn,j |  ‖H+n − Hn‖‖Pn‖‖P−1n ‖,
where ‖.‖ is any subordinate norm in Cn.
Proof. If ω is equal to any of the zeros of Qn then the result is trivial. Hence we
assume that ω is not equal to any of the zeros of Qn. Let u be the eigenvector of H+n
associated with the eigenvalue ω. Then
Hnu − ωu = −(H+n − Hn)u.
Using (2.11) this can be written as Pn(n − ωIn)P−1n u = −(H+n − Hn)u, and hence
u = −Pn(n − ωIn)−1P−1n (H+n − Hn)u.
Taking any subordinate norm gives
‖(n − ωIn)−1‖−1  ‖H+n − Hn‖‖Pn‖‖P−1n ‖.
Since the matrix (n − ωIn)−1 is diagonal the results of the theorem follows. 
It is easily verified that
‖H+n − Hn‖∞  (2n− 1)+ and ‖H+n − Hn‖1  (2n− 1)+. (3.3)
Corollary 3.4.1. Let β > 0 and consider the three term recurrence relation
Q+m+1(z) = (z+ β+m+1)Q+m(z)− α+m+1zQ+m−1(z), m = 1, 2, . . . , n− 1,
with Q+0 = 1 and Q+1(z) = z+ β+1 , where the complex numbers α+m and β+m are such
that |Im(α+m)|  +, 0 < Re(α+m)  β for m = 2, 3, . . . , n and |β+m − β|  + for m =
1, 2, 3, . . . , n. Here + is a positive number.
Let H+n be the Hessenberg matrix associated with this three term recurrence rela-
tion, defined according to Theorem 2.1, whose eigenvalues are the zeros of the poly-
nomial Q+n.
Consider the three term recurrence relation
Qm+1(z) = (z+ β)Qm(z)− Re(α+m+1)zQm−1(z), m = 1, 2, . . . , n− 1,
with Q0 = 1, Q1(z) = z+ β. For this three term recurrence relation let Hn, Pn and
P−1n be the associated matrices defined according to Theorem 2.1 and Eqs. (2.9) and
(2.10).
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Then all the zeros of Q+n are inside the ring
ζ(β − ‖H+n − Hn‖‖Pn‖‖P−1n ‖)  |z|  β + ‖H+n − Hn‖‖Pn‖‖P−1n ‖,
where the real function ζ(x) equals to x if x > 0 and equals to 0 otherwise.
Proof. The proof follows from the fact that the zeros of Qn are distinct and lie on
the circle |z| = β, which is a consequence of 0 < Re(α+m)  β for m = 2, 3, . . . , n
(see Corollary 3.3.1). 
Remark 3.1. In addition to |β+m − β|  +, m = 1, 2, 3, . . . , n, the condition
|Im(α+m)|  + for m = 2, 3, . . . , n, also enables us to make use of the upper bound
in (3.3) if the appropriate norms are chosen.
Now we consider the following special case of the three term recurrence relation
for which the matrices n, Pn and P−1n can be explicitly found. With β > 0, let the
polynomials {Qm(β; z)}nm=0 be given by
Qm+1(β; z) = (z+ β)Qm(β; z)− βzQm−1(β; z), m = 1, 2, . . . , n− 1,
with Q0(β; z) = 1, Q1(β; z) = z+ β. We denote the Hessenberg matrix associated
with this recurrence relation (given according to Theorem 2.1) by H(β)n .
We have Qk(β; z) = (zk+1 − βk+1)/(z− β), k = 0, 1, . . . , n. The zeros of
Qn(β; z) (i.e. the eigenvalues of H(β)n ) are zn,j = z(β)n,j = βei
2jπ
n+1 , j = 1, 2, . . . , n.
Consequently,
Qˆk(β; zn,j ) = β−kQk(β; zn,j ) =
sin
(
(k+1)jπ
n+1
)
sin
(
jπ
n+1
) ei kjπn+1 ,
Q˜k(β; zn,j ) = z−kn,jQk(β; zn,j ) =
sin
(
(k+1)jπ
n+1
)
sin
(
jπ
n+1
) e−i kjπn+1 .
Thus the elements pˆ(β)k,j and p˜
(β)
k,j in the kth row and j th column of the corresponding
matrices Pn = P(β)n and (Pn)−1 = (P(β)n )−1, respectively, are
pˆ
(β)
k,j =
2i
n+ 1 sin
(
kjπ
n+ 1
)
e−i
(2n−k)jπ
n+1 and p˜(β)k,j = e−i
2(j+1)kπ
n+1 .
Hence we can state
2i
n+ 1
n∑
j=1
sin
(
kjπ
n+ 1
)
ei
(k−2l)jπ
n+1 = δkl, 1  k, l  n
and
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Lemma 3.1
‖(P(β)n )−1‖1 = ‖(P(β)n )−1‖∞ = n,
‖P(β)n ‖1 = ‖P(β)n ‖∞ =
2
n+ 1σn,
where σn = max1kn{∑nj=1 | sin( kjπn+1 )|}  √n(n+ 1)/2.
Proof. Clearly ‖(P(β)n )−1‖1 = ‖(P(β)n )−1‖∞ = n and σn = max1kn∑nj=1
| sin( kjπ
n+1 )|. The bound for σn is obtained by application of the Cauchy–Schwartz
inequality. 
Remark 3.2. We believe that σn =∑nj=1 sin( jπn+1 ) = cot( π2n+2 ).
Corollary 3.4.2. Let β > 0 and consider the three term recurrence relation
Q+m+1(z) = (z+ β+m+1)Q+m(z)− α+m+1zQ+m−1(z), m = 1, 2, . . . , n− 1,
with Q+0 = 1 and Q+1(z) = z+ β+1 , where the complex numbers α+m and β+m are such
that |α+m − β|  + for m = 2, 3, . . . , n and |β+m − β|  + for m = 1, 2, 3, . . . , n.
Here + is a positive number.
Let H+n be the Hessenberg matrix associated with this three term recurrence rela-
tion, defined according to Theorem 2.1, whose eigenvalues are the zeros of the poly-
nomial Q+n.
Then all the zeros of Q+n are inside the ring
ζ
(
β − 2nσn
n+1 ‖H+n − H(β)n ‖
)
 |z|  β + 2nσn
n+1 ‖H+n − H(β)n ‖,
where the real function ζ(x) is equal to x if x > 0 and equal to 0 otherwise. The
number σn is as in Lemma 3.1.
4. Szegö and para orthogonal polynomials
Let dν(z) be a positive measure on the unit circle. This means ν(eiθ ), defined on
0  θ  2π , is a real, bounded and non-decreasing function with infinitely many
points of increase such that the moments
µm =
∫
zmdν(z) =
∫ 2π
0
eimθdν(eiθ ), m = 0, 1, 2, . . . ,
all exit. We consider the Szegö polynomials {Sn} associated with the measure dν(z)
defined by∫
Sn(z)Sm(z) dν(z) = 0, n /= m.
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These polynomials were introduced by Szegö (see for example [16]). See also [17]
for interesting basic information on these polynomials.
The Szegö polynomials are known to satisfy the system of recurrence relations
(given here in terms of monic polynomials)
Sn+1(z) = zSn(z)+ an+1S∗n(z), (4.1)(
1 − |an+1|2
)
zSn(z) = Sn+1(z)− an+1S∗n+1(z),
for n  0. Here S∗n(z) = znSn(1/z) are the reciprocal polynomials. The numbers
an = Sn(0), n  1, are known as the reflection coefficients of the Szegö polynomials.
The reflection coefficients have the property |an| < 1 for n  1. Furthermore, the
zeros of the Szegö polynomials are all inside the open unit disk.
If the reflection coefficients satisfy 0 < |an| < 1, then the Szegö polynomials also
satisfy
Sn+1(z) =
(
z+ an+1
an
)
Sn(z)− an+1
an
(1 − |an|2)zSn−1(z), n  1, (4.2)
where S1(z) = (z+ a1a0 ), with a0 = 1. Hence these Szegö polynomials satisfy a three
term recurrence relation of the form (1.1) with βn = anan−1 , n  1 and αn+1 =
an+1
an
(1 − |an|2), n  1.
In [10], Jones et al. studied the polynomials Sn(z)+ ωnS∗n(z), where |ωn| = 1,
which they called para-orthogonal polynomials. We consider the two special cases
of para-orthogonal polynomials
R(1)n (z) =
Sn(z)+ S∗n(z)
1 + Sn(0) and (z− 1)R
(2)
n (z) =
Sn+1(z)− S∗n+1(z)
1 − Sn+1(0) ,
(4.3)
for n  0. The denominators are chosen in order to make the polynomials monic.
Clearly, 2Sn(z) = (1 + an)R(1)n (z)+ (1 − an)(z− 1)R(2)n−1(z), n  1, which from
(4.1) leads to (if −1 < an < 1)
2zSn−1(z) = R(1)n (z)+ (z− 1)R(2)n−1(z), n  1. (4.4)
If −1 < an < 1 then the monic polynomials R(i)n , (i = 1, 2), satisfy R(i)0 = 1,
R
(i)
1 (z) = z+ 1 and
R
(i)
n+1(z) = (z+ 1)R(i)n (z)− α(i)n+1zR(i)n−1(z), n  1, (4.5)
with α(1)n+1 = (1 + an−1)(1 − an) > 0 and α(2)n+1 = (1 − an)(1 + an+1) > 0, n 
1. This last result should be attributed to Delsarte and Genin [7]. Note that the reflec-
tion coefficients an are real if and only if the measure dν(z) satisfies the symmetry
dν(1/z) = −dν(z).
Hence, if −1 < an < 1, then the para orthogonal polynomials R(i)n satisfy a recur-
rence relation of the form (1.1) with βn = 1, n  1 and αn+1 = α(i)n+1, n  1.
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The following theorem gives the relation between the Szegö polynomials {Sn}
and orthogonal polynomials {P (i)n } obtained through P (i)n (x(z)) = (4z)−n/2R(i)n (z),
where
x(z) = 1
2
(z1/2 + z−1/2).
Theorem 4.1. (1) Let dν(z) be a positive measure on the unit circle such that the
associated Szegö polynomials {Sn} are all real (i.e. −1 < Sn(0) = an < 1 for n 
1). Set
α
(1)
n+1 = (1 + an−1)(1 − an) > 0 and
α
(2)
n+1 = (1 − an)(1 + an+1) > 0, n  1.
Define the positive measures dφ(1) and dφ(2) by
dφ(1)(x) = −dν(z) and dφ(2)(x) = −(1 − x2)dφ(1)(x),
where x = x(z). The supports of dφ(1) and dφ(2) are inside [−1, 1]. Then (for i =
1, 2) the sequence of polynomials {P (i)n }, given by P (i)0 = 1, P (i)1 (z) = x and
P
(i)
n+1(z) = xP (i)n (z)−
1
4
α
(i)
n+1P
(i)
n−1(z), n  1,
are the monic orthogonal polynomials with respect to the measure dφ(i).
(2)Conversely, let dφ(1) and dφ(2) be two positive measures defined inside [−1, 1]
such that dφ(2)(x) = (1 − x2)dφ(1)(x). Let the respective monic orthogonal polyno-
mials P (1)n and P (2)n associated with these measures satisfy P (i)n+1(x) = xP (i)n (x)−
1
4α
(i)
n+1P
(i)
n−1(x), n  1. Then the reflection coefficients an = Sn(0) of the Szegö
polynomials Sn associated with the positive measure dν(z) = −dφ(1)(x(z)) satisfy
an = 1 − α(1)n+1/(1 + an−1) and an+1 = −1 + α(2)n+1/(1 − an), n  1,
with a0 = 1. Given explicitly (with µ(i)0 moment of order zero associated with dφ(i)),
a2n−1 = 2
α
(2)
2n−1α
(2)
2n−3 · · ·α(2)3 µ(2)0
α
(1)
2n−1α
(1)
2n−3 · · ·α(1)3 µ(1)0
− 1 and
a2n = 2
α
(2)
2n α
(2)
2n−2 · · ·α(2)2
α
(1)
2n α
(1)
2n−2 · · ·α(1)2
− 1, n  1.
Moreover,
2zSn−1(z) = R(1)n (z)+ (z− 1)R(2)n−1(z), n  1,
where R(i)n (z) = (4z)n/2P (i)n (x(z)).
A proof of this theorem follows from results given in [4,19].
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We now consider the three term recurrence relation (4.2). From Theorem 2.1 the
zeros of Sn are the eigenvalues of the lower Hessenberg matrix
Hn =


η1 α2 0 · · · 0 0
η1 η2 α3 · · · 0 0
...
...
...
...
...
η1 η2 η3 · · · αn−1 0
η1 η2 η3 · · · ηn−1 αn
η1 η2 η3 · · · ηn−1 ηn


,
where ηr = −ar a¯r−1, r = 1, 2, . . . , n and αr = arar−1 − ar a¯r−1 = arar−1 [1 − |ar−1|2],
r = 2, . . . , n.
Thus, with ηr =−ar a¯r−1, r = 1, 2, . . . , n and αr = arar−1 − ar a¯r−1, r = 2, . . . , n,
we can use Theorem 3.1 to obtain bounds for the zeros of Szegö polynomials. How-
ever, the first part of Theorem 3.1 does not seem to improve on the fact that the zeros
of the Szegö polynomials are known to be within the unit disk.
Now applying Theorem 3.2 (theorem of Saff and Varga) to the recurrence relation
(4.2) we obtain
Theorem 4.2
(1) Suppose that 0 < ak < 1 for k = 1, 2, . . . , n. Let
τ = min{−ηk = akak−1, k = 1, 2, . . . , n}.
Then the parabolic region
P+(τ ) ≡ {z = x + iy ∈ C : y2  4τ(τ + x), x > −τ },
contains no zeros of S1, S2, . . . , Sn.
(2) Suppose that 0 < (−1)kak < 1 for k = 1, 2, . . . , n. Let
τ = min{−akak−1, k = 1, 2, . . . , n}.
Then the parabolic region
P−(τ ) ≡ {z = x + iy ∈ C : y2  4τ(τ − x), x < τ },
contains no zeros of S1, S2, . . . , Sn.
Proof. The first part of this theorem is a restatement of Theorem 3.2 for the recur-
rence relation (4.2). To obtain the second part, we only need to write down the
recurrence relation (4.2) in term of the polynomials {(−1)nSn(−z)} and then apply
Theorem 3.2. 
It is known (see [10]) that the zeros of para orthogonal polynomials stay on the
unit circle. We verify this for the two sequences of para orthogonal polynomial
R
(1)
n and R(2)n defined by (4.3). Since we must assume −1 < an < 1, in the recur-
rence relations given by (4.5) for these para orthogonal polynomials the coefficients
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{ 14α(1)n+1} and { 14α(2)n+1} are positive chain sequences with the respective parameter
sequences {g(1)n = 1−an2 } and {g(2)n = 1+an+12 }. That is,
(1 − g(1)n−1)g(1)n = 14α(1)n+1, (1 − g(2)n−1)g(2)n = 14α(2)n+1, (4.6)
for n  1, with g(1)0 = 0 and 0 < g(2)0 = 1 − α(1)2 /4 = (1 + a1)/2 < 1. Hence from
Theorem 3.3 the zeros of R(1)n and R(2)n are all distinct and lie on the open unit circle
C(1) ≡ {z : z = eiθ , 0 < θ < 2π}.
5. Polynomials with non-zero coefficients
Let
Pn(z) =
n∑
k=0
bkz
k = bn
n∑
k=0
b˜kz
k = bnP˜n(z),
where bk , k = 0, 1, . . . , n are complex, different from zero and b˜k = bk/bn for k =
0, 1, . . . , n. Let
tk = bk−1
bk
= b˜k−1
b˜k
, k = 1, 2, . . . , n.
The following results are easily verified.
1
P˜n(z)
[
zn−1 + bn−1
bn
zn−2 + · · · + b2
bn
z+ b1
bn
]
= 1
z+ t1 −
t1z
z+ t2 −
t2z
z+ t3 − · · · −
tn−1z
z+ tn (5.1)
and
1
P˜n(z)
[
zn−1 + bn−2
bn−1
zn−2 + · · · + b1
bn−1
z+ b0
bn−1
]
= 1
z+ tn −
tn−1z
z+ tn−1 −
tn−2z
z+ tn−2 − · · · −
t1z
z+ t1 . (5.2)
Hence based on the continued fraction (5.1), if one considers the sequence of poly-
nomials {Q(1)k }nk=0 generated by Q(1)0 = 1 and Q(1)1 (z) = z+ t1 and
Q
(1)
k+1(z) = (z+ tk+1)Q(1)k (z)− tkzQ(1)k−1(z), k = 1, 2, . . . , n− 1,
then Q(1)k is the denominator of the kth convergent of this finite continued fraction
and, in particular, Q(1)n = P˜n.
When the coefficients bk , k = 0, 1, . . . , n of the polynomial Pn are all positive,
Saff and Varga [14] has shown how to explore the consequence of the above three
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term recurrence relation using the parabolic region Theorem 3.2. In [14], the authors
go even further by exploring the denominators of the convergents of Padé approxi-
mants associated with powers series expansions.
Now on the basis of the continued fraction (5.2), we consider the polynomials
{Q(2)k }nk=0 generated by Q(2)0 = 1 and Q(2)1 (z) = z+ tn and
Q
(2)
k+1(z) = (z+ tn−k)Q(2)k (z)− tn−kzQ(2)k−1(z), k = 1, 2, . . . , n− 1.
The polynomial Q(2)k is the denominator of the kth convergent of the continued frac-
tion (5.2) and, to our interest, Q(2)n = P˜n. Hence using the Theorem 2.1 to the above
three term recurrence relation we obtain the following result.
Theorem 5.1. The zeros of Pn are the eigenvalues of the lower Hessenberg matrix
Hn =


−tn tn−1 0 · · · 0 0
−tn 0 tn−2 · · · 0 0
...
...
...
...
...
−tn 0 0 · · · t2 0
−tn 0 0 · · · 0 t1
−tn 0 0 · · · 0 0


.
This result is of no surprise as the above matrix can be obtained by a similarity
transformation from the companion matrix of the polynomial Pn.
Now an analysis in the same spirit of the proof of Theorem 3.1 with the above
matrix gives the following
Theorem 5.2. Let tMn = max{|tk|, k = 1, 2, . . . , n− 1} and t˜Mn = max{|t−1k |, k =
2, 3, . . . , n}. For 0 < δ < 1 consider the disks
0,1(δ) ≡ {z : |z+ tn|  ρ˜1(δ)} and 0,2(δ) ≡ {z : |z|  ρ˜2(δ)},
where ρ˜1(δ) = δ(1 − δ)−1|tn| and ρ˜2(δ) = δ−1tMn . Then the zeros of the polynomial
Pn are inside the region 0,1(δ) ∪ 0,2(δ).
In particular, the following hold:
(1) With τ1 = |tn| + tMn , the zeros of the polynomial Pn are inside the disk
1 ≡ {z : |z|  τ1}.
(2) With τ2 = |tn|−t
M
n +
√
{|tn|−tMn }2+8tMn |tn|
3|tn|+tMn −
√
{|tn|−tMn }2+8tMn |tn|
|tn|, the zeros of the polynomial Pn are
inside the disk
2 ≡ {z : |z+ tn|  τ2}
(3) With τ3 = 12 [
√
(tMn )
2 + 4tMn |tn| + tMn ], the zeros of the polynomial Pn are inside
the union 3 ≡ 3,1 ∪ 3,2 of the disks
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3,1 ≡ {z : |z+ tn|  τ3} and 3,2 ≡ {z : |z|  τ3}.
(4) With τ4 = [|t−11 | + t˜Mn ]−1, the zeros of the polynomial Pn are outside the open
disk
˜4 ≡ {z : |z| < τ4}.
Proof. From the matrix Hn in Theorem 5.1, the disks 0,1(δ) and 0,2(δ) are ob-
tained by applying the Gerschgorin theorem to DδHnD−1δ . Now the result of part
1 is obtained if we choose δ such that ρ˜1(δ)+ |tn| = ρ˜2(δ), of part 2 is obtained
if δ is such that ρ˜1(δ) = ρ˜2(δ)+ |tn| and of part 3 is obtained if δ is such that
ρ˜1(δ) = ρ˜2(δ).
Finally the result of part 4 is obtained just the same as part 1 by considering the
polynomial znPn(1/z). 
Remark 5.1. The intersections of two or more of the regions given in each part of
the above theorem provide smaller regions where all the zeros of the polynomial Pn
are contained.
Remark 5.2. Condition 1 of the above theorem, which also follows from the maxi-
mum norm of Hn, is somewhat better than the bound obtained by Kojima (see [12–
Exercise 30.6]) if |t0| + |tn| < 2|tMn |.
A result of Ostrowski (see [13–Appendix A]) which gives information on how
the zeros of a polynomial vary locally and quantitatively with respect to the coef-
ficients can be stated as follows. Let P˜n(z) =∑nk=0 b˜kzk and Q˜n(z) =∑nk=0 c˜kzk
be such that b˜n = c˜n = 1 and |b˜k − c˜k|  + for k = 0, 1, . . . , n− 1. Then the zeros
xj of P˜n(z) and the zeros yj of Q˜n(z) can be ordered in such a way that we have
|xj − yj | < Cn+1/n, where C is some positive number. See also the recent paper [5]
which re-examines the result of Ostrowski in terms of the so called Bombieri norm.
Now the following theorem gives some information on the local variation of the
zeros when the coefficients of a polynomial vary from a geometric progression.
Theorem 5.3. Let |β| > 0 and given the polynomial Pn(z) =∑nk=0 bkzk the ratios
tk = bk−1/bk are such that
|tk − β|  +, k = 1, 2, . . . , n.
Here + is a positive number. Then all the zeros of Pn are inside the ring
ζ
(
|β| − 4nσn
n+1 +
)
 |z|  |β| + 4nσn
n+1 +, (5.3)
where the real function ζ(x) equals x if x > 0 and equals 0 otherwise. The number
σn is as in Lemma 3.1.
318 A.P. da Silva, A. Sri Ranga / Linear Algebra and its Applications 397 (2005) 299–324
Proof. If β > 0 the proof of this theorem follows from Corollary 3.4.2, where in
this case we must take
H+n − H(β)n =


−tn + β tn−1 − β 0 · · · 0 0
−tn + β 0 tn−2 − β · · · 0 0
...
...
...
...
...
−tn + β 0 0 · · · t2 − β 0
−tn + β 0 0 · · · 0 t1 − β
−tn + β 0 0 · · · 0 0


and hence ‖H+n − H(β)n ‖∞  2+.
To obtain the result when β = |β|eiθ , we work with the polynomial
P˜n(z) = Pn(ze−iθ ). This completes the proof. 
Remark 5.3. If no perturbation is allowed on tn then (5.3) can be replaced by
ζ
(
|β| − 2nσn
n+ 1+
)
 |z|  |β| + 2nσn
n+ 1+.
Remark 5.4. From condition 1 of Theorem 5.2 the zeros of Pn are inside the circle
|z|  2|β| + 2+. Hence the bounds given by (5.3) are not good if n is large. However,
it is a better result than what is obtained from conditions 1 and 4 of Theorem 5.2 in
the sense that the upper and lower bounds approach the value |β| as we shrink +.
6. Some examples
Example 1. Here we simply look at the zeros of the polynomials Qn by taking
different values for αn and βn in the recurrence relation (1.1).
• Fig. 6.1a shows the zeros of Q20 when βn = 1, α2n = −0.05 and α2n+1 = 0.05
for n  1. As indicated by Theorem 3.1 all the zeros are inside the region
W(λ1, λ2, τ ), where λ1 = −1.05, λ2 = −0.95 and τ ≈ 0.50825757.
• Fig. 6.1b shows the zeros of Q20 when βn = 1, α2n = 0.05 and α2n+1 = −0.05
for n  1. The zeros are within the region W(λ1, λ2, τ ), again with λ1 = −1.05,
λ2 = −0.95 and τ ≈ 0.50825757.
• Fig. 6.1c shows the zeros of Q20 when β1 = β2 = −0.1, βn+2 = 1 and αn = 0.05
for n  1. All the zeros are inside the region W(λ1, λ2, τ ), where λ1 = −0.95,
λ2 = 0.15 and τ ≈ 0.4858899.
• Fig. 6.1d gives the zeros of Q20 when β1 = β2 = 0.1, βn+2 = −1 and αn = 0.05
for n  1. Once again, as given by Theorem 3.1, all the zeros are inside the region
W(λ1, λ2, τ ), where λ1 = −0.10, λ2 = 1.05 and τ ≈ 0.50825757.
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Fig. 6.1. Zeros of the polynomial Q20 generated from the recurrence relation (1.1) with four different
combinations of the sequences {αn} and {βn}.
Example 2. Let p > 0 and q > 0 be such that √p +√q  1. Consider the Szegö
polynomials S(p,q)n associated with the probability measure dν(z), where∫ 2π
0
f (eiθ )dν(eiθ )
= B(p, q)
A(p, q)
f (1)+ 1
2πA(p, q)
×
∫ θ(a)
θ(b)
f (eiθ )
√
b2 − cos2(θ/2)√cos2(θ/2)− a2
| sin(θ)| dθ
+(q − p)
A(p, q)
f (−1)+ 1
2πA(p, q)
×
∫ 2π−θ(b)
2π−θ(a)
f (eiθ )
√
b2 − cos2(θ/2)√cos2(θ/2)− a2
| sin(θ)| dθ.
Here θ(x) = 2 arccos(x), (x) is equal to 0 for x  0 and equal to x for x > 0,
a = |√p −√q|, b = √p +√q, B(p, q) = √1 − b2√1 − a2 and A(p, q) = [1 −
(p − q)+ B(p, q)]/2.
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Note that if q > p there is a jump in the measure at the point z = −1. Also note
that if √p +√q < 1 then there is also a jump at z = 1. This jump vanishes when√
p +√q = 1.
It was shown in [4], that the reflection coefficients satisfy
S
(p,q)
2n−1(0) = −B(p, q)− (p − q) and S(p,q)2n (0) = −B(p, q)+ (p − q),
for n  1.
Suppose that p and q are such that (p − q) > B(p, q). Hence the reflection coef-
ficients an = S(p,q)n (0) satisfy (−1)nan > 0, for n  1. Thus we can apply Theorem
4.2 to study the zeros of Sn(p, q).
The inequality (p − q) > B(p, q) also means p > q and thus the associated mea-
sure has no jump at the point z = −1.
In addition to satisfying (p − q) > B(p, q), we also restrict p and q so that√p −√
q = a for a given a, where 0 < a < 1. This means the measure is supported within
the arc {z : z = eiθ ,−2 arccos(a)  θ  2 arccos(a)}. It is easily verified that this
choice for p and q limits their values in the range
1
2
(
a +
√
1 − a2
)
<
√
p  1
2
(1 + a) and 0 < √p − a = √q. (6.1)
For example, if we take a = 0.6, then
0.7 < √p  0.8 and √q = √p − 0.6.
For a particular choice of p and q in the range given by (6.1), we then obtain from
Theorem 4.2 that the zeros of the Szegö polynomials S(p, q)n for all n  1 are outside
the parabolic region
P−(τ ) ≡ {z = x + iy ∈ C : y2  4τ(τ − x), x < τ },
where τ = a2b2 − (1 − a2)(1 − b2), a = √p −√q and b = √p +√q.
With a = 0.6, the choice √p = 0.8 and √q = 0.2 gives the Szegö polynomials
S
(0.64, 0.04)
n , where S(0.64, 0.04)2n−1 (0) = −0.6 and S(0.64, 0.04)2n (0) = 0.6 for n  1. Note
that in this case b = 1 and therefore the measure does not have a jump at the point
z = 1. The support of the measure is highlighted on the unit circle given in Fig. 6.2a.
The polynomials S(0.64, 0.04)n , n  1, must have all their zeros lie outside the para-
bolic region P−(0.36). As shown in Fig. 6.2a, this is true for the polynomial
S
(0.64, 0.04)
10 .
Again with a = 0.6, the choice √p = 0.75 and √q = 0.15 gives the Szegö poly-
nomials S(0.75
2, 0.152)
n , where S(0.75
2, 0.152)
2n−1 (0) ≈ −0.8887119 and S(0.75
2, 0.152)
2n (0) ≈
0.191288 for n  1. The support of the measure is highlighted on the unit circle
given in Fig. 6.2b. The measure also has jump at the point z = 1.
Now the polynomials S(0.75
2, 0.152)
n , n  1, must have all their zeros lie outside
the parabolic regionP−(0.17). This is illustrated in Fig. 6.2b where we have plotted
the zeros of S(0.75
2, 0.152)
10 . We clarify that the zero of S
(0.752, 0.152)
10 nearer to z = 1 is
approximately equal to 0.999991502995.
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Fig. 6.2. (a) Zeros of S(0.64, 0.04)10 are shown to be lying outside the parabolic regionP−(0.36). (b) Zeros
of S(0.75
2, 0.152)
10 are shown to be lying outside the parabolic region P
−(0.17).
Example 3. Suppose that an = qn, n  1, where 0  q < 1, and we consider the
associated Szegö polynomials. From (4.2), when q > 0 these Szegö polynomials (we
denote by S(q)n ) satisfy the three term recurrence relation
S
(q)
n+1(z) = (z+ q)S(q)n (z)− q(1 − q2n)zS(q)n−1(z), n  1,
with S(q)1 (z) = z+ q. In fact this recurrence is also valid for q = 0, when we obtain
S
(0)
n+1(z) = zS(0)n (z) = zn+1. The polynomials S(0)n are the Chebyshev-Szegö polyno-
mials, orthogonal in relation to the Lebesgue measure.
Consider the para orthogonal polynomialsR(1,q)n =R(1)n andR(2,q)n =R(2)n defined
by (4.3). These polynomials satisfy
R
(1,q)
n+1 (z) = (z+ 1)R(1,q)n (z)− (1 + qn−1)(1 − qn)zR(1,q)n−1 (z),
R
(2,q)
n+1 (z) = (z+ 1)R(2,q)n (z)− (1 − qn)(1 + qn+1)zR(2,q)n−1 (z),
n  1,
with R(1,q)1 (z) = R(2,q)1 (z) = z+ 1. Hence from Theorem 4.1, the polynomials
P
(1,q)
n (x) = (4z)−n/2R(1,q)n (z), n  1, where x = x(z) = 12 (z1/2 + z−1/2), satisfy
P
(1,q)
n+1 (x) = xP (1,q)n (x)−
1
4
(1 + qn−1)(1 − qn)P (1,q)n−1 (x), n  1,
with P (1,q)1 (x) = x. This recurrence relation shows that (see [1,2]) the polynomials
{P (1,q)n } are certain Al-Salam–Chihara polynomials. These polynomials are ortho-
gonal in relation to the measure
dφ(1,q)(x) = (q
2; q2)∞
π
1√
1 − x2 h(x, q
1/2)h(x,−q1/2)dx,
defined on [−1, 1], where h(x, c) =∏∞k=0[1 − 2cxqk + c2q2k] and (a; q)∞ =∏∞
k=0(1 − aqk). Hence, also from Theorem 4.1, we obtain that
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C
S
(q)
n (z)S
(q)
m (z) dν(q)(z) = 0, n /= m,
where dν(q)(eiθ ) = (q2;q2)∞
π
(q1/2eiθ/2, q1/2e−iθ/2; q)∞(−q1/2eiθ/2,−q1/2e−iθ/2;
q)∞dθ . We can also write
dν(q)(z) = (q
2; q2)∞
π
(qz; q2)∞(qz−1; q2)∞ dz2iz .
Note that { 14 (1 + qn−1)(1 − qn)}∞n=1 and { 14 (1 − qn)(1 + qn+1)}∞n=1 are positive
chain sequences with respective parameter sequences { 12 (1 − qn)}∞n=0 and { 12 (1 +
qn+1)}∞n=0. Hence, for j = 1, 2, from the three term recurrence relation for R(j,q)n
and from Theorem 3.3, all the zeros of R(j,q)n are on the open unit circle C(1) ≡ {z :
z = eiθ , 0 < θ < 2π}.
Since (1 − q2n) < (1 + qn−1)(1 − qn) for n  1, the sequence { 14 (1 − q2n)}∞n=1
is also a positive chain sequence. Hence, from the three term recurrence relation for
S
(q)
n and from Theorem 3.3, all the zeros of S(q)n are on the open circle C(q) ≡ {z :
z = qeiθ , 0 < θ < 2π}.
We can say more. In the three term recurrence relation for S(q)n we have
q(1 − q2n)  q − q2m−1 for 1  n  m− 1. Hence from the second part of Cor-
ollary 3.3.1, the zeros of any S(q)n , 1  n  m, must be on the arc of the circle C(q)
which stays outside the parabolic region P+(q2m−1).
Likewise, in the three term recurrence relation for R(2,q)n we also have for exam-
ple, (1 − qn)(1 + qn+1) < (1 − q2m−1) for 1  n  m− 1. Hence from the second
part of Corollary 3.3.1, the zeros of any R(2,q)n , 1  n  m, must be on the arc of the
circle C(1) which stays outside the parabolic region P+(q2m−1).
These results are confirmed in Fig. 6.3a and b where the zeros of S(q)10 and the
zeros of R(2,q)10 are plotted for q = 0.9 and q = 0.8, respectively. The zeros of R(2,q)10 ,
marked by small circles, are on the unit circle and the zeros of S(q)10 , indicated by
small boxes, are on a circle with radius q. These zeros are found to be outside the
parabolic region P+(q19).
We mention that the polynomials {S(
√
q)
n (z)} are also a special case of the q-Appel
Laurent biorthogonal polynomials considered in [18].
Example 4. We consider the polynomial Pn(z) =∑nk=0 bkzk , where |bk| = 2k , k =
0, 1, . . . , n. For example, according to part 1 of Theorem 5.2 all the zeros of Pn must
be within the disk 1 ≡ {|z|  1}. Clearly this is true if bk = 2k , k = 0, 1, . . . , n, as
the zeros of Pn are all on the circle |z| = 1/2.
In Fig. 6.4a and b we plot the zeros of Pn for two other choices of {bk} satisfying
the condition |bk| = 2k and compare with the results given by Theorem 5.2. In these
figures the Larger circle is the boundary of the region 2, the intermediary circle is
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Fig. 6.3. The zeros of S(q)10 (indicated by the boxes) and the zeros of R
(2,q)
10 (indicated by the circles),
when (a) q = 0.9 and (b) q = 0.8.
the boundary of the region 1 and the smaller circle is the boundary of the region
˜4 ≡ {|z| < 0.25}.
In Fig. 6.4a the zeros of P20 are given when bk = 2k , k = 2, . . . , 18 and b0 = −i,
b1 = i ∗ 2, b19 = i ∗ 219 and b20 = −i ∗ 220. The zeros are found to be within the
intersection of all 4 of the regions given by Theorem 5.2.
In Fig. 6.4b the zeros of P20 are given when bk = 2k , k = 1, . . . , 19, b0 = −1
and b20 = −220. Again the zeros of P20 are within the intersection of all the regions
given by Theorem 5.2. We clarify that the zero closer to the boundary of the disk
1 has the approximate value 0.99999857 and the zero closer to the boundary of the
disk ˜4 has the approximate value 0.25000036. These indicate that the results (part
1 and part 4) of Theorem 5.2 are fairly sharp.
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Fig. 6.4. The zeros of P20 when |bk | = 2k , k = 0, 1, . . . , 20.
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