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Abstract. We study different kinds of stabilities for a class of very general nonlinear integro-differential
equations involving a function which depends on the solutions of the integro-differential equations and on
an integral of Volterra type. In particular, we will introduce the notion of semi-Hyers-Ulam-Rassias stability,
which is a type of stability somehow in-between the Hyers-Ulam and Hyers-Ulam-Rassias stabilities. This
is considered in a framework of appropriate metric spaces in which sufficient conditions are obtained in
view to guarantee Hyers-Ulam-Rassias, semi-Hyers-Ulam-Rassias and Hyers-Ulam stabilities for such a
class of integro-differential equations. We will consider the different situations of having the integrals
defined on finite and infinite intervals. Among the used techniques, we have fixed point arguments and
generalizations of the Bielecki metric. Examples of the application of the proposed theory are included.
1. Introduction
The properties associated with the stability of functional, differential, integral and integro-differential
equations have been studied in a quite extensive way during the last seven decades and have earned
particular interest due to their great number of applications (see, e.g., [1, 3, 6, 8–11, 13–17, 19–25, 28] and
the references therein). This is the case of the stabilities of Hyers-Ulam and Hyers-Ulam-Rassias types.
These stabilities were originated from a well-known question raised by S. M. Ulam at the University of
Wisconsin in 1940: “When a solution of an equation differing slightly from a given one must be somehow
near to the solution of the given equation?” A first partial answer to this question was given by D. H.
Hyers, for Banach spaces, in the case of an additive Cauchy equation. This is why the obtained property
is nowadays called the Hyers-Ulam stability. Afterwards, different generalizations of that initial answer of
Hyers were obtained. Namely, there were extensions of that result within the framework of normed spaces
by considering the possibility of using different exponents p in some of the involved norms. Precisely in
2010 Mathematics Subject Classification. Primary 45M10; Secondary 34K20, 45J05
Keywords. Hyers-Ulam stability, semi-Hyers-Ulam-Rassias stability, Hyers-Ulam-Rassias stability, Banach fixed point theorem,
integro-differential equation
Research supported by FCT–Portuguese Foundation for Science andTechnology through theCenter forResearch andDevelopment
in Mathematics and Applications (CIDMA) of Universidade de Aveiro, within project UID/MAT/04106/2013, and by the Center of
Mathematics and Applications of University of Beira Interior (CMA-UBI), within project UID/MAT/00212/2013.
† Accepted author’s manuscript (AAM) published in [Filomat Vol. 31, No. 17 (2017), 5379–5390] [DOI: 10.2298/FIL1717379C]. The
final publication is available at http://journal.pmf.ni.ac.rs/filomat.
Email addresses: castro@ua.pt (L. P. Castro), asimoes@ubi.pt (A. M. Simo˜es)
L. P. Castro, A. M. Simo˜es 5380
this sense, Aoki [2] obtained a result when 0 < p < 1, Gajda [18] for p > 1, and Rassias [27] for p < 0. The
interested reader can obtain a detailed description of these advances in [4].
Moreover, such stabilitieswerewidely applied todifferent classes of functions and consequent functional
equations. This development also gave rise to the introduction of a certain flexibility on the bounds used
in the stability process. Namely, the possibility to use functions for that bounds (and not simply constants)
was initially proposed by Th. M. Rassias, see [26], originating, therefore, a generalization of the initial
concept, and making appear the so-called Hyers-Ulam-Rassias stability.
In this paper, which may be seen as a continuation of a somehow preliminary analysis presented in
[12], we study different kinds of “Hyers-Ulam-Rassias stabilities” for the following class of nonlinear
integro-differential equations,
y′(x) = f
(
x, y(x),
∫ x
a
k(x, τ, y(τ), y(α(τ)))dτ
)
, y(a) = c ∈ R, (1)
with y ∈ C1([a, b]), for x ∈ [a, b] where, for starting, a and b are fixed real numbers, f : [a, b]×C×C→ C and
k : [a, b] × [a, b] × C × C→ C are continuous functions, and α : [a, b] → [a, b] is a continuous delay function
(i.e., fulfilling α(τ) ≤ τ for all τ ∈ [a, b]).
The formal definitions of the above mentioned stabilities are now introduced for our class of integro-
differential equations.
If for each function y satisfying∣∣∣∣∣∣y′(x) − f
(
x, y(x),
∫ x
a
k(x, τ, y(τ), y(α(τ)))dτ
)∣∣∣∣∣∣ ≤ θ, x ∈ [a, b], (2)
where θ ≥ 0, there is a solution y0 of the integro-differential equation (1) and a constant C > 0 independent
of y and y0 such that∣∣∣y(x) − y0(x)∣∣∣ ≤ Cθ, (3)
for all x ∈ [a, b], then we say that the integro-differential equation (1) has the Hyers-Ulam stability.
If instead of θ, in (2) and (3), we have a non-negative function σ defined on [a, b], then we say that the
integro-differential equation (1) has the Hyers-Ulam-Rassias stability.
In this paperwe introduce a new type of stabilitywhichwe identify as in-between the two justmentioned
stabilities of Hyers-Ulam-Rassias and Hyers-Ulam:
Definition 1.1. If for each function y satisfying∣∣∣∣∣∣y′(x) − f
(
x, y(x),
∫ x
a
k(x, τ, y(τ), y(α(τ)))dτ
)∣∣∣∣∣∣ ≤ θ, x ∈ [a, b], (4)
where θ ≥ 0, there is a solution y0 of the integro-differential equation (1) and a constant C > 0 independent of y and
y0 such that∣∣∣y(x) − y0(x)∣∣∣ ≤ C σ(x), x ∈ [a, b] (5)
for some non-negative function σ defined on [a, b], then we say that the integro-differential equation (1) has the
semi-Hyers-Ulam-Rassias stability.
Some of the present techniques to study the stability of functional equations use a combination of fixed
point results with a generalized metric in appropriate settings (cf. [5, 8–11, 13, 14]). In view of this, and
just for the sake of completeness, let us recall the definition of a generalized metric and the corresponding
Banach Fixed Point Theorem.
Definition 1.2. We say that d : X × X → [0,+∞] is a generalized metric on X if:
1. d(x, y) = 0 if and only if x = y;
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2. d(x, y) = d(y, x) for all x, y ∈ X;
3. d(x, z) ≤ d(x, y)+ d(y, z) for all x, y, z ∈ X.
Theorem 1.3. Let (X, d) be a generalized complete metric space and T : X → X a strictly contractive operator with
a Lipschitz constant L < 1. If there exists a nonnegative integer k such that d(Tk+1x,Tkx) < ∞ for some x ∈ X, then
the following three propositions hold true:
1. the sequence (Tnx)n∈N converges to a fixed point x
∗ of T;
2. x∗ is the unique fixed point of T in X∗ = {y ∈ X : d(Tkx, y) < ∞};
3. if y ∈ X∗, then
d(y, x∗) ≤
1
1 − L
d(Ty, y). (6)
2. Hyers-Ulam-Rassias, semi-Hyers-Ulam-Rassias andHyers-UlamStabilities in the Finite IntervalCase
Wewill present sufficient conditions for the Hyers-Ulam-Rassias, semi-Hyers-Ulam-Rassias andHyers-
Ulam stabilities of the integro-differential equation (1), where x ∈ [a, b], for some fixed real numbers a and
b.
In this section we will consider the space of continuously differentiable functions C1([a, b]) on [a, b]
endowed with a Bielecki type metric
d(u, v) = sup
x∈[a,b]
|u(x) − v(x)|
σ(x)
, (7)
where σ is a non-decreasing continuous function σ : [a, b] → (0,∞). We recall that
(
C1([a, b]), d
)
is a complete
metric spaces (cf. [7, 29]).
Theorem 2.1. Let α : [a, b] → [a, b] be a continuous delay function with α(t) ≤ t for all t ∈ [a, b] and σ : [a, b] →
(0,∞) a non-decreasing continuous function. In addition, suppose that there is β ∈ [0, 1) such that∫ x
a
σ(τ)dτ ≤ βσ(x), (8)
for all x ∈ [a, b]. Moreover, suppose that f : [a, b] × C × C → C is a continuous function satisfying the Lipschitz
condition∣∣∣ f (x, u, 1) − f (x, v, h)∣∣∣ ≤ M (|u − v| + |1 − h|) (9)
with M > 0 and the kernel k : [a, b] × [a, b] ×C ×C→ C is a continuous function satisfying the Lipschitz condition
|k(x, t, u,w)− k(x, t, v, z)| ≤ L|w − z| (10)
with L > 0.
If y ∈ C1([a, b]) is such that∣∣∣∣∣∣y′(x) − f
(
x, y(x),
∫ x
a
k(x, τ, y(τ), y(α(τ)))dτ
)∣∣∣∣∣∣ ≤ σ(x), x ∈ [a, b], (11)
and M
(
β + Lβ2
)
< 1, then there is a unique function y0 ∈ C
1([a, b]) such that
y′0(x) = f
(
x, y0(x),
∫ x
a
k(x, τ, y0(τ), y0(α(τ)))dτ
)
(12)
and
|y(x) − y0(x)| ≤
β σ(x)
1 −M
(
β + Lβ2
) (13)
for all x ∈ [a, b].
This means that under the above conditions, the integro-differential equation (1) has the Hyers-Ulam-Rassias
stability.
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Proof. Using integration we realize that
y′(x) = f
(
x, y(x),
∫ x
a
k(x, τ, y(τ), y(α(τ)))dτ
)
(14)
is equivalent to
y(x) = c +
∫ x
a
f
(
s, y(s),
∫ s
a
k(s, τ, y(τ), y(α(τ)))dτ
)
ds. (15)
So, we will consider the operator T : C1([a, b]) → C1([a, b]), defined by
(Tu) (x) = c +
∫ x
a
f
(
s, u(s),
∫ s
a
k(s, τ, u(τ), u(α(τ)))dτ
)
ds, (16)
for all x ∈ [a, b] and u ∈ C1([a, b]).
Note that for any continuous function u, Tu is also continuous. Indeed,
|(Tu)(x)− (Tu)(x0)| =
∣∣∣∣∣∣
∫ x
a
f
(
s, u(s),
∫ s
a
k(s, τ, u(τ), u(α(τ)))dτ
)
ds
−
∫ x0
a
f
(
s, u(s),
∫ s
a
k(s, τ, u(τ), u(α(τ)))dτ
)
ds
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫ x0
x
f
(
s, u(s),
∫ s
a
k(s, τ, u(τ), u(α(τ)))dτ
)
ds
∣∣∣∣∣∣ −→ 0 (17)
when x → x0.
Under the present conditions, we will deduce that the operator T is strictly contractive with respect to
the metric (7). Indeed, for all u, v ∈ C1([a, b]), we have,
d (Tu,Tv) = sup
x∈[a,b]
|(Tu) (x) − (Tv) (x)|
σ(x)
≤ M sup
x∈[a,b]
1
σ(x)
∫ x
a
|u(s) − v(s)| ds
+M sup
x∈[a,b]
1
σ(x)
∫ x
a
∫ s
a
|k(s, τ, u(τ), u(α(τ))) − k(s, τ, v(τ), v(α(τ)))|dτds
≤ M sup
x∈[a,b]
1
σ(x)
∫ x
a
|u(s) − v(s)| ds +ML sup
x∈[a,b]
1
σ(x)
∫ x
a
∫ s
a
|u(α(τ)) − v(α(τ))| dτds
= M sup
x∈[a,b]
1
σ(x)
∫ x
a
σ(s)
|u(s) − v(s)|
σ(s)
ds
+ML sup
x∈[a,b]
1
σ(x)
∫ x
a
∫ s
a
σ(τ)
|u(α(τ)) − v(α(τ))|
σ(τ)
dτds
≤ M sup
s∈[a,b]
|u(s) − v(s)|
σ(s)
sup
x∈[a,b]
1
σ(x)
∫ x
a
σ(s)ds
+ML sup
τ∈[a,b]
|u(τ) − v(τ)|
σ(τ)
sup
x∈[a,b]
1
σ(x)
∫ x
a
∫ s
a
σ(τ)dτds
≤ Md(u, v)β +MLd(u, v) sup
x∈[a,b]
β2σ(x)
σ(x)
= M
(
β + Lβ2
)
d(u, v). (18)
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Due to the fact thatM
(
β + Lβ2
)
< 1 it follows that T is strictly contractive. Thus, we can apply the above
mentioned Banach Fixed Point Theorem which allows us to ensure that we have the Hyers-Ulam-Rassias
stability for the integro-differential equation.
Indeed, from (11), we have
−σ(x) ≤ y′(x) − f
(
x, y(x),
∫ x
a
k(x, τ, y(τ), y(α(τ)))dτ
)
≤ σ(x), x ∈ [a, b], (19)
and so, using integration in (19), we obtain∣∣∣∣∣∣y(x) − c −
∫ x
a
f
(
s, y(s),
∫ s
a
k(s, τ, y(τ), y(α(τ)))dτ
)
ds
∣∣∣∣∣∣ ≤
∫ x
a
σ(τ)dτ, x ∈ [a, b]. (20)
Therefore, having in mind (16) and (8), we conclude that
∣∣∣y(x) − Ty(x)∣∣∣ ≤
∫ x
a
σ(τ)dτ ≤ βσ(x), x ∈ [a, b]. (21)
Consequently, (13) follows directly from the definition of the metric d, (6) and (21).
Now, we will consider the semi-Hyers-Ulam-Rassias and the Hyers-Ulam stabilities of the integro-
differential equation (1).
Theorem 2.2. Let α : [a, b] → [a, b] be a continuous delay function with α(t) ≤ t for all t ∈ [a, b] and σ : [a, b] →
(0,∞) a non-decreasing continuous function. In addition, suppose that there is β ∈ [0, 1) such that
∫ x
a
σ(τ)dτ ≤ βσ(x), (22)
for all x ∈ [a, b]. Moreover, suppose that f : [a, b] × C × C → C is a continuous function satisfying the Lipschitz
condition∣∣∣ f (x, u, 1) − f (x, v, h)∣∣∣ ≤ M (|u − v| + |1 − h|) (23)
with M > 0 and k : [a, b] × [a, b] × C × C→ C is a continuous kernel function satisfying the Lipschitz condition
|k(x, t, u,w)− k(x, t, v, z)| ≤ L|w − z| (24)
with L > 0.
If y ∈ C1([a, b]) is such that∣∣∣∣∣∣y′(x) − f
(
x, y(x),
∫ x
a
k(x, τ, y(τ), y(α(τ)))dτ
)∣∣∣∣∣∣ ≤ θ, x ∈ [a, b], (25)
where θ > 0 and M
(
β + Lβ2
)
< 1, then there is a unique function y0 ∈ C
1([a, b]) such that
y′0(x) = f
(
x, y0(x),
∫ x
a
k(x, t, y0(t), y0(α(t)))dt
)
(26)
and
|y(x) − y0(x)| ≤
(b − a)θ
[1 −M
(
β + Lβ2
)
] σ(a)
σ(x) (27)
for all x ∈ [a, b].
This means that under the above conditions, the integro-differential equation (1) has the semi-Hyers-Ulam-Rassias
stability.
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Proof. The first part of the proof of this result follows the same steps as in the proof of Theorem 2.2. The
main argument is that we maintain σ as general as before in its role in the metric d, doing exactly the same
reasoning as in (14)–(18), and just take it as a constant in all the remaining places.
Therefore, we consider again the operator T : C1([a, b]) → C1([a, b]), defined by
(Tu) (x) = c +
∫ x
a
f
(
s, u(s),
∫ s
a
k(s, τ, u(τ), u(α(τ)))dτ
)
ds, (28)
for all x ∈ [a, b] and u ∈ C1([a, b]), and by using the same reasoning as in (17)–(18) we conclude that T is
strictly contractive with respect to the metric (7), due to the fact that M
(
β + Lβ2
)
< 1. Thus, we can again
apply the Banach Fixed Point Theorem, which guarantees us that
d(y, y0) ≤
1
1 −M
(
β + Lβ2
) d(Ty, y). (29)
Now, due to (25), instead of (19) we have
−θ ≤ y′(x) − f
(
x, y(x),
∫ x
a
k(x, τ, y(τ), y(α(τ)))dτ
)
≤ θ, x ∈ [a, b], (30)
and so, using integration in (30), we obtain∣∣∣∣∣∣y(x) − c −
∫ x
a
f
(
s, y(s),
∫ s
a
k(s, τ, y(τ), y(α(τ)))dτ
)
ds
∣∣∣∣∣∣ ≤
∫ x
a
θdτ, x ∈ [a, b] (31)
and conclude that∣∣∣y(x) − Ty(x)∣∣∣ ≤ (b − a)θ, x ∈ [a, b]. (32)
Using now this last information in (29), and having in mind (7) and the circumstance that σ is a positive
non-decreasing function, it follows
sup
x∈[a,b]
|y(x)− y0(x)|
σ(x)
≤
1
1 −M
(
β + Lβ2
) sup
x∈[a,b]
(b − a)θ
σ(x)
≤
1
1 −M
(
β + Lβ2
) (b − a)θ
σ(a)
(33)
Consequently, (27) follows directly from (33) and this leads us to the semi-Hyers-Ulam-Rassias stability of
the integro-differential equation under study.
Still having in mind that σ is a positive non-decreasing function, and considering an obvious upper
bound in (27), we directly obtain from the last result the following Hyers-Ulam stability of the integro-
differential equation (1).
Corollary 2.3. Let α : [a, b] → [a, b] be a continuous delay function with α(t) ≤ t for all t ∈ [a, b] and σ : [a, b] →
(0,∞) a non-decreasing continuous function. In addition, suppose that there is β ∈ [0, 1) such that∫ x
a
σ(τ)dτ ≤ βσ(x), (34)
for all x ∈ [a, b]. Moreover, suppose that f : [a, b] × C × C → C is a continuous function satisfying the Lipschitz
condition∣∣∣ f (x, u, 1) − f (x, v, h)∣∣∣ ≤ M (|u − v| + |1 − h|) (35)
with M > 0 and k : [a, b] × [a, b] × C × C→ C is a continuous kernel function satisfying the Lipschitz condition
|k(x, t, u,w)− k(x, t, v, z)| ≤ L|w − z| (36)
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with L > 0.
If y ∈ C1([a, b]) is such that∣∣∣∣∣∣y′(x) − f
(
x, y(x),
∫ x
a
k(x, τ, y(τ), y(α(τ)))dτ
)∣∣∣∣∣∣ ≤ θ, x ∈ [a, b], (37)
where θ > 0 and M
(
β + Lβ2
)
< 1, then there is a unique function y0 ∈ C
1([a, b]) such that
y′0(x) = f
(
x, y0(x),
∫ x
a
k(x, t, y0(t), y0(α(t)))dt
)
(38)
and
|y(x) − y0(x)| ≤
(b − a)θσ(b)
[1 −M
(
β + Lβ2
)
] σ(a)
, x ∈ [a, b]. (39)
This means that under the above conditions, the integro-differential equation (1) has the Hyers-Ulam stability.
3. Hyers-Ulam-Rassias Stability in the Infinite Interval Case
In this section, we analyse the Hyers-Ulam-Rassias stability of the integro-differential equation (1) but,
instead of considering a finite interval [a, b] (with a, b ∈ R), we will consider the infinite interval [a,∞), for
some fixed a ∈ R.
Thus, we will now be dealing with the integro-differential equation
y′(x) = f
(
x, y(x),
∫ x
a
k(x, τ, y(τ), y(α(τ)))dτ
)
, y(a) = c ∈ R, (40)
with y ∈ C1([a,∞)), x ∈ [a,∞) where a is a fixed real number, f : [a,∞) × C × C→ C and k : [a,∞) × [a,∞) ×
C×C→ C are continuous functions, and α : [a,∞)→ [a,∞) is a continuous delay function which therefore
fulfills α(τ) ≤ τ for all τ ∈ [a,∞).
The main strategy will be based on a recurrence procedure due to the already obtained result for the
corresponding finite interval case.
Let us now consider a fixed non-decreasing continuous function σ : [a,∞) → (ε, ω), for some ε, ω > 0
and the space C1
b
([a,∞)) of bounded differentiable functions endowed with the metric
db(u, v) = sup
x∈[a,∞)
|u(x) − v(x)|
σ(x)
. (41)
Theorem 3.1. Let α : [a,∞) → [a,∞) be a continuous delay function with α(t) ≤ t, for all t ∈ [a,∞), and
σ : [a,∞) → (ε, ω), for some ε, ω > 0, a non-decreasing continuous function. Suppose that there is β ∈ [0, 1) such
that ∫ x
a
σ(τ)dτ ≤ βσ(x), (42)
for all x ∈ [a,∞). Moreover, suppose that f : [a,∞) × C × C → C is a continuous function satisfying the Lipschitz
condition∣∣∣ f (x, u, 1) − f (x, v, h)∣∣∣ ≤ M (|u − v| + |1 − h|) (43)
with M > 0 and the kernel k : [a,∞)× [a,∞)×C×C→ C is a continuous function so that
∫ x
a
k(x, τ, z(τ), z(α(τ)))dτ
is a bounded continuous function for any bounded continuous function z. In addition, suppose that k satisfies the
Lipschitz condition
|k(x, t, u,w)− k(x, t, v, z)| ≤ L|w − z| (44)
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with L > 0.
If y ∈ C1
b
([a,∞)) is such that∣∣∣∣∣∣y′(x) − f
(
x, y(x),
∫ x
a
k(x, τ, y(τ), y(α(τ)))dτ
)∣∣∣∣∣∣ ≤ σ(x), x ∈ [a,∞), (45)
and M
(
β + Lβ2
)
< 1, then there is a unique function y0 ∈ C
1
b
([a, b]) such that
y′0(x) = f
(
x, y0(x),
∫ x
a
k(x, τ, y0(τ), y0(α(τ)))dτ
)
(46)
and
|y(x) − y0(x)| ≤
β σ(x)
1 −M
(
β + Lβ2
) (47)
for all x ∈ [a,∞).
This means that under the above conditions, the integro-differential equation (40) has the Hyers-Ulam-Rassias
stability.
Proof. For any n ∈ N, we will define In = [a, a + n]. By Theorem 2.1, there exists a unique bounded
differentiable function y0,n : In → C such that
y0,n(x) = c +
∫ x
a
f
(
s, y0,n(s),
∫ s
a
k(s, τ, y0,n(τ), y0,n(α(τ)))dτ
)
ds (48)
and ∣∣∣y(x) − y0,n(x)∣∣∣ ≤ β σ(x)
1 −M
(
β + Lβ2
) (49)
for all x ∈ In. The uniqueness of y0,n implies that if x ∈ In then
y0,n(x) = y0,n+1(x) = y0,n+2(x) = · · · . (50)
For any x ∈ [a,∞), let us define n(x) ∈ N as n(x) = min {n ∈N : x ∈ In } . We also define a function
y0 : [a,∞) → C by
y0(x) = y0,n(x)(x). (51)
For any x1 ∈ [a,∞), let n1 = n(x1). Then x1 ∈ Int In1+1 and there exists an ǫ > 0 such that y0(x) = y0,n1+1(x) for
all x ∈ (x1 − ǫ, x1 + ǫ). By Theorem 2.1, y0,n1+1 is continuous at x1, and so it is y0.
Now, we will prove that y0 satisfies
y0(x) = c +
∫ x
a
f
(
s, y0(s),
∫ s
a
k(s, τ, y0(τ), y0(α(τ)))dτ
)
ds (52)
and (47). For an arbitrary x ∈ [a,∞) we choose n(x) such that x ∈ In(x). By (48) and (51), we have
y0(x) = y0,n(x)(x) = c +
∫ x
a
f
(
s, y0,n(x)(s),
∫ s
a
k(s, τ, y0,n(x)(τ), y0,n(x)(α(τ)))dτ
)
ds
= c +
∫ x
a
f
(
s, y0(s),
∫ s
a
k(s, τ, y0(τ), y0(α(τ)))dτ
)
ds. (53)
Note that n(τ) ≤ n(x), for any τ ∈ In(x), and it follows from (50) that y0(τ) = y0,n(τ)(τ) = y0,n(x)(τ), so, the last
equality in (53) holds true.
To prove (47), by (51) and (49), we have that for all x ∈ [a,∞),
∣∣∣y(x) − y0(x)∣∣∣ = ∣∣∣y(x) − y0,n(x)(x)∣∣∣ ≤ β σ(x)
1 −M(β + Lβ2)
. (54)
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Finally, we will prove the uniqueness of y0. Let us consider another bounded differentiable function y1
which satisfies (46) and (47), for all x ∈ [a,∞). By the uniqueness of the solution on In(x) for any n(x) ∈Nwe
have that y0|In(x) = y0,n(x) and y1 |In(x) satisfies (46) and (47) for all x ∈ In(x), and so
y0(x) = y0|In(x)(x) = y1|In(x)(x) = y1(x). (55)
The theorem is proved.
We would like to point out that with the necessary adaptations, Theorem 3.1 also holds true for infinite
intervals of the type (−∞, b], with b ∈ R, as well as for (−∞,∞).
4. Illustrative Examples
In this sectionwe will present three examples simply to illustrate that the conditions of the above results
are possible to attain.
For differentiable functions y : [0, 1]→ R, let us start be considering the integro-differential equation
y′(x) = (−2x− 4)ex/2 + 5y(x) + ex/2
∫ x
0
(
(τ − x)y(α(τ))
)
dτ, x ∈ [0, 1] , (56)
as well as the continuous function σ : [0, 1] → (0,∞) defined by σ(x) = 1.1e10x and the continuous delay
function α : [0, 1]→ [0, 1/2] given by α(x) = x/2.
We have all the conditions of Theorem 2.2 being satisfied. In fact, such α : [0, 1] → [0, 1/2] defined
by α(x) = x/2 is a continuous function, and obviously α(x) ≤ x. Moreover, for β = 1/10 we have that
σ : [0, 1]→ (0,∞) defined by σ(x) = 1.1e10x is a continuous function fulfilling∫ x
0
1.1e10τdτ ≤ β1.1e10x =
1
10
σ(x), x ∈ [0, 1]; (57)
f : [0, 1] × C × C → C defined by f (x, y(x), 1(x)) = (−2x − 4)ex/2 + 5y(x) + ex/21(x) is a continuous function
which fulfills
| f (x, u(x), 1(x))− f (x, v(x), h(x))| ≤ 5
(
|u(x) − v(x)|+ |1(x)− h(x)|
)
, x ∈ [0, 1] (58)
(and so the previous constant M is here taking the value 5); the kernel k : [0, 1] × [0, 1] × C→ C defined by
k(x, τ, y(τ), y(α(τ))) = (τ − x)y(α(τ)) is a continuous function which fulfils the condition
|k(x, τ, u(τ), u(α(τ)))− k(x, τ, v(τ), v(α(τ)))| ≤
∣∣∣∣∣u
(
τ
2
)
− v
(
τ
2
)∣∣∣∣∣ , τ ∈ [0, x], x ∈ [0, 1] (59)
(where we may identify 1 as the constant previously denoted by L). Thus,M(β + Lβ2) = 11/20 < 1.
If we choose y(x) = 100 ex/99, it follows∣∣∣∣∣∣y′(x) − f
(
x, y(x),
∫ x
a
k(x, τ, y(τ), y(α(τ)))dτ
)∣∣∣∣∣∣ =
∣∣∣∣∣
(
−
2
99
x −
4
99
)
ex/2
∣∣∣∣∣ ≤ θ := 0.1, x ∈ [0, 1] . (60)
Therefore, from Theorem 2.2, we have the semi-Hyers-Ulam-Rassias stability of the integro-differential
equation (56), and from Corollary 2.3 we have the consequent Hyers-Ulam stability. In particular, having
in mind the exact solution y0(x) = e
x of (56), it follows that
|y(x) − y0(x)| =
∣∣∣∣∣10099 ex − ex
∣∣∣∣∣ ≤ (b − a)θ[1 −M(β + Lβ2)] σ(a) σ(x) =
2
9
e10x, x ∈ [0, 1] , (61)
Let us now turn to a second example in which the Hyers-Ulam-Rassias stability is illustrated. For a
differentiable function y :
[
0, π2
]
→ R, we shall consider the integro-differential equation
y′(x) =
y(x) + x + 1
1 + 2x
−
1
1 + 2x
∫ x
0
((x + τ + 1)y(τ)) dτ, x ∈
[
0,
π
2
]
, (62)
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as well as the continuous function σ :
[
0, π2
]
→ (0,∞) defined by σ(x) = e5x and take simply the identity
function for what was previously denoted by α :
[
0, π2
]
→
[
0, π2
]
.
We realize that all the conditions of Theorem 2.1 are here satisfied. In fact, α(x) = x is obviously
continuous and satisfies α(x) ≤ x; for e.g. β = 1/3, σ :
[
0, π2
]
→ [0,∞) defined by σ(x) = e5x is a continuous
function which fulfills∫ x
0
e5τdτ ≤
1
3
e5x = βσ(x), x ∈
[
0,
π
2
]
(63)
f :
[
0, π2
]
× C × C→ C defined by f (x, y(x), 1(x)) =
y(x)+x+1
1+2x −
1
1+2x1(x) is a continuous function which fulfills
| f (x, u(x), 1(x))− f (x, v(x), h(x))| ≤ |u(x) − v(x)|+ |1(x)− h(x)|, x ∈
[
0,
π
2
]
(64)
(where we may identify M = 1); the kernel k :
[
0, π2
]
×
[
0, π2
]
× C → C defined by k(x, τ, y(τ), y(α(τ))) =
(x + τ + 1)y(τ) is a continuous function which fulfils the condition
|k(x, τ, u(τ), u(α(τ)))− k(x, τ, v(τ), v(α(τ)))| ≤ (π + 1) |u(τ) − v(τ)| , τ ∈ [0, x], x ∈
[
0,
π
2
]
, (65)
where we make the identification L = π + 1. Thus, M(β + Lβ2) = (π + 4)/9 < 1. Moreover, if we choose
y(x) =
sin(x)
0.99 , it follows,∣∣∣∣∣∣y′(x) − f
(
x, y(x),
∫ x
a
k(x, τ, y(τ), y(α(τ)))dτ
)∣∣∣∣∣∣ =
∣∣∣∣∣0.01x + 0.010.99 + 1.98x
∣∣∣∣∣ ≤ σ(x), x ∈
[
0,
π
2
]
. (66)
Therefore, the integro-differential equation (62) exhibits the Hyers-Ulam-Rassias stability.
In particular, by using the exact solution y0(x) = sin(x), we realize that
|y(x) − y0(x)| =
∣∣∣∣∣ sin(x)0.99 − sin(x)
∣∣∣∣∣ ≤ β σ(x)1 −M(β + Lβ2) =
3
5 − π
e5x, x ∈
[
0,
π
2
]
. (67)
We will consider a third and final example. For a differentiable function y :
[
0, 25
]
→ R, let us consider
the integro-differential equation
y′(x) = 1 + 2x − y(x) +
∫ x
0
(
x(1 + 2x)y(τ)eτ(x−τ)
)
dτ, x ∈
[
0,
2
5
]
, (68)
as well as the continuous function σ :
[
0, 25
]
→ (0,∞) defined by σ(x) = 3ex and take the function previously
denoted by α :
[
0, 25
]
→
[
0, 25
]
to be the identity function.
For β = 1/2 we realize that σ(x) = 3ex fulfills∫ x
0
3eτdτ ≤
3
2
ex = βσ(x), x ∈
[
0,
2
5
]
. (69)
Additionally, f :
[
0, 25
]
×C×C→ C defined by f (x, y(x), 1(x)) = 1+ 2x− y(x)+ 1(x) is a continuous function
which satisfies
| f (x, u(x), 1(x))− f (x, v(x), h(x))| ≤ |u(x) − v(x)|+ |1(x)− h(x)|, x ∈
[
0,
2
5
]
, (70)
and so we may take the constant M considered in Theorem 2.1 to be equal to 1. As about the kernel
k :
[
0, 25
]
×
[
0, 25
]
×C→ C, we identify it as k(x, τ, y(τ), y(α(τ))) = x(1+ 2x)y(τ)eτ(x−τ) and so it is a continuous
function which fulfils the condition
|k(x, τ, u(τ), u(α(τ)))− k(x, τ, v(τ), v(α(τ)))| ≤
18
25
e
1
25 |u(τ) − v(τ)| , τ ∈ [0, x], x ∈
[
0,
2
5
]
, (71)
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where we are using the constant L = 1825 e
1
25 . Consequently, we haveM(β + Lβ2) = 12 +
9
50 e
1/25 < 1.
Moreover, taking y(x) = e
x2
0.3 , it follows,∣∣∣∣∣∣y′(x) − f
(
x, y(x),
∫ x
a
k(x, τ, y(τ), y(α(τ)))dτ
)∣∣∣∣∣∣ =
∣∣∣∣∣73 +
14
3
x
∣∣∣∣∣ ≤ σ(x), x ∈
[
0,
2
5
]
. (72)
As a consequence, from Theorem 2.1, we have that the integro-differential equation (68) has the Hyers-
Ulam-Rassias stability.
Moreover, by using the exact solution y0(x) = e
x2 , we have that
|y(x) − y0(x)| =
∣∣∣∣∣∣
ex
2
0.3
− ex
2
∣∣∣∣∣∣ ≤
3 ex
1 − 925 e
1/25
=
β σ(x)
1 −M(β + Lβ2)
, x ∈
[
0,
2
5
]
. (73)
Still within this last example associated with the integro-differential equation (68), and using the same
β, M and L (and so still having M(β + Lβ2) = 12 +
9
50 e
1/25 < 1), we will now exemplify that we may also
have different possibilities for the choice of σ. Indeed, let us now consider for σ the continuous function
σ :
[
0, 25
]
→ [0,∞) defined by σ(x) = 0.011+ 0.019x. If this is the case, instead of (69), we have now
∫ x
0
0.011+ 0.019τdτ ≤
1
2
(0.011+ 0.019x) = βσ(x), x ∈
[
0,
2
5
]
. (74)
Considering now y(x) = e
x2
0.99 , it follows∣∣∣∣∣∣y′(x) − f
(
x, y(x),
∫ x
a
k(x, τ, y(τ), y(α(τ)))dτ
)∣∣∣∣∣∣ =
∣∣∣∣∣ 199 +
2
99
x
∣∣∣∣∣ ≤ σ(x), (75)
for all x ∈
[
0, 25
]
, and so we have a different way to illustrate the Hyers-Ulam-Rassias stability of the
integro-differential equation (68).
Figure 1: On the left, denoted by a continuous line we have σ(x) = 0.011 + 0.019x, and denoted by a dotted line z(x) =
∣∣∣ 1
99 +
2
99 x
∣∣∣,
allowing a comparison between the two functions which appear in the inequality (75); on the right, ω(x) =
β σ(x)
1−M(β+Lβ2)
= 0.011+0.019x
1− 925 e
1/25
is
denoted by a continuous line, and w(x) =
∣∣∣∣∣ ex20.99 − ex2
∣∣∣∣∣ is denoted by a dotted line, allowing a comparison between the two functions
involved in (76).
Moreover, by using the exact solution y0(x) = e
x2 , it follows
|y(x) − y0(x)| =
∣∣∣∣∣∣ e
x2
0.99
− ex
2
∣∣∣∣∣∣ ≤ 0.011+ 0.019x1 − 925 e1/25 =
β σ(x)
1 −M(β + Lβ2)
, x ∈
[
0,
2
5
]
. (76)
To illustrate the last case, when considering y(x) = e
x2
0.99 , σ(x) = 0.011+0.019x, y0(x) = e
x2 ,M = 1, L = 1825 e
1
25
and β = 0.5, Figure 1 presents the graphs of the functions appearing in (75) and (76).
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