Abstract. We investigate several techniques for approximation of answer sets for a subclass of general logic programs of Lifschitz and Woo. The class we consider consists of programs that are unitary, i.e. allow for a single literal in the head (negation as failure is allowed in those literals). We compare three different classes of approximations and obtain results on the relationship between these schemes. Since unitary general logic programs are equivalent to revision programs we obtain results on approximations of justified revisions of databases by revision programs.
Introduction
General logic programs were introduced by Lifschitz and Woo [LW92] . Their syntax follows closely that of disjunctive logic programs but there is one essential difference.
The operator ÒÓØ, representing the default negation is no longer confined to the bodies of program rules but may appear in their heads, as well. Lifschitz and Woo [LW92] showed that the semantics of answer sets introduced for disjunctive logic programs in [GL91] can be lifted to the class of general logic programs.
In this paper, we study the class of those general programs that do not contain disjunctions in the heads of their rules. We call such programs unitary. Unitary general programs are of interest for two reasons. First, they go beyond the class of normal logic programs by allowing the default-negation operator in the rule heads. Second, in a certain precise sense, unitary general programs are equivalent to the class of revision programs [MT98, MPT02] , which provide a formalism for describing and enforcing database revisions. Consequently, results for unitary general programs extend to the case of revision programs.
The problem we focus on in this paper is that of approximating answer sets of unitary general programs. The problem to decide whether a unitary logic program has an answer set is NP-complete 3 . Consequently, computing answer sets of unitary general programs is hard and it is important to establish efficient ways to approximate them. On one hand, such approximations can be sufficient for some reasoning tasks. On the other hand, they can be used by programs computing answer sets to prune the search space and can improve their performance significantly.
In the case of normal logic programs the well-founded model [VRS88] provides an effective approximation to all answer sets 4 . It can be computed in polynomial time and is known to provide an effective pruning mechanism for programs computing stable models [SNV95, SNS02] . An obvious approach to the problem at hand seems to be then to extend the well-founded model and its properties to the class of unitary programs. However, despite similarities between normal and unitary programs, no counterpart of the well-founded model has been proposed for the latter class so far, and whether it can be done remains unresolved.
Thus, we approach the problem not by attempting to generalize the well-founded semantics but by exploiting this semantics in some other, less direct ways. Namely, we introduce three operators for unitary general programs and use them to define the approximations. The first two operators are antimonotone and are closely related to operators behind the well-founded semantics of normal logic programs. Iterating them yields alternating sequences. We use the limits of these sequences to construct our first two approximations to answer sets of unitary general programs. The two approximations we obtain in this way are not comparable (neither is stronger than the other one). The third operator is not antimonotone in general. However, in the case of unitary general programs that have answer sets, iterating this operator results in an alternating sequence and the limit of this sequence yields yet another approximation to answer sets of unitary general programs. We show that this third approximation is stronger than the other two. We also show that all three approaches imply sufficient conditions for the non-existence of answer sets of unitary programs.
As we noted, unitary programs are related to revision programs [MT98, MPT99] . Having introduced approximations to answer sets of unitary general programs, we show that our results apply in a direct way to the case of revision programming.
All programs we consider in the paper are finite. That assumption simplifies arguments. However, all our results can be extended to the case of infinite programs.
Preliminaries
Atoms and literals. In the paper we consider a fixed set Í of (propositional) atoms. Expressions of the form and ÒÓØ´ µ, where ¾ Í, are literals (over Í). We denote the set of all literals over Í by Ä Ø´Íµ. A set of literals Ä Ä Ø´Íµ is coherent if there is no ¾ Í such that both ¾ Ä and ÒÓØ´ µ ¾ Ä. A set of literals Ä Ä Ø´Íµ is complete if for every ¾ Í, ¾ Ä or ÒÓØ´ µ ¾ Ä (it is possible that for some , both ¾ Ä and ÒÓØ´ µ ¾ Ä).
For a set Å of atoms, Å Í, we define ÒÓØ´Åµ ÒÓØ´ µ ¾ Å and Å
Å ÒÓØ´Í Ò Åµ
The mapping Å Å is a bijection between subsets of Í and coherent and complete sets of literals contained in Ä Ø´Íµ. 
where «, « ½ « Ñ are literals from Ä Ø´Íµ The literal « is the head of the rule. The set of literals « ½ « Ñ is the body of the rule. Let È be a UG-program. We write È · (respectively, È ) to denote programs consisting of all rules in È that have an atom (respectively, a negated atom) as the head. Satisfaction and models. A set of atoms Å Í satisfies (is a model of) an atom ¾ Í (respectively, a literal ÒÓØ´ µ ¾ Ä Ø´Íµ), if ¾ Å (respectively, ¾ Å). It is well known (and easy to show) that the sequence´ µ is alternating. We call´ µ the alternating sequence of .
We will consider in the paper the following two operators: 
One can show that if È is a normal logic program then the alternating sequence of È Í is precisely the alternating sequence defining the well-founded semantics of È [VRS88, Van93] .
One can also show that the limit of the alternating sequence of È is the wellfounded model of the normal logic program È ¼ obtained from È by replacing every literal ÒÓØ´ µ with a new atom, say ¼ , and adding rules of the form ¼ ÒÓØ´ µ (the claim holds modulo the correspondence ¼°Ò ÓØ´ µ). The mapping È È ¼ was introduced and studied in [PT95] in the context of revision programs. In the remainder of the paper, we will propose approximations to answer sets of UG-programs generalizing Theorem 1. In this case, the well-founded model of È · alone provides a weak bound on answer sets of È . The improved bound ÔÔÜ ½´È µ, which closes the model under È , provides a much stronger approximation. In fact, only one set Å is approximated by ÒÓØ´ µ ÒÓØ´µ . This set is and it happens to be a unique answer set of
has no answer sets, a fact that can be verified directly.
¾
The approximation ÔÔÜ ½´È µ, where È is the first program from Example 1, is complete and coherent, and we noted that the unique set of atoms ÔÔÜ ½´È µ approximates is a unique answer set of È . It is a general property extending Theorem 1(2). Ä Ø´Íµ. Proof: The second part of the assertion follows from the first one. To prove the first part of the assertion, we will show that for every ¼, ¾ Å , and Å ¾ ·½ .
¾ Corollary 3. Let be an integer,
We proceed by induction on . If (4) Proof: Let´Ï µ be the alternating sequence of the operator È · Í and let´ µ be the alternating sequence of the operator Û È
. We observe that all sets Ï consist of atoms.
Also, since ÔÔÜ ¿´È µ is defined, all sets ¾ are coherent.
We will show that for every Revision programming [MT98] is a formalism for describing and enforcing constraints on databases. The main concepts in the formalism are initial database, revision program, and justified revisions. Expressions of the form in´ µ and out´ µ ( ¾ Í) are called revision literals. Intuitively, in´ µ (resp., out´ µ) means that atom is in (resp., is not in) a database. Revision program consists of rules of the type « « ½ « Ò , where «, « « Ò are revision literals. Given a revision program È and an initial database Á, È -justified revisions of Á represent a set of revisions. Each revision satisfies the constraints and differs minimally from the initial database.
As we mentioned earlier, unitary general programs are equivalent to revision programs [MPT99] .
The first two approximations, ÔÔÜ ½ and ÔÔÜ ¾ , directly correspond to two definitions of well-founded semantics for revision programs induced by embeddings of revision programs into logic programs proposed in [Piv01] . It was also shown that the definitions were in general not comparable.
Formal descriptions of ÔÔÜ ½ , ÔÔÜ ¾ , and ÔÔÜ ¿ for revision programs can be found in [Piv05] .
Theorem 5 implies that ÔÔÜ ¿ is stronger than ÔÔÜ ½ and ÔÔÜ ¾ for revision programming.
Theorem 4 implies that if ÔÔÜ ¿ does not exist for a revision program È and initial database Á, then there are no È -justified revisions of Á.
Corollary 4 implies that if ÔÔÜ ¿ is defined and complete for a revision program È and a database Á, then there exists exactly one È -justified revision of Á and it is determined by the approximation.
