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a b s t r a c t
A vertex subset F is an Rg -cut of a connected graph G if G − F is disconnected and every
vertex in G− F has at least g fault-free neighbors in G− F . The cardinality of the minimum
Rg -cut of G is the Rg -connectivity of G, denoted by κg (G). This parameter measures a
kind of conditional fault tolerance of networks. In this work, we characterize the smallest
components after deleting a minimum Rg -cut of hypercubes. Our work strengthens the
results of [A.H. Esfahanian, Generalized measure of fault tolerance with application to
N-cube networks, IEEE Trans. Comput. 38 (1989) 1586–1591] and [S. Latifi, M. Hegde,
M. Naraghi-Pour, Conditional connectivitymeasures for largemultiprocessor systems, IEEE
Trans. Comput. 43 (1994) 218–222] and also corrects bugs in them.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In a network, traditional connectivity (κ(G)) is an important measure since it can correctly reflect the fault tolerance
of network systems with few processors. However, it always underestimates the resilience of large networks. There is a
discrepancy because the occurrence of events which would disrupt a large network after a few processor or link failures is
highly unlikely. Thus the disruption envisaged occurs in a worst case scenario (see [1,2] for a detailed explanation for the
shortcomings of using κ(G) tomeasure the network reliability). To overcome the shortcomings, Esfahanian [1] proposed the
concept of restricted connectivitywhich is a special case of the conditional connectivity proposed byHarary [3]. This concept
was generalized by Latifi et al. [2] to Rg-restricted connectivity as a measure of conditional fault tolerance of networks.
An Rg-vertex set of a graph G is a vertex subset F ⊆ V (G) such that every vertex u ∈ V (G)− F has at least g good (fault-
free) neighbors in G− F . Say that a vertex has propertyP g if it has at least g good neighbors. An Rg-cut of a connected graph
G is an Rg-vertex set F such that G− F is disconnected. The cardinality of a minimum Rg-cut of G is the Rg-connectivity of G,
denoted by κg(G).
No polynomial time algorithm is known for the computation of κg(G) for a graph G.
The hypercube is a well known model for computer networks which has been attracting great attention in the past four
decades; see for example [4,1,5,2,6–13]. An n-dimensional hypercube is an undirected graph Qn = (V , E) with |V | = 2n
and |E| = n2n−1. Each vertex can be represented by an n-bit binary string. There is an edge between two vertices whenever
their binary string representations differ in exactly one bit position.
The Cartesian product of two graphs G and H , denoted by G× H , is the graph with vertex set V (G)× V (H) such that two
vertices (u1, u2) and (v1, v2) are adjacent if either u1 = v1 with v1v2 ∈ E(H) or u2 = v2 with u1v1 ∈ E(G). It is easy to see
that Qn = K2 × K2 × · · · × K2 (the Cartesian product of n K2’s).
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For the topological properties of the hypercube, such as κ(Qn) = λ(Qn) = n, we suggest that the reader refer to [7]. The
interesting Rg-connectivity of the hypercube was studied by Esfahanian [1], Latifi et al. [2], and Wu and Guo [8]. Following
Latifi et al. [2], we express Qn as D0

D1, where D0 and D1 are the two (n− 1)-dimensional subcubes of Qn induced by the
vertices with the ith (for any i of {1, 2, . . . , n}) coordinate 0 and 1 respectively. Sometimes we use X i−10Xn−i and X i−11Xn−i
to denote D0 and D1, where X ∈ Z2. Clearly, the vertex v in one (n − 1)-subcube has exactly one neighbor v′ in the other
(n−1)-subcube;we call v′ the out neighbor of v. Denote by A′ the subgraph induced by all of the out neighbors of the vertices
in A if A ⊂ D0 or D1. Let A ⊆ G, v ∈ V (G). We use NG(v) to denote the set of the neighbors of v in G, NG(A) to denote the
set (

v∈V (A) NG(v)) \ V (A), CG(A) to denote the set NG(A) ∪ V (A). Denote by G[S] the subgraph induced by a vertex set S of
V (G). For graph-theoretical terminology and notation not given here, we follow Bondy and Murty [14].
Esfahanian in [1] claimed the following:
Let F be an R1-cut. If |F | = 2n− 2, n ≥ 3, then the smallest component of Qn − F is isomorphic to Q1. (a)
However, the following counterexample shows that Esfahanian’s result is not corrected when n = 4. Let A ∼= K1,4 be a
subgraph ofQ4. It is not difficult to see thatNQ4(A) is an R1-cut ofQ4 and |NQ4(A)| = 6 = 2n−2, but A is not isomorphic toQ1;
see [11] for the details. The proof of Esfahanian’s result clearly implies that it is true for n = 3 and n ≥ 5. Thus, we have:
Corollary 1.1. Let F be an R1-cut. If |F | = 2n− 2, n = 3 or n ≥ 5, then the smallest component of Qn − F is isomorphic to Q1.
On the basis of Esfahanian’s result, Latifi et al. in [2] reported the following result which also contains some bugs:
Let 1 ≤ g ≤
n
2

, n ≥ 3, and F be an Rg-cut. If |F | = (n− g)2g , then the smallest component of Qn − F
is isomorphic to Qg . (b)
Theorem1.2, on one hand, strengthens the results of [1,2]; and on the other hand, corrects the abovementionedmistakes.
Theorem 1.2. Let g be integer with 1 ≤ g ≤ n − 2 and n ≥ 3, and F be an Rg -cut in Qn. Denote the smallest connected
component of Qn − F by B. If |F | = (n− g)2g , then:
(1) B ∼= Qg , if g ≤ n− 4 and n ≥ 5, or g = n− 2 and n ≥ 3;
(2) B ∼= Qg or B ∼= Qg−1 × K1,4, if g = n− 3, n ≥ 4.
2. Preliminaries
In this section, we shall introduce some topological properties of the hypercube.
Observation 2.1. Let Qn = D0D1, A ⊂ D0. Then A ∼= A′.
Proof. Without loss of generality, we assume that A ⊂ D0 = Xn−10,D1 = Xn−11. For any two vertices u, v ∈ V (A), and
assuming that u = (u1u2 · · · nn−10) and v = (v1v2 · · · vn−10), we have u′ = (u1u2 · · · nn−11) and v′ = (v1v2 · · · vn−11).
Clearly, u ∼ v if and only if u′ ∼ v′. It is easy to see that A ∼= A′. 
Observation 2.2. Let Qn = D0D1,Qk be a k-dimensional subcube of D0. Then QkQ ′k ∼= Qk+1, where QkQ ′k denotes
Qn[V (Qk ∪ Q ′k)].
Proof. Without loss of generality, we assume that D0 = Xn−10,D1 = Xn−11 and Qk = Xk0n−k,Q ′k = Xk0n−k−11. Thus
Qk

Q ′k = Xk0n−k−1X ∼= Qk+1. 
Observation 2.3. Qn can be decomposed into 2n−k disjoint k-dimensional subcubes.
Proof. It is easy to obtain the result by induction. 
Lemma 2.4. Let k ≤ n− 2,Qk be a k-dimensional subcube of Qn, CQn(Qk) = NQn(Qk) ∪ V (Qk). Then Qn[NQn(Qk)] is the union
of n− k disjoint k-dimensional subcubes of Qn and Qn − CQn(Qk) is connected with property P n−2.
Proof. Without loss of generality, we can assume that Qk = Xk0n−k. It is not difficult to see that NQn(Qk) = V (Xk10n−k−1)∪
V (Xk010n−k−2) ∪ · · · ∪ V (Xk0n−k−11). Clearly, Qn[NQn(Qk)] is the union of n− k disjoint k-dimensional subcubes of Qn.
Now we show that Qn − CQn(Qk) has property P n−2. For any vertex x ∈ V (Qn − CQn(Qk)), assume that x =
(u1u2 · · · ukuk+1 · · · un). Clearly, {uk+1, . . . , un} contains at least two ‘‘1’’s since x ∉ CQn(Qk). If {uk+1, . . . , un} contains exactly
two ‘‘1’’s, then x has n− 2 neighbors in Qn− CQn(Qk) since x has exactly two neighbors in NQn(Qk). If {uk+1, . . . , un} contains
more than two ‘‘1’’s, then x has n neighbors in Qn − CQn(Qk) since x has no neighbor in NQn(Qk) (any two vertices are joined
by an edge if and only if their binary string representations differ in exactly one bit position). We are done.
In this paragraph we shall show that Qn−CQn(Qk) is connected. For any two vertices x and y of Qn−CQn(Qk), assume that
x = (u1u2 · · · ukuk+1 · · · xn), y = (v1v2 · · · vkvk+1 · · · vn). Let l denote the number of ‘‘1’’s of {uk+1, . . . , un}. Without loss of
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generality, we assume that x = (u1u2 · · · uk1l0n−k−l). Let P = xxk+l+1xk+l+1,k+l+2 · · · xk+l+1,k+l+2,...,n (xi1,i2,...,ik denotes the
vertex whose i1th, i2th, . . . , ikth coordinates are different from x’s) be a path from x to (u1u2 · · · uk1n−k). Clearly, there is no
vertex of P in CQn(Qk). Similarly, we can get a path Q from y to (v1v2 · · · vk1n−k). Clearly, V (Xk1n−k)∩ V (CQn(Qk)) = ∅ since
n−k ≥ 2.We can take a pathW from (u1u2 · · · uk1n−k) to (v1v2 · · · vk1n−k) in Xk1n−k since Xk1n−k is connected. This clearly
implies that Qn − CQn(Qk) is connected. 
By Lemma 2.4, we have |NQn(Qk)| = (n− k)2k.
Assume that Qk = Xk0n−k; we can see that CQn(Qk) ∼= Qk × K1,n−k. Furthermore, it is easy to see that the subgraph of Qn
induced by the vertices of Qk and any t k-dimensional subcubes induced by NQn(Qk) is isomorphic to Qk × K1,t .
Lemma 2.5. Let A ∼= Qn−4 × K1,4 be a subgraph of Qn. Then Qn − CQn(A) ∼= Qn−4 × K1,4 and |NQn(A)| = 32n−3.
Proof. Without loss of generality, assume that A = Xn−404×K1,4. Clearly, A = Qn[V (Xn−404)∪V (Xn−4031)∪V (Xn−40210)∪
V (Xn−40102)∪V (Xn−4103)]. It is easy to see that NQn(A) =
4
i=1 xi=2 V (X
n−4x1x2x3x4) and Qn−CQn(A) = Qn[V (Xn−414)∪
V (Xn−4130)∪ V (Xn−41201)∪ V (Xn−41012)∪ V (Xn−4013)] ∼= Qn−4× K1,4. By Observation 2.3, Qn is the union of 16 disjoint
(n− 4)-dimensional subcubes; thus |NQn(A)| = |Qn − (Qn − CQn(A)) ∪ A| = 32n−3. We are done. 
Theorem 2.6 ([2]). If C is a subgraph of Qn with 2m vertices, 1 ≤ m ≤ n, satisfying the propertyPm, then C is isomorphic to Qm.
Theorem 2.7 ([6,8]). Assume that n ≥ 3 and 1 ≤ g ≤ n− 2. Then κg(Qn) = (n− g)2g .
3. Proof of Theorem 1.2
Proof. Let F be an Rg-cut with order (n− g)2g , and B be the smallest (order) component of Qn − F . We prove the assertion
by considering the following three cases: (i) B ∼= Qg if g ≤ n− 4 and n ≥ 5; (ii) B ∼= Qg if g = n− 2 and n ≥ 3; (iii) B ∼= Qg
or B ∼= K1,4 × Qg−1 if g = n− 3 and n ≥ 4.
Proof (i). By induction on n. If n = 5, g = 1, the theorem is true by Corollary 1.1. Now assume that (i) is true for all
n < N, g ≤ n− 4. We show that it is true for n = N, g ≤ n− 4.
First, we show that it is possible to decompose Qn into Q Rn−1

Q Ln−1 such that |FR| = |FL| = (n − g)2g−1, where
FR = F ∩ V (Q Rn−1), FL = F ∩ V (Q Ln−1). Assume that there is no such decomposition. Without loss of generality, we assume
that b = (0n) ∈ V (B). Since F is an Rg-cut, and b has at least g neighbors in B, without loss of generality we can assume that
these neighbors are (10n−1), (010n−2), . . . , (0g−110g). Let D0 = 0Xn−1,D1 = 1Xn−1 and F0 = F ∩ D0, F1 = F ∩ D1. By the
supposition, either |F0| < (n− g)2g−1 or |F1| < (n− g)2g−1. If |F0| < (n− g)2g−1, then D0 − F0 is connected. That is, any
other component (say A) ofQn−F is a subgraph of 1Xn−1 since B∩(D0−F0) ≠ ∅ (similarly, if |F1| < (n−g)2g−1, thenD1−F1
is connected, and A ⊂ D1−F1 since B∩(D0−F0) ≠ ∅). Using similar arguments for dimensions 2, 3, . . . , g , we obtain that A
is a subgraph of g (n−1)-dimensional subcubes for which the ith (n−1)-dimensional subcube is obtained by the given ith
coordinate for i = 2, 3, . . . , g . Without loss of generality, we assume that A is a subgraph of 1Xn−1, X1Xn−2, . . . , Xg−11Xn−g ,
that is, A ⊂ 1gXn−g . If ⌊ n2⌋ < g ≤ n− 2, then any vertex of 1gXn−g has at most ⌊ n2⌋ < g neighbors, which contradict that A
has property P g , a contradiction.
By an argument similar to that in the procedure above for the component A, without loss of generality we can assume
that a = (1g0n−g) ∈ V (A) ⊂ V (1gXn−g) and an, an−1, . . . , an−g are the fault-free neighbors of a; similarly, we have that B is
a subgraph of Xn−g1g . Therefore,Qn−V (1gXn−g)∪V (Xn−g1g) ⊂ F . But 2n−2n−g+1 > (n−g)2g for g ≤ ⌊ n2⌋, a contradiction.
We are done. Furthermore, it is easy to see that the above result is true for 1 ≤ g ≤ n− 2, n ≥ 3.
LetQn = Q Rn−1

Q Ln−1 be the decomposition such that |FR| = |FL|.We claim thatQ Rn−1−FR andQ Ln−1−FL are disconnected.
Assume that Q Rn−1 − FR and Q Ln−1 − FL are connected; then V ((Q Rn−1 − FR)′) ⊂ FL since Qn − F is disconnected, and
2n−1−(n−g)2g−1 > (n−g)2g−1 for g ≤ n−4, a contradiction. If exactly one ofQ Rn−1−FR andQ Ln−1−FL is connected, without
loss of generalitywe can assume thatQ Rn−1−FR is connected; then the smallest component ofQ Ln−1−FL (say BL) is isomorphic
to Qg−1. By Lemma 2.4, we know that Q Ln−1− FL has exactly two components since |FL| = (n− g)2g−1 = |NQn−1(BL)|; denote
by CL the other component of Q Ln−1 − FL. Since |V (C ′L)| = |V (Q Ln−1)| − |FL| − |V (BL)| = 2n−1 − (n − g)2g−1 − 2g−1 >
(n−g)2g−1 = |FR| for n ≥ 6, we thus have that CL is connected to Q Rn−1−FR, and clearly BL is connected to Q Rn−1−FR because
of property P g , that is, Qn − F is connected, a contradiction. We are done.
Clearly, Q Rn−1 − FR and Q Ln−1 − FL have propertyP g−1. By induction, the smallest components of Q Rn−1 − FR and Q Ln−1 − FL
are isomorphic to Qg−1. We denote the smallest components of Q Rn−1 − FR and Q Ln−1 − FL by BR and BL, respectively. By
Lemma 2.4, we know that Q Rn−1 − FR has exactly two components since |FR| = (n− g)2g−1 = |NQn−1(BR)|; denote by CR the
other component of Q Rn−1−FR. Note that there is a perfect matching between Q Rn−1 and Q Ln−1, and |V (Q Rn−1)|−|F |−|V (BR)|−
|V (BL)| = 2n−1 − (n− g)2g − 2g > 0 for g ≤ n− 4, that is, CR is connected to CL and disconnected from BL (otherwise BR is
the smallest component of Qn − F without property P g , a contradiction). Since F is an Rg-cut, we have that Qn[V (BR ∪ BL)]
has property P g . Note that |V (BR ∪ BL)| = 2g . Proof (i) is completed by Theorem 2.6.
Next we show that (ii) and (iii) are true.
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Proof (ii). By induction on n. If n = 3, g = 1, (ii) is clearly true. Now assume that (ii) is true for all n < N, g = n − 2. We
show that it is true for n = N, g = n− 2.
Let Qn = Q Rn−1

Q Ln−1 be the decomposition such that |FR| = |FL| = (n − g)2g−1. It is easy to see that Q Rn−1 − FR and
Q Ln−1−FL are disconnected by an argument similar to that of Proof (i). By induction, the smallest components ofQ Rn−1−FR and
Q Ln−1 − FL (say BR and BL) are both isomorphic to Qg−1. By Lemma 2.4, we know that Q Rn−1 − FR has exactly two components
since |FR| = (n − g)2g−1 = |NQn−1(BR)|; denote by CR the other component of Q Rn−1 − FR. Similarly, Q Ln−1 − FL has exactly
two components; denote by CL the other component of Q Ln−1 − FL. Note that |CR| = |Q Rn−1 − CQn−1(BR)| = 2g−1, that is,
BR ∼= CR ∼= BL ∼= CL ∼= Qg−1. It is sufficient to show that BR is connected to exactly one of BL and CL to verify (ii) because of
property P g and Theorem 2.6. Suppose that BR is connected to BL and CL simultaneously. Then at most 2g−1 − 1 vertices of
BL have degree g in Qn[V (BR) ∪ V (BL)] since |V (BR)| = 2g−1; thus BL is connected to CR, which contradicts that Qn − F is
disconnected. (ii) is true.
Proof (iii). By induction on n. If n = 4, g = 1, then |F | = 6. Assume that B is the smallest component of Qn − F ; then
|B| ≤ 5 = |V (Qn−F)|2 . Note that κ(Qn) = 4; we consider the cases of |B| = 2, |B| = 3, |B| = 4, |B| = 5. If |B| = 2,
then B ∼= Q1; (iii) is clearly true. If |B| = 3, then B ∼= K1,2, but |NQn(B)| = 7 > |F | = 6. Similarly, if |B| = 4, then|NQn(B)| ≥ 7 > |F | = 6; see [12] for the details. If |B| = 5 and B ∼= K1,4, then (iii) is true. If not, assume that B  K1,4, and
then we can get the contradiction by calculating the number of neighbors of B; see [11,12] for the details. We have that (iii)
is true for n = 4, g = 1. Nowwe assume that (iii) is true for all n < N,G = n− 3; we show that this implies that (iii) is true
for all n = N, g = n− 3.
Let Qn = Q Rn−1

Q Ln−1 be the decomposition such that |FR| = |FL| = (n − g)2g−1. It is easy to see that Q Rn−1 − FR and
Q Ln−1 − FL are disconnected. By induction and Lemma 2.5, we have that each of Q Rn−1 − FR and Q Ln−1 − FL has exactly two
components; denote them as BR (the smallest component of Q Rn−1−FR) and CR, BL (the smallest component of Q Ln−1−FL) and
CL, respectively. Clearly, FR = NQ Rn−1(BR) and FL = NQ Ln−1(BL) by Lemma 2.5. We shall verify (iii) by considering the following
three cases.
Case 1. BR ∼= BL ∼= Qg−1.
It is easy to see that CR ∼= CL ∼= Qg−1 × K1,3 by Observation 2.3. We can see that BR (resp., BL) is connected to exactly one
of BL and CL (resp., BR and CR) by an argument similar to that of Proof (ii).
If BR is connected to BL, then Qn[V (BR) ∪ V (BL)] ∼= BR BL ∼= Qg . We are done.
If BR is connected to CL, it is sufficient to show that Qn[V (BR) ∪ V (CL)] ∼= Qg−1 × K1,4. It is easy to see that V (C ′L) =
NQ Rn−1(CL) ⊂ CQ Rn−1(BR) = V (BR) ∪ FR. Clearly, |NQ Rn−1(CL)| = |CQ Rn−1(BR)|. By Observation 2.1, we know that V (B′R) are the
vertices of the root (CL contains four disjoint g − 1-dimensional subcubes; the subcube whose vertex has degree g + 2 in CL
is called the root of CL, and each of the other subcubes is called a leaf of CL) of Qg−1 × K1,3 since the degree of the vertex in
V (BR) of CQ Rn−1(BR) is n− 1. We thus have Qn[V (BR) ∪ V (CL)] ∼= Qg−1 × K1,4.
Case 2. BR ∼= Qg−1, BL ∼= Qg−2 × K1,4.
It is easy to see that CR ∼= ×K1,3, CL ∼= Qg−2 × K1,4 by Observation 2.3. Without loss of generality, we assume that BR is
connected to CL ∼= Qg−2×K1,4, and CL has 2g vertices with degree g − 1, that is, at least 2g out neighbors of CL are fault-free,
but |BR| = 2g−1, a contradiction. Case 2 is impossible.
Case 3. BR ∼= BL ∼= Qg−2 × K1,4.
It is easy to see that CR ∼= CL ∼= Qg−2×K1,4 by Observation 2.3.Without loss of generality, we assume that BR is connected
to BL ∼= Qg−2×K1,4. Clearly, all out neighbors of the root of BR are the vertices of the root of BL since the degree of the vertex
of the root is g + 2. By Observation 2.1, we know that the out vertices of each leaf of BR induce a leaf of BL; we thus have
Qn[V (BR) ∪ V (BL)] ∼= Qg−1 × K1,4. We can also see that Qn[V (CR) ∪ V (CL)] ∼= Qg−1 × K1,4 by the above argument. We are
done. 
Remark 3.1. The proof of Theorem 1.2 also implies that Qn − F has exactly two components if F is an Rg-cut and |F | =
(n− g)2g .
From Theorem 1.2, one may easily find the non-completeness of (a) and (b) mentioned in Section 1.
Corollary 3.2. (a) is not true when n = 4.
Corollary 3.3. (b) is not true when n = 4, 5, 6.
Proof. If n ≥ 7, then ⌊ n2⌋ ≤ n − 4. The result is true by (1) of Theorem 1.2. If n = 6, g = 3 = n − 3 = ⌊ n2⌋,
n = 5, g = 2 = n − 3 = ⌊ n2⌋ and n = 4, g = n − 3 < ⌊ n2⌋, (2) of Theorem 1.2 gives the counterexample. (b) is
clearly true when n = 3. 
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