Particle methods are commonly used to obtain numerical solutions to Williams' spray equation, which describes the evolution of the droplet distribution function (DDF) f(x,v,r,t 
INTRODUCTION
Sprays are important in a variety of industrial applications such as internal combustion engines and gas turbine combustors. Computational models of sprays are attractive because they have the potential to greatly reduce the design-cycle costs of devices used in such industrial applications. Computational fluid dynamics (CFD) models of spray vaporization typically involve a statistical representation of the spray droplets. An important subset of spray models is based on a statistical representation of the spray-also called the droplet distribution function (DDF) approach-which was first proposed by Williams [1] . In this modeling approach, the spray is represented by the droplet distribution function (DDF) f (x,v,r,t), which is the density of expected number of spray droplets in position-velocityradius space. A distinctive feature of this approach is that it represents the radius (size) distribution of the spray droplets at each point in space and time. Greek Symbols µ reciprocal of the time scale of particle statistical weight evolution ρ l liquid (fuel) thermodynamic density Θ(t) droplet vaporization rate 〈Θ|r;t 〉 expected vaporization rate of a droplet conditioned on radius 〈Θ|r = 0 + ;t 〉 expected vaporization rate of a droplet conditioned on the location of the vaporization threshold r = 0 + ε fraction of reference radius below which a droplet is considered to be vaporized τ p hitting time, the time required for a particle to reach the vaporization threshold ε m fraction of initial mass below which a droplet is considered to be vaporized Statistical models based on the DDF approach proposed by Williams [1] solve the spray equation, which is an evolution equation for the DDF f (x,v,r,t) [2] . The mathematical foundations of this DDF approach are established in [1] [2] [3] . From the evolution equation of the DDF, which can be expressed as the product of the spray number density n s (x,t) and velocity-radius joint PDF c R sponding evolution equations for the number density and the velocity-radius joint PDF. This analysis identified a source term in the velocity-radius joint PDF equation, which needs to be accurately resolved in numerical calculations so as to obtain the correct radius distribution of the spray droplets.
Subscripts and Superscripts
The numerical solution to the spray equation is generally obtained using particle methods. 1 Such particle-method solution approaches to the spray equation are coupled to a Reynolds-averaged Navier-Stokes (RANS) calculation of the gas-phase flow field, resulting in a Lagrangian-Eulerian (LE) model for the dispersed two-phase flow. The popular KIVA [4] family of codes is an implementation of such an LE model.
In order for computational models of sprays to be used as reliable predictive tools, their numerical accuracy and convergence characteristics need to be established [5] . Several recent studies have noted that there are problems with the numerical convergence of spray calculations based on LE modeling approaches [6] [7] [8] . These spray simulations do not show empirical evidence of numerical convergence, even with very high numerical resolution [8] . Clearly, it would be highly desirable if the accuracy and convergence properties of the LE numerical solution to the spray equation could be established in the limit as numerical parameters tend to limiting values. Spray calculations also need to be computationally efficient. A typical full-scale spray calculation may have as few as 10-100 computational particles per cell, and it is advantageous to employ a numerical method that minimizes (for a given number of computational particles) the statistical error incurred in calculating estimates of spray statistics.
All the convergence studies cited above are full-scale spray simulations, involving many submodels for different physical processes (such as vaporization, collisions, and breakup) in fairly complex geometries. A principal difficulty with numerical convergence studies of full-scale spray simulations is that it is impossible to isolate which particular submodel, or implementation thereof, is responsible for the numerical convergence problem. Such full-scale simulations also require very long computational run times if all the relevant time and length scales are to be fully resolved [8] .
This motivates the development of simpler test problems to verify the accuracy and numerical convergence of individual submodels involved in a spray calculation, e.g., Schmidt and Rutland [9] thoroughly investigated the collision model using such an approach. An ideal test problem should retain the important features of the practical spray problem, but should be easier to analyze. One such vaporization test problem is proposed in this paper that admits an analytic solution.
The objective of this article is to devise an accurate, numerically convergent, and computationally efficient particle-method solution to spray vaporization problems, which has the following desirable characteristics:
1. numerical convergence (of the solution to an asymptotic limit as numerical parameters tend to limiting values), and preferably unconditional convergence 2. accuracy (of the numerical solution with respect to analytic solutions in test problems) 3. computational efficiency (best accuracy for fixed computational cost)
The rest of the article is organized as follows. In the second section, a simple vaporization test problem that admits an analytic solution is described. A naive implementation of the particle method using uniform sampling of the DDF is shown to yield an accurate numerical solution that matches the analytic solution. For reasons of computational efficiency, many spray codes such as KIVA use the idea of importance sampling to sample the mass-weighted DDF instead of directly sampling the DDF. It is shown that the standard implementation of the KIVA model does not accurately solve the vaporization test problem, even with a very large number of particles. The reasons for the inaccuracies are identified. Corrections required for the numerical method are implemented and excellent accuracy is obtained. Since one of these corrections requires reverting to uniform sampling of the DDF, a closer study of improving computational efficiency through importance sampling is undertaken in the third section. It is shown that the correct assignment of statistical weights that is necessitated by importance sampling requires matching the radius distribution at the initial time. This correct implementation of importance sampling is shown to dramatically improve the computational efficiency of the particle method. This approach is directly applicable to all spray particle methods that use importance sampling of the mass-weighted DDF.
Accurate evolution of spray statistics is tested in the fourth section using the analytic solution for a χ 2 initial radius PDF. It is found that existing particle method implementations are not unconditionally convergent as the time step is reduced for a fixed initial number of computational particles. An algorithm of continuously evolving weights is developed to address this issue, and it is shown to result in an unconditionally convergent scheme that is also accurate. The generalization of this algorithm from the simple vaporization test problem to more realistic vaporization rates is then discussed. The results are summarized and conclusions are drawn in the final section.
VAPORIZATION TEST PROBLEM
Consider a statistically homogeneous (i.e., statistically uniform in physical space) ensemble of immobile, vaporizing droplets. The assumption of statistical homogeneity removes the dependence of the DDF f (x,v,r,t) on physical location x and simplifies the spray vaporization problem. The additional assumption that the droplets are fixed in physical space removes the v dependence of the DDF f (x,v,r,t).
Using the theory of point processes, Subramaniam [2] has shown that the DDF admits the following useful decomposition:
where n s (x,t) is the density of expected number of droplets in physical space, and c R f V (v,r|x;t) is the joint probability density function (PDF) of velocity and radius, conditional on physical location. Evolution equations for the velocity-radius joint PDF c R f V (v,r|x;t) and global spray properties like 〈N s (t)〉 have been derived in [2] . The particular case of a statistically homogeneous ensemble of immobile, vaporizing droplets can be characterized by the following specification of the density of expected number of droplets in physical space n s (x,t), and conditional joint PDF of velocity and radius c R f V (v,r|x;t): 
where 〈N s (t)〉 is the expected total number of droplets, V is the system volume, and c R f (r;t ) is the radius PDF (note that the droplets have no velocity).
Let the radius property 2 R(t ) evolve in time by the following equation:
where Θ(t ) is the vaporization rate. [Note that the effect of vaporization is to reduce the radius, and thus Θ(t ) < 0 for a vaporizing spray.] The evolution equation for the expected total number of droplets 〈N s (t)〉 for the vaporization test problem simplifies to [2] ( )
which states that the expected total number of droplets decreases in a vaporizing spray according to the sink term on the right-hand side of (4). In the sink term, 〈Θ|r = 0 + ;t〉 represents the expected vaporization rate at the r = 0 + location (a negative quantity for a vaporizing spray), and c R f (r = 0 + ;t) is the radius PDF evaluated at the same r = 0 + location. The evolution equation for the radius PDF c R f (r;t) for the vaporization test problem simplifies to [2] ( )
where a source term appears in the radius PDF evolution corresponding to the sink term in (4) . The interpretation of this source term is that the annihilation of droplets due to vaporization results in a rescaling of the radius PDF to ensure that it satisfies the required normalization property. If the vaporization rate is a constant,
where K is a positive constant (K > 0), and then it is possible to derive analytic solutions for certain initial conditions.
Analytic Solution to the Test Problem for Uniform Initial Radius PDF
If at initial time t 0 the radius PDF is uniform in the interval [0,R max (t 0 )],
then the problem admits the following solution:
where 〈N s (t 0 )〉 is the expected total number of droplets at initial time t 0 . The analytic solution (see Fig. 1 , left panel), shows that if the PDF of radius is uniform at initial time [corresponding to a linear cumulative distribution function (CDF )], then the PDF remains uniform for all time. If the radius property R(t ) is scaled by the maximum radius at that time R max (t ), then its CDF is linear in the unit interval (see Fig. 1 , right panel). The expected total number of droplets also evolves linearly in time.
Particle Method Solution to the Test Problem Using Uniform Sampling
For this simple test problem, the spray equation is indirectly solved by evolving an ensemble of N computational particles, each with a radius property ( ) i p R (t) and a statistical weight ( ) i p w (t), which is the fraction of the expected total number of droplets 〈N s (t )〉 ..,N(t 0 )} that are sampled from the specified uniform initial radius PDF [Eq. (7)] using a standard inverse-sampling technique. The total expected number of droplets is equally divided among the N(t 0 ) particles in accordance with the equal statistical weight representation. Assigning equal statistical weights to the computational particles is also called uniform sampling.
The particle radius values are evolved in time according to Eq. (6). When the particle radius falls below a specified threshold value, the particle is deemed to have "vaporized" and is removed from the ensemble. A general expression for this criterion is
which simply states that any computational particle whose radius falls below some fraction 
Importance Sampling
Although uniform sampling does reproduce the analytic solution in this simple test case, it is not considered a computationally efficient approach to spray problems because the spray mass is proportional to the integral of r 3 f (x,v,r,t)over velocity-radius space. Since uniform sampling discretizes f (x,v,r,t) uniformly in sprays with a high number density of small droplets, there could be many computational particles with small radius values that contribute little to the mean spray mass. In typical calculations of practical spray problems (such as internal combustion engine simulations), the number of computational particles in a finite-volume cell is in the range of 100-1000. This is because, in engine simulations, a large number of finite-volume cells (10 4 -10 5 ) are needed to resolve spatial variation of flow quantities, so that even with a total of 10 6 -10 7 computational particles there are only 100-1000 particles per cell. These considerations motivate developing particle methods for solving the spray equation that have better computational efficiency than uniform sampling.
An alternative is to use importance sampling, a technique that originated in Monte Carlo simulations of statistical physics problems [10] and is now used extensively in particle method solutions to systems ranging from population balance equations to Lagrangian models in turbulent reactive flows [11] . In the context of sprays, the idea is to preferentially sample the DDF f (x,v,r,t) such that the regions of the radius sample space with large r values are populated with more computational particles. An important difference between using importance sampling in solving other PDF evolution equations [11] and the spray equation is the presence of a source term at r = 0 + in the radius PDF evolution equation [Eq. (5)]. ( We shall see that the presence of this source term can cause problems with numerical accuracy and convergence if the particle method is not implemented correctly.) For the sake of comparison to uniform sampling, the performance of a spray code KIVA that implements this importance sampling technique is evaluated for this simple test problem.
KIVA Results for the Test Problem with Uniform Initial Radius PDF
The results of the KIVA simulation for the vaporization test problem with uniform initial PDF and a constant vaporization rate are presented in Figs. 4 and 5. This simulation is performed in a single cell with 100,000 computational particles. Contrary to expectation, the KIVA result does not match the analytic solution, and this discrepancy is found to be independent of the number of computational particles. In other words, the discrepancy could not be attributed to numerical error (arising from a finite number of computational particles) alone. The percentage deviation from analytical values of 〈R〉, 〈R 2 〉, and 〈R 3 〉 at 0.8t vap , where t vap = R max (t 0 )/K is a characteristic vaporization timescale, are found to be 44, 63, and 72%, respectively. Computations performed using 10,000 and 20,000 computational particles only have higher statistical error in addition to the discrepancy shown in Figs. 4 and 5, and are hence not shown here. 
Reasons for Failure of the KIVA Spray Model
The reasons for the incorrect KIVA result are traced to two sources. In the KIVA-3 numerical implementation of the spray model, the DDF is indirectly represented by an ensemble of computational particles, where with the ith computational particle is associated a radius property
R . The mass associated with the ith computational particle at time t is denoted
where ρ l is the liquid density. The KIVA-3 numerical implementation of vaporization consists of removing a computational particle if its mass falls below a fraction ε m of its initial mass
where ε m is chosen to be 0.001 in the KIVA-3 code. 3 This is an incorrect implementation of the vaporization model since it removes a computational particle whose radius falls below a tenth of its initial radius. In effect this means that the radius at which vaporization is deemed to occur (i.e., the computational equivalent of r = 0 + ) is different for particles with different initial radii
. This incorrect implementation of the vaporization condition is directly responsible for the mismatch between the predicted radius CDF and its analytically derived counterpart. The resulting annihilation of particles with small mass ratio leads to their depletion in regions of low radii as illustrated in Fig. 4 at a scaled time of 0.8.
The reason for the discrepancy in 〈N s (t)〉 evolution lies in the implementation of the importance sampling technique used in KIVA to sample the spray mass more efficiently. Since the mass of a spray droplet is proportional to the cube of its radius, the importance sampling technique generates samples from a PDF that is proportional to itself [4] . However, the KIVA implementation of this sampling procedure represents the radius PDF near r = 0 poorly (cf. Fig. 4 , at scaled time = 0.0), resulting in significant numerical error in the sink term for 〈N s (t)〉 [cf. (4)], even for a large number of computational particles.
Corrections Required in the KIVA Implementation
The criterion for removing a computational particle from the ensemble (which models vaporization) should be uniformly applied to all computational particles, as given in Eq. (11) . Accurate evolution of 〈N s (t)〉 is obtained by reverting to uniform sampling, but this leaves open the question of why the KIVA implementation of importance sampling results in large errors. It also leaves unanswered the question of whether uniform sampling is the most computationally efficient approach, or whether there are other importance sampling implementations that could combine computational efficiency with accuracy.
Summary and Conclusions from Test Problem Results
Two different particle methods are used to simulate a simple vaporization problem, which also admits an analytic solution. A naive implementation of the particle method based on uniform sampling reproduces the analytic solution. The results of the KIVA spray model did not reproduce the analytic solution, even for highly resolved simulations. This failure casts serious doubts concerning the predictive capability of the KIVA spray model when applied to general spray problems. A careful analysis of the performance of the KIVA spray model in this test problem identifies, and corrects, fundamental flaws in the model implementation. It is found that only two simple changes to the KIVA spray model are necessary to exactly reproduce the correct analytic result for the test problem.
Although the test problem represents an almost trivial physical problem, the failure of a spray model to reproduce the correct solution to this problem is extremely significant. This is because the test problem contains important features of practical spray vaporization problems, and a spray model that fails in this test problem cannot be expected to perform any better in a more complicated problem. Therefore, the correct prediction of this test problem's analytic solution constitutes a necessary condition for any DDF-based statistical spray model to make valid predictions in other spray vaporization problems.
Motivation for Further Study. The issue of whether uniform sampling is the only viable approach to solving the spray equation needs to be investigated further. Importance sampling in spray codes such as KIVA was introduced on the hypothesis that for a fixed number of computational particles N, preferential sampling of the radius probability density function (PDF) c R f (r|x;t) in regions of higher radius would more efficiently represent the spray mass because larger spray droplets contribute more to the mean spray mass than smaller droplets. On the other hand, the computational results for the vaporization test problem suggest that uniform sampling is needed to accurately represent terms near r = 0 + that appear in the evolution equations of 〈N s (t)〉 and c R f (r;t) [Eqs. (4) and (5)]. This raises the question of whether there is a trade-off between accuracy and efficiency in particle method solutions to the spray equation. To address this question, we first need quantitative measures of the computational efficiency of correctly implemented importance sampling methods, relative to uniform sampling.
COMPUTATIONAL EFFICIENCY OF DIFFERENT SAMPLING AND INITIALIZATION PROCEDURES
In this section, the computational efficiency of importance sampling is tested relative to uniform sampling. This is accomplished by defining quantitative measures of how accurately a numerical sample represents the DDF, and by comparing the error (with respect to analytical results) incurred in different sampling procedures. The computational efficiency of any spray code can be tested by initializing an ensemble of N computational particles to correspond to a specified initial radius PDF (taken to be statistically homogeneous for simplicity), and computing the quantitative measures of accuracy. These static tests do not require evolving the sample in time.
Accuracy Measures
In spray calculations, the total spray mass is an important quantity, and it is obtained from the DDF as follows: 
where ρ l is the thermodynamic liquid density of the spray droplets. Another important spray characteristic is the Sauter mean radius (SMR), which characterizes the volume-tosurface area ratio of the droplet distribution, and is proportional to the ratio of the third and second moments of the radius PDF. With this in mind, the quantitative measures of accuracy are chosen to be the error (with respect to the corresponding analytical value) in:
1. the estimates 4 of the first three moments of the radius PDF 〈R〉 N , 〈R 2 〉 N , 〈R 3 〉 N 2. the estimate of the expected total number of droplets 
using a standard inverse-sampling technique. The total expected number of droplets is equally divided among the N particles in direct proportion to the statistical weight of each particle, so that the quantity n (i ) , which represents the fraction of 〈N s 〉 assigned to the ith particle, is defined as
Since the statistical weights sum to unity, it is clear that the estimate of 〈N s 〉, which is calculated as
is exactly equal to its analytical counterpart 〈N s 〉 at initial time.
The quantitative measures of accuracy obtained by uniform sampling of an initial χ 2 radius PDF are plotted in Fig. 6 . They reveal that uniform sampling incurs, on average, only 13% error in 〈R 3 〉 N for 100 particles, which decreases to 3% error for N = 1000. The convergence of moment estimates with increasing N using uniform sampling is found to be unbiased, with relatively small oscillations. The inset of Fig. 6 shows that the convergence rate with increasing sample size is comparable to 1/ N , which is the expected result. Since the initialization procedure guarantees that the initial estimate 〈N s 〉 N is identical to the specified initial expected number of spray droplets, this quantity is not plotted.
We now describe the correct initialization of particle properties corresponding to r 3 -weighted importance sampling. The computational efficiency of this approach is then compared to uniform sampling, as well as the KIVA implementation of r 3 -weighted importance sampling.
Particle Property Initialization for Importance Sampling
The objective is to represent the given initial radius PDF 
where w(r) is some weighting function and C is a constant that ensures normalization of g(r). In r 3 weighting, this weighted PDF is defined as [4] 
The radii of the computational particles { ( ) i p R , i = 1,...,N } are sampled using tabulated inverse sampling from the CDF G(r), and then sorted in order of increasing radius such that (1) (2)
The statistical weights are then assigned as 
where F (r) is the specified initial radius CDF. Clearly, the statistical weights sum to unity. For details, see Appendix A.
Just as in uniform sampling, the initial expected number of spray droplets 〈N s 〉 is divided among the N computational particles in direct proportion to the statistical weight of each particle, so that the quantity n (i) , which represents the fraction of 〈N s 〉 assigned to the ith particle, is given by Eq. (14) . Since the statistical weights sum to unity, it is clear that the estimate of 〈N s 〉, which is given by Eq. (15), is exactly equal to its analytical counterpart 〈N s 〉 at initial time. Although this weight assignment cannot ensure that the estimate for the expected spray mass is exact, it is anticipated that the estimate would be accurate by virtue of the radius CDF being represented exactly at initial time.
Importance Sampling Results Figure 7 shows the convergence of the quantitative measures of accuracy as a function of sample size N using the radius and weights assignment for r 3 -weighted importance sampling, for an initial χ 2 radius PDF. Initialization of the computational ensemble using the assignment of weights described above shows excellent convergence of all measures of accuracy, with monotonic decrease in error with increasing sample size (from only 5% error in 〈R 3 〉 N for N = 100 to about 1% for 1000 particles), at a rate comparable with 1/ N (see inset of Fig. 7) . The bias in the error is a result of the table lookup procedure identical to the one used in the KIVA importance sampling (see footnote of the following section). This table lookup procedure overestimates the sampled radii, leading to higher estimated moments compared to analytical predictions.
This r 3 -weighted importance sampling initialization procedure does not guarantee an exact match between the specified initial 〈M s 〉 and 〈M s 〉 N , but the results of Fig. 7 confirm that the expected spray mass is estimated with an acceptable accuracy of 5% at even the smallest sample size N = 100, and the estimate shows monotonic convergence with increasing N.
KIVA Test Results
The quantitative measures of accuracy corresponding to KIVA's initialization procedure using r 3 sampling are plotted as a function of sample size N in Fig. 8 to demonstrate KIVA's convergence behavior. 6 Surprisingly, the estimates show considerable error, even for relatively large samples (the error in 〈R 3 〉 N decreases from 70% for a sample size of N = 100 particles to about % for N = 1000). The convergence of the estimates with increasing N is nonmonotonic with large oscillations (especially in 〈M s 〉 N ). The rate of convergence with increasing sample size is also very slow (see comparison in the inset of Fig. 8 with the 1/ N line) . Since the initialization procedure in KIVA guarantees that 〈M s 〉 N , the initial estimate of expected spray mass, is identical to the specified initial expected spray mass, this quantity is not plotted.
This unexpected convergence behavior motivates a detailed examination of the implied statistical weight assignment and expressions for estimates of moments in the KIVA implementation. In the KIVA implementation, the initial expected spray mass is divided equally among all the computational particles, which ensures that the specified initial mean spray mass 〈M s 〉 is exactly equal to 〈M s 〉 N , the estimate calculated from the computational ensemble. This matching of 〈M s 〉 N to 〈M s 〉 implies a statistical weight assignment to each computational particle. The expressions for the statistical weight ( ) i p w of the ith particle in the sample, the estimate for the third moment of radius 〈R 3 〉 N , and the estimate for the expected total number of droplets 〈N s 〉 N are deduced from the KIVA numerical implementation to be:
(1 ) 6 While assessing the accuracy of KIVA estimates, a noteworthy technical detail is that the accuracy of moment estimates obtained using the KIVA initialization procedure is highly sensitive to a table-width parameter. Particle radii in KIVA are sampled from a tabulated r 3 -weighted cumulative distribution function (CDF) using an inversetransform procedure. The table-width parameter controls the resolution of the table of r 3 -weighted CDF values that is used to sample the radii. The default table width of 0.12〈R〉 is found to be rather coarse and leads to significant error in estimates of spray statistics. The error in 〈R〉, 〈R 2 〉, and 〈R 3 〉 reduces by 27, 34, and 41%, respectively, when the table width is reduced from 0.12〈R〉 to 0.012〈R〉, and remains approximately constant thereafter. A fine table width of 1.875 × 10 -3 〈R〉 is used to generate all KIVA results presented in this work, so as to eliminate this source of error. More sophisticated methods of interpolation like spline fitting can also be used to sample particle radii, but this is not central to the discussion here. 
where
R is the radius of the ith computational particle and N is the number of computational particles. Details are given in Appendix A. These expressions reveal that the rate of convergence of 〈R 3 〉 N to 〈R 3 〉 depends on how rapidly
which is clearly not as fast as 1/ N (see inset of Fig. 8 ). This explains the poor convergence behavior of the moment estimates in KIVA, in spite of its exact representation of the mean spray mass. In KIVA, the estimates of all moments and 〈N s 〉 are not accurately represented at initial time because the KIVA initialization procedure implies a statistical weight that does not estimate the radius cumulative distribution function (CDF) 7 correctly. These large errors in estimates of spray statistics can grow even further as the particle properties evolve in time. In summary, the principal findings of this study with various initialization procedures of the particle properties are 1. Uniform sampling of the initial radius PDF also results in reasonable accuracy of spray estimates. The estimates appear unbiased, and the rate of convergence is comparable to 1/ N . 2. Assignment of statistical weights for r 3 -weighted importance sampling that matches the specified initial radius CDF is shown to result in excellent match of spray estimates with analytical expectations. These estimates also converge at a rate comparable to 1/ N . 3. The KIVA initialization procedure with r 3 sampling results in large errors in spray estimates (although 〈M s 〉 is estimated exactly at initial time). The rate of convergence is slow compared to 1/ N , and becomes worse as N increases. The KIVA hypothesis that r 3 sampling is more computationally efficient is not substantiated by the numerical tests performed on the standard KIVA implementation. The reason for large errors in the estimates and their poor convergence is traced to the implied assignment of statistical weights in KIVA. Having successfully addressed the issue of accurate initialization of the spray ensemble, we now investigate the time evolution of the computational particles in the context of the vaporization test problem.
TESTING ACCURATE EVOLUTION OF SPRAY STATISTICS
An analytic solution exists for the χ 2 initial radius PDF evolving under a constant vaporization rate. Since the χ 2 radius PDF is specified as an initial condition in spray codes such as KIVA, the computational tests for spray evolution in this section are performed using the χ 2 initial radius PDF.
Analytic Solution to the Test Problem for χ χ χ χ χ 2 Initial Radius PDF
For the vaporization test problem with a constant vaporization rate (-K) and χ 2 initial radius PDF, the radius PDF evolution equation [Eq. (5)] admits a stationary analytic solution which is simply the initial condition itself:
This result implies that not only does the shape of the radius PDF remain the same (χ 2 ), but rather surprisingly even the scale factor (which is the mean radius) 〈R〉(t) also remains unchanged in time. The reason for this stationary behavior is a dynamic balance that exists between the flux (transport) of the PDF at r = 0 + and the rescaling source term on the right-hand side of Eq. 
This new test case is used to validate the new r 3 -weighted importance-sampling initialization procedure described in the previous section, and to compare it with the existing implementation in KIVA. In the KIVA simulations that follow, the corrected particle-removal criterion corresponding to vaporization of spray droplets [12, 13] is used.
Test Results with Importance Sampling
Simulation results obtained with the r 3 -weighted importance sampling and statistical weight initialization described in the section on particle property initialization for importance sampling for an χ 2 initial radius PDF evolving with a constant vaporization rate are compared to the analytic solution in Figs. 9-10. The exact solution corresponds to the normalized moments maintaining a constant value of one for all time, but 〈N s (t)〉 decaying exponentially 8 according to Eq. (23). The graph shows excellent agreement of the radius CDF, its moments, and 〈N s 〉 N for t > 0.2t vap , where t vap is a characteristic vaporization time Fig. 9 shows that for t < 0.2t vap , there is an initial "step" in the computed CDF that persists as the particle radii decrease in time (direction illustrated by the arrow) until the first computational particle's radius reaches the vaporization radius threshold, where it is removed. This results in an early time error in the computed CDF that remains until the first particle reaches the vaporization radius threshold, although an excellent match with the analytic solution is obtained at later times. This early time error also manifests itself in the evolution of 〈N s 〉 N (Fig. 10) . It is shown later that this early time error is closely related to the conditional convergence characteristics of this particle method.
Temporal Convergence Requirement
Since Eq. (5) shows that the evolution of ( ) c R f r t ; is continuous in time, it follows that the evolution of moments of the radius PDF should also be continuous in time. In the simulation results presented, the computed solution (i.e., computed CDF, its moments, and 〈N s 〉 N ) depends on two numerical parameters 9 : the time step ∆t and the initial sample size (initial number of computational particles) N. A numerically convergent scheme should yield an asymptotic solution in the limits ∆t ↓0 and N ↑∞. In an unconditionally convergent scheme, an asymptotic solution can be reached by independently varying ∆t or N. 
Conditional Convergence of Existing Particle Method
In Fig. 11 it is seen that if the time step ∆t in the particle method simulations is successively decreased for a fixed sample size N, then any feature of the solution (such as 〈N s 〉 N in this case) exhibits a continuous evolution for large time steps ∆t, but evolves discontinuously in time when ∆t is reduced below a critical value (dependent on N ). In other words, the particle method in its present implementation is not unconditionally convergent, and can yield solutions that are discontinuous in time, depending on the choice of N and ∆t. This observation suggests one plausible explanation for why full-scale spray computations [6, 8] are not numerically convergent.
Discontinuous Evolution of Statistical Weights. Vaporization is numerically implemented in the existing particle method as removal of a computational particle when its radius falls below a specified vaporization radius threshold. In particle methods like KIVA, the statistical weights corresponding to each particle do not change 10 as long as a particle does not cross the vaporization radius threshold. In other words, even though there is a decrease in the particle radius over every time step due to vaporization, the statistical weights remain constant as long as the number of particles in the computational ensemble does not change. The evolution of the particle ensemble in a vaporization simulation can either be viewed as an ensemble {
..,N(t )} with a sample size N(t) that Fig. 11 Evolution of normalized expected number of droplets as a function of scaled vaporization time is shown for different values of the time step ∆t: (a) ∆t > 〈τ p 〉, and (b) ∆t < 〈τ p 〉, where 〈τ p 〉 is the average difference between successive hitting times for the computational particles, for the same problem as described in Fig. 9 . (χ 2 initial radius PDF; constant vaporization rate K = 1; time scale XCR
; sample initialized using importance-sampling weights). Inset magnifies details of discontinuous evolution at later time.
This algorithm is thus consistent with the existing particle method in the sense that the new algorithm matches the old one at each time instant that a particle crosses r = 0 + . The algorithm also guarantees that the statistical weights sum to one at all time. For t > t 0 + (1) p , the algorithm is recursively applied after the particle indices have been updated to reflect the fact that the first particle's radius has reached zero at t = t 0 + (1) p . Figure 11 shows that the continuously evolving weights algorithm results in a continuous evolution of 〈N s 〉 N even for ∆t < 〈τ p 〉. The initial χ 2 radius PDF problem is simulated using the correct weights initialization (cf. section on particle property initialization for importance sampling) in conjunction with the continuously evolving weights algorithm. From the evolution of the radius CDF in Fig. 12 , it is seen that the first weight decreases monotonically to zero, whereas the other weights follow suit as the spray evolves. The evolution of other statistics (moments of the radius PDF and expected number of droplets) in Fig. 13 show that the continuously evolving weights algorithm does not suffer from the early time errors seen in existing particle method implementations. The computed evolution of the statistics match exactly with the analytical ones, both at initial time and later as well. Since the moments of the radius PDF are computed using the statistical weights that now evolve continuously in time, the moments (and also 〈N s 〉) evolve continuously in time as required by the governing equations. 
Test Results with KIVA Initialization
The KIVA simulation result 12 for the same problem is compared with the analytical result in Figs. 14 and 15. It is found that the computed CDF changes considerably with time and does not match the stationary CDF predicted by the analytic solution (main panel of Fig. 14) . The inset of Fig. 14 shows that r 3 sampling with KIVA statistical weights results in a poor representation of the χ 2 CDF, even at inital time. The KIVA results (Fig.  15) show significant error in the estimates of 〈N s (t)〉 and moments of the radius PDF, although the evolution of 〈M s (t)〉 is fortuitously well predicted. One source of these errors is clearly the inaccurate representation of the initial radius CDF arising from KIVA's initialization procedure.
Vaporization Rate Corresponding to Quasisteady Vaporization
Although the constant vaporization rate assumption is useful in obtaining analytical solutions to the DDF evolution, a more realistic vaporization rate is given by the d 2 -law applicable to quasi-steady droplet vaporization [14] . According to this theory, after an initial phase of unsteadiness, the square of the droplet diameter decreases linearly with time. In other words, the conditional vaporization rate is inversely proportional to the radius:
(27) Fig. 13 Evolution of normalized expected number of droplets as a function of scaled vaporization time is shown for the same problem as described in Fig. 12 . Excellent agreement is found at all time.
Fig. 14
The cumulative distribution function of scaled droplet radius is shown for an χ 2 initial radius PDF evolved at a constant vaporization rate -K (K = 1 in this case) over a time XCR
with the sample initialized using the standard KIVA procedure. The computed results do not show the initial condition to be the stationary solution, whereas the analysis predicts the initial CDF is the stationary solution. Since 〈Θ|r;t〉 ∝ 1/r, the conditional vaporization rate corresponding to the d 2 -law becomes unbounded at r = 0 + . Therefore, not all radius PDFs will result in bounded expressions on the right-hand side of Eqs. (4) and (5) . The physical interpretation is that certain droplet size distributions cannot result from this specification of the vaporization rate. Clearly, the form of the conditional vaporization rate function determines a class of radius PDFs that are admissible solutions to Eq. (5). The radius PDFs belonging to this class satisfy the boundedness condition, i.e., that 〈Θ|r = 0 + ;t〉 c R f (r = 0 + ;t) be bounded. It is easily shown that the χ 2 initial radius PDF does not satisfy the boundedness condition if 〈Θ|r;t〉 ∝ 1/r. For small r, the radius PDF c R f must increase at least linearly in r to satisfy this boundedness condition and, therefore, specifying the χ 2 radius PDF as an initial condition would be incompatible with a vaporization rate corresponding to the d 2 -law.
A probable candidate for the initial radius PDF under such circumstances is the gamma distribution. A simplified form of the gamma distribution
can be used for the purpose of verifying the improvements proposed in the previous section. The evolution of normalized expected number of droplets is shown as a function of scaled time for the initial simplified gamma radius PDF with uniform sampling in Fig. 16 . Both continuously and discontinuously evolving weight implementations are shown for different time steps (larger and smaller than the average hitting time of the particles). In the quasi-steady vaporization case, the hitting time of the first particle is
which is used to compute µ in Eq. (25). It can be inferred from Fig. 16 that with the CEW algorithm, the spray statistics evolve continuously over time, thereby illustrating that the CEW algorithm performs well for realistic quasi-steady vaporization rates also. In this context, it is noteworthy that it is more common to numerically compute the vaporization rate of each computational particle [4] than to specify the conditional vaporization rate as a function of the particle position, radius, and velocity. In this case, the hitting time would not be known analytically but would have to be calculated using an extrapolation procedure.
Our analysis indicates that there is no stationary solution to the radius PDF evolution equation [Eq. (5)] for the vaporization rate corresponding to the d 2 -law; therefore, the evolution of the radius CDF is not shown.
DISCUSSION
In this section, some possible extensions and generalizations of the study are discussed. It is conclusively demonstrated that an improved particle method that implements the correct particle annihilation criterion, and uses either uniform sampling or the correct statistical weight assignment with r 3 sampling, is accurate and computationally efficient in solving the DDF evolution equation for spray vaporization. In statistically inhomogeneous problems, the numerical error arising from a finite sample needs to be balanced with errors arising from spatial as well as temporal discretization [15] [16] [17] . Lagrangian particle method solutions to the spray problem also suffer from few computational particles (high statistical error) at early time, and at the edges of the spray. This issue needs to be addressed in future numerical convergence studies of inhomogeneous spray problems. In full-scale inhomogeneous problems, further improvements would be required in the particle method algorithm, such as controlling the computational particle number density in physical space to reduce statistical error in regions with fewer samples [18, 17] . It is also possible to improve computational efficiency by reassigning the memory used by zero-weight particle data to "clones" of particles with high statistical weight.
The results of this study provide important insights into the numerical convergence problems identified in earlier full-scale spray tests. These numerical convergence problems can be revisited using the improved particle method developed in this work. The successful resolution of the numerical convergence problems associated with the particle method in the homogeneous spray vaporization problem lead us to hypothesize that numerical convergence can be established for the inhomogeneous spray problem also. Once such a convergent numerical method is developed, it will be possible to evaluate the performance of different spray submodels and compare them with experimental data. Until now, such evaluations have been inconclusive because current spray simulations do not exhibit numerical convergence. It would also be worthwhile to study carefully controlled spray experiments of intermediate difficulty to gain confidence in the numerical models. The improved particle method developed in this work can be generalized to other physical problems that are modeled by the evolution of a probability density function in a domain with an absorbing barrier.
SUMMARY AND CONCLUSIONS
A statistically homogeneous spray vaporization test problem is developed that admits analytical solutions to the spray equation, and is useful for testing numerical solutions to the spray equation. A particle method solution based on uniform sampling of the radius PDF matches the analytical solution accurately. However, uniform sampling is not used in spray codes because it is computationally expensive. Particle method implementations in spray codes such as KIVA use importance sampling for computational efficiency. However, the standard particle method in KIVA fails to accurately predict the evolution of the radius CDF and expected total number of droplets in the test problem, for a uniform initial radius PDF evolving under a constant vaporization rate. The reasons for the failure of the standard particle method implementation are traced to incorrect implementation of the particle annihilation criterion corresponding to vaporization, and the initialization of the particle ensemble.
Static sampling tests, which do not require evolving the spray, reveal that uniform sampling of the initial radius PDF with equal statistical weights results in accurate estimates and a reasonable rate of convergence with increasing number of computational particles. A correct implementation of importance sampling that initializes statistical weights to match the specified initial radius CDF is devised. Excellent match of estimated spray statistics with analytical results is obtained, and the estimates converge at an acceptable rate with respect to the number of computational particles. In contrast, the initialization procedure in KIVA results in large errors in estimates of spray statistics, and slow rate of convergence with increasing number of computational particles.
An analytic solution is found to the spray equation for the vaporization test problem with a χ 2 initial radius PDF and constant vaporization rate. The χ 2 radius PDF is often used as an initial condition in KIVA and other spray codes. Uniform sampling (not shown here) as well as the correct implementation of importance sampling match the analytic solution, although there are some "early time" errors. Standard KIVA simulation runs do not reproduce the analytic solution. These early time errors are shown to be related to the fact that existing particle method solutions do not unconditionally converge to a continuous solution with decreasing time step for finite numbers of computational particles, i.e., they only exhibit conditional convergence. A continuously evolving weights algorithm is developed to address this issue, and the new particle method unconditionally converges without any early time errors to the analytic solution. The new particle method algorithm is successfully tested for realistic vaporization rates that scale as 1/r, corresponding to that for quasi-steady vaporization.
Particle method solutions to the spray equation need to be tested and validated in such simple problems before they can be reliably used to predict vaporization in realistic spray problems. The new particle method algorithm developed here satisfies this requirement. In conclusion, an accurate, computationally efficient particle method that unconditionally converges to a continuous solution in the limit of infinitesimal time step (for finite numbers of computational particles) has been developed to solve the spray equation. The new particle method can be adapted to KIVA or other spray codes. The uniform sampling algorithm with continuously evolving weights is possibly the simplest method to implement in order to obtain good accuracy. If computational expense is a consideration, the correct importance sampling method with continuously evolving weights can be implemented, while retaining comparable accuracy. Summing n (i) associated with each particle results in the estimate for the expected total number of spray droplets, which can be evaluated using Eq. (A.5) to be Clearly, in this initialization procedure the expected total number of spray droplets 〈N s 〉 is represented exactly by the particle ensemble. The mean spray mass associated with each particle is given by the expression In this approach, the statistical weights have to be recalculated after each time step to ensure that they sum to unity. This is accomplished by recalculating the ith particle's statistical weight ( ) i p w (t + ∆t) at time instant t + ∆t as follows: is an estimate of the expected total number of spray droplets, which can be expressed in terms of 〈M s 〉 and 〈R 3 〉 as follows [2] : ∑ is sufficient to determine this rate. The above analysis provides a plausible explanation for the slow convergence of 〈R 3 〉 N to 〈R 3 〉 that is found in numerical tests of the KIVA sampling procedure. It is instructive to understand how the KIVA statistical weight assignment represents the mean spray mass exactly at initial time, but incurs significant statistical errors in 〈N s 〉 N and 〈R 3 〉 N . Summing the mean spray mass associated with each particle results in the computed estimate of the expected total spray mass based on N samples: The above equation is very similar to Eq. (A.12), but with the exact values of 〈N s 〉 and 〈R 3 〉 replaced by their numerical estimates. It is important to note from Eq. (A.17) that, although accurate estimates of 〈N s 〉 and 〈R 3 〉 will result in an accurate estimate of 〈M s 〉, the converse is not true. In fact, tests of the KIVA sampling procedure show that it is possible to incur very large errors in estimating 〈N s 〉 and 〈R 3 〉, and still estimate 〈M s 〉 exactly! Table 1 gives a comparison of the estimates of spray statistics at initial time for the two approaches: 
Summary of the Two Initialization Procedures

