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ON THE 3-STATE MEALY AUTOMATA OVER AN m-SYMBOL
ALPHABET OF GROWTH ORDER
[
nlogn/2 logm
]
ILLYA I. REZNYKOV AND VITALIY I. SUSHCHANSKY
Abstract. We consider the sequence {Jm,m ≥ 2} of the 3-state Mealy au-
tomata over an m-symbol alphabet such that the growth function of Jm has
the intermediate growth order
[
nlogn/2 logm
]
. For each automaton Jm we
describe the automaton transformation monoid SJm , defined by it, provide
generating series for the growth functions, and consider primary properties of
SJm and Jm.
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2 I. REZNYKOV AND V. SUSHCHANSKY
1. Introduction
Objects of intermediate growth attract attention of researchers, especially after
the paper of Milnor [1], where he raised the question on the existence of groups of
intermediate growth. The first groups of intermediate growth were constructed by
Grigorchuk in 1984 [2] (see also [3]), and the first semigroup of intermediate growth
was constructed by Belyaev, Sesekin and Trofimov in 1977 [4] (see also [5]). As
the growth of Mealy automata is close related to the growth of automaton trans-
formation (semi)groups, defined by them, therefore the first example of the Mealy
automaton of intermediate growth, which is called the Grigorchuk’s automaton,
follows from results of [2]. Various Mealy automata of intermediate growth were
found in later years (see, for ex., [6,7]). But the properties of the growth of groups,
semigroups and Mealy automata are different in kind (see, for ex., [8, 9]).
In [10] Grigorchuk proves that there exists a lacuna in intermediate growth orders
of residually p-groups. He shows the following result (for definitions see Section 3):
Theorem 1.1 ([10]). Let G be an arbitrary finitely generated group that is residually
p-group for some prime p, and γG be the growth function of G. If γG ≺ exp (
√
n),
then it has polynomial growth.
Moreover, there exist groups of the growth order [exp (
√
n)], that is the lower
bound of intermediate growth orders of residually p-groups. Indeed,
Theorem 1.2 ([10]). For any prime p there exists a finitely generated p-group G,
that the following equality holds
γG ∼ exp
(√
n
)
.
On the other hand, a set of semigroup growth orders doesn’t have such lacuna.
In [5] Lavrik-Ma¨nnlin considers the growth of two semigroups Q and S that were
introduced in [11] and [4], respectively. She proves that the growth function of the
semigroup S is equivalent to exp (
√
n), and the growth function γQ of Q satisfies
the following equality
γQ ∼ exp
(√
n
logn
)
,
whence the growth order of γQ is strictly less than [exp (
√
n)].
The Mealy automata of intermediate growth are actively studied, too. As the
group of automaton transformations defined by a Mealy automaton is residually
finite, then it follows from Theorem 1.1 that invertible Mealy automata have a
similar growth property:
Theorem 1.3 ([12]). Let A be an invertible Mealy automaton over the alphabet
{0, 1, . . . , p− 1} (p is a prime number), where, for any state q, the output function
λ(·, q) is a power of the cyclic permutation (0, 1, . . . , p− 1). If the growth order
of A is strictly less than [exp (
√
n)] then SA contains a nilpotent subsemigroup of
finite index, and A has polynomial growth.
Hence, the growth order of an arbitrary invertible automaton of intermediate
growth is greater or equal to [exp (
√
n)]. But there are no examples of invertible
Mealy automata of the intermediate growth order [exp (
√
n)].
Simultaneously growth of initial Mealy automata is considered, and it produces
interesting growth orders. For example, in [12] the growth function of “the adding
machine” as the initial Mealy automaton is considered, and there is proved that
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it has the logarithmic growth order [logm n]. But the question on the existence
(non-initial) Mealy automata with logarithmic growth is still open [12].
There are many interesting examples of the growth among all (invertible and non-
invertible) non-initial Mealy automata. Let us denote the set of all n-state Mealy
automata over the m-symbol alphabet by the symbol An×m. We have created the
programming system (see [13]) and have already modelled many automata, among
them all automata from the sets A2×2, A3×2, A2×3, and A2×4. Analyzing these
data, we have found automata with new intermediate growth orders.
The smallest Mealy automaton I2 of intermediate growth was found in the set
A2×2 (see [7]). It is proved in [7] that the growth order of the growth function γI2
satisfies the following inequalities[
exp
(
4
√
n
)] ≤ [γI2 ] ≤ [exp (√n)].
In collaboration with Bartholdi [14] we show the sharp asymptotic of γI2 , and prove
that the following equality holds
[γI2 ] =
[
exp
(√
n
)]
.
The question on the existence of Mealy automaton of intermediate growth such
that its growth function has the growth order that is less than [exp (
√
n)], was
raised. Basing on the results of calculated experiments, we set up the hypothesis
that intermediate growth orders of Mealy automata fill a lacuna between polynomial
and exponential growth orders. Moreover, there exist Mealy automata with growth
orders between polynomial growth orders of integral degrees.
In the paper we consider the sequence {Jm,m ≥ 2} of the 3-state Mealy automata
over an m-symbol alphabet (see Figure 1) such that the growth function of Jm,
m ≥ 2, has the intermediate growth order
[
n
logn
2 logm
]
. These automata substantiate
the first part of our hypothesis. Every automaton Jm is an example of Mealy
automaton such that the growth order of its growth function is less than [exp (
√
n)].
J2 is introduced in [9] in conjecture with composite growth functions.
The paper has the following structure. The main results are formulated in Sec-
tion 2, which includes three subsections. The automaton transformation monoid
SJm , defined by Jm, and its relations are considered in Subsection 2.1. The prop-
erties of the growth of SJm and Jm are described in Subsection 2.2. There are
constructed the generating series, shown sharp asymptotics, and proved interesting
arithmetic properties. Subsection 2.3 is devoted to the properties of sequences, that
are defined by the sequence {Jm,m ≥ 2}. Preliminaries are listed in Section 3. The
results listed in the subsections of Section 2 are proved in Section 4, Section 5 and
Section 6, respectively. Finally, in Section 7 we consider the Mealy automaton with
the “similar” numerical properties and discuss the sequel investigations.
2. Main results
Let Jm, m ≥ 2, be the 3-state Mealy automaton over the m-symbol alphabet
such that its Moore diagram is shown on Figure 1. Let us denote the semigroup
defined by Jm by the symbol SJm , and the growth functions of Jm and SJm by the
symbols γJm and γSJm , respectively.
2.1. Semigroup SJm . Let m ≥ 2 be a fixed integer. The following theorem holds:
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Figure 1. The automaton Jm
Theorem 2.1. The semigroup SJm is a monoid, and has the following presentation:
SJm =
〈
e, f0, f1 RA(k, p), RB(k), k ≥ 0, p = 1, 2, . . . ,m− 1
〉
,
where the relations RA(k, p) and RB(k) are defined by the following equalities
f0f
pmk−1
1 · f0fm
k−1
1 f0 . . . f
m2−1
1 f0f
m−1
1 f0
= f0f
mk−1
1 f0 . . . f
m2−1
1 f0f
m−1
1 f0,
and
f0f
mk−1
1 · fm
k+1
1 f0f
mk−1
1 f0 . . . f
m2−1
1 f0f
m−1
1 f0
= fm
k+1
1 f0f
mk−1
1 f0 . . . f
m2−1
1 f0f
m−1
1 f0,
where k ≥ 0, p ≥ 1, respectively.
The monoid SJm is infinitely presented, and the word problem may be solved in
no more than quadratic time.
Corollary 2.2. The relations
f0f
mkpk+2−1
1 · fm
k+1pk+1
1 f0f
mkpk−1
1 f0f
mk−1pk−1−1
1 f0 . . . f
mp1−1
1 f0
= f
mk+1pk+1
1 f0f
mkpk−1
1 f0f
mk−1pk−1−1
1 f0 . . . f
mp1−1
1 f0,
where k ≥ 0, 1 ≤ pk+2 ≤ m− 1, pk+1 ≥ 0, pi ≥ 1, i = 1, 2, . . . , k, form the
rewriting system of SJm .
2.2. Growth of Jm and SJm . Let us denote the growth series
∑
n≥0
γJm(n)X
n of
the automaton Jm and the growth series
∑
n≥0
γSJm (n)X
n of the monoid SJm by the
symbols ΓJm(X) and ΓSJm (X), respectively.
Theorem 2.3. The growth series ΓJm and ΓSJm coincide and admit the description
ΓJm(X) =
1
(1−X)2
(
1 +
X
1−X
(
1 +
Xm
1−Xm
(
1 +
Xm
2
1−Xm2 ·
·
(
1 +
Xm
3
1−Xm3
(
1 +
Xm
4
1−Xm4 (1 + . . .)
)))))
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Corollary 2.4. The word growth series ∆SJm (X) =
∑
n≥0
δSJm (n)X
n of SJm is
defined by the following equality
∆SJm (X) =
1
1−X
(
1 +
X
1−X
(
1 +
Xm
1−Xm
(
1 +
Xm
2
1−Xm2 ·
·
(
1 +
Xm
3
1−Xm3
(
1 +
Xm
4
1−Xm4 (1 + . . .)
)))))
Let γ be an arbitrary function, and let us denote the i-th finite difference of γ
by the symbols γ(i), i ≥ 1, i.e.
γ(1)(n) = γ(n)− γ(n− 1),
γ(i)(n) = γ(i−1)(n)− γ(i−1)(n− 1),
where i ≥ 2, n ≥ i+ 1. Clearly the first difference of γSJm equals δSJm . The
arithmetic properties of γJm and δSJm are formulated in the following corollary:
Corollary 2.5. (1) The word growth function δSJm satisfies the following
equality
(2.1) δSJm (n+ 1)− δSJm (n) = δSJm
([ n
m
])
, n ≥ 0.
(2) The functions γJm and δSJm satisfy the following equality
γJm(n) =
1
m
(
δSJm (m(n+ 1))− 1
)
, n ≥ 0.
(3) Let us assume γ
(2)
Jm
(1) = γ
(2)
Jm
(2) = 1. The value γ
(2)
Jm
(n), n ≥ 1, is equal
to the number of partitions of n into “sequential” powers of m, i.e. to the
cardinality of the following set{
p0, p1, . . . , pk k ≥ 0,
k∑
i=0
pim
i = n, pi ≥ 1, i = 0, 1, . . . , k
}
.
The following theorem and corollary describe the asymptotics and the growth
orders of the functions γJm and γSJm .
Theorem 2.6. The growth functions have the following sharp estimates:
δSJm (n) ∼ n
logn
2 logm ;
γJm(n) = γSJm (n) ∼
1
m
(m(n+ 1))
log(m(n+1))
2 logm .
Corollary 2.7. The growth orders of γJm and γSJm coincide, and are equal to
[γJm ] =
[
γSJm
]
=
[
n
log n
2 logm
]
.
2.3. The properties of {Jm,m ≥ 2}. The sequence {Jm,m ≥ 2} arrive in natural
way at three sequences: of the growth functions {γJm ,m ≥ 2}, of the growth orders
{[γJm ],m ≥ 2}, and of the automaton transformation semigroups {SJm ,m ≥ 2}.
The following theorem characterizes boundary behavior of two of these sequences.
Theorem 2.8. (1) The sequence of the growth orders {[γJm ],m ≥ 2} is a de-
creasing monotonic sequence.
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Figure 2. The automaton J ′
(2) The sequence of the growth functions {γJm ,m ≥ 2} tends pointwisely to the
function (n+ 1)(n+ 2)/2 at m→ +∞.
(3) Let J ′ be the automaton shown on Figure 2. J ′ is similar (in the sense of
Definition 3.10) to a pointwise limit of the sequence {Jm,m ≥ 2}, and it
defines the monoid
SJ′ =
〈
e, f0, f1 f0f
p
1 f0 = f0, p ≥ 0, f0fp1 = f0f1, p ≥ 1
〉
with the growth function γSJ′ (n) = 3n, n ≥ 1.
Moreover, the growth function of a pointwise limit of automaton sequence
doesn’t coincide with a pointwise limit of growth function sequence.
The Item 3 of this theorem follows from referee’s notes.
3. Preliminaries
By N we mean the set of non-negative integers N = {0, 1, 2, . . .}.
We denote the remainder of a non-negative integer p modulo m by the symbol
[[p]]m, and denote the integral part of a real number r by the symbol [r]. Obviously
for any positive integers p,m the following equality holds p = m
[
p
m
]
+ [[p]]m.
3.1. Growth functions. Let us consider the set of positive functions of a natural
argument γ : N→ N; in the sequel such functions are called growth functions. Let
γ1 : N→ N and γ2 : N→ N be arbitrary growth functions.
Definition 3.1. The function γ1 has no greater growth order (notation γ1  γ2)
than the function γ2, if there exist numbers C1, C2, N0 ∈ N such that
γ1(n) ≤ C1γ2(C2n)
for any n ≥ N0.
Definition 3.2. The growth functions γ1 and γ2 are equivalent or have the same
growth order (notation γ1 ∼ γ2), if the following inequalities hold:
γ1  γ2 and γ2  γ1.
Definition 3.3. The growth function γ1 has less growth order (notation γ1 ≺ γ2)
than the function γ2, if γ1  γ2 but γ2 ≁ γ1.
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The relation ∼ on the set of growth functions is an equivalence relation. The
equivalence class of the function γ is called the growth order and is denoted by
the symbol [γ]. The relation  (≺) induces an order relation, denoted ≤ (<), on
equivalence classes. The growth order [γ] is called
(1) exponential, if [γ] = [en];
(2) intermediate, if
[
nd
]
< [γ] < [en] for any d > 0;
(3) polynomial, if [γ] =
[
nd
]
for some d > 0.
The following proposition allows to compare growth orders.
Proposition 3.4 ([15]). Let γ1, γ2 be arbitrary monotone non-decreasing growth
functions. If there exist h, a > 0 and b, c ≥ 0 such that the following equality
γ1(n) = hγ2(an+ b) + c
holds for all n ≥ N > 0, then [γ1] = [γ2].
3.2. Mealy automata. Let Xm be the m-symbol alphabet {x0, x1, . . . , xm−1},
m ≥ 2. We denote the set of all finite words over Xm, including the empty word ε,
by the symbol X∗m, and denote the set of all infinite (to right) words by X
ω
m.
Let A = (Xm, Qn, π, λ) be a non-initial Mealy automaton [16] with the finite
set of states Qn = {f0, f1, . . . , fn−1}; input and output alphabets are the same and
are equal to Xm; π : Xm × Qn → Qn and λ : Xm × Qn → Xm are its transition
and output functions, respectively. The function λ can be extended in a natural
way to a mapping λ : X∗m ×Qn → X∗m, and then correctly extended to a mapping
λ : Xωm ×Qn → Xωm (see, for ex., [17]).
An arbitrary Mealy automaton A can be described by the Moore diagram. The
set of vertices coincides with the set of states. The edge from the state f to the
state g labelled by the label xi, xj denotes that π(xi, f) = g and λ(xi, f) = xj . If
there are several edges from f to g then we write a unique edge and join labels.
Definition 3.5. For any state f ∈ Qn the transformation fA : Xωm → Xωm defined
by the equality
fA(u) = λ(u, f),
where u ∈ Xωm, is called the automaton transformation defined by A at the state
f .
Definition 3.6 ([18]). Let f : Xωm → Xωm be an arbitrary automaton transfor-
mation, and u ∈ X∗m. The automaton transformation f |u : Xωm → Xωm, defined
by
f(uw) = v · f |u (w),
where w ∈ Xωm and v is the beginning of f(uw) of length |u|, is called the restriction
of f at the word u.
The restrictions of the automaton transformation are characterized by the fol-
lowing proposition.
Proposition 3.7 ([18]). Let f be an automaton transformation, defined by the au-
tomaton A at the state f , u ∈ X∗m be an arbitrary finite word. Then the restriction
f |u is equal to the transformation defined by A at the state π(u, f).
Let f be an arbitrary state. Interpreting an automaton transformation as an
endomorphism of the rooted m-regular tree (see, for ex., [12]), the image of the
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word u = u0u1u2 · · · ∈ Xωm under the action of fA can be written in the following
way:
fA(u0u1u2 . . .) = λ(u0, f) · gA(u1u2 . . .) = σf (u0) · gA(u1u2 . . .),
where g = π(u0, f) and
σf =
(
x0 x1 . . . xm−1
λ(x0, f) λ(x1, f) . . . λ(xm−1, f)
)
It means that fA acts on the first symbol of u by the transformation σf over
Xm, and acts on the remainder of u without its first symbol by the automaton
transformation π(u0, f)A . Therefore the transformations defined by A have the
following decomposition:
fi = (π(x0, fi), π(x1, fi), . . . , π(xm−1, fi))σfi ,
where i = 0, 1, . . . , n− 1. The Mealy automaton A = (Xm, Qn, π, λ) defines the set
FA = {f0, f1, . . . , fn−1}
of automaton transformations overXωm. The Mealy automaton A is called invertible
if all transformations from the set FA are bijections. It is easy to show that A is
invertible iff the transformation σf is a permutation of Xm for each state f ∈ Qn.
Definition 3.8 ([17]). The Mealy automata Ai = (Xm, Qni , πi, λi) for i = 1, 2 are
called equivalent if FA1 = FA2 .
Proposition 3.9 ([17]). Each class of equivalent Mealy automata over the alphabet
Xm contains, up to isomorphism, a unique automaton that is minimal with respect
to the number of states (such an automaton is called reduced).
The minimal automaton can be found using the standard algorithm of minimiza-
tion.
Definition 3.10. The Mealy automata Ai = (Xm, Qn, πi, λi) for i = 1, 2 are called
similar if there exist permutations ξ ∈ Sym(Xm) and θ ∈ Sym(Qn) such that
θπ1(x, f) = π2(ξx, θf ), ξλ1(x, f) = λ2(ξx, θf )
for all x ∈ Xm and f ∈ Qn.
Definition 3.11 ([19]). For i = 1, 2 let Ai = (Xm, Qni , πi, λi) be arbitrary Mealy
automata. The automaton A = (Xm, Qn1 ×Qn2 , π, λ) such that its transition and
output functions are defined by the following equalities
π(x, (f, g)) = (π1(λ2(x, g), f), π2(x, g)),
λ(x, (f, g)) = λ1(λ2(x, g), f),
where x ∈ Xm and (f, g) ∈ Qn1 ×Qn2 , is called the product of A1 and A2.
We apply the automaton transformations in right to left order, that is for arbi-
trary automaton transformations f, g and for all u ∈ Xωm the equality f · g(u) =
f(g(u)) holds.
Proposition 3.12 ([19]). For any states f ∈ Qn1 and g ∈ Qn2 and an arbitrary
word u ∈ X∗m the following equality holds:
(f, g)A1×A2(u) = fA1(gA2(u)).
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It follows from Proposition 3.12 that for the transformations fA1 and gA2 the
decomposition of the product (f, g)A1×A2 is defined by:
(f, g)A1×A2 = fA1 · gA2 = (h0, h1, . . . , hm−1)σf,A1σg,A2 ,
where the transformation hi = π1(σg,A2(xi), f)A1 ·π2(xi, g)A2 for i = 0, 1, . . . ,m− 1.
The power An is defined for any automaton A and any positive integer n. Let
us denote A(n) the minimal Mealy automaton equivalent to An. It follows from
Definition 3.11 that
∣∣QA(n) ∣∣ ≤ |QA |n. In addition, let A0 be the 1-state automa-
ton over an m-symbol alphabet such that σf0 is the identical permutation if the
semigroup SA is a monoid; and A
0 be the 0-state Mealy automaton otherwise.
Definition 3.13 ([20]). The function γA of a natural argument, defined by
γA(n) =
∣∣QA(n)∣∣ ,
where n ∈ N, is called the growth function of the Mealy automaton A.
It is often convenient to encode the growth function in a generating series:
Definition 3.14. Let A be an arbitrary Mealy automaton. The growth series of
A is the formal power series
ΓA(X) =
∑
n≥0
γA(n)X
n.
3.3. Semigroups. The necessary definitions concerning semigroups may be found
in [21]. Let S be a semigroup with the finite set of generatorsG = {s0, s1, . . . , sk−1}.
The length of a semigroup element s is defined as a distance at the semigroup graph
from the identity in a natural metrics, that is
ℓ(s) = min
l
{
s = si1si2si3 . . . sil sij ∈ G, 1 ≤ j ≤ l
}
.
Obviously for any s ∈ S the inequality ℓ(s) > 0 holds; and let ℓ(e) = 0 when S is a
monoid. The normal form of a semigroup word is the equivalent semigroup word
of minimal length.
Rewriting system for a semigroup is a set of equations (rules) of the form v = w.
A semigroup word is reduced if it doesn’t contain occurrence of the left-hand side of
a rule. The rewriting system is complete if the set of reduced words is in bijection
with the semigroup.
We will use several different growth functions of a semigroup. These functions
are close related with each other but they demonstrate different properties in the
case of semigroups.
Definition 3.15. The function γS of a natural argument n ∈ N defined by
γS(n) =
∣∣{ s ∈ S ℓ(s) ≤ n }∣∣
is called the growth function of S relative to the system G of generators.
Definition 3.16. The function
⌢
γS of a natural argument n ∈ N defined by
⌢
γS(n) =
∣∣{ s ∈ S s = si1si2 . . . sin , sij ∈ G, 1 ≤ j ≤ n }∣∣
is called the spherical growth function of S relative to the system G of generators.
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Definition 3.17. The function δS of a natural argument n ∈ N defined by
δS(n) =
∣∣{ s ∈ S ℓ(s) = n }∣∣
is called the word growth function of S relative to the system G of generators.
The following proposition is well-known (see, for ex., [22]):
Proposition 3.18. Let S be an arbitrary finitely generated semigroup, and let G1
and G2 be systems of generators of S. Let us denote the growth function of S relative
to the set Gi of generators by the symbol γSi , for i = 1, 2. Then [γS1 ] = [γS2 ].
From Definitions 3.15, 3.16 and 3.17 follows that the inequalities hold
(3.1) δS(n) ≤ ⌢γS(n) ≤ γS(n) =
n∑
i=0
δS(i), n ∈ N.
Proposition 3.19. Let S be an arbitrary finitely generated monoid. Then
[δS ] ≤
[
⌢
γS
]
= [γS ].
If the system G of generators includes the identity, then for all n ∈ N the equality
⌢
γS(n) = γS(n)
holds, where the growth functions are considered relatively to the set G.
The growth function of a semigroup can be encode in a generating series, too:
Definition 3.20. Let S be a semigroup generated by a finite set G. The growth
series of S is the formal power series
ΓS(X) =
∑
n≥0
γS(n)X
n.
The power series ∆S(X) =
∑
n≥0
δS(n)X
n can also be introduced; we then have
∆S(X) = (1−X)ΓS(X). The series ∆S is called the word growth series of the
semigroup S.
Definition 3.21. Let A = (Xm, Qn, π, λ) be a Mealy automaton. A semigroup
SA = sg (f0, f1, . . . , fn−1)
is called the automaton transformation semigroup defined by A.
Let A be a Mealy automaton, let SA be the semigroup defined by A, and let us
denote the growth function and the spherical growth function of SA by the symbols
γSA and
⌢
γSA , respectively. From Definition 3.21 we have
Proposition 3.22 ([20]). For any n ∈ N the value γA(n) is equal to the number of
those elements of SA that can be presented as a product of length n in the generators
{f0, f1, . . . , fn−1}, i.e.
γA(n) =
⌢
γSA (n), n ∈ N.
Proposition 3.23. Let Ai, i = 1, 2, be arbitrary similar automata. Then SA1 and
SA2 are isomorphic semigroups, and γA1(n) = γA2(n) for all n ≥ 0.
From this proposition and (3.1) follows that γA(n) ≤ γSA (n) for any n ∈ N.
Moreover, Mealy automata of polynomial growth such that the equality [γA ] <[
γSA
]
holds are considered in [23].
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4. Semigroup SJm
Let us fix m ≥ 2 in this section.
4.1. Semigroup relations. Let αi : Xm → Xm, i = 0, 1, . . . ,m− 1, be the trans-
formation such that αi(x) = xi for all x ∈ Xm. Let σ : Xm → Xm be the permuta-
tion such that σ(xi) = x(i+1) mod m for all i = 0, 1, . . . ,m− 1. Then αi and σ are
defined by the following equalities
αi =
(
x0 x1 . . . xm−1
xi xi . . . xi
)
, σ =
(
x0 x1 . . . xm−2 xm−1
x1 x2 . . . xm−1 x0
)
.
Using these equalities, the power of σ is defined by the following equality
σi =
(
x0 x1 . . . xm−2 xm−1
x[i]m x[i+1]m . . . x[i+m−2]m x[i+m−1]m
)
for all i ≥ 0. In addition, σi = σj if and only if i ≡ j mod m.
The automaton Jm obviously defines the identical automaton transformation at
the state e, and therefore SJm is a monoid. In the sequel, we assume f
0 = e for an
arbitrary automaton transformation f . Using these agreements, the decompositions
of the transformations f0 and f1 are defined by the following equalities
(4.1)
f0 = (e, e, . . . , e, f0)α0,
f1 = (e, e, . . . , e, f1)σ.
Let Zm = {0, 1, . . . ,m− 1} and let η : Zm → Xm be a natural bijection such
that η(i) = xi. The function η can be extended to a mapping of Z into the set of
infinite words, where each integer is considered as an m-adic number written from
left-to-right order and supplemented with infinite sequence of 0 or 1 depending on
a sign.
It follows from (4.1) that the action of f1 can be interpreted as the adding one
to the input number. Namely, for any p0 ≥ 0 and p1 we have
fp01 (η(p1)) = η(p0 + p1).
The action of the automaton transformation f0 can be described in the following
way. It follows from the Moore diagram of Jm that f0 replaces each symbol xm−1
till the first symbol y 6= xm−1 by x0, and then replaces y by x0. Let p and q be
arbitrary m-adic numbers:
p =
∑
n≥0
pnm
n, q =
∑
n≥0
qnm
n,
where pn, qn ∈ {0, 1, . . . ,m− 1}. Let &m be a binary operation such that
p&m q =
∑
n≥0
(pn · δpnqn)mn,
where δpnqn is a Kronecker symbol, δpnqn = 1 if pn = qn, and δpnqn = 0 otherwise.
Note that the operation &2 coincides with the bitwise “and” operation. Then for
any p the following equality holds
f0(η(p)) = η(p&m (p+ 1)).
The simple properties of f0 and f1 are described in the following lemmas.
Lemma 4.1. The relation f20 = f0 holds in SJm .
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Lemma 4.2. The transformation f1 is a bijection.
Lemma 4.3. For any p ≥ 0 the following equality holds
fp1 =
(
f
[ pm ]
1 , f
[p+1m ]
1 , . . . , f
[p+m−2m ]
1 , f
[p+m−1m ]
1
)
σp.
Proof. Let us prove Lemma 4.3 by induction on p. For p = 0 we have
f01 = e =
(
f
[ 0m ]
1 , f
[ 1m ]
1 , . . . , f
[m−1m ]
1
)
σ0,
and for p > 1 the equality follows from (4.1)
fp1 =
(
f
[ p−1m ]
1 , f
[ pm ]
1 , . . . , f
[ p+m−2m ]
1
)
σp−1 · (e, e, . . . , e, f1)σ
=
(
f
[ pm ]
1 , f
[ p+1m ]
1 , . . . , f
[ p+m−2m ]
1 , f
[ p−1m ]+1
1
)
σp. 
Using Lemma 4.3 and (4.1), for any i ≥ 1 and p ≥ 1 we have
fpm
i−1
1 =
(
fpm
i−1−1
1 , f
pmi−1
1 , f
pmi−1
1 , . . . , f
pmi−1
1
)
σm−1,
whence
fpm
i−1
1 f0 =
(
fpm
i−1−1
1 , f
pmi−1−1
1 , . . . , f
pmi−1−1
1 , f
pmi−1−1
1 f0
)
αm−1,
and
f0f
pmi−1
1 =
(
f0f
pmi−1−1
1 , f
pmi−1
1 , f
pmi−1
1 , . . . , f
pmi−1
1
)
α0.(4.2a)
Let us denote
vk = f0f
mk−1
1 f0f
mk−1−1
1 . . . f0f
m−1
1 f0,
where k ≥ 0 and v0 = f0. It follows from (4.2a) that the transformation vk for
k ≥ 1 has the following decomposition
f0f
mk−1
1 f0f
mk−1−1
1 . . . f0f
m2−1
1 f0f
m−1
1 f0 =
=
(
f0f
mk−1−1
1 f0f
mk−2−1
1 . . . f0f
m−1
1 · f0e · e,
. . .
f0f
mk−1−1
1 f0f
mk−2−1
1 . . . f0f
m−1
1 · f0e · e,
f0f
mk−1−1
1 f0f
mk−2−1
1 . . . f0f
m−1
1 · f0e · f0
)
α0,
whence
(4.2b) vk = (vk−1, vk−1, . . . , vk−1)α0, k ≥ 1.
Now we construct the irreducible system of semigroup relations.
Proposition 4.4. In the semigroup SJm the following relations hold:
(4.3) RA(k, p) : f0f
pmk−1
1 · f0fm
k−1
1 f0 . . . f
m2−1
1 f0f
m−1
1 f0
= f0f
mk−1
1 f0 . . . f
m2−1
1 f0f
m−1
1 f0,
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and
(4.4) RB(k) : f0f
mk−1
1 · fm
k+1
1 f0f
mk−1
1 f0 . . . f
m2−1
1 f0f
m−1
1 f0
= fm
k+1
1 f0f
mk−1
1 f0 . . . f
m2−1
1 f0f
m−1
1 f0,
where k ≥ 0, p = 1, 2, . . . ,m− 1.
Remark 4.5. Let us call the relations RA(k, p) and RB(k) as the relation of type
A of length k and the relation of type B of length k, respectively. In addition,
relations (4.3) and (4.4) can be written in the following way
RA(k, p) : f0f
pmk−1
1 · vk = vk; RB(k) : f0fm
k+mk+1−1
1 · vk = fm
k+1
1 · vk.
Proof. Let us prove the lemma by induction on k. For k = 0 the relations (4.3)
and (4.4) are written in the following way
RA(0, p) : f0f
p−1
1 f0 = f0; RB(0) : f0f
m
1 f0 = f
m
1 f0.
Let 1 ≤ p ≤ m− 1, and it follows from Lemma 4.3 that the equalities hold
f0f
p−1
1 f0 = (e, . . . , e, f0)α0 ·
(
f
[ p−1m ]
1 , . . . , f
[p−1m ]
1 , f
[ p−1m ]
1 f0
)
α[p−1]m
= (e, e, . . . , e, f0)α0 = f0,
because [[p− 1]]m = p − 1 < m− 1 and
[
p−1
m
]
= 0. Hence, the relation RA(0, p) is
true. The following equality holds
fm1 f0 = (f1, f1, . . . , f1)σ
0 · (e, e, . . . , e, f0)α0 = (f1, . . . , f1, f1f0)α0,
whence
f0f
m
1 f0 = (e, . . . , e, f0)α0 · (f1, . . . , f1, f1f0)α0 = fm1 f0,
and RB(0) holds.
Now let k ≥ 1. Using (4.2a) and (4.2b), decomposition of the left-hand part of
the relation of type A of length k is defined by the following equality
f0f
pmk−1
1 vk =
(
f0f
pmk−1−1
1 vk−1, f0f
pmk−1−1
1 vk−1, . . . , f0f
pmk−1−1
1 vk−1
)
α0
= (vk−1, vk−1, . . . , vk−1)α0 = vk,
and the last equality is true due to the induction hypothesis
RA(k − 1, p) : f0fpm
k−1−1
1 vk−1 = vk−1.
Hence, the relations RA(k, p) hold in SJm . Similarly, let us write the decomposition
of the left-hand part of the relation RB(k):
f0f
mk+mk+1−1
1 vk =
=
(
f0f
(m+1)mk−1−1
1 vk−1, f0f
(m+1)mk−1−1
1 vk−1, . . . , f0f
(m+1)mk−1−1
1 vk−1
)
α0
=
(
fm
k
1 vk−1, f
mk
1 vk−1, . . . , f
mk
1 vk−1
)
α0 = f
mk+1
1 vk,
where the equality of decompositions is substantiated by the induction hypothesis
for the relation RB(k − 1). 
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Proposition 4.6. In the semigroup SJm the relation
(4.5) f0f
mkpk+2−1
1 · fm
k+1pk+1
1 f0f
mkpk−1
1 f0f
mk−1pk−1−1
1 f0 . . . f
mp1−1
1 f0
= f
mk+1pk+1
1 f0f
mkpk−1
1 f0f
mk−1pk−1−1
1 f0 . . . f
mp1−1
1 f0,
where k ≥ 0, 1 ≤ pk+2 ≤ m− 1, pk+1 ≥ 0, pi ≥ 1, i = 1, 2, . . . , k, follows from the
set of relations
RA(k, p), k ≥ 0, p = 1, 2, . . . ,m− 1, RB(k), k ≥ 0.(4.6)
Remark 4.7. Let us denote the relation (4.5) for fixed values of k, p1, p2, . . . , pk+2 by
the symbol r (k, pk+2, pk+1, pk, . . . , p1), and we call k as “the length of this relation”.
In addition, the relations of type A and B can be written in the form (4.5), because
RA(k, p) = r (k, p, 0, 1, 1, . . . , 1) and RB(k) = r (k, 1, 1, 1, . . . , 1).
Proof. Let us prove the lemma by induction on k. For k = 0 the relation (4.5) is
defined by the following equality
f0f
p2−1
1 · fmp11 f0 = fmp11 f0,
where p1 ≥ 0, 1 ≤ p2 ≤ m− 1. Using the relation RB(0) : f0fm1 f0 = fm1 f0, for any
p ≥ 1 the following equalities hold
f0f
mp
1 f0 = f0f
m(p−1)
1 · f0fm1 f0 = . . . = f0fm1 f0 (fm1 f0)p−1
= fm1 · f0fm1 f0 (fm1 f0)p−2 = f2m1 f0 (fm1 f0)p−2 = . . . = fmp1 f0.
Using the equality f0f
mp1
1 f0 = f
mp1
1 f0 and the relation RA(0, p2) we have
f0f
p2+mp1−1
1 f0 = f0f
p2−1
1 f0f
mp1
1 f0 = f0f
mp1
1 f0 = f
mp1
1 f0,
whence the relation r (0, p2, p1) holds, and is output from the set (4.6).
Let k ≥ 1, and p1, p2, . . . , pk+2 be integers that fulfill the requirements of the
lemma. Any relation (4.5) of length (k − 1) is output from the set (4.6) by induction
hypothesis, and now we show that the relation (4.5) of length k is output from the
relations (4.6) and the relations (4.5) of length (k − 1).
Let pk+1 ≥ 0, pi ≥ 1, i = 1, 2, . . . , k, be arbitrary integers, and let us denote
wp = f
mk+1pk+1
1 f0f
mkpk−1
1 f0f
mk−1pk−1−1
1 f0 . . . f
mp1−1
1 f0. Below we prove that the
following equality holds
(4.7) wp = vk · wp.
Then the relation r (k, pk+2, pk+1, . . . , p1) immediately follows from the equality
(4.7) and RA(k, pk+2):
f0f
mkpk+2−1
1 · wp = f0fm
kpk+2−1
1 vk · wp = vk · wp = wp.
In order to prove (4.7) we show that for any pk ≥ 0, pi ≥ 1, i = 1, 2, . . . , k − 1,
the following equality holds
(4.8) fm
kpk
1 f0f
mk−1pk−1−1
1 f0f
mk−2pk−2−1
1 f0 . . . f
mp1−1
1 f0
= vk−1 · fm
kpk
1 f0f
mk−1pk−1−1
1 f0f
mk−2pk−2−1
1 f0 . . . f
mp1−1
1 f0,
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and then prove (4.7) by induction on pk+1. We have
fm
kpk
1 f0f
mk−1pk−1−1
1 f0f
mk−2pk−2−1
1 f0 . . . f
mp1−1
1 f0 =
= f0f
mk−1−1
1 · fm
k−1(mpk)
1 f0f
mk−2(mpk−1)−1
1 f0f
mk−3(mpk−2)−1
1 f0 . . .
f
m(mp2)−1
1 f0f
mp1−1
1 f0
= f0f
mk−1−1
1 f0f
mk−2−1
1 · f
mk−2(m2pk)
1 f0f
mk−3(m2pk−1)−1
1 f0 . . .
f
m(m2p3)−1
1 f0f
m2p2−1
1 f0f
mp1−1
1 f0
= . . .
= f0f
mk−1−1
1 f0f
mk−2−1
1 f0 . . . f
m−1
1 f0·
· fmkpk1 f0fm
k−1pk−1−1
1 f0f
mk−2pk−2−1
1 f0 . . . f
mp1−1
1 f0,
where each expansion of a semigroup word is substantiated by application of the
relation
r
(
k − i− 1, 1,mipk,mipk−1, . . . ,mipi+1
)
for i = 0, 1, . . . , k − 1.
Now we prove (4.7), and let pk+1 = 0. Applying (4.8), “reversed” relation
RA(k, 1) : vk = f0f
mk−1
1 vk and again the equality (4.8), the following equalities
hold
f0f
mkpk−1
1 f0f
mk−1pk−1−1
1 f0 . . . f
mp1−1
1 f0 =
= f0f
mk−1
1 · vk−1fm
k(pk−1)
1 f0f
mk−1pk−1−1
1 f0 . . . f
mp1−1
1 f0
= vk · fm
k(pk−1)
1 f0f
mk−1pk−1−1
1 f0 . . . f
mp1−1
1 f0
= f0f
mk−1
1 vk · fm
k(pk−1)
1 f0f
mk−1pk−1−1
1 f0 . . . f
mp1−1
1 f0
= f0f
mk−1
1 · f0fm
k−1(mpk)−1
1 f0f
mk−2(mpk−1)−1
1 f0 . . . f
m(mp2)−1
1 f0f
mp1−1
1 f0
= f0f
mk−1
1 · vk−1f0fm
kpk−1
1 f0f
mk−1pk−1−1
1 f0 . . . f
mp1−1
1 f0
= vk · f0fm
kpk−1
1 f0f
mk−1pk−1−1
1 f0 . . . f
mp1−1
1 f0.
Let pk+1 ≥ 1. The induction hypothesis is used for the adding vk, and the
relation RB(k) allows to add the word f0f
mk−1
1 . Then the word vk is cancelled,
and the equality (4.8) is applied. Thus, the following equalities hold
f
mk+1pk+1
1 f0f
mkpk−1
1 f0f
mk−1pk−1−1
1 f0 . . . f
mp1−1
1 f0 =
= fm
k+1
1 · vk · fm
k+1(pk+1−1)
1 f0f
mkpk−1
1 f0f
mk−1pk−1−1
1 f0 . . . f
mp1−1
1 f0
= f0f
mk−1
1 · fm
k+1
1 vk · fm
k+1(pk+1−1)
1 f0f
mkpk−1
1 f0 . . . f
mp1−1
1 f0
= f0f
mk−1
1 · fm
k+1pk+1
1 f0f
mkpk−1
1 f0f
mk−1pk−1−1
1 f0 . . . f
mp1−1
1 f0
= f0f
mk−1
1 · vk−1 · fm
k+1pk+1
1 f0f
mkpk−1
1 f0f
mk−1pk−1−1
1 f0 . . . f
mp1−1
1 f0
= vk · fm
k+1pk+1
1 f0f
mkpk−1
1 f0f
mk−1pk−1−1
1 f0 . . . f
mp1−1
1 f0.
The proposition is completely proved. 
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4.2. Reducing of semigroup words. The main result of this subsection is the
following proposition
Proposition 4.8. Each element s ∈ SJm can be reduced to the following form
(4.9) fpk1 f0f
mk−1pk−1−1
1 f0 . . . f
mipi−1
1 f0 . . . f
m2p2−1
1 f0f
mp1−1
1 f0f
p0
1
where k ≥ 0, p0 ≥ 0, pk ≥ 0, pi ≥ 1, i = 1, 2, . . . , k − 1. There exists the reducing
algorithm with complexity O (|s| logm |s|).
Remark 4.9. In further we call the form (4.9) as the (normal) form of length k.
It follows from Proposition 4.6 that any relation (4.5) cancels the beginning f0f
p
1
of a semigroup word for some p. Hence the reducing algorithm may run through
a semigroup word from the right-hand to the left-hand side, and it finishes when
reaches the beginning of s (or the most right symbol f0). In this subsection we
consider the reducing of a semigroup word written in special form, and then describe
the reducing algorithm. The proof of Proposition 4.8 bases on these results.
Let s be an arbitrary semigroup word such that
s = f0f
mk−1pk−1−1
1 f0f
mk−2pk−2−1
1 . . . f0f
mp1−1
1 f0f
p0
1 ,
where k ≥ 1, pi ≥ 1, i = 1, 2, . . . , k − 1, p0 ≥ 0, and let us consider the following
semigroup word
s′ = f0f
pk
1 s = f0f
pk
1 f0f
mk−1pk−1−1
1 f0f
mk−2pk−2−1
1 f0 . . . f
mp1−1
1 f0f
p0
1 ,
where pk ≥ 1. It follows from Proposition 4.6 that the relations (4.5) can be applied
to s′, if there exist the integers 0 ≤ i ≤ k − 1, and q0 ≥ 0, q1 ∈ {1, 2, . . . ,m− 1}
such that pk can be presented by the equality
(4.10) pk = m
iq1 +m
i+1q0 − 1.
Then the relation
r
(
i, q1, q0,m
k−1−ipk−1,m
k−1−ipk−2, . . . ,m
k−1−ipk−i
)
can be used in order to cancel the beginning f0f
miq1−1
1 of s
′. Clearly q0 and q1 are
unambiguously defined by pk.
Let p ≥ 1 be an arbitrary integer, and let us denote
t1(p) = max
{
j ≥ 0 mj p } ,
that is the maximal power of m such that p is divisible by mt1(p). Similarly, let
t2(p) is defined by the equality
t2(p) = p mod m
t1(p)+1.
Obviously for any p ≥ 1 the number t2(p)/mt1(p) is the positive integer such that
1 ≤ t2(p)
mt1(p)
< m.
Using these definitions, the integer p can be written as
p = mt1(p)
p
mt1(p)
= mt1(p)+1
[ p
mt1(p)+1
]
+mt1(p)
t2(p)
mt1(p)
.
If we assume
q0 =
[
pk + 1
mt1(pk+1)+1
]
and q1 =
t2(pk + 1)
mt1(pk+1)
,
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Algorithm 1: The Reducing Algorithm
Data: A semigroup word
s = fp2k1 f
p2k−1
0 f
p2k−2
1 . . . f
p1
0 f
p0
1 ,
where k ≥ 0, p0, p2k ≥ 0, pi ≥ 1, i = 1, 2, . . . , 2k − 1.
Result: A semigroup word s written in the form (4.9).
i ←− 0 ;1
j ←− 0 ;2
r ←− 0 ;3
for i ←− 1 to 2k − 1 do4
if i is odd then5
pi ←− 1 ;6
j←− j+ 1 ;7
r ←− 0 ;8
else9
if (pi + r) mod m
j = mj − 1 then10
pi ←− (pi + r) ;11
else12
The subword f
pi+1
0 f
pi
1 is canceled in s ;13
r←− pi + r − t2(pi + r + 1) + 1 ;14
i←− i+ 1 ;15
end16
end17
end18
then q0 ≥ 0 and 1 ≤ q1 ≤ m− 1, and these numbers satisfy the equality (4.10) for
i = t1(pk + 1). If t1(pk + 1) < k, then the relation
r
(
t1(pk + 1),
t2(pk + 1)
mt1(pk+1)
,
[
pk + 1
mt1(pk+1)+1
]
,mk−1−t1(pk+1)pk−1,
mk−1−t1(pk+1)pk−2, . . . ,m
k−1−t1(pk+1)pk−t1(pk+1)
)
allows to cancel the semigroup word
f0f
t2(pk+1)−1
1
at the beginning of s′. Hence, the element s is equivalent to the following element
s = f
mt1(pk+1)+1
[
pk+1
m
t1(pk+1)+1
]
1 f0f
mk−1pk−1−1
1 f0f
mk−2pk−2−1
1 . . . f0f
mp1−1
1 f0f
p0
1 .
Proof of Proposition 4.8. Let us consider Algorithm 1. We prove that it reduces
an arbitrary semigroup word s to the form (4.9).
The local variables are initialized at lines 1–1, and it is executed once. There i is
the index of exponent in the input word s, j is the index of exponent in reduced part
of the semigroup word, and r is a temporary variable, that is used for calculating
the values of exponents in the reduced word.
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The main loop at lines 1–1 moves along s from the right-hand side, and sequen-
tially reduces exponents at the symbol f1 to the form m
jqj − 1, where qj > 0 and
j varies over the values 0, 1, 2, . . .. If k = 0 and s = fp01 , then s is already of the
form (4.9). In this case the main loop is not executed. Otherwise, let us consider
the i-th iteration of the main loop, where the algorithm checks the value of pi.
If i is odd, then the lines 1–1 is executed. In this case pi is the exponent at the
symbol f0, and the subword f
pi−1
0 can be canceled by the applying the relation
f20 = f0. Therefore pi is assigned to 1, the algorithm starts “to collect” the next
exponent at f1 in the reduced word, and the loop moves to the next value of i.
If i is even, then pi is exponent at f1. At the line 1 the semigroup word s is
defined by the following equality
fp2k1 f
p2k−1
0 f
p2k−2
1 . . . f
pi+1
0 · fpi1 f r1 · f0f
mj−1p′j−1−1
1 . . . f0f
mp′1−1
1 f0f
p0
1 ,
where p′q ≥ 1, q = 1, 2, . . . , j − 1, and pi ≥ 1, r ≥ 0; and let us separate it into two
parts
s1 = f
p2k
1 f
p2k−1
0 f
p2k−2
1 . . . f
pi+1−1
0 ,
s2 = f0f
pi+r
1 · f0f
mj−1p′j−1−1
1 . . . f0f
mp′1−1
1 f0f
p0
1 .
If the equality pi+ r = m
jp′j − 1 holds for some p′j > 0, then s2 has already written
in the form (4.9). Then the line 1 is executed, and the algorithm continues on the
next exponent of s.
Otherwise, it follows from the speculations above that s2 is reducible. The
subword f0f
t2(pi+r+1)−1
1 is cancelled, and the subword f
pi+1−1
0 is cancelled due to
the relation f20 = f0. Therefore the algorithm cancels the subword f
pi+1
0 f
pi
1 at the
line 1, but increases r at the next line. Then the loop continues on the exponent
pi+2 at the next symbol f1.
The number of iterations of the main loop is equal to 2k − 1, where k is de-
fined by the input word. Clearly 2k ≤ |s|. Each iteration includes fixed number of
arithmetic and logical operations, and calculating of t2. As (pi + r + 1) < |s|, thus
the complexity of t2 (pi + r + 1) calculating is not greater than logm |s|. Therefore
there exists the positive integer c1 such that the complexity of one main loop itera-
tion doesn’t exceed c1+logm |s|, whence the total complexity of Algorithm 1 equals
O(|s| logm |s|). Obviously the real complexity depends on algorithm realization. 
4.3. Normal form. It follows from the previous subsection that each element can
be reduced to the form (4.9). The main result of this subsection is that two semi-
group elements written in different form (4.9) define different automaton transfor-
mations. Namely,
Proposition 4.10. Let s1, s2 be arbitrary elements of the semigroup SJm written
in the form (4.9):
s1 = f
pk
1 f0f
mk−1pk−1−1
1 f0 . . . f
m2p2−1
1 f0f
mp1−1
1 f0f
p0
1 ,
s2 = f
ql
1 f0f
ml−1ql−1−1
1 f0 . . . f
m2q2−1
1 f0f
mq1−1
1 f0f
q0
1 ,
where k ≥ 0, l ≥ 0, p0, pk ≥ 0, q0, ql ≥ 0, pi ≥ 1, i = 1, 2, . . . , k − 1, qj ≥ 1,
j = 1, 2, . . . , l − 1. Then s1 and s2 define the same automaton transformation over
Xωm if and only if they coincide graphically, that is
k = l, p0 = q0, p1 = q1, . . . , pk = ql.
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Before the proof we consider the restrictions of arbitrary semigroup element writ-
ten in the form (4.9). Let us introduce two functions r1, r2 : N→ {0, 1, . . . ,m− 1}
such that for any p ∈ N they are defined by the equalities
r1(p) = δm−1,[p]m =
{
0, if 0 ≤ [[p]]m ≤ m− 2,
1, if [[p]]m = m− 1;
r2(p) = m− 1− [[p]]m.
Clearly for any p ∈ N the inequality r1(p) 6= r2(p) holds.
Let s ∈ SJm be a semigroup element written in the form (4.9) of length k = 1:
s = fp11 f0f
p0
1 ,
where p0, p1 ≥ 0. It follows from Lemma 4.3 and (4.2a) that s has the following
decomposition
s =
(
fp1 , . . . , f
p
1 , f
[ p1m ]
1 f0f
[p0m ]
1 , f
p+1
1 , . . . , f
p+1
1
)
α[[p1]],
where p =
[
p1
m
]
+
[
p0
m
]
, whence
s|xr1(p0) = f
[p1m ]+[
p0
m ]+r1(p0)
1 ,(4.11a)
s|xr2(p0) = f
[p1m ]
1 f0f
[ p0m ]
1 ,(4.11b)
and for all 0 ≤ r ≤ m− 1, r 6= r2(p0), the equality hold
s|xr = f
[p1m ]+[
p0+r
m ]
1 .(4.11c)
All elements s|xr1(p0) , s|xr2(p0) , and s|xr are written in the form (4.9).
Now let s ∈ SJm be a semigroup element written in the form (4.9):
s = fpk1 f0f
mk−1pk−1−1
1 f0 . . . f
mipi−1
1 f0 . . . f
m2p2−1
1 f0f
mp1−1
1 f0f
p0
1 ,
where k > 1, p0 ≥ 0, pk ≥ 0, pi ≥ 1, i = 1, 2, . . . , k − 1. It follows from Lemma 4.3
and (4.2a) that s has the following decomposition
s =
(
f
[ pkm ]
1 f0f
mk−2pk−1−1
1 . . . f0f
mp2−1
1 f0f
p1−1
1 · f
[p0m ]
1 ,
. . .
f
[ pkm ]
1 f0f
mk−2pk−1−1
1 . . . f0f
mp2−1
1 f0f
p1−1
1 · f
[
p0+(m−2−[p0]m)
m
]
1 ,
f
[ pkm ]
1 f0f
mk−2pk−1−1
1 . . . f0f
mp2−1
1 f0f
p1−1
1 · f0f
[
p0+(m−1−[p0]m)
m
]
1 ,
f
[ pkm ]
1 f0f
mk−2pk−1−1
1 . . . f0f
mp2−1
1 f0f
p1−1
1 · f
[
p0+(m−[p0]m)
m
]
1 ,
. . . ,
f
[ pkm ]
1 f0f
mk−2pk−1−1
1 . . . f0f
mp2−1
1 f0f
p1−1
1 · f
[ p0+m−1m ]
1
)
α[[pk]].
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Hence, the restrictions of s are defined by the following equalities
s|xr1(p0) = f
[ pkm ]
1 f0f
mk−2pk−1−1
1 . . . f0f
mp2−1
1 f0f
p1−1+[ p0m ]+r1(p0)
1 ,(4.12a)
s|xr2(p0) = f
[ pkm ]
1 f0f
mk−2pk−1−1
1 . . . f0f
mp2−1
1 f0f
p1−1
1 f0f
[p0m ]
1 ,(4.12b)
and
s|xr = f
[ pkm ]
1 f0f
mk−2pk−1−1
1 . . . f0f
mp2−1
1 f0f
p1−1+[ p0+rm ]
1 ,(4.12c)
for any 0 ≤ r ≤ m− 1, r 6= r2(p0). The elements s|xr1(p0) and s|xr are already
written in the form (4.9) and are irreducible. On the other hand, the semigroup
word s|xr2(p0) may be reduced. If all integers p1, p2, . . . , pk−1 are divisible by m,
then s|xr2(p0) can be written in the form (4.9):
s|xr2(p0) = f
[pkm ]
1 f0f
mk−1[
pk−1
m ]−1
1 . . . f0f
m2[ p2m ]−1
1 f0f
m[ p1m ]−1
1 f0f
[ p0m ]
1 .
Otherwise, let i0, 1 ≤ i0 ≤ k − 1, be the minimal index such that pi0 is not divisible
by m. Then the element s|xr2(p0) is reduced to the following element
s|xr2(p0) = f
[ pkm ]
1 f0f
mk−2pk−1−1
1 . . . f0f
mi0+1pi0+2−1
1 f0f
mi0
(
pi0+1+
[ pi0
m
])
−1
1
· f0f
mi0−1
( pi0−1
m
)
−1
1 . . . f0f
m2( p2m )−1
1 f0f
m( p1m )−1
1 f0f
[ p0m ]
1 .
Proof of Proposition 4.10. Not restricting generality, let 0 ≤ k ≤ l. Let us assume
that the elements s1 and s2 define the same automaton transformation over X
ω
m.
Then for any u ∈ Xωm the equality holds
(4.13) s1(u) = s2(u),
whence for any v ∈ X∗m the restrictions of s1 and s2 coincide, i.e. for arbitrary
u ∈ Xωm the equality holds
s1|v (u) = s2|v (u).
We prove the proposition by induction on k.
Let k = 0, and s1 = f
p0
1 . If l > 0 then the transformation s2 includes f0 and is
not bijective. In the case l = 0 for input word u0 = η(0) = x
∗
0 we have
s1(u0) = f
p0
1 (u0) = η(p0),
s2(u0) = f
q0
1 (u0) = η(q0).
It follows from the assumption (4.13) that η(p0) = η(q0), and, consequently, p0 = q0.
Thus for k = 0 it follows from (4.13) that the requirements l = 0 and p0 = q0 should
be fulfilled.
Now let k ≥ 1, and there are two possible cases: [[p0]]m 6= [[q0]]m and [[p0]]m =
[[q0]]m.
1. Let [[p0]]m 6= [[q0]]m. It follows from (4.11c), (4.12c), (4.11b), and (4.12b) that
for the input word xr2(q0)u, u ∈ Xωm, the following equalities hold
s1
(
xr2(q0)u
)
= x[pk]m · s1|xr2(q0) (u),
s2
(
xr2(q0)u
)
= x[ql]m · s2|xr2(q0) (u),
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where
s1|xr2(q0) =


f
[p1m ]+
[
p0+r2(q0)
m
]
1 , if k = 1;
f
[pkm ]
1 f0f
mk−2pk−1−1
1 . . .
. . . f0f
mp2−1
1 f0f
p1−1+
[
p0+r2(q0)
m
]
1
, otherwise;
and
s2|xr2(q0) =

 f
[ q1m ]
1 f0f
[ q0m ]
1 , if l = 1;
f
[ qlm ]
1 f0f
ml−2ql−1−1
1 . . . f0f
mq2−1
1 f0f
q1−1
1 f0f
[ q0m ]
1 , otherwise.
The element s1|xr2(q0) is irreducible, and has the normal form of length (k − 1). By
induction hypothesis the element s2|xr2(q0) should have the normal form of length
(k − 1), but s2|xr2(q0) has the form (4.9) of length l or (l − 1). It follows from the
condition l ≥ k that l = k and s2|xr2(q0) is reducible.
In the case l = 1 the element s2|xr2(q0) is irreducible and has the normal form
of length 1 (> 0), so l > 1 and there exists the minimal index j0, 1 ≤ j0 ≤ k − 1,
such that qj0 is not divisible by m. The element s2|xr2(q0) is written in the following
form
s2|xr2(q0) = f
[ qkm ]
1 f0f
mk−2qk−1−1
1 . . . f0f
mj0+1qj0+2−1
1 f0f
mj0
(
qj0+1+
[ qj0
m
])
−1
1
· f0f
mj0−1
( qj0−1
m
)
−1
1 . . . f0f
m2( q2m )−1
1 f0f
m( q1m )−1
1 f0f
[ q0m ]
1 .
It follows from the assumption (4.13) that the following set of requirements should
be fulfilled
k = l > 1, [[pk]]m = [[qk]]m,
[pk
m
]
=
[qk
m
]
, pk−1 = qk−1, . . . , pj0+2 = qj0+2,
pj0+1 = qj0+1 +
[qj0
m
]
, pj0 =
qj0−1
m
, . . . , p2 =
q1
m
,
p1 − 1 +
[
p0 + r2(q0)
m
]
=
[q0
m
]
.
As the equality[
p0 + r2(q0)
m
]
=
[
m
[
p0
m
]
+ [[p0]]m +m− 1− [[q0]]m
m
]
=
[p0
m
]
+
{
0, [[p0]]m < [[q0]]m
1, [[p0]]m > [[q0]]m
holds, then the set of requirements can be written in the following way
(4.14)
k = l, pk = qk, pk−1 = qk−1, . . . , pj0+2 = qj0+2,
pj0+1 = qj0+1 +
[qj0
m
]
, pj0 =
qj0−1
m
, . . . , p2 =
q1
m
,
p1 =
[q0
m
]
−
[p0
m
]
+
{
1, [[p0]]m < [[q0]]m;
0, [[p0]]m > [[q0]]m.
Similar reasoning can be carried out for the input word xr2(p0), where the
elements s1 and s2 are rearranged. Hence, there exists the minimal index i0,
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1 ≤ i0 ≤ k − 1, such that pi0 is not divisible by m, and the following set of
requirements should be fulfilled
(4.15)
k = l, pk = qk, pk−1 = qk−1, . . . , pi0+2 = qi0+2,
pi0+1 +
[pi0
m
]
= qi0+1,
pi0−1
m
= qi0 , . . . ,
p1
m
= q2,
q1 =
[p0
m
]
−
[q0
m
]
+
{
0, [[p0]]m < [[q0]]m;
1, [[p0]]m > [[q0]]m.
Summarizing two last requirements of (4.14) and (4.15) we have the following equal-
ity:
p1 + q1 = 1.
This equality contradicts the requirements k = l > 1 and p1, q1 ≥ 1. Hence, the
contradiction with the assumption (4.13) is obtained.
2. Let [[p0]]m = [[q0]]m. It follows from (4.11a) and (4.12a) that for an arbitrary
word u ∈ Xωm the equalities hold
s1
(
xr1(p0)u
)
= x[pk]m · s1|xr1(p0) (u),
s2
(
xr1(p0)u
)
= x[ql]m · s2|xr1(p0) (u),
where
s1|xr1(p0) =


f
[ p1m ]+[
p0
m ]+r1(p0)
1 , if k = 1;
f
[pkm ]
1 f0f
mk−2pk−1−1
1 . . .
. . . f0f
mp2−1
1 f0f
p1−1+[ p0m ]+r1(p0)
1
, otherwise;
and
s2|xr1(p0) =

 f
[ q1m ]+[
q0
m ]+r1(p0)
1 , if l = 1;
f
[ qlm ]
1 f0f
ml−2ql−1−1
1 . . . f0f
mq2−1
1 f0f
q1−1+[ q0m ]+r1(p0)
1 , otherwise.
As s1|xr1(p0) and s2|xr1(p0) are written in the form (4.9) and their normal form has
length of (k − 1) and (l − 1), respectively, then these elements coincide graphically
by induction hypothesis. Using the assumptions (4.13), the values of parameters
fulfill the following equalities
k = l, [[pk]]m = [[ql]]m,
[p1
m
]
+
[p0
m
]
+ r1(p0) =
[q1
m
]
+
[q0
m
]
+ r1(p0),
if k = 1, and
k = l, [[pk]]m = [[ql]]m,
[pk
m
]
=
[ ql
m
]
, pk−1 = ql−1, . . . , p2 = q2,
p1 − 1 +
[p0
m
]
+ r1(p0) = q1 − 1 +
[q0
m
]
+ r1(p0),
otherwise. Adding the assumption [[p0]]m = [[q0]]m, the sets of requirements are
written in the following way
(4.16) k = l, p1 + p0 = q1 + q0,
if k = 1, and
(4.17) k = l, pk = ql, pk−1 = ql−1, . . . , p2 = q2,mp1 + p0 = mq1 + q0,
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otherwise. If p0 = q0, then it follows from (4.16) and (4.17) that the values of pi
and qi coincide for all i = 0, 1, . . . , k, and elements s1 and s2 have the same normal
form.
Now let us assume that p0 6= q0. As [[p0]]m = [[q0]]m, then r2(p0) = r2(q0) and it
follows from (4.13) that for any u ∈ Xωm the equality holds
x[pk]m · s1|xr2(p0) (u) = x[qk]m · s2|xr2(p0) (u),
where the elements s1|xr2(p0) and s2|xr2(p0) are defined by the equalities (4.11b)
or (4.12b) depending on k = 1 or k > 1.
Let k = 1. By the equality at the line above the elements
s1|xr2(p0) = f
[p1m ]
1 f0f
[p0m ]
1 and s2|xr2(p0) = f
[ q1m ]
1 f0f
[ q0m ]
1
coincide graphically if and only if the elements
s1 = f
p1
1 f0f
p0
1 and s2 = f
q1
1 f0f
q0
1
coincide graphically.
Let k > 1, and let all integers q1, p1, p2, . . . , pk−1 are divisible by m. Then
s1|xr2(p0) and s2|xr2(p0) can be written in the form (4.9):
s1|xr2(p0) = f
[ pkm ]
1 f0f
mk−1[
pk−1
m ]−1
1 . . . f0f
m2[ p2m ]−1
1 f0f
m[ p1m ]−1
1 f0f
[p0m ]
1 ,
s2|xr2(p0) = f
[ pkm ]
1 f0f
mk−1[
pk−1
m ]−1
1 . . . f0f
m2[ p2m ]−1
1 f0f
m[ q1m ]−1
1 f0f
[ q0m ]
1 .
Similarly in this case the elements s1|xr2(p0) and s2|xr2(p0) coincide graphically if
and only if the elements s1 and s2 coincide graphically.
Let t be the maximal positive integer such that
[[[
p0
mi
]]]
m
=
[[[
q0
mi
]]]
m
for all
i = 0, 1, . . . , t− 1, and in the case k > 1 all integers q1, p1, p2, . . . , pk−1 are divisible
by mt. As p0 6= q0 then t is a positive integer. Using the speculations above,
it follows from the assumption (4.13) that the following elements define the same
automaton transformations:
s3 = f
[ p1
mt
]
1 f0f
[ p0
mt
]
1 and s4 = f
[ q1
mt
]
1 f0f
[ q0
mt
]
1
if k = 1, and
s5 = f
[ pk
mt
]
1 f0f
mk−1[
pk−1
mt
]−1
1 . . . f0f
m2[ p2
mt
]−1
1 f0f
m[ p1
mt
]−1
1 f0f
[ p0
mt
]
1 ,
s6 = f
[ pk
mt
]
1 f0f
mk−1[
pk−1
mt
]−1
1 . . . f0f
m2[ p2
mt
]−1
1 f0f
m[ q1
mt
]−1
1 f0f
[ q0
mt
]
1 ,
if k > 1. In addition, the elements s1 and s2 coincide graphically if and only if s3
and s4 (s5 and s6, respectively) coincide graphically .
As t is maximal, then there are two possible cases:
(1)
[[[
p0
mt
]]]
m
6= [[[ q0mt ]]]m,
(2) k > 1,
[[[
p0
mt
]]]
m
=
[[[
q0
mt
]]]
m
, and one of q1, p1, p2, . . . , pk−1 is not divisible
by mt+1.
It follows from Item 1 that in the case
[[[
p0
mt
]]]
m
6= [[[ q0mt ]]]m the contradiction
with the assumption (4.13) follows from the equality s3 = s4 (or s5 = s6).
In the second case k > 1 and
[[[
p0
mt
]]]
m
=
[[[
q0
mt
]]]
m
. Let us consider the input
word v = xr2([ p0mt ])
. At least one of the elements s5|v and s6|v is reducible, and have
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Figure 3. The graphs Ei, i ≥ 0
normal form of length (k − 1). If another element is irreducible, the contradiction
with (4.13) follows from the induction hypothesis. Hence both elements s5|v and
s6|v are reducible. It follows from the note on (4.12b) that normal forms of these
elements end with f0f
[ p0
mt+1
]
1 and f0f
[ q0
mt+1
]
1 , respectively. Then it follows from the
induction hypothesis that the equality[ p0
mt+1
]
=
[ q0
mt+1
]
holds. Moreover, by assumptions, the equalities
[[[
p0
mi
]]]
m
=
[[[
q0
mi
]]]
m
hold for all
i = 0, 1, . . . , t, whence p0 = q0. Combined with the requirements (4.17), we have
the set of requirements
k = l, pk = ql, pk−1 = ql−1, . . . , p2 = q2, p1 = q1, p0 = q0,
i.e. the normal forms of s1 and s2 coincide graphically.
The proposition is completely proved. 
4.4. Cayley graph. In this subsection we construct the Cayley graph GSJm of the
semigroup SJm . SJm is a monoid, and the root of graph is the identity, that belongs
to the semigroup. As we apply automaton transformation from right to left, then
we will read the labels of path in the same order. For example, the edges labelled by
f1–f1–f0 denote the path f0f
2
1 . It follows from Proposition 4.8 and Proposition 4.10
that an arbitrary element s ∈ SJm can be unambiguously reduced to the form (4.9).
Hence any path without loops should define the semigroup element in normal form.
The graph GSJm consists of subgraphs Ei, i ≥ 0. An arbitrary path in GSJm
walks through groups of Ei, i = 0, 1, . . ., connected by edges labelled f0, and each
group consists of several copies of Ei, connected by edges labelled f1. The path,
defined by pi copies of Ei, corresponds to the subword f
mipi−1
1 in the semigroup
word written in the form (4.9).
The structure of the graphs Ei, i ≥ 0, is shown on Figure 3. The rightmost
and the leftmost arrows on the figure don’t belong to Ei and denote edges, that
enter and output from the graph Ei. The shaded circles before and after the graph
Ei denote the rightmost and the leftmost vertices of Ei. The graph E0 includes a
unique vertex, and does not have edges. The graph Ei+1 is constructed as m copies
of Ei, that are sequentially connected by edges labelled by f1, and the rightmost
vertex of each of the first (m− 1) graphs Ei is connected to the leftmost vertex of
the first graph Ei by the edge labelled by f0.
Lemma 4.11. For all i ≥ 0 the graph Ei includes mi − 1 edges labelled by the
symbol f1.
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Proof. We prove the lemma by induction on i. Clearly E0 includes 0 = m
0 − 1
edges labelled by the symbol f1. For i ≥ 0 the graph Ei includes
m
(
mi−1 − 1)︸ ︷︷ ︸
m copies of Ei−1
+ m− 1︸ ︷︷ ︸
edges between Ei−1s
= mi − 1
edges labelled by f1. The lemma is proved. 
Thus each graph Ei can be presented as a direct path with
(
mi − 1) edges
labelled by f1; and the edge labelled by f0 outputs from each vertex, excepting the
rightmost, and enters one of the previous vertices.
Lemma 4.12. Let i, p be arbitrary integers such that i > 0 and 0 ≤ p < mi − 1.
Then the path P = f0f
p
1 in the graph Ei that starts from the leftmost vertex, includes
the loop L = f0f
t2(p+1)−1
1 .
Proof. As p < mi − 1 then the path f0fp1 belongs to Ei and doesn’t include the
rightmost vertex of Ei. It follows from the note after Lemma 4.11 that an arbitrary
edge labelled by f0 forms a loop in the graph Ei.
We prove the second statement by induction on i. For i = 1 the path is f0f
p
1 ,
where 0 ≤ p < m− 1. Using definitions of t1 and t2, the following equalities hold
t1(p+ 1) = 0, t2(p+ 1) = p+ 1,
whence t2(p+ 1) − 1 = p. It follows from Figure 3 that P is a loop, and, conse-
quently, L = P = f0f
p
1 .
Let i > 1. The graph Ei consists of m copies of Ei−1, and there are two possible
cases for the edge labelled by f0: it is contained within one of Ei−1 or connects the
rightmost vertex of one of Ei−1 with the leftmost vertex of Ei.
Each Ei−1 includes
(
mi−1 − 1) edges labelled by f1, and in the first case the
equality
p = q ·mi−1 + r
holds for 0 ≤ q < m, 0 ≤ r < mi−1 − 1. Let P ′ = f0f r1 be the path that
starts from the leftmost vertex of (q + 1)-th copy of Ei−1. By induction hypothesis
L = f0f
t2(r+1)−1
1 . As (r + 1) < m
i−1 and (r + 1) is not divisible by mi−1, then
t1(p+ 1) = t1
(
q ·mi−1 + (r + 1)) = t1(r + 1) ≤ i− 2.
Therefore the equalities hold
t2(p+ 1) =
(
q ·mi−1 + (r + 1)) mod mt1(r+1)+1
= (r + 1) mod mt1(r+1)+1 = t2(r + 1).
Hence, the path P includes the loop L = f0f
t2(r+1)−1
1 = f0f
t2(p+1)−1
1 .
In the second case the path P is a loop. Similarly, the equality
p = q ·mi−1 + (mi−1 − 1)
holds for 0 ≤ q < m− 1. As p+ 1 = (q + 1)mi−1, we have
t1(p+ 1) = i− 1 and t2(p+ 1) = (q + 1)mi−1 = p+ 1.
Therefore L = f0f
t2(p+1)−1
1 = f0f
p
1 = P . 
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Figure 4. The graph GSJm
The Cayley graph GSJm is shown on Figure 4. The generator e gives loops
labelled by e on each vertex, and we don’t show these edges. The graph GSJm can
be conditionally separated into lines, where i-th line, i ≥ 0, consists of copies of Ei.
These graphs are connected by edges labelled by f1, and the edges labelled by f0
allow to pass to the next line. The leftmost vertex of zero line is the root of GSJm
and corresponds to the semigroup identity.
Proposition 4.13. Let P be an arbitrary path in GSJm such that it starts from the
root vertex, and let it denotes the semigroup word s. Then P includes the path P ′
without loops such that it denotes the semigroup element s′ written in the normal
form (4.9) and is equivalent to s.
Proof. At first, we show that the path P without loops denotes the semigroup
element written in the normal form (4.9). It follows from Lemma 4.12 and structure
of Ei that loops are created only by edges labelled by f0 that are located within Ei.
If P doesn’t include the edges labelled by f0, then it’s located at zero line of GSJm ,
and P denotes the semigroup word s = fp1 for some p ≥ 0. Clearly s is written in
the normal form.
Otherwise, let P ends at the k-th line of GSJm , k ≥ 1. Then all edges labelled
by f0, that belong to P , connect the lines of GSJm . Let the path P goes through pi
copies of Ei at i-th line, 0 ≤ i < k. It follows from Lemma 4.11 that the subpath of
P at i-th line denotes the semigroup word fpim
i−1
1 . Therefore, the path denotes the
semigroup word s = fpk1 f0f
mk−1pk−1−1
1 f0 . . . f
m2p2−1
1 f0f
mp1−1
1 f0f
p0
1 , where p0 ≥ 0,
pi ≥ 1, 1 ≤ i < k, and pk ≥ 0 is the count of edges of P at k-th line. Similarly, s is
written in the form (4.9).
Let s be an arbitrary word over the alphabet {f0, f1}:
s = fp2k1 f
p2k−1
0 f
p2k−2
1 . . . f
p1
0 f
p0
1 ,
where k ≥ 0, p0, p2k ≥ 0, pi ≥ 1, i = 1, 2, . . . , 2k − 1, and let us consider the path
P that denotes s. We show that sequential cancelling of loops in P coincide with
the executing of Algorithm 1. The variable j denotes the current line of GSJm ,
and r denotes the length of subpath at j-th line. As the leftmost vertex of i-th
line, i > 0, is located within Ei and has the loop labelled by f0, then this loop is
removed by operations at the lines 1–1 of the algorithm. The check at the line 1
means that subpath at j-th line reaches the rightmost vertex of Ei. It follows from
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Lemma 4.12 that actions of the lines 1–1 are realized by reduction of loops f0f
pi
1
inside of the graph Ei. Hence, P includes the path P
′ without loops, that denotes
the semigroup word s′ in the form (4.9) that is equivalent to s. 
4.5. Proof of Theorem 2.1.
Proof of Theorem 2.1. From Lemma 4.6 follows that in the semigroup SJm the
relations
r (k, pk+2, pk+1, pk, . . . , p1)
where k ≥ 0, 1 ≤ pk+2 ≤ m− 1, pk+1 ≥ 0, pi ≥ 1, i = 1, 2, . . . , k − 1, hold.
In Proposition 4.8 it is shown that, using these relations, each element can be
reduced to the form (4.9). On the other hand, it is proved in Proposition 4.10
that two semigroup elements written in the form (4.9) define the same automaton
transformation over the set Xωm if and only if they coincide graphically. Hence, the
form (4.9) is the normal form of elements of SJm , and each semigroup element can
be unambiguously reduced to the form (4.9).
The set of relations (4.5) is not minimal. It is proved in Proposition 4.4 and
Lemma 4.6 that in the semigroup SJm the relations (4.5) may be derived from the
set (4.6) of relations:
RA(k, p), k ≥ 0, p = 1, 2, . . . ,m− 1, RB(k), k ≥ 0.
The structure of the Cayley graph of the semigroup SJm is considered in Subsec-
tion 4.4. It follows from Figure 3 and Figure 4 that the edges, that realize the
reducing of semigroup words, belong to the graphs Ek, k ≥ 0. Each relation of type
A of length k substantiates the edge labelled by f0 that forms a loop in the graph
Ek+1. The relations of type B of length k allow to connect the graphs Ek+1 at the
(k + 1)-th line of the graph GSJm , one relation per line. Therefore, the set (4.6) is
minimal, that is no one relation follows from the others. Thus, the infinite set of re-
lations (4.6) is the system of defining relations, and the semigroup SJm is infinitely
presented.
The automaton transformation e is the identity, whence SJm is an infinitely
presented monoid.
To solve the word problem in SJm , it is necessary to reduce semigroup words
s1 and s2 to normal form (4.9), and then to check them for graphical equality.
From Proposition 4.8 follows that count of steps, required by both reductions, is
equivalent
O((|s1|+ |s1|) logm (|s1|+ |s1|)),
and the word problem is solved in no more than quadratic time. 
Proof of Corollary 2.2. It follows from Proposition 4.8 and Algorithm 1 that an
arbitrary semigroup element s can be reduced to the normal form (4.9) by applying
the relations (4.5). On the other hand, the element s is written in the normal form
if and only if it doesn’t include left part of any relation (4.5). Therefore, the set of
relations
r (k, pk+2, pk+1, pk, . . . , p1)
for all possible values k ≥ 0, 1 ≤ pk+2 ≤ m− 1, pk+1 ≥ 0, pi ≥ 1, i = 1, 2, . . . , k − 1,
is the rewriting system of the monoid SJm . It follows from Theorem 2.1 that
elements of the form (4.9) is in bijection with elements of SJm , whence this rewriting
system is complete. 
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5. Growth of Jm and SJm
We derive, in this section, the growth series of the semigroup SJm and the au-
tomaton Jm, as well as the asymptotics of the growth functions γSJm and γJm .
5.1. Growth series. Natural system of generators of the monoid SJm includes the
identity, and it follows from Proposition 3.19 that the equality holds
γJm(n) = γSJm (n), n ∈ N.
Obviously, it implies that ΓJm(X) = ΓSJm (X).
At first, we derive the growth series ∆SJm (X) for the word growth function
of SJm . It follows from Theorem 2.1 that each semigroup element s can be unam-
biguously reduced to the form (4.9). We arrange all semigroup elements by length
of their normal form, and the growth series that count elements of length l, l ≥ 0,
are listed in the following table:
l = 0 : fp01
1
1−X ;
l = 1 : fp11 f0f
p0
1︸ ︷︷ ︸
p0+1
1
1−X ·
X
1−X ;
l = 2 : fp21 f0f
mp1−1
1︸ ︷︷ ︸
mp1
f0f
p0
1︸ ︷︷ ︸
p0+1
1
1−X ·
X
1−X ·
Xm
1−Xm ;
. . . . . . . . .
l = k :
fpk1 f0f
mk−1pk−1−1
1︸ ︷︷ ︸
mk−1pk−1
. . .
f0f
m2p2−1
1︸ ︷︷ ︸
m2p2
f0f
mp1−1
1︸ ︷︷ ︸
mp1
f0f
p0
1︸ ︷︷ ︸
p0+1
1
1−X ·
k−1∏
i=0
Xm
i
1−Xmi ;
. . . . . . . . .
First column includes the length l of normal form, second— the set of the semigroup
elements in the form (4.9) of length l, and the corresponding growth series are listed
in third column. Let s be an arbitrary semigroup word in the form (4.9):
fpk1 f0f
mk−1pk−1−1
1 . . . f0f
mipi−1
1 . . . f0f
m2p2−1
1 f0f
mp1−1
1 f0f
p0
1
where k ≥ 0, p0 ≥ 0, pk ≥ 0, pi ≥ 1, i = 1, 2, . . . , k − 1. Every subword f0fm
ipi−1
1 ,
1 ≤ i ≤ k − 1, pi ≥ 1, has length mipi and is counted by the growth series
Xm
i
1−Xmi ;
The end f0f
p0
1 , p0 ≥ 0, has the length (p0 + 1) and is counted by the growth series
X
1−X , and the beginning f
pk
1 , pk ≥ 0, is counted by 11−X . Hence, the word growth
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series of SJm is
∆SJm (X) =
∑
k≥0
1
1−X
k−1∏
i=0
Xm
i
1−Xmi =
1
1−X
(
1 +
X
1−X
(
1 +
Xm
1−Xm ·(
1 +
Xm
2
1−Xm2
(
1 +
Xm
3
1−Xm3 (1 + . . .)
))))
,
that proves Corollary 2.4.
It follows from the note at the beginning of this subsection, that
ΓJm(X) = ΓSJm (X) =
1
1−X∆SJm (X) =
1
(1−X)2
(
1 +
X
1−X ·(
1 +
Xm
1−Xm
(
1 +
Xm
2
1−Xm2
(
1 +
Xm
3
1−Xm3 (1 + . . .)
))))
,
that completes the proof of Theorem 2.3.
Let us denote the series
1 +
X
1−X
(
1 +
Xm
1−Xm
(
1 +
Xm
2
1−Xm2
(
1 +
Xm
3
1−Xm3 (1 + . . .)
)))
by the symbol S(X), and the growth series are defined by the following equalities
∆SJm (X) =
1
1−XS(X), ΓJm(X) = ΓSJm (X) =
1
(1−X)2S(X).
5.2. Proof of Corollary 2.5. Let g : N→ N be an arbitrary function of a natural
argument, and G(X) =
∑
n≥0
g(n)Xn be its generating function. Then the following
equalities hold
(5.1a)
∑
n≥0
g(n+ 1)Xn =
∑
n≥1
g(n)Xn−1 =
1
X
(G(X)− g(0)) ,
and
(5.1b)
∑
n≥0
g
([ n
m
])
Xn =
∑
n≥0
g(n)
(
Xmn +Xmn+1 + . . .+Xmn+m−1
)
=
(
1 +X + . . .+Xm−1
)∑
n≥0
g(n)Xmn =
1−Xm
1−X G(X
m).
Let p be a positive integer, r = exp
(
2pii
p
)
be a primary p-th root of the identity.
Applying the method of power series multisection [24], for any 0 ≤ k < p the k-th
section of the series G(X) is defined by the equality
∑
n≥0
g(k + np)Xk+np =
1
p
p∑
j=1
rp−kjG
(
rjX
)
.
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Hence the generating series of g′(n) = g(mn), n ∈ N, is described by the following
equality
(5.1c)
∑
n≥0
g(mn)Xn =
1
m
m∑
j=1
rmG
(
rjX
1
m
)
=
1
m
m∑
j=1
G
(
rjX
1
m
)
,
where r = exp
(
2pii
m
)
.
Proof of Corollary 2.5. 1. Let us write the equality (2.1) in terms of generating
functions, and it’s enough to prove, that the equality
(5.2)
∑
n≥0
δSJm
([ n
m
])
Xn +
∑
n≥0
δSJm (n)X
n −
∑
n≥0
δSJm (n+ 1)X
n = 0
holds. It is proved in Theorem 2.3 that ∆SJm (X) =
∑
n≥0
δSJm (n)X
n = 11−XS(X),
whence the following equality holds
∆SJm (X
m) =
1
1−XmS(X
m)
=
1
1−Xm
(
1 +
Xm
1−Xm
(
1 +
Xm
2
1−Xm2
(
1 +
Xm
3
1−Xm3 (1 + . . .)
)))
=
1
1−Xm ·
1−X
X
· (S(X)− 1) .
Using the equalities (5.1a), (5.1b) and the equality at the line above, we have
1−Xm
1−X ∆SJm (X
m) + ∆SJm (X)−
1
X
(
∆SJm (X)− 1
)
=
1
X
(S(X)− 1) + 1
1−XS(X)
(
1− 1
X
)
+
1
X
= 0.
Hence, the equality (5.2) holds, and the statement of the item is true.
2. Similarly to the previous item, we prove that the following equality holds for
the power series
(5.3)
∑
n≥0
(mγJm(n) + 1)X
n =
∑
n≥0
δSJm (m(n+ 1))X
n.
The left-side series of (5.3) can be easily calculated:
∑
n≥0
(mγJm(n) + 1)X
n = m
∑
n≥0
γJm(n)X
n +
1
1−X =
m
(1−X)2S(X) +
1
1−X .
Let r be a primary m-th root of 1. Then the following equality holds
(
rjX
1
m
)mk
= rjm
k
X
1
mm
k
= Xm
k−1
,
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for any 1 ≤ j ≤ m, k ≥ 1, whence we have
∆SJm
(
rjX
1
m
)
=
1
1−
(
rjX
1
m
)S((rjX 1m)) = 1
1−
(
rjX
1
m
)
·

1 +
(
rjX
1
m
)
1−
(
rjX
1
m
) (1 + X
1−X
(
1 +
Xm
2
1−Xm2 (1 + . . .)
))
=
1
1−
(
rjX
1
m
) +
(
rjX
1
m
)
(
1−
(
rjX
1
m
))2S(X).
Let us consider two power series
A(X) =
∑
n≥0
Xn =
1
1−X ; B(X) =
∑
n≥0
nXn =
X
(1−X)2 .
It follows from (5.1c) that the following equalities hold
1
m
m∑
j=1

 1
1−
(
rjX
1
m
)

 = 1
m
m∑
j=1
A
(
rjX
1
m
)
=
∑
n≥0
a(nm)Xn =
1
1−X ,
and
1
m
m∑
j=1
(
rjX
1
m
)
(
1−
(
rjX
1
m
))2 = 1m
m∑
j=1
B
(
rjX
1
m
)
=
∑
n≥0
b(nm)Xn =
∑
n≥0
nmXn =
mX
(1−X)2 .
Applying the equality (5.1c) and the equalities proved above, we may write out the
growth series of the function δSJm (mn):
∑
n≥0
δSJm (mn)X
n =
1
m
m∑
j=1
∆SJm
(
rjX
1
m
)
=
1
m
m∑
j=1

 1
1−
(
rjX
1
m
)

+
+
1
m
m∑
j=1


(
rjX
1
m
)
(
1−
(
rjX
1
m
))2

S(X) = 1
1−X +
mX
(1−X)2S(X).
Using the equality at the line above and (5.1a), we have
∑
n≥0
δSJm (m (n+ 1))X
n =
1
X
(
1
1−X +
mX
(1−X)2S(X)− 1
)
=
1
1−X +
m
(1−X)2S(X).
Thus the left-hand and right-hand series of (5.3) coincide, and the equality (5.3) is
true, whence the statement of Item 2 is true.
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3. It follows from (3.1), that the second finite difference of γSJm is the first finite
difference of δSJm , i.e.
γ
(2)
SJm
(n) = δSJm (n)− δSJm (n− 1),
for all n ≥ 1, and let us assume γ(2)SJm (0) = 1. Let us denote the generating function
of the function γ
(2)
Jm
by the symbol Γ(2)(X). As γ
(2)
Jm
(0) = δSJm (0) = 1, then the
following equality holds
Γ(2)(X) = (1−X)∆SJm (X),
whence Γ(2) can be presented as infinite sum of finite products:
(5.4) Γ(2)(X) = 1 +
X
1−X
(
1 +
Xm
1−Xm
(
1 +
Xm
2
1−Xm2
·
(
1 +
Xm
3
1−Xm3 (1 + . . .)
)))
= 1 +
∑
k≥0
k∏
i=0
Xm
i
1−Xmi
Let us denote
k∏
i=0
Xm
i
1−Xmi =
∑
n≥0
Pk(n)X
n,
where k ≥ 0. Clearly for any k ≥ 0 the function Pk : N → N is the polynomial of
(k + 1) degree, Pk(0) = 0, and the value Pk(n), n ≥ 0, is equal to the number of
partitions of n into (k + 1) first powers of m, i.e.
(5.5) Pk(n) =
∣∣∣∣
{
p0, p1, . . . , pk
k∑
i=0
pim
i = n, pi ≥ 1, i = 0, 1, . . . , k
}∣∣∣∣
It follows from (5.4) and the definition of Pk that the following equalities hold
Γ(2)(X) = 1 +
∑
k≥0
k∏
i=0
Xm
i
1−Xmi = 1 +
∑
k≥0

∑
n≥0
Pk(n)X
n


= 1 +
∑
n≥1

∑
k≥0
Pk(n)

Xn = 1 +∑
n≥1
γ
(2)
Jm
(n)Xn,
whence for all n ≥ 1 we have
γ
(2)
Jm
(n) =
∑
k≥0
Pk(n).
It follows from (5.5), that the value γ
(2)
Jm
(n) is equal to the number of partitions of
n into “sequential” powers of m, that was required to be proved.
Corollary 2.5 is completely proved. 
5.3. Asymptotics. We quote the following result by Mahler [25]:
Theorem 5.1. Let f(z) be a real function of the real variable z ≥ 0 which in every
finite interval is bounded, but not necessarily continuous, and which satisfies the
equation
f(z + ω)− f(z)
ω
= f(qz).
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If, as z →∞, n is the integer for which
q−(n−1)n ≤ z < q−n(n+ 1),
then
f(z) = O
(
q
1
2n(n−1)zn
n!
)
.
This inequality can be improved to
f(z) =
q
1
2n(n−1)zn
n!
eo(1).
if f(z) is greater than a positive constant C for all sufficiently large z ≥ 0.
Proof of Theorem 2.6. Let us consider the function f : R+ → R, defined in the
following way
f(z) = δSJm ([z]).
It follows from Item 1 of Corollary 2.5 that f satisfies the conditions of Theorem 5.1
for q = 1m , ω = 1. It implies, that for all sufficiently large l the equality holds
δSJm (l) =
m−
1
2
n(n−1)ln
n!
eo(1),
where n is defined by the inequalities m(n−1)n ≤ l < mn(n+ 1).
It follows from (2.1) (see [25], and also [26]) that logarithm of the word growth
function admits the following asymptotics
log δSJm (n) ∼
(logn)
2
2 logm
,
whence
δSJm (n) ∼ exp
(
(logn)2
2 logm
)
∼ n logn2 logm .
It is proved in Corollary 2.5 that the equality γJm(n) = (1/m) δSJm (m(n+ 1))−1/m
holds for all n ≥ 0. Thus we have the sharp estimate
γJm(n) =
1
m
δSJm (m(n+ 1))−
1
m
∼ 1
m
(m(n+ 1))
log(m(n+1))
2 logm ,
with the ratios of left- to right-hand side tending to 1 as n→∞. As the functions
γJm and γSJm coincide then Theorem 2.6 is completely proved. 
Proof of Corollary 2.7. It follows from Theorem 2.6 that the equality holds
γJm(n) = γSJm (n) ∼
1
m
(m(n+ 1))
log(m(n+1))
2 logm ,
whence
[γJm ] =
[
γSJm
]
=
[
1
m
(m(n+ 1))
log(m(n+1))
2 logm
]
.
Two functions of a natural argument
γ1(n) = n
logn
2 logm , γ2(n) =
1
m
(m(n+ 1))
log(m(n+1))
2 logm .
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have the same growth orders, because they fulfilled the requirements of Proposi-
tion 3.4 for h = 1m , a = m, b = m, c = 0. Therefore the equalities hold
[γJm ] =
[
γSJm
]
=
[
1
m
(m(n+ 1))
log(m(n+1))
2 logm
]
=
[
n
logn
2 logm
]
,
and the statement of the corollary is true. 
6. The properties of {Jm,m ≥ 2}
Proof of Theorem 2.8. 1. It follows from Corollary 2.7 that for all m ≥ 2 the
equality holds
[γJm ] =
[
n
logn
2 logm
]
,
and therefore it’s enough to prove that the following inequality holds
(6.1)
[
n
logn
2 logm
]
>
[
n
logn
2 log(m+1)
]
, m ≥ 2.
Let us assume by contrary, that there exist positive numbers C1, C2, N0 ∈ N
such that
(6.2) n
logn
2 logm ≤ C1(C2n)
log (C2n)
2 log(m+1)
for any n ≥ N0. The functions at the left- and right-hand side are positively
defined non-decreasing functions, and the assumption (6.2) is true if and only if the
inequality
log
(
n
logn
2 logm
)
≤ log
(
C1(C2n)
log (C2n)
2 log(m+1)
)
holds. The left-hand side can be transformed in the following way:
log
(
C1(C2n)
log (C2n)
2 log(m+1)
)
= logC1 +
log2 (C2n)
2 log (m+ 1)
=
= logC1 +
1
2 log (m+ 1)
(
log2 n+ 2 logC2 logn+ log
2 C2
)
.
Hence the assumption (6.2) is true if and only if the following inequality holds
(6.3) log2 n
(
1
2 logm
− 1
2 log (m+ 1)
)
− logn
(
logC2
log (m+ 1)
)
− (logC1 + log2 C2) ≤ 0
for all n ≥ N0. As m ≥ 2 then the coefficient at log2 n satisfies the inequality
1
2 logm
− 1
2 log (m+ 1)
≥ 0,
and therefore there exists N1 ∈ N, N1 ≥ N0, such that the inequality (6.3) is
false for all n ≥ N1. Thus, we obtain the contradiction with the assumption (6.2),
whence the inequality (6.1) is true. Item 1 of Theorem 2.8 is proved.
2. Furthermore, we separate the defining relations of different semigroups SJm
by the upper index (m). Let us consider the set of relations
(6.4) {f0fp1 f0 = f0, p ≥ 0} .
For fixed p ≥ 0 the relation f0fp1 f0 = f0 is the relation RA(0, p+ 1), and it holds in
each semigroup SJm , where m ≥ p+ 2. On the other hand, the defining relations of
SJm that don’t belong to the set (6.4) can be applied to semigroup words of length
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greater than (m+ 2). Therefore the set (6.4) can be considered as “a pointwise
limit” of the sets of defining relations{
R
(m)
A (k, p), R
(m)
B (k)
}
,
where m ≥ 2, k ≥ 0, p = 1, 2, . . . ,m− 1, as m tends to +∞.
Let us consider the infinitely presented monoid
S =
〈
e, f0, f1 f0f
p
1 f0 = f0, p ≥ 0
〉
,
and we calculate its growth function γS . It follows from the speculations above
that γS is the pointwise limit for the growth function sequence
{
γSJm ,m ≥ 2
}
. It
is easy to check that an arbitrary element s ∈ S can be unambiguously reduced to
one of the following forms
fp01 , p0 ≥ 0,
fp01 f0f
p1
1 , p0, p1 ≥ 0.
The word growth function δS is defined by the following equality
δS(n) = 1︸︷︷︸
fn1
+ n︸︷︷︸
f
p0
1 f0f
n−1−p0
1
= n+ 1,
whence
γS(n) =
n∑
i=0
(n+ 1) =
(n+ 1) (n+ 2)
2
.
As SJm is a monoid for all m ≥ 2 then the sequence {γJm ,m ≥ 2} tends pointwisely
to the growth function γS as m→ +∞, that is equal to (n+1)(n+2)2 .
3. Let ξ be a cyclic permutation of Xm and θ be an identical permutation. Ap-
plying these permutation to Jm, we obtain the similar automaton J
′
m such that its
automaton transformations have the following decompositions
f0 = (f0, e, e, . . . , e)α1, f1 = (f1, e, e, . . . , e)σ.
A pointwise limit of the automaton sequence {J ′m,m ≥ 2} is the automaton J ′∞
with the following automaton transformations
f0 = (f0, e, e, . . .)
(
x0 x1 x2 . . .
x1 x1 x1 . . .
)
,
f1 = (f1, e, e, . . .)
(
x0 x1 x2 . . .
x1 x2 x3 . . .
)
.
Moreover, it’s convenient to consider the infinite alphabet X ′ = {x−1, x0, x1, . . .},
and we set up a bijection between X ′ and X∞ = {x0, x1, x2 . . .} in a natural way.
Let J ′ be an automaton shown on Fig.2. It acts over the alphabet X ′, and J ′ is a
similar automaton to a pointwise limit of {Jm,m ≥ 2}.
Let SJ′ be the automaton transformation monoid defined by J
′. It is easily to
check that the following relations hold in SJ′ :
f0f
p
1 f0 = f0, p ≥ 0, and f0fp1 = f0f1, p ≥ 1.
Elements fp1 , f
p
1 f0 and f
p
1 f0f1, p ≥ 0 define pairwise different automaton trans-
formations over the set of infinite words over the alphabet X ′. Thus SJ′ has the
following presentation:
SJ′ =
〈
e, f0, f1 f0f
p
1 f0 = f0, p ≥ 0, f0fp1 = f0f1, p ≥ 1
〉
.
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0f
e
0 0,x x
1 1,x x
1f
1 0,x x
1 0,x x0 0,x x
0 1,x x
Figure 5. The automaton A
It follows from Item 2 that the monoid S′ is a factor-semigroup of the monoid S that
can be considered as a pointwise limit of the semigroup sequence {SJm ,m ≥ 2}, but
they are supposed to be isomorphic. Moreover, for n ≥ 1 there are 3n semigroup
elements of length n:
fp1 , p = 0, 1, . . . , n,
fp1 f0, p = 0, 1, . . . , n− 1,
fp1 f0f1, p = 0, 1, . . . , n− 2;
whence the equality γS′(n) = 3n holds for all n ≥ 1. Obviously the growth functions
γSJ′ and γS have different polynomial growth orders.
The theorem is completely proved. 
7. Final remarks
In the paper the sequence of the Mealy automata Jm is described. From our
point of view one of the most interesting properties is the property of the growth
function γJm , m ≥ 2, that is described in Corollary 2.5, Item 1:
δSJm (n+ 1) = δSJm (n) + δSJm
([ n
m
])
,
where n ≥ 0. Due to this fact, the second difference of the function γJm is defined
by the following equality
γ
(2)
Jm
(n) = δSJm (n)− δSJm (n− 1) = δSJm
([
n− 1
m
])
where n ≥ 1, and, hence, we have
γ
(2)
Jm
(mn+ 1) = γ
(2)
Jm
(mn+ 2) = . . . = γ
(2)
Jm
(mn+m)
for all n ≥ 0. Hence, the function γ(2)Jm consists of m times repeated values of δSJm .
Let A be the 3-state Mealy automaton over the 2-symbol alphabet such that its
Moore diagram is shown on Figure 5. Let us denote its growth function by the
symbol γA . The proposition holds
Proposition 7.1. The second difference γ
(2)
A satisfies the following equality
γ
(2)
A (n) = 2γ
(2)
A (n− 1)− γ(2)A (n− 2) + γ(2)A
([
n− 3
2
])
,
where n ≥ 5, and γ(2)A (1) = 1, γ(2)A (2) = 2, γ(2)A (3) = 3, γ(2)A (4) = 5.
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It follows from this proposition that the second difference of the function γ
(2)
A , i.e.
the fourth difference γ
(4)
A , for n ≥ 5 consists of doubled values of γ(2)A . It is possible
to assume that there exist 3-state Mealy automata such that the fourth difference
of the growth function consists of the second difference values that repeats m times,
where m = 3, 4, . . .. Moreover, we put up the following problem:
Problem 7.2. Let m ≥ 2, k ≥ 1 be arbitrary positive integers. Do there exist
Mealy automata such that the 2k-th finite difference of the growth function consists
of m times repeated values of the k-th finite difference of this growth function?
It requires additional researches, but we think that the studying of Mealy au-
tomata through the arithmetic properties of their growth functions and their finite
differences can produce many interesting examples.
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