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Abstract
We present and analyze two regularized finite difference methods which preserve energy of the logarithmic
Klein-Gordon equation (LogKGE). In order to avoid singularity caused by the logarithmic nonlinearity
of the LogKGE, we propose a regularized logarithmic Klein-Gordon equation (RLogKGE) with a small
regulation parameter 0 < ε ≪ 1 to approximate the LogKGE with the convergence order O(ε). By
adopting the energy method, the inverse inequality, and the cut-off technique of the nonlinearity to bound
the numerical solution, the error bound O(h2+ τ
2
ε2 ) of the two schemes with the mesh size h, the time step
τ and the parameter ε. Numerical results are reported to support our conclusions.
Keywords: logarithmic Klein-Gordon equation; regularized logarithmic Klein-Gordon equation; finite
difference method; error estimate; convergence order; energy-preserving
1. Introduction
Consider the Klein-Gordon equation with the logarithmic nonlinear term (LogKGE),{
utt(x, t)−∆u(x, t) + u(x, t) + λu(x, t) ln(|u(x, t)|2) = 0, x ∈ Ω, t > 0,
u(x, 0) = φ(x), ∂tu(x, 0) = γ(x), x ∈ Ω,
(1.1)
where x = (x1, . . . , xd)
T ∈ Rd, (d = 1, 2, 3) is the spatial coordinate, t is time, u := u(x, t) is a real-valued
scalar field, the parameter λ measures the force of the nonlinear interaction and Ω = Rd or Ω ⊂ Rd is a
bounded domain with homogeneous Dirichlet or periodic boundary condition fixed on the boundary.
The LogKGE (1.1) is a relativistic version of the logarithmic Schro¨dinger equation [1] which was
introduced by Rosen [2] in the quantum field theory. Such kinds of nonlinearity arise from different
applications, such as optics [3], nuclear physics [4, 5] , supersymmetric field theories [2], inflation cosmology
[6, 7], and geophysics [8] to describe the spinless particle [9].
Similar to the nonlinear Klein-Gordon equation (NKGE),{
utt(x, t)−∆u(x, t) + u(x, t) + u(x, t)3 = 0, x ∈ Ω, t > 0,
u(x, 0) = φ(x), ∂tu(x, 0) = γ(x), x ∈ Ω,
(1.2)
the LogKGE (1.1) admits the energy conservation law [10, 11], which is defined as:
E(t) =
∫
Ω
[
(ut(x, t))
2 + (∇u(x, t))2 + (1− λ)u2(x, t) + λu2(x, t) ln (|u(x, t)|2)] dx ≡ E(0), (1.3)
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where u(·, t) ∈ H1(Ω) and ∂tu(·, t) ∈ L2(Ω).
The LogKGE (1.1) has been studied theoretically in the literature, such as the existence of some
special analytical solutions in quantum mechanics [12, 13, 14], and the existence of classical solutions and
weak solutions [1, 15]. In [13], the author studied the Gaussian solutions [16]. Besides, the interaction of
Gaussons has been investigated in [17].
For the numerical part, different efficient and accurate numerical methods have been proposed and
analyzed for computations of wave propagations in classic/relativistic physics, such as the standard finite
difference time domain (FDTD) [18, 19, 20, 21, 22, 23, 24, 25] , the conservative compact finite difference
method [26], the multiscale time integrator Fourier pseudospectral (MWI-FP) method [27], the finite
element method [28], the time-splitting spectral method (TSFP) [29], the exponential wave integrator
Fourier pseudospectral (EWI-FP) method [18, 30], the asymptotic preserving (AP) method [31], etc.
Of course, each method has its advantages and disadvantages. For numerical comparisons of different
numerical methods, we refer to [18, 32, 33, 34].
In the last thirty years, the conservation of invariants has draw much attention from different research
fields [35, 36]. Various of conservative numerical methods have been proposed in the literature including
the Crank-Nicolson finite difference (CNFD) and the semi-implicit finite difference (SIFD) [37, 24], the
average vector field (AVF) method [38], the local discontinuous Galerkin methods [39], the local structure-
preserving method [40], the Hamiltonian boundary value method (HBVM) [41], the Kahan method [42],
etc. It is a natural question to ask whether one can design numerical methods for the LogKGE (1.1).
However, these methods can not be applied and analyzed to the LogKGE (1.1) directly, because of the
singularity at the origin of the logarithmic term. To our best knowledge, in [25] the authors proposed
and analyzed two regularized finite difference methods for the LogKGE (1.1), but those schemes can not
preserve energy. The main objective of this paper is to carry out and analyze two energy-preserving
regularized finite difference methods for the LogKGE. In our numerical analysis, besides the standard
techniques of the energy method, we employ the cut-off technique for dealing with the nonlinear term, and
the inverse inequality for obtaining a posterior bound of the numerical solution.
The rest of this paper is organized as follows. In Section 2, a regularized version of LogKGE (1.1)
with a small parameter 0 < ε≪ 1 is proposed and we analyze the convergence of the energy between the
LogKGE (1.1) and the regularized logarithmic Klein-Gordon equation (RLogKGE) (2.1). In Section 3,
two energy-preserving finite difference methods are proposed for the RLogKGE, and their properties of the
stability, energy convergence, solvability are also analyzed. Section 4 is devoted to establishing the details
of error bounds of the two numerical methods. Numerical results are reported in Section 5 to confirm our
theoretical analysis. Finally, some conclusions are drawn in Section 6. Throughout this paper, we let p . q
to denote that there exists a generic constant C which is independent of τ, h, ε, such that |p| ≤ Cq.
2. A regularized logarithmic Klein-Gordon equation
In order to avoid blow-up and to suppress round-off error of the LogKGE (1.1), a regularized logarithmic
Klein-Gordon equation (RLogKGE) with a small regulation parameter 0 < ε ≪ 1 was introduced in [25]
as,  u
ε
tt(x, t) −∆uε(x, t) + uε(x, t) + λuε(x, t) ln
(
ε2 + (uε(x, t))
2
)
= 0, x ∈ Ω, t > 0,
uε(x, 0) = φ(x), ∂tu
ε(x, 0) = γ(x), x ∈ Ω.
(2.1)
The above RLogKGE (2.1) is time symmetric and time reversible, i.e., they are invarient if interchanging
n+ 1↔ n− 1 and τ ↔ −τ .
Remark: The regularization technique of the logarithmic term has been extensively investigated in
[43]. For the Cauchy problem of the LogKGE (1.1) and the RLogKGE (2.1), the theoretical convergence
estimate will be presented in our future work.
Theorem 2.1. Assume uε(·, t) ∈ H1(Ω) and ∂tuε(·, t) ∈ L2(Ω), the RLogKGE (2.1) conserves the energy
, which is defined as:
Eε(t) =
∫
Ω
[
(uεt (x, t))
2 + (∇uε(x, t))2 + (uε(x, t))2 + λFε
(
(uε(x, t))2
)]
dx ≡ Eε(0), (2.2)
2
where Fε(ρ) =
∫ ρ
0 ln(ε
2 + s)ds = ρ ln(ε2 + ρ) + ε2 ln(1 + ρε2 )− ρ.
Proof.
d
dt
Eε(t) = 2
∫
Ω
[
uεt · uεtt +∇uε · ∇uεt + uεuεt + λF ′ε
(
(uε)2
) · uε · uεt] (x, t)dx
= 2
∫
Ω
[
uεt
(
uεtt −∆uε + uε + λuε ln
(
ε2 + (uε)2
))]
(x, t)dx = 0.
(2.3)
This ends the proof.
Since the above regularized energy involves the L1-norm of uε for any ε, only when Ω has finite measure,
not when Ω = Rd, Eε is obviously well-defined for u0 ∈ H1(Ω).
2.1. Convergence of the energy
Here, we will present the convergence of the energy Eε(u0)→ E(u0).
Theorem 2.2. For u0 ∈ H1(Ω) ∩ L1(Ω), the energy Eε(u0) converges to E(u0) with
|Eε (u0)− E (u0)| ≤ 4ε|λ|‖u0‖L1(Ω).
Proof.
|Eε (u0)− E (u0)| = |λ| ·
∣∣∣∣ ∫
Ω
[
u20 ln(ε
2 + u20) + ε
2 ln
(
1 +
u20
ε2
)
− u20 ln(u20)
]
dx
∣∣∣∣
= |λ| ·
∣∣∣∣ ∫
Ω
[
u20 ln
(
ε2 + u20
u20
)
+ ε2 ln
(
1 +
u20
ε2
)]
dx
∣∣∣∣
≤ |λ| ·
∣∣∣∣ ∫
Ω
[
u20 ln
(
ε2 + u20 + 2ε|u0|
u20
)
+ ε2 ln
(
ε2 + u20 + 2ε|u0|
ε2
)]
dx
∣∣∣∣
= |λ| ·
∣∣∣∣ ∫
Ω
[
u20 ln
(
(ε+ |u0|)2
u20
)
+ ε2 ln
(
(ε+ |u0|)2
ε2
)]
dx
∣∣∣∣
= |λ| ·
∣∣∣∣ ∫
Ω
2
[
u20 ln
(
1 +
ε
|u0|
)
+ ε2 ln
(
1 +
|u0|
ε
)]
dx
∣∣∣∣
≤ 4ε|λ|‖u0‖L1(Ω),
according to the inequality 0 ≤ ln(1 + |x|) ≤ |x|.
This ends the proof.
3. The FDTD methods and their analysis
In this section, we construct two FDTD schemes for the RLogKGE (2.1) and study their properties,
such as stability, energy conservation and solvability. For simplicity, we set λ = 1 and only present
numerical schemes and theoretical analysis in one dimensional space (d = 1). In practical computation,
we truncate the whole space problem onto an interval Ω = (a, b) with periodic boundary conditions u
ε
tt(x, t)−∆uε(x, t) + uε(x, t) + uε(x, t) ln
(
ε2 + (uε(x, t))2
)
= 0, x ∈ Ω = (a, b), t > 0,
uε(x, 0) = φ(x), ∂tu
ε(x, 0) = γ(x), x ∈ Ω = [a, b].
(3.1)
3
3.1. The FDTD methods
Choose the time step τ := ∆t and the mesh size h := b−aN with N being a positive integer, denote the
time steps as tn := nτ, n = 0, 1, 2, . . . ; the grid points as xj := a+ jh, j = 0, 1, . . . , N , and define the index
sets: T 0N = {j|j = 0, 1, 2, . . . , N} , TN = {j|j = 0, 1, 2, . . . , N − 1}.
Assume uε,nj , u
n
j are the approximations of the exact solutions u
ε(xj , tn) and u(xj , tn), j ∈ T 0N and
n ≥ 0. Define uε,n = (uε,n0 , uε,n1 , . . . , uε,nN )T, un = (un0 , un1 , . . . , unN )T ∈ RN+1 as the numerical solution
vectors at time t = tn. The followings are the finite difference operators:
δ+t u
n
j =
un+1j − unj
τ
, δ−t u
n
j =
unj − un−1j
τ
, δtu
n
j =
un+1j − un−1j
2τ
, δ2t u
n
j =
un+1j − 2unj + un−1j
τ2
,
δ+x u
n
j =
unj+1 − unj
h
, δ−x u
n
j =
unj − unj−1
h
, δxu
n
j =
unj+1 − unj−1
2h
, δ2xu
n
j =
unj+1 − 2unj + unj−1
h2
.
We denote a space of grid functions
XN =
{
u|u = (u0, u1, u2, . . . , uN )T, u0 = uN
} ⊆ RN+1, (3.2)
and we always use u−1 = uN−1 and u1 = uN+1 if they are involved.
We define the standard discrete l2, semi-H1 and l∞ norms and inner product over XN as follows
‖u‖2l2 = (u, u) = h
N−1∑
j=0
|uj |2, ‖δ+x u‖2l2 = h
N−1∑
j=0
|δ+x uj |2, ‖u‖l∞ = sup
0≤j≤N−1
|uj|, (u, v) = h
N−1∑
j=0
ujvj ,
(3.3)
where u, v ∈ XN , and (δ2xu, v) = −(δ+x u, δ+x v) = (u, δ2xv). In the following, we introduce two frequently
used FDTD methods for the RLogKGE (2.1):
I. The Crank-Nicolson finite difference (CNFD) method
δ2t u
ε,n
j −
1
2
δ2x(u
ε,n+1
j + u
ε,n−1
j ) +
1
2
(uε,n+1j + u
ε,n−1
j ) +Gε(u
ε,n+1
j , u
ε,n−1
j ) = 0, n ≥ 1; (3.4)
II. A semi-implicit energy conservative finite difference (SIEFD) method
δ2t u
ε,n
j − δ2xuε,nj +
1
2
(uε,n+1j + u
ε,n−1
j ) +Gε(u
ε,n+1
j , u
ε,n−1
j ) = 0, n ≥ 1. (3.5)
Here, Gε(z1, z2) is defined for z1, z2 ∈ R as
Gε(z1, z2) : =
∫ 1
0
fε(θz
2
1 + (1 − θ)z22)dθ ·
z1 + z2
2
=
Fε(z
2
1)− Fε(z22)
z21 − z22
· z1 + z2
2
,
(3.6)
with
fε(ρ) = ln(ε
2 + ρ), (3.7)
Fε(ρ) =
∫ ρ
0
fε(s)ds = ρ ln(ε
2 + ρ) + ε2 ln(1 +
ρ
ε2
)− ρ, ρ ≥ 0. (3.8)
The initial and boundary conditions are discretized as
uε,n+10 = u
ε,n+1
N , u
ε,n+1
−1 = u
ε,n+1
N−1 , n ≥ 0, uε,0j = φ(xj), j ∈ T 0N . (3.9)
Besides, according to the Taylor expansion we can approximate the first step solution uε,1j by,
uε,1j = φ(xj) + τγ(xj) +
τ2
2
[
δ2xφ(xj)− φ(xj)− φ(xj) ln(ε2 + (φ(xj))2)
]
, j ∈ T 0N . (3.10)
It is easy to prove that the above FDTD schemes are all time symmetric and time reversible, i.e. they are
invarient if interchanging n+ 1↔ n− 1 and τ ↔ −τ .
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Lemma 3.1. [18] For any un ∈ XN (n ≥ 0), we can obtain
− h
N−1∑
j=0
unj δ
2
xu
n
j = h
N−1∑
j=0
∣∣δ+x unj ∣∣2 = ∥∥δ+x un∥∥2l2 , (3.11a)
h
N−1∑
j=0
unj u
n+1
j =
1
2
‖un‖2l2 +
1
2
∥∥un+1∥∥2
l2
− τ
2
2
∥∥δ+t un∥∥2l2 , (3.11b)
h
N−1∑
j=0
(
δ+x u
n+1
j
) (
δ+x u
n
j
)
=
1
2h
N−1∑
j=0
[(
un+1j+1 − unj
)2
+
(
unj+1 − un+1j
)2]
(3.11c)
− τ
2
h2
∥∥δ+t un∥∥2l2 , n = 0, 1, . . . .
Theorem 3.1. The discrete scheme (3.4) satisfies the discrete energy conservation law:
Eε,n :=‖δ+t uε,n‖2l2 +
1
2
(‖δ+x uε,n+1‖2l2 + ‖δ+x uε,n‖2l2)+ 12 (‖uε,n+1‖2l2 + ‖uε,n‖2l2)
+
h
2
N−1∑
j=0
[
Fε((u
ε,n+1
j )
2) + Fε((u
ε,n
j )
2)
]
≡ Eε,0, n = 0, 1, 2, . . .
(3.12)
Similarly, the scheme (3.5) conserves :
E˜ε,n :=‖δ+t uε,n‖2l2 + h
N−1∑
j=0
(δ+x u
ε,n+1
j )(δ
+
x u
ε,n
j ) +
1
2
(‖uε,n+1‖2l2 + ‖uε,n‖2l2)
+
h
2
N−1∑
j=0
[
Fε((u
ε,n+1
j )
2) + Fε((u
ε,n
j )
2)
]
≡ E˜ε,0, n = 0, 1, 2, . . .
(3.13)
Proof. By taking the inner of (3.4) with δtu
n
j , summing the identity together for j from 0 to N − 1, and
using Lemma 3.1, we have
‖δ+t uε,n‖2l2 − ‖δ+t uε,n−1‖2l2 +
1
2
(‖δ+x uε,n+1‖2l2 − ‖δ+x uε,n−1‖2l2
+ ‖uε,n+1‖2l2 − ‖uε,n−1‖2l2) +
N−1∑
j=0
h
2
[
Fε((u
ε,n+1
j )
2)− Fε((uε,n−1j )2)
]
= 0.
(3.14)
Define
Eε,n :=‖δ+t uε,n‖2l2 +
1
2
(‖δ+x uε,n+1‖2l2 + ‖δ+x uε,n‖2l2)+ 12 (‖uε,n+1‖2l2 + ‖uε,n‖2l2)
+
h
2
N−1∑
j=0
[
Fε((u
ε,n+1
j )
2) + Fε((u
ε,n
j )
2)
]
, n = 0, 1, 2, . . . ,
(3.15)
we can obtain
Eε,n ≡ Eε,0. (3.16)
Similarly, we can get
E˜ε,n :=‖δ+t uε,n‖2l2 + h
N−1∑
j=0
(δ+x u
ε,n+1
j )(δ
+
x u
ε,n
j ) +
1
2
(‖uε,n+1‖2l2 + ‖uε,n‖2l2)
+
h
2
N−1∑
j=0
[
Fε((u
ε,n+1
j )
2) + Fε((u
ε,n
j )
2)
]
≡ E˜ε,0, n = 0, 1, 2, . . . .
(3.17)
This ends the proof.
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3.2. Stability analysis
Let 0 < T < Tmax with Tmax being the maximum existence time. Define
σmax := max{| ln(ε2)|, | ln(ε2 + ‖uε,n‖2l∞)|}, 0 ≤ n ≤
T
τ
− 1. (3.18)
According to the von Neumann linear stability analysis, we can get the following stability results for the
FDTD schemes.
Theorem 3.2. For the above FDTD schemes applied to the RLogKGE (2.1) up to t = T , we can obtain:
(i)The CNFD scheme (3.4) is unconditionally stable for any h > 0, τ > 0, 0 < ε≪ 1.
(ii)When 4−h2(1+σmax) ≤ 0, the SIEFD scheme (3.5) is unconditionally stable; and when 4−h2(1+
σmax) > 0, it is conditionally stable under the stability condition
τ ≤ 2h√
4− h2 − h2σmax
. (3.19)
Proof. Substituting
uε,n−1j =
∑
l
Uˆle
2ijlpi/N , uε,nj =
∑
l
ξlUˆle
2ijlpi/N , uε,n+1j =
∑
l
ξ2l Uˆle
2ijlpi/N , (3.20)
into (3.4)-(3.5), where ξl is the amplification factor of the lth mode in phase space, we can get the
characteristic equation with the following structure
ξ2l − 2θlξl + 1 = 0, l = −
N
2
, . . . ,
N
2
− 1, (3.21)
where θl is invariant with different methods. By the above equation, we get ξl = θl ±
√
θ2l − 1. The
stability of numerical schemes amounts to
|ξl| ≤ 1⇐⇒ |θl| ≤ 1, l = −N
2
, . . . ,
N
2
− 1. (3.22)
Denote sl =
2
h sin
(
lpi
N
)
, l = −N2 , . . . , N2 − 1, we have
0 ≤ s2l ≤
4
h2
. (3.23)
Firstly, we consider the situation of linearity, i.e. fε = α, α is a constant satisfying α ≥ −1.
(i) For the CNFD scheme (3.4), we have
0 ≤ θl = 2
2 + τ2 (α+ s2l + 1)
≤ 1, l = −N
2
, . . . ,
N
2
− 1. (3.24)
We can conclude that the CNFD scheme (3.4) is unconditionally stable for any h > 0, τ > 0, 0 < ε≪ 1.
(ii) For the SIEFD scheme (3.5), we have
θl =
2− s2l τ2
2 + τ2 (α+ 1)
, l = −N
2
, . . . ,
N
2
− 1. (3.25)
When 4 − h2(1 + α) ≤ 0, it implies that |θl| ≤ 1 and the SIEFD scheme (3.5) is unconditionally stable.
On the other hand, when 4− h2(1 + α) > 0, under the condition τ ≤ 2h√
4−h2−h2α , we have
(s2l − 1− α)τ2 ≤ (
4
h2
− 1− α)τ2 ≤ 4, (3.26)
it implies that, when τ ≤ 2h√
4−h2−h2α , the SIEFD scheme (3.5) is stable.
Similarly, when fε is nonlinear, we can get the conclusions of Theorem 3.2.
6
3.3. Solvability and conservation
Lemma 3.2. (solvability of the CNFD) For any given uε,n, uε,n−1, φε,n ∈ XN , (n ≥ 1), denote Cn =
fε((φ
ε,n)2) = ln(ε2+(φε,n)2), there exists τs > 0 which depends on C
n such that when τ < τs, the solution
uε,n+1 of the CNFD (3.4) is unique at each time.
Proof. Firstly, we prove the solution existence of the CNFD (3.4). We denote uˆε,nj =
uε,n+1
j
+uε,n−1
j
2 , j ∈
T 0N , n ≥ 1, uˆε,n ∈ XN . For any given uε,n+1, uε,n, uε,n−1 ∈ XN , we rewrite the CNFD as
uˆε,n = uε,n +
τ2
2
Mnε (uˆ
ε,n), n ≥ 1, (3.27)
where Mnε : XN → XN is defined as
Mnε,j(v) = δ
2
xvj − vj −Hnε (vj) · vj , j ∈ T 0N , n ≥ 1, (3.28)
with Hnε (vj) =
Fε((2vj−uε,n−1j )2)−Fε((uε,n−1j )2)
(2vj−uε,n−1j )2−(uε,n−1j )2
. There exists a φε,n ∈ XN satisfying
Fε((2vj − uε,n−1j )2)− Fε((uε,n−1j )2)
(2vj − uε,n−1j )2 − (uε,n−1j )2
= fε((φ
ε,n)2) = Cn. (3.29)
According to the Cauchy inequality, the Sobolev inequality and the Young’s inequality, we have
|(Hnε (v) · v, v)| = |(Hnε (v), v2)| ≤ ‖v‖24‖Hnε ‖l2 ≤ C‖δ+x v‖
1
2
l2‖v‖
3
2
l2‖Hnε (v)‖l2
≤ CCn‖δ+x v‖
1
2
l2‖v‖
3
2
l2 ≤ ‖δ+x v‖2l2 + (CCn)
4
3 ‖v‖2l2 .
(3.30)
Define the map Knε : XN → XN as
Knε (v) = v − uε,n −
τ2
2
Mnε (v), v ∈ XN , n ≥ 1. (3.31)
We can see that Knε is continuous from XN to XN . In addition,
(Knε (v), v) = ‖v‖2l2 − (uε,n, v) +
τ2
2
[‖δ+x v‖2l2 + ‖v‖2l2 + (Hnε (vj), v2)]
≥ ‖v‖2l2 − ‖uε,n‖l2 · ‖v‖l2 +
τ2
2
‖δ+x v‖2l2 −
τ2
2
‖δ+x v‖2l2 −
τ2
2
(CnC)
4
3 · ‖v‖2l2
=
((
1− τ
2
2
(CnC)
4
3
)
‖v‖l2 − ‖un‖l2
)
‖v‖l2 .
(3.32)
Let τs = (C
nC)−
2
3 , when τ < τs, it is obviously that
lim
‖v‖
l2→∞
|(Knε (v), v)|
‖v‖l2
=∞, n ≥ 1. (3.33)
So Knε (v) is surjective. According to the Brouwer fixed point theorem [44], it is easy to show that there
exists a solution u∗ satisfying Knε (u
∗) = 0, which implies that the CNFD (3.4) is solvable.
Next, we verify the uniqueness of the solution of the CNFD (3.4). We assume there exist two solutions
p, q ∈ XN satisfying (3.4), and m = p− q ∈ XN . It implies that
pj − 2uε,nj + uε,n−1j
τ2
− 1
2
δ2x(pj + u
ε,n−1
j ) +
1
2
(pj + u
ε,n−1
j ) +H
n
ε (pj) ·
pj + u
ε,n−1
j
2
= 0, (3.34a)
qj − 2uε,nj + uε,n−1j
τ2
− 1
2
δ2x(qj + u
ε,n−1
j ) +
1
2
(qj + u
ε,n−1
j ) +H
n
ε (qj) ·
qj + u
ε,n−1
j
2
= 0. (3.34b)
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Subtracting (3.34b) from (3.34a), we obtain
mj
τ2
− 1
2
δ2xmj +
1
2
mj +H
n
ε (pj) ·
mj
2
+
(
Hnε (pj)−Hnε (qj)
) · qj + uε,n−1j
2
= 0, (3.35)
which yields that
‖m‖2l2 +
τ2
2
(‖δ+xm‖2l2 + ‖m‖2l2) = −τ22
(
Hnε (p) ·m+
(
Hnε (p)−Hnε (q)
) · (q + uε,n−1),m). (3.36)
By recalling (3.30), when τ < τs, we get
‖m‖2l2 +
τ2
2
(‖δ+xm‖2l2 + ‖m‖2l2) ≤
τ2
2
(
‖δ+xm‖2l2 + (CnC)
4
3 · ‖m‖2l2 + C
)
≤ τ
2
2
‖δ+xm‖2l2 + ‖m‖2l2 , (3.37)
which implies m = 0. This ends the proof.
Remark: The solvability of the SIEFD (3.5) could be similarly proved using the same approach, therefore,
we omit it.
4. Error esitimates
Motivated by the analytical estimates in [24, 37], we will establish the error estimates of the FDTD
schemes. Here we assume the exact solution uε is smooth enough over ΩT : Ω× [0, T ], i.e.
(A) uε ∈ C ([0, T ];W 5,∞p ) ∩ C2 ([0, T ];W 3,∞p ) ∩ C4 ([0, T ];W 1,∞p ) ,∥∥∥∥ ∂r+s∂tr∂xsuε(x, t)
∥∥∥∥
L∞(ΩT )
. 1, 0 ≤ r ≤ 4, 0 ≤ r + s ≤ 5,
where Wm,∞p =
{
uε ∈ Wm,∞| ∂l
∂xl
uε(a) = ∂
l
∂xl
uε(b), 0 ≤ l ≤ m− 1
}
for m ≥ 1 and 0 < T < T ∗ with T ∗
being the maximum existence time of the solution.
Denote Λ = ‖uε(x, t)‖L∞(ΩT ) and the grid ‘error’ function eε,n ∈ XN (n ≥ 0) as
eε,nj = u
ε(xj , tn)− uε,nj , j ∈ T 0N , n = 0, 1, 2, . . . , (4.1)
where uε is the solution of (3.1), uε,nj is the numerical approximation of the (3.1).
Theorem 4.1. Under the assumption (A), there exist h0 > 0, τ0 > 0 sufficiently small and independent
of ε, for any 0 < ε≪ 1, when 0 < h ≤ h0 and 0 < τ ≤ τ0, the CNFD (3.4) with (3.9) and (3.10) satisfies
the following error estimates
‖δ+x eε,n‖l2 + ‖eε,n‖l2 . e
T
2ε
(
h2 +
τ2
ε2
)
, ‖uε,n‖l∞ ≤ Λ + 1. (4.2)
Theorem 4.2. Assume τ . h and under the assumption (A), there exist h0 > 0, τ0 > 0 sufficiently small
and independent of ε, for any 0 < ε ≪ 1, when 0 < h ≤ h0 and 0 < τ ≤ τ0 and under the stability
condition (3.19), the SIEFD (3.5) with (3.9) and (3.10) satisfies the following error estimates
‖δ+x eε,n‖l2 + ‖eε,n‖l2 . e
T
2ε
(
h2 +
τ2
ε2
)
, ‖uε,n‖l∞ ≤ Λ + 1. (4.3)
Remark: [18, 21] Extending to 2 and 3 dimensions, the above Theorems are still valid under the conditions
0 < h .
√
Cd(h), 0 < τ .
√
Cd(h). Besides, the inverse inequality becomes
‖uε,n‖l∞ . 1
Cd(h)
(‖δ+x uε,n‖l2 + ‖uε,n‖l2) , (4.4)
where Cd(h) = 1/| lnh| when d = 2 and when d = 3, Cd(h) = h1/2.
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4.1. Proof of Theorem 4.1 for the CNFD
Define the local truncation error for the CNFD (3.4) as
ξε,0j :=δ
+
t u
ε(xj , 0)− γ(xj)− τ
2
[
δ2xφ(xj)− φ(xj)− φ(xj) ln(ε2 + (φ(xj))2)
]
,
ξε,nj :=δ
2
t u
ε(xj , tn)− 1
2
δ2x
(
uε(xj , tn+1) + u
ε(xj , tn−1)
)
+
1
2
(
uε(xj , tn+1) + u
ε(xj , tn−1)
)
+Gε
(
uε(xj , tn+1), u
ε(xj , tn−1)
)
, j ∈ TN , n ≥ 1,
(4.5)
then we have the following bounds for the local truncation error.
Lemma 4.1. Under the assumption (A), we have
‖ξε,0‖H1 . h2 + τ2, (4.6)
‖ξε,n‖l2 . h2 +
τ2
ε2
, (4.7)
‖δ+x ξε,n‖l2 . h2 +
τ2
ε3
, 1 ≤ n ≤ T
τ
− 1. (4.8)
Proof. By (3.10), it leads to
|ξε,0j | ≤
τ2
6
‖∂3t uε‖L∞ +
τh
6
‖∂3xφ‖L∞ . h2 + τ2, (4.9)
where the L∞-norm means ‖uε‖L∞ := sup
0≤t≤T
sup
x∈Ω
|uε(x, t)|. Similarly, we have
|δ+x ξε,0j | ≤
τ2
6
‖∂tttxuε‖L∞ + τh
6
‖∂4xφ‖L∞ . h2 + τ2, j ∈ TN . (4.10)
Therefore,
‖ξε,0‖H1 . h2 + τ2. (4.11)
For n ≥ 1 and j ∈ TN , according to the Taylor expansion for the nonlinear part Gε at (uε(xj , tn))2 and
noticing (3.6), we denote
Γnj :=
1
τ
(
|uε (xj , tn+1)|2 − |uε (xj , tn)|2
)
=
∫ 1
0
∂t
(
|uε|2
)
(xj , tn + sτ) ds, (4.12)
Γ˜nj :=
2
τ2
(
1
2
(
|uε (xj , tn+1)|2 + |uε (xj , tn−1)|2
)
− |uε (xj , tn)|2
)
(4.13)
=
∫ 1
0
∫ θ
−θ
∂tt
(
|uε|2
)
(xj , tn + sτ) dsdθ.
Noticing that
ξε,nj :=δ
2
t u
ε(xj , tn)− 1
2
δ2x
(
uε(xj , tn+1) + u
ε(xj , tn−1)
)
+
1
2
(
uε(xj , tn+1) + u
ε(xj , tn−1)
)
+Gε
(
uε(xj , tn+1), u
ε(xj , tn−1)
)
−
[
∂ttu
ε(xj , tn)− ∂xxuε(xj , tn) + uε(xj , tn) + uε(xj , tn)fε
(
(uε(xj , tn))
2
) ]
=
[
δ2t u
ε(xj , tn)− ∂ttuε(xj , tn)
] − [1
2
δ2x (u
ε(xj , tn+1) + u
ε(xj , tn−1))− ∂xxuε(xj , tn)
]
+
1
2
(
uε(xj , tn+1) + u
ε(xj , tn−1)
)− uε(xj , tn)
+
[
Gε
(
uε(xj , tn+1), u
ε(xj , tn−1)
)− uε(xj , tn)fε ((uε(xj , tn))2) ],
(4.14)
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Gε
(
uε(xj , tn+1), u
ε(xj , tn−1)
)− uε(xj , tn)fε ((uε(xj , tn))2)
=
∫ 1
0
fε
(
θ
(
uε(xj , tn+1)
)2
+ (1− θ)(uε(xj , tn−1))2)dθ · uε(xj , tn+1) + uε(xj , tn−1)
2
−
∫ 1
0
fε
(
(uε(xj , tn))
2 )
dθ · uε(xj , tn)
=
∫ 1
0
fε
(
θ
(
uε(xj , tn+1)
)2
+ (1− θ)(uε(xj , tn−1))2)dθ · uε(xj , tn+1) + uε(xj , tn−1)
2
−
∫ 1
0
fε
(
(uε(xj , tn))
2
)
dθ · u
ε(xj , tn+1) + u
ε(xj , tn−1)
2
+ fε
(
(uε(xj , tn))
2
) · uε(xj , tn+1) + uε(xj , tn−1)
2
− fε
(
(uε(xj , tn))
2
) · uε(xj , tn),
(4.15)
∫ 1
0
fε
(
θ
(
uε(xj , tn+1)
)2
+ (1 − θ)(uε(xj , tn−1))2)dθ
=
∫ 1
0
[
fε
(
(uε(xj , tn))
2
)
+
[
θ
(
uε(xj , tn+1)
)2
+ (1 − θ)(uε(xj , tn−1))2 − (uε(xj , tn))2]f ′ε((uε(xj , tn))2)]dθ
+
∫ 1
0
∫ θ(uε(xj,tn+1))2+(1−θ)(uε(xj,tn−1))2
(uε(xj ,tn))2
[(
θ(uε(xj , tn+1))
2 + (1 − θ)(uε(xj , tn−1))2
)
f ′′ε (s)
]
dsdθ
=fε
(
(uε(xj , tn))
2
)
+
τ2
2
f ′ε
(
uε(xj , tn)
)
Γ˜nj
+
∫ 1
0
∫ θ(uε(xj,tn+1))2+(1−θ)(uε(xj,tn−1))2
(uε(xj ,tn))2
[(
θ(uε(xj , tn+1))
2 + (1 − θ)(uε(xj , tn−1))2
)
f ′′ε (s)
]
dsdθ
=fε
(
(uε(xj , tn))
2
)
+
τ2
2
f ′ε(u
ε(xj , tn))Γ˜
n
j
+
∫ 1
0
∫ 1
0
[
θ
(
uε(xj , tn+1)
)2
+ (1− θ)(uε(xj , tn−1))2 − (uε(xj , tn))2][θ(uε(xj , tn+1))2 + (1 − θ)(uε(xj , tn−1))2
− δ
(
θ
(
uε(xj , tn+1)
)2
+ (1− θ)(uε(xj , tn−1))2)− (1− δ)(uε(xj , tn))2]f ′′ε (ξj(θ, δ))dδdθ
=fε
(
(uε(xj , tn))
2
)
+
τ2
2
f ′ε
(
uε(xj , tn)
)
Γ˜nj
+ τ2
∫ 1
0
∫ 1
0
(1− δ)(θΓnj − (1 − θ)Γn−1j )2f ′′ε (ξj(θ, δ))dδdθ.
(4.16)
So, we have
Gε
(
uε(xj , tn+1), u
ε(xj , tn−1)
)− uε(xj , tn)fε((uε(xj , tn))2)
=
[
τ2
2
f ′ε
(
uε(xj , tn)
)
Γ˜nj
+ τ2
∫ 1
0
∫ 1
0
(1− δ)(θΓnj − (1 − θ)Γn−1j )2f ′′ε (ξj(θ, δ))dδdθ] · 12(uε(xj , tn+1) + uε(xj , tn−1))
+
τ2
2
fε
(
(uε(xj , tn))
2
) ∫ 1
−1
(1− |s|)∂ttuε(xj , tn + sτ)ds.
(4.17)
Taking the Taylor expansion, we obtain
ξε,nj =
τ2
12
αε,nj +
τ2
2
βε,nj +
h2
12
ηε,nj +
τ2
2
φε,nj +
τ2
2
ψε,nj , (4.18)
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where
αε,nj =
∫ 1
−1
(1− |s|)3∂4t uε(xj , tn + sτ)ds, βε,nj =
∫ 1
−1
(1− |s|)∂2t ∂2xuε(xj , tn + sτ)ds,
ηε,nj =
∫ 1
−1
(1− |s|)3 (∂4xuε(xj + sh, tn+1) + ∂4xuε(xj + sh, tn−1)) ds,
φε,nj =
∫ 1
−1
(1− |s|)∂2t uε(xj , tn + sτ)ds,
ψε,nj =
[
f ′ε
(
uε(xj , tn)
)
Γ˜nj + 2
∫ 1
0
∫ 1
0
(1− δ)(θΓnj − (1− θ)Γn−1j )2f ′′ε (ξj(θ, δ))dδdθ] · 12(uε(xj , tn+1)
+ uε(xj , tn−1)
)
+ fε
(
(uε(xj , tn))
2
) ∫ 1
−1
(1− |s|)∂ttuε(xj , tn + sτ)ds.
Under the assumption (A), by using the triangle inequality, noticing fε ∈ C2([0,∞)), and
|fε| = | ln(ε2 + (uε)2)| ≤ ln 1
ε2
,
|f ′ε| =
∣∣∣∣ 2uεε2 + (uε)2
∣∣∣∣ ≤ 1ε ,
|f ′′ε | =
∣∣∣∣∣2(ε2 − (uε)2)(ε2 + (uε)2)2
∣∣∣∣∣ . 1ε2 .
We have
|ξε,nj | .h2‖∂4xuε‖L∞
+ τ2
[
‖∂4t uε‖L∞ + ‖∂2x∂2t uε‖L∞ + ‖∂2t uε‖L∞ + ‖∂2t uε‖L∞‖fε((uε)2)‖L∞
+
(
‖∂t(uε)2‖L∞‖f ′′ε ((uε)2)‖L∞ + ‖∂tt(uε)2‖L∞‖f ′ε((uε)2)‖L∞
)
‖uε‖L∞
]
.h2 +
τ2
ε2
.
(4.19)
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Noticing fε ∈ C3([0,∞)), f ′′′ε = −12(u
ε)3+4uεε2
(ε2+(uε)2)3 , we have |f ′′′ε | . 1ε3 . With the similar method, we have
|δ+x ξε,nj | .h2‖∂5xuε‖L∞
+ τ2
[
‖∂4t ∂xuε‖L∞ + ‖∂3x∂2t uε‖L∞ + ‖∂2t ∂xuε‖L∞
+
(
‖∂2t uε‖L∞‖f ′ε((uε)2)‖L∞ +
(‖∂t(uε)2‖L∞‖f ′′′ε ((uε)2)‖L∞
+ ‖∂tt(uε)2‖L∞‖f ′′ε ((uε)2)‖L∞
)‖uε‖L∞) · ‖∂x(uε)2‖L∞
+ ‖∂2t ∂xuε‖L∞‖fε((uε)2)‖L∞
+
(
‖∂tx(uε)2‖L∞‖f ′′ε ((uε)2)‖L∞ + ‖∂ttx(uε)2‖L∞‖f ′ε((uε)2)‖L∞
)
· ‖uε‖L∞
+
(
‖∂t(uε)2‖L∞‖f ′′ε ((uε)2)‖L∞ + ‖∂tt(uε)2‖L∞‖f ′ε((uε)2)‖L∞
)
· ‖∂xuε‖L∞
]
.h2 + τ2max
{
ln
(
1
ε2
)
,
1
ε2
,
1
ε3
}
.h2 +
τ2
ε3
.
(4.20)
This ends the proof.
For the CNFD (3.4), we establish the error estimates in Theorem 4.1. The proof is different from the
schemes of the EFD and the SIFD [25] of the RLogKGE (2.1). The main difficulty of the proof are dealing
with the nonlinearity and bounding the numerical solution uε,n, i.e., ‖uε,n‖l∞ . 1. Following the idea
in [45, 24, 37], we truncate the nonlinearity fε to a global Lipschitz function with compact support in
d-dimensions (d = 1, 2, 3). And the error can be obtained if the numerical solution is close to the bounded
continuous solution. In this paper, we apply the same idea. Choosing a smooth function ρ(s) ∈ C∞(R)
such that
ρ(s) =

1, 0 ≤ |s| ≤ 1,
∈ [0, 1], 1 ≤ |s| ≤ 2,
0, |s| ≥ 2.
Denote B = (Λ + 1)2, fB(s) = fε(s)ρ(s/B), FB(s) =
∫ s
0
fB(σ)dσ, ρB (s) = ρ(s/B), where s ≥ 0, s ∈ R.
Then fB(s), FB(s) have compact support and are smooth, global Lipschitz continous, i.e., there exists
CB = ‖f ′B‖L∞ , such that
|fB(s1)− fB(s2)| ≤ CB |√s1 −√s2|, ∀s1, s2 ≥ 0, s1, s2 ∈ R. (4.21)
Let uˆε,0 = uε,0, uˆε,1 = uε,1 and we determine uˆε,n+1 ∈ XN , for n ≥ 1 by
δ2t uˆ
ε,n
j −
1
2
δ2x(uˆ
ε,n+1
j + uˆ
ε,n−1
j ) +
1
2
(uˆε,n+1j + uˆ
ε,n−1
j ) +GB (uˆ
ε,n+1
j , uˆ
ε,n−1
j ) = 0, j ∈ TN ; (4.22)
where G
B
(z1, z2) for z1, z2 ∈ R is
G
B
(z1, z2) =
∫ 1
0
fB
(
θz21 + (1 − θ)z22
)
dθ · g
B
(
z1 + z2
2
)
=
FB
(
z21
)− FB (z22)
z21 − z22
· g
B
(
z1 + z2
2
)
,
(4.23)
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and uˆε,nj can be viewed as another approximation of u
ε(x, t). According to Lemma 3.2, (4.22) is uniquely
solvable for small τ . Denote the error χε,n for n ≥ 1 as
χε,nj = u
ε(xj , tn)− uˆε,nj . (4.24)
We can get the following estimates:
Theorem 4.3. Under the assumption (A), there exist h0 > 0, τ0 > 0 sufficiently small and independent
of ε, for any 0 < ε≪ 1, when 0 < h ≤ h0 and 0 < τ ≤ τ0, the CNFD (4.22) with (3.9) and (3.10) satisfies
the following error estimates
‖δ+x χε,n‖l2 + ‖χε,n‖l2 . e
T
2ε
(
h2 +
τ2
ε2
)
, ‖uˆε,n‖l∞ ≤ Λ + 1. (4.25)
Define the local truncation error ξˆε,nj ∈ XN of (4.22) for j ∈ TN , n ≥ 1 as
ξˆε,0j :=δ
+
t u
ε(xj , 0)− γ(xj)− τ
2
[
δ2xφ(xj)− φ(xj)− φ(xj) ln(ε2 + (φ(xj))2)
]
,
ξˆε,nj :=δ
2
t u
ε(xj , tn)− 1
2
δ2x
(
uε(xj , tn+1) + u
ε(xj , tn−1)
)
+
1
2
(
uε(xj , tn+1) + u
ε(xj , tn−1)
)
+G
B
(
uε(xj , tn+1), u
ε(xj , tn−1)
)
.
(4.26)
Similar to Lemma 4.1, we have the following local truncation error estimates and we omit the proof.
Lemma 4.2. Under assumption (A), we have
‖ξˆε,0‖H1 . h2 + τ2, (4.27)
‖ξˆε,n‖l2 . h2 +
τ2
ε2
, (4.28)
‖δ+x ξˆε,n‖l2 . h2 +
τ2
ε3
, 1 ≤ n ≤ T
τ
− 1. (4.29)
Next, we give the error bounds of the nonlinear term as follows.
Lemma 4.3. For j ∈ T 0N and 1 ≤ n ≤ Tτ − 1, we define the error of the nonlinear term
ηˆε,nj = GB
(
uε(xj , tn+1), u
ε(xj , tn−1)
)−G
B
(uˆε,n+1j , uˆ
ε,n−1
j ), (4.30)
we have
‖ηˆε,n‖l2 .
1
ε
(‖χε,n+1‖l2 + ‖χε,n−1‖l2) , (4.31)
‖δ+x ηˆε,n‖l2 .
1
ε2
(‖χε,n+1‖l2 + ‖χε,n−1‖l2 + ‖δ+x χε,n+1‖l2 + ‖δ+x χε,n−1‖l2) . (4.32)
Proof. We define the error of the nonlinear term
ηˆε,nj = GB (u
ε(xj , tn+1), u
ε(xj , tn−1))−GB (uˆε,n+1j , uˆε,n−1j ). (4.33)
And denote
ρε,nj (θ) = θ (u
ε (xj , tn+1))
2
+ (1− θ) (uε (xj , tn−1))2 ,
ρˆε,nj (θ) = θ
(
uˆε,n+1j
)2
+ (1− θ)
(
uˆε,n−1j
)2
,
µε,nj =
1
2
[
uε (xj , tn+1) + u
ε (xj , tn−1)
]
,
µˆε,nj =
1
2
[
uˆε,n+1j + uˆ
ε,n−1
j
]
,
piε,nj = u
ε (xj , tn) + uˆ
ε,n
j , j ∈ T 0N , 1 ≤ n ≤
T
τ
− 1, θ ∈ [0, 1].
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From the definition of GB , FB , gB , we can get
ηˆε,nj =gB(µ
ε,n
j )
∫ 1
0
[
fB
(
ρε,nj (θ)
)− fB (ρˆε,nj (θ))]dθ
+
[
g
B
(
µε,nj
)− g
B
(
µˆε,nj
)] ∫ 1
0
fB
(
ρˆε,nj (θ)
)
dθ.
According to the Lipschitz property of fB(s
2), we obtain∣∣fB (ρε,nj (θ))− fB (ρˆε,nj (θ))∣∣ ≤ ‖f ′B‖L∞ ∣∣∣√ρε,nj (θ)−√ρˆε,nj (θ)∣∣∣
≤ 1
ε
θpiε,n+1j
∣∣∣χε,n+1j ∣∣∣+ (1 − θ)piε,n−1j ∣∣∣χε,n−1j ∣∣∣√
ρε,nj (θ) +
√
ρˆε,nj (θ)
≤ 1
ε
(√
θ
∣∣∣χε,n+1j ∣∣∣+√1− θ ∣∣∣χε,n−1j ∣∣∣) .
(4.34)
By the Lipschitz property of g
B
(s2), it follows that∣∣g
B
(
µε,nj
)− g
B
(
µˆε,nj
)∣∣ ≤ C ∣∣∣√µε,nj −√µˆε,nj ∣∣∣
≤ C
(∣∣∣χε,n+1j ∣∣∣+ ∣∣∣χε,n−1j ∣∣∣) . (4.35)
Then with the boundness of µε,nj , fB
(
ρˆε,nj (θ)
)
, and according to (4.34), (4.35), we have
∣∣ηˆε,nj ∣∣ . 1ε (
∣∣∣χε,n+1j ∣∣∣+ ∣∣∣χε,n−1j ∣∣∣) . (4.36)
For δ+x ηˆ
ε,n
j , it is easy to get
δ+x ηˆ
ε,n
j =δ
+
x
[
g
B
(µˆε,nj )
∫ 1
0
[
fB
(
ρε,nj (θ)
) − fB (ρˆε,nj (θ))] dθ
+
[
g
B
(
µε,nj
)− g
B
(
µˆε,nj
)] ∫ 1
0
fB
(
ρε,nj (θ)
)
dθ
]
=g
B
(µˆε,nj )
∫ 1
0
δ+x
[
fB
(
ρε,nj (θ)
) − fB (ρˆε,nj (θ))] dθ
+
[
g
B
(
µε,nj
)− g
B
(
µˆε,nj
)] ∫ 1
0
δ+x fB
(
ρε,nj (θ)
)
dθ
+ δ+x gB (µˆ
ε,n
j )
∫ 1
0
[
fB
(
ρε,nj+1(θ)
)− fB (ρˆε,nj+1(θ))]dθ
+ δ+x
[
g
B
(
µε,nj
)− g
B
(
µˆε,nj
)] ∫ 1
0
fB
(
ρε,nj+1(θ)
)
dθ.
Firstly, for j ∈ TN , θ, s ∈ [0, 1], we define
κε,nj (θ, s) = sρ
ε,n
j+1(θ) + (1− s)ρε,nj (θ),
κˆε,nj (θ, s) = sρˆ
ε,n
j+1(θ) + (1− s)ρˆε,nj (θ),
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then we have
δ+x
[
fB
(
ρε,nj (θ)
)− fB (ρˆε,nj (θ))]
=δ+x ρ
ε,n
j (θ)
∫ 1
0
f ′B
(
κε,nj (θ, s)
)
ds− δ+x ρˆε,nj (θ)
∫ 1
0
f ′B
(
κˆε,nj (θ, s)
)
ds
=
∫ 1
0
[
f ′B
(
κε,nj (θ, s)
)− f ′B (κˆε,nj (θ, s))] δxρε,nj (θ)ds
+
∫ 1
0
f ′B
(
κˆε,nj (θ, s)
) [
δ+x ρ
ε,n
j (θ)− δ+x ρˆε,nj (θ)
]
ds,
and
δ+x
[
ρε,nj (θ)− ρˆε,nj (θ)
]
=θ
[
2uε (xj , tn+1) δ
+
x χ
ε,n+1
j + 2χ
ε,n+1
j+1 δ
+
x u
ε (xj , tn+1)
− χε,n+1j δ+x χε,n+1j − χε,n+1j+1 δ+x χε,n+1j
]
+ (1 − θ)
[
2uε (xj , tn−1) δ+x χ
ε,n−1
j + 2χ
ε,n−1
j+1 δ
+
x u
ε (xj , tn−1)
− χε,n−1j δ+x χε,n−1j − χε,n−1j+1 δ+x χε,n−1j
]
.
Besides,
√
1− θ
∣∣∣χε,n−1j+1 ∣∣∣ ≤√ρˆε,nj+1(θ) + |uε (xj+1, tn−1)| ,
√
1− θ
∣∣∣χε,n−1j ∣∣∣ ≤√ρˆε,nj (θ) + |uε (xj , tn−1)| ,
√
θ
∣∣∣χε,n+1j+1 ∣∣∣ ≤√ρˆε,nj+1(θ) + |uε (xj+1, tn+1)| ,
√
θ
∣∣∣χε,n+1j ∣∣∣ ≤√ρˆε,nj (θ) + |uε (xj , tn+1)| .
By the Lipschitz property of fB, and f
′
B, we have∣∣∣∣∫ 1
0
[
f ′B
(
κε,nj (θ, s)
)− f ′B (κˆε,nj (θ, s))]ds∣∣∣∣
≤‖f ′′B‖L∞
∫ 1
0
∣∣∣√κε,nj (θ, s)−√κˆε,nj (θ, s)∣∣∣ ds
.
1
ε2
(∣∣∣χε,n+1j+1 ∣∣∣+ ∣∣∣χε,n+1j ∣∣∣+ ∣∣∣χε,n−1j+1 ∣∣∣+ ∣∣∣χε,n−1j ∣∣∣) ,
∣∣∣∣∫ 1
0
f ′B
(
κˆε,nj (θ, s)
)
ds
∣∣∣∣ =
∣∣∣∣∣fB
(
ρˆε,nj+1(θ)
) − fB (ρˆε,nj (θ))
ρˆε,nj+1(θ) − ρˆε,nj (θ)
∣∣∣∣∣ ≤ 1ε(√ρˆε,nj+1(θ) +√ρˆε,nj (θ)) .
Then according to the boundedness of δ+x ρ
ε,n
j (θ), gB (·) and f ′B(·), we arrive at∣∣∣∣∫ 1
0
δ+x
[
fB
(
ρε,nj (θ)
)− fB (ρˆε,nj (θ))] dθ · gB (µˆε,nj )∣∣∣∣
.
∑
m=n+1,n−1
1
ε2
(∣∣χε,mj ∣∣+ ∣∣χε,mj+1∣∣+ ∣∣δ+x χε,mj ∣∣) . (4.37)
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Secondly, in view of the boundedness of δ+x fB
(
ρε,nj (θ)
)
as well as the Lipschitz property of g
B
(z), we get∣∣∣∣∫ 1
0
δ+x fB
(
ρε,nj (θ)
)
dθ · [g
B
(
µε,nj
)− g
B
(
µˆε,nj
)]∣∣∣∣ . 1ε (∣∣∣χε,n+1j ∣∣∣+ ∣∣∣χε,n−1j ∣∣∣) . (4.38)
Thirdly, noticing the property of g
B
(·) ∈ C∞0 , we have
|δ+x gB (µˆε,nj )| . |δ+x µˆε,nj | ≤ |δ+x χε,n+1j |+ |δ+x χε,n−1j |+ C.
Recalling the property of fB(s) and (4.34), we obtian∣∣∣∣∫ 1
0
[
fB
(
ρε,nj+1(θ)
)− fB (ρˆε,nj+1(θ))]dθ · δ+x gB (µˆε,nj )∣∣∣∣
.
∑
m=n−1,n+1
1
ε
(∣∣χε,mj+1∣∣+ ∣∣δ+x χε,mj ∣∣) . (4.39)
Finally, we define
σnj (θ) = θµ
ε,n
j+1 + (1− θ)µε,nj , σˆnj (θ) = θµˆε,nj+1 + (1− θ)µˆε,nj ,
for θ ∈ [0, 1] and j ∈ TN . Then we have∣∣δ+x (gB (µε,nj )− gB (µˆε,nj ))∣∣
=
∣∣∣δ+x [ρB ((µε,nj )2)µε,nj − ρB ((µˆε,nj )2) µˆε,nj ]∣∣∣
=
∣∣∣∣∫ 1
0
[
δ+x µ
ε,n
j ∂zgB (z)− δ+x µˆε,nj ∂zˆgB (zˆ)
]
dθ
∣∣∣∣
≤
∣∣∣∣∫ 1
0
(
∂zgB
(
σnj (θ)
) − ∂zgB (σˆnj (θ))) δ+x µε,nj dθ∣∣∣∣
+
∣∣∣∣∫ 1
0
(
δ+x µ
ε,n
j − δ+x µˆε,nj
)
∂zgB
(
σˆnj (θ)
)
dθ
∣∣∣∣
. max
θ∈[0,1]
{|σnj (θ)− σˆnj (θ)|} + ∣∣∣δ+x (χε,n+1j + χε,n−1j )∣∣∣
.
∑
m=n+1,n−1
(∣∣χε,mj ∣∣+ ∣∣χε,mj+1∣∣+ ∣∣δ+x χε,mj ∣∣) ,
(4.40)
where ∂zgB (z) = ρB
(
z2
)
+ 2z2ρ′
B
(
z2
)
, z = σnj (θ), zˆ = σˆ
n
j (θ).
Combining (4.37)-(4.40) and the Ho¨lder inequality, this ends the proof.
According to Lemma 4.2 and Lemma 4.3, we give the proof of Theorem 4.3. Subtracting (4.22) from
(4.26), we have
δ2tχ
ε,n
j −
1
2
δ2x
(
χε,n+1j + χ
ε,n−1
j
)
+
1
2
(
χε,n+1j + χ
ε,n−1
j
)
= ξˆε,nj − ηˆε,nj , n ≥ 1, (4.41a)
χε,0 = 0, χε,1j = τ ξˆ
ε,0
j , j ∈ T 0N . (4.41b)
Denote the ‘energy’ for the error vector χε,n as
Eˆn = ‖δ+t χε,n‖2l2 +
1
2
(‖δ+x χε,n‖2l2 + ‖δ+x χε,n+1‖2l2)+ 12 (‖χε,n‖2l2 + ‖χε,n+1‖2l2) , n ≥ 0. (4.42)
Proof. (Proof of Theorem 4.3) When n = 1, under the assumption (A), by Lemma 4.2 we can conclude
the errors of the first step discretization (3.10)
χε,0 = 0, ‖χε,1j ‖H1 . h2 + τ2, (4.43)
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for sufficiently small 0 < τ < τ1 and 0 < h < h1. So it is true for n = 0, 1. Next, we prove the Theorem
4.3 for 2 ≤ n ≤ Tτ − 1.
Multiplying both sides of (4.41) by h(χε,n+1j − χε,n−1j ), summing up for j, applying Lemma 4.2 and
Lemma 4.3 and making use of the Young’s inequality, we have
Eˆn − Eˆn−1 = h
N−1∑
j=0
(ξˆε,nj − ηˆε,nj )(χε,n+1j − χε,n−1j )
≤ h
N−1∑
j=0
(∣∣∣ξˆε,nj ∣∣∣+ ∣∣ηˆε,nj ∣∣) ∣∣∣χε,n+1j − χε,n−1j ∣∣∣
= τh
N−1∑
j=0
(∣∣∣ξˆε,nj ∣∣∣+ ∣∣ηˆε,nj ∣∣) ∣∣∣δ+t χε,n+1j + δ+t χε,n−1j ∣∣∣
≤ τ
[(∥∥∥ξˆε,n∥∥∥2
l2
+ ‖ηˆε,n‖2l2
)
+
∥∥δ+t χε,n∥∥2l2 + ∥∥δ+t χε,n−1∥∥2l2]
. τ
[(
h2 +
τ2
ε2
)2
+
1
ε
(
‖χε,n+1j ‖2l2 + ‖χε,n−1j ‖2l2
)
+ ‖δ+t χε,nj ‖2l2 + ‖δ+t χε,n−1j ‖2l2
]
. τ
[(
h2 +
τ2
ε2
)2
+
1
ε
(
Eˆn + Eˆn−1
)]
, n ≥ 1.
(4.44)
Therefore, there exists a constant τ2 < ε sufficiently small and independent of h, such that when 0 < τ ≤ τ2,
we get
Eˆn − Eˆn−1 . τ
[
1
ε
Eˆn−1 +
(
h2 +
τ2
ε2
)2]
, n ≥ 1. (4.45)
Summing the above inequality for time steps from 1 to n, when τ < 12 , it follows that
Eˆn − Eˆ0 . τ
ε
n−1∑
m=0
Eˆm +
(
h2 +
τ2
ε2
)2
, 1 ≤ n ≤ T
τ
− 1. (4.46)
Besides, noticing
Eˆ0 = ‖δ+t χε,0‖2l2 +
1
2
(‖δ+x χε,0‖2l2 + ‖δ+x χε,1‖2l2)+ 12 (‖χε,0‖2l2 + ‖χε,1‖2l2) . (4.47)
According to (4.43), (4.41a), (4.41b), we get
Eˆ0 . (h2 + τ2)2. (4.48)
With the Gronwall’s inequality [46], there exists a constant τ3 sufficiently small and independent of h, such
that when 0 < τ ≤ τ3, we obtain
Eˆn . e
T
ε
(
h2 +
τ2
ε2
)2
, 1 ≤ n ≤ T
τ
− 1. (4.49)
Noticing ‖χε,n‖2l2 + ‖δ+x χε,n‖2l2 ≤ 2Eˆn, we can obtain
‖χε,n‖l2 + ‖δ+x χε,n‖l2 . e
T
2ε
(
h2 +
τ2
ε2
)
, 1 ≤ n ≤ T
τ
− 1. (4.50)
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Besides, by the discrete Sobolev inequality, the following holds
‖χε,n‖l∞ ≤‖χε,n‖l2 + ‖δ+x χε,n‖l2
.e
T
2ε
(
h2 +
τ2
ε2
)
, 1 ≤ n ≤ T
τ
− 1. (4.51)
Therefore, there exists a constant τ4 > 0, h2 > 0 sufficiently small when 0 < τ ≤ τ4, 0 < h ≤ h2, we obtain
‖uˆn‖l∞ ≤ ‖u(x, tn)‖L∞ + ‖χε,n‖l∞ ≤ Λ + 1. (4.52)
We complete the proof by choosing h0 = min{h1, h2}, τ0 = min{τ1, τ2, τ3, τ4}.
Proof. (Proof of Theorem 4.1) Recalling the definition of ρ, Theorem 4.3 implies that (4.22) collapses
to (3.4). According to the unique solvability of the CNFD scheme (3.4), uˆε,n is identical to uε,n. Therefore
Theorem 4.1 is a direct consequence of Theorem 4.3.
4.2. Proof of Theorem 4.2 for the SIEFD
Determine another approximation to u(xj , tn) of the scheme SIEFD (3.5) from
δ2t uˆ
ε,n
j − δ2xuˆε,nj +
1
2
(uˆε,n+1j + uˆ
ε,n−1
j ) +GB (uˆ
ε,n+1
j , uˆ
ε,n−1
j ) = 0, j ∈ TN ; (4.53)
Theorem 4.4. Assume τ . h and under the assumption (A), there exist h0 > 0, τ0 > 0 sufficiently small
and independent of ε, for any 0 < ε ≪ 1, when 0 < h ≤ h0 and 0 < τ ≤ τ0 and under the stability
condition (3.19), the SIEFD (4.53) with (3.9) and (3.10) satisfies the following error estimates
‖δ+x χε,n‖l2 + ‖χε,n‖l2 . e
T
2ε
(
h2 +
τ2
ε2
)
, ‖uˆε,n‖l∞ ≤ Λ + 1, (4.54)
where χε,nj = u
ε(xj , tn)− uˆε,nj .
We define the local truncation error ξˆε,nj ∈ XN for j ∈ TN , n ≥ 1 as
ξˆε,0j :=δ
+
t u
ε(xj , 0)− γ(xj)− τ
2
[
δ2xφ(xj)− φ(xj)− φ(xj) ln(ε2 + (φ(xj))2)
]
,
ξˆε,nj :=δ
2
t u
ε(xj , tn)− δ2xuε(xj , tn) +
1
2
(uε(xj , tn+1) + u
ε(xj , tn−1))
+G
B
(uε(xj , tn+1), u
ε(xj , tn−1)).
(4.55)
Lemma 4.4. Under assumption (A), we have
‖ξˆε,0‖H1 . h2 + τ2, (4.56)
‖ξˆε,n‖l2 . h2 +
τ2
ε2
, (4.57)
‖δ+x ξˆε,n‖l2 . h2 +
τ2
ε3
, 1 ≤ n ≤ T
τ
− 1. (4.58)
Proof. The proof is similar to Lemma 4.1, therefore we omit it.
Next, we give the proof of Theorem 4.4.
Proof. (Proof of Theorem 4.4) The proof is similar to Theorem 4.3. With the results of Lemma 4.4
and 4.3, we can immediately prove Theorem 4.4.
Proof. (Proof of Theorem 4.2) Recalling the definition of ρ, Theorem 4.4 implies that (4.53) collapses
to (3.5). According to the unique solvability of the SIEFD scheme (3.5), uˆε,n is identical to uε,n. Therefore
Theorem 4.2 is a direct consequence of Theorem 4.4.
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5. Numerical results
In this section, we first quantify the error estimates of the regularized model and the CNFD scheme
(3.4). Then we investigate the well simulation of the LogKGE (1.1). Since the results of the SIEFD (3.5)
are similar to those of the CNFD (3.4), we omit the details for brevity.
5.1. Accuracy test
Here we take d = 1, λ = 1 and define the error functions as:
eˆε(tn) := u(·, tn)− uε(·, tn), eε(tn) := uε(·, tn)− uε,n, (5.1)
e˜ε(tn) := u(·, tn)− uε,n. (5.2)
Besides, we denote the error functions:
eε∞(tn) := ‖uε(·, tn)− uε,n‖l∞ , eε2(tn) := ‖uε(·, tn)− uε,n‖l2 , (5.3)
eεH1(tn) :=
√
(eε2(tn))
2 + ‖δ+x (uε(·, tn)− uε,n)‖2l2 . (5.4)
Here u, uε are the exact solutions of the LogKGE (1.1) and the RLogKGE (2.1), un, uε,n are the numerical
solutions of the LogKGE (1.1) and the RLogKGE (2.1).
Example 1. The initial data is set as φ(x) = e
− k2x2
2(c2−k2) , γ(x) = ckxc2−k2 e
− (kx)2
2(c2−k2) , and the Gaussian
solitary wave solution is
u(x, t) = e
− (kx−ct)2
2(c2−k2) , (5.5)
where c = 2, k = 1. The RLogKGE (2.1) is simulated on the interval Ω = [−16, 16] with periodic boundary
conditions. The ‘exact’ solution uε is obtained numerically by the CNFD (3.4) scheme with very fine time
step and mesh size τ = 0.01× 2−9, h = 2−10.
5.1.1. Convergence of the regularized model
Here we test the convergence rate between the solutions of the RLogKGE (2.1) and the LogKGE (1.1).
Figure 1 depicts ‖eˆε‖l2 , ‖eˆε‖l∞ , ‖eˆε‖H1 at t = 0.5 with different values of ε.
From Figure 1, we can conclude that the solutions of the RLogKGE (2.1) converge linearly to the
LogKGE (1.1) with regard to ε, and the convergence rate is O(ε) in the l2-norm, l∞-norm, H1-norm.
10-5 10-4 10-3 10-2 10-1
10-6
10-5
10-4
10-3
10-2
10-1
Figure 1: The errors eˆε(0.5) in three different norms with the scheme CNFD (3.4).
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Table 1: Temporal errors of the CNFD (3.4) scheme to the RLogKGE (2.1) at t = 1
‖eε(1)‖l2 τ = 0.1 τ/2 τ/22 τ/23 τ/24 τ/25
ε = 0.1/21 1.15E-03 2.94E-04 7.43E-05 1.87E-05 4.70E-06 1.19E-07
rate – 1.96 1.98 1.99 1.99 1.98
ε = 0.1/23 1.15E-03 2.96E-04 7.49E-05 1.88E-05 4.73E-06 1.20E-07
rate – 1.96 1.98 1.99 1.99 1.99
ε = 0.1/215 3.22E-03 8.20E-04 2.07E-04 5.20E-05 1.31E-05 3.31E-06
rate – 1.97 1.99 1.99 1.99 1.98
‖eε(1)‖l∞ τ = 0.1 τ/2 τ/22 τ/23 τ/24 τ/25
ε = 0.1/21 7.90E-04 2.04E-04 5.17E-05 1.30E-05 3.28E-06 8.35E-07
rate – 1.96 1.98 1.99 1.99 1.98
ε = 0.1/23 7.90E-04 2.04E-04 5.17E-05 1.30E-05 3.28E-06 8.34E-07
rate – 1.96 1.98 1.99 1.99 1.98
ε = 0.1/215 1.94E-03 4.91E-04 1.23E-04 3.10E-05 7.80E-06 1.99E-06
rate – 1.96 1.98 1.99 1.99 1.97
‖eε(1)‖H1 τ = 0.1 τ/2 τ/22 τ/23 τ/24 τ/25
ε = 0.1/21 1.15E-03 2.94E-04 7.43E-05 1.87E-05 4.71E-06 1.23E-06
rate – 1.96 1.98 1.99 1.99 1.93
ε = 0.1/23 1.15E-03 2.96E-04 7.48E-05 1.88E-05 4.75E-06 1.24E-06
rate – 1.96 1.98 1.99 1.99 1.93
ε = 0.1/215 3.22E-03 8.20E-04 2.07E-04 5.20E-05 1.31E-05 3.41E-06
rate – 1.97 1.99 1.99 1.99 1.94
5.1.2. Convergence of FDTD to the RLogKGE
Then we measure the error eε of CNFD (3.4) to the RLogKGE (2.1) for various mesh size h, time step
τ under any fixed parameter 0 < ε≪ 1 .
Firstly, we are concerned about the temporal errors of the CNFD (3.4) in the l2-norm, l∞-norm, H1-
norm at t = 1. The results are displayed in Table 1 with fixed mesh size h = 2−10, and varying time step
τj = 0.1× 2−j for j = 1, . . . , 5 with three different values of ε = 0.1/21, 0.1/23, 0.1/215.
Secondly, we investigate the spatial accuracy of the CNFD (3.4) at t = 1, we set time step τ = 0.01×2−9,
such that the errors from the time discretization are ignored then we solve the RLogKGE (2.1) with the
CNFD versus mesh size h = 0.5× 2−j, j = 1, . . . , 5. The results are displayed in Table 2 which tabulates
‖eε‖l2 , ‖eε‖l∞ , ‖eε‖H1 with different h for Example 1.
From Table 1 and Table 2, we can make the observations:
(i) The scheme CNFD (3.4) are uniformly second order accurate which are almost independent of ε in
both temporal and spatial discretizations for the RLogKGE (2.1).
(ii) The numerical results agree and confirm the analytical results in the Theorem 4.1.
5.1.3. Convergence of the FDTD to the LogKGE
Here we report the convergence rates of the CNFD (3.4) to the LogKGE (1.1) for Example 1. Table
3 displays l2-norm, l∞-norm, H1-norm of e˜ε(1) for various mesh size h, time step τ and parameter ε,
respectively. From Table 3, we can draw the following conclusions:
(i): The CNFD (3.4) converges to the LogKGE (1.1) at the rate O(h2 + τ2) only when ε . τ2 and
ε . h2 (cf. lower triangles below the diagonal which in bold letter in Table 3);
(ii): When τ2 . ε and h2 . ε (cf. the right most column of the Table 3), the RLogKGE (2.1) converges
linearly to the LogKGE (1.1) at O(ε).
5.2. The simulation of numerical solution
In this section, we apply the CNFD sheme (3.4) to quantify the simulation of the LogKGE (1.1).
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Table 2: Spatial errors of the CNFD (3.4) scheme to the RLogKGE (2.1) at t = 1
‖eε(1)‖l2 h = 0.5 h/2 h/22 h/23 h/24 h/25
ε = 0.1/21 3.43E-03 8.61E-04 2.16E-04 5.39E-05 1.35E-05 3.38E-06
rate – 1.99 2.00 2.00 2.00 2.00
ε = 0.1/23 3.46E-03 8.70E-04 2.18E-04 5.44E-05 1.36E-05 3.41E-06
rate – 1.99 2.00 2.00 2.00 2.00
ε = 0.1/215 3.49E-03 8.78E-04 2.20E-04 5.49E-05 1.37E-05 3.44E-06
rate – 1.99 2.00 2.00 2.00 2.00
‖eε(1)‖l∞ h = 0.5 h/2 h/22 h/23 h/24 h/25
ε = 0.1/21 1.87E-03 4.90E-04 1.23E-04 3.06E-05 7.65E-06 1.97E-06
rate – 1.94 2.00 2.01 2.00 1.98
ε = 0.1/23 1.88E-03 4.90E-04 1.23E-04 3.06E-05 7.65E-06 1.97E-06
rate – 1.94 2.00 2.01 2.00 1.96
ε = 0.1/215 1.88E-03 4.90E-04 1.23E-04 3.06E-05 7.65E-06 1.97E-06
rate – 1.94 2.00 2.01 2.00 1.96
‖eε(1)‖H1 h = 0.5 h/2 h/22 h/23 h/24 h/25
ε = 0.1/21 5.10E-03 1.29E-03 3.24E-04 8.09E-05 2.02E-05 5.06E-06
rate – 1.98 2.00 2.00 2.00 2.00
ε = 0.1/23 5.15E-03 1.30E-03 3.27E-04 8.17E-05 2.04E-05 5.12E-06
rate – 1.98 2.00 2.00 2.00 2.00
ε = 0.1/215 5.17E-03 1.31E-03 3.28E-04 8.20E-05 2.05E-05 5.14E-06
rate – 1.98 2.00 2.00 2.00 2.00
Example 2: Taking the initial solution as
φ(x) = cos(pix), γ(x) = sin(pix), x ∈ [−1, 1], (5.6)
and the grid as τ = 0.01, h = 2−6. We picture the waveforms and the energy error obtained by the scheme
CNFD (3.4) during t ∈ [0, 10] in Figs. 2, 3. From the two pictures, we can see that the solution is stable
and the energy is well conserved.
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Figure 2: The evolution of the waveform (left), the shift of profile of uε (middle), the energy error in t ∈ [0, 10] (right).
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Table 3: The convergence of the CNFD (3.4) scheme to the LogKGE (1.1) with different τ, h, ε at t = 1
‖e˜ε(1)‖l2 h = 0.1 h/2 h/22 h/23 h/24 h/25
τ = 0.1 τ/2 τ/22 τ/23 τ/24 τ/25
ε = 10−3 1.23E-02 3.18E-03 1.32E-03 1.22E-03 1.24E-03 1.25E-03
rate – 1.95 1.27 0.11 -0.03 -0.01
ε/4 1.25E-02 3.22E-03 8.51E-04 3.85E-04 3.53E-04 3.55E-04
rate – 1.95 1.92 1.14 0.13 -0.01
ε/42 1.25E-02 3.24E-03 8.26E-04 2.25E-04 1.11E-04 1.02E-04
rate – 1.95 1.97 1.88 1.02 0.12
ε/43 1.25E-02 3.25E-03 8.27E-04 2.10E-04 5.90E-05 3.15E-05
rate – 1.94 1.97 1.98 1.83 0.90
ε/44 1.25E-02 3.25E-03 8.27E-04 2.09E-04 5.30E-05 1.54E-05
rate – 1.94 1.97 1.99 1.98 1.78
‖e˜ε(1)‖l∞ h = 0.1 h/2 h/22 h/23 h/24 h/25
τ = 0.1 τ/2 τ/22 τ/23 τ/24 τ/25
ε = 10−3 7.61E-03 1.96E-03 6.92E-04 7.54E-04 7.71E-04 7.75E-04
rate – 1.96 1.50 -0.12 -0.03 -0.01
ε/4 7.61E-03 1.96E-03 4.96E-04 2.19E-04 2.27E-04 2.29E-04
rate – 1.96 1.98 1.18 -0.05 -0.01
ε/42 7.61E-03 1.96E-03 4.96E-04 1.25E-04 6.64E-05 6.73E-05
rate – 1.96 1.98 1.99 0.91 -0.02
ε/43 7.61E-03 1.96E-03 4.96E-04 1.25E-04 3.12E-04 1.98E-05
rate – 1.96 1.98 1.99 2.00 0.66
ε/44 7.61E-03 1.96E-03 4.96E-04 1.25E-04 3.12E-05 7.82E-06
rate – 1.96 1.98 1.99 2.00 2.00
‖e˜ε(1)‖H1 h = 0.1 h/2 h/22 h/23 h/24 h/25
τ = 0.1 τ/2 τ/22 τ/23 τ/24 τ/25
ε = 10−3 1.79E-02 4.73E-03 1.87E-03 1.59E-03 1.59E-03 1.59E-03
rate – 1.91 1.34 0.24 0.00 0.00
ε/4 1.79E-02 4.64E-03 1.25E-03 5.43E-04 4.68E-04 4.64E-04
rate – 1.95 1.89 1.20 0.22 0.01
ε/42 1.79E-02 4.63E-03 1.18E-03 3.26E-04 1.55E-04 1.37E-04
rate – 1.95 1.97 1.86 1.08 0.18
ε/43 1.79E-02 4.62E-03 1.18E-04 2.99E-04 8.46E-05 4.39E-05
rate – 1.95 1.98 1.97 1.82 0.95
ε/44 1.79E-02 4.62E-03 1.17E-03 2.96E-04 7.53E-05 2.20E-05
rate – 1.95 1.98 1.99 1.98 1.78
22
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Figure 3: The numerical solution and analytical solution at three different times.
6. Conclusions
Two regularized energy-preserving finite difference methods: the CNFD (3.4) and the SIEFD (3.5) are
proposed and analyzed for the LogKGE (1.1). Error estimates were rigorously estimated by utilizing the
energy method, the cut-off technique and the inverse inequality, which showed that the FDTD methods at
the order O(h2+ τ
2
ε2 ) in semi-H
1 norm. Besides, the error bounds were confirmed by some numerical results
and the convergence order from the LogKGE to the RLogKGE is O(ε). Based on the convergence, stability,
energy conserving and computational results, we conclude that the CNFD and the SIEFD schemes are
favorable for the LogKGE (1.1).
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