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Abstract
We are in progress of extending the family of ‘q-deformed operators’ considered in the previous papers by
joining to them q-subnormal as well as q-formally subnormal ones. It turns out that q-positive definiteness,
a notion generalizing Halmos’ standard positive definiteness of bounded subnormal operators, is likewise
central for our new scheme.
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A few words of introduction
Subnormal, quasinormal and hyponormal are the most favoured normal-like bounded opera-
tors. In the unbounded case the family turns out to be richer if besides
(a) normal, subnormal and hyponormal operators;
one allows to consider
(b) formally normal and formally subnormal ones
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relationship between those in (a) and these in (b), if any, is not immediate and often not easy
going. The aim of this paper is to display that relationship within the contents of the so-called
q-deformed classes, based mostly on the results of [6,7]. In addition to this a new, intermediate
concept of q-positive definiteness appears and links to the aforementioned ones are discussed. In
this paper
q > 0
unless specified otherwise. Thus though the attention is given to q = 1 as this is the novelty we
do not exclude the old case of q = 1 from our concern. This attitude allows us to think of the
q-classes as extensions of the former ones rather than to see them as deformations.
All the operators considered in this paper are densely defined and act within a complex Hilbert
space the inner product of which is denoted by 〈·,−〉. As usual D(A), R(A), N (A) stand for
domain, range and kernel of an operator A, respectively, A∗ denotes the adjoint of A while A¯
does its closure provided the operator is closable. If D ⊂D(A) is dense in H by A|D we denote
the restriction of A to D; notice A|D is again an operator in H.
Definitions. An operator A is said to be
• q-hyponormal3 if D(A) ⊂D(A∗) and ‖A∗f ‖√q ‖Af ‖, f ∈D(A);
• q-formally normal if D(A) ⊂D(A∗) and ‖A∗f ‖ = √q ‖Af ‖, f ∈D(A);
• q-normal if D(A) =D(A∗) and ‖A∗f ‖ = √q ‖Af ‖, f ∈D(A),
and, moreover, it is said to be4
• q-formally subnormal if there is a Hilbert space K contained isometrically in H and a q-
formally normal operator B in it such that A ⊂ B;
• q-subnormal if there is a Hilbert space K contained isometrically in H and a q-normal
operator B in it such that A ⊂ B .
The following diagram manifests the interrelationship between all these notions.
q-normal q-formally normal
q-hyponormal
q-subnormal q-formally subnormal
(1)
3 p-hyponormal operators already appear in the mathematical literature having meaning different from ours, cf. [1].
Thus for the very formal reason we should call the just introduced class of operators deformed hyponormal ones with
deformation parameter q for instance. However, for uniformization, simplicity and suggestivity we prefer our choice. We
are strongly convinced that this never lead to any confusion as long as the definitions are clearly stated in the context.
4 For A an operator inH and B in K, andH⊂K with the inclusion map being isometric, we write A ⊂ B if D(A) ⊂
D(B) and Af = Bf for f ∈D(A).
S. Ôta, F.H. Szafraniec / J. Math. Anal. Appl. 329 (2007) 987–997 989For q = 1 the above classes are just those commonly known, this will be acknowledged by
dropping the prefix q . However for q = 1 the operators persist in unboundedness as in particular
the following shows.
Proposition 1. A q-formally normal operator is always unbounded if q = 1 and so is q-
hyponormal one if q < 1.
Proof. If A is bounded then ‖A∗‖ = √q ‖A‖ = √q ‖A∗‖ for the q-formally normal case and
‖A∗‖√q ‖A‖ = √q ‖A∗‖ for the q-hyponormal one. This is what is claimed. 
q-normal operators are always closed as so are their adjoints. On the other hand, q-
hyponormal ones are closable (they have densely defined adjoints), (1) implies immediately
closability of the other operators. Moreover, closures of operators from a particular class does
not go beyond this class; however this has to be argued class by class, in any case the argument
is straightforward.
q-quasinormal operators
The diagram (1) becomes more rounded off if we join in the game one more class of operators:
an operator A is said to be
• q-quasinormal if A is closed and U |A| ⊂ √q|A|U with the polar decomposition of A to be
A = U |A|.
It is worthy to notice that a closed operator A is q-quasinormal if and only if U |A| = √q|A|U ,
cf. [6, Lemma 2.2].
Theorem 5.8 in [6] saying that q-quasinormal operators are q-subnormal ties up the dia-
gram (1) making it more symmetric.
q-normal q-formally normal
q-quasinormal q-hyponormal
q-subnormal q-formally subnormal
(2)
The proof of Theorem 5.8 in [6] is proceed by a method of constructing q-quasinormal operators,
which is generic for this class. This in turn guarantees a plentiful supply of q-subnormal opera-
tors. In particular all onesided (unilateral) weighted shifts are q-quasinormal, hence q-subnormal
if their (positive) weights (σn)n satisfy
σn = q−n/2σ0. (3)
A twosided (bilateral) weighted shifts with the weights satisfying (3) becomes q-normal, cf. [6,
Proposition 4.1]. Because for q > 1 the aforesaid onesided shift becomes a bounded operator,
we see that there are q-quasinormal operators, hence q-subnormal ones, which are bounded. For
such operators we know (see [6, Corollary 9.2]) that their spectra are exclusively composed of 0.
On the other extreme there exist q-hyponormal operators with empty spectrum, cf. [8]. Somehow
in the middle we have Theorem 5 which follows later.
First we prove some facts which may be interesting for themselves.
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such that
√
qKAA ⊂ A∗, N (A∗) ⊂N (KA). (4)
When A is q-formally normal KA becomes a partial isometry with the initial space R(A) and
the final space R(A∗|D(A)).
Proposition 2. The following statements hold.
1◦ Suppose A is q-hyponormal in H. If K∗A is injective and R(A) is dense in H thenR(A∗|D(A)) is dense in H.
2◦ Suppose A is q-formally normal inH. If KA is injective andR(A∗|D(A)) is dense inH then
R(A) is dense in H.
Proof. For f ∈H such that 〈f,A∗g〉 = 0 for all g ∈D(A) we have〈
K∗Af,Ag
〉= 〈f,KAAg〉 = √q −1〈f,A∗g〉 = 0
which implies K∗Af = 0 and, consequently, f = 0. This means R(A∗|D(A)) is dense in H.
Suppose A is q-formally normal. Because K∗AKA is the orthogonal projection on the initial
spaceR(A) from (4) we get √qA ⊂ K∗AA∗. Thus for f ∈H and g ∈D(A) such that 〈f,Ag〉 = 0
we get
〈f,Ag〉 = √q −1〈f,K∗AA∗g〉= √q −1〈KAf,A∗g〉= 0
implies KAf = 0. This means R(A) is dense in H. 
Corollary 3. Suppose A is q-formally normal in H. If both R(A) and R(A∗|D(A)) are dense
in H then the inverse A−1 is q-formally normal.
Theorem 4. Suppose A is q-formally normal inH. Then the following conditions are equivalent.
(a) K∗A is injective and R(A) is dense in H;
(b) KA is injective and R(A∗|D(A)) is dense in H;
(c) KA is unitary;
(d) A−1 is densely defined and q-formally normal.
Proof. The equivalence of the first three conditions follows from Proposition 2.
It is clear that if KA is unitary then, because R(A∗|D(A)) is dense in H, N (A) ⊂
N ((A∗|D(A))∗) = {0}. Thus A is injective with dense range, by [6, Proposition 3.10], its inverse
A−1 is q-hyponormal and
KA−1 = (KA)∗. (5)
Thus KA−1 is unitary and A−1 is q-formally normal.
If A−1 exists and is q-formally normal, then KA−1 is a partial isometry with the initial space
D(A) =H, hence an isometry. Because (5) holds K∗A is an isometry as well. Consequently, KA
is unitary. 
Theorem 5. Suppose q = 1. Then the spectrum of a q-formally normal operator A in H must
necessarily contain 0 provided R(A∗|D(A)) is dense in H.
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operator equals that of its closure. Moreover, assume A has a bounded inverse A−1 which im-
plies R(A) to be dense in H. This together with denseness of R(A∗|D(A)) allows us to apply
Corollary 3 so as to get that A−1 is q-formally normal. Because q = 1 this is in contradiction
with Proposition 1. 
Remark. Notice that if N is q-formally normal then N −λ is not unless q = 1. This shows that 0
in the spectrum of a q-formally normal operator plays a distinguished role. However, a question
how much the assumption of denseness ofR(A∗|D(A)) can be weaken or even removed remains
open.
The following illustrates the gap between q-quasinormal and q-normal.
Proposition 6. A q-quasinormal operator A is q-normal if and only if N (A∗) ⊂N (A).
Proof. Because q-quasinormal operator is q-hyponormal N (A∗) ⊂N (A), as we already know,
is equivalent toN (A∗) =N (A). The latter is precisely what, according to Proposition 5.5 of [6],
is equivalent for the q-quasinormal operator A to be q-normal. 
On the other hand, q-formal normality coincides with (essential) q-normality precisely under
the following circumstances (and with a straightforward proof).
Proposition 7. The closure A¯ of a q-formally normal operator A is q-normal if and only ifD(A)
is a core5 of A∗.
It is worthy to point out that for subnormal operators their boundedness forces that of their
minimal normal extensions; of course unbounded subnormal operators have exclusively un-
bounded normal extensions. For q = 1, by contrast with this, bounded q-subnormals, or even
bounded q-quasinormals (such operators exist, for example those onesided weighted shifts with
weights (3) for q > 1), must not have bounded q-normal extensions at all, as the latters never
exist due to Proposition 1.
q-positive definiteness
For an operator S having invariant domain, that is such that SD(S) ⊂ D(S), we consider a
q-version of the Halmos positive definiteness condition
I∑
i,j=0
qij
〈
Sifj , S
jfi
〉
 0, f0, . . . , fI ∈D(S), I = 0,1, . . . . (q–PD)
Notice (1–PD) coincides with the positive definiteness of Halmos.
5 D ⊂D(A) is said to be a core of A if A ⊂ A|D ; in other words, D is dense in D(A) in the graph topology of A.
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‘q-operator theory,’ it also comes in a natural way from the q-oscillator. By the latter we mean
an object described by the commutation relation6
S∗S − qSS∗ = I.
Proposition 8. Suppose S is a closable operator inH. IfD(S) is invariant for S and S∗ and such
that
S∗Sf − qSS∗f = f, f ∈D(S), (6)
then S satisfies (q−1–PD).
Proof. Using induction argument together with (6) we can check7 that8
(S∗)j Sif =
min{i,j}∑
k=0
[k]q !
[
i
k
]
q
[
j
k
]
q
q(i−k)(j−k)Si−k(S∗)j−kf, f ∈D(S).
Therefore,
∑
i,j
q−ij
〈
Sifj , S
jfi
〉=∑
k
[k]q !qk2
∥∥∥∥
∑
i
[
i
k
]
q
q−ki(S∗)i−kfi
∥∥∥∥
2
 0
with notation (S∗)j = 0 if j < 0 in which case the other factors become irrelevant. Thus
(q−1–PD) is satisfied. 
Proposition 8 provides us with strong motivation for q-positive definiteness to be investigated.
q-positive definiteness is necessary for an operator to have a q-formally normal extension as
the following result shows.
Proposition 9. Suppose S has invariant domain. If S has a q-formally normal extension N such
that
ND(N) ⊂D(N), N∗D(N) ⊂D(N), (7)
then it satisfies the positive definiteness condition (q–PD).
Proof. Let N be a q-formally normal extension of S. Take f0, . . . , fn ∈D(S) and write using (7)
I∑
i,j=0
qij
〈
Sifj , S
jfi
〉=
I∑
i,j=0
qij
〈
Nifj ,N
jfi
〉=
I∑
i,j=0
〈
N∗j fj ,N∗ ifi
〉=
∥∥∥∥
I∑
i=0
N∗ ifi
∥∥∥∥
2
to complete the proof. 
6 For this relation and its environment we suggest to take a look at [2,4,5,9], as a choice of various sorts.
7 This formula appears in [3] as formula (35), p. 101. Once discovered it can be proved by different means under
different circumstances.
8 Recall the basic numbers are defined as [n]q def= 1−q
n
1−q for q = 1 and [n]1
def= n. Then [n]q ! def= [1]q · · · [n]q for n > 0
and [0]q ! def= 1 as well as
[m
n
] def= [m]q ! .
q [m−n]q ![n]q !
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more subtle arguments than the standard ones for q = 1. For this we utilize the approach of [12,
Theorems 1 and 2] which adopts typical reproducing kernel Hilbert space technique to dilation
theory.9
Theorem 10. Suppose S has invariant domain. If S satisfies the positive definiteness condition
(q–PD), then it has a q-formally normal extension N , such that (7) holds and
D(N) = lin{N∗nf : f ∈D(S)}.
Proof. Define a (scalar valued) kernel K on10 N ×D(S) by
K(m,x,n, y)
def= qmn〈Smy,Snx〉H, m,n ∈ N, x, y ∈D(S). (8)
As usual define the kernel functions Kn,y , n ∈ N, y ∈D(S), by
Kn,y(m,x)
def= K(m,x,n, y), m ∈ N, x ∈D(S). (9)
As the condition (q–PD) makes the kernel K positive definite11 on N×D(S), the corresponding
reproducing kernel Hilbert space K bears the inner product
〈Kn,y,Km,x〉K def= K(m,x,n, y), m,n = 0,1, . . . , x, y ∈D(S). (10)
Thus the linear spanD def= lin{Kn,y : n ∈ N, y ∈D(S)} of kernel functions is dense inK. Because
K(0, x,0, x) = ‖x‖H, the linear mapping
D(S)  x → K0,x ∈K (11)
is an isometry which, after extending it to the whole of H, we denote by V .
Notice that due to (8) and (9)
qmKm,Sx(n, y) = Km,x(n + 1, y), m,n ∈ N, x, y ∈D(S). (12)
Let N be a linear operator, with domain D(N) def= D, acting as
NKm,x = qmKm,Sx, m ∈ N, x ∈D(S). (13)
This operator is properly defined on D and apparently maps D into itself. Indeed, from (12) we
get
∑
i
ξiq
miKmi,Sxi (n, y) =
(∑
i
ξiKmi,xi
)
(n + 1, y)
which makes the operator N well defined.
The following relations can be checked using (8)–(11) in a proper way.
〈NKm,x,NKn,y〉K = qmn+m+n
〈
Sn+1x,Sm+1y
〉
H, (14)
D ⊂D(N∗),
N∗Km,x = Km+1,x and
〈
N∗Km,x,N∗Kn,y
〉= q(m+1)(n+1)〈Sn+1x,Sm+1y〉H, (15)
V S ⊂ NV. (16)
9 Much more on this technique can be found in [13, Chapter 2].
10
N
def= {0,1, . . .} in this paper.
11 This means
∑
i,j K(i, xi , j, xj )ξi ξ¯j  0 for any finite choice of (xi )i in D(S) and (ξi )i in C.
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main part of the conclusion follows. The remaining statements come straightforwardly from the
construction of K and N . 
Remark 11. The q-formally normal extension N of S constructed in the proof of Theorem 10 is
minimal in the sense that
lin
{
N∗ifi : i = 0,1, . . . , fi ∈D(S)
}
is a core of N . This kind of minimal extension is called in [10] of cyclic type in the case q = 1.
Minimal extensions of cyclic type are unitary equivalent, which establishes the uniqueness prop-
erty for operators having this kind of extension.
The asset of the construction we have chosen in the proof of Theorem 10 for the space K to
be built up is in having explicit description of domains of the operators in question. The space K
is composed precisely of these complex functions ϕ on N×D(S), which are linear in the second
variable and satisfy the condition:
There is Cϕ  0 such that∣∣∣∣∣
I∑
i=0
ϕ(i, xi)
∣∣∣∣∣
2
 Cϕ
I∑
i,j=0
qij
〈
Sixj , S
j xi
〉
for any choice of (xi)i in D(S); (17)
this is the so-called reproducing kernel Hilbert space test, see [11] or [13]. Thus the domain of
the closure N of N is
D(N) = {ϕ satisfies (17): ϕ1 satisfies (17) too}, (18)
where ϕ1(i, x)
def= ϕ(i + 1, x), (i, x) ∈ N ×D(S), and the operator N itself acts as
Nϕ = ϕ1, ϕ ∈D(N).
This fact comes out from the reproducing kernel property
ϕ(i, x) = 〈ϕ,Ki,x〉, i = 0,1, . . . , x ∈D(S). (19)
Moreover, due to (17) and (19), with ϕ2(i, x) def= qiϕ(i, Sx), (i, x) ∈ N ×D(S), we get
D(N∗) = {ϕ satisfies (17): ϕ2 satisfies (17) too}, (20)
and
N∗ϕ = ϕ2, ϕ ∈D(N∗). (21)
The q-formally normal N constructed in the proof of Theorem 10 is usually not closed but there
is a chance for its closure to be q-normal and, consequently, for S to be q-subnormal. For this
we have immediately got the following.
Proposition 12. The closure of N defined by (13) is q-normal if and only if the sets (18) and (20)
coincide.
In addition to this we ought to notify a criterion which may be useful in checking q-normality
of N .
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ϕ ∈K and for any finite (mi)i and (xi)i ,∑
i
(
ϕ(mi, xi) + qmi+1ϕ(mi + 1, Sxi)
)= 0 imply ϕ = 0. (22)
In particular, this happens if
lim inf
k→+∞q
2k2+4mk+k∥∥Sm+2kx∥∥2 = 0 for any (m,x) ∈ N ×D(S). (23)
Proof. Notice first that N is q-normal if and only if D(N) is a core of N∗, cf. Proposition 7.
This in turn is equivalent, cf. footnote 5 on p. 991, to the fact that for ϕ ∈D(N∗) the equality〈
ϕ,
∑
i
Kmi,xi
〉
+
〈
N∗ϕ,N∗
∑
i
Kmi,xi
〉
= 0
to hold for any finite (mi)i and (xi)i implies ϕ = 0 (we have used here tacitly that (m,x) → Km,x
is linear in the second variable). Now using the reproducing kernel property (19) together with
(21) gives us immediately (22).
Suppose now the antecedent of the implication (22) holds true. Then fixing (m,x) from
ϕ(m,x) + qm+1ϕ(m + 1, Sx) = 0
we get that for any k = 1,2, . . .
ϕ
(
m + k,Skx)= (−1)kq− 2m+k+12 kϕ(m,x).
By the reproducing kernel test (17) and (8) we get therefore
∣∣ϕ(m,x)∣∣2 = q(2m+k+1)k∣∣ϕ(m + k,Skx)∣∣2
 Cϕq(2m+k+1)kK
(
m + k,Skx,m + k,Skx)
= Cϕq(2m+k+1)kq(m+k)2
〈
Sm+kSkx,Sm+kSkx
〉
= Cϕqm2q2k2+4mk+k
∥∥Sm+2k∥∥2.
This establishes the remaining part of the conclusion. 
Remark 14. Consider again the onesided weighted shift with the weights (σn)n defined by (3). It
satisfies (q−1–PD) and if q > 1 it does (23) as well. Thus it may serve as an illustrative example
of Theorem 13 to work.
q-positive definiteness as q varies
It is obvious that the property of q-normality, q-formal normality or q-quasinormality does
not spread as q changes (for q-quasinormality we have even much stronger statement, cf. [8,
Proposition 3.1]). On the other hand, a look at the definition of q-hyponormality shows off that
if an operator is q-hyponormal then it so for any q˜ > q . It turns out that the same concerns
q-positive definiteness thought the argument is not trivial.12
12 We owe the proof of Lemma 15 to Man-Duen Choi’s generosity.
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Proof. First of all notice that the finite matrix Ak
def= ((ij)k)Ii,j=0 is positive definite. Then the
infinite sum
A
def=
∞∑
k=0
tk
k!Ak, with convention 0
0 = 1,
of finite positive definite matrices is positive definite as long as t  0. As A = (eij t )Ii,j=0, specify-
ing q = et leads us to positive definiteness of the matrix (qij )Ii,j=0; notice ‘positive definiteness’
of a matrix means here its ‘positive semi-definiteness’ in the linear algebra sense, however we
prefer the previous as it is in conjunction with that of reproducing kernels, which in turn has been
used along with that of functions appearing in harmonic analysis. 
Theorem 16. If S has invariant domain and satisfies (q–PD) then S satisfies (q˜–PD) for every
q˜ > q as well.
Proof. Because
(
q˜ij
〈
Sifj , S
jfi
〉)I
i,j=0 =
((
q˜q−1
)ij )I
i,j=0 ◦
(
qij
〈
Sifj , S
jfi
〉)I
i,j=0,
with ◦ to denote the Schur (Hadamard) entrywise product of matrices, and the matrix
((q˜q−1)ij )Ii,j=0 is positive definite according to Lemma 15, Schur’s lemma guarantees q˜-positive
definiteness of S completing the proof. 
Corollary 17. Suppose S has an invariant domain. Then
1◦ if q > 1 then for S to satisfy the positive definiteness condition (1–PD) implies S to satisfy
the q-positive definiteness condition (q–PD);
2◦ if q < 1 then for S to satisfy the q-positive definiteness condition (q–PD) implies S to satisfy
the positive definiteness condition (1–PD).
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