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ABSTRACT
Deepfakes are image, audio, or video files that are either manipulated or completely synthesised
(Westerlund, 2019). Modern deepfakes use artificial intelligence techniques to more easily automate
this fabrication process, but such content manipulations have a long history. For example, photo
manipulation has existed for almost as long as the history of photography itself, with early examples
from the 1860s where there is clear evidence that photographs of both incumbent U.S. president
Abraham Lincoln, and future president Ulysses S. Grant, were manipulated and composited (LoC1,
2021; LoC2, 2021). This association between politics and image manipulation has continued
throughout the decades, with notable examples including the removal of Soviet Commissar Nikolay
Yezhov from photographs with the General Secretary of the Soviet Union, Joseph Stalin, when he fell
out of political favour in the 1930s, to Italian Prime Minister Benito Mussolini having a horse handler
removed from a photograph to make himself appear more heroic in the 1940s (Fineman, 2012). More
recently during the 2004 U.S presidential campaign of John Kerry in 2004, a photograph showing
Kerry with Jane Fonda speaking at an anti-war rally from the 1970s was spread on social media sites,
and although it was quickly identified as having been faked, it has been cited as one of the reasons for
his election loss (Roland-Shearer, 2009; Qureshi and Deriche, 2015).
Deepfake software is becoming widely available, and in spite of the fact that such software can
have very serious implications for politics, for example, Dobber, et al. (2021) have shown that it is
possible to change voters’ views on a particular politician using deepfake technology, it is nonetheless
largely unregulated. It is, therefore, clear such technology adds a worrying new dimension to the
types of “dirty tricks” the political parties can undertake; not only can they create fabricated digital
content of their political opponents, but they also have plausible deniability if harmful content of their
own candidates is uncovered, as they can claim these are deepfakes. Researchers like Korus and
Memon (2019) advocate the development of AI systems to detect altered digital content, and the
watermarking of content (either visibly or steganographically).
Some answers to this issue may be found by investigating the works of postmodern
philosophers like Derrida, Foucault, and Lyotard, who argue that truth is not an absolute and universal
concept, but rather is contingent on context and never complete (Hicks, 2004). A recurring motif in
postmodern philosophy, best exemplified by Jean Baudrillard 1981 thesis “Simulacra and
Simulation”, is the notion of recontextualising or “remixing” aspects of society in self-conscious
appropriations or parodies. Their works would suggestion that the organisations that create deepfake
software should also be the ones who are (legally) required to develop software tools to detect those
same deepfakes, and those organisations should carefully reflect on the ethical implications of their
software.
This issue is one of grave concern, and is one of a rapidly growing number of computer ethics
issues that have been emerging recently, to such an extent that a number of third-level institutes across
Europe are collaborating to explore some of these key ethical challenges, and to develop educational
content that is both based on pedagogically sound principles, and motivated by international
exemplars of best practice to highlight these matters as part of the Erasmus+ Ethics4EU project

(O’Sullivan and Gordon, 2020). One specific development that is being undertaken is the creation of a
lesson focusing on programming issues, and concentrating specifically on the ethics of developing
software systems that can have a negative impact on people’s lives.
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