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1. ユニークな inode番号を生成し、ファイルを表す新しい inodeエントリを作成














複数の inodeエントリをアトミックに更新する場合は、更新する inodeエントリの inode番号 (key)とエン
トリ内容 (value)のペアのリストと、その更新範囲の inodeエントリの現在のバージョンをすべて反映した
Vector Clockを指定する。メタデータサーバは更新リクエストを受け取ると、更新される全ての inodeエ




























ワーク環境で評価した結果、1ノードに偏って格納されている 50 GBのデータを 17分 21秒で転送するこ
とができた。これは同一の環境で 1ノード対 1ノードでファイル転送を行った場合の 86.1%の転送時間で
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図 1: 1対 1転送及び提案手法のクラスタ Bにおける受信スループット
ノードの集合をN = {N1, N2, · · · , Nn}、ファイルの集合を F = {F1, F2, · · · , Fm} としたとき、解くべき
問題はファイル複製の選択決定であるノード集合 N に対するファイル集合 F の組み合わせ問題と、ファイ











実験には産業技術総合研究所のPCクラスタAの 7ノードと筑波大学の PCクラスタ Bの 7ノードを用






提案手法と 1対 1のファイル転送を比較評価する。1対 1転送にはクラスタ Aの 1ノードからクラスタ
Bの 1ノードへ、50GB分のファイルを転送した。結果を図 1に示す。1対 1の転送には 19分 46秒かか
り、平均スループットは 42.2 MB/secであった。一方、提案手法は 17分 21秒かかり、平均スループット
は 49.0 MB/secであった。以上の結果から、今回の実験ではクラスタ間でデータを転送する目的において







験を行った。結果として、50 GB のデータを 17分 21秒で転送し、これは 1ノード対 1 ノードの場合の
86.1%の時間であった。また、最もディスク I/Oの遅いノードが 54.8 MB/secであるという環境のもと、平
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