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INTRODUCTION AND SUMMARY 
Let h < 2 be a positive real number and denote by G(h) the subgroup 
of S&,(R) generated by the matrices (in linear notation): T,, = (1, A; 0, 1) 
and S = (0, - 1; 1, 0). It is well known that a such group G(X) is a discrete 
subgroup of SL,(R) if and only if X = 2 or X = A, = 2 cos n/n, n = 3,4,5, 
6,... ([7]). Note that G(A,) = G(1) = Z&Z). Further, it is generally believed 
that the existence of Hecke operators for discrete subgroups of S&(R) (and 
for their modular forms) stems from commensurability ([IO], Ch. 3). In 
particular, it is known that the Hecke operators for G(1) and its congruence 
subgroups owe their existence to the fact that these groups are pairwise 
commensurable. In 1967, Leutbechcr [6] proved that such is not the case with 
the groups G(h,): only for n = 3,4 and 6 are the groups G(h,) pair-wise 
commensurable. 
Thus it actually remains to write down the Hecke operators for G(h,) = 
G(1/2) and G(h,) = G(2/3), and investigate the arithmetical consequences 
coming from them. The main results of this paper concerning the groups 
G(h), h = Pa, 2 = 2, 3, are obtained partly as special cases of results con- 
cerning a larger class of groups. The groups in that class are denoted by -- -- 
G(+s), where 4 is any prime number. The group G(+a) consists, by defini- 
tion, of all matrices of the form (u@/~, b; c, dq1j2) or (a, bql’a; c$/z, d) with 
e, b, c, d E Z and with determinant equal to 1. G(@/s) contains the group 
G(q’j2), where G(q112) is generated by S and Tqlp, the groups G(@/2) being 
commensurable with G(1) if and only if p = 2, 3. However, m is commen- 
surable with G(1) for all values of Q; also, G(41’3 = G(q1j2) if and only if 
Q = 2, 3. From now on the symbol G(X) stands for groups G(gV2) where 
pl’” = A, 4 a prime number, and G(h) stands for their subgroups generated 
by S and TA , or, as the case may be, for G(X,) where A, = 2 cos r/n, n = 
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3, 4, 5,... Now, let d be the set {(q , w2) E @ x @ 1 Im wl/wz > 0). The 
group G(h) acts on B via (01, ,8; y, S)(W, , w2) = (aq + pw2; yq + SW,) where 
(01, B; y, 6) E G(h). Let 8, denote the set of orbits of 9 mod G(A). In section 1, 
2 and 7 we construct the Hecke operators for G(A) corresponding to the 
different prime numbers, starting from commensurability. It is proved 
(Sections 2, 7) that, if p and q are prime numbers, p # q, then the operator 
qq; p) == c (a, bk 0, d), (1) 
(where the summation extends over the integers a, 6, d E Z with ad = p, 
d > 0, and over a set of representatives b mod d) defines a “correspondence 
on Z(PJ”, i.e. an endomorphism of the free abelian group Z(PJ on P,, . The 
formula (1) can be completed with an operator T(q; q) as follows. If p = q, 
then write 
q-1 
T(q; q) = 1 (a, bk f&d) + C (A t; 0, A) 
t=1 
witha,b,dEZ,ad=qandbmodd,d>O. 
In Sections 3 and 7 it is shown that the operators (l), (l), generate a commuta- 
tive subalgebra of End(Z(B,)). By taking in (I), (I)* a fixed set of representa- 
tives of b mod d (e.g. 0 < b < d) one can interprete these operators as 
correspondences on 9 (and Z(9)). Th ere is some advantage to this; for, in 
this way, one can show that the operators (1) (but not (I)*) are Hecke operators 
acting on the modular forms in Weil’s definition ([7], which involve certain 
nontrivial multipliers). 
Thus, let G(h) be any group as defined above. We say that a function 
F: 9 ---f @ is G(h)-modular of weight k with multiplier Ci-” (k E R, C E a=*) 
if F satisfies the formulas: 
Ww, > 6.4 = M+J, , ~2) 
W(w, > wJ) = CiPkF(wl, w2) (2) 
W’dw, > 4) = F(w, > 4. 
One can, in the usual fashion (cf. Section l), associate to F a function f on 
the upper half-plane fl and give Weil’s definition of G(h)-modular form as: 
a holomorphic function f : Z --f @ satisfying 
f CT,4 = f (4 
f cw = wwf(4 (2)’ 
f is holomorphic at co. 
Here, as well as in (2), we understand (z/i)” to mean eklog(tli), where the log 
is real on the real axis. It is well known ([7]) that if f satisfies (2)’ and h = An , 
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then k = [4m/(n - 2)] + 1 - C f or some rnE N and that C = (-1)‘~ 
where n, is the order of zero off at i E Z. Every such f satisfying (2)’ can, 
in the usual manner, be shown to come from a function F satisfying (2). 
This is done in section 1. Recall that the @-space of all G(h)-modular forms 
(with multiplier C’PL and) of weight k satisfying (2)’ is denoted by &(A, R, C), 
and that for h = A, this space has dimension 1 + [(m + (C - 1)/2)/n]. It 
is easy to see that the only values of h for which all G(h)-forms have integral 
weight are precisely h = 1, d2, ~‘3. Note further that for h = 1 one has 
Ci-” = 1. Throughout the paper we denote the operator (6, 0; 0, 0, [ E @*. 
by R(5). 
THEOREM 1. For h = P2, I = 2, 3 and k E 22, the operators (l), inter- 
preted as correspondences on Z(Y) f or any $xed set of representatives of b mod d, 
act in a natural way on the space &(A, k, C). If, moreover Ci-k = 1, then the 
joint operators (l), (lh , as correspondences on B(P,J, act oc A%‘@, k, C). 
Denote by rA the canonical homomorphism Z(P) -+ Z(P,), induced by the 
projection 9 --f 8, , for X = q112, q any prime number. Define a homomor- 
phism 
A: W) - Z(P) 
by letting #,, act on 9’ by 
(ml9 w2) - +JlA w2) + bl > wz/a (3) 
and extending it by linearity. Similarly, define a homomorphism +,+: Z(P) --t 
Z(P) via 
4-I 
(Wl> %) +-+ (hw, , w2) + c (--xwz , Wl + tq). (4), 
t=0 
Of the following lemma a proof is to be found in section 7. 
LEMMA. The homomorphism n1 0 #,, factor&es through Z(P,,) via the map 
nA; i.e., $,, projects to a homomorphism $I~: Z(9’,) -+ Z(.P,) with ml o z,Gn = 
Z/J, 0 rr,, . Similarly, the homomorphism nA 0 +A factorizes through Z(.P,) via the 
map x,; i.e. there exists a &: Z(gp,) + Z(9,) with rrA o +h = (b, o rrl . 
The maps $, and #, are simply the maps (4), and (3), respectively, but 
considered on Pr and PaA , respectively. 
We are now in a position to construct modular forms on the groups G(1) 
starting from forms on G(A) and vice versa. (Note that, if F: B -+ @ is a form 
on G(X) satisfying (2) then F extends to Z(.P) by linearity). 
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THEOREM 2. Let F,: B - @ be a function satisfying (2) for G(h), h = q1J2, 
q = 2, 3. Suppose that its associated function fA: X + c is a modular form 
(satisfying (2)‘). The function FI = F,, 0 $,, factorizes through Z(P,) if and 
only if Ci-k = 1, and its associated function fi: X -+ C is a modular form on 
G(l), of the same weight and with the same multiplier. 
COROLLARY TO THEOREM 2. In the notation of the theorem, let dA be the 
map which maps fA to fi . Then, 4A: &(A, k, i”) + A?(l, k, ik) is C-linear. 
In fact, one has 
It is conjectured that the map +A is surjective. 
THEOREM 3. Let F,: 9 + @ be a function satisfying (2) for G(1). For 
h = 11j2, 1 = 2, 3, the function F,, = FI o #,, satisfies (2). Suppose that the 
associated function fi: .Z? --+ C of FI is a modular form (satisfying (2)‘). Then 
Ci-” = 1, and FI factorizes through Z(P,). The function FA = FI o & equals 
the function i;: o #t o Z-,, where PI o rrI = FI and #s is as defined in the lemma; 
its associated function fA is a modular form on G(A) satisfying 
The linear map YA: &!(I, k, C) + &(A, k, C) defined 
injective. 
(6) 
by yA(fi) = fA is 
In view of Theorem 3 it seems reasonable to expect the series 
(7)z 
to be a good candidate for an Eisenstein series in &(A, k, C). 
THEOREM 4. For real k > 2, the series of absolute values of (7)L with 
h = 1112, 1 = 2, 3, converges uniformly on compact sets. For k > 2, k even and 
integral, the series (7), is a nonvanishing element of A!(h) k, C) taking the value 
2[(k)(CPk + A-“) at infinity. The series (7)s is an eigenform of all the operators 
(1) with eigenvalue ok-J p) = Cdlp dk--l, and if Ci-k = 1, of the operator (1)r 
with ezgenvalue ~~~~(1) + lk12-l(1 - 1). 
From Theorem 4 one can compute explicit formulas relating Eisenstein 
series of different weight in the usual fashion. One can also show that every 
A(& k, C) admits a basis, the Fourier series of which have integral coefficients 
c31. 
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Remark 1. We have said that Theorems l-4 can be formulated and proved 
in a more general fashion. Indeed, the reader will find in the text indications 
as to how to prove these more general statements, and-some of the proofs are 
actually carried out. For instance, Theorems l-4 hold true for all groups -- 
G(+a), 4 any prime number. (cf. Section 7, Remark 2; Section 8, Remark 
and Definition). Further, let .YA denote the set of orbits of .Y mod G(X), 
where X = $/2, q any prime number. Then the first part of the lemma 
is still true, but not the second part. Also, Theorem 3 remains true, but not 
Theorem 2. In addition, the first two statements of Theorem 4 remain true, 
but the last two assertions cannot be proved. 
Remark 2 (added in proof). In the doctoral thesis (1975) of the first 
author the further arithmetical applications of the operators (1 ), (l), have 
been investigated (these operators are Hermitean with respect to a Petersson 
inner product on the cusp forms, Dirichlet series, Euler products, etc.). 
In this thesis one can also find the full and often lengthy proofs of the general 
statements referred to in the previous remark. 
1. SOME WELL-KNOWN FACTS ABOUT G(h); RELATION BETWEEN F AND f 
We recall from the literature [7,2] that, for fixed n 2 3, the group G(h,)’ = 
G(h,)/fl, as a group of substitutions of X, has as a fundamental domain the 
set I@ = {T E ST / I Re(T)/ < L/2, I T / > l}, which contains two elliptic 
points, viz. i = ( -1)112 and 7” , the latter one being defined by 1 ~a j = 1 
and Re(T,,) = --h,/2. Note that the angle between the sides Re(x) = *A,/2 
and the unit circle equals m/n. Put S’ = S mod(&l} and note that {f 1) = 
{Sa, 1) is the center of C(X). The element S is of order 4 and S’ is of order 2. 
PROPOSITION 1. The group G&J’ is isomorphic to the free product 
Z/22 * Z/n72 of the finite cyclic groups Z/2E and Z/nZ. In fact, one may take for 
Z/277 the group generated by the image s’ of S in G(h,)’ and for Z/n72 the group 
generated by the image T,J of T,S. For n even G(A,) (G(h,)‘, resp.) fall into 
two classes, viz. the “even substitutions”, containing the letter S (s’, resp.) an 
even number of times in some expression representing them; and the “odd sub- 
stitutions” containing the letter S (s’, resp.) an odd number of times. For 
h = 1112, 1 = 2, 3 the even ones are of the form (a, bE1J2; cllJ2, d) with deter- 
minant 1, the odd ones are of the form (a11f2, b; c, d1112) with determinant 1. 
Proof. Just as in the case of G( 1)’ one may look upon G(I\,)’ as a subgroup 
of a triangle group generated by reflections. Consider half the domain 9(X,) 
bordered by the unit circle, the imaginary axis and the line Re(T) = XV,/2 as 
a triangle with angles 7r/2,0, v/n in the (hyperbolic) plane. 
481/43/z-16 
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Denote by V the reflection of it along its side on the imaginary axis, by 
U the reflection along its side on the line Re(T) = A,/2 and by IV the reflection 
along its side on the unit circle. The triangle group G, generated by it is 
presented by U2 = V2 = W2 = 1 and ( VW)2 = 1, (UW)n = 1. It is also 
readily seen that the product s = VW represents the image of S in G&J 
and the product UV the image of Th . Noting that the group G&J’ acts on A? 
in an orientation-preserving way, we conclude that G&J is the subgroup 
of index 2 of G, of orientation-preserving elements. It is presented by 
s2 = tn = 1 with t = UW. From the relations S4 = S2 = I and (TAS)2n = 
(TAS’)n = I it follows that the parity of the occurrence of S in an arbitrary 
element of G(X,) and G(h,)’ is well-defined only if n is even. It is easy to show 
from this the last statement of the Proposition. 
Remark 1. Let u E G(h,) and let u’ its image in G&J’. Thus, if we denote 
by E, (and E,’ resp.) the number of times that the element S (and s’, resp.) 
occurs in an expression for o (and o’, resp.)--as a word in the generators S, 
ThS, S3Ty1 (and as a not necessarily, reduced, word on S’, T,,S’, S’T;l, resp.) 
-then E, = E,’ + 227, (V > 0). 
Remark 2. The definition (2) of a modular function F entails 
(Ci-k)4(-1)28 = 1. Further, 
F(S2(w1 , 4) = F(--wl , -w2) = (Ci-k)2F(w1 , w2) = ( -I)-kF(w, , w2) 
implies C = & 1. The function F factorizes through 8, if and only if Ci-” = 1, 
i.e. if and only if either C = 1 and k = 0 (mod 4) or C = -1 and k = 2 
(mod 4). 
Remark 3. It is known [4] that G(h) = G(A) (A = q1j2, q not necessarily 
a prime number) precisely when q = 2, 3 and 4. For q prime, q 3 5, one has 
that the even elements of G(h) (henceforth defined as elements of the form 
(a, bh; CA, d) E SL,(Iw) with a, b, c, d E E) contain S an even number of times 
in their expressions. (cf. Section 8 and [5]). 
PROPOSITION 2. A function F: B + UZ satisjies the formulas (2) if and only 
if it satisfies the formulas (6 E @ *, u E G(h)) 
F&J,, 5~2) = 5-k~(w,, ~21, 
(8) 
F(+JI 7 w2)) = (Ci-‘)FaF(wl , w2), 
where E, is as before. Putting wl/w2 = z E X and denoting F(wl/w2, 1) by 
f(z), the function f satisfies (2)‘. A function f: X + C satisfies (2)’ onZy ;f it 
satisfies 
f (uz) = (Ci-“y S(a)(cz + d)k f (z), (8)’ 
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where (T = (a, b; c, d), and 6(u) is a 2(n - 2)th root of unity depending olt the 
word 0, h = h, . Every f satisfying (2)’ comes from a function F satisfying (8). 
Proof. The proof of the first statement is trivial. To prove the second and 
third statement, note that from 
F(aw, + bw, , cwl + dw,) = (Ci-“)FOF(q , OJJ 
one may draw 
(cwr + dw,)-“F(crz, 1) = w;~(C’~-~~F(Z, 1). 
Thus, if the multiplier Ci-k is equal to 1, we would have the classical proof 
and f (az) = (cz + d)kf (z). In our case, however, for every occurrence of S 
in a word o, we have to add the factor Ci-k, and after every occurrence of S2 
the additional factor (-1)“. Checking what happens to the multiplier when 
going from F to f, one sees that Ci-” brackets out E, times together with a 
certain number of times the factor ( -l)k. For K integral one may take 
0 < E, < 4 (Remark 2 above). 
2. COMMENSL%WILITY OF G(h), h = 1, d2, d/3, AND THEIR HECKE RING 
Recall that two subgroups G and G’ of a group H are commensurable 
(notation: G N G’) if G n G’ is of finite index in G and G’. Commensura- 
bility is an equivalence relationship and for every 01 in the commensurator 
e = {a E H j olGol-l N G} of G in H there are disjoint coset decompositions 
of double cosets into finitely many left cosets G’aG’ = UC G’CQ and GcL’G = 
uj Gal, , where a’ E G’, provided that G N G’ (cf. [lo], ch. 3). Note that then 
e = G’. 
The commensurability of the groups G(l), G(W), E = 2, 3, follows from 
the fact that these groups contain a copy of the classical congruence subgroup 
Z’,(Z) of G( 1) = SL,(E) of index I + 1, as follows. Put A = (1,O; 0, A), then 
r,(Z) C AG(h)A-l n G(1) . g IS enerated by AT&l = (1, 1; 0, l), S*TIS*-l = 
(1,O; -Z, l), and -1 = (-1,O; 0, -1), where S* = ASA-‘. Noting that 
AG@) A-l is generated by ATAA-l and the element S* of order 4, we see 
that the commensurability follows at once, by taking, for instance, H = 
SL,(R), G’ = G(1) and G = G(V). 
Recall that for G C H any semi-group d with G C A C G gives rise to a 
Hecke ring R(G, A), which is defined as the B-moduIe of all formal finite 
sums & ckG 6,G, 6, E d, and with law of multiplication as follows. If u = 
GLXG = ui GCQ , v = GflG = u* Gbj , w = GyG, then 
u . v = 1 m(u . v; w) w, 
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the sum being extended over all w C GorGpG and m(u * v; w) denoting the 
number of pairs (;,j) such that Gol& = G, , for a fixed y. This number does 
not depend on the choice of the representatives 01~ , /3) and y. Note that 
always G C G, and further, that a finite decomposition GorG = ui Goli with 
01 E H, means that a: E G. Take G = G(A), H = Z.,(R) and let A be generated 
by the matrices (1,O; 0; Q), for all prime numbers q, and by G(X). Note that 
A c G(1) = G(A). 
PROPOSITION 3. With the former choice of G, H and A we have the 
following disjoint left coset decompositions: for p # I, p prime, 
G(l, 0; 0, p) G = u G(a, bX; 0, d) 
where the summation extends as in (1); for 1 = 2, 
G(l, 0; 0,2) G = u G(a, b d/z; 0, d) u G()I, -1; 0, A) 
with the summation as in (I),; andfor 1 = 3 
G(l, 0; 0, 3) G = u G(a, b l/2; 0, d) u G(h, 1; 0, A) u G(h, -1; 0, A), 
where the summation is as in (1)a . The map p: R(G(A), A(h)) + End(b(P’,)) 
defined by (CX E A) 
GaG = U Gaj + 2jaj 
is an injective ring homomorphism sending G = G(X) to (1,O; 0, l), provided 
that one interpretes Cj aj as a correspondence on CJJr,, . 
Proof. The proof is a matter of computation. It is easily calculated that 
the left cosets G(h)(a, bh; 0, d) with ad = p and b mod d, p any prime, are 
disjoint. No such coset equals G(h)@, f 1; 0, A) and for 1 = 3 we have 
(A, -1; 0, A) $ G(h)@, 1; 0, A). To prove the decomposition, let V, 4 
{(a, bh; 0, d) I ad = q, b mod d, d > 0}, q any prime, Va’ = V, U ((h, -1; 
0, A)} and V,’ = V, u {(A, -1; 0, A), (A, 1; 0, A)}. Letting W denote either 
VDuV~orVil,uV~(p#Z=2,3), we first establish the left-inclusions 
of these set-theoretic identities. For convenience we take for b modp the set 
of representatives b = 0, l,..., p - 1. 
We compute the following identities ( - meaning: up to left multiplication 
with an element of G(h) and K meaning k mod q). 
For q any prime number (T = TJ: 
(1,O; 0, q) si = syq, 0; 0, 1) i = 1,2,3, 
(q,O; 0,l) T= = (1, qh 0, l)(q> 0; 0, 1) CSEZ, 
(I, bX; 0, q) T” = (1, (b + a) A; 0, q) - (1, b+cu * A; 0, q). 
(9) 
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For p # I (1 = 2,3), with Bezout’s theorem, and taking into account 
Remark 3 of Section 1, one computes 
(l,ZA;O,p)Si = (Olih,/3&p, --bh)(l,b’;O,p) -(l,b’h;O,p) (9)' 
for suitable 01~ , /Ii E Z, i = 1, 3, the map b i--t b’ being a permutation of 
(l,..., p - l}. In a similar fashion one gets for 1 = 2 (a EE, i = 1, 3): 
(1) A; 0,2) si - (A, 1; 0, A) 
(A, 1; 0,X) T= - (A, l;O,h), 
(10) 
and for 1 = 3 (,EB and i = 1, 3): 
(l,h;O,3)S -(A, -l;O,h) (1,2h;0,3)S-(X,l;O,h) 
(A, -1; 0, A) T” - (A, --I ; 0, A) (A, 1; 0, A) T" - (4 1; 094 (11) 
(A,-l;O,h)S-(l,h;0,3) (A, 1; 0, h)S - (1, 2h; 0, 3). 
Noting that GV, = {G( 1,O; 0, p)S, G(1, 0; 0, P) T" 1 LY. = 0 ,..., P - l}, 
GF,’ = {G(l, 0; 0,2)X 1 X = S, T= (a = 0, l), TS} 
and 
GV,’ = {G(l, 0; 0, 3)X 1 X = S, Te (a = 0, 1,2), TS, TV}, 
one sees immediately from (9) and (9)’ that G( 1,O; 0, n)G C GW. The right- 
inclusion goes as follows. Formula (9), first and third formulas, shows that 
(1, bX; 0, q) and (4, 0; 0, 1) are contained in the left hand side. For q = 1 we 
have the formula (A = 1’1”) 
(I\, Z - l;O,h) = TS%S(l,O;O,Q TS 
and for 1 = 3 the additional formula 
(A, 1; 0, A) = ST-lST-“(1, 0; 0, 3) T2S. 
Noting that for Z = 3 we have (A, 2; 0, A) - (A, - 1; 0, A) we have estab- 
lished the right-inclusion of the identities. The map p is an additive homo- 
morphism because it is defined on the generators GaG (a cd) of the free 
Z-module R(G(A), A). The injectivity of p is easily calculated to stem from 
the fact that two double classes mod G(A) are either equal or disjoint. The 
multiplicativity of p is just the usual translation of the definition of multi- 
plication in R(G(X), A) into the one in End(Z(P,)). 
We call the subring of End@(YJ), g enerated by Im p and by the group 
{R(t) / R(t) = ([, 0; 0, 0, 6 E C*}, the Hecke ring 2?(X) of G(A). For q # I 
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prime, call Im(G(1,O; 0, q)G) = T(I; q). We are going to define, within 
=WV, VI; n>,Z t n, and shall show that they satisfy the same relations as the 
corresponding operators for G(1). Moreover we shall define a corresponding 
formula for T(Z; 1”) E Z(h) and show the commutativity of X(X). 
3. THE COMMLJTATIVITY OF &‘(A); RELATIONS BETWEEN T(Z; m) 
Let T(1; n) be the classical Hecke correspondence on Ppl for the natural 
number n. It satisfies the formula (n = pp ,..., ~2, with p, ,..., p, prime 
numbers): T(l, n) = nl=, T(l;pii). To d e fi ne the corresponding T(Z; p;i), 
I # pi , note first that, if G(h), C G(h) d enotes the “stabilizer of infinity”, 
i.e. the subgroup generated by T,, , then AG(/\),A-’ = G(l)m , where A = 
(l,O; 0, h) and G(l), C G(1) g enerated by (1, 1; 0, 1). Then, write T( 1; n) = 
C (a, b; 0, d) with ad = n, 0 < b < d, as usual, and observe that T(l; n) 
is already a correspondence on 9 mod G(l), (i.e. mod the subgroup of G(1) 
consisting of upper triangular matrices), satisfying the identities (q any prime 
number), 
T(l; m) T(1; n) = T( 1; mn) if (m, n) = I 
T( 1; qr) T( 1; q) = T( 1; qrfl) + q . R(q) T( 1; q’-I). 
(12) 
PROPOSITION 4. Putting T(1, n) = A-lT(1, n)A for 1 t n, the corre- 
spondences T(Z, n), which are on B mod G(X), , satisfy the identities (12), but 
with T(E; *) instead of T(I ; *) and Z # q. 
Proof. The relations (12) can be written as relations between matrices 
of the form (a, b; 0, d) involving only the elements of G(l)m . As 
A-i(a, b; 0, d)A = (u, bh; 0, d) the conjugation of the formulas (12) with A-l 
transforms them into the desired ones for T(Z; n) = C (a, bh; 0, d) with 
ad = n and 0 < b < d. 
COROLLARY. The operators T(Z; n) (I t n) satisfy the same relations when 
tahen as correspondences on YA , and they lie in the commutative subalgebra of 
X(h) generated by the T(I; p), p # I, p p rime. They are, for n prime, the images 
under p of the double class G(h)(l, 0; 0, n) G(A). 
DEFINITION. The correspondences T(I; n) for G(h) and I / n, are defined 
by the recursion formulas 
T(Z; Zrfl) = T(I; 17) - ZR(X) T(Z; I’) - II?(Z) T(Z; Zr-l) 
T(1; Zrm) = T(Z; ZT) . T(Z; m) with (1, m) = 1. 
(13) 
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To prove the commutativity of S?(X) it is sufficient to prove the equalities 
T(Z; Zi) * T(Z; P) = T(Z; a) . T(Z; P) f or all pairs of natural numbers (i,j), 
and T(E; 1) T(Z;p) = T(Z;p) * ?‘(I; 1) f or all primes p # 1. The first formula 
follows by double induction on the powers of 1, making use of (13), first 
formula. 
PROPOSITION 5. The subalgebra of X(h), generated by T(Z; I), T(Z;p) 
p prime ( p # Z) and R(X) is commutative. 
Proof. In order to avoid the straightforward computation of the equality 
T(Z; Z)T(Z; p) = T(Z; p)T(Z; Z) we make use of the maps (b,, and #A of the lemma 
in the introduction. With F(Z; n) = &T(n) & we show ( p # I) 
T(1; P) $6 = Y&TV; P> 
T(z; P> 41 = W1; PI 
F(z; 1) = 2 . Id + R(F) T(Z; Z) 
(14) 
The formula T(Z;p) T(Z; 1) = p(Z; 1) T(Z;p) then follows at once from the 
first wo equalities of (14). We prove the first equality of (14) in detail; the 
second one goes the same way and the third one is a trivial computation from 
(3) and (4), . We compute left- and right-hand side of (14) first formula. 
T(l; p) & = c (a, bh-l; 0, dh-l) + c (a, bh; 0, dA) 
with ad = p, 0 < b < d. On the other hand, 
&T(I; p) = C (a’, b’h; 0, d’h-l) + 1 (a’, b’h; 0, d’A) 
with a’d’ = p, 0 < b’ < d’. So for every a, b and d in the first sum of 
T(I ; p)$, one has to find a’, b’, d’ in the first sum of &T(E; p) such that 
(a’, b’A; 0, d’h-l) - (a, bX-1; 0, dx-1). 
Take a = a’, d = d’. If d = 1, take b = b’ = 0. If d # 1 and Z = 2, then 
take b’ = b/2 if b is even (0 < b’ < (d - 1)/2) and b’ = (b + d)/2 if b is 
odd ((d + I)/2 < b’ < d - 1). When d # 1 and 1 = 3 the following choices 
suffice: b’ = b/3 if 3 1 b (0 < b’ < (d - e)/3, where e = 1, 2 if and when 
3 j d - e); b’ = (b + d)/3 if b = 3 - e + 3K with 0 < K < (d - e)/3 + 
e - 2((d - e)/3 + 1 < b < (2d + e)/3 - 1) and b’ = (b + 2d)/3 if b = 
e + 3A with 0 < k < (d - e)/3 - l((2d + e)/3 < b’ < d - 1). This finishes 
the proof. 
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4. PROOF OF THEOREM 1; ACTION OF T(Z; n) ON MODULAR FORMS 
Taking a fixed set of representatives b mod d, 1 -t II, E E C* and F satisfying 
(2), we see immediately that 
R(f) T(I; n)F = T(I; n)(R(S)F) = 5-kT(l; n)F. 
Let (wr , ws) E 9 then T(Z; n) F(S(UJ, , wa)) is equal to 
F (C (a, bk 0, 4) S(w, , 4) 
= F i 1 M(a, b, c, d)(a, bk 0, d)(w, ,wJ 1 
== xF(M(a, b, c, d)(a, bk 0, d)(w, , wz)), 
with the usual summation convention for T(I; n), M(u, b, c, d) E G(h) 
(Proposition 3) and M(u, b, c, d) odd substitutions in the sense of Remark 3 
to Section 1. Put l M = +M(u, b, c, d)) = 2w + 1. Then to get the right 
formula (2) for the action of S, we must have (Ci-h)2~+r = Ci-“, which is 
always satisfied for k even. Now the action of T(1; n) on a modular form 
f E &(A, K, C), k even, which comes from F: B --f c (or from F: PA -+ C if 
CFk = 1) is given by (2 t rz) 
or by 
T(I; n)f(z) = nk-IT@; n)F(x, 1) (1% 
T(E; n) f (z) = nk-1c d-” f (1% 
with the usual summation; for T(Z; I) and Ci-* = 1 we get formulas similar 
to (16), from (1)s and (1)s. Th e modularity of the resulting functions is 
precisely the modularity of F and f together with formulas (9), (lo), and (11). 
These functions are holomorphic everywhere because f has this property. 
COROLLARY TO THEOREM 1. If F: Z(.p,) + Q= is u function whose associated 
function f is in .&?(A, k, C) with Ci-* = 1, then we have the formulas ( p a 
prime with (Z,p) = 1, m, n E N with (m, n) = 1) 
T(1; p) T(Z; p’)F = T(1; p’+l)F + pl-“T(l; p’-‘)F 
T(l; 2) T(I; 1’)F = T(I; Z”l)F + 1 . A-“T(I; Z’)F + El-“T(I; I’-l)F (17) 
T(1; m) T(I; n)F = T(1; mn)F; 
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Letting the T(1; n) act onf we get 
T(Z; p) T(Z; pr)f = T(Z; p’+t’)f + p”-lT(Z; pr-‘)f 
T(I; I) T(Z; Z’)f = T(Z; Zr+‘)f + W2T(Z; Z’)f + Zk-lT(Z; Z’-‘)f (18) 
T(Z; m) T(Z; n)f = T(Z; mn)f. 
This follows from the formulas (12), (13) (15), and (16). 
5. PROOF OF THEOREM 2 
We verify the first statement of Theorem 2 for h = d/z. For h = d/3 the 
proof is analogous. Let (q , ws) E 9, F,: B -+ C satisfying (2), Fl = FA 0 & 
and T, = (1,O; x, 1). Then 
WTdw, > ~2)) 
= (FA 0 dJG”d~, > 4) = FA(+A(w~ + wz 3 4 
= F,(hw, + Au, , ~2) + Fh( --hw, , ~1 + 4 + F,(--hw, , ~1 + 24 
= F,(T,(h , 4) + FA(-hwz > ~1 + ~2) + FA(--IST,S(--xw, 9 4) 
= F,(h , ~2) +FA(--hw, 5 w1 + w2) + (-l)“(ci-‘i)*F,( 40, , q). 
Further, 
FdS(w, 9 4) 
= PA 0 M(Sh t4) 
= F,(--hw, , ~1) + F,(--ho, , -QJ~) + F,(--hw, , WI - ~2) 
F,(Sh 7 h,)) + FA(SY~~l > ~2)) + FdS4T+K1(w1 + ~2 , Au,) 
= CVF@, , A4 + c2i-2kF&Jl , wg) + ci-kF&J1 + w2 , hw,). 
Thus, Fl , as a homogeneous function of wr , w2 , satisfies (2) if and only if 
Ci-” = 1. Whence the theorem follows by Proposition 2. 
Proof of the Corollary to Theorem 2. We confine ourselves to the case 
X = +T. Applying the change from F to f (Proposition 2) to every term of 
PA o 4Jbl Y w2) = F&h , w2) + FA(---hw, , wl) + Fx( -Xw, , w1 + w2) we 
get, putting wl/wz = z, the desired formula. 
6. PROOF OF THEOREM 3 
We have to compute Fl(#n(S(~l, w2))) and F,(#J~(T~(w~, w2))), and get 
F4,Wbl~ wz)) = FI&(-ws 3 4) = Fl( -2/h 4 
i Fl(-w2 , q/h) = C~-&(w, , 4). 
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Further, 
the first equation of (2) being fulfilled by homogeneity. If Fr gives rise to 
f,~~(l,K,C),thenCi-~=1,asK=4m+1-Cimpliesk-O(mod4) 
if C = 1, and K = 2 (mod 4) if C = -1. In view of the lemma we are only 
left to show that the associated function of Fh can be written in the form (6). 
However, this follows by putting z = wr/wa and applying Proposition 2. 
The injectivity of the map !YA is proved via Fourier expansions. 
Let fr E A!( 1, K, 9) have the Fourier expansion at infinity 
and suppose U,(f&z) = C,“=, b nezninzlA. Then the coefficients a, satisfy the 
relations 
b, = h”a,l~ + a, if 11 m, 
6, = a, if 1 t m. 
From this the assumption !YA(f,)(z) = 0 entails b, = 0 for all n E fV. 
-- 
7. HECKE CORRESPONDENCES FOR G(ql/2); PROOF OF THE 
LEMMA OF SECTION 0 
Defining, for arbitrary fixed prime number q, the endomorphisms $h and 
A of WY> by 
(Wl ? w2) - (%/A w2) + (Wl ? w2/4 (3), 
and 
Q-l 
(9 7 w2) - +J, , w2) + 1 (-Xw2, Wl + tw,), (% 
t=0 
respectively, we prove the lemma of Section 0, at once for all the groups 
G(h), h = q1/2. Note that, if E(h) d enotes the subgroup of G(X) of all even 
substitutions (Remark 3, Section l), then E(X) and S generate G(X), and E(A) 
is a normal subgroup of index 2. 
HECKE CORRESPONDENCES 599 
The first equalities for GA and +A are clear from the identities 
#A(Wl + &I 9 4 = T,(w,P, 4 + T,*(w, , w,/h), 
n-1 
4ACWl-t WY T WJ = TDJJ, 9 4 + c (1, 0; 4, lb&, ~1 + s4), 
a=0 
respectively, taking into account that for given t the equation t + 1 = 
--x,q + s is solvable by an integer xt for suitable s. The second equation 
for $A is obvious. To show the second one for (6,, one deduces from 
Q-l 
+A(-% 9 4 = (-hwg 7 4 + c (--hWl 7 -% + tw,) 
t=o 
that one is to find for every t, 1 < t < 4 - 1, an s, 1 < s < 4 - 1, such 
that (--hw, , w1 + tw,) N (-hw, , wa + swI) mod G(h). This goes with the 
matrix (-f, 4; zX, s) where 4x - st = 1. 
PROPOSITION 6. The formula T(q; p) = C (a, bh; 0, d), with a, b, d E Z, 
p # qprime, ad = p and b mod d, d > 0, together with theformula (l),, where -- 
ad = q, b mod d, define the Hecke correspondences for G(qliz). They generate a -- 
commutative subalgebra of End@@,)) with 8, = B mod(G(X)) and satisfy 
the same identities (12) and (13), b u with T(q; p’) and T(q; qT) instead of t 
T(1; qr) and T(1; E’), respectively. 
Proof. One has to note first that G(h) is commensurable with G(1). This 
is seen by looking at AG(X) A-l, with A = (1,O; 0, X). Letting E(X) denote 
the subgroup of G(X) of all even substitutions, we have AI?(h) A-l = r,(q), 
where To(q) C G(1) is the subgroup of all matrices (a, b; c, d) E G(1) with 
c = 0 (mod q). With S* = A,%-1, we get AG(h) A-l = S*r,(q) U To(q). 
Thus, to prove Proposition 3 for general I, take G = G(X), H = SL,(R) and 
d the semigroup generated by (1,O; 0, p) for all prime numbers p. So one 
is left to prove formulas analogous to formulas (9), (9)‘, (10) and (11). There 
is no difficulty in doing this. A typical case is the behaviour of the matrix 
(X, t; 0, X) under right-multiplication with an element of G(h), i.e. under 
right-multiplication with an arbitrary element (a, bq1’2; cq1/2, d), ad - bcq = 1 
and with S. One gets (1 < t < q - 1) 
(A, t; 0, A)(a, bh; CA, d) = ((a + tc)X, bq + td; cq, dA), 
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and we equate this expression, tentatively, with 
forcertains,l <s<g-l.Onegetsx=a+tc,z=c,cs+u=d,and 
s(a + tc) + yp = bq + dt; the latter equation is solvable fory, independently 
of the choice of S, as long as a f tc + 0 (mod 4). In the other case, we may 
equate the above expression with (x&y; a, uX)(p, 0; 0, 1) and find xq = 
a + tc, z = c, y = bq + td, u = d. Now one has still to look at (h, t; 0, h)S = 
(t, 4; h, 0). This matrix equals (t, yh; h, u)(l, KA; 0, n) with Kt + ye = - 1 
and u = --K. This shows the left-inclusions. For the right-inclusions there 
is no difficulty except perhaps for the matrices (h, t; 0, h). Put this matrix 
equal to (a, bq1j2; cq1j2, d)( 1,O; 0, p)(~@/~, 4; .a, u@/~). Calculation shows that 
this equation is solvable for a, b, c, d, X, y, z and u (take, for instance, u = 0, 
z = y = 1, etc.). Thus, by means of the same d as in Proposition 3, one -- 
defines the Hecke ring s’Q~/~) for G(@/s). The ensuing operators T(q;p), 
p prime # 4, satisfy the same relations as the classical operators T(1; p). The 
proof of this as well as the proof of the formulas (12) and (13) for h = q1j2, 
are the same as for h = Z1j2, I = 2, 3. 
Remark 1. The operators T(p; nr) of Proposition 5 are not Hecke corre- 
spondences for the subgroup E(h) of G(h). This follows from the fact that the 
matrix (a, 0; 0, l)(a, b$12; c4 lj2, d) with c + 0 (mod q) equals a matrix of 
the form X(q1’2, t; 0, q1j2), with X E G(h) an odd substitution. 
Remark 2. One proves without difficulty that Theorem 3 (except the last 
statement) holds true if we replace G@) by G(q1j2), where q is any prime 
number. Note that fl E JZ(l, k, C) (Theorem 3) means fr(Az), fr(x/h) E 
4(E(h), k), with the obvious meaning for &(E(h), k). 
8. ANOTHER EMBEDDING OF G(h); RELATION WITH ATKIN-LEHNER THEORY 
Conjugation of G(X), h = q112, with the matrix A = (1,O; 0, q1j2) gives 
AE(X) A-l = T&q), the classical congruence subgroup of G(1) of matrices 
of the form (a, b; c, d) with c EE 0 (mod q). One gets ASA- = (0, --h-l; 
X, 0) = S*. The operators T(q; p) and T(q; q) transform accordingly. The 
operators AT(q; p) A-’ are the classical ones on XL,(Z) and on I’,,(q) (cf. Atkin 
and Lehner [l]). From Remark 1 in the previous section it follows that 
AT(q; q) A-l is not a correspondence for T,,(q). It is possible to define such 
a kind of correspondence for I’,,(q), by suitably extending the number of 
summands in (l),; their number doubles and the relations are hard to find. 
In [l] no operator of this kind has been given. Instead, the properties of the 
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spaces of modular forms are being analysed by means of two operators 
replacing it (q not necessarily a prime number). The present operators 
T(q;p), T(q; q) can be written down for the groups G(ql/“) where q is an 
arbitrary power of a prime number, and for other values of q as well (cf. [3]). 
They offer some advantage in that the Dirichlet series corresponding to 
modular forms which are eigenforms for all T( p; q), T(q; q) admit a nice 
Euler product (lot, cit.). Further, the map C,, , h = c~l/~, induces, on the 
modular forms which are on G(A) ( see below), and thus on E(h), the well- 
known truce map belonging to G(l)/r,,(q), (cf. [S], p. 223). The map #,, 
induces, similarly, the trace map belonging to G(I\)/E(X). This is readily seen 
by calculating coset-representatives from & and #A or from the formulas 
(5), , (6) when rewritten in terms of Fourier series and for any prime number q 
instead of 1. Finally, it is noteworthy that the definitions of G(X)-modular 
form in section 0 for h < 2, do not generalize in a straightforward way to 
G(h), X > 2, by using generators. A useful definition covering all possible 
(rational) weights for both types of groups has not yet been given. 
Remark and definition. Several of the modular functions which occur in the 
remainder of this paper are forms on G(q112) as well as on G(+s). When 
saying that f is an element of &(l\, k, C), h = q1j2, we mean to say that f 
satisfies formula (2)’ but with X = q1/2, q an arbitrary prime number instead 
of 1. Note that for X > 2 the group G(X)/&1 . . IS isomorphic to the free product 
(S> 2 (Z’,), [5]; further, that dim J&(X, k, C) = co for every positive 
rational number k, and C = 51 ([7]). Saying that f E A(G(h), k, C) will 
meanfE Jle(X, k, C) and, in addition, that for every u E E(h), u = (a, bX; CA, d) 
the formula 
holds true. It is easy to see from Proposition 1 and the structure of G(A)/&1 
(for the cases h < 2 and X > 2, respectively) that these two conditions do not 
conflict if and only if (Ci--k)z = 1. Thus we consider only “classical” weights 
on G(X) and its subgroup E(h) z TO(q). H ence, we consider only even weights 
k on these groups. With these provisions, applying (15), and (16), , and 
replacing %‘(A, k, G) by &‘(G(X), k, G), theorems 1, 2, 3 and 4 remain valid 
for G(ql/“). No full proof is offered here. 
9. EISENSTEIN SERIES FOR G(q1i2) AND G(q112); PROOF OF THEOREM 4 
The Eisenstein series G,(X, C; x), X = q112, q a prime number, is defined by 
(k > 2, and real) 
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Take k integral; it then follows that G,(X, C; Sz) = (C(Z/~)~G,(X, k; Z) if and 
only if (Ci--k)s = 1; i.e. if and only if K is even. One has also that G,(X, C; 
z + A) = G,(h, C; z) zo that G,(h, C; 2) E J!(h, K, C) if and only if K is 
even. We may rewrite (7& as 
G,(h, C; Z) = C?GJl, i”; Ax) -I- h-V&(1, ik; z/h). (7)a 
Hence, the behavior of (7), , as far as convergence is concerned (Theorem 4), 
is the same as the behavior of the classical series Gk(l, i”; z) = G,(l ; a). 
The remainder of Theorem 4 now follows from the more general 
PROPOSITION 7. Let fi(z) E .&?(I, k, i”) be any form and q any prime number. 
Then fA = Ci-kfi(zh) + h-~l(z/h) E A’((q1/2), k, C) for A = (q)lj2 and C = -- 
&I. Moreover, fA is on G(ql’2). If fi is an eigenform of T(l; p), p a prime 
number # q (of T(l; q), resp.) with ezgenvalue c+(p) (c+(q), resp.) then fn is an 
eigenform of T(q; p) (of T(q; q), resp.) with eigenvalue N&J) (aj(q) + qkj2(q - I), 
resp.), provided that T(q; q) acts only if Ckk = 1 (Theorem 1). 
Proof. The first statement is trivial counting that (Ci-k)2 = 1. The fact 
that fn is on G((ql’2) f o 11 ows readily from the last observation of remark 2 
of section 8. Applying the same change of variables one gets 
T(q; p) f&z) = Ci-“T(1; p)f&d) + X-“T(l; P)f&dh)j 
which takes care of the statement on T(q;p). The eigenvalue corresponding 
to T(q; q) now follows by applying the formula 
T(q; q)f&) = qk-’ [ 2 d-‘“f ffff) + z”-kfA (y)] 9 (1% 
and writing out terms (using the action of T(1; q) for forms on G(1) twice). 
Thus, the last statement of theorem 4 becomes a simpie consequence of 
Proposition 7, because, classically, Gk( 1; z) is an eigenform of T(l; p) with 
eigenvalue uk-r( p). Expanding (7)g , for k even, as a Fourier series in e,(z) = 
e2airlA, one finds 
G,(h, C; z) = 2t(k)(Ci-” + A-%) 
f $@$! ;l uk-l(n)(eq(zqn) f X-ke,,(zn)). (19) 
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Computing the “normalized” Eisenstein series defined by E&l, C; z) = 
G,(h, C; ~)(2,(k)(Ci-~ + P)}-l, for low values of k and 4, we get 
E4( 42, 1; z) = 1 + 48P,(2, 1; a), 
E4(&‘, -1; z) = 1 - 8OP,(2, -1; z), 
E4( d/3, 1; x) = 1 + 24P,(3, 1; x), 
E4(1/g, -1; z) = 1 - 30P,(3, -1; z) 
E,( 1/Z’, 1; z) = 1 - 404P,(2, 1; z) 
E,(dz, -1; a) = 1 + 216P,(2, -1; z) 
Eg(&, 1; x) = 1 - 18Z’,(3, 1; z) 
where every I’&, C; z) is a Fourier series in e*(z), starting with e*(z), and 
with integral coefficients. The series EB( d/3, - 1; z) has no integral coefficients. 
Note that the above defined set of series (7), , k even, k > 2, can be completed 
with series G,(p1/2, C; z), but not for arbitrary choices of 4 and C [5, 31. 
For instance, for every prime 4 there exist non-vanishing series G2(q1/2, 1; z) -- 
that are forms on G(q112) as well; however, there is no nontrivial series 
G2(q112, -1; z) for every 4. For instance, dim A%‘( d/3,2, -1) = 0 (cf. Sec- -- 
tion 0). Note further that G&I, C; z) are forms on G(ql/“) which are regular 
in both cusps of the fundamental domain of E(h), and not only in the cusp 
at cc (which is equivalent to the cusp at 0, because S E G(h) permutes 0 an co). 
10. BACK TO G(P/“), 1 = 2, 3; MODULAR INVARIANTS 
We recall [2] that for every An (n E /V), n > 3, the @-algebra of G(h,) 
(cf. Section 0) is isomorphic to a polynomial ring in two variables @[f, ,fJ, 
where f. E A’(/\, 4/(n - 2), l), fi E A@, 2n/(n - 2), -1). There is also a 
d-function which plays the same role as the classical function A, = 
E,(l; x)” - E,(l; .z)” E &(I, 12, 1) plays in the elliptic ase. Thus, assuming 
(without restriction of generality) that the Fourier series of the functions f. 
and fi in the variable e 2aiz/An commence with constant term 1, the function 
4 =fi2 -foe, (20) 
which lies in &(A,, 4n/(n - 2), I), g ives rise to the modular invariant 
(10~. cit.) 
JWL , 1; 4” 
E4(Xn,1;~)3-E,(X,,--1;~)2~ (21) 
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Here, .?&(A, , 1; Z) and E,(h, , - 1; Z) are (normed) generators of the one- 
dimensional spaces &(An ,4, 1) and A%‘(& , 6, -I), respectively. They 
satisfy the equations 
E4& , 1; 4 = fLK3, 
&(A, 9 -1; x) =fi-” . 
The invariant jAn can be viewed as an isomorphism 
A 
i, : -%a) - s2 
between the compactified fundamental domain g(h,) (Section 1) of G(h,) 
and the Riemann sphere S, = @ u (co}. From the well-known formula [7] 
k(n - 2) 
N+n,+?+:= 4n , 
giving the relation between the number of zeroes N off E A(& , k, C) in 
9(/Q/(00, i, Q-,,}, counting multiplicities, and the multiplicities n, , ni , n,, 
of zeroes off at co, i and TV , respectively, one deduces readily that jln has a 
zero of order n at T,, and, in addition, that jn, has a simple pole at Infinity 
and no other ones. 
In [5] it has been proved that for n = 3,4,6 (A = 1, 1/z, d?$ respectively) 
the form A, takes the shape (I = 1,2,3) 
A, = cl(x) fi (1 - eZ(~)*)24/z+1(1 - e1(x)“z)24/z+1; 
Vl=l 
(22) 
this function equals 0 at co and nowhere else on #. The function f0 takes 
the form [5], for X = d2 
h(z) = 1 + 24 i ul*W e2(4”, 
V&=1 
a,*(m) = Calm d and (d, 2) = 1. For X = ~‘3 it looks like 
fob4 = 1 + 6 jtl (2 (;)) e3Hm9 
with (d/3) the Jacobi symbol (extended to Z with values in { - 1, 0, 1)). Thus, 
the functions j,,, as Fourier series in e,(z), n = 4, 6, can be computed from 
(20), (21) and (22), and take integral coefficients. They are of the form 
1 
‘4-Z = e,(z) 
- + 104 + 3988 e2(z) + higher terms 
1 + 42 + 783 es(x) + higher terms. 
jd5 = e3(2) 
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Remark 1. For q any positive integer, denote by g(@h)), X = q1J2, the 
compactified fundamental domain of E(h) (G I’,,(q)). There exists a covering 
of Riemann surfaces of degree two 9(2A)) - 9$), where 9%) is the 
(compactified) domain for G(X). By Galois theory it follows that the field 
@(??@) of automorphic functions on G(X) is a subfield (of relative degree 2) 
of the field C(E(A)) = C( jl(zA), j,(.z/h)) f o au omorphic functions of E(h). t 
For q prime, the genus g of the former field can be computed from the genus 
g, of @(E(h)). One gets, for q > 2, 
%!A t 2 = 4g + h(-q) + h(--4q), 
where h(d) is the number of equivalence classes of integral quadratic forms 
with discriminant d; this will be proved elsewhere. For q = 2, 3, 5, 7 one 
has g = 0. 
Remark 2. Comparing further G(A) and E(X) it is possible to determine 
A!(G(X), k, C) in terms of the forms of weight k on E(A). Note first that the 
map on A!(Q), k) defined by the action of S:f(z) = z-l”f(-l/z) is an 
automorphism of order 2 of M(E(X), k). Thus one may split &(E(h), k) = 
&%‘(&A), k)+l @ A’(E(h), k)-1 as a direct sum, where each component is 
invariant for the action of S. Thus, for f + E &‘(I@), k)+l we may write 
~-~j+(-l/x) = c+f+ with E+ = ik, and for f- E .A’(E(h), k)-l the formula 
z-“f-(-l/z) = c-f, with E- = i”. The weight 12 being even this boils down 
to A(G(h), k, C) = A’(E(A), k)c, on account of the definition of modular 
form given in Section 8. 
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