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Abstract
In a recent paper in this journal, Gautschi et al. [W. Gautschi, F.E. Harris, N.M. Temme, Expansions of the
exponential integral in incomplete Gamma functions, Appl. Math. Lett. 16 (2003) 1095–1099] presented an
interesting expansion formula for the exponential integral E1(z) in a series of the incomplete Gamma function
γ (α, z). Their investigation was motivated by a search for better methods of evaluating the exponential integral
E1(z) which occurs widely in applications, most notably in quantum-mechanical electronic structure calculations.
The object of the present sequel to the work by Gautschi et al. [Expansions of the exponential integral in incomplete
Gamma functions, Appl. Math. Lett. 16 (2003) 1095–1099] is to give a rather elementary demonstration of
the aforementioned expansion formula and to show how easily it can be put in a much more general setting.
Some analogous expansion formulas in series of the complementary incomplete Gamma function Γ (α, z) are also
considered.
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1. Introduction and preliminaries
In terms of the familiar Gamma function
Γ (z) (z ∈ C \ Z−0 ;Z−0 := {0,−1,−2, . . .}),
the incomplete Gamma function γ (z, α) and its complement Γ (z, α) are given by [2, p. 341]
γ (z, α) :=
∫ α
0
t z−1e−t dt = Γ (z) − Γ (z, α) (1)
(R(z) > 0; |arg(α)|  π − ε; 0 < ε < π).
Thus, for fixed α, Γ (z, α) is an entire (integral) function of z, while γ (z, α) is a meromorphic function
of z with simple poles at z ∈ Z−0 .
The definition (1) also yields the following representation:
γ (α, z) = α−1 zα 1F1(α;α + 1;−z) (2)
or, equivalently,
γ (α, z) = α−1 zαe−z 1F1(1;α + 1; z), (3)
since [3, p. 37, Equation 1.3 (7)]
1F1(a; c; z) = ez 1F1(c − a; c;−z), (4)
in terms of the confluent hypergeometric 1F1 function which corresponds to the special case p = q = 1
of the generalized hypergeometric pFq function defined by
pFq

α1, . . . , αp;
β1, . . . , βq;
z

 ≡ pFq(α1, . . . , αp;β1, . . . , βq; z)
:=
∞∑
n=0
(α1)n · · · (αp)n
(β1)n · · · (βq)n
zn
n! (5)(
p, q ∈ N0 := {0, 1, 2, . . .}; p  q + 1; p  q and |z| < ∞;
p = q + 1 and |z| < 1; p = q + 1, |z| = 1, and R
( q∑
j=1
β j −
p∑
j=1
α j
)
> 0
)
,
provided also that β j ∈ Z−0 ( j = 1, . . . , q) (see, for details, [3, pp. 42–43]). Here, and in what follows,
(λ)ν denotes the Pochhammer symbol defined (for λ, ν ∈ C and in terms of the Gamma function) by
(λ)ν := Γ (λ + ν)Γ (λ) =
{
1 (ν = 0; λ ∈ C \ {0})
λ(λ + 1) · · · (λ + n − 1) (ν = n ∈ N := N0 \ {0}; λ ∈ C). (6)
Next, for the exponential integrals E1(z) and Ei(z) defined by (cf. [4, p. 228]; see also [5, p. 103
et seq.])
E1(z) = −Ei(−z) :=
∫ ∞
z
e−t
t
dt =: Γ (0, z) (7)
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(|arg(z)|  π − ε; 0 < ε < π)
and
Ei(x) = −P.V .
(∫ ∞
−x
e−t
t
dt
)
= P.V .
(∫ x
−∞
et
t
dt
)
= −Γ (0,−x) (x ∈ R+), (8)
it is known that [4, p. 229, Entry 5.1.11]
E1(z) = −γ − ln z +
∞∑
n=1
(−1)n−1zn
n · n! (9)
(|arg(z)|  π − ε; 0 < ε < π)
or, equivalently,
E1(z) = −γ − ln z + z 2F2(1, 1; 2, 2;−z) (10)
(|arg(z)|  π − ε; 0 < ε < π),
where γ denotes the Euler–Mascheroni constant.
In a search for better methods of evaluating the exponential integral E1(z) (which does indeed occur
widely in applications, most notably in quantum-mechanical electronic structure calculations), Gautschi
et al. [1] presented the following interesting expansion formula for the exponential function E1(z) in a
series of the incomplete Gamma function γ (α, z) [1, p. 1095, Equation (1.2)]:
E1(z) = −γ − ln z +
∞∑
n=1
γ (n, z)
n! . (11)
By means of an elaborate scheme involving limits, Gautschi et al. [1, pp. 1096–1097] derived the
expansion formula (11) as a limit case of the following result stated without proof by Francesco Giacomo
Tricomi (1897–1978) [6, p. 148, Equation (45)]:
γ (α, ωz) = ωα
∞∑
n=0
γ (α + n, z)
n! (1 − ω)
n (α ∈ C \ Z−0 ), (12)
which, in view of the relationship (2), is actually an obvious special case of the following familiar
multiplication formula [7, p. 283, Equation 6.14 (1)]:
1F1(a; c;ωz) =
∞∑
n=0
(a)n
(c)n
[−(1 − ω)z]n
n! 1F1(a + n; c + n; z) (13)
for
a = c − 1 = α and z −→ −z.
In the present sequel to the work by Gautschi et al. [1], we first give a rather elementary demonstration
of the expansion formula (11) without using Tricomi’s result (12) and then show how easily (11) can be
put in a much more general setting. We also consider analogous expansion formulas in series of the
complementary incomplete Gamma function Γ (α, z).
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2. A simple proof of the expansion formula (11)
In view of the known results (9) and (10), it would suffice to prove that
∞∑
n=1
γ (n, z)
n! =
∞∑
n=1
(−1)n−1 zn
n · n! = z 2F2(1, 1; 2, 2;−z), (14)
of which the second equality is, in fact, an immediate consequence of the definitions (5) and (6). Thus,
by using the confluent hypergeometric representation (2), we readily find that
∞∑
n=1
γ (n, z)
n! =
∞∑
n=0
γ (n + 1, z)
(n + 1)! =
∞∑
n=0
zn+1
(n + 1) · (n + 1)! 1F1(n + 1; n + 2;−z)
=
∞∑
n,k=0
(−1)k zn+k+1
(n + 1)(n + k + 1) · n! k! =
∞∑
n=0
zn+1
(n + 1)!
n∑
k=0
(n
k
) (−1)k
n − k + 1 , (15)
where we have tacitly assumed that the appropriate convergence conditions are satisfied.
Now, by appealing to the following elementary combinatorial identity [8, p. 6, Entry (1.43)]:
n∑
k=0
(n
k
) (−1)k
λ − k =
(−1)n
(λ − n)
(
λ
n
) (λ ∈ C \ {0, 1, . . . , n}; n ∈ N0) (16)
with λ = n + 1, we find from (15) that
∞∑
n=1
γ (n, z)
n! =
∞∑
n=0
(−1)nzn+1
(n + 1) · (n + 1)! =
∞∑
n=1
(−1)n−1zn
n · n! , (17)
which evidently proves the first equality in (14), and hence also the expansion formula (11).
3. General addition and multiplication formulas
The following familiar series identities:
∞∑
m,n=0
f (m + n)w
m
m!
zn
n! =
∞∑
n=0
f (n)(w + z)
n
n! (18)
and
∞∑
n1,...,nr=0
f (n1 + · · · + nr) z
n1
1
n1! · · ·
znrr
nr ! =
∞∑
n=0
f (n)(z1 + · · · + zr )
n
n! (19)
hold true for an arbitrary sequence { f (n)}∞n=0 of complex numbers (subject, of course, to convergence of
the series involved). When applied to the generalized hypergeometric pFq function defined by (5), the
series identity (18) immediately yields the following addition formula (cf. [9, p. 28, Equation 1.3 (30)]):
pFq

α1, . . . , αp;
β1, . . . , βq;
w + z

 = ∞∑
n=0
p∏
j=1
(α j )n
q∏
j=1
(β j )n
wn
n! pFq

α1 + n, . . . , αp + n;
β1 + n, . . . , βq + n;
z

 , (20)
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which, in the special case when
p = q = 1 (α1 = a;β1 = c) and w = −(1 − ω)z,
reduces to the multiplication formula (13) containing Tricomi’s result (12) as a further special case.
Much more general addition and multiplication formulas than (18) and (20) are available in the
mathematical literature. Just for one example, for essentially arbitrary sequences {Cn}∞n=0 and {Dn}∞n=0,
it is known that (cf., e.g., [10, p. 303, Equation (3.7)] and [11, p. 143, Equation (3.5)]; see also [3, p. 277,
Problem 25 (ii)] and the references cited therein)
∞∑
n=0
Cn DNn
(ωzN )n
n! =
∞∑
n=0
(−z)n
n!
[n/N]∑
k=0
(−n)Nk Ck ω
k
k!
∞∑
l=0
Dn+l
zl
l! (N ∈ N), (21)
provided that each member of (21) exists.
Upon setting
Cn = N−Nn
p∏
j=1
(α j )n
s∏
j=1
(δ j )Nn
q∏
j=1
(β j )n
r∏
j=1
(γ j )Nn
(n ∈ N0; N ∈ N) (22)
and
Dn =
u∏
j=1
(ρ j )n
r∏
j=1
(γ j )n
v∏
j=1
(σ j )n
s∏
j=1
(δ j )n
(n ∈ N0), (23)
if we use such contracted notations as (for example) (αp) for the array of p parameters
α1, . . . , αp,
∆[N ; (αp)] for the array of N p parameters
α j
N
,
α j + 1
N
, . . . ,
α j + N − 1
N
( j = 1, . . . , p; N ∈ N),
and so on, we find from the multiplication formula (21) that
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p+Nu Fq+Nv

(αp),∆[N ; (ρu)];
(βq),∆[N ; (σv)];
ωzN N (u−v−1)N


=
∞∑
n=0
r∏
j=1
(γ j )n
u∏
j=1
(ρ j )n
s∏
j=1
(δ j )n
v∏
j=1
(σ j )n
(−z)n
n!
· r+u Fs+v

(γr) + n, (ρu) + n;
(δs) + n, (σv) + n;
z


· p+N(s+1)Fq+Nr

∆(N ;−n), (αp),∆[N ; (δs)];
(βq),∆[N ; (γr )];
ωN (s−r)N

 (24)
(
p − q < N (v − u) + 1, r + u < s + v + 1; p − q = N (v − u) + 1 and
|ωzN | < N (v−u+1)N ; r + u = s + v + 1 and |z| < 1; N ∈ N
)
,
which, for N = 1, was recorded by (for example) Luke [5, p. 221, Equation 5.10 (4)].
In order to derive an expansion in series of the incomplete Gamma function γ (α, z) from the
multiplication formula (24), we set
r = s = u − 1 = v − 1 = 0 (ρ1 = α; σ1 = α + 1)
and apply the relationship (2). We thus arrive at the following expansion formula:
zα p+1Fq+1

 α/N , (αp);
(α + N )/N , (βq);
ω
(
− z
N
)N
= α
∞∑
n=0
γ (α + n, z)
n! p+N Fq

∆(N ;−n), (αp);
(βq);
ω

 (N ∈ N). (25)
More generally, we can similarly find from the parent formula (21) that
∞∑
n=0
Cn
α + Nn
ωnzα+Nn
n! =
∞∑
n=0
γ (α + n, z)
n!
[n/N]∑
k=0
( n
Nk
) (Nk)!
k! Ckω
k (N ∈ N), (26)
which, for ω = N = 1, was proven markedly differently by Gautschi et al. [1, p. 1098, Equation (5.2)].
The multiplication formula (25) is essentially a hypergeometric form of the series identity (26). In
every situation in which the inner finite series can be expressed in a closed form, (25) or (26) would yield
a much simpler expansion formula in series of the incomplete Gamma function γ (α, z). For example, if
we set
ω = N = p = q = 1 (α1 = λ;β1 = µ)
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and apply the Chu–Vandermonde theorem [9, p. 19, Equation 1.2 (21)]:
2F1(−n, b; c; 1) =
(c − b)n
(c)n
(n ∈ N0; c ∈ C \ Z−0 ), (27)
we find from (25) that
zα 2F2(α, λ;α + 1, µ;−z) = α
∞∑
n=0
(µ − λ)n
(µ)n
γ (α + n, z)
n! , (28)
which, in the special case when
α = λ = µ − 1 = 1,
leads us once again to the expansion formula (11) by virtue of the relationship (10).
Analogous expansions in series of the complementary incomplete Gamma function Γ (α, z) can be
deduced from (25), (26), and (28) by using the connection depicted in (1). Thus, for example, in view of
the Gauss summation theorem [9, p. 19, Equation 1.2 (20)]:
2F1(a, b; c; 1) =
Γ (c)Γ (c − a − b)
Γ (c − a)Γ (c − b)
(
R(c − a − b) > 0; c ∈ C \ Z−0
)
, (29)
which, for a = −n (n ∈ N0), corresponds to the Chu–Vandermonde theorem (27), we find from (28)
that
zα 2F2(α, λ;α + 1, µ;−z) =
Γ (α + 1)Γ (λ − α)Γ (µ)
Γ (λ)Γ (µ − α) − α
∞∑
n=0
(µ − λ)n
(µ)n
Γ (α + n, z)
n!
(R(λ − α) > 0). (30)
4. Further remarks and observations
For the modified Bessel function Iν(z) defined by [12, p. 77 et seq.]
Iν(z) :=
∞∑
n=0
(
1
2 z
)ν+2n
n!Γ (ν + n + 1) , (31)
the following remarkable expansion formula (which is of considerable theoretical importance
[12, p. 204]) was given by Jacques Salomon Hadamard (1865–1963) in his 1908 memoir [13]:
Iν(z) = e
z
√
2π z
∞∑
n=0
(
1
2 − ν
)
n
n!(2z)n
γ
(
ν + n + 12 , 2z
)
Γ
(
ν + 12
) (R(ν) > −1
2
)
. (32)
While the Hadamard expansion (32) is known to be a special case of much more general families of
unilateral as well as bilateral expansion formulas involving hypergeometric functions of one and more
variables (see, for details, [14,15]; see also the relevant earlier works cited in each of these papers), it
seems to be possible to apply (32) itself in order to deduce an expansion formula for the exponential
integral E1(z) by making use of the following limit relationship [5, p. 103, Equation 4.6 (4)]:
E1(∓2z) = −Ei(±2z) = −e±z
√
π z
2
(
∂ Iν(z)
∂ν
∣∣∣∣
ν=− 12
∓ ∂ Iν(z)
∂ν
∣∣∣∣
ν= 12
)
. (33)
The details involved are left as an exercise for the interested reader.
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