


















Unified (r, s)-relative entropy∗
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Abstract
In this paper, we introduce and study unified (r, s)-relative entropy and quan-
tum unified (r, s)-relative entropy, in particular, our main results of quantum
unified (r, s)-relative entropy are established on the infinite dimensional sep-
arable complex Hilbert spaces.
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1. Introduction
In 1991, Rathie and Taneja introduced the unified (r, s)-entropy which general-
ized many classical entropies ([1]), that is, let A = (a1, a2, · · · , an) be a discrete
probability distribution satisfies that 0 < ai ≤ 1 and
∑n










Hsr (A), if r 6= 1, s 6= 0,
Hr(A), if r 6= 1, s = 0,
Hr(A), if r 6= 1, s = 1,
1
r
H(A), if r 6= 1, s = 1/r,
H(A), if r = 1,
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Hsr (A) = [(1− r)s]
−1[p(r)s − 1],
Hr(A) = (1− r)
−1 ln p(r),
Hr(A) = (1− r)−1(p(r)− 1),









are the (r, s)-entropy, Re´nyi entropy of order r, the Tsallis entropy, the entropy of
type r and the well-known Shannon entropy, respectively.
In 2006, Hu and Ye introduced the quantum version of the unified (r, s)-entropy
([2]), that is, let H be a complex Hilbert space and ρ a state (see [3]) on H . If
we denote P (r) = tr(ρr), then for any r > 0 and any real number s, the quantum




Ssr(ρ), if r 6= 1, s 6= 0,
Sr(ρ), if r 6= 1, s = 0,
Sr(ρ), if r 6= 1, s = 1,
1
r
S(ρ), if r 6= 1, s = 1/r,
S(ρ), if r = 1,
where
Ssr(ρ) = [(1− r)s]
−1 [P (r)s − 1] ,
Sr(ρ) = (1− r)
−1 lnP (r),
Sr(ρ) = (1− r)−1 (P (r)− 1) ,









S(ρ) = −tr(ρ ln ρ)
are the quantum (r, s)-entropy, the quantum Re´nyi entropy of order r, the quantum
Tsallis entropy, the quantum entropy of type r and the well-known Von Neumann
entropy, respectively.
2
On the other hand, although the Re´nyi relative entropy of order r ([4]), the Tsallis
relative entropy of degree r (([5]), the relative entropy ([3]), even the quantum Re´nyi
relative entropy ([4]) and quantum Tsallis relative entropy of degree r ([5-6]) were
studied, respectively, nevertheless, until now, we do not find the works of unified
(r, s)-relative entropy and quantum unified (r, s)-relative entropy. In this paper, we
fill this gap.
2. The unified (r, s)-relative entropy
Let A = (a1, a2, · · · , an), B = (b1, b2, · · · , bn) be two discrete probability distributions






bi = 1. Then for any r > 0 and any real




Hsr (A‖B), if r 6= 1, s 6= 0,
Hr(A‖B), if r 6= 1, s = 0,
Hr(A‖B), if r 6= 1, s = 1,
1
r
H(A||B), if r 6= 1, s = 1
r
,
H(A‖B), if r = 1,
where











, r > 0, r 6= 1, s 6= 0,









, r > 0, r 6= 1,









, r > 0, r 6= 1,































are the (r, s)-relative entropy, the Re´nyi relative entropy of order r, the Tsallis
relative entropy of degree r, the relative entropy of type r and the relative entropy,
respectively ([3-5]).
Now, we discuss some elementary properties of the unified (r, s)-relative entropy.
First, we point out an important unified (r, s)-directed divergence F sr (A‖B) which
was studied in [7], note that when r 6= 1, E
s−1
r−1
r (A‖B) = F sr (A‖B), so by using
Theorem 1 in [7], we can prove the nonnegativity, nonadditivity and convexity of
Esr(A‖B) directly:
(i) Let ∆n = {A = (a1, a2, · · · , an) : ai > 0,
n∑
i=1
ai = 1}. If A,B ∈ ∆n, then
Esr(A‖B) ≥ 0, and the equality holds iff A = B.
(ii) Let ∆m = {B = (b1, b2, · · · , bm) : bi > 0,
m∑
i=1
bi = 1}. If A1, A2 ∈ ∆n,
B1, B2 ∈ ∆m, and denote A ∗B = (a1b1, · · · , a1bm, a2b1, · · · , a2bm, · · · , anbm), then









(iii) If r = 1 or r > 1, s ≥ 1 or 0 < r < 1, s ≤ 1, then Esr(A‖B) is a convex
function of (A,B).
Next, we prove the following:
Theorem 2.1. If r = 1 or 0 < r < 1, s ≥ 0, then
Esr(A‖B) ≤ H(A‖B) ≤ E
s
2−r(A‖B).
Proof. That r = 1 is clear. Let 0 < r < 1, s = 0. By the convexity of the function
f(x) = 1
1−r
ln x, we get that




























By a similar way, we get that H(A‖B) ≤ H2−r(A‖B). Thus, we have
Hr(A‖B) ≤ H(A‖B) ≤ H2−r(A‖B). (1)
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)]1−r = 1. Note
that when 0 < x ≤ 1 and s > 0, we have ln x ≤ x
s−1
s


































Hsr (A‖B) ≤ Hr(A‖B). (2)
It follows from (1) and (2) that Hsr (A‖B) ≤ H(A‖B). By a similar way, we can
prove H(A‖B) ≤ Hs2−r(A‖B). Thus, we proved the theorem.
3. The quantum unified (r, s)-relative entropy
Let H be a separable complex Hilbert space and ρ, σ be two states on H . Then for





Hsr (ρ‖σ), if 0 ≤ r < 1, s 6= 0,
Hr(ρ‖σ), if 0 ≤ r < 1, s = 0,
Hr(ρ‖σ), if 0 ≤ r < 1, s = 1,
1
r
H(ρ‖σ), if 0 < r < 1, s = 1
r
,
H(ρ‖σ), if r = 1,
where












Hr(ρ‖σ) = −(1− r)−1[tr(ρrσ1−r)− 1],











H(ρ‖σ) = tr(ρ ln ρ)− tr(ρ ln σ)
are the quantum (r, s)-relative entropy, the quantum Re´nyi relative entropy of order
r, the quantum Tsallis relative entropy, the quantum relative entropy of type r and
the quantum relative entropy ([3-6]), respectively.
We point out that if the state σ is invertible, then the definition of quantum
unified (r, s)−relative entropy can be extended to r > 1. Moreover, we have the
following important equalities:




(ρ‖σ) = rH(ρ‖σ), (4)
(3) and (4) showed that the quantum Tsallis relative entropy and quantum relative
entropy of type r are the particular cases of the quantum (r, s)-relative entropy.
In order to study the properties of quantum unified (r, s)-relative entropy, we
need the following lemma.
Lemma 3.1. LetH be a separable complex Hilbert spaces, A and B two positive
trace class operators on H . Then for any λ, µ > 0, we have R(λA+µB) = R(A+B),
where R(A) is the range of A.








2 , then it follows from
Theorem 1 in [8] that R(A
1
2 ) ⊆ R(B
1
2 ). Note that R(A
1
2 ) = R(A), R(B
1
2 ) = R(B),
so R(A) ⊆ R(B). Thus, we have R(A + B) ⊆ R(A + (1 + α)B) for any α > 0. On
the other hand, take n such that 0 ≤ A+(1+α)B
n
≤ A + B, then R(A + (1 + α)B) =
R(A+(1+α)B
n
) ⊆ R(A + B). Thus, R(A + B) = R(A + (1 + α)B), i.e., R(A + B) =
R(A + βB) for any β > 1. Replace B with 1
β
B, we have R(A + 1
β
B) = R(A + B)
for any β > 1. Hence, R(A + µB) = R(A + B) for any µ > 0. Furthermore,
R(λA+ µB) = R(A+ µB) = R(A+B) for any λ > 0 and µ > 0.
Theorem 3.1. Let H , H1 and H2 be separable complex Hilbert spaces.
(I) If ρ and σ are two states on H , then Esr(ρ‖σ) ≥ 0. Furthermore, when
0 < r ≤ 1, Esr(ρ‖σ) = 0 iff ρ = σ; when r = 0, E
s
r(ρ‖σ) = 0 iff Ker(ρ) ⊆ Ker(σ).
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(II) If ρj and σj are states on H , λi > 0, j = 1, 2, · · · , n, and
∑n
j=1 λj = 1, then













(III) If ρ and σ are two states, U is a unitary operator on H , then
Esr(UρU
∗‖UσU∗) = Esr(ρ‖σ).
(IV) If ρ1 and σ1 are two states on H1, ρ2 and σ2 are two states on H2, then









Proof. For r = 1, the conclusion had been proved (see [3], [9-12]). Note that
(3) and (4), we only need to prove the cases of Esr(ρ‖σ) = H
s




(I) Note that when 0 ≤ r < 1 and s 6= 0, h(x) = 1−x
s
(1−r)s
and g(x) = lnx
r−1
are
monotone decreasing, so it is sufficient to prove that 0 ≤ tr(ρrσ1−r) ≤ 1.
Let ρ = 0P0 +
∑
i
λiPi and σ = 0Q0 +
∑
j
µjQj be the spectral decompositions
of states ρ and σ, where i, j ∈ N = {1, 2, · · ·}, Pi and Qj are the one dimension
projection operators, P0 and Q0 are the projections on the kernel spaces of ρ and
σ, respectively, and λi > 0, µj > 0. Then PiP0 = 0, QjQ0 = 0, PiPj = QiQj =
0 if i 6= j, P0 +
∑
i
Pi = Q0 +
∑
j










tr(PiQj) = tr(Qj) = 1 and tr(Q0Pi)+
∑
j
tr(PiQj) = tr(Pi) = 1. Thus,



































and with equality iff for any j,
∑
i
tr(PiQj) = 1 iff for any j, tr(P0Qj) = 0 iff P0 ≤ Q0
iff Ker(ρ) ⊆ Ker(σ).
When 0 < r < 1, note that
∑
i tr(PiQj) + tr(P0Qj) = 1, by the concavity of






















































Thus, we proved that when 0 ≤ r < 1, 0 ≤ tr(ρrσ1−r) ≤ 1, and when r = 0,
tr(ρ0σ1−0) = 1 iff Ker(ρ) ⊆ Ker(σ). Note that when 0 < r < 1, Esr(ρ‖σ) = 0 iff
tr(ρrσ1−r) = 1, so, we only need to prove that if 0 < r < 1 and tr(ρrσ1−r) = 1, then
ρ = σ.
First, if tr(ρrσ1−r) = 1, it follows from (9) and (10) that for each i ∈ N,∑
j
tr(PiQj) = 1, so tr(PiQ0) = 0 = tr(PiQ0Pi), it is easily to know that PiQ0Pi = 0,
so for each i ∈ N, PiQ0 = 0, thus we have Q0 ≤ P0. Moreover, if tr(ρ
rσ1−r) = 1,
then (7) takes equality, we get that (i) or (ii) as follows:
(i) For each given j, there exists a ij ∈ N such that tr(PijQj) = 1 and
tr(PiQj) = 0 for all i 6= ij .








If (i) is satisfied, then for each j, we have P0Qj = 0, so P0 ≤ Q0, combining
this and Q0 ≤ P0 proved before, we get Q0 = P0. Moreover, note that Pij and Qj
are both one dimensional projections and tr(PijQj) = 1, so, it is easy to know that
Pij = Qj. It also follows from tr(ρ
rσ1−r) = 1 that
λij
µj
= 1, thus, we can prove that
ρ = σ.




= · · · and
∑
i tr(PiQj) = 1, so
8
we have λ1 = λ2 = · · · and for each j, tr(P0Qj) = 0, so we can prove that P0 ≤ Q0,





i tr(PiQj) = 1 and
(5)-(10) that µ1 = µ2 = · · · = λ1 = λ2 = · · ·, thus, we have ρ = σ, (I) is proved.
(II) Let ρ and σ be two states on H and f(ρ, σ) = tr(ρrσ1−r). If 0 < r < 1,
then it follows from [13, Corollary 1.1] that f(ρ, σ) = tr(ρrσ1−r) is a joint concave
functional with respect to the states ρ and σ, that is, for any states ρ1, ρ2, σ1 and
σ2, when 0 < λ < 1, we have
f(λρ1 + (1− λ)ρ2, λσ1 + (1− λ)σ2) ≥ λf(ρ1, σ1) + (1− λ)f(ρ2, σ2). (11)
If r = 0, let P1, P2 and P be the projection operators on R(ρ1), R(ρ2) and
R(λρ1 + (1− λ)ρ2), respectively, then ρ
0
1 = P1, ρ
0
2 = P2, (λρ1 + (1− λ)ρ2)
0 = P . It
follows from Lemma 3.1 that P ≥ P1 and P ≥ P2. Therefore, we have
tr((λρ1 + (1− λ)ρ2)
0(λσ1 + (1− λ)σ2)
1)
= tr(P (λσ1 + (1− λ)σ2))
= λtr(Pσ1) + (1− λ)tr(Pσ2)
≥ λtr(P1σ1) + (1− λ)tr(P2σ2)
= λtr(P1σ1) + (1− λ)tr(P2σ2)
= λtr((ρ1)
0σ1) + (1− λ)tr((ρ2)
0σ2).
This shows that the inequality (11) also holds when r = 0.
If 0 ≤ r < 1, s = 0, by the monotone decreasing property and convexity of the
function g(x) = lnx
r−1
, we have
















= λHr(ρ1‖σ1) + (1− λ)Hr(ρ2‖σ2).
9
If 0 ≤ r < 1, s 6= 0 and s ≤ 1, then h(x) = 1−x
s
(1−r)s
is also a monotone decreasing
convex function, so
Hsr (λρ1 + (1− λ)ρ2‖λσ1 + (1− λ)σ2)
= [(1− r)s]−1[1− f s(λρ1 + (1− λ)ρ2, λσ1 + (1− λ)σ2)]
≤ [(1− r)s]−1[1− (λf s(ρ1, σ1) + (1− λ)f
s(ρ2, σ2))]
= λHsr (ρ1‖σ1) + (1− λ)H
s
r (ρ2‖σ2).
Thus, (II) is proved. (III) and (IV) can be proved easily, we omit them.
In order to study the other properties of quantum unified (r, s)-relative entropy,
we need the following:
Let H1 and H2 be two separable complex Hilbert spaces and H1⊗H2 their tensor
product. The set of all trace class operators on H1⊗H2 is denoted by T (H1⊗H2),
the set of all trace class positive operators on H1 ⊗H2 is denoted by T+(H1 ⊗H2).
If A ∈ T+(H1 ⊗ H2), by the following form, we can define a trace class positive




(x⊗ ei, A(y ⊗ ei)),
where x, y ∈ H1, {ei} is an orthonormal basis of H2. We call A1 to be the partial
trace of A on H1 and denoted by A1 = tr2A. Similarly, we can define the partial
trace A2 of A on H2. Note that when A is a state, A1 and A2 are also states.
It follows from Theorem 3.1(III), Theorem 3.1(IV) and the methods in the proof
of [3, Theorem 11.17], we have
Lemma 3.2. Let H1, H2 be two finite dimensional complex Hilbert space. If




where ρ1 and σ1 are the partial traces of ρ and σ on H1, respectively.
Lemma 3.3. Let H be a finite dimensional complex Hilbert space, Φ a trace-
preserving completely positive map of T (H) into itself. If r = 1 or 0 ≤ r < 1 and
10




Proof. Taking a finite dimensional complex Hilbert space H0 such that the
dimension of H0 is bigger than 1. Then it follows from ([9,11-12]) that there are a
unitary operator U on H ⊗H0 and a projection operator P on H0 such that for any
state ρ on H , we have
Φ(ρ) = tr2(U(ρ⊗ P )U
∗),




∗||U(σ ⊗ P )U∗) = Esr(ρ⊗ P ||σ ⊗ P ) = E
s
r(ρ||σ).
Lemma 3.4 ([11]). Let H be a separable complex Hilbert space, Φ a trace-
preserving completely positive map of T (H) into itself, and {Pn} a family of finite-
dimensional projections such that Pm ≤ Pn for m ≤ n and Pn → I strongly when
n→∞. Then there is a family {Φn} of completely positive maps such that {Φn} is
trace-preserving on Pn(H) and Φn(A)→ Φ(A) uniformly for each A ∈ T+(H).
Theorem 3.2. Let H be a separable complex Hilbert space and Φ a trace-
preserving completely positive map of T (H) into itself. If r = 1 or 0 ≤ r < 1 and




Proof. Let Pn and Φn satisfy the conditions of Lemma 3.4. Then Φn(ρ) →
Φ(ρ) uniformly for each state ρ. Since function xry1−r is continuous, we have
(Φn(ρ))
r(Φn(σ))
1−r → (Φ(ρ))r(Φ(σ))1−r uniformly, hence tr((Φn(ρ))
r(Φn(σ))
1−r)→









. By the proof of Lemma 4 in [10], PnρPn → ρ and























Hence we get that lim
n→∞
Esr(Φn(ρ)‖Φn(σ)) = limn→∞
Esr(Φn(ρn)‖Φn(σn)). By Lemma 3.2,
Esr(Φn(ρn)‖Φn(σn)) ≤ E
s











Theorem 3.3 (Monotonicity). Let H1, H2 be separable complex Hilbert
space, H = H1 ⊗ H2. If r = 1 or 0 ≤ r < 1 and s ≤ 1, then for any state ρ




where ρ1 and σ1 are the partial traces of ρ and σ on H1, respectively.
Proof. Since H2 is a separable complex Hilbert space, so there is a sequence of
{Pn} of finite-dimensional projection operators on H2 such that Pm ≤ Pn for m ≤ n
and Pn → I strongly when n → ∞. Let H
n
2 = Pn(H2), H
n = H1 ⊗ H
n
2 . It follows
from the proof of Lemma 4 in [10] again that
ρn =




(I ⊗ Pn)σ(I ⊗ Pn)
tr(σ(I ⊗ Pn))
→ σ,
ρ1n = tr2ρn → ρ1,
σ1n = tr2σn → σ1







Define Φ : B(Hn) → B(H1) ⊗ {λI
n
2 } by Φ(ρ) = (tr2ρ) ⊗ C2n, where I
n
2 is the










It is obvious that Φ is a trace-preserving completely positive map from B(Hn) into
















and the theorem is proved.
Theorem 3.4. Let H be a separable complex Hilbert space, ρ and σ two states
on H and σ invertible. Then for r = 1 or 0 ≤ r < 1, s ≥ 0, we have
Esr(ρ‖σ) ≤ H(ρ‖σ) ≤ E
s
2−r(ρ‖σ). (12)
Proof. That r = 1 is clear. If 0 ≤ r < 1, s = 0, we need to prove that
Hr(ρ‖σ) ≤ H(ρ‖σ) ≤ H2−r(ρ‖σ). (13)
Let ρ = 0P0 +
∑
i
λiPi and σ =
∑
j
µjQj be the spectral decompositions of ρ and
σ, where Pi and Qj be the one dimension projection operators, P0 be the projection
operator on the kernel space of ρ, and PiP0 = 0, λi > 0, µj > 0 when i, j ∈ N, and



































Let g(x) = − 1
r−1











tr(ρQj) = tr(ρ) = 1. By the concavity of the function g(x) =
− 1
r−1




























The left-hand side inequality of (13) is proven by a similar way.
If 0 ≤ r < 1, s > 0, we need to prove that
Hsr (ρ‖σ) ≤ H(ρ‖σ) ≤ H
s
2−r(ρ‖σ). (14)









≥ −(r − 1)−1 ln x0.
That is,
Hs2−r(ρ‖σ) ≥ H2−r(ρ‖σ).
Combining this with (13), we have Hs2−r(ρ‖σ) ≥ H(ρ‖σ). Similarly, the left-hand
side inequality of (14) can be proven.
Note that when 0 ≤ r < 1, s = 1, the inequalities (12) degenerate into convexity
inequalities for estimating free energy and relative entropy given by Ruskai and
Stillinger in [14].
Theorem 3.5. Let ρ and σ be two states on the separable complex Hilbert
space H. We have
(1) If ρ is an invertible state, then Es0(ρ‖σ) = 0.
(2) If s ≥ 0, then Esr(ρ‖σ) is monotone increasing with respect to r ∈ [0, 1]; if
s < 0, then Esr(ρ‖σ) is monotone decreasing with respect to r ∈ [0, 1].
(3) For each 0 ≤ r ≤ 1, Esr(ρ‖σ) is monotone decreasing with respect to s.
(4) For each 0 ≤ r ≤ 1, Esr(ρ‖σ) is a convex function of s.
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Proof. (1) If ρ is invertible, we have ρ0 = I, so Es0(ρ‖σ) = 0.
(2) It follows from Theorem 3.4 that Esr(ρ‖σ) ≤ H(ρ‖σ) = E
s
1(ρ‖σ), so it is
sufficient to prove the conclusion for 0 ≤ r < 1 and any s.
Let ρ = 0P0 +
∑
i
λiPi and σ = 0Q0 +
∑
j
µjQj be the spectral decompositions of
ρ and σ, where Pi and Qj are the one dimension projection operators, P0 and Q0
are the projection operators on the zero spaces of ρ and σ respectively, and for all






µj = 1, P0 +
∑
i














































−(1− r)tr(ρr(ln ρ− ln σ)σ1−r) ≥ tr(ρrσ1−r) ln tr(ρrσ1−r). (15)
(i) If s = 0, then E0r (ρ‖σ) = Hr(ρ‖σ) = −(1 − r)
−1 ln(tr(ρrσ1−r)). Note that
tr(ρrσ1−r) = 0 iff for any i, j ∈ N, PiQj = 0. Hence, if for some 0 ≤ r0 < 1 such
that tr(ρr0σ1−r0) = 0, then it is easily to see that for any 0 ≤ r < 1, tr(ρrσ1−r) = 0,
so for any 0 ≤ r < 1, E0r (ρ‖σ) = Hr(ρ‖σ) = +∞, thus, the conclusion is also true













tr(ρr(ln ρ− ln σ)σ1−r)
(1− r)tr(ρrσ1−r)
.
By (15), we know that −tr(ρr(ln ρ− ln σ)σ1−r) ≥ 1
1−r










This conclusion is proved when s = 0.
(ii) If s 6= 0, and for some 0 ≤ r0 < 1, tr(ρ
r0σ1−r0) = 0, then for any 0 ≤







the conclusion is true in this case. If for each 0 ≤ r < 1, tr(ρrσ1−r) > 0, then
Esr(ρ‖σ) = H
s
r (ρ‖σ) = −[(1 − r)s]



































Let tr(ρrσ1−r) = x, f(x) = sx
s lnx−xs+1
s
. Then 0 < x ≤ 1, f ′(x) = sxs−1 lnx.







≤ 0 if s < 0.
The conclusion is proved finally.
(3) If r = 1, then Esr(ρ‖σ) = H(ρ‖σ) is a constant, so the conclusion is true in
this case.
If for some 0 ≤ r0 < 1, tr(ρ
r0σ1−r0) = 0, then for any 0 ≤ r < 1, tr(ρrσ1−r) = 0,
thus, E0r (ρ‖σ) = +∞ >
1
(1−r)s
= Esr(ρ‖σ) for any s.




for any x > 0, s > 0, we can prove that for any s > 0 and 0 ≤ r < 1, Esr(ρ‖σ) ≤




r (ρ‖σ) for any s < 0 and 0 ≤ r < 1.








[−(tr(ρrσ1−r))s ln tr(ρrσ1−r)]s− [1− (tr(ρrσ1−r))s]
(1− r)s2
. (16)
Let tr(ρrσ1−r) = x, f(x) = x
s−1−sxs lnx
(1−r)s2



















(4) When r = 1, the conclusion is clear.
When s = 0, Esr(ρ‖σ) = Hr(ρ‖σ) is a constant function of s. Hence, the conclu-
sion is clear.
When s 6= 0, if for some 0 ≤ r0 < 1, tr(ρ
r0σ1−r0) = 0, then for any 0 ≤ r <
1, tr(ρrσ1−r) = 0, thus, Esr(ρ‖σ) =
1
(1−r)s
is a convex function of s, hence, the
conclusion is true in this case.
When s 6= 0, if tr(ρrσ1−r) > 0 for each 0 ≤ r < 1. Let tr(ρrσ1−r) = x. Then




−s2xs ln2 x+ 2sxs ln x+ 2(1− xs)
(1− r)s3
.
Let g(x) = −s2xs ln2 x + 2sxs ln x + 2(1 − xs). Then g
′
(x) = −s3xs−1 ln2 x. Thus,
g
′
(x) ≤ 0 if s > 0, g
′
(x) ≥ 0 if s < 0. Correspondingly, g(s) ≥ g(1) = 0 if s > 0,
g(s) ≤ g(1) = 0 if s < 0. Hence d
2Esr(ρ‖σ)
ds2
≥ 0 for s 6= 0. The conclusion is proved
finally.
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