can enhance the reliability of the power system as well as reduce the energy costs for customers. One of the major consumers of electrical energy is industry. In this study, we develop a hardware-in-the-loop (HIL) simulator to demonstrate how to practically implement DR in industrial facilities. The HIL simulator includes an energy management system (EMS), a monitoring and control system (MCS), an industrial Ethernet backbone network based on RAPIEnet protocol, and a wireless field network based on ISA100.11a protocol. The results show that the electricity demand of industrial facilities can be shifted from peak to off-peak demand periods to improve the reliability of the electrical grid.
INTRODUCTION
In the traditional technology, the electrical grids transmit electricity through one-way power flow from power plants to consumers [1] . With the development of information and communication technologies (ICT), a smart grid (SG) delivers electricity between suppliers and consumers using two-way digital technologies [2] . In a SG, electricity consumers actively participate in the management of electricity demand via demand response (DR). DR includes all intentional modifications to electricity consumption patterns of end-use customers that alter the timing of energy usage, the level of instantaneous demand at critical times, and consumption patterns in response to market prices [3] . Integration of DR in SG can provide consumers with optimal energy allocation, minimize energy consumption cost and curtail the peak-hour usage, which helps to avoid power quality degradation or blackout. Furthermore, it takes advantage of distributed energy resources (DERs), including energy generation systems (EGSs) and energy storage systems (ESSs).
According to the survey of International Energy Agency, the industrial sector (excluding agriculture and public services) accounted for 42.6% of the world's electricity consumption in 2011 [4] . Although the industrial sector is one of the major consumers of electrical energy, the DR research in industry is relatively immature. It is more complicated to implement DR in industrial facilities than in residential homes or commercial buildings because of complexities due to reliability management, supply chain management, material storage, and product quality requirements [5] .
Previous studies proposed a DR energy management model [6] and an algorithm [5] for industrial facilities based on state-task network (STN) [7] . The main objective of this study is to demonstrate how to practically realize a DR energy management scheme in industrial facilities on our developed hardware-in-the-loop (HIL) simulator. The real hardware part in the HIL simulator includes an EMS which runs the DR algorithm, an MCS which monitors and controls the industrial processes, an industrial Ethernet backbone network based on RAPIEnet protocol [8] [9] [10] [11] [12] [13] to provide reliable communication between the EMS and MCS, and a wireless field network based on ISA100.11a [14] , which is a wireless communication protocol for industrial automation. The results show that electricity demand can be shifted from peak to off-peak demand periods and the total electrical energy costs decrease by 17.12%.
The remainder of this paper is organized as follows. Section II introduces the DR model and algorithm for industrial facilities. Section III introduces the development of the HIL simulator. Section IV describes the experimental scenarios using a state-task network model and describes analysis of test results. Section V offers conclusions and prospects future work. Figure 1 shows the DR model for industrial facilities 978-1-4799-7358-3/15/$31.00 ©2015 IEEE proposed in [6] . It consists of a utility supply side and an industrial electricity demand side, with the utility meter and utility gateway as boundaries. The utility side includes utility power stations and utility data center. The industrial electricity demand side includes production process, EMS, EGS, ESS, the power supply network and the communication network.
II. INTRODUCTION TO DR ALGORITHM
As shown in Fig.1 , the production process was modeled using an STN, and there were two types of node: state nodes that represent inputs, intermediate products and final products; and task nodes that represent processing operations. The task nodes can be sub-divided into non-schedulable tasks (NSTs), where the electricity demand cannot be scheduled and must be satisfied immediately (for technical or economic reasons), and schedulable tasks (STs), where the electricity demand can be scheduled among pre-specified multiple operating modes. In the DR model, the electricity demand and related states (i.e., the input, intermediate and final product) of the NSTs and STs during each time interval are assumed to be known a priori at the start of the time horizon. Fig. 1 . The DR energy management model in industrial facilities. The utility meter is labeled "M" and the utility gateway is labeled "GW".
The DR algorithm was formulated using mixed integer linear programming (MILP). Based on the inputs (including the day-ahead electricity price, the STN representation of industrial facilities, the operating information of each task and the operating information of DERs), the DR algorithm selects the optimal operating point for STs for each pre-specified time interval. By scheduling STs with different operating points, the DR algorithm can shift part of the electricity demand from peak to off-peak demand periods. The DR algorithm also determines the optimal power source (i.e., the grid, EGSs, or ESSs) for each time interval. For example, during off-peak periods, the electrical grid supplies electricity for industrial facilities, and the ESS charges energy from the power grid, whereas during peak periods, the EGS (which may be solar, wind, or waste heat from power plants) supplies electricity, and the ESS discharges to supply energy for industrial facilities. The detailed DR algorithm for industrial facilities is described in [5] .
III. DEVELOPMENT OF THE EXPERIMENTAL FACILITY
The concept of the HIL simulator developed in this study for DR in industrial facilities is shown in Fig. 2 . The real hardware part to realize the complexity of the industrial facility is composed of following elements: Because most industrial facilities already have industrial Ethernet as a backbone network, we chose to use industrial Ethernet in the HIL simulator for compatibility with the existing communications infrastructure. Moreover, processes in existing facilities must not be interrupted by the additional implementation of DR function, so we chose wireless field network, because this offers interruption-free installation. Additionally, current industrial wireless technologies satisfy the delay requirements of DR in industrial facilities because they do not require such a strict real-time operation.
A. Energy management system (EMS)
The EMS manages and monitors the electricity demand of whole industrial facilities. On the one hand, it establishes communications with the utility suppliers via the wide area network (WAN) to obtain the day-ahead dynamic electricity prices. On the other hand, it manages the electricity demand of whole industrial facilities according to the pre-specified DR algorithm and transmits control commands to each MCS via the industrial Ethernet backbone network.
In this study, the EMS was developed using a high-performance personal computer (PC) with a RAPIEnet communication module. Besides, we built a virtual utility supplier, which periodically provides day-ahead dynamic electricity prices on the same PC. Based on day-ahead electricity prices, the EMS runs the DR algorithm to determine the optimal operating points of STs and the operating status of DERs to shift the electricity demand from peak to off-peak demand periods, and transmits the control information to MCS via the RAPIEnet backbone network. 
B. Monitoring and control system (MCS)
The MCS is the central unit, which is used to monitor and control the energy consumption of each processing task. It communicates over two networks: RAPIEnet for communicating with the EMS as a facility backbone network, and Ethernet for communicating with ISA100.11a Gateway, which is further extended to a wireless field network. Data related to energy consumption and material storage from the MCS are delivered to the EMS in real time by using communication services over RAPIEnet backbone network. It helps the EMS to operate the MCS at optimal operating point and manage the electricity consumption of the whole system. Whereas, MCS is able to control the field devices to operate upon specific operating points requested by EMS. MCS sends the control commands to field devices through ISA100.11a Gateway.
C. Processing tasks
In the DR model, processing tasks are divided into NSTs and STs, both of which are composed of pieces of industrial equipment. We used DC motors (see Fig. 2 ) as industrial loads connected with DR field devices to emulate process tasks, because motors are one of the most commonly used pieces of industrial equipment [15] . The industrial equipment is classified as follows:
· Non-shiftable equipment (NSE), which should have enough electricity supply immediately whenever it requires energy demand.
· Shiftable equipment (SE), which can be switched on or off to balance the electricity supply.
· Controllable equipment (CE), which has multiple operating levels, resulting in different electricity demand.
In the DR model, NSTs must have NSEs only, and STs consists of NESs, SEs and CEs.
D. Industrial Ethernet backbone network
In our experimental facility, we used the RAPIEnet real-time automation protocol as the industrial Ethernet backbone network. RAPIEnet is the International Electrotechnical Commission (IEC) international standard for Ethernet-based industrial communication networks (Type 21). With the use of full-duplex ring topology, RAPIEnet provides redundant communication between the EMS and MCS with a rapid recovery time. We included two RAPIEnet nodes, while the MCS and EMS contained RAPIEnet PC cards, making them possible to communicate over RAPIEnet backbone network in a ring topology.
E. Wireless field network
Using wireless communication over the field networks has advantages including flexibility of operation and low installation and maintenance costs. In our experimental facility, we used ISA100.11a which is currently under development as an IEC international standard for industrial wireless networks and is a wireless networking technology standard for non-critical monitoring and control applications. ISA100.11a uses a mesh or star network topology, and provides robustness in the presence of interference, which may exist in harsh industrial environments.
The HIL simulator consists of two panels: one is the operation center of energy management in industrial facilities, and the other is the process in the field. Fig. 3 shows the HIL simulator of the operation center in industrial facilities, which includes EMS, MCS, ISA100.11a GW and RAPIEnet nodes. The Graphical User Interface (GUI) applications for EMS and MCS were developed and installed on PCs, so that consumers could easily monitor the electricity consumption of each task. Fig. 4 shows the process side of the HIL simulator which consists of NST and ST. NST consists of two motors which are regarded as NSEs, and ST consists of three motors which are regarded as representing each of three categories (NSE, SE and CE). NSEs operate in the same state and their energy consumption cannot be changed. SE has two states, operating and not operating. CE has multiple operating states, each of which has a different electricity demand. 
IV. EXPERIMENTAL SCENARIOS AND RESULTS

A. Experimental scenarios
As shown in Table I lists the parameters of the non-schedulable tasks. The NSTs have only one operating point, which is specified by parameters including the speed of each motor, the power consumption, the consumption rate and production rate of the related state nodes. Table II lists the parameters of schedulable tasks. The STs have five operating points, and the related parameters are the motor speed of each piece of equipment, the power consumption, the consumption rate and production rate of related state nodes for each operating point. In the HIL simulator, the storages for input A, intermediate product B and input C were modeled using software. The storage capacity and initial storage of intermediate product B were set to 500 and 50, respectively, as shown in Table III . In industrial processes, it is preferable to maintain some margin to ensure the reliability of production. Therefore, we set the parameter B_Init to 50 (rather than 0). It was assumed that the storage capacities of inputs A and C are infinite. In the HIL simulator, we also included a virtual ESS as an in-facility DER, which was developed using a software model. According to the DR algorithm, the virtual ESS stores electric power from the power grid during low-price periods and supplies electric power for industrial facilities during high-price periods. Table III also lists related parameters of ESS. The initial storage was 0 mWh and the storage capacity was assumed as 2500 mWh. The maximum charging and discharging rates were set to 600 mW, with the charging and discharging efficiency coefficients set to 0.9. It is assumed that the rate of electricity charged/discharged during a given time interval can be continuously controlled between zero and the maximum charging/discharging rate. Electricity prices were generated using the price data obtained by Ameren Illinois Power Company [16] as day-ahead hourly electricity prices, as shown in Fig. 6 . Fig. 6 . Day-ahead hourly electricity prices from Ameren Illinois for July 18, 2013. The prices can be classified into three types: low-price (green), high-price (yellow), and the peak-price (red).
B. Results
Based on day-ahead hourly electricity price and other parameters, the EMS determined the optimal operating points for ST during each time interval, which are listed in Table IV . For example, ST was scheduled to operate at operating point 5 during time interval 0 (from 0:00 to 1:00 a.m.), consuming 1365 mWh of electricity, together with 150 units of input A, and producing 120 units of intermediate product B (see Table II ). As shown in Fig. 7 , according to the dynamic change of price in each time interval, NST still operated at the same operating point, while ST operated at different operating points, as shown in Table IV , respectively. When the price was low, ST was scheduled to operate at a high energy consumption operating point, increasing demand. Consequently, more intermediate product B was produced and stored during these times, as shown in Fig. 8 . When the price was high, ST was scheduled to operate at a low energy consumption operating point, decreasing demand. During these periods, ST produced less intermediate product B, and previously stored intermediate product B was supplied to the NST, as shown in Fig. 8 , which eventually shifted the load from peak to off-peak periods. Figure 9 shows the electricity demand of ESS as a function of the electricity price during each time interval. During low-price periods, the ESS charged from the electricity grid. During high-price periods, the ESS discharged to provide electrical energy for industrial facilities. During time interval 5, the stored energy in the ESS reached 2500 mWh, which was the maximum storage capacity. The ESS completely discharged all of its energy during time interval 16. As shown in Fig. 10 , we compared the total electricity demand with three different scenarios. In those scenarios, neither the DR algorithm nor the virtual ESS was applied. In fixed-price scenario, the electricity price was constant over all time intervals and was set to be equal to the average of the dynamic price. Compared with fixed-price scenario, scenario with DR consumed more electrical energy during low-price periods and consumed less electrical energy during high-price periods. In case of the scenario with DR and ESS, the gap of energy demand between its maximum and minimum becomes larger. Among the three scenarios, because ESS stored energy when prices were low and supplied energy when prices were high, the scenario with DR and ESS consumed most electrical energy during low-price periods and consumed least electrical energy during high-price periods. With DR, the total cost was reduced by shifting demand from high-price periods to low-price periods. With DR and ESS, the total costs were reduced even further not only by shifting demand but also by managing DERs. Fig. 11 shows a comparison of total costs of the three different scenarios in one day. With DR and ESS, the total electrical energy costs decreased by 17.12% in comparison with the fixed-price scenario. 
V. CONCLUSIONS AND FUTURE WORK
With the development of SG technologies, DR plays an important role in maintaining the reliability of power grids and reducing electrical energy cost for consumers. In this study, we developed a HIL simulator of a DR energy management scheme to demonstrate an implementation of DR in industrial facilities. The HIL simulator included an EMS and a MCS, as well as RAPIEnet and ISA100.11a communication networks. The results practically demonstrated that energy demand could be shifted from peak to off-peak demand periods, resulting in significant reduction in the overall costs.
As part of our future work, we will extend the HIL simulator by including the actual implementation of DERs, such as the realization of real ESSs and EGSs. Ultimately, we plan to extend the application to real industrial processes and to establish the corresponding specification.
