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Aspects of the approximation and optimal control of systems governed by 
linear retarded nonautonomous functional differential equations (FDE) are 
considered. First, certain FDE are shown to be equivalent to corresponding 
abstract ordinary differential equations (ODE). Next, it is demonstrated that 
these abstract ODE may be approximated by difference equations in finite 
dimensional spaces. The optimal control problem for systems governed by FDE 
is then reduced to a sequence of mathematical programming problems. Finally, 
numerical results for two examples are presented and discussed. 
I. INTRODUCTION 
Our concern in this investigation is with the approximation and optimal 
control of systems governed by linear retarded nonautonomous functional 
differential equations (FDE). After presenting some basic properties of solutions 
of FDE in Section 2, we demonstrate in Section 3 that certain FDE are equivalent 
to corresponding abstract ordinary differential equations (ODE), This equiva- 
lence leads to two significant results. The first is the validity of a “variation 
of constants” representation of solutions in the state space P x I&(----r, 0; P). 
(A similar result was obtained by Delfour [7]; such representations in the 
state space C(-r, 0; Rn) are well known-see Hale [IO, p. 2071.) For our 
purposes, the importance of this observation lies in the fact that a compactness 
property of the variation of constants representation also obtains for the solution 
map of FDE. The second result is that a finite difference technique, similar 
to those used in the field of partial differential equations, may be employed 
to approximate solutions of FDE. These results are discussed in Sections 4 
through 8. 
* This research was supported, in part, by the National Science Foundation under 
Grant No. NSF-MCS76-07247, in part by the United States Air Force under Grant 
No. AF-AFOSR 76-3092, and in part while the author was a Corinna Borden Keen 
Research FeIIow. These results were based on the author’s dissertation at Brown Unni- 
versity. 
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The operator theoretic framework for the approximation of solutions of 
FDE requires an investigation of sufficient conditions (known as the stability 
and consistency conditions) for convergence of approximate solutions to the 
true solution. Other, more routine details of the particular scheme we have 
chosen are incorporated in the definitions and interrelationships of various 
spaces. The scheme itself has been studied by Delfour [7] by a more direct 
approach. One objective, therefore, of this investigation is the reformulation 
of an existing technique in such a manner that certain essential features are 
emphasized. An immediate additional benefit is that more general optimization 
problems than those considered by Delfour [7] (1 inear-quadratic) are seen to be 
easily handled. 
The finite difference technique leads naturally to the definition of a sequence 
of mathematical programming problems. The original optimization problem 
(i.e. that which is governed by a linear FDE) is shown in Sections 9 and 10 
to be the “limit” of these approximating problems, in the sense that the cor- 
responding optimal controls, payoffs and trajectories all converge. 
We then discuss numerical results for two examples in Sections I1 through 13. 
Standard techniques of numerical analysis were applied in each case to solve 
the approximating problems. The first example was chosen for its simplicity, 
so that an analytical solution would be readily available; the second is associated 
with a biochemical process. 
Finally, some concluding remarks on the above technique are made in 
Section 14. 
Most of the notation employed is standard. In particular, given p > 1, 
a closed interval I and a Banach space X, the symbol L,(I, X) will denote the 
set of (equivalence classes of) strongly Lebesgue measurable functionsf: I -+ X 
for which JI 1 f jp < co. L,(I; X) is made into a Banach space by definition 
of the usual norm j . IL,, The Banach space of continuous functions with 
the supremum norm will be denoted by C(I; X). Wi”(I; X) denotes the set of 
absolutely continuous functions from I to X whose derivatives are in &(I; X). 
For Banach spaces X, Y the symbols J%(X, Y), a(X) will represent the usual 
sets of continuous linear transformations with the uniform operator topology. 
The spaces R” and Rnxn will be endowed with the euclidean and spectral 
norms, respectively. 
Given arbitrary sets G, H with G C H, define ch(G, H) as the characteristic 
function of G. We shall assume that the positive integers m, n, K and V, the 
positive number Y and the numbers a, b with b > a are fixed. For a functionf 
defined on [u - F, b] and t E [u, b], the function ft will be defined on [-+, 0] 
by f,(Q) = f(t + 0). The symbol d will denote the set ((t, s): a < s < t < b}. 
Several results are stated without proof in the sequel; unless otherwise 
indicated, proofs may be found in Reber [15]. 
The author wishes to express his appreciation for the helpful comments and 
suggestions of Professor H. T. Banks. 
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2. THE INITIAL VALUE PROBLEM 
For the moment, consider an FDE as an equation which relates the derivative 
of a function X: [a - Y, b] --+ R” at time t E [a, b] to the values of a given 
function f and an operator L(t, 0) acting on X% as an element of L, . Thus we 
write 
k(t) = qt, %> + f(t) 
It might appear that some simple FDE may not be formulated in this way. 
For example, consider k(t) = e(t) x(t - 1) with e ~&(a, b; I?). The difficulty 
lies in the fact that for a given (t, 9) E [a, b] x L, the value e(t) #(t -- 1) is 
not well defined. This is merely an inconvenience, since we may reformulate 
the problem as 
just as is done for ODE satisfying the Caratheodory conditions. 
Several preliminary definitions are required to describe the FDE under 
consideration. Let the Banach spaces 2, A, E and F be given by 
2’ = R” x L,(-r, 0; R’&) 
A=L+,b;(jjR”Xnj xL,(--r,O;R”+), 
E = C(a, b;Z) and 
F = L,(a, b; R”). 
A generic element of 2 will be denoted by 5 = (q, 6). The norms of 2 and 
(Xi Rnx,)?) x L,(--r, 0; RnXn) are the usual norms for product spaces. A 
generic element of .A will be denoted by X = (A, ,..., A, , D); the components 
A 0 ,..., A, may be considered elements of L,(a, b; Rnxn) and the component LI 
may be considered an element of L&a, b] x [L-I., 0] ; Rnxn). Let W denote the 
subset 
Now define the operator L: [a, b] x L&r, 0; Rn) x A + R” by 
L(t, 4) = L(t, 4, A) = i A,(t) $(-Tj) + J”’ o(t, 0) cb(@) d@ 
0 - j. 
5=5/32/2-4 
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where 0 = T,, < ... < 7, = Y and X = (A, ,..., A, , D). We remark that 
although in a strict sense L is not well defined (point evaluations of h and (b 
are required), no problem is encountered because these terms will appear 
under an integral sign in our usage below. 
Thus we consider FDE of the form 
with (h,f) E /l x F and initial value 
(x(s), xs) = 5 E z, s E [a, b] fixed. (2.2) 
A function x is a solution of the initial value problem (IVP) given in Eqs. (2.1), 
(2.2) if: x E TV.‘)(s, b; RX), x satisfies Eq. (2.1) almost everywhere in [s, b] 
and (X(S), XJ satisfies Eq. (2.2). (For convenience, when s = b define a solution 
of the IVP in the obvious way.) Our discussion will concern only this restricted 
class of FDE. 
We now describe some properties of solutions of Eqs. (2.1), (2.2). 
2.1. THEOREM. There is a unique solution of Eqs. (2.1), (2.2) which depends 
continuously on y = (s, 5, X, f) in the sense that the map (t, y) -+ (~(t; y), x&)) 
is continuous on A x Z x .A x F into 2. 
Define the operator V: A x A x Z -+ Z by V(t, s, h)i = (x(t; s, [, h, 0), 
I\.~(s, 5, X, 0)). One may easily see from the above that V is continuous and is 
linear in 5 for fixed (t, s, A). Therefore, whenever 3 C n is relatively compact, 
there is, by the uniform boundedness principle, a constant M (depending on B) 
such that sup{1 V(t, s, X)jlcz): (t, s, h) E A x B} < M. Uniqueness of solutions 
of the IVP implies that V(t, s) = V(t, T) V(T, s) and V(s, s) = I for all a < 
s < 7 < t < b. It is easily verified that V(t, s, h) takes W into itself for all 
(t, s, A) E A x A. 
When dealing with linear ODE in R”, the variation of constants formula 
provides a very useful explicit representation of solutions. The map Y defined 
below retains the form of this expression; that it indeed represents a solution 
of FDE, and in what sense, will be demonstrated in the next section. 
LetY?ZxAxF-+Ebegivenby 
'W', &f)(t) = W, a, 4 5 + s" W, s, 4(f(s), 0) ds. n 
The existence of the integral in 2 is assured by the uniform boundedness of V 
over A x {X} and the strong measurability of the map s + F’(t, s, h)( f(s), 0). 
Nowdefinez:ZXfl xF+E 
,+I, A, f )(t) = (X(t, a, i, A f ), 44 5, A f )>- 
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We list some properties of the functions z and Y which will be of interest 
later (e.g. in the proof of Theorem 3.14). 
2.2. LEMMA. The functions z and Y fyonz Z x A x F to E are continuous. 
Furthermore, for each fixed (5, A) the map f -+ !P({, A, f) is q@ne and collrpact. 
3. EQUIVALENCE OF FDE AND ~LBSTMCT ODE 
In this section we shall establish a relationship between solutions of certain 
FDE and solutions of corresponding abstract ODE in the space Z. For this 
part of our discussion we will require that h be contained in a proper subset 
of A. Therefore, define the set 
of continuously differentiable functions on [a, b]. Define a norm on A, by 
I h le = ZA I Aj le + I D lc > where each Aj is considered an element of 
C(a! b; RWxn) and D is considered an element of C(a, 6; L2(-r, 0; I?“‘“)). 
It is not difficult to see [g, Lemma 19, p. 2981 that for a separable Banach 
space X, C&a, b; X) is dense in &(a, b; X). Thus A, is dense in A. 
The following lemma is given for reference; its proof follows from Theorem 
2.1. 
3.1. LEMMA. Suppose y = (5, A, f) E W x A x 1;. Then the function (t, s) + 
q(s, y) E C(-F, 0; R”) is continuous on A. Moreover, the function (t, s) + 
L(t, .a$~, y)) is continuous on A for y E W X A, x F. 
Let &‘: [a, b] x A, x IV+ Z be given by&(t)(#(O), #) = d(t; X)(+(O), Z/J) = 
(-qt, $4 ?, &. c onsider the initial value problem 
p(t) = d(t; A))‘(t) t E Is, bl, s E [a, b] fixed, (3.1) 
y(s) = 5 E w. (3.2) 
A so&ion of Eqs. (3.1), (3.2) on [s, b] is a continuous function y: [s, b] + IV 
which satisfies Eq. (3.1) on [s, b] ( one-sided derivatives to be taken at the 
endpoints) and is such that y(s) = 5. (F or convenience, when s = b define 
a solution of the IVP in the obvious way.) 
The following definition is essentially that which appears in Krein [I 1, p. 1931. 
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3.2. DEFINITION. The IVP given ir Eqs. (3.1), (3.2) is uniformly correct if: 
(i) for each s E [a, b] and 5 E W there is a unique solution of the IVP, 
(ii) each solution y(t, s, 5, A) and its derivative (d/&) y(t, s, 5, A) are 
continuous for (t, s) E d and fixed (5, ?), and 
(iii) the solution depends continuously on the initial data in the sense 
that if & E IV and & -+ 0 then the corresponding solutions converge to zero 
uniformly relative to (t, s) E A. 
The results given in Lemma 3.3, Lemma 3.4 and Theorem 3.5 rely on the 
fact that certain operators are maximal dissipative. (The definition of maximal 
dissipative operators and some standard results concerning them may be 
found in Krein [ll, p. 86f.l.) Th e i d ea of redefining the inner product in the 
proof of Lemma 3.3 is related to similar definitions in [3] and [18]. 
3.3. LEMMA. Given h E A, , tlzere is an equivalent inner product topology on Z 
and a positive w = w(h) such that d(t; A) - w(h)I is maximal dissipative for 
each t E [a, b]. 
Proof. Define Z,, = R” x L&-r, 0; R”) with inner product (., .>,, , where 
and pj = 1 + x.6,. 1 di lG . It is easy to see that 
so the topologies are equivalent. 
If (Q ,4d - (rl, 4) and d(t)h , Cd -+ Car #) then: 
(i) dj - + and & + $ in L a imply that 4(e) = 4(O) + si #(G) da and 
+j -+ 4 in C(-r, 0; Rn), and 
(ii) qj + 7 in Rn implies that d(O) = 7. 
So (q, 4) E IV. Furthermore .d(t)(vj , &) ---f d(t)(q, $), i.e. d(t) is closed. 
Let w(h) = 1 + 1 A je . T o see that d(t) - WI is dissipative on its domain W: 
wvh 5% (773 +)>A 
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- (l/2) f 14 lc I #(-41” + (l/Z) I q I2 - (l/2) I $(-~)I” 
1 
< (l/2)(1 + I D ie) + i I4 Ic I rl 1’ + (W I D Ic I+ 1’ 
0 1 
= (QJ - l/2) IhM 7 
where we have repeatedly used the inequality cd < (1/2)(c2 + d”). 
It remains to show that d(t) - wl is onto, which will establish maxima1 
dissipativeness. Fix (a, ~4) in 2. Let 4 EL, be a solution of the ODE4 - U$ = $; 
in particular let 4(e) = ewe$(0) + si ewfe-a)$(S) ds. Clearly (4(O), #) E W; we 
need only demonstrate that $(O) E Rn may be chosen so thatl(t, 4) - w+(O) = 01. 
Write 
as H(t) +(O) + G(t, $1, where 
and 
H(t) = $ e-“‘j&t) + s_T. e”“D(t, 8) do, 
G(t, #) = $ A,(t) dTj ew’-‘j-“‘#(s) ds + 1-1 D(t, 0) Joe e”‘““‘#(s) ds do. 
The equation L(t, $) - W+(O) = 01 has a solution if H(t) - wl is invertible, 
i.e. if (H(t) - &)4(O) = 01- G(t, #) has a solution. Observe that 
! H(t)1 < i I Aj Ic + 11” e2we df’/lit I D(t>l~, 
0 --T 
G 1x1, 
since (j”r e2we d0)rp = [(1/2w)(l - e--2wr)]1/2 < 1 by choice ofw = 1 + / h lG > 1. 
Consequently (H(t) - wl)-l exists and has norm no greater than one. Kence 
d(t) - WI is onto. 1 
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3.4. LEMMA. I(d(t> - E"p l~(Z,, < (p - fJJ + l/2)-‘for d p > w(A). 
Proof. Suppose 5 E IV and p 3 w. Let 5 = (d(t) - ~1)[. Then 
so --CL 5)~ 3 (CL - w + l/2)(5, 5)~. Since -<5, Oh < I E I,, 15 I,, we have 
I 5 IA < (P - OJ + 1/2)-l I 5 IA = (p - w + 1/2)-l I(d(t) - PI)% IA. 
Therefore 1(&(t) - ~1)~~ ja(z,) < (p - w + 1/2)-l. i 
The following theorem will enable us to conclude that solutions of the IVP 
(3.1), (3.2) (if they exist) are unique and depend continuously on the initial 
data in the sense of part (iii) of Definition 3.2. The basic idea of the proof 
may be found in Krein [ 11, p. 2041. 
3.5. THEOREM. Every solution y of Eqs. (3.1), (3.2) satisjies the inequality 
j y(& < M(A) ew(A)(t-s) 1 5 Iz , 
where M(h) = (1 + C; 1 A, jJl/“. 
Proof. We again find it convenient to use (., .>,, . By the definitions of 
derivative in 2 and of a solution of the IVP, 
(y(t + EY 4 - Y(C SW - J@Yt> YW 
as E -+ 0. Hence 
y(t + E, 4 = v + ~~@)I r(t, 4 + 44 
= [I- ~‘aP(t)][I - d-(t)]-‘y(t, s) + O(E) 
= [I - c!d(t)]” y(t, s) - Gd(t)[I - G?(t)]-1 d(t) y(t, s) + o(c). 
In view of Lemma 3.4, for l/c > w(h) we have 
Thus 
IF - QQ-l I37srcz,~ = u/4 l[W) I- =4t)l-’ la(q) 
d w>w/4 - ml-l 
= 1 + EW + O(C). 
I r(t + E, 4lA < I Y(h Ml + l m) + E I ~(Wl4~ - ~(w’Jaa(t) u(c S)lA + o(t). 
Since d(t) - ~1 is maximal dissipative, we may apply a result of Pazy 
[14, Lemma 3.2, p. lo] to conclude that for all so E Z, 
(l/NW + (1/W - J+))W - w as l JO. 
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This implies that &I - d(t)]- 1~ -+ w as p + cc (multiply both sides by 
1 + EW; let p = (l/c) + w). For l/e > w we have 
(l/E)[(l/E)1- se(t)]-‘w - W = xQ)[(l/E)I - ~(~)]-%u. 
Therefore .&‘(t)[(lje)1- d(t)]- lw + 0 as E J 0 for alf w E Z, and so 
(I r(t + Et S)lA - I u(t, w/~ < OJ ) v(t, S)l., + O(E) + o(e)/c 
for all E with l/e > w. Hence 
D+ I r(t, s>Ih < w ly(4 sjih 
where D+ indicates the upper right derivative. 
If LIZ C(s, t; R), then (see [19, pp. 239, 2401) o+f(S) > 0 on [s, t] implies 
that f(t) >, f(s). In particular, for f(6) = -e-W(A)8 j ~(0, s)I,~ we find that 
j y(t, s)l,, < .~-w(~)(~-~) I y(s, s)lA , i.e. 
I y(t, s)iz < M(h) ew’h)(t-s) j 5 /z . 0 
Several more lemmas are required to establish the relationship between FDE 
and abstract ODE. The proof of the following result follows a standard argument 
(see [19, p. 2391); we state it here for sake of completeness. 
3.6. LEMMA. Suppose X is a BaTzach space. Let x E C(a, b; X) be such that 
a-(t) exists and is continuous on. [a, b). Then 3(t) exists on [a, b] (one-sided 
deriaatises to be takefz at a, 6) and 
x(t) = x(a) + 1’ g(s) ds = x(a) + St 2+(s) ds 
a a 
for all t E [a, b]. 
3.7. LEMMA. (1) For every AEA, and s E [a, b) the deriwative ajatV(t, s)[ 
exists in Z for t E [s, b] and equals d(t) C’(t, s)l, ;f a?zd only if ( E W. 
(2) Similarly, if t E (a, b] and 5 E W, the derivative a/asV(t, s)< exists 
in Z for s E [a, t] and equals - V(t, s) d(s)<. (One-sided derivatives are to be 
takerz at the endpoints.) 
Proof. (1) We first show that for s E [a, b), a+/at V(t, s)[ !t=o exists if 
5 E w. 
Suppose (q, 9) = 5 E IV. Then Lemma 3.1 implies that 
(l/e) ISfEL(B, xe) de +I+, 2,) 
8 
as E 4 0. It is an elementary fact (see [9, p. 2541) that 2 EL,(s - r, b) implies 
(l/~)(x~+, - x,) + (&)s in L&-r, 0) as E J 0. 
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Now suppose that the right derivative a+/at V(t, s)[ jtcS exists. Then there 
is a point (OL, $J) E 2 such that (l/c)(~~,, - x,) + I/I in L, and (l/e)[~(s + E) - 
x(s)] + a in Rn as E J, 0. Let v(.; E): [--r, 0] --f R” be given by 
~(0; e) = (l/e) js;‘+’ x(u) do. 
Then the maps 8 + d/d8 ~(8; c) and 8 + (l/c)[+v(s + 6 + c) - x(s + e)] are 
equal in L, . Observe that v(*; E) + X, = #J and d/d0 u(-; E) --f + in L2 as E J 0. 
By the continuity of x on [s, b], ~(0; 6) + X(S) = 7. 
Let E: [S - Y, b] -+ Rn be given by 
/ 
71 + lt-’ VT) de t E [s - Y, s] 
l(t) = 
x(t) t E i?, 4 
Clearly d/d8 v(.; c) + 8, = # in L, as E $0. Since ~(0; E) ---f v = E(s), we have 
u(.; E) --t 6, in L, as E $0, which implies that ES = $ in L, . Consequently [ 
is an absolutely continuous representor for x on [S - Y, b]. Thus x E FVA”(s - Y, b), 
so 01 = lim,,,(l/E) Ji”L(0, x0) dB = L(s, XJ = L(s, 4). Therefore (7, I$) E Wand 
the right derivative equals &(s)(~, $). 
Fix s E [u, b). For t E [s, b), E > 0 and 5 E W we have 
(llw(t + E, 4 - v, 415 = (l/WV + 6, t) - I] q4 45. 
The limit of the right-hand side as E 4 0 is d(t) V(;(t, s){. 
Using the fact that 1; E W, the definitions of d(t) and V(t, s), and Lemma 3.1, 
we may conclude that the function t -+ &e(t) V(t, s)c is continuous on [s, b). 
Hence the function t + V(t, s)< is continuously right differentiable on [s, b). 
Therefore, Lemma 3.6 implies that V(t, s)l; = 5 + Ji &‘(t?) V(0, s)< dt!9 for 
all t E [s, b], and thus the desired conclusion. 
(2) Fix t E (a, b]. Then for s E [a, t), E > 0 sufficiently small, and 5 E W 
we have 
(1/4[W, s+ 4 - w, s)lS = - qt, s + l >(l/W(~ +6 s) - 115. 
The limit of the right-hand side as E 4 0 is -V(t, S) d(s){ (by the results of 
part (I), the uniform boundedness of V(t, S) over A and the continuity of 
s -+ V(t, S)ZU for all w E 2). 
The strong continuity of d(s) over 14’ and the uniform boundedness of 
V(t, S) over A imply that the function s -+ -V(t, S) SP’(S)~ is continuous. 
Therefore, we may again use Lemma 3.6 to conclude that for s E [a, t], 
v(f, s) 5 = 5 + j” V(t, u) d(u) 1 da. 1 
s 
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We may now relate the solutions of Eqs. (3.1), (3.2) to those of Eqs. (2.1), 
(2.2) when f = 0. 
3.8. THEOREM. For X E A, and % E W, V(., s, A)( is the unripe solution of 
Bps. (3.1), (3.2). Furthemore, this IVP is zcniform& correct. 
Proof. Theorem 3.5 and Lemma 3.7 imply that V(-, S, X)5 is the unique 
solution of Eqs. (3.1), (3.2). Uniform correctness then follows immediately 
from Lemma 3.1 and the corresponding properties of solutions of Eqs. (2.1), 
cw- I 
We turn now to the inhomogeneous case. Thus we consider the IVP 
Kt) = 4t)r(t) + s(t), (3.3) 
Y(S) = 5 E w s E [a, 61 fixed. (3.4) 
While Eqs. (3.3), (3.4) p re resent the problem we wish to solve, technical 
considerations (to be discussed below) require some slight modifications. In 
particular, for s as in Eq. (3.4) and w = w(h), define ~$,(t) = d(t) - wl 
and gw(t) = ew(s-t)g(t). We shall consider the IVP given by Eq. (3.4) and 
jr(t) = Js,(t)Y(t) + &J(t)- (3.5) 
For operators U(t, s): Z -+ Z defined for (t, S) EA we list properties that 
will be discussed in the sequel (see [l 1, p. 193): 
1”. the operator CJ(t, S) is bounded on 2 uniformly relative to (t) S) E A; 
2”. the operator U(t, S) is strongly continuous in (5, S) on A; 
3”. U(t, s) = U(t, T) U(T, s), U(s, s) = I for a < s < 7 < t < b; 
4”. (i) the operator U(t, s) maps I%’ into itself, 
(ii) the operator dm(t) U(t, S) A?;‘(S) is bounded and strongly con- 
tinuous on 2 for (t, s) E A; 
5”. on lGli the operator U(t, s) is strongly differentiable relative to t and s, 
with aj6’t U(t, s)[ = v~w(t) U(t, s)c and a/as U(t, s)< = - U(t, s) J&,(S)<. 
In addition to the hypotheses listed in Lemma 3.9 below, there is a standing 
assumption in Krein [l 1, p. 1951 un d er which this lemma is proved. In particular 
he assumes (as we also do) that I& h as a bounded inverse satisfying 
sup{1 J&(a) J%?(s) I : s E [u, b]} < co. This requirement is treated in Lemmas 
3.10 and 3.11. The proof of Lemma 3.9 may befound in Krein [I 1, Theorem 3.3, 
p. 1971. 
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3.9. LEMMA. If, in addition to the above assumption, we have: 
(a) the IVP given by Eq. (3.4) and the homogeneous part of Eq. (3.5) is 
unifomly correct; 
(b) &Jt) is strongly continuously differentiable on Wfor t E [a, b]; 
(c) U(t, s) satisfies properties l”-5”; and 
(d) gJt) = ew(“-t)g(t) is continuously dz@mntiable, 
then y(t) = J”: U(t, s)g,(s) ds yields a solution of Eq. (3.5) with initial value 
zero at t = a. 
Clearly ew(s-t)y(t) is a solution of Eqs. (3.4), (3.5) if and only ify(t) is a solution 
of Eqs. (3.3), (3.4). Therefore, the homogeneous part of Eq. (3.5) is uniformly 
correct, and its solution operator is given by V,(t, s) = em(s-t)V7(t, s). 
From our previous results, it is not difficult to see that VJt, s) satisfies 
properties I”-3”, 4”(i), 5” and that s&,(t) is strongly continuously differentiable 
on W for t E [a, b] whenever X E A, . 
3.10. LEMMA (cf. Krein [ll, pp. 176, 1771). Condition 4”(ii) obtains ifzero is a 
regular point of J&(t) f 01 all t E [a, b] and K = sup{\ &Ja) &;‘(t)[a(,): 
a < t < b} is finite. 
Proof. Write s&(t) V,(t, s) JZ?;‘( ) s as [4(t) I’,(4 4 ~~“(4lL4i4 ~;%)I. 
The map (t, s) + a&(t) VJt, s) is strongly continuous on W (this may be 
established as in the proof of Lemma 3.7, part (1)). Hence (t, s) + 
-&l(t) v&7 4 JCL%) is strongly continuous on Z. For each fixed (t, s), 
d:(t) VJt, s) &;‘(a) is a closed linear operator defined on all of 2; therefore 
it is bounded by the closed graph theorem. Strong continuity with respect 
to (t, s) and compactness of d imply by the Banach-Steinhaus theorem that 
the operators d,(t) T/,(t, s) &‘;l(a) are uniformly bounded. 
For t, t + CJ E [a, b] and any 5 E 2 we have 
I K(a) d3t + 4 5 - 4&4 42(t) 1: I 
= I 4(a) =el(t + +4$) - J2e,(t + 41 =Qc(t) 5I 
< K lL4o(t> - 40 + 41 K’(t) 5 I- 
The right-hand side goes to zero as u -+ 0 by the strong continuity of a&(t) 
on IV. The conclusion follows immediately. m 
We now show that the second hypothesis of Lemma 3.10 is satisfied for 
the operators s&,(t). (Lemma 3.3 shows that the first hypothesis is satisfied by 
do,(t).) These operators were introduced because the operators d(t) do not 
necessarily satisfy a corresponding hypothesis. 
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3.11. LEMMA. There is a constant K SUCR that j -&(a) .i;e,-l(t)lBcZ- < K 
for all t E [a, b]. 
Proof. We may write 
(&(a) - d)(d(tj - d-l = el + e2 , 
where e, = [&(a) - .&(t)](&((t)-wI)>-’ and e, = (.d(f)-w~)(d(t)-cd-l = 1. 
For (?1,4> E KC 
][&(a> - @V)lh +>Iz = I -WY (6) - =U d)lRn G 3~ IX L ! (b Ic 
where p = max{l, I@>. From the proof of Lemma 3.3 when (v, $) = 
(d(t) - WI)-r(ol, #) we have j 4 ic < ] (b(O)1 f +I2 / # IL, and 
I rl I d I(W) - WY I I a- G(t, #>I < I a! I + I Gjt, $)I. 
Observe that 
where d = 2[1 + rl/Q / h le + I)]. So / e, /a(z) < 2 j X Icpd; therefore 
ldw(a)d;‘(t)j~(z) <2jh/,pd+ 1. Let K=21A/,pd+ 1. 1 
The following two Iemmas are useful in establishing the validity of the 
term “variation of constants formula” as regards the function Y. 
3.12. LEMMA. For (C, A, f) E W x (1, x Cl(a, b; I?*), U(<, A, f) is the unique 
soZution of Eqs. (3.3), (3.4) with. g(t) = (f(t), 0) ilnd s = a. 
Proof. Solutions, if they exist, are unique because the equation is Iinear 
and its homogeneous part has unique solutions. 
The preceding discussion allows us to conclude that 
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is the unique solution of Eq. (3.5) for Z(G) = 5. Observe that this expression 
may be rewritten as 
e-)V(t, u) 5 + j-1 em(u-t)V-(t, a) ew(a-u)(f(a), 0) do 
z.= ewcnet) lv(t, 4 5 + St v(t, 4(f(+ 0) do/ 
a 
z e”‘“+P([, &f)(t). 1 
3.13. LEMMA. For (5, A,f) E W x A, x C(a, b; R”), ~(5, h,f) is a solzztion of 
Eqs. (3.3), (3.4) with g = (f, 0) and s = a. 
Proof. By Lemma 3.1 the function s ---f L(s, x,) is continuous on [a, b]. 
Since f is also continuous, 
:s (lI~)[dt + e> - x(t)1 = lim (l/e) ltt” [Us, 4 + f @)I ds 
= w, 4 + f (t). 
Furthermore, $~.&(a - r, b) implies lims+o(l/~)[xt+E - xt] = (R), in L, for 
all t E [a, 61. 1 
We are now in a position to state the fundamental result of this section. 
Its proof follows immediately from Lemmas 2.2, 3.12 and 3.13 and the density 
of W x A, x C, in 2 x .A x F. An important implication of this theorem 
is that the map f --+ z(<, A, f) is afhne and compact for all fixed (5, A) E 2 x A 
(see Lemma 2.2). This fact will be used in Section 8. 
3.14. THEOREM. The sohtion map ~(5, X,f) and the zminfion of constants 
representation Y(<, A, f) are identical on Z x fl x F. 
Theorem 3.15 below provides the basis for the approximation scheme to be 
discussed in Sections 4 through 8. 
3.15. THEOREM. For ([, A, f) E W x A, x F, ~(5. A,f) 15 the unique solution of 
r(t) = 5 + St bf-(s)~N + (f(s)> (31 ds. a 
Proof. One may easily show that for (5, A, f) E W x A, x F the function 
~(.)45, kf )(.) is continuous on [u, b]. Hence the integral exists. Using 
the definitions of & and z, one may then verify that z is a solution of the integral 
equation. Uniqueness follows from Theorem 3.8. 1 
In summary, we have found (Theorem 3.4) that the “variation of constants” 
representation, Y, is indeed the same as the solution map z(t) = (x(t), xt) 
of FDE. We have seen (Lemma 3.12) that for sufficientIy smooth parameters 
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5, A and f, Y (hence also a) is the solution of the corresponding abstract ODE. 
From this it followed (Theorem 3.15) that for arbitrary f in L, , z was a solution 
of the above integral equation. We emphasize that this integral equation is 
equivalent to Eqs. (3.3), (3.4) only if f is continuous. 
Finally, we remark that instead of using the FDE theory from Section 2 
to show that the IVP of Eqs. (3.1) (3.2) . 1s uniformly correct, we could have 
invoked a result of Krein [ll, Theorem 3.11, p. 2081 after our Lemma 3.4. 
This was not done for two reasons. The first is that some material required 
in the proof of Krein’s theorem has not been discussed; the second reason 
is that properties of solutions of Eqs. (3.1), (3.2) imply (once one has proved 
uniqueness of solutions of Eqs. (2.1), (2.2)) corresponding results for the 
FDE only when (5, A) E W x A, . Consequently the FDE theory had to be 
established independently in order to obtain results for general (5, A) E Z x A. 
4. FACTOR CONVERGENCE OF SOLUTIONS 
We have shown (Theorem 3.15) that solving the equation 
r(t) = 5 + j-” [s4(s; 4~0) + (f(4, OH ds 
L1 
(4-l) 
is in many cases equivalent to solving Eqs. (2.1) (2.2). In this chapter we 
present a finite difference method which leads to a very convenient approximation 
scheme for Eq. (4.1); this method may easily be implemented on a computer. 
Finite difference schemes are based on the concept of factor convergence; 
a good introduction to this idea may be found in Krein [I 1, ch. V]. Our scheme 
is essentially the same as that developed by Krein, although the initial formula- 
tions differ since he deals directly with ODE in Banach space. 
The letter AT will always denote a positive integer; if it appears as a superscript 
in the definition of a term, it will be omitted from the notation when no con- 
fusion will result. We assume further that [n, b] = [a, n + W] for some positive 
integer K. More will be said in Section 8 concerning this last assumption. 
For a given N, partition [a, b] into KN subintervals of length r/N by (tiN}tEO , 
where ti* = a + ir/N. The approximation scheme is suggested by the heuristic 
argument: 
implies that 
where (r/N) dN(j) y(ti) approximates stj j+l d(t) y(t) dt for each value of j. 
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Some preliminary definitions are required to discuss factor convergence. 
For a given N, let 
ZN = ; R” with inner product <., .)=, = (., .)Rn + (r/N) f (., .)an , 
0 1 
E,=j<NZ, with maximum norm, 
JjN = [yjr,N, -(j - 1) r/N) for j = 1, 2 ,..., N, 
JON = {Oh 
KiN = [a+iq’N,a+ (i+ l)r/N) for i = 0, l,..., KN - 1 and 
K;$ = {u + /cr>. 
Given an element $ E&(--T, 0; R”), let 
Let E,O denote the Banach space of functions from [a, b] to Z which are 
uniformly continuous on each interval KiN, with supremum norm / . jEND . 
Define the operators 
r,v: Z - Zv by ~v(q, 4) = (17, +lN,..., W), and 
P,: E,v” - EN by P,~Y = b-~yOo),--, QY~N)). 
Note that 1 ~~6 jzN < / 5 1s and 1 pNy je, < 1 y jENo for all 5 E Z, y E ENo. 
Now define the operators 
7$: z,-+z bY T&J = (~0, f vj ch(Jj , r----r, 01)) and 
j=l 
KN 
p+: EN - EN0 by p;;‘w = z;. k&4 CWi 3 [a, 0 
Observe that QT$, p;;’ are right inverses of z~ N , p, respectively, and that E C EN0 
for all N. Note also that in general, (p;;‘w)(.) is not continuous on [u, b], so 
y E E does not imply that p;;‘p,y E R. 
The following two lemmas show us the sense in which the spaces ZN , EN 
approximate Z, E respectively. 
4.1. LEMMA. For all 5 E Z, 
GITvl: - 5 inZas N+w. 
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Proof (see [3, Lemma 3.21). This is easy to verify by computation if i = 
(q,$) and 4 is continuous. Then use the density of the continuous functions 
plus the linearity and uniform equicontinuity of the maps 1” + r$rrN[. 1 
4.2. LEMMA. For. ally E E 
Proof. For i = 0, I ,..., KN we have (p;;“p,y)(t) = 7r;lrNy(t) when t E K; . 
Observe that the operators n&rN converge strongly to the identity in 2 (Lemma 
4.1); therefore r&r,,,E -* E uniformly with respect to [ in the compact set 
(y(t): t E: [a? b]$ C Z. This fact and the uniform continuity of y imply that 
(~;$,,y)(t) converges to y(t) uniformly with respect to t E [a, b]. 1 
If (yl,,jAz=r is a sequence with the property that ylv E EN for all 1L; we say 
that {yN} factor converges to y E E if 
Such limits, if they exist, are unique by Lemma 4.2. 
Let y = (1, X,f). Recall that by Theorem 3.15, z(t, y) = (x(t, a, y), ~,(a, y)) 
is the unique solution of Eq. (4.1). Supp ose that there is a sequence (xJV(y)> 
which factor converges to z. For each 1L; define xN(t) = x,v(t, y) as the first 
component of ~,$z&)(t). The significance of factor convergence lies in the 
fact that Lemma 4.2 implies 
lim sup{1 x(t) - Gil: t E [a, b]) = 0. :v+ x 
Therefore, the approximation of a solution of Eq. (4.1) in fact also yields an 
approximation of a solution of Eqs. (2.1), (2.2). 
5. THE APPROXIMATION SCHEME 
Equation (4.1) may be rewritten in a more convenient form. To this end, let 
Eur = {x E E: x(t) E W, Vt and &‘.z E Z?), 
T = T(A): Ew+ E be given by 
(5’)(t) = y(t) - It d(s) y(s) ds, and 
Q 
S: TV x F - E be given by 
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We want to approximate solutions of 
TY = s(Lf). (5.1) 
Therefore consider the equations 
where 
TNYN = XvsvG f 1 (5.2) 
KN 
FN = )( ZN with inner product 
!?h&f) = (TN<? (N/r) s, (f b>, O) &.*, cN/‘) jKKN_, (fbh O) “)P 
S,: ZN x FN-+ FN is given by (W = (w. ,..., w,N)) 
1 
WO i=O 
(SNw)i = 
wo + (r/N> i wj i = 1, 2 ,..., KN, 
j=l 
and TN: EN --j. EN approximates T in the sense to be described below. Observe 
that pNS(c, f) = S,q,(<, f) for all (5, f) E W x F and that S;;’ exists for all N. 
The properties of the operators T,,, determine the degree of success of the 
resulting approximation scheme. To illustrate, it is quite natural to ask that 
T;;’ exist for all N, because this would imply existence and uniqueness of 
solutions of Eq. (5.2). We could ask further that the condition pNTy = TNpNy 
obtain for ally, N. This would imply that for solutions y, y,,, of Eqs. (5.1), (5.2), 
PNY = KJ~TNPNY = T&NTY = Ti?Pd(kf 1 = T$sdlNv(kf) 
for each N, i.e. immediate factor convergence. The first requirement is attain- 
able, but we do not know of a scheme which satisfies the second requirement 
for general h E A, . 
The particular definitions now given lead to a scheme which has previously 
been studied; more will be said in Section 14 concerning this. For a given N, let 
L(., N): (0, I,..., V} --f (0, l,..., N} be such that 
-Tj E Jc!(j. N) for all j, 
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rZ(fV, *) = A(N, ., A): (0, l,..., KN - I> x {0, I,..., v> + Pxn be given by 
A(fV, i, j) = (N/b) Jh. A,(t) at, 
D(h’> .) = Dfh’, -, A): (0, l,..., KltT - 1) x il, 2 ,..., X> ---f RTzxlZ be given by 
D(N, i,j) = (h+)” j- s D(t, 0) d0 dt, 
K< J, 
L(N, .) = L(N, *, A): (0, l)..., KN - l> --t S?(Z, , R’!) be given by- 
L(,V, i) u = i; A(N, z.,j) z.~~(~,~) + (r/iV) f D&V, z.j) q+ 
j=O j=l 
g&J = d&y: (0, l,..., KN - I> + S?(Z,) be given by 
and finally let 
TN = T,(A): EN+ EN be given by 
?‘O i=o 
(TNJ% = i-l 
4’i - w-q c J%(j)% i = 1, z,..., Kn’. 
j-0 
Assuming for the moment that T$ exists, define x,v = T,;lSSqN(<,f). Then 
Hence factor convergence is established once we demonstrate that: 
(i) sup(I T$S, /B(z,xF,,EN): N = 1, 2,...) < co (this is known as sta- 
bili~ of the difference scheme) and 
(ii) limjv I K$“NPNX - qdLf)l~NX~N = 0 (this is known as con&tency 
of the difference scheme). 
Stability and consistency wilI be proved in Sections 6 and 7 respectively. 
It might appear more natural to writep,z - .zN = (ZQ’)[ T1,,pNz - S,q&j, f j] 
and establish the corresponding stability and consistency results. However, 
-we have been unable to demonstrate that in this case the stability condition 
obtains for general systems. 
The following lemma is given for reference; its proof is straightforward 
(use induction for part (i)). Note the similarity of part (iii) with the function 
given in Krein [1 1, p. 3421. 
505/3ziz-5 
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5.1. LEMMA. With S, , .TN as abooe, we have: 
(i) T$: EN -+ EN given by 
;i + (fw> J4491 vo + (z’1 - vo) 
i = 0, 
i= 1, 
(T,“,), = 
i 
i-1 
T]I [I + WV J%vm vo + 2 [ fi [I + WV 4v~JIl~ b?wl - 74 
j=O x=0 j=?z+1 
+ (Vi - Vi-l> i = 2, 3,..., liN; 
(ii) S$: EN -+ 2, x FN given by 
G+)i = l&r)(vi - Viel) 
i=O 
i = 1, 2,..., KN; 
(iii) T$S,: Z, x FN -+ EN given by 
‘uo i=o 
[I + (r/N)dN(0)l v~ + (dN) vl i=l 
i = 2, 3,..., KN; 
(iv) S$TN: EN -+ Z, x FN given by 
(s’lTNv)i = 1 $/r)(vi - [I + (r/N) dN(i - I)] v& 
i = 0, 
i = 1, 2 ,..., KN. 
6. STABILITY 
In proving that the desired stability condition indeed obtains, we find as 
in the proof of Lemma 3.3 that it is more convenient to work in certain spaces 
with equivalent inner product topologies. So for a given N, let 
k(a, N): (0, l,..., N - 1) -+ (1,2 ,..., V) be given by 
k(j,N)=min k>l:-TkE 
I 
6 J*, 
i=j+l I 
1 j=N 
pj = p(A) = ! 
1 + i: I Ai le j = 0, 1, 2 ,..., N - 1, 
i=W,N) 
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and 
N 
YN = Y&j = X R” with inner product 
0 
For X E A, , define M(A) = (1 + CT 1 Aj lC)1/2. Observe that 1 < PC% < W(X) 
for all N. Thus the new norms satisfy 
One purpose for these rather complicated definitions is that they enable us 
in the proof of Lemma 6.2 below to write for D E Z,,, , 
Define the spaces 
KN 
&N = b,(h) = x YN 
0 
KN 
FN = &(h) = x YN 
with maximum norm, 
with inner product 
Then 
We will show that 
which will yield the desired stability result. 
Lemmas 6.1 and 6.2 contain the crux of the stability argument, which is 
summarized in Theorem 6.3. The idea of defining the inner product used 
in the proof of Lemma 6.2 was motivated by a similar definition in [la. Define 
the symbol p as p = max(l, +j2). 
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6.1. LEMMA. Suppose that for a given h E A, there is an 01 = E(A) > 0 for 
which max{l I + (r/N) &&(i)la(r,): 0 < i < & - l} < 1 + M/N. Then there 
is a constant j3 = /3(h) such that for all N, 
Proof. The existence of such an 01 implies that for all N and all j, K with 
O<K<~<KN-1, 
Consequently for all i = 0, l,..., KN (see Lemma S.l(iii)) 
l(TF$‘~v)i IY, < emKr (I vo IY, + WV i I vj 1~~) 
j=l 
< 2eaKT (I v. I;, + (KY)(Y/N) y 1 vj I;Nr’z 
j=l 
6.2. LEMMA. Given X E fl, there is an 01 = LX(X) fey which 
max(l I + (r/N)~9’~(i)lg(~~): 0 < i < KN - l> < 1 + ar/N. 
Proof. For v E YN , 
([I + (~lN)-G(~)l vh = I;;-: (yiN)L(N7 ‘)o k” 1 ;, 2,..., N. 
Hence, 
I (I? + h’N> ~NG)I 40 Ip 
G I vo I + WV i I 4 lc I veue(i.iv) I + WV” ,gl I WV, Cdl I vj I 
i=O 
< I vo I + WV I A, Ic I ~0 I + WV 5 V-l - is,) I vi I + WW I D Ic I v lziv 
1 
GI’voI+CY/W I~l~I~/Y~+~(~j-~-Bj)I~j!~~ 
I 1 
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In the above series of inequalities we have used 
where 
Thus letting f...} = {I X IG 1 c IYx + xr (/3.--1 - fij) j TJ~ I], we have 
/([I+ (Y/N)d&] v). & < 1 v. I2 + 2(Y!N) / v. j (.-I. $ (Y;‘N)“(--)2. 
Using the inequality 2cd < cz + d2, we find that the middle term on the 
right-hand side satisfies 
2(Y/N) / v() I(...} = 2(Y/N)[(2&p 1 Z’O 1][(1/2/3,)17-.j] 
< 2&(Y/N) 1 v() 12 f (1/2&)(Y/N)(...)“. 
Observe that 
Recalling that /?,, 2 1, 
< 2&(Y!N) I vg I2 + I h If (y/lV) I z’ 1;~ + (yiN) $J @j-l - Pj) I vj I2 
1 
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and 
Consequently, 
+ CT/W f (P&l - Pj) I vj I2 + (r/fv> f Pj-1 I ‘uj-1 I2 
1 1 
< I vO I2 + (r/N)[(l + zr) I x I: + $01 I v l”y, + (r/N)fJPj-I I vj I2 
where 01 = (1 + 2r) / X 1: + 5W(X). Therefore 
6.3. THEOREM. Suppose Gl C A, is such that sup{1 h le: X E Gr} < co. Then 
sup(l G(A) Siv l~(z~w,,E,): X E G ; N = 1,2,.-l -c NJ. 
Proof. Note that sup(M(h): h E Gr} < cz and 
supi T;‘;l(4 SN IBW,,,XF~N(A),C?~(,,)): X E G ; N = 1, L.> 
< sup{/3(X) eaojK”: h E Gr} < 00. 
The conclusion follows immediately. 1 
7. CONSISTENCY 
As usual, for y = (c, X,f) let s = x(a, r) denote the solution of Eqs. (2.1), 
(2.2); let xN = zdy) = T,i’@) S~qd5,f). we shall restrict our attention to 
y E G, where G = (1;} x GI x Gz is such that: 5 E FV, Gr C/l, is relatively 
compact in ~1 with m, = sup{1 h le: X E Gr) finite; and G, CF is bounded. 
It will be of interest later to know that (.a&)} factor converges to z(y) uniformly 
with respect to y E G (the function z was defined in Section 2). Thus the primary 
result of this section is the statement of Theorem 7.5 that the consistency 
condition is fulfilled uniformly with respect to y E G. 
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By definition of the operators p, and qN , 
L%3hPN4Y)li 
i 
%5 i=O 
= I(N/P){Tr&i ) y) - [I + (r/N) dN(i - I)] 7rNX@i-l , y)) i = 1, 2,. . , KN, 
and 
(N/r) .r,.- V(S), 0) ds i = 1, 2,..-, ~iv. 
1 1 
Hence, defining 
g(N, y)(i) = (@v&G~NPN4Y) - 4Ncf)li 9 
we obtain 
dN Y)@ 
0 i=o 
w,+(ti , y> - ! [I + (r/N) NV@ - 1)l 
i = 1, 2 ,..., KN. 
Observe that g(N, y)(i) E 2, ; let g(N, y)(i, j) denote its jth component. 
Taking advantage of the representation x(t, y) = (x(t, a, y), .~,(a, y)), we find 
that for j = 2, 3,..., N 
&V, y)(;,j) = (TNx(ti 7Y>)j - CnNxCti-l 9 Y>)j-1 
= (.%,(a, y))? - ("h&4 YXl 
zzz 0. 
The terms g(N, y)(i, j) for j = 0, 1 must be analyzed separately and in 
more detail. 
7.1. LEMMA. (i) mB = sup{\ ~,(a, y)ic: (t, y) E [a, b] x Gj is Jinife; 
(ii) r = sup{1 d/dt x(., a, y)IL+f,a): y E G) is Jiaite. 
Proof. Let (v, 9) = 5. Observe that / ~,(a, y)le = I+ le for all y and that 
sup{/ x(t; a, y)]: a < t < b, y E G} is finite by the hypotheses on GI , G? and 
Lemma 2.2, Theorems 3.5, 3.14. Consequently x(y) is continuous on [a - r, b] 
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and bounded uniformly with respect to y, so rnz is finite. Condition (ii) follows 
from the relations (recall that p = max{l, +i2)): 
for t E [a, 6] and the fact that for all y, 1 &(a, y)jLp = ] $, IL, . i 
Define 
for i = 1, 2,..., KN. The following lemma is easily proved using Holder’s 
inequality and the definitions of g(N, y)(i, 1) and h(i, y). 
7.2. LEMMA. sup{ / g(N, y)(i, 1) 1: 1 < i < KN, y E G} < h(i, y)(~/N)r/~. 
The analysis of g(N, y)(i, 0) u i izes t 1 the following elementary result. 
7.3. LEMMA. For all t, s E [a - Y, b] and all y E G we have I x(t) - x(s)1 < 
r j t - s [l/s. Furthermore, given in (1,2 ,..., KN), j~{l, 2 ,..., N) and t E 
[u + (i - 1 - j)r/iV, a + (; + 1 - j)r/N], we have 
I x(t, 4r> - (Xt&, r>r Id w/wl’“. 
Proof. The first statement is an immediate consequence of Lemma 7.1. 
Let 7 = a + (i - I - j)r/iV and G = t - 7. Then cr E [O, 2r/N] by hypothesis. 
Observe that 
] x(t) - (xti-,)y / = 1 x(7 + 0) - (N/Y) JT+('IN) x(O) do / 
= (N/Y) ( J"" [x+ + -) - x(T + q-j de / 
0 
The function cr --f ji’” [ (T - 0 Ill2 d0 assumes the maximum value of 
(2/3)(2sj2 - l)(~/N)~p < 2(~/N)~i” (when o = 2r/N) over the interval 
[O, 2qq. I 
7.4. LEMMA. For ally E G, maxi 1 g(N, y)(i, O)l : 1 < i < KN} < 2pTm,(z,/N)3/2m 
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= 1 ?CO 1^,,-, A,(t) x(t - 7j) + jK, ; j w 4 x(t + @ d@ dt z-l j-1 Jj
- jKi-, z+fo(t) 4~~) dt - i j Aj(t)(Xti-l)&,N) dt j-1 KS-1 
The consistency of the approximation scheme is now readiiiiestablished. 
7.5. THEOREM. The limit 
0 = ‘$ I ~;1Tivh4r) - ~~WNZ~XF~ 
erists uniformly with respect to y E G. 
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Proof. By Lemmas 7.1, 7.2, 7.4 and preceding remarks, 
= WV E (W2 I gw r>(Grg i=l 
= (w-) g 0 gw r)(i, WI2 +WV I gw, r>(i, l)l”> 
i=l 
< (N/r) r {(qJw2 (+v3 + w.9 y)(dW21 i=l 
< (q>~2[l + 42pmd21. 
Therefore 
where m3 = r[l + Kr(2pmr)a]lp is independent of y E G. 0 
8. APPROXIMATION UNDER MORE GENERAL ASSUMPTIONS 
So far, we have relied greatly on the fact that X is continuously differentiable. 
As we shall see below, the preceding results enable us to approximate solutions 
of Eqs. (2.1), (2.2) h w enever h ~/l is essentially bounded. Once this has been 
established, we may deal with such FDE on any bounded interval [a, b] by 
simply extending h and f as zero to the interval [a, a + H] for an appropriate 
integer K. 
Let 
with norm j . Ino. Using a standard result [12, Corollary, p. 2881 one can prove 
that for every X E &, there is a sequence {&} in A, of step (i.e. finitely-valued) 
functions which converges to h in the /l norm, and is such that j & j i. < 2 1 X jm 
for all i. From {&) one can construct a sequence {Ahi} in fl, having the same 
properties, i.e. 1 Xi - X [ + 0 and for all i, 1 Xi Ie < 2 1 X Irn . 
Suppose (I, h, f) E W x A, x F is given; let {Xi> be as above and define 
y, yi (i = 1,2 ,...) as (5, X, f), (<, Xi , f) respectively. Then the set G = (Ji {yri> 
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satisfies the standing assumption of Section 7, hence also the hypotheses of 
Theorems 6.3 and 7.5. Therefore 
Note that x(yN) converges to z(y) in E by Lemma 2.2. Consequently (z,&+)) 
factor converges to x(y), since 
j hVX(Y) - xN(%& < 1 ‘$Y) - xh’)b + 1 h++N) - ZNh’)IE,y . @-l) 
Assume now thatf, fieF (; = I,&...) and ifi}-f; redefine yi as (5, & ,f& 
Then Lemma 2.2 and Theorem 3.14 in conjunction with the above reasoning 
and standard inequalities, imply that once again (z,&v)v)) factor converges 
to x(y). This fact will be used in the proof of Lemma 10.1. 
Since we are primarily concerned with the computational aspects of this 
theory, it is of interest to know how the operators &&(hN) relate to C&(A). 
To this end, let Ed be chosen so that 2~ is the smallest positive number repre- 
sentable in the language to be used on a given computer (e.g. 2~,, = 16-65 
in double precision FORTRAN on IBM 360,370 machines). If in addition to the 
above requirements on A, we ask that / h - A, 1 < e0 min((r/N)l/“, r/N>, then 
for all j, k, ,V: 
and 
Thus the machine representations of &Q&V) and dN(h) are identical. 
Observe from Lemmas 7.1 and 7.4 that the rate at which ($N~(~N) - xv(yJV)) 
factor converges to zero is determined by WI, , ?nZ and the bound in F on ifi). 
The overall rate of factor convergence of ~,&~v) to z(y) depends also (see 
Eq. (8.1)) on the rate of convergence in E of I(Y,~) to z(y). which in turn depends 
on the particular sequences (Ai} and (f?). 
9. THE CONTROL PROBLEM 
Having seen that solutions of Eqs. (2.1), (2.2) may be approximated by 
solutions of the difference equations (5.2), we proceed to deal with an associated 
optimal control problem, which will be denoted as (9). We replace the in- 
homogeneous term f appearing on the right-hand side of Eq. (2.1) with the 
product Bu, where B E L,(n, b; Rnxm) and u EL~(cz, b; R”). 
Throughout this chapter we shall use the letter s to denote a solution of 
Eqs. (2.1), (2.2). For a given N, the symbol z,,, will denote a solution of Eq. (5.2); 
the symbol xN will denote the corresponding first component of p.;r~.~ (see 
Section 4). 
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Let U denote the space of control functions, &(a, b; I?“‘). Assume that 
functionsg,: Z x F --+ R andg,: U + R have been defined and that a subset 9Y 
of U has been specified. Define the cost functional @: G!L + R by 
The optimization problem is 
(9): Minimize @ over %. 
Problem (9) is tractable under the hypotheses given below. We need the 
concept of quasiconvexity for the statement of these hypotheses. A real-valued 
function h defined on a convex set is quasiconvex (see [4, Section 51) if 
lz(cxu + (1 - a)~) < max{h(u), h(~)) 
for 0 < 01 < 1 and all u, V. If strict inequality obtains for 0 < [Y < 1 and 
u + v, h is strictly quasiconvex. Equivalently (see [6, Definition 1.5.2]), h is 
quasiconvex if the set (u: Jr(u) < a} is convex for all real numbers 01. 
We assume throughout that: 
(HI) % is closed and convex; 
(H2) gi is continuous (; = 1,2); 
(H3) gi is quasiconvex (; = 1,2); and 
(H4) (a) % is bounded, or 
(b) (i) gi is bounded below (i = 1,2), 
(ii) ga is radially unbounded (i.e. g, -+ co as 1 u j -+ co), 
(iii) the mappings Q$ and the sets @,,, (defined in Section 10 
below) satisfy Q,;‘9VN C % for all N. 
Other than (H4b)(iii), th e a b ove hypotheses are standard in control theory. 
From Lemma 2.4 we see that the maps u -+ x(b, a, 5, A, Bu) and u -+ 
x(., a, 5, A, Bu) are affine and continuous. Consequently @ is continuous and 
quasiconvex; @ is strictly quasiconvex if g, is. By Mazur’s theorem (see [12, 
p. SS]), the set G? is weakly closed. This theorem also implies that bi, being 
lower semicontinuous and quasiconvex, is weakly lower semicontinuous. 
Let the sequence {ui} be such that @(u.J + 01 = inf{@(u): u E 9’). Hypothesis 
(H4) implies that {ui} is a bounded sequence. Hence, there is a weakly convergent 
subsequence (uiu)); let u* denote its weak limit. Clearly 
(Y < @(u*) < lim inf @(z+.j) = 01. 
Therefore, problem (Y) has a solution. The optimal control is unique if we 
assume that @ is strictly quasiconvex. 
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,4s in Section 8, no problem is encountered in extending the interval on 
-which solutions of Eq. (2.1) are to be defined. In particular, if we extend h 
and u as zero over some interval [b? a + KT], then x(t) = x(b) for b < t < 
a + ICY. Thus only trivial adjustments need be made in defining a new cost 
functional. For this reason we assume henceforth with no loss of genera!ity 
that b - n = KP for some integer K. 
10. THE APPROXIMATE CONTROL PROBLEMS 
We now associate cost functionals aN with Eqs. (5.2) in such a way that 
the resulting optimization problems, denoted (A@‘,P),~ , reflect several properties 
of problem (9). To this end, define 
[I, = j;4; R”’ with inner product (., .)U.V = (Y/N) Kf (.I .;;a”3 .
1 1 
Let Q, denote the map from U into U, given by 
QNU = ((N/r) IKo a(t) dt,..., (A+) .i’ 
&N-I 
u(t) dtj. 
Observe that 1 0 1 ( ,,, I U,VN, < 1 for all N. Define a right inverse Q$: r/, -+ U 
of Q.v by 
i=O 
(Recall that similar definitions were made in Section 4). 
Define GPN = Q,$@. Let ~0,~~: @.V - R be given by 
@N(.z’) = g,(($%lzN)(t;, A, BQ&)(b), +&I, A, BQih)(-1) f g,(Q&). 
We define the approximate optimization problems as 
(J&?qy: Minimize GN over % iv * 
We could have defined @,,, as a function from 8 to R. However, this would 
have changed the nature of (&P),v f rom that of a classical mathematical 
programming problem to an optimization problem over an infinite-dimensional 
control space. 
Since the maps z’+ (p$a,,~)(& A, BQjfv)(b) and z’ + x,(<, A, BQ$)( ,) are 
affine and continuous (obvious from Lemma S.l(iii)) for each N, each QN 
is a continuous and quasiconvex function over the closed convex set 3ZsV. 
Using arguments similar to those employed in Section 9, we may conclude by 
hypothesis (H4) that for each M there is a solution ~5 E %!,V of problem (~@‘g),~ . 
Observe that @iv is strictly quasiconvex if g, is, in which case UX is unique. 
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Suppose for the moment that the following results have been established: 
10.1. LEMMA. If Q;;‘z+ - u, therz G(U) < lim inf GN(uN). 
10.2. LEMMA. If Q;;‘z+, ---f U, then Q(U) = lim QN(uN). 
10.3. LEMMA. For all u E U, Q$QNu + u. 
10.4. LEMlW. Suppose (vN> is bounded in U and vN - v. Then Q$QNvN - v. 
For each N, let UX denote a solution of problem (AzZP)~ . The following 
lemma is instrumental in establishing the relationship between problems (9) 
and (JJP), . 
10.5. LEMMA. The sequence Q$u$ is bmmded in U. 
Proof. The result is simple to establish if %! is bounded (pick a sequence 
{uN} in @ such that QNv N = u$ ; use equiboundedness of the linear functions 
u -+ Q;;‘Q+). Otherwise (cf. [2, Section 4]), choose an arbitrary u E %Y. Then 
for all N, 
@iv(&) < @iv(Q~4. 
Lemmas 10.2 and 10.3 imply that the right-hand side converges to G(U). Thus, 
the sequence {@,,(u$)} is bounded, which implies by (H4b)(ii) that {Qj&$> 
is also bounded. 1 
Let {&&& denote a subsequence of (~3) having the property that the 
sequence {Q;;‘uf& is weakly convergent in U, let U* denote its weak limit. 
Since u* is a natural candidate for a solution of problem (g), we must con- 
sider whether it is an element of @. Lemma 10.5 and hypothesis (H4) ensure 
that a bounded sequence {vi} exists in 4?/ with the property that QNu)vi = z&, 
for all i. Let v be the weak limit of the weakly convergent subsequence (~~6)); 
since % is weakly closed, v E GV. Lemma 10.4 implies that Q&tjff~&io~f - v. 
Hence u* E @ because Q&,z& - u* implies that u* = v. 
10.6. THEOREM. The above u* is a solution of problem (9). Furthermore, 
@(u*) = lim @N(ij(~z(ij). 
Proof. For all u E B we have by Lemmas 10.1, 10.2 and 10.3 
a(~*) < lim inf @N(ij(z&ij) 
< lim SUP @hwb&id 
d lim sup @NW(QN~ 
= @(u). fl 
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Under assumption of strict quasiconvexity, a standard argument involving 
subsequential limits implies that this u* is the unique solution of problem 
(P} and that Q&g - u*. 
So far, we have not exploited the finite-dimensionality of (RZP),,,~ . Indeed, 
we shall not explicitly do so. This aspect of the approximate optimization 
problems is important, however, because it permits us to develop computa- 
tional packages without introducing further approximations. 
An example of a control set satisfying hypothesis (H4b)(iii) is given below. 
Control sets of this type, and those satisfying hypothesis (H4a), are commonly 
used in optimization problems. 
Let X be a closed convex (unbounded) subset of Rm. Define the set 
V = (24: u(t) E X a.e. on [a, b]). 
Clearly, Y satisfies hypothesis (HI). We employ a standard argument using 
the Hahn-Banach theorem to demonstrate that YJ satisfies hypothesis (H4b)(iii) 
as well. In particular, for u E v and i = 0, l,..., K-h’- 1 let yi = yi(zl) = 
(N/r) sKC u(t) czt. Suppose that yi $X for some i. Then there exist c E R, 
2 E Rm such that c < ETyi and sup{ET~g: v E X> < c, Therefore, c < fTyi = 
(N/Y) SK. f’u(t) dt < c, a contradiction. 
We &w supply proofs for Lemmas 10.1, 10.2, 10.3 and 10.4. 
Proof of Lenzma 10.1. Our remarks in Section 8 imply that xN(uN) factor 
converges to x(u). Observe that for all y E EN , 
Using these facts and Lemma 4.2, we find that 
I& sup{](p~.+)(t) - z(t)l,: t E [a, b]) = 0. 
Therefore (p;;‘zv)(S, 4 BQ;;lzc,)(b) - z(h a, 5, A, Bu) and +,G, A BQ;h)(.) - 
x(., a, 5, A, Bzl) in Z and F respectively. The conclusion follows from the con- 
tinuity of g1 (hypothesis (H2)) and the weak lower semicontinuity of g, 
(hypotheses (HI), (H2) and Mazur’s theorem). 1 
Proof of Lemma 10.2. This follows immediately from hypothesis (H2) and 
the convergence of (~$,z~v)(b) to z(B) and xN(.) to A(.) as above. 
Proof of Lemma 10.3. This may be proved in exactiy the manner in which 
Lemma 4.1 was established. m 
Proof of Lemma 10.4. For all w E U we have <Q$QNvN , zu) = (v, , w) - 
(vN, w-Q$QNzu) since for u, , ug E U we have <Q;;lQNul, z(a) = (ul , Q$Q1vui?). 
The conclusion follows from Lemma 10.3. 1 
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11. DESCRIPTION OF NUMERICAL TECHNIQUES EMPLOYED 
In our discussion of numerical results, we shall not explicitly consider the 
effect of round-off error. Our intention is not to imply that it is negligible, 
but to emphasize the particular characteristics of the approximation scheme 
presented in Section 5. In this regard, note our comments in Section 13 con- 
cerning the chemostat example (for N = 32). 
The finite difference scheme was used in the manner described below to 
compute solutions of problems (&P)N ( see Section 10). Its implementation 
was easy; in fact, the only further approximations required arose in the evaluation 
of Z-J, B(N, i, j) and D(N, i, j) ( see Sections 4, 5). A standard quadrature 
algorithm, exact for fourth-order polynomials, was employed for this purpose. 
Since QNQ,;‘w = w for each w E J%YN , the set of admissible controls for each 
approximate problem was readily characterized. 
The difference equations for the state and (see [13, Section VII.41) auxiliary 
equations were solved exactly. Numerical solutions of problems (dP)lv were 
obtained by a combination of the gradient and conjugate gradient techniques. 
In particular, for a fixed N, a gradient step was taken on the first, fourth, 
seventh, etc. iteration, with conjugate gradient steps in between. This procedure 
was continued until a convergence criterion for the values of @, was 
satisfied. 
Several optimization problems governed by autonomous systems (namely 
examples 1, 2 and 3 of [3]) were solved numerically both by the technique 
described above, denoted as method A, and its analog (see [3]) for the method 
of Banks and Burns, denoted as method B. In each case the results were 
compared to an exact solution. As expected, low-order (i.e. N = 4, 8) approxi- 
mations with method R were not very accurate. The results were better for 
intermediate values of N (i.e. 16, 32) and quite good for large N (i.e. 64, 
128). 
Generally speaking, comparable accuracy was obtained by taking N twice 
as large for method R as for method B. The definite, and not surprising, 
advantage of method R is its faster execution on a computer. Evaluating on 
this basis, methods B and R are roughly equivalent. Consider Example 4.3 
of [3]: method B required about 32 seconds to execute with N = 16, while 
method R required 17 seconds with N = 32. Method B was only slightly 
more accurate. 
12. RESULTS FOR A SIMPLE NONAUTONOMOU~ SYSTEM 
We now present an example for which numerical and analytical solutions 
were readily obtained. These solutions were used to evaluate the accuracy 
of the above finite-difference scheme. 
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Consider the system 
2(t) = 6tx(t - 1) + u(t) t E [O, 21, 
(@), %I) = (1, lj, 
and associated optimization problem (9): minimize B(U) = (l/2) ~~(2) + 
(l/2) jf u”(t) dt over the set @ = L,(O, 2; R). 
An analytical solution was obtained in the following manner by means of 
necessary conditions on extremal pairs (see [13, Section VII.21). It is easy 
to verify that this problem is normal, so for an extremal pair (x*, u*) there 
is a function $ EL,(O, 3; R) such that 
w = fax*(2) 
t E (2,31 
t=2 
and on [0,2], G(t) = -6(t + 1) t)(t + 1). Furthermore, U* satisfies the point- 
wise maximum principle: 
#(t)(6tx*(t - 1) + u*(t)> - (1/2)[u*(tf]” 
= Iny(~(t)(Gtx*(t - 1) + V) - (l/2) V”i 
Therefore U* = $J. 
Letting z+(2) = Al, we find that 
This in turn implies that 
i 
--cd3 + 3(1 - a) t” + 1Oolt + 1 t E [O, 11, 
x”(t) = 
I 
(-1.211) t5 + (4.5) t4 + (26x - 12) t3 + (12 - 3601) t’ 
+ cct + (16.2a - 0.5) t E [I, 21. 
Using the fact that --a: = x*(2), we obtain 01 = -23.5/44.3. 
Since we know a priori that problem (9) has a unique solution (Section 9), 
these necessary conditions imply that it is given by (x*, u*) as defined above. 
Consequently the optimal cost @* is given by 
CD* = (1/2)[X*(2)]2 + (l/2) Jo2 [IC*(t)]‘nt 
= (l/2) 44.801” 
= (23.5)2!89.6 
= 6.1635. 
Selected values of @*, u* are given in Table I. 
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TABLE I 
Nonautonomous Example 
N 4 8 16 
@*, 6.0509 6.0639 6.1050 
CPU (sec.) 6 8 14 
Time u,* 21; 46 
0.0 - 5.0397 -5.1494 -5.1995 
0.125 -4.6511 -4.7432 
0.25 -3.7892 -4.1003 -4.2361 
0.375 -3.4971 -3.6783 
0.5 -2.3114 -2.8414 - 3.0699 
0.625 -2.1332 -2.4107 
0.75 -0.6063 -1.3726 -1.7008 
0.825 -0.5595 - 0.9402 
1.0 -0.6063 -0.5595 -0.5409 
32 
6.1323 
26 
* 
%2 
64 128 
6.1474 6.1554 
54 130 
44 z&l 
Exact 
6.1635 
u* 
-5.2231 - 5.2345 - 5.2400 -5.2455 
- 4.7863 -4.8072 -4.8174 -4.8275 
-4.2996 -4.3303 -4.3454 -4.3604 
-3.7630 -3.8040 -3.8241 - 3.8440 
-3.1765 -3.2280 - 3.2534 -3.2785 
-2.5401 - 2.6026 -2.6333 -2.6638 
- 1.8537 - 1.9276 - 1.9639 - 1.9999 
-1.1174 - 1.2031 - 1.2452 - 1.2868 
-0.5324 -0.5284 - 0.5265 -0.5246 
We have computed numerical solutions of the corresponding problems 
(&.P)N for N = 4, 8, 16, 32, 64 and 128. A summary of the results is included 
in Table I. Observe that in this example the quantities QT,,,(x(O), xc,), A(N, i,j) 
and D(N, ;,j) were computed exactly. In particular, 
Tr&Y(O), x0) = (1, l,..., 1) VN, 
L4(Nv id = /;6i + 3),N 
j = 0 and all N, i, 
j _ ” = 1 and all N, i, 
D(N, i, j) = 0 VN, i, j. 
The same general behavior is observed for this example as for the autonomous 
systems discussed above. In comparing the approximate solution for N = 128 
to the analytical solution, we see that the relative error in the control values 
is less than 2%, except at time 0.75 where it is about 3 “/b. The relative error 
in the payoff (for N = 128) is less than 0.2%. 
13. THE CHEMOSTAT-A BIOCHEMICAL SYSTEM 
In this section we present numerical results for an optimization problem 
based on the dynamics of the chemostat. This device controls the growth of 
a microorganism population by regulating the supply of one essential nutrient, 
while providing all other nutrients in excess. Equations (13.1), (13.2) below are 
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similar to models of the chemostat which have appeared in the literature [see 
[S], [ 171). The nonlinearities in these equations are analogous to those appearing 
in the initial velocity approximations (usually associated with the names of 
Henri, Michaelis-Menton, and Briggs-Haldane) which are used to model 
enzyme catalyzed reactions (see [l, Ch. I]). 
Let 3~’ and s represent the microorganism population density and nutrient 
concentration in the growth chamber, respectively. Let the state of the system 
be given by (s, S) E C(- 1, 3; R’). Then we have 
v&) J!T1 s(t + 6) y(e) do 
“W = K + pwl s(t + 0) y(B) do ~ - D(t) x(t) f E [O, 33, (13.1) 
i(t) = D(t)[Q$ - s(t)] - yy’$)J t E [O, 31, (13.2) 
where sa denotes the nutrient concentration in the incoming medium, D(t) the 
washout rate, K the saturation constant for the rate of uptake of nutrient, 
I’r the maximum growth rate, and V, the maximum uptake rate. The function 
y E &(--I, 0; R) is used to weight the distributed effect of the nutrient con- 
centration on the growth rate. 
In the case to be considered below, we made no attempt to assign physically 
meaningful values to the above constants; rather, we arbitrarily set the values 
s,, = 2, K = 1, Fr = 1, Va = l/2, and defined y(6) = 1, BE[-J,O]. 
The optimization problem (9) was formulated as follows. A control ii E 
L,(O, 3; R) was employed to force the system away from an initial steady state. 
The system was then linearized about the resulting trajectory, denoted as 
2 = ((Z(t), &), (c(t), J,)) E C(0, 3; Ra x &(--I? 0; P)). The cost function @r 
J1G = L2(0, 3; R) + R was defined as 
G(u) = 5 f2 ] x(t)l” dt + 50 s” 1 z(t) - [Z(2) - Z(t)]/” dt + 5 1” 1 u(t)!” dt 
i;O / x(3j - [Z(2) -L .z(3)]j2, 
‘0 
where z = (X - I, s - S) and u = D - D represent the state and control 
functions respectively for the linearized system. This particular definition of @ 
was motivated by the objectives: 
(i) keep x and u small along the trajectory, so that the linearization is 
fairly accurate; and 
(ii) force (x, S) to the new steady state (x(t), s(t)) = (g(2), s(2)), t E [2, 3]- 
We have computed numerical solutions for the corresponding problems 
(SKY), for N = 4, 8, 16. A summary of the results is included in Table II. 
The magnitude of “r%(t), s%(t) for t E [0, 21 and f or each value of N is less than 0. I, 
except for ~z(1.75) and x$(2.0). These magnitudes are less than 0.2. 
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TABLE II 
Chemostat Model 
N 
CD* N 
Time 
0.0 0.0004 0.0673 0.0614 
0.25 -0.0166 0.0077 0.0171 
0.5 -0.0286 -0.0215 - 0.0020 
0.75 -0.0390 - 0.0376 -0.0115 
1.0 -0.0501 -0.0492 -0.0188 
1.25 -0.0619 -0.0617 - 0.0304 
1.5 -0.0738 -0.0756 -0.0482 
1.75 - 0.0849 -0.0897 -0.0697 
2.0 -0.1617 -0.1533 -0.1220 
2.25 -0.1605 -0.1862 -0.1871 
2.5 -0.1278 -0.1657 -0.1832 
2.15 -0.0870 -0.1244 -0.1481 
3.0 -0.0870 -0.1012 -0.1116 
2.0 
2.25 
2.5 
2.75 
3.0 
XT - w xt ~- I XT6 - 2 
0.1312 0.0991 0.0892 
0.1022 0.0673 0.0565 
0.0856 0.0490 0.0382 
0.0761 0.0364 0.0237 
0.0727 0.0268 0.0084 
2.0 
2.25 
2.5 
2.75 
3.0 
St - s .g-f s& - s 
-0.0686 - 0.0434 - 0.0225 
-0.0538 -0.0278 -0.0056 
-0.0455 - 0.0200 0.0018 
-0.0410 -0.0160 0.0047 
- 0.0400 -0.0147 0.0053 
4 8 16 
0.2022 0.2283 0.2407 
IL,” II; 46 
The runs displayed in Table II required much more time to execute than 
those appearing in Table I. A rough estimate (exact figures are not available) 
of the total CPU time required for N = 4, 8, 16 is 420 seconds. A run was 
made with iV = 32. Numerical errors appear to have become significant here, 
for the CPU time required to meet the convergence criterion was greater than 
expected and the results differed slightly from what had been anticipated 
(based on an examination of earlier runs). 
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The rather lengthy execution times for this example show that batch 
processing is advisable in some cases. The program loaded into less than 256 K 
bytes of storage, and used five disk files with total length under 90 K bytes. 
14. CONCLUDING REMARKS 
The theory we have presented generalizes the work of Banks and Burns 
(see [2], [3]) on autonomous systems in two ways: 
(i) nonautonomous systems are treated, and 
(ii) the approximating systems are governed by difference, as opposed 
to differential, equations. 
The primary practical advantage of (ii) is that it leads directly to algorithms 
which may be implemented on a computer, whereas the theory developed in 121, 
[3] requires a numerical approximation of the approximating ODE systems. 
The use of averaging approximations in the study of hereditary systems 
is not at all new. For a detailed bibliography and commentary on the literature, 
we refer the reader to Section 5 of (31. 
As mentioned earlier, the approximation scheme discussed in Section 5 
has previously been studied. Delfour [7] investigated its convergence and 
apphcability to the linear quadratic optimization problem. The techniques 
he employed are substantially different from those we have chosen. For 
purposes of comparison we shall use our notation to briefly describe his work. 
(The symbol A0 below denotes a space similar to our A, .) 
Delfour defines piecewise constant R”-valued functions by means of the 
solutions of the difference equations obtained from the first component of 
Eqs. (5.2). These functions are shown [7, Proposition 3.21 to converge in the 
supremum norm to the solution of Eqs. (2.lj, (2.2). Having asserted [7, 
Theorem 2.11 equivalence of Eqs. (2.1), (2.2) and the corresponding abstract 
ODE in 2 for (<, X,f) E W x A0 x F, he restates [7, Proposition 3.41 the 
approximation results in operator notation in spaces similar to Z,, . Corre- 
sponding theorems are presented for solutions of the adjoint and Riccati 
equations, which lead to his treatment of the optimal control problem. 
The major difference between Delfour’s approach and that represented 
by [2], [3] and our own efforts is that (for the linear regulator problem) Delfour 
approximates not only the state equation in 2, but the infinite-dimensional 
adjoint and Riccati equations as well. The method of [2], [3] and this investiga- 
tion involves immediate approximation of the state equation in Z by a tinite- 
dimensional problem (either an ODE or difference equation) and then 
employment of standard numerical methods to solve the approximate problem. 
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