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We propose time-frequency domain methods for noise estimation and speech enhancement. A speech presence detection method
is used to find connected time-frequency regions of speech presence. These regions are used by a noise estimationmethod and both
the speech presence decisions and the noise estimate are used in the speech enhancement method. Diﬀerent attenuation rules are
applied to regions with and without speech presence to achieve enhanced speech with natural sounding attenuated background
noise. The proposed speech enhancement method has a computational complexity, which makes it feasible for application in
hearing aids. An informal listening test shows that the proposed speech enhancement method has significantly higher mean
opinion scores than minimum mean-square error log-spectral amplitude (MMSE-LSA) and decision-directed MMSE-LSA.
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1. INTRODUCTION
The performance of many speech enhancement methods re-
lies mainly on the quality of a noise power spectral density
(PSD) estimate. When the noise estimate diﬀers from the
true noise, it will lead to artifacts in the enhanced speech.
The approach taken in this paper is based on connected re-
gion speech presence detection. Our aim is to exploit spec-
tral and temporal masking mechanisms in the human audi-
tory system [1] to reduce the perception of these artifacts in
speech presence regions and eliminate the artifacts in speech
absence regions. We achieve this by leaving downscaled nat-
ural sounding background noise in the enhanced speech in
connected time-frequency regions with speech absence. The
downscaled natural sounding background noise will spec-
trally and temporally mask artifacts in the speech estimate
while preserving the naturalness of the background noise.
In the definition of speech presence regions, we are in-
spired by the work of Yang [2]. Yang demonstrates high per-
ceptual quality of a speech enhancement method where con-
This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and
reproduction in any medium, provided the original work is properly cited.
stant gain is applied in frames with no detected speech pres-
ence. Yang lets a single decision cover a full frame. Thus, mu-
sical noise is present in the full spectrum of the enhanced
speech in frames with speech activity. We therefore extend
the notion of speech presence to individual time-frequency
locations. This, in our experience, significantly improves the
naturalness of the residual noise. The speech enhancement
method, proposed in this paper, thereby eliminates audible
musical noise in the enhanced speech. However, fluctuating
speech presence decisions will reduce the naturalness of the
enhanced speech and the background noise. Thus, reason-
ably connected regions of the same speech presence decision
must be established.
To achieve this, we use spectral-temporal periodogram
smoothing. To this end, we make use of the spectral-
temporal smoothing method by Martin and Lotter [3],
which extends the original groundbreaking work of Martin
[4, 5]. Martin and Lotter derive optimum smoothing coef-
ficients for (generalized) χ2-distributed spectrally smoothed
spectrograms, which is particularly well suited for noise types
with a smooth power spectrum. The underlying assumption
in this approach is that the real and imaginary parts of the
associated STFT coeﬃcients for the averaged periodograms
have the same means and variances. For the application of
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spectral-temporal smoothing to obtain connected regions
of speech presence decisions, we augment Martin and Lot-
ters smoothing method with the spectral smoothing method
used by Cohen and Berdugo [6].
For minimum statistics noise estimation, Martin [5] has
suggested a theoretically founded bias compensation factor,
which is a function of the minimum search window length,
the smoothed noisy speech, and the noise PSD estimate vari-
ances. This enables a low-biased noise estimate that does not
rely on a speech presence detector. However, as our proposed
speech enhancement method has connected speech presence
regions as an integrated component, this enables us to make
use of a new, simple, yet eﬃcient, bias compensation. To ver-
ify the performance of the new bias compensation, we ob-
jectively evaluate the noise estimation method that uses this
bias compensation of minimum tracks from our spectrally
temporally smoothed periodograms, prior to integrating this
noise estimate in the final speech enhancement method.
In result, our proposed speech enhancement algorithm
has a low computational complexity, which makes it particu-
larly relevant for application in digital signal processors with
limited computational power, such as those found in digital
hearing aids. In particular, the obtained algorithm provides
a significantly higher perceived quality than our implemen-
tation of the decision-directed minimum mean-square er-
ror log-spectral amplitude (MMSE-LSA-DD) estimator [7]
when evaluated in listening tests. Furthermore, the noise
PSD estimate that we use to obtain a noise magnitude spec-
trum estimate for the attenuation rule in connected regions
of speech presence is shown to be superior to estimates from
minimum statistics (MS) noise estimation [5] and our im-
plementation of χ2-based noise estimation [3] for spectrally
smooth noise types.
The rest of this paper is organized as follows. In Section 2,
we describe the signal model and give an overview of the pro-
posed algorithm. In Section 3, we list the necessary equations
to perform the spectral-temporal periodogram smoothing.
Section 4 contains a description of our detector for con-
nected speech presence regions, and in Section 5, we describe
how the spectrally temporally smoothed periodograms and
the speech presence regions can be used to obtain both a
noise PSD estimate and a noise periodogram estimate, which
both rely on the new bias compensation. In the latter noise
estimation method, we estimate the squared magnitudes of
the noise short-time Fourier transform (STFT) coeﬃcients.
In Section 6, the connected region speech presence detector
is introduced in a speech enhancement method with the pur-
poses of reducing noise and augmenting listening comfort.
Section 7 contains the experimental setup and all necessary
initializations. Finally, Section 8 describes the experimental
results and Section 9 concludes the paper with a discussion
of the proposed methods and obtained results.
2. STRUCTURE OF THE ALGORITHM
After an introduction to the signal model, we give a struc-
tural description of the algorithm to provide an algorithmic
overview before the individual methods, which constitute the
algorithm, are described in detail.
2.1. Signalmodel
We assume that noisy speech y(i) at sampling time index i
consists of speech s(i) and additive noise n(i). For joint time-











where λ ∈ Z is the (subsampled) time index, k ∈
{0, 1, . . . ,K − 1} is the frequency index, and L is the window
length. In this paper, we have that L equals K . The quan-
tity R is the number of samples that successive frames are
shifted and h(µ) is a unit-energy window function, that is,∑L−1
µ=0 h2(µ) = 1. From the linearity of (1), we have that
Y(λ, k) = S(λ, k) +N(λ, k), (2)
where S(λ, k) and N(λ, k) are the STFT coeﬃcients of speech
s(i) and additive noise n(i), respectively. We further assume
that s(i) and n(i) are zero mean and statistically independent,
which leads to a power relation, where the noise is additive
[8], that is,
E
{∣∣Y(λ, k)∣∣2} = E{∣∣S(λ, k)∣∣2} + E{∣∣N(λ, k)∣∣2}. (3)
2.2. Structural algorithm description
The structure of the proposed algorithm and names of vari-
ables with a central role are shown in Figure 1. After ap-
plying an analysis window to the noisy speech, we take the
STFT, from which we calculate periodograms PY (λ, k) 
|Y(λ, k)|2. These periodograms are spectrally smoothed,
yieldingPY (λ, k), and then temporally smoothed to produce
P (λ, k). These smoothed periodograms are temporally min-
imum tracked, and by comparing ratios and diﬀerences of
the minimum tracked values to P (λ, k), they are used for
speech presence detection. As a distinct feature of the pro-
posed method, we use speech presence detection to achieve
low-biased noise PSD estimates P˜N̂ (λ, k), but also for noise
periodogram estimates PN̂ (λ, k), which equal PY (λ, k) when
D(λ, k) = 0, that is, no detected speech presence. When
D(λ, k) = 1, that is, detected speech presence, the noise pe-
riodogram estimate equals the noise PSD estimate, that is,
a recursively smoothed bias compensation factor applied on
the minimum tracked values. The bias compensation fac-
tor is recursively smoothed power ratios between the noise
periodogram estimates and the minimum tracks. This fac-
tor is only updated while no speech is present in the frames
and kept fixed while speech is present. A noise magnitude
spectrum estimate |N̂(λ, k)| obtained from the noise PSD
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Figure 1: A block diagram of the proposed speech enhancement
algorithm. Only the most essential variables are introduced in the
figure.
estimate and the speech presence decisions are used in a
speech enhancement method that applies diﬀerent attenua-
tion rules for speech presence and speech absence. For speech
synthesis, we take the inverse STFT of the estimated speech
magnitude spectrum with the phase from the STFT of the
noisy speech. The synthesized frame is used in a weighted
overlap-add (WOLA) method, where we apply a synthesis
window before overlap and add.
3. SPECTRAL-TEMPORAL PERIODOGRAM
SMOOTHING
In this section, we briefly describe the spectral-temporal pe-
riodogram smoothing method.
3.1. Spectral smoothing
First, the noisy speech periodograms PY (λ, k) are spectrally
smoothed by letting a spectrally smoothed periodogram bin
PY (λ, k) consist of a weighted sum of 2D + 1 periodogram
bins, spectrally centered at k [6], that is,







(k − ν))K), (4)
where ((m))K denotes m modulus K , and K is the length
of the full (mirrored) spectrum. The window function b(ν)
used for spectral weighting is chosen such that it sums to
1, that is,
∑D
ν=−D b(ν) = 1, and therefore preserves the total
power of the spectrum.
3.2. Temporal smoothing
The spectrally smoothed periodograms PY (λ, k), see
Figure 1, are now temporally smoothed recursively with
time and frequency varying smoothing parameters α(λ, k)
to produce a spectrally temporally smoothed noisy speech
periodogram P (λ, k), that is,
P (λ, k) = α(λ, k)P (λ− 1, k) + (1− α(λ, k))PY (λ, k). (5)
We use the optimum smoothing parameters proposed by
Martin and Lotter [3]. Their method consists of optimum
smoothing parameters for χ2-distributed data with some
modifications that makes it suited for practical implemen-
tation. The optimum smoothing parameters are given by
α(λ, k) = 2
2 + K˜
(
P (λ− 1, k)/E
{∣∣N(λ, k)∣∣2}− 1)2 , (6)
with








“equivalent” degrees of freedom of a χ2-distribution [3]. For
practical implementation, the noise PSD, which is used in
the calculation of the optimum smoothing parameters, is es-
timated as the previous noise PSD estimate, that is,
̂
E
{∣∣N(λ, k)∣∣2} = P˜N̂ (λ− 1, k). (8)
3.3. Complete periodogram smoothing algorithm
Pseudocode for the complete spectral-temporal peri-
odogram smoothing method is provided in Algorithm 1. A
smoothing parameter correction factor αc(λ, k), proposed
by Martin [5], is multiplied on α˜(λ, k). Additionally, in this
paper, we lower-limit the resulting smoothing parameters to
ensure a minimum degree of smoothing, that is,
α(λ, k) = max (αc(λ, k)α˜(λ, k), 0.4). (9)
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(1) {Initialize as listed in Tables 3 and 1}
(2) for λ = 0 toM − 1 do
(3) for k = 0 to K − 1 do
(4) PY (λ, k)← abs(
∑L−1
µ=0 y(λR + µ)h(µ)
exp(− j2πkµ/K))2
(5) PY (λ, k)←
∑D
ν=−D b(ν)PY (λ, mod (k − ν,K))
(6) α(λ, k)← 2/(2 + K˜(P (λ− 1, k)/P˜N̂ (λ− 1, k)− 1)2)
(7) end for
(8) R← (∑K−1k=0 P (λ− 1, k))/(∑K−1k=0 PY (λ, k))
(9) α˜c ← 1/
(
1 + (R− 1)2)
(10) αc(λ)← 0.7αc(λ− 1) + 0.3max(α˜c, 0.7)
(11) for k = 0 to K − 1 do
(12) α(λ, k)← max (αc(λ)α˜(λ, k), 0.4)
(13) P (λ, k)← α(λ, k)P (λ− 1, k) + (1− α(λ, k))PY (k)
(14) {Obtain a noise PSD estimate P˜N̂ (λ, k), e.g., as
proposed in Section 5.}
(15) end for
(16) end for
Algorithm 1: Periodogram smoothing.
In the next section, we use temporal minimum tracking
on the spectrally temporally smoothed noisy speech peri-
odograms in a method for detection of connected speech
presence regions, which later will be used for noise estima-
tion and speech enhancement.
4. CONNECTED SPEECH PRESENCE REGIONS
We now base a speech presence detection method on com-
parisons, at each frequency, between the smoothed noisy
speech periodograms and temporal minimum tracks of the
smoothed noisy speech periodograms.
4.1. Temporal minimum tracking
From the spectrally temporally smoothed noisy speech pe-
riodograms P (λ, k), we track temporal minimum values
Pmin(λ, k), within aminimum search window of lengthDmin,
that is,
Pmin(λ, k) = min
(
P (ψ, k) | λ−Dmin < ψ ≤ λ
)
, (10)
with ψ ∈ Z. Dmin is chosen as a tradeoﬀ between the ability
to bridge over periods of speech presence [5], which is crucial
for the minimum track to be robust to speech presence, and
the ability to follow nonstationary noise. Typically, a window
length corresponding to 0.5–1.5 seconds yields an accept-
able tradeoﬀ between these two properties [5, 6]. We now
have that Pmin(λ, k) is approximately unaﬀected by periods
of speech presence, but on the average, biased towards lower
values, when no spectral smoothing is applied [5]. Memory
requirements of the tracking method can be reduced at the
cost of lost temporal resolution, see, for example, [5]. In the
following, the temporal minimum tracks Pmin(λ, k) are used
in a speech presence decision rule.
For the spectral-temporal periodogram smoothing, we
use the settings and algorithm initializations given in Table 1.
The decision rules, that are used for speech presence detec-
tion, have the threshold values listed in Table 2. For noise
estimation, we use the two parameters from Table 4. The
speech enhancementmethod uses the parameter settings that
are listed in Table 5.
4.2. Binary speech presence decision rule
We have shown in previous work [9] that temporally
smoothed periodograms and their temporal minimum
tracks can be used for speech presence detection. Also shown
in [9] is that including terms to compensate for bias on
the minimum tracks improves the speech presence detec-
tion performance (measured as the decrease in a cost func-
tion) by less than one percent. In this paper, we therefore do
not consider a bias compensation factor in the speech pres-
ence decision rule. Rather, as we show later in this paper, the
speech presence decisions can be used in the estimation of
a simple and very well-performing bias compensation factor
for noise estimation. Similar to our previous approach for
temporally smoothed periodograms [9], we now exploit the
properties of spectrally temporally smoothed periodograms
P (λ, k) in a binary decision rule for the detection of speech
presence. The presence of speech will cause an increase of
power inP (λ, k) at a particular time-frequency location, due
to (3). Thus, the ratio between P (λ, k) and a noise PSD es-
timate, given by a minimum track Pmin(λ, k) with a bias re-
duction, yields a robust (due to the smoothing) estimate of
the signal-plus-noise-to-noise ratio at the particular time-
frequency location. Our connected region speech presence
detection method is based on the smooth nature of P (λ, k)
and Pmin(λ, k). The smoothness will ensure that spurious
fluctuations in the noisy speech power will not cause spu-
rious fluctuations in our speech presence decisions. Thus, we
will be able to obtain connected regions of speech presence
and of speech absence. This property is fundamental for the
proposed noise estimation and speech enhancement meth-
ods. As a rule to decide between the two speech presence hy-
potheses, namely,
H0(λ, k) : “speech absence,”
H1(λ, k) : “speech presence,”
(11)
which can be written in terms of the STFT coeﬃcients, that
is,
H0(λ, k) : Y(λ, k) = N(λ, k),
H1(λ, k) : Y(λ, k) = N(λ, k) + S(λ, k),
(12)
we use a combination of two binary initial decision rules.
First, let D(λ, k) = i be the decision to believe in hy-
pothesis Hi(λ, k) for i ∈ {0, 1}. We define two initial de-
cision rules, which will give two initial decisions D′(λ, k)
and D′′(λ, k). The initial decision rules are given by a rule,
where the smoothed noisy speech periodograms P (λ, k) are
compared with the temporal minimum tracks Pmin(λ, k),
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Table 1: Smoothing setup and initializations for Algorithm 1.
Variable Value Description
D 7 Spectral window length: 2D + 1
b(ν) Gbtriang(2D + 1)i Spectral smoothing window
M 154–220ii Number of frames
K˜ 20.08iii “Equivalent” degrees of freedom of χ2-distribution
PN̂ (−1, k) PY (0, k) Initial noise periodogram estimate
αc(−1) 1 Initial correction variable
iGb = (sum(triang(2D + 1)))−1 scales the window to unit sum.
iiCalculated at run time asM = round (length (y(i))/R− 1/2)− 1.
iiiCalculated at run time as K˜ = (4D + 2)([∑L−1µ=0 b2(µ)]2)/(L∑L−1µ=0 b4(µ)) [3, 14].
Table 2: Speech presence detection setup.
Variable Value Description
γ′ 6 Constant for ratio-based decision rule
γ′′ 0.5 Constant for diﬀerence-based decision rule
weighted with a constant γ′, that is,





and one where, at time λ, the diﬀerence is compared to the
average of the minimum tracks scaled by γ′′, that is,











For the initial decision rules, we have adopted the notation,
used by Shanmugan and Breipohl [8]. Because the minimum
tracks are representatives of the noise PSDs [5], the first ini-
tial decision rule classifies time-frequency bins based on the
estimated signal-plus-noise-to-noise power ratio. Note that
this can be seen as a special case of the indicator function
proposed by Cohen [10] (with ζ0 = γ′/Bmin and γ0 = ∞).
The second initial decision rule D′′(λ, k) classifies bins from
the estimated power diﬀerence between the noisy speech and
the noise using a threshold that adapts to the minimum track
power level in each frame. Multiplication of the two binary
initial decisions corresponds to the logical AND-operation,
when we define true as deciding on H1(λ, k) and false as
deciding on H0(λ, k). We therefore propose a decision that
combines the two initial decisions from the initial decision
rules above, that is,
D(λ, k) = D′(λ, k) ·D′′(λ, k). (15)
In eﬀect, the combined decision allows detection of speech
in low signal-to-noise ratios (SNRs) without letting low-
power regions with high SNRs contaminate the decisions.
Thereby, we obtain connected time-frequency regions of
speech presence. The constant γ′ is not sensitive to the type
and intensity of environmental noise [11] and it can be ad-
justed empirically. This is also the case for γ′′. For applica-
tions where a reasonable objective performance measure can
be defined, the constants γ′ and γ′′ can be obtained by inter-
preting the decision rule as artificial neural network and then
conduct a supervised training of this network [9].
Speech at frequencies below 100Hz is considered percep-
tually unimportant, and bins below this frequency are there-
fore always classified with speech absence. Real-life noise
sources often have a large part of their power at the low fre-
quencies, so this rule ensures that this power does not cause
the speech presence detection method to falsely classify these
low-frequency bins as if speech is present. If less than 5% of
the K periodogram bins are classified with speech presence,
we expect that these decisions have been falsely caused by the
noise characteristics, and all decisions in the current frame
are reclassified to speech absence. When the speech presence
decisions are used in a speech enhancement method, as we
propose in Section 6, this reclassification will ensure the nat-
uralness of the background noise in periods of speaker si-
lence.
5. NOISE ESTIMATION
The spectral-temporal smoothing method [3], which we use
in this paper, reduces the bias between the noise PSD and the
minimum track Pmin(λ, k) if the noise is assumed to be er-
godic in its PSD. That is, it reduces the bias compared tomin-
imum tracked values from periodograms, smoothed tempo-
rally using Martin’s first method [5]. Martin gives a para-
metric description of a bias compensation factor, which de-
pends on the minimum search window length, the smoothed
noisy speech, and the noise PSD estimate variances. The
spectral smoothing lowers the smoothed noisy speech peri-
odogram variance, and as a consequence, a longer minimum
search window can be applied when the noise spectrum is not
changing rapidly. This give the ability to bridge over longer
speech periods.
We propose to use the speech presence detection method
from Section 4 to obtain two diﬀerent noise estimates, that
is, a noise PSD estimate and a noise periodogram estimate.
The PSD estimate will be used in the speech enhancement
methods and the noise periodogram estimate will illustrate
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Table 3: General setup.
Variable Value Description
Fs 8 kHz Sample frequency
K 256 FFT size
L 256 Frame size







iGh is the square root of the energy of
√
Hanning(K), which scales the analysis window to unit energy. This is to avoid scaling factors
throughout the paper.
iiGh scales the synthesis window hs(µ) such that the analysis window h(µ), multiplied with hs(µ), yields a Hanning(K) window.
some of the properties of the residual noise from the speech
enhancement method we propose in Section 6.
5.1. Noise periodogram estimation
The noise periodogram estimate is equal to a time-varying
power scaling of the minimum tracks Pmin(λ, k), for
D(λ, k) = 1. For D(λ, k) = 0, it is equal to the noisy speech
periodogram PY (λ, k), that is,
PN̂ (λ, k) =

Rmin(λ)Pmin(λ, k) if D(λ, k) = 1,PY (λ, k) if D(λ, k) = 0. (16)
In the above equation, a bias compensation factor Rmin(λ)
scales the minimum. The scaling factor is updated in frames
where no speech presence is detected and kept fixed while
speech presence is detected in the frames. We let R˜min(λ) be
given by the ratio between the sums of the previous noise
periodogram estimate PN̂ (λ− 1, k) and the minimum tracks
Pmin(λ, k), that is,
R˜min(λ) =
∑K−1
k=0 PN̂ (λ− 1, k)∑K−1
k=0 Pmin(λ, k)
, (17)
which is recursively smoothed when speech is absent in the
















D(λ, k) = 0,
(18)
where 0 ≤ αmin ≤ 1 is a constant recursive smoothing param-
eter. Themagnitude spectrum, at time index λ, is obtained by
taking the square root of noise periodogram estimate, that is,
∣∣N̂(λ, k)∣∣ = √PN̂ (λ, k). (19)
This noise periodogram estimate equals the true noise pe-
riodogram |N(λ, k)|2 when the speech presence detection is
correctly detecting no-speech presence. When entering a re-
gion with speech presence, the noise periodogram estimate
will take on the smooth shape of the minimum track, scaled
with the bias compensation factor in (18) such that the power
develops smoothly into the speech presence region.
5.2. Noise PSD estimation
The noise PSD estimate P˜N̂ (λ, k) is obtained exactly as the
noise periodogram estimate but with (16) modified such that
the noise PSD estimate is obtained directly as the power-
scaled minimum tracks, that is,
P˜N̂ (λ, k) = Rmin(λ)Pmin(λ, k). (20)
A smooth estimate of the noise magnitude spectrum can be
obtained by taking the square root of the noise PSD esti-
mates, that is,
∣∣N̂(λ, k)∣∣ = √P˜N̂ (λ, k). (21)
6. SPEECH ENHANCEMENT
We now describe the speech enhancement method for which
the speech presence detection method has been developed.
It is well known that methods that subtract a noise PSD es-
timate from a noisy speech periodogram, for example, us-
ing an attenuation rule, will introduce musical noise. This
happens whenever the noisy speech periodogram exceeds the
noise PSD estimate. If, on the other hand, the noise PSD esti-
mate is too high, the attenuation will reduce more noise, but
also will cause the speech estimate to be distorted. To mit-
igate these eﬀects, we propose to distinguish between con-
nected regions with speech presence and speech absence. In
speech presence, we will use a traditional estimation tech-
nique, by means of generalized spectral subtraction, with
the noise magnitude spectrum estimate, obtained using (21)
from the noise PSD estimate. In speech absence, we will use
a simple noise-scaling attenuation rule to preserve the nat-
uralness in the residual noise. Note that this approach, but
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Table 4: Noise estimation setup.
Variable Value Description
Dmin 150i Minimum tracking window length
αmin 0.7 Scaling factor smoothing parameter
iCorresponds to a time duration of Dmin · R/Fs = 2.4 seconds.
Table 5: Speech enhancement setup.
Variable Value Description
β0 0.1 Noise scaling factor for no-speech presence
β1 1.4 Noise overestimation factor for speech presence
a1 0.8 Attenuation rule order for speech presence
with only a single speech presence decision covering all fre-
quencies in each frame, has previously been proposed by
Yang [2]. Moreover, Cohen and Berdugo [11] propose a bi-
nary detection of speech presence/absence (called the indi-
cator function in their paper), which is similar to the one
we propose in this paper. However, their decision includes
noisy speech periodogram bins without smoothing, hence
some decisions will not be regionally connected. In our expe-
rience, this leads to artifacts if the decisions are used directly
in a speech enhancement scheme with two diﬀerent attenu-
ation rules for speech absence and speech presence. Cohen
and Berdugo smooth their binary decisions to obtain esti-
mated speech presence probabilities, which are used for a soft
decision between two separate attenuation functions. Our
approach, as opposed to this, is to obtain adequately time-
frequency smoothed spectra from which connected speech
presence regions can be obtained directly in a robust man-
ner. As a consequence, we avoid distortion in speech absence
regions, and thereby obtain a natural sounding background
noise.
Let the generalized spectral subtraction variant be given
similar to the one proposed by Berouti et al. [12], but with
the decision of which attenuation rule to use given explicitly
by the proposed speech presence decisions, instead of com-
parisons between the estimated speech power and an esti-
mated noise floor. The immediate advantage of our approach
is a higher degree of control with the properties of the en-





(∣∣Y(λ, k)∣∣a1 − β1∣∣N̂(λ, k)∣∣a1)1/a1 if D(λ, k) = 1,
β0
∣∣Y(λ, k)∣∣ if D(λ, k) = 0,
(22)
where a1 determines the power in which the subtraction is
performed, β1 is a noise overestimation factor that scales the
estimated magnitude of the noise STFT coeﬃcient |N̂(λ, k)|,
obtained from the noise PSD estimate by (21) in Section 5,
raised to the a1’th power. The factor β0 scales the noisy speech
STFT coeﬃcient magnitude, which before this scaling equals
the square root of the noise periodogram estimate for bins
with D(λ, k) = 0. After the scaling, these noisy speech STFT
magnitudes lead to the noise component that will be left, af-
ter STFT synthesis, in the speech estimate as artifact masking
[1] and natural sounding attenuated background noise.
For synthesis, we let the STFT spectrum of the estimated
speech be given by the magnitude, obtained from (22), and
the noisy phase ∠Y(λ, k), that is,
Ŝ(λ, k) = ∣∣Ŝ(λ, k)∣∣e j∠Y(λ,k). (23)
By applying the inverse STFT, we synthesize a time-domain
frame, which we use in a WOLA scheme, as illustrated in
Figure 1, to form the synthesized signal. Depending on the
analysis window, a corresponding synthesis window hs(µ) is
applied before overlap add is performed.
7. EXPERIMENTAL SETUP
In the experiments, we use 6 speech recordings from the
TIMIT database [13]. The speech is spoken by 3 diﬀerent
male and 3 diﬀerent female speakers—all uttering diﬀerent
sentences of 2-3 seconds duration. These sentences are added
with zero-mean highway noise and car interior noise in 0,
5, and 10 dB overall signal-to-noise ratios to form a test set
of 36 noisy speech sequences. Spectrograms of time-domain
signals are shown with time-frequency axes and always with
the time-domain signals. When we plot intermediate coeﬃ-
cients, the figures are shown with axes of subsampled time
index λ and frequency index k. For all illustrations in this
paper, we use the noisy speech from one of the male speak-
ers with additive highway noise in a 5 dB over all SNR. The
spectrograms and time-domain signals of this particular case
of noisy speech and the corresponding noise are shown in
Figures 2a and 2b, respectively. The general setup in the ex-
periments is listed in Table 3. The analysis window h(µ) is
the square root of a Hanning window, scaled to unit en-
ergy. As the synthesis window hs(µ), we also use the square
root of a Hanning window, but scaled, such that an unmod-
ified frame would be windowed by a Hanning window after
both the analysis and synthesis window have been applied. It
will therefore be ready for overlap add with 50% overlapping
frames.
8. EXPERIMENTAL RESULTS
In this section, we evaluate the performance of the proposed
algorithm. We measure the performance of the algorithm
by means of visual inspection of spectrograms, spectral dis-
tortion measures, and informal listening tests. To illustrate
the properties of the proposed spectral-temporal smoothing
method, we show the spectrogram of the smoothed noisy
speech in Figure 3. By removing the power in speech absence
regions and speech presence regions from the noisy speech
periodogram, we see in Figures 4a and 4b, respectively, that
most of the speech, that is detectable by visual inspection,
has been detected by the proposed algorithm. Spectrograms
Speech Enhancement with Natural Sounding Residual Noise 2961






































Figure 2: Spectrograms and time-domain signals of the illustrating
speech recording with highway traﬃc noise (noisy speech) at 5 dB
SNR (a) and the noise (b). The speech recording is of a male speaker
uttering “These were heroes, nine feet tall to him.”
of the noise periodogram estimate and the noise PSD esti-
mate, obtained using the methods we propose in Section 5,
are shown in Figures 5a and 5b, respectively.
We evaluate the performance of the noise estimation
methods by means of their spectral distortion, which we
measure as segmental noise-to-error ratios (SegNERs). We
calculate the SegNERs in the time-frequency domain, as the
ratio (in dB) between the noise energy and the noise estima-
tion error energy. These values are upper and lower limited
by 35 and 0 dB [15], respectively, that is,
SegNER(λ) = min (max (NER(λ), 0), 35), (24)
where
NER(λ) = 10 log10

 ∑K−1k=0 ∣∣N(λ, k)∣∣2∑K−1
k=0










In Table 6, we list the average SegNERs over the same 6
speakers that are used in the informal listening test of the






















Figure 3: The noisy speech periodogram from Figure 2a after
smoothing with the smoothing method from Section 3 (spectrally
temporally smoothed noisy speech).














































Figure 4: Noisy speech with speech absence regions removed,
D(λ, k) = 0 bins removed (a); and with speech presence regions re-
moved (b), noisy speech with D(λ, k) = 1 bins removed.
speech enhancement method. We list the average SegNERs
for the noise periodogram estimationmethod, the noise PSD
estimation method, our implementation of χ2-based noise
estimation [3], and minimum statistics (MS) noise estima-
tion [5]. Our implementation of the χ2-based noise estima-
tion uses the MS noise estimate [5] in the calculation of the
optimum smoothing parameters, as suggested byMartin and
Lotter [3]. The spectral averaging in our implementation of
the χ2-based noise estimation is performed in sliding spec-
tral windows of the same size as used by the two proposed
noise estimation methods. We see that the noise PSD esti-
mate has less spectral distortion than both our implementa-
tion of the χ2-based noise estimation [3] and MS noise es-
timation [5]. This can be explained by a more accurate bias
compensation factor, which uses speech presence informa-
tion. Note that in many scenarios, the proposed smooth and
low-biased noise PSD estimate is preferable over the noise
periodogram estimate.
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Table 6: Segmental noise-to-error ratios in dB.
Noise type Highway traﬃc Car interior
Noisy speech SNR (dB) 0 5 10 0 5 10
Noise periodogram estimation 19.3 17.0 14.7 18.3 16.6 15.0
Noise PSD estimation 4.6 4.6 4.4 3.0 3.1 3.2
χ2-based noise estimation [3] 3.6 3.1 2.6 2.7 2.3 2.0
MS noise estimation [5] 1.0 1.8 2.4 1.9 2.1 2.6





















































Figure 5: Spectrograms of the noise periodogram estimate (a) and
the noise PSD estimate (b). In regions with speech presence, the
noise periodogram estimate equals the noise PSD estimate.
As an objective measure of time-domain waveform sim-
ilarity, we list the signal-to-noise ratios, and as a subjective
measure of speech quality, we conduct an informal listening
test. In this test, test subjects give scores from the scale in
Table 7 ranging from 1 to 5, in steps of 0.1, to three diﬀer-
ent speech enhancement methods, with the noisy speech as a
reference signal. Higher score is given to the preferred speech
enhancement method. The test subjects are asked to take pa-
rameters, such as the naturalness of the enhanced speech, the
quality of the speech, and the degree of noise reduction into


















Figure 6: Spectrogram and time-domain plot of the enhanced
speech from the enhancement method proposed in this paper. The
noisy speech is shown in Figure 2a. The naturalness is preserved by
the enhancement method and, in particular, the enhanced speech
does not contain any audible musical noise.
account, when assigning a score to an estimate. The presen-
tation order of estimates from individual methods is blinded,
randomized, and vary in each test set and for each test sub-
ject. A total of 8 listeners, all working within the field of
speech signal processing, participated in the test. The pro-
posed speech enhancement method was compared with our
implementation of two reference methods.
(i) MMSE-LSA. Minimum mean-square error log-spec-
tral amplitude estimation, as proposed by Ephraim
and Malah [7].
(ii) MMSE-LSA-DD. Decision-directed MMSE-LSA,
which is the MMSE-LSA estimation in combination
with a smoothing mechanism [7]. Constants are as
proposed by Ephraim and Malah.
All three methods in the test use the proposed noise PSD es-
timate, as shown in Figure 5b. Also, they all use the analy-
sis/synthesis setup described in Section 7. The enhanced
speech obtained from the noisy speech signal in Figure 2a is
shown in Figure 6.
SNRs and mean opinion scores (MOSs) from the infor-
mal subjective listening test are listed in Tables 8 and 9. All
results are averaged over both speakers and listeners. The best
obtained results are emphasized using bold letters. To iden-
tify if the proposed method is significantly better, that is, has
a higher MOS, than MMSE-LSA-DD, we use the matched
sample design [16], where the absolute values of the opinion
scores are eliminated as a source of variation. Let µd be the
mean of the opinion score diﬀerence between the proposed
method and theMMSE-LSA-DD. Using this formulation, we
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Table 8: Highway traﬃc noise speech enhancement results.
SNR (dB) MOS SNR (dB) MOS SNR (dB) MOS
Proposed method 7.7 3.50 10.3 3.56 13.0 3.74
MMSE-LSA-DD 7.4 2.75 11.1 2.85 15.0 3.07
MMSE-LSA 4.6 1.63 9.3 1.92 14.0 2.04
Noisy speech 0.0 — 5.0 — 10.0 —
Table 9: Car interior noise speech enhancement results.
SNR (dB) MOS SNR (dB) MOS SNR (dB) MOS
Proposed method 10.5 3.53 13.4 3.82 16.5 3.95
MMSE-LSA-DD 7.3 2.54 10.9 2.99 15.4 3.29
MMSE-LSA 3.1 1.89 7.7 2.07 12.6 2.37
Noisy speech 0.0 — 5.0 — 10.0 —
Table 10: Highway traﬃc noise statistics at a 99% level of confi-
dence.
SNR (dB) Test statistics Test result Interval estimate
0 z = 10.3 Reject H0 0.75 ± 0.19
5 z = 10.2 Reject H0 0.72 ± 0.18
10 z = 10.1 Reject H0 0.67 ± 0.17
write the null and alternative hypotheses as
H0 : µd ≤ 0,
HA : µd > 0,
(27)
respectively. The null hypothesis H0 in this context should
not be mistaken for the hypothesisH0 in the speech presence
detection method. With 48 experiments at each combination
of SNR and noise type, we are in the large sample case, and
we therefore assume that the diﬀerences are normally dis-
tributed. The rejection rule, at 1% level of significance, is
Reject H0 if z > z.01, (28)
with z.01 = 2.33. Tables 10 and 11 list the test statistic z,
and the corresponding test result. Also, the two-tailed 99%
confidence interval [16], of the diﬀerence between the MOS
of the proposed method and MMSE-LSA-DD, for highway
traﬃc and car interior noise, respectively, is listed. From
our results we can therefore state with a confidence level of
99% that the proposed method has a higher perceptual qual-
ity than MMSE-LSA-DD. Furthermore, the diﬀerence cor-
responds generally to more than 0.5 MOS, which generally
change the ratings from somewhere between Poor and Fair
to somewhere between Fair and Good on the MOS scale.
9. DISCUSSION
We have in this paper presented new noise estimation
and speech enhancement methods that utilize a proposed
Table 11: Car interior noise statistics at a 99% level of confidence.
SNR (dB) Test statistics Test result Interval estimate
0 z = 11.4 Reject H0 1.00 ± 0.23
5 z = 9.4 Reject H0 0.83 ± 0.23
10 z = 6.7 Reject H0 0.66 ± 0.25
connected region speech presence detection method. De-
spite the simplicity, the proposed methods are shown to have
superior performance when compared to our implementa-
tion of state-of-the-art reference methods in the case of both
noise estimation and speech enhancement.
In the first proposed noise estimation method, the con-
nected speech presence regions are used to achieve noise pe-
riodogram estimates in the regions where speech is absent.
In the remaining regions, where speech is present, mini-
mum tracks of the smoothed noisy speech periodograms are
bias compensated with a factor that is updated in regions
with speech absence. A second proposed noise estimation
method provides a noise PSD estimate by means of the same
power-scaled minimum tracks that are used by the noise pe-
riodogram estimation method when speech is present. It is
shown that the noise PSD estimate has less spectral distortion
than both our implementation of χ2-based noise estimation
[3] and MS noise estimation [5]. This can be explained by a
more accurate bias compensation factor, which uses speech
presence information. The noise periodogram estimate is by
far the less spectrally distorted noise estimate of the tested
noise estimation methods. This verifies the connected region
speech presence principle which is fundamental for the pro-
posed speech enhancement method.
Our proposed enhancement method uses diﬀerent atten-
uation rules for each of the two types of speech presence re-
gions. When no speech is present, the noisy speech is down-
scaled and left in the speech estimate as natural sounding
masking noise, and when speech is present, a noise PSD esti-
mate is used in a traditional generalized spectral subtraction.
In addition to enhancing the speech, the most distinct fea-
ture of the proposed speech enhancement method is that it
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leaves natural sounding background noise matching the ac-
tual surroundings of the person wearing the hearing aid. The
proposed method performs well at SNRs equal to or higher
than 0 dB for noise types with slowly changing and spec-
trally smooth periodograms. Rapid, and speech-like, changes
in the noise will be treated as speech, and will therefore be
enhanced, causing a decrease in the naturalness of the back-
ground noise. At very low SNRs, the detection of speech pres-
ence will begin to fail. In this case, we suggest the implemen-
tation of the proposed method in a scheme, where low SNR
is detected and causes a change to an approach with only a
single and very conservative attenuation rule. Strong tonal
interferences will aﬀect the speech presence decisions as well
as the noise estimation and enhancementmethod and should
be detected and removed by preprocessing of the noisy signal
immediately after the STFT analysis. Otherwise, a suﬃciently
strong tonal interference with duration longer than the min-
imum search window will cause the signal to be treated as if
speech is absent and the speech enhancement algorithm will
downscale the entire noisy speech by multiplication with β0.
Our approach generalizes to other noise reduction
schemes. As an example, the proposed binary scheme can
also be used with MMSE-LSA-DD for the speech presence
regions. For such a combination, we expect performance
similar to, or better than, what we have shown in this paper
for the generalized spectral subtraction. This is supported by
the findings of Cohen and Berdugo [11] that have shown that
a soft-decision approach improves MMSE-LSA-DD.
The informal listening test confirms that listeners pre-
fer the downscaled background noise with fully preserved
naturalness over the less realistic whitened residual noise
from, for example, MMSE-LSA-DD. From our experiments,
we can conclude, with a confidence level of 99%, that the
proposed speech enhancement method receives significantly
higher MOS thanMMSE-LSA-DD at all tested combinations
of SNR and noise type.
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