For n 1, let NC(n) denote the lattice of non-crossing partitions of f1; : : :; ng. Paralleling the considerations of 3, Section 5.2], the notion of multiplicative function on noncrossing partitions was considered by one of us in 13]. Such a function is an element of the large incidence algebra, L, on non-crossing partitions, i.e. it is a complex-valued function f de ned on the disjoint union of the sets of intervals in various NC(n)'s, n 1. The set of multiplicative functions is closed under convolution (the product operation on the large incidence algebra L); in fact, if we also impose the normalization condition f( 0 1 ; 1 1 ]) = 1, where 0 1 = 1 1 = the unique element of NC(1), then the set M 1 of multiplicative functions satisfying it is a subgroup of the group of invertible elements in L.
Our work was started as an attempt of understanding from a combinatorial point of view a theorem of D. Voiculescu ( 18] , Theorem 2.6) concerning the \distribution of the product of two free random variables". The main result of the present paper can in fact be viewed as a new, combinatorial, proof of this theorem.
The paper is divided into three sections: in the rst one we review the basic de nitions which we need, and state our main result; the second section contains the proof of the main result; nally, in the third section we present the cited result of Voiculescu, and explain how our work is related to it.
1 Basic de nitions and the statement of the result 1.1 The lattice NC(n) A partition of f1; : : :; ng is called non-crossing (notion introduced in 7]) if for every 1 i < j < k < l n such that i and k are in the same block of , and such that j and l are in the same block of , it necessarily follows that all of i; j; k; l are in the same block of . The set NC(n) of non-crossing partitions of f1; : : :; ng becomes a lattice when the re nement order is considered on it (i.e., for ; 2 NC(n), means that every block of is a union of blocks of ). The combinatorics of NC (n) has been studied by several authors (see 12] , and the list of references there); we will only review here the facts which are needed for stating our result.
1.2 The complementation map of Kreweras is a remarkable lattice anti-isomorphism K : NC(n) ! NC(n), described as follows. Let be a non-crossing partition of f1; : : :; ng.
We view 1; : : :; n as points on a circle, equidistributed and clockwisely ordered, and for each block B = fb 1 ; : : :; b j g of we draw the convex polygon (inscribed in the circle) with vertices b 1 ; : : :; b j . The quality of of being non-crossing is re ected into the fact that the convex polygons associated to its blocks do not intersect. Now, consider on the circle the midpoints of the arcs (1; 2); (2; 3); : : :; (n ? 1; n); (n; 1); and denote them by 1; 2; : : :; n, respectively. We look at the non-crossing partitions of f 1; 2; : : :; ng with the property that the convex polygons associated to the blocks of do not intersect the ones associated to the blocks of (i.e., and together give a non-crossing partition of f1 < 1 < 2 < 2 < < n < ng).
Among the partitions with the named property, there is a largest one (in the re nement order), and this is, by de nition, K( ).
As a concrete example, Figure 1 illustrates that K(ff1; 4; 8g; f2; 3g; f5;6g; f7gg) = ff1; 3g; f2g;f4;6;7g; f5g;f8gg 2 NC(8):
It is immediate that K 2 ( ) is (for every 2 NC(n)) the anti-clockwise rotation of with 360 o =n; this shows in particular that K is a bijection, also the important fact that K( ) and K ?1 ( ) have always the same block structure (since they di er by a rotation).
It is also easy to see that ) K( ) K( ) (and the converse must also hold, since K 2 is an isomorphism of NC(n)):
We mention that R. Simion and D. Ullman ( 12] , Section 1) have shown how the definition of the complementation map K can be modi ed to yield an anti-automorphism of NC(n) which has 2 = identity. Also, it was shown in 1] that K and generate together the group of all skew-automorphisms (i.e. automorphisms or anti-automorphisms) of NC(n), which is the dihedral group with 4n elements.
1.3 The canonical product decomposition of the intervals in NC(n) Modulo a modi cation of the convention concerning how many one-element lattices are to be taken in the decomposition, we follow here 13], Proposition 1 in Section 3.
Given n 1 and in NC(n), we denote by ; ] the interval f j g NC(n): We denote by Int n the set of intervals of NC(n), and by Int the disjoint union of the Int n 's, n 1. Each interval ; ] 2 Int is carrying a lattice structure, coming from the NC(n) where the interval has been taken from; of course, if the considered ; ] happens to be 0 n ; 1 n ], with 0 n = ff1g; f2g;: : :; fngg and 1 n = ff1; 2; : : :; ngg, the minimal and maximal elements of NC(n), then the lattice ; ] is NC(n) itself. where (k n ) 1 n=1 is a sequence of non-negative integers, such that k n = 0 for su ciently large n. (1.1) is a lattice-isomorphism, and can be obtained in two steps:
Step on the right-hand side of (1.2), fA j;1 ; : : :; A j;m j g is viewed as partition of f1; 2; : : :; jB j jg rather than one of B j (via the order preserving bijection between B j and f1; 2; : : :; jB j jg).
The veri cation of (1.2) is immediate, and left to the reader.
Step can proceed as follows: starting with the sequence n = f( 0 n ; 1 n ]), n 1, determine recursively by using (1. Proof Let f; g be in M 1 , and let us make the notations f( 0 n ; 1 n ]) = n , g( 0 n ; 1 n ]) = n , (f ? g)( 0 n ; 1 n ]) = n , (g ? f)( 0 n ; 1 n ]) = 0 n , n 1. Then n is expressed in terms of the 's and the 's by Equation (1.8) . Since the complementation map is bijective we can also write, by denoting K( ) = in (1.8): Moreover, in the sum on the right-hand side of (1.9) we can replace \K ?1 ( )" by \K( )"
(because, as remarked in 1.2, K( ) and K ?1 ( ) have the same block structure). But when this is done, the right-hand side of (1.9) becomes exactly the expression of 0 n . We conclude that n = 0 n , i.e. that (f ? g)( 0 n ; 1 n ]) = (g ? f)( 0 n ; 1 n ]), for every n 1, which implies f ? g = g ? f. QED It should be noted that (by exactly the same argument) convolution is in fact commutative on the larger semigroup M M 1 . As the proof of 1.4.2 clearly shows, this phenomenon depends on the self-duality of NC(n) (its analogue can't therefore hold in the framework of the lattice of all partitions of f1; : : :; ng). Ff is an analytic function -but for our purposes it is more convenient to view it as a formal power series in z. The relevance of the Fourier transform for convolution is that it transforms it into the simpler operation of pointwise multiplication of power series,
(1.12)
The relation between the present remark and the considerations preceding it would seem at rst to be reduced to the fact that in both cases an operation called \convolution" and denoted by \?" is studied. In particular, one would be inclined to nd it unlikely that the analogue of (1.12) could be somehow reached in the framework of non-crossing partitions. It is quite surprising that this is in fact the case. While the deeper reasons of this phenomenon remain to be elucidated (and a more general context for a \combinatorial Fourier transform" remains to be found), let us state the main result of the paper, which is the following.
1.6 Theorem For every f in the group M 1 of 1.4.1 we denote by ' f the formal power series ' f (z) = 1 X n=1 f( 0 n ; 1 n ])z n ; (1.13) and we denote by ' <?1> f the inverse of ' f in the group of the formal power series of the form z + 2 z 2 + 3 z 3 + ; endowed with the operation of composition; in other words, ' <?1> f is the unique formal power series , without constant coe cient, in a variable z, such that P 1 n=1 f( 0 n ; 1 n ])( (z)) n = z:
If we put, for every f 2 M 1 :
(1.14)
(formal power series in z, with constant coe cient equal to 1), then we have:
( 1.15) i.e., the \Fourier transform" de ned by (1.14) converts the convolution of multiplicative functions on non-crossing partitions into the multiplication of formal power series.
Corollary
The convolution group M 1 considered in Section 1.4 is isomorphic to a countable direct product of copies of C.
Proof Let G be the multiplicative group of formal power series with constant coe cient equal to 1. It is immediate that F : M 1 ! G is a bijection, and the Theorem 1.6 ensures that it is a group isomorphism. But G is indeed isomorphic to a countable direct product of copies of C (since the formal logarithm takes it into the additive group of formal power series without constant coe cient). QED 2 The proof of the result 2.1 Notations 1 o For every n 1; we will denote by NC 0 (n) the set of non-crossing partitions of f1; : : :; ng which have f1g as a one-element block. (Thus NC 0 (1) = NC(1), while for n 2, NC 0 (n) is in natural bijection with NC(n ? 1).) Unlike the convolution operation on M 1 , one cannot expect that _ ? is commutative, however there is a nice \symmetrization lemma" that holds.
Lemma For
(where ' h for h 2 M 1 is de ned as in (1.13) of Theorem 1.6).
Proof Fix a positive integer n. The coe cients of z n+1 on the two sides of (2. What we need is hence the equality of the sums appearing in (2.3) and the right-hand side of (2.4). It turns out that more is true: there exists a natural bijection between the index sets of the sums in (2.3) and (2.4), = ff1g; f2; 3gg, = ff1g; f2; 4g; f3gg, then = ff1; 2g; f3; 6g; f4;5gg. )
It is easy to verify that the map (2.5), as de ned in the preceding paragraph, is indeed a bijection. Its inverse is described as follows: start with 2 NC(n), and denote by j the smallest element of the block of containing n. Then each of f1; : : :; j ?1g and fj; : : :; ng is a union of blocks of , thus is obtained as the juxtaposition of two non-crossing partitions 1 2 NC(j ? 1) and 2 2 NC(n + 1 ? j). We let 2 NC 0 (j) be the partition obtained by adding a one-element block to the left of 1 , and we put = K ?1 ( 2 ) 2 NC 0 (n + 1 ? j) (K ?1 ( 2 ) has f1g as a one-element block -this is implied by the fact that 1 and n + 1 ? j are in the same block of 2 ). Then the pair ( ; ) obtained in this way is the pre-image of by the map (2.5).
>From the explicit descriptions made in the preceding two paragraphs, it is clear that (when corresponds to ( ; ) -i.e. is the juxtaposition of _ and K( ), as above): We have id ' <?1> f?g = ' <?1> f?g , ' f?g ' <?1> f?g = id (because id is the unit element for composition, while ' <?1> f?g is the inverse of ' f?g under the same operation); hence the right-hand side of (2.13) is id ' <?1> f?g (the series z' <?1> f?g (z) in the variable z).
On the other hand we have ' f _ ?g ' <?1> f?g = ' <?1> f ; (2.14) this follows from the Equation (2.8) of Proposition 2.3, by composing it on the left with ' <?1> f and on the right with ' <?1> f?g . By switching the roles of f and g in (2.14), and taking into account that f ?g = g?f, we also get that ' g _ ?f ' <?1> f?g = ' <?1> g ; hence the left-hand side of (2.13) is ' <?1> f ' <?1> g . 
The connection with the S-transform of Voiculescu
The present work was started as an attempt of understanding, from a combinatorial point of view, a theorem of D. Voiculescu 18] concerning the moments of the product of two free random variables. In this section we will review the mentioned result of Voiculescu, and present its connection with the Theorem 1.6 above.
We have to start with a few basic de nitions related to free random variables; our presentation here will deal only with combinatorial aspects of this notion (for more details, see for instance the monograph 19]).
3.1 Review of freeness and of the S-transform 3.1.1 De nition Let A be a complex algebra with unit I, and let : A ! C be a linear functional, normalized by (I) = 1. For a 2 A, the numbers in the sequence ( (a n )) 1 n=0 will be called the moments of a with respect to . For a; b 2 A, the value of at monomials in a and b (e.g. (a 2 bab 3 a 5 )) will be called mixed moments of a and b (with respect to ). Note that A is not assumed to be commutative -thus for instance the mixed moment (abab) is in general not the same thing as (a 2 b 2 ).
The terminology in 3.1.1 is inspired from the situation when A is an algebra of random variables on a probability space ( ; F; P) (e.g. A = L 1 ( ; F; P)), and the functional is the integral, (a) = R a(!) dP(!), for a 2 A: Of course, the framework in 3.1.1 is leaving aside the measure-theoretic facet of the situation, while on the other hand it is gaining a more complicated algebraic structure from the fact that A isn't necessarily commutative. Even with these di erences, it is useful to think of A in 3.1.1 as of \an algebra of random variables" (and this is why the elements of A are sometimes referred to as \non-commutative random variables"). Following this line of thought, the concept of freeness in the next de nition comes as a non-commutative analogue of the classical notion of independence for random variables. Let A be a complex algebra with unit I, and let : A ! C be a linear functional, normalized by (I) = 1. Consider two elements a; b 2 A, and denote their moments by (a n ) = n , (b n ) = n , n 1. Let us call alternating product based on a and b a (non-void) product of factors from (a n ? n I) 1 n=1 (b n ? n I) 1 n=1 , such that: for every factor coming from (a n ? n I) 1 n=1 , its immediate neighbors in the product are from (b n ? n I) 1 n=1 , and vice-versa -the immediate neighbors of every factor coming from (b n ? n I) 1 n=1 are from (a n ? n I) 3.1.3 Remark It is important to note that (in the above notations): if a; b 2 A are free with respect to , then the mixed moments of a and b (in the sense of 3.1.1) can be calculated in terms of the individual moments (a n ) = n and (b n ) = n , n 1: For the sake of keeping the notations simple, we will only show how the calculation goes in a particular case; it will be clear, however, that the same method would work for an arbitrary mixed moment.
De nition
Let us assume, for instance, that our goal is to calculate (abab) (knowing that a and b are free). We start from the equality , hence (as remarked in 3.1.3), we know for sure that it can be expressed in terms of the individual moments (a n ) and (b n ), n 1. For instance, for n = 1 it is immediate that In other words, the moments of the product c = ab are calculated as follows: we take the S-transforms S a and S b after the recipe in (3.7), we multiply them together to obtain S c , and then the series P 1 n=1 (c n )z n is found as the inverse under composition for zS c (z)(1 + z) ?1 :
In should be mentioned that the proof given to Theorem 3.1.5 in 18] is not easy, and goes by studying the exponential map of a certain in nite dimensional Abelian Lie group ( ; x ), which is in some sense the universal object containing the information about multiplication of free random variables. Our goal in what follows is to present an alternative proof which is entirely combinatorial, based on Theorem 1.6 above.
3.2 The line of the combinatorial proof of Theorem 3.1.5 that we will present is described as follows. Consider -and x for the rest of the section -a complex algebra A with unit I, and a linear functional : A ! C, normalized by (I) = 1. For every a 2 A we denote by h a the unique multiplicative function on non-crossing partitions (in the sense of Section 1.4) which has: h a ( 0 n ; 1 n ]) = (a n ); n 1; (3.9) moreover, we will use the notation f a def = h a ? ; a 2 A; (3.10) where h a is as in (3.9) and is the Moebius function on non-crossing partitions, as in Remark 2.5. We will show that: = F(f ab ) (3:11) = F(f a ? f b ) (1:15) = F(f a )F(f b ) (3:12) = S a S b :
The proofs of the assertions in (3.11) and (3.12) will be made in the Sections 3.5 and 3.6, respectively.
Remark
We take the occasion to point out here that the multiplicative function f a considered in 3.2 is an important object in the theory of \free probability". The generating function whenever a and b are free with respect to . In other words, the R-transform can be used for the problem of addition of free elements in the same way in which the S-transform is used to handle the problem of multiplication. The \analytical" formula for the R-transform proved in 17], 13] can be written as: A(zB(z)) = B(z); where A(z) def = 1 + zR a (z) and B(z) = P 1 n=0 (a n )z n (see the Theorem in Section 3 of 13], or the equivalent derivation in the Remark 2.5 of the present paper); of course, Eqn.(3.10) is itself providing a \lattice-theoretic" approach to the R-transform.
We now go to the proofs of the assertions made in (3.11) and (3.12). For (3.11) we will need a particular case of a result in 13], which shows how to express mixed moments of a pair of free elements a; b as summations over non-crossing partitions. This is stated as follows:
3.4 Lemma For every n 1; let us denote by NC sep (2n) the set of non-crossing partitions 2 NC(2n) that separate the even numbers from the odd ones, i.e. which have the property that each block of is contained either in f1; 3 Now, for every n 1; h ab ( 0 n ; 1 n ]) (3:9) = ((ab) n ) is exactly the quantity appearing in (3.15). We will transform the right-hand side of (3.15) We have thus obtained that h ab and f a ?h b agree on an arbitrary interval 0 n ; 1 n ], n 1, and this concludes the proof. QED 3.6 The proof of the assertion (3.12) We use the notations introduced in 3.1.5 and 3.2. Since the multiplicative function h a has h a ( 0 n ; 1 n ]) = (a n ); n 1; the series P 1 n=1 (a n )z n appearing in 3.1.5 is just ' ha (z) (where ' h , h 2 M 1 , is as in Theorem 1.6). Thus the S-transform of a is S a (z) = ' <?1> ha (z) z ?1 (1 + z) ; on the other hand We would like to conclude by signaling some developments related to our work here, which have occurred recently, or/and were brought to our attention by the referees. (c) The considerations involving the block-structure of a non-crossing partition, considered at the same time with its Kreweras complement -as in Eqns.(1.8,1.9,2.1), for instance -are related to the study of the minimal factorizations of a full cycle in a ( nite) symmetric group (see e.g. 1], Theorem 1). As it was pointed out to us by one of the referees, this yields a natural connection between the topics of the present paper and earlier work of D. Jackson 6] and I. Goulden and D. Jackson 4] , where factorization problems in the symmetric group were studied, by using methods from the theory of the symmetric functions. The study of this connection might open an interesting line of research, but its possible implications are not so clear at present, and await further investigation.
(d) The statement made in (3.11), together with the interpretation (see Remark 3.3) of the multiplicative function f a appearing in (3.11) as a relative of the R-transform R a , lead to the possibility of studying the multiplication of free elements by using the R-transform (instead of the S-transform). In a subsequent paper 9] we have shown how this possibility can be exploited in a \multivariable" setting, in order to obtain interesting free probabilistic applications (to compressions with free projections, and to a realization of the free analogue for the Poisson process). Oddly enough, the problem of extending to several variables the Stransform itself (or the combinatorial Fourier transform F considered in this paper) appears to be sensibly harder than the multivariable R-transform approach, and we weren't able to solve it up to present.
