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1. Introduction
In this paper, we ﬁrst consider the nonlinear differential inequalities
−Lu  |x|−αuq in Ω, (1.1)
−Lu  |x|−αuq − |x|−β |∇u|s in Ω, (1.2)
and then study
|x|−αuq −Lu Λ|x|−αuq, (1.3)
|x|−αuq − |x|−β |∇u|s −Lu Λ(|x|−αuq + |x|−β |∇u|s), (1.4)
where q, s > 0, α,β ∈R, Λ > 0; L is a quasilinear operator including the p-Laplace operator; Ω will be an exterior domain
Ωe = {x ∈RN | |x| > 1} or interior domain Ωi = {x ∈RN | 0< |x| < 1}.
It is well known that the systematic study of different classes of differential inequalities associated to different type of
differential operators started with the paper [5,6] and [8]. For the Laplace operator, the celebrated result is due to B. Gidas
and J. Spruck [2]. They showed that
−u = up−1 in RN (1.5)
had no nontrivial nonnegative solutions for 2  p < 2NN−2 . Moreover, they obtained a priori estimates for solutions in the
neighborhood of an isolated singularity. A series of related results were obtained by several groups mathematics, including
A. Avila and F. Brock [1], J. Serrin and H. Zou [13], M.F. Bidaut-Véron and S. Pohozaev [14], and others.
Recently, Mitidieri and Pohozaev [8] have developed a new effective approach to these problems on the basis of a spe-
cial choice of test functions. By using test function method, they have obtained a priori estimates of solutions and the
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724 X. Li, F. Li / J. Math. Anal. Appl. 378 (2011) 723–733nonexistence results. Moreover, the method can be applied to a wide class of nonlinear differential inequalities and systems
(see [3–11,15,17]). In particular, M.F. Bidaut-Véron and S. Pohozaev (Theorem 3.1 in [14]) got the general a priori estimates
for the inequality
−pu  |x|−αuq in Ω. (1.6)
Similar results were obtained in [1], in which A. Avila and F. Brock obtained asymptotic decay estimates for nonnegative
weak solutions by integration technique, together with some other tools such as the Harnack inequality, the maximum
principle, the Liouville theorems and the blow-up arguments. Later this technique was extended to other types of problems,
including in half-spaces, exterior and bounded domains (see [4,8,14,16] and references therein).
In this paper, in order to derive a priori estimates of solutions for (1.1) and (1.2) and obtain the Harnack-type inequalities
for (1.3) and (1.4), we shall use the test function method, then extend and improve some known results of Mitidieri and
Pohozaev [7], Serrin and Zou [13], Bidaut-Véron and Pohozaev [14].
This paper is organized as follows. In Section 2, some preliminaries are given. Section 3 and Section 4 are the main
results of this paper, in which we shall give a priori estimates and Harnack inequality.
2. Some preliminaries
Now we give the assumptions on the problem under consideration. Basically, we concern the structure of the operator.
The following terminology is partially derived from [4] and [14].
Let Ω ⊂RN be a smooth domain. Denote by BR a ball of radius R . We can assume that the ball BR is centered at zero.
Suppose that A : Ω ×R×RN →R is a Carathéodory function, and let
Lu = div(A(x,u,∇u)∇u) (2.1)
for any u ∈ W 1,1loc (Ω) such that A(x,u,∇u) ∈ L1loc(Ω).
Deﬁnition 2.1. The function A : Ω ×R×RN →R and the corresponding operator L are called strongly-p-coercive (S-p-C), if
there exist three constants c1, c2 > 0, p > 1, and for all (x,u, η) ∈ Ω ×R×RN such that the inequality
c1|η|p−2  A(x,u, η) c2|η|p−2 (2.2)
holds.
For example, the Laplace operator is S-2-C, the p-Laplace operator with A(η) = |η|p−2 is S-p-C.
Deﬁnition 2.2. We shall say that a nonnegative function u ∈ W 1,ploc (Ω)∩ C(Ω) satisﬁes (1.1) (resp. (1.2)) in the weak sense if
A(x,u,∇u) ∈ L1loc(Ω), and for any nonnegative test function ϕ ∈ C10(Ω) such that∫
Ω
A(x,u,∇u)∇u · ∇ϕ dx
∫
Ω
|x|−αuqϕ dx (2.3)
(resp. ∫
Ω
A(x,u,∇u)∇u · ∇ϕ dx
∫
Ω
(|x|−αuq − |x|−β |∇u|s)ϕ dx) (2.4)
holds.
To obtain a priori estimates of the solutions, we introduce a test function ξ ∈ C10(Ω; [0,1]) such that
ξ(x) =
{
1, x ∈ B3R(0) \ B2R(0),
0, x ∈ BR(0) ∪ (Ω \ B4R(0)) (2.5)
and
∣∣∇ξ(x)∣∣ cR−1 ∀x ∈ Ω, (2.6)
where c > 0 is a positive constant.
Set
χ(x) = ξλ(x) (2.7)
for λ > 0, which can be speciﬁed further according to the nature of the problem.
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In this section, we will state the integral estimates of (1.1) and (1.2) in the case of L is the S-p-C operator.
Theorem 3.1. Let q > p − 1, L be deﬁned by (2.1) and be S-p-C. Assume that u is a nonnegative weak solution of (1.1) in Ω = Ωe
(resp. Ωi).
Then for all θ ∈ (0,q) there exists a constant C = C(N, p,q, θ) > 0 such that
∫
B3R\B2R
uθ dx C RN−
θ(p−α)
q−p+1 , ∀R > 1
(
resp. 0< R <
1
4
)
. (3.1)
Similarly, for all σ ∈ (0, pqq+1 ) there exists a constant C = C(N, p,q, σ ) > 0 such that
∫
B3R\B2R
|∇u|σ dx C RN− σ (q−α+1)q−p+1 , ∀R > 1
(
resp. 0< R <
1
4
)
. (3.2)
Remark 3.2. Bidaut-Véron and Pohozaev [14] (see also Theorem E in [1]) have proved (3.1). Here we shall use the ideas of
Serrin and Zou [13] to give a priori estimates for u and its gradient.
Proof of Theorem 3.1. Without loss of generality, we suppose u > 0. If u is allowed to vanish at some points, we may
replace u by uδ = u + δ with arbitrary δ > 0 and then pass to the limit as δ → 0.
For k > p which will be determined later and d = q − θ > 0, taking φ = ξku−d > 0 as a test function in (1.1), where ξ is
deﬁned as (2.5), we get∫
Ω
|x|−αuθ ξk dx+ d
∫
Ω
A(x,u,∇u)|∇u|2u−d−1ξk dx
∫
Ω
A(x,u,∇u)u−d∇u · ∇ξk dx. (3.3)
It follows from (2.2) that∫
Ω
|x|−αuθ ξk dx+ c1d
∫
Ω
uθ−q−1|∇u|pξk dx c2
∫
Ω
u−d|∇u|p−1∣∣∇ξk∣∣dx. (3.4)
Observe that
∣∣∇ξk∣∣= kξk−1|∇ξ | ckξk−1
R
. (3.5)
Then applying Young’s inequality with ε to the right side of (3.4), we have
c2
∫
Ω
u−d|∇u|p−1∣∣∇ξk∣∣dx ε
∫
Ω
uθ−q−1|∇u|pξk dx+ c(ε)
∫
Ω
uθ−rξk−pk
∣∣∇ξk∣∣p dx, (3.6)
where r = q + 1− p > 0. Combining (3.4) with (3.6), we get∫
Ω
|x|−αuθ ξk dx+ (c1d − ε)
∫
Ω
uθ−q−1|∇u|pξk dx c(ε)
∫
Ω
uθ−rξk−pk
∣∣∇ξk∣∣p dx. (3.7)
Choosing ε = c1d2 in (3.7) and using (3.5), we get∫
Ω
|x|−αuθ ξk dx+ c1d
2
∫
Ω
uθ−q−1|∇u|pξk dx C R−p
∫
Ω
uθ−rξk−p dx (3.8)
with the constant C depending on p,q,k, θ .
Now, we begin to estimate the right term of (3.8). Firstly, if θ = r, by (3.8), we have∫
Ω
|x|−αuθ ξk dx C R−p
∫
Ω
ξk−p dx C RN−p . (3.9)
Therefore,
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uθ dx C RN−p+α, (3.10)
i.e., (3.1) is proven.
If θ > r, choosing k = θ pr > p and applying Young’s inequality with η to the right-hand side of (3.8), we obtain
R−p
∫
Ω
uθ−rξk−p dx η
∫
Ω
|x|−αuθ ξk dx+ c(η)RN− pθ−α(θ−r)r . (3.11)
Putting (3.11) into (3.8) and choosing η = 12C , we get
1
2
∫
Ω
|x|−αuθ ξk dx+ c1d
2
∫
Ω
uθ−q−1|∇u|pξk dx C RN− pθ−α(θ−r)r . (3.12)
Consequently, (3.1) follows immediately.
Finally, if θ < r, we apply Hölder’s inequality with exponents r
θ
and rr−θ to obtain
∫
B3R\B2R
uθ dx C R
N(r−θ)
r
( ∫
B3R\B2R
ur dx
) θ
r
. (3.13)
Since (3.1) is already known to hold for θ = r < q, we obtain the desired estimate. The proof of (3.1) is complete.
To prove (3.2), we note that σ < p. By using Hölder’s inequality with exponents pσ and
p
p−σ , we get
∫
B3R\B2R
|∇u|σ dx
( ∫
B3R\B2R
uθ−q−1|∇u|p dx
) σ
p
( ∫
B3R\B2R
uσ¯ dx
)1− σp
(3.14)
where σ¯ = σ(q+1−θ)p−σ . Since σ ∈ (0, pqq+1 ), we can choose θ close to q such that σ¯ ∈ (0,q). Hence, we can apply (3.1) to the
second integral on the right-hand side of (3.14) and (3.12) to the ﬁrst integral. Combing and simplifying these estimates, we
get the conclusion immediately. 
Theorem 3.3. Let q > p − 1 and 0 < s < pqq+1 . Let L be deﬁned by (2.1) and be S-p-C. Assume that u is a nonnegative weak solution
of (1.2) in Ω = Ωe (resp. Ωi).
(i) If α(s − p + 1) − β(q − p + 1) > s − q(p − s) (resp. <), then for all θ ∈ (0,q) there exists a constant C = C(N, p,q, s, θ) > 0
such that∫
B3R\B2R
uθ dx C RN+
θ [α(p−s)−βp]
q(p−s)−s , ∀R > 1
(
resp. 0< R <
1
4
)
. (3.15)
Similarly, for all σ ∈ (0, pqq+1 ) there exists a constant C = C(N, p,q, s, σ ) > 0 such that∫
B3R\B2R
|∇u|σ dx C RN+ σ [α−β(q+1)]q(p−s)−s , ∀R > 1
(
resp. 0< R <
1
4
)
. (3.16)
(ii) If α(s − p + 1) − β(q − p + 1) s − q(p − s) (resp. ), then for all θ ∈ (0,q) there exists a constant C = C(N, p,q, s, θ) > 0
such that∫
B3R\B2R
uθ dx C RN−
θ(p−α)
q−p+1 , ∀R > 1
(
resp. 0< R <
1
4
)
. (3.17)
Similarly, for all σ ∈ (0, pqq+1 ) there exists a constant C = C(N, p,q, s, σ ) > 0 such that∫
B3R\B2R
|∇u|σ dx C RN− σ (q−α+1)q−p+1 , ∀R > 1
(
resp. 0< R <
1
4
)
. (3.18)
Remark 3.4. Theorem 3.3 extends the results of Theorem 3.1. The only difference is that we have a gradient term to be
estimated. In addition, if s = 0 and β = 0, Theorem 3.1 gives the results.
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Without loss of generality, we can assume u > 0. For k > p to be determined later and d = q − θ > 0, taking φ =
ξku−d > 0 as a test function in (1.2) and using (2.2), we have∫
Ω
|x|−αuθ ξk dx+ c1d
∫
Ω
uθ−q−1|∇u|pξk dx
 c2
∫
Ω
u−d|∇u|p−1∣∣∇ξk∣∣dx+
∫
Ω
|x|−βu−d|∇u|sξk dx. (3.19)
In order to obtain (3.15)–(3.18), we want to estimate the two right terms of (3.19). The proof will be divided into two steps.
Step 1. θ  r. We ﬁrst focus on the ﬁrst term on the right-hand side of (3.19). By repeating the proofs of (3.6)–(3.12) of
Theorem 3.1, we can obtain∫
Ω
u−d|∇u|p−1∣∣∇ξk∣∣dx
 ε
∫
Ω
uθ−q−1|∇u|pξk dx+ c(ε)
∫
Ω
uθ−rξk−pk
∣∣∇ξk∣∣p dx
 ε
∫
Ω
uθ−q−1|∇u|pξk dx+ ηc(ε)
∫
Ω
|x|−αuθ ξk dx+ c(ε)c(η)RN− pθ−α(θ−r)r . (3.20)
Next, we shall consider the second term on the right-hand side of (3.19). By Young’s inequality with ε′ , we have∫
Ω
|x|−βu−d|∇u|sξk dx ε′
∫
Ω
uθ−q−1|∇u|pξk dx+ c(ε′)
∫
Ω
|x|− pβp−s umξk dx, (3.21)
where m = (p−s)(θ−q)+sp−s . Since s ∈ (0, pqq+1 ), we can deduce that m < θ . Then by Young’s inequality with η′ , we have∫
Ω
|x|− pβp−s umξk dx η′
∫
Ω
|x|−αuθ ξk dx+ c(η′)
∫
Ω
|x| α[(θ−q)(p−s)+s]−θβpq(p−s)−s ξk dx. (3.22)
Combining (3.21) with (3.22), we get∫
Ω
|x|−βu−d|∇u|sξk dx
 ε′
∫
Ω
uθ−q−1|∇u|pξk dx+ c(ε′)
∫
Ω
|x|− pβp−s umξk dx
 ε′
∫
Ω
uθ−q−1|∇u|pξk dx+ η′c(ε′)
∫
Ω
|x|−αuθ ξk dx+ c(ε′)c(η′)
∫
Ω
|x| α[(θ−q)(p−s)+s]−θβpq(p−s)−s ξk dx. (3.23)
Summing up the results of two preliminary steps, and putting (3.20) and (3.23) into (3.19), we have
(
1− c2ηc(ε) − η′c
(
ε′
))∫
Ω
|x|−αuθ ξk dx+ (c1d − c2ε − ε′)
∫
Ω
uθ−q−1|∇u|pξk dx
 c2c(ε)c(η)RN−
pθ−α(θ−r)
r + c(ε′)c(η′)
∫
Ω
|x| α[(θ−q)(p−s)+s]−θβpq(p−s)−s ξk dx. (3.24)
By choosing ε = c1d3c2 , η = 13c2c(ε) , ε′ =
c1d
3 and η
′ = 13c(ε′) , we get
1
3
∫
Ω
|x|−αuθ ξk dx+ 1
3
c1d
∫
Ω
uθ−q−1|∇u|pξk dx
 C
(
RN−
pθ−α(θ−r)
r +
∫
Ω
|x| α[(θ−q)(p−s)+s]−θβpq(p−s)−s ξk dx
)
 C
(
RN−
pθ−α(θ−r)
r + RN+ α[(θ−q)(p−s)+s]−θβpq(p−s)−s ). (3.25)
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uθ dx C
(
RN−
θ(p−α)
q−p+1 + RN+ θ [α(p−s)−βp]q(p−s)−s ). (3.26)
If α(s − p + 1) − β(q − p + 1) > s − q(p − s) (resp. <), then we have
RN−
θ(p−α)
q−p+1 < RN+
θ [α(p−s)−βp]
q(p−s)−s for R > 1
(
resp. 0< R <
1
4
)
. (3.27)
Hence, the proof of (3.15) for θ  r is complete.
Step 2. θ < r. Applying Hölder’s inequality with exponents r
θ
and rr−θ , we obtain
∫
B3R\B2R
uθ dx C R
N(r−θ)
r
( ∫
B3R\B2R
ur dx
) θ
r
. (3.28)
Since (3.15) is already known to hold for θ = r < q, we obtain the desired estimate.
To prove (3.16), we note that σ < p. Applying Hölder’s inequality, we get
∫
B3R\B2R
|∇u|σ dx
( ∫
B3R\B2R
uθ−q−1|∇u|p dx
) σ
p
( ∫
B3R\B2R
uσ¯ dx
)1− σp
, (3.29)
where σ¯ = σ(q+1−θ)p−σ . Since σ ∈ (0, pqq+1 ), we can choose θ close to q such that σ¯ ∈ (0,q). Combining (3.15) with (3.25), we
deduce the desired inequality (3.16).
(ii) The proofs are similar, we omit the details here. 
Now we analyze the problem (1.2) for the sublinear case q p − 1. Denote
−
∫
Ω
f (x)dx = 1|Ω|
∫
Ω
f (x)dx. (3.30)
Theorem 3.5. Let q  p − 1, L be deﬁned by (2.1) and be S-p-C. Assume that u is a nonnegative weak solution of (1.2) in Ω = Ωe
(resp. Ωi ).
(i) If 0< s p − 1 and
(1) β > p − s (resp. <), then there exists a constant C > 0 which is independent of u such that
(
−
∫
B3R\B2R
ul dx
) p−1−q
l
+
(
−
∫
B3R\B2R
ul dx
) sp−s −q
l
 C Rp−α, ∀R > 1
(
resp. 0< R <
1
4
)
(3.31)
holds for l > p − 1.
(2) β  p − s (resp. ), then there exists a constant C > 0 which is independent of u such that
(
−
∫
B3R\B2R
ul dx
) p−1−q
l
+
(
−
∫
B3R\B2R
ul dx
) sp−s −q
l
 C R
βp
p−s−α, ∀R > 1
(
resp. 0< R <
1
4
)
(3.32)
holds for l > p − 1.
(ii) If p − 1< s < p and l > sp−s , then we obtain the same conclusion as in (i).
Remark 3.6. If s = 0 and β = 0, M.F. Bidaut-Véron and S. Pohozaev [14, Theorem 3.1] got the general a priori estimates.
Proof of Theorem 3.5. Without loss of generality, we consider u > 0. Multiplying (1.2) by uγ χ and integrating by parts,
by (2.2) we get
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|x|−αuq+γ χ dx+ c1|γ |
∫
Ω
uγ−1|∇u|pχ dx

∫
Ω
|x|−βuγ |∇u|sχ dx+ c2
∫
Ω
uγ |∇u|p−1|∇χ |dx
≡ I1 + I2. (3.33)
We shall estimate the two right terms of (3.33). We ﬁrst focus on the I1 of (3.33). By Young’s inequality with ε, we get
I1 =
∫
Ω
|x|−βuγ |∇u|sχ dx
 ε
∫
Ω
uγ−1|∇u|pχ dx+ c(ε)
∫
Ω
|x|− βpp−s uγ+ sp−s χ dx. (3.34)
If γ > − sp−s , for any l > γ + sp−s , setting m = lγ+ sp−s > 1, we have by Hölder’s inequality
∫
Ω
|x|− βpp−s uγ+ sp−s χ dx
(∫
Ω
ulχ dx
) 1
m
(∫
Ω
|x|−m
′βp
p−s χ dx
) 1
m′
. (3.35)
Hence
I1  ε
∫
Ω
uγ−1|∇u|pχ dx+ c(ε)
(∫
Ω
ulχ dx
) 1
m
(∫
Ω
|x|−m
′βp
p−s χ dx
) 1
m′
. (3.36)
If γ = − sp−s , we get directly from (3.34)
I1  ε
∫
Ω
uγ−1|∇u|pχ dx+ c(ε)
∫
Ω
|x|− βpp−s dx. (3.37)
Next, we shall estimate the I2 of (3.33). By Young’s inequality with exponents
p
p−1 and p, we get
I2 = c2
∫
Ω
uγ |∇u|p−1∇χ dx
 c2ε′
∫
Ω
uγ−1|∇u|pχ dx+ c2c
(
ε′
)∫
Ω
up+γ−1|∇χ |pχ1−p dx. (3.38)
If γ > 1− p, for any l > p − 1+ γ , setting n = lγ+p−1 > 1, we have by Hölder’s inequality
∫
Ω
up+γ−1|∇χ |pχ1−p dx
(∫
Ω
ulχ dx
) 1
n
(∫
Ω
|∇χ |pn′
χ pn
′−1 dx
) 1
n′
. (3.39)
Hence
I2  c2ε′
∫
Ω
uγ−1|∇u|pχ dx+ c2c
(
ε′
)(∫
Ω
ulχ dx
) 1
n
(∫
Ω
|∇χ |pn′
χ pn
′−1 dx
) 1
n′
. (3.40)
If γ = 1− p, we get directly from (3.38)
I2  c2ε′
∫
Ω
uγ−1|∇u|pχ dx+ c2c
(
ε′
)∫
Ω
|∇χ |pχ1−p dx. (3.41)
Summing up the results of two preliminary steps, we shall consider the following four situations.
730 X. Li, F. Li / J. Math. Anal. Appl. 378 (2011) 723–733Firstly, if γ > − sp−s and γ > 1− p, by putting (3.36) and (3.40) into (3.33), we deduce that∫
Ω
|x|−αuq+γ χ dx+ (c1|γ | − ε − c2ε′)
∫
Ω
uγ−1|∇u|pχ dx
 c(ε)
(∫
Ω
ulχ dx
) 1
m
(∫
Ω
|x|−m
′βp
p−s χ dx
) 1
m′ + c2c
(
ε′
)(∫
Ω
ulχ dx
) 1
n
(∫
Ω
|∇χ |pn′
χ pn
′−1 dx
) 1
n′
. (3.42)
Taking ε = c1|γ |3 and ε′ = c1|γ |3c2 in (3.42), we get
∫
Ω
|x|−αuq+γ χ dx C
(
R
N
m′ −
βp
p−s
( ∫
B3R\B2R
ul dx
)−q+ sp−s
l + R Nn′ −p
( ∫
B3R\B2R
ul dx
) p−1−q
l
)
. (3.43)
Secondly, if γ > − sp−s and γ = 1− p, then s > p − 1. Putting (3.36) and (3.41) into (3.33), we deduce that∫
Ω
|x|−αuq+γ χ dx+ (c1|γ | − ε − c2ε′)
∫
Ω
uγ−1|∇u|pχ dx
 c(ε)
(∫
Ω
ulχ dx
) 1
m
(∫
Ω
|x|−m
′βp
p−s χ dx
) 1
m′ + c2c
(
ε′
)∫
Ω
|∇χ |pχ1−p dx. (3.44)
Taking ε = c1|γ |3 and ε′ = c1|γ |3c2 in (3.44), we get
∫
Ω
|x|−αuq+γ χ dx C
(
R
N
m′ −
βp
p−s
( ∫
B3R\B2R
ul dx
)−q+ sp−s
l + R Nn′ −p
)
. (3.45)
Thirdly, if γ = − sp−s and γ > 1− p, then s < p − 1. Putting (3.37) and (3.40) into (3.33), we deduce that∫
Ω
|x|−αuq+γ χ dx+ (c1|γ | − ε − c2ε′)
∫
Ω
uγ−1|∇u|pχ dx
 c(ε)
∫
Ω
|x|− βpp−s dx+ c2c
(
ε′
)(∫
Ω
ulχ dx
) 1
n
(∫
Ω
|∇χ |pn′
χ pn
′−1 dx
) 1
n′
. (3.46)
Taking ε = c1|γ |3 and ε′ = c1|γ |3c2 in (3.46), we get
∫
Ω
|x|−αuq+γ χ dx C
(
R
N
m′ −
βp
p−s + R Nn′ −p
( ∫
B3R\B2R
ul dx
) p−1−q
l
)
. (3.47)
Finally, if γ = − sp−s = 1− p, then s = p − 1. Putting (3.37) and (3.41) into (3.33), we deduce that∫
Ω
|x|−αuq+γ χ dx+ (c1|γ | − ε − c2ε′)
∫
Ω
uγ−1|∇u|pχ dx
 c(ε)
∫
Ω
|x|− βpp−s dx+ c2c
(
ε′
) ∫
Ω
|∇χ |pχ1−p dx. (3.48)
Taking ε = c1|γ |3 and ε′ = c1|γ |3c2 in (3.48), we get∫
Ω
|x|−αuq+γ χ dx C(R Nm′ − βpp−s + R Nn′ −p). (3.49)
Hence, we obtain (3.43) for γ − s and γ  1− p. Taking γ = −q in (3.43), i.e., q p − 1, we getp−s
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Ω
|x|−αχ dx C
(
R
N
m′ −
βp
p−s
( ∫
B3R\B2R
ul dx
)−q+ sp−s
l + R Nn′ −p
( ∫
B3R\B2R
ul dx
) p−1−q
l
)
. (3.50)
Thus
C
(
Rα−
βp
p−s− Nm
( ∫
B3R\B2R
ul dx
)−q+ sp−s
l + Rα−p− Nn
( ∫
B3R\B2R
ul dx
) p−1−q
l
)
 1, (3.51)
i.e.,
C
(
Rα−
βp
p−s
(
−
∫
B3R\B2R
ul dx
)−q+ sp−s
l + Rα−p
(
−
∫
B3R\B2R
ul dx
) p−1−q
l
)
 1. (3.52)
(i) If 0< s p − 1, we have p − 1 sp−s . For γ ∈ [− sp−s ,0), we have γ + p − 1 γ + sp−s  0. By l > p − 1, we deduce
that (3.35) and (3.39) hold. Under the conditions (1) and (2), we can easily obtain (3.31) and (3.32) from (3.52).
(ii) If p − 1< s < p, we have p − 1< sp−s . For γ ∈ [1− p,0), we have 0< γ + p − 1< γ + sp−s . By l > sp−s , we deduce
that (3.35) and (3.39) are valued. We can easily obtain the same results. 
4. Harnack inequality
We ﬁrst state a lemma which will be useful to prove Theorem 4.3.
Lemma 4.1. Let p < N. L is deﬁned by (2.1) and is S-p-C. Assume that u ∈ W 1,p(Ω) ∩ C(Ω) is a nonnegative weak solution of the
two sided inequality
|Lu| c(x)|∇u|p−1 + d(x)up−1 + f (x), (4.1)
where c ∈ Lδ′(Ω), d, f ∈ Lδ(Ω), δ′ > N and δ ∈ ( Np , Np−1 ).
Then, for every R > 0 such that B2R ⊂ Ω , there exists a positive C depending on
N, p, δ, δ′, R1−
N
δ′ ‖c‖Lδ′ (B2R ), Rp−
N
δ ‖d‖Lδ(B2R )
such that
sup
BR
u  C
(
inf
BR
u + Rp− Nδ ‖ f ‖Lδ(B2R )
)
. (4.2)
Remark 4.2. Lemma 4.1 is exactly the special case of Theorem 4 of [12], which also holds when p = N (see Section 1,
relation (8) in [12]), and when p > N provided δ = 1 (see Section 5 in [12]). Moreover, it is an extension of Lemma 4.2
in [13].
Now, we derive our Harnack inequality from the previous results.
Theorem 4.3. Let Ω = Ωe(resp.Ωi). Assume that p < N, p − 1< q < N(p−1)N−p , L is deﬁned by (2.1) and is S-p-C.
(i) If u is a nonnegative weak solution of the inequality (1.3), then there exists a constant C = C(N, p,q,Λ) > 0 such that
sup
B3R\B2R
u  C inf
B3R\B2R
u. (4.3)
(ii) If u is a nonnegative weak solution of the inequality (1.4) and p−1 s < pqq+1 , then (4.3) holds with C = C(N, p,q, s,Λ, R) > 0.
Remark 4.4. Theorem 4.3 is an extension of Theorem 4.1 in [13], in which only the case s = p − 1, α = 0 and β = 0 in (1.4)
is considered.
Proof of Theorem 4.3. (i) In view of (1.3) and (4.1), we shall apply Lemma 4.1 with c = f = 0 and d = Λ|x|−αuq−p+1. We
require an estimate of the form ‖d‖Lδ(B \B ) for δ ∈ ( N , N ). Thus3R 2R p p−1
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( ∫
B3R\B2R
(|x|−αuq−p+1)δ dx
) 1
δ
ΛR−α
( ∫
B3R\B2R
uθ dx
) 1
δ
ΛR Nδ −p, (4.4)
where we have used Theorem 3.1 provided that θ = (q − p + 1)δ < q for δ ∈ ( Np , Np−1 ). It is suﬃce to verify that Np <
q
q−p+1 <
N
p−1 , which is equivalent to
N(p−1)
N−p+1 < q <
N(p−1)
N−p . We can choose δ ∈ ( Np , Np−1 ) near enough to Np such that the
above expressions hold. Hence
Rp−
N
δ ‖d‖Lδ(B3R\B2R ) Λ. (4.5)
By Lemma 4.1, we can obtain the conclusion (4.3).
(ii) In view of (1.4) and (4.1), we shall apply Lemma 4.1 with c = Λ|x|−β |∇u|s−p+1 and d = Λ|x|−αuq−p+1, f = 0. We
shall consider the following two situations.
(1) If α(s − p + 1) − β(q − p + 1) > s − q(p − s) (resp. <), we have
‖c‖Lδ(B3R\B2R ) = Λ
( ∫
B3R\B2R
(|x|−β |∇u|s−p+1)δ′ dx
) 1
δ′
ΛR−β
( ∫
B3R\B2R
|∇u|σ dx
) 1
δ′
ΛR
N
δ′ +
α(s−p+1)−β(q−p+1)
q(p−s)−s , (4.6)
where we have used (i) of Theorem 3.3 provided that σ = (s − p + 1)δ′ < pqq+1 for δ′ > N . It is suﬃce to show that N(s −
p + 1) < pqq+1 for s < pqq+1 . We just need to verify N( pqq+1 − p + 1) < pqq+1 , which is equivalent to q < N(p−1)N−p . We can choose
δ′ > N near enough to N such that the above expressions hold. Hence
R1−
N
δ′ ‖c‖Lδ(B3R\B2R ) ΛR1+
α(s−p+1)−β(q−p+1)
q(p−s)−s . (4.7)
By Lemma 4.1, we can obtain the conclusion (4.3).
Moreover, by (3.15) in Theorem 3.3, we get
‖d‖Lδ(B3R\B2R ) = Λ
( ∫
B3R\B2R
(|x|−αuq−p+1)δ dx
) 1
δ
ΛR−α
( ∫
B3R\B2R
uθ dx
) 1
δ
ΛR
N
δ
+ p[α(s−p+1)−β(q−p+1)]q(p−s)−s , (4.8)
where θ = (q − p + 1)δ < q for δ ∈ ( Np , Np−1 ). The rest of proofs are similar to case (i), we omit the details here.
(2) If α(s − p + 1) − β(q − p + 1) s − q(p − s) (resp. ), by (3.18) in Theorem 3.3, we obtain
‖c‖Lδ(B3R\B2R ) = Λ
( ∫
B3R\B2R
(|x|−β |∇u|s−p+1)δ′ dx
) 1
δ′
ΛR−β
( ∫
B3R\B2R
|∇u|σ dx
) 1
δ′
ΛR
N
δ′ −1, (4.9)
where σ = (s− p + 1)δ′ < pqq+1 for δ′ > N . The rest of proofs are similar to case (1), we omit the details here. Moreover, the
estimate of the norm ‖d‖Lδ(B3R\B2R ) is the same as in (i). Lemma 4.1 yields the required conclusion.
Thus, the proof is complete. 
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