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CONTAINMENT RESULTS FOR IDEALS OF VARIOUS CONFIGURATIONS
OF POINTS IN PN
CRISTIANO BOCCI, SUSAN COOPER, AND BRIAN HARBOURNE
Abstract. Guided by evidence coming from a few key examples and attempting to unify previous
work of Chudnovsky, Esnault-Viehweg, Eisenbud-Mazur, Ein-Lazarsfeld-Smith, Hochster-Huneke
and Bocci-Harbourne, Harbourne and Huneke recently formulated a series of conjectures that relate
symbolic and regular powers of ideals of fat points in PN . In this paper we propose another
conjecture along the same lines (Conjecture 3.9), and we verify it and the conjectures of Harbourne
and Huneke for a variety of configurations of points.
1. Introduction
1.1. Historical Overview. The difference between ordinary and symbolic powers of ideals under-
lies many fundamental problems in algebraic geometry and commutative algebra. A manifestation
of these differences in algebraic geometry is the occurrence of non-linearly normal embeddings of
varieties V in projective space, or, more generally, the typical lack of surjectivity of canonical maps
of the form H0(V,F)⊗r → H0(V,F⊗r), given a sheaf of modules F on V . In commutative algebra
these differences are related to the occurrence of associated primes for powers Ir of an ideal which
are not associated primes for I itself.
One of the simplest contexts of interest in this regard is that of ideals of points in projective
space. So consider the ideal I of a finite set of points P1, . . . , Pn ∈ PN . Thus I is the radical ideal
I = ∩jI(Pj) in the polynomial ring K[PN ] = K[x0, . . . , xN ] over the ground field K, where I(Pj) is
the ideal generated by all homogeneous polynomials (i.e., by all forms) which vanish at each point
Pj . The symbolic power I
(m) of I in this case is ∩j(I(Pj)m). More generally, if I ⊂ K[PN ] is any
homogeneous ideal, then the associated primes Pi for I are homogeneous and we have a primary
decomposition I = ∩iQi where each Qi is homogeneous and Pi-primary. Let P ′j be the associated
primes for Im and let Im = ∩jQ′j be a primary decomposition such that each Q′j is homogeneous
and P ′j-primary. Then the m-th symbolic power is I
(m) = ∩j:P ′j⊆Pi for some iQ′j.
For simplicity, we will assume K is algebraically closed. In some cases we will assume K has
characteristic 0, but only where we say this explicitly.
Given a homogeneous ideal (0) 6= J ⊆ K[PN ], α(J) denotes the least degree of a non-zero form in
J . It is easy to see that α(Jr) = rα(J), but the behavior of α(J (r)) is much more complicated and
not well-understood. For an ideal I of a finite set of points of PN with K = C, Skoda [Sk], in work
on complex functions with applications to number theory, sharpened a result of Waldschmidt [W] by
showing α(I(m))/m ≥ α(I)/N for allm ≥ 1. A further refinement, α(I(m))/m ≥ α(I(n))/(n+N−1),
is given in [W2, Lemme 7.5.2]. Chudnovsky [Ch] improved the original Waldschmidt-Skoda bound
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when N = 2 by showing α(I(m))/m ≥ (α(I) + 1)/2 for all m ≥ 1 (over any field) and conjectured
for any N that α(I(m))/m ≥ (α(I) +N − 1)/N . Esnault-Viehweg [EV] (using methods of complex
algebraic geometry such as vanishing theorems) made partial progress towards these conjectures
by showing α(I(m))/m ≥ (α(I(n)) + 1)/(n +N − 1) for m,n ≥ 1.
On a different but actually closely related tack, Ein-Lazarsfeld-Smith [ELS] (using multiplier
ideals) and Hochster-Huneke [HoHu] (using tight closure) showed that I(rN) ⊆ Ir for all r > 0
(as one case of more general results). This raises the question of what the smallest constant c is
such that I(m) ⊆ Ir whenever m > cr. The first and third authors [BH2] showed in fact that
c = N is optimal (in the sense that for each c < N , there is an ideal I of points in PN such
that I(m) ⊆ Ir fails for some m and r with m > cr). The third author (see [B. et al]), following
up on questions of Huneke and with the goal of obtaining tighter containments, showed for some
ideals I that I(Nr−(N−1)) ⊆ Ir holds for all r > 0, and conjectured that this holds for all I.
Motivated by this, by the third author’s observation that I(rN) ⊆ Ir implies Skoda’s bound in a
characteristic free way (see [HaHu]; also see the discussion in [Sc]—the latter paper also obtains
Skoda’s result for positive characteristics, using methods growing out of tight closure) and by the
Eisenbud-Mazur [EM] conjecture on evolutions, the third author and Huneke [HaHu] formulated
additional conjectures, refining previous conjectures and tightening them further by considering
containments of I(m) in products of the form M jIr, where M ⊂ K[PN ] is the ideal generated by
the variables.
Other than theoretical considerations, these new conjectures are based on only a few key exam-
ples. The goal of the present paper is to collect together what is known, and to broaden the base
of support of these conjectures by proving additional cases of the conjectures. We also propose a
new conjecture, Conjecture 3.9, along the same lines as those of [HaHu], and we verify this new
conjecture in a range of cases.
1.2. Technical Overview. Although questions of containments of symbolic powers in ordinary
powers is of interest in general (and there is some evidence that the conjectures of [HaHu] hold
more generally, not just for ideals of points), symbolic powers of ideals of fat points are of special
interest, both for their conceptual simplicity and as a starting point for trying to understand these
containment problems. To recall, given a finite set of distinct points P1, . . . , Pn in K[P
N ] and
non-negative integers m1, . . . ,mn, a fat point subscheme is the subscheme defined by an ideal of
the form I = I(P1)
m1 ∩ I(P2)m2 ∩ · · · ∩ I(Pn)mn , where I(Pi) is the ideal generated by the forms
that vanish at Pi. The mth symbolic power of such an ideal turns out to be I
(m) = I(P1)
mm1 ∩
I(P2)
mm2 ∩ · · · ∩ I(Pn)mmn .
In the paper [HaHu], Harbourne and Huneke consider the following general questions (among
others):
Question 1.1. [HaHu, Questions 1.3, 1.4 and Conjecture 4.1.5] Let R = K[PN ] and M =
(x0, . . . , xN ) be the maximal homogeneous ideal of R. Let I ⊆ R be a homogeneous ideal.
(1) For which m, i and j do we have I(m) ⊆M jIi?
(2) For which j does I(rN) ⊆M jIr hold for all homogeneous ideals I ⊆ R and all r?
(3) For which j does I(rN−N+1) ⊆M jIr hold, given that I(rN−N+1) ⊆ Ir holds for all r?
The first question is a natural outgrowth of the Eisenbud-Mazur conjecture (which concerns
containment of symbolic squares P (2) of prime ideals P in MP ). Given that it is known that
I(rN) ⊆ Ir holds for all r > 0, the second question arises naturally if one tries to decrease the gap
between I(rN) and Ir. Another way to decrease the gap is by making the exponent of the symbolic
power smaller. As discussed above, one cannot in general do this by making the coefficient N of r
smaller. This suggested subtracting something off, which led to the conjecture that I(rN−(N−1)) ⊆
Ir [B. et al, Conjecture 8.4.2], and given this conjecture it is natural to ask if one can decrease the
gap further. This leads to the third question.
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In the spirit of Question 1.1, Harbourne and Huneke state a series of conjectures (see Section
3) involving containment of symbolic powers of ideals in their regular powers, as well as bounding
the initial degrees of symbolic powers in terms of the initial degrees of the ideal itself. We consider
these conjectures specialized to various configurations of points. In Section 2 we recall some facts
and prove a few others that will be useful later on. In Section 3 we state the conjectures of
interest. In Section 4 we verify that the conjectures hold under the assumption that the symbolic
and ordinary powers are the same, such as when the points comprise a complete intersection. In
Section 5 we consider the case of points on smooth plane conics. In Section 6 we study certain
important special point sets of PN called star configurations. In Section 7, we look at sets of points
contained in a hyperplane, as a corollary of which we recover and extend a result of [Du]. In Section
8 we investigate general sets of points in the plane. Finally, we conclude in Section 9 with a few
additional characteristic 0 results for PN .
2. Preliminaries
Given a homogeneous ideal 0 6= I ⊆ R = K[PN ], let α(I) be the least degree t such that the
homogeneous component It in degree t is not zero. Thus α is, so to speak, the degree in which
the ideal begins (i.e., the degree of a generator of least degree). Throughout the paper, since
it will always be clear from context what the ring K[PN ] is, we will simply use M to denote
the maximal proper homogeneous ideal of K[PN ] (i.e., the irrelevant ideal M = (x0, . . . , xN ) ⊆
K[PN ] = K[x0, . . . , xN ]). Thus α(I) is also the M -adic order of I (i.e., the largest t such that
I ⊆M t).
The Hilbert function of I is the function hI(t) = dimK It for t ≥ 0. For t≫ 0, hI is a polynomial.
Let τ(I) be the least degree t such that the Hilbert function becomes equal to the Hilbert polynomial
of I, let σ(I) = τ(I) + 1 and let 0 → FN → · · · → F0 → I → 0 be a minimal free resolution of
I over R, where Fi as a graded R-module is ⊕R[−bij]. Then the Castelnuovo-Mumford regularity
reg(I) of I is the maximum over all i and j of bij − i.
We say that I is saturated if M is not an associated prime of I. The saturation sat(I) of I is
the smallest homogeneous ideal containing I which is saturated. The saturation degree satdeg(I)
of I is the least degree s such that (sat(I))t = It for all t ≥ s. If I defines a 0-dimensional
subscheme of PN , then reg(I) is the maximum of satdeg(I) and σ(sat(I)), and so we always have
reg(I) ≥ satdeg(I) and see that reg(I) = σ(I) in the case that I is saturated (see [GGP]).
We can now recall a Postulational Containment Criterion that will be useful in this paper:
Lemma 2.1 (Postulational Criterion 2, [BH2]). Let I ⊆ K[PN ] be a homogeneous ideal (not
necessarily saturated) defining a 0-dimensional subscheme. If r reg(I) ≤ α(I(m)), then I(m) ⊆ Ir.
We also recall one of the main results of [HoHu]. The containment I(Nt) ⊆ It is the special case
for which m = 1.
Theorem 2.2. Let I ⊆ K[PN ] be a homogeneous ideal. Then I(t(m+N−1)) ⊆ (I(m))t holds for all
m, t ≥ 1.
Another useful fact is:
Proposition 2.3. If I ⊆ K[P2] is a homogeneous ideal such that I(j+1) ⊆MI(j) and I(2j) = (I(2))j
for all j ≥ 1, then I(t(m+1)) ⊆ M t(I(m))t holds for all t ≥ 1 and all m ≥ 1 and I(t(m+1)−1) ⊆
M t−1(I(m))t holds for all t ≥ 1 and all even m ≥ 2. If, moreover, I(2j+1) = (I(2))jI holds for all
j ≥ 0, then I(t(m+1)−1) ⊆M t−1(I(m))t holds for all t ≥ 1 and all odd m ≥ 1.
Proof. Since I(j+1) ⊆MI(j), we have I(j+i) ⊆M iI(j) for all i ≥ 1 and all j ≥ 1. And if j = ab, then
I(2j) = (I(2))j = (I(2))ab = ((I(2))a)b = (I(2a))b, so whenever m is even we have I(tm) = (I(m))t.
First assume m is even. Then I(tm) = (I(m))t and hence I(t(m+1)) ⊆ M tI(tm) = M t(I(m))t, and
also I(t(m+1)−1) = I(tm+t−1) ⊆M t−1I(tm) =M t−1(I(m))t.
4 CRISTIANO BOCCI, SUSAN COOPER, AND BRIAN HARBOURNE
Now assume m is odd. Then I(t(m+1)) = (I(m+1))t. But I(m+1) ⊆ MI(m), so I(t(m+1)) =
(I(m+1))t ⊆ (MI(m))t = M t(I(m))t. Finally assume in addition that I(2j+1) = (I(2))jI holds for
j ≥ 0 and write m = 2µ+ 1. If t = 2τ is even, then we have
I(t(m+1)−1) = I(4µτ+4τ−1) = I(4µτ+4(τ−1)+2+1) = (I(2))2µτ+2(τ−1)+1I = I(2tµ)I(2(t−1))I.
But I(2(t−1)) ⊆M t−1It−1 (applying the case already proved with m = 1), so we have I(t(m+1)−1) ⊆
I(2tµ)M t−1It−1I = M t−1ItI(2tµ) = M t−1(I(2µ)I)t = M t−1(I(m))t. If, on the other hand, t =
2τ + 1 is odd, then I(t(m+1)−1) = (I(2))2µτ+2τ+µI = (I(2µ))tI(2(t−1))I ⊆ (I(2µ))tM t−1It−1I =
M t−1(I(m))t. 
The next result is a special case of Proposition 4.2.3 of [Bo].
Lemma 2.4. Assume K has characteristic 0. Let I ⊆ K[PN ] = K[x0, . . . , xN ] be the radical ideal
of a finite set of points P1, . . . , Pn. Then I
(j+1) ⊆MI(j) for each j ≥ 1.
Proof. Let F ∈ I(j+1) be homogeneous. Since F ∈ (I(Pi))j+1 for each i, fixing i and taking
coordinates x0, . . . , xN such that xℓ vanishes at Pi for ℓ > 0, F is a sum of monomials in x0, . . . , xN
of degree at least j + 1 in the variables x1, . . . , xN . Thus for each 0 ≤ ℓ ≤ N , the degree in the
variables x1, . . . , xN of each term of ∂F/∂xℓ is at least j, hence ∂F/∂xℓ ∈ (I(Pi))j . Since the
partials with respect to one set of coordinates are linear combinations of the partials with respect
to any other linear change of coordinates, we see for any choice of coordinates x0, . . . , xN on P
N
that ∂F/∂xℓ ∈ I(Pi)j for each ℓ and i, hence ∂F/∂xℓ ∈ I(j) for each ℓ.
Applying Euler’s identity for a homogeneous polynomial G of positive degree (that deg(G)G =∑
ℓ xℓ∂G/∂xℓ) we see F is contained in MI
(j). 
This raises the following question:
Question 2.5. Let I ( K[PN ] be any proper homogeneous ideal where K has arbitrary charac-
teristic. Is it true that I(j+1) ⊆MI(j) for each j ≥ 1?
The following result can be useful in some cases; it is a variation of [HaHu, Proposition 2.3].
Lemma 2.6. Let I ⊂ K[PN ] be a homogeneous ideal defining a zero dimensional subscheme of
PN .
(a) If α(I(t(m+N−1))) ≥ t reg(I(m)) + t(N − 1), then I(t(m+N−1)) ⊆M t(N−1)(I(m))t.
(b) If I(t(m+N−1)−(N−1)) ⊆ (I(m))t and α(I(t(m+N−1)−(N−1))) ≥ t reg(I(m)) + (t − 1)(N − 1),
then
I(t(m+N−1)−(N−1)) ⊆M (t−1)(N−1)(I(m))t.
Proof. We know, by [GGP, Theorem 1.1], that reg((I(m))t) ≤ t reg(I(m)). In particular, (I(m))t is
generated in degree at most t reg(I(m)). Thus for any degree s ≥ t reg(I(m)) we haveM1((I(m))t)s =
((I(m))t)s+1 and hence (M
i)i((I
(m))t)s = ((I
(m))t)s+i. But (M
i)i((I
(m))t)s ⊆ (M i(I(m))t)s+i ⊆
((I(m))t)s+i so (M
i(I(m))t)s+i = ((I
(m))t)s+i if s ≥ t reg(I(m)).
(a) By Theorem 2.2 we have I(t(m+N−1)) ⊆ (I(m))t. Thus we have (I(t(m+N−1)))s ⊆ ((I(m))t)s =
(M t(N−1)(I(m))t)s for s ≥ t reg(I(m))+ t(N − 1). But (I(t(m+N−1)))s = 0 for s < α(I(t(m+N−1))), so
if α(I(t(m+N−1))) ≥ t reg(I(m)) + t(N − 1), then we have (I(t(m+N−1)))s ⊆ ((I(m))t)s for all s ≥ 0,
which implies the result.
(b) By assumption we have I(t(m+N−1)−(N−1)) ⊆ (I(m))t. Now mimic the proof of (a). We have
(I(t(m+N−1)−(N−1)))s ⊆ ((I(m))t)s = (M (t−1)(N−1)(I(m))t)s for s ≥ t reg(I(m))+ (t− 1)(N − 1). But
(I(t(m+N−1)−(N−1)))s = 0 for s < α(I
(t(m+N−1)−(N−1))), so if α(I(t(m+N−1)−(N−1))) ≥ t reg(I(m)) +
(t − 1)(N − 1), then we have (I(t(m+N−1)−(N−1)))s ⊆ ((I(m))t)s for all s ≥ 0, which implies the
result. 
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3. The conjectures
For the reader’s convenience, we list here the conjectures we will be considering.
Conjecture 3.1 ([HaHu, Conjecture 2.1]). Let I = ∩ni=1I(Pi)mi ⊂ K[PN ] be any fat points ideal.
Then I(rN) ⊆M r(N−1)Ir holds for all r > 0.
Conjecture 3.2 ([B. et al, Conjecture 8.20]). Let I ⊆ K[PN ] be a homogeneous ideal. Then
I(rN−(N−1)) ⊆ Ir holds for all r.
Conjecture 3.3 ([HaHu, Conjecture 4.1.4]). Let I ⊆ K[P2] be the radical ideal of a finite set of n
points Pi ∈ P2. Then I(m) ⊆ Ir holds whenever m/r ≥ 2α(I)/(α(I) + 1).
Conjecture 3.4 ([HaHu, Conjecture 4.1.5]). Let I ⊆ K[PN ] be the radical ideal of a finite set of
n points Pi ∈ PN . Then I(rN−(N−1)) ⊆M (r−1)(N−1)Ir holds for all r ≥ 1.
Conjecture 3.5 ([HaHu, Conjecture 4.1.8]). Let I ⊆ K[PN ] be the radical ideal of a finite set of
n points Pi ∈ PN . Then
α(I(rN−(N−1))) ≥ rα(I) + (r − 1)(N − 1)
for every r > 0.
Conjecture 3.6 ([HaHu, Question 4.2.1]). Let I ⊆ K[PN ] be the radical ideal of a finite set of n
points Pi ∈ PN . Then
α(I(m)) +N − 1
m+N − 1 ≤
α(I(r))
r
for all r > 0.
Conjecture 3.7 ([HaHu, Question 4.2.2]). Let I ⊆ K[PN ] be the radical ideal of a finite set of n
points Pi ∈ PN for N ≥ 2. Then I(t(m+N−1)) ⊆M t(I(m))t for all positive integers m and t.
Conjecture 3.8 ([HaHu, Question 4.2.3]). Let I ⊆ K[PN ] be the radical ideal of a finite set of n
points Pi ∈ PN . Then I(t(m+N−1)) ⊆M t(N−1)(I(m))t for all positive integers m and t.
Note that if we take m = 1 in Conjecture 3.8 we recover Conjecture 3.1. This suggests the
following conjecture, which in the same way implies Conjectures 3.2 and 3.4. It also completes a
pair of analogies: Conjecture 3.1 is to Conjecture 3.4 as Conjecture 3.8 is to the second part of
the following conjecture, and Conjecture 3.2 is to Conjecture 3.4 as the first part of the following
conjecture is to the second part.
Conjecture 3.9. Let I ⊆ K[PN ] be the radical ideal of a finite set of n points Pi ∈ PN . Then
I(t(m+N−1)−N+1) ⊆ (I(m))t and I(t(m+N−1)−N+1) ⊆M (t−1)(N−1)(I(m))t hold for all positive integers
m and t.
As we just saw, some conjectures are stronger than others. In fact the following implications
hold:
Proposition 3.10.
(1) Conjecture 3.4 implies Conjecture 3.5.
(2) Conjecture 3.8 implies Conjectures 3.6 and 3.7, and, when I is radical, Conjecture 3.1.
(3) Conjecture 3.9 implies Conjectures 3.4 and 3.5, and, when I is the radical ideal of a finite
set of points, Conjecture 3.2.
Proof. (1) Suppose Conjecture 3.4 holds. From I(rN−(N−1)) ⊆M (r−1)(N−1)Ir one has
α(I(rN−(N−1))) ≥ α(M (r−1)(N−1)Ir) = α(M (r−1)(N−1)) + α(Ir) = (r − 1)(N − 1) + rα(I)
and hence Conjecture 3.5 holds.
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(2) Suppose Conjecture 3.8 holds. The implication of Conjecture 3.7 is obvious. By Conjecture
3.8, taking t = r and m = 1, one has I(rN) ⊆ M r(N−1)(I(m))r = M r(N−1)Ir. Hence Conjecture
3.1 holds. Again from I(t(m+N−1)) ⊆ M t(N−1)(I(m))t of Conjecture 3.8, and from (I(t))m+N−1 ⊆
I(t(m+N−1)) one has
t(α(I(m)) +N − 1) = α(M t(N−1)(I(m))t) ≤ α((I(t))m+N−1) = (m+N − 1)α(I(t))
from which Conjecture 3.6 follows.
(3) Conjecture 3.9 implies Conjectures 3.2 and 3.4 by taking m = 1; then note that Conjecture
3.4 implies Conjecture 3.5 by (1). 
Remark 3.11. While this paper was under review a counterexample to Conjecture 3.2 over the
complex numbers in the case that r = N = 2 was posted to the arXiv [DST]. As a result, some
adjustment to the statements of Conjectures 3.2, 3.4 and 3.9 will be needed. The counterexample
involves a specific configuration of 12 points in P2C. These 12 points are arranged with respect to
9 lines such that each line contains 4 of the points and each point lies on 3 of the lines. A similar
counterexample arises by taking any 12 of the 13 points of the projective plane P2K over the field
K = Z/3Z of three elements. (Note that P2K has 13 points and 13 lines. Removing one point
leaves 12 points and removing the 4 lines through that point leaves 9 lines. These 12 points and 9
lines also are such that each line contains 4 of the points and each point lies on 3 of the lines.) It
turns out, both for the counterexample given in [DST] and for 12 points in P2K with K = Z/3Z,
that the form F obtained as the product of the 9 linear forms defining the lines is in I(3) but not
in I2, where I is the ideal of the 12 points. Thus I(3) 6⊆ I2. This also means that I(3) 6⊆ MI2,
and hence gives rise to a counterexample to Conjecture 3.4 when N = r = 2 and to Conjecture 3.9
when N = r = 2 and m = 1.
However, by [B. et al, Examples 8.4.4 and 8.4.5], Conjecture 3.2 holds when I is an ideal of points
over a ground field of characteristic 2, and when I is a monomial ideal in any characteristic. This
indicates that the conjecture in some cases depends on the characteristic, but also that it holds in
many cases. In this paper, we verify other cases for which the conjectures hold. It seems that any
failures must be fairly special, like the 12 points discussed above. These observations raise some
interesting new lines of investigation. Can the failures, or the characteristics in which they occur,
be classified? Alternatively, do Conjectures 3.2, 3.4 and 3.9 hold at least when r > N? Computer
calculations suggest this may be the case for the 12 points in P2K over K = Z/3Z.
4. Assuming symbolic equals ordinary
Suppose I ( K[PN ] is a homogeneous ideal such that I(r) = Ir for all r, such as is the case if I
is a complete intersection (see [ZS, Lemma 5, Appendix 6]). Note that I ⊆M .
Conjectures 3.1, 3.2, 3.4, 3.7, 3.8 and 3.9 all hold in this situation, by very similar proofs.
We demonstrate the method by proving Conjecture 3.9. The second part of Conjecture 3.9,
I(t(m+N−1)−N+1) ⊆M (t−1)(N−1)(I(m))t, holds (and hence so does the first part I(t(m+N−1)−N+1) ⊆
(I(m))t), since
I(t(m+N−1)−N+1) = It(m+N−1)−N+1 = I(t−1)(N−1)Imt ⊆M (t−1)(N−1)Imt =M (t−1)(N−1)(I(m))t.
Now consider Conjecture 3.3, that m/r ≥ 2α(I)/(α(I) + 1) implies I(m) ⊆ Ir for N = 2. This
holds since I(m) = Im and since 2α(I)/(α(I) + 1) ≥ 1, so m/r ≥ 2α(I)/(α(I) + 1) implies m ≥ r,
hence Im ⊆ Ir.
Conjectures 3.5 and 3.6 have very similar proofs. We leave 3.5 to the reader. Consider 3.6, that
α(I(m))+N−1
m+N−1 ≤ α(I
(r))
r . This holds since α(I) ≥ 1 but
mα(I) +N − 1
m+N − 1 =
α(I(m)) +N − 1
m+N − 1 ≤
α(I(r))
r
=
α(Ir)
r
=
rα(I)
r
= α(I)
CONTAINMENT RESULTS FOR IDEALS OF VARIOUS CONFIGURATIONS OF POINTS IN PN 7
is equivalent to mα(I) +N − 1 ≤ α(I)(m +N − 1) and hence to 1 ≤ α(I).
In particular, if N = 2, all of the conjectures hold if I is the radical ideal of a single point, or the
radical ideal of n points on a smooth plane conic when n is even, since then the points comprise
a complete intersection. In the next section we consider the case of the radical ideal of an odd
number of points on a smooth plane conic. (One can also ask about the case of ideals of points
on reducible conics; i.e., of points on a pair of lines in the plane. See [DJ] for some results in this
direction.)
5. Odd numbers of points on a smooth plane conic
The case of n = 3 points on a smooth plane conic C (so N = 2) is somewhat special and mostly
known, so we treat that case with some initial remarks. Conjecture 3.1 holds by [HaHu, Corollary
3.9] since n = 3 points on a smooth conic comprise a star configuration. Conjectures 3.2 and 3.5
follow from Conjecture 3.4, which holds for the n = 3 case by [HaHu, Corollary 4.1.7]. Conjecture
3.3 holds for n = 3 since α(I) = 2 so m/r ≥ 2α(I)/(α(I) + 1) is equivalent to 3m/2 ≥ 2r,
but reg(I) = 2 and, by [BH2, Lemma 2.4.1], 3m/2 ≤ α(I(m)), so assuming 3m/2 ≥ 2r we have
r reg(I) = 2r ≤ 3m/2 ≤ α(I(m)), hence I(m) ⊆ Ir by Lemma 2.1. Conjectures 3.6 and 3.7 follow
from Conjecture 3.8, which holds for n = 3 in characteristic 0 by Section 6.
Before continuing, we introduce another useful numerical character: for any homogeneous ideal
0 6= I ⊆ R = K[P2], let β(I) be the smallest integer t such that It contains a regular sequence of
length two.
Lemma 5.1. Let I be the radical ideal of n ≥ 5 points on a smooth conic C in P2, where n is odd.
Then I(mr) = (I(m))r for any even m.
Proof. We first note that I(2r) = (I(2))r. This is because α(I(2r)) = 4r and β(I(2r)) = rn (because
it is known [H2] that the only fixed component for the linear system of curves of degree d through
n ≥ 5 points of multiplicity r is the conic C through all n points, and these occur only if forced
by Be´zout). Now we have α(I(2r))β(I(2r)) = (2r)2n, hence I(2r) = (I(2))r by Proposition 3.5 of
[HaHu]. Thus for m = 2s we have I(mr) = I(2sr) = (I(2))sr = ((I(2))s)r = (I(m))r. 
We now deal with the case of odd symbolic powers:
Lemma 5.2. If I is the radical ideal of n ≥ 5 points on a smooth conic C in P2 with n odd, then
I(2r+1) = (I(2))rI.
Proof. It is enough to show that I(2r+1) = (I(2r))I, since I(2r) = (I(2))r. Since (I(2r))I ⊆ I(2r+1), it
is enough to show (I(2r+1))t ⊆ ((I(2r))I)t for every t ≥ α(I(2r+1)) = 2(2r+1). Letm = 2r+1 and let
F be the form defining C. If 4r+2 ≤ t ≤ (mn−1)/2, then 2t−mn < 0, so by Be´zout we know that
C is a fixed component of (I(2r+1))t, hence (I
(2r+1))t = F ·(I(2r))t−2 ⊆ (I(2r))t−2I2 ⊆ ((I(2r))I)t. So
say t ≥ (mn+1)/2. Note that I(n+1)/2 is fixed component free since 2(n+1)/2−n ≥ 0, and (I(m−1))j
is fixed component free for j ≥ n(m−1)/2, since 2j−(m−1)n ≥ 2n(m−1)/2−(m−1)n ≥ 0, so by
[BH1, Proposition 2.4] we have (I(m−1))jI(n+1)/2 = (I
(m))j+((n+1)/2). But let j = t−(n+1)/2. Then
t ≥ (mn+ 1)/2 implies j ≥ n(m− 1)/2, so we have (I(m))t = (I(m−1))jI(n+1)/2 ⊆ (I(m−1)I)t. 
We now show that Conjectures 3.1 through 3.6 hold in the case that N = 2 for n ≥ 5 points on
a smooth plane conic if n is odd.
Conjecture 3.1, I(rN) ⊆ M r(N−1)Ir, holds: Suppose we show I(2) ⊆ MI. Then we would have
I(2r) = (I(2))r ⊆ (MI)r = M rIr, as required. Thus it’s enough now to show that (I(2))t ⊆ MiIt−i
for some i for each t ≥ α(I(2)). But for α(I(2)) ≤ t < β(I(2)) = n, we know C is a fixed component
of (I(2))t. Since F ∈ M2 for the form F defining C, we have (I(2))t = F (It−2) ⊆ M2It−2, as
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needed. For t ≥ n, we have M1It−1 = It by [BH1, Lemma 2.2] since t ≥ n = β(I(2)) > β(I), so
(I(2))t ⊆ It =M1It−1.
Conjecture 3.2, I(rN−(N−1)) ⊆ Ir, holds: Here we want to verify that I(2r−1) ⊆ Ir, which is
I(2m+1) ⊆ Im+1 if we take r = m+ 1. But I(2m+1) = (I(2))mI ⊆ (MI)mI = MmIm+1 ⊆ Im+1, as
required.
Conjecture 3.3, that m/r ≥ 2α(I)/(α(I) + 1) implies I(m) ⊆ Ir, holds: To see this it is helpful to
recall the resurgence, ρ(J) of a homogeneous ideal (0) 6= J ( k[PN ], defined to be the supremum
of the ratios m/r such that I(m) 6⊆ Ir. In the present situation, it is enough to have ρ(I) <
2α(I)/(α(I) + 1), but by [BH1, Theorem 3.4] we have ρ(I) = (n+ 1)/n. Since α(I) = 2 and n ≥ 5
we have ρ(I) = (n + 1)/n < 4/3 = 2α(I)/(α(I) + 1).
Conjecture 3.5 follows from Conjecture 3.4. For Conjecture 3.4 we want to verify that I(2r−1) ⊆
M r−1Ir, which is just I(2m+1) ⊆ MmIm+1 if we take r = m + 1. But I(2m+1) = (I(2))mI ⊆
(MI)mI =MmIm+1, as required.
Conjecture 3.6, α(I
(m))+N−1
m+N−1 ≤ α(I
(r))
r , holds: Here we want to verify that
α(I(m))+1
m+1 ≤ α(I
(r))
r for all
r ≥ 1, but
α(I(m)) + 1
m+ 1
=
2m+ 1
m+ 1
≤ 2 = 2r
r
=
α(I(r))
r
is clear.
In case N = 2, Conjecture 3.7 and Conjecture 3.8 both assert that I(t(m+1)) ⊆M t(I(m))t, while
Conjecture 3.9 asserts I(t(m+1)−1) ⊆ M t−1(I(m))t ⊆ (I(m))t. We note that the next result holds
also for n = 1 and n = 3, but when n = 1 we have a single point and that case was dealt with in
Section 4, while for n = 3 the points comprise a star configuration, which is dealt with in Section
6.
Corollary 5.3. Let N = 2 and let n ≥ 5 be odd. Then Conjectures 3.7, 3.8 and 3.9 hold for the
radical ideal of any n points on a smooth plane conic if char(K) = 0.
Proof. Let I be the radical ideal of the points. For n ≥ 5 odd we have I(2j) = (I(2))j by Lemma
5.1, and we have I(2r+1) = (I(2))rI by Lemma 5.2. The result now follows in characteristic 0 from
Proposition 2.3 by applying Lemma 2.4. 
6. Star configurations of points in projective space
Let I be the radical ideal of the configuration of
(
s
N
)
points given by the pair-wise intersection
of s ≥ N hyperplanes in PN , assuming no N + 1 of the hyperplanes meet at a point.
Conjecture 3.1, that I(rN) ⊆M r(N−1)Ir, holds by [HaHu, Corollary 3.9].
Conjecture 3.2, that I(rN−(N−1)) ⊆ Ir, holds by [B. et al, Example 8.4.8].
Conjecture 3.3, that I(m) ⊆ Ir if m/r ≥ 2α(I)/(α(I) + 1) and N = 2, holds (see the discussion
after Conjecture 4.1.4 of [HaHu]).
Conjecture 3.4, that I(rN−(N−1)) ⊆M (r−1)(N−1)Ir, holds by [HaHu, Corollary 4.1.7].
Conjecture 3.5, that α(I(rN−(N−1))) ≥ rα(I) + (r − 1)(N − 1), follows from Conjecture 3.4.
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Conjecture 3.6, that α(I
(m))+N−1
m+N−1 ≤ α(I
(r))
r , and Conjecture 3.7, that I
(t(m+N−1)) ⊆ M t(I(m))t for
N ≥ 2, follow from Conjecture 3.8, that I(t(m+N−1)) ⊆ M t(N−1)(I(m))t. We will verify Conjecture
3.8 in case N = 2 when K has characteristic 0. For N = 2, we have I(2m) = (I(2))m for all
m ≥ 1 by [HaHu, Corollary 3.9], and we have I(m+1) ⊆MI(m) by Lemma 2.4. Thus Conjecture 3.8
holds when N = 2 and char(K) = 0 by Proposition 2.3. This same proof shows that Conjecture
3.9, that I(t(m+N−1)−1) ⊆ M (t−1)(N−1)(I(m))t, holds in case N = 2 when K has characteristic 0
and m is even, since for a star configuration in P2 we have I(2j) = (I(2))j by [HaHu, Corollary
3.9]. It also holds for m odd by the same proof, except to apply Proposition 2.3 we must check
that I(2j+1) = (I(2))jI, which we now do. We always have (I(2))jI ⊆ I(2j+1) so we must check
the reverse containment. The case j = 0 is clear, so assume j > 0. By [BH2, Lemma 2.4.2],
s − 1 = α(I) = reg(I) and reg(Im) ≤ m reg(I) by [GGP, Theorem 1.1]. Thus we have equality
of the homogeneous components of the ideals (I(m))t = (I
m)t for every degree t ≥ m(s − 1). In
particular, (I(2j+1))t = (I
2j+1)t ⊆ ((I(2))jI)t. For t < m(s−1), by Be´zout’s Theorem, each of the s
lines is in the zero locus of each element of (I(2j+1))t; i.e., (I
(2j+1))t = F (I
(2(j−1)+1))t−s, where the
form F defines the s lines. By induction we have F (I(2(j−1)+1))t−s ⊆ F (I(2(j−1))I)t−s ⊆ (I(2j)I)t =
((I(2))jI)t. Thus (I
(2j+1))t ⊆ ((I(2))jI)t holds for all t, hence I(2j+1) ⊆ (I(2))jI.
7. Points in a hyperplane
Suppose distinct points P1, . . . , Pn ∈ PN+1 lie in a hyperplane H of PN+1. We can regard
H as PN . There is now some ambiguity when using the notation m1P1 + · · · + mnPn, since
m1P1+· · ·+mnPn could denote a fat point subscheme ofPN or of PN+1, and these are not the same.
For example, consider the point P = (0, 0, 0, 1) ∈ P3. Taking coordinates K[P3] = K[x0, . . . , x3],
P ∈ H where H is defined as x0 = 0. We can identify H with P2, where K[P2] = K[x1, . . . , x3]. If
we use mP to denote the fat point subscheme of P3, we have I(mP ) = (x0, x1, x2)
m, but, as a fat
point subscheme of P2 which becomes a subscheme of P3 by the inclusion P2 ⊂ P3, mP has ideal
I(mP ) = (x1, x2)
m + (x0).
To resolve the ambiguity, given Z = m1P1 + · · · + mnPn for points Pi ∈ H, we will use the
notation ZPN and ZPN+1 to indicate whether we are regarding Z as the fat point subscheme of P
N
or of PN+1, respectively.
For explicitness (but without loss of generality) we assume K[PN+1] = K[x0, . . . , xN+1] and H
is defined by x0 = 0, so K[P
N ] = K[H] = K[x1, . . . , xN+1].
Let Z = P1+ · · ·+Pn, let I = I(ZPN ), let I˜ = IK[PN+1] be the extension and let Î = I(ZPN+1).
Also, let M = (x1, . . . , xN+1) ⊂ K[PN ], let M˜ = MK[PN+1] and let M̂ = (x0, . . . , xN+1) ⊂
K[PN+1].
Proposition 7.1. Let I, I˜ , Î,M, M˜ and M̂ be as above. Moreover, for parts (a) and (c), assume
K has characteristic 0.
(a) If Conjecture 3.1 holds for I, then it holds for Î; i.e., if I(rN) ⊆ M r(N−1)Ir holds, then so
does Î(r(N+1)) ⊆ M̂ rN Îr.
(b) If Conjecture 3.2 holds for I, then it holds for Î; in fact, if I(rN−(N−1)) ⊆ Ir holds for all
r ≥ 1, then so does Î(r(N+1)−N) ⊆ Î(rN−(N−1)) ⊆ Îr.
(c) If Conjecture 3.4 holds for I, then it holds for Î; i.e., if I(rN−(N−1)) ⊆M (r−1)(N−1)Ir holds,
then so does Î(r(N+1)−N) ⊆ M̂ (r−1)N Îr.
Proof. (a) By [FHL], Î(m) = (xm0 )+x
m−1
0 I˜+ · · ·+x0I˜(m−1)+ I˜(m) for any m ≥ 1. Thus Î = (x0)+ I˜ ,
so M̂ rN Îr is equal to ((x0) + M˜)
rN ((x0) + I˜)
r, which expands to
((x0)
rN + xrN−10 M˜ + · · ·+ x0M˜ rN−1 + M˜ rN )((x0)r + xr−10 I˜ + · · ·+ x0I˜r−1 + I˜r).
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Multiplying this out and combining terms with equal powers of x0 gives
(x0)
(N+1)r+
(x0)
(N+1)r−1(M˜ + I˜)+
(x0)
(N+1)r−2(M˜2 + M˜ I˜ + I˜2)+
· · ·+
(x0)
(N+1)r−r(M˜ r + M˜ r−1I˜ + · · ·+ I˜r)+
(x0)
rN−1(M˜ r+1 + M˜ r I˜ + · · ·+ M˜ I˜r)+
(x0)
rN−2(M˜ r+2 + M˜ r+1I˜ + · · ·+ M˜2I˜r)+
· · ·+
(x0)
rN−(rN−r)(M˜ r+rN−r + M˜ r+rN−r−1I˜ + · · ·+ M˜ r+rN−2r I˜r)+
(x0)
r−1(M˜ rN I˜ + M˜ rN−1I˜2 + · · ·+ M˜ rN−(r−1)I˜r)+
· · ·+
(x0)(M˜
rN I˜r−1 + M˜ rN−1I˜r)+
M˜ rN I˜r.
Since I˜ ⊆ M˜ , the first term in each row of the displayed sum of ideals above contains the other
terms in that row; e.g., in row 3 we have
I˜2 ⊆ M˜ I˜ ⊆ M˜2.
Thus we get
M̂ rN Îr = (x0)
(N+1)r+(x0)
(N+1)r−1M˜+· · ·+(x0)rM˜ rN+(x0)r−1M˜ rN I˜+· · ·+x0M˜ rN I˜r−1+M˜ rN I˜r.
Since
Î(r(N+1)) = (x
(N+1)r
0 ) + x
(N+1)r−1
0 I˜ + · · ·+ x0I˜((N+1)r−1) + I˜((N+1)r),
to show Î(r(N+1)) ⊆ M̂ rN Îr it suffices to show that x(N+1)r−j0 I˜(j) ⊆ x(N+1)r−j0 M˜ j for j = 0, . . . , Nr,
and that x
(N+1)r−j
0 I˜
(j) ⊆ x(N+1)r−j0 M˜Nr I˜j−Nr for j = Nr + 1, . . . , (N + 1)r.
However, I˜ ⊆ M˜ , so I˜t ⊆ M˜ t for all t > 0. Since adding a variable to a polynomial ring gives
a flat extension, primary decompositions of ideals in K[PN ] extend to primary decompositions in
K[PN+1] (see [M], Theorem 13, or Exercise 7, [AM]). Thus saturating with respect to M˜ gives
I˜(t) ⊆ M˜ (t), but M˜ t is M˜ -primary so saturation has no effect; i.e., M˜ (t) = M˜ t. Thus I˜(t) ⊆ M˜ t,
which shows x
(N+1)r−j
0 I˜
(j) ⊆ x(N+1)r−j0 M˜ j. Now we want to show
x
(N+1)r−j
0 I˜
(j) ⊆ x(N+1)r−j0 M˜Nr I˜j−Nr.
Given that j > Nr, by j −Nr applications of Lemma 2.4, we have I(j) ⊆M j−NrI(Nr) and hence
x
(N+1)r−j
0 I˜
(j) ⊆ x(N+1)r−j0 M˜ j−NrI˜(Nr).
(Here we use the obvious fact that an extension of a product is the product of the extensions, i.e.,
(M j−NrI(Nr))˜ = M˜ j−Nr I˜(Nr), and the less obvious fact that in this situation the extension of
the symbolic power is the symbolic power of the extension; i.e., I˜(Nr) = I˜(Nr). The latter is true
because of the fact quoted above about the preservation of primary decompositions for the extension
K[PN ] ⊂ K[PN+1].) Thus I˜(Nr) ⊆ M˜ r(N−1)I˜r since by assumption we have I(Nr) ⊆ M r(N−1)Ir,
hence we obtain
x
(N+1)r−j
0 I˜
(j) ⊆ x(N+1)r−j0 M˜ j−NrM˜ (N−1)r I˜r ⊆ x(N+1)r−j0 M˜Nr I˜j−Nr,
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where the last inclusion comes from the fact that j ≤ (N + 1)r, hence j − Nr ≤ r. But we can
convert r − (j −Nr) of the factors of I˜r to M˜ , giving I˜r ⊆ M˜ r−(j−Nr)I˜j−Nr.
(b) Since r(N + 1)−N ≥ rN − (N − 1), we have Î(r(N+1)−N) ⊆ Î(rN−(N−1)). Thus it is enough
to show Î(rN−(N−1)) ⊆ Îr. As in (a), for m = rN −N + 1, we have
Î(m) = (xm0 ) + x
m−1
0 I˜ + · · · + x0I˜(m−1) + I˜(m)
= xr0((x
m−r
0 ) + · · ·+ I˜(m−r)) + xr−10 I˜(m−r+1) + · · ·+ I˜(m)
= xr0((x
(r−1)(N−1)
0 ) + · · ·+ I˜((r−1)(N−1))) + xr−10 I˜((r−1)(N−1)+1) + · · ·+ I˜(rN−N+1)
and Îr = (x0)
r+xr−10 I˜+· · ·+x0I˜r−1+I˜r. Thus it suffices to show that xr−j0 I˜((r−1)(N−1)+j) ⊆ xr−j0 I˜j
for 1 ≤ j ≤ r. But xr−j0 I˜((r−1)(N−1)+j) ⊆ xr−j0 I˜j holds if I˜((r−1)(N−1)+j) ⊆ I˜j does, which holds if
I((r−1)(N−1)+j) ⊆ Ij does. Thus we are done, since the latter does hold: I(Nj−(N−1)) ⊆ Ij holds by
assumption, and I((r−1)(N−1)+j) ⊆ I(Nj−(N−1)) holds since (r − 1)(N − 1) + j ≥ Nj − (N − 1) for
1 ≤ j ≤ r.
(c) The proof for this part is essentially the same as for part (a) and so is left to the reader (but
it is included explicitly in the arXiv posting of this paper).

As a corollary of the preceding result, we have the following theorem.
Theorem 7.2. Assume K has characteristic 0. Let Z = P1 + · · · + Pn be a star configuration of
points in PN , where we regard PN as a linear subspace of a larger dimensional projective space Pd.
Let I = I(ZPd). Then for all r ≥ 1 we have:
(a) I(rd) ⊆M r(d−1)Ir and
(b) I(rd−(d−1)) ⊆M (r−1)(d−1)Ir.
Proof. (a) As noted in Section 6, Conjecture 3.1 holds for star configurations of points, hence the
result follows by Proposition 7.1(a).
(b) Also as noted in Section 6, Conjecture 3.4 holds for star configurations of points, hence the
result follows by Proposition 7.1(c). 
As another corollary we have the following result. Part (a) was proved in [Du] using different
methods.
Theorem 7.3. Assume K has characteristic 0. Let Z = P1+ · · ·+Pn for n ≤ d+1 general points
of Pd. Let I = I(Z). Then for all r ≥ 1 we have:
(a) I(rd) ⊆M r(d−1)Ir and
(b) I(rd−(d−1)) ⊆M (r−1)(d−1)Ir.
Proof. Just note that Z is a star configuration of points in Pn−1 and apply Theorem 7.2. 
8. General points in the plane
Our focus here is for general points in the plane. (Apart from [Du], which shows that Conjecture
3.1 holds for finite sets of general points in P3, little so far is known for general points in PN for
N > 2.)
Let I be the radical ideal of n general points in P2. If n is 1, 2 or 4, then Conjectures 3.1 through
3.9 hold since the points comprise a complete intersection. If n = 3 or 5, Conjectures 3.1 through
3.9 hold since the points comprise a star configuration (in case n = 3) or lie on a smooth conic (if
n = 5), although for Conjectures 3.6, 3.7, 3.8 and 3.9 our proof above for both n = 3 and 5 assumes
that the characteristic is 0.
So now assume that n ≥ 6 and N = 2.
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Conjecture 3.1, that I(rN) ⊆M r(N−1)Ir, holds by [HaHu, Corollary 3.10].
Conjecture 3.2, that I(rN−(N−1)) ⊆ Ir, holds by [BH2, Remark 4.3], since (rN − (N − 1))/r =
2− (1/r) ≥ 3/2 except in the trivial case that r = 1.
Conjecture 3.3, that I(m) ⊆ Ir if m/r ≥ 2α(I)/(α(I)+1), holds (see the discussion after Conjecture
4.1.4 of [HaHu]).
Conjecture 3.4, that I(rN−(N−1)) ⊆ M (r−1)(N−1)Ir, holds by [HaHu, Corollary 4.1.13] but in some
cases the proof assumes char(K) = 0.
Conjecture 3.5, that α(I(rN−(N−1))) ≥ rα(I) + (r − 1)(N − 1), follows from Conjecture 3.4.
Conjecture 3.6, that α(I
(m))+N−1
m+N−1 ≤ α(I
(r))
r , and Conjecture 3.7, that I
(t(m+N−1)) ⊆ M t(I(m))t,
follow from Conjecture 3.8, that I(t(m+N−1)) ⊆ M t(N−1)(I(m))t. We now consider some special
cases of the latter, and of Conjecture 3.9, that I(t(m+N−1)−N+1) ⊆ (I(m))t and I(t(m+N−1)−N+1) ⊆
M (t−1)(N−1)(I(m))t, for N = 2.
Proposition 8.1. Let m, t ≥ 1 and let I be the radical ideal of n general points in P2 where n = s2
for s ≥ 3. Then I(t(m+1)) ⊆M t(I(m))t, I(t(m+1)−1) ⊆ (I(m))t and I(t(m+1)−1) ⊆M t−1(I(m))t.
Proof. Let n = 9. Then α(I(r)) = 3r and reg(I(r)) = 3r + 1 for r ≥ 1 [H1]. Thus α(I(t(m+1))) =
3t(m + 1) ≥ 3tm + 2t = t reg(I(m)) + t holds so by Lemma 2.6 we have I(t(m+1)) ⊆ M t(I(m))t,
which verifies Conjecture 3.8. Also, α(I(t(m+1)−1)) = 3tm+3t− 3, and reg((I(m))t) ≤ t(3m+1) by
[GGP]. Consider I(t(m+1)−1) ⊆ (I(m))t. If t = 1, we have I(t(m+1)−1) = I(m) = (I(m))t, so assume
t > 1. For i < 3tm+ 3t− 3, we have (I(t(m+1)−1))i = 0 ⊆ ((I(m))t)i, while for i ≥ 3tm+ 3t− 3, we
have i ≥ 3tm + 3t − 3 ≥ t(3m + 1) ≥ reg((I(m))t), so (I(t(m+1)−1))i ⊆ (I(mt))i = ((I(m))t)i. Thus
I(t(m+1)−1) ⊆ (I(m))t holds and I(t(m+1)−1) ⊆M t−1(I(m))t now follows from Lemma 2.6(b).
For s > 3, the proof is similar except we use α(I(r)) > rs [N] and reg(I(r)) ≤ s(r + 12) [HHF,
Lemma 2.5]. For example, t(m+1)s ≥ ts(m+ 12)+t for s ≥ 2, so we have α(I(t(m+1))) > t(m+1)s ≥
ts(m + 12) + t ≥ t reg(I(m)) + t. Thus I(t(m+1)) ⊆ M t(I(m))t holds by Lemma 2.6. Similarly, we
conclude I(t(m+1)−1) ⊆ (I(m))t and I(t(m+1)−1) ⊆M t−1(I(m))t. 
Remark 8.2. For n > 9 if we assume the well-known SHGH Conjecture (that dimK(I
(m))t =
max(0,
(t+2
2
)−n(m+12
)
), then we get α(I(t(m+1))) ≥ t(m+1)√n and reg(I(m)) < (m+(1/2))√n+1.
This implies I(t(m+1)) ⊆M t(I(m))t holds if t((m+(1/2))√n+1)+ t ≤ t(m+1)√n, and this is true
for n ≥ 16.
For n ≥ 10 generic points, using known estimates for α(I(m)) and reg(I(m)) we can verify
Conjecture 3.8 for all t for 1 ≤ m ≤ √n+ 1− 1.
Proposition 8.3. Let I be the radical ideal of n generic points in P2 where n ≥ 10. Then
I(t(m+1)) ⊆M t(I(m))t for all t for 1 ≤ m ≤ √n+ 1− 1.
Proof. By Proposition 8.1 we may as well assume that n is not a square. Given a finite set
S ⊂ P2 of points, we recall that the Seshadri constant ε(S) is the least real number such that
α(I) ≥ ε(S)(∑P∈SmP ) for all nonnegative integersmP (not all zero) for the ideal I = ∩P∈SI(P )mP
(see for example [B. et al, Remark 8.2.3]). The Seshadri constant ε(n) for n generic points in the
plane satisfies ε(n) ≥ 1/√n+ 1 by [H3, Proposition I.2(c)] and [H3, Proposition I.3]. This means
that α(It(m+1)) ≥ t(m+ 1)n/√n+ 1. By [H3, Corollary V.2.2(b)], for n > 9 not a square we have
reg(I(m)) ≤ m+1ε(n) − 2 ≤ (m + 1)
√
n+ 1 − 2. But t(m + 1)n/√n+ 1 ≥ t((m + 1)√n+ 1 − 2) + t
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holds for 1 ≤ m ≤ √n+ 1 − 1. Thus by Lemma 2.6 we have I(t(m+1)) ⊆ M t(I(m))t for 1 ≤ m ≤√
n+ 1− 1. 
9. Additional results
It’s possible to give a partial verification of Conjecture 3.6.
Proposition 9.1. Let I be the radical ideal of a finite set of points in PN . Assume char(K) = 0.
(1) If r ≤ N , then
α(I) +N − 1
N
≤ α(I
(r))
r
.
(2) If m ≤ r ≤ N , then
α(I(m)) +N − 1
m+N − 1 ≤
α(I(r))
r
.
(3) If either α(I(m)) = m, or m ≤ r and r −m < N , then
α(I(m)) +N − 1
m+N − 1 ≤
α(I(r))
r
.
Proof. Note that (1) is a special case of (2). For (2), assume (α(I(m)) + N − 1)/(m + N − 1) >
α(I(r))/r. We know α(I(r)) ≥ α(I(m)) + r −m, by repeated application of Lemma 2.4. Thus we
have (α(I(m))+N−1)/(m+N−1) > (α(I(m))+r−m)/r. This simplifies to (r−m)(α(I(m))−m) >
(N − 1)(α(I(m))−m), which is impossible.
(3) If α(I(m)) = m, then we must show 1 ≤ α(I(r))/r, but this holds since α(I(r)) ≥ r. If m ≤ r
and r −m < N , then the proof is the same as the proof of (2), since α(I(m))−m ≥ 0. 
Conjectures 3.7 and 3.8 are much stronger than what is currently known. The best general result
known along these lines for the radical ideal I of a finite set of points in PN is that
I(t(N+m−1)+1) ⊆M(I(m))t
for all t,m ≥ 1; this follows from [TY, Theorem 0.1(1)]. Here we strengthen this result if char(K) =
0.
Proposition 9.2. Let I be the radical ideal of a finite set of points in PN . Assume char(K) = 0.
Then
I(t(N+m−1)+s) ⊆M s(I(m))t
for all s, t,m ≥ 1.
Proof. By Lemma 2.4 we have I(Nt+(m−1)t+s) ⊆MI(Nt+(m−1)t+s−1) . Repeating and using Theorem
2.2 that I(Nt+(m−1)t) ⊆ (I(m))t, gives I(Nt+(m−1)t+s) ⊆M sI(Nt+(m−1)t) ⊆M s(I(m))t. 
Finally, Conjecture 3.5 has been verified in separate joint work by the second author for various
special configurations of points in P2 in characteristic 0 (the configurations in question consist of
certain unions of sets of collinear points called line count configurations); see [CH].
References
[AM] M. Atiyah and I. G. Macdonald. Introduction to Commutative Algebra, Addison-Wesley, Reading, MA,
1969, ix+128 pp.
[B. et al] T. Bauer, S. Di Rocco, B. Harbourne, M. Kapustka, A. Knutsen, W. Syzdek and T. Szemberg. A primer
on Seshadri constants, pp. 33–70, in: Interactions of Classical and Numerical Algebraic Geometry, Pro-
ceedings of a conference in honor of A. J. Sommese, held at Notre Dame, May 22–24 2008. Contemporary
Mathematics vol. 496, 2009, eds. D. J. Bates, G-M. Besana, S. Di Rocco, and C. W. Wampler, 362 pp.
(arXiv:0810.0728).
[BH1] C. Bocci and B. Harbourne. The resurgence of ideals of points and the containment problem, Proc. Amer.
Math. Soc., Volume 138, Number 4, (2010) 1175–1190.
14 CRISTIANO BOCCI, SUSAN COOPER, AND BRIAN HARBOURNE
[BH2] C. Bocci and B. Harbourne. Comparing Powers and Symbolic Powers of Ideals, J. Algebraic Geometry, 19
(2010) 399–417, arXiv: 0706.3707.
[Bo] A. Boocher. The Module of Differentials, Evolutions, and the Eisenbud-Mazur Conjecture, senior thesis,
Notre Dame University, 2008.
[Ch] G. V. Chudnovsky. Singular points on complex hypersurfaces and multidimensional Schwarz Lemma,
Se´minaire de The´orie des Nombres, Paris 1979–80, Se´minaire Delange-Pisot-Poitou, Progress in Math vol.
12, M-J Bertin, editor, Birkha¨user, Boston-Basel-Stutgart (1981).
[CH] S. M. Cooper and S. G. Hartke. The Alpha Problem & Line Count Configurations. In preparation, 2011.
[DJ] A. Denkert and M. Janssen. In preparation, 2011.
[Du] M. Dumnicki. Symbolic powers of ideals of generic points in P3, preprint, 2011, arXiv:1105.0258.
[DST] M. Dumnicki, T. Szemberg and H. Tutaj-Gasin´ska. A counter-example to a question by Huneke and Har-
bourne, preprint, 2013, 5 pp., arXiv:1301.7440.
[ELS] L. Ein and R. Lazarsfeld and K. Smith. Uniform Behavior of Symbolic Powers of Ideals, Invent. Math., 144
(2001), 241–252.
[EM] D. Eisenbud and B. Mazur. Evolutions, symbolic squares, and Fitting ideals, J. Reine Angew. Math., 488
(1997) 189–201.
[EV] Hd. Esnault and E. Viehweg. Sur une minoration du degre´ d’hypersurfaces s’annulant en certains points,
Math. Ann. 263 (1983), no. 1, 75–86.
[FHL] G. Fatabbi, B. Harbourne and A. Lorenzini. Resolutions of ideals of fat points with support in a hyperplane,
Proc. Amer. Math. Soc. 134 (2006) 3475-3483.
[GGP] A. V. Geramita, A. Gimigliano and Y. Pitteloud. Graded Betti numbers of some embedded rational n-folds,
Math. Annalen 301 (1995), 363–380.
[H1] B. Harbourne. Complete linear systems on rational surfaces, Trans. Amer. Math. Soc. 289, 213–226 (1985).
[H2] B. Harbourne. The geometry of rational surfaces and Hilbert functions of points in the plane. Canadian
Mathematical Society Conference Proceedings 6, 95–111 (1986).
[H3] B. Harbourne. Seshadri constants and very ample divisors on algebraic surfaces. arXiv: math.AG/0103029
version 2.
[HaHu] B. Harbourne and C. Huneke. Are symbolic powers highly evolved?. preprint, arXiv:1103.5809, to appear,
J. Ramanujan Math. Soc.
[HHF] B. Harbourne, S. Holay and S. Fitchett, Resolutions of ideals of quasiuniform fat point subschemes of P2.
Trans. Amer. Math. Soc. 355 (2003), no. 2, 593–608.
[HoHu] M. Hochster and C. Huneke. Comparison of symbolic and ordinary powers of ideals. Invent. Math. 147
(2002), no. 2, 349–369.
[M] H. Matsumura. Commutative Algebra, W. A. Benjamin, New York, 1970, xii+262 pp.
[N] M. Nagata. On the 14-th problem of Hilbert. Amer. J. Math. 81 (1959), 766–772.
[Sc] K. Schwede. A canonical linear system associated to adjoint divisors in characteristic p > 0, preprint 2011,
14pp., arXiv:1107.3833v2.
[Sk] H. Skoda, Estimations L2 pour l’ope´rateur ∂ˆ et applications arithme´tiques, in: Se´minaire P. Lelong (Anal-
yse), 1975/76, Lecture Notes in Mathematics 578, Springer, 1977, 314–323.
[TY] S. Takagi and K. Yoshida. Generalized test ideals and symbolic powers, Michigan Math. J. 57 (2008), 711–
724.
[W] M. Waldschmidt. Proprie´te´s arithme´tiques de fonctions de plusieurs variables II, Se´minaire P. Lelong (Anal-
yse), 1975–76, Lecture Notes Math. 578, Springer-Verlag, 1977, 108–135.
[W2] M. Waldschmidt. Nombres transcendants et groupes alge´briques, Aste´risque 69/70, Soce´te Mathe´matique´
de France, 1979.
[ZS] O. Zariski and P. Samuel, Commutative algebra. Vol. II. The University Series in Higher Mathematics, D.
Van Nostrand Co., Inc., Princeton, N. J.-Toronto-London-New York, 1960.
Dipartimento di Ingegneria dell’Informazione e Scienze Matematiche, Universita` degli Studi di
Siena, Pian dei mantellini, 44, 53100 Siena, Italy
E-mail address: cristiano.bocci@unisi.it
Department of Mathematics, Central Michigan University, Mount Pleasant, Mich. 48859 USA
E-mail address: s.cooper@cmich.edu
Department of Mathematics, University of Nebraska, Lincoln, NE 68588-0130 USA
E-mail address: bharbour@math.unl.edu
