Introduction
the bioprocess is a complex dynamic system that requires a new dimension with the aim to achieve higher economic efficiency. Several features make bioprocesses difficult to study, such as uncertainty, non-stationarity, uniqueness and the combined influence of biological, chemical and physical factors. This requires the application of specific approaches for developing adequate models needed for optimization and optimal control (3) .
the optimal control of fed-batch bioprocess often involves solving nonlinear optimization problems. the establishment of optimal feed profile (in our work) is a challenging task, as the bioreactors have complex nonlinear dynamics. Difficulties arise even in the off-line modeling, optimization and optimal control, especially in a wide range of the researches from the large set of variables, and optimization of technological limitations (3) .
the general disadvantage in bioprocess optimization and optimal control methods is that the fermentation finishing time should be fixed. When we want to find the optimal fermentation finishing time, many various fermentation finishing times should be assumed, and, for each one of them, an efficiency optimal control problem should be determined. this is an extremely demanding task in terms of calculations. An approach such as control parameterization can be used for freeend-time tasks to obtain open loop optimal profiles. Moreover, the resulting fixed strategies do not take into consideration the likely process disturbances (1, 2, 7).
Dynamic Programming (DP) is a method for optimization and optimal control that is applied to surmount these restrictions. the interest in this approach is due to the fact that too many hypotheses are based on the analytical structure of the equations, system and criteria. therefore, it is possible to develop algorithms for solution of the optimal control problems independently of the used model and optimization criterion. DP should be applied to parameterize the optimal decision as a function of the system state. Unfortunately, from the very beginning it was apparent that an increase of the dimensionality of the problem, i.e. an addition of reservoirs, causes an exponential increase in the time required to find a decision. this leads to the "curse of dimensionality", and therefore this method cannot find a widespread application (1).
neuro-dynamic programming (nDP) is suggested as an alternative to alleviate the "curse of dimensionality" of the DP. nDP is a modern approach of the dynamic programming methods for optimization and optimal control and decision making under uncertainty. NDP combines ideas from the scopes of neural networks, artificial intelligence, reinforcement learning, cognitive science, simulation, and approximation theory (4). the nDP method was used for optimal control of the fedbatch Kluyveromyces lactic MC 5 bioreactor with the aim to minimize the bioprocess duration and maximize the process effectiveness. The optimization task was considered as a deterministic optimal control problem, i.e. the model is known and full state feedback was assumed.
materials and methods

Optimal control problem
The aim of this study was to obtain an optimal feed profile described with λ. The optimal profile depends on the system state and can be given as:
where β is a constant and depends on the bioprocess duration, i.e. introduces the time factor. In optimization problems, the system efficiency can be described as the amount of state-wise values acquired to the end of the horizon value, thus, the problem of dynamic optimization includes the following equations (5):
with constraints:
, for the initial state x 0 and a function constant input This optimization task is an infinite horizon control problem, and in this case we determined free terminal time optimal control (the t f duration is not defined).
neuro-dynamic programming the approach of describing nDP by starting with DP is wellknown, and it is a smart technique to determine optimal control problems. however, the method is largely regarded impractical since it rarely yields an analytical solution and the numerical solution suffers from the "curse of dimensionality". DP includes stage-aware computation of the cost-to-go function to reach the decision, not only just for a specific x 0 but for general x 0 . in this way, the scoring function is divided into two parts -one describing the transition from x i to x i+1 , and the other used in the scoring function for stage x i+1 . thus, appling the cost-to-go function, the multi-stage optimal control problem is transformed into an equipollent single-stage one that could be solved on-line:
in this way, the general optimal cost-to-go function at each stage can be described as:
A new, contemporary approach which uses simulations and approximation to surmount the "curse of dimensionality" involves computation of an approximation of the cost-togo function. Unbound sampling of the state space could be avoided by determining the respective spatial regions by simulation under a chosen suboptimal way. then, we can determine the control problem by a new policy determined by the policy improvement approach, i.e.
is an improvement over the primary policy. in this case, when the new control is as good as the primary control, the previous equation becomes identical to the Bellman equation:
For a free-end-time optimal control problem, eq. 5 can be written as:
where improvement accounts for completion at a state x. Moreover, if ) (x t θ is better than the second term, the batch can be completed.
In this paper, the general idea from NDP and Reinforcement learning was applied to determine an optimal performance of a fed-batch whey bioprocess. Respective regions of the state space were defined by simulations for different heuristic policies, and the initial suboptimal cost-to-go function was computed from the simulation data. An approximator was applied to interpolate and approximate between these data. An evolutionary improvement was achieved by iterations of the Bellman equation. algorithm the used algorithm is a suboptimal approach that uses the approximate assessment of the optimal cost function J, usually by the application of neural networks and/or simulations. In the algorithm description the following symbols are used: J stands for the cost-to-go values,
is a function approximation referring J to a relevant state x, () i is an iteration index for the cost iteration loop, k is discrete time.
the algorithm involves calculation of the converged costto-go function off-line.
the following points describe the general scheme for infinite horizon cost-to-go approximation simulation (4):
1. Process simulations with a chosen suboptimal policy for all possible process conditions. this begins with a given policy (by searching for a decision u at each possible stage i). next the cost of that control (corresponding to the current stage) is approximately assessed by leastsquares scoring function. Using this control policy, the procedure continues for all the simulated state space trajectories. 2. Calculation of the ∞-horizon cost-to-go function for every point visited during the simulation, with the help of the simulation data. the result for one-stage-ahead cost plus cost-to-go optimization problem has markedly better values. cost-to-go is the sum of the single-state costs from the following stage to the end of the horizon:
At this point, a new policy is then determined by maximization of Bellman's equation where the optimal cost is substituted by the computed scoring function, and this procedure is repeated. in this way, the algorithm generates a sequence of optimal control trajectories that, in the end, vary in the vicinity of an optimal policy. 2. Fitting a neural network function approximator to the data to approximate the cost-to-go function as a fluent function of the states. 3. As described before, the improved costs are again fitted to a neural network to obtain successful iterations )
, and so on, until convergence is achieved. 4. At the end, a policy update may be necessary to enlarge the scope of the state space. to this end more suboptimal simulations with the new policy are applied to enlarge the scope or the number of the experimental data points in a certain range of the state space. Assuming that the optimization procedure starts with a considerably good approximation, the difference between the estimated value of the Bellman function
in stage i and the predicted value based on the simulation results should be expected to converge fast enough. if they are accurate, the difference would be zero. these differences are used for adjustment of the vector of the control variables. in this way, a control sequence is generated, as the decision begins to fluctuate in the vicinity of the optimal control.
The algorithm (block-scheme) is illustrated in fig. 1 . this algorithm was used for optimal control of the bioprocess for whey fermentation. process optimization process model in this paper a fed-batch fermentation process of the lactose oxidation from a natural substrate by strain Kluyveromyces marxianus var. lactis MC 5 is described. the productivity of the process at any time in a 2 l bioreactor can be described as previously shown (3):
Then we can define the optimization problem, which is formulated by Bertsekas and Tsitsiklis (1) where: . The coefficients k l a and e G were determined in Petrov et al. (6) Obtaining of cost-to-go function the initial point in our simulation-approximation-based optimization was to obtain a process suboptimal cost-to-go function. the process suboptimal cost-to-go function was obtained for a multitude of suboptimal heuristic policies. the heuristics were chosen such that the 4-dimensional state space is sufficiently covered. The policies involved maintaining the bioreactor at a starting volume V(0) for a certain duration of time t i and then increasing the feeding rate until the end of the bioprocess or until the constraints are converged (if V max is overtaken before t end , the feeding rate is decreased to u = 0 and the bioreactor is operated in batch mode until t = t end ). the feeding rate profiles can be involved in the following (6) . The optimal finishing time for all heuristic policies was defined. This is calculated as the time for which the maximal cost value was obtained (5) . thereby, we can calculate the efficiency that the terminal function provides
. the cost-to-go function, according to the specific heuristic strategies was computed as:
We obtained 13456 stages and corresponding cost-to-go values by simulation of the heuristic strategies. After that, a functional approximator was created and applied to interrelate the cost-to-go function as a function of the process state. the neural network had four input nodes, one output node (cost-togo function) and five hidden nodes. This approximation was denoted with 0 J . the next stage was to involve the Bellman equation with the aim to improve the cost-to-go approximation optimality. where i is the iteration index, t is the time steps, which in our optimization problem were considered to be constant and equal to 0.1 h.
It took four iterations for the cost-to-go function to approximate with 1-norm less than 0.2. the best neural network structures for each of the iterations were: 5-13-4-1, 5-13-4-1 and 5-11-5-1.
At the end, policy update was obtained by involving these unvisited states, and the cost iteration of the Bellman equation was obtained again. this step was repeated for one more iteration for the cost function to converge. The neural network architecture was obtained to be 5-15-5-1, and 4 J was applied for optimal control.
results and discussion
The fourth trained neural network was applied with the aim of achieving optimal control. the bioreactor was started with V(0) = 1.1. For comparison of the abovementioned and discussed optimization method we solved the optimization problem also with Pontryagin's maximum principle (PMP) and by the Fuzzy Sets Theory (FST).
We developed programs for realization of these three methods and the obtained results are illustrated in table 1. the results from the optimal control with nDP with the three initial bioreactor volumes are shown in fig. 2. fig. 2 and table 1 show the optimal strategy results. the nDP method provides the most optimal results as compared with those obtained by the PMP and by FST. The best heuristic (abovementioned) had the maximum gain value, the best iteration index and the process had minimal duration. this indicates that we found different heuristics to be best for different V(0) values. therefore, we can assume that the optimal decision does not select any private heuristic strategy in particular; rather it is "patched" from different heuristics and is realized in different optimal policies. Substrate, g·l 
conclusions
A technique based on the Neuro-dynamic Programming approach was developed to achieve an optimal feed rate profile for various initial conditions for bioreactor volume for whey production in a fed-batch bioprocess. the technique from suboptimal heuristic laws was applied to identify appropriate regions and to initialize the cost-togo approximation. the cost-to-go approximator was next amended by performing iterations of the Bellman equation only over the appropriate regions. the cost-to-go function obtained in this manner was then applied for optimal control of the process. this technique provides an approximately optimal control operation for various initial conditions without demanding to recalculate the cost-to-go function.
the proposed approach was compared with other methods -the Pontryagin's Maximum Principle and the Fuzzy Sets theory.
implementation of such an optimal control approach combined with advanced control techniques (artificial neural networks and classical optimization method) in practice can help to shorten the duration of fed-batch bioprocesses in the laboratory and to achieve optimal control.
The approach ensures maximal efficiency (increasing of the biomass production for minimal process duration) and guarantees optimal bioreactor control.
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