Abstract-Boolean-type algebra (BTA) is investigated. A BTA is decomposed into Boolean-type lattice (BTL) and a complementation algebra (CA). When the object set is finite, the matrix expressions of BTL and CA (and then BTA) are presented. The construction and certain properties of BTAs are investigated via their matrix expression, including the homomorphism and isomorphism, etc. Then the product/decomposition of BTLs are considered. A necessary and sufficient condition for decomposition of BTA is obtained. Finally, a universal generator is provided for arbitrary finite universal algebras.
I. INTRODUCTION
Boolean algebra (BA) was firstly proposed by George Boole in mid of 19 century [1] , [2] . "Boolean algebra lay dormant until 1939, when Shannon discovered that it was the appropriate language for describing digital switching circuit, Boole's work thus became an essential tool in the modern development of electronics and digital computer technology", and Boole is "remembered as the father of symbolic logic and one of the founders of computer science" [9] . BA is fundamental to computer circuits, computer programming, and mathematical logic, it is also used in other areas of mathematics such as set theory and statistics [8] .
Unfortunately, many useful algebraic objects, which have similar properties as those of BA, are not BA, because only the "complementation laws" are not satisfied. For instance, k-valued logic [12] , fuzzy logic [14] , mini-max algebra [6] , etc. From universal algebra point of view [3] , a BA is a composition of a lattice with a complement. Lattice is an algebra of type T ℓ = (2, 2, 0, 0), complement is an algebra of type of T c = (1, 0, 0), and hence a BA is an algebra of type T b := (2, 2, 1, 0, 0). For statement ease, an algebra of type T b := (2, 2, 1, 0, 0) is called a Boolean-type algebra (BTA). In addition to BA, there are several other well established This work is supported partly by the National Natural Science Foundation of China (NSFC) under Grants 61773371 and 61733018.
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algebras belonging to BTA, e.g., De Morgan algebra, Kleene Algebra, Pseudo Algebra, Stone algebra [13] , etc. The purpose of this paper is to provide a matrix technique to formulate and investigate them.
Semi-tensor product (STP) is a newly established matrix product, which has been successfully used to analysis and control of k-valued network, including Boolean network as its special case [4] . It is expected that STP is also useful in investigating general BTAs. That is the motivation of this paper.
This paper concerns only finite BTAs. Using STP, matrix expressions have been proposed for two kinds of finite algebras: (i) lattices, including simple lattice, distributive lattice, and bounded distributive lattice; (ii) compliments, including De Morgan's complement, Kleene's complement, Pseudo complement, and Stone's complement, etc. Putting them together, we have matrix expressions of BTAs. Using matrix expressions, certain basic properties of BTAs are investigated.
Then the decomposition of a BTA is considered, which means decomposing a BTA into a product of two BTAs. Based on the matrix expressions of its operators, a necessary and sufficient condition is provided, which is straightforward verifiable.
Finally, as an application of the matrix expression of finite BTAs, we provide a general generator for arbitrary finite universal algebra. The generator is a BTL, with free complements.
The rest of this paper is organized as follows: Section 2 briefly reviews STP and the matrix expression of k-valued logical functions. Section 3 considers the matrix expression of finite BTAs, consisting of matrix expressions of finite BTLs and CAs. Some examples are included. In Section 4 the homomorphism and isomorphism of finite BTAs are investigated via their matrix expressions. Section 5 considers the decomposition of BTAs. Necessary and sufficient condition is presented. In Section 6, a set of BTAs with free complements are presented as a universal generator of all finite valued universal algebras. Section 7 is a brief conclusion with a suggestion of some problems for further study.
Before ending this section, a list of notations is presented as follows:
2) M m×n : the set of m × n real matrices.
n : the i-th column of the identity matrix I n . 6) ∆ n := δ i n |i = 1, · · · , n ; ∆ := ∆ 2 . 7)
8) ⋉: semi-tensor product of matrices. (The symbol ⋉ is mostly omitted. Hence, throughout this paper AB := A ⋉ B.) 9) S k : the k-th order symmetric group. 10) ⊓: intersection of lattice. 11) ⊔: union of lattice. 12) * : Khatri-Rao product of matrices.
For the sake of compactness, it is briefly denoted as
II. STP AND ITS APPLICATION TO k-VALUED LOGIC

A. Semi-tensor Product of Matrices
This subsection provides a brief survey on STP of matrices. We refer to [5] for all the concepts/results involved in this paper.
Definition 2.1: Let M ∈ M m×n , N ∈ M p×q , and t = lcm(n, p) be the least common multiple of n and p. The STP of M and N is defined as
where ⊗ is the Kronecker product.
Remark 2.2:
That is, STP is a generalization of conventional matrix product. Moreover, it keeps all the properties of conventional matrix product available. 2) Throughout this paper the matrix product is assumed to be STP and because of 1) the symbol "⋉" is mostly omitted.
In the following we list some properties of STP, which will be used in the sequel.
Proposition 2.3:
Associativity Law:
(ii) Distribution Laws:
(iii)
(iv) Assume A and B are invertible, then
(v) Assume x ∈ R t is a column vector, A is an arbitrary matrix, then
Definition 2.4:
is called a swap matrix.
The following three propositions are used in the sequel. Proposition 2.5:
Proposition 2.6:
(i) Let x ∈ R m and y ∈ R n be two column vectors. Then
(ii) Let ξ ∈ R p , η ∈ R q , x ∈ R m and y ∈ R n be four column vectors. Then
Proposition 2.7: Let A ∈ M m×n and B ∈ M p×q . Then
Finally, we introduce Khatri-Rao Product of two matrices [5] . Let A ∈ M p×s and B ∈ M q×s . The Khatri-Rao product of A and B, denoted by A * B, is defined as
B. Algebraic Expression of k-valued Logical Functions
Assume S = {s 1 , s 2 , · · · , s n } is a finite set. Then we can identify each element with a vector δ i n ∈ ∆ n . Say, s i ∼ δ i n , i = 1, 2, · · · , n. This expression is called the vector form expression of finite sets. The order of the correspondence can be assigned arbitrarily.
For instance, in classical logic, S = D 2 = {0, 1}, a logical variable x ∈ D can be expressed in vector form as
Similarly, the vector expression of classical logical variables can also be used for multi-valued logic.
Example 2.8: Consider k-valued logic, usually we identify
Using this order, we have
Using vector form expression, an n variable logical function f : D n → D can be expressed as a mapping from ∆ n to ∆.
Then we have Theorem 2.9: Let f : D n → D. Then, using vector form expression, we have
where M f ∈ L 2×2 n is unique, called the structure matrix of f . Hereafter, we use D k to express the set of k elements, and ∆ k for their vector expressions.
Define a power reducing matrix as
Then we have the following formula. Proposition 2.10: Assume a vector form logical variable x ∈ ∆ k . Then (ii) (Absorption Laws)
2) A lattice B is distributive, if
3) A lattice is bounded, if there exist largest element 1 and smallest element 0 such that
Consider a finite set B, where
We convert the elements of B into vector form as 
(ii) Associativity of ⊔:
(iii) Commutativity of ⊓:
B. Structure Matrix of Finite CA
First, we list some complements, most of them are well known [7] . Definition 3.6: Let B be a lattice with |B| = k. A complement operator may be defined as follows:
Free Complement:
where ϕ : B → B is a preassigned unary mapping. (ii) Double Idempotent Complement (DIC): There are largest element 1 and smallest element 0, such that 
(iv) Kleene's Complement: It is a De Morgan's complement, and satisfying
(v) Pseudo Complement:
(vi) Stone Complement: It is a pseudo complement, and satisfying
(vii) Boolean Complement:
The following result is straightforward verifiable. Proposition 3.7: Let B be a lattice with |B| = k.
(i) ′ is a free complement, if and only if, there is a logical matrix M n ∈ L k×k , called the structure matrix of the complement, such that
(ii) ′ is a DIC, if and only if,
k , and the following equality holds:
(iii) ′ is a De Morgan's Complement, if and only if,
(iv) ′ is a kleene's complement, if and only if, its structure matrix M n satisfied (38) and the following (39).
(v) ′ is a pseudo complement, if and only if,
where
′ is a Stone complement, if and only if, M n is the structure matrix of pseudo complement, satisfying
Remark 3.9: There are some well known Boolean type algebras. For instance, let L be a bounded distributive lattice. Then [13] 
if C is a Boolean complement, A is Boolean algebra.
Because of the above remark and for statement ease, we give the following assumption:
A1: L is a bounded distributive lattice (i.e., BL of a BA).
Hereafter, we consider only bounded distributed L. The argument for other lattices is similar.
Using the above matrix expressions of the BTL and CA, it is easy to construct finite BTAs. 1, 1, 1, 1, 1, 2, 3, 2, 1, 3, 3, 3 1, 1, 1, 1, 1, 2, 1, 2, 1, 1, 3, 3, 4, 4, 4, 4] ;
Next, we consider complements. There are two DIC, which are
and 
which is obviously Stone's complement. -For the lattice (45), the only pseudo complement is
which is also Stone's complement. 1, 1, 1, 1, 1, 1, 2, d i , e i , 2, 1, (3, 4, 4, 2, 2, 3) , v 10 = (3, 4, 5, 2, 2, 2), v 11 = (4, 4, 4, 1, 2, 3) , v 12 = (5, 2, 3, 4, 4, 4) . • Using above bounded distributive lattices and DICs, we can construct 6 De Morgan Algebras, which are
IV. HOMOMORPHISM AND ISOMORPHISM
A. Homomorphism
Definition 4.1: 
2)
be two BTAs, and π :
Assume
can be expressed in a matrix form as
where M π ∈ L q×p is the structure matrix of π.
Proposition 4.2:
Then π a lattice homomorphism, if and only if, 
Proof 4.3:
The proof is straightforward. For instance, we can prove each equation in (53) is equivalent to each equation in (51). Say, consider the first one.
B. Isomorphism Definition 4.4:
be two bounded lattices, and π : B 1 → B 2 be a lattice homomorphism. If a lattice homomorphism π is a one-to-one and onto mapping, then π is called a lattice isomorphism. 2) Let π : A 1 → A 2 be a BTA homomorphism. If π is a one-to-one and onto mapping, then π is called a BTA isomorphism.
Remark 4.5:
It is easy to verify that if π is an isomorphism then so is π −1 .
Definition 4.6:
Given a permutation σ ∈ S n , then its structure matrix M σ , defined by
is called a permutation matrix. The following result is obvious. T is a permutation matrix. That is, there is a σ ∈ S n such that T = M σ . And hence T T = T −1 .
(ii) 
Example 4.9: Recall Example 3.11. When k = 5 there are 5 non-trivial isomorphisms, which keeps 1 and 0 unchanged, they are
We set L i := {M 
We conclude that
We also have the following complement isomorphisms:
Using (57) and (58), we can construct BTA's isomorphism. Say, T 1 : L 4 → L 6 is a lattice isomorphism and T 1 : C 4 → C 1 is a complement isomorphism. Then
is a BTA isomorphism.
V. DECOMPOSITION OF BTAS
A. Product
Definition 5.1:
, where B = B 1 ×B 2 is the Cartesian product of B 1 and B 2 , and
2) Let
When the elements in B i are expressed in vector form as
Their Cartesian product can be expressed as 
, 2 be two BTAs, |B 1 | = p and |B 2 | = q. Then the product algebra A p = A 1 × A 2 has structure matrices of its operators as follows:
(ii)
B. Decomposition
As the inverse problem of product, we consider the decomposition of a BTA, which is precisely defined as follows:
Definition 5.3: Let A = (B, ⊓, ⊔, ′ , 1, 0) be a BTA, and |B| = pq. The decomposition problem of BTA is solvable, if there are two BTAs
First, we give a lemma.
Lemma 5.4:
Where A 1 is a BTA, and A 2 is only a set with two binary mappings and one unary mapping, and 1 2 , 0 2 ∈ B 2 . If there is a surjective mapping π :
then A 2 is also a BTA. Proof 5.5: We need to prove every properties of a BTA for A 2 . Since all the proofs are similar, we prove associativity of ⊓ 2 only. Since π is surjective, for any u, v, w ∈ B 2 , we can find x ∈ π −1 (u), y ∈ π −1 (v), and z ∈ π −1 (w). Then
Mapping both sides of (68) to B 2 by π and using (65) yield 
n ∈ L q×q , such that (i) M c decomposition:
and
(ii) M d decomposition:
Proposition 6.7: Let (B, T, R) be a specified algebra with |B| = k < ∞, and 1, 0 ∈ B. Then (B, T 0 ) is a universal generator, where
where M j ∈ L k×k . Define a set of unary mappings t j by M j . That is, t j has its structure matrix
Define another set of unary mappings ⊲ i , i = 1, · · · , k as as
Then it is easy to check that
To simplify the generator T 0 we express
where S(k) is the set of mappings, which have nonsingular structure matrices and V (k) is the set of mappings, which have singular structure matrices. It is clear that
First we simplify S(k): Let t ∈ S(k). Then M t is a permutation matrix. Hence there exists a σ ∈ S k such that M t = M σ . It is well known that [11] S k has a set of generators as
Hence, we need only {t i | i = 1, 2} as a set of generators for S(k), where t j has M σi as its structure matrix and σ 1 = (1, 2), σ 2 = (1, 2, · · · , n). Note that now we can reduce the number of generators in S(k) from k! to 2. The two elements are:
Next, we simplify V (k): Since t in V (k) is singular, there are at most k − 1 rows of M t containing nonzero entries (i.e., 1). Denote the number of 1 in different rows by r := (r(1) ≥ r(2) ≥ · · · ≥ r(k − 1)), then
Since we have already constructed generator for S(k), so M t can be used to generate all singular M t ′ by row or column permutation. That is, if M t ′ has the same r = (r(1) ≥ r(2) ≥ · · · ≥ r(k − 1)) as that of M t , it can be generated from M t with some M s , where s ∈ S(k). The number of t, which have different ordered set r = (r(1) ≥ r(2) ≥ · · · ≥ r(k − 1)). First, assume rank(M t ) = k − 1. Ignoring the orders of rows and columns, we have unique M t as
Next, we assume rank(M t ) = k − 2. Ignoring the orders of rows and columns, we have two M t as
A straightforward computation shows that
Ignoring the order of rows, it is clear that
where A ∼ B means one can be obtained from another by row/column permutations. Hence the M t with rank(M t ) = k − 2 can be generated by Θ k−1 with S(k).
Next, we prove that all singular logical matrices M t ∈ L k×k can be generated by Θ k−1 with S(k). It is enough to prove that M t ∈ L k×k with rank(M t ) = s can be generated by all M t ∈ L k×k with rank(M t ) = s + 1 with S(k). We prove this by mathematical induction. We already know it is true for s = k − 2, Now assume it is true for s = r for r < k − 2. That is, all M t with rank(M t ) = r has been generated. Now assume a special M t with rank(M t ) = r − 1 is given as We also have β 1 ≥ 2. Construct We conclude that V (k) can be generated by S(k) and Θ k−1 , which is defined by (94). Hence we have the following general generator for any finite universal algebra.
Theorem 6.9: Let (B, T ) be a finite universal algebra with |B| = k < ∞. Then it has a universal generator as (B, T 0 ), where T 0 = (2, 2, 1, 1, 1) with t 1 = ⊓, t 2 = ⊔, t 3 = t Σ1 , t 4 = t Σ2 , and t 5 = t Θ k−1 .
Note that t Σ1 means a mapping with Σ 1 as its structure matrix, etc.
VII. CONCLUDING REMARKS
Starting from Boole's work, BA has been established as a fundamental tool for logic and has been used to computer science and other branches of discrete mathematics. But some useful mathematical objects can not be classified as BAs. Hence many other BTAs have been suggested and developed. This paper provides a systematic matrix description for finite BTAs. The structure matrices for most finite BTLs and CAs are presented. Using them the homomorphisms and isomorphisms of BTAs are also investigated.
As a main result, the decomposition of finite BTAs into a product of two BTAs is discussed in detail. A straightforward verifiable necessary and sufficient condition is obtained.
As another application, a set of BTAs with free complements is constructed as a universal generator for finite universal algebras.
There are many problems remaining for further study. We are confident that the matrix expression is a powerful tool for investigating finite BTAs.
