Abstract. We consider the inverse problem of identifying a spatially varying diffusion coefficient on the basis of an observed solution to the forward problem. Under appropriate conditions, this inverse problem can be solved as a first order hyperbolic problem in the unknown coefficient. We provide a modified upwind difference scheme for this hyperbolic problem and prove that its convergence rate is 0(h) when certain conditions are met.
Introduction. The partial differential equation
ß^-=V-aVu + q at is a basic governing equation in the analysis of aquifers (Bear [1] ). The coefficients a and ß are often taken as functions of the space variable x, and their identification, using observed u and q data, constitutes an important inverse problem in groundwater flow and oil reservoir simulation.
We shall be concerned with the identification of the "transmissivity" a from observations taken under steady state conditions. The inverse problem then becomes a linear first order hyperbolic equation in a: (1) L(a; u) =Va-V« + aAu =/, x E fi, where / = -q. Assuming appropriate Cauchy data for a is available, and that the measurements are sufficiently definitive to permit approximation of Vu, Au, and/ in ß, one may attempt to identify a by solving (1) numerically. This hyperbolic problem has several distinguishing features: (i) it need not have a timelike direction (i.e., a fixed direction in which the tangent vector along characteristics always has a positive component), (ii) its coefficients are derivatives of the observed quantity u (a source of instability in practice), (iii) its first order term vanishes at extreme points of u. Several alternatives for the numerical solution of (1) have been proposed in the applied literature. Nelson [5] has devised a method for integrating the homogeneous version of (1) (i.e.,/ = 0) along its characteristics, and Frind and Pinder [3] have developed a finite element Galerkin technique. A finite difference approach has also been proposed by Nutbrown [6] .
In a companion paper [7] , dealing with some mathematical aspects of the inverse problem, we showed that (1) may be solved uniquely for a assuming (2) inf {max[|Vw|, Am]} >0
and that Cauchy data is available along the "inflow" portion of the boundary T of ß (essentially that portion of T where the outer normal derivative of u is negative).
If (2) is not satisfied (which will be the case, for example, if u has both maxima and minima in ß), then the hyperbolic problem may not be solvable for all /. We also considered the following "test conditions" for observing a "forward" solution to the elliptic problem for (1):
Inf / > 0, u = constant on T. a Assuming the unknown a is positive, the resulting u then satisfies (2) , and the corresponding hyperbolic problem (1) requires no Cauchy data for a.
In the present paper, we present a modified upwind difference scheme which closely mimics the essential features of the continuous problem. The scheme is explicit in the direction of increasing grid values of u (the characteristics of (1) are curves of steepest ascent in u), and it is self-starting in the vicinity of a relative minimum of u (where (1) is degenerate and a is given by f/Au if A« ¥= 0). In Sections 2 and 3, we describe the numerical method for the special case where ß is a unit square and establish its 0(h) convergence rate under the basic condition (2) . It appears that the only other proof of convergence of a numerical scheme for (1) is that of Falk [2] , which is based on a quite different nonlinear least squares approach. In Section 4, we extend the applicability of our numerical method and accompanying analysis to irregular domains. Then in Section 5, we show that the numerical method performs optimally under the "test conditions" alluded to in the previous paragraph. Finally, in Section 6, we present computational results for two test problems.
2. The Discrete Problem. We shall develop our numerical method in the context of a two-dimensional problem in the unit square ß = (0, 1) X (0, 1). Its extension to more general domains will be seen in Section 4 to be quite straightforward.
Our method utilizes a uniform grid (x" yy) = (ih,jh), 0 < i,j < n + 1, h = --.
The set of interior grid points will be denoted by ß*, ß*= {(Xi,yj)\l <i,j <n), and for a grid quantity {t?«} defined over ß* we define HU«, = , max \v¡j\-We also define a discrete inflow boundary THX. A grid point in T is a member of rf if its nearest neighboring grid point in ß* has a higher u value; e.g., (x,, v0) G 1", for i e {1,...,«} if m(x" v,) > u(x¡, y0). Henceforth, we shall denote grid values of u(x, y) and/(x, v) by u¡. and/,, respectively.
We approximate the differential equation (1) by £*{<*,■,; u¡f) = fy, 1 < i,j < n, where (3) £ {ay; Uij) =-----+---£-+ otijHUij, ,., " «i+ij + «t-ij+ "v+i + ",v-i ~4uij (4) Huy =-, k is the first index of the minimum of {u¡_XJ, u¡j, u,+l,}, I is the second index of the minimum of { u¡j_ " u¡., u¡ +, ).
Thus, k and / are in fact functions of the indices / and/, which we do not make explicit for the sake of notational simplicity. In the event of a tie for k or /, its resolution will be seen as immaterial in what follows. Solving the equation £A (a,-,; u¡f) = fy for aijt we obtain (i) The difference scheme is explicit in the direction of increasing Uy since ay is given in terms of akJ and a¡" where ukj and uu are < Uy. Thus, the discrete solution is developed in a manner consistent with the characteristics of the continuous problem, which are curves of steepest ascent in u.
(ii) If u¡.j. is a relative minimum grid value of u, the associated ay is given by ■fi'J' (7) HUi.j. 3. Analysis of the Difference Scheme. In a previous paper [7] , we considered the hyperbolic differential equation (1) under the basic condition (2) . This condition guarantees the existence of a unique solution a assuming prescribed values along the inflow portion of T, and can be realized physically by observing u in the presence of a uniformly positive forcing function /. A condition equivalent to (2) is that the domain ß can be divided into subregions ß, and ß2 in which |V«| and A«, respectively, are uniformly positive:
Our objective in this section is to establish the stability and convergence of the difference scheme for the unit square, (10) &{ay; Uy) =fy, 1< i,j < n, cty given on Tí, under the assumption that (9) holds. Our analysis will be seen in Section 4 to be readily extendable to irregular domains. We begin the analysis by postulating a discrete analog of (9). We assume that the interior grid points ß* can be divided into two sets ßf and ß2 such that 
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Note that just as (9) rules out the possibility of u having a relative maximum in ß, (11) precludes the possibility of a relative maximum Uy in ß* (i.e., one which is > its four nearest neighbors). We isolate those interior grid points, if any, for which the corresponding Uy is a relative minimum and denote the resulting subset of tih2 by ß£.
At a point (x,., v,.) G ß*, the associated a value is given explicitly by (7) . For any other (x" yf) G ß\ the value of a0 is given in terms of one or two neighboring values, akj and/or a,v, associated with lower u values. We depict the local dependence of such ay by means of arrows pointing along the corresponding segments from (xk,yj) and/or (x¡,y¡) to (x^yj). A path like one of those shown in Figure 1 which originates at Thx or ß* and proceeds through ß* in accordance with the resulting network of arrows will be termed an "admissible path". We observe that u is nondecreasing along an admissible path, and that any point (x,, yf) e Si* -Si' can be connected to Thx or ß* by at least one admissible path. Moreover, the set of all admissible paths to a given interior grid point describes the domain of dependence of the corresponding ay. We shall say that a segment of an admissible path from (xk,yf) or (x¡,y¡) to (x,, yf) G ß* is "aligned" if it makes an angle tt/4 or less with the vector * \ h ' h y Thus, a segment from (xk,yf), for example, to (xt,yf) is aligned if and only if ukJ < u¡¡. Note that u increases by at least hkx over each aligned segment of an admissible path, a key element in our subsequent analysis. We now establish a series of lemmas which will lead eventually to a proof of stability and convergence of the numerical solution under the conditions described in (11). then Ai < öyi(A0 + i%).
Proof. By induction on i. □ Lemma 3. Assuming (11) holds and hqx < 1, the discrete equations (10) have a unique solution {oty}.
Proof. Since the scheme is explicit, we need only show that the denominator DtJ in (6) is invariably nonzero. If (x¡,yf) G ß^, then Dy > hk2 > 0 by (11). Next, suppose (x,, v) G ß* and consider the corresponding aligned segment to (x"yf). In the event ukj < «,,, this segment originates at (xk,yf) so that u(J -ukj > hkx and
The same bound also holds in the case u¡¡ < ukj. Hence, DtJ > 0 for all i, j {1, . . . , n), and the discrete solution is well defined. □ Lemma 4. If(x¡,yf) G ßj, then
Kl < max K,l> Kl» K where, if k = / or I = / or both, the corresponding quantities \akJ\, \a¡,\ are deleted.
Proof. If k = / and / =/, cl. is given by (7) and does not exceed 11/11«,/^* in absolute value. Assuming k =£ i and/or / ^/, we apply Lemma 1 to (6) with = maxj max|«,,|, M* J, (w,) G T* u Q*.
It is easy to see from Lemmas 4 and 5 that Ay > \ay\ for (x¡,yf) eSî'u T*. We will now show that (17) Ay < max{l,p"V} ¡T'^'Tŵ here w,^ is the maximum possible number of aligned segments in any admissible path from Thx u ß£ to (x" yf).
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use To see that (17) is valid, we choose an arbitrary pair of indices /",/q G [1,2, ... ,n) and consider the corresponding quantity A¡¿. Assuming (x, ,yj) & ß* (otherwise (17) holds trivially), AiaJ¡¡ is given in terms of a neighboring value A, j as depending on whether or not the segment from (■*,,, .y,,) to (xlo, y^) is aligned. Likewise, if (x,, v^) G Y\ u ß£, A¿iJi is given in terms of a neighboring value A,..
Continuing in this way we may trace the value of AigJo back to some A¡ ■ where (x^yj) G TÎ u ß£. Note that the chain (x^yj), ■ ■ ■, (xio,yj) corresponds to an admissible path through ß\ Along each segment of this admissible path, the value of A,, either changes to p(AikJk + n) < max{l, p) ■ (AikJk + tj) or remains the same, depending on whether the segment is aligned or not. Applying Lemma 2 over all possible paths from Thx u ß* to (x,o, v^, we obtain (17).
To complete the proof, we note that mv < [u]/hkx. This follows from the fact that an admissible path is one of increasing u, and each of its aligned segments contributes an increase of at least hkx. Combining the bound on my with (17), we obtain the desired result. □
The theorem we have just proved is predicated on the assumption that [uy) satisfies the discrete condition (11). We wish now to recast the theorem in terms of the analogous conditions (9) for u(x,y), under which we shall establish the convergence of the numerical solution {ay}. One additional definition is required:
(18) C,(«) = max 1, expl^^)}.
We relate kx, k2, qx and Cx(u) to their continuous counterparts as follows: 4. Extensions of the Numerical Scheme. In this section, we extend the applicability of the difference scheme to irregular domains and to problems in which the basic condition (2) is violated but Vm and A« do not simultaneously vanish anywhere in ß.
We first consider the case of an irregular domain ß which can be embedded in a larger domain ße over which u is defined and satisfies (2) . We assume that dist{ß, ße} > 0 and superimpose a uniform grid over ße (cf. Figure 2) . Figure 2 As before, we denote the set of interior grid points (x,, yf) G ß by ßA and apply the difference scheme (3)- (5) for all (x¡,yf) G ß\ For grid points of ßA lying adjacent to V, (3)- (5) will involve grid values of u outside ß but such values are well defined if h < dist{ß, ße}, which we assume to be the case. Values of a outside ß will also be required for the discretization at a point (x" yf) G ßA situated next to an inflow portion of T. Such a value, a1+, , say, can be approximated by the value of a at the intersection of the line segment from (x^yf) to (x1+1, yf) with I\ This introduces an error 0(h) if a G C '(ße).
Thus, the situation is essentially the same as before except that the "envelope" of ß* is no longer a square and the initial data has an O(h) error. Theorems 1 and 2 are readily seen to retain their applicability, and we conclude that the modified numerical scheme produces O(h) convergence provided a G C2(ße), u G C3(ße) and u satisfies the basic condition (9) over ße.
We can also accomodate the case where values of u outside ß are not available. Here we define r* as the union of all points of intersection of the grid lines x = x,, v = vy with T, and at each point (x,, yf) G ß* we base the discretization of L(a; u) = f on (x¡,yf) and its four nearest neighbors in the set ß* u T*. This necessitates minor changes in (3)- (5) to account for the nonuniformity in the grid adjacent to T, but the convergence rate is still O(h).
We now indicate how the difference scheme can be applied to problems for which u fails to satisfy (2) . Suppose first that inf {max[|V«|, -Am]} > 0.
The difference scheme can then be applied to
where v satisfies (2) . Here the numerical scheme is propagated in the direction of decreasing u0, and a must be specified along the discrete outflow boundary.
Proof. Property (B) insures that Thx = $, so that no initial data for a is required. For a given ß, define e = sup m(< 0), ßc = {x G ß|M(x) < e}. ù Thus ß c ße C ß and m G C3(ße) by property (C). Moreover, a0 values at grid points in ße are not influenced by those in the remaining part of ß, since the latter are associated with higher u values. Thus, we may apply Theorem 2 over ße separately and conclude that 0(h) convergence ensues there, hence also in its subset ß. □
In the case of a m produced by the test conditions, the difference scheme generates initial data for a via (7) at the relative minimum grid values of u within ß. The solution is then propagated outward in the direction of increasing u, no initial data for a being required along T.
6. Some Test Computations. We list the results for two test problems over the unit square to which our numerical method has been applied. The forward solutions for the two problems are as depicted in Figures 3 and 4 . In each case, a was chosen as e_Jçy and/was obtained from a and u. In the first case, the discrete solution was developed from left to right and in opposite vertical directions away from the line v = .4 along each grid line x = x,. Cauchy data for a was supplied along the line x = 0. In the second case, the grid was scanned in an outward spiraling manner about the minimum grid value of u and no initial data for a is required. (In accomodating more complicated configurations, a program which decided the scanning order internally would be of obvious value.) The computational results for the two cases are as follows, and the expected O(h) convergence rate is apparent. 
