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This paper examines the Generative Adversariat Network, which is devetoping in Deep Learning, with 
game theory. We first showed equivatence in Generative Adversariat Network and game theory under 
some conditions. Second, in the Generative Adversariat Network, the stabitity of tearning is one of 







ている。また，Leibo, et at. [13] では，ビデオゲームで囚人のジレンマ環境を作り出し，そこにマルチエ
ージェントを置いて深層強化学習をしたら，協力関係が生成されるという。これら以外にも，様々なゲー
ム理論と関連する研究が発表されている。 
 特に本稿では，敵対的生成ネットワーク(Generative Adversariat Network，以下，GAN)を取り上げ，
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る。第 2節で GANをまとめ，第 3節で，この GANをゲーム理論から捉え直し，得られた数学的結果につ
いて記し，第 4節で，まとめ，残された課題を記す。 
  



















                                                      
1 例えば，これに関連する研究は GAN Zoo (https://deephunt.in/the-gan-zoo-79597dc8c347)としてまと
められており，この図からも一連の研究が増加していることが分かる。また，深層学習の研究分野におけ
る権威の 1人である Yann LeCunは，GANはこの 10年の機械学習で最も面白いアイディアであるとも
述べている(“GANs are the most interesting idea in the tast 10 years in ML”)。 
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めて る分野で，次々に関連研究 発表されている1。この GAN は実務的には学習されず 画像が生成さ
れないことがあり，学習の安定化が問題が課題となっている。試行錯誤が必要であるため，理論的に最適
化により(局所)Nash 均衡に到達するよう保証する研究が行われている2。 
   また，Finn, et al. [2], Ho and Ermon [9]では，目標となる行動から模倣学習という逆強化学習と似て
いることから，逆強化学習とこの GAN と損失関数の等価性を示している。 
その他，計量経済学関連の研究として，Igami [11]では，Bonanza や AlphaGo を動学的離散選択問題と
し ，(ミクロ)計量経済分析等で用いられている代表的な推定法から捉え直している研究もある。 
本稿は，GAN をゲーム理論として捉え直し，ゲーム理論との等価性を論じた。次のように構成されてい
る。第 2 節で GAN を 第 3 節で，この GAN をゲーム理論から捉え直し，得られた数学的結果につ
いて記し，第 4 節で，まとめ，残された課題を記す。 
  
2.  敵対的生成ネットワーク (GAN) 
2.1 理論モデル 
GAN は「教師なし機械学習」で使用される人工知能アルゴリズムの一種であり，ゼロサムゲームの考え
方で互いに競合する 2 つのニューラルネットワーク (生成器ネットワーク(generator)と識別器ネットワー








図１  GAN の概念図 
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 次に，Goodfettow, et at. [4]の理論的な内容の詳細について，簡潔にまとめる。ここで，G は生成器
(generator)，D は識別器(discriminator)， は訓練データ，はノイズとする。生成器 G はノイズを入力
としてデータを生成する。生成器 G の訓練手順は，識別器 D が誤っている確率を最大にすることであり，は，そのデータが訓練データである確率を表す。識別器 D は訓練データと生成データに対して正しく
ラベル付けを行う確率を最大化しようとする。一方，生成器 G はlog1 − を最小化しようとする。こ
れらをまとめて以下のように表現している。 
  mino max ,  = E~log  + E~ log 1 −                 (1) 
識別器 D が上手に分類できるようになると，が大きくなり，log が大きくなる。また，偽物だと
ばれては小さくなるため，log 1 − は大きくなる。一方，生成器 G が訓練データに似てい






図 2 アルゴリズム 1 ミニバッチ3確率的勾配降下法 (Goodfettow, et at. [4]) 
(1) ミニバッチサイズ個のノイズ, ⋯ , をから取り出す(生成する) 
(2) ミニバッチサイズ個のサンプル, ⋯ , をデータ生成分布から取り出す 
(3) 下記式のにおける確率的勾配を上るように識別器 D を更新する 
∇ 1  log  + log 1 −    
(4) 上記までを k 回繰り返す 
(5) ミニバッチサイズ個のノイズ, ⋯ , をから取り出す 
(6) 下記式のにおける確率的勾配を下るように生成器 G を更新する 
∇ 1  log 1 −    
(7) ここまで全てを，訓練回数分だけ繰り返す 
     識別器 D を十分な回数(k 回)更新した上で生成器 G を 1 回更新することで，常に識別器が新しい G 
の状態に適用できるように学習を進める 
 
また，Goodfettow, et at. [4]では次のことを証明している。 
  







命題 1 (Goodfettow, et at. [4])  固定した生成器 G において，最適な識別器 D は，次のようである。 
Do∗  =  +  
 
ここで，C(G)を次のように置く。 
               C  =  max ,  = ~log o∗  + ~ log 1 − o∗  = ~log o∗  + ~log1 − o∗  
                                = ~ log  +  + ~ log  +  
 
定理 1 (Goodfettow, et at. [4]) 仮想的訓練基準 C(G)の大域最小値は， =  のとき，得られる。ま
た，その時の C(G)の値は – tog 4 である。 
 
命題 2 (Goodfettow, et at. [4]) 生成器 G と識別器 D に十分な容量があり，アルゴリズム 1 の各ステップ
で，識別器はその与えられた生成器 G のもとで，最適に到達することを許され，基準を改善するように 
が更新され，条件，E~log o∗  + E~log1 − o∗  を満たすとき，はに収束する。 
 
2.2 実験結果 












                                                      
4 MNIST のデータは，機械学習の分野でよく利用されている手書き文字の認識のためのサンプルデータ
で，0-9 のいずれかの数字が学習用，テスト用それぞれで 60,000 枚，10,000 枚含まれている。実験で使
用したコード・プログラムは，Python，ニューラルネットワークライブラリーKeras を用いて作成され
た。GitHub (https://github.com/mitsurukikkawa/Python/tree/master/GAN)にあり，このコードは，











本節では，GAN をゲーム理論，特に進化ゲーム理論の立場で捉える。GAN の理論モデルは生成器 G と
識別器 D の間には，ゲーム的状況にあり，上述のようにプレイヤーの目的は生成器 G は識別器 D を騙す
ようにを生成し，識別器 D は生成器 G に騙されないように正しく識別するようにと正反対であるため，
直感的に 2 人ゼロサムゲームと捉えることができる5。 
そこで本稿では，進化ゲーム理論を用いて，純粋戦略の数が 2 つの場合の非対称 2 人ゲームとして捉え，
GAN とゲーム理論との等価性について示す。 
 
3.1 命題 1 
 Goodfettow, et at. [4]の命題 1 は，, を最大化しており，最適識別器 D に関しては，, 
                                                      
5 Goodfettow, et at. [3]には，利得関数 , , −,  が記載されているが，元論文










3.2 定理 1 
Goodfettow, et at. [4]の定理 1 は，交差エントロピーC(G)の最大値に関するものである。この C(G)は，
進化ゲーム理論においては次の命題にあるように Lyapunov 関数，第 1 積分に対応する。特に本稿では，
GAN はプレイヤータイプが 2 種類，戦略の数が 2 つでゼロサムゲーム(利得表 1)に対応するので, このゲ
ームの Repticator 方程式は, 次のようになる。これの導出に関しては，付録 A を参照されたい。  = y1 −  −  + ,   = x1 − − +  +                        (2) 
ただしをプレイヤー1 が戦略 1 をとる確率, をプレイヤー2 が戦略 2 をとる確率とする。 
 
利得表 1 正規化したゼロサムゲームの利得表 
 戦略 1 戦略 2 
戦略 1 a, −a 0, 0 
戦略 2 0, 0 b,−b 
 
そこで Lyapunov 関数・第 1 積分を Hofbauer and Sigmund [10], 大浦[17]，吉川[12] などにあるような
方法で導出すると，次が得られる。導出に関しては付録 A を参照されたい。 H = −2a log  − 2b log1 −                             (3) 




命題 3 Repticator 方程式を用いた進化ゲーム理論におけるゼロサムゲーム(利得表 1)の大域関数，例え
ば一般的な Lyapunov 関数は(3)式のように導出することができる。また，GAN の評価関数(1)と，a, bが正
の値を持つとき等価となる。 
 
注１ a = b = とする時，式(3)が最大値をとるのは，確率がの時であり，またその時の値は– tog 4 であ
                                                      




いった = 1 − という関係にある。 











命題 4 このゲームにおける内点解(混合戦略)の局所安定性は鞍点であり，不安定である。 
 
証明 付録 B 
 
注 2 (Akin and Losert [1]，Hirsch, et at. [8] ，岡田 [17]) 




Repticator 方程式は，非線形微分方程式であり，純粋戦略が 3 つ以上の場合には，様々な挙動を示すこと
が知られている。 
 
例1 Taytor and Jonker [22]は純粋戦略の数が 3 つの場合，混合戦略が漸近安定となるゲームを示した。 
また，Skyrms [21]は戦略が 4 つある場合には，ストレンジアトラクター(Hopf 分岐を通じて生まれる)が
生じ得ることを示している。 
 
例 1 から進化ゲーム理論においては，内点解が安定な場合が存在するため，GAN を拡張し，条件によっ
ては，安定的な内点解が存在すると推測することができる。 
 
3.3 命題 2 






 以上のように，ゲーム理論の立場から GAN を考察することにより，次のことが分かった。 
(1)  命題 3 により，GAN の評価関数は，ある条件の下で，進化ゲーム理論における Lyapunov 関数と等







(2)  進化ゲーム理論に関する研究を利用することで，GAN における学習の安定性に予測することが可能
となる。 
 本稿における残された課題として，ゲーム理論においてある条件の下では，安定な内点解が存在するた
め，実際に GAN における安定的な学習を行うような実験結果を示すことである。 
 
付録 A Lyapunov 関数の導出 
 まず個体数の変化を取り扱う Lotka-Votttera 方程式から Repticator 方程式を導出し，次に Lyapunov 関
数の導出を行う。 
 あるプレイヤーの集団があり，ゲーム的な状況において，プレイヤーの戦略の頻度を, 戦略を採用す
る確率を，戦略を採用する確率の分布をベクトル = , , ⋯ , , n < ∞とする。 
 各プレイヤーは，ある戦略を採用し，その結果相対的により利得が得られるのであれば，その戦略を採
用する頻度が増加すると仮定する。戦略の頻度の変化率をとすると，このことは次のように表すことが
できる。  = ,    = 1, ⋯ ,  
ここでを戦略に無関係な成分と戦略に依存する部分に分解する。戦略に無関係な部分を，戦略に依存す
る部分をとする。は一般に戦略の分布にも依存するので，と書くことができ，はゲーム理論
でいう「利得」に対応する。そのため，ゲームにおいて各戦略の頻度   = 1, ⋯ , の変化法則は次のよう
に書き換えることができる。 
  =  + ,    = 1, ⋯ ,                                 (4) 
この式は各戦略の頻度の変化を表したものであり，戦略の頻度の変化率  は自然増加率に各戦略の利得を加えたものとなる。 
 これを各戦略が採用される確率， =  に置き換える。ただし， = Ȃ  であり，十分大きな数とする。
恒等式 = の両辺の時間微分をとると， =   +  が得られる。また， = Ȃ  であるので，こ
れと(4)式から整理すると，次が得られる。これは Repticator 方程式と呼ばれている。 
   =  − Ȃ  ,   ,  = 1, ⋯ ,                              (5) 




  次に本稿では，生成器，識別器というプレイヤー種類が 2 つ，戦略の数が 2 つの非対称 2 人ゲームを考
えている。特に利得表 A1 で表現される一般的なゲーム状況を表す利得表の場合，このゲームの Repticator 
方程式は, 次のようになる。 
 





 = y1 −  −  +  −  −  +   = x1 −  −  +  −  −  +  
 
 
ただし, をプレイヤー1 が戦略 1 をとる確率, をプレイヤー2 が戦略 2 をとる確率とする。ここで,  −  = ,  −  = ,  −  = ,  −  =  と置くと, 先ほどの Repticator 方程式は次のようにな
り，この一般的な非対称 2 人ゲームは利得表 A2 に記すことができる9。 
 
利得表 A2 正規化した利得表 
  = y1 −  −  + , 
  = x1 −  −  +                           (6) 
 
 
そこで Lyapunov 関数・第 1 積分を Hofbauer[10]，吉川[12]，大浦[18]などにあるように導出すると，次
が得られる。 
 Hx, y = log  = log  + log1 − 1 −                    (7) 
特に，本稿では，x + y = 1, a = −b, c = −d (ゼロサムゲーム，利得表 1)が満たすゲームを考えているの
で，次のように変形することができる。 H = −2a log  − 2 log1 −                                (8) 
(1)式におけるE~log ，E~log1 − は，それぞれ期待利得−2a log ，−2c log1 − 
に対応し，GAN の評価関数(1)と，a, c が正の値を持つとき等価となる。 
 
付録 B 局所安定性 
 Repticator 方程式(2)の(Nash)均衡点の局所安定性を調べる。(2)において， = 0,  = 0 となる, の組
みを∗, ∗と置くと，均衡点は次の 5 点である。 
∗, ∗ = 0,0, 0,1, 1,0, 1,1,   +  ,  +  
                                                      
9 一般的な非対称 2 人ゲーム(利得表 A2)を a, b, c, d の符号からゲームを分類すると，次のように 4 つに
分類分けすることができる (Weitbutt [23])。 
(I) 非ジレンマ，囚人のジレンマ型ゲーム < 0,  < 0 純粋戦略の Nash 均衡は 1 つ存在する 
(II) コーディネーション型ゲーム < 0,  > 0,  > 0,  > 0 純粋戦略の Nash 均衡は 2 つ∗, ∗ = 0,1, 1,0存在する 
(III) チキン型ゲーム < 0,  < 0,  < 0,  < 0 純粋戦略の Nash 均衡は 2 つ∗, ∗ = 0,0, 1,1存在
する 
(IV) マッチング・ペニー型ゲーム < 0,  < 0,  > 0,  < 0 純粋戦略の Nash 均衡は存在しない 
 戦略 1 戦略 2 
戦略 1 ,  ,  
戦略 2 ,  ,  
 戦略 1 戦略 2 
戦略 1 a, b 0, 0 
戦略 2 0, 0 c, d 
9 
 
 = y1 −  −  +  −  −  +   = x1 −  −  +  −  −  +  
 
 
ただし, をプレイヤー1 が戦略 1 をとる確率, をプレイヤー2 が戦略 2 をとる確率とする。ここで,  −  = ,  −  = ,  −  = ,  −  =  と置くと, 先ほどの Repticator 方程式は次のようにな
り，この一般的な非対称 2 人ゲームは利得表 A2 に記すことができる9。 
 
利得表 A2 正規化した利得表 
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(2)  進化ゲーム理論に関する研究を利用することで，GAN における学習の安定性に予測することが可能
となる。 
 本稿における残された課題として，ゲーム理論においてある条件の下では，安定な内点解が存在するた
め，実際に GAN における安定的な学習を行うような実験結果を示すことである。 
 
付録 A Lyapunov 関数の導出 
 まず個体数の変化を取り扱う Lotka-Votttera 方程式から Repticator 方程式を導出し，次に Lyapunov 関
数の導出を行う。 
 あるプレイヤーの集団があり，ゲーム的な状況において，プレイヤーの戦略の頻度を, 戦略を採用す
る確率を，戦略を採用する確率の分布をベクトル = , , ⋯ , , n < ∞とする。 
 各プレイヤーは，ある戦略を採用し，その結果相対的により利得が得られるのであれば，その戦略を採
用する頻度が増加すると仮定する。戦略の頻度の変化率をとすると，このことは次のように表すことが
できる。  = ,    = 1, ⋯ ,  
ここでを戦略に無関係な成分と戦略に依存する部分に分解する。戦略に無関係な部分を，戦略に依存す
る部分をとする。は一般に戦略の分布にも依存するので，と書くことができ，はゲーム理論
でいう「利得」に対応する。そのため，ゲームにおいて各戦略の頻度   = 1, ⋯ , の変化法則は次のよう
に書き換えることができる。 
  =  + ,    = 1, ⋯ ,                                 (4) 
この式は各戦略の頻度の変化を表したものであり，戦略の頻度の変化率  は自然増加率に各戦略の利得を加えたものとなる。 
 これを各戦略が採用される確率， =  に置き換える。ただし， = Ȃ  であり，十分大きな数とする。
恒等式 = の両辺の時間微分をとると， =   +  が得られる。また， = Ȃ  であるので，こ
れと(4)式から整理すると，次が得られる。これは Repticator 方程式と呼ばれている。 
   =  − Ȃ  ,   ,  = 1, ⋯ ,                              (5) 




  次に本稿では，生成器，識別器というプレイヤー種類が 2 つ，戦略の数が 2 つの非対称 2 人ゲームを考
えている。特に利得表 A1 で表現される一般的なゲーム状況を表す利得表の場合，このゲームの Repticator 
方程式は, 次のようになる。 
 





ただし，内点解が存在するためには,0 ≤  ≤ 1, 0 ≤  ≤ 1を満たす必要である。 
次に内点解・混合戦略の局所安定性を考える。(2)の 2 行 2 列の Jacobi 行列, は，次のようになる。
この Jacobi 行列に内点解の値を代入し，固有値を求めること局所安定性は分かる。 
,  =    =  −a +  by1 −  y 1 −  2ya − a +  bx1 −  2x−b +  a +  by a +  bx1 −  x            (9) 
内点均衡，混合戦略の均衡∗, ∗ =   , の局所安定性を考える。このときの Jacobi 行列は，次の
ようになる。 
   +  ,  +  = −
 +  00  +  λ −  λ +  = 0からこの Jacobi 行列の固有値は，λ = ± となり，鞍点となる。 
 
注 3 f-GAN (Nowozin, et at. [16])では，Jeansen-Shannon divergence・交差エントロピーから Kuttback-
Leibter divergence・相対エントロピーに目的関数を変更し，内点解が鞍点である条件を導出している。ゲ
ーム理論においても，この Kuttback-Leibter divergence・相対エントロピーを Lyapunov 関数として取り
扱うものもある(Sandhotm [19])。 
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