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Abstract
We define and study the interpolated finite multiple harmonic q-series. A
generating function of the sums of the interpolated finite multiple harmonic q-
series with fixed weight, depth and i-height is computed. Some Ohno-Zagier type
relation with corollaries and some evaluation formulas of the interpolated finite
multiple harmonic q-series at roots of unity are given.
Keywords interpolated finite multiple harmonic q-series, interpolated finite q-multiple
polylogarithms, difference equation
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1 Introduction
To study the connection between the finite and the symmetric multiple zeta values,
H. Bachmann, Y. Takeyama and K. Tasaka dealt with the special values of the finite
multiple harmonic q-series at roots of unity in [2]. Let n ∈ N be fixed, where N is the
set of positive integers. Let q be a complex number satisfying qm 6= 1 for any m ∈ N
with m < n. For any multi-index k = (k1, . . . , kl) ∈ Nl with l ∈ N, the finite multiple
harmonic q-series and their star-versions are defined by
zn(k; q) = zn(k1, . . . , kl; q) =
∑
n>m1>···>ml>0
q(k1−1)m1+···+(kl−1)ml
[m1]k1 · · · [ml]kl
and
z⋆n(k; q) = z
⋆
n(k1, . . . , kl; q) =
∑
n>m1>···>ml>0
q(k1−1)m1+···+(kl−1)ml
[m1]k1 · · · [ml]kl ,
respectively. Here for any m ∈ N, [m] is the q-integer [m] = 1−qm
1−q . It was proved
in [2, Theorems 1.1, 1.2] that the values zn(k; ζn) and z
⋆
n(k; ζn) closely relate to the finite
and the symmetric multiple zeta (star) values, where ζn is a fixed primitive n-th root
of unity. Motivated by these observations, the authors of [2] gave a re-interpretation of
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the Kaneko-Zagier conjecture, which claims that the finite multiple zeta values satisfy
the same Q-linear relations as the symmetric multiple zeta values. Here Q is the field
of rational numbers. In a latter paper [3], H. Bachmann, Y. Takeyama and K. Tasaka
gave some explicit evaluations and Ohno-Zagier type relations for these series at roots
of unity. Note that the finite harmonic q-series defined above were first studied by D.
M. Bradley in [4].
To study the finite multiple harmonic q-series and their star-versions simultane-
ously, we introduce the interpolated finite multiple harmonic q-series similarly as S.
Yamamoto in [11] for multiple zeta values and N. Wakabayashi in [10] for multiple
q-zeta values. For a multi-index k = (k1, . . . , kl) ∈ Nl, we define its weight and depth
respectively by
wt(k) = k1 + · · ·+ kl, dep(k) = l.
Let t be a formal parameter. Then we define the interpolated finite multiple harmonic
q-series ztn(k; q) as
ztn(k; q) = z
t
n(k1, . . . , kl; q) =
∑
p
(1− q)k−wt(p)zn(p; q)tl−dep(p),
where k = wt(k) and
∑
p
is the sum where p runs over all multi-indices of the form
p = (k1✷ · · ·✷kl), in which each ✷ is filled by “,”, “+” or “−1+”. It is easy to see
that
z0n(k; q) = zn(k; q), z
1
n(k; q) = z
⋆
n(k; q).
Similar as in [3], it is more convenient to study the modified versions of these q-series.
We define
zn(k; q) = zn(k1, . . . , kl; q) =
∑
n>m1>···>ml>0
q(k1−1)m1+···+(kl−1)ml
(1− qm1)k1 · · · (1− qml)kl ,
z⋆n(k; q) = z
⋆
n(k1, . . . , kl; q) =
∑
n>m1>···>ml>0
q(k1−1)m1+···+(kl−1)ml
(1− qm1)k1 · · · (1− qml)kl ,
and their interpolation polynomial
ztn(k; q) = z
t
n(k1, . . . , kl; q) =
∑
p
zn(p; q)t
l−dep(p),
where p runs over all multi-indices of the form p = (k1✷ · · ·✷kl) in which each ✷ is
filled by “,”, “+” or “−1+” as above. Then one has
z0n(k; q) = zn(k; q), z
1
n(k; q) = z
⋆
n(k; q).
In this paper, we study the sums of the interpolated finite multiple harmonic q-series
with fixed weight, depth and 1-height, 2-height, . . ., r-height, which generalizes the
results of [3]. Here for an integer i ∈ N, the i-height of a multi-index k = (k1, . . . , kl) ∈
Nl is defined by
i -ht(k) = #{j | kj > i+ 1}
2
as introduced in [5]. Note that the 1-height of a multi-index is just the height introduced
by Y. Ohno and D. Zagier in [8]. For a positive integer r and nonnegative integers
k, l, h1, . . . , hr, we set
Gtn(k, l, h1, . . . , hr; q) =
∑
k∈I(k,l,h1,...,hr)
ztn(k; q),
where I(k, l, h1, . . . , hr) is the set of multi-indices of weight k, depth l, 1-height h1, . . .,
r-height hr. As usual, the sum is treated as 0 whenever the index set is empty except
for Gtn(0, 0, . . . , 0; q) = 1. For formal variables u1, . . . , ur+2, we define the generating
function
Ψtn(q) = Ψ
t
n(u1, . . . , ur+2; q)
=
∑
k,l,h1,...,hr>0
Gtn(k, l, h1, . . . , hr; q)u
k−l−∑rj=1 hj
1 u
l−h1
2 u
h1−h2
3 · · ·uhr−1−hrr+1 uhrr+2.
Then similarly as in [1, 3, 5–7], we obtain the following theorem.
Theorem 1.1. Let r be a positive integer and u1, . . . , ur+2 be variables. Let
x1 =
u1
1 + u1
(1.1)
and
xi =
r+1∑
j=i
(−1)j−i
(
j − 2
i− 2
)(
uj − ur+2
u
r+2−j
1
)
+
ur+2
ur+2−i1 (1 + u1)
i−1 (1.2)
for i = 2, . . . , r + 2. We have
Ψtn(q) =
n−1∏
j=1
P t−1(1− qj)
n−1∏
j=1
P t(1− qj)
,
where
P t(T ) = T r+1 − (x1 + tx2)T r − t
r−1∑
i=0
(xr+2−i − x1xr+1−i)T i.
From Theorem 1.1, it is easy to see that
Ψ1−tn (u1,−u2, . . . ,−ur+2; q) =
n−1∏
j=1
P t(1− qj)
n−1∏
j=1
P t−1(1− qj)
.
Hence we find
Ψtn(u1, . . . , ur+2; q)Ψ
1−t
n (u1,−u2, . . . ,−ur+2; q) = 1.
3
Let t = 0, we get a relation between the generating function of the sums of the finite
multiple harmonic q-series and the generating function of their star-versions. See also
[3, Theorem 1.2]. And setting t = 1
2
, we get
Ψ
1
2
n(u1, . . . , ur+2; q)Ψ
1
2
n(u1,−u2, . . . ,−ur+2; q) = 1,
which would give some relations of the sums G
1
2
n (k, l, h1, . . . , hr; q). We omit the for-
mulas.
Now let q = ζn be a fixed primitive n-th root of unity. Theorem 1.1 implies the
following corollary.
Corollary 1.2. For any nonnegative integers k, l, h1, . . . , hr, we have
Gtn(k, l, h1, . . . , hr; ζn) ∈ Q[t].
In the case of r = 1, Gtn(k, l, s; q) is the sum of the modified interpolated finite
multiple harmonic q-series with fixed weight, depth and height. We have the following
Ohno-Zagier type relation.
Theorem 1.3. Let u1, u2, u3 be formal variables. Then we have
Ψtn(u1, u2, u3; ζn) =
∑
k,l,s>0
Gtn(k, l, s; ζn)u
k−l−s
1 u
l−s
2 u
s
3 =
U t−1n (u1, u2, u3)
U tn(u1, u2, u3)
,
where
U tn(u1, u2, u3) =
∑
a,b>0
a+b6n−1
1
n− a− b
(
n− a− 1
b
)(
n− b− 1
a
)
× tn−a−b−1(1 + u1)a(1− tu2)b(u3 − u1u2)n−a−b−1.
Moreover, setting u3 = u1u2 in Theorem 1.3, we meet the sums of the modified
interpolated finite multiple harmonic q-series with fixed weight and depth. For non-
negative integers k and l, let I(k, l) be the set of multi-indices of weight k and depth l
and
Gtn(k, l; q) =
∑
k∈I(k,l)
ztn(k; q).
We have two expressions for the sum Gtn(k, l; ζn) as displayed in the following corollary,
in which (1.4) may be regarded as the sum formula for the interpolated finite multiple
harmonic q-series at roots of unity.
Corollary 1.4. For integers k, l with k > l > 0, we have
Gtn(k, l; ζn) =
k∑
m=0
(−1)m
nm+1
∑
i0+···+im=l
j0+···+jm=k
06ia6ja6n−1
a=0,...,m
j1,...,jm>1
m∏
a=0
(
n
ja + 1
)
(1− t)i0(−t)l−i0 (1.3)
4
and
Gtn(k, l; ζn) =−
k∑
m=0
1
nm+1
∑
i0+···+im=l
l0+···+lm+j0+···+jm=k
06i06j06n−1
16ia6ja6n−1
a=1,...,m
l0,...,lm>0
m∏
a=0
(
n
ja + 1
)
zn(la; ζn)
× (1− t)i0(−t)l−i0 . (1.4)
Here we use the convention zn(0; ζn) = −1.
Setting t = 0 in (1.4), we have
∑
k∈I(k,l)
zn(k; ζn) = −1
n
k∑
j=l
(
n
j + 1
)
zn(k − j; ζn), (k > l > 0), (1.5)
which is equivalent to [3, (3.14)]. In fact, putting l = 1 in (1.5), we have
k∑
j=0
(
n
j + 1
)
zn(k − j; ζn) = 0, (k > 1).
Then for k > l > 1, the equation (1.5) is equivalent to
∑
k∈I(k,l)
zn(k; ζn) =
1
n
l−1∑
j=0
(
n
j + 1
)
zn(k − j; ζn),
which is just [3, (3.14)].
Let u1 = u3 = 0 in Theorem 1.3, we obtain the evaluation formula of z
t
n({1}l; ζn).
Here and below, {k}l stands for k, . . . , k︸ ︷︷ ︸
l terms
. Moreover, let u1 = · · · = ur+1 = 0 and q = ζn
in Theorem 1.1, we get the evaluation formulas of ztn({k}l; ζn) for any integer k > 2.
More explicitly, we have the following formulas.
Corollary 1.5. For any nonnegative integer l, we have
ztn({1}l; ζn) =
l∑
m=0
(−1)m
nm+1
∑
i0+···+im=l
06i06n−1
16i1,...,im6n−1
m∏
a=0
(
n
ia + 1
)
(1− t)i0(−t)l−i0 , (1.6)
ztn({2}l; ζn) =
l∑
m=0
(−1)m
nm+1
∑
i0+···+im=l
06i06n−1
16i1,...,im6n−1
m∏
a=0
1
ia + 1
(
n+ ia
2ia + 1
)
(t− 1)i0tl−i0 , (1.7)
ztn({3}l; ζn) =
l∑
m=0
(−1)m
n2m+2
∑
i0+···+im=l
06i06n−1
16i1,...,im6n−1
m∏
a=0
1
ia + 1
[(
n + ia
3ia + 2
)
+(−1)ia
(
n + 2ia + 1
3ia + 2
)]
(t− 1)i0tl−i0 . (1.8)
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As in [2, 3], we can consider the limit of the interpolated finite multiple q-series
when q = ζn = e
2π
√
−1/n as n→∞. For any multi-index k = (k1, . . . , kl) ∈ Nl, we set
ξ(k) = lim
n→∞
zn(k; e
2π
√
−1/n),
which is well defined by [2, Theorem 1.2]. Now one can define
ξt(k) = ξt(k1, . . . , kl) =
∑
p
ξ(p)tl−dep(p),
where p runs over all multi-indices of the form p = (k1✷ · · ·✷kl) in which each ✷ is
filled by “,” or “+”. It is easy to see that
ξt(k) = lim
n→∞
ztn(k; e
2π
√
−1/n).
From (1.4) and Corollary 1.5, we can obtain the sum formula of ξt(k) and the evaluation
formulas of ξt({k}l) for k = 1, 2, 3. For example, we have
ξt({1}l) =
l∑
m=0
(−1)m
∑
i0+···+im=l
i0>0,i1,...,im>1
(1− t)i0(−t)l−i0
(i0 + 1)! · · · (im + 1)!(−2pi
√−1)l.
We omit other formulas and leave them to the interested readers. And one can use
[2, Theorem 1.1] and the results mentioned above to deduce some relations of the
interpolated finite multiple zeta values defined by S. Seki in [9]. We also omit the
details.
The paper is organized as follows. In Section 2, we define the interpolated finite
q-multiple polylogarithms, and consider similar sums of these functions. Applying the
results of Section 2, we prove Theorem 1.1 in Section 3. In Section 4, we specify q = ζn
and prove Corollary 1.2, Theorem 1.3, Corollary 1.4 and Corollary 1.5.
2 Sum of interpolated finite q-multiple polyloga-
rithms
The proof of Theorem 1.1 is similar to that of other Ohno-Zagier type relations [1, 3,
5–7]. We first study a similar sum of the interpolated finite q-multiple polylogarithms
in this section. Then we get Theorem 1.1 in the next section.
For a positive integer n and a multi-index k = (k1, . . . , kl) ∈ Nl with l ∈ N, as
in [3], we define two polynomials in z by
Ln,k(z; q) =
∑
n>m1>···>ml>0
zm1
(1− qm1)k1 · · · (1− qml)kl ,
L⋆n,k(z; q) =
∑
n>m1>···>ml>0
zm1
(1− qm1)k1 · · · (1− qml)kl .
Note that the degree of each of the polynomials Ln,k(z; q) and L
⋆
n,k(z; q) is less than n.
Then we define the interpolated polynomial of these two functions by
Ltn,k(z; q) =
∑
p
Ln,p(z; q)t
l−dep(p),
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where p runs over all multi-indices of the form p = (k1✷ · · ·✷kl) in which each ✷ is
filled by “,” or “+”. It is easy to see
L0n,k(z; q) = Ln,k(z; q), L
1
n,k(z; q) = L
⋆
n,k(z; q),
as expected.
We define the q-difference operator Θq by
(Θqf)(z) = f(z)− f(qz).
Then for k = (k1, . . . , kl) ∈ Nl, we have
ΘqLn,k(z; q) =

Ln,(k1−1,k2,...,kl)(z; q) if k1 > 2,
z
1−zLn,(k2,...,kl)(z; q)− z
n
1−zLn,(k2,...,kl)(1; q) if k1 = 1, l > 2,
z−zn
1−z if k1 = l = 1.
From above formulas we get
ΘqL
t
n,k(z; q) =

Ltn,(k1−1,k2,...,kl)(z; q) if k1 > 2,(
t + z
1−z
)
Ltn,(k2,...,kl)(z; q)
− zn
1−zL
t
n,(k2,...,kl)
(1; q) if k1 = 1, l > 2,
z−zn
1−z if k1 = l = 1,
(2.1)
which can be proved similarly as that of [7, Lemma 5].
Let r be a positive integer and k, l, h1, . . . , hr be nonnegative integers. For an integer
j with −1 6 j 6 r−1, let Ij(k, l, h1, . . . , hr) be the set of multi-indices k = (k1, . . . , kl)
satisfying
wt(k) = k, dep(k) = l, i -ht(k) = hi, i = 1, . . . , r
and k1 > j + 2. Note that the index set I(k, l, h1, . . . , hr) defined in Section 1 is just
I−1(k, l, h1, . . . , hr). Now we define sums of the interpolated finite q-multiple polylog-
arithms by
X tn,j(k, l, h1, . . . , hr; z; q) =
∑
k∈Ij(k,l,h1,...,hr)
Ltn,k(z; q),
which is 0 whenever the index set is empty except for X tn,−1(0, 0, . . . , 0; z; q) = 1. We
also abbreviate X tn,−1(k, l, h1, . . . , hr; z; q) to X
t
n(k, l, h1, . . . , hr; z; q). Using (2.1), we
can prove the following result similarly as that of [7, Lemma 6].
Lemma 2.1. Let k, l, h1, . . . , hr be integers satisfying k > l +
∑r
j=1 hj and l > h1 >
· · · > hr > 0.
(i) If hr > 1, we have
ΘqX
t
n,r−1(k, l, h1, . . . , hr; z; q) =X
t
n,r−1(k − 1, l, h1, . . . , hr; z; q)
+X tn,r−2(k − 1, l, h1, . . . , hr−1, hr − 1; z; q)
−X tn,r−1(k − 1, l, h1, . . . , hr−1, hr − 1; z; q).
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(ii) For 0 6 j 6 r − 2 with hj+1 > 1, we have
Θq
[
X tn,j(k, l, h1, . . . , hr; z; q)−X tn,j+1(k, l, h1, . . . , hr; z; q)
]
=X tn,j−1(k − 1, l, h1, . . . , hj, hj+1 − 1, hj+2, . . . , hr; z; q)
−X tn,j(k − 1, l, h1, . . . , hj, hj+1 − 1, hj+2, . . . , hr; z; q).
(iii) If l > 2, we have
Θq
[
X tn(k, l, h1, . . . , hr; z; q)−X tn,0(k, l, h1, . . . , hr; z; q)
]
=
(
t+
z
1− z
)
X tn(k − 1, l − 1, h1, . . . , hr; z; q)
− z
n
1− zX
t
n(k − 1, l − 1, h1, . . . , hr; 1; q).
Let x1, . . . , xr+2 be variables. For−1 6 j 6 r−1, we define the generating functions
Φtj(z) = Φ
t
j(z; q) = Φ
t
n,j(x1, . . . , xr+2; z; q)
=
∑
k,l,h1,...,hr>0
X tn,j(k, l, h1, . . . , hr; z; q)x
k−l−∑ri=1 hi
1 x
l−h1
2 x
h1−h2
3 · · ·xhr−1−hrr+1 xhrr+2.
Let us denote Φt−1(z) by Φ
t(z). Then from Lemma 2.1, we get the following proposition,
which can be proved similarly as that of [7, Proposition 7].
Proposition 2.2. We have
ΘqΦ
t
r−1(z) = x1Φ
t
r−1(z) +
xr+2
xr+1
(
Φtr−2(z)− Φtr−1(z)− δr,1
)
,
Θq
(
Φtj(z)− Φtj+1(z)
)
=
xj+3
xj+2
(
Φtj−1(z)− Φtj(z)
)
, j = 1, . . . , r − 2,
Θq (Φ
t
0(z)− Φt1(z)) = x3x2 (Φt(z)− Φt0(z)− 1) ,
Θq (Φ
t(z)− Φt0(z)) =
(
t + z
1−z
)
x2Φ
t(z)− tx2 − zn1−zx2Φt(1),
where δ stands for the Kronecker’s delta.
Similarly as that of [7, Corollary 8], eliminating other generating functions from
Proposition 2.2, we get the q-difference equation satisfying by Φtr−1(z).
Corollary 2.3. The function y0 = Φ
t
r−1(z) satisfies the following q-difference equation(
P t(Θq)− zP t−1(Θq)
)
y0 = zxr+2 − znxr+2Φt(1),
where
P t(T ) = T r+1 − (x1 + tx2)T r − t
r−1∑
i=0
(xr+2−i − x1xr+1−i)T i,
as defined in Section 1.
Finally, we get Φt(1) as in the following theorem.
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Theorem 2.4. We have
Φt(1) = Φt(1; q) =
n−1∏
j=1
P t−1(1− qj)
n−1∏
j=1
P t(1− qj)
.
Proof. Set y0 = Φ
t
r−1(z) =
∑n−1
i=1 ciz
i. Since
Θqz
i = (1− qi)zi,
we get
P t(Θq)z
i = P t(1− qi)zi.
Hence from Corollary 2.3, we have
n−1∑
i=1
ciP
t(1− qi)zi −
n−1∑
i=1
ciP
t−1(1− qi)zi+1 = zxr+2 − znxr+2Φt(1).
Comparing the coefficients of zi, we get
c1P
t(1− q) = xr+2,
ciP
t(1− qi) = ci−1P t−1(1− qi−1), i = 2, . . . , n− 1,
cn−1P
t−1(1− qn−1) = xr+2Φt(1).
Therefore we have
ci =
i−1∏
j=1
P t−1(1− qj)
i∏
j=1
P t(1− qj)
xr+2 (2.2)
for i = 1, . . . , n− 1, which can be proved by induction on i. Finally we get the desired
result.
Remark 2.5. Assume that
P t(T ) = (T + αt1) · · · (T + αtr+1),
and let
ati =
q
1 + αti
, i = 1, . . . , r + 1.
Then we have
Φtr−1(z) =
zxr+2
P t(1− q) r+2φr+1
[
q, at−11 , . . . , a
t−1
r+1
qat1, . . . , qa
t
r+1
; q;
at1 · · · atr+1
at−11 · · ·at−1r+1
z
]
n−2
.
Here we use the notion of the truncated basic hypergeometric series defined as
p+1φp
[
a1, . . . , ap+1
b1, . . . , bp
; q, z
]
n
=
n∑
i=0
(a1, . . . , ap+1; q)i
(q, b1, . . . , bp; q)i
zi,
9
where (a1, . . . , ap+1; q)i = (a1; q)i · · · (ap+1; q)i with the q-shifted factorial (a; q)i defined
as
(a; q)i =
{
1 if i = 0,
(1− a)(1− aq) · · · (1− aqi−1) if i = 1, 2, . . . .
Similarly as in [7], one can represent Φtj(z) by the truncated basic hypergeometric series
for any j.
3 Sum of interpolated finite multiple harmonic q-
series
Using Theorem 2.4, one can prove Theorem 1.1. For that purpose, we prepare the fol-
lowing lemma, which represents Ltn,k(1; q) by the interpolated finite multiple harmonic
q-series.
Lemma 3.1. For any multi-index k = (k1, . . . , kl) ∈ Nl, we have
Ltn,k(1; q) =
k1∑
a1=1
· · ·
kl∑
al=1
(
k1 − 1
a1 − 1
)
· · ·
(
kl − 1
al − 1
)
ztn(a1, . . . , al; q). (3.1)
Proof. For any multi-index (a1, . . . , al) ∈ Nl, the multi-index p in the definition of
ztn(a1, . . . , al; q) has the form
p = (a1✷ · · ·✷ai1 , ai1+1✷ · · ·✷ai1+i2 , . . . , ai1+···+ic−1+1✷ · · ·✷ai1+···+ic),
in which each ✷ is filled by “+” or “−1+”. Let mj be the numbers of “−1+” for
j = 1, . . . , c. Then we have 0 6 mj 6 ij − 1, and
ztn(a1, . . . , al; q) =
l∑
c=1
∑
i1+···+ic=l
i1,...,ic>1
∑
06mj6ij−1
j=1,...,c
(
i1 − 1
m1
)
· · ·
(
ic − 1
mc
)
× zn(aI1 −m1, . . . , aIc −mc; q)tl−c,
where 
aI1 = a1 + · · ·+ ai1 ,
aI2 = ai1+1 + · · ·+ ai1+i2 ,
...
aIc = ai1+···+ic−1+1 + · · ·+ ai1+···+ic .
Hence the right-hand side of (3.1) is
k1∑
a1=1
· · ·
kl∑
al=1
{
l∏
j=1
(
kj − 1
aj − 1
)} l∑
c=1
∑
i1+···+ic=l
i1,...,ic>1
∑
06mj6ij−1
j=1,...,c
{
c∏
j=1
(
ij − 1
mj
)}
× zn(aI1 −m1, . . . , aIc −mc; q)tl−c
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=
l∑
c=1
∑
i1+···+ic=l
i1,...,ic>1
∑
06mj6ij−1
j=1,...,c
{
c∏
j=1
(
ij − 1
mj
)} k1∑
a1=1
· · ·
kl∑
al=1
{
l∏
j=1
(
kj − 1
aj − 1
)}
× zn(aI1 −m1, . . . , aIc −mc; q)tl−c.
We first compute the inner sums
k1∑
a1=1
· · ·
kl∑
al=1
{
l∏
j=1
(
kj − 1
aj − 1
)}
zn(aI1 −m1, . . . , aIc −mc; q),
which is equal to
c∏
j=1

kIj∑
bj=ij
∑
ai1+···+ij−1+1
+···+ai1+···+ij
=bj
a•>1
i1+···+ij∏
d=i1+···+ij−1+1
(
kd − 1
ad − 1
)
× zn(b1 −m1, . . . , bc −mc; q)
=
c∏
j=1

kIj∑
bj=ij
(
kIj − ij
bj − ij
) zn(b1 −m1, . . . , bc −mc; q)
=
c∏
j=1

kIj−mj∑
bj=ij−mj
(
kIj − ij
bj +mj − ij
) zn(b1, . . . , bc; q),
where 
kI1 = k1 + · · ·+ ki1,
kI2 = ki1+1 + · · ·+ ki1+i2,
...
kIc = ki1+···+ic−1+1 + · · ·+ ki1+···+ic .
Thus the right-hand side of (3.1) is
l∑
c=1
∑
i1+···+ic=l
i1,...,ic>1
c∏
j=1

ij−1∑
mj=0
kIj−mj∑
bj=ij−mj
(
ij − 1
mj
)(
kIj − ij
kIj − bj −mj
) zn(b; q)tl−c
=
l∑
c=1
∑
i1+···+ic=l
i1,...,ic>1
c∏
j=1

kIj∑
bj=1
ij−1∑
mj=0
(
ij − 1
mj
)(
kIj − ij
kIj − bj −mj
) zn(b; q)tl−c
=
l∑
c=1
∑
i1+···+ic=l
i1,...,ic>1
c∏
j=1

kIj∑
bj=1
(
kIj − 1
bj − 1
) zn(b; q)tl−c,
where b = (b1, . . . , bc). By [3, (3.4)], we have
Ln,(kI1 ,...,kIc)(1; q) =
c∏
j=1

kIj∑
bj=1
(
kIj − 1
bj − 1
) zn(b; q).
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Therefore the right-hand side of (3.1) is
l∑
c=1
∑
i1+···+ic=l
i1,...,ic>1
Ln,(kI1 ,...,kIc)(1; q)t
l−c,
which is just Ltn,k(1; q). We finish the proof of (3.1).
Remark 3.2. The proof of (3.1) offered here works for [7, Lemma 16] in the case of
the interpolated multiple q-zeta values, where the algebraic method was used.
Using (3.1), we represent Φt(1; q) by Ψtn(q) defined in Section 1 as in the following
lemma.
Lemma 3.3. For variables x1, . . . , xr+2, let
u1 =
x1
1− x1 (3.2)
and
ui =
r+1∑
j=i
(
j − 2
i− 2
)(
xj − xr+2
x
r+2−j
1
)
+
xr+2
xr+2−i1 (1− x1)i−1
(3.3)
for i = 2, . . . , r + 2. Then we have
Φt(1; q) = Ψtn(q).
Proof. This proof is similar as but much simpler than that of [7, Lemma 18]. Hence
we give the proof here. Using (3.1), we find
Φt(1) =1 +
∑
k,h1,...,hr>0,l>0
∑
(k1,...,kl)∈I(k,l,h1,...,hr)
∑
16aj6kj
j=1,...,l
(
l∏
j=1
(
kj − 1
aj − 1
))
× ztn(a1, . . . , al; q)xk−l−
∑r
i=1 hi
1 x
l−h1
2 x
h1−h2
3 · · ·xhr−1−hrr+1 xhrr+2
=1 +
∑
k,h1,...,hr>0,l>0
∑
(a1,...,al)∈I(k,l,h1,...,hr)
∑
kj>aj
j=1,...,l
(
l∏
j=1
(
kj − 1
aj − 1
))
× ztn(a1, . . . , al; q)xk
′−l−∑ri=1 h′i
1 x
l−h′
1
2 x
h′
1
−h′
2
3 · · ·x
h′r−1−h′r
r+1 x
h′r
r+2,
where (k1, . . . , kl) ∈ I(k′, l, h′1, . . . , k′l) in the right-hand side of the above identity. Since
h′1 + · · ·+ h′r = rl − r(l − h′1)− (r − 1)(h′1 − h′2)− · · · − (h′r−1 − h′r)
and
h′r = l − (l − h′1)− (h′1 − h′2)− · · · − (h′r−1 − h′r),
we have
x
k′−l−∑ri=1 h′i
1 x
l−h′
1
2 x
h′
1
−h′
2
3 · · ·x
h′r−1−h′r
r+1 x
h′r
r+2
12
=x
k′−(r+1)l
1 x
l
r+2
(
xr1x2
xr+2
)l−h′
1
(
xr−11 x3
xr+2
)h′
1
−h′
2
· · ·
(
x1xr+1
xr+2
)h′r−1−h′r
.
Using the facts
l − h′1 =
l∑
i=1
δki,1, h
′
j−1 − h′j =
l∑
i=1
δki,j, j = 2, . . . , r
and k′ = k1 + · · ·+ kl, we get
x
k′−l−∑ri=1 h′i
1 x
l−h′
1
2 x
h′
1
−h′
2
3 · · ·x
h′r−1−h′r
r+1 x
h′r
r+2
=
(
xr+2
xr+11
)l l∏
i=1
xki1
(
xr1x2
xr+2
)δki,1 (xr−11 x3
xr+2
)δki,2
· · ·
(
x1xr+1
xr+2
)δki,r
.
Denote by
Sj =
∑
i>aj
(
i− 1
aj − 1
)
xi1
(
xr1x2
xr+2
)δi,1 (xr−11 x3
xr+2
)δi,2
· · ·
(
x1xr+1
xr+2
)δi,r
.
We get
Φt(1) =1 +
∑
k,h1,...,hr>0,l>0
∑
(a1,...,al)∈I(k,l,h1,...,hr)
×
(
xr+2
xr+11
)l
S1 · · ·Slztn(a1, . . . , al; q).
For j = 1, . . . , l, if aj = m, we have
Sj =
{
Xm if 1 6 m 6 r,(
x1
1−x1
)m
if m > r + 1,
where
Xm =
r∑
i=m
(
i− 1
m− 1
)
xi1
xr+1−i1 xi+1 − xr+2
xr+2
+
(
x1
1− x1
)m
.
Thus we get
Φt(1) =1 +
∑
k,h1,...,hr>0,l>0
∑
(a1,...,al)∈I(k,l,h1,...,hr)
X l−h11 X
h1−h2
2 · · ·Xhr−1−hrr
×
(
xr+2
xr+11
)l(
x1
1− x1
)a1+···+al−[(l−h1)+2(h1−h2)+···+r(hr−1−hr)]
× ztn(a1, . . . , al; q)
=1 +
∑
k,h1,...,hr>0,l>0
∑
(a1,...,al)∈I(k,l,h1,...,hr)
(
x1
1− x1
)k (
xr+2
xr+11
)l
×
(
X1
1− x1
x1
)l−h1 (
X2
(
1− x1
x1
)2)h1−h2
· · ·
(
Xr
(
1− x1
x1
)r)hr−1−hr
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× ztn(a1, . . . , al; q).
As
k = k − l −
r∑
i=1
hi + (l − h1) + 2(h1 − h2) + · · ·+ r(hr−1 − hr) + (r + 1)hr
and
l = (l − h1) + (h1 − h2) + · · ·+ (hr−1 − hr) + hr,
we obtain
Φt(1) =1 +
∑
k,h1,...,hr>0,l>0
∑
(a1,...,al)∈I(k,l,h1,...,hr)
(
x1
1− x1
)k−l− r∑
i=1
hi
×
(
xr+2
xr+11
X1
)l−h1 (xr+2
xr+11
X2
)h1−h2
· · ·
(
xr+2
xr+11
Xr
)hr−1−hr
×
(
xr+2
(1− x1)r+1
)hr
ztn(a1, . . . , al; q),
from which the result follows smoothly.
Now we return to the proof of Theorem 1.1.
Proof of Theorem 1.1. It is easy to see that{
u1 =
x1
1−x1 ,
ur+2 =
xr+2
(1−x1)r+1
and
{
x1 =
u1
1+u1
,
xr+2 =
ur+2
(1+u1)r+1
are equivalent. Hence from Lemma 3.3, it is sufficient to show that (1.2) and (3.3) are
equivalent for i = 2, . . . , r + 1. In fact, for i = 2, . . . , r + 1, (3.3) are equivalent to
u2
u3
...
ur+1
 = T

x2 − xr+2xr
1
x3 − xr+2xr−1
1
...
xr+1 − xr+2x1
+

xr+2
xr
1
(1−x1)
xr+2
xr−1
1
(1−x1)2
...
xr+2
x1(1−x1)r
 , (3.4)
where T = (tij)r×r is an upper triangular matrix defined by
tij =
{(
j−1
i−1
)
if i 6 j,
0 if i > j.
Now T is invertible, and the inverse of T is T−1 = (t′ij)r×r with
t′ij =
{
(−1)j−i(j−1
i−1
)
if i 6 j,
0 if i > j.
Therefore (3.4) is equivalent to
x2
x3
...
xr+1
 =T−1

u2 − xr+2xr
1
(1−x1)
u3 − xr+2xr−1
1
(1−x1)2
...
ur+1 − xr+2x1(1−x1)r
+

xr+2
xr
1
xr+2
xr−1
1
...
xr+2
x1

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=T−1

u2 − ur+2ur
1
u3 − ur+2ur−1
1
...
ur+1 − ur+2u1
+

ur+2
ur
1
(1+u1)
ur+2
ur−1
1
(1+u1)2
...
ur+2
u1(1+u1)r
 ,
which is equivalent to (1.2) for i = 2, . . . , r + 1.
4 Specialization at roots of unity
Let q = ζn be a primitive n-th root of unity. In this section, we prove Corollary 1.2,
Theorem 1.3, Corollary 1.4 and Corollary 1.5.
4.1 Rationalities of the sums Gtn(k, l, h1, . . . , hr; ζn)
Assume that αt1, . . . , α
t
r+1 are determined byα
t
1 + · · ·+ αtr+1 = −(x1 + tx2),∑
16i1<···<ij6r+1
αti1 · · ·αtij = −t(xj+1 − x1xj), j = 2, . . . , r + 1.
Then the polynomial P t(T ) defined in Theorem 1.1 can be factored as
P t(T ) = (T + αt1) · · · (T + αtr+1).
Hence using the formula
∏n−1
j=1 (T − ζjn) = T
n−1
T−1 , we get
n−1∏
j=1
P t(1− ζjn) =
n−1∏
j=1
r+1∏
i=1
(1 + αti − ζjn) =
r+1∏
i=1
(1 + αti)
n − 1
αti
=−
r+1∏
i=1
[(1 + αti)
n − 1]
t(xr+2 − x1xr+1) .
Therefore following from Theorem 1.1, we find
Ψtn(ζn) =
r+1∏
i=1
[
(1 + αt−1i )
n − 1]
r+1∏
i=1
[(1 + αti)
n − 1]
t
t− 1 . (4.1)
Let u be a variable. Let us consider the generating function
∞∑
n=1
r+1∏
i=1
[(1 + αti)
n − 1]
n
un
=
∞∑
n=1
un
n
(−1)r+1 +
r+1∑
j=1
(−1)r+1−j
∑
16i1<···<ij6r+1
[
(1 + αti1) · · · (1 + αtij)
]n
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=(−1)r log(1− u) +
r+1∑
j=1
(−1)r−j
∑
16i1<···<ij6r+1
log
[
1− (1 + αti1) · · · (1 + αtij )u
]
.
Define
F tr,0 = 1− u,
F tr,j =
∏
16i1<···<ij6r+1
[
1− (1 + αti1) · · · (1 + αtij )u
]
, j = 1, . . . , r + 1,
which are polynomials in u. We have
∞∑
n=1
r+1∏
i=1
[(1 + αti)
n − 1]
n
un = (−1)r log
[
r+1∏
j=0
(
F tr,j
)(−1)j]
. (4.2)
Since the coefficients of the powers of u in F tr,j are symmetric polynomials in
αt1, . . . , α
t
r+1 with integer coefficients, we get
r+1∏
i=1
[
(1 + αti)
n − 1] ∈ Q[t][[u1, . . . , ur+2]].
And hence we have
Gtn(k, l, h1, . . . , hr; ζn) ∈ Q[t]
for any nonnegative integers k, l, h1, . . . , hr. Then Corollary 1.2 is proved.
4.2 The case of r = 1
Let r = 1. Since
x1 =
u1
1 + u1
, x2 = u2 − u3
1 + u1
, x3 =
u3
(1 + u1)2
,
we get {
αt1 + α
t
2 = − u11+u1 − tu2+u1u2−u31+u1 ,
αt1α
t
2 = −tu3−u1u21+u1 .
Thus we have
F t1,1 = 1−
2 + u1 − t(u2 + u1u2 − u3)
1 + u1
u+
1− tu2
1 + u1
u2,
F t1,2 = 1−
1− tu2
1 + u1
u.
From (4.2), we find
∞∑
n=1
2∏
i=1
[(1 + αti)
n − 1]
n
un = log
1− tu3−u1u21+u1 u
(1− u)
(
1− 1−tu2
1+u1
u
)

16
=−
∞∑
m=1
1
m
tm(u3 − u1u2)mum
(1 + u1)m(1− u)m
(
1− 1−tu2
1+u1
u
)m .
Using the formula
(1− u)−m =
∑
a>0
(
m+ a− 1
a
)
ua,
we get
∞∑
n=1
2∏
i=1
[(1 + αti)
n − 1]
n
un = −
∑
m>1,a,b>0
1
m
(
m+ a− 1
a
)(
m+ b− 1
b
)
× tm(u3 − u1u2)m(1− tu2)b(1 + u1)−m−bua+b+m,
which implies that
2∏
i=1
[
(1 + αti)
n − 1] =− ∑
a,b>0
a+b6n−1
n
n− a− b
(
n− b− 1
a
)(
n− a− 1
b
)
× tn−a−b(u3 − u1u2)n−a−b(1− tu2)b(1 + u1)a−n.
Then Theorem 1.3 follows from (4.1) and the above formula.
4.3 The sum formula
Taking u3 = u1u2 in Theorem 1.3, we have
U tn(u1, u2, u1u2) =
∑
a,b>0
a+b=n−1
(1 + u1)
a(1− tu2)b
=
n−1∑
b=0
b∑
i=0
n−1−b∑
j=0
(
b
i
)(
n− 1− b
j
)
u
j
1(−tu2)i.
Changing the order of the summations, we get
U tn(u1, u2, u1u2) =
∑
06i,j6n−1
(
n−1−j∑
b=i
(
b
i
)(
n− 1− b
j
))
u
j
1(−tu2)i.
Using the Chu-Vandermonde identity
n∑
m=0
(
m
j
)(
n−m
k − j
)
=
(
n+ 1
k + 1
)
, (1 6 j 6 k 6 n),
we find
U tn(u1, u2, u1u2) =
∑
06i,j6n−1
(
n
i+ j + 1
)
u
j
1(−tu2)i.
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Therefore we have
Ψtn(u1, u2, u1u2; ζn) =
∑
06i,j6n−1
(
n
i+j+1
)
u
j
1((1− t)u2)i∑
06i,j6n−1
(
n
i+j+1
)
u
j
1(−tu2)i
. (4.3)
On the one hand, since
U tn(u1, u2, u1u2) = n +
∑
06i,j6n−1
(
n
i+ j + 1
)
(1− δi,0δj,0)uj1(−tu2)i,
from (4.3) we find
Ψtn(u1, u2, u1u2; ζn) =
1
n
∑
06i,j6n−1
(
n
i+j+1
)
u
j
1((1− t)u2)i
1 + 1
n
∑
06i,j6n−1
(
n
i+j+1
)
(1− δi,0δj,0)uj1(−tu2)i
=
∞∑
m=0
(−1)m
nm+1
∑
06ia,ja6n−1
a=0,...,m
m∏
a=0
(
n
ia + ja + 1
) m∏
a=1
(1− δia,0δja,0)
× (1− t)i0(−t)i1+···+imuj0+···+jm1 ui0+···+im2
=
∞∑
m=0
(−1)m
nm+1
∑
06ia6ja6n−1
a=0,...,m
m∏
a=0
(
n
ja + 1
) m∏
a=1
(1− δia,0δja,0)
× (1− t)i0(−t)i1+···+imuj0+···+jm−i0−···−im1 ui0+···+im2 .
By the definition, we have
Ψtn(u1, u2, u1u2; ζn) =
∑
k,l>0
Gtn(k, l; ζn)u
k−l
1 u
l
2.
Comparing the coefficients of uk−l1 u
l
2 for k > l > 0, we get
Gtn(k, l; ζn) =
∞∑
m=0
(−1)m
nm+1
∑
i0+···+im=l
j0+···+jm=k
06ia6ja6n−1
a=0,...,m
m∏
a=0
(
n
ja + 1
)
×
m∏
a=1
(1− δia,0δja,0)(1− t)i0(−t)l−i0
=
k∑
m=0
(−1)m
nm+1
∑
i0+···+im=l
j0+···+jm=k
06ia6ja6n−1
a=0,...,m
j1,...,jm>1
m∏
a=0
(
n
ja + 1
)
(1− t)i0(−t)l−i0 ,
which is just (1.3).
On the other hand, we have
U tn(u1, u2, u1u2) =
n−1∑
j=0
(
n
j + 1
)
u
j
1 +
n−1∑
i=1
(
n−1∑
j=i
(
n
j + 1
)
u
j−i
1
)
(−tu2)i,
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where
n−1∑
j=0
(
n
j + 1
)
u
j
1 =
(1 + u1)
n − 1
u1
.
For i = 0, . . . , n− 1, set
fi(u1) =
u1
(1 + u1)n − 1
n−1∑
j=i
(
n
j + 1
)
u
j−i
1 .
Then from (4.3) we get
Ψtn(u1, u2, u1u2; ζn) =
n−1∑
i=0
fi(u1)((1− t)u2)i
1 +
n−1∑
i=1
fi(u1)(−tu2)i
=
∑
m>0
06i06n−1
16ia6n−1
a=1,...,m
(−1)mfi0(u1) · · ·fim(u1)(1− t)i0(−t)i1+···+imui0+···+im2 .
By [3, (3.13)],
u1
(1 + u1)n − 1 =
1
n
(
1−
∞∑
l=1
zn(l; ζn)u
l
1
)
= −1
n
∞∑
l=0
zn(l; ζn)u
l
1,
with the convention zn(0; ζn) = −1. Therefore, we have
fi(u1) = −1
n
∑
l>0,i6j6n−1
(
n
j + 1
)
zn(l; ζn)u
l+j−i
1 ,
which gives
Ψtn(u1, u2, u1u2; ζn) = −
∞∑
m=0
1
nm+1
∑
06i06j06n−1
16ia6ja6n−1
a=1,...,m
l0,...,lm>0
m∏
a=0
(
n
ja + 1
)
zn(la; ζn)
× (1− t)i0(−t)i1+···+imul0+···+lm+j0+···+jm−i0−···−im1 ui0+···+im2 .
Comparing the coefficients, we prove (1.4).
4.4 The values ztn({k}l; ζn)
Setting u1 = u3 = 0 in Theorem 1.3, we get
∞∑
l=0
ztn({1}l; ζn)ul2 =
∑
a,b>0
a+b=n−1
(1− (t− 1)u2)b∑
a,b>0
a+b=n−1
(1− tu2)b .
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Now since ∑
a,b>0
a+b=n−1
(1− tu2)b =(1− tu2)
n − 1
−tu2 =
n−1∑
i=0
(
n
i+ 1
)
(−tu2)i
=n +
n−1∑
i=1
(
n
i+ 1
)
(−tu2)i,
we have
∞∑
l=0
ztn({1}l; ζn)ul2 =
1
n
n−1∑
i=0
(
n
i+1
)
((1− t)u2)i
1 + 1
n
n−1∑
i=1
(
n
i+1
)
(−tu2)i
=
∞∑
m=0
(−1)m
nm+1
∑
06i06n−1
16i1,...,im6n−1
m∏
a=0
(
n
ia + 1
)
(1− t)i0(−t)i1+···+imui0+···+im2 .
Comparing the coefficients of ul2, we get the evaluation formula of z
t
n({1}l; ζn) as dis-
played in (1.6).
Setting u1 = u2 = 0 in Theorem 1.3, we find
∞∑
l=0
ztn({2}l; ζn)ul3 =
U t−1n (0, 0, u3)
U tn(0, 0, u3)
,
where
U tn(0, 0, u3) =
∑
a,b>0
a+b6n−1
1
n− a− b
(
n− a− 1
b
)(
n− b− 1
a
)
(tu3)
n−a−b−1
=
n−1∑
i=0
∑
a,b>0
a+b=i
(
n− a− 1
b
)(
n− b− 1
a
) 1
n− i(tu3)
n−i−1.
Now since
(1− T )−(n−i) =
∞∑
a=0
(
n− i− 1 + a
a
)
T a,
(1− T )−2(n−i) =
∞∑
a=0
(
2n− 2i− 1 + a
a
)
T a,
we find ∑
a,b>0
a+b=i
(
n− a− 1
b
)(
n− b− 1
a
)
=
(
2n− i− 1
i
)
.
Therefore, we get
U tn(0, 0, u3) =
n−1∑
i=0
1
i+ 1
(
n+ i
2i+ 1
)
(tu3)
i = n+
n−1∑
i=1
1
i+ 1
(
n+ i
2i+ 1
)
(tu3)
i,
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which implies that
∞∑
l=0
ztn({2}l; ζn)ul3 =
1
n
n−1∑
i=0
1
i+1
(
n+i
2i+1
)
((t− 1)u3)i
1 + 1
n
n−1∑
i=1
1
i+1
(
n+i
2i+1
)
(tu3)i
=
∞∑
m=0
(−1)m
nm+1
∑
06i06n−1
16i1,...,im6n−1
m∏
a=0
1
ia + 1
(
n+ ia
2ia + 1
)
(t− 1)i0ti1+···+imui0+···+im3 .
Comparing the coefficients of ul3, we get the evaluation formula of z
t
n({2}l; ζn) as dis-
played in (1.7).
More generally, setting u1 = · · · = ur+1 = 0 and q = ζn in Theorem 1.1, we get
∞∑
l=0
ztn({r + 1}l; ζn)ulr+2 =
n−1∏
j=1
P t−1(1− ζjn)
n−1∏
j=1
P t(1− ζjn)
.
To compute the polynomial P t(T ) in this case, we need the following lemma.
Lemma 4.1. If u1 = · · · = ur+1 = 0, then for any integer i with 1 6 i 6 r + 2, we
have
xi = (−1)r−i
(
r
r + 2− i
)
ur+2.
Proof. By (1.1), we have x1 = 0. By (1.2), we have xr+2 = ur+2 and
xi
ur+2
= lim
u1→0
1− (1 + u1)i−1
r+1∑
j=i
(−1)j−i(j−2
i−2
)
u
j−i
1
ur+2−i1
= lim
u1→0
1− (1 + u1)i−1
r+1−i∑
j=0
(−1)j(i+j−2
j
)
u
j
1
ur+2−i1
for 2 6 i 6 r + 1. Fix an integer i such that 2 6 i 6 r + 1. Using the L’Hoˆpital’s rule,
we find
xi
ur+2
= lim
u1→0
−(1 + u1)
r+1−i∑
j=1
(−1)jj(i+j−2
j
)
u
j−1
1 − (i− 1)
r+1−i∑
j=0
(−1)j(i+j−2
j
)
u
j
1
(r + 2− i)ur+1−i1
.
In particular, we have
xr+1 = −rur+2.
Now assume that 2 6 i 6 r. Using the L’Hoˆpital’s rule again, we get
xi
ur+2
= lim
u1→0
f(u1)
(r + 2− i)(r + 1− i)ur−i1
,
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where
f(u1) =−
r+1−i∑
j=2
(−1)jj(j − 1)
(
i+ j − 2
j
)
u
j−2
1 −
r+1−i∑
j=1
(−1)jj2
(
i+ j − 2
j
)
u
j−1
1
− (i− 1)
r+1−i∑
j=1
(−1)jj
(
i+ j − 2
j
)
u
j−1
1 .
Taking the sum of the latter two summations, we find
f(u1) =
r−i∑
j=1
(−1)j (i+ j − 1)!
(j − 1)!(i− 2)!u
j−1
1 −
r+1−i∑
j=1
(−1)j (i+ j − 1)!
(j − 1)!(i− 2)!u
j−1
1
=(−1)r−i r!
(r − i)!(i− 2)!u
r−i
1 ,
which implies the desired formula.
Using Lemma 4.1, if u1 = · · · = ur+1 = 0, we have
P t(T ) = T r+1 − t(1− T )rur+2.
Hence from Theorem 1.1, we get the following corollary. Here the result for k = 1 is
followed from setting r = 1 and u1 = u3 = 0 in Theorem 1.1.
Corollary 4.2. Let k ∈ N and v be a variable. Then we have
∞∑
l=0
ztn({k}l; ζn)vl =
n−1∏
j=1
P˜ t−1(ζjn)
n−1∏
j=1
P˜ t(ζjn)
,
where
P˜ t(T ) =
{
(1− T )2 − t(1− T )v if k = 1,
(1− T )k − tT k−1v if k > 2.
Now assume that k > 2. Set
P˜ t(T ) = (βt1 − T ) · · · (βtk − T ).
Then the elementary symmetric polynomials of βt1, . . . , β
t
k are given by
ej =
∑
16i1<···<ij6k
βti1 · · ·βtij =
{
k + (−1)ktv if j = 1,(
k
j
)
if j = 2, . . . , k.
(4.4)
Similar as the discussion in Subsection 4.1, we get the following result.
Corollary 4.3. Let k > 2 be an integer and u, v be variables. Let βt1, . . . , β
t
k be deter-
mined by (4.4). Let F˜ t0 = 1− u and
F˜ tj =
∏
16i1<···<ij6k
(1− βti1 · · ·βtiju), (1 6 j 6 k).
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Then we have ∞∑
l=0
ztn({k}l; ζn)vl =
H t−1n
H tn
t
t− 1 ,
where H tn is determined by
∞∑
n=1
H tn
n
un = (−1)k−1 log
[
k∏
j=0
(
F˜ tj
)(−1)j]
.
Applying Corollary 4.3 and with some computations, one can obtain the evaluation
formulas of ztn({k}l; ζn) for any k > 2. Here we take k = 3 as an example to prove
(1.8).
In this case, we have
e1 = 3− tv, e2 = 3, e3 = 1.
Hence we find
F˜ t1 = (1− u)3 + tvu, F˜ t2 = (1− u)3 − tvu2, F˜ t3 = 1− u,
which implies
∞∑
n=1
H tn
n
un = log
(1− u)3 − tvu2
(1− u)3 + tvu = log
(
1− tvu
2
(1− u)3
)
− log
(
1 +
tvu
(1− u)3
)
=
∞∑
i=1
−(tvu2)i + (−tvu)i
i(1− u)3i
=
∞∑
i=1
∞∑
a=0
−(tvu2)i + (−tvu)i
i
(
3i+ a− 1
a
)
ua.
Therefore, we have
H tn
n
= −
n−1∑
i=0
1
i+ 1
[(
n+ i
3i+ 2
)
+ (−1)i
(
n+ 2i+ 1
3i+ 2
)]
(tv)i+1,
which implies that
∞∑
l=0
ztn({3}l; ζn)vl =
n−1∑
i=0
1
i+1
[(
n+i
3i+2
)
+ (−1)i(n+2i+1
3i+2
)]
((t− 1)v)i
n−1∑
i=0
1
i+1
[(
n+i
3i+2
)
+ (−1)i(n+2i+1
3i+2
)]
(tv)i
=
1
n2
n−1∑
i=0
1
i+1
[(
n+i
3i+2
)
+ (−1)i(n+2i+1
3i+2
)]
((t− 1)v)i
1 + 1
n2
n−1∑
i=1
1
i+1
[(
n+i
3i+2
)
+ (−1)i(n+2i+1
3i+2
)]
(tv)i
.
We then prove (1.8) without difficulty.
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