Introduction
The original purpose of this work was that of developing a structure theorem for pairs of stochastically commuting Boolean σ-subalgebras of a Boolean σ-algebra. Such pairs have spottily occurred in the probabilistic literature, but to the best of my knowledge the implication of the notion have not yet been systematically developed.
It soon turned out that the basic ingredient leading to such a structure theorem was the pioneering work of Maharam and Rohlin on the structure of measure spaces. This work is often appealed to, but no up to date exposition of it has been given for the last forty years, to the best of my knowledge. I have therefore decided to bite the bullet and give a self contained, complete exposition of the structure of subalgebras, which is meant to simplify the work of Maharam and Rohlin, leading up to the concept of stochastically commuting Boolean σ-algebras and a structure theorem for such pairs of Boolean σ-algebras which I believe to be new. Such a structure theorem assumes continuity, i.e., non-atomicity, throughout, and this assumption results in a striking similarity to the trivial structure theorem for a pair of subspaces of a vector space; I stress the fact that such similarity only holds in the continuous case, and is not available for the atomic case, i.e., for pairs of commuting partitions. Once more, the continuous turns out to be simpler than the discrete.
The study of stochastic processes where all random variables define pairs of commuting Boolean σ-algebras has barely begun; such processes could be viewed as a natural extension of the notion of a martingale. I pursue the basics of such processes in a forthcoming paper.
The results of present paper can be recast in the language of abstract Boolean σ-algebras, at the cost of some additional algebraic spadework. I have however chosen to avoid this perhaps more elegant "pointless" approach and to stick to the standard notions of measure theory, for ease of reading.
I thank Prof. Gian-Carlo Rota, who suggested that I pursue these investigations. I also thank Jeffary Crants for his help with the language.
Synopsis
A collection Ω µ of subsets of an arbitrary set M is a Borel field of sets if for any two elements, Ω µ contains their difference, and for any sequence of elements, Ω µ contains their union and intersection.
A Borel field of set Ω µ is a Boolean σ-algebra where join, meet, and complement are defined as the set-theoretic union, intersection, and complement. It is a measure algebra if there is a nonnegative real-valued function µ on Ω µ such that whenever {p n } is a disjoint sequence of elements of Ω µ with a supremum p in Ω µ , we have µ(p) = i µ(p i ). The system M (Ω µ , µ) is called a measure space.
P. R. Halmos proved that in a measure space M (Ω µ , µ), given a σ-algebra A of measurable sets in Ω µ , the space M can be expressed as a direct sum of measure spaces Y x , over a base-space X whose measurable sets correspond to those in A ( [3] ). In particular, if A is the field of sets which are invariant under a measure-preserving transformation on M , the resulting decomposition gives a decomposition of the transformation into ergodic parts.
D. Maharam and V.A. Rohlin have extended these results independently ( [20] , [11] , [12] ). Maharam proved that the direct sum decomposition described in the preceding paragraph can be embedded in a direct product X × Y of measure spaces in which the spaces Y x become the x-sections of the product. Maharam introduced an abstract-valued measure and analyzed abstract-valued measure algebras ( [11] , [10] ).
Rohlin provided an axiomatic description of the Lebesgue measure on the unit interval in terms of the abstract theory of measure ( [20] ). He studied Lebesgue spaces: their homomorphisms, measurable decompositions, and factor spaces. He proved the following decomposition theorem: under suitable conditions, a decomposition ζ of a Lebesgue space is isomorphic to a decomposition of the unit square into closed intervals parallel to one of its sides. Rohlin's decomposition is equivalent to Maharam's decomposition theorem when restricted to Lebesgue spaces.
In this paper, we present a simplified proof of Rohlin's decomposition theorem. We use the direct product of a pair of stochastically independent σ-subalgebras. Two σ-subalgebras B, C of Ω µ are said to be stochastically independent if µ(b ∩ c) = µ(b) · µ(c) for all b ∈ B and c ∈ C. Let A be the smallest σ-algebra generated by the elements in B and C. Under these conditions, the factor space M A ( See Sec. 3 for definitions) is the direct product of the factor spaces M B and M C . We show that given a strictly separable σ-subalgebra A of a measure space, the measure space is isomorphic to a direct product of the factor space M A and another measure space, if the canonical system of measures (see Sec. 4) is continuous.
We generalize these results to obtain a decomposition theorem of measure spaces with respect to a pair of stochastically commuting σ-subalgebras. Stochastic commutativity is best expressed in terms of random variables. We say that two σ-subalgebras B, C stochastically commute if any two random variables X B and X C defining the σ-subalgebras B and C are conditionally independent with respect to the σ-algebra B ∩ C. We show that if σ-subalgebras B, C of Ω µ are non-atomic and stochastically commute, then
The presentation in this paper requires only an elementary background in measure theory.
General measures and Lebesgue spaces
Consider the system M (Ω µ , µ) where M is a set, Ω µ is a Borel field of subsets of M , and µ is a measure which is non-negative, completely additive, and satisfies the conditions
This system M (Ω µ , µ), which we denote by M , is called a measure space. A subset of M is measurable if it belongs to Ω µ . A real valued function on M is measurable if the inverse image of every real Borel set is measurable.
Every collection of subsets Σ = {s α } of M generates a partition ζ(Σ) of M as follows: two points are in the same block of ζ(Σ) if and only if they both belong to s α or both belong to M \ s α , for all α. The collection Σ is called a basis of the partition ζ(Σ). Every block of the partition ζ is a called a ζ-point. The union of a collection of ζ-points is called a ζ-set.
Closely related to partitions are the factor spaces of M . Given a partition ζ, the factor space of the space M with respect to the partition ζ is the space whose points are the ζ-points. We denote such a factor space by M/ζ. It is a measure space if we define a measure µ ζ as follows. Define a set X ⊆ M/ζ to be measurable in M/ζ if the ζ-set Z = C∈X C is measurable in M , and let
An important factor space is associated with a Borel field of subsets of M . Let A be a Borel field of measurable sets; it is a σ-subalgebra of Ω µ . Denote the measurable partition ζ(A) by ζ A . Denote the factor space M/ζ A by M A , and the induced measure in the factor space by µ A , (i.e., µ A = µ ζ A ). Let Ω A be the Borel field of all measurable sets in M A . For every measurable set s ∈ Ω A , there is a set a of A which is identical with s except on a set of measure 0.
A map from a measure space M 1 (Ω µ 1 , µ 1 ) to a measure space M 2 (Ω µ 2 , µ 2 ) is a homomorphism if for any measurable set a ∈ Ω µ 2 , the inverse image f −1 (a) is measurable and µ 1 (f −1 (a)) = µ 2 (a). The map is an isomorphism (mod 0) if it is a one-to-one homomorphism from
A σ-subalgebra of Ω µ is strictly separable if it is generated by a countable collection of measurable subsets. A measure space M (Ω µ , µ) is separable if there exists a strictly separable σ-subalgebra A of Ω µ with the following properties:
1. For every measurable set s ⊂ M , there exists a set a ∈ A such that s ⊆ a ⊆ M and µ(a) = µ(s).
2. For every pair of points w 1 , w 2 ∈ M , there exists a set a ∈ A such that w 1 ∈ a and w 2 / ∈ a. In other words, ζ(A) is the partition which decomposes the space M into individual points.
Every countable set of generators of the strictly separable σ-subalgebra A that retains properties 1 and property 2 is called a basis of the space M .
Let M be a separable space, and Σ = {s α } be an arbitrary basis of M . The symbol r α denotes either the set s α or its complement s c α = M \ s α . Consider an intersection of the form
where α ranges over all possible values. An intersection of this form contains at most one point. If all intersections of Form (1) are non-empty, then we say that the space M is complete with respect to the basis Σ.
If the space M is complete (mod 0) with respect to some basis, then it is complete (mod 0) with respect to every other basis. It is easy to verify that the factor space M A is a Lebesgue space, if A is a strictly separable σ-subalgebra of a Lebesgue space M (Ω µ , µ).
The measure µ is said to be continuous if there is no point of positive measure in the Lebesgue space M (Ω µ , µ). Separability and completeness uniquely determine the structure of measure spaces with continuous measures. Explicitly, we recall Theorem 1 (Von Neumann) A Lebesgue space with continuous measure is isomorphic (mod 0) to the unit interval with ordinary Lebesgue measure.
Canonical system of measures
Let M (Ω µ , µ) be a Lebesgue space, and A be a strictly separable σ-subalgebra of Ω µ . The partition ζ A of M is generated by the measurable subsets in A. On each ζ A -point t, we introduce a measure P A (·, t). The system of measures {P A (·, t) | t ∈ M A } is called a canonical system of measures if 1. P A (·, t) is a Lebesgue measure for almost all points t of the factor space M A .
2. For every fixed measurable subset b ∈ Ω µ , (a) The set b ∩ t is measurable in the space t for almost all points t in M A .
(b) P A (b, t) is a measurable function on the space M A .
For every measurable subset
where a is a measurable subset in A. In particular,
Theorem 2 The canonical system of measures is unique up to a set of measure zero.
Proof. We use the Radon-Nikodym theorem.
Theorem (Radon-Nikodym) Let A be a σ-algebra of the subset of a set Ω, let µ(a) be a σ-finite measure and ν(a) a σ-additive real set function on A. Assume that ν(a) is absolutely continuous with respect to µ(a)-i.e., µ(a) = 0 implies ν(b) = 0 for every b ∈ A, and b ⊂ a. Under these conditions there exists a function f (w) measurable with respect to the σ-algebra A such that for every a ∈ A, the relation
holds. If ν is non-negative, then f (w) ≥ 0. The function f (w) is unique up to a set of measure zero.
In the space M (Ω µ , µ), fix a measurable set b. Consider the measures µ and ν(a) = µ(a ∩ b) on the σ-algebra A. It is clear that ν is absolutely continuous with respect to µ. By the RadonNikodym theorem, there exists a function f A (b, w) where w is an arbitrary point of M such that f A (b, w) is A-measurable and satisfies the equation
By Property 3 of a canonical system of measures, f A (b, w) = P A (b, t) (mod 0) if w lies in the ζ A -point t. Hence P A (b, t) is unique up to a set of measure zero.
2 Remark The function f A (b, w) given by the Radon-Nikodym theorem is A-measurable, hence f A (b, w 1 ) = f A (b, w 2 ) if w 1 and w 2 belong to the same ζ A -point t. We write the function f A (b, w) as f A (b, t) where t ∈ M A . Theorem 3 If A is a strictly separable σ-subalgebra of a Lebesgue space M (Ω µ , µ), then a canonical system of measures exists.
Proof. Let Σ = {s i | i ∈ AE} be a σ-basis with respect to which M is complete. Let Γ be the smallest Boolean algebra generated by Σ, and E the smallest σ-algebra generated by Σ. Define
where s c is the complement of the set s, and I, J are finite subsets of AE. If I = J = ∅, set ∆(∅, ∅) = M . Every element in Γ can be written as a disjoint union of the form e = r n=1 ∆(I n , J n ), where I n , J n are finite subsets of AE.
Denote by Γ σ , the collection of sets of the form
The elements of E can be written as intersections of elements of the Form (2).
Step 1. For each point t ∈ M A , construct a measure ν t on the Boolean σ-algebra E.
To each element b of the form ∆(I, ∅), choose a fixed function f A (b, t) as described in the proof of Theorem 2.
Each ν t is a set-function defined for all elements of the form ∆(I, ∅), where I is a finite subset of AE. Note that in the space M (Ω µ , µ),
Let
for all a ∈ A. Thus ν t (∆(I, J)) ≥ 0 for almost all t ∈ M A . In conjunction with ν t (M ) = 1 and by linearity, we extend ν t uniquely to a measure on Γ. As E is the smallest σ-algebra containing the Boolean algebra Γ, the measure ν t on Γ can be uniquely extended to a measure on the σ-algebra E. Again, denote the extended measure on E by ν t .
Step 2. Denote the space M with the measure ν t by M (ν t ). We show that if b is a measurable set of M (Ω µ , µ), then 1. b is measurable in M (ν t ) for almost every t ∈ M A .
2. Fix the set b, then ν t (b) is a measurable function of M A .
For every
Proof. First, consider the elements of E. Note that every element of E is measurable in M (ν t ).
If b is of the form ∆(I, ∅) where I is a finite subset of AE, then the assertions 1-3 are valid by the construction in Step 1. By Formulas (3) and (4), these assertions are also valid for the elements ∆(I, J).
If b is of the form b = ∪ ∞ n=1 b n , where b n are pairwise disjoint and b n = ∆(I n , J n ), then
and
For such an element b the assertions are valid.
If b is instead of the form
The assertions clearly follow. We proved that assertions 1-3 are valid for all elements of E. Next, we treat an arbitrary measurable set in M (Ω µ , µ). As Σ is a basis, there exist e 1 , e 2 ∈ E such that
Note that
for all a ∈ A, then ν t (e 1 ) + ν t (e 2 ) = 1 (mod 0), hence b is measurable in M (ν t ). Assertion 2 and 3 follow from ν t (b) = ν t (e 1 ) (mod 0).
Step 3. Define the canonical system of measures
To show that the space t with the measure P A (b, t) is a Lebesgue space, it is sufficient to show that t is measurable in M (ν t ) and that ν t (t) = 1.
Choose a σ-basis Φ = {a i | i ∈ AE} of the strictly separable σ-algebra A. The ζ A -point t can be written as ∩ j a i j . From Step 2, every a i is measurable in M (ν t ), hence t is measurable in M (ν t ). Note that if a i j ≥ t, then ν t (a i j ) = 1. Hence
for almost all ζ A -point t. This concludes the proof. 2 In the following sections, we write P A (b, t) as P A (b).
Stochastically independent σ-subalgebras
Let M 1 (Ω 1 , µ 1 ) and M 2 (Ω 2 , µ 2 ) be Lebesgue spaces. Consider an arbitrary function φ(a 1 , a 2 ) of sets a 1 ∈ Ω 1 and a 2 ∈ Ω 2 which satisfies the following properties, 1. φ is non-negative, 2. φ is completely additive with respect to each of its arguments, that is, for any element a 2 ∈ Ω 2 and any disjoint sequence {a
Similarly, for any a 1 ∈ Ω 1 and any disjoint sequence {a 2,i } of Ω 2 , if a 2 = ∪ i a 2,i , then
We denote the set-theoretic product of the sets M 1 and M 2 by M 3 -that is,
We denote the collection of sets of the form a = a 1 ×a 2 where a 1 ∈ Ω 1 and a 2 ∈ Ω 2 by T . There exists a measure µ for M 3 , defined in particular on T and satisfying the relation µ(a 1 × a 2 ) = φ(a 1 , a 2 ) for all pairs of sets a 1 ∈ Ω 1 and a 2 ∈ Ω 2 . The proof of the existence of the measure µ is the same as that of the ordinary product of measure spaces. The space M 3 with the measure µ is called a product of the space M 1 and M 2 (with respect to the function φ). In particular, the ordinary product, corresponding to the function φ(a 1 , a 2 ) = µ 1 (a 1 ) · µ 2 (a 2 ) is called the direct product, and is denoted by
Conversely, let M (Ω µ , µ) be a Lebesgue space and B, C be two strictly separable σ-subalgebras of Ω µ . It is clear that the space M is the direct product of the factor spaces M B and M C if and only if the following conditions are true, 1. Every ζ B -point meets every ζ C -point at exactly one point.
2. For any elements b ∈ B and c ∈ C, the equation
is true.
If condition 2 is satisfied, the σ-subalgebras B and C are said to be stochastically independent.
Two partitions of a set are independent if every block of the first meets every block of the second. Since Lebesgue spaces are complete with respect to their bases (Sec. 3), the partitions ζ B , ζ C are independent (mod 0) for any pair of strictly separable σ-subalgebras B and C.
Theorem 4 Let (B, C) be a pair of strictly separable σ-subalgebras of a Lebesgue space M (Ω µ , µ). Assume B and C are stochastically independent. Let A be the smallest σ-subalgebra generated by elements in B and C, then the space M A is identical (mod 0) to the direct product of M B and M C -i.e.,
If B and C are strictly separable σ-subalgebras,
Similarly,
for all b ∈ B and all c ∈ C. Equations (6) and (7) imply that P B (c, t) = µ(c) (mod 0).
Fix a σ-basis Σ = {s i |i ∈ AE} of C. By Theorem 3, B and C are stochastically independent if and only if P B (c, t) is constant (mod 0) for all elements c of the form ∩ i∈I s i . Two σ-subalgebras B and C are mutually complementary if the partition generated by the elements in the union of B and C is identical (mod 0) to the unit partition1-the partition of M whose block contains exactly one point. B and C are independent complements if they are mutually complementary and stochastic independent. By Theorem 4, the space M is isomorphic to the direct product M B ⊗ M C (mod 0) if the strictly separable σ-subalgebras B, C are independent complements.
The notion of stochastically independence may be extended to countably many σ-subalgebras.
where b t i ∈ B i , then the sequence of σ-subalgebras {B i } are said to be stochastically independent.
If a sequence of σ-subalgebras are stochastically independent, then they are pairwise stochastically independent. However, the converse is not true in general. For example, there are σ-subalgebras B 1 , B 2 , B 3 of a measure space such that they are pairwise stochastically independent, but µ(
Algebraic decomposition of Lebesgue spaces
In this section, we prove a decomposition theorem for Lebesgue spaces with respect to a strictly separable σ-subalgebras with continuous measures.
Theorem 5 Let M (Ω µ , µ) be a Lebesgue space, and A be a strictly separable σ-subalgebra of Ω µ . If the canonical system of measures P A (·, t) is continuous for almost all points t ∈ M A , then A has an independent complement B and the space M is identical (mod 0) to the direct product M A ⊗ M B .
Corollary 6 Maintaining the conditions in Theorem 5, and adding the requirement that the induced measure µ A is continuous, the space M (Ω µ , µ) is identical with the unit square I⊗I with the ordinary Lebesgue measure and A is the σ-algebra consisting of the sets of the form s × I where s is a Borel set in Ê.
The proof of Theorem 5 is due to Rohlin. Proof of Theorem 5. Assume that Σ is a σ-basis of A. We construct an independent complement of A (mod 0). Note that in a Lebesgue space M (Ω µ , µ), a countable collection of sets Γ is a basis (mod 0) if it satisfies the condition (⋆) for any measurable set b ∈ M , there exists a set a which belongs to the smallest σ-subalgebra generated by Γ such that a is identical to b (mod 0).
It is sufficient to construct a countable collection of sets Φ = {a * i |i ∈ AE} such that 1. The set Φ ∪ Σ satisfies the condition (⋆).
2. For every measurable set b of the form ∩ i∈I a * i , the A-measurable function P A (b, t) is a constant (mod 0).
We prove Theorem 5 by a series of lemmas, following Rohlin.
Lemma 1 Let b be a set of positive measure. The set b is a subspace of M with a strictly separable σ-subalgebra bA = {a ∩ b|a ∈ A}. There exists a measurable subset of b which is not identical to any ζ bA -sets (mod 0).
Proof. Suppose the claim is false. Every measurable subset is identical (mod 0) to a set of the form b ∩ a where a ∈ A. Hence, almost every point in b is a ζ bA -point. This implies for almost all ζ bA -points t, b ∩ t contains exactly one point if b ∩ t = ∅. As P A (b) is continuous, P A (b) = 0 (mod 0). Therefore µ(b) = 0. This contradicts the hypothesis. Proof. Let e be a measurable subset of b which is not identical to any ζ bA -sets (mod 0). Let f = b ∩ e c . Then
Let a e (resp. a f ) be the measurable ζ bA -sets where
Either a e or a f is of positive measure. From our choice of e there exists a subset c 1 of positive measure such that
The same argument yields a measurable subset c n with positive measure such that
Lemma 3 For every measurable set b and every real number r satisfying the inequality P A (b, t) ≤ r ≤ 1, there exists a measurable set c ⊇ b such that P A (c, t) = r.
The set Π is non-empty, as b ∈ Π.
Assume d 1 ⊆ d 2 ⊆ · · · is an ascending chain of Π, it is clear that d 0 = ∪ i d i is an element in Π. By Zorn's lemma, there exists a maximal element d in Π.
If P A (d, t) = r (mod 0) does not hold, then P A (d, t) ≤ r 0 < r on a measurable set a ∈ A with positive measure. Hence, µ(d∩ a) < µ(a) and µ(a∩ d 
Lemma 5 Let Z be the collection {b 1 , b 2 , · · · , b n ; m} where b i are measurable sets in M and m is a natural number. There exists a finite system Φ Z = {a * i } such that 2. a * i,s ≤ s and a * i,s are pairwise disjoint.
3. P A (a * i,s ) is constant (mod 0) for all i.
Let Φ Z = Φ X ∪ {a * i,s | all possible i and s}, then Φ Z is the collection of measurable sets satisfying the properties described in Lemma 5 for the collection Z. 2
Let Γ = {b i |i ∈ AE} be a σ-basis of the space M . Let T n be the collection {b 1 , b 2 , ..., b n ; n}.
Applying the proofs of Lemma 4 and Lemma 5 inductively to the collections Z n = ∪ n i=1 T i , we obtain a sequence of finite collection of sets Φ 1 ⊆ Φ 2 ⊆ · · · ⊆ Φ n ⊆ · · · Let Φ be the union of all Φ n . This is a countable collection of measurable sets which generates an independent complement of A.
This concludes the proof of Theorem 5. 2
Stochastically commuting σ-subalgebras
We now extend Theorem 5 to a decomposition theorem of Lebesgue spaces with respect to a pair of stochastically commuting σ-subalgebras.
Definition 2 Let M (Ω µ , µ) be a Lebesgue space and B, C be σ-subalgebras of Ω µ . Assume D = B ∩ C is strictly separable. The σ-subalgebras B and C are said to stochastically commute if for every b ∈ B and every c ∈ C, the following equation holds,
where P D is a canonical system of measures with respect to D. The notion of stochastic commutativity can also be expressed in terms of conditional expectation operators ( [13] , [14] , [17] , etc.).
Let M (Ω µ , µ) be a Lebesgue space, and A a strictly separable σ-subalgebra of Ω µ . By the Radon-Nikodym theorem, for every integrable random variable f there exists an A-measurable random variable E A (f ), uniquely determined up to a set of measure zero such that
The random variable E A (f ) is called the conditional expectation of the random variable f with respect to the σ-subalgebra A. The operator E A : , µ A ) ) is the conditional expectation operator. The conditional expectation operator is a projection in the space of all integrable random variables of M (Ω µ , µ). A few easily verified properties are 1. Integrable random variables f and E A (f ) have the same expectation:
The canonical system of measures P A (b) with respect to A is a special case of the conditional expectation. For any event b ∈ Ω µ , let χ b be the indicator of b-i.e.,
Proposition 7 Two σ-subalgebras B, C stochastically commute if and only if the following equation
is true for every B-measurable integrable random variable f and every C-measurable integrable random variable g, where D = B ∩ C.
Proof. If
holds for every B-measurable random variable f and C-measurable random variable g, substituting χ b for f and χ c for g, we verify that B and C stochastically commute. Conversely, if B and C stochastically commute, then Equation (8) is true for all non-negative simple random variables f and g, where f is B-measurable and g is C-measurable. As every non-negative random variable is a limit of monotonic non-negative simple random variables, the desired result follows from the linearity and monotonic convergence of the conditional expectation operators.
2 Fix a σ-subalgebra Σ ′ , two σ-subalgebras B, C are said to be conditional independent with respect to Σ ′ , whenever
for all B-measurable integrable random variables f and C-measurable integrable random variables g.
If two σ-subalgebras B, C stochastically commute, then B, C are conditional independent with respect to their intersection D = B ∩ C.
The following proposition about conditional independent σ-algebras was first proved by Rao [16] . Proposition 8 Let B, C, Σ ′ be σ-subalgebras of M (Ω µ , µ). Let A 1 = σ(B, Σ ′ ) be the σ-subalgebra generated by B and Σ ′ , and A 2 = σ(C, Σ ′ ) be the σ-subalgebra generated by C and Σ ′ . Then the following are equivalent statements.
1. B and C are conditional independent with respect to Σ ′ .
2. For every b ∈ B, P A 2 (b) = P Σ ′ (b) (mod 0).
3. For every c ∈ C, P A 1 (c) = P Σ ′ (c) (mod 0).
4. For every B-measurable integrable random variable f : Ω → Ê + , E A 2 (f ) = E Σ ′ (f ) (mod 0).
5. For every C-measurable integrable random variable g : Ω → Ê + , E A 1 (g) = E Σ ′ (g) (mod 0).
Proof. (1 =⇒ 2) . Assume B, C are conditional independent with respect to Σ ′ . It is sufficient to show that P A 2 (b) and P Σ ′ (b) satisfy the same defining equation on A 2 for every b ∈ B. As the σ-algebra A 2 is generated by the sets of the form {c ∩ t : c ∈ C, t ∈ Σ ′ }, it is necessary only to verify
where the first three equations follow from the definition of conditional expectation operators, the fourth equation is taken as the hypothesis that B and C are conditional independent with respect to Σ ′ , the fifth equation is the averaging property of conditional expectation operators, and the last equation follows from Σ ′ ⊆ A 2 .
Both P A 2 (b) and P Σ ′ (b) are A 2 -measurable, and c ∩ t is an arbitrary generator of A 2 . By the uniqueness of the canonical system of measures, P A 2 (b) = P Σ ′ (b) (mod 0).
(2 =⇒ 1). To prove the conditional independence of B and C with respect to Σ ′ , consider b ∈ B and c ∈ C. As A 2 = σ(C, Σ ′ ),
where the first and the fourth equations follow from the definition of conditional expectation operators, the second from Σ ′ ⊆ A 2 , the third from c ∈ A 2 , the fifth equation is the hypothesis, and the last equation is the averaging property of conditional expectation operators.
