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Abstract
The polynomials determined in the Bernstein (Bézier) basis enjoy considerable popularity in computer-aided
design (CAD) applications. The common situation in these applications is, that polynomials given in the basis of
degree n have to be represented in the basis of higher degree. The corresponding transformation algorithms are
called algorithms for degree elevation of Bernstein polynomial representations. These algorithms are only then of
practical importance if they do not require the ill-conditioned conversion between the Bernstein and the power
basis. We discuss all the algorithms of this kind known in the literature and compare them to the new ones we
establish. Some among the latter are better conditioned and not more expensive than the currently used ones. All
these algorithms can be applied componentwise to vector-valued polynomial Bézier representations of curves or
surfaces.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
The common situation in computer-aided design (CAD) applications is that the polynomial
p(t)=
n∑
i=0
xiB
n
i (t), xi ∈ R, t ∈ [0, 1],
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which is given in the Bernstein (Bézier) basis {Bni (t)}ni=0 = {(ni )(1 − t)n−i t i}ni=0 of degree n, is to be
represented in the form
p(t)=
n+k∑
i=0
yiB
n+k
i (t), yi ∈ R, t ∈ [0, 1],
that is, in the Bernstein basis of degree n+ k, k1 (see [1–6,8–10,12,14–18,21–25,28–33,36,38,39,41]).
This situation may be caused by the following reasons.
(a) The addition, subtraction and division for polynomials in Bernstein form necessitate, in general, such
degree elevation [18, Sections 4.1, 4.3], [2, Sections 3.2, 3.4].
(b) The use of the Bernstein (Bézier) basis in CAD systems creates a well-known geometric connection
(see, e.g., [5, Sections 6–8], [16, Sections 3.2–3.3, 5.2]) between the shape of the curve c deﬁned
by p(t) and its control polygon, that is, the piecewise linear curve connecting the control points of
the curve c, where the control points are the points that represent the coefﬁcients xi on the screen.
The CAD users apply extensively this connection to model the curves interactively by manipulating
their control points. The higher the degree n of the used Bernstein basis, the closer is this geometric
connection [6,10,22–24,34], and the wider is the range of possible shape modiﬁcations of the curve.
(c) In a CAD system a set of curves is often used to create a composite curve or surface. It usually can
only be done if the Bernstein bases, these curves are represented in, are of the same degree. This and
the transfer of curves represented in the Bernstein basis of degree n to a CAD system, which uses
the basis of degree n+ k, are two other reasons for degree elevation.
(d) The condition number for a root of the polynomial p(t) decreases monotonically under degree
elevation of the Bernstein basis, the polynomial is represented in [17, Theorem 4, Table 3]. This
condition number measures the sensitivity of the root to random perturbations in coefﬁcients xi [40,
Chapter 2, Section 7].
For the reasons mentioned in (a)–(d) we need the algorithms for the degree elevation of Bernstein
polynomial representation which are accurate and fast.
Because the conversion between the Bernstein and the power basis {t i}ni=0 is ill conditioned [7,20], it is
of particular importance, that this conversion is not used in the degree elevation algorithms. We describe
a set of such current and new algorithms in Section 2 and we show, in Section 3, that the latter are not
more expensive than the former.
Applying the results obtained in Section 4 for the conditioning of degree elevation matrices, we study
in Section 5 the accuracy of our algorithms and we show that some current can be replaced by such new
ones that are substantially better conditioned and thus, in general, substantially more accurate.
The polynomials considered here are real-valued (xi ∈ R). In computer-aided geometric design
(CAGD) are usually used (see, e.g., [5, Section 35; 16, Section 16.5]) the so-called Bézier curves de-
termined by
p(t)=
n∑
i=0
xiB
n
i (t), xi ∈ RN, t ∈ [0, 1], N = 2, 3 (1)
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and rectangular Bézier surfaces or patches determined by
s(u, v)=
m∑
i=0
n∑
j=0
xi,jB
m
i (u)B
n
j (v), xi,j ∈ R3, u, v ∈ [0, 1]. (2)
To compute the coefﬁcients yi ∈ RN in the Bernstein basis of degree n + k of the vector-valued
polynomial given by (1), that is, to elevate to n+ k the degree of the basis this polynomial is represented
in, one applies a degree elevation algorithm to each component of the vectors xi separately; in other
words, the computation is carried out componentwise. On the other hand, the degree elevation of the
tensor product Bézier representation of surfaces (2) consists in applying several times a degree elevation
algorithm for the curves (see, e.g., [16, Chapter 16]). Hence the facts stated in Sections 3 and 5 are also
valid for the curves and surfaces deﬁned in form (1) or (2), respectively.
The degree elevation algorithms for the triangular Bézier patches have a speciﬁc character (see, e.g.,
[11, Section 2.1.8; 13, Section 1.6; 16, Section 18.8; 35, Section 3]) and will not be treated in this paper.
We conclude with Section 6.
2. Degree elevation algorithms
To shorten our statements we ﬁrst set up an appropriate notation (cf. [37]).
Deﬁnition 2.1. Let Xn = {xi}ni=0 ∈ Rn+1. We deﬁne
↓mXn = {xi}mi=0, ↑mXn = {xn−i}mi=0, m=−1, . . . , n,
wherem=−1 determines the empty sequence.We treatXn as ↓nXn and alternatively interpret sequences
as vectors with the standard operations. Given the sequenceXn, we deﬁne the polynomial in the Bernstein
basis of degree n by
(Xn, t)=
n∑
i=0
xiB
n
i (t)=
n∑
i=0
xi
(
n
i
)
(1− t)n−i t i , t ∈ [0, 1].
The following theorem enables us to deﬁne the current and new algorithms for degree elevation of
Bernstein polynomial representation and discuss their conditioning in a uniform way.
Theorem 2.2. Let Xn ∈ Rn+1, Yn+k ∈ Rn+k+1, k, n ∈ N and let the matrices
n,k = {n,ki,j },min(n,)i,j=0 , =−1, . . . , n+ k, (3)
where =−1 determines the empty matrix, be deﬁned by
n,ki,j =
{(
k
i − j
) (
n
j
)/(
n+ k
i
)
, max(0, i − k)j min(n, i),
0, otherwise.
(4)
Then
(Xn, t)= (Yn+k, t) for all t ∈ [0, 1] (5)
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if and only if for all , = 0, . . . , n+ k
↓Yn+k =n,k [↓min(n,)Xn], ↑Yn+k =n,k [↑min(n,)Xn]. (6)
Proof. For all t ∈ [0, 1] it holds∑kl=0 Bkl (t)= 1 (see, e.g., [16, (4.5)]), thus
(Xn, t)=
k∑
l=0
Bkl (t)(X
n, t)=
n+k∑
i=0
min(n,i)∑
j=max(0,i−k)
xjB
n
j (t)B
k
i−j (t).
For all j =max(0, i − k), . . . ,min(n, i), i = 0, . . . , n+ k, t ∈ [0, 1] we have
Bnj (t)B
k
i−j (t)=
(
n+ k
i
)−1 (
k
i − j
)(
n
j
)
Bn+ki (t)
and {Bn+ki (t)}n+ki=0 is a basis in the collection of polynomials of degree at most n+ k. Therefore (5) takes
place only if for all , = 0, . . . , n+ k
↓Yn+k =


(
n+ k
i
)−1 min(n,i)∑
j=max(0,i−k)
(
k
i − j
)(
n
j
)
xj



i=0
, (7)
↑Yn+k =


(
n+ k
i
)−1 min(n,i)∑
j=max(0,i−k)
(
k
i − j
)(
n
j
)
xn−j



i=0
, (8)
which together with (3), (4) completes the proof. 
For k = 1 and ,  = 0, . . . , n + 1, we will use the following simpliﬁcations of (7), (8) obtained by
manipulating their binomial coefﬁcients
↓Yn+1 = {[ixi−1 + (n+ 1− i)xi]/(n+ 1)}i=0, (9)
↑Yn+1 = {[ixn−i+1 + (n+ 1− i)xn−i]/(n+ 1)}i=0. (10)
A quite different way of computing Yn+k , than that described by (7)–(8), was given by Trump and
Prautzsch in [39]. They proved, using (3) and the ﬁrst part of (6) with = n+ k, that
Yn+k = {bmin(k,i)i }n+ki=0 , (11)
where
b0i = xi, i = 0, . . . , n, (12)
bss+j =
{
(j + k − s + 1)bs−1s+j−1 + (n− j)bs−1s+j
n+ k − s + 1 , j = 0, . . . , n− 1,
xn, j = n,
s = 1, . . . , k. (13)
We note that for any ﬁxed  = −1, . . . n + k and for  = n + k −  − 1, the vector Yn+k is uniquely
determined by (6). This gives rise to the following deﬁnition.
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Deﬁnition 2.3. Assume that for every Xn ∈ Rn+1 and k1 an algorithm a yields Yn+k determined by
(6) with a ﬁxed =−1, . . . , n+ k and = n+ k− − 1. Then a is said to be an algorithm for the k-fold
degree elevation of Bernstein polynomial representation and is designated by an,k .
Using Deﬁnition 2.3 and relations (7)–(13), we describe the algorithms sn,k , where =−1, . . . n+ k,
and the algorithm tn,kn+k as follows:
Algorithms 2.4.
sn,k : ↓Yn+k , ↑n+k−−1Yn+k are computed for k = 1 by (7)–(8) and
for k = 1 by (9)–(10),
tn,kn+k: Yn+k is computed by (11), with {bmin(k,i)i }n+ki=0 given by (12)–(13).
For k > 1, these algorithms serve us in turn to describe two other ones.
Algorithms 2.5.
s¯n,kn+k: Yl+1 = sl,1l+1(Yl) is computed for l = n, . . . , n+ k − 1 by (9)–(10),
t¯n,kn+k: Yl+1 = tl,1l+1(Yl) is computed for l = n, . . . , n+ k − 1 by (11)–(13),
where Yn = Xn, a(Yl) denotes the result of applying the algorithm a to Yl , and the algorithms sl,1l+1,
tl,1l+1 are deﬁned in Algorithms 2.4.
The current algorithms for degree elevation of Bernstein polynomial representation are sn,kn+k , s¯
n,k
n+k and
tn,kn+k (see, e.g., [5,18,39]). Other algorithms described in Algorithms 2.4 and 2.5 do not seem to be well
known. We show in the next section that these new algorithms are not more expensive and, in Section 5,
that some of them are substantially better conditioned than the current ones.
3. Costs of algorithms
We determine now the costs of our algorithms. We do this assuming that the binomial coefﬁcients are
stored, the multiplications and divisions by the factor 1 are not carried out, and that the computation of
the two equal integer factors multiplying xj and xn−j in (7), (8) is performed only once.
The costs of Algorithms 2.4 are listed in Table 1 and those of Algorithms 2.5 in Table 2.
From Tables 1 and 2 follows easily that the algorithm s¯n,kn+k has the complexity of order O(k2) and is
more expensive than the algorithm tn,kn+k which has the complexity of order O(k). This fact was observed
in [39, Section 2].
However, we can easily state that the algorithm sn,k , with an arbitrary =−1, . . . , n+ k, is for k > 1
less expensive than the algorithm tn,kn+k .
Finally, using Tables 1 and 2, we see that for an arbitrary  = −1, . . . , n + 1 the costs of ﬂoating
operations for the algorithms tn,1n+1, sn,1 are the same and so are these costs for the algorithms t¯
n,k
n+k , s¯
n,k
n+k .
Table 1 shows that the costs of the algorithm sn,k do not depend on . On the contrary, the conditioning
of any algorithm an,k depends only on . We prove this in Section 5 using the results of the next section.
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Table 1
Operation counts for the algorithms sn,k , with an arbitrary  = −1, . . . , n + k, and tn,kn+k . In,k is deﬁned by In,k = [n −
(−1)n+k](k + 1)/2
Algorithm ± Floating operations Integer operations
× / ± ×
sn,k kn kn+ n+ k − 1 n+ k − 1 — In,k
tn,k
n+k kn 2kn kn 2(n+ 1)k —
Table 2
Operation counts for the algorithms s¯n,k
n+k , t¯
n,k
n+k , where k > 1. Kn,k is deﬁned by Kn,k = (−1)n[1− (−1)k+1]/2
Algorithm ± Floating operations Integer operations
× / ± ×
s¯
n,k
n+k kn+ ( k2 ) 2[kn+ ( k2 )] kn+ ( k2 ) — kn+ ( k2 )+Kn,k
t¯n,k
n+k kn+ ( k2 ) 2[kn+ ( k2 )] kn+ ( k2 ) 2[kn+ ( k+12 )] —
4. Conditioning of degree elevation matrices
An algorithm an,k yields the vectors
↓Yn+k, ↑n+k−−1Yn+k (14)
determined by the linear transformations (6) with the matrices
n,k , 
n,k
n+k−−1,
respectively. We will now examine the conditioning of these matrices.
Proposition 4.1. If  ∈ [k − 1, n] then the matrices n,k , n,kn+k−−1 are nonsingular. If  /∈ [k − 1, n]
then at least one of the numbers , n+ k− − 1 determining the dimensions of these matrices is greater
than n.
Proof. If  ∈ [k−1, n] then it is easily veriﬁed that k−1n+k−−1n, which together with (3)–(4)
gives the ﬁrst part of the hypothesis. For its second part, it sufﬁces to consider n. Then k − 1>n and
n+ k− − 1k− 1>n or, since  /∈ [k− 1, n], we have <k− 1n and thus n+ k− − 1>n. 
The conditioning of a linear transformation whose matrix is nonsingular is usually measured by use of
the matrix condition numbers.
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The condition number p(A), associated with the vector norm Lp(p1), of a nonsingular matrix A
is deﬁned [27, Section 6.2] by p(A)= ‖A‖p‖A−1‖p.
The condition numbers p(A) of a nonsingular matrixA for p=1,∞ can be easily computed and give
a good measure of conditioning in CAGD applications [7,20].We will use them to study the conditioning
of algorithms for degree elevation of Bernstein polynomial representation. To determine ‖[n,k ]−1‖p for
= 0, . . . , n and p = 1,∞ we consider a generalization of a well-known fact.
Proposition 4.2. Let n,k , 0n, be given by (3)–(4) and let n,k = {n,ki,j },i,j=0 be its inverse. Then
n,ki,j =


(−1)i−j
(
i − j + k − 1
k − 1
) (
n+ k
j
)/(
n
i
)
, ji, k = 0,
1, j = i, k = 0,
0, otherwise.
Proof. It is known that n,kn = [n,kn ]−1 (see, e.g., [18, Section 3.2]), so the result follows, since the
matrix n,k is for = 0, . . . , n triangular. 
From (3) and Proposition 4.2, by the well-known formulae (see, e.g., [27, Section 6.2]) for ‖A‖p with
p = 1,∞, A ∈ R(+1)×(+1), = 0, . . . , n, we obtain
‖n,k ‖1 = max0j 


∑
i=j
n,ki,j

 , ‖n,k ‖1 = max0j 


∑
i=j
|n,ki,j |

 , (15)
‖n,k ‖∞ = max0 i


i∑
j=0
n,ki,j

 , ‖n,k ‖∞ = max0 i


i∑
j=0
|n,ki,j |

 , (16)
p(
n,k
 )= ‖n,k ‖p‖n,k ‖p, p = 1,∞. (17)
To evaluate the condition numbers p(n,k ) for =0, . . . , n, p=1,∞we establish now four auxiliary
relations:
n+k∑
i=0
n,ki,j =
j+k∑
i=j
n,ki,j = 1+
k
n+ 1 for j = 0, . . . , n, (18)
n∑
j=0
n,ki,j =
min(n,i)∑
j=max(0,i−k)
n,ki,j = 1 for i = 0, . . . , n+ k, (19)
i+1∑
j=0
| n,ki+1,j | >
i∑
j=0
| n,ki,j | for 1kn+ 1, 0in− 1, (20)
| n,li,j | > | n,ki,j | for l > k, i, j = 0, . . . , n. (21)
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Note that (18) is a generalization of the well-known equality [26, (4.6)]; the former yields the latter for
n=2j . We prove (18) by induction on k. It is clearly true for k=0.Assume it is true for k (and all n ∈ N,
j = 0, . . . , n). Then, using (4) and ( k+1
i−j )= ( ki−j )+ ( ki−j−1) for i = j + 1, . . . , j + k, we can write
n+k+1∑
i=0
n,k+1i,j =
(
n
j
)

j+k∑
i=j
(
k
i − j
)/ (
n+ k + 1
i
)
+
j+k+1∑
i=j+1
(
k
i − j
)/(
n+ k + 1
i
)

=
(
n
j
)


j+k∑
i=j
n+1,ki,j

/(n+ 1
j
)
+

j+1+k∑
i=j+1
n+1,ki,j

/(n+ 1
j + 1
)

=
(
n
j
)
(n+ k + 2)
{(
n+ 1
j
)−1
+
(
n+ 1
j + 1
)−1}/
(n+ 2)
= 1+ (k + 1)/(n+ 1),
which completes the proof of (18). Equality (19) is equivalent to the well-known equality [26, (3.4)] and
follows from the relation:
k∑
s=0
(
k
s
)
xs
n∑
j=0
(
n
j
)
xj =
n+k∑
i=0
(
n+ k
i
)
xi for all x ∈ R.
To prove (20) it sufﬁces to observe that
i+1∑
j=0
| n,ki+1,j | =
i + 1
n− i

( i + k
k − 1
)
+
i+1∑
j=1
(
i − j + k
k − 1
) (
n+ k
j
)]/(
n
i
)
= i + 1
n− i
(
i + k
k − 1
)/(
n
i
)
+
i∑
j=0
n+ k − j
n− i
i + 1
j + 1 | 
n,k
i,j |
and that
n+ k − j
n− i
i + 1
j + 11 for all j = 0, . . . , i.
Relation (21) is easily veriﬁed.
By (15)–(20), for k1 we have
1(
n,k
 )=


max
0j 
{ ∑
i=0
n,ki,j
}
max
0j 
{
∑
i=j
| n,ki,j |
}
, = 0, . . . , k − 1,
(
1+ k
n+ 1
)
max
0j 
{
∑
i=j
| n,ki,j |
}
, = k, . . . n,
(22)
∞(n,k )= ‖n,k ‖∞ =
∑
j=0
| n,k,j |, = 0, . . . , n. (23)
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We establish now conditioning measures for the singular matrices A ∈ R(m+1)×(n+1), wherem>n, as
a generalization of those usually used for the nonsingular matrices.
Deﬁnition4.3. LetA ∈ R(m+1)×(n+1),mn.Denote byA[i0, . . . , in], 0i0< · · ·< inm the submatrix
of A formed by the intersection of the rows i0, . . . , in and suppose there exist 00< · · ·< nm such
that det(A[0, . . . , n]) = 0. We deﬁne
p(A)= max
0 i0<···<inm
{p(A[i0, . . . , in]) : det(A[i0, . . . , in]) = 0}, p = 1,∞.
The following consequence of (15)–(17) and of Deﬁnition 4.3 is noteworth.
Corollary 4.4.
p(
n,k
 )p(n,k ) f or all , , = 0, . . . , n+ k, p = 1,∞.
In Section 5, we will use the condition numbers of the matrices n,k , where  = 0, . . . , n + k, to
determine the conditioning of algorithms for degree elevation of Bernstein polynomial representation.
5. Conditioning of algorithms
5.1. Preliminary deﬁnitions and results
The algorithm an,k yields vectors (14) independently of each other. These vectors are determined by
two linear transformations whose conditionings are expressed for a given p by p(n,k ), p(
n,k
n+k−−1),
respectively. This leads us to the following deﬁnition.
Deﬁnition 5.1. We set p(n,k−1 )= 0 and deﬁne the condition number of the algorithm an,k by
p(a
n,k
 )=max{p(n,k ), p(n,kn+k−−1)} for p = 1,∞.
The above-deﬁned condition number of an algorithm an,k is, for given n and k, uniquely determined by
the value of =−1, . . . , n+k. This property and the symmetry of the function f (x)=p(an,kx+(n+k−1)/2)
are direct consequences of Deﬁnition 5.1. Moreover, the function f (x) is for x0 nondecreasing. We
express these facts in the form of a proposition and a theorem.
Proposition 5.2. For any an,k ,bn,k we have
p(a
n,k
 )= p(bn,k )= p(an,kn+k−−1), p = 1,∞.
Theorem 5.3. Let , =−1, . . . , n+ k, p = 1,∞.
If | − (n+ k − 1)/2 |  | − (n+ k − 1)/2 | then p(an,k )p(an,k ).
Proof. We deﬁne
x = − (n+ k − 1)/2, y = − (n+ k − 1)/2, f (x)= p(an,kx+(n+k−1)/2).
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If 0xy then it easily veriﬁed that
n+ k − 1− n+ k − 1− ,
thus by Deﬁnition 5.1 and Corollary 4.4 we obtain
f (x)= p(an,k )p(an,k )= f (y).
From Proposition 5.2 follows that f (x)= f (−x), which completes the thesis. 
Using Deﬁnition 5.1, Proposition 5.2, (22)–(23) and some relations proved in [37] (see [37, (27)–(28)]
with n,1 =n+1 , n,1 = n+1 ), we obtain
∞(an,1n/2)= ∞(an,1(n+1)/2)= 2n
/(
n
n/2
)
+ ((−1)n+1 − 1)/2<n+ 1, (24)
∞(bn,1n )= ∞(bn,10 )= 2n+1 − 1, (25)
1(a
n,1
n/2)= 1(an,1(n+1)/2)< n/2(n+ 2), (26)
1(bn,1n )= 1(bn,10 )=
(
1+ 1
n+ 1
)(
n+ 1
n+12 
) n∑
i= n+12 
(
n
i
)−1
>
2n+1
n+ 1 (27)
for any algorithm an,1n/2 and b
n,1
n , where   is the ﬂoor function.
5.2. Nonsingular and singular algorithms
Deﬁnition 2.3 and Proposition 4.1 motivate us to establish two classes of the algorithms for degree
elevation of Bernstein polynomial representation.
Deﬁnition 5.4. The algorithm an,k is nonsingular if  ∈ [k − 1, n], otherwise it is said to be singular.
Using the above deﬁnition we can easily state two facts.
Properties 5.5.
1. bn,n+1 is nonsingular if and only if = n.
2. All the current algorithms for degree elevation of Bernstein polynomial representations, that is, sn,kn+k ,
s¯n,kn+k and t
n,k
n+k , are singular.
We yield now a characterization of the condition numbers of the nonsingular and singular algorithms.
Theorem 5.6. Let p = 1,∞. If cn,k is nonsingular then
p(a
n,k
 n+k−12 
)p(cn,k )p(bn,kn )= p(n,kn ) (28)
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and an,k n+k−12 
, bn,kn are nonsingular. If dn,k is singular then for any bn,kn
p(
n,k
n )p(bn,kn )p(dn,k ), (29)
moreover, if k >n+ 1 then
p(bn,n+1n )< p(dn,k ). (30)
Proof. It is easily veriﬁed, using Deﬁnition 5.4, that if  ∈ [k−1, n] = ∅ then any an,k n+k−12  is nonsingular
(for bn,kn see Property 5.5.1). We set = (n+ k − 1)/2 and note that if  ∈ [k − 1, n] then either
k, and then n+ k − − 1n+ k − − 1n
or
< n, and then n+ k − − 1n+ k − − 1= (n+ k)/2.
Thus, using Corollary 4.4 and Deﬁnition 5.1, we obtain (28). Similarly, if  /∈ [k − 1, n] then, using
Proposition 4.1, Corollary 4.4 and Deﬁnition 5.1, we obtain (29). If k >n + 1 then min{, n + k −  −
1} = (n+ k − 1)/2>n, thus by Deﬁnition 5.1 and Corollary 4.4 we can write
p(bn,n+1n )= p(n,n+1n ), p(n,kn )p(dn,k ), p = 1,∞
and, by (21)–(23), we have
p(
n,n+1
n )< p(
n,k
n ), p = 1,∞,
which gives (30). 
Theorem 5.6 together with Deﬁnition 5.4 enables us to obtain the following relations for the onefold
degree elevation algorithms for Bernstein polynomial representation.
Corollary 5.7.
p(a
n,1
 n2 )p(c
n,1
 )p(bn,1n )p(d
n,1
n+1) for = 0, . . . , n, p = 1,∞.
To order the condition numbers of the algorithms with the same values of n,  and different degree
elevations we prove a theorem.
Theorem 5.8. For any nonsingular cn,k , cn,k+1 we have
p(c
n,k
 )< p(c
n,k+1
 ), p = 1,∞.
Proof. Setting m=max{, n+ k − − 1}, M =max{, n+ k − }, we have mM and by Deﬁnition
5.1 together with Corollary (4.4) we obtain
p(c
n,k
 )= p(n,km ), p(n,k+1m )p(cn,k+1 )= p(n,k+1M ). (31)
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Table 3
The condition numbers p(an,(n+1)/2	(n) ), p(b
n,(n+1)/2
n ), p = 1,∞, where 	(n)= (n+ (n+ 1)/2 − 1)/2, rounded to
the ﬁrst two decimal digits
n 1 2 3 4 5 6 7
1(a
n,(n+1)/2
	(n)
) 3.0E + 0 2.0E + 0 7.5E + 0 1.4E + 1 6.7E + 1 3.2E + 1 1.5E + 2
∞(an,(n+1)/2	(n) ) 3.0E + 0 2.0E + 0 7.7E + 0 1.8E + 1 1.0E + 2 4.7E + 1 2.4E + 2
1(b
n,(n+1)/2
n 3.0E + 0 6.0E + 0 3.5E + 1 7.7E + 1 5.6E + 2 1.3E + 3 1.1E + 4
∞(bn,(n+1)/2n ) 3.0E + 0 7.0E + 0 4.9E + 1 1.3E + 2 1.0E + 3 2.8E + 3 2.3E + 4
n 8 9 10 11 12 13 14
1(a
n,(n+1)/2
	(n)
) 3.2E + 2 1.8E + 3 7.7E + 2 3.9E + 3 9.0E + 3 5.1E + 4 2.1E + 4
∞(an,(n+1)/2	(n) ) 5.9E + 2 3.4E + 3 1.4E + 3 7.9E + 3 2.0E + 4 1.2E + 5 4.7E + 4
1(b
n,(n+1)/2
n ) 2.7E + 4 2.2E + 5 5.9E + 5 4.9E + 6 1.3E + 7 1.1E + 8 3.0E + 8
∞(bn,(n+1)/2n ) 6.6E + 4 5.5E + 5 1.6E + 6 1.4E + 7 3.9E + 7 3.4E + 8 9.7E + 8
Since cn,k , cn,k+1 are nonsingular we have k,Mn and we can easily verify, using Proposition 4.2, that
| n,ki,j | < | n,k+1i,j | for ji, i, j = 0, . . . , m,
and using (4), (18), that
k∑
i=0
n,k+1i,0 = 1+
k + 1
n+ 1 −
1
(
n+k+1
k+1 )
> 1+ k
n+ 1 for 1kn.
Thus by (22) and (23) we obtain p (n,km )< p(n,k+1m ), p = 1,∞. This together with (31) completes
the proof. 
5.3. Numerical results
It seemed impossible to ﬁnd closed-form expressions for the condition numbers of the nonsingular
algorithms cn,k with k > 1. To estimate the size of these condition numbers we will use the ﬁrst part of
Theorem 5.6.
To do this for thewhole range of k forwhich the algorithms cn,k are nonsingular, that is, for k ∈ [1, n+1]
we consider ﬁrst the endpoints 1, n+ 1 and the point (n+ 1)/2 of this interval.
For k = 1 the considered condition numbers are known (see (24)–(27)). Using Deﬁnition 5.1 to-
gether with (22) and (23), we compute these numbers for k = (n + 1)/2, n + 1 and n = 1, . . . , 256.
For n = 1, . . . , 14 we list them in Tables 3 and 4, and for n = 15, . . . , 256 we obtain inequalities
(32) and (33).
(2.3)n−Np(aN,(N+1)/2	(N) )< p(a
n,(n+1)/2
	(n) )< (2.5)
n−Np(aN,(N+1)/2	(N) ),
(4.8)n−Np(bN,(N+1)/2N )< p(b
n,(n+1)/2
n )< (5.2)n−Np(bN,(N+1)/2N ), (32)
(7.0)n−Np(bN,N+1N )< p(b
n,n+1
n )< (8.1)n−Np(b
N,N+1
N ), (33)
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Table 4
The condition numbers p(bn,n+1n ), p = 1,∞, rounded to the ﬁrst two decimal digits
n 1 2 3 4 5 6 7
1(bn,n+1n ) 5.0E + 0 3.3E + 1 1.8E + 2 1.2E + 3 7.4E + 3 5.1E + 4 3.4E + 5
∞(bn,n+1n ) 5.0E + 0 3.1E + 1 2.1E + 2 1.5E + 3 1.1E + 4 7.8E + 4 5.8E + 5
n 8 9 10 11 12 13 14
1(bn,n+1n ) 2.5E + 6 1.7E + 7 1.3E + 8 9.1E + 8 6.8E + 9 4.9E + 10 3.7E + 11
∞(bn,n+1n ) 4.4E + 6 3.3E + 7 2.5E + 8 1.9E + 9 1.5E + 10 1.1E + 11 8.7E + 11
where p = 1,∞ and 	(n), N are given by
	(n)= (n+ (n+ 1)/2 − 1)/2, N = (n+ 1mod 4)+ 11.
Notice that N = 11, 12, 13, 14, thus for every n> 14 the values of
p(a
N,(N+1)/2
	(N) ), p(b
N,(N+1)/2
N ), p(b
N,N+1
N )
are for p = 1,∞ listed in one of the last four columns of Tables 3 and 4.
Thus (24)–(27) together with Theorem 5.6, Tables 3 and 4 and (32)–(33) enable us to estimate the
condition numbers p(c), where p = 1,∞, of all the degree elevation algorithms c having the form
cn,1 , c
(n+1)/2
 , c
n,n+1
 with n= 1, . . . , 256. (34)
To estimate the condition numbers of the nonsingular degree elevation algorithms cn,k for k = 1,(n + 1)/2, n + 1 and n = 1, . . . , 256 one can use the estimates of the condition numbers of the
algorithms considered in (34) together with Theorem 5.8.
To estimate the condition numbers of the singular degree elevation algorithms dn,k for n= 1, . . . , 256
one can use (29) together with Table 4 and (33).
6. Summary and conclusions
Talbot [38] proposed the algorithm sn,1n+1 in 1971 (see also [25, Section 6]). This algorithm is explicitly
cited or used in [1, Section 10.1; 3, Section 2.3.1.3; 4, Section 4.1.3; 5, Section 9; 9, Section 3; 12, (7)–(8);
14, Section 8; 15, Section 4.5; 16, Section 51; 17, Section 1.3 (d); 18, Section 3.2; 22, Section 1; 23,
Section 1; 28, Section 4.1.1; 29, (6); 30, Section 4; 31, Section 3.3; 32, Section 2.1; 33, p. 21; 36, Section
5–9; 39, Section 1; 41, Section 5.1.8]. The authors who cite the algorithm sn,1n+1 also usually consider the
algorithm s¯n,kn+k .
The algorithm sn,kn+k was ﬁrst cited in [18, Section 3.2]. It is considered or used in [2, Section 3.1; 21,
Section 3; 23, Section 2; 24, Section 2; 28, Section 4.1.1; 30, Section 4; 33, p. 21]. Trump and Prautzsch
established the algorithm tn,kn+k in [39].
The costs of these algorithms can be, using Tables 1 and 2, characterized as follows.
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Conclusion 6.1.
• The costs of the algorithms sn,k do not depend on .
• The algorithm sn,k is not more and for k2 less expensive than the algorithm tn,kn+k .
• The algorithm tn,kn+k is for k2 less expensive than the algorithms t¯n,kn+k (see Algorithms 2.5) and s¯n,kn+k .
The conditioning of the degree elevation of Bernstein polynomial representation was ﬁrst considered
by Farouki and Rajan (see [18, Section 2.5]) in the context of the application (d) of Section 1.
We showed in Section 5.1 that the condition number of any degree elevation algorithm an,k is for given
n and k uniquely determined by the value of  (see Proposition 5.2). This, together with Corollary 5.7
and with (24)–(27), leads us to the following conclusion for the onefold degree elevation algorithms.
Conclusion 6.2. For high n, any algorithm an,1n/2 is substantially better conditioned than any algorithm
dn,1n+1. In particular, the algorithm s
n,1
n/2 is substantially better conditioned than the current degree elevation
algorithms sn,1n+1 and t
n,1
n+1.
It is worth noting that all the current algorithms for degree elevation of Bernstein polynomial repre-
sentation, that is, the algorithms sn,kn+k , s¯
n,k
n+k , t
n,k
n+k , are singular (see Property 5.5.2) and that any singular
algorithm dn,k is not better conditioned than any nonsingular algorithm cn,k (see Theorem 5.6).
If an algorithm dn,k is singular then by Deﬁnition 5.4
either kn+ 1 and  /∈ [k − 1, n] or k >n+ 1.
In the ﬁrst case, any algorithm an,k n+k−12 
is nonsingular, and for k(n+ 1)/2 it is substantially better
conditioned than the algorithm dn,k (see Theorem 5.6 together with (24)–(27), Tables 3 and 4, (32)–(33)
and Theorem 5.8) which should be replaced by a degree elevation algorithm of the an,k n+k−12  type.
For k = (n + 1)/2, however, the condition numbers even of the an,k n+k−12  type algorithms are char-
acterized by a signiﬁcant exponential growth with the degree n ∈ [1, 256] (see Table 3 and (32)). For k
satisfying (n+ 1)/2<kn+ 1, this growth is by Theorems 5.6 and 5.8 still faster.
In the second case, the algorithm dn,k is worse conditioned than any algorithm b
n,n+1
n (see Theorem
5.6) and the condition numbers for bn,n+1n increase exponentially dramatically fast with n ∈ [1, 256] (see
Table 4 and (33)). They increase faster than the corresponding condition numbers of the Bernstein-power
basis transformation, which are approximately equal to 3n
√
n+ 1 (see [20, Section 6]).
On the other hand we note, that up to now there is just one well-known algorithm of the type an,k n+k−12 ,
this is the algorithm sn,k n+k−12 
.
These facts and the well-established in CAGD usefulness estimation of algorithms in function of their
condition number growth (see, e.g., [21, Section 4.2]) lead us to the following conclusion for the k-fold
degree elevation of Bernstein polynomial representation with n ∈ [1, 256], that is, within the range of n
covering the practical applications of these algorithms.
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Conclusion 6.3.
For kn+ 1, the algorithm sn,k n+k−12  is not worse conditioned than any algorithm a
n,k
 for
degree elevation of Bernstein polynomial representation,
for k(n+ 1)/2, this algorithm is substantially better conditioned than the current algorithms
sn,kn+k , t
n,k
n+k .
For (n+ 1)/2kn+ 1, the k-fold degree elevation of Bernstein polynomial representation should
be avoided except for very small n,
for k >n+ 1, this degree elevation seems to be computationally meaningless.
For the usual applications of degree elevation, that is (see Section 1), for:
(i) computing the sum, difference, quotient and remainder of two polynomials represented in two
Bernstein bases of different degrees,
(ii) making closer the connection between a curve and its control polygon,
(iii) increasing the range of possible shape modiﬁcation of a curve,
(iv) creating of composite curves or surfaces from curves and surfaces deﬁned by polynomials in the
Bernstein bases of different degrees,
(v) transferring of polynomials between Bernstein bases of different degrees,
(vi) decreasing the sensitivity of the roots of a polynomial to random perturbations in its coefﬁcients,
we obtain from Conclusion 6.3 the following one.
Conclusion 6.4. Assume that the degree n is elevated to m, then
for m− n< (n+ 1)/2, the algorithm sn,m−nm−12  guarantees much more accurate results than any other
current algorithm for degree elevation ofBernstein polynomial representation,
for m− n(n+ 1)/2, the result could be very inaccurate except for very small n.
This in turn
• shows that in the above application (vi) the degree elevation from n tom can, especially ifm−n(n+
1)/2, cancel the enhanced root conditioning of the degree-elevated basis (cf. [18, Section 2.4]),
• provides supplementary arguments, to that given in [19], against the use of high-degree Bernstein bases
in CAGD, and
• argues together with the argument given in [16, Section 5.2] against the idea (see, e.g., [34, Section 1])
to display the control polygons of curves instead of the curves themselves.
We listed here, in Algorithms 2.4 and 2.5, the current and some new algorithms for degree elevation
of Bernstein polynomial representation. Our list is, of course, nonexhaustive. Other algorithms can be
established for degree elevation of Bernstein polynomial representation, but such an algorithm is only
then worth to be considered if it is either cheaper or better conditioned than the best here mentioned
one, that is (see Conclusions 6.1–6.3), the algorithm sn,k n+k−12 . The algorithm t¯
n,k
n+k , for example, that is a
direct derivative of the algorithm tn,kn+k , is included in this paper only for the sake of completeness, since
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although only slightly more expensive than tn,kn+k , it is, as the latter, substantially worse conditioned and
more expensive than the algorithm sn,k n+k−12 
.
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