A method is presented that fuses multiple differently exposed images of the same static real-world scene into one single high dynamic range radiance map. Firstly, the response function of the imaging device, that maps irradiating light at the imaging sensor to gray values, is recovered. The mapping is usually not linear for 8-bit images. This nonlinearity affects image processing algorithms that do assume a linear model of light.
PROBLEM OUTLINE
When a photographic film is exposed to irradiating light E for an exposure time ∆t the emulsion converts the exposure E∆t into contrast (Sprawls, 1993) . The same principle is applicable in analog-to-digital conversion (ADC) of energy to gray values of pixels, measured by a charge-coupled device (CCD) array of a digital imaging device. Both processes can be described by the response function shown in figure 1. In order to produce visually pleasing pictures of low dynamic range (LDR) made from real-world scenes of high dynamic range (HDR) the quantization of energy resulting from irradiating light is usually not proportional (Manders and Mann, 2006) . Then there is no linear mapping of irradiance to gray values of pixels. But naturally the mapping of light energy should be linear, so that any gray value, that is twice as large as some other, corresponds to twice as much irradiating light. Most image processing algorithms assume a linear mapping, but because of HDR to LDR com- pression this is not valid. E.g. the linear model of light in shape from shading leads to incorrect results, if nonlinearities introduced by the imaging sensor have been ignored. Because of lower contrast resolution in darker or lighter parts of an image, segmentation algorithms may lead to biased results in regions of a scene with inhomogeneous lighting: The same gray value threshold comprises a much wider range of light values when applied to darker or lighter image areas than within areas of mid-range gray values.
Here an algorithm is developed that recovers the response function that is applied to energy of irradiating light by an ADC. Then the knowledge of the response curve is used to reverse the compression. This makes thresholds behave homogeneously over all ranges of pixel values. It can support machine vision tasks on assembled objects with materials of different reflectance properties. Also object recognition in outdoor environments may require high contrast over the whole range of pixel values when only the shape of the object is known but lighting conditions do vary widely. Shape from shading could be made more reliable because of reduced noise, higher precision of pixel values and the linear model of light.
PREVIOUS WORK
Many algorithms for recovering the response function of an imaging processs from a set of differently exposed pictures of the same static scene have been developed. With the response function known, multiple LDR images taken with varying exposure, usually with a digital resolution of 8-bit, can be fused into a single HDR radiance map with 32-bit floating-point resolution. The method developed in (Debevec and Malik, 1997) and the one in (Robertson et al., 2003) are the most widely used. Both methods and most others do make the same key assumptions on the imaging sensor.
1. Uniform response. Each sensor element of the given imaging device corresponding to one pixel in the image has equal properties. The ADC behaves the same for every pixel.
2. Static response. For every exposure within a sequence the same response function is applied.
3. Gaussian noise. Sensor noise is modeled as a normal distribution and is independent of time and working environment.
But most of these assumptions do not hold in reality.
1. Non-uniform response. Sensor elements do not respond uniformly, because of fabrication issues, vignetting, varying temperature or spatially different post-processing in ADC.
2. Adaptive response. Because of automatic color balancing, automatic film speed adoption and autofocus, different response functions may be used for each image within a single exposure series.
3. Non-gaussian noise. Noise is not independent, because of hot or dead sensor elements, blooming effects, varying analog gain, cosmic rays, atmosphere and changing transmittance, spatially different post-processing, color interpolation by the Bayer pattern, integrated circuits, etc.
The algorithm presented in (Mann and Picard, 1995) was the first, but is not considered to produce satisfying results. There no specific error model has been developed, but instead the response curve is strictly parametrized and sparse data points obtained from pixel locations are used for curve fitting.
In (Debevec and Malik, 1997 ) the response function is parametrized by a system of linear equations. A simplistic sensor model is incorporated where gray values in their mid-range get higher confidence, because as suggested by figure 1 there the slope of the response curve is supposed to be large and hence accuracy of measurements is high. Vignetting effects are neglected because of their small impact. The pixel locations that serve as an input for their algorithm have been chosen manually by a human expert to be free from optical blur.
The error model in (Robertson et al., 2003) is explicitly gaussian and they justify this by arguing that noise sources do vary that much, that in its sum it may be seen as gaussian. Otherwise their basic observation model is comparable to (Debevec and Malik, 1997) , although their approach is probabilistic. There and also in (Mann and Picard, 1995) the then known slope of the recovered response curve has been used to measure confidence when merging irradiance values of different exposures for the final HDR image.
None of these algorithms does address adaptive control of the response function during an exposure series by autocalibration techniques of the imaging device. The response function has been treated as constant by all previously introduced reconstruction methods. The probabilistic method proposed in (Pal et al., 2004 ) is capable of this and estimates a different response function for each input image.
An iterative algorithm with an emphasis on statistical error modeling is given in (Tsin et al., 2001) . Therein some noise sources are ignored because they are assumed to be constant over all exposures. Every valid pixel, e.g. pixels suspected to blooming are sorted out, is used for computation.
Another iterative method is given in (Mitsunaga and Nayar, 1999) where the response function is directly parametrized using a high-order polynomial. For recovery its order and coefficients are to be determined. Their approach has an exponential ambiguity and the number of solutions is theoretically infinite. They do assume gaussian noise and only have an explicit error model for vignetting.
An automated system for recovering the response curve utilizing Debevec's algorithm is described in (O'Malley, 2006) . Therein the problem of selecting unbiased pixel locations free from non-gaussian noise for an input to Debevec's linear equations is addressed by randomly choosing pixel coordinates. Locations that are most probably prone to errors have been rejected afterwards. Specifically only locations with gray values are accepted that lie within some predefined range within most of the exposed pictures.
In this paper the focus is on non-iterative methods with a minimum set of input values. Thereby noise sources are modeled by proper segmentation of the input scene. Wheras a probabilistic or iterative method can easily cope with large amounts of redundant input, in an analytic approach it is crucial to choose only a small subset of pixel locations as an input of the algorithm in order to reduce computational effort.
Recovering the Response Curve
The algorithm for the recovery of the response function presented in this paper is heavily based on (Debevec and Malik, 1997), where a linear system of equations is proposed. Thereby the exposure time is known for every photograph. The scene captured is thought to be composed of mostly static elements, and changes in lighting during the process should be neglectable. Basically the idea is that any variation in pixel values at the same spatial location over the whole set of images is only due to changed exposure time. Now, their method is briefly reviewed.
The physical process that converts exposure E∆t into discrete gray values Z is modeled by an unknown nonlinear function f ,
Here index i runs over the two-dimensional pixel locations and j depicts the exposure time. It is assumed that f is monotonic and therefore invertible,
Taking the logarithm on both sides, one has
The function g and the E i 's are to be estimated. Equation (3) gives rise to a linear least squares problem.
Only the Z i j and ∆t j are known, irradiances E i are completely unknown and g at most can only be investigated at discrete points Z ranging from Z min = 0 to Z max = 255. Despite that, g is a continuous curve, and it maps the Z i j 's to the much wider ℜ + = [0, ∞) space of light. For an ill-posed problem a suitable regularization term exploiting some known properties of g is needed, where g is constrained by a smoothness condition,
and where w z is a weighting function approximating the expected slope of the curve, N is the amount of spatially different pixels, and P is the number of differently exposed images. Without deeper insight into any specific problem the discrete second derivative operator is widely used as a regularization term. The factor λ weights the smoothness term relative to the data fitting term. The E i 's do constrain the model only and are later computed, when g is known, by equation (5), which is a rearranged version of equation (3), more accurately. The final radiance map consist of irradiance values E i , that are computed as the weighted average over all images to reduce noise,
Empirical Law for Film
The aim of this paper is to develop a method that makes weaker assumptions on the curve to be recovered. Especially its slope should not be constrained by a predefined weighting function as in the regularization term of equation (4). Therefore the slope is to be estimated by the first derivative which has strong relation to the underlying data in terms of gray values produced by the imaging sensor itself. In (Mann and Picard, 1995) the empirical law for film is given, which parametrizes the response function
where q denotes the amount of irradiating light. With α the density of unexposed film is denoted, and β is a constant scaling factor. Two exposures of the same static scene with no change in radiance are related by
where a and b are gray values of a pixel at the same spatial location in both images, and where k is the ratio of exposure values of the images. Suppose that pixels b of the second image have been exposed to ktimes as much irradiating light as their corresponding pixels a of the first image. In both equations γ is the slope of the response curve.
Graph-Based Segmentation
To estimate the slope of the response curve from pixel data and to select reliable pixel locations as an input for the data fitting term in equation (4), the image series is to be segmented into regions of roughly constant radiance to reduce the impact of the aforementioned noise sources. For segmentation of all images of an exposure series in a single step the graph-based segmentation algorithm developed in (Felzenszwalb and Huttenlocher, 2004 ) has been utilized. The algorithm works in a greedy fashion, and makes decisions whether or not to merge neighboring regions into a single connected component based on some cost function. The following gives an outline of their approach.
A graph G = (V, E) is introduced with vertices v i ∈ V , specifically the set of pixels, and edges (v i , v j ) ∈ E corresponding to the connection of pairs in an eight-neighborhood. Edges have nonnegative weights w((v i , v j )) corresponding to the gray value difference between two pixels. The idea is, that within a connected component, edge weights, as a measure of internal difference, should be small and that in opposition edges defining a border between regions should have higher weights. If there is evidence for a boundary between two neighboring components, the comparison predicate evaluates to true,
where Di f (C 1 ,C 2 ) denotes the difference between two components C 1 ,C 2 ⊆ V , and MInt(C 1 ,C 2 ) is the minimum internal difference of both components.
THE ALGORITHM
The herein proposed algorithm for creating a HDR image comprises the following steps:
1. Segment the scene into maximal regions of limited gray value variance.
2. Select high quality regions of smallest variances that are evenly distributed over the whole range of gray values and comprise a minimum size.
3. Iterate all regions of weaker quality and estimate the slope of the response curve for every discrete gray value transition represented by those regions.
4. Reconstruct the response curve from the small set of high quality regions for data fitting and use the estimated slope for regularization.
5. Fuse all exposures into a single radiance map using the reconstructed response curve.
It is computationally infeasible to minimize the objective function (4) over all pixels. A number of promising locations needs to be selected that are most favourable to achieve an unbiased result. Those locations should track gray values only that have strongest correlation to scene radiance and are preferably by no means disturbed by any source of non-gaussian noise. An optimal solution for the selection problem in a greedy sense is proposed here with graph-based segmentation over all images of an exposure series at once. Thereby regions that do provide useful LDR information in long exposures only are equally well segmented as parts of the scene for which the opposite is true. If in one image large parts are overlaid by saturated regions or instead are underexposed missing information is available in one of the other exposures.
The smoothness term in equation (4), which is the minimization of the second derivative, is to be replaced with fitting the first derivative instead. Whereas no preliminaries are necessary using the second derivative, the first derivatives need to be known in advance. This is accomplished by parametrizing the pixel response, measured in digital gray values, by the empirical law for film given in equation (7).
Finally, when the response function has been reconstructed, the HDR image is created for which all exposures are fused into a single radiance map.
Segmentation Over All Images
Producing a single segmentation from a set of images is regarded as a three dimensional problem with two dimensional output. This requires an extension in the weighting of edges,
Edges have weights defined by the maximum gray value difference between two pixel values found in any of the images P of the sequence of exposures at the spatial location i j. It is assumed that parts of a scene which are supposed to be correctly exposed have maximum contrast, because both underand overexposed regions in an image have a homogeneous appareance and lack texture. This w p 's replace the original edge weights w in the segmentation algorithm. Therefore a single region can be made up of gray values obtained from different images of the sequence. Segmented regions should have a predefined maximum variance in gray values only, because image regions that have small intensity variances at their best exposure are supposed to be robust against optical blur of the imaging system or slight movements of the imaging device during capture. These are preferred as an input for the reconstruction algorithm. To enforce this property the pairwise comparison predicate (8) has been changed to
) where µ denotes the maximum variance allowed within a component and MVar(C 1 ,C 2 ) is the internal variance of two components, which is defined as the difference between the maximum and minimum absolute gray values of both components C 1 and C 2 .
In order to select high quality regions that are evenly spaced within the range of gray values, a histogram of segmented regions is created. A region represents the gray value that is the center between minimum and maximum absolute gray values contained in that region. All segmented regions of minimum size have been sorted by their internal variance in ascending order. Then iteratively a coarse histogram is filled with a predefined number of regions, represented by their gray value, where the number of bins has been equally spaced between values of null to 255 and each bin should contain the same number of regions.
Estimating the Slope
In the following the slope of the to be recovered response function is parametrized. With the introduced notions equation (7) is rewritten as
Further transformation and a change of base yields γ = log ∆t i j+1
It is assumed that images are sorted by ascending exposure times. This leads to the definition of a function g ′ , that defines the slope of the response curve at every discrete gray value z,
where R is the number of segmented regions, s r denotes the size of a region r in pixels, and
gives a weighted average of the gray values q per region and exposure, and the delta function
activates only sources where the average gray value equals z, and w z is the gaussian weighting function
where σ = 128 3 , and with the three sigma rule almost all of the values lie within three standard deviations of the mean which equals the range of gray values. Please note, that by the delta function an x r j−1 in equation (14) is strongly related with the parameter z of g ′ . The function g ′ does not provide solutions for the null gray value, because its logarithm is undefined, or either, when there is no region r in neither exposure j which has an average gray value x r j that rounds off to z. In this cases a value for g ′ (z) is interpolated from the slope of g ′ itself. Also the amount of applicable regions r varies with z up to a factor of 1000 depending on the scene, the size of the image set and the parameters used for segmentation.
In order to account for sensor noise and to make the computation of g ′ more robust, the typical behavior of CCD sensors has been mirrored within the previous equations. Firstly, the weighting function w z gives more weight to gray values near the center of the range of digital output values, because usually the slope of a response function is greatest here and therefore accuracy of measurements is high, whereas toe and shoulder of a response curve have a very small slope, and so is accuracy, see figure 1 . Secondly, the weighted average x r j is computed from a region of nearly constant radiance to reduce round-off errors or even noise from slightly moving objects, changing atmosphere or transmittance. Thirdly, transistions of gray values that occur in images with higher exposure are weighted stronger, since then the CCD sensor integrates over more light photons, which results in reduced analog gain, so that thermal noise is not amplified. The same weighting term of equation (14) gives more weight to larger regions, that suggest more confidence, although variances are neglected. But anyway, only regions R of small gray value variance had been selected for the computation. Fourthly, for segmentation a border around the images has been cut-off to account for vignetting effects. The resulting function g ′ does not produce a sufficiently smooth curve, so that after computation of all g ′ (z) with z = 0, . . . , 255 further smoothing is applied.
Recovering the Response Curve
Here a problem specific regularization term is developed, that can be used to solve equation (3). The objective function is similar to equation (4), but the smoothness term has been replaced by the first derivative,
Please note, that in the regularization term the weighting function w z has been canceled. Originally this had been used in equation (4) to approximate the slope of the curve g, which had been expected to be of the type shown in figure 1 . Here no assumptions are globally made on the shape of the curve, but rather slope is estimated from pixel data directly, where it is locally parametrized by equation (7). This overcomes the restriction of the method presented in (Debevec and Malik, 1997) , that is only applicable to certain types of sensors. Also the new regularization term is correlated stronger to real sensor data than the weighted second derivative, which may be suspectible to produce results that have smoothed away valuable information on sensor characteristics. Debevec has proposed to choose the constant λ so that it approximates the noise characteristics of the sensor. Here it is not dependent on the sensor anymore, because noise characteristics have been already incorporated by the estimated first derivative.
Although the response curve g could have been estimated from g ′ alone, the objective function is used because there is varying confidence on the g ′ (z) since some have been interpolated or at least some values are based on a small number of data probes.
RESULTS AND EVALUATION
On the left, figure 3 shows four differently exposed photographs of the set of sixteen images from the memorial scene by (Debevec and Malik, 1997) . The images have been fused into a HDR image by the algorithm presented in this paper. Firstly, the scene is segmented by the herein proposed method over all images at once. This produces a single segmentation result for each color channel, where the results from the blue channel are shown in the middle-left of figure 3. Secondly, from the segmentation about fifty high quality regions are selected, see the middle-right of figure 3. These are distributed evenly over the range of gray values and spatially well, too. For each such region the location of the pixel with the lowest edge weight is chosen as an input to the data fitting term of equation (18). Thirdly, a set of regions with weaker constraints is selected. From these regions the first derivative of the response curve is estimated for every discrete gray value by equation (14) . The amount of regions available for any specific gray value may vary greatly. If no such region could have been selected for a specific gray value, the derivative is estimated by the slope of the derivative curve itself. The so computed slope is shown in figure 2 on the left. Fourthly, from the then known slope, that is used for regularization, and the pixel locations chosen from the segmented high quality regions, that are for data fitting, the response curve is recovered by equation (18) and the result is shown in figure 2 on the right. Finally, the HDR radiance map is computed by equation (5). The result itself can not be displayed because of the inability of display techniques to cope with the wide dynamic range. Therefore it has been tonemapped to 8-bit again and is shown in figure 3 on the right. Details are apparent in both darker and lighter parts of the scene. It should be noted that the once recovered response curve of an imaging process can be reused to fuse any other exposure series made with the same combination of devices and parameters.
A series of images by (Krawczyk, 2008 ) is reconstructed to HDR in the same way and results are shown in figure 4. In figure 5 the results from an exposure series of thirteen images by (Pirinen, 2007) are provided with a sample set of the series itself shown on the left. Here the response is linear, and consequently its slope is zero at every gray value. However, the same algorithm can successfully be applied. The tonemapped result is shown in figure 5 on the right.
The presented algorithm has been compared to Debevec's, for which the segmentation process and the selection of high quality regions has been adopted to find stable pixel locations as an input for equation (4). Therefore both algorithms have been tested on the same input data. It has been found that both algorithms produce HDR images of comparable quality.
CONCLUSION
In this paper an automatic system has been presented, that is able to fuse a series of differently exposed LDR images into a final HDR radiance map. For this purpose a linear system of equations has been used with a here developed regularization term that is built from original sensor characteristcs accessible by gray values of pixels. As an input trustworthy regions have been selected by a greedily optimal segmentation algorithm under the constraints of minimum variance and maximum contrast. From the segmentation result further regions with lower quality constraints have been extracted and used for the computation of a data-centric regularization term, which is the slope of the to be estimated response curve. Although the response curve has been reconstructed from the knowledge of its first derivative, which in itself had been estimated from the noisy image data, the method is comparable to (Debevec and Malik, 1997) . 
