ABSTRACT Inspired by security applications in the image transmission, this paper focuses on the usage of chaotic properties of memristor-based bidirectional associate memory neural networks (MBAMNNs) for image encryption against illegal attack. A class of memristor-based bidirectional associate memory neural networks with delays and stochastic perturbations is formulated and analyzed. Based on drive-response concept, Itô's differential formula and inequality technique, some sufficient criteria are obtained to guarantee the finite-time projective synchronization. In order to realize the image encryption, we propose a chaotic color image encryption algorithm based on MBAMNNs. Illustrative examples are provided to verify the developed finite-time projective synchronization results. And we also show the great chaotic properties of the models proposed in this paper. Analysis of the encryption effect demonstrated the security of the proposed image encryption algorithm, and the potential applications of our models in secure image transmission are analyzed.
I. INTRODUCTION
During the past few decades, image encryption has attracted much attention from worldwide researchers due to its important applications in secure image transmission [1] - [4] . However, transmission of encrypted large images performs inefficiently by means of traditional image encryption schemes. To overcome the drawbacks of traditional encryption algorithms, chaotic encryption algorithm was proposed [5] . Chaotic image encryption algorithm provides a fast and secure way for image transmission, which is based on the chaotic systems.
Chaotic systems have many useful properties such as the sensitivity to their initial values and system parameters, pseudo-randomness, ergodicity, etc.. Quality of properties of chaotic systems determines the effectiveness of chaotic image encryption. Weak chaotic properties may lead to the problems of small key space and low security. Therefore, various chaotic systems with great chaotic properties are designed and widely used to generate the pseudo-random keystreams for chaotic image encryption [6] - [10] . In [6] , authors presented a new chaotic system by combining Logistic, Sine and Tent systems. A new two-dimensional hyperchaotic map was proposed in [10] . Recently, memristor-based BAM neural networks is considered in chaotic image encryption due to its hyperchaotic properties.
Memristor-based BAM neural networks is a form of BAM neural networks [11] . This form of BAM neural networks is built replacing resistors with memristors. Memristor is a nonlinear circuit element with memory function. Superior non-volatile characteristic of memristor promotes the chaotic properties of memristive BAM neural networks. Memristor-based BAM neural networks consists of two layers of neurons. Neurons in one layer are completely connected to neurons in the other layer, while neurons in the same layer are not interconnected [12] . The structure of two layers gives memristor-based BAM neural networks powerful associative memory capabilities and hyperchaotic properties. Hence, it is interesting and significant to investigate the dynamic behaviors of memristor-based BAM neural networks [13] , [14] and its applications in chaotic image encryption and secure image transmission. For instance, authors in [13] were concerned with antisynchronization results for a class of memristor-based BAM neural networks with different memductance functions and time-varying delays.
Secure image transmission is based on the synchronization control between drive systems and response systems. L.M. Pecora and T.L. Carroll introduced the synchronization in chaotic system [15] . Veljko Milanović investiagted the synchronization of chaotic neural networks for secure communications in 1996 [16] . Recently, efforts have been devoted to the synchronization control of memristor-based neural networks [17] - [19] , especially memristor-based BAM neural networks [20] - [23] . However, most studies of synchronization are about infinite-time synchronization control. Infinite-time synchronization can not determine the time for reaching complete synchronization, which may cause the inconsistency between the sent time and the receipt time. The inconsistency caused by infinite-time synchronization control is often undesirable in practical applications. Therefore, the study of the synchronization that can be reached in finite time is important [24] - [29] . Furthermore, projective synchronization can strengthen the security of image transmission and it is widely employed in secure communication [30] - [32] . In [33] - [36] , authors studied the projective synchronization of memristor-based neural networks, and authors in [36] investigate the projective synchronization of BAM neural networks. Authors investigated the fixed-time synchronization of memristor-based BAM neural networks with discrete delay in [37] . As far as we know, few scholars have studied the finite-time projective synchronization of memristor-based BAM neural networks with time delays and stochastic perturbations, so in this paper we will fill this gap.
Inspired by the above discussions, this paper investigates the problem of finite-time projective synchronization of MBAMNNs with time delays and stochastic perturbations and then we applicate it in chaotic image encryption. The main contributions of this paper lie in the following aspects:
1) We propose two memristor-based BAM neural networks models. Since these models have great chaotic properties, they can be employed in image encryption algorithm effectively. 2) We consider the stochastic perturbations and time delays in our models and we get some corresponding criteria for finite-time projective synchronization of memristor-based BAM neural networks. These criteria can be applied to guarantee the secure image transmission. 3) An image encryption algorithm is also designed based on the memristor-based BAM neural networks models that we will propose in this paper.
The rest of this paper is organized as follows. In Section 2, we describe models of drive-response system. Inspired by [37] , we introduce some necessary preliminaries. In Section 2, two feedback controllers are designed and conditions of finite-time projective synchronization of MBAMNNs are presented. In Section 4, four examples are provided to demonstrate the validity of proposed results and show the image encryption applications. Section 5 draws the conclusion.
II. MODEL DESCRIPTION AND PRELIMINARIES
In this paper, we consider the following memristor-based BAM neural networks with time delays.
where t ≥ 0, i = 1, 2, ..., n, j = 1, 2, ..., m; x i (t) and y j (t) donate the voltage of the capacitors C i andĈ j of the i-th neuron in x-layer and j-th in y-layer, respectively; δ i > 0 and ρ j > 0 represent the rates of neuron self-inhibition; f j (·) and g i (·) are the neuron activation functions; τ (t) is the time-varying delay and satisfies 0 ≤ τ (t) ≤ θ,τ (t) ≤ τ ; a ji , b ji , c ij , d ij are connection weights, which are given by
system is presented as follows
where i = 1, 2, ..., n, j = 1, 2, ..., m; u i (t) and v j (t) are the feedback controllers to be designed. In consideration of stochastic perturbations, the corresponding response system is described as follows
where i = 1, 2, ..., n, j = 1, 2, ..., m;ω i and ω j (t) are n-dimensional and m-dimensional Brownian motion defined on a complete probability space ( , F, P) with a natural filtration {F t } t≥0 . σ ji (·) andσ ij (·) are the noise intensity function matrices, where i = 1, 2, ..., n and j = 1, 2, ..., m. Assume the initial values of system (2) is the same as (3),
The errors of projective synchronization is set as follows
where i = 1, 2, ..., n, j = 1, 2, ..., m; α(t) and β(t) are bounded and differentiable scalars with |α(t)| < ξ , |β(t)| < η, where ξ and η are positive constants.
In order to obtain the criteria of finite-time projective synchronization, we need the following assumptions.
Assumption 1: There exists constant p j > 0, such that
Assumption 2: There exists constant q i > 0, such that
Assumption 3: There exist two real matrices
Proof: Here we discuss four cases.
The proof is completed.
Lemma 2: VOLUME 6, 2018 Similar to the proof of Lemma 1, here we omit it.
Lemma 3:
Lemma 4:
Similar to the proof of Lemma 3, here we omit it. Lemma 5 (Mao [38] ): Assume the error system exists a unique solution e(t, ψ) on t > 0 for any given initial data
; R n ), moreover, both f (x, y, t) and g(x, y, t) are locally bounded in (x, y) and uniformly bounded in t, where (x, y, t)
for every
Lemma 6 (Hardy, Littlewood, & Polya, 1952 [39] ): If x i ≥ 0 and 0 < p ≤ 1 where i = 1, 2, ..., n, then we have
Definition 1: The drive system (1) is said to achieve finitetime projective synchronization with the response system (2) if there exists a constant t 1 (e(0)) ≥ 0 satisfies
where i = 1, 2, ..., n and j = 1, 2, ..., m; t 1 (e(0)) is called the settling time that is depended on the initial value e(0) and e(t) = (e x 1 (t), e x 2 (t), ..., e x n (t), e y 1 (t), e y 2 (t),..., e y m (t)) T . Lemma 7 (Tang, 1998 [40] ): Assume that a continuous positive-definite function V(t) satisfies the following differential inequality:
where k > 0, 0 < µ < 1 are two constants. Then, for any given t 0 , V (t) satisfies the following inequality:
and
Drive and response system can achieve synchronization in finite-time and the settling time t 1 is given by
III. MAIN RESULTS
In this section, some criteria of the finite-time projective synchronization will be obtained. Theorem 1: Assume the Assumptions 1 and 2 hold and the feedback controllers are designed as follows
where i = 1, 2, ..., n, j = 1, 2, ..., n, 0 < < 1. λ 1i , λ 2i , λ 3i , l 1j , l 2j , l 3j are constants and satisfy
then systems (1) and (2) can achieve the finite-time projective
.
Proof:
We consider the following Lyapunov-Krasovskii function
where
The derivative of V 1 (t) can be calculated aṡ
Under Lemma 1 and 3, we geṫ
then we havė
Similarly, the derivative of V 2 (t) can be calculated as follows:V
Now combining (9) and (10), we geṫ
Substituting (8) into (11) and using Lemma 6, we obtaiṅ
It is obviously thaṫ
According to Definition 1 and Lemma 7, system (1) and (2) can achieve the finite-time projective synchronization under feedback controller (7) . Furthermore, we can get
2 and the settling time
Corollary 1:
Change the scalars α i (t), β j (t) from functions to positive constants satisfying α i ≤ ξ i and β j ≤ η j , respectively. System (1) and (2) can achieve the finite-time modified projective synchronization under the following feedback controller
where i = 1, 2, ..., n, j = 1, 2, ..., n, 0 < < 1. λ 1i , λ 2i , λ 3i , l 1j , l 2j , l 3j are positive constants defined in Theorem 1.
Theorem 2: Now we are in a position to introduce the stochastic perturbations to response system. Assume the Assumptions 1 -4 hold, while the G 1 , G 2 in Assumption 3 and H 1 , H 2 in Assumption 4 are known matrices. System (1) and (3) can finte-timely projectively synchronized within set-
under feedback controller designed as follows
56462 VOLUME 6, 2018 where i = 1, 2, ..., n, j = 1, 2, ..., n; 0 < < 1, λ 1i , λ 2i , λ 3i , λ 4i , l 1j , l 2j , l 3j , l 4j satisfy the conditions as
Proof: We consider the following Lyapunov-Krasovskii function
(e y (s)) T Me y (s)ds,
and N = diag(n 1 , n 2 , ..., n n ) are positive matrices, in which 0 < n i , m j < 1. By Itô's differential formula, the stochastic derivative of V 1 (t) can be calculated as
Since Assumptions 3 and 4 hold, we have
Now using the Lemma 1 and Lemma 3, we get
According to the controller (14) , it follows that
(e x i (s)) 2 ds) +1 2 VOLUME 6, 2018
Similarly, the stochastic derivative of V 2 (t) can be calculated as follows
Under Lemma 2 and Lemma 4, we have 
Now combining (16) and (17), we get
56464 VOLUME 6, 2018 (t) ). Since λ 1i , λ 2i , l 1j , l 2j satisfy the conditions in (15), letting
Applying Lemma 6, we can get
The dynamic behavior of state y in drive-response system.
According to Lemma 5, system (1) and (3) achieve function projective synchronization. Therefore,
By Lemma 7, E[V (t)] stochastically converges to zero in a finite time, and the finite time is estimated by
. Hence, system (1) and (3) However, we take into account consider the stochastic perturbations system in Theorem 2.
Remark 2: Stochastic perturbations are inevitable and may lead to instability of system in real nervous systems. Therefore, it is of great essence to consider stochastic perturbations in MBAMNNs as our analysis in Theorem 2.
Remark 3: In the controllers (7) and (14), the discontinuous terms sign(e(t)) may be undesirable in practical applications.In this case, the continuous terms e(t) e(t)+k can be chosen as approximations of sign(e(t)), in which k > 0 is sufficiently small.
IV. NUMERICAL SIMULATIONS
In this section, three numerical simulations are given to show the effectiveness of the obtained results and the potential applications in image encryption.
Example 1: Here we consider the following memristorbased BAM neural networks with n = 2 and m = 2 as drive 
with the following parameters The activation functions are f 1 For drive system (20), we construct the corresponding response system as
The initial values of (21) The dynamic behavior of state x in drive-response system is shown in Fig. 4 and the dynamic behavior of state y in driveresponse system is presented in Fig. 5 . Fig. 1(a) and Fig. 2(a) show the state trajectories of synchronization errors e x (t) and e y (t) without controller, respectively. Fig. 1(b) and Fig. 2(b) show the synchronization errors e x (t) and e y (t) under the feedback controllers (7), respectively. From these two figures, we can see that synchronization errors e x (t) and e y (t) are converge to zero within finite-time 6.50, which shows the finite-time projective synchronization achieved between system (20) and (21) . The effectiveness of Theorem 1 is verified.
The chaotic attractors of the drive system and response system are given in Fig. 3. From Fig. 3 , it can be seen that (20) and (21) are great chaotic systems and can be effectively employed in chaotic image algorithms.
Example 2: For drive system (20), we consider the stochastic perturbations in response system as follows The activation functions are f 1 Let σ (t, e(t), e(t − τ (t)) =σ (t, e(t), e(t − τ (t)) = 0.4e(t − τ (t)) 0.4e(t − τ (t)) 0.7e(t − τ (t)) 0.7e(t − τ (t)) and we get Fig. 6(a) and Fig. 7(a) show the state trajectories of synchronization errors e x (t) and e y (t) without controller, respectively. Synchronization errors e x (t) and e y (t) under the feedback controllers (7) are presented in Fig. 6(b) and Fig. 7(b) , respectively. These two figures indicate that the projective synchronization achieves within finite-time t 1 = 6.50, which illustrates the effectiveness of the obtained results in Theorem 2. From Fig. 14 , we find that the histograms of the encrypted image are uniformly distributed and different from the histograms of the plain image shown in Fig. 13 . The uniformly distribution means that the encrypted image does not provide any information about the plain image and the proposed encryption algorithm can resist statistical attack. The correlations of neighborhood pixels at different directions (horizontal-vertical-diagonal) of the plain image and encrypted image are shown in Fig. 15 and 16. From Fig. 15 , it can be seen that the plain image has strong correlations between neighborhood pixels, while correlations of the VOLUME 6, 2018 encrypted image shown in Fig. 16 are weak. It can also be illustrated by data in Table 1 . Weak correlations and uniformly distributed histograms of the encrypted image indicate the application potential of finite-time projective synchronization of memristor-based BAM neural networks in image encryption and illustrate the effectiveness of Theorem 1. 
Example 4:
In this example, we use the simulation results from Example 2 to encrypt a new color plain image (as shown in Fig. 17) . Processes of encryption and decryption are the same as those described in Example 3. Fig. 18 shows the encrypted image and its R, G, B components. Analysis of the encryption effect are exhibited in Fig. 19, Fig. 20 , Fig. 21 and Fig. 22 . These figures and Table 2 indicate that the encrypted image has weak correlations and flat histograms, which means that the encryption algorithm can withstand statistical attack. The analysis of the experimental results show that the encryption algorithm is secure and practical. The potential application of MBAMNNs with stochastic perturbations and effectiveness of results obtained in Theorem 2 is verified.
V. CONCLUSION
In this paper, we have proposed two memristor-based BAM neural networks models with stochastic perturbations and time delays. These models have great chaotic properties, and then we applied them in our image encryption algorithm, respectively. To achieve the secure image transmission, some criteria have been obtained to guarantee the finitetime projective synchronization of drive-response system by constructing two feedback controllers. Encryption effect has demonstrated the security of our proposed image encryption algorithm and we have also analysed the potential applications of our models in secure image transmission. 
