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Compressed NMR: Combining Compressive Sampling and Pure Shift NMR Techniques  
Juan A. Aguilar*, Alan M. Kenwright  
  
ABSTRACT: Historically, the resolution of multidimensional NMR has been orders of magnitude lower than the intrinsic resolution 
that NMR spectrometers are capable of producing. The slowness of Nyquist sampling, as well as the existence of signals as 
multiplets instead of singlets have been two of the main reasons for this underperformance. Fortunately, two compressive 
techniques have appeared that can overcome these limitations. Compressive sensing, also known as compressed sampling, (CS), 
avoids the first limitation exploiting the compressibility of typical NMR spectra, thus allowing sampling at sub-Nyquist rates, and 
pure shift techniques eliminate the second issue “compressing” multiplets into singlets. This paper explores the possibilities and 
challenges presented by this combination (Compressed NMR). First a description of the CS framework is given, followed by a 
description of the importance of combining it with the right pure shift experiment. Second, examples of compressed NMR spectra, 
and how they can be combined with covariance methods will be shown. 
Introduction 
Multidimensional Nuclear Magnetic Resonance (NMR) is 
unique among instrumental techniques in that the effective 
resolution that is typically obtained from the experiments is 
orders of magnitude lower than the instrument is capable of 
delivering. This is due in part to the fact that peaks usually 
occupy orders of magnitude more than the underlying spin 
physics requires, the latter being limited by the spin-spin 
relaxation time (T2). Fortunately, the typical T2 of a small or 
medium sized molecule, the subject of this publication, is 
long enough to produce peaks of just a few Hz wide, or less. 
Multidimensional NMR peaks are often far broader than this 
intrinsic limit due to two factors. The first is a practical mat-
ter; digitizing the indirect dimensions to very high digital res-
olution using classical methods is a time-consuming process 
that is generally not practical in a chemistry setting.  Unfor-
tunately, poor digitization leads to artificially broadened 
peaks. The second problem is that, in the presence of J cou-
pling, the size of the multiplet limits the achievable resolu-
tion no matter how high the digital resolution is. Fortunately, 
solutions to both problems are now emerging, although they 
are not without problems. The first solution is a mathemati-
cal framework that shows how to reduce sampling times in 
cases where objects such as NMR spectra are sparse or com-
pressible (near sparse). This framework has been named 
compressive sampling, as well as compressed sensing, (here 
referred to as CS).
[1]
 The second, pure shift NMR, deals with 
the problem of reducing signals to their minimum expres-
sion; a singlet.
[2,3]
 Although commonly used separately, these 
two techniques need be combined to obtain the best results; 
without CS, the potential resolution of pure shift experiments 
cannot be reached without expending many of hours of 
spectrometer time and, conversely, without pure shift tech-
niques, CS cannot pass the limitations imposed by the pres-
ence of multiplets. This paper considers the opportunities 
and the challenges that the combination of such compressive 
techniques, (Compressed NMR) presents. Most of the exper-
iments considered here have a pure shift character in only in 
one dimension. Fortunately, true pure shift spectra in which 
all dimensions are decoupled can be produced with the aid 
of covariance methods. The typical sample considered here 
contains small to medium sized molecules. In what follows, a 
short review of both compressive techniques (CS and Pure 
Shift NMR) will be given. A discussion of how these two tech-
niques need to be combined to produce spectra with opti-
mum resolution will be described.  Without loss of generality, 
the manuscript is written from the point of view of an NMR 
service that caters for chemists. The work described has 
been carried out under automation using 600 and 700 MHz 
spectrometers with conventional, ambient-temperature 
probe-heads.  
 
The Compressive (or Compressed) Sampling (CS) framework 
 
The problem we address first is that the conventional sam-
pling method is a slow process that requires sampling at a 
rate of twice the highest frequency present in the signal of 
interest (the Nyquist rate).
[4]
 This poses a problem for multi-
dimensional pure shift techniques because a high digital 
resolution is necessary to take full advantage of such tech-
niques. For example, digitizing a 6 kHz bandwidth phase sen-
sitive TOCSY down to 1.5 Hz/point requires sampling the 
signals 4096 times. This can take up to a dozen hours. Out of 
necessity, the number of increments is often limited to re-
duce the experiment time, for example acquiring the first 
512 increments out of the ideal 4096 ones.  While this re-
duces the total experiment time by a factor of eight, it also 
reduces the digital resolution to 12.0 Hz/point, a value insuf-
ficient to distinguish a multiplet from a singlet. An intuitive 
solution to the problem is to sample at sub-Nyquist rates. 
Unfortunately, this creates an underdetermined system that 
is not suitable for analysis by Fourier transformation. Howev-
er, it has been known from research conducted in disciplines 
such as geophysics that, in some cases, signals sampled at 
sub-Nyquist rates can be recovered by means other than a 
Fourier transformation. The approach used in some of these 
cases, including NMR, was empirical, and thus it did not an-
swer questions such as: “what kind of signal can be recov-
ered from non-Nyquist sampling?” and “how should the sig-
nal be sampled?” or “what makes a signal recovery method 
adequate?” Recently, these questions have found answers 
from the pioneering work of Candès
[5,6]
 and Donoho
[7]
. They 
have formalized a mathematical framework, CS, which gives 
some guidance regarding these questions. This group of the-
ories demonstrates that not all objects or signals can be re-
covered from data sampled at sub-Nyquist rates, only those 
that are sparse or compressible in a particular representation 
(Fourier, wavelet, curvelet, etc.). In a rough way, the CS 
framework implies that the minimum number of measure-
ments necessary is determined by the sparsity of the object 
rather than the nominal length of the signal. In particular, the 
framework shows that the time saving that can be realized 
depends on the sparsity (S) of the signal, (a definition of 
“sparsity” is provided in the Supplementary Information), the 
coherence of the sampling method (µ), and on the algorithm 
used to recover the signals. For example, if an algorithm that 
minimizes the ℓ1-norm is used, the number of increments 
(m) that has to be acquired to reconstruct an S-sparse signal 
is:  
 
m ≥ µ
2
 · C ·S · log (ni)  Eq. 1 
       
where C is a constant, and ni is the number of increments 
that a Fourier transform would require if the data were sam-
pled at the Nyquist rate.
[6]
 Various non-Nyquist sampling 
methods were tried experimentally in several disciplines pri-
or to the advent of CS;  exponential, random, and spiral sam-
pling schemes, among other functions, have been used in 
NMR and MRI where they are known collectively as non-
uniform sampling.
[8]
 However, the CS framework specifies 
that what makes a sampling method adequate is its incoher-
ence in the sense that the more incoherently the signal is 
sampled (the lower µ), the larger the time savings (ni/m) 
would be, with 1 ≤ μ ≤ √ni.  In fact, the largest savings are 
achieved when the sampling schedule is constructed from 
entries chosen from Gaussian or Bernouillan distributions 
with zero mean and variance 1/√m. In these cases, the re-
covery guarantees provided by CS are:
[9]
 
 
m ≥ C ·S · log (ni/S)  Eq. 2 
 
Again Eq. 2 is valid for recovery algorithms that minimize the 
ℓ1-norm of the object to be reconstructed. 
  
The implications for compressed NMR are substantial as CS 
facilitates increasing the digital resolution at logarithmic time 
cost, while traditional sampling/reconstruction methods re-
quire a linear increase in experimental times. For example, 
simplifying things, generating adequate digital resolution for 
the previous 6 kHz pure shift experiment (1.5 Hz/point), in-
stead of the inadequate 12 Hz/point resolution requires an 
800% increase in experiment time when using conventional 
sampling, but only a 33% increase when CS is used (Eq. 1 and 
3, and Figure 1): 
  
100 [log (4096) / log (512)] -100= 33%     Eq. 3 
 
In this paper the sampling method is based on a random 
distribution where large gaps are avoided by using a Poisson 
distribution.
[10,11]
 In addition, we made the sampling denser 
at the beginning of the fid, where the signal is stronger, by 
using a cosine function.
[10,11]
 This probably decreases the 
coherence of the sampling method (µ), increasing m, but 
increases the sensitivity of the experiment.
[12]
 In fact, this 
might not be a problem as in many cases the minimum num-
ber of increments that need to be acquired is not deter-
mined by Eq. 1 or 2, but by the need to produce an adequate 
signal to noise ratio (SNR). Of course a laboratory that wishes 
to harness the potential of Compressed NMR systematically 
would be better off acquiring the most sensitive hardware 
possible. If, on the other hand, the available hardware is not 
especially sensitive or samples cannot be systematically con-
centrated, one has to sacrifice some time-savings in favour of 
sensitivity. Fortunately large time-savings can still be realized 
with regular hardware. Here it should be kept in mind that 
the SNR depends on the number of times the signal is meas-
ured, as well as on the amplitude of the signal in each of the 
measurements. In traditional Nyquist sampling this is the 
number of increments (ni) times the number of transients 
(nt) times two (for a phase sensitive experiment). In a CS 
experiment these are reduced by a factor of m/ni, so if 
measuring the signal 2 x m x nt times is not enough to pro-
duce a sufficient SNR, the recovery algorithm will fail to reli-
 
 
 
Figure 1. The chart plots the time that acquiring spectra at a 
particular digital resolution would require.  Using classic 
Nyquist sampling (red squares) the time required scales linearly 
with the number of increments. Using CS, the same number of 
increments can be reconstructed from fewer, randomly 
distributed,  data points, with a logarithmic time saving (blue 
diamonds), as shown in equations 1 and 2.  
ably recover the signals. The case is similar to that posed by 
traditional Nyquist sampling. Take the example of the typical 
1
H-
13
C HSQC or F1-PSYCHE-TOCSY run with our spectrome-
ters. We know that even when samples are relatively diluted, 
512 increments with 2 transients per increment will recover 
all signals even when using traditional sampling, at least in 
most cases. Acquiring fewer increments increases the num-
ber of samples in which peaks are lost, as most samples are 
run under automation. This means that with our hardware, 
to guarantee the success of these experiments in an unsu-
pervised, automated manner, the total number of measure-
ments should be at least 2048 times. In the case of a 6 kHz 
CS F1-PSYCHE-TOCSY, a digital resolution of 1.5 Hz/point 
requires 4096 increments, of which random sampling has to 
acquire at least 512 to produce an adequate SNR to ensure 
reconstruction. In reality this number of measurements is 
likely to be higher when attempting to reach the maximum 
resolving power of the spectrometer, as relaxation losses 
increase with the t1 sampling time. The latter problem has 
been addressed in detail in reference [13]. This approach is a 
relatively safe way to ensure that most samples can be run 
blindly, and it is an approach that any laboratory can opti-
mize to local needs. Of course, we can reduce experimental 
times ensuring that the limiting factors are Eq. 1 or 2, rather 
than the SNR, by avoiding dilute samples, using more sensi-
tive hardware (if possible) or running more sensitive experi-
ments. Here the sensitivity of the chosen pure shift experi-
ment plays an important role in determining whether Eq. 1 
or 2 rather than SNR will be the limiting factor.  
Eq. 1 and 2, and the considerations of SNR discussed above, 
cautions against reports that advocate the use of a particular 
m/ni ratio for a particular type of experiment, as already 
pointed out by Kazimierczuk;
[14]
 the m/ni ratio depends on 
the sparsity of the spectra, as well as on the sampling and 
reconstruction methods used, providing the SNR is sufficient-
ly high to ensure that either Eq. 1 or 2 is the limiting factor.  
It is true, however, that for a given sample, experiments that 
produce sparser spectra (lower S), require a lower m/ni ratio 
than experiments that produce denser spectra (higher S). 
 
Recovery algorithms 
 
Sampling the signal is only part of the problem.  The other 
part is reconstructing the signal from the incomplete, noise-
contaminated measurements that randomly sampled pure 
shift techniques produce. Many algorithms can be used to 
reconstruct these data;
[15–17]
 and many predate the devel-
opment of the CS framework. Although the performance of 
these algorithms is important for classic multidimensional 
NMR, this is more so for Compressed NMR, because com-
pressed NMR methods generate larger datasets than tradi-
tional ones, and often with a larger proportion of noise. 
Computationally efficient and noise tolerant algorithms are 
then a necessity. Another factor to be considered is the time 
saving that can be realized (ni/m) using a particular algo-
rithm, as different algorithms require different numbers of 
minimum measurements (m) to ensure reconstruction. The 
following are some examples used within the CS framework: 
 
Convex Relaxation.
[18]
 The time savings that can be realized if 
SNR is not the limiting factor can be high. However, these 
methods are computationally complex. Some examples are  
Basis Pursuit,
[19]
 Basis Pursuit De-Noising (BPDN) 
[19]
 and a 
modiﬁed BPDN.
[20]
 Of particular importance for compressed 
NMR is the tolerance to noise of the last two. The minimum 
number of measurements necessary for Basis Pursuit is de-
termined by Eq. 1. 
 
Iterative Soft or Hard Thresholding Algorithms
[21]
 are compu-
tationally faster than the convex optimization methods. This 
family of algorithms can recover even noisy signals provided 
that objects are sparse. Examples are Expander Matching 
Pursuits (EMP),
[22]
 Sparse Matching Pursuit (SMP),
[23]
 Sequen-
tial Sparse Matching Pursuits
[24]
 and Belief Propagation 
(BeP).
[25]
 These are important for large datasets as they 
achieve almost near-linear recovery time. The time-savings 
can also be high; EMP and SMP require m ≥ C  ·  S ·  log (ni/S) 
while BeP requires m ≥ C  ·  S ·  log (ni) measurements. 
 
Greedy Iterative Algorithms have the advantage of being 
computationally very fast in comparison with ℓ1-
minimization, at least when dealing with high sparsity objects 
(low S). Greedy algorithms are potentially useful for com-
pressed NMR because pure shift spectra tend to be large 
datasets. An early example of a greedy algorithm is clean
[26,27]
 
(implemented in Varian VNMRJ), but better performing 
methods are now available. Other early versions of a greedy 
algorithm, popular because of their computational speed, 
are Matching Pursuit
[28]
, and derivatives  such as Orthogonal 
Matching Pursuits (OMP)
[29,30]
. However, recovery becomes 
computationally demanding when sparsity is not high. This 
has driven the development of improved versions of OMP 
such as Regularized OMP,
[31]
 Stagewise OMP (ROMP),
[32]
 
Compressive Sampling Matching Pursuits (CoSaMP),
[33]
 Sub-
space Pursuits (SP),
[34]
 Gradient Pursuits
[35]
 and Orthogonal 
Multiple Matching Pursuit.
[36]
 The time savings (ni/m) that 
can be realized are lower than those achievable using ℓ1-
minimisation recovery algorithms, although this is less of a 
problem with the latest algorithms. For example, ROMP re-
quires m ≥ C · S · log
2
(ni), StOMP m ≥ C · ni · log (ni), CoSaMP 
m ≥ C  ·  S ·  log (ni) and SP m ≥ C  ·  S ·  log (ni/S). Further-
more, this may not be important for most NMR services 
where the time savings are limited by the need to produce 
adequate SNR. 
Bregman Iterative Algorithms
[37]
 work by iteratively solving a 
sequence of unconstrained sub-problems generated using 
Bregman iterative regularizations. These are very interesting 
because of their speed as they have been shown to recon-
struct objects is just four to six iterations.  
Non-Convex Minimization Algorithms recover signals from 
far fewer increments by replacing the ℓ1-norm by ℓp-norms 
where p < 1.
[38]
 They have been studied In the context of 
NMR by Kazimierczuk et al. who concluded that iteratively re-
weighted least squares with local ℓ0–norm performs better 
than Iterative Soft Thresolding (IST).
[39]
 
Unfortunately, most of these algorithms are not available in 
commercial software, although some are available from par-
ticular research groups.
[14]
 Currently, Jeol, Bruker TopSpin 
and MestreLabs all use some implementation of Iterative 
Soft Thresholding (IST), while Varian also offers a greedy al-
gorithm, (clean), originally developed in radio astrono-
my.
[26,40]
 Particular research groups, however, have been 
more adventurous exploring new algorithms.
[30,40,41]
  
Details of the implementation of these algorithms are also of 
practical importance. All the examples shown later on were 
reconstructed using clean, precisely because it was, at the 
time, faster than the versions of IST we had. We did not no-
tice any problems with time-savings when using clean, that 
should require higher m/ni ratios than IST, probably because 
the experiments were run in a fail-safe way that sacrifices 
some speed (ni/m) in favour of sensitivity. We have noticed 
though that the version of IST we currently use produces 
cleaner results than clean. Since the time of writing, vendors 
such as MestreLabs have optimized their implementation of 
the IST making it computationally competitive, so that is cur-
rently the method of choice for us.  
 One common problem that we continue to encounter is that 
we need computers with a 64-bit architecture, and software 
that supports it, with at least 8 Mb RAM to be able to open 
and process the large data files that Compressed NMR pro-
duces. The problem is important for NMR services that cater 
for a variety of customers using different hardware and soft-
ware architectures.  
Finally it is worth noting that references to CS in NMR papers 
are sometimes misleading. For example, it is common to 
read that “data has been reconstructed with CS”, although 
CS is not an algorithm; or that “the CS algorithm has been 
used to reconstruct the data”, when there are several fami-
lies of them. 
 
Pure shift NMR 
 
The second problem we address is that the effective resolu-
tion in the spectrum is reduced when signals have multiplici-
ty. This, recognized very early on, led to the development of 
decoupling. However, although heteronuclear decoupling 
was mastered relatively early, the homonuclear case re-
mained stubbornly impractical until the development of 
techniques such as Zangger-Sterk,
[42,43]
  PSYCHE,
[44]
 and the 
re-development of 
1
H constant-time
[45–49]
  and BIRD decou-
pling.
[50–53]
 Since then, it has become common to use the 
term pure shift as a synonym of homonuclear decoupling, yet 
strictly speaking, the term implies full decoupling. This is be-
cause all homonuclear and heteronuclear multiplicity have to 
be suppressed to produce truly pure shift signals (singlets).
[54]
  
Here we use the term in its strict sense. Examples of true 
multidimensional pure shift experiments are the F1-
homodecoupled HETCOR,
[55,56]
  the perfect-echo CLIP 
HSQC.
[57]
; and if germinal protons are not present, the real-
time pure shift HSQC,
[53]
 and the assembled RESET.
[51]
 At 
times, however, it is important to keep one of the dimen-
sions coupled to strike a balance between resolving power 
and the ability to analyze coupling patterns.
[48]
 Examples are 
constant-time COSY,
[48]
 F1-PSYCHE-TOCSY
[58]
 and the regular 
HSQC. Fortunately these experiments can be converted into 
true pure shift two-dimensional experiments by exploiting 
covariance methods, as shown in Figures 2 and 4.
[48,59–62]
  
As described previously, the sensitivity of the technique plays 
an important role in the probability of the recovery algorithm 
performing successfully; after all, signals that are not detect-
ed cannot be reconstructed. Amongst these techniques, the 
least sensitive is usually BIRD, as it discards 99% or more of 
the signal. The exceptions are pure shift 
1
H-
13
C pulse se-
quences where its application actually boosts the sensitivity 
of the experiment.
[53]
 Among the others, PSYCHE is probably 
the best suited for general work, being the most robust, and, 
in general, the one that produces the best trade-off between 
sensitivity and tolerance of strong coupling.  The Zangger-
Sterk method should also be considered in cases where its 
sensitivity can be increased either by reducing the decou-
pling bandwidth or by increasing the bandwidth of its selec-
tive 180° pulse.
[3,42,43,63]
 
 
In all of these cases the benefits of multidimensional tech-
niques can be lost due to practicalities. As mentioned previ-
ously, achieving high digital resolution is a time-consuming 
process. This limitation is apparent even in two-dimensional 
experiments, but it becomes prohibitive when dealing with 
techniques such as the three dimensional pure shift 
HSQC.
[51,57]
 The CS framework is then an ideal solution to 
harness the potential of these techniques. Without pure shift 
techniques, the CS framework cannot be used to reach the 
potential of the spectrometer, but without the CS frame-
work, the time necessary to take full advantage of multidi-
mensional pure shift spectra can become prohibitive. Finally, 
we note that CS techniques can be applied to any dimension, 
including the detected one.
[64–66]
  
 
Putting it all together 
 
Figures 2 and 3 illustrate the importance of combining pure 
shift and CS techniques. In this case, an organometallic 
chemist was making an optical device component. The chem-
ist had taken the precaution of using mass spectrometry to 
determine the mass (or masses) of the compound (or com-
pounds) present in the sample before analysing the NMR 
data. A single molecular ion peak was observed in the mass 
spectrum. High resolution 
1
H-
1
H TOCSY and 
1
H-
13
C HSQC 
were acquired using 512 increments and two transients per  
 
 
Figure 2. Aromatic region of a typical 
1
H-
1
H TOCSY spectra acquired using Nyquist sampling (a). It was processed using a double Fourier 
transform. The digital resolution is 12 Hz/point. The sample contains two isomers, but this cannot be seen in (a). Two techniques can be 
applied to reveal the presence of the isomers, but they have to be used in conjunction. The first one exploits the CS framework to 
increase the digital resolution at no time cost. This is done in (b) where the digital resolution has been increased to 1.5 Hz/point. The 
resulting spectrum is higher digital resolution than the one depicted in (a), but the presence of the isomers is difficult to see. In c) the 
covariance spectrum of b) has been calculated, but this does nothing other than to create a relay peak (marked r). The second technique 
has the potential to reveal the presence of the isomers but with just one hour it is not possible to distinguish a multiplet from a singlet, 
so the problem remains unsolved (a’). In contrast, the combination of F1-pure shift techniques with the CS framework b’) enables us to 
harness the potential of the spectrometer and to reveal what appears to be a mixture of isomers. Note that b’) is not a true pure shift 
spectrum, as singlets only feature in one of the dimensions; however, a true pure shift spectrum can be produced by calculating the 
covariance spectrum of b’) as in c’). The presence of the isomers is clear now. Note that b’) represents a good trade-off between 
resolution and the ability to measure coupling constants. All experiments took one hour to acquire. 
 
 
 
 
 
increment (Figures 2a and 3a). Nothing in these spectra indi-
cates that two isomers might be present.  
Using only CS to increase the digital resolution of the TOCSY 
produces a beautiful spectrum (Figure 2b), but it does not  
improve the situation; neither does covariance (Figure 2c). 
Replacing CS with a pure shift technique as a means of increasing 
resolution reveals nothing, as the digital resolution that can be 
produced in under one hour is insufficient to tell the difference 
between a singlet and a multiplet (Figure 2a’). Combining CS and 
pure shift techniques, however, harnesses the full potential of the 
spectrometer (Figure 2b’) and reveals that all signals are 
duplicated, thus indicating the presence of two isomers. Now that 
signals have been resolved, the experiment can be used to extract 
coupling constants to further help structural analysis. Covariance 
can also be used to simplify the layout of the peaks, as in Figure 
2c’. A similar situation arises in the case of the HSQC spectrum. 
The conventional high resolution HSQC does not reveal the 
existence of the isomers. What appear to be single peaks are 
actually composites of several peaks. The problem is solved using 
CS to produce a very high digital resolution in the carbon 
dimension, and using proton broad-band homo-decoupling to 
produce a true pure shift experiment. Note that although the F1-
PSYCHE-TOCSY spectrum (Figure 2b’) is not a true pure shift 
experiment, (only one of the dimensions features singlets), the 
HSQC of Figure 3b is. Fortunately, the F1-PSYCHE-TOCSY spectrum 
(Figure 2b’) can be turned into a true pure shift spectrum in both 
dimensions using covariance methods (Figure 2c’). Covariance can 
also be exploited to produce pure shift experiments that are 
impractical to acquire.
[61,62]
 For example a pure shift HSQC-TOCSY 
can be produced by combining the F1-PSYCHE TOCSY of Figure 2b’ 
with the real-time pure shift HSQC of Figure 3b using generalized 
indirect covariance (Figure 4).
[62]
 However, the use of covariance 
has a price; it produces extra peaks (labelled r in Figure 2).
[69]
 Here 
running pure shift experiments with high digital resolution in both 
dimensions helps; another reason to use CS and pure shift 
techniques jointly. Another problem of covariance processing is 
that noise is not randomly distributed in the covariance spectrum. 
This has the risk of producing false peaks where noise produced 
by two signals coincides. The problem can be a real nuisance in 
spectra with a non-uniform signal intensity distribution, for 
example, in spectra of mixtures of products of different 
concentrations, or in spectra of samples containing single 
components where COSY, HMBC, or NOESY experiments are 
 
Figure 3. 
1
H-
13
C HSQC spectra of the sample used in Figure 2. 
There is no indication that most of the apparent peaks are 
actually an unresolved superposition of real peaks. It can be seen 
that this is the case when resolution is improved by combining CS 
(ni=8196, m=512) with pure shift techniques (b). Note that b) is a 
true pure shift experiment, whereas a) is only a pure shift 
experiment in the carbon dimension. Both experiments took 50 
min to acquire. 
 
Figure 4.
 
A pure shift 
1
H-
13
C HSQC-TOCSY produced combining the 
real-time pure shift 
1
H-
13
C HSQC of Figure 3b with the 
1
H-
1
H F1-
PSYCHE-TOCSY of Figure 2b’ using generalized indirect 
covariance. Both experiments were acquired and reconstructed 
following CS principles. Direct 
1
H-
13
C correlations have been 
coloured black. TOCSY peaks have been coloured red. 
acquired. The problem could be solved by developing true pure 
shift experiments in which all dimensions are fully decoupled, 
combining several homo-decoupling methods. However, these 
would be quite time consuming, most of them being three 
dimensional experiments. The use of CS techniques should make 
these practical.  
Conclusions 
 
Combining pure shift and CS techniques allows NMR practi-
tioners to harness the full potential resolving power of the 
NMR spectrometer in an unprecedented and practical man-
ner. The combination is synergistic in the sense that pure 
shift techniques allow CS to overcome the limitations im-
posed by the existence of multiplets. Conversely, CS tech-
niques allow multidimensional pure shift experiments to be 
carried out in a practical manner at an appropriate digital 
resolution. However, challenges remain regarding the sensi-
tivity of the hardware and of the pulse sequences used, as 
well as regarding the limited implementation of reconstruct-
ing algorithms. 
Experimental section 
 
The zTOCSY of Figures 2a, b and c were produced using a 600 
MHz Varian spectrometer equipped with an Agilent OneNMR 
Probe able to deliver a maximum pulsed field gradient of 62 
G cm
−1
. Two scans per increment were collected, each com-
prising 8192 complex data points and a spectral width of 6 
kHz. The repetition time was 1.7 s, of which 0.7 s comprised 
the acquisition time. Zero-quantum artefacts were attenuat-
ed as previously described.
[70]
 A 60 ms DIPSI2 mixing compo-
site pulse was used.
[71]
 The number of dummy scans was 
128. The t1 interval was sampled acquiring 512 increments 
randomly selected out of 4096 possibilities, the latter being 
the number of increments that need to be acquired using 
Nyquist sampling to produce a digital resolution of 1.5 
Hz/point. The presence of large gaps in the sample schedule 
was minimized using a Poisson distribution with cosine 
weighting, as previously reported.
[10,11]
 Spectra were recon-
structed using both IST and clean, but only the latter is show 
in Figure 2. The pure shift versions of Figures 2a’, 2b’ and 2c’ 
were produced using the same conditions but replacing the 
zTOCSY pulse sequence with a F1-PSYCHE-zTOCSY one.
[58]
 
The PSYCHE pulse was created using a 10° WURST180 double 
sweep of 30 ms. A pulsed field gradient (0.8 G cm
−1
) was 
applied for the duration of the WURST pulse. In the case of 
Figures 2c and 2c’, covariance was used after reconstructing 
the spectrum. The total experimental time was 67 min. To 
simulate what the resolution would have been had just one 
hour been used to acquire the experiments with convention-
al Nyquist sampling, only the first 512 increments out of the 
reconstructed 4096 ones were used.   
Figure 3 was produced using the same spectrometer as in 
Figure 2. Both HSQC’s were acquired using two scans per 
increment, each comprising of 4200 complex data points and 
8196 increments, of which only 512 were acquired. These 
were selected out of the 8196 possible ones following the 
same procedure used to produce Figure 2. One hundred and 
twenty eight dummy scans were used. The spectral width of 
the proton dimension spanned 6 kHz. The spectral width of 
the carbon dimension spanned 36 kHz. The repetition time 
was 1.35 s, of which 0.35 s comprised the acquisition time. 
The experiment took 50 min to acquire. The real-time pure 
shift version of Figure 3b was produced using the same con-
ditions, but replacing the HSQC pulse sequence with a real-
time pure shift one, as described in ref. [53].  Twenty five ms 
long blocks of data were collected, apart from the first and 
the last blocks took half of the time each. Spectra were re-
constructed using both IST and clean, but only the latter is 
show in Figure 3. To simulate what the resolution would have 
been had just 50 min been used to acquire the regular HSQC 
spectrum using conventional Nyquist sampling, only the first 
512 increments out of the reconstructed 8192 increments 
were used to process the data. 
The experimental process is exemplified graphically in the 
Supplementary Information section. The raw data used in 
this paper can be found here: doi:10.15128/r14q77fr33z . 
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