Abstract : The aim of this paper is to present a stochastic extremum-seeking algorithm for one-dimensional and multivariate optimization of static systems. Extremum-seeking algorithms estimate the optimum value of a function using perturbation signals. The authors propose three schemes (a basic scheme, an annealing parameter scheme, and a high-pass filter scheme) for the one-parameter problem and one scheme (a high-pass filter scheme) for the multivariate problem. These methods employ Wiener processes for the perturbation signals. In this paper, the proposed methods are shown to converge by means of a stability analysis of stochastic systems. The paper presents some numerical examples to demonstrate the effectiveness of the methods.
Introduction
The problem of optimization is a common issue in systems operation and management. In order to optimize systems, we must often know the objective function of the systems, and ordinary optimization methods often require an exact model of the system in order to obtain the objective functions. There are considerable computational costs in finding such an exact model. Furthermore, even after obtaining this model, there may exist errors with the model identification or parameter changes due to the aging of the system. In studies of control theory, extremum-seeking algorithms are well-known real-time optimization methods [1] - [3] . These algorithms can estimate the optimum values of objective functions by extracting the approximate gradients of the objective functions, with the advantage that they use a non-model-based method. This means that the estimation variable can converge to the optimum value of the objective function using only the black-box model of the input-output relation. Thus, such algorithms can omit the modeling of the system and, by virtue of their non-model-based approach, may also overcome the modeling error and aging problems. Therefore, this approach is used for real-time optimization problems, and there exist many applications of extremum seeking [4] - [6] . In addition, the theoretical property of deterministic extremum seeking has been studied by Krstić and Wang [7] .
Extremum-seeking algorithms with stochastic perturbation have recently been studied [8] , [9] . Stochastic perturbation has advantages over deterministic perturbation in the following situations. The first is the case where the system uses its own noise as a perturbation signal. Signals associated with systems are often stochastic. In [10] , a stochastic extremum-seeking approach is used to optimize the endurance of aircraft, with the atmospheric turbulence used as the stochastic perturbation signal. The second case concerns a multivariate optimization problem. Orthogonalities between perturbation signals cannot be retained in high-dimensional systems when using periodic signals. In such problems, ordinary extremum-seeking algorithms may require each excitation signal to be adjusted; otherwise, optimization cannot be achieved. The first study of stochastic extremum seeking was related to discrete systems [8] , and discrete extremum-seeking algorithms in stochastic environments have been applied to mobile networks in other studies [11] . An extremum-seeking algorithm for continuous time systems with stochastic perturbation was also proposed in [9] .
In this paper, the authors propose an extremum-seeking algorithm using Wiener processes for continuous time systems. One-dimensional and multivariate parameter problems are considered for static systems, and three solution methods, which are a basic scheme, an annealing parameter scheme, and a highpass filter (HPF) scheme, are proposed. In these three schemes, we propose the HPF scheme to make estimation variables converge to an optimum without fluctuations. The oscillation of the estimation parameter remains in previous extremum seeking algorithms even when the estimation variables approach the optimum sufficiently. The oscillation might have bad effects from the point of view of applications. Furthermore, we show the convergence of the estimation variables using the technique of the stochastic Lyapunov stability theory. The analysis gurantees that the estimation parameters converge to an optimum with probability one. In [9] , the stability is shown by using an averaging method for a stochastic extremum seeking method. It is shown that the average system is asymptotically stable and that an original system is consistent with the average system in the case in which a parameter becomes 0 (as a limiting value). Strictly speaking, the convergence of the estimation is not guaranteed in the original system unlike the average system when the parameter is not 0, and its behavior might be unclear. In addition, previous algorithms use Ornstein-Uhlenbeck processes [9] for the perturbation signal, but, for reasons of academic inquiry, the possibility of using various types of noise should be investigated. In [9] , a periodic signal is simply re-placed by a stochastic (but continuous) one, and the evolution of the estimated optimum value is governed by an ordinary differential equation. Therefore, a simple question arises: Can we construct an estimation method that is governed by a stochastic differential equation? In order to answer this question, we propose an extremum-seeking algorithm that utilizes Wiener processes.
This paper is organized as follows. Section 2 describes the problem setting. Section 3 summarizes previous extremum seeking methods. Sections 4 and 5 present the proposed algorithm for the one-dimensional problem and a stability analysis of the high-pass filter scheme. Section 6 introduces the proposed method for a multivariate problem and the associated stability analysis. Numerical examples are shown in Section 7, and, finally, we present our conclusions in Section 8.
Problem Setting
Extremum-seeking algorithms estimate the optimum value of the objective functions of systems. Although there are extremum-seeking algorithms for dynamical systems, this paper only considers the optimization of static systems. In the following, let ϕ(θ) : R → R be the objective function of the parameter θ. The following assumption is made throughout this paper:
Assumption 1
The objective function ϕ(θ) is twice continuously differentiable and has a global maximum located at θ = θ * , i.e., ϕ(θ) < ϕ(θ * ), (θ θ * ). Moreover,
hold.
Similar assumptions are also needed in hill-climbing-like methods. The proposed method can be used for continuous parameter optimization problems under almost the same assumption as that for hill-climbing algorithms. The function and the value of θ * are often unknown. The proposed algorithm estimates the value θ * that maximizes the objective function ϕ(θ).
Previous Methods
Before explaining the proposed method, the previous extremum seeking methods are summarized here for the comparison between the previous methods and the proposed method. A standard deterministic algorithm [1] and a stochastic algorithm [9] are explained below.
Standard Deterministic Extremum Seeking Algorithm
Standard deterministic extremum seeking methods use periodic signals. Letθ denote an estimation variable of θ * , and the update law of the extremum seeking method for static systems is given as follows:
where
The sinusoidal signal is used to extract approximate gradients of the objective function and the variable P acts as a high-pass filter in (2) and (3). It can be shown that the update law can extract the gradient of the objective function by showing the existence of the gradient in the Taylor expansion of the objective function (See [1] ). In [7] , the stability of the method is shown.
Previous Stochastic Extremum Seeking Algorithm
For continuous optimization problems, the stochastic method proposed in [9] can also be used. The periodic signal in (2) and (3) is replaced with a stochastic process. The update law is defined as follows:
where K 1 , K 2 , a > 0, and the perturbation signal η is the Ornstein-Uhlenbeck process which is the solution of the equation
with , q > 0, and W is a one-dimensional standard Wiener process. The stability of the estimation variable is shown by using the generalized averaging method for stochastic systems, where the original system is consistent with the average system which is asymptotically stable when → 0.
Proposed Extremum Seeking Algorithm
In this section, we present three schemes: a basic scheme, an annealing parameter scheme, and a high-pass filter (HPF) scheme for online optimization. The estimation of the optimum value is achieved by updating estimation variables based on approximate gradients. These schemes use Wiener processes to extract the gradients of the objective function.
Basic Scheme
The basic scheme is fundamental to the other two schemes. Figure 1 shows the system of the basic scheme, whereθ and W denote an estimation parameter of θ * and a one-dimensional standard Wiener process, respectively, and K 1 , K 2 > 0 are constant parameters. The parameter update law of the estimation parameter is expressed as
Remark 1 Equation (7) is considered as the limit of a discrete time system. Let us consider an interval of time [a, b] and its
Consider an estimation variableθ(t i ) in the discrete time system and denote the difference ofθ by Δθ i =θ(t i+1 ) −θ(t i ). In the discrete time system, the parameter update law is given by
If we take the limit n → ∞ so that max i (t i+1 − t i ) → 0, we see that the parameter update law (7) is the limit of (8). It is often mentioned that a Stratonovich-type stochastic differential equation should be used as an ordinary differential equation excited by white noise. However, in our case, (7) is completely included in an optimizer and is simulated by the forward difference as (8) , while Stratonovich-type stochastic differential equations are based on the center difference method. The following calculation shows that this parameter update law can extract the approximate gradients of the objective function. The Taylor expansion of (7) becomes
Using Itô's rules ((dW) 2 = dt and (dW)(dt) = 0), the parameter update law (7) is rewritten as
The estimation variable is governed by the stochastic differential equation (10), whereas the previous stochastic extremumseeking mechanism [9] was driven by an ordinary differential equation. Equation (10) has a drift term and a diffusion term. The drift term consists of the gradient of the objective function, and therefore drives the estimation variables toward the optimum. On the other hand, the diffusion term contains the unknown function ϕ(θ). This prevents the convergence of the estimation variables in the neighborhood of the optimum. Therefore, the parameters K 1 , K 2 should be determined so that the diffusion term has little effect on the update law. That is, K 1 should be a small value and K 2 should be large.
We may desire to know the distribution of the estimation variable. In this paper, we derive an estimation method for the temporal change of the density ofθ. Let p(t,θ) be the probability density function of the estimation variablesθ at time t. The partial differential equation that describes the change of distribution is then obtained as
from (10) and the Kolmogorov forward equation. Figure 2 shows the system of the annealing parameter scheme. The annealing parameter scheme makes the fluctuations of the estimation parameter small. The parameter K 1 , which is constant in the basic scheme, decreases with time. The parameter update law is given by
Annealing Parameter Scheme
where K 2 , are the constant parameters. The time-varying parameter K 1 converges to zero exponentially by (13) . The parameter should be much smaller than K 1 , K 2 to prevent the early suspension of the estimation process. However, as the convergence speed ofθ depends on the function ϕ(θ), there are no adequate criteria for choosing the value of . 
High-Pass Filter Scheme
As shown by previous extremum seeking studies, an HPF often improves the convergence of the estimation parameter. This paper introduces an HPF into the basic scheme. The HPF is designed to have a state-dependent parameter in order to guarantee the convergence ofθ to the optimum with probability one. The previous methods use an HPF with constant parameters and the fluctuation will remain after the sufficient estimation time has passed.
To assure convergence, we make the following assumption.
Assumption 2
The second derivative of ϕ(θ) is bounded, i.e., there exists a positive constant M such that
Furthermore, there exist positive constants α, β such that
We suppose that the constants M, α, and β are obtained a priori. Moreover, it is assumed that we know the upper/lower bounds of θ * and ϕ(θ * ), i.e.,
From Assumptions 1 and 2, we get
The proposed HPF scheme is shown in Fig. 3 . The HPF is applied to the output of the system in order to wash out the DC component. The parameter update law is given by
where P is the HPF variable and the function a(θ, P) is the statedependent coefficient of the HPF. The function a(θ, P) is expressed as 1 We can derive ϕ(θ) − ϕ(θ
However, we use α in (15) for simplicity.
where a 0 is an arbitrary positive constant, η, ρ, and ξ are constant parameters such that ρ ≥ α, η ≥ M, and ξ ≤ β, and the functions f and g are defined as
The functions ϕ l (θ) and ϕ u (θ) in (22) are given by
where the function h(θ) is defined as
By adopting a state-dependent coefficient, the cutoff frequency of the HPF is automatically tuned, guaranteeing the convergence. The guidelines for the choice of the free parameters are summarized as follows: even if the tight bounds of M, α, and β are unknown, we should take the sufficient large value of the parameters η and ρ, and sufficiently small values of the parameter ξ. Similarly, even if it is difficult to know the tight upper/lower bounds of θ and ϕ(θ * ), we should take the sufficient wide ranges ofθ l ,θ u and P l , P u . Complying with these guidelines assures the stability, which will be discussed in the next section.
Stability Analysis of Proposed Scheme
This section gives a stability analysis of the proposed HPF scheme.
First, the results of the stochastic stability are summarized. The stability of the stochastic system was studied by Khasminskii [12] and Kushner [13] . Khasminskii defined the stability of stochastic systems as follows.
Definition 1 (Global asymptotic stability in probability [12] ) Consider an Itô stochastic differential equation
where x(t) is an n-dimensional vector, W is an r-dimensional standard Wiener process whose components are mutually independent, and f :
It is assumed that f (0) = 0, g(0) = 0. The origin of (25) is said to be "globally asymptotically stable in probability" if, for any t 0 ≥ 0 and > 0, lim
and for any initial condition x(t 0 ),
The following theorem is the counterpart of Lyapunov's stability theorem for deterministic systems.
Theorem 1 (Khasminskii [12] ) Let V(x) be a positivedefinite, twice-differentiable, and proper function defined on R n . If the infinitesimal generator of the solution to (25) for V(x), i.e.,
is negative-definite, then the equilibrium is globally asymptotically stable in probability.
The system
is obtained by expanding (18) and (19) using Itô's rule. We define the error variables as
Using the Itô formula again, the system is expressed as
Lemma 1 Under Assumption 2, both
This lemma is proved in Appendix A.
Theorem 2 If Assumptions 1 and 2 hold, then the origin of the system defined by (33), (34) with (20) is globally asymptotically stable in probability.
Proof From the definition of a(θ, P), it is obvious that a 1 (θ, P) = a(θ, P) − a 0 satisfies
We define a Lyapunov function candidate as
which is positive-definite, where
From Assumption 1, the first term of the right-hand side of (39) is negative-definite. Using (15), (17), and the definition of λ, the sum of the first two terms can be evaluated as
Obviously, the third term can be evaluated as
For the semi-negative definite property of the sum of the last four terms, −2λa 1 (θ, P)P 2 must cancel the last three terms. Using (14), (15), (35), and (36), the last four terms of the righthand side of (39) can be evaluated as
Consequently, from (39), (40), (41), and (42), we get
Thus, the origin of the system is globally asymptotically stable in probability.
This theorem argues that the estimation variableθ and the variable P in (18) and (19) will converge to the optimum value θ * and the value of ϕ(θ).
Proposed Method for Multivariate Problem
Many studies of extremum seeking deal with single-variable optimization problems. As mentioned in Introduction, stochastic extremum seeking may have an advantage over the deterministic algorithms in multivariate optimization problems. The proposed method can be expanded to multivariate optimization, and we now present a multivariate HPF scheme.
The problem setting can be stated as follows. Let ϕ(θ) : R n → R denote the objective function for the parameter θ ∈ R n . In multivariate problems, the following assumptions are made.
Assumption 3
There exists a unique variable θ * that maximizes ϕ(θ), i.e., ϕ(θ) < ϕ(θ * ), (θ θ * ). Moreover,
The purpose of the algorithm is to estimate the value θ * in R n .
Assumption 4
There exists a supremum, M, such that
where (∂/∂θ)(∂ϕ/∂θ) T is the Hessian matrix of ϕ(θ) and the norm of a matrix is defined as its maximum singular value. Furthermore, the function ϕ(θ) satisfies
and it is assumed that we know the upper/lower bounds of ϕ(θ * ), i.e.,
Moreover, it is supposed that we know the range of θ * . That is, we know the center c ∈ R n and the radius r ∈ R of the pre-estimated range of θ * , such that
From Assumption 3 and (45), we obtain
Letθ ∈ R n denote the estimation variable for θ * . The parameter update law for multivariate problems is given by
where K 1 , K 2 are constant parameters, P ∈ R is the HPF variable, and W is the n-dimensional standard Wiener process whose components are mutually independent. As for the onedimensional case, the parameter a is a state-dependent coefficient. The HPF coefficient is defined as
where a 0 is an arbitrary positive parameter, and η, ρ, and ξ are constant parameters such that η ≥ M, ρ ≥ α, and ξ ≤ β. The function p(θ) is given by
and g(θ, P) is similar to the single-variable case of (22) except that
We will consider the stability of the parameter update law described by (50) and (51). The update law is converted to
by taking the Taylor expansion aroundθ and using Itô's rule that
The error variables are defined as
The system of error variables is then obtained as
again using Itô's formula.
Theorem 3
If Assumptions 3 and 4 hold, then the origin of the system given by (60), (61) with (52) is globally asymptotically stable in probability.
Proof The Lyapunov function candidate is given by
which is positive-definite and where
. The infinitesimal generator then becomes
where a 1 (θ, P) = a(θ, P)−a 0 . From (46), (49), and the definition of λ, we obtain the inequality
whenθ θ * . Therefore, the first two terms of the right-hand side of (63) are negative-definite with respect toθ, i.e.,
From (45), (46), and the definition of p(θ)
and
By definition, a 1 (θ, P) satisfies
Therefore, from (65), (66), (67), and (68), the negative-definite property LV < 0 with respect toθ andP is shown. By Theorem 1, we conclude that the origin of the system is globally asymptotically stable in probability.
Numerical Examples
The following examples show the effectiveness of the proposed algorithms. Using the basic scheme and the annealing scheme, the simulation results show that the estimation parameters approach the neighborhood of the optimum value. Furthermore, the solutions of the HPF scheme converge to the optimum value, which corresponds to the theoretical results.
Simulation Settings
In the next three subsections, we deal with a maximization problem of the objective function
This objective function has a maximum value of ϕ(θ * ) = 1 at θ * = 0.5. 
Results Using the Basic Scheme
First, the basic scheme is applied to this example problem. Ten sample solutions of (7) are plotted in Fig. 4 . The coefficients used in the simulation are K 1 = 0.01, K 2 = 2.0, and the initial value of (7) isθ = 0.35. Figure 5 provides the value of ϕ(θ) for a sample path. Each solutionθ moves around the optimum value θ * = 0.5 and the value of the function approaches the maximum value. However, as previously mentioned, some fluctuations remain because the diffusion does not vanish at the optimum.
As seen in Section 4.1, the variance can be estimated by (11) . With the same settings, the temporal transition of the probability density is calculated as shown in Fig. 6 . The initial distribution is p(0,θ) = δ(0.35), where δ denotes the Dirac delta function. The estimation parameter has a steady-state distribution after sufficient time has passed. The center of this steady distribution is located at θ * = 0.5. This corresponds to each solution approaching the optimum value with some variance remaining. Although the solution of the basic scheme does not converge to the optimum value, we can estimate the magnitude of the residual using the Kolmogorov forward equation (11).
Results Using the Annealing Scheme
The annealing scheme can reduce the residual between the estimation variable and the optimum value. Ten sample solutions of the annealing scheme are shown in Fig. 7 . The time response of ϕ(θ) for a solution is plotted in Fig. 8 . The initial values ofθ and K 1 are 0.35 and 0.01, and the coefficients are K 2 = 2.0, = 0.05. As shown in Fig. 7 , each estimation pa- rameter has less residual between the solution and the optimum value than in the basic scheme due to the annealing mechanism. This scheme may not completely remove the residual, because the annealing parameter may become too small for the solution θ to converge to the optimal point in the early stage of the estimation (problem of early convergence). Despite this disadvantage, the introduction of annealing parameters is a convenient way to reduce the residual error.
Results Using the HPF Scheme
We also conduct simulations for the HPF scheme. As demonstrated above, the other schemes cannot completely reduce the residuals. On the other hand, as shown in Theorem 2, the estimation parameters converge to the optimum in terms of global asymptotic stability in probability. Figure 9 shows ten sample solutions ofθ whose initial values are θ = 0.35. Figures 10 and 11 illustrate the evolution of ϕ(θ) and P where the initial value of P is −0.5. The other coefficients are set to K 1 = 0.01, K 2 = 2.0, a 0 = 0.5, ρ = 5.0, η = 20.0, ξ = 0.5,θ l = 0.0,θ u = 2.0, P l = 0.0, and P u = 2.0. The solutions converge to the optimum value of θ * = 0.5. Also, the variable P converges to the maximum value ϕ(θ * ). These results correspond to the theoretical result in Section 5.
In order to compare with previous extremum seeking methods, we also did simulations with the deterministic extremum seeking algorithm (2), (3) and the previous stochastic extremum seeking algorithm (4), (5) . In addtion, the deterministic extremum seeking algorithm with parameter tuning is also discussed in [14] , and the simulation is conducted. The update law for static systems can be written as
where Figure 12 shows the solutions of the estimation variables of each algorithm. Although the estimation variables approach the neighborhood of the optimum value in the deterministic and the previous stochastic algorithm, the oscillation and the fluctuation remain. If the designer can determine the appropriate parameters, the solutions will stay closer to the optimum values. However, it might be difficult to find appropriate parameters. In the tuning parameter scheme, we show the case where an early suspension happens in the result. The scheme needs to pay the attention in the choice of the design parameter in order to avoid the early suspension. The oscillation of the estimation parameter could also remain as seen in the result. On the other hand, the estimation parameters converge to the optimum value in our method by introducing HPF with the state-dependent parameter.
Results for the Multivariate Problem
We now present the results from a simulation of the multivariate problem. A two-parameter problem is considered, with the objective function ϕ(θ) = − 0.5((θ 1 − 0.1) 2 + θ 
where θ = (θ 1 , θ 2 ) denotes the parameter vector. This objective function has a maximum value at a unique optimal point θ * = (0.1, 0). Figure 13 shows the solution for the estimation parameterθ using the HPF scheme. The initial values of our variables areθ = (0.4, 0.6) and P = 0, and the coefficient values are chosen as K 1 = 0.01, K 2 = 2.0, a 0 = 0.5, ρ = 5.0, η = 4.0, ξ = 0.1, c = (0.5, 0.5), r = 4.0, P l = 0.0, and P u = 2.0. Figure 13 shows the trajectory of a solution from t = 0 to t = 100. We can see that the solution converges to the optimum value, which corresponds to Theorem 3.
Conclusion
This paper proposed three types of stochastic extremumseeking algorithm. It was shown that the basic scheme could extract the gradients of the objective function. The authors introduced the annealing parameter scheme to reduce the residual of the estimation. Notably, the HPF scheme was introduced to make the estimation variables converge to the optimum values unlike the case of previous extremum seeking algorithms. The stability analysis shows the convergence of the estimation variables in the sense of the global asymptotic stability in probability, which means the convergence will occur with probability one. In contrast, the stability of the previous stochastic extremum-seeking algorithms might not be guaranteed with probability one because the stability is shown using an averaging method. In addition, the stability analyses were conducted for both the single-variable and multivariate problems in this paper. Finally, the effectiveness of the proposed method was confirmed by the results of numerical simulations. Future work includes an investigation of the conditions under which a stationary distribution of the solution of the basic scheme exists.
