In this paper we address the problem of computing regions of attraction for state-constrained perturbed discrete-time polynomial systems. The region of attraction of interest is a set of all states such that every possible trajectory initialized in it always respects specified state constraints and approaches an equilibrium state eventually, regardless of actions of perturbed inputs. The problem of computing regions of attraction is reduced to the search for the uniquely bounded and continuous solution to a Bellman equation, which can be solved via classical value iteration methods. Besides the value iteration method, we further propose a simply implemented semi-definite programming based approach such that an inner-approximation of the region of attraction can be gained by solving a single semi-definite program. A converging sequence of inner-approximations by solving the constructed semi-definite program to a set, which differs from the region of attraction with a set of measure at most as the same as that of the boundary of region of attraction, is guaranteed. These two numerical approaches, i.e. value iteration methods and semi-definite programming based methods, are evaluated and compared on one simple example.
Introduction
A key problem in control engineering consists of determining the region of attraction of an equilibrium state [33, 8] , which is a set of all states such that every tarjectory starting from it will move towards this equilibrium state while staying inside a specified constraint set for always irrespective of how the perturbation behaves. Its applications include biology systems, e.g., the search of an optimal control strategy for cancer treatment by analyzing the tumor growth dynamics [28] , and ecology systems, e.g., the study of the resilience of an ecological system [25] , and among others.
State constraints provide challenging questions in any form of dynamic systems. The treatment of state constraints is a classical yet still active research topic [6, 17] . Viability theory is an area of mathematics and control theory that studies the evolution of dynamical systems under constraints on the system state. It has close ties to the theories of optimal control and set-valued analysis [2, 3] . One well-known tool in viabilty theory is the classical Lyapunov function, of which a sub-level set in which the function decreases along system's trajectories forms an inner approximation of the region of attraction. To date there are a huge amount of literature Email addresses: xuebai@ios.ac.cn (Bai Xue), znj@ios.ac.cn (Naijun Zhan), yangjia@ios.ac.cn (Yangjia Li).
on estimating regions of attraction for nonlinear dynamical systems based on Lyapunov functions, e.g., [38, 22, 12, 11, 15] and the survey [16] and the references therein. However, the construction of a Lyapunov function still remains a challenging problem. With the progress of real algebraic geometry [5] and positive polynomials [18] in the last decade, sumof-squares decomposition formulates the search for polynomial Lyapunov functions as a convex optimization and thus becomes a very popular tool in computing regions of attraction for polynomial vector fields [31, 9, 34, 20, 1] . Extensions to nonlinear systems with perturbations are found in [35, 37, 20] . Unfornately, the existence of polynomial solutions to convex optimizations formulated in these methods is not guaranteed, and the region of attraction is not assured to be achieved. Another highly attractive means in viability theory is by exploiting the link to optimal control, for instance, through viscosity solutions of HamiltonJacobi type equations when the system is continuous-time, e.g., [3, 27, 29, 6] , extending the use of Hamilton-Jacobi type equations widely used in optimal control theory (e.g., [4] ) to perform reachability analysis. One of advantages of using optimal control is the capability of exact characterization of various sets of interest, i.e. viability kernels, invariance kernels and discriminating kernels. Recently, Zubov's equation [38] , to which a sublevel set of the solution exactly characterizes the interior of the region of attraction for continuoustime dynamical systems free of state constraints and perturbations, is extended to perturbed nonlinear systems in [7] and further to state-constrained perturbed nonlinear systems in [17] , leading to a Hamilton-Jacobi-Bellman equation. Numerical methods to compute regions of attraction for nonlinear discrete-time systems free of perturbations and state constraints have, for example, been presented in [13, 14] , where collocation is used to solve numerically a discrete analogue to Zubov's partial differential equation [38] using radial basis functions. Unfornately, there is no such extension to state-constrained perturbed discrete-time systems. In view of the importance of discrete-time systems in real applications, e.g., the widely known application is the simulation of a continuous-time system by digital computers, we will make contributions in this regard.
In this paper we focus our attention on calcaulating regions of attraction for state-constrained perturbed discrete-time systems with an equilibrium state, which is uniformly locally exponentially stable in its neighborhood. Aspired by the idea in [17] which extends Zubov's equation to the characterization of regions of attraction for continuous-time systems modelled by state-constrained perturbed nonlinear ordinary differential equations, we in this paper infer an Bellman equation for discrete-time systems such that the one sublevel set of its uniquely continuous and bounded solution exactly characterizes the interior of region of attraction. Besides classical value iteration methods, which are usually employed to address the Bellam equation directly, we further reduce the problem of sloving such equation to a semidefinite programming problem, which falls within the convex programming framework and can be solved efficiently via interior point methods in polynomial times, such that an inner-approxiamtion of the region of attraction can be computed by solving a single semi-definite programming. We test and discuss these two numerical methods-value iteration methods and semi-definite programming based methods-on one simple example of nonlinear dynamics.
To the best of our knowledge, few attention has been paid to the problem of computing regions of attraction for stateconstrained perturbed nonlinear discrete-time systems to date, although there are a large amount of literatures and efficient methods for systems free of state constraints and/or perturbations. We in this paper investigate this problem from both theoretical and computational perspectives. The primary contributions in this paper are listed as follows:
(1) We for the first time theoretically infer a Bellman equation, and reduce the problem of determining regions of attraction to the search for its unique bounded and continuous solution. This is the first possibility to gain regions of attraction for state-constrained perturbed discrete-time systems. Note that although we restrict ourselves to polynomial systems, the derived equation is applicable for more general nonlinear systems. (2) Based on the Bellman equation, we construct a semidefinite program to inner-approximate the region of attraction. There exists many efficient methods on the use of semi-definite programs in inner-approximating the region of attraction [16] , whether a feasible polynomial solution to it exists is still unclear as mentioned above. Contrastingly, in our formulated semi-definite program, there definitely exist polynomial solutions, and these solutions can result in a converging sequence of inner-approximations to a set, which differs from the region of attraction with a set of measure at most as the same as that of the boundary of region of attraction.
The structure of this paper is as follows. In Section 2, basic notions used throughout this paper and the problem of interest are introduced. After presenting our methods for synthesizing regions of attraction in Section 3, we evaluate them on one simple example in Section 4. Finally, we conclude this paper in Section 5.
Preliminaries
In this section we give some basic notions, a formal description of the syste and the problem of interest. These notions will be used throughout the rest of this paper: For a set ∆, ∆ • , ∂∆, ∆ and ∆ c are its interior, boundary, closure and complement, respectively. R[·] denotes the ring of polynomials with real coefficients in variables given by the argument, R k [·] denotes the vector space of real multivariate polynomials of total degree ≤ k. The space of continuous functions on a set X is denoted by C(X). The difference of two sets A and B is denoted by A \ B. µ(A) denotes the Lebesgue measure on A ⊂ R n . N denotes the set of nonnegative integers. x denotes the 2-norm, i.e., x := n i=1 x 2 i , where x = (x 1 , . . . , x n ). B(0, r) denotes a ball of radius r > 0 and center 0, i.e., B(0, r) := {x | x 2 ≤ r}. Vectors are denoted by boldface letters.
In this paper we consider the discrete-time nonlinear perturbed systems of the following form
where
In order to formulate our problem of computing regions of attraction more clearly, we firstly introduce the concept of input policies. Given an input policy π, a trajectory to system (1) free of state constraints is presented in Definition 2.
Definition 2 Under an ordered input policy π, a trajectory to (1) initialized in x 0 , is defined as an ordered sequence {x
Besides, we assume that 0 is uniformly locally exponentially stable for system (1) in a neighborhood of the origin, as formulated formally in Assumption 1.
Assumption 1
The equilibrium state 0 is uniformly locally exponentially stable for (1) in a neighborhood of the origin, i.e., there exist constants M > 0, r > 0 and 0 < λ < 1 such that
holds, where B(0, r) ⊂ X.
Systems with locally exponentially stable equilibria are widely studied in existing literatures, e.g., [15] . Since in many applications, it is not enough to know that a system will converge to the equilibrium after infinite time, there is a need to estimate how fast the system approaches 0. The concept of exponential stability can be used for this purpose [33] . A lemma used to determine whether the origin is a uniformly locally exponentially stable equilibrium of System (1) is presented as follows. Its proof is given in Appendix.
Lemma 1
The origin is uniformly locally exponentially stable for (1) in a neighborhood of the origin if sup d∈D |(λ(A))| < 1, where A = ∂f ∂x | x=0 and λ(A) is the eigenvalue of A that is largest in absolute value.
Assumption 1 implies the existence of > 0 such that
for ∀x 0 ∈ B(0, ), ∀k ∈ N and ∀π ∈ D.
Now we formalize the definition of region of attraction for system (1) associated with the equilibrium state 0.
Definition 3
The region of attraction for system (1) is defined as R := {x 0 ∈ R n |x π x0 (l) ∈ X for ∀l ∈ N and ∀π ∈ D, and lim
Regions of Attraction Generation
In this section we present our methodology for approximating R as in Definition 3. We firstly present a uniform version R 0 of R, which is equal to the interior of R 0 ; secondly, we characterize R by means of the value function, which is reduced to a Bellman equation; lastly, we based on the Bellman equation construct a semi-definite program, to which the solution forms an inner-approximation of R 0 . Moreover, we prove that there definitely exists a sequence of innerapproximations, which are formed by polynomial solutions to the semi-definite programming problem, converging to a set, which differs from R with a set of measure at most as the same as that of ∂R.
Uniform Version of R
This subsection is to characterize a uniform version of the region of attraction R, which is equal to the interior of the set R.
where B(0, ) is defined in (4). The set R is able to be formulated by k (x 0 , π), as stated in Lemma 2.
Lemma 2 Under Assumption 1, the region of attraction R as in Definition 3 is equal to R , where R =
PROOF. Obviously, R ⊆ R. It is sufficient to prove that R ⊆ R .
Assume that there exists y 0 ∈ R \ R . Obviously, x π y0 (l) ∈ X for ∀l ∈ N and ∀π ∈ D. Thus, there exists an input policy π such that x
In the following we consdier a uniform version of R as in [17] . Let the Euclidean distance between a point x ∈ R n and a set A ⊂ R n be dist(x, A) := inf y∈A x−y . Then, for δ > 0, we define the set of δ-admissible input policies as
It is evident that D ad,0 (x 0 ) = D ad (x 0 ). The uniform version R 0 of R is then defined by
The following lemma uncovers some properties about the set R 0 such as openness property and the underlying relationship between R 0 and R. Its proof is presented in Appendix.
Lemma 3 Under Assumptions (a)-(c),
According to Lemma 3, µ(R \ R 0 ) ≤ µ(∂R).
Equations Characterizing Regions of Attraction
In this section we infer an equation, whose uniquely bounded and continuous solution characterizes R 0 .
We introduce a semi-definite positive polynomial running cost g : R n → R satisfying that g(x) = 0 iff x = 0, as in [7] . For the sake of simplicity, we denote ln(g(x
in which
Besides, we define ln 0 = −∞.
For x 0 ∈ R n , we define the value function V : R n → R + ∪ {∞} as:
and consider the Kruzhkov transformed optimal value function v : R n → [0, 1] given by:
PROOF. The proof is presented in Appendix.
Lemma 4 implies that V (x 0 ) and v(x 0 ) in (11) and (12) respectively satisfy the dynamic programming principle.
Lemma 4 Under Assumption 1, the following assertions are satisfied:
(1) For ∀x 0 ∈ R n and ∀k ∈ N, we have:
(2) For ∀x 0 ∈ R n and ∀k ∈ N, we have:
PROOF. Its proof is given in Appendix.
According to Lemma 4, we have the following theorem formulating the value functions V (x 0 ) and v(x 0 ) as solutions to two Bellman equations, respectively.
Theorem 2 Under Assumption 1, the value function V is the uniquely continuous solution to modefied Bellman equation
the value function v is the uniquely bounded and continuous solution to Bellman equation
PROOF. The fact that the value functions V (x 0 ) in (11) and v(x 0 ) in (12) are solutions to (17) and (18) respectively can be verified when k := 1 in (14) and (15).
Here, we just give a proof of the uniqueness of solution to (18) . The uniqueness conclusion of solution to (17) is able to be derived by the one to one corresponding relationship between V (x 0 ) and v(x 0 ).
Assume thatṽ satisfies (18) and is continuous and bounded as well, we need to prove that v =ṽ over x ∈ R n , where v < 1 over R 0 and v = 1 over R n \ R 0 . Assume that there exists y 0 such that v(y 0 ) =ṽ(y 0 ). First let's assumẽ v(y 0 ) > v(y 0 ) andṽ(y 0 ) > 1. Obviously, y 0 = 0 and g(y 0 ) > 0. Since v andṽ both satisfy (18), we have that
Sinceṽ is continuous over R n and f is continuous over
Let
. Also, we haveṽ(y 0 ) ≤ṽ(y 1 ). Moreover, y 1 = 0, g(y 1 ) > 0. We continue the above deduction for y 0 to y 1 and obtain that there exists
Thus, we havẽ
By analogy, we deduce that for ∀k ∈ N,
Moreover, let
, where π k+1 (0) = d k+1 . This implies that this sequence {y k } k∈N does not converge to 0 and thus y k ∈ B(0, ), where
implying that lim k→∞ṽ (y k ) ≥ ∞, which contradicts the fact thatṽ is bounded over R n .
Next, assumeṽ(y 0 ) < 1, implying that all trajectories starting from y 0 will eventually approach zero, irrespectively of d ∈ D. We also have
Similar with the above deduction, we have that
holds, contradicting the fact that lim k→∞ṽ (y k ) = 0.
For the case of v(y 0 ) >ṽ(y 0 ), we can obtain similar contradiction by applying the proof procedures as above with v andṽ reversed.
From Theorem 2, it is clear that R 0 can be constructed by addressing (18) . One feasible technique for addressing (18) is the classical value iteration algorithm in the framework of reinforcement learning.
Theorem 3 Assume that a sequence of functions {v k } k∈N is generated by the value iteration algorithm starting from v 0 (x) = 0 for ∀x ∈ R n :
then v k (x) approximates v(x) over R n as k tends to infinity, where v(x) is the bounded and continuous solution to (18) .
PROOF. Its proof is given in Appendix.
A widely used value iteration algorithm for implementing (23) is presented as follows:
(1) Decide on a grid Λ = {x 1 , . . . , x N } of admissible values for the state variable x, and decide on a grid
and choose a stopping criterion > 0; (3) For each x i ∈ Λ, i = 1, . . . , N , compute
then compute an interpolated value function at each x i,j :ṽ k (x i,j ) and compute In this way the value of v(x) can be calculated on the grid points of X. However, this is a computationally expensive process and as the size of the state and perturbation spaces grows, it becomes intractable.
Remark 1 It is worth remarking here that (18) and the associated value iteration method are not restricted to polynomial systems and they can be extended to more general nonlinear systems, which are not the focus of this paper.
Semi-definite Programming Formulation
Rather than the classical value iteration method as presented in Subsection 3.2, we in this section construct a semi-definite program to inner-approximate the region of attraction.
According to Theorem 2, we have the following corollary.
Therefore, we have that {x 0 ∈ R n | u(x 0 ) < 1} ⊂ R 0 . Therefore, we just need to prove the first assertion.
Assume that there exists y 0 such that u(y 0
In Subsection 3.3.1 we relax (24) to a semi-definite programming problem defined in a subset of R n , and then prove in Subsection 3.3.2 that a converging sequence of innerapproximations to a set, which differs from R with a set of measure at most as the same as that of ∂R, can be gained by searching for feasible solutions to formulated semi-definite constraints.
Semi-definite Programming Relaxation
We first give a description of X ∞ and B(0, R).
, and X ∞ is a compact set such that all possible trajectories of (1) starting from every x 0 ∈ X ∞ stay in X forever and eventually approach 0.
, Ω(X) is the set of states being reachable from the set X within one step for system (1), i.e.,
X ∞ in Assumption 2 could be guaranteed if h ∞ is a (local) Lyapunov function for (1), which exists definitely and could be obtained based on the linearized system of (1) around 0 since 0 is uniformly exponentially stable. B(0, R) can be efficiently computed by solving semi-definite programming or linear programming problems as in [23, 26] . In this paper, we assume that X ∞ and B(0, R) were already acquired.
Under Assumption 2, we construct the following constraint defined in subsets of R n :
Obviously, v(x 0 ) defined in (12) satisfies (26) .
Based on sum-of-squares decomposition, (24) could be recast as the following sum-of-squares program:
where w · l = B(0,R) u(x)dx − X∞ u(x)dx, l is the vector of the moments of the Lebesgue measure over B(0, R) \ X ∞ indexed in the same basis in which the polynomial u k with coefficients w is expressed. The minimum is over polynomial u(x) ∈ R k [x] and polynomial sum-ofsquares
. . , n X , of appropriate degree. Since the constraints that polynomials are sum-of-squares can be written explicitly as linear matrix inequalities, and the objective is linear in the coefficients of the polynomial u(x), problem (27) is a semi-definite program, which falls within the convex programming framework and can be solved via interior-point method in polynomial time (e.g., [36] ).
An inner-approximations of R via solving (27) is assured by Theorem 4.
] is a solution to (27) , then {x 0 ∈ B(0, R) | u(x 0 ) < 1} is an inner-approximation of R.
PROOF. According to (27) , it is evident that {x 0 ∈ B(0, R) | u(x 0 ) < 1} ⊂ X. Next we will prove that every possible trajectory initialized in the set {x 0 ∈ B(0, R) | u(x 0 ) < 1} will always stay inside X and approach the equilibrium state 0 eventually.
Assume that there exists y 0 ∈ {x 0 ∈ B(0, R) | u(x 0 ) < 1} and an input policy π such that x π y0 (l) ∈ X for l = 0, . . . , l 0 and
This contradicts the fact that
Thus, every possible trajectory initialized in the set {x 0 ∈ B(0, R) | u(x 0 ) < 1} will stay inside X.
Lastly, we will prove that every possible trajectory initialized in the set {x 0 ∈ B(0, R) | u(x 0 ) < 1} will approach the equilibrium state 0 eventually. Since every possible trajectory initialized in the set X ∞ will approach the equilibrium state 0 eventually, it is enough to prove that every possible trajectory initialized in the set {x 0 ∈ B(0, R) | u(x 0 ) < 1} \ X ∞ will enter the set X ∞ within finite time horizon. Assume that there exists y 0 ∈ {x 0 ∈ B(0, R) | u(x 0 ) < 1} and an input policy π such that
Since x π y0 (l) ∈ B(0, R) for ∀l ∈ N and u(x 0 ) ≥ 0 over x 0 ∈ B(0, R)(due to (27) and h
is continuous over the compact set B(0, R) \ X ∞ × D, there exists some positive value such that
Therefore, every possible trajectory initialized in the set {x 0 ∈ B(0, R) | u(x 0 ) < 1} \ X ∞ will enter the set X ∞ within finite time horizon, that is, every possible trajectory initialized in the set {x 0 ∈ B(0, R) | u(x 0 ) < 1} will approach the equilibrium state 0 eventually.
Combining above arguments, we conclude that {x 0 ∈ B(0, R) | u(x 0 ) < 1} is an inner-approximation of R.
Remark 2 Note that Theorem 4 still holds if the origin 0 is not uniformly locally exponentially stable for (1) in a neighborhood of the origin. The proof of Theorem 4 did not require Assumption 1. (27) Under appropriate assumptions, Theorem 5 shows that there definitely exists a polynomial such that the constraints in (27) hold and it approximates v uniformly over B(0, R), where v is the continuous and bounded solution to (18) .
Theoretical Analysis of

Assumption 3 One of the polynomials defining the sets D is equal to h
Assumption 3 is without loss of generality since the set D is compact, and therefore redundant constraint of the form 
Since Ω(B(0, R)) is compact, according to Stone-Weierstrass theorem, e.g., [10] , there exists a polynomial u ki of a sufficiently high degree k i such that 0, R) ). Thus, we have
over Ω(B(0, R)). According to the definition of Ω(B(0, R)), i.e. (28), for ∀x 0 ∈ B(0, R), we have that for ∀d ∈ D, f (x 0 , d) ∈ Ω(B(0, R)) holds. Therefore,
holds for ∀x 0 ∈ B(x 0 , R) and ∀d ∈ D. It is easy to check that u ki satisfies
Since is arbitrary, and according to Putinar's Positivstellensatz [32] , we have that u ki (x) converges from above to v uniformly over B(0, R) with i approaching infinity.
Finally, we conclude that {x 0 ∈ B(0, R) | u ki (x 0 ) < 1} converges to a subset of R, whose measure differs from that of R with a measure being less than that of the boundary of R, with i approaching infinity.
PROOF. R ki ⊂ R 0 ⊂ R is an immediate consequence of Lemma 5 since u ki ≥ u over B(0, R).
According to Theorem 1 as well as Theorem 3 in [23] and Lemma 5, we have the conclusion that
Note that in many cases in real applications, µ(∂R) = 0.
Illustrative Examples
In this section we illustrate our approach on one simple example. All computations were performed on an i7-P51s 2.6GHz CPU with 4GB RAM running Windows 10. For numerical implementation, we formulate the sum-of-square problem (27) Table 1 Parameters of our implementations on Example 1. du, ds j 1 , ds 3,i 1 , ds i,j , ds 9,l,j : the degree of the polynomials u, sj 1 , s3,i 1 , si,j, s 9,l,j in (27) , respectively, i1 = 1, . . . , mD, j1 = 0, . . . , 2, i = 4, . . . , 8, j = 1, . . . , nX , l = 1, . . . , nX ; T ime: computation times (seconds); : the stopping criterion in the value iteration method; N, M : numbers of elements in Λ and ∆ respectively in the value iteration method; TVI: computation times (seconds) in solving (18) using value iteration methods.
Example 1 In this example we consider system (1) with
For this system with linearizion matrix A = [0.5 0; 0 0.5], of which its eigenvalue is 0.5 strictly smaller than 1, the origin 0 is uniformly locally exponentially stable in its neighborhood, satisfying Assumption 1.
The region of attraction estimated via the value iteration method is visualized in Fig. 1 . Meanwhile, level sets of the estimated value function v(x) is presented in Fig. 2 .
Next, we evaluate the performance of the semi-definite programming based method. The function V ∞ (x) = 100x 2 1 + 100x 2 2 defining X ∞ is a Lyapunov function such that X ∞ ⊂ X is an inner-approximation of the region of attraction for this system, satisfying Assumption 2(a). This argument can be justified by first encoding the following constraint
into sum-of-squares constraints and then verifying the feasibility of the constructed sum-of-squares constraints. Then 1a) we set B(0, R) = {x | x Assumption 3. According to these analysis, Lemma 5 holds, implying that there always exist feasible solutions to (27) .
2 ), an innerapproximation obtained via solving (27) when d u = 8 is illustrated in Fig.1 . We observe from Fig. 1 that the innerapproximation approximates the region of attraction R well by comparing with the region of attraction estimated via the value iteration method and the region of attraction estimated via simulation methods. However, the computation time is around Above all, we conclude that although the semi-definite programming based method mainly targets inner-approximations of the region of attraction, it is able to synthesize an estimation of the region of attraction more efficiently in terms of computational times for some cases, comparied with the value iteration method.
Conclusion
In this paper we systematically study the problem of computing regions of attraction for state-constrained perturbed polynomial discrete-time systems from theoretical and computational perspectives. The region of uniform attraction, which is the interior of the exact region of attraction, is characterized as the one sublevel set of unique bounded and continuous solution to a modified Bellman equation, which can be addressed via classical value iteration methods. Furthermore, based on the derived equation the problem of innerapproximating the region of attraction boils down to a semidefinite programming problem. Feasible polynomial solutions to this semi-definite program are guaranteed to exist, and there exists a sequence of inner-approximations formed by these solutions converging to a subset of the region of attraction, which differs from the region of attraction with a set of measure at most as the same as that of the boundary of region of attraction. We demonstrate and discuss these two approaches -value iteration methods and semi-definite programming based methods-on one simple example.
Conversely, let x 0 ∈ R 0 , pick the corresponding δ > 0 and β(k) and let K > 0 be such that β(k) < , ∀k ≥ K (K exists since lim k→∞ β(k) = 0), where is defined in (4). Then we have
Hence,
Also, since B(0, ) ⊂ X, we obtain that
2. Since R 0 = R 0 , we prove the openness of R 0 instead. Let x 0 ∈ R 0 and consider the corresponding δ > 0 and β(·) :
is Lipschitz continuous over x in X uniformly over d ∈ D, implying that there exists B(x 0 , ) such that for ∀y 0 ∈ B(x 0 , ), ∀π ∈ D and ∀k ∈ [0, K],
This further implies that for ∀y 0 ∈ B(x 0 , ), ∀π ∈ D and
Together with (4) this implies
hence we conclude that y 0 ∈ R 0 . Thus, B(x 0 , ) ⊂ R 0 and consequently R 0 is open.
3. Since R 0 ⊆ R, the inclusion R
• 0 ⊆ R • is clear and by 2 it implies R 0 ⊆ R
• .
Next we just need to prove that R
= D for ∀δ > 0 must hold. If the former holds, then we obtain x 0 ∈ ∂R since in every neighborhood of x 0 there exists a point x 0 and an input policy π such that k (x 0 , π) = ∞, contradicting x 0 ∈ R
Hence assume
Then we have the conclusion that
holds and thus there exists a sequence
Since (4) and
and f is polynomial over x 0 ∈ R n and d ∈ D and k n is finite, x n := x πn x0 (k n ) is bounded. Hence, the fact that f ∈ R[x, d] is Lipschitz continuous over Ω(x 0 , K) yields that for ∀ > 0 the set
contains a ball B(x n , ρ) with ρ > 0 independent of n. For sufficiently large n this implies B(x n , ρ) X. This means that π n / ∈ D ad,0 (z n ) for some z n ∈ B(x 0 , ) and consequently
Since > 0 is arbitrary, this implies
again contradicting x 0 ∈ R • . Hence,
The proof of Theorem 1:
PROOF. 1. Firstly, by (12), we immediately obtain the equality between the two sets {x 0 ∈ R n | V (x 0 ) < ∞} and {x 0 ∈ R n | v(x 0 ) < 1}. It remains to the first identity that R 0 = {x 0 ∈ R n | V (x 0 ) < ∞}.
Let x 0 ∈ R 0 . We first prove that
According to Assumption 1, there exists K > 0 such that x π x0 (k) ∈ B(0, r) for ∀k ≥ K and ∀π ∈ D. Also, the closure of the reachable set Ω(x 0 , K) is compact. Thus for ∀π ∈ D,
Therefore V (x 0 ) < ∞, where L r is the Lipschitz constant of ln(g(x) + 1) over x ∈ B(0, r). Next we prove that
Since x π x0 (k) ≤ β(k) for ∀π ∈ D, the reachable set Ω(x 0 , ∞) is bounded, hence Ω(x 0 , ∞) is compact. Moreover, since D = D ad,δ (x 0 ) for some δ > 0, Ω(x 0 , ∞) ⊂ X follows and since each h X j , j = 1, . . . , n X , is continuous over X it will attain a (finite) maximum on Ω(x 0 , ∞) and thus sup π∈D,k∈N min j∈{1,...,n X } {h j,k (x 0 , π)} will attain a finite minimum over Ω(x 0 , ∞) according to (9) . We prove the claim.
Let x 0 / ∈ R 0 . Then either the existence of β(k) or the existence of δ in the definition of R 0 (R 0 = R 0 ) is not satisfied. For the first case, there exists a sequence {π i } j such that lim j →∞ k (x 0 , π j ) = ∞. Then for any j ∈ N,
where c 0 is a positive constant such that inf x / ∈B(0,r) g(x) ≥ c 0 (such c 0 exists since g(x) ∈ R[x], g(x) ≥ 0 over x ∈ R n and g(x) = 0 if and only if x = 0.). It follows
. In the second case, the non-existence of δ implies the existence of a sequence {(π j , k j )} j with
x0 (k j ) lies in the bounded set Ω(x 0 , ∞) (Boundedness can be assured by the existence of the function β(·) : N → 0, ∞).), we can find a subsequence {x k j l } l converging to some
x / ∈ X. This implies that
and since
we obtain V (x 0 ) = ∞.
Let
In the following we separately prove the continuity of W (x 0 ) and 
where L r is the Lipschitz constant of ln(g(x) + 1) over x ∈ B(0, r), r, λ and M are defined in (3).
For arbitrary but fixed > 0, we can conclude from Assumption 1 that there exists K > 0 such that M 1 x π x0 (k) ≤ 3 for ∀k ≥ K and ∀x 0 ∈ B(0, Therefore, similar to the deduction in (35), we have
In conclusion, W (x 0 ) is continuous over x ∈ R 0 .
Next, we prove the continuity of 
As x 0 ∈ R 0 , lim k→∞ min j∈{1,...,n X } h j,k (x 0 , π) = 0.
Observe that ∃β(k) : N → [0, ∞), which is independent of x 0 and π, x π x0 (k) ≤ β(k) for ∀k ∈ N, ∀π ∈ D and ∀x 0 ∈ R 0 , as illustrated in (8), we can find a neighborhood B(x 0 , δ) and a function γ(k) : N → [0, ∞) with lim k→∞ γ(k) → 0 such that | min j∈{1,...,n X } h j,k (y 0 , π)| ≤ γ(k) holds for ∀y 0 ∈ B(x 0 , δ). This implies that the supremum 
This shows the desired continuity.
For the second assertion, the case when lim n→∞ x n = x / ∈ R 0 can be proved by following the proof when x / ∈ R 0 in the proof of 1. For the case that lim n→∞ x n = ∞, the assertion follows immediately from the fact that R 0 is open and g(x) ≥ c 1 > 0 for x / ∈ B(0, r), where c 1 = inf x / ∈B(0,r) g(x) and B(0, r) is defined as in (4), and − min j∈{1,...,n X } {h j,k (x, π)} = ∞ over x ∈ X c for ∀π ∈ D.
3. This conclusion follows from 1 and 2 using the formula v(x) = 1 − e −V (x) .
The proof of Lemma 4:
PROOF. 
We will prove that for ∀ > 0, |W (x 0 , k) − V (x 0 )| ≤ .
According to (11) , for any 1 > 0, there exists a π ∈ D such that
g i−1 (x 0 , π) − min j∈{1,...,n X } {h j,k (x 0 , π) }.
