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Abstract
In this paper we study the Nielsen number of a self-map f : M → M of a compact connected surface with boundary. Let
G = pi1(M) be the fundamental group of M which is a finitely generated free group. We introduce a new algebraic condition
called “bounded solution length” on the induced endomorphism ϕ : G → G of f and show that many maps which have no
remnant satisfy this condition. For a map f that has bounded solution length, we describe an algorithm for computing the Nielsen
number N ( f ).
c© 2006 Elsevier B.V. All rights reserved.
MSC: 55M20
1. Introduction
Let Mn be a compact n-dimensional manifold (with or without boundary) and let f be a self-map of M . In
topological fixed point theory, our interest is to compute the minimum number of fixed points of all maps that are
homotopic to f . We write MF( f ) for the minimum, so that
MF( f ) = min{|Fix(g)| : g ' f }.
Nielsen fixed point theory is the study of the Nielsen number, N ( f ), which is a lower bound for MF( f ). See [1,4]
and [11] for the details.
The well-known classical result is that if n ≥ 3, then N ( f ) is a sharp lower bound forMF( f ). If N ( f ) = MF( f ),
then we say that f is a Wecken map.
In [5], Jiang showed that there was a specific map f of the pants surface with N ( f ) = 0 but MF( f ) = 2. He [6]
also modified the example to all surfaces of negative Euler characteristic. Thus it is a natural problem to classify
Wecken maps of a compact surface with boundary. In order to answer this question, we need to compute both N ( f )
and MF( f ).
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In fact, the computation of the Nielsen number of a map of a compact surface with boundary has also been one of
the main targets of Nielsen fixed point theory from its beginning and many researchers have provided useful results
about this problem (see [2,7–10] and [13]). Nevertheless, this problem is still open in general and it is one of the
hardest problems in computing Nielsen numbers (see Section 6 in [12]).
Let M be a compact connected surface with boundary. Then the fundamental group of M is a free group on finitely
many generators. Given a self-map f on M , Wagner showed in [13] that if the fundamental group endomorphism ϕ
which is induced by f satisfies an algebraic condition, that f has remnant, then there is an algorithm in which the
computation of N ( f ) is easy. Also, her result gives a partial solution to the twisted conjugacy problem for free group
endomorphisms from an algebraic viewpoint. Note that the twisted conjugacy problem is the classification problem
of the twisted conjugacy classes of a group G which are equivalence classes under the relation α ∼ γαϕ(γ )−1 on G
where ϕ is an endomorphism of G. This conjugacy problem is often very difficult; see Section 5 of [3].
The purpose of this paper is to extend Wagner’s result. We introduce a new algebraic condition on free group
endomorphisms, that f has bounded solution length, so that we provide another solution to the twisted conjugacy
problem and compute the Nielsen number for many maps which have no remnant.
The paper is organized as follows. In the next section, we consider the necessary preliminaries. In Section 3, we
provide a simple proof of Wagner’s main theorem in [13]: If f has remnant, then f is W -characteristic. The idea of
the proof is closely related to the main results of this paper. In Section 4, we first define what we mean by f having
bounded solution length. If a surface map f has bounded solution length, then we can compute N ( f ) of f . We also
provide sufficient conditions for maps to have bounded solution length in Theorems 4.9, 4.10 and 4.13, and say that
these maps are Type A, Type A′ and Type B respectively.
In [2], Hart extends Wagner’s result. She introduces a property for the induced endomorphism, called n-
characteristic, which provides a computation of the Nielsen number. She also identifies a convenient sufficient
condition for the n-characteristic property, called Property MRN. We compare bounded solution length with n-
characteristic in Theorem 4.5, and Type A′ with Property MRN in Theorem 4.12.
In Section 5, we provide an algorithm for maps which have bounded solution length.
Several examples that illustrate the algorithm and other features of this paper are presented in the final section.
2. Preliminaries
In order to make this paper reasonably self-contained, we include some basic properties and notation from [13]
which we will use in this paper.
Let f : M → M be a map of a compact connected surface with boundary. Let x0 be a fixed point of f . The
fundamental group G = pi1(M, x0) is isomorphic to the free group on generators ai , 1 ≤ i ≤ n. Since M is a K (pi, 1)
and the Nielsen number is a homotopy-type invariant, the induced endomorphism ϕ : G → G of f may replace
f ; see Section 1 of [13] for details. Let ϕ(ai ) = X i where X i is a reduced word in G. Because N ( f ) is homotopy
invariant, we can assume that every fixed point of f except x0 corresponds to each appearance of ai or a
−1
i in X i ; see
page 43 of [13].
Lemma 2.1 ([13, Lemma 1.3]). Suppose that x p is the fixed point corresponding to the occurrence of a
εp
i p
in
ϕ(ai p ) = Vpaεpi p V p where εp = ±1. Then we can write ϕ(ai p ) = Wpai pW
−1
p where
Wp =
{
Vp if εp = 1,
Vpa
−1
i p
if εp = −1,
W p =
V
−1
p if εp = 1,
V
−1
p ai p if εp = −1.
If x p = x0, then Wp = W p = 1.
The following necessary and sufficient condition for two fixed points to belong to the same fixed point class will
play a crucial role in this paper.
Lemma 2.2 ([13, Lemma 1.5]). Two fixed points x p and xq are in the same fixed point class if and only if there is a
solution z to the equation in G:
z = W−1p ϕ(z)Wq .
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Concerning this equation, we introduce some notation which will be used in other sections. Let A be the set of all
generators of G, i.e., A = {ai : 1 ≤ i ≤ n}, and let z be a reduced word in G. Then z can be expressed in the form
z = aη1j1 a
η2
j2
· · · aηkjk (2.1)
where all a ji ∈ A, all ηi = ±1, and every element of A and its inverse are never adjacent. If k = 0, then z = 1. For
any reduced word g in G, let `(g) be the length of g where if g = 1, then let `(g) = 0. Then `(z) = k and from (2.1),
W−1p ϕ(z)Wq = W−1p Xη1j1 X
η2
j2
· · · Xηkjk Wq . (2.2)
Note that this word need not be in reduced form, i.e., there may exist cancellations. Let
R = RpR j1R j2 · · · R jk Rq
where Rp, Rq and R ji , 1 ≤ i ≤ k, are the subwords of W−1p , Wq and Xηiji respectively after the cancellations. This
word R also need not be reduced because some of the subwords on the right may be the unit element of G. Let
`(R) = `(Rp)+ `(Rq)+
k∑
i=1
`(R ji ),
then `(R) is equal to the length of the reduced form of W−1p X
η1
j1
Xη2j2 · · · X
ηk
jk
Wq .
Now, we recall the definitions of W -characteristic and remnant from [13].
Theorem 2.3 ([13, Theorem 3.1]). Two fixed points x p and xq are in the same fixed point class if one of the following
occurs:
(1) Wp = Wq .
(2) Wp = W q .
(3) W p = Wq .
(4) W p = W q .
Definition 2.4 ([13, Definition 3.2]). We say that two fixed points x p and xq are directly related (called DR) if x p and
xq satisfy at least one condition of Theorem 2.3. Suppose that x p = y0, y1, . . . , ym, ym+1 = xq are fixed points. We
say that y1, . . . , ym are intermediate fixed points for x p and xq if yi and yi+1 are directly related for each 0 ≤ i ≤ m.
We also say that x p and xq are related by intermediate fixed points (called IR). Note that if x p and xq are directly
related, then they are also related by intermediate fixed points with m = 0. If any two fixed points which are in the
same fixed point class are related by intermediate fixed points, then we say that f is W -characteristic.
Definition 2.5 ([13, Definition 3.3]). Suppose S is a set of reduced words in the free group G and T ∈ S±1 where S±1
is the set of words in S and their inverses. Let M(T, Z) be the longest initial segment of T that cancels in the product
Z−1T for Z ∈ S±1. Let M(T,S) be the longest of all the M(T, Z) where Z 6= T . Then, by definition, M(T−1,S)−1
will be the longest terminal segment of T that cancels in any product T Z for Z ∈ S±1 and Z 6= T−1. Therefore, we
can write T = M(T,S)T ′ = T ′′M(T−1,S)−1. If we can write T = M(T,S)T M(T−1,S)−1 where both sides of
the equation are reduced and T 6= 1, then we call T the remnant of T in S. If every element in S has remnant, then
we say that S has remnant. Let X = {X1, X2, . . . , Xn}. We say that f has remnant if X has remnant. We will set
Pi = M(X i ,X) and Si = M(X−1i ,X)−1.
3. The Wagner theorem
If a map f : M → M is W -characteristic, then all the fixed point classes of f are easily classified and we
can calculate N ( f ). Wagner showed [13] that many maps are W -characteristic by demonstrating that the algebraic
condition of remnant is sufficient for f to be W -characteristic. In this section, we prove this theorem in a simple way.
Basically we use Lemma 2.2 and the length of a word as Wagner did. But we do not use a MCF (maximal common
factor) in [13] and focus on analyzing the reduced form of Xη1j1 X
η2
j2
· · · Xηkjk in the right hand side of (2.2). This idea
suggests a new algebraic condition for f that allows us to calculate N ( f ). We will explain this in the next section.
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Theorem 3.1 ([13]). If f has remnant, then f is W-characteristic.
Proof. Suppose that two fixed points x p and xq are in the same fixed point class and that x p and xq correspond to the
occurrence of a
εp
i p
in ϕ(ai p ) and a
εq
iq
in ϕ(aiq ) respectively. We will show that x p and xq are IR.
Since x p and xq are in the same fixed point class then, by Lemma 2.2, there is a solution z ∈ G to the equation
z = W−1p ϕ(z)Wq .
We recall the expression z = aη1j1 a
η2
j2
· · · aηkjk in (2.1). Then the equation is
aη1j1 a
η2
j2
· · · aηkjk = W−1p X
η1
j1
Xη2j2 · · · X
ηk
jk
Wq = RpR j1R j2 · · · R jk Rq = R. (3.1)
If k = 0, then Wp = Wq so x p and xq are DR. Suppose now that k ≥ 1. If `(R ji ) ≥ 1 for each 1 ≤ i ≤ k, then since
`(z) = k = `(R), we have Rp = 1 = Rq and R ji = aηiji for each 1 ≤ i ≤ k. Since a
ηi
ji
appears in Xηiji , by Lemma 2.1,
Xηiji = (Wia jiW
−1
i )
ηi . Thus
Wp =
{
W1 if η1 = 1,
W 1 if η1 = −1, W1 =
{
W2 if η1 = −1 and η2 = 1,
W 2 if η1 = −1 and η2 = −1,
W 1 =
{
W2 if η1 = 1 and η2 = 1,
W 2 if η1 = 1 and η2 = −1, · · · , Wq =
{
Wk if ηk = −1,
W k if ηk = 1.
This implies that x p and xq are IR.
Now it is enough to show that if f has remnant, then `(R ji ) ≥ 1 for all i , 1 ≤ i ≤ k.
Case 1. aη1j1 6= ai p and a
ηk
jk
6= a−1iq
In order to keep the notation simple, we assume that ηi = 1 for all i , 1 ≤ i ≤ k. In the more general case, essentially
the same arguments go through. Since f has remnant, X ji = Pji X ji S ji such that `(X ji ) ≥ 1 for all i . Choose one X ji .
If X ji−1 exists, then X ji−1X ji is reduced to Pji−1X ji−1 ∗ X ji S ji where ∗ is the word remaining after the cancellation
or empty. We will always use ∗ in this paper to mean the word remaining after the corresponding cancellation, which
may be empty. Thus, if X ji+1 exists, then X ji−1X ji X ji+1 is reduced to Pji−1X ji−1 ∗ X ji ∗ X ji+1 S ji+1 . Continuing this
process, we can see that X j1 · · · X ji · · · X jk is reduced to Pj1X j1 ∗ · · · ∗ X ji ∗ · · · ∗ X jk S jk . Since aη1j1 6= ai p and
aηkjk 6= a−1iq , then W−1p X j1 · · · X ji · · · X jkWq is reduced to
∗X j1 ∗ · · · ∗ X ji ∗ · · · ∗ X jk ∗ .
This implies that `(R ji ) ≥ 1 for all i , 1 ≤ i ≤ k.
Case 2. aη1j1 = ai p and a
ηk
jk
6= a−1iq , or a
η1
j1
6= ai p and aηkjk = a−1iq
Suppose that aη1j1 = ai p and a
ηk
jk
6= a−1iq . Then X
η1
j1
= X i p . Since x p corresponds to the occurrence of aεpi p in ϕ(ai p ),
by Lemma 2.1, Xη1j1 = Wpai pW
−1
p . Thus Eq. (3.1) becomes in this case
ai pa
η2
j2
· · · aηkjk = W−1p (Wpai pW
−1
p )X
η2
j2
· · · Xηkjk Wq = ai pW
−1
p X
η2
j2
· · · Xηkjk Wq .
If k = 1, then
ai p = ai pW−1p Wq .
Thus R j1 = ai p so `(R j1) ≥ 1. In fact, W p = Wq and x p and xq are DR. Now consider k ≥ 2. Since f has remnant,
we can see that X
ηi
ji remains after the cancellations, and so `(R ji ) ≥ 1 for each 2 ≤ i ≤ k. We now consider the
equation
ai pa
η2
j2
· · · aηkjk = ai pW
−1
p X
η2
j2
· · · Xηkjk Wq . (3.2)
Note that Xη2j2 is a reduced word, thus a
−1
i p
ai p is not contained in X
η2
j2
as a subword. This implies that ai p must remain
in R j1 because `(R j2) ≥ 1 and the equality holds in (3.2). Thus we conclude that `(R j1) ≥ 1.
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The other case, that aη1j1 6= ai p and a
ηk
jk
= a−1iq , is proved in a similar way.
Case 3. aη1j1 = ai p and a
ηk
jk
= a−1iq where k ≥ 2
Since x p and xq correspond to the occurrence of a
εp
i p
in ϕ(ai p ) and a
εq
iq
in ϕ(aiq ) respectively, then by Lemma 2.1,
Xη1j1 = Wpai pW
−1
p and X
ηk
jk
= (WqaiqW−1q )−1. If k = 2, then Eq. (3.1) becomes in this case
ai pa
−1
iq
= W−1p (Wpai pW−1p )(W qa−1iq W−1q )Wq = ai pW
−1
p W qa
−1
iq
.
Thus R j1 = ai p and R j2 = a−1iq . This implies that `(R ji ) ≥ 1, i = 1, 2. In fact, W p = W q and x p and xq are DR.
Now consider k ≥ 3. We know that `(R ji ) ≥ 1 for each 2 ≤ i ≤ k − 1 because f has remnant and hence we can
show that `(R j1) ≥ 1 and `(R jk ) ≥ 1 using the same method in Case 2. 
4. Bounded solution length
We recall that two fixed points x p and xq are in the same fixed point class if and only if there is a reduced word
solution z = aη1j1 a
η2
j2
· · · aηkjk to the equation which we write in the form (3.1). In this case, `(z) = k = `(R) and the
words of both z and the reduced form of R are the same.
Thus, if there is no solution z to the equation z = W−1p ϕ(z)Wq , then x p and xq are not in the same fixed point class
and for each z ∈ G, one of the following three cases holds:
(1) `(z) < `(R),
(2) `(z) > `(R),
(3) `(z) = `(R), but the reduced word z and the reduced form of R are different.
In the proof of Theorem 3.1, we have the property of R = RpR j1R j2 · · · R jk Rq that `(R ji ) ≥ 1 for all i , 1 ≤ i ≤ k,
because f has remnant. For many maps which do not have remnant, roughly speaking, we can still classify some
length properties of R for any reduced word z in G and as a result of that, we can compute the Nielsen number N ( f ).
Definition 4.1. Let x p and xq be two fixed points of f which are not IR. We say that x p and xq have bounded
solution length (called BSL) if there exists non-negative integer n such that for any k > n and any reduced word
z = aη1j1 a
η2
j2
· · · aηkjk in G, the length of the reduced form of the right side of the equation z = W−1p ϕ(z)Wq is greater
than k. In this case, we call the smallest n which satisfies this property to the solution bound (called SB) for x p and xq
and denote it by n pq .
Definition 4.2. If any two fixed points x p and xq of f which are not IR have BSL, then we say that f has BSL. In this
case, the maximum of the n pq is called the solution bound (SB) for f .
Suppose that a map f has BSL with SB ≤ n. If two fixed points x p and xq are IR, then they are in the same fixed
point class. If not, then x p and xq have BSL with n pq ≤ n. Thus, if there does not exist a solution z of length m ≤ n pq ,
then x p and xq are not in the same fixed point class and if there does exist a solution z of length m ≤ n pq , then obvi-
ously x p and xq are in the same class. Therefore, if a map f has BSL, then we can compute the Nielsen number N ( f ).
The following are Hart’s definitions in [2] which are generalizations of DR and W -characteristic respectively.
Definition 4.3 ([2, Definition 3.1]). We say that two fixed points x p and xq of f are n-related if there is a reduced
word z ∈ G of length `(z) ≤ n that is a solution to the equation
z = W−1p ϕ(z)Wq .
Definition 4.4 ([2, Definition 3.2]). We say that f is n-characteristic if for any two fixed points x p and xq in the same
fixed point class, there is a sequence of fixed points x p = y0, y1, . . . , ym, ym+1 = xq in the same fixed point class
such that yi and yi+1 are n-related for each 0 ≤ i ≤ m.
For a given integer n, if f is n-characteristic, then, in principle, we can find N ( f ) using a computer algebra system.
In fact, Hart’s definitions of n-related and n-characteristic in [2] are not for f but for an induced endomorphism f# on
pi1(M).
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Table 1
Fixed point Wi W i
x0 1 1
x1 cb c
−1b−1
x2 c
−1b−1 b−2cb
x3 c
−1b−1c−1 b−1
x4 c
−1b−1c−1b 1
x5 a
2 b−2
x6 c
−1b−1 c−1b−1
Theorem 4.5. If f has BSL with SB = s, then f is n-characteristic where n = max{2, s}.
Proof. Suppose that two fixed points x p and xq are in the same fixed point class. If they are IR, then there is a sequence
of fixed points
x p = y0, y1, . . . , ym, ym+1 = xq
in the same fixed point class such that yi and yi+1 are DR for each i , 0 ≤ i ≤ m. Thus yi and yi+1 are 2-related for
each i , 0 ≤ i ≤ m (see Theorem 3.4 in [2]). Therefore, yi and yi+1 are n-related. If x p and xq are not IR, then since
n pq ≤ s, there is a reduced word z in G with `(z) ≤ s such that z is a solution to the equation z = W−1p ϕ(z)Wq . This
implies that x p and xq are s-related. Thus we conclude that f is n-characteristic. 
The converse of Theorem 4.5 is false as the following example demonstrates.
Example 4.6. Let f induce the map
ϕ(a) = X1 = cbabc,
ϕ(b) = X2 = c−1b−1c−1b2,
ϕ(c) = X3 = a2cb2.
ϕ(d) = X4 = c−1b−1dbc.
This map has remnant so it is 2-characteristic (see Theorem 3.4 in [2]), but it does not have BSL (see Table 1).
We can find that W0 = W 4 and W 1 = W2 = W6. Thus, x1 and x5 are not IR. Let z = adnbc−1, then `(z) = n + 3
and
W−11 ϕ(z)W5 = (cb)−1(cbabc)(c−1b−1dbc)n(c−1b−1c−1b2)(a2cb2)−1a2 = adnc−2,
which has length n + 3 also. Thus f does not have BSL.
Theorem 4.7. If f has remnant and `(X i ) ≥ 2 for all 1 ≤ i ≤ n, then f has BSL.
Proof. Take any two fixed points x p and xq which are not IR. Suppose that x p and xq correspond to the occurrence
of a
εp
i p
in X i p and a
εq
iq
in X iq respectively. Consider any reduced word z = aη1j1 a
η2
j2
· · · aηkjk and the corresponding word
R = RpR j1 · · · R jk Rq . Since `(X i ) ≥ 2, we have `(R ji ) ≥ 2 for each 2 ≤ i ≤ k − 1. Thus for k > 4, we have
`(R) = `(RpR j1 · · · R jk Rq) ≥ `(R j2 · · · R jk−1) ≥ 2k − 4 > k.
This implies that f has BSL with SB ≤ 4. 
The following is an example of a map which has BSL but no remnant.
Example 4.8. Let f induce the map
ϕ(a) = X1 = c3ac2,
ϕ(b) = X2 = a3,
ϕ(c) = X3 = b3a3.
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This map does not have remnant and there exist two fixed points:
x0;W0 = 1, W 0 = 1,
x1;W1 = c3, W 1 = c−2.
Note that x0 and x1 are not IR. Consider any reduced word z = aη1j1 a
η2
j2
· · · aηkjk and the corresponding word
R = R0R j1R j2 · · · R jk R1. If (bc−1)±1 are not subwords of z, then `(R ji ) > 1 for all i , and so `(R) > k. If
bc−1 = aηiji a
ηi+1
ji+1 ⊆ z or (bc−1)−1 = a
ηi
ji
aηi+1ji+1 ⊆ z as a subword, then `(R ji R ji+1) = `(b±3) = 3, and all the
other R ji have `(R ji ) > 1, and so `(R) > k. Thus x0 and x1 have BSL and hence f has BSL with SB = 0. This
implies that N ( f ) = 2.
Now, we present more general sufficient conditions for the property BSL to hold. If f has remnant, then we can
compute N ( f ) using Wagner’s algorithm. See [13] for details of Wagner’s algorithm. Thus we restrict our attention to
a map f which has no remnant. Let Y be the set of all X i that do not have remnant in X. We exclude the case Y = X,
i.e., all X i have no remnant, because it contradicts the condition (1) of the following theorem.
Theorem 4.9. If f satisfies all the following conditions, then f has BSL:
(1) if X i is without remnant, `(X i ) ≥ 2, Pi 6= X i 6= Si and X i has no cancellation with itself and any other X±1j
such that X j is without remnant,
(2) if X i has remnant, then `(X i ) ≥ 3,
(3) for each Xηss X i X
ηt
t where Xs, X t have remnant and ηs, ηt = ±1, if X i is totally canceled, then Xηss and Xηtt still
remain after the cancellations.
We say that a map f satisfying (1)–(3) is Type A.
Proof. We will prove that f has BSL with SB ≤ 16. Take any two fixed point x p and xq which are not IR. Consider
any reduced word z = aη1j1 · · · a
ηk
jk
where k > 16 and the corresponding right-hand side word is
R = RpR j1 · · · R jk Rq .
We first show that if X jr has remnant where 2 ≤ r ≤ k − 1, then `(R jr ) ≥ 3. For the simplification of the proof,
we assume that ηi = 1 for all 2 ≤ i ≤ k − 1 and consider X jr where r ≤ k2 . All the other cases are similar. Since
X jr has remnant, X jr = Pjr X jr S jr . If X ji is without remnant for all i with r < i ≤ k, then by conditions in (1),
X jr X jr+1 · · · X jkWq is reduced to Pjr X jr ∗ X jr+2X jr+3 · · · X jk−1∗. If X jr+1 has remnant, then X jr X jr+1 is reduced to
Pjr X jr ∗ X jr+1 S jr+1 . If X jr+1 is without remnant and X jr+2 has remnant, then by (3), X jr X jr+1X jr+2 is reduced to
Pjr X jr ∗ X jr+2 S jr+2 . If X jr+1 , . . . , X js−1 are without remnant and X js has remnant with s ≥ r + 3, then by conditions
in (1), X jr · · · X js is reduced to Pjr X jr ∗ X jr+2 · · · X js−2 ∗ X js S js . Continuing these observations for the remaining
part of W−1p X
η1
j1
· · · Xηkjk Wq to the right of X jr and for all of W−1p X
η1
j1
· · · Xηkjk Wq to the left of X jr , we can see that
W−1p X
η1
j1
· · · Xηkjk Wq is reduced to
∗X js−β ∗ · · · ∗ X js−1 ∗ X jr ∗ X js1 ∗ · · · ∗ X jsα ∗
where all X jsi has remnant, s−β 6= 1 and sα 6= k. Thus by condition (2), `(R jr ) ≥ 3.
Now, we analyze Xη2j2 X
η3
j3
· · · Xηk−1jk−1 using the following method:
If X j2 has remnant, then set X
η2
j2
apart and retain Xη3j3 · · · X
ηk−1
jk−1 . If X j2 is without remnant but X j3 has remnant,
set Xη2j2 X
η3
j3
apart and retain Xη4j4 · · · X
ηk−1
jk−1 . If both X j2 and X j3 are without remnant, set X
η2
j2
Xη3j3 X
η4
j4
apart, whether or
not X j4 has remnant, and retain X
η5
j5
· · · Xηk−1jk−1 . Now repeat these steps with whatever part of X
η3
j3
· · · Xηk−1jk−1 has been
retained. This procedure breaks Xη2j2 X
η3
j3
· · · Xηk−1jk−1 up into blocks, each of which is of one of the following four types:
(i) {Xηiji } where X ji has remnant,
(ii) {Xηiji X
ηi+1
ji+1 } where X ji is without remnant and X ji+1 has remnant,
(iii) {Xηiji X
ηi+1
ji+1 X
ηi+2
ji+2 } where X ji , X ji+1 are without remnant and X ji+2 has remnant,
(iv) {Xηiji X
ηi+1
ji+1 X
ηi+2
ji+2 } where X ji , X ji+1 , X ji+2 are without remnant,
only X jk−2 and X jk−1 may not be contained in this separation.
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In cases (i) and (ii), by the first part of the proof we have `(R ji ) ≥ 3 and `(R ji R ji+1) ≥ `(R ji+1) ≥ 3 respectively.
In case (iii), since Pjt 6= X jt 6= S jt for t = i, i + 1, and X ji and X ji+1 have no cancellation with each other,
`(R ji R ji+1R ji+2) ≥ 5. In case (iv), we have `(R ji R ji+1R ji+2) ≥ 4 because the following:
(1) Pjt 6= X jt 6= S jt for t = i, i + 2,
(2) for t = i, i + 1, X jt and X jt+1 have no cancellation with each other,
(3) `(X ji+1) ≥ 2.
If k = 17, 18 and 19, then we have at least 5 blocks in each case and the sums of the lengths of all blocks are at
least 18, 19 and 20 respectively. In cases k = 3α + 17, k = 3α + 18 and k = 3α + 19 with α ∈ N, we have at least
α + 5 blocks and the sums of the lengths of all blocks are at least 4α + 18, 4α + 19 and 4α + 20 respectively.
These imply that if k > 16, then `(R) ≥ `(R j2 · · · R jk−1) > k. Therefore, we conclude that f has BSL. 
From the proof of Theorem 4.9, we know that SB ≤ 16 for any Type A map. In fact, a SB for f of Type A is always
smaller than 10. But the proof is much more complicated so we omit it. However, we will use this fact for examples
in Section 6.
We can weaken condition (3) of Theorem 4.9 as follows:
Theorem 4.10. If f satisfies conditions (1), (2) of Theorem 4.9 and the following condition, then f has BSL:
(3)′ for each Xηss X i Xηtt where Xs, X t have remnant, if X i is totally canceled, then `(X
′
s), `(X
′
t ) ≥ 3 where X ′s
and X
′
t are the remaining parts of X
ηs
s and X
ηt
t respectively, after the cancellation.
We say that a map f satisfying (1), (2) of Theorem 4.9 and (3)′ is Type A′.
Proof. The proof is essentially the same as the proof of Theorem 4.9. It is enough to change all the X ji to X
′
ji . 
In [2], Hart introduced Property MRN and she then proved that if ϕ has Property MRN, then ϕ is 2-characteristic.
Definition 4.11 ([2, Definition 4.1]). We say that ϕ has Property MRN if it satisfies the following:
For m, n, r nontrivial elements of G, the free group on generators a1 and a2,
(1) ϕ(a1) = mrn,
(2) ϕ(a2) = mn or ϕ(a2) = n−1m−1,
where the words nm, n−1r , rm−1, mrn, and mn are all reduced and r = sts−1 such that `(t) ≥ 2, t is cyclically
reduced (this means that t t is reduced), and s is possibly equal to 1.
In this paper, if ϕ has Property MRN, then we also say that f has Property MRN.
Theorem 4.12. If f has Property MRN where `(t) ≥ 3, then f is Type A′.
Proof. Since m, n are nontrivial and mn is reduced, `(X2) ≥ 2. Since n−1r and rm−1 are reduced, P2 6= X2 6= S2.
Since nm is reduced, X2 is cyclically reduced. Thus, f satisfies condition (1). Condition (2) is also satisfied because
X1 = r = sts−1 and `(t) ≥ 3. Now, we check the condition (3). It is enough to check X−11 X2X−11 . Note that
X−11 X2X
−1
1 = (mrn)−1mn(mrn)−1
= n−1r−1m−1mnn−1r−1m−1
= n−1st−1t−1s−1m−1.
Thus the first X
′
1 is st
−1 and the second X ′1 is t−1s−1. Since `(t) ≥ 3, the lengths of both X ′1 are greater than or equal
to 3. 
We can weaken condition (1) of Theorem 4.9 if we strengthen other conditions and add another condition. For a
given X, we say that cancellation is efficient if it satisfies the following:
Suppose that X i and X j are without remnant, Xs and X t have remnant, and Xk is arbitrary.
(1) if X i is totally canceled in the reduced form of X
ηs
s X i X
ηk
k (resp. X
ηk
k X i X
ηs
s ) and X
ηk
k 6= X−1i , then the length of
the reduced form of Xηss X i X
ηk
k (resp. X
ηk
k X i X
ηs
s ) is equal to `(Xs)+ `(Xk)− `(X i ),
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(2) if Xηii X
η j
j is totally canceled in the reduced form of X
ηs
s X
ηi
i X
η j
j X
ηt
t and X
ηi
i 6= (X
η j
j )
−1, then the length of the
reduced form of Xηss X
ηi
i X
η j
j X
ηt
t is equal to `(Xs)+ `(X t )− `(X i )− `(X j ).
Theorem 4.13. If f satisfies all the following conditions, then f has BSL:
(1) if X i is without remnant, then it has remnant in Y and `(X i ) ≥ 2 in Y,
(2) if X i has remnant, then `(X i ) ≥ 4,
(3) cancellation is efficient.
We say that a map f satisfying (1)–(3) is Type B.
Proof. The proof is similar to that of Theorem 4.9. It will be convenient to show that SB exists and is not larger
than 36. So let k > 36. Using the given assumptions, we can see that if X jr has remnant with 2 ≤ r ≤ k − 1, then
W−1p X
η1
j1
· · · Xηkjk Wq is reduced to
∗Xηs−βjs−β ∗ · · · ∗ X
ηs−1
js−1
∗ X jr ∗ X
ηs1
js1
∗ · · · ∗ Xηsαjsα ∗
where all X jsi has remnant, s−β 6= 1 and sα 6= k, and so `(R jr ) ≥ 4.
Then we separate Xη2j2 X
η3
j3
· · · Xηk−1jk−1 into blocks, each of which is of one of the following six types:
(i) {Xηiji } where X ji has remnant,
(ii) {Xηiji X
ηi+1
ji+1 } where X ji is without remnant and X ji+1 has remnant,
(iii) {Xηiji X
ηi+1
ji+1 X
ηi+2
ji+2 } where X ji , X ji+1 are without remnant and X ji+2 has remnant,
(iv) {Xηiji · · · X
ηi+3
ji+3 } where X jm , i ≤ m ≤ i + 2, are without remnant and X ji+3 has remnant,
(v) {Xηiji · · · X
ηi+4
ji+4 } where X jm , i ≤ m ≤ i + 3, are without remnant and X ji+4 has remnant,
(vi) {Xηiji · · · X
ηi+4
ji+4 } where X jm , i ≤ k ≤ i + 4, are without remnant,
only X jk−4 , X jk−3 , X jk−2 and X jk−1 may not be contained in this separation.
In cases (i), (ii) and (iii), we have `(R ji ) ≥ 4, `(R ji R ji+1) ≥ `(R ji+1) ≥ 4 and `(R ji R ji+1R ji+2) ≥ `(R ji+2) ≥ 4
respectively. Since cancellation is efficient and X jm ≥ 2 in Y for X jm ∈ Y, we have `(R ji · · · R ji+3) ≥ 6,
`(R ji · · · R ji+4) ≥ 8, `(R ji · · · R ji+4) ≥ 6 in cases (iv), (v), and (vi) respectively. These imply that if k > 36, then
`(R j2 · · · R jk−1) > k. Therefore, we conclude that f has BSL. 
For any Type B map, we can show that SB ≤ 16. But the proof is again very complicated so we omit it.
5. The algorithm
If f has remnant, then we can apply Wagner’s algorithm to obtain N ( f ). See [13] for the details of Wagner’s
algorithm. Thus, we present the algorithm for the calculation of N ( f ) where f has no remnant but has BSL. Now
suppose that f has BSL and that SB ≤ n for some n.
[1] Determine Wi and W i for each fixed point xi .
[2] For each pair of fixed points x p and xq which is not IR, find a solution z with `(z) ≤ n to the equation
W−1p ϕ(z)Wq if it exists.
The key point is that the number of candidates is finite so, in principle, a computer can check all of them.
[3] Determine the fixed point classes and calculate N ( f ).
For maps of Type A, A′ and B, a possible value for n was given in the previous section. In fact, it is still possible
to find such an n in many other situations. We provide one more type (called Type C) here without proof:
(1) Only X j is without remnant in X and there is Xk 6= X j such that Xk has the form X ′kXmj or Xmj X ′k where m is
chosen to be the maximal such integer,
(2) `(X j ) = `(X j ) ≥ 2 in X\{Xk},
(3) if X i 6= X j , i.e., X i has remnant, then `(X i ) ≥ 2 in X,
(4) X′ = X\{Xk} ∪ {X ′k} has remnant such that `(X
′
k) ≥ |m| + 2 and `(X i ) ≥ 2, i 6= k, in X′.
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Table 2
Fixed point Wi W i
x0 1 1
x1 a
−1 b2a
x2 1 a
−15b−15
x3 b a
−15b−14
x4 b
2 a−15b−13
.
.
.
.
.
.
.
.
.
x17 b
15 a−15
6. Examples
In Section 2, we fixed the induced endomorphism ϕ of f . If we change the induced endomorphism ϕ, then we will
see that we can obtain much more information about f :
Example 6.1. Let f induce the map
ϕ(a) = a−1bc3,
ϕ(b) = c−3b−1abc,
ϕ(c) = c−1a5c.
Note that f does not have remnant. Let f˜ be a lifting of f which corresponds to the endomorphism ϕ : G → G.
Consider another lifting c3 f˜ of f . Then, the corresponding endomorphism is τc3ϕ : G → G where τc3 is the
conjugation by c3 (see [4]). Let ψ = τc3ϕ. Then
ψ(a) = c3a−1b,
ψ(b) = b−1abc−2,
ψ(c) = c2a5c−2.
In this case, f has remnant and we can compute N ( f ) = 2 by Wagner’s algorithm.
Example 6.2 (Type A). Let f induce the map
ϕ(a) = X1 = a−1b−2,
ϕ(b) = X2 = b16a15.
We have the fixed points as in Table 2.
Only x0 and x2 are IR. Now, check that f is Type A. For X1, which has no remnant, we have `(X1) = 3,
P1 = a−1 6= X1 6= b−2 = S1, and X1X1 is reduced. For X2, which has remnant, we have X2 = b14a14 so
`(X2) = 28 ≥ 3. Moreover, X2X1X2 has the reduced form b16a14b14a15. Therefore, two X2 = b14a14 remain in the
reduced form. This implies that f is Type A.
Using a computer, we can see that there is no solution z with `(z) ≤ 9 for any pair of fixed points which is not IR.
Therefore, we have the fixed point classes: F1 = {x0, x2},F2 = {x1},F3 = {x3}, . . . ,F17 = {x17}. The index of each
class is: i(F1) = 1− 1 = 0, i(F2) = 1, and i(F3) = i(F4) = · · · = i(F17) = −1. Hence N ( f ) = 16.
Example 6.3 (Type A). Let f induce the map
ϕ(a) = X1 = abc,
ϕ(b) = X2 = d−1c−1a3,
ϕ(c) = X3 = b2c2d,
ϕ(d) = X4 = a−3bda−1c,
ϕ(e) = X5 = c4eb−1a−1.
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Table 3
Fixed point Wi W i
x0 1 1
x1 1 c
−1b−1
x2 b
2 d−1c−1
x3 b
2c d−1
x4 a
−3b c−1a
x5 c
4 ab
Table 4
Xi Pi X i in X Si
X1 = abc ab c
X2 = d−1c−1a3 d−1c−1 a3
X3 = b2c2d 1 b2c cd
X4 = a−3bda−1c a−3 bda−1 c
X5 = c4eb−1a−1 1 c4e b−1a−1
We have the fixed points as in Table 3.
Only x0 and x1 are IR. Using Table 4, we show that f is Type A. From the table, we know that Y = {X1, X2}, i.e.,
X1 and X2 have no remnant.
(1) For i = 1 and 2, we have `(X i ) ≥ 2, Pi 6= X i 6= Si , and X i = X i in Y,
(2) if X j has remnant, then `(X j ) ≥ 3,
(3) we have only two words X5X1X
−1
4 and X3X2X4 which satisfy the assumption in (3) of Theorem 4.9. The reduced
forms of X5X1X
−1
4 and X3X2X4 are c
4ead−1b−1a3 and b2cbda−1c respectively, so they satisfy condition (3) of
Theorem 4.9.
Thus f is Type A.
Using a computer, we can find all solutions z with `(z) ≤ 9 for any pair of fixed points x p and xq which is not IR:
(1) z1 = b−1c−1, z1 = W−14 ϕ(z1)W2,
(2) z2 = ead−1b−1c−1, z2 = W−15 ϕ(z2)W2, and so
(3) z3 = z2z−11 = ead−1, z3 = W−15 ϕ(z3)W4.
Therefore, we have three fixed point classes: F1 = {x0, x1}, F2 = {x2, x4, x5} and F3 = {x3}. Now, we calculate
the index of each class: i(F1) = 1− 1 = 0, i(F2) = −1− 1− 1 = −3 and i(F3) = −1. Hence N ( f ) = 2.
Example 6.4 (Type B). Let f induce the map
ϕ(a) = X1 = c2a−1b3,
ϕ(b) = X2 = bac−1b−1c2,
ϕ(c) = X3 = c−2.
We have the fixed points as in Table 5.
Only x0 and x2 are IR. Using Table 6, we show that f is Type B. Note that only X3 has no remnant.
(1) X3X3 = c−4 is reduced, so `(X3) = `(X3) = 2 in Y,
(2) `(X1), `(X2) ≥ 4,
(3) cancellation is efficient.
Thus f is Type B.
Using a computer, we can see that there is no solution z with `(z) ≤ 16 for any pair of fixed points which is not IR.
Therefore, we have the fixed point classes: F1 = {x0, x2},F2 = {x1},F3 = {x3},F4 = {x4} and F5 = {x5}. The index
of each class is: i(F1) = 1− 1 = 0 and i(F2) = i(F3) = i(F4) = i(F5) = 1. Hence N ( f ) = 4.
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Table 5
Fixed point Wi W i
x0 1 1
x1 c
2a−1 b−3a
x2 1 c
−2bca−1
x3 bac
−1b−1 c−2b
x4 c
−1 c2
x5 c
−2 c
Table 6
Xi Pi X i in X Si
X1 = c2a−1b3 c2 a−1b3 1
X2 = bac−1b−1c2 1 bac−1b−1 c2
X3 = c−2 c−2 c−2
Table 7
Fixed point Wi W i
x0 1 1
x1 d
3a−1 b4a
x2 c
7 a−6
x3 c
−3 d−1
x4 c
−3d 1
Example 6.5 (Type C). Let f induce the map
ϕ(a) = X1 = d3a−1b−4,
ϕ(b) = X2 = c7ba6,
ϕ(c) = X3 = a2,
ϕ(d) = X4 = c−3d2.
We have the fixed points as in Table 7.
Only x0 and x4 are IR. Consider any reduced word z = aη1j1 a
η2
j2
· · · aηkjk and the word R j2 · · · R jk−1 . If X ji 6= X2 for
all i with 2 ≤ i ≤ k − 1, then R ji ≥ 2 where 5 ≤ i ≤ k − 4. Thus if k > 16 then,
`(R j2 · · · R jk−1) ≥ `(R j5 · · · R jk−4) ≥ 2(k − 4− 4) = 2k − 16 > k.
For each appearance of (X3X
−1
2 )
±1, (X3X3X−12 )±1 and (X3X3X3X
−1
2 )
±1 in X j2 · · · X jk−1 , the length of each
corresponding reduced word is greater than or equal to 8 because X
′
2 = c7b. Moreover, all of the other R ji with
5 ≤ i ≤ k − 4 have `(R ji ) ≥ 2. Thus if k > 16 then,
`(R j2 · · · R jk−1) ≥ 2(k − 4− 4) = 2k − 16 > k.
Therefore, f has BSL with SB ≤ 16.
Using a computer, we can find that the equation z = W−12 ϕ(z)W3 has the solution z = bc−3. Therefore, we have
the fixed point classes: F1 = {x0, x4},F2 = {x1} and F3 = {x2, x3}. The index of each class is: i(F1) = 1 − 1 = 0,
i(F2) = 1 and i(F3) = −1− 1 = −2. Hence N ( f ) = 2.
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