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In this paper, a computable multipartite multimode Gaussian quantum correlation measureM(k)
is proposed for any k-partite continuous-variable (CV) systems with k ≥ 2. M(k) depends only on
the covariance matrix of CV states, is invariant under any permutation of subsystems, is a quantifi-
cation without ancilla problem, nonincreasing under k-partite local Gaussian channels (particularly,
invariant under k-partite local Gaussian unitary operations), vanishes on k-partite product states. For
a k-partite Gaussian state ρ,M(k)(ρ) = 0 if and only if ρ is a k-partite product state. Thus, for the
bipartite case,M =M(2) is an accessible replacement of the Gaussian quantum discord and Gaus-
sian geometric discord. Moreover,M(k) satisfies the unification condition, hierarchy condition that
a multipartite quantum correlation measure should obey. M(k) is not bipartite like monogamous,
but,M(k) is complete monogamous and tight complete monogamous.
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1. INTRODUCTION
The presence of quantum correlations in bipartite quantum systems is one of the main features of quan-
tum mechanics. Among the quantum correlations, the entanglement [1] is surely the most important one
that used as physics resource. But it is proved that non-entanglement quantum correlations can also be
exploited in quantum protocols. As a matter of fact, non-entanglement quantum correlations not only play
important roles in various quantum computing tasks and quantum communications, but also widely exist in
various biological activities, such as photosynthesis and the magnetic field navigation of birds. Hence the
study and the characterization of various quantum correlations that go beyond the paradigm of entanglement
has attracted more and more attention recently.
The prominent role of such quantum correlations (QC) in the efficient realization of a number of tasks
has led to the introduction of several measures of QC. Various methods have been proposed to describe
quantum correlations. such as quantum discord (QD) [2], geometric quantum discord [3–5], measurement-
2induced nonlocality (MIN) [6] and measurement-induced disturbance (MID) [7] for discrete-variable sys-
tems. Notice that, in many quantum protocols, the systems considered are continuous variable systems. For
example, the information propagated and communicated during the process of quantum communication is
carried by photons, and the corresponding physical system is continuous variable system. Therefore, it is
very important and urgent to study quantum correlations in continuous variable systems.
Denote by GSm+n(HA ⊗HB) the set of all (m + n)-mode Gaussian states in the continuous-variable
system described by Hilbert space HA ⊗ HB. Let GA/B : GSm+n → [0,∞) be a function. Follow the
idea of [8–11], GA/B describes a Gaussian quantum correlation (GQC) with respect to subsystem A/B if it
satisfies:
i) For any Gaussian state ρAB , GA/B(ρAB) = 0 if and only if ρAB contains no such GQC;
ii) (Locally Gaussian unitary invariant) GA/B((W ⊗ V )ρAB(W † ⊗ V †)) = GA/B(ρAB) holds for any
Gaussian unitary operatorsW on HA, V on HB and any Gaussian state ρAB;
iii) (Non-increasing under local Gaussian channels performed on B/A) GA((I ⊗ ΦB)ρAB) ≤ GA(ρAB)
(resp. GA((ΦA ⊗ I)ρAB) ≤ GB(ρAB)) holds for any Gaussian channel ΦB (resp. ΦA) performed on
subsystem B (resp. on subsystem A) and any Guassian state ρAB ;
iv) GA/B describes the entanglement on pure Gaussian states; that is, if |ψ〉〈ψ| is a pure Gaussian state,
then GA/B(|ψ〉〈ψ|) = 0 if and only if |ψ〉 is a product state.
In this case, we call GA a GQC measure. Furthermore, GA is a bona fide GQC measure if it satisfies
i)–iii) and the following
iv′) (Reducing to an entanglement measure for pure states) There exists an entanglement monotone E
such that GA(|ψ〉〈ψ|) = E(|ψ〉〈ψ|) holds for any bipartite pure state |ψ〉〈ψ|.
Several kinds of Gaussian quantum correlation measures have been proposed for bipartite continuous-
variable systems. Giorda, Paris [12] and Adesso, Datta [13] independently gave the definition of Gaussian
QD D for Gaussian states. G. Adesso, D. Girolami in [14] proposed the concept of Gaussian geometric
discord DG. It was shown that, for a Gaussian state ρAB , D(ρAB) = 0 (DG(ρAB) = 0) if and only if
ρAB is a product state. After then, many efforts have been made to find simpler methods to quantify this
correlation. The measurement-induced disturbance of Gaussian states was studied in [15] and the MIN
Q,QP for Gaussian states was discussed in [16]. Gaussian discriminating strength based on the minimum
or maximum change induced on the state by a local action, in the form of a local Gaussian unitary operation
were studied in [17–19]. Based Gaussian unitary operation and fidelity, several kinds of Gaussian response
of discord (GDxR, NF , NF ) were proposed and discussed in [20–22]. For other related results, see [23–
26] and the references therein. All quantifications mentioned above describe the same Gaussian quantum
correlation as that described by GQD. However, no one of them is easily accessible. Only the values at
3some (1 + 1)-mode Gaussian states or some special Gaussian states can be calculated. The may reason is
that these correlation measures involve some measurements on a subsystem and some optimization process,
which made them difficult to be evaluated. Also note that, these correlation measures are not symmetric
with respect to the subsystems and difficult to be extended to multipartite systems. So it makes sense and is
important to find ways of quantifying the quantum correlation that are easily accessible and easily extended
to multipartite systems.
The purpose of this paper is to propose a multipartite multimode Gaussian quantum correlation measure
M(k) for any k-partite continuous-variable (CV) systems with k ≥ 2. M(k) depends only on the covariance
matrix of CV states and thus is computable for any CV states with finite second moments. We show that
M(k) has almost all expected good properties. M(k) is invariant under any permutation of subsystems,
is a measure without ancilla problem, nonincreasing under k-partite local Gaussian channels (particularly,
invariant under k-partite local Gaussian unitary operations), vanishes on k-partite product states. For a k-
partite Gaussian state ρ, M(k)(ρ) = 0 if and only if ρ is a k-partite product state. Thus, for the bipartite
case, M = M(2) is an accessible replacement of the Gaussian quantum discord and Gaussian geometric
discord. Moreover, M(k) is consistent withM(l) for l ≤ k. And, the whole correlation of lower partition
is not greater than the whole correlation of higher partition, the correlation of part is not greater than the
correlation of whole and the correlation after kick some parties out of subgroups is not greater than the
correlation between the subgroups. These reveals that M(k) satisfies the unification condition and the
hierarchy condition that a multipartite quantum correlation measure should obey. Finally, the monogamy
relation forM(k) is investigated. For a multipartite quantum correlation measure, there are three kinds of
monogamy relations: (1) the bipartite like monogamy relation, which claims that the correlation between
subgroups after “kicking some parties out of" each subgroups keeps invariant will imply that the remain
parties are not correlated with the parties kicked out of; (2) the complete monogamy relation, which claims
that the correlation of a subgroup attains the total correlation will imply that the parties out of the subgroup
are not correlated with any other parties of the system; and (3) the tight complete monogamy condition,
which claims that the correlation between subgroups attains the total correlation will imply that the parties
in the same subgroup are not correlated to each other. We prove thatM(k) is not bipartite like monogamous,
while,M(k) is complete monogamous and tight complete monogamous.
The paper is organized as follows. Section 1 is an introduction. In Section 2 we recall briefly some
notions and notations from continuous-variable systems. Section 3 discusses M = M(2) for bipartite
multimode CV system in details. Section 4 gives the properties ofM(k) for k-partite multimode CV systems
with k ≥ 3 and studies further the unification condition, the hierarchy condition and the monogamy relation
forM(k). Finally, we give a short conclusion.
42. PRELIMINARY: GAUSSIAN STATES AND GAUSSIAN UNITARY OPERATIONS
In this section we recall briefly some notions and notations concerning Gaussian states and Gaussian
unitary operations (for more details, please ref. [27]).
Let H = H1 ⊗ H2 ⊗ · · · ⊗ Hn, where each Hi is a separable infinite dimensional complex Hilbert
space, i = 1, 2, . . . , n. Consider the n-mode continuous-variable system (CV system) determined by
(Qˆ1, Pˆ1, · · · , Qˆn, Pˆn), where, as usual, Qˆi = (aˆi + aˆi†)/
√
2 and Pˆi = −i(aˆi − aˆi†)/
√
2 (i = 1, 2, · · · , n)
stand for respectively the position and momentum operators, aˆ†i and aˆi are the creation and annihilation
operators in the ith mode Hi satisfying the Canonical Commutation Relation (CCR)
[aˆi, aˆ
†
j ] = δijI and [aˆ
†
i , aˆ
†
j ] = [aˆi, aˆj ] = 0, i, j = 1, 2, · · · , n.
Denote by S(H) the set of all quantum states in system described by H (positive operators on H with
trace 1) and SS(H) the set of all quantum states which have finite second moment, that is, ρ ∈ SS(H) if
Tr(ρQˆi
2
) <∞ and Tr(ρPˆi2) <∞ for all i. For ρ ∈ SS(H), its first moment vector
d = dρ = (〈Rˆ1〉, 〈Rˆ2〉, . . . , 〈Rˆ2n〉)T = (tr(ρRˆ1), tr(ρRˆ2), . . . , tr(ρRˆ2n))T ∈ R2n
and the second moment matrix
Γ = Γρ = (γkl) ∈M2n(R)
defined by γkl = tr[ρ(∆Rˆk∆Rˆl + ∆Rˆl∆Rˆk)] with ∆Rˆk = Rˆk − 〈Rˆk〉 ([28]) are called respectively the
mean or the displacement vector of ρ and the covariance matrix (CM) of ρ. Note that Γ is real symmetric
and satisfies the condition Γ + i∆ ≥ 0, where ∆ = ⊕ni=1∆i with ∆i =

 0 1
−1 0

 for each i. HereMk(R)
stands for the algebra of all k × k matrices over the real field R.
For arbitrary state ρ in a n-mode continuous-variable system with state space H , its characteristic func-
tion χρ is defined as
χρ(z) = tr(ρW (z)),
where z = (x1, y1, · · · , xn, yn)T ∈ R2n, W (z) = exp(iRT z) is the Weyl displacement operator, R =
(Rˆ1, Rˆ2, · · · , Rˆ2n) = (Qˆ1, Pˆ1, · · · , Qˆn, Pˆn).
ρ ∈ SS(H) is called a Gaussian state if χρ(z) is of the form
χρ(z) = exp[−1
4
zTΓρz + id
T
ρ z].
5Now assume that ρAB ∈ SS(HA ⊗ HB) is an (n + m)-mode bipartite state with state space H =
HA ⊗HB. Then the CM Γ of ρAB can be written as
Γ =

 A C
CT B

 , (1)
where A ∈ M2n(R), B ∈ M2m(R) and C ∈ M2n×2m(R). Furthermore, A and B are the CMs of the
reduced states ρA = trBρAB and ρB = trAρAB respectively [29]. If ρ is Gaussian, all the quantum
correlations between subsystems A and B is embodied in C , to be specific, if C = 0, then ρAB is a product
state, that is, ρAB = σA⊗σB for some σA ∈ S(HA) and σB ∈ S(HB) [30]. For the case when n = m = 1,
by means of local Gaussian unitary (symplectic at the CM level) operations, Γ has a standard form:
Γ0 =

 A0 C0
CT0 B0

 , (2)
with A0 =

 a 0
0 a

, B0 =

 b 0
0 b

, C0 =

 c 0
0 d

, a, b ≥ 1 and ab− 1 ≥ c2(d2).
For any unitary operator U acting on H , the unitary operation ρ 7→ UρU † is said to be Gaussian if it
maps Gaussian states into Gaussian states, and suchU is called a Gaussian unitary operator. It is well-known
that a unitary operator U is Gaussian if and only if
U †RU = SR+m,
for some vector m in R2n and some S ∈ Sp(2n,R), the symplectic group of all 2n × 2n real matrices S
that satisfy
S ∈ Sp(2n,R)⇔ S∆ST = ∆.
Thus, every Gaussian unitary operator U is determined by some affine symplectic map (S,m) acting on the
phase space, and can be denoted by U = US,m ([29, 31]). In a word, let ρ be any n-mode state with CM Γρ
and displacement vector dρ, and assume that US,m is a Gaussian unitary operator. Then σ = US,mρU
†
S,m
has CM Γσ = SΓS
T and mean dσ = m + Sd. Particularly, if ρ is also Gaussian, then the characteristic
function of the Gaussian state σ = US,mρU
†
S,m is of the form exp(−14zTΓσz + idTσ z).
3. BIPARTITE CASE: A COMPUTABLE REPLACEMENT OF GAUSSIAN QUANTUM DISCORD
To make the approach more clear, we first discuss in detail for bipartite multimode CV systems. We
propose a functionM : SS(HA ⊗HB)→ R+ in terms of CM of states and prove thatM is a computable
Gaussian correlation measure which describes the same Gaussian correlation as that Gaussian quantum
discord does.
63.1. Definition and properties
Inspired by our former work [21], in this paper, we propose a quantum non-locality M for continuous-
variable systems in terms of the CM for bipartite multimode states, i.e., (n +m)-mode states. Let SS(H)
the set of CV states with finite first and second moments. Then each ρ ∈ SS(H) has mean and CM.
Definition 1. For any (n+m)-mode state ρAB ∈ SS(HA ⊗HB) with CM Γ = ΓρAB =

 A C
CT B

, the
quantityM(ρAB) is defined by
M(ρAB) = 1− det(Γ)
det(A) det(B)
. (3)
Thus M is a function from SS(HA ⊗ HB) into R+ = [0,∞). We remark that we always have 0 ≤
M(ρAB) < 1 and the upper bound 1 is sharp.
Before checking this, we need a useful result from matrix theory, which will be used frequently in the
present paper.
Lemma 1. ([32]) LetM =

 A B
C D

 be a square matrix.
(1) If A is invertible, then its determinant det

 A B
C D

 = (detA)(det(D − CA−1B)).
(2) If D is invertible, then its determinant det

 A B
C D

 = (detD)(det(A−BD−1C)).
By Lemma 1, det(Γ) = det(A) det(B − CTA−1C) ≤ det(A) det(B) since for positive semidefinite
matrices M,N , M ≤ N implies that det(M) ≤ det(N). So, by Definition 1, one always has 0 ≤
M(ρAB) ≤ 1. In addition, because det(ΓρAB ) ≥ 1, we always have M(ρAB) < 1. Also note that, for
Gaussian states, M is an upper bound for both quantum correlations NG,AF and NG,BF proposed in [21].
Recall that, for any (n +m)-mode state ρAB ∈ SS(HA ⊗HB) with CM Γ =

 A C
CT B

, the Gaussian
quantum correlation NG,AF (ρAB) ([21]) is defined as
NG,AF (ρAB) = sup
U
C2(ρAB , (U ⊗ I)ρAB(U † ⊗ I)) = sup
U
{1− (trρAB(U ⊗ I)ρAB(U
† ⊗ I))2
tr(ρ2AB)tr((U ⊗ I)ρAB(U † ⊗ I))2
},
where the supremum is taken over all Gaussian unitary operators U ∈ B(HA) satisfying UρAU † = ρA with
ρA = TrρAB the reduced state. By [21, Theorem 5],
NG,AF (ρAB) ≤ 1− det(B−C
TA−1C)
detB = 1− detAdet(B−C
TA−1C)
detA detB =M(ρAB) < 1.
7As 1 is a sharp upper bound of NG,AF (Ref. [21]), we see that the upper bound 1 ofM is also sharp.
In the definition of NG,AF , the measurements are performed on the subsystem A. Similarly, if the
measurements are performed on the other subsystem, one can define NG,BF and the inequality N
G,B
F ≤
1− det(B−CTA−1C)detB =M(ρAB) is also true.
Many quantum correlations have the so called ancilla problem.Take the quantum correlation N in [19]
as an example. Recall that, for (n +m)-mode continuous-variable systems, N is defined as the square of
Hilbert-Schmidt norm of difference of pre- and post-transform states
N (ρAB) = 1
2
sup
U
‖ρAB − (U ⊗ I)ρAB(U ⊗ I)†‖22,
where the supremum is taken over all unitary operators which maintain ρA invariant corresponding to part
A. If we append an uncorrelated ancilla C, and regarding the state ρABC = ρAB ⊗ ρC as a bipartite state
with the partition A|BC, after some straight calculations, one can easily see that
N (ρA|BC) = N (ρAB)trρ2C ,
which means that the quantity N differs arbitrarily due to local ancilla C as long as ρC is mixed. There are
other quantum correlations, for example, the quantum correlations proposed in [14, 24] may change rather
wildly through some trivial and uncorrelated actions on the un-operated party B. While this problem can be
avoided if one employsM as in Definition 1.
Theorem 1. M : SS(HA ⊗HB)→ R+ is a function without ancilla problem.
Proof. Assume that ρAB ∈ SS(HA ⊗ HB) is any (n + m)-mode state with CM Γ =

 A C
CT B

.
When an uncorrelated ancilla system C is appended, the corresponding CM of ρA|BC has the form of
Γ¯ =


A C 0
CT B 0
0 0 D

. It follows that
M(ρA|BC) =1−
det(

 B 0
0 D

−

 CT
0

A−1(C 0))
det

 B 0
0 D


=1−
det

 B −CTA−1C 0
0 D


detB detD
=1− det(B − C
TA−1C)
detB
=M(ρAB),
8completing the proof. 
We explore further the properties ofM below.
Theorem 2. M is locally Gaussian unitary invariant, that is, for any (n+m)-mode state ρAB ∈ SS(HA⊗
HB) and any Gaussian unitary operatorsW ∈ B(HA) and V ∈ B(HB), we haveM((W ⊗V )ρAB(W †⊗
V †)) =M(ρAB).
Proof. Assume that ρAB ∈ SS(HA ⊗ HB) is any (n + m)-mode state with CM Γ =

 A C
CT B

.
For given Gaussian unitary operatorsW ∈ B(HA) and V ∈ B(HB), let σAB = (W ⊗ V )ρAB(W † ⊗ V †).
According to the Williamson Theorem, a Gaussian unitary operator corresponding to a symplectic matrix in
the CM level, here we denote the corresponding symplectic matrixes as SW and SV respectively. Therefore,
the CM of σAB is
Γ¯ =

 SW 0
0 SV



 A C
CT B



 STW 0
0 STV

 =

 SWASTW SWCSTV
SV C
T
S
T
W SVBS
T
V

 .
By Definition 1,
M((W ⊗ V )ρAB(W † ⊗ V †)) =1− det(SVBS
T
V − SV CTSTW (SWASTW )−1SWCSTV )
det(SV BS
T
V )
=1− det(SVBS
T
V − SV CTA−1CSTV )
det(SVBSTV )
=1− detSV det(B − C
TA−1C) detSTV
detSV detB detSTV
=1− det(B − C
TA−1C)
detB
=M(ρAB)
as desired. 
Theorem 3. For any (n+m)-mode state ρAB ∈ SS(HA⊗HB) with CM Γ =

 A C
CT B

,M(ρAB) = 0
if and only if C = 0. Particularly, if ρAB is a Gaussian state, then M(ρAB) = 0 if and only if ρAB is a
product state.
To prove Theorem 3, we need the following Lemma.
Lemma 2. Let A,B ∈Mn(C), A ≥ B ≥ 0 with B invertible . If detA = detB, then A = B.
Proof. Since B is invertible, then detA = detB > 0. Assume that, for k = 1, 2, ..., n, λAk and λ
B
k are
eigenvalues of A and B respectively, and they are arranged in descending order, i.e., λA1 ≥ λA2 ≥ · · · ≥
9λAn ≥ 0, λB1 ≥ λB2 ≥ · · · ≥ λBn ≥ 0. As A ≥ B ≥ 0, according to [32, Corollary 7.7.4], one has
TrA ≥ TrB and λAk ≥ λBk for k = 1, 2, ..., n. If detB = detA, then
∏n
k=1 λ
B
k =
∏n
k=1 λ
A
k , which forces
λAk = λ
B
k for k = 1, 2, ..., n. Consequently, we have TrB =
∑n
k=1 λ
B
k =
∑n
k=1 λ
A
k = TrA. Without loss
of generality, suppose B = (bij)n×n and A = diag(λ
A
1 , λ
A
2 , · · ·, λAn ). On the one hand, A−B ≥ 0 follows
that λAk − bkk ≥ 0; on the other hand, the two matrices satisfy
∑n
k=1 bkk = TrB = TrA =
∑n
k=1 λ
A
k . One
immediately gets λAk = bkk holds for each k, which implies that bij = 0 whenever i 6= j as A − B ≥ 0.
Hence A = B. 
Proof of Theorem 3. If C = 0, by Definition 1, it is obvious that M(ρAB) = 0. Let us check the
“only if” part, assume that ρAB is an (n + m)-mode state with CM Γ =

 A C
CT B

 as in Eq.(1) and
satisfies M(ρAB) = 0. According to Definition 1, one must have det(B − CTA−1C) = detB. Let
D = B − CTA−1C . It is clear that 0 ≤ D ≤ B. By Lemma 2 then, we have B = D. It follows that
C = 0. The last assertion is obvious because, for bipartite Gaussian state ρAB , C = 0 if and only if ρAB is
a product state. 
In the following, we are going to give some analytic computation formulas forM.
Theorem 4. For any (1 + 1)-mode state ρAB ∈ SS(HA ⊗ HB), denote by Γ0 =

 A0 C0
CT0 B0

 =


a 0 c 0
0 a 0 d
c 0 b 0
0 d 0 b


the standard form of its CM. Then we have
M(ρAB) = 1− (ab− c
2)(ab− d2)
a2b2
.
Let ρ be an (n + m)-mode pure Gaussian state. Without loss of generality, assume that n ≤ m.
According to the mode-wise decomposition of pure Gaussian states [33], then the CM Γ of the (n+m)-mode
pure Gaussian state ρ can always be brought into ΓS by some corresponding symplectic transformation of
the form S = Sn ⊕ Sm so that
ΓS = SΓS
T =
n⊕
j=1


γj 0
√
γ2j − 1 0
0 γj 0 −
√
γ2j − 1√
γ2j − 1 0 γj 0
0 −
√
γ2j − 1 0 γj


⊕
I2(m−n) (4)
with γj ≥ 1, j = 1, 2, ..., n, the single-mode mixedness factors.
10
The following result gives computation formula ofM for (n +m)-mode pure Gaussian states respec-
tively in the single-mode mixedness factors.
Theorem 5. Suppose 1 ≤ n ≤ m. For any (n + m)-mode pure Gaussian state ρAB , let γj ≥ 1, j =
1, 2, ..., n, be the single-mode mixedness factors in its CM of the mode-wise decomposition of the pure
Gaussian state. Then we have
M(ρAB) = 1− 1∏n
j=1 γ
4
j
.
Proof. By Theorem 2,M is locally Gaussian unitary invariant. Therefore, for any (n+m)-mode pure
Gaussian state ρAB , it is sufficient to assume that the CM Γ is of the form as in Equation (4). Then one has
A =


α1 0 . . . 0
0 α2 . . . 0
...
...
...
...
0 0 . . . 0
0 0 . . . αn


, B =


β1 0 . . . 0
0 β2 . . . 0
...
...
...
...
0 0 . . . 0
0 0 . . . βn


⊕ I2(m−n) and C =


ε1 0 . . . 0 0 . . . 0
0 ε2 . . . 0 0 . . . 0
...
...
...
... 0 . . . 0
0 0 . . . 0 0 . . . 0
0 0 . . . εn 0 . . . 0


,
where αi = βi =

γi 0
0 γi

 , and εi =


√
γ2i − 1 0
0 −
√
γ2i − 1

 with γi the i-th single-mode mixedness
factor. Then, it is easy to see that
B −CTA−1C =


β1 − ε1α−11 ε1 0 . . . 0
0 β2 − ε2α−12 ε2 . . . 0
...
...
...
...
0 0 . . . 0
0 0 . . . βn − εnα−1n εn


⊕ I2(m−n).
After some straight-forward calculations, one gets:
detB =
n∏
j=1
detβj =
n∏
j=1
γj ;
det(B − CTA−1C) =
n∏
j=1
det(βj − εjα−1j εj) =
1∏n
j=1 γj
.
Hence,M(ρAB) = 1− det(B−C
TA−1C)
detB = 1− 1∏n
j=1 γ
4
j
. 
Particularly, any (1 +m)-mode pure Gaussian state can always be brought in the phase-space Schmidt
form [34]. The corresponding symplectic transformation S achieving the Schmidt decomposition is the
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direct sum of two diagonalizing matrices acting on the single-mode and m-mode subsystems, respectively,
i.e., S = S1⊕S2. Suppose Γ is the CM of a (1 +m)-mode pure Gaussian state; accordingly, the CM of its
phase-space Schmidt form is:
ΓS = SΓS
T =


γ 0
√
γ2 − 1 0
0 γ 0 −
√
γ2 − 1√
γ2 − 1 0 γ 0
0 −
√
γ2 − 1 0 γ


⊕ I2(m−1) (5)
with γ ≥ 1 the single-mode mixedness factor. We also call ΓS the phase-space Schmidt form of Γ. It is
clear that the phase-space Schmidt form of a (1 +m)-mode pure Gaussian state is the tensor product of a
two-mode squeezed state and an (m− 1)-mode uncorrelated vacuum state [35].
Corollary 1. For any (1 +m)-mode pure Gaussian state ρAB , we have:
M(ρAB) = 1− 1
γ4
,
where γ ≥ 1 is the single-mode mixedness factor in the phase-space Schmidt form of the CM Γ.
3.2.M is nonincreasing under local Gaussian channels
In this section we intend to investigate the properties ofM connected to local Gaussian quantum chan-
nels. Here we mainly consider the (1 + 1)-mode Gaussian states whose CM are of the standard form.
Since a Gaussian state ρ is described by its CM Γ and displacement vector d, we can denote it as
ρ = ρ(Γ,d). Recall that a Gaussian channel is a quantum channel that transforms Gaussian states into
Gaussian states. Assume that Φ is a Gaussian channel of n-mode Gaussian systems. Then, there exist real
matricesM,K ∈M2n(R) satisfyingM =MT ≥ 0 and det(M) ≥ (det(K)− 1)2, and a vector d ∈ R2n,
such that, for any n-mode Gaussian state ρ = ρ(Γ,d), we have Φ(ρ(Γ,d)) = ρ(Γ′,d′) with
Γ′ = KΓKT +M and d′ = Kd+ d. (6)
So we can parameterize the Gaussian channel Φ as Φ = Φ(K,M,d).
Theorem 6. Consider the (1+1)-mode continuous-variable system AB. LetΦ = Φ(K,M,d) be a Gaussian
channel performed on the subsystem B with K =

 k11 k12
k21 k22

 and M =

 m11 m12
m12 m22

. Assume that
ρAB ∈ S(HA ⊗HB) is any (1 + 1)-mode Gaussian state with CM Γ0 =


a 0 c 0
0 a 0 d
c 0 b 0
0 d 0 b


. Then
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M((I ⊗ Φ)ρAB) = 1− (ab− c
2)(ab− d2)n1 + a(ab− c2)n2 + a(ab− d2)n3 + a2n4
a2b2n1 + a2b(n2 + n3) + a2n4
,
where n1 = k
2
11k
2
22 + k
2
12k
2
21 − 2k11k12k21k22, n2 = m22k211 +m11k221 − 2m12k11k21, n3 = m22k212 +
m11k
2
22 − 2m12k12k22 and n4 = m11m22 −m212.
Proof. Suppose that the (1 + 1)-mode Gaussian state ρAB has CM Γ0 =


a 0 c 0
0 a 0 d
c 0 b 0
0 d 0 b


. Then, by
Eq.(6), the CM Γ′ of σAB = (I ⊗ Φ)ρAB is
Γ′ =

 I 0
0 K



 A0 C0
CT0 B0



 I 0
0 KT

+

 0 0
0 M

 =

 A0 C0KT
KCT0 KB0K
T +M

 .
After some straightforward calculations, one can immediately get
M((I ⊗ Φ)ρAB) =M(σAB)
=1− det((KB0K
T +M)−KCT0 A−10 C0KT )
det(KB0KT +M)
.
Clearly, K ,M can not be zero simultaneously, after tedious calculations, one gets
M((I ⊗ Φ)ρAB)
= 1− (ab− c
2)(ab− d2)n1 + a(ab− c2)n2 + a(ab− d2)n3 + a2n4
a2b2n1 + a2b(n2 + n3) + a2n4
,
where
n1 =k
2
11k
2
22 + k
2
12k
2
21 − 2k11k12k21k22, n2 =m22k211 +m11k221 − 2m12k11k21,
n3 =m22k
2
12 +m11k
2
22 − 2m12k12k22, n4 =m11m22 −m212.
The proof is completed. 
Remark. IfK = 0, then detM ≥ 1, and we have
M((I ⊗ Φ)ρAB) ={1− detM
detM
} = 0.
In fact, in this case, the Gaussian channel I ⊗ Φ(0,M,d) maps any Gaussian state ρAB to a product state.
Thus, by Theorem 3, we always haveM((I ⊗ Φ)ρAB) = 0.
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IfM = 0, then detK = 1 = detKT , and
M((I ⊗ Φ)ρAB) =1− det(K(B0 − C
T
0 A
−1
0 C0)K
T )
det(KB0KT )
=1− det(B0 − C
T
0 A
−1
0 C0)
detB0
=M(ρAB).
In this case, one can conclude that, after performing the Gaussian operation I ⊗ Φ(K, 0,d), the quantity
M remains the same for those (1 + 1)-mode Gaussian states whose CM are of the standard form.
Applying Theorem 6 we can obtain the following result which gives a kind of local Gaussian operation
non-increasing property ofM, which is not possessed by other known similar correlation measures such as
the Gaussian QDD [12, 13], Gaussian geometric discord DG [14].
Theorem 7. For any Gaussian channels ΦA and ΦB performed on the subsystem A and B respectively, we
have
0 ≤M((ΦA ⊗ ΦB)ρAB) ≤M(ρAB)
holds for all (1 + 1)-mode Gaussian state ρAB.
Proof. We first consider the special case that ΦA = I , and prove that
0 ≤M((I ⊗ ΦB)ρAB) ≤M(ρAB). (7)
To this end, assume that the (1 + 1)-mode Gaussian state ρAB has CM Γ0 of the standard form, that is,
Γ0 =


a 0 c 0
0 a 0 d
c 0 b 0
0 d 0 b


. Let Φ = ΦB(K,M,d) be any Gaussian channel performed on the part B with
K =

 k11 k12
k21 k22

 andM =

 m11 m12
m12 m22

 .We have to show thatM((I ⊗ Φ)ρAB) ≤M(ρAB).
If M(ρAB) = 0, then, by Theorem 3, ρAB is a product state. So (I ⊗ Φ)ρAB is a product state, and
henceM((I ⊗ Φ)ρAB) = 0 =M(ρAB).
Assume thatM(ρAB) 6= 0. ThenM((I ⊗ Φ)ρAB) ≤M(ρAB) holds if and only if M((I⊗Φ)ρAB)M(ρAB) ≤ 1.
Let α = (ab−c2)(ab−d2), β = a2b2, γ = a(ab−c2)n2+a(ab−d2)n3+a2n4 and δ = a2b(n2+n3)+a2n4
with n2, n3, n4 as in Theorem 6. Then, according to Theorem 5, we have
M((I ⊗ Φ)ρAB)
M(ρAB) ≤ 1⇔
1− αn1+γβn1+δ
1− αβ
≤ 1⇔ αn1 + γ
βn1 + δ
≥ α
β
⇔ γβ ≥ αδ.
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Therefore, it suffices to prove that γβ − αδ ≥ 0. By some computations, one sees that
γβ = [a(ab− c2)n2 + a(ab− d2)n3 + a2n4]a2b2
= a3b2(ab− c2)n2 + a3b2(ab− d2)n3 + a4b2n4
and
αδ = a2b(ab− c2)(ab− d2)n2 + a2b(ab− c2)(ab− d2)n3 + a2(ab− c2)(ab− d2)n4.
Note that n1 = k
2
11k
2
22 + k
2
12k
2
21 − 2k11k12k21k22 = (k11k22 − k12k21)2 ≥ 0 and n4 = m11m22 −m212 =
detM ≥ 0. Since m22k211 +m11k221 ≥ 2
√
m22
√
m11k11k21 ≥ 2m12k11k21, we have n2 ≥ 0. One can
verify n3 ≥ 0 by the same way. Also note that a, b ≥ 1 and ab ≥ c2(d2) by the constraint condition of the
parameters in the definition of the Gaussian state. Now it is clear that
γβ − αδ = a2bd2(ab− c2)n2 + a2bc2(ab− d2)n3 + a2(abc2 + abd2 − c2d2)n4 ≥ 0,
as desired. To this end, we come to the conclusion that M((I ⊗ Φ)ρAB) ≤ M(ρAB), and the equality
holds ifM = 0 (see Remark after the proof of Theorem 6).
Now let us consider the general case. Let U ⊗ V be a local Gaussian unitary operation, that is, for some
Gaussian unitary operators U and V on the subsystem A and B, respectively, so that (U ⊗ V)(ρAB) =
(U ⊗ V )ρAB(U † ⊗ V †) for each state ρAB. Then,
(I ⊗ Φ) ◦ (U ⊗ V) = U ⊗ (Φ ◦ V) = (U ⊗ I) ◦ (I ⊗ (Φ ◦ V)).
Note that, Φ ◦ V is still a Gaussian channel which sends ρB to Φ(V ρBV †). Keep this in mind and let ρAB
be any (1 + 1)-mode Gaussian state. Then there exists a local Gaussian unitary operation U ⊗ V such that
σAB = (U
†⊗V †)ρAB(U ⊗V ) has CM of the standard form. By what we have proved above and Theorem
2, we see that
M((I ⊗ Φ)ρAB) =M((I ⊗ Φ)((U ⊗ V )σAB(U † ⊗ V †)))
=M((I ⊗ Φ) ◦ (U ⊗ V)σAB) =M((U ⊗ I) ◦ (I ⊗ (Φ ◦ V))σAB)
=M((I ⊗ (Φ ◦ V))σAB) ≤M(σAB) =M(ρAB),
as desired. Till now, we conclude that Equation (7) holds for all (1 + 1)-mode Gaussian states.
Following the same routine, let ΦB = I , a similar conclusion
0 ≤M((ΦA ⊗ I)ρAB) ≤M(ρAB) (8)
can be drawn.
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Combine Equation (7) and Equation (8) together, it is clear that
M((ΦA ⊗ ΦB)ρAB) =M((I ⊗ ΦB) ◦ (ΦA ⊗ I)ρAB)
≤M((ΦA ⊗ I)ρAB)
≤M(ρAB).
Complete the proof. 
In fact, more generally, the result of Theorem 7 is true for any (m+ n)-mode systems, that is, we have
Theorem 8. For any (m+n)-mode Gaussian state ρAB, for any Gaussian channels ΦA and ΦB performed
on the subsystem A and B respectively, we have
0 ≤M((ΦA ⊗ ΦB)ρAB) ≤M(ρAB).
Our proof of Theorem 8 is also gives another proof of Theorem 7. To prove Theorem 8, we need a more
lemma on matrices.
Lemma 3. Let B,K,M ∈ Mn(C) with B and M positive semidefinite. If both B and KBK† +M are
invertible, then
K†(KBK† +M)−1K ≤ B−1.
The equality holds if and only ifM = 0 and K is invertible.
Proof. Note that, if A and B are invertible, then 0 ≤ B ≤ A ⇔ 0 ≤ A−1 ≤ B−1. Assume that K is
invertible. As B ≤ B +K−1M(K−1)† we have
K†(KBK† +M)−1K = [K−1(KBK† +M)(K†)−1]−1 = (B +K−1M(K−1)†)−1 ≤ B−1,
which reveals that the lemma is true for the case that K is invertible.
Next, assume that K is not invertible. It is obvious that for sufficient small ε0 > 0, K + εI is invertible
for each ε ∈ (0, ε0). Since the set of all invertible matrices is an open subset in Mn(C), KBK† +M is
invertible and (K + εI)B(K + εI)† +M → KBK† +M as ε→ 0 entails that there is some ε1 ∈ (0, ε0)
such that (K + εI)B(K + εI)† +M is invertible for all ε ∈ (0, ε1). Thus by what proved above,
(K + εI)†((K + εI)B(K + εI)† +M)−1(K + εI) ≤ B−1
holds for all ε ∈ (0, ε1). Now, as limε→0((K + εI)B(K + εI)† +M)−1 = (KBK† +M)−1, we see that
K†(KBK† +M)−1K = lim
ε→0
(K + εI)†((K + εI)B(K + εI)† +M)−1(K + εI) ≤ B−1.
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If the equality holds, that is, if K†(KBK† + M)−1K = B−1, then K is invertible and B +
K−1M(K−1)† = B, which entails thatM = 0. The converse is obvious, completing the proof. 
Proof of Theorem 8. By the symmetry in subsystems, we need only to prove that
M((I ⊗ ΦB)ρAB) ≤M(ρAB)
holds for any Gaussian channel ΦB performed on the subsystem B and any Gaussian state ρAB . Assume
that the CM of ρAB is Γ =

 A C
CT B

 and Φ = ΦB = ΦB(K,M, d¯). Then, by Eq. (6), the CM of
(I ⊗ ΦB)ρAB is
Γ′ =

 I 0
0 K



 A C
CT B



 I 0
0 KT

+

 0 0
0 M

 =

 A CKT
KCT KBKT +M

 .
Then
M((I ⊗ Φ)ρAB) = 1− det(Γ
′)
det(A) det(KBKT +M)
= 1− det(A− CK
T (KBKT +M)−1KCT )
det(A)
.
Note that, asM ≥ 0, by Lemma 3, we have
CKT (KBKT +M)−1KCT ≤ CB−1CT .
This entails that
A− CKT (KBKT +M)−1KCT ≥ A− CB−1CT
and hence det(A− CKT (KBKT +M)−1KCT ) ≥ det(A− CB−1CT ). It follows that
M((I ⊗ Φ)ρAB) = 1− det(A−CK
T (KBKT+M)−1KCT )
det(A)
≤ 1− det(A−CB−1CT )det(A) =M(ρAB)
as desired. 
Obviously, Theorem 8 implies Theorem 2, the local Gaussian unitary invariance.
Theorem 8 reveals that M is also a quantum correlation for any (m + n)-mode Gaussian systems.
We remark here that, just like the entanglement, the non-product correlation is symmetric with respect to
subsystems. So, it is more natural to require that a non-product correlation measure is symmetric with
respect to subsystems. OurM has this symmetry, but all known Gaussian correlation introduced by some
local operation on a subsystem are not symmetric.
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3.3. ComparisonM with other quantifications of the Gaussian quantum correlations
As discussed above,M is a Gaussian correlation measure describes the Gaussian non-product correla-
tion in bipartite continuous-variant systems. Therefore, when restricted to Gaussian states,M describes the
same Gaussian non-classicality – a Gaussian state ρAB is correlated if and only if it is not a product state
– as that described by Gaussian QD D [12, 13], Gaussian geometric discord DG [14], the correlations Q,
QP proposed in [24], the correlation NF in [20], the correlation NF discussed in [21], and the Gaussian re-
sponse of discord GDxR(ρAB) in [20, 22], since they take value 0 at a Gaussian state ρAB if and only if ρAB
is a product state. Because M is independent of the measurements on a subsystem and the optimization
process, unlike those known quantum non-locality, evaluating M will consume less resource. Much more
remarkable, unlike the above mentioned Gaussian correlation measures,M is symmetric in the subsystems,
that isM(ρAB) = M(ρBA), and can be calculated easily for all (n +m)-mode states in SS(HA ⊗HB).
So,M is a computable replacement of the Gaussian quantum discord.
Note that, M is also an upper bound of NGF . In [21], we compared NGF with Gaussian discord D,
Gaussian Geometric Discord DG and quantum correlation Q in scale at two-mode symmetric squeezed
thermal states (SSTS) ρAB . This is because each of all above Gaussian correlation measures has an analytic
computation formula at SSTSs. We found thatNGF is almost the best in detecting such Gaussian non-locality,
that is, non productness. As an upper bound of NGF ,M is surely better than NGF .
In the following, we consider the question how much the difference can be between M(ρAB) and NGF
in scale.
Symmetric squeezed thermal states: Assume that ρAB is any two-mode Gaussian state; then its standard
CM has the form as in Eq.(2). Recall that the symmetric squeezed thermal states (SSTSs) are Gaussian states
whose CMs are parameterized by n and µ such that a = b = 1 + 2n and c = −d = 2µ√n(1 + n), where
n is the mean photon number for each part and µ is the mixing parameter with 0 ≤ µ ≤ 1 (ref. [36]).
Noted that when µ = 0, the SSTSs are product states, which follows thatM(ρ(n¯, 0)) = NGF (ρ(n¯, 0)) =
0. Hence we focused on the case that µ 6= 0.
By Theorem 4, for any SSTS ρAB , we have
M(ρAB) = 1− ((1 + 2n¯)
2 − 4µ2n¯(1 + n¯))2
(1 + 2n¯)4
. (8)
While, according to the analytical formula provided in [21], for any SSTS ρAB with parameters n¯ and µ,
one has
NGF (ρAB) = 1−
((1 + 2n¯)2 − 4µ2n¯(1 + n¯))2
((1 + 2n¯)2 − 2µ2n¯(1 + n¯))2 . (9)
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FIG. 1: z=M(ρAB)−NGF (ρAB) with SSTSs, and 0 ≤ µ ≤ 1, 0 ≤ n¯ ≤ 50.
By Eqs.(8)-(9), it is clear that
0 ≤ M(ρAB)−NGF (ρAB)
= ((1 + 2n¯)2 − 4µ2n¯(1 + n¯))2[ 1((1+2n¯)2−2µ2n¯(1+n¯))2 − 1(1+2n¯)4 ].
Note that, for each value of n¯ 6= 0,
max
0≤µ≤1
((1 + 2n¯)2 − 4µ2n¯(1 + n¯))2[ 1
((1 + 2n¯)2 − 2µ2n¯(1 + n¯))2 −
1
(1 + 2n¯)4
]
Hence we have
M(ρAB)−NGF (ρAB) ≤ 0.202677.
Fig.1 is the graph of M(ρAB) − NGF (ρAB) for n ≤ 50 which shows where the maximal values of
M(ρAB)−NGF (ρAB) are achieved for all SSTSs ρAB(n¯, µ) with n¯ ≥ 0 and 0 ≤ µ ≤ 1.
4. A MULTIPARTITE MULTIMODE GAUSSIAN CORRELATION MEASURE
Unlike the Gaussian quantum discord and the Gaussian quantum correlation introduced by some opera-
tion performed on one of the subsystems, the quantum correlationM in Definition 1 can be extended easily
to multipartite multimode continuous-variable systems.
Let ρA1,A2,...,Ak ∈ SS(HA1 ⊗HA2 ⊗ · · · ⊗HAk) be a CV state in k-partite (n1+n2+ · · ·+nk)-mode
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continuous-variable system. Then its CM can be represented as
ΓρA1,A2,...,Ak =


A11 A12 · · · A1k
A21 A22 · · · A2k
...
...
. . .
...
Ak1 Ak2 · · · Akk


, (10)
where Ajj ∈ Mnj(R) is the CM of the reduced state ρAj of ρA1,A2,...,Ak , Aij = ATji for any i, j ∈
{1, 2, . . . , k}.
Definition 2. For any (n1+n2+· · ·+nk)-mode k-partite state ρA1,A2,...,Ak ∈ SS(HA1⊗HA2⊗· · ·⊗HAk)
with covariance matrix ΓρA1,A2,...,Ak as in Eq.(10), the quantityM(k)(ρA1,A2,...,Ak) is defined by
M(k)(ρA1,A2,...,Ak) = 1−
det(ΓρA1,A2,...,Ak )
Πkj=1 det(Ajj)
.
Obviously, the functionM(k) : SS(HA1⊗HA2⊗· · ·⊗HAk)→ R+ satisfies 0 ≤M(k)(ρA1,A2,...,Ak) <
1, and for bipartite case,M(2) is just the same asM in Definition 1.
4.1.M(k) is a computable multipartite Gaussian correlation measure
By Definition 2, it is clear that, for any ρA1,A2,...,Ak ∈ SS(HA1 ⊗ HA2 ⊗ · · · ⊗ HAk), M(k) has the
following properties.
1)M(k) vanishes on product states.
2)M(k) is invariant under any permutation of subsystems, that is, for any permutation pi of (1, 2, . . . , k),
we have
M(k)(ρApi(1),Api(2),...,Api(k)) =M(k)(ρA1,A2,...,Ak).
Similar to the two-partite non-product correlationM, it is easily checked that
3)M(k) is a function without ancilla problem:
M(k)(ρA1,A2,...,Ak ⊗ ρC) =M(k)(ρA1,A2,...,Ak)
when consider the k-partition A1|A2| . . . |AK−1|AkC of the (k + 1)-partite system A1A2 . . . AkC .
4)M(k) is invariant under k-partite local Gaussian unitary operation.
Theorem 9. For any (n1+n2+ · · ·+nk)-mode k-partite state ρA1,A2,...,Ak ∈ SS(HA1⊗HA2⊗· · ·⊗HAk)
with covariance matrix Γ = (Aij)k×k as in Eq.(10), M(k)(ρA1,A2,...,Ak) = 0 if and only if Aij = 0
whenever i 6= j. Particularly, if ρA1,A2,...,Ak is a Gaussian state, thenM(k)(ρA1,A2,...,Ak) = 0 if and only if
ρA1,A2,...,Ak is a k-partite product state, that is, ρA1,A2,...,Ak = ρA1 ⊗ ρA2 ⊗ · · · ⊗ ρAk .
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Proof. This is a immediate consequence of Lemma 4 below. 
Lemma 4. Assume that
Γk =


A11 A12 · · · A1k
A21 A22 · · · A2k
...
...
. . .
...
Ak1 Ak2 · · · Akk


is a positive definite block matrix over the complex field C. Then det(Γk) = Π
k
j=1 det(Ajj) if and only if
Aij = 0 whenever i 6= j.
Proof. We prove the lemma by induction. Clearly, the lemma is true for k = 2 (ref. the proof of
Theorem 3). Assume that the assertion is true for k − 1. Denote by Γk−1 the principal submatrix
Γk−1 =


A11 A12 · · · A1,k−1
A21 A22 · · · A2,k−1
...
...
. . .
...
Ak−1,1 Ak−1,2 · · · Ak−1,k−1


.
Notice that Aij = A
†
ji. Then Γk−1 is positive definite, too. Now the condition det(Γk) = Π
k
j=1 det(Ajj)
implies that
Πkj=1 det(Ajj) = det(Γk)
= det(Akk) det(Γk−1 −


A1k
A2k
...
Ak−1,k


A−1kk
(
A†1k A
†
2k · · · A†k−1,k
)
)
≤ det(Akk) det(Γk−1) ≤ det(Akk)Πk−1j=1 det(Ajj) = Πkj=1 det(Ajj).
(11)
It follows that Πk−1j=1 det(Ajj) = det(Γk−1). By the inductive assumption, we obtain thatAij = 0whenever
i 6= j and i, j ∈ {1, 2, . . . , k − 1}. The remain is to check that Ajk = 0 for all j = 1, 2, . . . , k − 1. By
Eq.(11) again, one gets
det(Γk−1 −


A1k
A2k
...
Ak−1,k


A−1kk
(
A†1k A
†
2k · · · A†k−1,k
)
) = det(Γk−1),
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which forces that


A1k
A2k
...
Ak−1,k


A−1kk = 0
and hence Ajk = 0 for all j = 1, 2, . . . , k − 1, completing the proof. 
Theorem 10. (Nonincreasing under local Gaussian channels) For any local Gaussian channel Φ1 ⊗Φ2 ⊗
· · · ⊗ Φk and any Gaussian state ρA1,A2,...,Ak , we have
M(k)((Φ1 ⊗ Φ2 ⊗ · · · ⊗ Φk)ρA1,A2,...,Ak) ≤M(k)(ρA1,A2,...,Ak).
Particularly,M(k) is local Gaussian unitary invariant.
Proof. Let ρA1,A2,...,Ak be a Gaussian state whose CM is presented as in Eq.(10). We first check that,
for any j ∈ {1, 2, . . . , k},
M(k)((I1 ⊗ · · · Ij−1 ⊗ Φj ⊗ Ij+1 ⊗ · · · ⊗ Ik)ρA1,A2,...,Ak) ≤M(k)(ρA1,A2,...,Ak), (12)
where Φj is a Gaussian channel performed on subsystem Aj . SinceM(k) is invariant under permutation of
subsystems, we may assume that j = k. Denote by Φk = Φk(Kk,Mk, d¯k) and
ρ′A1,A2,...,Ak = (I1 ⊗ I2 ⊗ · · · ⊗ Ik−1 ⊗ Φk)ρA1,A2,...,Ak .
Then the covariance matrix Γ′k of ρ
′
A1,A2,...,Ak
has the form
Γ′k =


A11 A12 · · · A1,k−1 A1kKTk
A21 A22 · · · A2,k−1 A2kKTk
...
...
. . .
...
...
Ak−1,1 Ak−1,2 · · · Ak−1,k−1 Ak−1,k
KkAk1 KkAk2 · · · KkAk,k−1 KkAkkKTk +Mk


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and thus, by Lemma 3 and Lemma 1, we get
M(k)(ρ′A1,A2,...,Ak) = 1−
det(Γ′k)
det(KkAkkK
T
k
+Mk)Π
k−1
j=1 det(Ajj)
= 1−
det(Γk−1−


A1k
A2k
...
Ak−1,k


KTk (KkAkkK
T
k +Mk)
−1Kk
(
AT1k A
T
2k · · · AT1,k−1
)
)
Πk−1j=1 det(Ajj)
≤ 1−
det(Γk−1−


A1k
A2k
...
Ak−1,k


A−1
kk
(
AT1k A
T
2k · · · AT1,k−1
)
)
Πk−1j=1 det(Ajj)
=M(k)(ρA1,A2,...,Ak).
Therefore, we have proved that the inequality in Eq.(12) is true.
Then,
M(k)((Φ1 ⊗ Φ2 ⊗ · · · ⊗ Φk)ρA1,A2,...,Ak)
= M(k)((Πkj=1(I1 ⊗ · · · Ij−1 ⊗ Φj ⊗ Ij+1 ⊗ · · · ⊗ Ik))ρA1,A2,...,Ak)
≤ M(k)((Πkj=2(I1 ⊗ · · · Ij−1 ⊗ Φj ⊗ Ij+1 ⊗ · · · ⊗ Ik))ρA1,A2,...,Ak)
≤ . . .
≤ M(k)((I1 ⊗ · · · Ik−1 ⊗ Φk)ρA1,A2,...,Ak)
≤ M(k)(ρA1,A2,...,Ak).
Hence,M(k) is nonincreasing under k-partite local Gaussian channels.
Particularly, if the k-partite local Gaussian channel Φ = Φ1 ⊗ Φ2 ⊗ · · · ⊗ Φk is invertible and Φ−1 is
still a Gaussian channel (it is the case when Φ is a k-partite local Gaussian unitary operation), then
M(k)(ρA1A2...Ak) =M(k)(Φ−1Φ(ρA1A2...Ak)) ≤M(k)(Φ(ρA1A2...Ak)) ≤M(k)(ρA1A2...Ak).
Hence we have M(k)(Φ(ρA1A2...Ak)) = M(k)(ρA1A2...Ak), which reveals that M(k) is invariant under
k-partite Gaussian unitary operations. 
To sum up, M(k) is a well defined computable multipartite multimode GQC measure for k-partite
continuous-variable systems, which describes the non-productness for Gaussian states, and particularly,
in the case k = 2, is a replacement of Gaussian quantum discord.
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4.2. Hierarchy condition and monogamy relation forM(k)
In this subsection we discuss the Hierarchy condition and the monogamy relation for the multipartite
multimode GQC measureM(k) of CV systems.
We first recall some notions from entanglement measures. An important feature of almost all bipartite
entanglement measures is the monogamy relation of entanglement which states that if two parties A and
B are maximally entangled, then neither of A and B can be entangled with the third party C. We accept
a slightly more general concept of monogamy relation of entanglement from [37], in which, multipartite
entanglement measures and multipartite monogamy relation (mainly tripartite systems) were discussed. For
a bipartite entanglement measure E : S(HA ⊗ HB) → [0,+∞) (i.e., E vanishes on separable states and
is nonincreasing under LOCC), E is monogamous implies that E(ρA|BC) ≥ E(ρAB), and E(ρA|BC) =
E(ρAB) will force E(ρAC) = E(ρBC ) = 0. As pointed out by Guo [37], a multipartite entanglement
measure should satisfies some additional conditions such as the unification condition and the hierarchy
condition. More precisely, for a tripartite entanglement measure E(3) : S(HA ⊗HB ⊗HC) → [0,+∞),
apart from the usual requirements that E(3) vanishes on full separable states and can not increase under
3-partite LOCC, E(3) should satisfies further the unification condition (i.e., E(3) is invariant under the
permutations of subsystems and consistent with E(2)) and the hierarchy condition (i.e., E(3)(ρABC) ≥
E(2)(ρX|Y Z) ≥ E(2)(ρXY ), where XY Z is any permutation of ABC . In fact, for bipartite entanglement
measure E, the inequality E(ρA|BC) ≥ E(ρAB) may be regards as E obeys the hierarchy condition).
Clearly, different from bipartite monogamy relation, there are three kinds of monogamy relation for tripartite
entanglement measure: E(3) is (bipartite like) monogamous if E(3)(ρA|B|CD) = E
(3)(ρA|B|C) implies that
E(2)(ρAD) = E
(2)(ρBD) = E
(2)(ρCD) = 0 (this monogamy relation is not proposed and discussed in
[37]); E(3) is complete monogamous if E(3)(ρABC) = E
(2)(ρAB) implies E
(2)(ρAC) = E
(2)(ρBC) = 0;
E(3) is tight complete monogamous if E(3)(ρABC) = E
(2)(ρA|BC) implies E
(2)(ρBC) = 0.
Naturally, when discussing multipartite quantum correlation measures, the unification condition, the
hierarchy condition and the three kinds of monogamy relation should be explored.
However, the hierarchy condition and the monogamy relation for bipartite quantum correlation measures
beyond entanglement are less studied. Generally speaking, a bipartite Gaussian correlation is not monoga-
mous, not even hierarchy. This is often the case for those quantum correlations with ancilla problem. For
example, consider the Gaussian nonclassicality N proposed in [19], with ρABC = ρAB ⊗ ρC , we have
N (ρA|BC) = N (ρAB)trρ2C < N (ρAB)
whenever ρC is not pure, which means that, part correlation may bigger than whole correlation, that is,
24
the hierarchy condition is broken by N . Particularly, the bipartite Gaussian quantum correlation N is not
monogamous. But forM, the correlation shared by ρAB can never be larger than that shared by ρA|BC as
the following result reveals.
Theorem 11. For any (m+ n+ l)-mode tripartite state ρABC ∈ SS(HA ⊗HB ⊗HC) with CM ΓABC =

A X Z
XT B Y
ZT Y T C

, we have M(ρA|BC) ≥ M(ρAB). Furthermore, M(ρA|BC) = M(ρAB) if and only if
Z = XB−1Y . So, the bipartite quantum correlationM is not monogamous.
To prove the above result we need a lemma on matrices which is also useful for our discussion later.
Lemma 5. Let


I D F
D† I E
F † E† I

 be a positive definite block matrix over the complex field C. Then
max{‖D‖, ‖E‖, ‖F‖} < 1,
(
D F
) I E
E† I


−1
 D†
F †

 ≥ DD†,
(
D F
) I E
E† I


−1
 D†
F †

 ≥ FF †,
(
F † E†
) I D
D† I


−1
 F
E

 ≥ F †F.
and
(
F † E†
) I D
D† I


−1
 F
E

 ≥ E†E.
Furthermore, the equality holds for any one of the above four inequalities if and only if the equality holds
for all of the above four inequalities, and in turn, if and only if F = DE.
Proof. By the assumption,


I D F
D† I E
F † E† I

 ≥ 0 and is invertible. So we must have
max{‖D‖, ‖E‖, ‖F‖} < 1. We only give a proof of the first inequality in details, the others are checked
similarly by noting that
E(I − E†E)−1 = (I − EE†)−1E and (I − E†E)−1E† = E†(I − EE†)−1.
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It is easily checked that

 I E
E† I


−1
=

 (I −EE†)−1 −E(I − E†E)−1
−(I − E†E)−1E† (I −E†E)−1

 .
Then,
(
D F
) I E
E† I


−1
 D†
F †


= D(I − EE†)−1D† − F (I − E†E)−1E†D† −DE(I − E†E)−1F † + F (I − E†E)−1F †
= DD† +DE(I −E†E)−1E†D† − F (I − E†E)−1E†D†
−DE(I − E†E)−1F † + F (I − E†E)−1F †
= DD† +
(
D F
) E(I − E†E)−1E† −E(I − E†E)−1
−(I − E†E)−1E† (I − E†E)−1



 D†
F †

 .
Obviously, 
 E(I − E†E)−1E† −E(I −E†E)−1
−(I −E†E)−1E† (I − E†E)−1

 ≥ 0
since (−E(I − E†E)−1)[(I − E†E)−1]−1(−(I − E†E)−1E†) = E(I − E†E)−1E†. Hence we have
(
D F
) I E
E† I


−1
 D†
F †


= DD† +
(
D F
) E(I − E†E)−1E† −E(I −E†E)−1
−(I −E†E)−1E† (I − E†E)−1



 D†
F †

 ≥ DD†
(13)
as desired.
It is clear from Eq.(13) that the equality holds if and only if
(
D F
) E(I − E†E)−1E† −E(I − E†E)−1
−(I − E†E)−1E† (I − E†E)−1



 D†
F †

 = 0.
As, for operators A,C with A ≥ 0, CAC† = 0 ⇔ CA = 0, we see that the above equation holds if and
only if
DE(I − E†E)−1E† − F (I − E†)−1E† = 0,
−DE(I − E†E)−1 + F (I − E†E)−1 = 0,
and in turn, if and only if F = DE.
It is similar to show that the equality for any one of the other three inequalities holds if and only if the
same condition F = DE is satisfies, completing the proof. 
The following corollary is also useful.
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Corollary 2. Let


A X Z
X† B Y
Z† Y † C

 be a positive definite block matrix over the complex field C. Then
(
X Z
) B Y
Y † C


−1
 X†
Z†

 ≥ XB−1X†,
(
X Z
) B Y
Y † C


−1
 X†
Z†

 ≥ ZC−1Z†,
(
Z† Y †
) A X
X† B


−1
 Z
Y

 ≥ Z†A−1Z.
and
(
Z† Y †
) A X
X† B


−1
 Z
Y

 ≥ Y †B−1Y.
Furthermore, the equality holds for any one of the above four inequalities if and only if the equality holds
for all of the above four inequalities, and in turn, if and only if Z = XB−1Y .
Proof. Clearly,
Γ =


A X Z
X† B Y
Z† Y † C

 =


A
1
2 0 0
0 B
1
2 0
0 0 C
1
2




I D F
D† I E
F † E† I




A
1
2 0 0
0 B
1
2 0
0 0 C
1
2

 ,
where D = A−
1
2XB−
1
2 , E = B−
1
2Y C−
1
2 and F = A−
1
2ZC−
1
2 . As Γ is positive and invertible, we have
{‖D‖, ‖E‖, ‖F‖} ⊂ [0, 1). Then, Lemma 5 is applicable. Let us give a proof of the second inequality in
detail. By Lemma 5 we have
(
D F
) I E
E† I


−1
 D†
F †

 ≥ FF †.
Substituting D = A−
1
2XB−
1
2 , E = B−
1
2Y C−
1
2 and F = A−
1
2ZC−
1
2 into the above inequality leads to
A−
1
2
(
X Z
) B Y
Y † C


−1
 X†
Z†

A− 12
=
(
D F
) I E
E† I


−1
 D†
F †


≥ FF † = A− 12ZC−1Z†A− 12 ,
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which entails that
(
X Z
) B Y
Y † C


−1
 X†
Z†

 ≥ ZC−1Z†.
By Lemma 5, the equality holds if and only if F = DE, which holds if and only if Z = XB−1Y ,
completing the proof. 
Proof of Theorem 11. Let ρABC be an (m + n + l)-mode tripartite state with CM ΓABC =

A X Z
XT B Y
ZT Y T C

. Then the CM of ρA is A and the CM of ρBC is ΓBC =

 B Y
Y T C

. Clearly,
ΓABC =


A
1
2 0 0
0 B
1
2 0
0 0 C
1
2




I D F
DT I E
F T ET I




A
1
2 0 0
0 B
1
2 0
0 0 C
1
2

 ,
where D = A−
1
2XB−
1
2 , E = B−
1
2Y C−
1
2 and F = A−
1
2ZC−
1
2 . As ΓABC is invertible, we have
{‖D‖, ‖E‖, ‖F‖} ⊂ [0, 1). It follows that
M(ρA|BC) = 1− det(ΓABC)det(A) det(ΓBC) = 1−
det(


I D F
DT I E
F T ET I


)
det(


I E
ET I

)
= 1− det(I − (D F )

 I E
ET I


−1
 DT
F T

)
and
M(ρAB) = 1− det(ΓAB)
det(A) det(B)
= 1− det(I −DTD) = 1− det(I −DDT ).
Now, Lemma 5 ensures that
(D F )

 I E
ET I


−1
 DT
F T

 ≥ DDT .
Hence
det(I − (D F )

 I E
ET I


−1
 DT
F T

) ≤ det(I −DDT )
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and consequentlyM(ρA|BC) ≥M(ρAB).
Now, by Lemma 2, it is easily seen thatM(ρA|BC) =M(ρAB) if and only if
(
D F
) I E
ET I


−1
 DT
F T

 = DDT .
Therefore, by Lemma 5, we conclude that M(ρA|BC) = M(ρAB) if and only if F = DE, which is
equivalent to say that XB−1Y = Z, completing the proof. 
Note that M(ρAC) = M(ρBC) = 0 if and only if Z = 0 and Y = 0. Thus, M(ρA|BC) = M(ρAB)
does not imply that M(ρAC) = M(ρBC ) = 0 because, with the CM ΓρABC =


A X Z
XT B Y
ZT Y T C

, by
Theorem 11,M(ρA|BC) =M(ρAB) if and only if Z = XB−1Y which may not be zero matrix.
The following example reveals that there do exist tripartite Gaussian state ρABC so thatM(ρA|BC) =
M(ρAB) butM(ρAC) 6= 0 andM(ρBC ) 6= 0.
Example. Let
Γ =


2 0 1 0 13 0
0 2 0 1 0 13
1 0 3 0 1 0
0 1 0 3 0 1
1
3 0 1 0 2 0
0 13 0 1 0 2


and ∆ =


0 1 0 0 0 0
−1 0 0 0 0 0
0 0 0 1 0 0
0 0 −1 0 0 0
0 0 0 0 0 1
0 0 0 0 −1 0


.
We check that Γ + i∆ ≥ 0, and then Γ is a CM of an (1 + 1 + 1)-mode Gaussian states ρABC . Clearly,
Γ + i∆ ∼=

 F iI3
−iI3 F

 with F =


2 1 13
1 3 1
1
3 1 2

 .
So, Γ+ i∆ ≥ 0 if and only if F ≥ F−1, which is equivalent to say that F 2 − I3 ≥ 0. But it is obvious that
F 2 − I3 =


44
9
19
3
19
3
19
3 10
19
3
19
3
19
3
52
9


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is positive definite as det(F 2 − I3) = 13.4321 > 0 and det

 449 193
19
3 10

 = 799 > 0. Also, as

 13 0
0 13

 =

 1 0
0 1



 3 0
0 3


−1
 1 0
0 1

 ,
by Theorem 11, we have M(ρA|BC) = M(ρAB). However, M(ρAC) ≈ 0.0548 6= 0 and M(ρBC) =
11
36 6= 0.
Consider the tripartite GQC measure M(3). It is clear that M(3) is consistent with M(2), and hence
M(3) satisfies the unification condition. Theorem 11, together with Theorem 13 below, also reveals that
M(3) obeys the hierarchy condition, that is,
M(3)(ρABC) ≥M(2)(ρX|Y Z) ≥M(2)(ρX|Y ),
where XY Z is any permutation of ABC . However, the bipartite like monogamy relation does not satisfied
byM(3):
M(2)(ρA|BC) =M(2)(ρAB) 6⇒ M(2)(ρAC) =M(2)(ρBC) = 0.
The reason may be that M(2)(ρA|BC) only contains part of total correlation in ρABC because the corre-
lation shared by party B and party C misses. Hence the complete monogamy relation and tight complete
monogamy relation of the following senses stated in respectively Eq. (14) and Eq. (15) are more reasonable:
M(3)(ρABC) =M(2)(ρAB)⇒M(2)(ρAC) =M(2)(ρBC) = 0, (14)
and
M(3)(ρABC) =M(2)(ρA|BC)⇒M(2)(ρBC) = 0. (15)
The complete monogamy relation Eq. (14) forM(3) means that, for any tripartite state ρABC , if party A is
maximally correlated with party B, then neither of party A and party B can share the correlation with party
C; The tight complete monogamy relation Eq. (15) for M(3) means that, for any tripartite state ρABC , if
party A is maximally correlated with subgroup BC, then party B and party C are not correlated each other.
We show that both complete monogamy relation and tight complete monogamy relation are satisfied by
M(3). In fact, we have
Theorem 12. For any ρABC ∈ SS(HA ⊗HB ⊗HC), we have
M(3)(ρABC) =M(2)(ρAB)⇔M(2)(ρAC) =M(2)(ρBC) = 0.
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and
M(3)(ρABC) =M(2)(ρA|BC)⇔M(2)(ρBC) = 0.
Proof. Denote by ΓρABC =


A X Z
XT B Y
ZT Y T C

 the CM of ρABC . If M(2)(ρAC) = M(2)(ρBC) = 0,
then by Theorem 3, we get Z = 0 and Y = 0. Then
M(3)(ρABC) = 1− det(ΓρABC )
det(A) det(B) det(C)
= 1− det(ΓρAB )
det(A) det(B)
=M(2)(ρAB).
Conversely,M(3)(ρABC) =M(2)(ρAB) entails that
det(ΓρAB ) det(C−
(
ZT Y T
)
Γ−1ρAB


Z
Y

)
det(A) det(B) det(C) =
det(ΓρABC )
det(A) det(B) det(C) =
det(ΓρAB )
det(A) det(B) .
It follows that
det(C −
(
ZT Y T
)
Γ−1ρAB

 Z
Y

) = det(C).
By Lemma 2, we have
(
ZT Y T
)
Γ−1ρAB

 Z
Y

 = 0 and consequently, Z = 0 and Y = 0, which forces
thatM(2)(ρAC) =M(2)(ρBC) = 0. So the first statement is true.
Clearly the second statement is true since
M(2)(ρA|BC) =M(3)(ρABC)⇔ det(ΓρABC )det(A) det(ΓρBC ) =
det(ΓρABC )
det(A) det(B) det(C)
⇔ det(ΓρBC ) = det(B) det(C)⇔M(2)(ρBC) = 0.
The proof is completed. 
The case for k-partite systems with k ≥ 4 is much more complicated. However it is obvious thatM(k)
obeys the unification condition. In the sequel, let us explore the hierarchy condition and monogamy relation
ofM(k).
Consider the case of k = 4. For a 4-partite system ABCD, it has 2-partitions WX|Y Z , W |XY Z ,
WXY |Z; and 3-partitionsW |X|Y Z ,W |XY |Z ,WX|Y |Z . So the hierarchy condition requires thatM(4)
should satisfies the natural property “total correlation" ≥ “partial correlation", that is,
M(4)(ρABCD) ≥M(2)(ρWX|Y Z) ≥M(2)(ρWX|Y ) ≥M(2)(ρX|Y ), (16)
M(4)(ρABCD) ≥M(2)(ρW |XY Z) ≥M(2)(ρW |XY ) ≥M(2)(ρW |X), (17)
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and
M(4)(ρABCD) ≥M(3)(ρW |X|Y Z) ≥M(3)(ρW |X|Y ) ≥M(2)(ρWX). (18)
Eqs.(16-18) motivate in general what kinds of inequalities should be checked forM(k) to obey the hierarchy
condition.
Still, there are three kinds of monogamy relations forM(4).
(a) The bipartite like monogamy relation:
M(2)(ρWX|Y Z) =M(2)(ρWX|Y )⇒M(2)(ρWX|Z) =M(2)(ρY Z) = 0;
M(2)(ρW |XY Z) =M(2)(ρW |XY )⇒M(2)(ρWZ) =M(3)(ρXY Z) = 0;
M(3)(ρW |X|Y Z) =M(3)(ρWXY )⇒M(2)(ρWZ) =M(2)(ρXZ) =M(2)(ρY Z) = 0.
(b) The complete monogamy relation:
M(4)(ρABCD) =M(3)(ρWXY )⇒M(2)(ρWZ) =M(2)(ρXZ) =M(2)(ρY Z) = 0;
M(4)(ρABCD) =M(2)(ρWX)⇒M(2)(ρWX|Y Z) =M(2)(ρY Z) = 0.
(c) The tight complete monogamy relation:
M(4)(ρABCD) =M(2)(ρWX|Y Z)⇒M(2)(ρWX) =M(2)(ρY Z) = 0;
M(4)(ρABCD) =M(2)(ρW |XY Z)⇒M(3)(ρXY Z) = 0;
M(4)(ρABCD) =M(3)(ρW |X|Y Z)⇒M(2)(ρY Z) = 0.
We claim that M(4) satisfies the hierarchy condition and is complete monogamous and tight complete
monogamous, but not bipartite like monogamous. In fact, this is a special case of the general results Theo-
rem 13 and Theorem 14.
Let k ≥ 3. For any l-partition Pl(A1A2 . . . Ak) (2 ≤ l ≤ k) of k-partite system A1A2 . . . Ak, it is
obvious that there exists a permutation pi of (1, 2, . . . k) and positive integers i1, i2, . . . , il with i1+· · ·+il =
k such that
Pl(A1A2 . . . Ak)
= Api(1) . . . Api(i1)|Api(i1+1) . . . Api(i1+i2)|Api(i1+i2+1) . . . Api(i1+···+il−1)|Api(i1+···+il−1+1) . . . Api(k).
(19)
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Theorem 13. Let ρA1,A2,...,Ak ∈ SS(HA1 ⊗HA2 ⊗ · · · ⊗HAk) with the covariance matrix as in Eq.(10).
For any l-partition (2 ≤ l < k) of k-partite system (k ≥ 3) A1A2 . . . Ak as in Eq.(19), the following
statements are true.
(i) With i0 = 0, we have
M(k)(ρA1,A2,...,Ak)
≥ M(l)(ρApi(1)...Api(i1)|Api(i1+1)...Api(i1+i2)|...|Api(i1+···+il−1+1)...Api(i1+···+il)),
and the equality holds if and only if
M(ih)(ρApi(i0+i1+···+ih−1+1)...Api(i0+i1+···+ih)) = 0
for all h ∈ {1, 2, . . . , l}.
(ii) For each h ∈ {1, 2, . . . , l}, we have
M(k)(ρA1,A2,...,Ak)
≥ M(ih)(ρApi(i0+i1+···+ih−1+1)...Api(i0+i1+···+ih)).
The equality holds if and only if, when h > 1,
M(2)(ρApi(i1+···+ih−1+1)...Api(i1+···+ih)|Api(1)...Api(i1+···+ih−1)Api(i1+···+ih+1)...Api(k)) = 0
and
M(k−ih)(ρApi(1)...Api(i1+···+ih−1)Api(i1+···+ih+1)...Api(k)) = 0;
when h = 1,
M(2)(ρApi(1)...Api(i1)|Api(i1+1)Api(i1+2)...Api(k)) = 0
and
M(k−i1)(ρApi(i1+1)Api(i1+2)...Api(k)) = 0.
Proof. (i) Denote by Bh = Api(i0+i1+···ih−1+1) · · ·Api(i0+i1+···ih−1+ih) and ΓBh the CM of ρBh , h =
1, 2, . . . , k. Then
M(l)(ρApi(1)...Api(i1)|Api(i1+1)...Api(i1+i2)|...|Api(i1+···+il−1+1)...Api(k))
= 1− det(ΓρA1,A2,...,Ak )
Πl
h=1 det(ΓBh )
≤ 1− det(ΓρA1,A2,...,Ak )
Πl
h=1(Π
i1+···+ih−1+ih
j=i0+i1+···+ih−1+1
det(Api(j),pi(j)))
= M(k)(ρA1,A2,...,Ak).
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The equality holds if and only if
Πlh=1 det(ΓBh) = Π
l
h=1(Π
i1+···+ih−1+ih
j=i0+i1+···+ih−1+1
det(Api(j),pi(j))).
The above equation holds if and only if det(ΓBh) = Π
i1+···+ih−1+ih
j=i0+i1+···+ih−1+1
det(Api(j),pi(j)) for each h =
1, 2, . . . , l, and in turn, if and only ifM(ih)(ρApi(i0+i1+···+ih−1+1)...Api(i1+···+ih)) = 0 for each h = 1, 2, . . . , l.
(ii) For any h ∈ {1, 2, . . . , l}, we also denote by Bh = {pi(i0 + i1 + · · · + ih−1 + 1), . . . , pi(i0 + i1 +
· · ·+ ih−1 + ih)} and ΓcBh = (Aij) with i, j ∈ {1, 2, . . . , k} \Bh = Bch; then
Γρ = ΓρApi(1)...Api(i1)|Api(i1+1)...Api(i1+i2)|...|Api(i1+···+il−1+1)...Api(i1+···+il)
∼=

 ΓBh Ch
CTh Γ
c
Bh

 .
So, for any h = 1, 2, . . . , l, we have
M(ih)(ρApi(i0+i1+···+ih−1+1)...Api(i0+i1+···+ih)) = 1−
det(ΓBh )
Π
i0+i1+···+ih−1+ih
j=i0+i1+···+ih−1+1
det(Api(j),pi(j))
= 1− det(ΓBh )) det(Γ
c
Bh
−CTh Γ
−1
Bh
Ch)
det(ΓcBh
−CT
h
Γ−1Bh
Ch)Π
i0+i1+···+ih−1+ih
j=i0+i1+···+ih−1+1
det(Api(j),pi(j))
≤ 1− det(ΓρA1,A2,...,Ak )
det(ΓcBh
)Π
i0+i1+···+ih−1+ih
j=i0+i1+···+ih−1+1
det(Api(j),pi(j))
≤ 1− det(ΓρA1,A2,...,Ak )
Πkj=1 det(Ajj )
= M(k)(ρA1,A2...Ak).
It is clear that, for some h ∈ {1, 2, . . . , l}, the equality holds if and only if
det(ΓcBh − CTh Γ−1BhCh) = Πj∈Bch det(Ajj).
This holds if and only if Ch = 0 and det(Γ
c
Bh
) = Πj∈Bc
h
det(Ajj). So,
M(ih)(ρApi(i0+i1+···+ih−1+1)...Api(i0)+i1+···+ih)) =M
(k)(ρA1,A2...Ak)
if and only if
M(2)(ρApi(i0+i1+···+ih−1+1)...Api(i0+i1+···+ih)|Bch ) = 0 andM
(k−ih)(ρBh) = 0.
This completes the proof of statement (ii). 
Corollary 3. Let ρA1,A2,...,Ak ∈ SS(HA1⊗HA2⊗· · ·⊗HAk) be a state in a k-partite continuous-variable
system and pi a permutation of (1, 2, . . . , k). For 2 ≤ l < k, consider the l-partition as in Eq.(19) of
A1A2 . . . Ak. For any h = 1, 2, . . . , l, denote by ρBh = ρApi(i0+i1+···+ih−1+1)...Api(i0+i1+···+ih)
the reduced
state of ρApi(1),Api(2),...,Api(k) . Then
M(k)(ρA1,A2,...,Ak) ≥
1
l
l∑
h=1
M(ih)(ρBh).
Moreover, the equality holds if and only ifM(k)(ρA1,A2,...,Ak) = 0.
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Proof. The inequality is an immediate consequence of the Theorem 13 (ii). However,
we give a different proof here, which reveals more information. The CM of ρBh is ΓBh =
(Api(i0+i1+···+ih−1+s),pi(i0+i1+···+ih−1+t)), an ih × ih submatrix of Γρ = ΓρA1,A2,...,Ak as in Eq.(10). As
det(Γρ)
Πkj=1 det(Ajj)
≤ Πlh=1
[
det(ΓBh )
Π
ih
j=1 det(Api(i0+i1+···+ih−1+j),pi(i0+i1+···+ih−1+j))
]
≤ Πlh=1
[
det(ΓBh )
Π
ih
j=1 det(Api(i0+i1+···+ih−1+j),pi(i0+i1+···+ih−1+j))
] 1
l
≤ 1l
∑l
h−1
[
det(ΓBh )
Π
ih
j=1 det(Api(i0+i1+···+ih−1+j),pi(i0+i1+···+ih−1+j))
]
,
one sees that
M(k)(ρA1,A2,...,Ak) = 1− det(Γρ)Πkj=1 det(Ajj)
≥ 1− 1l
∑l
h−1
[
det(ΓBh )
Π
ih
j=1 det(Api(i0+i1+···+ih−1+j),pi(i0+i1+···+ih−1+j))
]
= 1l
∑l
h−1
[
1− det(ΓBh )
Π
ih
j=1 det(Api(i0+i1+···+ih−1+j),pi(i0+i1+···+ih−1+j))
]
= 1l
∑l
h−1M(ih)(ρBh).
It is clear that M(k)(ρA1,A2,...,Ak) = 1l
∑l
h−1M(ih)(ρBh) if and only if M(k)(ρA1,A2,...,Ak) =
M(ih)(ρBh) for all h = 1, 2, . . . , l. By Theorem 13 (ii) again, we must have Aij = 0 whenever i 6= j,
and consequently, M(k)(ρA1,A2,...,Ak) = 0. 
Recall that, for the case k = 4, M(4) obeys the hierarchy condition if and only if the inequalities in
Eqs.(16-18) are true. It is clear that, by Theorem 13 and the invariance of M(k) under permutation of
subsystems, the inequalities in Eqs.(16-18) hold if and only if the inequalities
M(2)(ρWX|Y Z) ≥M(2)(ρWX|Y ), M(2)(ρW |XY Z) ≥M(2)(ρW |XY )
and
M(3)(ρW |X|Y Z) ≥M(3)(ρW |X|Y )
are true. These are special cases of the following general result, which is a multipartite version of Theorem
11.
Theorem 14. For any l-partition (2 ≤ l < k) of k-partite system (k ≥ 3) A1A2 . . . Ak as in Eq.(19) with
il ≥ 2 and any ρA1A2...Ak ∈ SS(HA1 ⊗HA2 ⊗ · · · ⊗HAk), we have
M(l)(ρApi(1)...Api(i1)|Api(i1+1)...Api(i1+i2)|...|Api(i1+···+il−1+1)...Api(k))
≥ M(l)(ρApi(1)...Api(i1)|Api(i1+1)...Api(i1+i2)|...|Api(i1+···+il−1+1)...Api(k−1)).
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Furthermore, the equality holds if and only if F = D(ΓρApi(i1+···+il−1+1)...Api(k−1)
)−1E, where
D =


Api(1),pi(i1+···+il−1+1) Api(1),pi(i1+···+il−1+2) · · · Epi(1),pi(k−1)
Api(2),pi(i1+···+il−1+1) Api(2),pi(i1+···+il−1+2) · · · Epi(2),pi(k−1)
...
...
. . .
...
Api(i1+···+il−1),pi(i1+···+il−1+1) Api(i1+···+il−1),pi(i1+···+il−1+2) · · · Api(i1+···+il−1),pi(k−1)


which is an (k − il)× (il − 1) block matrix,
F =


Api(1),pi(k)
Api(2),pi(k)
...
Api(i1+···+il−1),pi(k)


and E =


Api(i1+···+il−1+1),pi(k)
Api(i1+···+il−1+2),pi(k)
...
Api(k−1),pi(k)


.
The following corollary is a special case of Theorem 14, which illustrates plainly what the exact meaning
of Theorem 14.
Corollary 4. For k ≥ 2 and ρ = ρA1A2...AkAk+1 ∈ SS(HA1 ⊗ HA2 ⊗ · · · ⊗ HAk ⊗ HAk+1) with CM
Γρ = (Aij)(k+1)×(k+1), we always have
M(k)(ρA1A2...Ak−1|AkAk+1) ≥M(k)(ρA1A2...Ak),
and the equality holds if and only if


A1,k+1
A2,k+1
...
Ak−1,k+1


=


A1,k
A2,k
...
Ak−1,k


A−1kkAk,k+1.
The first assertion of Theorem 14 implies some more general result as follows.
Corollary 5. Assume k ≥ 3 and consider any l-partition (2 ≤ l < k) of k-partite sys-
tem A1A2 . . . Ak as in Eq.(19). For each h = 1, 2, . . . , l, let Ch be a nonempty subset of
{Api((∑h−1j=0 ij)+1), Api((∑h−1j=0 ij)+2), . . . , Api(∑hj=0 ij)}, where i0 = 0. Then, for any ρA1A2...Ak ∈ SS(HA1 ⊗
HA2 ⊗ · · · ⊗HAk), we have
M(l)(ρApi(1)...Api(i1)|Api(i1+1)...Api(i1+i2)|...|Api(i1+···+il−1+1)...Api(k)) ≥M
(l)(ρC1|C2|...|Cl−1|Cl).
Proof of Theorem 14. Without loss of generality, we may assume that the l-partition of
A1A2 . . . Ak−1Ak is
A1 . . . Ai1 |Ai1+1 . . . Ai1+i2 |Ai1+i2+1 . . . Ai1+···+il−1 |Ai1+···+il−1+1 . . . Ak−1,k−1Akk. (20)
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For any k-partite state ρ = ρA1A2...Ak ∈ SS(HA1 ⊗ HA2 ⊗ · · · ⊗ HAk) with CM as represented as
in Eq.(10), write Bh the hth party of the l-partition Eq.(20), that is, Bh = Ai0+i1+···+ih−1+1 . . . Ai1+···ih ,
and ρBh the corresponding reduced state of ρA1A2...Ak , h = 1, 2, . . . , l. Let ρkc be the reduced state ρkc =
ρA1A2...Ak−1,k−1 of ρA1A2...Ak . Then
M(l)(ρA1...Ai1 |Ai1+1...Ai1+i2 |Ai1+i2+1...Ai1+···+il−1 |Ai1+···+il−1+1...Ak−1,k−1Akk) = 1−
det(Γρ)
Πlh=1 det(ΓBh)
and
M(l)(ρA1...Ai1 |Ai1+1...Ai1+i2 |Ai1+i2+1...Ai1+···+il−1 |Ai1+···+il−1+1...Ak−1,k−1)
= 1− det(Γρkc )
det(ΓρAi1+···+il−1+1...Ak−1k−1
)Πl−1h=1 det(ΓBh )
.
So the theorem is true if and only if
det(Γρ)
det(ΓBl)
≤ det(Γρkc )
det(ΓρAi1+···+il−1+1...Ak−1k−1
)
. (21)
Decompose Γρ into
Γρ = (Aij) =


A
1
2
11 0 · · · 0
0 A
1
2
22 · · · 0
...
...
. . .
...
0 0 · · · A
1
2
kk




I E12 · · · E1k
ET12 I · · · E2k
...
...
. . .
...
ET1k E
T
2k · · · I




A
1
2
11 0 · · · 0
0 A
1
2
22 · · · 0
...
...
. . .
...
0 0 · · · A
1
2
kk


,
where Eij = A
− 1
2
ii AijA
− 1
2
jj , i 6= j, and denote
Λρ =


I E12 · · · E1k
ET12 I · · · E2k
...
...
. . .
...
ET1k E
T
2k · · · I


.
Then the inequality in Eq.(21) holds if and only if
det(Λρ)
det(ΛρBl )
≤ det(Λρkc )
det(ΛρAi1+···+il−1+1...Ak−1,k−1
)
. (22)
Rewrite
Λρ =


I E12 · · · E1k
ET12 I · · · E2k
...
...
. . .
...
ET1k E
T
2k · · · I


=


ΛρA1...Ai1+···+il−1
X Z
XT ΛρAi1+···+il−1+1...Ak−1
Y
ZT Y T I

 ,
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where
X =


E1,i1+···+il−1+1 E1,i1+···+il−1+2 · · · E1,k−1
E2,i1+···+il−1+1 E2,i1+···+il−1+2 · · · E2,k−1
...
...
. . .
...
Ei1+···+il−1,i1+···+il−1+1 Ei1+···+il−1,i1+···+il−1+2 · · · Ei1+···+il−1,k−1


,
Z =


E1k
E2k
...
Ei1+···+il−1,k


and Y =


Ei1+···+il−1+1,k
Ei1+···+il−1+2,k
...
Ek−1,k


.
Then Λρkc =

 ΛρA1...Ai1+···+il−1 X
XT ΛρAi1+···+il−1+1...Ak−1

,
det(Λρ) = det(Λρkc ) det(I −
(
ZT Y T
)
Λ−1ρkc

 Z
Y

)
and
det(ΛρBl ) = det(ΛρAi1+···+il−1+1...Ak−1,k−1
) det(I − Y TΛ−1ρAi1+···+il−1+1...Ak−1,k−1Y ).
So the inequality in Eq.(22) holds if and only if
det(I −
(
ZT Y T
)
Λ−1ρkc

 Z
Y

) ≤ det(I − Y TΛ−1ρAi1+···+il−1+1...Ak−1,k−1Y ). (23)
Now, by the fourth inequality in Corollary 1, we have
(
ZT Y T
)
Λ−1ρkc

 Z
Y

 ≥ Y TΛ−1ρAi1+···+il−1+1...Ak−1,k−1Y, (24)
which implies that the inequality in Eq.(23) is true.
Furthermore, by the above arguments and Lemma 2,
M(l)(ρA1...Ai1 |Ai1+1...Ai1+i2 |...|Ai1+···+il−1+1...Ak)
= M(l)(ρA1...Ai1 |Ai1+1...Ai1+i2 |...|Ai1+···+il−1+1...Ak−1)
(25)
if and only if the equality in the inequality Eq.(24) holds. Applying Corollary 2, Eq.(24) holds if and only
if Z = XΛ−1ρAi1+···+il−1+1...Ak−1,k−1
Y , which is equivalent to
F = D(ΓρAi1+···+il−1+1...Ak−1,k−1
)−1E
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with
D =


A1,i1+···+il−1+1 A1,i1+···+il−1+2 · · · A1,k−1
A2,i1+···+il−1+1 A2,i1+···+il−1+2 · · · A2,k−1
...
...
. . .
...
Ai1+···+il−1,i1+···+il−1+1 Ai1+···+il−1,i1+···+il−1+2 · · · Ai1+···+il−1,k−1


,
F =


A1k
A2k
...
Ai1+···+il−1,k


and E =


Ai1+···+il−1+1,k
Ai1+···+il−1+2,k
...
Ak−1,k


.
The proof completes. 
The inequality in the statement (1) of Theorem 13 says that the whole correlation of lower partition is not
greater than the whole correlation of higher partition for a multipartite state. The inequality in the statement
(2) of Theorem 13 means that the correlation of part is not greater than the correlation of whole. The first
assertion of Theorem 14 as well as Corollary 5 implies that “kick some parties out of” each subgroup will
not increase the correlation between subgroups. Thus, Theorem 13 and Theorem 14, together with the
invariance ofM(k) under permutation of subsystems, imply that the following result is true.
Theorem 15. The multipartite correlation measureM(k) for k-partite multimode continuous-variable sys-
tem satisfies the hierarchy condition.
Though the situation is much more complicated, there are still three kinds of monogamy relations for
multipartite quantum correlation measures: the bipartite like monogamy relation, complete monogamy
relation and tight complete monogamy relation. For M(k), the second assertion of Theorem 14 (more
clearly, by Corollary 5) reveals that the correlation between subgroups after “kicking some parties out of”
each subgroups keeping invariant does not imply that the remain parties are not correlated with the parties
kicked out of. So the bipartite like monogamy relation is not valid forM(k). However, Theorem 13 reveals
that other two kinds of monogamy relations are obeyed byM(k).
Theorem 16. The multipartite multimode quantum correlation M(k) is monogamous in the following two
natural senses:
(1) (Complete monogamy relation) If the correlation of a subgroup attains the total correlation, then the
parties out of the subgroup are not correlated with any other parties in the system.
(2) (Tight complete monogamy relation) If the correlation between subgroups attains the total correla-
tion, then the parties in the same subgroup are not correlated to each other.
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CONCLUSION
In this paper, we proposed a computable multipartite multimode Gaussian quantum correlation measure
M(k) for continuous-variable (CV) systems which depends only on the covariance matrix of CV states.
M(k) is invariant under any permutation of subsystems, a function without ancilla problem, nonincreasing
under k-partite local Gaussian channels (particularly, invariant under k-partite local Gaussian unitary oper-
ations), vanishes on k-partite product states. For a k-partite Gaussian state ρ, M(k)(ρ) = 0 if and only if
ρ is a k-partite product state. Thus, in the bipartite case, M = M(2) is an accessible replacement of the
Gaussian quantum discord and Gaussian geometric discord. Moreover,M(k) satisfies the unification condi-
tion, hierarchy condition that a multipartite quantum correlation measure should obeyed, which means that,
M(k) is consistent with M(l), and, the whole correlation of lower partition is not greater than the whole
correlation of higher partition, the correlation of part is not greater than the correlation of whole and the cor-
relation after kick some parties out of subgroups is not greater than the correlation between the subgroups.
Finally, the monogamy relations for multipartite quantum correlation measures are discussed. Generally
speaking, there are three kinds of monogamy relations for a multipartite correlation measure: the bipartite
like monogamy relation (that the correlation between subgroups after “kicking some parties out of” each
subgroups keeps invariant will imply that the remain parties are not correlated with the parties kicked out
of), the complete monogamy relation (that the correlation of a subgroup attains the total correlation will
imply that the parties out of the subgroup are not correlated with any other parties of the system) and the
tight complete monogamy condition (that the correlation between subgroups attains the total correlation
will imply that the parties in the same subgroup are not correlated to each other). We prove thatM(k) is not
bipartite like monogamous, but,M(k) is complete monogamous and tight complete monogamous.
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