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Abstract. Several techniques are known for searching an ordered collection of data. The techniques 
and analyses of retrieval methods based on primd -y attributes are straightforward. Retrieval using 
secondary attributes depends on several factors. For secondary attribute retrieval, the linear 
structures-inverted lists, mvltilists, doubly linked lists-and the recently proposed nonlinear tree 
structures-multiple attribu? tree (MAT), K-d tree (kdT)-have their individual merits. 
It is shown in this paper that, of the two tree structures, MAT possesses several features of a 
systematic data structure for external file organisation which make it superior to kdT. Analytic 
estimates for the complexity of node searches, in MAT and kdT for several types of queries, are 
developed and compared. 
1. Introduction 
Secondary key retrieval has been handled tr&tionally in libraries, by index cards. 
The data structures: inverted lists and multilists are direct offshoots of these ideas, 
and continue to be employed for organizing files for search based on secondary 
attributes. In recent times, however, there has been an enormous interest in the 
analogs and extensions of binary search trees for multi-key search with applications 
in information retrieval, computational geometry and graphics. 
In an earlier paper, Gopalakrishna and Veni Madhavan [5] discussed exhaustively 
the modified multiple attribute tree (MAT) data base organization. This covered 
the MAT data structure and directory, efficient search algorithms for various types 
of queries, probabilistic models of queries, analytic estimates and simulated results 
on performance measures. Thus MAT was studied in a total setting of a data structure 
and its implementation. 
Another tree structure which has gained impetus in the last few years is the 
multidimensional binary tree called K-dimensional tree (kdT) proposed by Bentley. 
In a series of papers [ 1,2] Bentley discusses the kd’T data structure, its potential 
applications, and order estimates for the kdT data structure creation, access and 
mtidification for various types of query and update operations. We show in this 
paper, by developing similar order estimates for MAT, that MAT outperforms kdT 
in several aspects. 
Other tree structures for composite key retrieval are Quadtrees [3] and their 
adaptation to operations on two-dimensional image representation [4], and the 
multidimensional height-balanced trees [7]. Another multikey file structure which 
has been recently proposed is the grid file [6]. 
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In Section 2 we present an outline of the structures and special features of MAT 
in comparison with kdT. In Section 3, we develop analytic estimates for node 
searches in .MAT and kdT, for various types of queries, on comparable terms. In 
Section 4, we use these analytic estimates to compare the performance of MAT and 
kdT on a database with realistic characteristics. 
2. Special features of MAT 
Consider a file with k secondary attributes, with each attribute of a record taking 
values from a set {val;}yi= ,,,j = 1,. . . , k, where r+ is the cardinality of the domain of 
the jth attribute. The k secondary attributes to be indexed are represented by k 
levels of MAT. The record pointers are attached to the terminal level or leaf nodes. 
Each distinct combination of the k key attributes is represented by a unique path 
from the root of the tree to a leaf node. An important design feature of MAT is 
that the levels in the tree representing the attributes are chosen according to a 
ranking of the key attributes based on their probability of occurrence in queries. 
The MAT organization and directory are created as follows. The records in a file 
are first sorted in ascending order on the k attributes. We assume without loss of 
generality that the key attributes are ranked so that p( 1) 2 p(2) 2 l l l 3 p(k I, where 
p(i) represents the probability of occurrence, in queries, of the ith attribute. A 
k-level MAT is constructed from the sorted file by combining the consecutive entries 
having the same value of the jth attribute :nto a node at the jth level of the tree 
tiith that key value. The tree is linearized by assigning consecutive addresses by 
traversing the tree in preorder and a node directory is constructed from the linearized 
tree. Fig. I shows a sorted he and the corresponding linearized tree of the MAT 
structure. 
The MAT directory is a sequential file of directory elements, where the directory 
element is defined as follows: 
type directory element record 
level: I,. . . , k; (l(i)} 
value: integer: {u(i)) 
right sibling: I, . . . , n :{ h( i)) 
right cousin: I, . . . , II ;{ c( il} 
end. 
Here tr denotes the total number of nodes in MAT and the node number i is implicit 
in the order in which the directory is stored. The b(i) pointer of a node i points to 
the nearest right sibling, if one exists, otherwise it points to the end of the subtree 
rooted at i (as a convention we store the negative of this address). For example, 
in the MAT of Fig. 1, b(2) = 9, c(2) = IS: b(6) = -8, ~(6) = 10. The c(i) pointer of 
node i points to the nearest right cousin, if one esists, otherwise a null value is stored. 
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I-ig. 1. (aI ;J;f.l nf Vie (sorted 1. t h) Multiple attribute tree representation with linearization. 
We employ the notations anId terminology of [5] in this and subsequent sections. 
Let s,, j = I,. . . , k, denote the average filial set size at the jth level. We then have 
II 
A 
) , s, = N, the total number of distinct records, and cf , [I: , si = n, nodes in MAT. 
We define a ‘symmetric’ database as one in which v, = C, j E [I, k]. A symmetric 
database is termed ‘ideal’ if an instance of every combination of key values is 
permissible, i.e., s, = s Vj E [I, k], and s = P, so that 
In the general case, we let the average filial set size s = IV”‘, the geometric mean 
of the total number of records (or of the number of leaf nodes). 
A t-attribute query Q (termed a partial match query if t < k arid a complete match 
query if I = k ) is characterized by the set { i,, L, . . . , i,}, i, < ill < l . l < i, E [I, k], of 
ilttributes specified in the query. The MAT search algorithm [S] proceeds by travers- 
ing the MAT, in a depth first search manner, using the sibling pointers of MAT 
directory. In [S], a recursive scheme of estimates was developed to determine Np( Q), 
the number of nodes searched for a query Q. The estimates are based on tne number 
of filial sets visited at each level and the number of comparisons performed within 
each filial set. Thus, 
(2) 
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where 
j-(j)= O 
{ 
ifj@[&, . . . , i,], 
i( s, + 1) otherwise; 
x(j) = 
x(j- !)s, ifjE [i,, . . . , i,], 
4.j - 1)9, otherwise ;
and 
9, =Po(.j)l(l -(l -p,Lj))*:*x(j- !N, 
(3) 
(4) 
(5) 
Here, f‘(j) is the average number of nodes searched within a filial set at the jth 
level; x(-j) is the expected number of filial sets to be searched at the (j + 1 )st level, 
or the number of nodes qualifying at jth level; and 9, is the probabilistic success 
factor, i.e., the probability of match of the given key value in x(j - 1) filial sets 
given the probability pa(j) that one node of a filial set at the jth level will match 
the key value (equation (5)). 
The number of filial sets to be searched at the (.j + 1 )st level depends on the 
number of nodes qualifying at the previous level- if the jth leve! is unspecified then 
all the nodes in the x(_j - 1) filial sets at the jth level generate sets to be searched 
at the (.j -t 1 )st level ; if .jth level is specified, then the searches within the s(.j - 1) 
filial sets at .jth level lead to s(j - 1 )“I successes, where 9, is the probability of 
success in ;u(.j - 1) trials given that the probability of success in one trial is p,,(,j) = 
A sequential search is carried out within the filial sets at specified levels, resulting 
on an average in L( s, + I ) searches. Since unspecified levels are skipped, .#‘(.j) = 0 for 
huch ,j. 
These basic expressions are applicable for simple partial match and complete 
match queries. In the case of range search and other complex queries those estimates 
are appropriately extended as shown in [S]. 
The kd?‘ basically extends the notion of ‘discrimination’ (i.e., the decision rule 
as to whether to traverse the left subtree or right subtree based on tbc given key 
value) to multiple keys. Given a set of 1 key attributes k,, k,, . . . , k,, on the first 
level of the kdT, k, is compared with the root, at the second le\rel J+ is compared 
with tho root of the left subtree and so on. Finally, at the (I + 1 jst level, a ‘wrap- 
around’ occurs and k, is once again used as the discrirnin;dtor. The structure and 
organization of the n~ultidin7ensiotlal binary search tree, kdT as proposed by Bentley, 
&Ire described in [I, 21. 
The tirst merit of MAT, as we shall S!IOW lies in the factor .u(j) for two reasons: 
( a) as more successi\,e le\.el attributes are specified, the number of filial sets to be 
searched further down the tree tends to grow slowly; (b) in Cew of the success 
f‘klctor cl,, the number of filial sets to be searched lo\+eer down. in fact, gets ‘pruned’ 
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in partial match queries as more attributes are specified. This particular aspect of 
narrowing down the traversal does not manifest in kdT, because all sets of ‘dis- 
criminator’ levels have to be traversed. 
*The second merit of MAT lies in the fact that the MAT structure itself is so chosen 
and designed as to exploit the probabilistic ranking of attributes based on query 
statistics. We therefore obtain average value of estimates for node searches by 
weighting the node searches for individual queries by the corresponding query 
probabilities. -We aiso take this into account in estimating node searches in the kdT 
and show that this does not affect significantly average estimates. 
Thus we show in the next section that MAT outperforms kdT in most cases. 
3. Analytic estimates for node searches 
3.1. Complete ma tell queries 
In the case of complete match queries, in MAT, at each level one filial set is 
searched. The performance of MAT varies from k in the best case (when the first 
node in each firiai SC:L leads to a successful match), to &ks = i( kN’lk) in the average 
case, to ks = kN’ ‘li in the worst case. KdT performs on an average in O(log,N) 
or in approximately 1.386 log: AL (The average number of nodes visited to search 
and insert a node in a binary ,search tree is bounded above by 2 HN, or 2n InN = 
log, 4 log,N = 1.386 IogJV). Thus on an average, MAT entails a very small extra 
etfort of the order of k(is - 1.386 log s). For example, in a six attributable database 
with a million records, ‘S = 10 and the average number of searches for a complete 
match query is 30 in MAT and about 27 in kdT. For small values of s MAT performs 
better than kdT. 
We observe, that by organizing MAT for a breadth first search, we may perform 
binary search within filial sets and consequently a complete match query in 
ii 10~2Nl/k = log& (6) 
If complete match quctries were the only queries, then any primary key retrieval 
mechanism ror the concatenated key made up of all the secondary attributes would 
sur%ce. The eticacy of MAT and kdT lie in their ability to handle a variety of partial 
match and other queries. 
In Section 2, we described the chief merits of MAT as (a) the ranking of attributes 
by query probabilities, and (b) the benefits of the pruning effect in the MAT search 
process. It is possible to incorporate the first feature in kdT by a proper choice of 
discriminator sequence, to reflect the attribute ranking. In what follows, we derive 
the weighted averages for node searches in both MAT and kdT, incorporating the 
first featurs. The second feature applies only to MAT. 
3.21. 
The 
a kdT 
lVode sear& estimates-kdT A 
estimate’ ftor node searches for a query with t specified attributes, t < S in 
with k attributes, h levels and N records (N = 2kh) in the most ‘pessimal’ 
arrangement is 
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V( N, t) = 
(ct +lJ2” - ‘) Nm/k 
(2’” - I) 
9 (7) 
where m = k - t. 
In the analysis of MAT search algorithm we have accounted for the design feature 
of probabilistic ranking of attributes and taken into account the effect of this ranking 
on the entire range of combinatorial queries. In what follows WC develop a similar 
analysis for the kdT. In view of the various averaging and approximation steps we 
have striven to bias all computations in favour of kdT. Essentially, a basic principle 
we use is that the probability of a t-attribute query with the lowest specified level 
being near the leaf level (kth level) is smaller than the probability of the query with 
the lowest specified level being farther from the kth level, i.e., 
PWG, * - ., i:))sp(Q(if,. .., if)) 
ifif>i_7;if<*.~<i~;if<~..<iSE[l,k]. 
Since we attach weights to the node searches for individual queries according to 
their probability of occurrence, we first obtain more general expressions for node 
searches in kdT. 
Let Q = (PL,,, A,,, . . . , A,,), i, l i2 < l .*<i,~[I,k], denote a tE[I,k] attribute 
query with the attributes Ai,, j E- [ 1, t] specified in the query. 
Let Q( t, I) denote the class of t attribute queries with A, ;\s the lowest level 
attribute specified in them. Thus, 
QO,I)=(s(x=(A ,,,..., A,,),i,(i,<...<i,~[l,k],i,=I), IE[t,k]. 
We observe that these combinatorial queries can be generated recursively as foil 
Q(t, ~~={~~.~~{P,A,}V~~.Q(t-l,~j),j~[f-l,l--1]}, l~[t,kJ. 
For example, the set Q( 3.4) - { 124, 134,234) is generated from Q(2,2) = { 22) 
QC 3) = { 13,23}, and concatenating attribute 4. 
W 
ows: 
(9) 
and 
In general, we obtain for the kdT an upper bou:Jd on the nodes searched for such 
queries as 
X( N, I, 1) = (1 + t2’ ‘/(2”1 - l))M”‘/‘! (10) 
In this and MAT, WLJ assume the attributes to be ranked in a decreasing order of 
probabilities associated with the class of queries Q(r, I). Let p( f, I) denote these 
’ The estimate obtained in [I], namely. V( N, t) k [(( f +2)2”‘- - 1)!(2”’ -- 1 l]h:“’ ‘. requires ;t correc- 
tion to the leading coetlicient. The number of nodes visited in the Iwest I levels of each block in t’:c’ 
kd7’ has been estimated as 2“ ” ’ in [I]. This should in Fact be ZA-‘. 
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probabilities. We assume a simple negative linear variation of p( t, I) and let 
p(f,I)=2(k-I+I)/(k--r+l)(k-t+2), 
so that 
; p(f,l)= 1. 
I=t 
Then, we evaluate the weighted average estimates 
V(N,r)= _i: p(1,l)X(N,r,l) 
t-t 
113 
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to obtain the average node searches in kdT for a f-attribute query. This sum involves 
a finite series of the form 
t (k-1+:1s’-‘. 
I-r 
which we approximate by (sk ’ +s’+ ’ ). This is a close approximation for large s 
as in the case of MAT, but is a much lower bound in case of kdT where s = 2. 
Indeed, this sum is 8. 2h - ’ _ ’ - ( k - 1) - 1, whereas the approximation used is 3 - 2”-‘- I. 
Thus, 
VIP+‘, r)=(l -t3r/(m+l)(m+2))N”““, (13) 
where rn = k - 1. 
Comparing this estimate with the estimate (equation (7)) for the ‘pessimal’ 
arrangement of [I], we see that averaging over all possible combinatorial queries 
indicates a tighter bound for the number of node searches. In fact, with our bounds 
for number of searches in kdT, the estimate of (13) is closer to the estimate of 
( I + ,/(Y - I ))N”“I‘ for the best-case partial match query in kdT. The ‘best-case’ 
obtains when the attributes specified in a partial match query tend to be as close 
to the root of the tree as possible. 
1 ‘$ 7 Node search estirna~es-MAT _ .w.*. 
The set cf general recursive expressions (equations (2) to (5)) given in Section 2 
can be evaluated to obtain the node search estimates for any specific query. However, 
these expressions cannot be used directly for comparison with the average estimates 
of kdT (equation ( 13)). Therefore, we develop, in what follows, such estimates for 
MAT. For brevity, complete details of derivation are omitted. 
Let s = ZP = ([I);, s$‘~ denote the averaging filial set size and let p > 1 /(s”“--’ ) 
denote a constant ‘pruning’ factor corresponding to the factor 4; in (5). In general, 
p varies f’c::? 0.6 to 0.9. Let Y( t, I) denote the node searches for S. t-attribute query 
Fith I E [t, k] as the lowest level specified attribute. Then we obtain a general recursive 
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relation for Y( t, I), the total number of node searches, 
s I I 
Y( t, I) = Y 
2(1 - t + 1) , 7. I i 
Y(r-l,jb- 
.q’ ‘(p’-‘l+(j-r+l)p’-‘1 
Gw-l,j) j 
9 (14) 
where p is the ‘pruning’ factor or probability of success in searching s sets at any 
level in a partial match query; 
G(l,l)= 1, G(O,I)=I+l, Y(O,j)=O Vj. 
Eq. ( Y 4) is derived from the recursive definition of Q( t, I) (equation (9)) and the 
reclrrsive estimate equations (2) to (5). 
Thus Y( 1, I), which gives the number of node searches for a r-attribute query 
with the attribute corresponding to the index I as thi: lowest specified level, is 
obtained by averaging the sum of node searches for all ( f - 1 )-attribute queries 
together with the additional searches performed for the concatenated t-attribute 
query. The second term inside the summation represents the ‘pruned’ searches at 
the lowest level specified in the query. Since the sum is taken over various query 
type combinations, the averaging weight G( i, j) corresponds to the number of such 
combinations. We obtain a bound for Y( t, I) by first considering this nollrecursive 
dominant term and observing that 
1 I I 
r 
s’ ‘(p’-‘+\j--r+l)P’ ‘) 
(r-1+1).,-Y 1 s G(r- 1,-j) 
Hence, we obtain a bound for Y( 1, I) from ( 14) and the above as 
We now invoke the negative linear weighting scheme (11) to obtain the average 
node search estimate for any t as 
(16) 
We approximate the first series by (s’ ’ + .6 ’ -’ ) as discussed in Section 3.1 to obtain 
(17) 
A comparison of the leading multiplicative constants in the node search estimates, 
V( IV, 1) in ( 13) for kdT and M( iV, 1) in ( 17), reveals that for databases with k of 
the order of 5 or 6 and with about a million records, MAT is superior to k4T for 
almost all partial match queries. In making the comparative observation, we observe 
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that we have consistently developed estimates which tend to bt lower bounds for 
kdT and upper bounds for MAT. The average and best case comparisons are 
therefore much more in favour of MAT. 
3.3. Range search queries 
The estimate for range search in kdT obtained by Bentley in [2] is Of N’k-‘)‘k + M) 
where M is the number of points or records found in the range. Range search in 
MAT was discussed in [S, 81, under the model for ‘complex* queries. Range search 
is usually combined with partial match, since ranges may be speciEcd for any of 
the-attributes of a t-attribute query. However, in MAT the ‘pruning’ effect discussed 
earlier is overshadowed b:j a ‘blow-up’ effect. This is because more filial sets have 
to be searched at lower levels, corresponding to the several nodes qualifying at 
higher levels where the nodal va!Jes fall within the ranges specified in a query. 
These two polarising effects are reflected in the expression for average node searches 
in MAT for range queries, which is developed along similar lines as ( 14) for partial 
match query estimates. 
1111 (I, %ange’ -5 
2 
IS( 1 +;+/P,‘) IV”‘ “ih 
(k-t+l)(k-rt-2)’ 
s 
nI(r, Range)%------ -( I +( sp)‘- ‘)W -“,? 
2(k-f+l)(k-r+2) 
(19) 
In the wor:;t case, for MAT, p = 1 (which implies that there is no pruning etfect), 
rrnd 
s 
&f( 1, Range) = -- 
2(k-t+l)(k-t+2) 
NIL- ll’k ‘.&s 1. (W 
Comparing this with the estimate of 0( h ” ’ “’ + Ad) for kdT, WC observe that MAT 
is superior to kdT for any realistic values of s and k. In realistic stUations, p< 1 
and MAT performs even better. 
4. Comparison of node searches 
In Section 3 we presented an analytic comparison of the performance of MAT 
and kdT for various types of queries. We consider a sample personnel data base D 
with the characteristics defined by (( Attributej, v,, s, ), j = 1,2, = . . ,7}, D = 
((Department, 30, 301, \ ‘skill, 100, 20), ( Educational qualification, 10, 3), (Salary 
level 12, 2 ). (Manager, 300, 1 ), (Emp.Name, 18000, 5) (Emp.No, 18000, I J ). The 
total’number of record&, is IV = 18000, k - 7, s = (18000)“” =&OS41 1. 
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The number of searches, for complete match, using MAT is 14.03 and using kdT 
approximately 19.6. 
For partial match queries we assume the less realistic situation in MAT when 
p = 1. Using the estimates ( 17) and ( 13), we obtain for the above data base, the 
average number of searches for the six partial match queries: 
MAT: (404; 199.4, 91.9, 42.3, 21.5, 11.9), 
kdT: (4688.6, 1252. t ‘, 352.3, 107.2. 36.1. 16.2). 
Finally, we give a brief flavour of the MAT and kdT structures by examining a 
few typical queries and the node searches NS(MAT) and NS(kdT). 
(a) Does Department X have any employee with skill Y? 
NS(MAT) = 25, NS( kdT) = 1166. 
(b) Does Emp.No. X work in Department Y? 
NS(MAT)=615, NS( kdT) = 2263. 
(c) Does Manager X have any employee with skill Y and educational 
qualification 2’1’ 
NS( MA’1 ) = 4U5, NS( kdT) = 489. 
5. Conclusion 
We established in this paper that MAT is a very attractive alternative to kdT and 
also superior in many respects, as a secondary key retrieval mechanism. It is possible 
to speed up and tune the organisation by employing a breadth first search and 
binary search within a filial set. 
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