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1. INTRODUCTION
Let X be a normed linear space. For any x ∈ X and AB ⊆ X, we recall
that
dxA = infx− y	 y ∈ A

and
dAB = infx− y	 x ∈ A y ∈ B

Let ϑ denote the origin of the normed linear space X. For any u ∈ Xu =
ϑ, deﬁne
←→
ϑu= tu ∈ X	 t ∈ R

which is the line in X passing through points ϑ and u.
Let f 	 C → X be a mapping from a nonempty subset C of X to X. A
point x ∈ Ax = ϑ, satisfying f x = ϑ, is an eigenvector of f if, and only
if, x ∈
←→
ϑf x; that is, dx
←→
ϑf x = 0. But f may have no eigenvector; that
is, there is no x = ϑ such that dx
←→
ϑf x = 0. In this paper we study the
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property that, if C and f satisfy certain conditions, then there exists a point
x ∈ C such that x is one of the closest points in C to the line
←→
ϑf x; that
is, there exists a x ∈ C satisfying dx
←→
ϑf x = mindy
←→
ϑf x	 y ∈ C
 =
dC
←→
ϑf x.
We use the technique of KKM mapping and the Fan–KKM theorem in
our paper. For easy reference, we recall the deﬁnition of KKM mapping
and the Fan–KKM theorem (see, e.g., Fan [1]) below.
Deﬁnition (KKM Mapping). Let C be a nonempty subset of a linear
space X. A set-valued mapping G	 C → 2X is said to be a KKM mapping
if, for any ﬁnite subset y1 y2     yn
 of C, we have
coy1 y2     yn
 ⊆
n⋃
i=1
Gyi
where coy1 y2     yn
 denotes the convex hull of y1 y2     yn
.
Theorem A (Fan–KKM Theorem). Let C be a nonempty convex subset
of a Hausdorff topological vector space X and let G	 C → 2X be a KKM
mapping with closed values. If there exists a nonempty compact convex subset
D of C such that
⋂
y∈D Gy is contained in a compact subset of C, then⋂
y∈C Gy = .
This theorem has been applied to approximation theory by many mathe-
maticians. In this paper, we use it to prove the main theorem (in Section 2)
and give some applications to the existence of eigenvectors of some map-
pings in normed linear spaces (in Section 3).
2. THE MAIN THEOREM
The following theorem describes on approximation property of eigenvec-
tors of some mappings in normed linear spaces.
Theorem 1 (The Main Theorem of This Paper). Let X be a normed
linear space, and let C be a nonempty closed convex subset of X. Let
f 	 C → X be a continuous mapping satisfying ϑ /∈ f C. If there exists a
compact convex subset D of C, such that
⋂
y∈D
x ∈ C	 dy
←→
ϑf x ≥ dx
←→
ϑf x
 ∗
is contained in a compact subset of C, then there exists an x0 ∈ C such that
dy
←→
ϑf x0 ≥ dx0
←→
ϑf x0
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for every y ∈ C; that is,
dx0
←→
ϑf x0 = mindy
←→
ϑf x0	 y ∈ C

Proof. To prove this theorem by using the Fan–KKM theorem, we deﬁne
a set-valued mapping G	 C → 2C as
Gy = x ∈ C	 dy
←→
ϑf x ≥ dx
←→
ϑf x

noting that for every y ∈ C, we have y ∈ Gy. Therefore, for every y ∈
CGy is a nonempty subset of C. Next we prove that the map G	 C → 2C
is a KKM map. Indeed, if y1 y2     yn ∈ C and 0 ≤ λ1 λ2     λn ≤ 1,
such that
∑n
i=1 λi = 1, we need to show that
n∑
i=1
λiyi ∈
n⋃
i=1
Gyi
Assume, in contradiction, that
∑n
i=1 λiyi ∈
⋃n
i=1Gyi. Then
∑n
i=1 λiyi ∈
Gyj; that is,
d
(
yjϑf
(←→n∑
i=1
yi
))
< d
( n∑
i=1
λiyi ϑf
(←→n∑
i=1
yi
))
 for every j = 1 2     n
Now applying the above inequality, we have
d
( n∑
i=1
λiyi ϑf
(←→n∑
i=1
yi
))
= d
( n∑
j=1
λjyjϑf
(←→n∑
i=1
yi
))
≤
n∑
j=1
λjd
(
yjϑf
(←→n∑
i=1
yi
))
<
n∑
j=1
λjd
( n∑
i=1
λiyi ϑf
(←→n∑
i=1
yi
))
= d
( n∑
i=1
λiyi ϑf
(←→n∑
i=1
yi
))

This is a contradiction. Hence the map G is a KKM map.
To apply the Fan–KKM theorem, we need to prove that Gy is closed
for every y ∈ C. Suppose that xn ∈ Gy for every n = 1 2 3     and
xn → u as n → ∞. Then, for these special subsets
←→
ϑf u and
←→
ϑf xn,
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there are v ∈
←→
ϑf u and vn ∈
←→
ϑf xn such that u− v = du
←→
ϑf u and
u− vn = du
←→
ϑf xn, for every n = 1 2 3    
Since f is continuous and xn → u as n→∞, without loss of generality,
we may assume that f u − f xn < f u, for every n = 1 2 3    
We claim that
du
←→
ϑf u ≤ dxn
←→
ϑf xn + u− xn
+ u + u− vf u − f u − f xn
f u − f xn (1)
for every n = 1 2 3    
Proof of the Claim. For the special subset
←→
ϑf xn, there exists a
zn ∈
←→
ϑf xn such that zn − xn = dxn
←→
ϑf xn. We have
du
←→
ϑf xn ≤ u− zn
≤ u− xn + xn − zn
= dxn
←→
ϑf xn + u− xn (2)
From u− v = du
←→
ϑf u u− vn = du
←→
ϑf xn, and the inequality
(2), we see that (1) is true if u − v ≤ u − vn. Hence we only need to
prove (1) for the case
u− v > u− vn (3)
Since ϑ ∈
←→
ϑf u ∩
←→
ϑf xn, we see that in this case, vn = ϑ. (If vn = ϑ, then
from vn = ϑ ∈
←→
ϑf u ∩
←→
ϑf xn, we get u− v = du
←→
ϑf u ≤ u− vn,
which contradicts (3)). Since vn ∈
←→
ϑf xn, there exists a real number tn such
that vn = tnf xn ∈
←→
ϑf xn. It is easy to see that tn = vnf xn . For this real
number tn, we deﬁne wn 	= tnf u ∈
←→
ϑf u  We get
wn − vn = tnf u − tnf xn
= vnf xn
f u − f xn (4)
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From assumption (3), we see that vn ≤ u + u− vn < u + u− v.
Combining this inequality and equality (4), we get
wn − vn <
u + u− v
f xn
f u − f xn
≤ u + u− vf u − f u − f xn
f u − f xn
Now
u− v = du
←→
ϑf u
≤ u−wn
≤ u− vn + wn − vn
≤ u− vn +
u + u− v
f u − f u − f xn
f u − f xn (5)
Since u− v = du
←→
ϑf u u− vn = du
←→
ϑf xn 5 becomes
du
←→
ϑf u ≤ du
←→
ϑf xn
+ u + u− vf u − f u − f xn
f u − f xn (6)
Substituting (2) into (6) yields (1).
For a ﬁxed y ∈ C, let xn
 ⊂ Gy with xn → u. We wish to show that u ∈
Gy. Let a ∈
←→
ϑf u such that y − a = dy
←→
ϑf u. Similarly, for every
n = 1 2 3     there is an an ∈
←→
ϑf xn such that an − y = dy
←→
ϑf xn.
Since ϑ ∈
←→
ϑf u ∩
←→
ϑf xn, we see that if a = ϑ, then
an − y = dy
←→
ϑf xn ≤ y − a (7)
Next we assume that a = ϑ. Let a = tf u ∈
←→
ϑf u and take bn = tf xn ∈←→
ϑf xn. It is clear that t = af u . We get
a− bn = tf u − tf xn
= af uf u − f xn (8)
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Now
y − an = dy
←→
ϑf xn
≤ y − bn
≤ y − a + a− bn
≤ y − a + af uf u − f xn (9)
Combining (7) and (9), we have
an − y = dy
←→
ϑf xn ≤ y − a +
a
f uf u − f xn
or
y − a ≥ an − y −
a
f uf u − f xn (10)
for every n = 1 2 3     Since xn ∈ Gy,
dy
←→
ϑf xn ≥ dxn
←→
ϑf xn (11)
Combining (1), (10), and (11), we get
dy
←→
ϑf u = y − a
≥ an − y −
a
f uf u − f xn
= dy
←→
ϑf xn −
a
f uf u − f xn
≥ dxn
←→
ϑf xn −
a
f uf u − f xn
≥ du
←→
ϑf u − u− xn
− u + u− vf u − f u − f xn
f u − f xn
− af uf u − f xn (12)
Since f is continuous and xn → u as n→∞, then, from (12), dy
←→
ϑf u≥
du
←→
ϑf u. Thus u ∈ Gy and Gy is closed.
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From condition ∗, there exists a compact convex subset D of C such
that
⋂
y∈D Gy is contained in a compact subset of C. Hence, from the
Fan–KKM theorem, we get that
⋂
y∈C Gy = . For any x0 ∈
⋂
y∈C Gy,
we have
dy
←→
ϑf x0 ≥ dx0
←→
ϑf x0
for every y ∈ C; that is,
dx0
←→
ϑf x0 = mindy
←→
ϑf x0	 y ∈ C

The theorem is proved.
Corollary 1. Let X be a normed linear space, let C be a nonempty
compact convex subset of X, and let f 	 C → X be a continuous mapping
satisfying ϑ ∈ f C. Then there exists an x0 ∈ C such that dy
←→
ϑf x0 ≥
dx0
←→
ϑf x0, for every y ∈ C.
Proof. Since C is compact, then f satisﬁes condition ∗ of Theorem 1.
The corollary follows from Theorem 1 immediately.
3. EXISTENCE OF EIGENVECTORS
In this section we use Theorem 1 to study the existence of eigenvectors
for some mappings in normed linear spaces.
Let C be a nonempty subset of a normed linear space X. The vertical
cone of C is a subset of X denoted by VC(C) and deﬁned by
VCC 	= tu ∈ X	 t ∈ Ru ∈ C

the cone of C is a subset of X denoted by CO(C) and deﬁned by
COC 	= tu ∈ X	 t ≥ 0 u ∈ C

Proposition 1. Let X be a normed linear space. For any nonempty con-
vex subset C of X, CO(C) ⊆ VC(C) and CO(C) is a convex subset.
Proof. It is clear that COC⊆VCC. Suppose that t1u1 t2u2 ∈COC,
where t1 ≥ 0 t2 ≥ 0, and u1 u2 ∈ C. Then for any 0 < α < 1, we have that
αt1u1 + 1 − αt2u2 ∈ CO(C). It is clear that this is true if αt1 + 1 −
αt2 = 0. Next we assume that αt1 + 1− αt2 = 0. We have
αt1u1 + 1− αt2u2 = αt1 + 1− αt2αt1/αt1 + 1− αt2u1
+1− αt2/αt1 + 1− αt2u2
Since C is a convex subset and αt1 + 1 − αt2 + 1 − αt2/αt1 + 1 −
αt2 = 1. The above equality yields that αt1u1 + 1 − αt2u2 ∈ COC.
The proposition is proved.
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Theorem 2. Let X be a normed linear space, let C be a nonempty closed
convex subset of X, and let f 	 C → X be a continuous mapping satisfying
ϑ ∈ f C ⊆ VCC. If there exists a compact convex subset D of C, such that
⋂
y∈D
x ∈ C	 dy
←→
ϑf x ≥ dx
←→
ϑf x
 ∗
is contained in a compact subset of C, then there exists an x0 ∈ C such that
x0 ∈
←→
ϑf x0. Furthermore, if ϑ ∈ C, then f has an eigenvector.
Proof. From Theorem 1, there exists an x0 ∈ C such that dy
←→
ϑf x0 ≥
dx0
←→
ϑf x0, for every y ∈ C. It is clear that f C ⊆ VCC if, and only
if, for every y ∈ f C, there exists x ∈ C such that y ∈
←→
ϑf x. Hence for
the above x0 ∈ C, we must have x0 ∈
←→
ϑf x0.
The following corollary follows immediately from Theorem 2.
Corollary 2. Let X be a normed linear space, let C be a nonempty
compact convex subset of X, and let f 	 C → X be a continuous mapping
satisfying ϑ ∈ f C ⊆ VCC. Then there exists an x0 ∈ C such that x0 ∈←→
ϑf x0. Furthermore, if ϑ ∈ C, then f has an eigenvector.
Theorem 1, Theorem 2, and their corollaries are trivial if ϑ ∈ C, since we
always have ϑ ∈
←→
ϑf ϑ, if ϑ ∈ f C. Hence it is important to ﬁnd x0 ∈ C,
x0 = ϑ, such that x0 ∈
←→
ϑf x0.
4. APPLICATIONS TO FINITE DIMENSIONAL
NORMED LINEAR SPACE
Theorem 3. Let X be a ﬁnite dimensional normed linear space
(Euclidean space), and let C be a nonempty subset of X such that ϑ is
an interior point of C. Let f 	 C → X be a continuous mapping satisfying
f ϑ = ϑ. Then f has an eigenvector; that is, there exists an x0 ∈ C x0 = ϑ,
such that x0 ∈
←→
ϑf x0.
Proof. For any v ∈ X and λ > 0, let Bv λ be the closed ball in X with
center at v and radius λ. Since f 	 C → X is a continuous mapping and ϑ is
an interior point of C, for any ε ∈ 0 f ϑ4 , there exists a δ ∈ 0 f ϑ8 ,
such that Bϑδ ⊆ C and f Bϑδ ⊆ Bf ϑ ε. Deﬁne
E 	= Bϑδ ∩ B
(
δ
f ϑ
f ϑ 
δ
2
)
∩ COBf ϑ ε
746 jinlu li
Since every closed ball in X is a convex subset of X and, from Proposition 1,
CO(B(f ϑ ε) is a convex subset, E is a nonempty closed bounded convex
subset of X. Thus E is compact because X has ﬁnite dimension.
Next we prove that f E ⊆ COE. From the deﬁnition of the set E, it
is clear that f E ⊆ f Bϑδ ⊆ Bf ϑ ε. To prove f E ⊆ COE,
it is sufﬁcient to prove that Bf ϑ ε ⊆ COE. In fact, for every y ∈
Bf ϑ ε (it is clear that ϑ ∈ Bf ϑ ε, we have δ yy ∈ Bϑδ ∩
COBf ϑ ε. Now∥∥∥∥δ yy − δ
f ϑ
f ϑ
∥∥∥∥ = δyf ϑyf ϑ − f ϑy
= δyf ϑyf ϑ − y + y − f ϑy
≤ 2δεf ϑ
≤ δ
2

This implies that δ yy ∈ Bδ f ϑf ϑ δ2  which yields that δ yy ∈ E. Hence
Bf ϑ ε ⊆ COE. Thus f E ⊆ f Bϑδ ⊆ Bf ϑ ε ⊆ COE.
The restriction of f to E is still a continuous mapping. It is clear that ϑ ∈
f E. Then f satisﬁes all conditions of Corollary 2, so f has an eigenvector;
that is, there exists an x0 ∈ E (it is easy to see that x0 = ϑ) such that
x0 ∈
←→
ϑf x0. The theorem is proved.
The condition f ϑ = ϑ in Theorem 3 is necessary to ensure that f has
an eigenvector. For example, let X = R2 and C = Bϑ 1. Let f 	 C → X
be a rotation around ϑ with an angle α = kπ, for any integer k. Then
f ϑ = ϑ. We see that f has no eigenvector.
The following corollary follows immediately from Theorem 3.
Corollary 3. Let X be a ﬁnite dimensional normed linear space
(Euclidean space). Let C = Bϑλ for some λ > 0. Let f 	 C → X be a
continuous mapping satisfying f ϑ = ϑ. Then f has an eigenvector; that is,
there exist an x0 ∈ C x0 = ϑ, and a real number λ such that f x0 = λx0.
Let X = RnA = aij1≤i j≤n, be a n× n real matrix. Then A deﬁnes a
linear transformation from Rn to Rn. Let ϑ be the zero vector in Rn. Then
A is continuous and Aϑ = ϑ. However, A need not have an eigenvector,
because the mapping A does not satisfy all the conditions in Corollary 3
Aϑ = ϑ. In fact, A has an eigenvector if and only if the equation
detA− λIn = 0
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has a real solution, where In denotes the n× n identity matrix.
As a consequence of Corollary 3, we have the following result.
Proposition 2. Let A = aij1≤i j≤n be a n × n real matrix and let a =
a1 a2     anT be a nonzero vector in Rn. Deﬁne f 	 Rn → Rn by
f x 	= Ax+ a
Then f has an eigenvector.
Remark. Proposition 2 can also be reduced directly using the tools of
linear algebra. In fact, f x = Ax + a has an eigenvalue if and only if
there exists an x0 ∈ Rn x0 = ϑ, and a λ ∈ R such that f x0 = λx0; that
is, Ax0 + a = λx0, or x0 is a solution of Ax + a = λx. This system has a
solution if and only if detA− λIn = 0. One can easily ﬁnd numbers λ for
which detA− λIn = 0.
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