Introduction
Almost ten years have elapsed since William Baumol (1986) started the empirical debate on economic convergence. Since then, dozens of researchers have taken up his lead on this and related topics, generating a vast literature of cross-country and cross-regional studies of economic growth and its determinants. Instrumental in this development has been the appearance of Maddison's (1992) and Summers and Heston's (1988 ) data sets of world-wide aggregate series.
In fact, so vast has been the collective research effort on empirical growth, and so intense the exploitation of the Summers and Heston data, that there is a widespread feeling among macroeconomists that the industry has entered the stage of maturity.
1 In particular, few scholars believe that the Summers and Heston data still harbor new answers to unsettled questions on economic growth. On the contrary, on the specific issue of convergence, the literature seems to have reached a broad consensus (a rare occurrence in empirical macro).
Specifically, in a series of contributions that have shaped the research agenda in growth empirics, Robert , together with Xavier Salai-Martin (1991, 1992, 1995) and Jong-Wha Lee (1994a , 1994b has argued that countries converge to their steady-state level of per-capita income at a slow rate of approximately 2 or 3% per year. In other words, the current conventional wisdom is that each year an economy's GDP covers slightly more than 2% of its distance from the steady state.
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This paper challenges the status quo, arguing that the existing empirical literature on cross-country growth relies on inconsistent estimation procedures. Consequently, the convergence rate and the other growth coefficients as obtained in existing contributions are unreliable. Instead, we use the Summers and Heston (1991) and Barro and Lee (1994c) data to offer an alternative, consistent estimate of the rate of convergence which is approximately 10%.
There are two sources of inconsistency in existing cross-country empirical work on growth, and almost all the studies of which we are aware are plagued by at least one of these (the overwhelming majority by both). First, the incorrect treatment of country-specific effects representing differences in technology or tastes gives rise to omitted variable bias. In particular, it is almost always assumed that such effects are uncorrelated with the other right-hand-side variables. We show that this assumption is necessarily violated due to the dynamic nature of a growth regression.
Second, there exists a strong theoretical argument that at least a subset of the explanatory variables should be expected to be endogenous. Although this problem is generally recognized in the literature, few attempts to control for it have been made. However, our regression and test results indicate a strong role of endogeneity in driving standard results in growth empirics.
We propose to solve these problems by using a panel data, general method of moments estimator. The basic idea is the following. First, we rewrite the growth regression as a dynamic model in the level of per capita GDP. Second, we take differences in order to eliminate the individual effect. Third, we instrument the right-hand-side variables using all their lagged values. The last step eliminates the inconsistency arising from the endogeneity of the explanatory variables, while the differencing removes the omitted variable bias. This estimation procedure is adapted from those described in Holtz-Eakin, Newey and Rosen (1988) and Arellano and Bond (1991) .
We use this estimator to revisit two prominent lines of research in growth empirics. First, we reconsider the empirical case for the Solow (1956) model. We use as a bench mark the results in Mankiw, Romer and Weil (1992) , which are obtained by a method (ordinary least squares in a crosssection regression) that exposes them to both omitted variable and endogeneity bias. We find that eliminating these biases leads to striking changes in results. For example, Mankiw, Romer and Weil get an estimate of the capital share in output of 0.75. Since this is too high relative to the national-account figure of about 1/3, they reject the model in favor of an augmented version that includes human capital in the production function. Instead, with our procedure we find a value of 0.10 for the capital share in the basic model. Thus, we also reject, but for the opposite reason, namely, that the capital share is too low. This obviously implies that we reject the augmented version as well. By comparing our results to those in Knight, Loayza and Villanueva (1993) , Loayza (1994) and Islam (1995) -which, we argue, feature a correct treatment of the correlated individual effect, but are still affected by endogeneity bias -we also find that both sources of inconsistency have a large impact on standard regression results.
Our second application is in the tradition of the "determinants of growth" equations. The approach consists in regressing the growth rate of output on a broad set of explanatory variables (including the initial level of GDP). Although growth theory is used as a guide for the choice of possible regressors, the specification is quite general, and cannot be interpreted as the reduced form of a single model. We take as our starting point the Barro and Lee (1994a) specification, which can be considered the current bench mark in this line of research.
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Relative to this bench mark, the new estimator involves dramatic changes in the magnitude and sign of several coefficients. The most striking result concerns the implied estimate of the convergence coefficient. As mentioned at the outset, correcting for endogeneity and omitted variable bias induces a jump in the estimate of convergence from 2-3% to about 10% per year.
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The main implication of a high rate of conditional convergence is that economies spend most of their time in a neighbourhood of their steady state. As a consequence, we interpret the large differences in observed levels of per capita GDP as arising from differences in steady-state levels, rather than from differences in the position of countries along similar transitional paths. We also present some evidence that substantial differences in technology may play an important role in generating this dispersion in steady-state levels.
The finding of an extremely high rate of convergence is generally at odds with theories of growth that do not feature a steady-state level of output. However, this still leaves a variety of neoclassical growth models that do feature convergence. We argue that, in general, it is difficult to reconcile extremely fast convergence with "augmented" versions of the production function. In other words, our results tend to indicate that the relevant notion of capital is restricted to physical capital only. On the other hand, open economy extensions of the standard neoclassical model generally feature a higher speed of convergence, other things equal, than their closed economy counterparts. These considerations lead us to regard some open economy 3 The specifications in Barro and Lee (1994b) and Barro and Sala-i-Martin (1995, ch. 12) are extremely similar.
4 An independent paper by Paul Evans (1995) shares some of the features of ours. In particular, after emphasizing the consistency problems associated with growth regressions, he proposes to take first-differences, and to use lagged output as an instrument. He also finds high convergence. There are, however, important differences. First, he studies a cross-section, rather than a panel of countries. Second, he only instruments with output lagged one period. As a consequence, his estimates are not very precise (he reports a confidence interval for the convergence rate of 3.15 to 100 percent a year). Third, he only estimates an univariate regression of current on lagged output, and retrieves the coefficients on other explanatory variables by an ad hoc procedure that, among other things, requires him to assume that the individual effect is uncorrelated with those variables. The more general GMM procedure we adopt does not require the individual effect to be uncorrelated with any of the right hand side variables. Finally, Evans does not apply the consistent estimator to the whole range of growth regressions that we present. Rather, he confines himself to a single specification, i.e. the augmented Solow model.
version of the (non-augmented) neoclassical growth model with endogenous savings as the most consistent with our empirical results. The remainder of the paper is organized as follows. Section 2 surveys growth empirics from an econometric point of view, and highlights the sources of inconsistency that plague this literature. Section 3 briefly describes a general method of moments estimator that is consistent for a growth regression. Section 4 applies this method to a test of the Solow model. Section 5 presents an application to a "determinants-of-growth" regression. Section 6 discusses the implications of our results for growth theory. Section 7 concludes and provides some indications for further research.
A Critical Overview of Growth Empirics Growth Equations
The typical cross-country study of economic growth is built on an equation nested in the following general specification:
where Y i,t is per-capita GDP in country i in period t, W i,t is a row vector of determinants of economic growth, η i is a country specific effect, ξ t is a period-specific constant, and ² i,t is an error term. The interpretation of equation (1) depends on the coefficient on lagged GDP. A significantly negative coefficient is consistent with the prediction of the neoclassical growth model, that countries relatively close to their steadystate output level will experience a slowdown in growth (conditional convergence). In this case the variables in W i,t−τ and the individual effect η i are proxies for this long-run level the country is converging to. On the other hand, if β = 0 there is no convergence effect, and the other right-hand-side variables measure differences in steady-state growth rates. Because our estimates below strongly support β < 0, we now focus on the conditionalconvergence interpretation.
The choice of the list of regressors to include in vector W i,t depends on the particular variant of the neoclassical growth model one wishes to examine. Measures of investment in (or stocks of) physical and human capital, indicators of the quality and size of government and indicators of external openness are but some of the many covariates that have been used in determinants-of-growth regressions.
The country-specific effect η i captures the existence of other determinants of a country's steady state that are not already controlled for by W i,t−τ . The obvious candidates are differences in technology. In the neoclassical model the steady-state level of income depends -among other things -on the parameters of the production function: heterogeneity in these parameters leads to heterogeneity in steady-state output levels. Whether, from a theoretical standpoint, we should expect technology to differ across countries is a hotly debated issue (to which we return below). Empirically, however, it is not legitimate to a priori assume away those differences. As they are unobservable, we treat these differences as individual effects.
A further ingredient of the growth regression is a time-dummy, which may be expected to capture global shocks affecting aggregate production functions across the board.
Equation (1) can be rewritten as:
whereβ = 1 + β and y i,t = ln(Y i,t ). Equation (2) makes it clear that estimating (1) is equivalent to estimating a dynamic equation with a lagged-dependent variable on the righthand-side. We now look at how the literature has dealt with this task.
Unsolved Estimation Problems

Cross-Section Regressions
The bulk of the vast literature studying growth regressions of the type of (1) is represented by cross-sectional studies of a large sample of developed and developing countries. The dependent variable in these regressions is a time-average of growth rates (e.g., the average growth rate between 1960 and 1985) while on the right-hand-side there usually appear a combination of time-averages of flows (e.g., average investment rate, average rate of government expenditure) and beginning of period stocks (e.g., indexes of educational attainment in 1960; these "stock" variables include beginningof-period per capita GDP). A far from exhaustive list of prominent papers in this vein includes Kormendi and Meguire (1985) , Baumol (1986 ), De Long (1988 , Barro (1991), De Long and , Mankiw, Romer and Weil (1992) , Barro and Sala-i-Martin (1992) , Levine and Renelt (1992) and King and Levine (1993) .
The first shortcoming of this literature lies in its treatment of the country-specific effect. It is well known that the standard cross-section estimator (be it ordinary least squares, or any variant that allows for nonspherical disturbances) is only consistent as long as the individual effect can be assumed to be uncorrelated with the other right-hand-side variables. However, it is easy to see that such an assumption is necessarily violated in the dynamic framework of a growth regression. To see this, notice that
where the last inequality follows from the fact that at least E(η 2 i ) 6 = 0. A consistent treatment of these correlated effects can only be based on data having a time-series dimension.
Because the individual effect proxies for the level of income the country is converging to, E[η i y i,t−2τ ] will generally be positive. Hence, omission of the individual effect induces an upward bias in the estimate ofbeta in equation (2). This translates into a downward bias in the estimate of the convergence coefficient, i.e. the rate at which the economy converges to the steady state. Intuitively, countries with high individual effects will have high levels of steady-state income. Because steady states differ, a country with a high observed income is not necessarily closer to its steady-state than a country with a relatively low observed income. Hence, it will not necessarily grow at a slower rate. If we don't fully control for differences in steady-states we will tend to explain the lack of a strong negative correlation between income levels and growth rates as the result of slow convergence.
The second criticism has to do with the issue of endogeneity. In most specifications of the model, at least a subset of the "flow" elements in the vector W i,t is conceptually endogenous. For example, it is reasonable to suppose that the rate of investment in physical capital -a variable included in the great majority of the studies we are discussing-is determined simultaneously with the rate of growth. Although the case is perhaps strongest for narrowly defined economic variables -like the rate of investment in physical and human capital, or the rate of government expenditure-we believe it applies across the board. For example, there is by now both a strong theoretical case and solid empirical support for the view that economic growth affects the population growth rate of an economy, another recurrent righthand-side variable. At a more abstract level, we wonder whether the very notion of exogenous variables is at all useful in a growth framework (the only exception is perhaps the morphological structure of a country's geography).
Panel Regressions
Panel-data can help solve some of the problems cross-sections fail to address. Lee (1994a, 1994b) , and Barro and Sala-i-Martin (1995, ch. 12) , for example, make some progress on the issue of endogeneity. They use a panel in which the time series information is derived by splitting the time-period of analysis into two ten-year sub-periods, namely 1965 -75 and 1975 -85. "Stock" variables are, respectively, dated 1965 in the equation for 1965 -75 growth, and 1975 for 1975 growth. They stack the two crosssections for the two sub-periods, and apply a GLS estimator (to correct for serial correlation) where potentially endogenous variables are instrumented by their lagged values. Hence, their work partially corrects the endogeneity problem we found in cross-section work. However, their solution is only consistent under the assumption of "random" individual effects, i.e. individual effects that are correlated over time but not with the other regressors. The problem is that, as we showed above, the presence of a lagged dependent variable necessarily makes the random-effect assumption invalid. Hence, the GLS estimator induces a contemporaneous correlation between the error term and the right-hand-side variables. Thus, while correcting for some of the endogeneity, these contributions fail to deal with our other criticism; namely, omitted-variable bias and inconsistency associated with correlated country-effects.
The opposite is true for the papers by Knight, Loayza and Villanueva (1993) , Loayza (1994), and Islam (1995) : whereas these studies are the only panel-data contributions (that we are aware of) that address the question of correlated individual effects, they totally ignore the issue of endogeneity. These contributions employ an estimation procedure proposed by Chamberlain (1984) , and generally referred to as the "Π-matrix" approach. This method is based on a series of transformations of equation (2) that eventually leads to the estimation of a reduced form in which, for each period, a cross-section of income levels is regressed on all the explanatory variables in all periods. For example, for period s, the procedure calls for a least-square estimation of:
The structural parameters are then retrieved via minimum distance, exploiting the restrictions imposed on the reduced-form parameters by the transformations leading to (4). Clearly, this method is only valid if all the variables in W i,t can be assumed strictly exogenous. In particular, if any of the regressors is only predetermined, there will necessarily be contemporaneous correlation between explanatory variables and error terms in the reducedform estimation phase. 6 Clearly, the ensuing inconsistency will carry over to the minimum distance parameters.
In light of our discussion above, there is a strong a priori case for expecting the assumption of strict exogeneity to be violated in these regressions. In particular, the Π-matrix studies we are discussing include the investment rate and the population growth rate among the regressors. However, our case turns out to be much stronger than implied by a priori reasoning alone. In Sections 3 and 4 respectively we discuss and perform a statistical test of the hypothesis that the regressors employed by Knight, Loayza and Villanueva, and Islam are strictly exogenous. The test leads to a rejection, indicating that our "prior" that estimates relying on exogeneity are inconsistent is indeed supported by the data.
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We are aware of no empirical study of the determinants of economic growth that simultaneously addresses the two issues of correlated effects and endogeneity satisfactorily. In particular, our the above overview of the literature leads us to argue that almost all existing cross-country regressions, either based on cross-section, or panel-data techniques, have been estimated inconsistently.
A Consistent Estimator for Growth Regressions
We now provide a brief, intuitive description of an estimator that simultaneously addresses the issues of endogeneity and correlated individual effects discussed in the previous section. The Appendix presents a more technical treatment. We use an application of the generalized method of moments (GMM), proposed by Holtz-Eakin, Newey and Rosen (1988) and Arellano 7 There are two additional shortcomings to the methodology employed by Knight, Loayza and Villanueva, Loayza, and Islam, as applied to growth regressions. First, it only allows for specifications with a limited number of explanatory variables. This is because each additional regressor involves a more than proportional increase in the number of parameters to be estimated. Hence, degrees-of-freedom considerations heavily constrain the range of possible applications. For this reason these authors' contributions are limited to estimations of the Solow model, which involves relatively few right-hand-side variables. The estimator we present in the next section is free of this problem. In particular, we are able to apply it to any "determinants-of-growth" regression. A second problem with the "Π-matrix" method as applied to cross-country growth is that its consistency relies on an assumption of homoscedasticity in the error terms. It is commonly held, however, that international data are characterized by heteroscedasticity. Again, this difficulty does not apply to the estimator we present in the next section.
and Bond (1991) . This GMM estimator optimally exploits all the linear moment restrictions implied by a dynamic panel data model.
From now on, all variables will be taken as deviations from period means so that we will not need to include time-specific constants. With this reinterpretation of the variables in the growth regression, the terms ξ t drop from equation (2). The first step in the estimation procedure is to eliminate the individual effects via a first-difference transformation: (5) Equation (5) allows us to get at the parameters of interest without having to rely on any probabilistic statement concerning the country effect. However, the above relation cannot be estimated directly by a least square procedure for two reasons. First, we still have to deal with the endogeneity of the "flow" variables in W i,t−τ and W i,t−2τ . Second, the lagged-dependent variable is now correlated with the composed error term through the contemporaneous terms in period t − τ . Hence, instrumental variables are required. The solution we adopt is to use all of the past values of the explanatory variables as instruments in the regression.
Specifically, we make the following identifying assumptions. First, there is no τ -order serial correlation (i.e. E[² i,t ² i,t−τ ] = 0). Second, the "stock" variables in vector W i,t−τ (i.e. those variables measured at the beginning of the [t−τ, t] period) are predetermined. Third, the "flow" variables in W i,t−τ (i.e. those that are measured as an average of the τ periods from t − τ to t − 1) are not predetermined for ² i,t , but they are predetermined for ² i,t+τ .
The implications of these identifying assumptions can be illustrated easily. They imply, for example, that y i,0 and the stock variables in W i,0 are valid instruments for the equation in which we are estimating y i,2τ − y i,τ as a function of y i,τ − y i,0 and W i,τ − W i,0 . Moving up one period, we can use y i,0 , both the stock and the flow variables in W i,0 , y i,τ , and the stock variables in W i,τ in the regression for y i,3τ − y i,2τ , and so on.
9 The GMM procedure we describe in the appendix allows us to optimally exploit these identifying conditions.
It is clear that the GMM framework deals consistently (and efficiently) with the estimation problems we emphasized in Section 2. However, this consistency critically hinges upon the identifying assumption that lagged values of income and the other explanatory variables are valid instruments in the growth regression. As we have mentioned, a crucial necessary condition in this respect is the lack of τ -order serial correlation in the errors, ² i,t , of the equation in levels. We use five-year intervals, so that in our regressions τ is 5.
To address these concerns, in Sections 4 and 5 estimation results are complemented by a battery of specification tests (also developed by Arellano and Bond, 1991) .
10 In particular, we start by performing a Sargan test of overidentifying restrictions. This test is based on the sample analog of the moment conditions exploited in the estimation process, and evaluates the overall validity of the set of instruments. Next, we present two tests of the null hypothesis of no serial correlation in the errors in levels. One test is based on the difference between the Sargan statistic described above, and the one obtained by re-estimating (5), dropping all the moment conditions that would be invalid if the errors in levels were fifth-order serially correlated. The second is a test of the hypothesis that the errors in the differenced equation are not tenth-order serially correlated. As we show in the Appendix, this is a necessary condition for the errors in level to be fifth-order uncorrelated. This test is labelled m 2 in the Tables below. The Sargan, and the DifferenceSargan statistics are distributed chi-square under the null hypothesis, while m 2 is standard normal.
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Our procedure relies on rather weak predeterminacy assumptions about the explanatory variables. This feature allows us to escape the potential endogeneity bias we discussed in the previous section. This distinguishes our 9 In fact, this is similar to what Lee (1994a, 1994b) did for the equations in levels. However, as we mentioned above, their solution is not appropriate in the presence of correlated individual effects. In addition, they only instrument for some of their right hand side variables.
10 Further details are provided in the Appendix. 11 Arellano and Bond (1991) analyze the power of these tests. Assuming a correlation of 0.3 between ² i,t and ² i,t−τ , and using 5% as the level of significance, they show that the Difference-Sargan and the m 2 statistics reject in 70% and 92% of the cases, respectively. Since in all of our applications we can never reject the null of no serial correlation, it seems unlikely that we are systematically committing type 2 errors.
study from the "Π-matrix" panel-data studies by Knight, Loayza and Villanueva (1993) , Loayza (1994) and Islam (1994) . As argued above these papers involve a consistent treatment of the individual effect, but require an assumption of strict exogeneity of the vector W i,t . Notice that, under strict exogeneity, all leads and lags of the explanatory variables become valid instruments for our GMM procedure. Indeed, strict exogeneity implies that the estimates obtained in the above mentioned studies are asymptotically equivalent to those that would be obtained through our GMM estimator if all leads and lags of the explanatory variables were used as instruments.
12 The implication is the following: if strict exogeneity is violated, the Π-matrix estimates are inconsistent, while our GMM regressions are consistent. If strict exogeneity is not violated, then both approaches lead to consistent estimates, but ours is less efficient.
This suggests a natural way of testing the strict exogeneity assumption. Namely, we perform a Hausman test comparing our basic GMM estimates to those obtained adding current and future values of W i,t to the set of instruments. If the test rejects the null hypothesis that the two estimates are not significantly different, then the results obtained by the Π-matrix method are inconsistent. 
Testing the Solow Model Estimating the Solow Model
In this section we apply the estimation procedure described above to the basic neoclassical growth model, developed by Solow (1956) and Swan (1956) . Our agenda is twofold. First, we want to find out quantitatively how important are the econometric issues we stressed in the previous two sections. We accomplish this by comparing our new, consistent estimate of the Solow model to other estimates that follow procedures prone to omitted variable and/or endogeneity bias. We find that the impact of the correction is striking. Second, we use our estimates to test whether the implications of the model are borne out by the data. Our tests unambiguously reject both the textbook and the augmented version of the Solow model. The Solow model assumes an aggregate production function, with arguments effective labor and the stock of capital. Technological progress, population growth and capital depreciation take place at constant, exogenous rates. The economy is closed. Finally, and most importantly, there is an exogenous and constant rate of saving. It is well known that this model (with Cobb-Douglas technology) leads to the following approximation of the behavior of a country's growth rate in a neighborhood of the steady state:
where
In equations (6) and (7), n is the population growth rate, g is the rate of labor-augmenting technological progress, d is the rate of depreciation of physical capital, α is the share of capital in total output, and s is the saving rate. λ is called the convergence rate, in that it measures the speed at which a country's output converges to its steady state level. Mankiw, Romer and Weil (1992) , Knight, Loayza and Villanueva (1993) , Loayza (1994) and Islam (1995) perform tests of the Solow model based on an estimate of the reduced form (6). Using ordinary least squares for a cross-section of countries, Mankiw, Romer and Weil reject the model's restrictions. Instead, based on the panel-data estimator proposed by Chamberlain (1984) , the growth model with exogenous savings is found to be consistent with the data in the other three contributions. Equation (6), however, is clearly a specialization of (1). In Section 2 we explained why the growth estimates in those papers should be expected to be unreliable. Hence, we repeat tests similar to those in the literature, building on consistent estimates of (6) as described in Section 3.
We use international panel-data from Summers and Heston (1991) , as made available by Barro and Lee (1994c) . In particular, we focus on a subsample of 97 countries selected by Barro and Lee (1994a) for their growth regressions.
15 Time is measured in years and, in our regressions, τ is 5. We focus on the same time span used in previous studies of the Solow model, namely 1960 Solow model, namely to 1985 . Since data at 5-year intervals are missing for some quinquennia for some countries, we modified the estimator discussed above to accommodate unbalanced-panel data. By doing this, we are able to use all 97 countries in the sample, thereby avoiding potential sample-selection bias induced by data availability.
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In our regressions, output is measured by GDP per-capita at constant, 1980 international prices. The saving rate at time t−τ is proxied by the ratio of real domestic investment to GDP, taken as an average over the 5 years preceding t. n i,t−τ is the average population growth rate between (t − 5) and (t − 1). Finally, we follow Mankiw, Romer and Weil (1992) in choosing 0.05 as a reasonable assessment of the value of (g +d). However, we also tried -as a robustness check -the alternative measure 0.07. There was no appreciable difference in results.
We start by applying our estimator to an unrestricted version of (6). That is, we allow the coefficients on ln(s) and −ln(n + g + d) to differ. The regression yields (standard errors in parenthesis):
The coefficient on lagged output has the expected negative sign, and is strongly significant. So are the coefficients on the investment rate and the rate of population growth, which also are signed in a manner consistent with the Solow model. By inspection of equation (6) it is clear that an estimate for λ can be recovered from the coefficient on lagged output. This implied value of the convergence rate is 0.128. The first row in Table 1 reports this, as well as other estimates of the convergence coefficient obtained using different estimation procedures.
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Column MRW reproduces the value of λ implicitly found by Mankiw, Romer and Weil (1992 Summers and Heston (1988) , rather than the updated version of the data employed here. Second, for the estimates reported in the first column of Tables 1 and in the MRW cross-section. In the two intermediate columns we try to identify the sources of this difference. The column OLS estimates convergence applying ordinary least squares to a pooled regression of our panel. The estimated λ is the same, up to three decimal figures, as the one found by Mankiw, Romer and Weil using the cross-sectional approach. This indicates that it is not the mere breaking up of the 25 year interval into shorter sub-periods that drives our results. This is important because a potential problem of estimating growth regressions with 3, they use a sub-sample of 98 countries that only intersects the Barro and Lee (1994a) sample. Third, they measure population growth by the rate of growth in the workingage population, rather than total population. Remarkably, however, when we apply their estimator (ordinary least squares, 1960-85 cross-section) to our data and sample, we find that the impact of the three differences above is negligible relative to the impact of the difference in empirical methodology. In particular, the implied convergence coefficient from a cross-sectionà la Mankiw, Romer and Weil, with our data, is 0.008. By comparing this with the corresponding estimates reported in the first and last columns of Table 1 , it is clear that the change in results attributable to the difference in samples is dwarfed by the one attributable to the difference in method.
panel data is that the presence of business cycles may induce upward bias in the convergence coefficient. The result in column OLS seems to indicate that this effect is not important.
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The next column reports the implied convergence coefficient according to Knight, Loayza and Villanueva (1993) , that we take as representative of the three papers using the Π−matrix approach.
20 As we argue in Section 2, the estimation procedure used in these papers involves a correct treatment of the correlated individual effect. However, this procedure fails to address the other major potential flaw in growth empirics, i.e. the endogeneity of the explanatory variables. Hence, we regard the change in results from columns MRW and OLS to column KLV as a measure of the role of the inappropriate treatment of correlated country-specific effects in biasing the Mankiw, Romer and Weil (1992) results. On the other hand, the difference between column KLV and the one presenting our GMM estimates captures the role of endogeneity in the explanatory variables. These comparisons make it clear that the country-specific effect is important, but it is not nearly the end of the story. In particular, the correction for endogeneity accounts for approximately one-half of the difference between our estimate and Mankiw, Romer and Weil's. We now turn to assessing the growth-theoretic implications of our finding.
Two Tests of the Solow Model
It is clear from equation (6) that one possible test of the Solow model is a test of the restriction that the coefficients on ln(s) and ln(n + g + d) (say δ 1 and 19 An additional reason why we believe our results may be immune from bias generated by business cycle phenomena is that we estimate a regression in deviations from period means. This is equivalent to using time dummies. Kraay and Ventura (1995) show that business cycles are highly correlated internationally. Hence, we argue that the bulk of the short-run fluctuations, i.e. the component that co--moves world-wide, is controlled for in our estimates. Finally, the specification tests we present at the end of the section indicate no evidence of cycle effects. 20 The results in Loayza (1994) and Islam (1995) are very similar.
δ 2 ) are opposite in sign and equal in absolute value 21 . The estimates reported in equation (8), however, do not seem to accord with this prediction. The second row in Table 1 reports results for a formal test of this hypothesis, both for our procedure and, when available, for others. Our test result implies a clear rejection of the model's restriction at the 0.05 significance level. This is in sharp contrast with test results falling in the acceptance region in Knight, Loayza and Villanueva (1993) , and in the pooled OLS regression.
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A second test of (the joint hypothesis of Cobb-Douglas production function and) the Solow model can be obtained by re-estimating (6), imposing the restriction that savings and population growth enter as a difference. This restricted regression is just identified in the parameters of interest λ and α . Since α measures the share of physical capital in income, its estimated value should be approximately 1/3.
When we estimate the restricted regression the result is:
(0.140) (0.0778)
The third and fourth rows of Table 1 show values respectively of the convergence coefficient λ and the capital share α, implied by the coefficients in (9). The first thing to observe is that estimates of the convergence coefficient are not much affected by restricted, rather than unrestricted, estimation. Hence, the striking impact of correcting for the endogeneity and omitted variable biases is robust to this modification.
As for the implied value of the capital share, we find an implausibly low value of 10%. Hence, the second test rejects the model as well. 23 
Tests of Specification
In a GMM framework, it is important to check the validity of the moment conditions being exploited. In the present context, lack of first-order serial correlation in the error terms of equations (8) and (9) is the key assumption underlying the consistency of our estimates. Table 2 reports test statistics and p-values for the various specification tests discussed in Section 3 for our two GMM regressions. In light of the test results, the moment conditions underlying our estimator seem to be robustly supported. The hypothesis that the errors in the level equation are serially uncorrelated is not rejected by either the m 2 or the Difference-Sargan statistics. 24 Similarly, the Sargan tests for overidentifying restrictions are associated with p-values that place them in the acceptance region. Note that these test results contribute to our argument that business cycle effects are not biasing our results in a significant way. If such a bias were present, in fact, it would necessarily take the form of first-order serial (from equation (7)). A 10% average population-growth rate is even more implausible an implication than a 10% capital share.
24 By its construction, the m 2 test can only be performed when there are at least 3 first-difference equations for each unit in the sample. In our unbalanced panel, however, this requirement is not always met. Hence, we report m 2 test results for the corresponding balanced-panel. The loss in sample size, however, is minimal (3 countries). correlation of the level equation. By rejecting first-order serial correlation in general, our tests also reject it for the special case in which the correlation is generated by the cycle. The fourth row of Table 2 reports Hausman tests for the hypothesis that the explanatory variables are strictly exogenous. In the unrestricted regression this test leads to a strong rejection. The rejection has two kinds of implications. First, notice that the fundamental assumption of the Solow model is that the investment rate (as well as the rate of population growth) is exogenous. Hence, the fact that we uncover strong evidence of endogeneity of the variables on the right-hand-side of (8) is itself a rejection of the model. This evidence -already implied by the dramatic effects on estimation results obtained by dropping the strict exogeneity assumption, as seen in Table 1 is here complemented by the results of the Hausman test.
Second, the assumption that the explanatory variables are strictly exogenous plays a crucial role in the estimates that use the Π−matrix approach. Hence, as we anticipated in Section 2, the Hausman-test results lend further support to our "prior" that the results of papers using this approach are asymptotically inconsistent.
The Augmented Solow Model
After rejecting the standard Solow model, Mankiw, Romer and Weil (1992) estimate an augmented version in which the production function also includes the stock of human capital. Their very large implied estimate of α suggests that employing a broader concept of capital may make the Solow model look better. Indeed, they find that the augmented model delivers extremely reasonable results. Since we reject the basic model because it implies too low, rather than too high, a share of capital, it seems highly unlikely that Mankiw, Romer and Weil's solution (doubling capital) will work in our case. However, we now briefly report the results of performing such an experiment using the generalized method of moments estimator.
In the augmented model human capital is accumulated by investing a constant fraction, s h , of output in human-capital-enhancing activities (the rate of investment in physical capital is now s k ). In the analysis that follows, we proxy this variable by a country's secondary-enrollment rate, as provided by Barro and Lee (1994c) . 25 The reduced form becomes:
where γ is the share of human capital in output, and the convergence rate λ is accordingly modified as:
As before we can perform two tests of this model. In the first one, we estimate an unrestricted version of (10), i.e. we allow for free coefficients on the two investment variables and the demographic variable. The test is then based on the difference from zero of the sum of these coefficients (indicated δ 1 +δ 2 +δ 3 = 0 in Table 3 ). Alternatively, one can run a restricted regression. For such a regression, λ, α and γ are just identified, and one can determine whether their estimates are consistent with their economic interpretation under the Solow model. Table 3 reports the available results. Tables V and VI) and Knight, Loayza and Villanueva (1993, Table 2) . Column OLS reports results from a pooled, ordinary least squares regression. The last column corresponds to a generalized method of moments estimate.
As in Knight, Loayza and Villanueva (1993) , including the proxy for investment in human capital causes the estimated convergence coefficient to drop sharply.
27 Our estimates, however, remain several orders of magnitude greater than Mankiw, Romer and Weil's. Also, the relative contribution of 27 The results on the augmented Solow model from Knight, Loayza and Villanueva (1993) should be interpreted with caution. Because they can only obtain an implied estimate of λ when using a time-invariant measure of investment in human capital, the authors employ a mixed panel-cross-section technique whose interpretation in terms of the Solow model omitted variable bias and endogeneity in explaining this difference is approximately unchanged. Again, there is no appreciable difference between the two OLS procedures (cross-section and panel).
As for the tests of the theory, notice that our unrestricted regression does not lead to rejection of the hypothesis that the three coefficients other than the one on lagged output sum to zero. However, an unambiguous rejection is represented by the estimate of the share of human capital implied by the restricted regression, which is negative, large in absolute value, and strongly significant. We interpret this finding as clear evidence against the augmented Solow model.
28 Notice that, instead, the OLS regressions provide fairly reasonable estimates of the two capital shares. This is one of the results that lead Mankiw, Romer and Weil (1992) to accept the augmented Solow model. The specification-test results for the augmented model (available from the authors) are broadly consistent with those we report for the textbook version. In sum, our results in this section indicate that: (i) the estimation issues raised in this paper are important: correcting for the biases that plague standard growth empirics leads to dramatic changes in results; (ii) both the assumptions and the implications of the textbook Solow model are inconsistent with the evidence we uncover; (iii) also the augmented version of the model does not withstand empirical testing. In the next section we therefore abandon the restrictive framework of the Solow model and look at more general formulations.
Estimating Convergence
Having rejected the specific functional form associated with the Solow-Swan neoclassical growth model, we want to use a more general specification. We is not transparent. Dehejia (1994) , however, repeats the experiment with an alternative, time-varying proxi for human capital investment, and obtains results similar to those in the KLV column of Table 3 .
28 In light of this result, the non-rejection in the earlier test can be attributed to high standard errors in the unrestricted regression.
apply the estimator described in Section 3 to a set of cross-country growth regressionsà la Barro. Taking into account individual effects and the endogeneity of the set of explanatory variables changes several of the results obtained in the previous literature. In particular, interpreting the coefficient on lagged output as reflecting the speed of conditional convergence indicates that this parameter is about ten percent per year for a wide range of specifications. We follow standard practice, and regress the rate of growth of real per-capita-GDP on two sets of variables. First, we consider beginning-ofperiod levels of state variables, which account for the economy's initial position. Second, we include a set of control variables that capture differences in steady-states across countries. This specification is consistent with a variety of neoclassical growth models that accept as a solution a log-linearization around the steady-state of the form
whereŶ t is GDP per effective worker at time t,Ŷ * is its steady-state value, and λ, as before, is the convergence rate. As in the previous section, we consider a panel including five 5-year periods from 1960 to 1985, for the Barro and Lee (1994a) sample of 97 countries. We also start by using, as a benchmark, the same set of explanatory variables as in the Barro and Lee study. They include as state variables in each regression the initial level of per-capita GDP, the average number of years of male and female secondary schooling and the logarithm of an index of life expectancy. The first is used to proxy the initial stock of physical capital, while the others are proxies for the initial level of human capital. All state variables are measured at the beginning of each 5-year period. The control variables are the investment ratio (I/GDP), the government consumption ratio (net of education and defense expenses, G/GDP), the logarithm of 1 plus the black market premium (BMP) and the number of revolutions; these are included as annual average values for each 5-year period. Table 4 shows the results. The first column presents the Barro and Lee (1994a) estimates. This is a three stage least squares estimation, in which lagged values of per-capita income, and of the investment and government consumption ratios are used as instruments. As was pointed out in Section 2, this procedure fails to account for correlated individual effects, leading to inconsistent estimates. The Barro and Lee regression covers the periods 1965-75 and 1975-85 , and uses as a dependent variable the average annual growth rate of real GDP per capita for each of these two sub-periods. Since we are going to perform the GMM estimation procedure described in Section 3 using four first-difference equations from 1965 to 1985, we also present, as a transition, a pooled ordinary least squares regression in levels using five year periods from 1965 to 1985. The estimates obtained from this procedure -displayed in column 2 of Table 4 -are inconsistent for the same reason as the Barro and Lee results in column 1.
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Given the difference in time intervals, the coefficients on lagged GDP in columns 1 and 2 are not directly comparable. However, we can use the normalization provided by the convergence coefficent, λ, which is also reported in the table. Both Barro and Lee's and the OLS regression imply values for the convergence coefficient that are consistent with the existing consensus that convergence takes place at a rate roughly in the 2 -3 percent interval. More generally, the comparison of the two columns shows that changing the length of the period covered by each equation of the panel has little effect on most of the coefficients, indicating no evidence of business cycle effects contaminating the estimates. Only the coefficient on revolutions, which appears to be non-significantly different from zero, differs from that used by Barro and Lee. 31 Columns 3, 4, 5 and 6 report general method of moments estimates for four different specifications of the growth regressions. The regression in column 3 uses the same benchmark specification as those in columns 1 and 2. The major result is that the speed of convergence jumps from below three to almost ten percent per year. The other differences include a reversal in the signs of male and female education, government expenditure, and revolutions, and a loss of significance of the index of life expectancy. These are dramatic changes, and -like the corresponding comparisons in Section 4 -they indicate that the sources of inconsistency for which our GMM estimator is designed to control have a strong qualitative and quantitative impact in standard growth empirics.
In Column 4 we drop the life expectancy variable, which was insignificant in Column (3). This causes the number of revolutions to become insignificant. In Column 5, then, we try an alternative measure of political instability: the average number of political assassinations per million population per year. Unlike revolutions, this variable is significant, and has the expected negative sign. In column 6 we add the rate of change of the terms of trade, a variable that captures favorable shocks to external competitiveness. This addition is also successful. At the end of this brief specification search, the convergence rate is again at 10%. Before discussing the economic implications of this high figure, we briefly comment on the other coefficients.
Barro and Lee obtain a significantly negative coefficient on female education, and a significantly positive one on male education. We find the exact opposite. Both results are puzzling because, whereas different models lead to different predictions on the expected sign of the coefficient on the human capital variables, there is no theory that is consistent with different signs for male and female human capital. However, it often has been documented that there is a strong negative relationship between female education and fertility rates, and an equally strong negative relationship between fertility rates and growth rates.
32 Hence, our interpretation is that the female education variable captures both (positive) fertility effects, and (negative) human capital effects, and the former outweighs the latter. Male education, on the other hand, only represents a human capital effect. Hence, its negative coefficient.
Another new result is the robustly positive contribution of the government spending ratio, net of military and educational expenditures. A positive role of government spending in growth is predicted by the Barro (1990) model of productive government services. The other results are standard. The positive role of the investment ratio is usually interpreted as capturing the effect of savings on the steady state. The negative sign on the black market premium represents financial repression and other government activities that distort the market allocation mechanism. Political assassinations are the result of social instability and uncertainty about property rights: these factors hinder economic growth. Finally, the terms of trade capture the role of interdependence in the growth process. Table 5 shows results for the specification tests discussed in Section 3. The Sargan test does not reject the validity of the overidentifying restrictions. The Difference-Sargan test does not reject in either of the four cases the null hypothesis of absence of second order serial correlation in the residuals from the first-difference equation. The same result is obtained using the m 2 test. In addition, the Hausman test strongly rejects the strict exogeneity of each set of explanatory variables.
Implications for Growth Theory
Our key result is a convergence speed of about 10 percent per year. This is a high rate of convergence: it implies that the average time an economy spends to cover half of the distance between its initial position and its steady-state is about seven years instead of the thirty implied by convergence rates between two and three percent. As a consequence, most economies will usually be very near to their steady states, and the important differences in per-capita income levels across countries will mainly be explained by differences in their steady-state values.
What is the relatioship between these differences in steady-state output and the country-specific effects? Figure 1 plots estimates of each country's individual effect against its output level in 1985 (both as deviations from the international average).
33 Because countries are close to their steady states, the latter is a rough estimate of the steady state (relative to the international average). The Figure reveals a strikingly high correlation between country effects and output levels. We now discuss a possible interpretation of this finding.
34
As we pointed out in Section 2, it is natural to interpret the idiosyncratic component as representing international differences in the parameters characterizing the aggregate production function. Some authors argue that cross-country differences in the aggregate production function should be ruled out a priori, because knowledge of how capital and labor can be most efficiently combined to generate output flows freely across borders. Other authors object to this "public-good" view of technology, and stress excludability (through patent laws and secrecy), learning by doing, organizational capital, and a variety of sources of empirical evidence, to argue that the available set of technologies differs substantially across countries. This second view is reinforced if one adopts a broader interpretation of the aggregate production function that recognizes the role of societal norms, custom, political institutions and legal systems in determining the overal efficiency with which a society functions.
35 Needless to say, the large role of individual effects we uncover tends to support the view that international differences in technology are important.
36
One remaining problem is the need to explain the large and persistent differences in growth rates (as opposed to output levels) across countries.
33 See the Appendix for the procedure by which we obtain these estimates of η i . 34 The high correlation depicted in Figure 1 is a total correlation, in the sense that determinants of a country steady-state output level, other than the country effect, are not partialled out. These other determinats are likely to be correlated with the country effect. Hence, it would be misleading to interpreting the relationship in Figure 1 as describing the degree to which country effects "explain" differences in incomes across countries.
35 It would be beside the point to survey this debate any further here. See, for an example, Mankiw (1995) and the comments that follow, as well as the literature cited therein. 36 Differences in (broad) production functions also help explain other "puzzles" of growth theory, such as "why capital does not flow from rich to poor countries", or, equivalently, why large international differences in rates of return do not appear to exist.
Because our high rate of convergence implies that countries are close to the steady state, it is difficult to appeal to transitional dynamics to explain why some countries grow much faster than others. A tentative solution is as follows. As discussed above, in the general specification of growth regressions a linear combination of the observable explanatory variables (other than lagged income) and the individual effect (W i,t−τ δ + η i in equation 1) is intended as a proxi for steady-state output (ln(Ŷ * ) in equation 12). By definition η i is constant, but elements of W i,t−τ can (and do) vary over time. Hence, we can interpret these shifts in the observable explanatory variables as proxies for shifts of the steady state. Such shocks to the steady state set the transition process in motion again. Countries with exceptionally high growth rates are countries that experienced repeated shifts "forward" in the steady state during the sample period.
37
We conclude with two observations that try to single out, within the class of neoclassical models that predict convergence, the particular variant that seems most likely to have generated the data. The first observation is that high convergence rates are typically associated with open economy versions of the neoclassical model. In particular, Barro and Sala-i-Martin (1995, ch. 3) argue that a model combining collateral constraints to international borrowing, finite lifetimes, and adjustment costs would predictin an open economy setting -rates of convergence that, albeit finite, are higher than those implied by closed economy models. Accordingly, the high rate of convergence found in this paper favors open economy versus closed economy versions of the neoclassical growth model. The significant effect of international trade measures, reported in Table 4 , also supports this view.
The second point is that, as repeatedly noted since Mankiw, Romer and Weil (1992) , it is difficult to reconcile high speeds of convergence with high values of the share of capital.
38 In Section 4 we have seen how this 37 Neoclassical theory requires these shifts to be perceived as permanent by the representative consumer. It should be noted that our results are also consistent with a completely different theoretical framework. In the two-sector, open economy model analyzed by Ventura (1995) a strong negative association between GDP levels and growth rates in a cross-section can be associated with permanent differences in international growth rates. 38 See the discussion in Mankiw (1995 In order to be consistent with our new estimate of a 10% convergence rate the formula requires a share of capital on the order of 30%, the standard figure associated with non-augmented versions of the growth model. In summary, we find that countries converge to the steady state at a rate of approximately 10 percent. Differences in technology appear to play a large role in explaining international differences in per capita income levels. Our findings tend to support open economy versions of the neoclassical growth model. There is no evidence that human capital enters independently as an input in the aggregate production function.
Conclusions
In this paper we have criticized existing cross-country empirical research on economic growth, showing that the statistical assumptions underlying such other direction, by noting that speeds of convergence in a neighborhood of 2% are not compatible with the share of capital of 30 percent implied by the standard Solow and Ramsey models respectively. 39 The formula is
where ρ is the rate of intertemporal preference, θ is the inverse of the intertemporal elasticity of substitution, ζ = ρ − n − (1 − θg), and ² = η/(1 − ω). In the last expression, η (ω) is the share of capital that cannot (can) be used as collateral for international borrowing.
40 See Barro and Sala-i-Martin, 1995. work are violated. We have suggested that generalized method of moments estimation is immune to the inconsistency problems that invalidate standard techniques. All of our applications to growth of the GMM estimator show that eliminating the sources of inconsistency produces striking effects. We have presented two sets of results using the consistent estimator. First, we have tested some of the implications of the Solow (1956) model, both in the textbook and in an "augmented" form. Neither of the two versions is consistent with the data.
Second, we have estimated a number of "determinants of growth" regressions. The main result is that a country's GDP per capita converges to its steady state level at a rate of about 10%. We have discussed the theoretical implications of this finding.
Revisiting other data sets with improved techniques may also be fruitful. In particular, regional data sets on the United States, Europe and Japan have been used to study questions similar to those addressed with the Summers and Heston data (see, e.g., Sala-i-Martin (1992, 1995, ch. 11) ). Arguably, to the extent that such regions share similar technologies and tastes, the incorrect treatment of the individual effect may be less serious a source of bias. However, there is no reason to expect endogeneity to be less of a problem in cross-regional relative to cross-country growth. Hence an appropriate estimation procedure is needed.
follows, we concentrate on the case T = 4, which is the case that applies to our regressions.
Consider a partition of the vector W i,t into variables that are predetermined for ² i,t+τ , say W 1 i,t , and variables that are predetermined for ² i,t+2τ , W 
Call M the number of columns of Z i . Now define the vector of differentiated errors:
The above predeterminacy assumptions, together with the assumption of no τ -order serial correlation, imply that E(Z 
Where N is the number of countries in the sample, and A j is any symmetric, positive semi-definite matrix of dimension (M × M). Let us introduce the following notation: 
The asymptotic covariance matrix of θ j is
where A * j is the probability limit of A j . A consistent estimate of Λ is:
.e. the variance-covariance matrix of the moment conditions being exploited. Arellano and Bond (1991) suggest a two-step procedure. In the first step it is assumed that the errors ² i,t are independent and identically distributed, with constant variance σ 2 ² . This implies
A first-step estimate of θ, θ 1 , is then obtained using
in (15). θ 1 is consistent (since A 1 is positive semi-definite) and asymptotically efficient if the homoscedasticity assumption is correct. In the second stage homoscedasticity is relaxed. Instead, the first-stage estimated errors,ν 1 i , are used to build a consistent estimate of the variance-covariance matrix of the moment conditions. This is then used as a weight matrix in the second stage:
Tests of Specification
The Sargan statistic is given by 41 However, they are 2τ -order uncorrelated if the ² i,t are τ -order uncorrelated. Hence, a rejection of the null that the ν i,t is 2τ -order uncorrelated is equivalent to a rejection of the hypothesis that 41 We rule out the (unlikely) case in which ² i,t is a random walk. 
is an average of the 2τ -order covariances of the differenced equations. Q is the appropriate standardization. m 2 is standard normal and can be used as a test of the null hypothesis that the differenced errors are not 2τ -order serially correlated.
Measurement Error
No growth regression is immune to the problem of measurement error. The question is whether our estimation procedure could make the problem worse, relative to standard techniques. The paper presents very strong evidence that the errors in the growth equation are not 5-order serially correlated. Obviously this implies that measurement error, if present, cannot be 5-order serially correlated. It is rather simple to show that, with such temporary measurement error, the GMM estimates (like those obtained by the standard literature) tend to overestimate the rate of convergence. However, GMM estimates obtained by dropping the most recent instruments for each equation (for example, dropping ln(Y t−10 ) from the list of instruments for the equation in which 4ln(Y i,t ) appears on the left-hand-side) are consistent. Hence, we reestimate convergence with this smaller set of instruments, and compare the new estimates free of measurement error with those presented in the text. If measurement error is playing a role in upward-biasing our results, the latter should tend to be systematically greater than the former. Table 6 presents this comparison for the growth regressions presented in Table 4 . It is clear that there is no systematic pattern of over-estimation of convergence associated with our GMM estimates.
Estimation of the Individual Effects
Define x i,t as the deviation from the cross-sectional mean of x, i.e. x i,t = x i,t − 1/N ( P i x i,t ). Rewrite equation (2) in deviations from the international mean:
y i,t =β y i,t−τ + W i,t−τ δ + η i + ² i,t
Now use the estimates ofβ and δ from our "preferred" equation (column 6 of Table 4 ) to obtain estimates of the quantity η i + ² i,t :
Finally, obtain estimates of η i by taking the time-average of the last quantity:
Because the time dimension is small, this is obviously a very rough estimate, and is only intended to give an "order of magnitude" idea of the role of the individual effects. Note: The dependent variable is [ln(Y i,t ) − ln(Y i,t−τ )] /τ . τ is 10 in Column 1, and 5 in Columns 2-6. Column 1 is reproduced from Barro and Lee (1994a , Table 5 ). *, † and ‡ indicate that the coefficent is significantly different from 0 at the 1, 5 and 10% significance level, respectively. Standard errors are in parenthesis. 
