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EXPLICIT SOLUTIONS TO A VECTOR TIME SERIES MODEL
AND ITS INDUCED MODEL FOR BUSINESS CYCLES
XIONGZHI CHEN
Abstract. This article gives the explicit solution to a general vector time series model
that describes interacting, heterogeneous agents that operate under uncertainties but
according to Keynesian principles, from which a model for business cycle is induced
by a weighted average of the growth rates of the agents in the model. The explicit
solution enables a direct simulation of the time series defined by the model and better
understanding of the joint behavior of the growth rates. In addition, the induced model for
business cycles and its solutions are explicitly given and analyzed. The explicit solutions
provide a better understanding of the mathematics of these models and the econometric
properties they try to incorporate.
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1. Introduction
The study and modeling of business cycles have significant importance in economic the-
ory and practice; see, e.g., Burns and Mitchell (1946), Lucas (1977), Kydland and Prescott
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(1977) and Kydland and Prescott (1982). Models of business cycles have various forms as
surveyed in Ahking and Miller (1988) and Lucas (1991). Among them, one was proposed
(earlier but then published) in Ormerod (2001), and it is based on interacting, heteroge-
neous agents that behave under uncertainties about the future but according Keynesian
principles. The model is quite general, and the rationale and good performance of the
model are detailed in Chapter 9 of Ormerod (1998). Even though only partial solution
of the model as “integral equations” has been provided in Ormerod (2001) or Ormerod
(1998), neither the mathematical properties of the model nor how the individual agents’
growth rates that are tied by the model should behave has been analyzed. Further, the
induced model for business cycles has not been analyzed mathematically. This makes un-
derstanding of the long term econometric behavior of the growth rates employed in the
model and of the business cycles the induced model is able to capture, less transparent and
somewhat difficult. To resolve these issues, we derive the explicit solutions to the model
and the induced model, analyze the key properties of these solutions, and make connections
between their mathematical features and econometric implications.
The rest of the article is organized as follows. In Section 2 we state the autoregressive
model, and the explicit decomposition of the transition matrix (see (2.3)) involved in the
model is provided in Section 3. The explicit solution of the model and its properties
are given in Section 4, and solutions to the induced model for business cycles and their
properties are explored in Section 5. A brief discussion in Section 6 ends the article.
2. The Vector Autoregressive Model
For i = 1, . . . , n with n ∈ R and t ∈ Z+ = {m ∈ Z : m ≥ 0}, let xi (t) be the growth
rate of the output of the i’th firm in period t and yi (t) the rate of change of the sentiment
about the future of the i’th firm formed in period t. Further, define
Cn =
{
w = (w1, . . . , wn) ∈ Rn : min
1≤i≤n
wi > 0,
∑n
i=1
wi = 1
}
.
The overall rate of growth of the output is the weighted sum of the individual growth rates,
defined as x¯ (t) =
∑n
i=1 bixi (t) for some b = (b1, . . . , bn) ∈ Cn, and the overall rate of growth
of sentiment is the weighted sum of the individual yi (t), defined as y¯ (t) =
∑n
i=1 aiyi (t) for
some a = (a1, . . . , an) ∈ Cn. Further, {xi (t)}ni=1 and {yi (t)}ni=1 are related by the model
proposed in Ormerod (2001) as
(2.1)
{
xi (t+ 1) = (1− α)xi (t) + α [y¯ (t) + εi (t)]
yi (t+ 1) = (1− β) yi (t)− β [x¯ (t) + ηi (t)]
for constants α, β ∈ R, εi (t) ∝ N
(
µi, σ
2
i
)
and ηi (t) = εn+i (t) ∝ N
(
µn+i, σ
2
n+i
)
for
µi, µn+i ∈ R and σi and σn+i > 0, where ξ ∝ N
(
µ, σ2
)
means that ξ is Normally dis-
tributed and has density
gµ,σ2 (x) =
(√
2piσ
)−1
exp
[
− (2σ2)−1 (x− µ)2]
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for x ∈ R. Here we assume that all random vectors are defined on a common probability
space (Ω,F ,P), where Ω is the sample space, F a sigma algebra on Ω, and P the probability
measure.
Let xt = (x1 (t) , . . . , xn (t)), yt = (y1 (t) , . . . , yn (t)), zt = (xt,yt)
T , εt = (ε1 (t) , . . . , εn (t)),
ηt = (η1 (t) , . . . , ηn (t)), and γt = (αε (t) ,−βη (t))T , where the superscript T denote trans-
pose of a matrix. Further, letMs×s′ with s, s′ ∈ N be the set of s× s′ real matrices, which
is denoted by Ms when s = s′. Then model (2.1) can be rewritten as
(2.2) zt+1 = Mzt + γt,
where the “transition matrix”
(2.3) M =
(
(1− α) In α1Tna
−β1Tnb (1− β) In
)
∈M2n,
Is denotes the s× s identity matrix, and 1s is a row vector of s one’s.
Model (2.2) bundles the agents’ growth rates stored in the vector zt together, in which
zt is sent into the very near future by the mapping induced by the matrix M. Therefore,
it put restrictions on how zt should behave jointly. However, no explicit solution in {zt}Z+
has been available. This makes hard the direct simulation of {zt}Z+ and difficult the un-
derstanding of the long term behavior of {zt}Z+ both mathematically and econometrically.
3. Decomposition of The Transition Matrix
To probe into the long term behavior of {zt}t∈Z+ and how they are tied together in
model (2.2), an efficient strategy is to decompose the 2n × 2n matrix M into products of
simpler matrices. To this end, we need to understand the nontrivial invariant subspaces, if
they exist, of the mapping induced by the 2n× 2n matrix M. To maintain good economic
meaning of model (2.2), it is natural to assume
(3.1) (α, β) /∈ {(0, 0) , (1, 1)} .
The results to be presented in this section are independent of the distributional assumptions
on γt for t ∈ Z+.
3.1. Jordan Canonical Form of M. In this subsection, we provide the Jordan canonical
form (see, e.g., Jacobson (1953) for a definition) of M in the vector space R2n over R.
This will help convert the iterative identity, i.e., (2.2), for {zt}t∈Z+ into a direct, explicit
representation in (4.1) without computing the averages x¯t or y¯t. For θ ∈ R set J1 (θ) = θ,
and for a natural number r ≥ 2 define the Jordan block
(3.2) Jr (θ) =

θ 1
θ 1
. . .
. . .
θ 1
θ
 ∈Mr
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whose diagonal entries are all θ, superdiagonal entries are all 1, and unmarked entries
are identically zero. Let f (λ) = |λI−M| be the characteristic polynomial of M, ∆ =
α2 + β2 − 6αβ, d1 =
(
3− 2√2)β and d2 = (3 + 2√2)β. The following theorem gives the
roots of f (λ) and conditions on if M can be diagonalized.
Theorem 1. The characteristic polynomial
(3.3) f (λ) = (λ− 1 + β)n−1 (λ− 1 + α)n−1 g (λ)
with
(3.4) g (λ) = (λ− 1)2 + (λ− 1) (α+ β) + 2αβ.
So, f (λ) always has real roots λ1 = 1− α and λ2 = 1− β. In addition, the following hold:
(1) If min {d1, d2} < α < max {d1, d2}, then f (λ) has no other real roots and M can
not be diagonalized in the vector space R2n over R.
(2) If α ≤ min {d1, d2} or α ≥ max {d1, d2}, then f (λ) has two more real roots λ3 =
2−1
(
2− α− β +√∆
)
and λ4 = 2
−1
(
2− α− β −√∆
)
. If α < min {d1, d2} or
α > max {d1, d2}, the Jordan canonical form of M is the diagonal matrix
(3.5) J = Q−1MQ = diag {λ1In−1, λ3I1, λ2In−1, λ4I1}
for some nonsingular matrix Q ∈M2n. However, if α = d1 or α = d2, M can not
be diagonalized in the vector space R2n over R and the Jordan canonical form of
M is
(3.6) J = Q−1MQ = diag {λ1In−1, λ2In−1,J2 (λ3)}
for some nonsingular matrix Q ∈M2n.
Proof. For some ε ≥ 0, let
(3.7) Mε =
(
(1− α− ε) In α1Tna
−β1Tnb (1− β) In
)
,
and
(3.8) Mλ,ε = λI2n −Mε =
(
(λ− 1 + α+ ε) In −α1Tna
β1Tnb (λ− 1 + β) In
)
.
Then M0 = M, and it’s obvious that λ1 = 1 − α and λ2 = 1 − β are roots of f (λ) since
rank (Mλ,0) = n+ 1 < 2n when λ = λ1 or λ = λ2. To find other roots of f (λ), set
Tε =
(
In 0
−β
λ−1+α+ε1
T
nb In
)
∈M2n
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where ε > 0 is now assumed and 0 denotes a matrix with identical zero entries of compatible
dimension. Then |Tε| = 1 and
M˜ε = TεMλ,ε
=
(
In 0
−β
λ−1+α+ε1
T
nb In
)(
(λ− 1 + α+ ε) I −α1Ta
β1Tb (λ− 1 + β) In
)
=
(
(λ− 1 + α+ ε) In −α1Tna
0 αβλ−1+α+εb1
T
n1
T
na + (λ− 1 + β) In
)
.(3.9)
Consequently, using the fact b1Tn = 1 and Sylvester’s determinant theorem, we obtain
f (λ) = |λI2n −M| = lim
ε→0
∣∣T−1ε ∣∣ ∣∣∣M˜ε∣∣∣ = lim
ε→0
∣∣∣M˜ε∣∣∣
= lim
ε→0
|(λ− 1 + α+ ε) I|n
∣∣∣∣ αβλ− 1 + α+ ε1Tna + (λ− 1 + β) In
∣∣∣∣
= lim
ε→0
(λ− 1 + α+ ε)n (λ− 1 + β)n−1
[
(λ− 1 + β) + αβ
λ− 1 + α+ ε
]
Thus, (3.3) and (3.4) hold, i.e.,
f (λ) = (λ− 1 + β)n−1 (λ− 1 + α)n−1 g (λ) .
This means that f (λ) always has roots λ1 = 1− α and λ2 = 1− β.
Now we deal with the extra roots of f (λ), for which the theory in Jacobson (1953) on
Jordan canonical form will be applied. Without loss of generality (WLOG), assume for
the rest of the proof that d1 = min {d1, d2} and d2 = max {d1, d2}. It is easy to verify
that the determinant of g in (3.4) is ∆ = α2 + β2 − 6αβ and that ∆ = 0 if and only if
α =
(
3− 2√2)β or α = (3 + 2√2)β. By (3.3) and properties of quadratic functions, we
see that f has two other real roots λ3 and λ4 when α ≤ d1 or α ≥ d2 but no more real
roots when d1 < α < d2. Since f (λ) can not be written as
∏
j (λ− λj) for reals λj when
d1 < α < d2, M can not be diagonalized in the vector space R2n over R.
Finally, we derive the Jordan blocks corresponding to each λi for i = 1, . . . , 4 when
α ≤ d1 or α ≥ d2. In this case, α 6= β, f (λ) has the form
∏
j (λ− λj) for real λj and M
can potentially be diagonalized. For λ1 = 1− α, we have
(3.10) M− λ1I2n =
(
0 α1Tna
−β1Tnb (α− β) In
)
.
So, when α 6= β, we have rank (M− λ1I2n) = n+ 1 and
ρM (λ1) = 2n− rank (M− λ1I2n) = n− 1,
where ρA (λ) denotes the dimension of the kernel space of A − λIs for a square matrix
A ∈Ms and λ ∈ R as a linear mapping v 7→ (A− λIs)v for a column vector v ∈ Rs.
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For λ2 = 1− β, we have
(3.11) M− λ2I2n =
(
(β − α) In α1Tna
−β1Tnb 0
)
.
So, when α 6= β, rank (M− λ2I2n) = n+ 1 and
ρM (λ2) = 2n− rank (M−λ2I2n) = n− 1.
For λ3 and λ4 when α < d1 or α > d2, we immediately see that the Jordan blocks
corresponding to them are respectively J1 (λ3) = λ3 and J1 (λ4) = λ4 since each of λ3 and
λ4 is a simple root of f (λ). Thus,
∑4
i=1 ρM (λi) = 2n and there is a nonsingular matrix Q
such that (3.5) holds.
However, for λ3 and λ4 when α = d1 or α = d2, λ3 = 1− 2−1 (α+ β) becomes a double
root and
M− λ3I2n =
(
2−1 (β − α) In α1Tna
−β1Tnb −2−1 (β − α) In
)
.
In order to decide ρM (λ3), the rank rλ3 of M − λ3I2n needs to be obtained. From (3.9),
we know that rλ3 is that of
Mλ3 =
(
α−β
2 In −α1Tna
0 β−α2 In − 2αββ−α1Tna
)
.
Set B = β−α2 In − 2αββ−α1Tna. Then |B| = 0, i.e., rank (B) < n since a1Tn = 1 and α = d1
or d2 implies
β−α
2 =
2αβ
β−α . So, it suffices to get the rank of B to obtain rλ3 . Let a(−1) be
the vector obtained by removing one entry from a and Bn−1 = β−α2 In−1 − 2αββ−α1Tn−1a(−1).
Then
|Bn−1| =
∣∣∣∣β − α2
(
In−1 − 4αβ
(β − α)2 1
T
n−1a(−1)
)∣∣∣∣
=
(
β − α
2
)n−1 (
1− a(−1)1Tn−1
) 6= 0
by the definition of a. Therefore, rank (B) = n−1 and ρM (λ3) = 2n−rank (M−λ3I2n) = 1.
This implies that the Jordan block corresponding to λ3 is J2 (λ3) and that
∑3
i=1 ρM (λi) =
2n − 1. Therefore, M can not be diagonalized in the vector space R2n over R. However,
there exists a nonsingular Q ∈M2n such that
J = Q−1MQ = diag {λ1In−1, λ2In−1,J2 (λ3)} ,
which justifies (3.6). This completes the proof. 
3.2. Explicit Form of The Matrix of Basis. Theorem 1 provides an eigen decompo-
sition of M. However, it does not show what the matrix of basis Q is. In what follows,
we will only provide explicitly Q for the second case in Theorem 1 for which M can be
diagonalized, since this case makes {zt}t∈Z+ the most amenable to an econometric analysis
of its long term behavior. For an integer s > 1, let ei,s ∈ Rs be such that only the ith
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entry of ei,s is 1 but others are all zero, and for B ⊆ Rs let span (B) be the smallest linear
space containing B. We have:
Theorem 2. Suppose α < d1 or α > d2 such that (3.5) holds, then the matrix Q in (3.5)
is given by
(3.12) Q =
(
WTλ1 W
T
λ3
WTλ2 W
T
λ4
)
,
where, for 1 ≤ i ≤ n− 1,
(3.13)

WTλ1 =
(
εT1 , . . . , ε
T
n−1
)
with εi =
(−b−11 bi+1, ei,n−1,0)
WTλ2 =
(
ε˜T1 , . . . , ε˜
T
n−1
)
with ε˜i =
(
0,−a−11 ai+1, ei,n−1
)
WTλ3 =
(
1n,−2α
(
β − α−√∆
)−1
1n
)T
WTλ4 =
(
1n,−2α
(
β − α+√∆
)−1
1n
)T
.
Proof. Recall that MQ = QJ, where
J = diag {λ1, . . . , λ1, λ3, λ2, . . . , λ2, λ4}
as in (3.5), and λ1 = 1 − α, λ2 = 1 − β, λ3,4 = 2−1
(
2− α− β ±√∆
)
. We will find
Q using the equations MQ = QJ and (3.5) for each λi, i = 1, . . . , 4. To this end, let
x = (x1,x2) ∈ R2n with x1 = (x1, . . . , xn) and x2 = (xn+1, . . . , x2n).
For λ1 = 1− α, we have
M− λ1I2n =
(
0 α1Tna
−β1Tnb (α− β) In
)
and that (M− λ1I2n) xT = 0 if and only if
(3.14) axT2 = 0 and x
T
2 =
βbxT1
α− β1
T
n .
Since a ∈ Cn and axT2 = 0, it is clear that when xT2 6= 0 some component of x2 have to be
positive and some negative. However, since the sign of βbx
T
α−β is fixed, the second identity
in (3.14) thus forces the components of x2 to have the same sign. Therefore, (3.14) holds
if and only if xT2 = 0, and this gives bx
T
1 = 0. In other words,
(3.15) W˜λ1 = ker (M− λ1I2n) =
{
x ∈ R2n : bxT1 = 0,xT2 = 0
}
,
where ker (A) denotes the kernel space of a square matrix A ∈ Ms as a linear mapping
v 7→ Av for a column vector v ∈ Rs. Since dim
(
W˜λ1
)
= n−1, we see that the eigenspace
corresponding to λ1 is W˜λ1 . Further, it is easy to verify that εi =
(−b−11 bi+1, ei,n−1,0) ∈
R2n for 1 ≤ i ≤ n− 1 is a basis for W˜λ1 .
For λ2 = 1− β, we have
M− λ2I2n =
(
(β − α) In α1Tna
−β1Tnb 0
)
.
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So, (M− λ2I2n) xT = 0 if and only if
(3.16) bxT1 = 0 and x
T
1 =
αaxT2
α− β1
T
n .
By the same reasoning for the case of λ1, we see that
(3.17) W˜λ2 = ker (M− λ2I2n) =
{
x ∈ R2n : axT2 = 0,xT1 = 0
}
with dim
(
W˜λ1
)
= n−1 is the eigenspace corresponding to λ3. Further, it is easy to verify
that ε˜i =
(
0,−a−11 ai+1, ei,n−1
) ∈ R2n for 1 ≤ i ≤ n− 1 is a basis for W˜λ2 .
For λ3,4 = 1− 2−1 (α+ β)± 2−1
√
∆, we have
M− λ3,4I2n =
(
τIn α1
T
na
−β1Tnb δIn
)
,
where τ = β−α2 ∓
√
∆
2 and δ =
α−β
2 ∓
√
∆
2 . Let
T2 =
(
In 0
τ−1β1Tnb In
)
and M˜2 = T2 (M− λ3,4I2n). Then
M˜2 =
(
In 0
τ−1β1Tnb In
)(
τIn α1
T
na
−β1Tnb δIn
)
=
(
τIn α1
T
na
0 τ−1βα1Tna + δIn
)
,
and ker (M− λ3,4I2n) = ker
(
M˜2
)
since |T2| = 1. Obviously, M˜2xT = 0 if and only if
(3.18) τxT1 + α1
T
nax
T
2 = 0 and
(
τ−1δ−1βα1Tna + In
)
xT2 = 0.
Since
τδ = −4−1
(
β − α∓
√
∆
)(
β − α±
√
∆
)
= −4−1
[
(β − α)2 −∆
]
= −αβ
and τ−1δ−1βα = −1, the second identity in (3.18) becomes
(3.19)
(
1Tna− In
)
xT2 = 0
Since the matrix a1Tn = 1 has the only eigenvalue 1 whose corresponding eigenvector is 1,
the general solution to (3.19) is xT2 = c1
T
n for some c ∈ R. Let R = In−1−1Tn−1a(−n), where
a(−n) = (a1, . . . , an−1). Then |R| = 1 −
∑n−1
i=1 ai > 0 since a ∈ Cn and rank (R) = n − 1.
So, ker
(
1Tna− In
)
= span ({1n}), and the general solution to (M− λ3,4I2n) xT = 0 is
(3.20) x1 = −ατ−1x2 and x2 = c1n.
Therefore, the solution space to (M− λ3I2n) xT = 0, i.e., that when τ = β−α−
√
∆
2 and
δ = α−β−
√
∆
2 , is
(3.21) W˜λ3 = span
({
x ∈ R2n : x =
(
1n,−2α
(
β − α−
√
∆
)−1
1n
)})
.
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Further, the solution space to (M− λ4I2n) xT = 0, i.e., that when τ = β−α+
√
∆
2 and
δ = α−β+
√
∆
2 , is
(3.22) W˜λ4 = span
({
x ∈ R2n : x =
(
1n,−2α
(
β − α+
√
∆
)−1
1n
)})
.
Combining the solutions to equations (M− λiI2n) xT = 0 for 1 ≤ i ≤ 4, we see that
(3.12) holds with (3.13). This completes the proof. 
3.3. Inverse of The Matrix for Basis. Next we derive the inverse Q−1 of Q so that the
full, explicit decomposition of M will be available. Even though it is difficult in general to
find explicitly the inverse of a large-dimensional matrix, i.e., when n is large or equivalently
there are many growth rates involved in model (2.2), the inverse Q−1 terms out to be very
simple (see Theorem 3) due to the fact that the weights a and b both represent convex
combinations and lie in the simplex Cn.
In order to state the result, we introduce some notations. Let τ− = 2
(
β − α−√∆
)−1
,
τ+ = 2
(
β − α+√∆
)−1
, a(−1) = (a2, . . . , an) and b(−1) = (b2, . . . , bn). Recall (3.12) and
(3.13). Then Q can be written into a 4× 4 block matrix as
(3.23) Q =

−b−11 b(−1) 1
In−1 1Tn−1
0n×(n−1) 1Tn
0n×(n−1) −ατ−1Tn
−a−11 a(−1) −ατ+
In−1 −ατ+1Tn−1
 ,
where 0s×s′ ∈ Ms×s′ has all entries as zero. Further, for integers i and j such that 1 ≤
i ≤ j ≤ 2n, let Eij ∈M2n be such that its ijth entry is 1 and other entries are identically
zero, and for cˆ ∈ R let Pi,j (cˆ) = I2n + cˆEi,j . Note that for any matrix A = (a˜ij) ∈ M2n
the jth column of AEij is the ith column of A and all other entries of AEij are zero.
Theorem 3. Under the conditions of Theorem 2, the inverse Q−1 of Q is
(3.24) Q−1 = Pn,2n (−1) P2n,nP2n,n
(
τ˜−1ατ−
)
diag
{
Q−121 ,Q
−1
22
}
,
where τ˜ = α (τ− − τ+),
(3.25) Q−121 =
(
−b11Tn−1 In−1 − 1Tn−1b(−1)
b1 b(−1)
)
and
(3.26) Q−122 =
(
−a11Tn−1 In−1 − 1Tn−1a(−1)
τ˜−1a1 τ˜−1a(−1)
)
.
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Proof. Multiplying the n-th column of Q by −1 and adding the resultant column to the
2n-th column of Q gives
Q1 = QPn,2n (−1) =

−b−11 b(−1) 1
In−1 1Tn−1
0n×n
0n×(n−1) −ατ−1Tn
−a−11 a(−1) τ˜
In−1 τ˜1Tn−1

with τ˜ = α (τ− − τ+). Multiplying the 2n-th column of Q1 by τ˜−1ατ− and adding the
resultant column to the n-th column of Q1 gives
Q2 = Q1P2n,n
(
−∆−1/2ατ−
)
=

−b−11 b(−1) 1
In−1 1Tn−1
0n×n
0n×n
−a−11 a(−1) τ˜
In−1 τ˜1Tn−1
 .
Let
(3.27) Q21 =
(
−b−11 b(−1) 1
In−1 1Tn−1
)
and Q22 =
(
−a−11 a(−1) τ˜
In−1 τ˜1Tn−1
)
.
Then Q2 = diag {Q21,Q22} and
(3.28) Q−1 = Pn,2n (−1) P2n,nP2n,n
(
τ˜−1ατ−
)
Q−12 .
Therefore, it suffices to find Q−12 = diag
{
Q−121 ,Q
−1
22
}
or equivalently to find Q−121 and Q
−1
22 .
Let
R1 =
(
0(n−1)×1 In−1
1 01×(n−1)
)
.
Then R−11 = R
T
1 , left multiplication by R1 permutes the rows, and right multiplication by
R1 permutes the columns. Further,
Q˜21 = R1Q21 =
(
In−1 1Tn−1
−b−11 b(−1) 1
)
.
Since 1 + b−11 b(−1)1
T
n−1 = b
−1
1 6= 0, we have
(3.29) Q˜−121 =
(
In−1 − 1Tn−1b(−1) −b11Tn−1
b(−1) b1
)
and Q−121 = Q˜
−1
21 R1, which implies (3.25). To get Q
−1
22 , we start from
Q˜22 = R1Q22 =
(
In−1 τ˜1Tn−1
−a−11 a(−1) τ˜
)
.
Since τ˜ + a−11 a(−1)τ˜1
T
n−1 = τ˜ a
−1
1 6= 0, we see
(3.30) Q˜−122 =
(
In−1 − 1Tn−1a(−1) −a11Tn−1
τ˜−1a(−1) τ˜−1a1
)
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and Q−122 = Q˜
−1
22 R1, which implies (3.26).
Combining (3.25), (3.26) and (3.28), we get (3.24), which completes the proof. 
Theorem 3 shows that Q−1 has an easy and explicit form that allows quick compu-
tation even when n is large, since Q−121 and Q
−1
22 are very simple and Pn,2n (−1) and
P2n,n
(
τ˜−1ατ−
)
are only two linear operations on two columns of diag
{
Q−121 ,Q
−1
22
}
. The
inverse Q−1 helps give the explicit decomposition of M and the explicit solution {zt}t∈Z+
in Corollary 1 that reveals its long term behavior.
4. The Explicit Solution and Its Properties
We are ready to provide the explicit solution {zt}t∈Z+ to model (2.2) using the explicit
decomposition of M in terms of J, Q and Q−1 given in Theorem 1, Theorem 2, and
Theorem 3.
Corollary 1. Under the conditions of Theorem 2, model (2.2) has the explicit solution
(4.1) zt+1 = QJ
t+1Q−1z0 +
t∑
i=0
QJiQ−1γt−i
and explicit, equivalent solution
(4.2) z˜t+1 = J
t+1z˜0 +
t∑
i=0
Jiγ˜t−i,
where z˜t = Q
−1zt and γ˜t = Q−1γt for t ∈ Z+.
Proof. By results in Section 3, model (2.2) is just
zt+1 = M
t+1z0 +
t∑
i=0
Miγt−i
with the initial value z0, where Q is given in (3.12), J in (3.5), and Q
−1 in (3.24). This
implies (4.1) and (4.2), and completes the proof. 
In other words, {zt}t∈Z can be represented almost as a vector moving average model of
order t− 1 with independent and identically distributed (i.i.d.) errors {γt}t∈Z.
4.1. Nonstationarity. Recall that a stochastic process is second-order stationary if its
covariance function of a fixed lag depends only on the lag but not on the time index. In
order to study the behavior of {zt}t∈Z, we need the following lemma on equivalence of
second-order stationarity.
Lemma 1. Under the conditions of Theorem 2, both or neither of the sequence {z˜t}t∈Z+
defined in Corollary 1 and {zt}t∈Z+ are second-order stationary.
Proof. Let
(4.3) Γt+τ ′,t = E
[
(zt+τ ′ − E (zt+τ ′)) (zt − E (zt))T
]
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for t, τ ′ ∈ Z+, where E the expectation with respect to P. Then E (z˜t) = Q−1E (zt) and
(4.4) Γ˜t+τ ′,t = E
[
(z˜t+τ ′ − E (z˜t)) (z˜t+τ ′ − E (z˜t))T
]
= Q−1Γt+τ ′,t
(
Q−1
)T
.
This, together with the nonsingularity of Q, implies that either both or neither {z˜t}t∈Z+
and {zt}t∈Z+ are second-order stationary. This completes the proof. 
By Lemma 1, it suffices to study the second-order stationarity of {z˜t}t∈Z. By the
assumptions on {εi (t)}2ni=1 given in Section 1, we have the mean vector of γt as
µt = (αµ1, . . . , αµn,−βµn+1, . . . ,−βµ2n)T
and the covariance matrix Σt of γt as
Σt = diag
{
α2σ21, . . . , α
2σ2n, β
2σ2n+1, . . . , β
2σ22n
}
.
The following result shows that {zt}t∈Z+ is not second-order stationary.
Proposition 1. Suppose z0 is independent of the sequence {γt}t∈Z+ and has covariance
matrix G. Then Γ˜t+τ ′,t in (4.4) for t ≥ 2 satisfies
(4.5) Γ˜t+τ ′,t = J
t+τ ′GJt +
t−1∑
i=1
Jτ
′+iΣ0J
i.
Therefore, neither {zt}t∈Z nor {z˜t}t∈Z+ is second-order stationary.
Proof. To compute Γ˜t+τ ′,t, it suffices to assume that z0 and each γt, t ∈ Z+ has mean zero
but with their corresponding covariances. Namely, it suffices to assume
z˜t+1 = J
t+1zˆ0 +
t∑
i=0
Jiγˆt−i,
where zˆ0 is the mean centered z0 and each γˆt is the mean centered γt. This implies that
Γ˜t+τ ′,t = E
[
z˜t+τ ′ z˜
T
t
]
= E
[(
Jt+τ
′
zˆ0 +
∑t+τ ′−1
i=0
Jiγˆt−i
)(
Jtzˆ0 +
∑t−1
i=0
Jiγˆt−i
)]
,
which simplifies into (4.5). Since Γ˜t+τ ′,t depends on t, {z˜t}t∈Z+ is not second-order sta-
tionary, and by Lemma 1 nor is {zt}t∈Z+ . This completes the proof. 
4.2. Limiting Behavior. For the representations given in (4.1) and (4.2), it is easy to
explore the long term behavior of {z˜t}t∈Z+ than that of {zt}t∈Z. Recall
J = diag {λ1In−1, λ3I1, λ2In−1, λ4I1}
for which λ1 = 1− α, λ2 = 1− β, λ3,4 = 2−1
(
2− α− β ±√∆
)
.
Corollary 2. Under the conditions of Theorem 2, if moreover
(4.6) 0 < max
1≤i≤4
|λi| < 1,
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then, as t→∞,
(4.7) z˜t+1
D→ diag
{
λ˜1In−1, λ˜3I1, λ˜2In−1, λ˜4I1
}
γ˜0
and
zt+1
D→ Qdiag
{
λ˜1In−1, λ˜3I1, λ˜2In−1, λ˜4I1
}
Q−1γ0,
where
D→ denotes convergence in distribution and λ˜i = (1− λi)−1 for 1 ≤ i ≤ 4.
The proof of Corollary 2 is omitted as it follows immediately from the convergence of∑∞
i=0 λ
i
j = (1− λj)−1 6= 0 for 1 ≤ j ≤ 4 when ( 4.6) holds, the fact that z˜t = Q−1zt and
γ˜t = Q
−1γt for t ∈ Z+, and the i.i.d. property of {γ˜t}t∈Z+ . It is clear that any λi > 1
for some 1 ≤ i ≤ 4 lead to the explosion in the variance of the corresponding subvector of
z˜t and that of some subvector of zt as t → ∞. Further, when λi, 1 ≤ i ≤ 4 have different
signs, oscillations in components of z˜t and those of zt will be induced. However, a complete
analysis of such oscillations seems to be difficult to perform for the original series {zt}t∈Z
due to the term JiQ−1γt−i in (4.1).
5. The Induced Model for Business Cycles
Recall that the aim of proposing model (2.2) in Ormerod (2001) is to induce a model
for business cycles in the economy created by the growth rates xi (t) under the influence
of the sentiments yi (t). Such an induced model has been given in Ormerod (2001) but
with a miscalculated forcing term (see identity (10.9A) therein) and is called a “damped
pendulum”. Despite its being call so, the induced model for business cycles is similar to an
autoregressive (AR) model of order 2 in x¯t for t ∈ Z+, which we now provide and analyze.
From model (2.2), we have, by weighting corresponding with a and b,
(5.1)
{
x¯ (t+ 1) = (1− α) x¯ (t) + αy¯ (t) + αε¯ (t) ,
y¯ (t+ 1) = (1− β) y¯ (t)− βx¯ (t)− βη¯ (t) ,
where ε¯ (t) =
∑n
i=1 biεi (t) and η¯ (t) =
∑n
i=1 aiηi (t). From the first identity in (5.1), we
obtain
(5.2) y¯ (t) = α−1 [x¯ (t+ 1)− (1− α) x¯ (t)− αε¯ (t)] = α−1∆x¯ (t) + x¯ (t)− ε¯ (t) ,
where ∆x¯ (t) = x¯ (t+ 1) − x¯ (t). Plugging (5.2) back into the second identity of (5.1), we
get
α−1∆x¯ (t+ 1)− α−1∆x¯ (t) + x¯ (t+ 1)− x¯ (t) + βα−1∆x¯ (t) + 2βx¯ (t)(5.3)
= ε¯ (t+ 1)− (1− β) ε¯ (t)− βη¯ (t) .
After simplification, (5.3) becomes
(5.4) ∆2x¯ (t) + (α+ β) ∆x¯ (t) + 2αβx¯ (t) = h (t) ,
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where ∆2x¯ (t) = ∆x¯ (t+ 1)−∆x¯ (t), ∆ε¯ (t) = ε¯ (t+ 1)− ε¯ (t) and
(5.5) h (t) = α∆ε¯ (t) + αβ [ε¯ (t)− η¯ (t)] .
Equations (5.4) and (5.5) together describe what is called in Ormerod (2001) a “damped
pendulum”, for which h (t) is the forcing term. Note however that h (t) in (5.5), the correct
one, is different than the mistaken one in identity (10.9A) therein.
5.1. The Periodic Solution. On the other hand, (5.4) and (5.5) almost form a second
order difference equation in x¯t for t ∈ Z+ except that the random error h (t) involves a
term at time t+ 1. Specifically,
(5.6) x¯ (t+ 2) + (α+ β − 2) x¯ (t+ 1) + (1− α− β + 2αβ) x¯ (t) = h (t) .
It should be noted that (5.6) is not an autoregressive model of order 2 since h (t) involves
ε¯ (t+ 1) at time t + 1. To explore the properties of {x¯t}t∈Z+ , let κ1 = α + β − 2, κ2 =
1− α− β + 2αβ, and the homogeneous version of (5.6) be
(5.7) x¯ (t+ 2) + κ1x¯ (t+ 1) + κ2x¯ (t) = 0.
Then the characteristic polynomial for both (5.6) and (5.7) is
q (w) = w2 + κ1w + κ2,
which has roots ρ1,2 =
−κ1±
√
∆1
2 with ∆1 = κ
2
1 − 4κ2 = ∆ = α2 + β2 − 6αβ (note that ∆
is defined right before Theorem 1).
Let L be the lag operator of order one, and recall d1 =
(
3− 2√2)β and d2 = (3 + 2√2)β.
We have the following result that describes when {x¯t}t∈Z+ can display periodic behavior
and gives the solution {x¯t}t∈Z+ .
Theorem 4. Set ω = − arctan
(
κ−11
√|∆1|). For model (5.7), if
(5.8) min {d1, d2} < α < max {d1, d2} ,
then the general, periodic solution {x¯t}t∈Z+ is
(5.9) x¯ (t) = c1 |ρ1|t cos (c2 + ωt)
for some constants c1 and c2. If additionally
(5.10)
β − 1
2β − 1 < α <
β
2β − 1 and β >
1
2
or
(5.11)
β
2β − 1 < α <
β − 1
2β − 1 and β <
1
2
,
holds, then the general, periodic solution {x¯t}t∈Z+ is
(5.12) x¯ (t) = c1 |ρ1|t cos (c2 + ωt) + (1− ρ1L)−1 (1− ρ2L)−1 h (t) ,
where the constants c1 and c2 can be determined from the initial values x¯ (0) and x¯ (1).
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Proof. WLOG, assume d1 = min {d1, d2} and d2 = max {d1, d2}. There are three cases for
the general solution to (5.7):
(1) ∆1 = 0 if and only if α = d1 or α = d2. In this case, ρ1 = ρ2 = −2−1κ1 and
x¯ (t) = (c0 + c1t) ρ
t
1 is the general solution to (5.7) for some constants c0 and c1.
(2) ∆1 > 0 if and only if α < d1 or α > d2. In this case, x¯ (t) = c1ρ
t
1+ c2ρ
t
2 is the
general solution to (5.7) for some constants c1 and c2.
(3) ∆1 < 0 if and only if d1 < α < d2. In this case, let ρ1 = |ρ1| eiω with ω =
− arctan
(
κ−11
√|∆1|) ∈ (−pi, pi], where i2 = −1. Then ρ1 = |ρ1| e−iω and (5.9) is
the general, periodic solution to (5.7) for some constants c1 and c2.
So, it is left to find a special solution to (5.6) to obtain (5.12). When |ρ1| < 1, the
operators (1− ρjL) , j = 1, 2 are invertible and the inverses (1− ρjL)−1 =
∑∞
s=0 ρ
s
jLs for
j = 1, 2, where Ls is the composition of L by itself s times. However, |ρ1|2 = κ2, and
0 < |ρ1| < 1 if and only if 0 < 1 − α − β + 2αβ < 1, which holds when β−12β−1 < α < β2β−1
and β > 12 or when
β
2β−1 < α <
β−1
2β−1 and β <
1
2 . Therefore, when additionally (5.10) or
(5.11) holds, we have (5.12). This completes the proof. 
Note that pairs (α, β) satisfying (5.8) and (5.10), or (5.8) and (5.11) in Theorem 4 do
exist, which means that the solution (5.12) always exits. A trajectory from the model (5.6)
is displayed in Figure 1:
0 100 200 300 400 500 600 700
−
10
−
5
0
5
10
A trajectory from the induced model
t
x(t
)
Figure 1. A trajectory of x¯ (t) for t = 0, . . . , 700 simulated from the model
(5.6) with α = 1.09804 and β = 0.7, where ε¯ (t) ∝ N (0, 1) and η¯ (t) ∝
N
(
0, 1.62
)
for each t. The trajectory shows clearly that the periodicity of
x¯ (t) in (5.12) is subject to random perturbation.
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6. Discussion
For model (2.2), we have provided the explicit decomposition of its transition matrix M,
the explicit solution, and two key properties of this solution. In addition, we have provided
and analyzed the solution of the model for business cycles (5.6) induced by (2.2). The
explicit representations we have derived help better understand the econometric behavior
to the solutions of these models and can serve as a starting point for further analysis of
them.
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