On the rate of convergence of a regular martingale related to the branching random walk
M n+1 (B) := r M n,r (B − A n,r ), n = 0, 1, . . . .
Here {A n,r } are the points of M n , and {M n,r } are independent copies of the M. More detailed definition of the process can be found in [9, 7] . Notice that our definition of the BRW differs from the two previously known ones. The modern definition of the BRW introduced in [3] assumes that L < ∞ a.s. Before the appearance of [3] by the BRW was meant the sequence (1) where an underlying point process M had independent and identically distributed points. Now the latter processes are sometimes called the homogeneous BRW.
In the paper we only consider the supercritical BRW. Therefore, if P{L < ∞} = 1, it is additionally assumed that EL > 1. Recall that supercriticality ensures the survival of a population with positive probability.
Let U := ∞ n=0 N n be the set of all finite sequences u = i 1 . . . i n , i k ∈ N that contains the empty sequence N 0 := {⊘}. A tree T with root ⊘ is a subset of U that contains ⊘ and such that i 1 . . . i n ∈ T implies i 1 . . . i k ∈ T , k = 1, n − 1; each element i 1 . . . i n ∈ T is assigned L i 1 ...in ∈ [0, ∞], and i 1 . . . i n j ∈ T ⇔ j ∈ {1, . . . , L i 1 ...in }. A tree T is called labelled if each u ∈ T is assigned a label A u .
For each realization of the BRW there is a labelled tree with root ⊘. The elements u of this tree are called individuals, ⊘-the initial ancestor; the label A u defines the position of the individual u on the real line, A ⊘ = 0. If u = i 1 . . . i n , then n is called the generation of the individual u (notation: |u| = n (| ⊘ | = 0)).
Assume that for some γ > 0
For n = 1, 2, . . . denote by F n := σ(M 1 , . . . , M n ) the σ−field generated by the point processes M 1 , . . . , M n and set
Under extra moment restrictions in [3] and [11] (for the case L < ∞ a.s.) and in [12] conditions were given for the regularity (uniform integrability) of the non-negative martingale {(W n , F n ) : n = 1, 2, . . .}. For the case when L can be infinite with positive probability, and without extra moment assumptions a criterion of regularity of the martingale was pointed out in Proposition 1.1 [9] (see [7] for a proof).
Recall that the regularity of arbitrary martingale (U n , G n ) ensures the existence of (equivalence class of) G ∞ -measurable random variable U such that (a) EU = EU n ; (b) as n → ∞ U n a.s. converges to U.
Denote by W the limit random variable for the regular martingale W n . Then EW = 1, and
where, given F n , {W (u) : |u| = n} are conditionally independent copies of the W .
Set Y u := e γAu /m |u| (γ). Let (Z, S) be a random vector whose distribution is defined by the equality
which is assumed to hold for any nonnegative bounded Borel function k(x, y). For problems that the present paper is aimed at, a joint distribution of (Z, S) does not matter, but knowledge of marginal distributions is essential. If k does not depend on x, (3) implies the equality
Taking in (3) k(x, y) = r(x) leads to
or, more generally,
where Z 1 , Z 2 , . . . are independent copies of the Z. Notice that (4) holds for any Borel function r with such a convention: if the right-hand side is infinite or does not exist the same is true for the left-hand side. Let a : R + → R + be a function that regularly varies at ∞ with exponent α > −1. If α = 0, we additionally assume that a does not decrease near ∞.
If (6) given below holds, W n converges to W in mean (see Proposition 1.1 [9] ). The paper provides sufficient conditions for the a.s. convergence of the series
provided (6) holds. This result is a statement about the rate of the a.s. convergence of the regular martingale W n to its limit W .
and the distribution of log Z is non-arithmetic. The conditions
are sufficient for the a.s. convergence of (5) .
The author thinks that the first inequality in (7) can be weakened to E(log + Z) 2 a(log + Z) < ∞. If the conjecture is correct then according to Theorem 1.2 the following equivalence should be true:
The corollary given below proves the conjecture for two particular cases.
Corollary 1.1. Assume that (6) holds. If either M(−∞, −γ −1 log m(γ)) = 0 a.s., and the distribution of log Z is non-arithmetic, or
Remark 1.1. Theorem 1.3(b) [9] provides a criterion of finiteness of EW f (W ) for concave functions f that grow more rapidly than any power of logarithm. Under the conditions of Theorem 1.2 this result cannot be used.
Proof of Theorem 1.1. We will use the idea of the proof of Theorem 4.1 [2] . On the set of extinction of the population (its probability measure may equal zero) the series (5) contains finite number of non-zero terms, and hence it trivially converges. Therefore, not indicating this explicitly, we will investigate the convergence of the series on the set of survival and assume that W > 0.
Without loss of generality we can and do assume that m(γ) = 1. Indeed, the positions {A u , |u| = n} of individuals in the n-th generation can be replaced by {B u := A u − |u| log m(γ), |u| = n}. However we keep all the previously introduced notation.
Put b(x) := xa(x) and note that b(x) regularly varies at ∞ with exponent β := α + 1 > 0. For n = 0, 1, . . . we define the sequences
where, given F n , {W : |u| = n} are conditionally independent copies of the random variable W 1 . Lemma 1.1. Assume that (6) holds, and the distribution of log Z is nonarithmetic. Then the conditions
are sufficient for convergence of the series
Thus, if (9) holds, the sequence
is an L 2 − bounded and hence regular martingale. Therefore, the series [2] it follows that the series
Consequently, the a.s. convergence of
k=n R k , which in its turn is equivalent to the a.s. convergence of the series ∞ n=1 b(n)R n . The latter follows from that fact that R n ≥ 0 a.s., the equality m n=1 a n
which holds for any m ∈ N, and Lemma 4.2 [2] .
The next lemma completes the proof of Theorem 1.1.
Assume that the conditions (6) and (9) hold, and the distribution of log M is non-arithmetic. the series
At this point it is appropriate to prove Corollary 1.1. Proof of Corollary 1.1. Let M(−∞, −γ −1 log m(γ)) = 0 a.s., or equivalently Z ∈ [0, 1] a.s. In this case, the inequalities containing Z in Theorem 1.1 and Theorem 1.2, and Lemma 1.1 and Lemma 1.2 hold automatically. Assume that EW log + W a(log + W ) < ∞. By Theorem 1.2 this is equivalent to
By Theorem 1.1 the series (5) 
Since by the assumption of the corollary
By Lemma 1.2 the series
By the assumption at the beginning of the section a(x) does not decrease for large x. This implies that the series (5) diverges. The proof of the corollary for Galton-Watson process follows a similar route. It suffices to remark that in this case we should take γ = 0 in (2) and that Z = (EM(R)) −1 a.s. Proof of Lemma 1.1. Denote by F (x) the distribution function of the random variable W 1 . Let S n be a random walk, starting at the origin, with a step distributed like (− log Z). By the assumption of the lemma µ :
For x > 0 define
Since the function l(x) := µ −α−2 b(log x) slowly varies at ∞, and by Lemma 3.1 V (x) defined in (11) satisfies (28), this V belongs to de Haan's class Π l .
By Theorem 3.7.1 [4] 
Further we have
The latter integral converges in view of (12) and EW 1 b(log + W 1 ) < ∞. Recall that the conditional variance is defined by the equality
The latter integral converges in view of (12) and
these are a.s. finite. This follows from Theorem 1 [1] that guarantees that for all
where S n is the same random walk as in the proof of Lemma 1.1. That E Q(x) < ∞ follows from similar considerations and inequality (20).
Lemma 1.3. If (6) holds, and E(log
where β > 0 is the exponent of regular variation of b.
Proof is similar to the proof of Theorem B [3] . Pick any 0 < a < µ = −E log Z. For each x > 0 there exists an integer N = N(x) > 0 such that (N − 1) 2 a ≤ x < N 2 a. For x > 0 define the random variables
Recall that for almost all ω from the set of survival
By Lemma 3.1() the series
By Theorem 1.5.3 [4] without loss of generality we can and do assume that
Now taking into account (15) and (16), and sending a → µ gives lim sup
Pick now any a > µ. For each x ≥ a there exists an integer N = N(x) > 0 such that Na ≤ x < (N + 1)a. For x ≥ a consider the random variables
In a similar way as it was done for Q 1 (x) we can prove that
The proof of the fact that
almost coincides with the proof of a similar statement given on p. 35 [3] . By Theorem 4.2 [13] r := From this and monotonicity of b (19) follows.
For large x Q(x) xb(x) ≥ Q 3 (x) − Q 4 (x). Hence from (18) and (19) letting a go to µ we get lim inf
Together with (17) the latter inequality proves the limit relation for Q(x). Now fix δ ∈ (0, µ) and choose r = r(δ) > 0 so that log b(n) ≤ δn + r, n = 1, 2, . . . We have the following
Using the same analysis as above allows us to check that the right-hand side of this inequality satisfies the same limit relation (14) as Q(x).
Proof of Lemma 1.2. The definition of R n implies the following representation
where, as before, F (x) is the distribution function of W 1 . We have the (formal) equality
By the assumptions of the lemma E log Z ∈ (−∞, 0) and E(log + Z) 2 b(log + Z) < ∞. Therefore by Lemma 1.3, as x → ∞, Q(log x) ∼ const log xb(log x) a.s. Hence, the series with non-negative terms ∞ n=1 b(n)R n converges iff (10) holds.
2 Moments of random series and the proof of Theorem 1.2
Assume that (M 1 , Q 1 ), (M 2 , Q 2 ), . . . are independent copies of a random vector (M, Q), not necessarily related to the BRW, and defined on a fixed prob-ability space. Set Π 0 := 1 and Π n := M 1 M 2 · · · M n , n = 1, 2, . . . ;
Throughout this section we assume that
and, provided the series in (21) is absolutely convergent, that the distribution of Z ∞ is non-degenerate. Theorem 2.1 given below may be of some interest on its own, supplements the result of Theorem 1.6 [9] and is a key ingredient in proving Theorem 1.2. Recall that b(x) is a regularly varying function with exponent β > 0 and put c(x) := xb(x).
then
Proof. The functions b and c can be represented as follows: 
Analogously c(log x) ∼ The functionsf and φ are non-decreasing and concave on R + . Also these equal 0 at x = 0 and tend to ∞ as x → ∞. In particular, φ is subadditive. Also, from (24) and Karamata's theorem it follows that
The function c(x) regularly varies at ∞ with exponent β+1 > 1. By Theorem 1.5.3 [4] it is equivalent at ∞ to a non-decreasing function. Therefore, according to Lemma 1(a) [1] there exists a non-decreasing function ψ(x) ∼ c(log x) such that ψ(x) = 0 for x ≤ 1 and
for all x, y ∈ [1, ∞) and some positive constant a.
Thus we conclude that it suffices to prove the equivalence (23) with b(log x) replaced byf (x), and c(log x)-byg(x), φ(x) or ψ(x).
To prove implication ⇐ of the theorem we should use the fact that according to Theorem 2.1 [6] the condition (22) ensures that |Z ∞ | < ∞ a.s.
First we assume that |M| ∈ [0, 1] a.s. In that case the condition Ec(log + |M|) < ∞ holds automatically. Let Ec(log + |Q|) < ∞ or equivalently Eg(|Q|) < ∞. By Theorem 1.6(a) [9] Ef (|Z ∞ |) < ∞. This is equivalent to Eb(log + |Z ∞ |) < ∞. The proof of the other way implication goes the same path and, in particular, appeals to the same Theorem 1.6(a) [9] . Now we are ready to consider the general case. First assume that in (23) the inequalities for |M| and |Q| hold. Equivalently,
Consider the random variables
Since under the assumptions of the theorem Π n → 0 a.s. as n → ∞,
If we could prove that Eg(
than this implied that Eb(|Z ∞ |) < ∞, and, therefore, one way of the theorem would be established. Indeed, since |Π N 1 | ∈ (0, 1) a.s. and P{|Π N 1 | = 1} = 0, and (26) guarantees that E log + (
than the first part of the proof applied on the vector (|Π N 1 |,
gives the wanted.
Let us check (26) withg replaced by ψ. Since
then taking into account (25) allows us to conclude that to prove (26) it suffices to establish three inequalities: 1) Eψ(N 1 ) < ∞; 2) Eψ( sup
Since EN 1 < ∞, and ψ grows more slowly than the linear function, the first inequality holds true. Further, ψ(e x ) regularly varies with exponent β +1 > 1. Therefore, according to (36), the second inequality is implied by Eψ(|M| ∨ 1) < ∞. The latter is equivalent to Ec(log + |M|) < ∞. To check the third inequality we replace ψ with φ. A benefit of the replacement is that φ be subadditive. As the random variables 1 {N 1 ≥n} and |Q n | are independent, we have Eφ(
Now assume that the left-hand side of (23) holds. This is equivalent to
By Proposition 3.1 [9] , either ∞ > Ef (sup
n ), where S n := log |Π n |,S n := log |Π 2n |, n = 0, 1, . . . are random walks with steps distributed like log |M| and log |M 1 M 2 | respectively. In view of (36), either
Clearly, both of these imply the next to last inequality.
On the other hand, by Proposition 3.1 [9] (27) implies that either
hold, whereΠ
have the same meaning, but are defined in terms ofM n andQ n ; Π *
s., and strictly smaller than one with positive probability, Corollary 3.1 [9] implies that Eg(|Q|) < ∞. Hence, Eg(log + |Q|) < ∞.
Proof of Theorem 1.2. Theorem 1.2 can be obtained from Theorem 2.1 by using the same approach that was exploited in [9] to deduce Theorem 1.3 from Theorem 1.6. Theorem 2.1 applies to the random series generated by the vector (Z, S). The latter was defined in (3).
Lemma 3.1. Assume that a function ϕ : R + → R + regularly varies at ∞ with exponent β > 0. Let T n , n = 0, 1, . . . be a random walk starting at zero
Proof. According to Theorem 1.5.3 [4] we can and do assume that ϕ is nondecreasing on R + . a) The sequence T n := −T n + (µ + ǫ)n, n = 0, 1, . . . is a random walk with
The convergence of the second series can be established similarly. (b) In what follows we will use the idea of the proof of Theorem 2 [10] . Fix δ ∈ (0, µ) and pick r = r(δ) > 0 such that log ϕ(n) ≤ δn + r, n = 1, 2, . . .. The sequence T n := T n − δn is a random walk with E T 1 = µ − δ ∈ (0, ∞). Since V (x) ≤ ∞ n=1 ϕ(n)P{ T n ≤ log x+ r}, and the latter series converges by Theorem 1(a) [1] , then the function V (x) is finite for all x > 0. The relation (28) is tantamount to
where U(x) := V (e x ). Actually it suffices to prove (29) for small positive h from an interval (h 0 , h 1 ) (see, for example, Lemma 3.2.1 [4] ). Fix such an h. For any ǫ ∈ (0, µ/2) and large enough x the inequality log ϕ(n) ≤ ǫn holds
. By using part a) of the lemma, given ρ > 0 we can choose m = m(ρ) > 0 such that
Write
It is obvious that lim
If for large x and n ≥ N 2 (x) T n ≥ (µ − ǫ)n, then T n − log ϕ(n) ≥ (µ − 2ǫ)n. Therefore, when x → ∞,
by part a) of the lemma.
If for large x and n ∈ {m + 1, . . . , N 1 (x)} T n ≤ (µ + ǫ)n, then
By Potter's inequality (Theorem 1.5.6 [4] ), for any positive q and θ there exists an x 0 > 0 such that
Hence for x ≥ x 0
An appeal to Theorem 2 [1] yields lim sup
Letting q and ǫ go to 0 results in lim sup
Thus, we have proved that lim sup
We now intend to check that lim inf
Put R n := T n − log ϕ(n), n = 1, 2, . . .. For each ǫ ∈ (0, µ) we define N 3 = N 3 (x) := x + h µ − ǫ + 1 and make use of the random variable N 1 defined above.
For any positive q and θ such that τ = τ (q, θ, ǫ) := log(1+q)(
and large x Potter's inequality log ϕ(N 3 (x) − 1) − log ϕ(N 1 (x)) ≤ τ holds. Moreover, we have the following
where g(t) :=
P{τ + t < T n ≤ t + h}. We will show that a.s.
Blackwell's theorem [5] implies that the function g(t) is bounded. Therefore from (32) it follows that
Consequently, taking into account the regular variation of ϕ allows us to conclude that lim inf
Sending q and ǫ to 0 leads to (31). By the strong law of large numbers, as x → ∞ we have
To prove (32) it suffices to verify that for arbitrary non-random function z(x) = ǫ(µ + ǫ)
If positive integer n ≥ N 3 − N 1 and T n > (µ − ǫ)n, then for large x T n > 2ǫx(µ + ǫ)
According to part a) of the lemma the last expression tends to 0 when x → ∞. By Blackwell's theorem (33) holds and hence (32) holds too.
Let ξ 1 , ξ 2 , . . . be independent copies of a random variable ξ with m := Eξ ∈ (−∞, 0). Define S 0 := 0, S n := ξ 1 + . . . + ξ n , n = 1, 2, . . .. Then M ∞ := sup n≥0 S n < ∞ a.s., and Eτ (f (y)/y)dy for x ≥ x 0 ; g(x) := 0 for x < x 0 .
. Assume that a function h regularly varies at ∞ with exponent β > 0.
Each of these inequalities ensures that
Also the following equivalences hold:
Proof. Without loss of generality we can assume that f is increasing and concave on R + , f (0) = 0, lim x→∞ f (x) = ∞, and g(x) = At the beginning of the proof of Theorem 2.1 it is shown that there exists a non-decreasing, concave on R + function f that additionally satisfies f (0) = 0, lim x→∞ f (x) = ∞ and h(x) ∼ f (e x ). Therefore the first equivalence and implication ⇐ in the second equivalence in (36) follow from (34). The rest can be deduced from Theorem 3 [1] .
