Stability theorems for an adaptive iterative learning control (ILC) system are motivated and described in compact terms that relate the properties of the schemes to systems structure and other important aspects of systems dynamics. The use of high gain feedback is reviewed and a full proof of the convergence of a`Universal' adaptive scheme based on adaptive gain concepts is given. The results indicate clearly that successful ILC can be achieved in the presence of substantial uncertainty in the detailed knowledge of plant parameters and order. They also suggest that the form and success of the controller will depend crucially on the plant's relative degree and also on its minimum-phase properties.
Introduction
One aspect of learning that has grown out of the area of robotics is that of iterative learning control (ILC) (Moore 1993, Bien and Xu 1998) , where the problem for the control algorithm is to construct (or learn) inputs that generate required outputs from a dynamical system. The mechanism of learning is that of repeated trials and the updating of control inputs from trial to trial on the basis of observed performance. That is, given a dynamical system (assumed linear in this paper) _ x…t †ˆAx…t † ‡ Bu…t † 2 R n ; x…0 †ˆx 0 2 R n ;
y…t †ˆCx…t † 2 R m ; u…t † 2 R l …1 † and a desired output signal r…t † on a ® xed (® nite) time interval 0 µ t µ T , construct an iterative experimental procedure that automatically generates a sequence of input signals …u k …t † † k ¶0 and a corresponding sequence of outputs …y k …t † † k ¶0 with the properties of :
(1) Causality : The input u k ‡1 …t † at time t on trial/ experiment/iteration k ‡ 1 is generated only from known trial data and the previous trial input u k …t †.
(2) Convergent learning: The experiment has the exact convergence property
…r…¢ † ¡ y k …¢ † †ˆ0 …2 † the limit being taken with respect to a chosen topology in a suitable linear vector space of output signals.
(3) Consistency: The input sequence converges to an acceptable limit that generates the required output r.
(4) Realizability: Any parameters associated with adaptive or other time varying elements converge in the limit as the iteration index k ! 1.
The IL C problem can be approached by a wide variety of techniques, some described in Moore (1993) , Bien and Xu (1998) and others elsewhere, including frequency domain techniques (Padieu and Su 1990, Amann et al. 1996b) , optimal control-based methods (Moore 1993 , Amann et al. 1996a , 1998 , and, less frequently seen, adaptive schemes (Moore 1993 , Owens 1993 , Bien and Xu 1998 . In general, the 2D nature of the problem (Edwards and Owens 1982, Rogers and Owens 1992) makes analysis more complex than in the non-IL C case. In particular, the recursive/iterative/2D nature of the ILC problem, combined with the inevitably nonlinear nature of any adaptive schemes suggests, that, even in the special case of a linear plant, a mathematical analysis of the problem is likely to be very challenging. At this point in time, only a few results are available and the relationship between systems structure and the choice of adaptation mechanism is poorly understood. What is known is that, in the non-adaptive case, systems structure is a vital contributor to convergence and algorithm performance. This issue can only become more important when uncertainty is introduced into the problem.
In the following paper, } 2 presents the background to the problem and states the main result and its relationship to high-gain stabilization ideas (Owens et al. 1987 , Logemann and Owens 1988 , Ilchmann 1991 . The results are seen to be an extension of previous work in the area by the authors. Section 3 is devoted to a proof of this result using a recursive description of the algorithm and a`comparison system' argument. This section contains most of the technical detail of the paper. The paper concludes in } 4 with a brief discussion of the practical need for minimum-phase properties of the plant.
The stability analysis is global (in the state and parameter product space R n £ R) and is based on high-gain concepts. It also includes the possibility that the openloop system is unstable. The consequence is that the analysis, in the form presented, does not allow the possibility of control saturation.
Statement of the problem and the main stability result
The paper aims to address issues of adaptive iterative learning control (AILC) through a special case that sets the scene for future, more general, algorithms. The special case has three aspects described as properties of the class of systems å 1 .
De® nition 1:
The system class å 1 is de® ned by the statements (1) The system to be controlled is linear and timeinvariant.
(2) The system is single-input-single output, i.e. mˆlˆ1.
(3) The ® rst Markov parameter CB 6 0.
De® nition 2:
The system class å …¡ † 1 is de® ned to be the sub-class of å 1 of systems that are also minimumphase.
Note: The relevance of the minimum-phase assumption is discussed in } 4.
The adaptive controller is in the spirit of universal adaptive stabilization (UAS). More precisely, for any system in å …¡ † 1 , it is known that the adaptive (UAS) control law (Ilchmann 1991) 
That is, the non-linear control algorithm (consisting of a proportional controller with time-varying adaptation on the gain) is capable of stabilizing any system with the desired structure from any initial conditions x…0 †ˆx 0 and K…0 †ˆK 0 of the plant state and control`gain' K…t †. This stabilization of both the system output and controller parameters is achieved without more than a scrap of knowledge of the detailed plant dynamics and without any attempt to identify plant dynamics or embed additional information into the control structure or parameters. It is natural to conclude that the convergence of the adaptive rule is a consequence of the compatibility of the control law with the structure of the plant. An underpinning intuition of this paper is that similar observations can be derived and stated about AILC. It will be shown that the above UAS result can be transferred into an AILC context by the introduction of algorithms of the type described below. In what follows, no attempt is made to derive`the best' or`the most general' adaptive rules. Instead, attention is focused on a simple case to indicate the form of result that can be obtained and the theoretical procedure underpinning the analysis. The issues of performance and optimization of the available parameters are left for further research.
The ® rst decision is the choice of data to be used in the update algorithm. An important aspect of the proposed algorithm is the inclusion of current error feedback, i.e. the use of the signal e k ‡1 in the construction of the update rule for u k ‡1 on trial k ‡ 1. Without the use of such feedback, any high-gain analysis can be expected to fail. It can also be argued that the inclusion of current error feedback is bene® cial in practice for several reasons, including:
. the most recent error data more closely re¯ects current performance of the system;
. the use of traditional feedback could enable the stabilization of unstable plants during each trial; and
. it may o er the opportunity to reduce the e ects of noise and modelling errors on algorithm performance.
Although based on non-adaptive reasoning, there is no reason to expect that these observations will not be valid for adaptive ILC.
Proposed AILC algorithm:
(1) The control input on the …k ‡ 1 †th trial is given by the update rule
where K k ‡1 is a causal feedback`learning' operator feeding back the current trial error signal e k ‡1ˆr ¡ y k ‡1 and F k ‡1 is a feedforward learning operator feeding forward the previous trial error data e kˆr ¡ y k .
(2) The feedback control operation is simply a varying gain (sequence) with variation generated by the (non-linear in data) update law
which bases the gain choice on trial k ‡ 1 on its previous value and a measure of the magnitude of the recorded tracking error on trial k. The process is initiated by the choice of a gain K 0 for kˆ0. In theoretical terms, this choice can be arbitrary.
(3) The feedforward control operation is taken simply to be a constant gain F.
Note on notation:
In the above and in what follows the notation jj f jjˆ…
The similarity between the above AILC algorithm and the UAS algorithm lies essentially in the use of quadratic update rules for adaptive system's gains. The details di er as the AILC problem has a 2D structure, but it will be seen that the e ects on closed-loop systems dynamics are essentially the same. This similarity is formally expressed through the following theorem that forms the main result of this paper.
Theorem 1:
Suppose that the plant is in å 1 and the AIL C algorithm described above is applied with an arbitrary choice of input u 0 2 L 2 …0;T †; generating an initial error e 0 2 L 2 …0;T †. Suppose also that the reference signal r can be generated exactly by an input
. r 2 R…G †). Under these conditions, the resultant closed-loop, non-linear iterative system has the following properties:
(1) T he tracking error converges to zero in L 2 …0; T † in the sense that Note : The ® rst two statements are formal descriptions of the convergence and realizability of the algorithm. The third statement provides some information on the form of convergence under high gain conditions whilst the fourth suggests the e ects of minimum-phase characteristics.
The proof of the theorem is given in the next section. It is worth noting that the basis of the proof is a proof of the convergence of the formal series
…9 †
To conclude this section, note that the authors have shown in a previous paper that the gain update law
based on the error di erence e k ¡ e k¡1 leads to a convergent adaptive gain, but it could only be proved that convergence of the error is in the weak topology in L 2 …0;T †. The proof required additional assumptions such as boundedness of the error sequence in L 2 …0;T † or that the plant is positive-real. The previous paper also did not include the feedforward term in the control update rule. The main contribution of this paper is hence a substantial generalization of previous work and hence a clear demonstration of the theoretical potential of AILC. The paper does not propose that the algorithm discussed is ideal in practice. Rather, it demonstrates the potential for achieving convergence of ILC under conditions of extreme uncertainty. With this in mind, the community can con® dently address the issue of improved general-purpose algorithms based on more complete systems information (possibly derived from identi® cation procedures).
Proof of the main theorem
The proof is approached in two stages. Firstly, the iterative properties of the algorithm in the case where the gain sequence diverges are derived. This result (Theorem 2) provides vital properties of the error di erence sequence in this situation of`instability'. A parallel comparison' process is then used to demonstrate that convergence of an appropriate error di erence algorithm implies the convergence of the algorithm described above. Note : To simplify the presentation, the following assumptions and notation will be assumed:
. It is assumed, without loss of generality, that CB > 0 and hence that sgn…CB †ˆ1.
. Note (Amann et al. 1996a (Amann et al. , 1998 ) that, with no loss in generality, it is possible to assume that x…0 †ˆ0.
. It is also possible to write yˆGu, where the convolution operator G maps L 2 …0;T † into itself. This operator notation has been shown to be useful in deriving the basic relationships governing the evolution of ILC.
With the above notation, a little algebra and the update 
and, in a parallel manner, whenever K k ‡1 6 0,
…13 †
Note that L k has a state-space realization of the form S…A ¡ BK k C ;BK k ;C † and hence thatL k has a state-space realization of the form S…A ¡ BK k C ; 
B…K k ‡ F †;C †. Note also that the signal
v k ‡1 :ˆ¡…e k ‡1 ¡ e k †ˆL k ‡1 e k …14 †X 1 kˆ1 jje k ¡ e k¡1 jj 2 L 2 …0;T † < 1
…15 †
Proof : Without loss of generality, assume that CB > 0 and hence that sgn…CB †ˆ1. The proof is similar in structure to that given in previous work and goes as follows: note that, in L 2 …0; T †,
…16 †
In a similar manner to previous results (Owens et al. 1987 , Ilchmann 1991 ) the relationship vˆL e has a representation of the form (trial indices dropped for notational convenience)
(Note : With this description, the eigenvalues of A 22 are the zeros of the original system G and hence the system is in å …¡ † 1 if, and only if, the matrix A 22 is asymptotically stable. )
The relationship v k ‡1ˆL k ‡1 e k can now be written in the form
where the initial conditions on both di erential equations are zero.
into itself. The fact that T is ® nite ensures that the map is norm bounded. More precisely, there exists
A more detailed analysis also yields:
. In general, M T depends on T .
. For minimum-phase systems (i.e. systems in å …¡ † 1 ), M T can be chosen to be independent of T .
It is easily seen that
2 , it follows that, for all su ciently high values of trial index k, K k ‡1 ‡ F > 0 and hence
The theorem now follows from an induction argument, noting that ¶ k ‡1 :ˆ2
for all large enough values of k. More precisely, let k ¤ be any integer such that ¶ k ‡1 < ¡ 1 2 . An inductive argument then yields the observation that
…24 †
The result follows by letting N ! 1. &
The following corollary plays an important role in the development.
Corollary 1 (unbounded gain and the error sequence) : Under the conditions of T heorem 2, the following inequalities hold true whenever the reference signal
r 2 R…G † …» L 2 …0;T † † X 1 kˆ0 jje k jj 2 …K k ‡ F † 2 < 1
…25 †
In particular,
The ® rst inequality implies the second.) 
…27 †
Note that Theorem 1 applies for any initial error and hence applies to the modi® ed iteration with initial error e 0 . Using Theorem 1 then gives
where e k ‡1ˆŜk ‡1 e k for k ¶ 0. The result follows, since this is just the required recursive formula for the original error sequence fe k g k ¶0 . & Turning now to the proof of Theorem 1, it is important to note that the gain adaptation algorithm leads to the formula Parts 1 and 2: As the gain sequence is monotonically increasing, it either converges to a ® nite limit K 1 or it diverges to ‡1. If it converges, then the in® nite series ¼ converges and the conclusions of the theorem are valid for this case. If the gain diverges, then the corollary to theorem 2 indicates that ¼ is ® nite, and hence K 1 is ® nite which is a contradiction. Divergence of the gain sequence is hence not possible and parts 1 and 2 of the theorem are proved.
Part 3: Using the notation of the proof of Theorem 2, note that the inequality …23 † is valid for any sequence fK k g and does not depend on its monotonicity or divergence. However, if the sequence is monotonic and ultimately exceeds a value K ¤ derived by ensuring that ¶ ¤ < 1 2 , then the monotonicity of fjje k jjg k ¶0 is guaranteed for all large enough trial indices k.
Part 4: The`su ciently large' gain required for Part 3 is dependent on T only because M T can depend on T .
In the case of minimum-phase systems this is not the case. &
A note on the minimum-phas e assumption
A review of the statement and proof of Theorems 1 and 2 suggests that, at the formal level, the minimumphase condition is not necessary for stabilization and realizability of the AILC algorithm. The minimumphase property was re¯ected only in the observation that the bound M T on the map v k ‡1 !v k ‡1 was then independent of trial length T . This suggested that the asymptotic properties of the algorithm (in the special case of su ciently high values of K 1 ) are bene® cial in the sense that error convergence can be both monotonic and independent of the trial length T . This says nothing about any possible problems for non-minimum-phas e systems. The reality is that one of the implications of using the algorithm on a non-minimum-phas e system includes the possibility that, for large values of limit gain K 1 , the algorithm will be using a destabilizing feedback gain! The assumption of minimum phase is therefore required for practical reasons as it guarantees that:
. the feedback gain is ultimately stabilizing (proved by the analysis, at least for the situation when K 1 is su ciently large) ; and
. the error convergence (equation (23)) is ultimately monotonic in L 2 …0;T † norm for all trial lengths T whenever the limit gain is su ciently large.
Discussion and conclusions
The paper has formulated, clari® ed and extended previous work by the ® rst author in an area of adaptive iterative learning control (AILC). For a well de® ned class of systems, it has been demonstrated that L 2 …0;T † error norm convergence is possible under conditions of extreme uncertainty of plant parameters and order. In particular, it is seen that convergence is possible without the use of plant identi® cation algorithms. All that is required is a knowledge of plant structure as de® ned by the set å 1 and an adaptive scheme that uses a ® xed feedforward term (arbitrarily chosen) and an adaptive proportional feedback gain updated between trials.
The e ects of minimum-phase characteristics have been included in the analysis with the conclusion that, although convergence does not depend on this system property, it should be anticipated that convergence rates and the acceptability of the limiting gains do make it a practical requirement.
The possibility of convergent learning in the presence of extreme uncertainty underlines the inherent robustness of the ILC process. The study also underpins the possibility of high-quality adaptive control in the ILC context. The proposed algorithm is unlikely to be`optimal' in its present form, but its analysis provides a bedrock of theoretical support to initiate the development of more easily implementable adaptive schemes.
Finally, for brevity, the paper has concentrated on one of the simplest special cases. With more technical e ort, (1) using techniques similar to those seen in Anderson (1967) , Owens et al. (1987) , the class of systems can be extended to include multiinput± multi-output systems with symmetric, positive de® nite Markov parameter matrix CB;
(2) the adaptation algorithm can be extended to include adaptation laws of the form
where p…¢ † is any polynomial (or more generally any entire function) with the property that p…a † ¶°a 2 for some°> 0 and any a ¶ 0.
Much of this work relies on similar principles but requires much more technical computation in the proofs. These proofs will be reported separately.
