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Abstract
This paper introduces the notion of local spectral expansion of a sim-
plicial complex as a possible analogue of spectral expansion defined for
graphs. We then show that the condition of local spectral expansion for a
complex yields various spectral gaps in both the links of the complex and
the global Laplacians of the complex.
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1 Introduction
Let G = (V,E) be a finite graph without loops or multiple edges. For a vertex
u ∈ V , denote by m(u) the valency of u, i.e.,
m(u) = |{(u, v) ∈ E}|.
Recall that the (normalized) Laplacian on G is a positive operator L on
L2(V,R) defined by the matrix
L(u, v) =

1 u = v
−
1√
m(u)m(v)
(u, v) ∈ E
0 otherwise
If G is connected then L has the eigenvalue 0 with multiplicity 1 (the eigenvector
is the constant function) and all other the eigenvalues are positive. Denote by
λ(G) the smallest positive eigenvalue of L of G. λ(G) is often referred to as
the spectral gap of G. A family of graphs {Gj = (Vj , Ej)}j∈N is a family of
expanders if all the graphs Gj are connected, |Vj |→j→∞ ∞, and there is λ > 0
such that for every j, λ(Gj) ≥ λ.
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Remark 1.1. In some sources, the definition of an expander family also include
the condition that the valency of the graphs is uniformly bounded, i.e., that
supj supv∈Vj m(v) <∞.
For some applications one is interested not just λ(G) but also in the largest
eigenvalue of L, denoted here as κ(G). For λ > 0, κ < 2, we shall call G a
two-sided (λ, κ)-expander if λ(G) ≥ λ and κ(G) ≤ κ.
In recent years, expanders had vast applications in pure and applied math-
ematics (see [Lub12]). This fruitfulness of the theory of expander graph, raises
the question - what should be the high dimensional analogue of expanders?, i.e.,
what is the analogous definition of an expander complex when one considers a
n-dimensional simplicial complex, X , instead of a graph. In [Lub14] two main
approaches are suggested: The first is through the F2-coboundary expansion of
X originated in [Gro10], [LM06] and [MW09] . The second is through studying
the spectral gap of the (n− 1)-Laplacian of X (where n is the dimension of X)
or the spectral gaps of all 0, .., (n− 1)-Laplacians of X (see [Par17], [PRT16]).
One of the difficulties with both approaches are that both the F2-coboundary
expansion and the spectral gap of the (n − 1)-Laplacian are usually hard to
calculate or even bound in examples.
This paper suggests a new approach that we call “local spectral expansion”
(or 1-dimensional spectral expansion). For a simplicial complex X , we denote
X(j) to be the set of all j-simplices in X . Recall that for a simplicial complex X
of dimension n and a simplex {u0, ..., uk} ∈ X(k), the link of {u0, ..., uk} denoted
X{u0,...,uk} is a simplicial complex of dimension ≤ n− k − 1 defined as:
X
(j)
{u0,...,uk}
= {{v0, ..., vj} ∈ X
(j) : {u0, ..., uk, v0, ..., vj} ∈ X
(k+j+1)}.
Note that if X is pure n dimensional (i.e., every simplex of X is a face of a
simplex of dimension n), then X{u0,...,uk} is of dimension exactly n − k − 1.
Next, we can turn to define local spectral expansion:
Definition 1.2. For λ > n−1
n
, a pure n-dimensional simplicial complex will be
said to have λ-local spectral expansion if:
• The 1-skeleton of X and the 1-skeletons of all its links (in all dimensions
> 0) are connected.
• Every 1-dimensional link of X has a spectral gap ≥ λ, i.e.,
∀σ ∈ X(n−2), λ(Xσ) ≥ λ.
For λ > n−1
n
, κ < 2, a pure n-dimensional simplicial complex will be said to
have two sided (λ, κ)-local spectral expansion if:
• The 1-skeleton of X and the 1-skeletons of all its links (in all dimensions
> 0) are connected.
• The non zero spectrum of every 1-dimensional link is contained in the
interval [λ, κ], i.e.,
∀σ ∈ X(n−2), λ(Xσ) ≥ λ, κ(Xσ) ≤ κ.
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We remark that for n = 1, both of the above definitions coincide with the
usual definitions for graphs when using the convention X(−1) = {∅} (by this
convention X∅ = X).
A main advantage of the above definition is that the spectrum of the 1-
dimensional links is usually easy to bound or even calculate explicitly in exam-
ples. In this paper we shall show that the local spectral expansion of X implies
spectral gaps in all the 1-skeletons of all links of X (in every dimension) and
also spectral gaps of the global high-dimensional Laplacians of X .
Remark 1.3. Our results stated below refer to a spectral gaps of weighted
graphs, where the links are weighted according to higher dimensional structure
of the simplicial complex. Our choice of weights is not identical to the choice of
weights in other works, but the results are transferable to other common choices
of weight functions - see remark 2.9 below.
We prove the following results:
Theorem 1.4. Let X be a pure n-dimensional simplicial complex. Assume
that there are κ ≥ λ > n−1
n
such that X is a (λ, κ)-expander, then for every
k-dimensional simplex τ of X,
fn−k−2(λ) ≤ λ(Xτ ) and κ(Xτ ) ≤ f
n−k−2(κ),
where λ(Xτ ), κ(Xτ ) are the smallest and largest positive eigenvalues of the 1-
skeleton of Xτ , f is the function f(x) = 2−
1
x
and f l denotes f composed with
itself l times: explicitly,
f l(x) =
(l + 1)x− l
lx− (l − 1)
.
In the case of partite complexes, we prove that if X is (n + 1)-partite then
for every τ of dimension k, κ(Xτ ) =
n−k
n−k−1 (this is a generalization of the fact
that the Laplacian of every bipartite graph has an eigenvalue 2). In the partite
case, we can bound the spectrum of the links from above if we omit this largest
eigenvalue:
Theorem 1.5. Let X be a pure n-dimensional simplicial complex such that all
its links (in all dimensions > 0) are connected. Assume that X is (n+1)-partite
and that there is λ > n−1
n
such that
∀σ ∈ X(n−2), λ ≤ λ(Xσ),
then for every k-dimensional simplex τ of X, if µ is an eigenvalue of the Lapla-
cian of the 1-skeleton of Xτ and µ <
n−k
n−k−1 , then
fn−k−2(λ) ≤ µ ≤ 1− (n− k)(1− fn−k−2(λ)),
where f is the function f(x) = 2 − 1
x
and f l denotes f composed with itself l
times.
Combining these results with Garland’s method (or similar arguments in the
partite case), we are able to derive spectral gap of higher Laplacians based on
local spectral expansion - see Corollaries 6.1, 6.3 and 6.4 below. In a follow
up article, we will show how to use these corollaries to deduce mixing results
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and geometric overlap given local spectral expansion is partite and non-partite
simplicial complexes.
The moral of all the theorems and the corollaries mentioned above is that
given that the spectra of the 1-dimensional links in concentrated near 1 and
that the complex has connected links, we can expect good spectral gaps, i.e.,
the sepctra is concentrated near 1, in all the Laplacians defined on the complex
(both the higher Laplacians and the Laplacians of the links).
Structure of this paper. Section 2 lays out the framework and notations.
Section 3 discusses links of simplcial complexes and the concepts of localization
and restriction. Section 4 gives the main results about spectral gaps of the links
in the non-partite case. Section 5 gives the main results in the partite case.
Section 6 gives the results regarding the spectral gaps of higher Laplcians.
2 Framework
The framework suggested here owes its existence to the framework suggested
in [BS´97]. Throughout this paper, X is pure n-dimensional finite simplicial
complex, i.e., every simplex in X is contained in at least one n-dimensional
simplex.
2.1 Weighted simplicial complexes
Our results in the the introduction were stated with respect to a specific weight
function, which was not explicitly described. Our results hold for any balanced
weight function (see definition below) and therefore we will work in the general
setting of weighted simplicial complex defined below. The weight function used
in the introduction will be defined below as the homogeneous weight function.
For −1 ≤ k ≤ n, denote:
• X(k) is the set of all k-simplices in X .
• Σ(k) the set of ordered k-simplices, i.e., σ ∈ Σ(k) is an ordered (k + 1)-
tuple of vertices that form a k-simplex in X .
Note the Σ(−1) = X(−1) is just the singleton {∅}.
Definition 2.1. A weight function on a simplicial complex X is a strictly posi-
tive function m :
⋃
−1≤k≤nX
(k) → R+. The function m will be called a balanced
weight function if for every −1 ≤ k ≤ n − 1 and every τ ∈ X(k), we have the
following equality ∑
σ∈X(k+1),τ⊂σ
m(σ) = m(τ),
where τ ⊂ σ means that τ is a face of σ. A simplicial complex X with a balanced
weight function m will be called a weighted simplicial complex.
Remark 2.2. The idea of introducing a weight function in order to define the
inner-product and combinatorial Laplacians appears already in the work of Ball-
mann and Swiatkowski [BS´97], where a the homogeneous weight function (see
definition below) was used. The generalization that we use was first published
by Horak and Jost in [HJ13].
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Given a weight function m we can define it on ordered simplices (denoting
it again as m) as
m((v0, ..., vk)) = m({v0, ..., vk}), ∀(v0, ..., vk) ∈
⋃
−1≤k≤n
Σ(k).
If m is balanced, we have the following equality:
∀τ ∈
⋃
−1≤k≤n−1
Σ(k),
∑
σ∈Σ(k+1),τ⊂σ
m(σ) = (k + 2)!m(τ),
where τ ⊂ σ means that all the vertices of τ are contained in σ (with no regard
to the ordering). We note that under this equality one can start with a strictly
positive function m :
⋃
−1≤k≤n Σ(k) → R
+ and get a balanced weight function
m :
⋃
−1≤k≤nX
(k) → R+:
Proposition 2.3. Let m :
⋃
−1≤k≤nΣ(k) → R
+ be a strictly positive function
such that:
1. For every 1 ≤ k ≤ n, and every permutation pi ∈ Sym({0, .., k}) we have
m((v0, ..., vk)) = m((vpi(0), ..., vpi(k))), ∀(v0, ..., vk) ∈ Σ(k).
2.
∀τ ∈
⋃
−1≤k≤n−1
Σ(k),
∑
σ∈Σ(k+1),τ⊂σ
m(σ) = (k + 2)!m(τ).
Then m :
⋃
−1≤k≤nX
(k) → R+ defined as
m({v0, ..., vk}) = m((v0, ..., vk)), ∀{v0, ..., vk} ∈
⋃
−1≤k≤n
X(k),
is a balanced weight function.
Proof. Follows from the definition.
Remark 2.4. Below m will always be considered balanced. Also, as defined
above, every time we will say a simplicial complex is weighted, we will mean it
has a balanced weight. The reason we introduce the general notion of weight is
to compare to other works in which the weight function which is considered is
not balanced (see also Remark 2.9 below).
Remark 2.5. From the definition of the balanced weight function m, it should
be clear that every map m : X(n) → R+ can be extended in a unique way to a
balanced weight function m :
⋃
−1≤k≤nX
(k) → R+.
Definition 2.6. m is called the homogeneous weight on X if for every σ ∈ X(n),
we have m(σ) = 1.
Proposition 2.7. For every −1 ≤ k ≤ n and every τ ∈ X(k) we have that
1
(n− k)!
m(τ) =
∑
σ∈X(n),τ⊆σ
m(σ),
where τ ⊆ σ means that τ is a face of σ.
5
Proof. The proof is by induction. For k = n this is obvious. Assume the equality
is true for k + 1, then for τ ∈ X(k) we have
m(τ) =
∑
σ∈X(k+1),τ⊂σ
m(σ)
=
∑
σ∈X(k+1),τ⊂σ
(n− k − 1)!
∑
η∈X(n),σ⊂η
m(η)
= (n− k)(n− k − 1)!
∑
η∈X(n),τ⊂η
m(η)
= (n− k)!
∑
η∈X(n),τ⊂η
m(η).
Corollary 2.8. For every −1 ≤ k < l ≤ n and every τ ∈ X(k) we have
1
(l − k)!
m(τ) =
∑
σ∈X(l),τ⊂σ
m(σ).
Proof. For every σ ∈ X(l) we have
1
(n− l)!
m(σ) =
∑
η∈X(n),σ⊆η
m(η).
Therefore∑
σ ∈X(l),τ⊂σ
m(σ) =
∑
σ∈X(l),τ⊂σ
(n− l)!
∑
η∈X(n),σ⊆η
m(η)
=
(n− k)!
(l − k)! (n− k − (l − k))!
(n− l)!
∑
η∈X(n),τ⊆η
m(η)
=
(n− k)!
(l− k)!
∑
η∈X(n),τ⊆η
m(η)
=
1
(l − k)!
m(τ).
From now on, we shall always assume that X is weighted (and that the
weight function is balanced).
Remark 2.9. The reader should note that in other papers a different variants of
the homogeneous weight are used: for instance, in our setting, the homogeneous
weight is defined for τ ∈ X(k) as
m(τ) = (n− k)! |{σ ∈ X(n) : τ ⊆ σ}|.
In contrast, in [LMM16] the following weight function w is used: for τ ∈ X(k),
w(τ) =
|{σ ∈ X(n) : τ ⊆ σ}|(
n+1
k+1
)
|X(n)|
.
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We note that w is unbalanced, but has the nice property of being a probability
measure of X(k) for every k. We chose to work only with balanced weights,
because our computations below are easier under this assumption (for instance,
the weighted Laplacian in every link has eigenvalues between 0 and 2). The
reader should note that all our results regarding spectral gaps are transferable
to the weight systems similar to that of [LMM16], because the homogeneous
weight differ from this other variants by a multiplicative constant (that depends
on the dimension of the simplex). For instance, m(τ)
w(τ) =
(n+1)!
(k+1)! |X
(n)| for every
k-dimensional simplex τ .
2.2 Cochains and Laplacians in real coefficients
For −1 ≤ k ≤ n, denote
Ck(X,R) = {φ : Σ(k)→ R : φ is antisymmetric}.
We recall that φ : Σ(k) → R is called antisymmetric, if for every (v0, ..., vk) ∈
Σ(k) and every permutation pi ∈ Sym({0, ..., k}), we have
φ((vpi(0), ..., vpi(k))) = sgn(pi)φ((v0, ..., vk)).
Every φ ∈ Ck(X,R) is called a k-form, and Ck(X,R) is called the space of
k-forms.
For −1 ≤ k ≤ n define an inner product on Ck(X,R) as:
∀φ, ψ ∈ Ck(X,R), 〈φ, ψ〉 =
∑
τ∈Σ(k)
m(τ)
(k + 1)!
φ(τ)ψ(τ).
Note that with this inner product Ck(X,R) is a (finite dimensional) Hilbert
space. Denote the norm induced by this inner product as ‖.‖. For−1 ≤ k ≤ n−1
define the differential dk : C
k(X,R) → Ck+1(X,R) in the usual way, i.e., for
every φ ∈ Ck(X,R) and every (v0, ..., vk+1),
(dkφ)((v0, ..., vk+1)) =
k+1∑
i=0
(−1)iφ((v0, ..., v̂i, ..., vk+1)).
One can easily check that for every 0 ≤ k ≤ n− 1 we have that dk+1dk = 0
and therefore we can define the cohomology in the usual way:
Hk(X,R) =
Ker(dk)
Im(dk−1)
.
Next, we describe the discrete Hodge theory in our setting. Define δk :
Ck+1(X,R)→ Ck(X,R) as the adjoint operator of dk (with respect to the inner
product we defined earlier on Ck(X,R), Ck−1(X,R)). Define further operators
∆+k ,∆
−
k ,∆k : C
k(X,R)→ Ck(X,R) as
∆+k = δkdk,∆
−
k = dk−1δk−1,∆k = ∆
+
k +∆
−
k .
The operators ∆+k ,∆
−
k ,∆k are called the upper Laplacian, the lower Laplacian
and the full Laplacian. The reader should note that by definition, all these
operators are positive (i.e., self-adjoint with a non-negative spectrum).
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Proposition 2.10. For every 1 ≤ k ≤ n − 1, Hk(X,R) is isometrically iso-
morphic as a Hilbert space to Ker(∆k) and
Spec(∆+k−1) \ {0} ⊆ [a, b]⇔ Spec(∆
−
k ) \ {0} ⊆ [a, b],
where Spec(∆+k−1), Spec(∆
−
k ) are the spectrum of ∆
+
k−1,∆
−
k .
Proof. Notice that since d∗k = δk we have the following:
Im(∆+k ) = (Ker(∆
+
k ))
⊥ = (Ker(dk))
⊥ = Im(δk),
Im(∆−k ) = (Ker(∆
−
k ))
⊥ = (Ker(δk−1))
⊥ = Im(dk−1).
Therefore, we have an orthogonal decomposition
Ker(dk) = Ker(∆
+
k ) =
(
Ker(∆+k ) ∩Ker(∆
−
k )
)
⊕Im(∆−k ) = Ker(∆k)⊕Im(dk−1).
Which yields that the orthogonal projection of Ker(dk) on Ker(∆k) gives rise to
an isometric isomorphism between Hk(X,R) and Ker(∆k). Ker(∆k) is called
the space of harmonic k-forms on X . Also notice that due to the fact that
∆+k−1 = δk−1dk−1,∆
−
k = dk−1δk−1, we have
Spec(∆+k−1) \ {0} ⊆ [a, b]⇔ Spec(∆
−
k ) \ {0} ⊆ [a, b],
The next proposition gives an explicit formula for δk,∆
+
k ,∆
−
k :
Proposition 2.11. 1. Let −1 ≤ k ≤ n − 1 then: δk : Ck+1(X,R) →
Ck(X,R) is
δkφ(τ) =
∑
v∈Σ(0)
vτ∈Σ(k+1)
m(vτ)
m(τ)
φ(vτ), τ ∈ Σ(k)
where vτ = (v, v0, ..., vk) for τ = (v0, ..., vk).
2. For 0 ≤ k ≤ n− 1, φ ∈ Ck(X,R) and σ ∈ Σ(k),
∆+k φ(σ) = φ(σ) −
∑
v∈Σ(0)
vσ∈Σ(k+1)
∑
0≤i≤k
(−1)i
m(vσ)
m(σ)
φ(vσi),
where σi = (v0, ..., v̂i, ..., vk) for σ = (v0, ..., vk).
3. For 0 ≤ k ≤ n, φ ∈ Ck(X,R) and σ ∈ Σ(k),
∆−k φ(σ) =
k∑
i=0
(−1)i
∑
v∈Σ(0),vσi∈Σ(k)
m(vσi)
m(σi)
φ(vσi),
where σi = (v0, ..., v̂i, ..., vk) for σ = (v0, ..., vk).
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Proof. 1. For σ ∈ Σ(k + 1) and τ ⊂ σ, τ ∈ Σ(k) denote by [σ : τ ] the
incidence coefficient of τ with respect to σ, i.e., if for σ = (v0, ..., vk+1),
τ = {v0, ..., v̂i, ..., vk+1}, then for every ψ ∈ C
k(X,R), we have that [σ :
τ ]ψ(τ) = (−1)iψ(σi). Take φ ∈ Ck+1(X,R) and ψ ∈ Ck(X,R), then we
have
〈dψ, φ〉 =
∑
σ∈Σ(k+1)
m(σ)
(k + 2)!
(
k+1∑
i=0
(−1)iψ(σi)
)
φ(σ)
=
∑
σ∈Σ(k+1)
m(σ)
(k + 1)! (k + 2)!
 ∑
τ∈Σ(k),τ⊂σ
[σ : τ ]ψ(τ)
 φ(σ)
=
∑
σ∈Σ(k+1)
m(τ)
(k + 1)!
∑
τ∈Σ(k),τ⊂σ
ψ(τ)
(
[σ : τ ]m(σ)
m(τ)(k + 2)!
φ(σ)
)
=
∑
τ∈Σ(k)
m(τ)
(k + 1)!
∑
σ∈Σ(k+1),τ⊂σ
ψ(τ)
(
[σ : τ ]m(σ)
m(τ)(k + 2)!
φ(σ)
)
=
∑
τ∈Σ(k)
m(τ)
(k + 1)!
ψ(τ)
 ∑
σ∈Σ(k+1),τ⊂σ
[σ : τ ]m(σ)
m(τ)(k + 2)!
φ(σ)

=
∑
τ∈Σ(k)
m(τ)
(k + 1)!
ψ(τ)
 ∑
v∈Σ(0),vτ∈Σ(k+1)
m(vτ)
m(τ)
φ(vτ)

=
〈
ψ,
∑
v∈Σ(0),vτ∈Σ(k+1)
m(vτ)
m(τ)
φ(vτ)
〉
.
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2. For every φ ∈ Ck(X,R) and every σ ∈ Σ(k) we have:
δdφ(σ) =
∑
v∈Σ(0)
vσ∈Σ(k+1)
m(vσ)
m(σ)
dφ(vσ)
=
∑
v∈Σ(0)
vσ∈Σ(k+1)
m(vσ)
m(σ)
φ(σ)
−
∑
v∈Σ(0)
vσ∈Σ(k+1)
∑
0≤i≤k
(−1)i
m(vσ)
m(σ)
φ(vσi)
=
∑
γ∈Σ(k+1)
σ⊂γ
m(γ)
(k + 2)!m(σ)
φ(σ)
−
∑
v∈Σ(0)
vσ∈Σ(k+1)
∑
0≤i≤k
(−1)i
m(vσ)
m(σ)
φ(vσi)
= φ(σ) −
∑
v∈Σ(0)
vσ∈Σ(k+1)
∑
0≤i≤k
(−1)i
m(vσ)
m(σ)
φ(vσi).
3. For every φ ∈ Ck(X,R) and every σ ∈ Σ(k) we have:
dδφ(σ) =
k∑
i=0
(−1)iδφ(σi) =
k∑
i=0
(−1)i
∑
v∈Σ(0),vσi∈Σ(k)
m(vσi)
m(σi)
φ(vσi).
Note that by the above proposition, we have for every φ ∈ C0(X,R) that
δ−1φ(∅) =
∑
v∈Σ(0)
m(v)
m(∅)
φ(v),
and
∀u ∈ Σ(0),∆−0 φ(u) = δ0φ(∅).
Proposition 2.12. For every φ ∈ C0(X,R),
〈
∆−0 φ, φ
〉
= ‖δ−1φ‖2= ‖∆
−
0 φ‖
2.
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Proof. For every φ ∈ C0(X,R) we have
〈
∆−0 φ, φ
〉
=
∑
u∈Σ(0)
m(u)
 ∑
v∈Σ(0)
m(v)
m(∅)
φ(v)
 φ(u)
=
 ∑
v∈Σ(0)
m(v)
m(∅)
φ(v)
 ∑
u∈Σ(0)
m(u)φ(u)
= m(∅)
 ∑
v∈Σ(0)
m(v)
m(∅)
φ(v)
2
= ‖δ−1φ‖
2.
Also note that
‖δ−1φ‖
2= m(∅)
 ∑
v∈Σ(0)
m(v)
m(∅)
φ(v)
2 = ∑
u∈Σ(0)
m(u)
 ∑
v∈Σ(0)
m(v)
m(∅)
φ(v)
2 = ‖∆−0 φ‖2.
Proposition 2.13. For every φ ∈ C0(X,R), ∆−0 φ is the projection of φ on the
space of constant 0-forms.
Proof. Let 1 ∈ C0(X,R) be the constant function 1(u) = 0, ∀u ∈ Σ(0). Then
the projection of φ on the space of constant 0-forms is given by
〈φ,1〉
‖1‖2
1. Note
that
‖1‖2=
∑
v∈Σ(0)
m(v) = m(∅),
〈φ,1〉 =
∑
v∈Σ(0)
m(v)φ(v).
Therefore for every u ∈ Σ(0),
〈φ,1〉
‖1‖2
1(u) =
∑
v∈Σ(0)
m(v)
m(∅)
φ(v) = ∆−0 (u).
Remark 2.14. We remark that for ∆+0 one always have ‖∆
+
0 ‖≤ 2, where ‖.‖
here denotes the operator norm (we leave this calculation to the reader). We also
remark that the largest eigenvalue of ∆+0 is always larger than 1. This can be
seen easily when thinking about ∆+0 in matrix form: it is a matrix with 1 along
the diagonal and 0 as an eigenvalue. Since the trace of ∆+0 as a matrix is equal
to the sum of eigenvalues, we can deduce it must have at least one eigenvalue
strictly larger than 1.
From now on, when there is no chance of confusion, we will omit the index
of dk, δk,∆
+
k ,∆
−
k ,∆k and just refer to them as d, δ,∆
+,∆−,∆.
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2.3 Partite simplicial complexes
In important source of examples of simplicial complexes which act like bipartite
expander graphs comes from (n+1)-partite n-dimensional simplicial complexes:
Definition 2.15. An n-dimensional simplicial complex X will be called (n+1)-
partite, if there is a disjoint partition X(0) = S0 ∪ ... ∪ Sn such that for every
u, v ∈ X(0),
{u, v} ∈ X(1) ⇒ ∃ 0 ≤ i, j ≤ n, i 6= j, u ∈ Si, v ∈ Sj .
If X is pure n-dimensional, the above condition is equivalent to the following
condition:
{u0, ..., un} ∈ X
(n) ⇒ ∃pi ∈ Sym({0, ..., n}), ∀0 ≤ i ≤ n, ui ∈ Spi(i).
We shall call S0, ..., Sn the sides of X.
Let X be a pure n-dimensional, weighted, (n+1)-partite simplicial complex
with sides S0, ..., Sn as in the above definition. We shall define the following
operators:
For 0 ≤ j ≤ n and −1 ≤ k ≤ n− 1, define
d(k,j) : C
k(X,R)→ Ck+1(X,R),
as following:
d(k,j)φ((v0, ..., vk+1)) =
{
0 v0 /∈ Sj , ..., vk+1 /∈ Sj
(−1)iφ((v0, ..., v̂i, ..., vk+1)) vi ∈ Sj
.
Denote by δ(k,j) : C
k+1(X,R) → Ck(X,R) the adjoint operator to d(k,j) and
∆−(k,j) = d(k−1,j)δ(k−1,j).
Proposition 2.16. Let −1 ≤ k ≤ n, 0 ≤ j ≤ n, then for every φ ∈ Ck+1(X,R)
δ(k,j)φ(τ) =
∑
v∈Sj ,vτ∈Σ(k+1)
m(vτ)
m(τ)
φ(vτ).
Proof. Let φ ∈ Ck+1(X,R), ψ ∈ Ck, then〈
d(k,j)ψ, φ
〉
=
∑
σ∈Σ(k+1)
m(σ)
(k + 2)!
d(k,j)ψ(σ)φ(σ)
=
∑
σ=(v0,...,vk+1)∈Σ(k+1),vi∈Sj
m(σ)
(k + 2)!
(−1)iψ(σi)φ(σ)
=
∑
σ=(v0,...,vk+1)∈Σ(k+1),vi∈Sj
m(viσi)
(k + 2)!
ψ(σi)φ(viσi)
=
∑
τ∈Σ(k)
∑
v∈Sj
m(vτ)
(k + 1)!
ψ(τ)φ(vτ)
=
∑
τ∈Σ(k)
m(τ)
(k + 1)!
ψ(τ)
∑
v∈Sj
m(vτ)
m(τ)
φ(vτ)
 .
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A straightforward computation gives rise to:
Corollary 2.17. For every 0 ≤ k ≤ n, 0 ≤ j ≤ n and every φ ∈ Ck(X,R) we
have that
∆−(k,j)φ(σ) =
0 σ = (v0, ..., vk), ∀i, vi /∈ Sj(−1)i∑v∈Sj ,vσi∈Σ(k) m(vσi)m(σi) φ(vσi) σ = (v0, ..., vk), vi ∈ Sj .
3 Links of X
Let {v0, ..., vj} = τ ∈ X(j), denote by Xτ the link of τ in X , that is, the (pure)
complex of dimension n − j − 1 consisting on simplices σ = {w0, ..., wk} such
that {v0, ..., vj}, {w0, ..., wk} are disjoint as sets and {v0, ..., vj} ∪ {w0, ..., wk} ∈
X(j+k+1). Note that for ∅ ∈ Σ(−1), X∅ = X .
For an ordered simplex (v0, ..., vj) ∈ Σ(k) define X(v0,...,vj) = X{v0,...,vj}.
Throughout this article we shall assume that all the 1-skeletons of the links of
X of dimension > 0 are connected .
Next, we will basically repeat the definitions that we gave above for X :
For 0 ≤ k ≤ n− j − 1, denote by Στ (k) the set of ordered k-simplices in Xτ .
Define the function mτ :
⋃
0≤k≤n−j−1 Στ (k)→ R
+ as
∀σ ∈ Στ (k),mτ (σ) = m(τσ),
where τσ is the concatenation of τ and σ, i.e., if τ = (v0, ..., vj), σ = (w0, ..., wk)
then τσ = (v0, ..., vj , w0, ..., wk).
Proposition 3.1. The function mτ defined above is a balanced weight function
of Xτ .
Proof. The fact that mτ is invariant under permutation is obvious, therefore we
are left to check that for every η ∈ Στ (k) we have∑
σ∈Στ (k+1),η⊂σ
mτ (σ) = (k + 2)!mτ (η).
For η ∈ Στ (k) we have by definition∑
σ ∈Στ (k+1),η⊂σ
mτ (σ) =
∑
σ∈Στ (k+1),η⊂σ
m(τσ)
=
∑
γ∈Σ(j+k+2),τη⊂γ
(k + 2)!
(j + k + 3)!
m(γ)
=
= (k + 2)!m(τη) = (k + 2)!mτ (η).
We showed that Xτ is a weighted simplicial complex with the weight function
mτ and therefore we can repeat all the definitions given before for X . Therefore
we have:
1. Ck(Xτ ,R) with the inner product on it.
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2. Differential dτ,k : C
k(Xτ ,R)→ Ck+1(Xτ ,R), δτ,k = (dτ,k)∗.δτ,0.
3. ∆+τ,k = δτ,kdτ,k,∆
−
τ,k = dτ,k−1δτ,k−1,∆τ,k = ∆
+
τ,k +∆
−
τ,k.
From now on, when there is no chance of confusion, we will omit the index
of dτ,k, δτ,k,∆
+
τ,k,∆
−
τ,k,∆τ,k and just refer to them as dτ , δτ ,∆
+
τ ,∆
−
τ ,∆τ .
Remark 3.2. Notice that for an n-dimensional simplicial complex X, if m is
homogeneous, then for every τ ∈ Σ(n− 2), Xτ is a graph such that mτ assigns
the value 1 for every edge. In this case, ∆+τ,0 is the usual graph Laplacian.
We now turn to describe how maps Ck(X,R) induce maps on the links of X .
This is done in two different ways described below: localization and restriction.
3.1 Localization and Garland’s method
Definition 3.3. For τ ∈ Σ(j) and j − 1 ≤ k ≤ n define the localization map
Ck(X,R)→ Ck−j−1(Xτ ,R), φ→ φτ ,
where φτ is defined by φτ (σ) = φ(τσ).
When φ ∈ Ck(X,R), k > 0, one can compute ‖φ‖2, ‖δφ‖2, ‖dφ‖2 by using all
the localizations of the form φτ , τ ∈ Σ(k− 1). After these calculations, one can
also bound the spectrum of high Laplacians ∆+k , based on the spectral gap in
the links. This idea was introduced by Garland in [Gar73] and is known today
as Garland’s method. This is a well known method (see for instance [BS´97] and
[Bor75]) and therefore we state the most of the results below without proofs.
Lemma 3.4. For every 0 ≤ k ≤ n and every φ, ψ ∈ Ck(X,R), one has:
1. (k + 1)! 〈φ, ψ〉 =
∑
τ∈Σ(k−1) 〈φτ , ψτ 〉 .
2. For τ ∈ Σ(k − 1), k! 〈δφ, δψ〉 =
∑
τ∈Σ(k−1) 〈δτφτ , δτψτ 〉 .
Lemma 3.5. For every 0 ≤ k ≤ n− 1 and every φ, ψ ∈ Ck(X,R), one has:
k! 〈dφ, dψ〉 =
∑
τ∈Σ(k−1)
(
〈dτφτ , dτψτ 〉 −
k
k + 1
〈φτ , ψτ 〉
)
.
Corollary 3.6. For every 1 ≤ k ≤ n and every φ, ψ ∈ Ck(X,R), one has:
k! 〈dφ, dψ〉 + k! k〈φ, ψ〉 =
∑
τ∈Σ(k−1)
〈dτφτ , dτψτ 〉.
In particular, for φ = ψ, one has:
k! ‖dφ‖2+k! k‖φ‖2=
∑
τ∈Σ(k−1)
‖dτφτ‖
2.
Lemma 3.7. Let X be a pure n-dimensional weighted simplicial complex such
that all the links of X of dimension > 0 are connected. Also, assume that n > 1.
For 0 ≤ k ≤ n− 1, if there are κ ≥ λ > 0 such that⋃
τ∈Σ(k−1)
Spec(∆+τ,0) \ {0} ⊆ [λ, κ],
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then for every φ ∈ Ck(X,R) we have
(k+1)‖φ‖2
(
κ−
k
k + 1
)
−κ‖δφ‖2≥ ‖dφ‖2≥ (k+1)‖φ‖2
(
λ−
k
k + 1
)
−λ‖δφ‖2,
or equivalently,
(k + 1)‖φ‖2
(
κ−
k
k + 1
)
− κ〈∆−k φ, φ〉 ≥ 〈∆
+
k φ, φ〉 ≥
(k + 1)‖φ‖2
(
λ−
k
k + 1
)
− λ〈∆−k φ, φ〉.
Proof. Let 0 ≤ k ≤ n − 1. Fix some τ ∈ Σ(k − 1) and some φ ∈ Ck(X,R).
For φτ recall that, by Proposition 2.13, ∆
−
τ,0φτ is the projection of φτ on the
space of constant functions. Denote by (φτ )
1 the orthogonal complement of this
projection. Since the 1-skeleton of Xτ is connected, we have that Ker(∆
+
τ,0) is
exactly the space of constant functions and therefore
κ‖(φτ )
1‖2≥
〈
∆+τ,0φτ , φτ
〉
≥ λ‖(φτ )
1‖2.
Note that ‖(φτ )1‖2= ‖φτ‖2−‖∆
−
τ,0φτ‖
2 and that
〈
∆+τ,0φτ , φτ
〉
= ‖dτφτ‖2. There-
fore
κ‖φτ‖
2−‖∆−τ,0φτ‖
2≥ ‖dτφτ‖
2≥ λ‖φτ‖
2−‖∆−τ,0φτ‖
2.
Since the above inequality is true for every τ ∈ Σ(k − 1), we can sum over all
τ ∈ Σ(k − 1) and get
κ
∑
τ∈Σ(k−1)
(
‖φτ‖
2−‖∆−τ,0φτ‖
2
)
≥
∑
τ∈Σ(k−1)
‖dτφτ‖
2≥ λ
∑
τ∈Σ(k−1)
(
‖φτ‖
2−‖∆−τ,0φτ‖
2
)
.
By Proposition 2.12, we have that ‖∆−τ,0φτ‖
2= ‖δτ,0φτ‖
2, therefore we can write
κ
∑
τ∈Σ(k−1)
(
‖φτ‖
2−‖δτ,0φτ‖
2
)
≥
∑
τ∈Σ(k−1)
‖dτφτ‖
2≥ λ
∑
τ∈Σ(k−1)
(
‖φτ‖
2−‖δτ,0φτ‖
2
)
.
By Lemma 3.4, applied for φ = ψ, we have that∑
τ∈Σ(k−1)
(
‖φτ‖
2−‖δτ,0φτ‖
2
)
= (k + 1)! ‖φ‖2−k! ‖δφ‖2.
Therefore
κ
(
(k + 1)! ‖φ‖2−k! ‖δφ‖2
)
≥
∑
τ∈Σ(k−1)
‖dτφτ‖
2≥ λ
(
(k + 1)! ‖φ‖2−k! ‖δφ‖2
)
.
By Corollary 3.6 we have for every φ ∈ Ck(X,R) that
k! ‖dφ‖2+k! k‖φ‖2=
∑
τ∈Σ(k−1)
‖dτφτ‖
2,
and therefore
κ
(
(k + 1)! ‖φ‖2−k! ‖δφ‖2
)
≥ k! ‖dφ‖2+k! k‖φ‖2≥ λ
(
(k + 1)! ‖φ‖2−k! ‖δφ‖2
)
.
Dividing by k! and then subtracting k‖φ‖2 gives the inequality stated in the
lemma.
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Corollary 3.8. Let X as in the above lemma. For 0 ≤ k ≤ n− 1, if there are
κ ≥ λ > k
k+1 such that ⋃
τ∈Σ(k−1)
Spec(∆+τ,0) \ {0} ⊆ [λ, κ],
then there is an orthogonal decomposition Ck(X,R) = Ker(∆+k )⊕Ker(∆
−
k ) and
Spec(∆+k ) \ {0} ⊆ [(k + 1)λ− k, (k + 1)κ− k],
Spec(∆−k+1) \ {0} ⊆ [(k + 1)λ− k, (k + 1)κ− k].
Lemma 3.7 has the following corollary:
Corollary 3.9. Let X as in the above lemma. For 0 ≤ k ≤ n− 1, if there are
κ ≥ λ > k
k+1 such that ⋃
τ∈Σ(k−1)
Spec(∆+τ,0) \ {0} ⊆ [λ, κ],
then ∥∥∥∥∆+k + λ+ κ2 ∆−k − (k + 1)(λ+ κ2 − kk + 1)I
∥∥∥∥ ≤ (k + 1)κ− λ2 ,
where ‖.‖ denotes the operator norm.
Proof. By Lemma 3.7,
(k+1)
κ− λ
2
≥ 〈(∆+k +
λ+ κ
2
∆−k −(k+1)(
λ+ κ
2
−
k
k + 1
)I)φ, φ〉 ≥ −(k+1)
κ− λ
2
.
Note that ∆+k +
λ+κ
2 ∆
−
k − (k + 1)(
λ+κ
2 −
k
k+1 )I is a self adjoint operator and
therefore the above inequality yields the needed inequality.
3.2 Localization in partite complexes
In the case of partite complexes applying Corollary 3.9 can be rather uninfor-
mative, because the largest eigenvalue in the links can be quite large. Consider
for instance the case of 1-dimensional links, which are bipartite graphs and
therefore the largest eigenvalue of the graph Laplacian in those links is 2. This
phenomena of large eigenvalue generalize to every link of a partite complex (see
Proposition 5.2 below). The idea below is to derive a result similar to Corollary
3.9, that does not consider the high end of the spectrum in partite complexes.
Let X be a pure n-dimensional, weighted, (n+1)-partite simplicial complex
with sides S0, ..., Sn. Notice that for any −1 ≤ k ≤ n−1, Xτ is a (n−k)-partite
complex. In order to keep the indexing of the sides consistent, we shall denote
as follows: for τ = (v0, ..., vk), vi ∈ Sji , the sides of Xτ will be denoted by Sτ,j,
where j 6= j0, ..., jk and Sτ,j ⊆ Sj .
This will allow us to define dτ,(l,j), δτ,(l,j) on Xτ for −1 ≤ l ≤ n − k − 1
in the following way: if τ = (v0, ..., vk), vi ∈ Sji , then for j 6= j0, ..., jk, define
dτ,(l,j), δτ,(l,j) as above (using the indexing on Xτ ). If j = ji for some 0 ≤ i ≤ k,
then define dτ,(l,j) ≡ 0, δτ,(l,j) ≡ 0. Denote ∆
−
τ,(l,j) = dτ,(l−1,j)δτ,(l−1,j).
After setting these conventions, we will show the following:
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Proposition 3.10. Let X be a pure n-dimensional, weighted, (n + 1)-partite
simplicial complex. Then for every φ ∈ Ck(X,R) and every 0 ≤ j ≤ n, we have
that
k! 〈∆−(k,j)φ, φ〉 =
∑
τ∈Σ(k−1)
〈∆−
τ,(0,j)φτ , φτ 〉.
Proof. Let φ ∈ Ck(X,R), then by definition
k! 〈∆−(k,j)φ, φ〉 = k! 〈δ
−
(k,j)φ, δ
−
(k,j)φ〉
=
∑
τ∈Σ(k−1)
m(τ)
 ∑
v∈Sj,vτ∈Σ(k+1)
m(vτ)
m(τ)
φ(vτ)
2
=
∑
τ∈Σ(k−1)
mτ (∅)
 ∑
v∈Sj ,v∈Στ (0)
mτ (v)
mτ (∅)
φτ (v)
2
=
∑
τ∈Σ(k−1)
‖δτ,(0,j)φτ‖
2
=
∑
τ∈Σ(k−1)
〈∆−
τ,(0,j)φτ , φτ 〉.
The next theorem is the (n+ 1)-partite analogue of Corollary 3.9:
Theorem 3.11. Let X be a pure n-dimensional, (n+1)-partite, weighted sim-
plicial complex such that all the links of X of dimension > 0 are connected. Fix
0 ≤ k ≤ n− 1, if there are κ ≥ λ > k
k+1 such that⋃
τ∈Σ(k−1)
Spec(∆+τ,0) \ {0,
n+ 1− k
n− k
} ⊆ [λ, κ],
then ∥∥∥∥∥∥∆+k + n+ 1− kn− k ∆−k + (k − (k + 1)λ+ κ2 )I
− (
(n+ 1− k)2
n− k
− (n+ 1− k)2
λ+ κ
2
)
n∑
j=0
∆−(k,j)
∥∥∥∥∥∥ ≤ (k + 1)κ− λ2 ,
where ‖.‖ denotes the operator norm.
Proof. Let φ ∈ Ck(X,R), then for every τ ∈ Σ(k− 1), we have that the projec-
tion of φτ on C
0(Xτ ,R)nt is
φτ − (n+ 1− k)
n∑
j=0
∆−
τ,(0,j)φτ = (I − (n+ 1− k)
n∑
j=0
∆−
τ,(0,j))φτ .
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Therefore, 〈
∆+τ
I − (n+ 1− k) n∑
j=0
∆−
τ,(0,j)
φτ , φτ
〉
≥ λ
∥∥∥∥∥∥
I − (n+ 1− k) n∑
j=0
∆−
τ,(0,j)
φτ
∥∥∥∥∥∥
2
= λ
‖φτ‖2 − (n+ 1− k)2 n∑
j=0
‖∆−
τ,(0,j)φτ‖
2
 .
Similarly,
κ
‖φτ‖2 − (n+ 1− k)2 n∑
j=0
‖∆−
τ,(0,j)φτ‖
2

≥
〈
∆+τ
I − (n+ 1− k) n∑
j=0
∆−
τ,(0,j)
φτ , φτ
〉
.
From the fact that ∆−τ,0 is the projection on the constant functions on Xτ we
get that
(n+ 1− k)
n∑
j=0
∆−
τ,(0,j) −∆
−
τ,0,
is the projection of the eigenfunctions with eigenvalue n+1−k
n−k . Therefore,
∆+τ,0
(n+ 1− k) n∑
j=0
∆−
τ,(0,j)
 = n+ 1− k
n− k
(n+ 1− k) n∑
j=0
∆−
τ,(0,j) −∆
−
τ,0
 ,
which yields
∆+τ,0
I − (n+ 1− k) n∑
j=0
∆−
τ,(0,j)
 = ∆+τ,0 + n+ 1− kn− k ∆−τ,0
−
(n+ 1− k)2
n− k
n∑
j=0
∆−
τ,(0,j).
Therefore we have that
κ
‖φτ‖2 − (n+ 1− k)2 n∑
j=0
‖∆−
τ,(0,j)φτ‖
2
 ≥
〈∆+τ,0 + n+ 1− kn− k ∆−τ,0 − (n+ 1− k)2n− k
n∑
j=0
∆−
τ,(0,j)
φτ , φτ
〉
≥
λ
‖φτ‖2 − (n+ 1− k)2 n∑
j=0
‖∆−
τ,(0,j)φτ‖
2
 .
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Summing the above inequalities on all τ ∈ Σ(k − 1) and using the equalities:
(k + 1)! ‖φ‖2=
∑
τ∈Σ(k−1)
‖φτ‖
2,
k!
〈
∆−k φ, φ
〉
=
∑
τ∈Σ(k−1)
〈
∆−τ,0φτ , φτ
〉
,
k! 〈∆+k φ, φ〉 + k! k‖φ‖
2=
∑
τ∈Σ(k−1)
〈∆+τ,0φτ , φτ 〉,
k! 〈∆−(k,j)φ, φ〉 =
∑
τ∈Σ(k−1)
〈∆−
τ,(0,j)φτ , φτ 〉,
(see Lemma 3.4, Corollary 3.6 and Proposition 3.10 ), yields (after dividing by
k!):
κ
〈(k + 1)I − (n+ 1− k)2 n∑
j=0
∆−(k,j)
φ, φ〉
≥
〈∆+k + kI + n+ 1− kn− k ∆−k − (n+ 1− k)2n− k
n∑
j=0
∆−(k,j)
φ, φ〉
≥ λ
〈(k + 1)I − (n+ 1− k)2 n∑
j=0
∆−(k,j)
φ, φ〉 .
Subtracting
λ+ κ
2
〈(k + 1)I − (n+ 1− k)2 n∑
j=0
∆−(k,j)
φ, φ〉 ,
from the above inequality yields∣∣∣∣∣∣
〈∆+k + (k − (k + 1)λ+ κ2
)
I +
n+ 1− k
n− k
∆−k
−
(
(n+ 1− k)2
n− k
− (n+ 1− k)2
λ+ κ
2
) n∑
j=0
∆−(k,j)
φ, φ〉
∣∣∣∣∣∣
≤
κ− λ
2
〈(k + 1)I − (n+ 1− k)2 n∑
j=0
∆−(k,j)
φ, φ〉 .
This in turn yields∥∥∥∥∥∥∆+k + n+ 1− kn− k ∆−k +
(
k − (k + 1)
λ+ κ
2
)
I
−
(
(n+ 1− k)2
n− k
− (n+ 1− k)2
λ+ κ
2
) n∑
j=0
∆−(k,j)
∥∥∥∥∥∥ ≤ (k + 1)κ− λ2 .
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3.3 Restriction
Definition 3.12. For φ ∈ Ck(X,R) and τ ∈ Σ(l) s.t. k + l + 1 ≤ n, the
restriction of φ to Xτ is a function φ
τ ∈ Ck(Xτ ,R) defined as follows:
∀σ ∈ Στ (k), φ
τ (σ) = φ(σ).
For φ, ψ ∈ Ck(X,R), one can compute 〈φ, ψ〉 using all the restrictions of the
form φτ , ψτ . This is described in the following lemma:
Lemma 3.13. For every 0 ≤ k ≤ n−1 let φ, ψ ∈ Ck(X,R) and 0 ≤ l ≤ n−k−1.
Then
〈φ, ψ〉 =
∑
τ∈Σ(l)
〈φτ , ψτ 〉.
Proof. ∑
τ∈Σ(l)
〈φτ , ψτ 〉 =
∑
τ∈Σ(l)
∑
σ∈Στ (k)
mτ (σ)
(k + 1)!
φτ (σ)ψτ (σ) =
∑
τ∈Σ(l)
1
(k + 1)!
∑
σ∈Στ (k)
m(τσ)φ(σ)ψ(σ) =
∑
τ∈Σ(l)
1
(k + 1)!
∑
γ∈Σ(l+k+1),τ⊂γ
(k + 1)!
(l + k + 2)!
m(γ)φ(γ − τ)ψ(γ − τ),
where γ − τ means deleting the vertices of τ from γ. Changing the order of
summation gives∑
γ∈Σ(l+k+1)
m(γ)
(l + k + 2)!
∑
τ∈Σ(l),τ⊂γ
φ(γ − τ)ψ(γ − τ) =
∑
γ∈Σ(l+k+1)
m(γ)
(l + k + 2)!
∑
σ∈Σ(k),σ⊂γ
(l + 1)!
(k + 1)!
φ(σ)ψ(σ) =
∑
σ∈Σ(k)
(l + 1)!φ(σ)ψ(σ)
(l + k + 2)! (k + 1)!
∑
γ∈Σ(l+k+1),σ⊂γ
m(γ)
Recall that by Corollary 2.8 we have that∑
γ∈Σ(l+k+1),σ⊂γ
m(γ) =
(l + k + 2)!
(l + 1)!
m(σ).
Therefore we get∑
σ ∈Σ(k)
(l + 1)!φ(σ)ψ(σ)
(l + k + 2)! (k + 1)!
∑
γ ∈Σ(l+k+1),σ⊂γ
m(γ)
=
∑
σ∈Σ(k)
m(σ)
(k + 1)!
φ(σ)ψ(σ)
= 〈φ, ψ〉.
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Lemma 3.14. Assume that X is of dimension > 1. Let φ, ψ ∈ C0(X,R) and
0 ≤ l ≤ n− 1, then
〈dφ, dψ〉 =
∑
τ∈Σ(l)
〈dτφ
τ , dτψ
τ 〉,
where dτ is the restriction of d to the link of τ .
Proof. Note that
∀(v0, v1) ∈ Στ (1), dτφ
τ ((v0, v1)) = φ(v0)−φ(v1) = dφ((v0, v1)) = (dφ)
τ ((v0, v1)),
and similarly
∀(v0, v1) ∈ Στ (1), dτψ
τ ((v0, v1)) = (dφ)
τ ((v0, v1)).
Therefore dτ (φ
τ ) = (dφ)τ , dτ (ψ
τ ) = (dψ)τ and the lemma follows from the
previous one.
3.4 Connectivity of links
Throughout this paper, we will assume that the 1-skeleton of X and the 1-
skeletons of all the links of X of dimension > 0 are connected. We show that
this implies that X has strong connectivity properties, namely we shall show
that X is gallery connected (see definition below).
Definition 3.15. A pure n-dimensional simplicial complex is called gallery con-
nected, if for every two vertices u, v ∈ X(0) there is a sequence of simplexes
σ0, ..., σl ∈ X(n) such that u ∈ σ0, v ∈ σl and for every 0 ≤ i ≤ l − 1, we have
that σi ∩ σi+1 ∈ X(n−1).
Proposition 3.16. Let X be a pure n-dimensional simplicial complex, such
that the 1-skeleton of X is connected. If the 1-skeletons of all the links of X of
dimension > 0 are connected, then X is gallery connected.
Proof. We shall prove the by induction on n. For n = 1, X is a graph, therefore,
X being gallery connected is the same as X being connected. Assume the
proposition holds for n− 1. Let X be a pure n-dimensional simplicial complex,
such that the 1-skeleton of X is connected. If the 1-skeletons of all the links
of X of dimension > 0 are connected. Then the (n − 1)-skeleton of X is a
pure (n − 1)-simplicial complex, such that the 1-skeletons of all the links are
connected. Therefore, by the induction assumption, for every u, v ∈ X(0), there
are τ0, ..., τl ∈ X(n−1) such that u ∈ τ0, v ∈ τl and for every 0 ≤ i ≤ l − 1,
τi ∩ τi+1 ∈ X(n−2). X is pure n-dimensional, therefore we can take σi ∈ X(n)
such that for every 0 ≤ i ≤ l, τi ⊂ σi. If l = 0 there is nothing to prove.
Assume l > 0, to finish, we shall show that for every 0 ≤ i ≤ l − 1 there is
a gallery connecting σi and σi+1 (and therefore one can take a concatenation
of those galleries). Fix 0 ≤ i ≤ l − 1. Denote η = τi ∩ τi+1 ∈ X(n−2), v′ =
τi \ η, v′′ = τi+1 \ η. By our assumptions Xη is connected, therefore there are
v1, ..., vk ∈ X
(0)
η such that
{v′, v1}, {v1, v2}, ..., {vk, v
′′} ∈ X(1)η .
Denote
σ′0 = η ∪ {v
′, v1}, σ
′
1 = η ∪ {v1, v2}, ..., σ
′
k = η ∪ {vk, v
′′}.
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Note that σ′0, ..., σ
′
k ∈ X
(n) and that
∀0 ≤ i ≤ k − 1, σ′i ∩ σ
′
i+1 = η ∪ {vi} ∈ X
(n−1).
Also note that
τi ⊆ σi ∩ σ
′
0, τi+1 ⊆ σi+1 ∩ σ
′
k.
Therefore there is a gallery connecting σi and σi+1 and we are done.
4 Spectral gaps of links
In this section we will show that a large spectral gap on the graph Laplacian (i.e.,
the upper Laplacian) on all the 1-dimensional links induces spectral gaps in all
the (weighted) graph Laplacians in all the other links (including the 1-skeleton
of X which is the link of the empty set).
We shall show that spectral gaps of the graph Laplacians “trickle down”
through links of simplices of different dimension. Specifically, we shall show the
following:
Lemma 4.1. Let X as before, i.e., a pure n-dimensional weighted simplicial
complex such that all the links of X of dimension > 0 are connected. Also,
assume that n > 1. For 0 ≤ k ≤ n− 2, if there are κ ≥ λ > 0 such that⋃
σ∈Σ(k)
Spec(∆+σ,0) \ {0} ⊆ [λ, κ],
then ⋃
τ∈Σ(k−1)
Spec(∆+τ,0) \ {0} ⊆
[
2−
1
λ
, 2−
1
κ
]
.
Proof. Fix some τ ∈ Σ(k − 1). First note that⋃
v∈Στ (0)
Spec(∆+τv,0) \ {0} ⊆
⋃
σ∈Σ(k)
Spec(∆+σ,0) \ {0} ⊆ [λ, κ].
For every v ∈ Στ (0) and recall that ∆−τvφ
v is the projection of φv to the space
of constant maps on Xτv. Denote by (φ
v)1 the orthogonal compliment of that
projection.
Since Xτv is connected for every v ∈ Στ (0), the kernel of ∆+τv is the space of
constant maps. Therefore for every v ∈ Στ (0) we have that
κ‖(φv)1‖2≥ ‖dτvφ
v‖2≥ λ‖(φv)1‖2.
Take φ ∈ C0(Xτ ,R) to be a non constant eigenfunction of ∆+τ with the
eigenvalue µ > 0 (recall that Xτ is connected so the kernel of ∆
+
τ is the space
of constant functions) , i.e.,
∆+τ φ(u) = µφ(u).
By Lemma 3.14 we have
µ‖φ‖2= ‖dτφ‖
2=
∑
v∈Στ (0)
‖dτvφ
v‖2.
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Combined with the above inequalities this yields:
κ
∑
v∈Στ (0)
‖(φv)1‖2≥ µ‖φ‖2≥ λ
∑
v∈Στ (0)
‖(φv)1‖2. (1)
Next, we shall compute
∑
v∈Στ (0)
‖(φv)1‖2. Note that
‖(φv)1‖2= ‖(φv)‖2−‖∆−τvφ
v‖2.
By Lemma 3.13 we have that ∑
v∈Στ (0)
‖(φv)‖2= ‖φ‖2,
and therefore we need only to compute
∑
v∈Στ (0)
‖∆−τvφ
v‖2. First, let us write
∆−τvφ
v explicitly:
∆−τvφ
v ≡
1
mτv(∅)
∑
u∈Στv(0)
mτv(u)φ
v(u) =
1
mτ (v)
∑
(v,u)∈Στ (1)
mτ ((v, u))φ(u).
Notice that since ∆+τ φ = µφ, we get
µφ(v) = ∆+τ φ(v) = φ(v)−
1
mτ (v)
∑
(v,u)∈Στ (1)
mτ ((v, u))φ(u) = φ(v) −∆
−
τvφ
v.
Therefore
∆−τvφ
v = (1− µ)φ(v).
This yields∑
v∈Στ (0)
‖∆−τvφ
v‖2=
∑
v∈Στ (0)
mτ (v)(1 − µ)
2φ(v)2 = (1 − µ)2‖φ‖2.
Therefore∑
v∈Στ (0)
‖(φv)1‖2=
∑
v∈Στ (0)
‖(φv)‖2−
∑
v∈Στ (0)
‖∆−τvφ
v‖2= ‖φ‖2(1−(1−µ)2) = ‖φ‖2µ(2−µ).
Combine with the inequality in (1) to get
κ‖φ‖2µ(2− µ) ≥ µ‖φ‖2≥ λ‖φ‖2µ(2− µ).
Dividing by ‖φ‖2µ yields
κ(2 − µ) ≥ 1 ≥ λ(2− µ).
And this in turns yields
2−
1
κ
≥ µ ≥ 2−
1
λ
.
Since µ was any positive eigenvalue of ∆+τ,0 we get that
Spec(∆+τ,0) \ {0} ⊆
[
2−
1
λ
, 2−
1
κ
]
.
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Our next step is to iterate the above lemma. Consider the function f(x) =
2 − 1
x
. One can easily verify that this function is strictly monotone increasing
and well defined on (0,∞). Denote f2 = f ◦f, f j = f ◦...◦f . Simple calculations
show that
f j(x) =
(j + 1)x− j
jx− (j − 1)
and therefore
∀m ∈ N, f
(
m
m+ 1
)
=
m− 1
m
, f(1) = 1,
and
∀a > 1, {f j(a)}j∈N is a decreasing sequence and lim
j→∞
f j(a) = 1.
The next corollary implies Theorem 1.4 of the introduction (for the homogeneous
weight):
Corollary 4.2. Let X be as in the lemma and f as above. Assume that there
are κ ≥ λ > n−1
n
such that⋃
σ∈Σ(n−2)
Spec(∆+σ,0) \ {0} ⊆ [λ, κ],
then for every −1 ≤ k ≤ n− 3 we have⋃
τ∈Σ(k)
Spec(∆+τ,0) \ {0} ⊆
[
fn−k−2(λ), fn−k−2(κ)
]
⊆
(
k + 1
k + 2
,
n− k
n− k − 1
]
.
Proof. The proof is a straightforward induction using Lemma 4.1. One only
needs to verify that for every −1 ≤ k ≤ n− 3 we have fn−k−2(λ) > 0, but this
is guaranteed by the condition λ > n−1
n
which implies that fn−k−2(λ) > k+1
k+2 .
The upper bound on the spectrum stems from the fact that κ ≤ 2 and therefore
fn−k−2(κ) ≤ fn−k−2(2) = n−k
n−k−1 .
5 Spectral gap of links in partite complexes
In this section we derive a result similar to Corollary 4.2 in the case where X is a
partite complex. Motivated by the discussion in 3.2 above, we want to bound the
eigenvalues of the links of partite complexes from above, excluding the largest
eigenvalue - see Corollary 5.6 below. In the following two propositions, we start
with an analysis of the structure of the eigenfunction of the largest eigenvalue
of the links in the partite case:
Proposition 5.1. Let X be a pure n-dimensional weighted simplicial complex
such that all the links of X of dimension > 0 are connected. For every −1 ≤
k ≤ n− 3, every τ ∈ X(k) and every φ ∈ C0(Xτ ,R),
∆+τ,0φ =
n− k
n− k − 3
φ⇒ ∀σ ∈ X(n−k−1)τ ,∆
+
σ,0φ
σ = 2φσ.
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Proof. Let −1 ≤ k ≤ n− 2, τ ∈ X(k) and φ ∈ C0(Xτ ,R) such that ∆
+
0 φ = µφ.
Assume there is a single v ∈ X
(0)
τ such that (in the notations of the proof of
Lemma 3.7 )
n− k − 1
n− k − 2
‖(φv)1‖2> ‖dτvφ
v‖2.
We note that φv ∈ C0(Xτv,R) and therefore by Corollary 4.2, for any other
v ∈ X
(0)
τ , we have
n− k − 1
n− k − 2
‖(φv)1‖2≥ ‖dτvφ
v‖2.
Therefore we can repeat the proof of Lemma 3.7, with strict inequalities. Namely,
instead of inequality (1), we can take
n− k − 1
n− k − 2
∑
v∈Στ (0)
‖(φv)1‖2> µ‖φ‖2,
and complete the rest of the proof with strict inequalities and get
2−
1
n−k−1
n−k−2
> µ,
which yields
n− k
n− k − 1
> µ.
Therefore
∆+τ,0φ =
n− k
n− k − 1
φ⇒ ∀v ∈ X(0)τ ,∆
+
τv,0φ
v =
n− k − 1
n− k − 2
φv.
Finish by induction on k, starting with k = n− 3 and descending.
The proposition below states that the 1-skeleton of a partite complex has a
known upper bound on the spectrum (this is a generalization of the fact the a
bipartite graph has an eigenvalue 2):
Proposition 5.2. Let X be a pure n-dimensional weighted simplicial complex
such that all the links of X of dimension > 0 are connected. If X is (n + 1)-
partite then n+1
n
∈ Spec(∆+0 ) and the space of eigenfunctions of the eigenvalue
n+1
n
is spanned by the functions ϕi, 0 ≤ i ≤ n defined as
ϕi(u) =
{
n u ∈ Si
−1 otherwise
.
Proof. First we verify that each ϕi defined above is indeed an eigenfunction of
the eigenvalue n+1
n
. We check the following cases:
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1. In the case u ∈ Si, we have that
∆+0 ϕi(u) = ϕi(u)−
∑
v∈X(0),(u,v)∈Σ(1)
m((u, v))
m(u)
ϕi(v)
= n−
∑
v∈X(0),(u,v)∈Σ(1)
m((u, v))
m(u)
(−1)
= n+
∑
v∈X(0),(u,v)∈Σ(1)
m((u, v))
m(u)
= n+ 1
=
n+ 1
n
ϕi(u).
2. In the case where u /∈ Si, we have that
∆+0 ϕi(u) = −1−
∑
v∈X(0),(u,v)∈Σ(1)
m((u, v))
m(u)
ϕi(v)
= −1−
∑
v∈X(0)\Si,(u,v)∈Σ(1)
m((u, v))
m(u)
(−1)
−
∑
v∈Si,(u,v)∈Σ(1)
m((u, v))
m(u)
n.
Recall that by Proposition 2.7 and by the fact thatX is pure n-dimensional
and (n+ 1)-partite, we have that
m(u) = n!
∑
σ∈X(n),u⊂σ
m(σ)
= n!
∑
v∈Si,(u,v)∈Σ(1)
∑
σ∈X(n),{u,v}⊂σ
m(σ)
= n
∑
v∈Si,(u,v)∈Σ(1)
m((u, v)).
Similarly,
(n− 1)m(u) = n
∑
v∈X(0)\Si,(u,v)∈Σ(1)
m((u, v)).
Therefore we get
∆+0 ϕi(u) = −1 +
n− 1
n
− 1
= −
n+ 1
n
=
n+ 1
n
ϕi(u).
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Next, we will prove that ϕi span the space of eigenfunctions with eigenvalue
n+1
n
. For n = 1, this is the classical argument for bipartite graphs repeated here
for the convenience of the reader. Let φ ∈ C0(X,R) such that ∆+0 φ = 2φ and
X is a bipartite graph. There is u0 ∈ X(0) such that ∀v ∈ X(0), |φ(u0)|≥ |φ(v)|.
Without loss of generality u0 ∈ S0. One can always normalize φ such that
φ(u0) = 1 and for every other v ∈ X(0), |φ(v)|≤ 1 . Then
2 = ∆φ(u0)
= 1−
∑
v∈X(0),(u0,v)∈Σ(1)
m((u0, v))
m(u0)
φ(v)
= 1−
∑
v∈X
(0)
1 ,(u0,v)∈Σ(1)
m((u0, v))
m(u0)
φ(v)
Therefore ∑
v∈X
(0)
1 ,(u0,v)∈Σ(1)
m((u0, v))
m(u0)
φ(v) = −1.
Note that
∑
v∈X
(0)
1 ,(u0,v)∈Σ(1)
m((u0, v))
m(u0)
= 1 and ∀v, φ(v) ≥ −1 and therefore
we get that for every v ∈ X
(0)
1 with (u0, v) ∈ Σ(1) we get φ(v) = −1. By the
same considerations, for every v ∈ X(0) with φ(v) = −1, we have
u ∈ X(0), (v, u) ∈ Σ(1)⇒ φ(u) = 1.
Therefore by iterating this argument and using the fact that the graph is con-
nected, we get that
φ(u) =
{
1 u ∈ S0
−1 u ∈ X
(0)
1
,
and that is exactly ϕ0 in the case n = 1. Assume that n > 1.
First, for every 0 ≤ i ≤ n, note that χSi =
1
n+1 (ϕi + χX(0)) (Recall that χX(0)
denotes the constant 1 function and χSi denotes the indicator function of Si ).
Therefore every function φ of the form:
∃c0, ..., cn ∈ R, ∀u ∈ Si, φ(u) = ci,
is in the space spanned by the functions ϕi and the constant functions. There-
fore, for φ such that ∆+0 φ =
n+1
n
φ, it is enough to show that φ is of the form
∃c0, ..., cn ∈ R, ∀u ∈ Si, φ(u) = ci.
Let φ ∈ C0(X,R) such that ∆+0 φ =
n+1
n
φ. Fix 0 ≤ i ≤ n and u′ ∈ Si. By
Proposition 3.16, X is gallery connected so for every u ∈ Si there is a gallery
σ0, ..., σl ∈ X(n) connecting u′ and u. We will show by induction on l that
φ(u) = φ(u′). For l = 0, u = u′ and we are done. Assume the claim is
true for l. Let u ∈ Si such that the shortest gallery connecting u
′ and u is
σ0, ..., σl+1 ∈ X(n). By the fact that X is (n+ 1)-partite, there is u′′ ∈ σl ∩ Si
therefore u′′, u are both in the link of σl ∩σl+1 ∈ X(n−1). Since n > 1, σl ∩σl+1
is of dimension > 1, therefore there is a non empty simplex τ ∈ X(n−2) such
that τ ⊂ σl ∩ σl+1. Note that by the (n+ 1)-partite assumption of X , we have
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that the link of Xτ is a bipartite graph, containing u
′′ and u. From Proposition
5.1 we have that
∆+0 φ
τ = 2φτ .
Therefore, from the case n = 1, we get that
φ(u′′) = φτ (u′′) = φτ (u) = φ(u).
By our induction assumption, φ(u′) = φ(u′′) and therefore φ must be of the
form stated above and we are done.
The above proposition indicates that when dealing with an (n + 1)-partite
simplicial complex, one should think of the non-trivial spectrum of ∆+0 as
Spec(∆+0 ) \ {0,
n+1
n
}. Following this logic, we denote the space of non-trivial
functions C0(X,R)nt as
C0(X,R)nt = span{χX(0) , ϕ0, ..., ϕn}
⊥.
Proposition 5.3. Let χSi be the indicator function of Si, then
C0(X,R)nt = span{χS0, ..., χSn}
⊥.
Moreover, for every φ ∈ C0(X,R), the projection of φ on C0(X,R)nt is
φ− (n+ 1)
n∑
j=0
∆−(0,j)φ.
Proof. As noted in the proof of the proposition above, χSi =
1
n+1 (ϕi + χX(0)).
Also notice that
χX(0) =
n∑
i=0
χSi ,
∀i, ϕi =
n∑
j=0
χ
X
(0)
j
+ (n− 1)χSi .
Therefore
span{ϕ0, ..., ϕn, χX(0)} = span{χS0, ..., χSn}.
Notice that for every j,
‖χSj‖
2=
∑
v∈Sj
m(v) =
1
n+ 1
m(∅),
and for every φ ∈ C0(X,R)
〈φ, χSj 〉χSj =
∑
v∈Sj
φ(v)
χSj
= m(∅)∆−(0,j)φ.
Therefore, for every φ ∈ C0(X,R), the projection of φ on C0(X,R)nt is
n∑
j =0
1
‖χSj‖
2
〈φ, χSj 〉χSj =
n+ 1
m(∅)
n∑
j=0
m(∅)∆−(0, j)φ = (n+ 1)
n∑
j=0
∆−(0,j)φ.
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Next, we have a technical tool to calculate to norm and Laplacian of functions
in C0(X,R)nt:
Proposition 5.4. Let X be a pure n-dimensional, (n + 1)-partite, weighted
simplicial complex such that all the links of X of dimension > 0 are connected.
Let φ ∈ C0(X,R). For every 0 ≤ i ≤ n, define φi(u) ∈ C0(X,R) as follows:
φi(u) =
{
−nφ(u) u ∈ Si
φ(u) otherwise
.
Then
1. If φ ∈ C0(X,R)nt, then for every 0 ≤ i ≤ n, we have that φi(u) ∈
C0(X,R)nt.
2. For every φ ∈ C0(X,R),
n∑
i=0
‖φi‖
2= (n2 + n)‖φ‖2.
3. For every φ ∈ C0(X,R),
n∑
i=0
〈φi,∆
+
0 φi〉 = 〈φ, ((n+ 1)
2I − (n+ 1)∆+0 )φ〉.
Proof. 1. Let φ ∈ C0(X,R)nt. Fix 0 ≤ i ≤ n. Note that for every 0 ≤ j ≤ n,
we have that
〈φ, χ
X
(0)
j
〉 = 0⇒ 〈φi, χX(0)
j
〉 = 0,
and therefore by the above proposition φi(u) ∈ C0(X,R)nt.
2. For every 0 ≤ i ≤ n we have that
‖φi‖
2 =
∑
u∈Si
m(u)n2φ(u)2 +
∑
u∈X(0)\Si
m(u)φ(u)2.
Therefore
n∑
i =0
‖φi‖
2 =
∑
u∈X(0)
m(u)(n2 + n)φ(u)2 = (n2 + n)‖φ‖2.
3. For every 0 ≤ i ≤ n, we will compute ∆+0 φi: For u ∈ Si, we have that
(∆+0 φi)(u) = −nφ(u)−
∑
v∈X(0),(u,v)∈Σ(1)
m((u, v))
m(u)
φ(v)
= (−n− 1)φ(u) + (∆+0 φ)(u).
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For u ∈ X(0) \ Si we have that
(∆+0 φi)(u) = φ(u)−
∑
v∈X(0)\Si,(u,v)∈Σ(1)
m((u, v))
m(u)
φ(v)
−
∑
v∈Si,(u,v)∈Σ(1)
m((u, v))
m(u)
(−n)φ(v)
= (∆+0 φ)(u) + (n+ 1)
∑
v∈Si,(u,v)∈Σ(1)
m((u, v))
m(u)
φ(v).
Therefore
〈φi,∆
+
0 φi〉 =
∑
u∈Si
m(u)φ(u)
(
−n(−n− 1)φ(u)− n(∆+0 φ)(u)
)
+
∑
u∈X(0)\Si
m(u)φ(u)
(∆+0 φ)(u)
+ (n+ 1)
∑
v∈Si,(u,v)∈Σ(1)
m((u, v))
m(u)
φ(v)
 .
This yields
n∑
i =0
〈φi,∆
+
0 φi〉 =
∑
u∈X(0)
m(u)φ(u)
n(n+ 1)φ(u)− n(∆+0 φ)(u)
+ n(∆+0 φ)(u)
+ (n+ 1)
∑
v∈X(0),(u,v)∈Σ(1)
m((u, v))
m(u)
φ(v)

=
∑
u∈X(0)
m(u)φ(u)
(
(n+ 1)2φ(u)− (n+ 1)(∆+0 φ)(u)
)
= 〈φ, ((n + 1)2I − (n+ 1)∆+0 )φ〉.
It is known that for bipartite graph, the spectrum of the Laplacian is sym-
metric around 1. For (n + 1)-partite complexes we have a weaker result that
shows that the bounds of the non-trivial spectrum have some symmetry around
1:
Lemma 5.5. Let X be a pure n-dimensional, (n+1)-partite, weighted simplicial
complex such that all the links of X of dimension > 0 are connected. Assume
that X is non-trivial, i.e., assume that X has more than a single n-dimensional
simplex. Denote
λ(X) = min{λ : λ > 0, ∃φ,∆+0 φ = λφ},
κ(X) = max{λ : λ <
n+ 1
n
, ∃φ,∆+0 φ = λφ}.
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Then
1−
1
n
(1− λ(X)) ≤ κ(X) ≤ 1− n(1− λ(X)).
Proof. Let φ ∈ C0(X,R)nt by the eigenfunction of κ(X). By the above propo-
sition, for every 0 ≤ i ≤ n, φi ∈ C0(X,R)nt and therefore
〈φi,∆
+
0 φi〉 ≥ λ(X)‖φi‖
2.
Summing on i we get
n∑
i=0
〈φi,∆
+
0 φi〉 ≥ λ(X)
n∑
i=0
‖φi‖
2.
By the equalities proven in the above proposition, this yields
〈φ, ((n+ 1)2I − (n+ 1)∆+0 )φ〉 ≥ λ(X)(n
2 + n)‖φ‖2.
Since we took φ to be the eigenfunction of κ(X), this yields
((n+ 1)2 − (n+ 1)κ(X))‖φ‖2≥ λ(X)(n2 + n)‖φ‖2.
Therefore
1 + n(1− λ(X)) ≥ κ(X).
By the same procedure, when φ is taken to be the eigenfunction of λ(X), we
get that
((n+ 1)2 − (n+ 1)λ(X))‖φ‖2≤ κ(X)(n2 + n)‖φ‖2,
and therefore
1 +
1
n
(1− λ(X)) ≤ κ(X).
The discussion above leads to a version of spectral descent in partite com-
plexes: as explained above, for a partite complex X , for every τ ∈ Σ(k), Xτ
is (n − k)-partite, i.e., the Laplacian of its 1-skeleton always has n−k
n−k−1 as an
eigenvalue. Therefore an analogue of the two-sided spectral gap is the spec-
trum without this eigenvalue. Combining the previous Lemma with Corollary
4.2 yields the following version of spectral descent in partite complexes, which
implies Theorem 1.5 of the introduction (for the homogeneous weight):
Corollary 5.6. Let X be a pure n-dimensional weighted simplicial complex
which is partite such that all the links of X of dimension > 0 are connected.
Assume that there is λ > n−1
n
such that⋃
σ∈Σ(n−2)
Spec(∆+σ,0) \ {0} ⊆ [λ, 2],
then for every −1 ≤ k ≤ n− 3, we have⋃
τ∈Σ(k)
Spec(∆+τ,0) \ {0,
n− k
n− k − 1
} ⊆
[
fn−k−2(λ), 1− (n− k)(1− fn−k−2(λ))
]
,
where f = 2− 1
x
.
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6 Spectral gaps of higher Laplacians
Our results bounding the spectral gaps in the links using the spectral gaps in
the 1-dimensional links yield spectral gaps in the higher Laplacians as a direct
result of Garland’s method explained above:
Corollary 6.1. Let X be a pure n-dimensional weighted simplicial complex
such that all the links of X of dimension > 0 are connected. Also, assume that
n > 1. Denote f(x) = 2 − 1
x
and f j to be the composition of f with itself j
times (where f0 is defined as f0(x) = x). If there are κ ≥ λ > n−1
n
such that⋃
τ∈Σ(n−2)
Spec(∆+τ,0) \ {0} ⊆ [λ, κ].
Then for every 0 ≤ k ≤ n− 1:
Spec(∆+k ) \ {0} ⊆ [(k + 1)f
n−1−k(λ) − k, (k + 1)fn−1−k(κ)− k],
Spec(∆−k+1) \ {0} ⊆ [(k + 1)f
n−1−k(λ) − k, (k + 1)fn−1−k(κ)− k].
Proof. First apply Corollary 4.2 to get spectral gaps of ∆+τ,0 for every τ ∈ Σ(k)
when −1 ≤ k ≤ n − 3 in terms of f and λ, κ (notice that since X∅ = X this
takes care of the case k = 0 in 3. of the theorem). Then apply Corollary 3.8 to
finish the proof.
Remark 6.2. As remarked earlier, if m is the homogeneous weight function,
then for every τ ∈ Σ(n− 2), ∆+τ,0 is the usual graph Laplacian on the graph Xτ .
This means that if one assigns the homogeneous weight on X, then the spectral
gap conditions stated in the above theorem are simply spectral gaps conditions
of the usual graph Laplacian on each of the 1-dimensional links. In concrete
examples, these spectral gap conditions are usually attainable.
Corollary 6.3. Let X be a pure n-dimensional weighted simplicial complex
such that all the links of X of dimension > 0 are connected. Also, assume that
n > 1. Denote f(x) = 2 − 1
x
and f j to be the composition of f with itself j
times (where f0 is defined as f0(x) = x). If there are κ ≥ λ > n−1
n
such that⋃
τ∈Σ(n−2)
Spec(∆+τ,0) \ {0} ⊆ [λ, κ].
Then for every 0 ≤ k ≤ n− 1,∥∥∥∥∆+k + λ+ κ2 ∆−k − (k + 1)(λ+ κ2 − kk + 1)I
∥∥∥∥ ≤
k + 1
2
(fn−1−k(κ)− fn−1−k(λ)).
Proof. The proof is a straightforward combination of Corollary 4.2 and Corollary
3.9.
Similarly, in the case of partite complexes, we get that:
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Corollary 6.4. Let X be a pure n-dimensional, (n+1)-partite, weighted simpli-
cial complex such that all the links of X of dimension > 0 are connected. Denote
f(x) = 2− 1
x
and f j to be the composition of f with itself j times (where f0 is
defined as f0(x) = x). If there is λ > n−1
n
such that⋃
τ∈Σ(n−2)
Spec(∆+τ,0) \ {0} ⊆ [λ, 2].
Then for every 0 ≤ k ≤ n− 1,∥∥∥∥∥∥∆+k + n+ 1− kn− k ∆−k −
(
2 + (n− k)(1 − fn−1−k(λ))
2
)
I
−
(
(n+ 1− k)2
n− k
− (n+ 1− k)2
2 + (n− k)(1 − fn−1−k(λ))
2
)
·
n∑
j=0
∆−(k,j)
∥∥∥∥∥∥ ≤ (k + 1)(n+ 1− k)1− f
n−1−k(λ)
2
,
where ‖.‖ denotes the operator norm.
Proof. The proof is a straightforward combination of Corollary 5.6 with Theo-
rem 3.11.
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