Biocompatibility testing of new materials is often performed in vitro by measuring the growth rate of mammalian cancer cells in time-lapse images acquired by phase contrast microscopes. The growth rate is measured by tracking cell coverage, which requires an accurate automatic segmentation method. However, cancer cells have irregular shapes that change over time, the mottled background pattern is partially visible through the cells and the images contain artifacts such as halos.
being progressively replaced by automated techniques, that not only save time but also achieve superior results.
A common task motivated by the development of body implants is to determining biocompatibility or cytotoxicity of various materials. The human body is extremely sensitive to foreign materials. Implants made of unsuitable materials may cause severe immune reactions, yet clinical material testing is costly and time consuming. Therefore, researchers are attemping to develop methods of in vitro material testing. One of the possible methods of cytotoxicity analysis is based on the cell proliferation monitored by the time-lapse microscopy. A visual inspection of the cell growth or cell dilatation is used as a measure of the cytotoxicity level. Chen, 1981,Červinka and Púža, 1990] Testing is performed with cancer cells which are easy to grow in vitro. [Masters, 2002] To achieve the highest fidelity, the least invasive capture method ought to be selected. A common choice is a microscope based on the phase contrast principle (PC microscope). Unlike fluorescence microscopes, phase contrast does not require any labeling of cells; moreover, it uses a reasonable amount of light and provides high-contrast images of the cell interior. Unfortunately, the resulting images contain artifacts such as bright areas around the cell borders -halos.
Determining the growth rate is a well-defined task that can be automated using a computer, which thus significantly saves time compared to manual processing. In the first step, it is necessary to distinguish the cells from the background and then compute the growth rate from the evolution of the area size occupied by the cells. Unlike humans, computers are not automatically capable of distinguishing cells from the background. Segmentation by itself is a complex task and in our case it is even more complicated due to several factors, such as the presence of impurities in the solution, poorly focused specimen, shallow depth of focus of microscope images, presence of halos or texture-like background of images (see image examples in Fig. 1 ). Also distinguishing the dead live from dead (without labeling with trypan blue which would affect the cells' behaviour during the experiment) is a difficult task.
We cannot use classical segmentation methods like thresholding or the watershed method, however, the literature mentions several approaches:
Active contours and levelset methods are relatively slow [Seroussi et al., 2012 , Ambühl et al., 2012 and must be initialized manually or by some other method [Li et al., 2006 , Peng et al., 2009 , Ersoy et al., 2008 . Problems with cell clustering, halos around cells and the change of area topology covered by cells must be treated. [Zimmer et al., 2002] The quality of segmentation depends on the initialization and in the case of manual initialization the results are poorly reproducible.
Methods based on machine learning [Yin et al., 2010 , Pan et al., 2010 ] depend on the cell and microscope type. These methods can achieve satisfactory results, yet high quality and comprehensive learning data set ought to be provided.
Recently, a novel method , Yin et al., 2012 has been developed based on removing artifacts from images. The authors assume that artifacts present in images from a PC microscope could be described by degradation (convolution) of the original image with the known impulse response. Using a deconvolution algorithm they can obtain a modified image which no longer contains halos around cells. Segmentation is then performed by simple thresholding. The disadvantage of this method is the instability of deconvolution. To obtain acceptable results regularization and advanced optimization methods must be applied.
The last main group of methods (e.g. [Bradhurst et al., 2008 , Huth et al., 2010 , Juneau et al., 2013 ) is based on image filtering and consecutive thresholding. However, these methods often fail to provide accurate segmentation if images have either very small or very high coverage. We propose a novel method that belongs to this group, solves problems with the low and high coverage and, moreover, can distinguish dead live from dead cells. Compared to the active contours, our method is fast, it is also versatile and highly accurate.
The rest of the paper is organized as follows. The next section describes in detail our segmentation algorithm which was previously outlined in [Soukup et al., 2013] . The following sections provide evaluation of the accuracy of our algorithm (sections 3.2 and 3.1) and offer application in biotoxicity assessment (section 3.3 and 3.4). Finally, a brief summary of the paper is presented in the last section.
Methods
Prior to the method description, we first discuss our assumptions. We process a series of time-lapse images and assume that (1) all images capture the same area (all images are registered -geometrically aligned), (2) luminosity changes in images do not occur (such as automatic white balance and contrast correction), (3) the background (area without cells) is still in time and changes only due to noise, (4) movement of cells as well as movement of cell's interior can be observed and (5) only minor cell coverage differences between consecutive images are present (our method works well only when the frame rate of time-lapse capturing is sufficient -frequency of capturing depends on the type of cells and on microscope magnification; capturing one image per hour usually suffices).
These five assumptions are necessary for correct functionality of our method. Assumptions (1) and (3) are crucial and their violation will render the method useless. The remaining three assumptions are not so critical yet they influence the method's precision. However, all the assumptions are typically fulfilled or can be guaranteed when using a proper experimental setting. The method is well suitable for routine use in laboratory practice.
Our method consists of several steps that can be grouped into three phases -preprocessing, thresholding and correction. In the preprocessing phase we change image modality to improve the contrast between areas with/without cells. The thresholding phase consists of dividing the image into areas with/without cells (segmentation) and the correction phase improves segmentation using several heuristics (see Fig. 2 ).
Preprocessing
Images from the phase contrast microscope have poor contrast between cell and background regions and thus simple segmentation methods cannot be applied. However, if the absolute value of differences of two consecutive images is taken into account, the contrast between the cells and the background is clearly visible. Here we make use of assumptions (3) and (4). When the background is still, the differences between two consecutive images are small (and depend only on the level of noise). On the other hand, when movement inside the cells is observed, the brightness is changing and higher differences between consecutive images in those areas are more apparent.
The result of this step is a texture-like image that consists of regions with very low intensity values (background) and regions with both high and low intensity values (cells). The contrast in these two regions depends on the time interval between capturing these two images. When the frame rate is very high, the position of cells changes only very little. In this case we cannot compare two consecutive images but images more distant in time ought to be utilized. A low frame rate poses a more serious problem. When the time interval between two images is too long, cells might migrate to a completely new position. After the difference step, we will detect response at both the initial and final position of the cells. This kind of problem can be partially solved in the correction phase (see Sec. 2.3), however, it yields the entire algorithm less precise. One can observe that the selected time step utilized for the calculation of the differences influences the correct functionality of the algorithm.
The second step consists of blurring the difference image. The background regions remain unchanged and the cell regions become more homogenenous (see Fig. 2 ). We apply Gaussian blurring with a very small kernel (standard deviation 1, kernel mask 3 × 3).
The last step in the preprocessing phase is thresholding. We assume that coverage in the current image will be similar to the previous image and this information is used for setting the threshold value. When the coverage in previous images was C %, in this step we set the threshold value as the C-th quantile of the image histogram. Thus C % of pixels with the highest values become white and the rest (100 − C) % black. In this way we increase the contrast between the regions that we want to separate (see Fig. 2 ).
When the assumption (5) concerning moderately changing coverage is not fulfilled, this step of the algorithm can lead to an underestimated coverage increase/shrinkage. To our knowledge this assumption holds whenever the frame rate is sufficiently high and the preprocessing phase works because movement inside the cells and migration of the cells is faster than the cells growth.
In summary, three operations are being applied (difference of consecutive images, blurring and thresholding) to increase the contrast between the cells and the background 
Segmentation
The segmentation phase consists of two steps -blurring and thresholding. Blurring serves to fill small holes in otherwise uniform regions. The holes may correspond to debris moving in the background or, for example, to a cell nucleus which remained stationary between the last two frames. In this case blurring plays a different role than in the preprocessing phase and, therefore, the blurring parameters differ. This time we use gaussian blur with a larger standard deviation which depends on microscope magnification and should be set between quarter to half of the smallest cell's diameter.
After blurring, the modified Otsu thresholding is applied. The original Otsu thresholding automatically chooses a threshold value using only the image histogram. The threshold value is set to maximize separability between two resulting (background/foreground) classes [Otsu, 1975] . When two areas are approximately of the same size, Otsu thresholding functions properly. A problem occurs when one region is significantly smaller than the other. In these cases Otsu thresholding fails to locate the optimal threshold near the margins of the histogram and selects a point in the center of the histogram instead.
We modified Otsu thresholding to prevent this false behavior. When coverage C in the previous image is too high or too low we apply Otsu thresholding only on a part of the histogram. Then the optimal value will be closer to the center of the cropped histogram and the algorithm selects the optimal thresholding value. (If coverage in the previous frame is between 0.25 and 0.75, we apply Otsu thresholding to the whole histogram. Above and below this range we process only 100 · 16 · (1 − C) 2 % and 100 · 16 · C 2 % of the histogram respectively.) This modification significantly improves the segmentation precision in images with very small or very high coverage. After this step we obtain a very good approximation of the ground truth segmentation.
Correction Phase
This phase handles certain irregularities in data and thus improves the segmentation quality. Possible sources of irregularities are debris in liquid, ghost images of out-of-focus objects or discrepancies caused by rapid cell movement (for example shrinking/spreading before/after cell mitosis). First we apply a morphological operation erosion to move the pixels affected by the halo effect from the cells area to the background. We also remove objects smaller than the minimum cells size by labeling the cells area and counting the number of pixels in individual segments. Then we compare labeling of pixels in the neighboring images in time. Pixels labeled as cells only in the current image belong very probably to certain irregularities such as ghost images of out-of-focus objects. In this case we reclassify such pixels as background despite their original classification.
Further Notes on the Algorithm
Our algorithm uses the coverage C of the previous frame in each step. This information is not available when processing the first frame and, therefore, we restart the segmentation process several times. In the first run an arbitrary C is chosen (human operator input or a 0.5 value) and in the following runs the coverage of the last frame before the restart is used. The initial C typically converges to the correct value in a few iterations.
The entire algorithm contains several parameters that require tuning.
In the first phase we must decide whether to compare neighboring images or the ones that are more distant in time. The size of blurring appears to be a less critical parameter; in all experiments (2 different type of microscopes, 4 different types of cells) the same value provided in Sec. 2.1 was utilized. The thresholding step in the first phase is without any parameters.
Blurring in the second phase depends on the size (microscope magnification) and type of the cells. The proposed algorithm is not excessively sensitive to blurring size variations.
Most of the parameters are present in the third correction phase. The impact of the third phase depends on the quality of the original. When the motion of the cells is moderate and no debris and/or out-of-focus objects are present in the data virtually no correction is required in this phase. On the other hand, when the data contain a significant amount of irregularities, proper setting of correction parameters can improve the segmentation.
Experimental evaluation indicates that the algorithm is fairly robust with respect to the choice of parameters and that only one set of parameters is necessary for all images captured under similar conditions (the same type of microscope, the same frame rate and a similar type of cells).
Unlike other methods, our algorithm is capable of detecting only living cells and ignores the dead cells. This feature is used in cytotoxicity assessment as will be explained in Sec. 3.4.
Results
We tested our method's ability to judge the biocompatibility status of materials. We conducted several experiments (and divided this section accordingly): First we compared the segmentation results of our algorithm with the manually segmented images and rated the similarity numerically (Section 3.1). In the second experiment (Section 3.2), we measured the performance of the segmentation methods using a qualitative research methodology. The third part (Section 3.3) focuses on processing of complete series of images and shows the connection to the biocompatibility assessment task. The last part shows the benefits of time-lapse imaging compared to conventional methods.
Before we present the results of the experiments we specify our experimental setting. We tested our algorithm on two different phase contrast microscopes and several types of cancer cells. For evaluation of the quality of our algorithm (sections 3.1 and 3.2) we have chosen 70 images captured by two different microscopes: Nikon Biostation and Olympus X51S8F-3. We tested images of four cell types: MG63 human osteosarcoma, G10 human gingiva, HeLa cerivix epitheloid carcino and L929 mouse fibroblasts. The magnification of the microscopes was 20×, each experiment lasted from 3 to 5 days, time interval between the images was 2 minutes, the resolution of the images was 1280 × 960 (Biostation) and 2288 × 1712 (Olympus). The cell lines were maintained at 37
• C, 5% CO 2 level and 95% humidity using an incubation chamber. For our evaluation we chose images evenly spaced throughout the entire time sequence to include the majority of potential cases: initial states where cells are undilated and circular, usual variants where most of the cells are separated, situations where the cells are arranged in large clusters covering most of the field of view. All the data used for the development and testing of the method were collected during the cytotoxicity test performed by the Working place of tissue culture certified laboratory.
Manual processing of images is a very tedious and time-consuming process. Results depend on the thoroughness of the human operator and could be biased due to subjective preferences and perception.
Each image was manually segmented by two experts and to annotate all the tested images it took about 12 hours. Interestingly the similarity of the manual segmentation was 94.8 % (94.8 % of pixels were labeled to the same category). More detailed information on the precision of manual labeling together with the evaluation of the algorithm precision is presented in Tab. 1. The segmentation sometimes also differs in discrimination between live and dead cells. In the case of L929 cells where the accuracy decreases below 90 percent the largest mistake results from tracing tentacles of the cells (see Fig. 1 ).
The proposed automatic segmentation algorithm was implemented in Matlab using various built-in functions. The CPU time (using Dual core 2.30 GHz) for segmentation of a single frame was 1.0 s for 1280 × 960 and 4.0 s for 2288 × 1712.
For comparison, we tested three different methods. The first one [Seroussi et al., 2012 ] is based on active contours. Though this method segmented accurately some cells or cell clusters, many other cells were completely ignored, which resulted in a poor overall score. Therefore, we did not include results of this method in Tab. 1. Manual initialization of active contours can improve precision, however, this is a very time consuming step and comparable to fully manual segmentation, which renders active contours impractical for this task.
The other two methods are based on image filtering and consecutive thresholding. The first one uses a local entropy filter and Otsu thresholding. It is implemented in a software TimeLapseAnalyzer [Huth et al., 2011] as a "woundhealing" algorithm (hereafter denoted as TLA). This method is primarily intended for a wound healing setting, however, it can be also applied to regular time-lapse experiments.
The last method [Juneau et al., 2013 ] uses a range filter (finds maximum and minimum value in the neighborhood; this method is hereafter denoted as MinMax) and threshold-ing is performed by a fixed threshold. Parameters of the TLA method are defined in the software. Parameters of the MinMax method were set to maximize the accuracy of thresholding on testing data.
To compare these methods, we conducted several tests. The results were evaluated by human experts (see Sect. 3.2) and their accuracy was evaluated numerically (Sect. 3.1).
Numerical evaluation
To compare the manual labeling with the automated one, we use precision (P), recall (R) and F1 statistics defined as: P = |T P |/(|T P | + |F P |), R = |T P |/(|T P | + |F N |), F1-measure is the harmonic mean of precision and recall. Abbreviations TP, FN and FP denote true positive, false negative and false positive number of pixels classified in this way, respectively. In addition, we calculated the coverage curves on the labeled data and used correlation to measure the similarity of the curves.
First we compared two manually labeled sets. We considered the first one as the ground truth and the second one as tested segmentation. If we swapped the roles, the precision and recall values would be swapped too, but the F1 statistic remains the same.
We compared segmentation results of the tested algorithms with both manual ones. For comparison of manual vs. automated labeling, we calculated the statistics twice, once for each manually labeled set. Then we considered only those with better correspondence (higher score) for each image. (We assumed that lower score was caused by random errors in manual labeling).
The results for each series are shown in Tab. 1. Our method consistently scored better than the method from TLA. The largest difference occurred for images with very high coverage (> 95 %), see Fig. 3 . Our algorithm also handled better dead cells present in the images. The MinMax method performed better then the TLA method but slightly worse than our method (despite the fact that we optimized all parameters of the MinMax method).
In the case of the HeLa cells our method was approximately as accurate as manual labeling. The coverage curves computed by our algorithm fit the ground truth ones very tightly. This qualifies our method as a good candidate to substitute manual labeling in determining the growth rate.
The numerical values from our evaluation cannot be compared with results in the literature. The accuracy depends highly on the type of the cells and of the microscope and, therefore, comparison with previously published results is very problematic.
Evaluation by Human Experts
Numerical evaluation using P ,R and F 1 describes only some aspects of the segmentation accuracy. There are many other criteria such as number of components, length and smoothness of borders, etc., which are important but are ignored by these objective ratios. Figure 3 . Dependence of the algorithm accuracy on the coverage. Colors correspond to the individual methods, mark shapes to the cell types. Local regression curves are dashed for MinMax method, solid for ours and dotted for TLA, dark strips correspond to 95 % confidence intervals of local regression curves. Manual segmentation may vary from person to person, which is also the case here as was shown in the previous section. We were interested in the way how the experts evaluate themselves and we therefore asked them to rank the quality of the segmentation.
For each test image, we obtained four different segmentation outputs (two from human experts, one from our algorithm and one from the TLA algorithm; we omitted MinMax method here). We asked the human experts (the same who performed the original manual segmentation) to rank the segmentation results from best to worst. The experts did not have any information on the origin of the segmentation. The segmentation results were displayed to the experts in random order and were different for each image. The final ranking of both evaluators was very similar and Tab. 2 shows the average ranking of both evaluators.
The TLA algorithm scored the worst. In almost half the cases its segmentation was marked as the worst and the number of the segmentation results rated the best is very low (about 12 percent).
Manual segmentation ranked on the top, but interestingly both experts preferred labeling performed by the first expert.
An important observation is that our algorithm was evaluated comparably well as the manual labeling 2. Our algorithm is the first or second best ranked in almost 50 % of the cases, which means that in half of the cases our segmentation was better than any of the two manual ones.
Single Cell Case
The analysis of another image series (HeLa cell line, 4 days long experiment, 37
• C, 5% CO 2 level, 95% humidity, Olympus microscope, 20×) capturing life of a single cell and its descendants yielded another interesting result. We took a sequence of 3000 images that starts with a single cell and cover 12 mitotic divisions, and applied our segmentation algorithm to track cell coverage. Figure 5 shows the coverage in time as well as the time interval of mitotic events. We can see that our segmentation algorithm is sensitive to the area reduction of the cell during its mitotic phase. (Mitotic interval are highlighted by This series of images is an ideal material to study the dynamics of the cell growth. There is only one group of cells, that do not touch the edges of the image, no other cells migrate to the field of view and the series is long enough to obtain sufficient data for statistical analysis.
Verhulst's logistic model of population growth [Verhulst, 1838] is one of frequently used population models. It can be presented in the form of a differential equation
where C is the population (coverage in our case) in time t, r intrinsic growth rate and K is the carrying capacity of the environment. This differential equation has an analytical solution
where A = 1/C(0) − 1/K is determined by the initial condition C(0). We tried to fit the coverage curve by Eqn. (2) (blue dashed line in Fig. 5 ). We can see that the fit is very accurate. Despite the fact the Verhulst model is usually used for a large number of individuals it can be used in this case to characterize the growth of a few cells. This experiment demonstrates that the Verhulst model can be used to fit the coverage curves estimated with our segmentation algorithm. The Verhulst model fits well with the measured data (curve coverage). In this model the rate of growth is described by a single parameter r. Thus, using our algorithm, we can describe the dynamics of the cell growth using a single parameter. In addition, this parameter can be determined fully automatically without any intervention by a human operator.
This data series represents, in our opinion, an ideal benchmark test for cell segmentation algorithms. Therefore, we placed the original data together with our algorithm on our website http://www.frov.jcu.cz/software/SegmentationTool.
Estimation of LT 50
The standard approach to cytotoxicity assessment is to analyze results of an experiment at a single time instance (usually 24 hours after the start of the experiment). [ISO 10993-5, 2009 ] Time-lapse imaging could surpass the standard approach in two ways:
1) It can provide preliminary results in less time. When the tested material is toxic, the growth curve at a certain moment stops to follow the logistic curve (usually earlier than after 24 hours).
2) When the tested sample is extremely toxic, after 24 hours there will be no living cells. In this case the time-lapse imaging is more sensitive. This feature is illustrated in the following experiment. In total, 9 image series were acquired by testing three substances (extracts of Acorus celamus, Gingko biloba and solution of CuSO 4 at different concentrations) using three different cell lines -HeLa, MG63 and L929. The experiments lasted from 3 to 5 days (37
• C, 5% CO 2 level, 95% humidity), the images were taken by Biostation microscope, using 20× objective.
We segmented the image by our method and the resulting coverage curves were fitted with the logistic curve. The key parameter was the time when the logistic curve reached its inflection point. This time instance we took as the estimation of LT50 (median lethal time). The ground truth was obtained by manually counting the number of cells in every image of the series. Our approach is illustrated in Fig. ? ?, the results are in Tab. 3. LT 50 values automatically estimated by using our method are very close to the ground truth values. The absolute error (differences in LT 50 estimated by the manual and automatic counting) is relatively low, ±4 hours. However, the last three values (Gingko biloba) show a larger relative error (the ratio of estimated LP 50 ), which is probably due to the fact that the extinction rate of cells was very high and it was difficult to visually determine their status (whether the cell is live or dead).
Conclusion
We developed a novel algorithm for segmentation of cells from time-lapse images acquired by phase contrast microscopes. The algorithm is based on processing of time differences between images and on a combination of thresholding, blurring and morphological operations. Presented results demonstrate that the proposed algorithm can be applied to a wide range of cell types. Due to its low time complexity it may be also suitable as a preprocessing (initialization) step for certain level-set methods.
We performed an analysis of manual labeling focused on its precision. We compared the precision of our algorithm with the manual one and concluded that the performance of our algorithm is similar to the performance of a human operator. The evaluation suggests that our algorithm can be a good substitute for manual labeling.
We showed that the time-lapse imaging may help in the assessment of cytotoxicity using the coverage curve fitting with the Verhulst's logistic model. Our method detects only living cells. In combination with another segmentation method, it could serve as a detector of the ratio between live and dead cells. We plan to test this possibility in the future.
We have implemented the method in a stand-alone program that is free to download on the homepage of our project http://www.frov.jcu.cz/software/SegmentationTool. The program is currently being tested by the Working place of tissue culture -certified laboratory of the Institute of Complex Systems, University of South Bohemia, Czech Republic.
