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a b s t r a c t
This paper studies the inventory model for deteriorating items with trapezoidal type
demand rate. We adopt the rigorous methods of mathematics to develop the analytic
solution procedures to remove shortcomings of those of Cheng and Wang (2009) [1].
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1. Introduction
The inventory problem consists of two parts: (1) the modeling and (2) the solution procedure. The modeling can provide
insight to solve the inventory problem and the solution procedure involves the implementation of the inventorymodel. Both
the modeling and the solution procedure to the inventory problem are equally important. Recently, Cheng and Wang [1]
extend the ramp type demand rate of Hill [2] to trapezoidal type demand rate. The trapezoidal type demand rate increases
with timeup to certain time and then ultimately stabilizes and becomes constant, and finally the demand rate approximately
decreases to constant or zero, and then begins the next replenishment cycle. In practice, Cheng and Wang [1] indicate
that such type of demand rate is quite realistic and useful. Although their inventory model is interesting, they do not
explore the functional behaviors (such as continuous, increasing, decreasing, differentiable, etc.) of the annual total relevant
costs to determine the optimal solutions such that their solution procedures have shortcomings from logical viewpoints of
mathematics. Those shortcomingswill influence the implementation of the inventorymodel. Hence, there exist reasons and
motivations to present the correct solution procedures to readers. So, themain purpose of this paper will adopt the rigorous
methods of mathematics to develop the analytic solution procedures to remove shortcomings of Cheng and Wang [1] to
avoid misunderstanding.
2. Notations and assumptions
The fundamental assumptions and notations used in this paper are given as below.
(1) The replenishment rate is infinite, thus, replenishment is instantaneous.
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(2) The demand rate, D(t), which is positive and consecutive, is assumed to be a trapezoidal type function of time, that is,
D(t) =
a1 + b1t, if t ≤ µ1, (a)
D0 if µ1 ≤ t ≤ µ2, (b)
a2 − b2t, if µ2 ≤ t ≤ T ≤ a2/b2, (c)
(1)
where µ1 is time point changing from the increasing linearly demand to constant demand, µ2 is time point changing
from the constant demand to the decreasing linearly demand and a1 + b1µ1 = D0 = a2 − b2µ2.
(3) T is the fixed length of each ordering cycle.
(4) θ is the constant deteriorating rate, 0 < θ < 1.
(5) t1 is the time when the inventory level reaches zero.
(6) t∗1 is the optimal point.
(7) A0 is the fixed ordering cost per order.
(8) c1 is the cost of each deteriorated item.
(9) c2 is the inventory holding cost per unit per unit of time.
(10) c3 is the shortage cost per unit per unit of time.
(11) C1(t1) is the average total cost per unit time under the condition t1 ≤ µ1.
(12) C2(t1) is the average total cost per unit time under the condition µ1 ≤ t1 ≤ µ2.
(13) C3(t1) is the average total cost per unit time under the condition µ2 ≤ t1 ≤ T .
3. The model
Using the notations and assumptions, Cheng and Wang [1] show that the annual total cost per unit time C(t1) on [0, T ]
can be expressed as follows:
C(t1) =
C1(t1) if 0 ≤ t1 ≤ µ1, (a)
C2(t1) if µ1 ≤ t1 ≤ µ2, (b)
C3(t1) if µ2 ≤ t1 ≤ T , (c)
(2)
where
C1(t1) = 1T [A0 + c1D1T + c2H1T + c3B1T ], (3)
D1T =

a1
θ
− b1
θ2

(eθ t1 − 1)+ b1
θ
t1eθ t1 − a1t1 − b12 t
2
1 , (4)
H1T =

a1 + b1t1
θ
− b1
θ3

(eθ t1 − 1)− a1θ − b1
θ2
t1 − b12θ t
2
1 , (5)
B1T = a12 (t1 − µ1)(t1 + µ1 − 2T )+
b1
6
(2t31 − 2µ31 + 3Tµ21 − 3Tt21 )
+ a2
2
(µ2 − T )2 + b26 (3Tµ
2
2 − T 3 − 2µ32)+
D0
2
(µ1 − µ2)(µ1 + µ2 − 2T ), (6)
C2(t1) = 1T [A0 + c1D2T + c2H2T + c3B2T ], (7)
D2T = D0
θ2
eθ t1 − b1
θ2
eθµ1 + b1
θ2
− a1
θ
− D0t1 + b12 µ
2
1, (8)
H2T = D0
θ2
eθ t1 − b1
θ3
eθµ1 + b1
θ3
− a1
θ2
− D0
θ
t1 + b12θ µ
2
1, (9)
B2T = D02 (µ2 − t1)
2 + a2
2
(T − µ2)2 + b26 (3Tµ
2
2 − T 3 − 2µ32)+ D0(µ2 − t1)(T − µ2), (10)
C3(t1) = 1T [A0 + c1D3T + c2H3T + c3B3T ], (11)
D3T = [θ(a2 − b2t1)+ b2]e
θ t1 − b1eθµ1 − b2eθµ2 + b1 − a1θ
θ2
+ b1
2
µ21 − a2t1 +
b2
2
(t21 + µ22), (12)
H3T = [θ(a2 − b2t1)+ b2]e
θ t1 − b1eθµ1 − b2eθµ2 + b1 − a1θ
θ3
+ b1
2θ
µ21 −
a2
θ
t1 + b22θ (t
2
1 + µ22), (13)
and
B3T = a22 (T − µ1)
2 + b2
2
t21 (T − t1)+
b2
6
(t31 − T 3). (14)
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C(t1) denotes the objective function of Cheng and Wang [1] and consists of three branches. The optimal solution t∗1 is to
minimize C(t1) on [0, T ] such that
C(t∗1 ) = minimum0≤t1≤T {C(t1)} . (15)
Let t∗11, t
∗
12 and t
∗
13 denote the optimal solutions of C1(t1) on [0, µ1], C2(t1) on [µ1, µ2] and C3(t1) on [µ2, T ], respectively.
Then,
C(t∗1 ) = minimum

C1(t∗11), C2(t
∗
12), C3(t
∗
13)

. (16)
4. The shortcomings of properties 1, 2, 3 and Theorem 1 in Cheng and Wang [1]
Eqs. (3)–(14) yield the first-order derivatives of Ci(t1)(i = 1, 2, 3)with respect to t1 as follows:
dC1(t1)
dt1
= a1 + b1t1
T
f (t1), (17)
dC2(t1)
dt1
= D0
T
f (t1), (18)
dC3(t1)
dt1
= a2 − b2t1
T
f (t1), (19)
where
f (t1) =

c1 + c2
θ

(eθ t1 − 1)+ c3(t1 − T ). (20)
Since f (0) = −c3T < 0, f (T ) =

c1 + c2θ

(eθT − 1) > 0 and f ′(t1) = (θc1 + c2)eθ t1 + c3 > 0, it implies that f (t1) is
a strictly monotone increasing function. The Intermediate Value Theorem [3] can be used to locate the unique solution as
t∗f ∈ (0, T ) satisfying
f (t1) = 0. (21)
Hence, we have
f (t1)

< 0 if 0 < t1 < t∗f , (a)
= 0 if t1 = t∗f , (b)
> 0 if t∗f < t1 < T . (c)
(22)
Then, Eqs. (17)–(19) reveal that Eq. (21) holds if and only if
dCi(t1)
dt1
= 0 (i = 1, 2, 3) holds. (23)
So, there are three cases to occur.
(A) 0 < t∗f < µ1.
Under this case, Eqs. (17) and (22)(a)–(c) yield
dC1(t1)
dt1

< 0 if 0 < t1 < t∗f , (a)
= 0 if t1 = t∗f , (b)
> 0 if t∗f < t1 < T . (c)
(24)
So, Eqs. (24)(a)–(c) imply that C1(t1) is decreasing on [0, t∗f ] and increasing on [t∗f , T ]. Therefore, t∗f is the optimal
solution of C1(t1) on [0, T ]. Eqs. (2)(a)–(c) reveal that the graph of C(t1) on [0, T ] consists of those of C1(t1), C2(t1) and
C3(t1) on the respective domains [0, µ1] , [µ1, µ2] and [µ2, T ]. Eqs. (2)(a)–(c), (15) and (16) explain why the optimal
solution t∗1 of C(t1) on [0, T ] should be jointly decided by the optimal solutions t
∗
11, t
∗
12 and t
∗
13 of C1(t1), C2(t1) and C3(t1)
on the respective domains [0, µ1] , [µ1, µ2] and [µ2, T ]. From the viewpoint of logic, the single function C1(t1), C2(t1)
or C3(t1) cannot solely determine the optimal solution t∗1 of C(t1) since graphs of C1(t1) [C2(t1) or C3(t1)] and C(t1) are
different. Based on the above arguments, it is concluded that t∗f is only the optimal solution of C1(t1) on [0, T ] but is
not necessarily the optimal solution t∗1 of C(t1) on [0, T ]. Since 0 < t∗f < µ1, we have t∗11 = t∗f . However, the optimal
solution t∗1 of C(t1) on [0, T ] is not necessarily t∗f . So, the validity of Property 1 in [1] is questionable.
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(B) µ1 < t∗f < µ2.
The way of arguments in Case (A) can be used in Case (B). Then, Eqs. (18) and (22)(a)–(c) yield
dC2(t1)
dt1

< 0 if 0 < t1 < t∗f , (a)= 0 if t1 = t∗f , (b)
> 0 if t∗f < t1 < T . (c)
(25)
So, Eqs. (25)(a)–(c) imply that C2(t1) is decreasing on [0, t∗f ] and increasing on [t∗f , T ]. Therefore, t∗f is the optimal
solution of C2(t1) on [0, T ]. Since µ1 < t∗f < µ2, we have t∗12 = t∗f . However, the optimal solution t∗1 of C(t1) on [0, T ]
is not necessarily t∗f . So, the validity of Property 2 in [1] is questionable.
(C) µ2 < t∗f < T .
The way of arguments in Case (A) can be used in Case (C). Then, Eqs. (19) and (22)(a)–(c) yield
dC3(t1)
dt1

< 0 if 0 < t1 < t∗f , (a)= 0 if t1 = t∗f , (b)
> 0 if t∗f < t1 < T . (c)
(26)
So, Eqs. (26)(a)–(c) imply that C3(t1) is decreasing on [0, t∗f ] and increasing on [t∗f , T ]. Therefore, t∗f is the optimal
solution of C3(t1) on [0, T ]. Since µ2 < t∗f < T , we have t∗13 = t∗f . However, the optimal solution t∗1 of C(t1) on [0, T ]
is not necessarily t∗f . So, the validity of Property 3 in [1] is questionable.
The above arguments about Cases (A), (B) and (C) explain why C(t1) has three branches C1(t1) on [0, µ1], C2(t1) on
[µ1, µ2], and C3(t1) on [µ2, T ] with only one local interior minimum solution, respectively. From the viewpoint of logic,
the key shortcoming is that Cheng and Wang [1] do not explore Eq. (16) to concretely demonstrate t∗1 = t∗f such that the
accuracies of Properties 1, 2, 3 and Theorem 1 in [1] are doubtful.
5. The correct process of arguments for the optimal solution t∗1 of C(t1)
According to Assumption (2), we have
D0 = a1 + b1µ1 = a2 − b2µ2. (27)
Furthermore, Eqs. (3)–(14) imply that
C1(µ1) = C2(µ1) (28)
and
C2(µ2) = C3(µ2). (29)
Eqs. (2)(a)–(c) reveal that C(t1) is continuous on [0, T ]. In addition, Eqs. (17)–(19) yield
dC1(µ1)
dt1
= dC2(µ1)
dt1
, (30)
dC2(µ2)
dt1
= dC3(µ2)
dt1
. (31)
Eqs. (24)(a)–(c), (25)(a)–(c), (26)(a)–(c), (28)–(31) demonstrate that C(t1) is differentiable on (0, T ). So, Eqs. (17)–(19),
(2)(a)–(c), (22)(a)–(c), (24)(a)–(c), (25)(a)–(c) and (26)(a)–(c) yield
dC(t1)
dt

< 0 if 0 < t1 < t∗f , (a)= 0 if t1 = t∗f , (b)
> 0 if t∗f < t1 < T . (c)
(32)
Eqs. (32)(a)–(c) explain that C(t1) is decreasing on

0, t∗f

and increasing on

t∗f , T

. Therefore, t∗f is the optimal solution of
C(t1) on [0, T ]. Eq. (16) implies t∗1 = t∗f . There are three cases to occur:
(i) 0 < t∗f < µ1
If 0 < t∗f < u1, Eqs. (32)(a)–(c) reveal that t
∗
11 = t∗f , t∗12 = µ1 and t∗13 = µ2. Since C(t1) is decreasing on

0, t∗f

and
increasing on

t∗f , T

, then Eq. (16) implies t∗1 = t∗f .
(ii) µ1 ≤ t∗f < µ2
If µ1 ≤ t∗f < µ2, Eqs. (32)(a)–(c) reveal that t∗11 = µ1, t∗12 = t∗f and t∗13 = µ2. Since C(t1) is decreasing on

0, t∗f

and increasing on

t∗f , T

, then Eq. (16) implies t∗1 = t∗f .
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(iii) µ2 ≤ t∗f ≤ T
If µ2 ≤ t∗f ≤ T , Eqs. (32)(a)–(c) reveal that t∗11 = µ1, t∗12 = µ2 and t∗13 = t∗f . Since C(t1) is decreasing on

0, t∗f

and increasing on

t∗f , T

, Eq. (16) implies t∗1 = t∗f .
The above arguments (i), (ii) and (iii) complement the key shortcoming of that Cheng and Wang [1] do not explore Eq. (16)
to concretely demonstrate t∗1 = t∗f . Furthermore, we have the following result.
Theorem 1. For the deteriorating inventorymodel with trapezoidal type demand rate, the optimal replenishment time t∗1 of C(t1)
can be determined by satisfying f (t1) = 0 on [0, T ]. In fact, t∗1 = t∗f .
The proof of Theorem 1 in [1] is based on Properties 1, 2 and 3 in [1]. Section 4 in this paper reveals that proofs of
Properties 1, 2 and 3 have shortcomings. So, the proof of Theorem 1 in [1] is incomplete. However, Theorem 1 in this paper
is independent of Properties 1, 2 and 3 in [1]. Consequently, the proof of Theorem 1 simplifies that of Theorem 1 in [1].
6. Examples
Example 1. The parameter values is given as follows: T = 12 weeks, µ1 = 4 weeks, µ2 = 10 weeks, a1 = 100 units, b1 =
5 units, a2 = 220 units, b2 = 10 units, θ = 0.2, A0 = $200, c1 = $3 per unit, c2 = $10 per unit, c3 = $5 per unit. Solving
equation ‘‘f (t1) = 0’’, we find the root t∗11 = 2.75208. Following Theorem 1, we can directly conclude that the optimal
solution t∗1 of C(t1) equals to t
∗
11. That is, t
∗
1 = t∗11. However, Theorem 1 in [1] is based on Properties 1, 2 and 3 in [1]. Since
t∗11 < µ1, Cheng and Wang [1] use Property 1 in [1] to locate the optimal solution t
∗
1 of C(t1). Property 1 in [1] does not
explore Eq. (16) to concretely demonstrate t∗1 = t∗11. Therefore, Property 1 in [1] cannot directly conclude t∗1 = t∗11.
Adopting the same ways of arguments as in Example 1, we find that Examples 2 and 3 in [1] can be used to explain that
Properties 2 and 3 in [1] cannot directly conclude t∗1 = t∗12 and t∗1 = t∗13, respectively.
7. Conclusions
Properties 1, 2, 3 and Theorem 1 in [1] only obtain the optimal solutions t∗11, t
∗
12 and t
∗
13 of C1(t1), C2(t1) and C3(t1)
on [0, µ1] , [µ1, µ2] and [µ2, T ], respectively. However, according to Eq. (16), those optimal solutions t∗11, t
∗
12 and t
∗
13
obtained by Properties 1, 2, 3 and Theorem 1 in [1] are not necessarily the optimal solution t∗1 of C(t1) on [0, T ]. The key
shortcoming is that Cheng and Wang [1] do not explore Eq. (16) to concretely demonstrate t∗1 = t∗f such that the validities
of Properties 1, 2, 3 and Theorem 1 in [1] are questionable from the viewpoint of logic. Eqs. (32)(a)–(c) explain t∗1 = t∗f .
Such an explanation complements the key shortcomings of Properties 1, 2, 3 and Theorem 1 in [1]. Comparing the solution
procedures of Properties 1, 2, 3 and Theorem 1 in [1] with that of Theorem 1 in this paper, we conclude that this paper not
only overcomes those shortcomings but also simplifies the solution procedure of [1].
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