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Towards a general solution of the Hamiltonian constraints of General Relativity
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The present work has a double aim. On the one hand we call attention on the relationship existing
between the Ashtekar formalism and other gauge-theoretical approaches to gravity, in particular the
Poincare´ Gauge Theory. On the other hand we study two kinds of solutions for the constraints of
General Relativity, consisting of two mutually independent parts, namely a general three-metric-
dependent contribution to the extrinsic curvature Kab in terms of the Cotton-York tensor, and
besides it further metric independent contributions, which we analyze in particular in the presence
of isotropic three-metrics.
PACS numbers: 04.20.Cv, 04.20.Jb
I. INTRODUCTION
In what follows we are mainly concerned with the
search for a solution of the Hamiltonian constraints of
General Relativity (GR). However, incidentally we are
also interested in showing the underlying linkage exist-
ing between the Ashtekar formalism and the Hamilto-
nian Poincare´ Gauge Theory (PGT) discussed by us in
previous works [1] [2]. In our view, the internal SO(3)
symmetry affecting Ashtekar’s variables [3] reveals to be
the explicit manifestation of a wider gauge group. In or-
der to corroborate this fact, we present the constraints of
GR in different formulations, showing the bond between
the PGT, the Ashtekar and the ADM ones [4].
After revising previous attempts to solve the con-
straints of GR, we derive our main result, consisting
of equation (53), which provides a solution of both
the Gauss law and the ADM momentum constraint (or
Ashtekar’s vector constraint) by expressing the exterior
curvature in terms of the three-metric and its derivatives.
Any other solution is defined up to this metric dependent
contribution. We finalize discussing additional accept-
able solutions irreducible to (53).
As a necessary reference for our discourse, let us first of
all review the basics of the Ashtekar Hamiltonian formu-
lation of gravity generalized by Barbero [5] [6] [7], where
the fundamental dynamical variables are given by the
canonically conjugate pair
(
EI
a , AIa
)
. (In our notation,
small latin letters a, b... of the beginning of the alphabet
are assigned to the coordinates of the three-dimensional
spatial slices resulting from a suitable foliation of space-
time, while capital letters I, J ... of the middle of the
alphabet display internal SO(3) indices running from 1
to 3.) The first pair element consists of the densitized
triads
EI
a := e eI
a , (1)
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defined from the triad components eI
a on the spa-
tial slices, with the corresponding determinant e :=
1
3! ǫ
abcǫ
IJK
ea
I eb
J ec
K . The second pair element, that is
the momentum conjugate to EI
a, is the SO(3) connec-
tion
AIa := Γ
I
a(e) + β Ka
I , (2)
constituted by two contributions, namely the triad com-
patible spin coefficients ΓIa(e), whose explicit form is
given in (3) with (4) below, and the extrinsic curvature
tensor KIa of the slices (with an index converted into
a triad index), being both combined by means of the
Barbero-Immirzi parameter β. Explicitly, the spin part
of (2) is built from the triads eI
a as
ΓIa(e) :=
1
2
ǫIJK ΓˆaJK(e) , (3)
with
ΓˆaJK(e) := −e[Jb
(
∂aebK] − ΓabcecK]
)
, (4)
see (A21), where Γab
c stands for the holonomic spatial
Christoffel symbol
Γab
c :=
1
2
q cd
(
∂aq db + ∂bq da − ∂dq ab
)
, (5)
expressed in terms of the holonomic three-metric q ab :=
δIJ ea
Ieb
J defined from the triads.
The constraints of General Relativity in terms of (1)
and (2), as derived in the literature [5] [6] [7], are the
weakly vanishing expressions
GI := ∇aEIa ≈ 0 , (6)
Va := EI bF Iab ≈ 0 , (7)
S := ǫIJKEJaEKbF Iab
−2(1 + β
2)
β2
E[I
aEJ]
b
(
Aa
I − ΓaI
) (
Ab
J − ΓbJ
) ≈ 0 ,
(8)
2representing (6) the Gauss law, (7) the vector constraint
and (8) the scalar constraint respectively, with both the
covariant derivative
∇aEIa := ∂aEIa + ǫIJKAJaEKa , (9)
and the SO(3) field strength
F Iab := 2 ∂[aA
I
b] + ǫ
I
JK A
J
a A
K
b , (10)
built with the Barbero SO(3) connection (2), being ǫIJK
the SO(3) Levi-Civita tensor. Since (6)–(8) are all of
them first class constraints [8], they behave as generators
of symmetries, corresponding (6) to the internal SO(3)
group, (7) to three-dimensional diffeomorphisms and (8)
to reparametrization invariance.
II. ASHTEKAR TYPE VARIABLES FROM PGT
We start making a brief comment on the relation-
ship existing between Ashtekar type formulations [9] [10]
[11] [12] [13] and those alternative realizations of GR
as a gauge theory –very close to standard Yang-Mills
theories– mainly due to Hehl and coworkers [14] [15] [16]
[17] [18]. The correspondence between both approaches
was extensively studied by us in [2]. Here we summarize
the basic points.
Hamiltonian treatments of GR based on any of the
two mentioned gauge-theoretical versions of gravity re-
veal to be transformable into each other provided one
identifies the Ashtekar variables with certain combina-
tions of quantities taken from the alternative approach,
as discussed below and shown in (11). The seemingly dif-
ferent symmetries involved –the SO(3) internal Ashtekar
symmetry versus, say, the local Poincare´ symmetry of
PGT– are conciliated by the fact that nonlinear real-
izations of groups allow to build actions being invariant
under a given group but manifestly invariant only un-
der a subgroup of the total gauge group. Accordingly,
gravitational actions formulated exclusively in terms of
SO(3)–symmetric quantities can be simultaneously in-
variant under a wider local spacetime symmetry not ex-
plicitly displayed.
Let us consider the nonlinear PGT building blocks pre-
sented in the Appendix. We are going to show how to
get the Ashtekar reformulation of the corresponding grav-
itational equations; in particular of the Hamiltonian con-
straints. Since a homogeneous notation is needed in order
to compare the Ashtekar equations with those built from
the PGT quantities (A8)–(A11), we proceed to trans-
late (6)–(8) into the language of exterior calculus1. The
1 For what follows, an important observation is in order. Due
to the fact that we will deal with constraints, one must have
Barbero-Ashtekar connection (2), rewritten as a 1-form
AI = dxaAIa, becomes
AI := ΓI + β KI , (11)
where, in general, the Immirzi parameter β is a complex
number to be fixed. The link to PGT follows from iden-
tifying (11) as a combination of the real nonlinear PGT
connection fields (A10) and (A11), being ΓI the connec-
tion associated to the SO(3) subgroup of the Lorentz
group2, while KI is the nonlinear connection of the boost
subgroup of the Lorentz group. (Notice that this gauge-
theoretical explanation of KI as a Poincare´ quantity is
compatible with its usual interpretation as the extrinsic
curvature). According to (A15) and (A14), ΓI trans-
forms as an SO(3) connection and the nonlinear con-
nection KI as an SO(3) tensor respectively, so that the
composite Ashtekar type variable (11) –in general a com-
plex quantity– behaves as a modified SO(3) connection
in which both the SO(3) part and and the boost part of
the Lorentz connection of PGT are comprised.
The interpretation of the Ashtekar formalism in terms
of Poincare´ quantities is completed by identifying the
coframes as the nonlinear translational connections (A8),
(A9)3, being in particular (A9) taken to be indistinguish-
able from the triads built from the Ashtekar triad com-
ponents ea
I as ϑI := dxaea
I , see (1), and transforming
as an SO(3) covector, as shown in (A13). (In order to
understand also the role played by the time component
(A8), one should consider the whole four-dimensional for-
malism previous to the foliation. The interested reader
is referred to our papers [1] [2].)
The field strength built from (11) is the 2-form
F I := dAI +
1
2
ǫIJK A
J ∧ AK
= RI + 1
2
( 1 + β2 ) ǫIJKK
J ∧KK + β
Γ
∇KI ,
(12)
whose components as given by F I = 12 F
I
ab dx
a ∧ dxb are
identical with (10). In (12) we introduced the SO(3) part
of the Poincare´ curvature (A17), defined as
RI := dΓI + 1
2
ǫIJK Γ
J ∧ΓK − 1
2
ǫIJK K
J ∧KK , (13)
in mind that although we use the same notation as in the Ap-
pendix, where the quantities considered are previous to any fo-
liation of spacetime, here we only consider the spatial parts
of such quantities. The latter ones are defined on the spatial
slices resulting from the foliation with respect to the time vector
eˆ0 =
1
N
∂τ−N
a ∂a, having imposed the time gauge in such a way
that the time component of the tetrads reduces to ϑˆ0 = Ndτ .
2 ΓI is expressible in terms of frame and coframe fields as ΓI(e)
when torsion is absent.
3 Here we suppress the hat over the SO(3) quantities present in
the Appendix, where it is necessary in order to distinguish them
from the Lorentz ones.
3as much as the boost part of such curvature, that is
Γ
∇KI := dKI + ǫIJK ΓJ ∧KK . (14)
In the following we simplify things by fixing β = i in (11),
so that the latter becomes a standard complex Ashtekar
variable [5] [19] and (12) reduces to
F I = RI + i
Γ
∇KI . (15)
We do not enter the discussion on the physical relevance
of the value assigned to the Barbero–Immirzi parameter
[5] [6] [19] [20] [21]. Let us merely mention that at the
classical level Einstein’s equations have the same physi-
cal content for any value of β, being different choices of
such value related to each other by means of canonical
transformations. The Immirzi quantization ambiguity
concerns quantum gravity, where distinct phase spaces
corresponding to different values of β correspond to uni-
tarily inequivalent quantum theories [21]. However, the
possible role of β as a fundamental constant in quan-
tum gravity, to be measured empirically, seems to be not
well understood [7]; and in any case our choice could be
changed if necessary.
We end this section using (15) and of the triads (A9)
to translate the constraints (6)–(8) into the language of
exterior calculus. The Gauss constraint (6) can be rewrit-
ten as
GI = e # (∇ηI) ≈ 0 , (16)
in terms of the eta-basis 2-form defined as
η
I
:=
1
2!
ǫ
IJK
ϑJ ∧ϑK = 1
2!
ǫ
IJK
ea
J eb
K dxa ∧dxb . (17)
The symbol # stands for the Hodge dual in three di-
mensions; see for instance [1]. (In particular, (17) is the
Hodge dual of the triad, that is ηI ≡ #ϑI .) On the other
hand, the vector constraint (7) becomes
dxaVa := dxaEI bF Iab = e#
(
ϑI ∧ #F I
) ≈ 0 , (18)
where the three-dimensional Hodge dual of F I =
1
2 F
I
ab dx
a ∧ dxb = 12 (eK⌋eJ⌋F I )ϑJ ∧ ϑK reads #F I =
1
2 (eK⌋eJ⌋F I ) ǫJKLϑL. Analogously, the scalar con-
straint (8) (with the chosen value β = i) takes the form
S := ǫIJKEJaEKbF Iab = 2 e2 #
(
ϑI ∧ F I
) ≈ 0 , (19)
where we made use of the fact that the Hodge dual
of the three-form dxa ∧ dxb ∧ dxc is identical with the
three-dimensional Levi-Civita tensor density ηabc, that
is #( dxa∧dxb ∧dxc ) = ηabc = ǫIJK eIa eJb eKc. In view
of (16), (18) and (19), we can replace the constraints
(6)–(8) by their exterior calculus formulation
∇ηI ≈ 0 (GAUSS) , (20)
ϑI ∧ #F I ≈ 0 (VECTOR) , (21)
ϑI ∧ F I ≈ 0 (SCALAR) . (22)
The tortuous way followed here to get the form (20)–
(22) of the constraints is justified by the attempt to make
evident the relationship between PGT and the Ashtekar
formalism. However, the interested reader is referred to
[2], where we deduced such constraints directly from a
Poincare´ invariant gravitational action.
III. PREVIOUS PARTIAL SOLUTIONS OF THE
CONSTRAINTS
A new solution for the system (20)–(22) –to be added
to any other possible solution– will be studied in next
section, fulfilling both the Gauss law (20) and the vec-
tor constraint (21), leaving only the scalar constraint (22)
unsolved. The novelty of that solution, given by Eq. (53)
below expressing the extrinsic curvature in terms of the
three-metric, is emphasized by comparing it with previ-
ous results. Let us recall here in particular the one due to
Capovilla, Dell and Jacobson [22], which formally solves
the vector and scalar constraints (21) and (22) respec-
tively, and the related Barbero proposal [23] solving the
Gauss law (20) and the scalar constraint (22). We re-
view both approaches in a simple reformulation adapted
to the notation introduced in previous section.
In essence, the solution of the type proposed by
Capovilla et al. [24] rests on a suitable form to depict
the components of the field strength (15), namely
F I = ΨIJηJ , (23)
with ΨIJ as a 3×3 complex matrix and ηI as the 2-form
given by (17). The vector constraint (21) then turns into
ϑI ∧ #F I = ΨIJϑI ∧ ϑJ ≈ 0 , (24)
while the scalar constraint (21) becomes
ϑI ∧ F I = ΨIJϑI ∧ ηJ = ΨIIη ≈ 0 . (25)
(In (25) we made use of the identity ϑI ∧ ηJ = δIJ η, with
η := 13! ǫIJK ϑ
I ∧ ϑJ ∧ ϑK as the volume element.) From
(24) and (25) one trivially reads out that both the vector
and the scalar constraint are satisfied by any symmetric
traceless matrix ΨIJ . However, (20) is not automatically
fulfilled. Instead, it gives rise to the condition[∇(Ψ−1)IJ] ∧ F J ≈ 0 , (26)
involving three differential equations to be solved. This
makes the solution of Capovilla et al. unsatisfactorily in-
complete, not to speak about its rather formal character.
An alternative to the previous solution was proposed
by Barbero [23]. Let us briefly revise it, suitably accom-
modated to our notation. Making use of (15), and taking
into account the identity
Γ
∇ϑI ≡ 0 following from (3), (4)
4–with
Γ
∇ as given by (A20)–, we separate equations (20)–
(22) into their real and imaginary parts as
0 ≈ ∇ηI =
Γ
∇ηI + i ǫIJKKJ ∧ ηK
= i ϑI ∧ ϑJ ∧KJ , (27)
0 ≈ ϑI ∧ #F I = ϑI ∧ #RI + i ϑI ∧ #
Γ
∇KI , (28)
0 ≈ ϑI ∧ F I = ϑI ∧RI − i d
(
ϑI ∧KI
)
. (29)
In analogy with the complex matrix ΨIJ in (23), we pro-
pose a real matrix ΦIJ such that
RI = ΦIJηJ . (30)
By introducing the notation
Γ
F I := dΓI +
1
2
ǫIJK Γ
J ∧ ΓK , (31)
#SI := ǫIJK K
J ∧KK , (32)
so that (13) decomposes into
RI =
Γ
F I − 1
2
#SI . (33)
From (33) with (30) we get
SI = 2 (#
Γ
F I − ΦIJϑJ ) , (34)
while on the other hand the inversion of (32) yields
KI = #
(
1
2
√
2S
ǫIJK S
J ∧ SK
)
, (35)
being S the determinant S := 13! η
abcǫIJK S
I
a S
J
b S
K
c .
The condition for both (27) and the imaginary part of
(29) to vanish simultaneously is ϑI ∧KI = 0, which by
invoking (35) gives rise to
0 = ϑI ∧KI = − 1√
2S
ǫIJK
(
eI⌋SJ
)
#SK . (36)
Replacing (34) into (36) taking into account that
ǫIJK ( eI⌋#
Γ
F J ) = −#(
Γ
∇
Γ
∇ϑK ) ≡ 0, condition (36) re-
duces to Φ[IJ] = 0. As a byproduct, the symmetric
ΦIJ ensuring the vanishing of (27) and of the imagi-
nary part of (29) also cancels the real part of (28), since
the latter, with (30), reads ϑI ∧ #RI = ΦIJ ϑI ∧ ϑJ .
On the other hand, the real part of (29) reduces to
ϑI ∧ RI = ΦIJ ϑI ∧ ηJ = ΦII η, thus vanishing for
ΦI
I = 0. So, any symmetric traceless matrix ΦIJ solves
the system (27)–(29) up to the imaginary part of the
vector constraint (28).
IV. THREE-METRIC DEPENDENT SOLUTION
FOR THE EXTRINSIC CURVATURE
The approach proposed by us mainly differs from the
previously considered ones in that we pay attention to
the connections –that is, to the fundamental variables–
rather than to the field strengths built with them. Ac-
tually, not the components of F I or of RI as in previous
section but those of the nonlinear boost connection KI
(identical with the ADM extrinsic curvature) play the
relevant role as the quantities to be determined.
Starting from the constraints in their form (27)–(29),
we find that the Gauss law (27) is trivially fulfilled for
the extrinsic curvature KIJ := eI⌋KJ a symmetric ma-
trix. This result can alternatively be obtained from (6).
Indeed, by replacing in it (2), due to the fact that the
β-independent part of the covariant derivative vanishes
identically, we get
∇aEIa = β ǫIJMKaJEMa ≈ 0 , (37)
which is automatically satisfied by any symmetric matrix
KM
J := Ka
JeM
a. As a corollary of K[IJ] = 0, the real
contribution of (28) automatically vanishes, as it is easily
seen by explicitly displaying
ϑI ∧ #RI = eI⌋
(
Γ
∇
Γ
∇ϑI +KI ∧KJ ∧ ϑJ
)
≈ 0 , (38)
where
Γ
∇ϑI stands for the vanishing spatial contribution
to torsion, while ϑJ ∧KJ is zero in view of the symmetry
of KIJ . For the same reason, the imaginary contribution
of (29) is also null. Consequently, Eqs. (28) and (29)
reduce respectively to
0 ≈ ϑI ∧ #F I = i ϑI ∧ #
Γ
∇KI
= − i
2
ǫIJKeM
a
Γ
∇a
(
KK
M − δMK KNN
)
ϑI ∧ ϑJ ,
(39)
and
0 ≈ ϑI ∧ F I = ϑI ∧RI
= −1
2
η
[
(3)R−KIJKJI +KIIKJJ
]
, (40)
with (3)R as the Riemannian scalar curvature built from
the three-metric q ab := δIJ ea
Ieb
J . Comparing (39),
(40) with (24), (25), the explicit form of Ψ[IJ] and ΨI
I
follows in terms of KIJ . The transition to the standard
ADM formalism can be easily performed. Making use of
(18) with (39), we calculate
i
e
Va = i ǫIJKΨIJeaK = eaKeMb
Γ
∇b
(
KK
M − δMK KNN
)
= Db
(
Ka
b − δbaKcc
) ≈ 0 , (41)
beingKab := Ka
IebI , whileDa is the covariant derivative
associated with the 3-metric qab, built with the ordinary
5Christoffel symbol (5). In the vector constraint written
as (41) we recognize the standard form of the momentum
constraint in ADM variables [25] with the extrinsic cur-
vature playing the role of the momentum. On the other
hand, from (19) with (40), and in view of the invariance
of the expressions involved, one finds
− 1
e2
S = −2ΨII = (3)R−KabKba+KaaKbb ≈ 0 . (42)
So, from (41) and (42) we recover the standard ADM
constraints [25], which for clarity we display separately
as
Db
(
Ka
b − δba trK
) ≈ 0 , (43)
R− tr(K2) + (trK)2 ≈ 0 . (44)
(In (44) and in the following we use the simplified nota-
tion R := (3)R.) The variables concerned in (43) are the
matrix Kab (in the following we refer to it simply as K)
as much as the non explicitly displayed three-metric qab
present in the Christoffel symbols of the covariant deriva-
tive. Being K symmetric, in each point of the spacetime
manifold it is diagonalizable by means of an orthogonal
transformation, so that its eigenvalues arranged in the
diagonal matrix turn out to be the relevant variables,
while the three degrees of freedom of the diagonalizing
orthogonal matrix become absorbed into the three-metric
and thus –let us say– geometrized. As it is well known,
from a 3× 3 matrix K it is possible to build three invari-
ants, namely its trace trK, the trace tr(K2) of the matrix
square, and the determinant detK, being such invariants
related to the matrix K by the characteristic equation
K3 − (trK)K2 + 1
2
[(trK)2 − tr(K2) ]K − I detK = 0 ,
(45)
see [24]. Being the invariants expressible in terms of the
matrix eigenvalues, from now on we pay attention to the
invariants rather than to the eigenvalues.
One can diminish the number of invariants involved in
(43), (44) by imposing the zero trace assumption trK =
0, the latter constituting the usual slicing condition used
as a gauge fixing of the reparametrization invariance [25].
Accordingly, (44) reduces to
tr(K2) ≈ R , (46)
thus determining a further invariant, namely tr(K2), in
terms of the scalar curvature; that is, in terms of a quan-
tity built from the three-metric qab of the underlying Rie-
mannian space and from their derivatives up to second
order. So, only detK remains as an unknown function
to be determined from the differential condition (43) in
its simplified form
DbKa
b ≈ 0 , (47)
which (for diagonalized K) relates the first derivatives
of the remaining invariant detK with the invariant itself
and with several geometrical objects involving the metric
and its derivatives. As a result, as far as one primarily
looks for solutions of K being functionals of arbitrary
metrics (other solutions will be considered below), detK
has to be expressible as an invariant built with the metric
tensor qab and its derivatives up to third order. The
reason for it is that the first derivative of the invariant
tr(K2), implicitly present in (47) through (46), yields a
derived scalar curvature R, the latter comprising up to
second derivatives of the metric.
Having in mind the previous discussion, let us follow an
indirect way to find a matrixK satisfying all the required
features. First of all we parametrize such matrix as
Kab = ηacdDc Sd
b , (48)
in terms of the (derived) matrix Sd
b to be determined.
The latter matrix must be chosen so that it guarantees
that, as studied above, Kab is symmetric and traceless,
satisfying in addition equation (47). From (48) follows
Kab ηabc = Db(Sc
b − δbc Sdd ) , (49)
showing that the symmetry condition on (48) requires the
vanishing of the r.h.s. of (49). On the other hand, (48)
is trivially traceless provided Sdb is a symmetric matrix.
Finally, we find the divergence of (48) to be
DbKa
b = ηa
bcRbdSc
d + ηa
bcDbDdSc
d , (50)
where we made use of the formula (51) below, holding in
three dimensions. Due to the covariance of K, we make
the ansatz –in the particular case considered here that K
is taken to be a functional of an arbitrary three-metric qab
and of at most its third derivatives– that the matrix Sd
b
in (48) has to be built from the Riemann tensor and its
contractions. We know that in three dimensions no Weyl
tensor exists [26], so that the Riemann tensor Rcbd
f :=
2
(
∂[cΓb]d
f +Γ[ch
fΓb]d
h
)
can be decomposed in terms of
the Ricci tensor Rcd := Rfcd
f and of the scalar curvature
R := gcdRcd as
Rcbd
f = −2 qd[cRb]f + 2 δf[cRb]d − δf[cqb]dR . (51)
In particular we choose for Sd
b the combination
Sd
b = k Rd
b + k′ δbdR , (52)
which is symmetric as required and satisfies (50) auto-
matically (recall the identity DdGc
d ≡ 0, with Gcd as
the Einstein tensor). The remaining condition of vanish-
ing (49) enforces us to fix k′ = −k/4, so that (48) with
(52) transforms into
Kab = k ηacdDc
(
Rd
b − 1
4
δbdR
)
, (53)
satisfying all the requirements stipulated for K. In the
r.h.s. of (53) we recognize the Cotton-York tensor (also
6called Bach tensor) built from the Cotton tensor in 3-
dimensional space, see eq.(97) of [27]. The five degrees
of freedom of the symmetric traceless exterior curvature
thus become expressed –through the five independent
components of the Cotton-York tensor– in terms of any
three-metric qab without additional integrability condi-
tions.
Notice that (46) is not completely foreign to our main
result (53). Actually –as we will immediately see– other
solutions are possible for the divergence condition (47).
In the discussion preceding our concrete proposal, it was
precisely (46) that played a crucial role in justifying to
consider a contribution to K built exclusively as a func-
tional of an arbitrary three-metric, by reducing the in-
variant function tr(K2) to the qab–dependent scalar cur-
vature. (Recall that by also fixing trK = 0, the only
remaining invariant detK and its derivatives became re-
lated solely to functions of the three-metric.) Thus, the
general validity of (53) rests on having taken simultane-
ously into account (46) as a consistence condition. In
other words, (53) can be taken as a general metric de-
pendent solution as far as it refers to the system (47),
(46) rather than merely to (47).
Observe that for three-metrics such that R = 0, no
independent dynamics for Kab exists any more if one
requires the eigenvalues of K to be real. Indeed, with
R = 0, (46) implies tr(K2) = 0. Having already assumed
trK = 0, the characteristic equation (45) reduces to
K3 − I detK = 0 . (54)
The discriminant involved in the solution of (54) is posi-
tive, so that the eigenvalues of K consist of one real and
two complex conjugate roots, thus leaving Kab = 0 as
the only physically admissible extrinsic curvature.
V. ADDITIONAL SOLUTIONS OF Kab
The natural question to be asked now is about the
existence of nontrivial K’s which, although necessarily
linked to a metric with R 6= 0, are nevertheless irreducible
to the functional (53) of such metric. We are going to
prove that, in fact, (53) does not exhaust all possible
solutions of the constraints (46) and (47).
Due to the interplay existing betweenK and the three-
metric, it is illustrative to consider isotropic metrics, for
which (53) vanish, guaranteeing that any possible K 6=
0 must be independent of (53). The general isotropic
metric is given by its nonvanishing components
q11 =
1
φ
, q22 = r
2 , q33 = r
2 sin2 θ , (55)
where φ = φ(r). The corresponding components of the
Christoffel connection (5) read
Γ111 = −
∂rφ
2φ
, Γ122 = −rφ , Γ133 = −rφ sin2 θ ,
Γ212 = Γ
2
21 =
1
r
, Γ233 = − sin θ cos θ ,
Γ313 = Γ
3
31 =
1
r
, Γ323 = Γ
3
32 = cot θ , (56)
the Ricci tensor Rab := 2
(
∂[aΓc]b
c + Γ[ad
cΓc]b
d
)
calcu-
lated from (56) is diagonal, with
R11 =
∂rφ
rφ
,
R22 =
1
2r
∂r
[
r2 (φ− 1 ) ] ,
R33 =
sin2 θ
2r
∂r
[
r2 (φ− 1 ) ] , (57)
and the scalar curvature reads
R := qabRab =
2
r2
∂r [ r (φ− 1 ) ] . (58)
It is trivial to check, by replacing (57) and (58), that
the solution (53) of Kab reducible to the three-metric
vanishes for any isotropic metric.
In order to simplify calculations, let us rewrite the ma-
trix Ka
b (with general indices) as
Ka
b = ea
M KM
N ebN , (59)
in terms of the symmetric matrix with internal indices
KM
N , which can be diagonalized with the help of an
orthogonal matrix OM
I as KM
N = OM
I ∆I
J ONJ with
∆I
J diagonal. We write (59) as
Ka
b = eˆa
I ∆I
J eˆbJ , (60)
by introducing the redefined dreibein eˆa
I := ea
M OM
I .
Accordingly, (47) build with (5) transforms into
0 = DbKa
b = ∂b⌋DKab =
(
eˆI⌋Dˆ∆J I
)
eˆa
J , (61)
where the relation (4) was taken into account, being
ΓˆIJ := eˆ[ I⌋dϑˆJ] −
1
2
(
eˆI⌋eˆJ⌋dϑˆK
)
ϑˆK , (62)
with ϑˆI := dxa eˆa
I , and
Dˆ∆J
I := d∆J
I + ΓˆK
I ∆J
K − ΓˆJK ∆KI . (63)
In the following we fix the gauge of the SO(3) symmetry
by choosing OM
I = δIM , so that eˆa
I = ea
I . (Accordingly,
from now on we suppress the hat over the triads as much
as over the connections.)
Eq.(61) shows the correspondence between the alter-
native notations in terms of the three-metric or of triads
respectively. Then, instead of the metric components
(55) and the ordinary Christoffel symbols (56), one can
introduce the triads
ϑr =
dr√
φ
, ϑθ = r dθ , ϑϕ = r sin θ dϕ , (64)
7and the corresponding connection 1-form (62), with an-
tisymmetric components
Γrθ =
√
φ
r
ϑθ , Γrϕ =
√
φ
r
ϑϕ , Γθϕ =
cot θ
r
ϑϕ . (65)
Making use of (64) and (65), we find the explicit form of
(61) by calculating
eI⌋D∆rI =
√
φ
r
[
∂r
(
r2∆r
r
)− r (∆θθ +∆ϕϕ ) ] ,(66)
eI⌋D∆θI = 1
r
[
∂θ∆θ
θ + cot θ
(
∆θ
θ −∆ϕϕ
) ]
, (67)
eI⌋D∆ϕI = 1
r sin θ
∂ϕ∆ϕ
ϕ . (68)
We propose the suitable parametrization
∆r
r = λ cosω , (69)
∆θ
θ = −λ
2
(
cosω −
√
3 sinω
)
, (70)
∆ϕ
ϕ = −λ
2
(
cosω +
√
3 sinω
)
, (71)
for a (diagonalized) real traceless matrix, in terms of
which equations (61) with (66)–(68) transform into
0 = ∂r
(
r3 λ cosω
)
, (72)
0 = λ
[
∂θ cosω −
√
3
sin2 θ
∂θ
(
sinω sin2 θ
)]
, (73)
0 = λ∂ϕ
(
cosω +
√
3 sinω
)
. (74)
The choice (69)–(71) has the virtue of guaran-
teeing automatically trK = 0, while detK =
1
4 λ
3 cosω
(
1− 4 sin2 ω) and tr(K2) = 32 λ2. Replacing
the last expression as much as (58) into (46), we get
3
2
λ2 =
2
r2
∂r [ r (φ− 1 ) ] , (75)
implying that λ exclusively depends on r.
Let us first consider the case R = 0, noting that we are
working with a metric different from the trivial Euclidean
one. As read out from (58) and (75), R = 0 corresponds
to λ = 0, so that (72)–(74) are trivially fulfilled. On the
other hand, (75) reduces to ∂r [ r (φ− 1 ) ] = 0, whose
solution reads
r (φ− 1 ) = −2m, (76)
with the integration constant suitably denoted as a mass
in order to reproduce the well known Schwarzshild func-
tion solution in (55) or (64). We read it out from (76) to
be
φ = 1− 2m
r
. (77)
As discussed above, Kab = 0. No K exists in this case,
neither as (53) nor as a different –metric-independent–
contribution.
Less trivial is the case with R 6= 0, and thus with λ 6= 0.
Certainly, (53) vanishes as for any isotropic three-metric.
However, a nontrivial K not reducible to (53) can be
found as follows. By expressing (73) in the form
0 = sinω ∂θω +
√
3 ( ∂θ sinω + 2 sinω cot θ ) , (78)
it is clear that it is satisfied for sinω = 0. This is the
case we are going to consider.
But let us briefly show before what happens for sinω 6=
0. By rewriting (72) and (73) respectively as
∂rω = cotω ∂r log
(
r3 λ
)
, (79)
and
∂θω = − 2
√
3 cot θ
(1 +
√
3 cotω )
, (80)
from the integrability condition ∂θ∂rω = ∂r∂θω we find
tanω = −2√3, implying cos θ = 0, whose consistence
with (74) is guaranteed since ω is a constant, so that
∂ϕω = 0. The physical meaning of this result will be
studied elsewhere.
We concentrate now on the case with sinω = 0. The
discriminant of the cubic equation (45) with trK = 0,
that is of
K3 − 1
2
tr(K2)K − I detK = 0 , (81)
is found to be proportional to sinω as
discrim =
(
detK
2
)2
−
(
tr(K2)
6
)3
=
λ6
64
sin2 ω
[
2 cos2 ω (sin2 ω − 4)− 1 ] .(82)
Accordingly, condition sinω = 0 forces the solutions of
(81) to be three real eigenvalues summing zero, being two
of them equal to each other, as displayed in (87)–(89)
below. In fact, the nontrivial –although very simple–
dynamics for K consists of equation (72) reduced to
0 = ∂r
(
r3λ
)
, (83)
while (73) and (74) are trivially satisfied. We solve (83)
as
λ =
2k0
r3
, (84)
in terms of the arbitrary constant 2k0. The value (84) is
to be replaced on the one hand in (75), yielding
∂r
[
r (φ− 1 ) + k
2
0
r3
]
= 0 , (85)
giving rise, in analogy to (77), to the generalized
Schwarzshild solution
φ = 1− 2m
r
− k
2
0
r4
, (86)
8and on the other hand (84), when replaced in (69)–(71)
with sinω = 0, yields the eigenvalues
∆r
r = λ =
2k0
r3
, (87)
∆θ
θ = −λ
2
= −k0
r3
, (88)
∆ϕ
ϕ = −λ
2
= −k0
r3
, (89)
which determine a nontrivial extrinsic curvature not re-
ducible to (53). Recall that this is the main result we
wanted to derive in the present paragraph. It is worth
noticing that, according to (60) with the choice (64) of
triads we made, we can express the components of Ka
b
in terms of (87)–(89) as
K1
1 = e1
r∆r
rer
1 = ∆r
r =
2k0
r3
, (90)
K2
2 = e2
θ∆θ
θeθ
2 = ∆θ
θ = −k0
r3
, (91)
K3
3 = e3
ϕ∆ϕ
ϕeϕ
3 = ∆ϕ
ϕ = −k0
r3
, (92)
completing the solution provided by the metric (55) with
(86).
VI. CONCLUSIONS
Our main result establishes that any possible solution
for the extrinsic curvature Kab as found out from (46)
and (47) is defined up to a contribution of the form (53),
involving the Cotton-York tensor with the proportional-
ity constant k. Thus, the total vanishing of Kab requires
the Cotton-York tensor to vanish, as it is the case for
general isotropic metrics. Recall the relation existing be-
tween K and the time derivative of the three-metric [25],
namely
Kab =
1
N
(
D(aNb) −
1
2
∂τ qab
)
, (93)
(with N as the lapse function and Na as the shift vec-
tor), showing an interplay between either vanishing or
not vanishing K, and the corresponding either static or
time-evolving metric.
The Cotton tensorD[c
(
Rd]
b − 14 δbd]R
)
present in (53)
is conformally invariant under rescalings of the 3-metric
qab → q˜ab = ϕ(x) qab. Although originally expressed as a
functional of the three-metric qab, (53) may be alterna-
tively formulated in different forms, for instance as
KI = k #
Γ
∇
[
#
Γ
F I − 1
2
ϑI #(ϑJ ∧
Γ
F J )
]
, (94)
in terms of (31), or equivalently as
KI = k #Dˆ
(
eJ⌋RˆIJ − 1
4
ϑI eM⌋eN⌋RˆMN
)
, (95)
with the covariant differential built with connection (62)
–related to ΓI as (A10)– and with the corresponding cur-
vature 2-form RˆI
J := d ΓˆI
J + ΓˆK
J ∧ ΓˆIK related to (31)
as
Γ
F I = 12 ǫ
I
JKRˆ
JK .
We have shown that the search for a general extrinsic
curvature Kab going beyond (53) is enabled by diago-
nalizing K in such a way that its eigenvalues play the
role of dynamical variables. Certainly, both quantities
Kab and qab are mutually linked to each other. How-
ever, no general solutions K = K(q) or q = q(K) exist.
The interplay between Kab and qab rather manifest itself
twofold. On the one hand, given a particular metric, re-
strictions result on the eigenvalues of K. For instance,
for the isotropic metric with R = 0 we found K = 0
(Schwarzschild static solution), whereas with R 6= 0 we
obtained a certain K 6= 0, related through (93) to the
time evolution of the three-metric. Obviously, this pro-
cedure to solve the eigenvalues of K is easily generaliz-
able. Reciprocally, given K, the metric of course is not
entirely fixed by it, but the metric features are affected
by K to some extent. Recall for instance (86) as the
modification of (77) induced by (87)–(89). In general,
integrability conditions impose restrictions on the metric
components, regarding their functional form or at least
their coordinate dependence.
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APPENDIX A: NONLINEAR PGT
CONNECTIONS
Ordinary spacetime geometry, characterized by both
reference frames and connections, can be derived as a
gauge theory of the Poincare´ group realized nonlinearly,
as discussed in [18]. Given the linear Poincare´ connec-
tions, consisting of the Lorentz and translational contri-
butions
Lor
Γα
β and
(T )
Γα respectively, transforming as
δ
Lor
Γα
β =
Lor
D ζα
β , δ
(T )
Γα = −ζβα
(T )
Γβ +
Lor
D ǫα , (A1)
(where the abbreviation Lor over the covariant differen-
tials in (A1) indicates that they are constructed with
the linear Lorentz connection
Lor
Γαβ) it is characteristic
for the nonlinear approach to provide us with auxiliary
Goldstone-like translational fields ξα transforming as co-
ordinates, namely
δξα = −ζβα ξβ − ǫα . (A2)
9(Greek letters α, β... denote internal Lorentz indices run-
ning from 0 to 3.) Translational connections modified
with the help of the fields ξα as the nonlinear transla-
tional connections
ϑα :=
Lor
D ξα +
(T )
Γα , (A3)
transform as Lorentz covectors, that is
δϑα = −ζβαϑβ . (A4)
We identify (A4) as Lorentz coframe 1-forms.
On the other hand, the nonlinear approach also enables
us to deal with SO(3) tensors and connections instead of
with Lorentz ones, if desired [1] [2]. Indeed, by decom-
posing the Lorentz generators Lαβ into space rotations
SI and boosts BI , defined respectively as
SI := −ǫIJKLJK , BI := 2LI0 , (I = 1 , 2 , 3) ,
(A5)
the components of the nonlinear Poincare´ connection on
the corresponding Lie algebra read
Γ˜ = −i ϑˆ0P0 − i ϑˆIPI + iΓISI + iKIBI , (A6)
where the nonlinear connections are defined with the help
of boost related Goldstone fields βI . Exactly as the trans-
lational Goldstone fields ξα are coordinate-like fields, the
boost Goldstone fields βI are velocity-like fields, being re-
arrangeable into the components of a Lorentz four-vector(
γ , γ βI
)
, with γ := 1/
√
1− β2. In terms of them we
build the boost-transformation-analogous matrix
b0
0 = (b−1)0
0 := γ ,
b0
I = −(b−1)0I := −γβI ,
bI
0 = −(b−1)I0 := −γβI ,
bJ
I = (b−1)J
I := δIJ + (γ − 1)
βJβ
I
β2
. (A7)
With the help of (A7) we define he nonlinear Poincare´
connections in (A6) as
ϑˆ0 = ϑαbα
0 , (A8)
ϑˆI = ϑαbα
I , (A9)
ΓI :=
1
2
ǫIJK Γˆ
JK
=
1
2
ǫIJK (b
−1)Jµ
(
Lor
Γµ
νbν
K − d bµK
)
,(A10)
KI := Γˆ0I = (b−1)0µ
(
Lor
Γµ
νbν
I − d bµI
)
, (A11)
with ϑα in (A8) and (A9) given by (A3). Formally, (A8)–
(A11) are analogous to gauge transformations, with the
main difference that (A7) are Goldstone fields of the the-
ory rather than group parameters. Thus (A8)–(A11) are
definitions of new variables whose variations are easily
checked to be
δϑˆ0 = 0 , (A12)
δϑˆI = ǫIJK Θ
J ϑˆK , (A13)
δKI = ǫIJK Θ
J KK , (A14)
δΓI = −
Γ
∇ΘI
:= − ( dΘI + ǫIJK ΓJ ΘK ) , (A15)
corresponding to SO(3) transformations with the group
parameter Θa built from ζβ
α in (A2) with the help of
the velocity fields as
Θ
I := −1
2
ǫIJK
[
ζJK +
2γ
(γ + 1)
ζ0JβK
]
. (A16)
Notwithstanding, although not explicitly displayed, the
total symmetry remains the Poincare´ one. Notice that
the tetrads become split into an SO(3) singlet ϑˆ0 plus
an SO(3) covector ϑˆI , while the Lorentz connection de-
composes into a nonlinear boost connection 1–form KI
transforming as a SO(3) covector plus a SO(3) connec-
tions AI .
The nonlinear field strength built from (A6) reads
d Γ˜ + Γ˜ ∧ Γ˜ = −i Tˆ 0P0 − i Tˆ IPI + iRISI + i (
Γ
∇KI)BI ,
(A17)
which plays the role of the general Poincare´ curvature,
where the explicit form of RI and
Γ
∇KI does not differ
from (13) and (14) respectively, while the torsion com-
ponents are defined as the SO(3) quantities
Tˆ 0 := d ϑˆ0 + ϑˆI ∧KI , (A18)
Tˆ I :=
Γ
∇ ϑˆI + ϑˆ0 ∧KI , (A19)
with
Γ
∇ ϑˆI := d ϑˆI + ǫIJK ΓJ ∧ ϑˆK . (A20)
Vanishing torsion implies that the Lorentz connection re-
duces to the (anholonomic) Christoffel connection
Γ
{}
αβ := e[α⌋dϑβ] −
1
2
(eα⌋eβ⌋dϑγ)ϑγ
= − dxi e[αj
(
∂iejβ] − Γijkekβ]
)
, (A21)
(with small latin letters i, j... of the middle of the alpha-
bet assigned to the general spacetime coordinate indices
of the underlying 4-dimensional manifold). In (A21) we
recognize the relation to the usual Riemannian language
of General Relativity involving the ordinary holonomic
Christoffel symbol
Γij
k :=
1
2
g kl
(
∂ig lj + ∂jg li − ∂lg ij
)
, (A22)
whose restriction to spatial slices is considered in the
main body of the present paper.
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