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Abstract 
The complexity of automated production systems results in a variety of different objectives that have to be considered in the ramp-
up phase. In regard to planning and control of production processes the underlying optimization problem is multi-dimensional. In 
order to reduce efforts especially in production ramp-up, methods to automatically adjust to new environments and new objectives 
are required. This paper focuses on the modeling and integration of a production control unit for automated production systems that 
are structured according to the Viable System Model. 
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1. Introduction 
In order to adapt to fast changing market 
requirements and shorter product lifecycles the ramp-up 
phase is one of the crucial points in the lifecycle of a 
production system. Since various stakeholders and 
multiple departments such as design, purchasing, pro-
duction, engineering and other functional sections of a 
company interconnect and interact, difficulties and com-
plications are generally inevitable. The intercommu-
nication in this phase leads to instabilities in planning 
procedures and often results in many interdependent 
decisions in a dynamic and interdisciplinary environ-
ment [1]. Thus, the transfer of planned socio-technical 
production systems into a stabilized serial state is 
characterized by turbulence. Reliable predictions concer-
ning the production output of the system usually cannot 
be made due to changing requirements and specifi-
cations. Gaps between actual and planned ramp-up 
curves appear, leading to unsatisfactory product quality 
and quantities that do not meet customer requirements.  
In regard to automation technology during this phase, 
the time-consuming imperative coding process results in 
inflexible programs that are difficult to adapt to 
changing conditions. Thus, methods to reduce these 
efforts by automatically adjusting to a new environment 
and new objectives are expedient [2]. In automated 
productions systems Manufacturing Execution Systems 
(MES) are able to plan and optimize production in real 
time. Traditional approaches for the required multi-
dimensional optimization either involve too much 
overhead for planning complex production processes 
(centralized optimization) or are unable to efficiently 
optimize larger production lines processes (decentralized 
optimization) [3, 4]. This paper proposes an approach 
that combines centralized and decentralized planning 
utilizing the so called Viable System Model (VSM). The 
VSM allows socio-technical production systems to 
incorporate multi-dimensional objectives with less 
modeling and planning efforts when different goals are 
achieved on different levels of the overall system. 
In the following chapter the methodology of the 
Viable System approach will be described. The concept 
for the application of this approach to MES will be 
introduced in the third chapter. Afterwards the effects 
for different layers in an automated production system 
will be outlined. The fourth chapter provides finishing 
conclusions and an outlook. 
2. Viable Systems Engineering  Methodology 
The VSM is designed similar to the human nervous 
system. It specifies the necessary and sufficient 
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preconditions for viability of complex structures. 
Generally, all of these structures need to be divided in a 
way that they preserve their integrity in a recursive 
the system 
is provided with a complete set of control and value-
adding functionalities that are able to communicate with 
each other using defined interfaces. The VSM ensures 
recursively that each layer only has to deal with a certain 
amount of information. The basic principles of the 
Viable System Model are: recursion, autonomy and 
viability. 
The fact that complex systems can be modeled based 
on a recursive process model, contributes to fulfill 
 law of requisite variety [5]. The law mainly 
states that the control instance of a complex system 
requires the same degree of complexity as the system 
itself. Malik deduces that the corresponding model of a 
complex system requires the same complexity in order to 
generate a reference for the control instance [6]. 
The concept of autonomy combines self-organization, 
-control and -development, i.e. not a comprehensive in-
dependence of a single system [7]. One aspect of 
autonomy also deals with centralization and 
decentralization. The approach of Beer regarding the 
decision problem of assigning degrees of autonomy to 
single systems is to grants as much autonomy as possible 
to the operative units [8]. Thereby, those units are 
enabled to apply the variety necessary to manage the 
complexity of their individual environment [9]. 
The principle of viability implies that every system, 
which effectively maintains its existence, includes the 
invariant structure of a Viable System. This structure 
enables the system to recognize internal disturbances 
and changes in its environment and to react 
appropriately. Additionally, the system is able to 
memorize disturbances and changes within a learning 
process and include them in future decisions. Fig. 1 
(arrows) and indirect (lines) communication between the 
six subsystems: 
System 5  Policy  defines the identity of a system. 
It provides norms, values and politics to preserve and 
develop a structure. This system keeps the balance 
between current and future perspectives. 
System 4  Planning  represents the strategic layer 
regarding future and outside appearance. It records and 
diagnoses the environment and defines the direction of 
the overall system based on this information. 
System 3  Control  incorporates an overall model 
for all Processes and their interactions. By providing 
instructions directly to the underlying Processes it is able 
to perform optimization. 
System 3*  Auditing  supervises the underlying 
Processes. In case of errors or exceptions they are able to 
escalate them to this system. 
System 2  Coordination  coordinates and regulates 
the partially autonomic subsystems. It encourages 
autonomy and damps out oscillations between different 
Processes. 
System 1  Process  realizes the basic activity of the 
whole VSM. Every Process is again a Viable System and 
thus recursively incorporates System 5 to System 1. 
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Fig. 1. Structure of a Viable System 
In order to utilize the VSM in a technical model, the 
application of Systems Engineering modeling techniques 
offers the potential of achieving a manageable 
complexity, parallelizing the development process as 
well as enabling an early validation of customer 
requirements. The Systems Modeling Language 
(SysML) allows for the design of complex models with 
domain-specific adaption and the creation of reference 
models. The language is defined as an UML profile and 
incorporates package, requirement, behavior, parametric 
and structure diagrams [10]. In the scope of this paper, 
the internal block diagram (a structural diagram), which 
presents the parts of a structural element (block) and 
their interfaces, will be utilized.  
In conclusion, the VSM provides a framework for the 
modeling process and SysML offers a syntax that is 
specifically designed for technical systems. The 
resulting concept for a MES combines SysML with 
semantics of the Viable System Model.  
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3. Viable Manufacturing Execution System
3.1. Concept
Traditionally the main architectural model structure
for automated production systems has been a pyramid,
where the MES is located at the factory level. The
been challenged in recent years, e.g. due to advances in 
automation technology, production organization and the
life cycle of production systems (cp. e.g. [11]). Thus,
Fig. 2 presents the difference between activities of a
traditional MES and a Viable MES (VMES). Due to its
recursion, the VMES is able to incorporate all
functionalities from the Factory Level to the individual 
components that represent the base cases. 
The VMES takes over the responsibility for all
processes on the same level in the traditional sense and
all the ones on subordinate levels. Thus, it needs to
fulfill the general tasks for all of these systems (for a
description cp. e.g. [12])
Cell
Cell
Cell
Cell
Shopfloor
Shop-
floor
Shop-
floor
Factory
Shopfloor
Cell
Traditional
MES
Viable
MES
Fig. 2. Activities of a traditional MES and a Viable MES
The main idea behind the VMES is presented in form 
of a use case where users define a new model by 
creating a new CAD file for the desired product. The
product in combination with a quantity describes each
order and serves as the input for the upmost level of the
Viable Control System. Afterwards every subsystem can 
operate on the information that is relevant to it, e.g. the 
upmost level utilizes information about the number of 
parts in order to store it in the order database and a 
subordinate assembly system uses geometric information 
in order to plan gripping strategies. The use case will 
show how the VMES reacts upon new orders and addi-
tionally presents how systems can autonomously learn 
and optimize themselves in the predefined structure.
3.2. Self-Optimizing Production Lines Use Case
To simultaneously achieve a high level of trans-
parency, variability and scalability in an (approximate)
abstraction of an industrial process, manufacturing and
assembly of Hubelino bricks was selected as the use
case. In order to present the viability on each of the
traditional levels, the functionalities of them will be
presented in a detailed example for the demonstration 
scenario.
Two cells Molding and Cognitive (Assembly)
comprise the overall scenario that is controlled by the
VMES. Thus both a manufacturing and an assembly
process are controlled using the viable structure. In the 
Molding Cell parts are created using injection molding
and afterwards can be customized using a printing
system. After that, the bricks are transported individually
to the Cognitive (Assembly) Cell.
The focus of this paper will be on the interaction in 
regard to the Cognitive (Assembly) Cell, which is
responsible for the assembly of the user designed
assembly groups. Part of the cell is made up of a 
circulating conveyor system comprising six individually
controllable linear belt sections. Two switches allow 
components to be diverted onto and from the conveyor 
route. Two six axis robots are provided, carrying a 
flexible gripper, a color camera and a Microsoft Kinect. 
Several areas are defined alongside the conveyor for 
demand-driven storage of components and as locations
for part assembly. One area is provided for possible
preliminary work by a human operator. The workstation
has a multimodal human-machine interface that displays
process information ergonomically, allowing it to
provide information on the system state as well as help 
for solving problems, if necessary.
3.3. Hubelino Shopfloor VSM
The main functionality of the shop floor layer is to
store new orders in a database and estimate the time that
is needed for the production of orders.
The Policy defines the criteria that are used for 
optimization of the entire production. On the upmost 
level the most important criterion is the in-time
production of all received orders.
The data from Policy is utilized in Planning to
determine the throughput times for individual orders. In 
order to estimate the production time for a single product 
the system keeps track of the average production time
based on the number and types of parts involved. Thus it 
is capable to detect possible bottlenecks in advance.
The Control system sets the parameters for 
subordinate production cells according to the
calculations from the Planning system. As previously
described, this is e.g. the cells overall speed in order to
control the production rate.
The Auditing system analyzes failures from lower
levels that affect the entire production process and takes
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into consideration other failures that occur outside the 
scope of the assembly cells, e.g. safety stop mechanisms 
for the entire shop floor. 
Since the subordinate production cells need to be able 
to interact autonomously, but the part flow exists also 
between cells, Coordination ensures that the interaction 
between cells is successful.  
Every cell is a Process for the Shop Floor VSM. In 
this case the Molding Cell VSM and Cognitive VSM are 
the only cells in the Hubelino Shop Floor VSM. 
The internal structure and connection of the different 
systems within the VSM is presented in Fig. 3. 
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Fig. 3. SysML model of system interaction in Shopfloor VSM 
3.4. Cognitive Cell VSM 
Generally Cognitive Control Systems are able to 
generate essential action-sequences at run time on the 
basis of model-based knowledge regarding task, system 
and process flow and in consideration of current 
environmental information [2]. However, in order to 
efficiently interact with their environment, they need to 
be embedded into a framework that provides supporting 
functionalities, in this case the VSM.  
The upmost Policy system is designed to define the 
identity and general objectives for the current Viable 
System. The autonomy of the automated production 
process is one of the most important aspects in regard to 
e.g. speed, safety and repeatability. However, interaction 
with the human operator is sometimes necessary, e.g. in 
case that an assembly group cannot be build due to 
gripper restrictions or if an error occurs during the 
assembly of a part group. Also the involvement of a 
human operator could reduce the time that is needed for 
the assembly of part groups. Thus, this policy defines in 
which cases a human operator should be taken into 
consideration for the assembly of part groups. 
The Planning System accepts information about new 
bricks from the Shopfloor VSM in order to coordinate 
the assembly orders, e.g. assign them to assembly areas, 
and provide information about their status, e.g. 
percentage of completion. For each part group the 
assembly of bricks is planned based on an Assembly-by-
Disassembly algorithm. This algorithm is paired with an 
algorithm for grip planning in order to ensure that a 
brick can be mounted using one of the available 
grippers. Additionally the algorithm calculates approach 
directions in order to reduce errors that occur due to 
inaccuracies (e.g. of the robot) [13]. The bricks that can 
be mounted at a specific point in time are matched with 
the Policy in order to provide the bricks that can be used 
to calculate the next control sequence. 
The Control System consists of the cognitive 
architecture Soar that calculates the next steps based on 
information about target and environment [14]. In Soar 
knowledge about the domain is situated in the procedural 
memory, expressed in if-then-like rules. The problem 
space consists of several states, described by features, 
and operators which can be applied to states. Soar tries 
to navigate through this problem space using the rule 
base in order to reach a certain goal state. This takes 
place in the working memory. All knowledge (including 
environment information) that is relevant in the current 
situation is accumulated. In each decision cycle one 
operator is chosen strategically and applied, which 
eventually leads to a new state. Parts of the planning task 
of the assembly cell may even take place on the virtual 
side, e.g. determining possible solution paths for an 
assembly sequence. Others concern the design of a 
sequence of actions that are applicable to achieve a goal 
physically, e.g. getting a certain brick to its required 
position [2]. 
In regard to Auditing one of the aspects for the 
verification of the assembly process is a software 
component that utilizes a multisensory device (Microsoft 
Kinect) to perceive both depth and color data in the 
assembly area [15]. This information is used to 
determine the current state of the assembly group and is 
compared to a CAD model for validation purposes. In 
order to efficiently resolve erroneous situations, the 
results are interactively accessible to a human expert, 
e.g. if the image-based control of the assembly step leads 
to a deviation between the current and the target state. 
Both the Kinect and the interaction system are Processes 
and can be accessed from the Auditing System. 
The Coordination system provides a framework for 
interaction between all Processes. It assures that every 
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component is already in the state that it needs to be in for 
the next operation to be executed. On a technical level 
the communication is realized utilizing the cosmos-
Middleware based on Corba Dynamic Invocation [4]. 
The fundamental functions can be called directly using 
the dynamic interface, eliminating any transitional layer. 
XML-based self-description guarantees that all functions 
can be correctly interpreted on the client side. 
Every Process can be comprised of multiple socio-
technical components. Due to the number of technical 
components involved, a complete description of all 
Processes would exceed the scope of this work. Rather, 
this paper will focus on one interesting Process  the 
Image Recognition VSM. 
3.5. Image Recognition VSM 
The Image Recognition VSM provides an example 
for the lowest level in the VMES structure. The main 
task of this system is the detection of parts on a moving 
conveyor in order to retrieve them in real time. The 
detection is based on the shape of a part which is defined 
by a monochrome edge map of the part from the 
viewpoint of the camera. Within this edge map features 
(compare Fig. 4, top left) are determined to retrieve 
known parts in different images. The identification of a 
known part within an image is implemented using shape-
based feature matching [16]. The 2D transformation 
an 
image is calculated in order to maximize the number of 
matching features. Afterwards, the average color inside 
the recognized shape is determined and assigned to one 
of the known colors. The color recognition is performed 
using the HSV color space as the HSV hue value is 
virtually independent from saturation and brightness. 
Within the recognition process, each known shape can 
be combined with each known color. 
Since a real time interaction with other components is 
required, one aspect of the system Policy) is 
its ability to detect parts in a predefined timeframe. Due 
to the fact that user defined part groups can incorporate 
parts that are previously unknown to the Image 
Recognition Unit it needs methods and policies to gain 
knowledge about these parts. 
As the basic concept of each VSM is to adapt itself to 
changing external and internal requirements, the image 
recognition unit is able to learn the recognition of new 
parts and to update its internal knowledge database. The 
Planning system is divided into learning an unknown 
shape and learning a new color of an already known 
shape. The learning processes are performed without the 
knowledge of the corresponding CAD-model of the new 
part and are conducted parallel to production processes.  
While the learning process of a new part is executed, 
the shape of each unidentified part is buffered. Here, it 
may occur that, due to incorrect image recognition, also 
known shapes are unidentified and buffered. In order to 
identify the unknown part within the buffer of 
unidentified parts, two correlation matrices are 
calculated. These matrices are illustrated in Fig. 4.  
Correlation matrix I) includes the correlation between 
all known parts and all unidentified parts. Correlation 
matrix II) contains the autocorrelation between all 
unidentified parts and hence, is a square symmetric 
matrix. The values within the matrices are given by the 
ratio of the number of matching features and the number 
of all features within both shapes after shape-based 
feature matching is applied. Those values differ between 
one (shapes are identical) and zero (no correspondence 
between the shapes). Hence, values close to one indicate 
huge similarities between shapes of the corresponding 
row and column. Thereby, matrix I) is used to filter 
known shapes out of the buffer (see Fig. 4, parts 1 and 3) 
and, within the remaining shapes, matrix II) uniquely 
identifies the new shape (see Fig. 4, parts 2, 4 and n). 
 
Shapes of known parts Buffered shapes of unidentified parts
I) Known parts 
correlation matrix 
II) Unidentified parts autocorrelation 
matrix 
A B C 1 2 3 n4
A B C
1 0.9 0.3 0.2
2 0.3 0.2 0.1
3 0.3 0.9 0.3
4 0.3 0.2 0.1
n 0.3 0.2 0.1
1 2 3 4 n
1 -- 0.3 0.3 0.3 0.3
2 -- 0.2 0.9 0.9
3 -- 0.2 0.2
4 -- 0.9
n --
new shape
corner 
features
cycle 
feature
 
Fig. 4  
Similar to the learning process of a new shape, the 
learning process of a new color also buffers the average 
hue value of each unidentified color. Since only the 
color within the shape is buffered, colors are only stored 
if the shape was identified before. Spread over the color 
space, those buffered hue values set up an accumulation 
outside the already known accumulations. Hue values 
which are already known  but unidentified  are 
outliers of the new accumulation and hence filtered. 
The Control system organizes the recognition of 
parts in two steps: identifying the part based on its shape 
and detecting color within the shape. As previously 
described the identification is performed utilizing a 
monochrome edge map of the parts. The color 
recognition is based on the average color in the HSV 
space. 
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Due to the fact that the Image Recognition VSM 
directly interacts with hardware (i.e. RGB camera), the 
possibility of hardware failures exist. These errors need 
to be reported to the Auditing system. On the software 
side especially during contour based learning of a new 
 shape, errors may occur due to detected contours 
not belo
impurities on the conveyer).  
Since the learning process of a new color of a known 
part is independent form the learning process of a new 
shape, these processes can be executed simultaneously. 
However, the learning processes of two different colors 
or two different shapes need to be executed sequential as 
they affect each other. The compliance of such 
conditions as well as the optimal execution of different 
tasks is assured by the Coordination. 
The Control System applies Processes of the Image 
Recognition VSM in order to interact with the actual 
sensors. Here, the Processes interact with an RGB 
camera that takes images of passing parts and hence 
providing the Image Recognition VSM with actual 
information of its environment. The RGB camera is 
parameterized regarding the actual exposure, aperture 
and white balance. The hardware represents the lowest 
layer in the VSM and thus the base cases for the 
recursion. 
4. Summary and Outlook 
The Viable System Model allows production systems 
to incorporate multi-dimensional objectives with less 
modeling and planning efforts, if some of the goals are 
given by an external planner and some are achieved 
through self-optimization in subsystems. In this context, 
the concept of a software framework for a MES utilizing 
a cognitive architecture to intelligently control robotized 
handling processes has been presented. 
This system interprets an external 3D-CAD model 
and coordinates the manufacturing and assembly of a 
part group. Thus, possible control sequences need to be 
generated and form the basis for the action flow 
generation. All components involved (e. g. robots, 
conveyors, cameras) need to synchronously participate 
in the assembly process.  
A use case presents the application of the Viable 
Systems Model in a manufacturing environment and 
describes advantages of a Viable MES over the 
traditional approaches. On the Shopfloor level the 
structure of this VMES has been modeled, but it still 
lacks necessary behavioral aspects. From the cell level 
down, the described concepts have been verified for a 
Cognitive Assembly Cell.  
Due to the fact that this paper focuses on technical 
components, improvements regarding interaction of a 
VMES with human operators need to be further detailed. 
However, due to the viability aspect improvements 
regarding socio-technical capabilities in contrast to 
traditional MES are expected. Additionally, the capa-
bilities of the VMES need to be validated in a real life 
industrial case. 
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