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Exact formulas for the approximation of
connections and curvature
Snorre H. Christiansen∗
Abstract
First we express the holonomy along a boundary curve as the integral
on the domain, of an expression which is linear in the curvature. Then
we provide a rigorous justification of the definition of curvature in Regge
calculus.
Je t’apporte l’enfant d’une nuit d’Idume´e!
Don du poe`me, Mallarme´.
1 Introduction
We present two results on connections and curvature that aim to relate the
continuous and the discrete. Whether nature is one or the other, remains open.
The first result was inspired by the desire to extend the Lattice Gauge Theory
initiated by Wilson [13], to a higher order method. While we did not quite
achieve this goal, a formula was obtained, that might be of independent interest.
It expresses the holonomy around a closed curve as an exact integral which
is linear in the curvature. This continues our earlier investigations on LGT
[3][4][5][6], which were concerned with convergence analysis, mainly when the
gauge field describes electromagnetism, and extending the method to simplicial
meshes (rather than the cubical ones that are customary).
The second result is a justification of the definition of curvature in the calcu-
lus of Regge [9]. Those provided in [9] and [7] were not found to be completely
rigorous. Earlier [1][2], we have related Regge calculus to finite elements and
studied linearization. Here we present a result on the non-linear method.
2 Definitions
We present here some some notions on connections and curvature, to fix no-
tations. A standard reference on the subject is [8]. We have mainly used [11]
(Appendix C).
Let V be a finite dimensional Euclidean vector space. The space of endo-
morphisms of V (that is, linear maps V → V ) is denoted End(V ). Let G be a
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closed subgroup of the orthogonal endomorphims of V and g its associated Lie
algebra.
Given a function Q : S → G one transforms elements of Ωk(S)⊗V as follows:
Φ 7→ QΦ. (1)
One also transforms connection one-forms A ∈ Ω1(S)⊗ g as follows:
A 7→ GTQ(A) = QAQ
−1 − (DQ)Q−1. (2)
This formula ensures that we have:
∇GTQ(A)QΦ = Q(∇AΦ). (3)
Parallel transport with respect to A, along a curve γ : [a, b]→ S, from x to
y, is denoted:
PTA(γ). (4)
It is defined as the linear map V → V , which to a vector u(x) ∈ V , associates
u(y) ∈ V in such a way that there is a field u, defined on γ, that satisfies:
∇Au(γ˙) = 0. (5)
In the commutative case we have the formula:
PTA(γ) = exp(−
∫
γ
A). (6)
If the endpoint y of γ is also its origin x, one speaks of a holonomy, and we
denote it by:
HolA(γ). (7)
Parallel transport along a curve γ from x to y, behaves as follows under
gauge transformations:
PTGTQ(A)(γ)Q(x) = Q(y)PTA(γ). (8)
In particular, around a closed curve from x to x, we get:
HolGTQ(A)(γ) = Q(x)HolA(γ)Q(x)
−1. (9)
The curvature of A is denoted F(A):
F(A) = dA+ 1/2[A,A]. (10)
We have:
F(GTQ(A)) = QF(A)Q
−1. (11)
3 Holonomy from curvature
It is well known that the holonomy around a curve, minus the identity, is a good
approximation of the integral of the curvature on the surface the curve bounds,
in the sense that the difference between the two is smaller by one order of the
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length of the curve, see e.g. [11] (Appendix C, Proposition 5.1). That is, for
small domains T :
HolA(∂T )− I = −
∫
T
F(A)(x)dx +O((area(T ))3/2). (12)
This fact is the basis for Lattice Gauge Theory, introduced in [13]. See for in-
stance in [6], how Proposition 2 is used as an ingredient to prove consistency.
It turns out that in discretizations, the left hand side has better invariance
properties than the right hand side, under discrete gauge transformations. Dis-
crete gauge invariance is a crucial property, linked to charge conservation by
Noether’s theorem.
In the next proposition we transform this estimate into an exact identity,
expressing the holonomy as an integral, which is linear in the curvature. The
estimate (12) can easily be deduced from the proposed identity. The original
motivation was construct a discretely gauge invariant discretization of Yang-
Mills action, with higher orders of convergence than classical LGT. In this we
have not yet succeeded.
Proposition 3.1. Suppose T is an oriented rectangle. Define, for any x ∈
T , two paths, γ−(x) and γ+(x), as follows. The face is equipped with two
coordinates determined by the axes of T , compatible with its orientation. The
origin of T has coordinates (0, 0) and the opposite vertex in T has coordinates
(a, b). We put x = (x0, x1) and let the paths consists of straight lines joining
the following points:
γ−(x) : (0, 0)→ (x0, 0)→ (x0, x1), (13)
γ+(x) : (x0, x1)→ (x0, b)→ (0, b)→ (0, 0). (14)
Then we have:
HolA(∂T )− I = −
∫
T
PTA(γ
+(x))F(A)(x)PTA(γ
−(x))dx. (15)
Proof. (i) Remark first that if identify (15) holds for a gauge potential A then
it holds for any gauge transformation GTQ(A) of A.
(ii) Given x ∈ T define a path α(x) consisting of straight lines as follows:
α : (x0, x1)→ (0, x1)→ (0, 0). (16)
The path, followed in reverse is denoted α(x)−1. Define Q : f → G as follows:
Q(x) = PTA(α(x)). (17)
The gauge potential A′ = GTQ(A) now satisfies, by (8):
PTA′(α(x)
−1) = idV , (18)
therefore, for all x0 ∈ [0, a], x1 ∈ [0, b]:
A′0(x0, x1) = 0, (19)
A′1(0, x1) = 0. (20)
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(iii) For A of the above form, the proposition is proved for fixed b, differenti-
ating with respect to a. More precisely, for any point (x0, x1) ∈ T , let P (x0, x1)
be the parallel transport, according to A along the segment from (x0, 0) to
(x0, x1). We have:
HolA(∂T ) = P (a, b). (21)
We have:
∂1P (x) = −A1(x)P (x). (22)
We deduce:
∂1(P (x)
−1∂0P (x)) = −P (x)
−1∂0A1(x)P (x). (23)
Hence:
∂0P (x0, b) = −
∫ b
0
P (x0, b)P (x0, x1)
−1∂0A1(x0, x1)P (x0, x1)dx1. (24)
So that:
P (a, b) = I −
∫ a
0
∫ b
0
P (x0, b)P (x0, x1)
−1∂0A1(x0, x1)P (x0, x1)dx0dx1. (25)
This can be interpreted as the claimed identity.
Remark 3.1. In the abelian case one can give a much simpler proof of this
identity. We consider the rectangle T = T (a, b) as a function of the upper right
corner. Define:
H(a, b) = HolA(∂T (a, b)), (26)
= exp(−
∫
∂T (a,b)
A), (27)
= exp(−
∫
T (a,b)
dA). (28)
From the last expression we deduce:
∂xH(x, b) = −H(x, b)
∫ b
0
dA(x, y)dy. (29)
So we can write:
H(a, b) = I −
∫ a
0
∫ b
0
H(x, b)dA(x, y)dxdy, (30)
From the second to last expression on the other hand, we deduce that for y ∈
[0, b] :
PTA(γ
+(x, y))PTA(γ
−(x, y)) = H(x, b). (31)
so that we have obtained the desired identity.
4
4 A justification of Regge Calculus
4.1 Definition of Regge Caluclus
Regge calculus [9] can be defined as follows.
Let T be a simplicial complex, that is, a finite set of of finite non-empty sets.
The elements of T are called simplices and are thought of as sets of vertices.
For each simplex T ∈ T , its geometric realization is the set:
|T | = {f : T → R :
∑
x∈T
f(x) = 1, ∀x ∈ T f(x) ≥ 0}. (32)
A vertex x ∈ T can be identified with the characteristic function of {x} on T ,
which is an element of |T |. For T ′ ⊆ T there is a unique affine map ΦTT ′ :
|T ′| → |T | which is the identity on vertices of T ′.
The geometric realization of T is :
∐
T∈T
|T |
/
∼ . (33)
where the equivalence relation is the smallest satisfying:
ΦTT ′(x) ∼ x, whenever x ∈ |T
′| and T ′ ⊆ T. (34)
In particular the maps ΦTT ′ are identified with inclusions.
Suppose that |T | is an oriented n-dimensional manifold. In Regge calculus
one assigns a real number to each edge. These numbers, interpreted at edge
lengths squared, determine a constant metric ρ on each simplex.
Then, to each codimension 2 simplex h (called hinge) in T one associates a so-
called deficit angle dh as follows. Compute, for each n-simplex in T containing
the hinge, the dihedral angle between the two faces arriving at the hinge. Add
these dihedral angles, and substract this number from 2π, to get the deficit angle
dh. Let ah be the area of the hinge. The action defined by Regge to mimick the
Einstein-Hilbert action is:
ρ 7→
∑
h
dhah. (35)
Critical point of this action are discrete analogues of Einstein metrics.
One goes even further and asserts that the scalar curvature is a measure on
|T | concentrated to the hinges and given by:
ψ 7→
∑
h
dh
∫
h
ψ, (36)
where one sums over hinges h, the integrals of ψ on h equipped with the in-
duced metric. The difficulty, in order to make sense of this assertion, is that
scalar curvature is a non-linear expression of the metric involving second order
derivatives. That it could be well defined for some discontinuous metrics is
miraculous.
Regge [9] proposed a justification involving an averaging argument and an
appeal to the Gauss-Bonnet theorem. An alternative justification can be found
in [7], based on an imbedding in higher dimensional vector space (see in par-
ticular §3 and Theorem 3.1). A sequence of smooth metrics approximating the
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Regge metric is considered, and one wants to obtain the curvature of the limit
(as defined by Regge) as the limit of curvatures (as usually defined for smooth
metrics). However we don’t think the passage to the limit is valid for all ap-
proximating sequences, and [7] is vague about which approximating sequences
are used.
Ideally one might want to identify a topology on the space of metrics, with
respect to which this amounts to continuity of the curvature map (into the
space of measures). We have not identified such a topology. But in this paper
we prove that the limiting procedure is valid for the canonical approximating
sequences, obtained by smoothing by convolution.
Various results connecting integrals of curvature with holonomies can be
found in Appendix C.5 of [11]. Based on such considerations we are able to
evaluate the curvature of the smoothed Regge metrics. Our arguments can be
see to reprove a variant of the Gauss-Bonnet theorem. We hope the reader will
share our pleasure in doing so.
4.2 Justification in two dimensions
Here we concentrate on the two-dimensional case (n = 2).
Let E be a two dimensional Euclidean vector space, whose metric is denoted
g and serves as a reference. Half-lines emanating from the origin split the space
into I ∈ N sectors. The half-lines are indexed by a cyclic variable i ∈ Z/IZ.
The sector between i and i + 1 is indexed by i+ 1/2.
In this context we consider a Regge metric ρ. It is constant in each sector,
with value in the sector i + 1/2 denoted ρi+1/2. Its pullback to the half-lines
separating two sectors is well-defined, that is, the restriction is the same from
both sides, when evaluated on vectors parallel to the half-line.
Let mi denote the directing vector of half-line i which has unit length, with
respect to ρ. Let θi+1/2 be the angle between the vectors mi and mi+1 with
respect to the metric ρi+1/2. The deficit angle, at the origin, is defined to be:
d = 2π −
∑
i
θi+1/2. (37)
Choose φ, a smooth function on E with compact support in the unit ball
and with integral 1, with respect to g. For ǫ > 0 define the scaling:
φǫ(x) = ǫ
−2φ(ǫ−1x), (38)
where the factor in front is chosen to preserve the value of the integral. Define
the smoothed Regge metrics σǫ by the following convolution product, computed
with respect to g:
σǫ = φǫ ∗ ρ. (39)
We concentrate first on the metric σ = σ1. We denote by ∇ the Levi-Civita
connection, κ the scalar curvature and by µ the volume two-form of σ. Our goal
is to prove that the function κ has compact support and:∫
E
κµ = d. (40)
We do this by evaluating the holonomy (with respect to ∇) along a curve en-
circling the origin, at sufficient distance, in two different ways.
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Let x 7→ (e1(x), e2(x)) denote a choice of orthonormal oriented basis (at
x ∈ E). Given this frame, denote by A the connection one-form of the Levi-
Civita connection of σ. Thus:
A ∈ Ω1(E)⊗ so(2). (41)
The Lie algebra so(2) is one-dimensional and spanned by the matrix:
J =
[
0 −1
1 0
]
. (42)
Proposition 4.1. Let T be a domain in E with a piecewise smooth boundary
curve ∂T . We have:
HolA(∂T ) = exp((
∫
T
κµ)J). (43)
Proof. We denote by F the curvature tensor, also in the frame (e1, e2). We
have:
F = dA+
1
2
[A,A] = dA ∈ Ω2(E) ⊗ so(2). (44)
By Stokes theorem:
HolA(∂T ) = exp(−
∫
∂T
A) = exp(−
∫
T
F ). (45)
But we also have (equation (5.13) in [11]):
F = −κJµ. (46)
This concludes the proof.
Next we compute the holonomy by parallel transporting along the curve.
This is made easy by the following fact:
Lemma 4.2. In the union of the sectors i−1/2 and i+1/2, consider the subset
Ui of points whose distance to the boundary is strictly larger than 1.
On Ui we have ∇mi = 0.
Proof. For simplicity of notation, we writem = mi. Recall that for any constant
vector fields X,Y on Ui, we have:
2σ(∇Xm,Y ) = ∂Xσ(m,Y ) + ∂mσ(X,Y )− ∂Y σ(m,X). (47)
Here, a vectorfields Z acts on scalar fields as derivations, denoted ∂Z .
Denote by n a vector which is orthogonal to m for the reference metric g.
We use that σ is invariant in the m direction and that σ(m,m) is constant, and
compute:
2σ(∇mm,m) = ∂mσ(m,m) + ∂mσ(m,m)− ∂mσ(m,m) = 0, (48)
2σ(∇mm,n) = ∂mσ(m,n) + ∂mσ(m,n)− ∂nσ(m,m) = 0, (49)
2σ(∇nm,m) = ∂nσ(m,m) + ∂mσ(n,m) − ∂mσ(m,n) = 0, (50)
2σ(∇nm,n) = ∂nσ(m,n) + ∂mσ(n, n)− ∂nσ(m,n) = 0. (51)
This concludes the proof.
7
Let αi+1/2 be the angle at the origin of the sector i + 1/2, computed with
respect to the reference metric g. Elementary trigonometry shows that the union
of the domains Ui contains the exterior of the ball with radius:
r = max
i
1/ cos(π/2− αi+1/2/2). (52)
From the preceding Lemma one gets:
Corollary 4.3. The scalar curvature κ is supported in the ball Bg(0, r).
Proposition 4.4. Let T be a domain containing the ball Bg(0, r). We have:
HolA(∂T ) = exp(−(
∑
i
θi+1/2)J). (53)
Proof. For each i, define vectors n+i and n
−
i such that (mi, n
±
i ) is an orthonormal
oriented basis with respect to the metric ρi±1/2.
Also, in each sector i + 1/2, choose a point pi+1/2 on the boundary curve,
such that:
pi+1/2 ∈ Ui ∩ Ui+1. (54)
Let γi be the portion of the boundary curve from pi−1/2 to pi+1/2, inside Ui.
From Lemma 4.2 it follows that:
PT∇(γi) : mi 7→ mi, (55)
and then, since parallel transport along γi, is an isometry from the metric σ at
pi−1/2 (which is equal to ρi−1/2) to the metric σ at pi+1/2 (which is equal to
ρi+1/2), it follows that:
PT∇(γi) : n
−
i 7→ n
+
i . (56)
The matrix of the identity from the basis (mi, n
+
i ) to the basis (mi+1, n
−
i+1)
(both of which are orthonormal oriented for ρi+1/2) is:
[
cos−θi+1/2 − sin−θi+1/2
sin−θi+1/2 cos−θi+1/2
]
. (57)
We write:
PT∇(∂T ) = PT∇(γI−1) ◦ . . . ◦ PT∇(γ0). (58)
Expressed in the basis (m0, n
−
0 ), attached to the point p−1/2, the right hand
side evaluates to:[
cos−θI−1/2 − sin−θI−1/2
sin−θI−1/2 cos−θI−1/2
]
. . .
[
cos−θ1/2 − sin−θ1/2
sin−θ1/2 cos−θ1/2
]
= exp(−(
∑
i
θi+1/2)J).
(59)
Since the expression for the holonomy is the same in the basis (e1(p−1/2), e2(p−1/2)),
the claimed identity follows.
We are now ready to conclude:
Proposition 4.5. We have: ∫
E
κµ = d. (60)
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Proof. From Propositions 4.1 and 4.4 we deduce:
∫
E
κµ+
∑
i
θi+1/2 ∈ 2πZ. (61)
Next we consider the following one-parameter family of Regge metrics:
[0, 1] ∋ s 7→ ρ(s) = sρ+ (1− s)g. (62)
The left hand side in (61), evaluated with ρ replaced by ρ(s), varies continuously
as a function of s, and takes discrete values, so must be constant. Moreover at
s = 0 one obtains 2π. Therefore the value at s = 1 is also 2π.
We now return to the family of smoothed metrics σǫ defined by (39). We let
κǫ and µǫ denote their respective scalar curvatures and volume forms.
Proposition 4.6. We have:
κǫµǫ → dδ, (63)
in the sense that for any continuous function ψ:
lim
ǫ→0
∫
ψκǫµǫ = dψ(0). (64)
Proof. Let Φǫ : E→ E be the scaling map:
Φǫ(x) = ǫ
−1x. (65)
Since:
ρ = ǫ2Φ⋆ǫρ, (66)
we get:
σǫ = ǫ
2Φ⋆ǫσ. (67)
It follows that:
κǫ = ǫ
−2Φ⋆ǫκ, (68)
µǫ = ǫ
2Φ⋆ǫµ. (69)
So that:
κǫµǫ = Φ
⋆
ǫ (κµ). (70)
Based on this identity, the convergence follows.
4.3 Justification in higher dimensions
We let E denote some Euclidean space of dimension at least three. Its metric is
denoted g and is used to define smoothing by convolution.
Let F be a subspace of codimension two. We devide E into a finite number I
of sectors around F, by considering half-hyperplanes emanating from F. These
half-hyperplanes are indexed as before by i ∈ Z/IZ, and the sector between i
and i+ 1 is indexed by i+ 1/2.
We let ρ be a metric on E defined as follows. In each sector it is constant and
positive definite, with value denoted ρi+1/2 in sector i+1/2. Its pullback to the
half-hyperplanes should be well defined, in the sense that the pullback by the
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canonical injection is the same from both sides. In other words ρ is continuous
across interfaces when applied to two tangential vectors. This is an analogue
of a Regge metric in a simplified setting, where one just looks at what happens
around a single hinge.
Let mi denote the vector in the half-hyperplane i which has unit length and
is orthogonal to F, with respect to ρ. We choose the orientation that makes it
point into the half-hyperplane.
Let θi+1/2 be the angle between the vectors mi and mi+1 with respect to
the metric ρi+1/2. The deficit angle, along the hinge F, is defined to be:
d = 2π −
∑
i
θi+1/2. (71)
As before we choose φ, a smooth function on E with compact support in the
unit ball and with integral 1, with respect to g. For ǫ > 0 define the scaling:
φǫ(x) = ǫ
− dimEφ(ǫ−1x), (72)
where the factor in front is chosen to preserve the value of the integral. Define
the smoothed Regge metrics σǫ by the following convolution product, computed
with respect to g:
σǫ = φǫ ∗ ρ. (73)
We let µǫ denote the volume form attached to σǫ and κǫ denote its scalar
curvature.
We shall show that, for any continuous compactly supported function ψ on
E: ∫
E
ψκǫµǫ →
∫
F
dψ. (74)
On the right hand side we integrate ψ on F with respect to the metric induced
by ρ on F, which is well defined. In other words we show that the densitized
scalar curvature κǫµǫ converges in the sense of measures to a certain measure
supported on F, given by the deficit angle.
To obtain this, one would like to apply the previous type of arguments to
some two-dimensional space transverse to F. However if one just chooses an
arbitrary transverse plane the expression of scalar curvature induced in it will
be difficult to relate to the scalar curvature on E and the deficit angle. Another
idea would be to fix x ∈ F and take, inside sector i + 1/2, the positive cone,
consisting of points x + R+mi + R+mi+1. But the union will be a piecewise
linear cone, so that we would be on shaky grounds for doing calculus involving
non-linear expressions with second order derivatives.
Our solution to this problem is an appeal to Frobenius’ theorem concerning
integrability of subbundles, as can be found for instance in [10] page 40.
We fix an ǫ until further notice. For each point x ∈ E we let Dǫ(x) be the
two-dimensional space orthogonal to F with respect to σǫ[x]:
Dǫ(x) = {e ∈ E : ∀f ∈ F σǫ[x](e, f) = 0} (75)
We shall prove that this subbundle is integrable, in the sense that through each
point x ∈ E there passes a two-dimensional smooth manifold Sǫ(x), having
Dǫ(y) as tangent space at each y ∈ Sǫ(x).
Some lemmas:
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Lemma 4.7. Choose f ∈ F. Then the (smooth) one-form x 7→ σǫ[x](f, ·) is
closed.
Proof. If we look at the one-form ρ(f, ·), we notice that it is constant in each sec-
tor and continuous at the hyperplane interfaces on tangential vectors. Therefore
its exterior derivative in the sense of distributions is 0.
Since σǫ(f, ·) is obtained from ρ(f, ·) by smoothing by convolution, it follows
that it is also closed.
Let ∇ǫ denote the Levi-Civita connection of the metric σǫ.
Lemma 4.8. For any f ∈ F, considered as a translation invariant vectorfield
on E, ∇ǫf = 0.
Proof. Let a, b denote two translation invariant vector fields on E. We write:
2σǫ(∇
ǫ
af, b) = ∂aσ
ǫ(f, b)− ∂bσ
ǫ(f, a), (76)
= (dσǫ(f, ·))(a, b), (77)
= 0. (78)
We used first the Koszul formula for the Levi-Civita connection ([10] equation
(11.22) page 48). We noticed that commutators vanish and also that σǫ(a, b) is
invariant under translation by f , so that the term ∂fσ
ǫ(a, b) vanishes. Secondly,
we used an identity for the exterior derivative of one-forms ([10] equation (13.55)
page 69) which lets us apply the previous Lemma.
Since this holds pointwise, for all a, b ∈ E, the lemma follows.
Let e′ ∈ E denote a vector not in F and e′′ ∈ E a vector not in F+Re′. We
deduce a basis for D(x) as follows:
e1(x) = e
′ − PF[x]e
′, (79)
e2(x) = e
′′ − PF+Re′ [x]e
′′, (80)
where for instance PF[x] denotes the orthogonal projection onto F with respect
to σǫ[x].
Then (e1(x), e2(x)) is a basis for Dǫ(x) and it is invariant with respect to
translations along vectors in F.
Proposition 4.9. The commutator [e1, e2] is in D.
Proof. Let f be a vector in F. We write:
σǫ([e1, e2], f) = σǫ(∇
ǫ
e1e2 −∇
ǫ
e2e1, f), (81)
= −σǫ(∇
ǫ
e1f, e2) + σǫ(∇
ǫ
e2f, e1), (82)
= 0. (83)
We used first torsion freeness, then metric compatibility of the Levi-Civita con-
nection and finally the previous Lemma.
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Summing up, the situation is as follows. By Proposition 4.9 the subbundle
D is integrable and yields a foliation of E by surfaces Sǫ(x) (x ∈ E), whose
tangent planes are orthogonal to F at every point, with respect to σǫ. The
foliation is invariant under translation along vectors in F, and for each y ∈
E there is a unique x ∈ F such that y ∈ Sǫ(x). By Lemma 4.8 these two-
dimensional submanifolds have zero extrinsic curvature. The scalar curvature
of the smoothed metric σǫ on E is therefore related to the scalar curvature of
the submanifolds Sǫ equipped with the induced metric, in a very simple way.
See for instance [12] page 464, for the case where Sǫ is a hypersurface, that is,
when E is three-dimensional.
We have an analogue of Lemma 4.2:
Lemma 4.10. In the union of the sectors i−1/2 and i+1/2, consider the open
subset U ǫi of points whose distance to the boundary is strictly larger than ǫ.
On U ǫi we have ∇
ǫmi = 0.
Proof. For this proof we fix ǫ, and write σ = σǫ and ∇ = ∇
ǫ. We follow quite
closely the proof of Lemma 4.8.
Let a and b be any two vectors in E, considered as constant (translation
invariant) vectorfields on E. We write:
2σ(∇ami, b) = ∂aσ(mi, b) + ∂miσ(a, b)− ∂bσ(mi, a). (84)
Consider the second term on the right hand side. We notice that ρ is invari-
ant with respect to translations in direction mi, as long as one stays inside the
union of the two sectors i− 1/2 and i+1/2. Therefore σ also has this property
as long as one stays inside U ǫi . Hence the second term vanishes.
Then, for the two remaining terms, we recognize:
∂aσ(mi, b)− ∂bσ(mi, a) = (dσ(mi, ·))(a, b). (85)
Since the one-form ρ(mi, ·) is constant in each of the two sectors i − 1/2 and
i + 1/2, and continuous across the interface i, when evaluated on tangential
vectors, we have that dρ(mi, ·) = 0. Since σ(mi, ·) is deduced from ρ(mi, ·) by
smoothing by convolution, it is also closed.
We get:
σ(∇ami, b) = 0. (86)
Since this holds for all a, b ∈ E, the proposition follows.
We apply this to locate the curvature of the induced metrics on the manifolds
Sǫ. For this discussion we fix one such surface.
Proposition 4.11. Inside the manifolds Sǫ, the curvature is located within
distance O(ǫ) to the intersection of Sǫ with the hinge F.
Proof. We can define vectors (e1(x), e2(x)) as in (79, 80) starting with e
′ = mi.
We notice that then e1(x) = mi, for x in the domain U
ǫ
i defined in the previous
Lemma. Since there we have ∇ǫmi = 0, there is no curvature in Sǫ ∩ U
ǫ
i .
Next we evaluate the integral of densitized curvature inside Sǫ.
Proposition 4.12. For the metric induced by σǫ in Sǫ, the densitized scalar
curvature has integral equal to the deficit angle, defined in equation (71).
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Proof. We may extend the techniques used in the two-dimensional setting using
framefields adapted to Sǫ, as was already done in Proposition 4.11.
Firstly, Proposition 4.1 carries over by choosing an orthonormal framefield
(e1, e2) adapted to Sǫ, and integrating over a domain T inside Sǫ.
Secondly, Proposition 4.4, also extends. We choose points pi+1/2 on Sǫ inside
sector i+1/2, at distance at least ǫ from the interfaces. We join them by curves
in Sǫ enclosing a two-dimensional domain T inside Sǫ, containing the support
of the curvature. The vectors n±i appearing in the proof of Proposition 4.4
are chosen such that (mi, n
±
i ) is tangent to Sǫ at pi±1/2, in addition to being
orthonormal and oriented for ρi±1/2 as before. Notice that, at the point pi±1/2,
σǫ equals ρi±1/2. Notice also that, by Lemma 4.10, the vector mi is parallel-
transported to itself, along the chosen curve from pi−1/2 to pi+1/2. Therefore
all the previous arguments carry over to the more general setting.
We then conclude exactly as in Proposition 4.5.
Finally we want to deduce results on the whole space E. First some estimates:
Proposition 4.13. The curvature of σǫ is supported in a tube around F of
radius O(ǫ). Moreover, the curvature is bounded by O(ǫ−2) pointwise, uniformly
in space.
Proof. For the first assertion, we use Lemmas 4.8 and 4.10. They show that
there is no curvature on the domains of type U ǫi . The union of these domains
contain the exterior of tubes around F with radius Cǫ, for C sufficiently large.
The second assertion follows from explicit coordinate expressions for the
curvature (e.g. [10] equation (3.6) page 469), taking into account that, since the
Regge metric ρ is bounded, the partial derivatives of order k of the smoothed
metric σǫ are O(ǫ
−k) pointwise, uniformly in space. The inverse of σǫ also
remains bounded, by positive definiteness of ρ.
Proposition 4.14. Let d be the deficit angle. We have, as ǫ→ 0:
∫
E
ψκǫµǫ →
∫
F
dψ. (87)
Proof. Let ω be a modulus of continuity for ψ.
Let κ′ǫ and µ
′
ǫ denote the scalar curvature and volume form on the submani-
folds Sǫ of the metric induced by σǫ. Let µF be the volume form on F induced by
ρ. Notice that the smoothed metrics σǫ agree everywhere with ρ when evaluated
on two vectors in F. Because the extrinsic curvature is 0, we have:
∫
E
ψκǫµǫ =
∫
F
µF(x)
∫
Sǫ(x)
ψκ′ǫµ
′
ǫ, (88)
=
∫
F
µF(x)
∫
Sǫ(x)
ψ(x)κ′ǫµ
′
ǫ +
∫
F
µF(x)
∫
Sǫ(x)
(ψ − ψ(x))κ′ǫµ
′
ǫ, (89)
=
∫
F
µF(x)dψ(x) +O(ω(ǫ)). (90)
In equation (89), we used Proposition 4.12 to evaluate the first term and Propo-
sition 4.13 to estimate the second.
This concludes the proof.
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Finally we conclude:
Theorem 4.15. For a Regge metric on a simplicial complex placed in a Eu-
clidean space, if we smooth it by convolution, with parameter ǫ, the densitized
scalar curvatures converge in the sense of measures, to the measure defined by
Regge calculus (supported on hinges and defined by the deficit angles), as ǫ→ 0.
Proof. As in Proposition 4.13, the curvature is located in a tubular neigh-
borhood of the codimension two skeleton with radius O(ǫ), and is pointwise
bounded by O(ǫ−2). We proceed as in the previous proposition, with an addi-
tional contribution from the codimension three skeleton, which is O(ǫ).
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