The superposition of atomic potentials (SAP) approach has recently been shown to be a simple and efficient way to initialize electronic structure calculations [S. Lehtola, J. Chem. Theory Comput. 15, 1593].
I. INTRODUCTION
In order to perform an electronic structure calculation, an initial guess is necessary for the one-particle states i.e. orbitals, and several types of guesses have been proposed over the years. 1 The focus of the present work is the superposition of atomic potentials (SAP), which is arguably a very old idea with roots dating back at least to the late 1960s. 2, 3 However, SAP was apparently forgotten for a long time, assumedly due to numerical issues that were only recently fully resolved 1 . Special variants of the SAP guess were proposed by Whitten and coworkers. [4] [5] [6] They developed potentials derived from Gaussian atomic densities which were then optimized for specific elements in specific chemical environments within a specific Gaussian basis set. [4] [5] [6] Gaussian atomic densities turn out to allow easy formation of the initial guess in a Gaussian-basis calculation, reducing to the computation of two-electron integrals which are used also in the self-consistent field (SCF) procedure.
In contrast to the Gaussian-basis approach with potentials tailored for chemical environments pursued by Whitten and coworkers, a parameter-free variant of the SAP guess based on potentials that are determined from fully numerical 7 atomic density functional calculations at the complete basis set limit was presented in ref. 1; an improved method for determining the atomic potentials has been recently presented in ref. 8 . The resulting SAP guess proved to be the most accurate out of the seven types of initial guesses considered in ref. 1.
A straightforward extension of the work in refs. 1 and 4 a) Electronic mail: susi.lehtola@alumni.helsinki.fi b) Electronic mail: l.visscher@vu.nl was recently suggested in ref. 9 , where a universal atomic potential is employed as in ref.
1, but instead of realspace calculations at the basis set limit the potentials are obtained for a small Gaussian basis set and biased for molecular calculations on the lines of ref. 4 by fixing the wrong asymptotic behavior of the optimized effective potential discussed by one of the present authors in ref. 10 .
All variants of SAP 1-6,9 assume that the potential the electrons feel in a molecule can be approximated by a simple sum of atomic potentials. Although potentials optimized for molecular calculations may have benefits, the optimization makes them less general. The transferability of optimized potentials across basis sets is also not inherently clear, as the optimizations are typically carried out in small basis sets. In contrast, potentials derived strictly from first principles are appealing as they can be routinely obtained at the complete basis set limit, guaranteeing transferability between basis sets, 1 and can be customized for a specific purpose if desired. For instance, potentials corresponding to the majority and minority spin channels can be obtained in a straightforward manner from numerical atomic structure calculations, and they can be used to generate spin-polarized orbitals.
To facilitate the implementation of the SAP guess of ref. 1 in Gaussian-basis quantum chemistry programs, in the present work we report error function expansions of atomic effective potentials derived from fully numerical atomic calculations. With these fits, the SAP guess can be implemented in terms of three-center twoelectron integrals that are familiar from resolution-of-theidentity methods, 11 analogously to the description of finite nuclei 12, 13 with Gaussian distributions in quantum chemical calculations. An implementation of SAP based on this technique has been available in the Dirac program since its 2016 release, but it has not yet been de-scribed.
We will briefly summarize the SAP method in section §II. Next, various parameters of the calculations and the fitting procedures are detailed in section §III. Section §IV presents fits to both non-relativistic and fully relativistic four-component calculations, which have been obtained with the HelFEM and Grasp programs, respectively. The article concludes with a brief summary and discussion in section §VIII. Atomic units are used throughout the text.
II. METHOD

A. Superposition of atomic potentials
As the name suggests, the basic idea in the SAP approach is to obtain approximate molecular orbitals from an effective one-particle Hamiltonian (shown here in the non-relativistic case for simplicity)
where the effective potential V SAP (r) is obtained as a superposition of atomic potentials that can be rewritten in terms of effective nuclear charges Z A seen at a distance r A = |r − R A | away from the nucleus A at R A . As the potentials V SAP are to be local, we will define the exchange-(correlation) part of the potential in terms of density functional approximations (DFA) to density functional theory 14, 15 (DFT) as in ref.
1. Due to the radial dependence of the effective charge, the reliable calculation of the matrix elements of the Hamiltonian in equation (1) appears difficult. However, the realization made in ref. 1 was that similar numerical problems also appear in density functional approaches; for example, the multicenter quadrature scheme of ref. 16 is a suitable solution in the case of atomic basis set calculations. Earlier, a similar approach has been used in the calculation of matrix elements of the maximum of atomic potentials for the zeroth order regular expansion approximation (ZORA) 17 calculations in ADF. 18 The matrix elements of equation (1) can be computed by minor modifications to existing density functional routines; such implementations are now available in Erkale, 19, 20 Psi4, 21 and the fully numerical HelFEM program. [22] [23] [24] In contrast, the implementation in Dirac like the work by Whitten and coworkers 4-6 and ref. 9 is based on expanding the electronic part of the radial potential in terms of the potentials of primitive normalized s-type Gaussians g p (r) = (α p /π) 3/2 exp(−α p r 2 ) that have the simple expression 25 V p (r) = erf ( √ α p r)/r, where erf is the error function. The comparison of equation (1) to the above shows that this amounts simply to expanding Z el (r) in a set of error functions φ 0 p = erf (β p r) with arguments β p = √ α p and expansion coefficients {c p } N p=1 .
The matrix elements of the fitted potential in an atomcentered orbital basis {χ i }
become easy to evaluate, as rewriting the error functions in integral form as potentials arising from the normalized Gaussian functions |α p ) yields an expression in terms of three-center two-electron integrals (3C-TEIs)
where the negative sign comes from equation (1). 3C-TEIs are familiar from resolution-of-the-identity methods 11 and the description of finite nuclei 12, 13 with Gaussian distributions in quantum chemical calculations. 3C-TEIs can be obtained as a special case of general twoelectron integrals-the basic ingredient of Gaussian-basis quantum chemistry programs-that can be evaluated analytically in an efficient fashion; 26, 27 alternatively, 3C-TEIs can be evaluated even more efficiently with specialized approaches. 28 The (approximate) fit of the radial potential thereby allows one to circumvent the need for (approximate) quadratures of V (r) pursued in ref. 1.
B. Fitting scheme
The fitting error in the fitting basis set {φ 0 p } is given by
A complication with the direct use of error functions as a fitting basis is their divergent overlap matrix
In order to determine the coefficients, it is therefore better to rewrite the problem in terms of complementary error functions. Taking φ p (r) = erfc (β p r) leads to an analytical expression for the overlap matrix
meaning that the basis is well-behaved for an expansion. All that remains is to rewrite the original fitting problem in terms of erfc's. As φ 0 p (r) = erf (β p r) = 1− erfc (β p r) = 1 − φ p (r), equation (4) can be rewritten as
without changing the meaning of the coefficients c p .
The DFA potentials used in the present work have the important property that far away the effective charge goes to zero, 1 Z A (∞) = 0. Imposing this long-range limit translates into the condition p c p = −Z (8) where Z is the nuclear charge. (Note that atomic potentials that do not satisfy this requirement lead to incorrect molecular potentials, see the discussion in ref. 10 .) Furthermore, we can rewrite equation (7) in terms of an effective charge as Z(r) = Z − Z el (r) by using equation (8) . In the case of a point nucleus this definition of Z(r) coincides with the screened nuclear potential, but the same mathematical trick works equally well in the case of a finite nucleus. Equation (7) thus becomes
Although equation (9) already allows fits to Z(r), these fits may still violate the charge neutrality condition, equation (8) . The condition can be enforced by treating the coefficient of the steepest function as a dependent variable
so that the fitting problem for the n − 1 remaining coefficients becomes
The error is minimized by coefficients c that satisfy
Equation (13) can be solved for the n − 1 coefficients, e.g., by computing the inverse overlap matrix via the canonical orthogonalization procedure 29 in which eigenvectors with eigenvalues smaller than 10 −7 are omitted, after which the dependent coefficient is calculated from equation (10) . The basis set is normalized before the canonical orthogonalization procedure to ensure proper conditioning of the eigenproblem. While one may in principle define any coefficient as the dependent coefficient, taking the coefficient of the tighest coefficient has as advantage that the functionZ(r) = Z(r) − Zφ n (r) exhibits the fastest decay to zero for r → 0.
The function Z(r) from HelFEM or Grasp is essentially exact: it yields the energy of the atom at the complete basis set limit. Also the matrix elements of equation (14) can be evaluated exactly, i.e. without any significant error, with the numerical grid from HelFEM or Grasp. The overlap integrals of equation (15), in turn, are evaluated analytically via equation (6) . The only numerical source of errors for the fit is the calculation of the total fit error τ in equation (4), as this quantity may not be evaluated accurately by quadrature on the grid. For instance, if the most diffuse fitting functions are nonzero at the practical infinity r ∞ of the fully numerical calculation, erfc (β min r ∞ ) = 0, the fit error in the potential from r = r ∞ to r = ∞ is not properly estimated. A more accurate evaluation of the fitting error τ can be achieved by the addition of a penalty term
where the overlap matrixS is evaluated by quadrature. In addition to describing the quadrature error in (r ∞ , ∞) discussed above, the term also describes quadrature errors in (0, r ∞ ). Fit functions that are accurately described on the grid carry no penalty asS pq ≈ S pq . In contrast, fit functions that are not accurately described on the grid will pick up a penalty, as their form ill describes Z(r) whose grid representation is exact. The linear expansion coefficients c p are unambiguously determined by the above procedure once the primitives β p have been chosen. For simplicity, we use a universal set of even-tempered parameters β p = β 0 γ p where β 0 and γ are constants, as such expansions afford an easy way to approach the complete (fitting) basis set limit. 30 The actual procedure for the formation of the fitting basis follows the procedure of ref. 31 . First, the best single β p parameter is found (also allowing negative values of p), after which steeper and more diffuse functions are added into the fitting basis set one by one until the complete fittingbasis-set limit has been achieved, defined as the point at which the fit error only goes up when further functions are added due to finite numerical accuracy. Next, because the fit error often plateaus long before the minimum error for the given β 0 and γ is found, the shortest expansion that yields an error within 5% of the minimum is chosen for production purposes.
However, this set of fits that yields the lowest possible error for each element with given β 0 and γ is still suboptimal, as fixed values for β 0 and γ afford fits of a different quality for the elements in the periodic table. The fit error τ can be made especially small for the lightest elements, while the error tends to increase with Z. A balanced fit has a uniform accuracy across Z, which is why the fits for individual elements Z obtained with the above procedure are furthermore truncated to an error defined by the maximum error of the original fits, τ (Z) ≤ max Z τ (Z). This truncation results in a major compactification of the tabulated fits by reducing the fits for the light elements to a fraction of their original size.
III. COMPUTATIONAL DETAILS
Non-relativistic calculations were performed with HelFEM 8,22,23 using 20 radial elements and a value of the practical infinity r ∞ = 40a 0 ; the resulting HelFEM energies are converged beyond nanohartree accuracy for all atoms. 8, 23 The HelFEM calculations employed fractional occupations and the ground state for each element was found automatically by a brute force search, 8 leading e.g. to the unrestricted Hartree-Fock (HF) configurations shown in table I. The equations for calculating the radial potential in the finite element formalism used in HelFEM have been presented in ref. 8 to which we refer for further details.
The relativistic calculations were carried out with a modified version 32 of Grasp 33 using the settings described in ref. 12 , using the Gaussian nuclear model defined in that paper and the average level (AL) option of GRASP to provide a balanced description of the valence levels. The resulting Hartree-Fock total and orbital energies have been presented in ref. 12. In order to study the accuracy of the density functional potentials, optimized effective potential (OEP) calculations were performed as detailed in ref. 34 . Both the non-relativistic radial Kohn-Sham equations and the OEP integral equation for the exact exchange potential were solved fully numerically on a logarithmic radial grid containing 4000 points to obtain high accuracy. The Krieger-Li-Iafrate identity 35 was applied for the normalization of the exchange potential. In the case of open spin-subshells, the spin-up and spin-down Kohn-Sham potentials were averaged.
IV. RESULTS
A. Form of the potential
As a case study for selecting the form of the radial potential, we choose the Fe atom in its 4s 2 3d 6 quintet ground state. As the state should exhibit significant spin-polarization, it serves well to illustrate the present method. Furthermore, as the best results in ref. 1 were obtained with exchange-only potentials, we will restrict the present study to exchange-only calculations.
Four kinds of calculations were performed with HelFEM using the methodology presented in ref. 8 : fully self-consistent calculations with exchange within the local density approximation (LDA); 36, 37 with the PBE 38 and EV93 39 GGA exchange functionals, as well as a hybrid procedure in which the orbitals are determined by a fractionally occupied Hartree-Fock calculation, after which a (non-self-consistent) radial potential is calculated with the LDA exchange functional; this scheme will be denoted LDA@HF for the remainder of the manuscript. The LDA@HF scheme is an example of density-corrected DFT, 40 which is a way to obtain more accurate results in DFT calculations.
As is well known, the electronic structure of atoms is dissimilar from that of molecules: atoms often exhibit significant spin-polarization, while molecules are typically singlets; 41 thus, good performance for atoms does not necessarily imply good behavior for molecules. As a potential that is both local and scalar is desired for use in molecular calculations, we consider four ways in which such a potential can be achieved. We study (i) spinrestricted calculations on the 4s 2 3d 6 singlet state, as well as three kinds of potentials from spin-unrestricted calculations on the 4s 2 3d 6 quintet state: (ii) the spin-averaged potential, (iii) the potential from the spin-averaged density, as well as (iv) the majority-spin potential.
To begin, we compare the various kinds of density functional potentials against the OEP for a spin-restricted calculation; the results are shown in figure 1 . The potentials are indistinguishable until about one bohr, where the density functionals start to diverge from the OEP. The OEP saturates to its asymptotic limit V (r) = −1/r at a distance of 2 bohr, while the density functional potentials keep on decaying exponentially.
The difference of the self-consistent LDA, PBE and EV93 potentials from the non-self-consistent LDA@HF potential is further studied in figure 2 . The EV93 potential clearly has a lot more structure than LDA@HF, and is characterized by a number of kinks and sharp peaks. Also the PBE potential is somewhat peaked. The LDA and LDA@HF potentials, however, are close to identical -differring by less than 0.04e at any range -implying that self-consistency is not that important.
Next, the spin-averaged and majority-spin potentials from spin-unrestricted calculations are shown in figures 3 and 4, respectively, and the differences of the various DFT potentials from the LDA@HF potential are shown in figures 5 and 6 for the spin-averaged and majorityspin potentials, respectively. All three potentials appear surprisingly similar, from which one can infer that density functional has little effect on the potential for a fixed electronic configuration.
The use of a fixed electronic configuration is, however, a restriction: different choices of the functional and of the spin treatment may yield different ground state configurations. Such changes are likely to be reflected as larger changes in the potential, which are not considered here. The optimal electronic configuration to be used for a starting guess in molecular calculations is probably the one that is dominant in a molecular environment. For heavier elements the choice is, however, not straightforward, as heavy elements exhibit many low-lying states that couple strongly together in a molecular environment.
To demonstrate the differences in the potential arising from a change of the reference configuration, in figure 7 we show the differences between the LDA@HF potentials computed for the ground-state [Xe]6s 2 5d 1 configuration and the [Xe]6s 1 5d 2 , and [Xe]6s 2 4f 1 excited-state configurations of lanthanum. These differences are similar in magnitude to those observed between different function- versal Coulomb fitting basis set for the def2 series 46 is used to reduce the cost of the calculations.
The HelFEM potentials corresponding to the four choices of the potential discussed in section §IV A with LDA or HF orbitals in their respective ground state configurations yield the results in table II. The best results are obtained with the spin-averaged potential from unrestricted HF calculations, while the potential from the spin-averaged density yields the second-best results. As these projections still scale with Z, they have been further normalized to a unit maximum for each element.
C. Error-function fits of the local exchange potential
As the potentials given by various functionals were found to be more or less similar for the 4s 2 3d 6 states of iron, for simplicity we choose to use local exchange potentials to generate the fits; the local exchange potentials for the various configurations for La were also found to have similar shapes. The relativistic potentials from Grasp are generated from the (spinrestricted) average-level Dirac-Coulomb-Hartree-Fock calculations, 12 whereas the non-relativistic potentials from HelFEM are based on spin-unrestricted Hartree-Fock calculations, 8 as multiconfigurational calculations are not yet available in HelFEM. In order to have a consistent, non-empirical, choice of configuration we chose the configuration with the lowest average energy from the AL calculations for the Grasp calculations, and the configuration (table I) yielding the lowest energy using a spherically symmetric density for the HelFEM calculations to define the reference potentials, respectively.
The suitability of the error function expansion for the potential is demonstrated in figure 8 by the projections of the radial potentials for the noble gas series produced by HelFEM onto normalized complementary error functions according to equation (14) . The similarity of the shape of the projections is striking: even though the nuclear charge ranges from Z = 2 for He to Z = 86 for Rn, there is but a slight migration to steeper exponents, with a strong decay for the tight region.
Exploratory calculations were performed on the alkali and noble gas atoms with β 0 = 10 −2 and various choices for γ (1.2, 1.3, . . . , 2.0), as the alkali metals and the noble gases represent the most delocalized and the most localized electronic structure, correspondingly. The calculations (not shown) confirm that as expected, the fit error is monotonically decreasing in decreasing β, and that suitably accurate fits are achievable with γ = 1.4; this choice corresponds to a spacing of γ 2 = 1.96 for the density primitives α p . The choice γ = 1.8 that corresponds to a density primitive spacing of γ 2 = 3.24 yields a less accurate but computationally cheaper choice for the fitting basis.
Having fixed the parameters used for the fits, determining the fits for the whole set of HelFEM and Grasp data with the procedure of section §II B is straightforward. With the parameters β 0 = 10 −2 and γ = 1.4, all the HelFEM and Grasp data are fit by a set of 26 and 25 parameters, respectively, with maximum fitting errors τ = 1.68 × 10 −3 for Dy and τ = 1.22 × 10 −4 for Og, respectively. Increasing the spacing γ to γ = 1.8, the HelFEM and Grasp data are fit by a set of 17 and 13 parameters, respectively, with maximum fitting errors τ = 5.68 × 10 −3 for Lr and τ = 4.27 × 10 −3 for No, respectively.
V. MOLECULAR APPLICATIONS
VI. NON-RELATIVISTIC CALCULATIONS
The accuracy of the non-relativistic fits can be assessed against the quadrature results of section §IV B using the methodology presented therein; this results in mean errors shown in table III that compare favorably with those of the optimized fits of ref. 9. The SAP guess by quadrature is by far the most accurate; however, as the potential was chosen in section §IV B to minimize the error for such a calculation, this finding is not as important. The second-most accurate guess is afforded by the tabulated potential from Grasp, suggesting that the use of tabulated, fully numerical potentials as in ref. 1 is beneficial for accuracy: the integral on the Becke grid is essentially exact, whereas the use of a Gaussian fit-whether it is explicitly optimized for the reproduction of molecular orbitals or not-poses limits on the accuracy of the guess.
It is also interesting that (a) the accuracy of the unoptimized fits of the present work are close to the handoptimized potentials of ref. 9, and that (b) the mean errors of the Gaussian fits are close to the mean errors of the other choices for the quadrature potential in table II. The database is challenging, as errors of tens of E h are observed for several molecules for all guesses, with the Sc(acac) 3 , Cu(acac) 2 , Ni(acac) 2 complexes (acac = acetylacetonato) typically belonging to the top four molecules for all potentials. 
VII. RELATIVISTIC CALCULATIONS
The fits of the Grasp potential derived in this work differ from the unpublished fits of Dirac16 which were similarly based on LDA@HF, but also included a correlation contribution 47 in the potential. In Dirac16 an accurate but computationally unoptimized fit to 30 functions with β 0 = 10 −2 and γ = √ 2 was used. The fits of the present work are both more economical in terms of number of functions used, as well as more accurate due to the exact adherence to the sum rule of equation (10) and the use of the complementary error function basis with analytical overlap. Although the present fits are smaller and do not include a correlation potential, the number of iterations needed to converge Hartree-Fock calculations remains similar, illustrating again the minor importance of the correlation functional for the start guess.
As an example, we show three illustrative cases for the performance of the SAP start potentials. The K 2 dimer with an internuclear separation of 4.0 Å probes the longrange part of the potential, CsCl with a bond distance of 2.906 Å represents a prototypical ionic bond, 48 and the octahedral UF 6 molecule with an U -F distance of 49 1.996 Å is difficult to converge with other starting procedures. The all-electron Dirac-Coulomb-Hartree-Fock calculations used the triple zeta basis sets developed by Dyall, 50-52 with the default approximation of neglecting the (SS|SS) small-component Coulomb integrals. 53 All calculations with the SAP guess converge smoothly within 13 (K 2 and CsCl) or 18 (UF 6 ) iterations. As a further measure for the goodness of the guess we compare the converged Dirac-Coulomb-Hartree-Fock energy to that of the first iteration, based on orbitals resulting from the diagonalization of the SAP potential, in table IV. The relatively small energy differences demonstrate the adequacy of even the small fit in the core and valence regions of the heavy atoms. 
VIII. SUMMARY AND DISCUSSION
The superposition of atomic potentials (SAP) guess 1 builds guess orbitals for electronic structure calculations from a simple sum of atomic effective potentials. We have compared atomic effective potentials from density functional and optimized effective potential calculations, and found their differences to be relatively small if the configuration is fixed. Our results suggest that atomic local density exchange potentials should offer a good starting point for electronic structure calculations.
We have pointed out that the SAP guess can be easily implemented in Gaussian-basis quantum chemistry programs by fitting the fully numerical complete-basis-setlimit radial effective potentials in terms of error functions. We have described a robust method for forming such fits, and reported two sets of fits at two levels of accuracy, with up to at most 17 and 26 s-type primitives per atom, respectively, which are suitable for inclusion in electronic structure programs. Fits were formed both at the non-relativistic and fully relativistic levels of theory to suit the needs of all applications. As the fits consist of just one highly contracted s function, the computation of the resulting matrix elements as three-center twoelectron integrals is extremely rapid even in large basis sets.
The most commonly used initial guess nowadays is the superposition of atomic densities (SAD), 54, 55 in which a set of atomic calculations is performed to initialize a molecular calculation. The SAP guess is more aesthetically pleasing, as it starts directly from the estimation of a suitable molecular potential obtained as a superposition of tabulated atomic potentials, which can be easily implemented either via quadrature as in ref. 1 or via twoelectron integrals as discussed in the present work.
The SAD and SAP approaches are, however, quite similar, if they are built on the same starting densities. In either case, the Coulomb part of the potential will be the same, as it is linear in the density. For exchange effects the situation is more tricky: although the exact exchange operator is linear in the density matrix, the corresponding local scalar potential may behave discontinuously in the number of electrons. 56 Because of this, the approaches can be better contrasted within a density functional theory: SAD yields a local exchange potential V SAD x (r) ∝ − A n A (r) 1/3 (17) whereas SAP yields
which appears to suggest that SAP is more attractive than SAD; as generalized gradient approximation (GGA) and meta-GGA functionals build on top of the local exchange functional, a similar argument should also hold for them. This means that SAD and SAP can always be expected to reproduce different results.
