Understanding the boundary between classical simulatability and the power of quantum computation is a fascinating topic. Direct simulation of noisy quantum computation requires solving an open quantum many-body system, which is very costly. Here, we develop a tensor network formalism to simulate the time-dynamics and the Fourier spectrum of noisy quantum circuits. We prove that under general conditions most of the quantum circuits at any constant level of noise per gate can be efficiently simulated classically with the cost increasing only polynomially with the size of the circuits. The result holds even if we have perfect noiseless quantum gates for some subsets of operations, such as all the gates in the Clifford group. This surprising result reveals the subtle relations between classical simulatability, quantum supremacy, and fault-tolerant quantum computation. The developed simulation tools may also be useful for solving other open quantum many-body systems.
INTRODUCTION
Any real physical systems are subject to noise due to the inevitable coupling to the environment. It is important to understand the dynamics of quantum many-body systems under noise. Universal quantum circuits represent an important class of quantum many-body systems which are generic in the sense that they can simulate any other complicated quantum dynamics [1] . Understanding the computational power and the classical simulatability of noisy universal quantum circuits, therefore, poses a fascinating question of both fundamental interest and practical importance [2] [3] [4] [5] [6] .
Direct simulation of noisy quantum many-body dynamics, which is typically described by an open system through the master equation [7, 8] , is very challenging, more difficult than the simulation of the corresponding noiseless dynamics. On the other hand, it is known that the output of very noisy quantum circuits can be classically simulated efficiently, i.e., with a polynomial time cost, through an indirect method [9, 10] . If the noise is not at a very high level, what is the computational power of noisy quantum devices or systems? Whether is it possible to efficiently simulate their output or behavior using classical computers? These questions still remain unknown and they are of great practical importance: with the advent of the Noisy Intermediate-Scale Quantum (NISQ) era [6] , most of the quantum systems that we have in the lab belong to this class where the noise per quantum gate (operation) is at a modest but non-negligible level.
In this paper, we address these questions by providing some stimulating results in this direction. We consider a large class of random universal quantum circuits under symmetric or asymmetric depolarization noise. For generic instances from this set of circuits, we prove that if the noise per quantum gate is at a constant level, the output of these quantum circuits can be classically efficiently simulated with the time cost polynomial in the system size. This result holds true even if a particular class of gates from the universal set are noiseless. For instance, we may assume all the Clifford gates are noiseless and non-Clifford single-bit gates (such as the π/8-gate from the universal gate set) have a constant level of error rate. This assumption is well motivated as the Clifford gates can be more conveniently protected from noise through fault-tolerant quantum error correction or topological computation [11] [12] [13] . For the proof, we develop a tensor network formalism [14, 15] to analyze the Fourier spectrum of the quantum circuits. The Fourier spectrum analysis [16] has been used recently for classical simulation of noisy quantum dynamics from the Ising interaction [17, 18] . Our developed tensor network formalism turns out to be particularly powerful to analyze the Fourier spectrum when we have a constant level of noise per gate which leads to independent block summation and efficient truncation in the Fourier space.
This result has some interesting implication on the pursuit of quantum supremacy demonstration [5, 19] . Conventional complexity theory arguments on quantum supremacy are for noiseless systems in the asymptotic limit [5, 19, 20] , and in this case efficient classical simulation of certain quantum circuits will lead to collapse of the so-called polynomial hierarchy in the computational complexity classes under reasonable conjectures. The real systems will necessarily have noise and in this case the result here shows that in the asymptotic limit (meaning that the circuit depth goes to infinity) the output of the circuit is classically simulatable and actually approaches a uniform distribution for any constant level of error per gate. Recently, the approach to a uniform distribution has been supported with numerical evidence [21, 22] . Here, we give a rigorous analytic proof of the asymptotic distribution. This result suggests that in the case of noisy gates as for real experiments, the claim of quantum supremacy is not based on the complexity theory argument such as the collapse of the polynomial hierarchy, which is defined in the asymptotic limit, but instead more based on the practical difficulty to simulate such quantum systems with classical computers for an intermediate depth . The gates represented in white could be any gates in the universal gate set. The red circles represent the channel of noise that is specified in the main text. The depth d of this circuit is defined as the smallest number of blue boxes along any horizontal lines. b, The grey color box represents any circuits composed by noiseless Clifford gates. The white boxes represents non-Clifford gates, which are normally chosen as the single-bit π/8-gate for universal quantum computation. The non-Clifford gates are subject to the noise channel represented by the red boxes.
of the circuits (at certain intermediate depths of the circuits it is difficult to simulate the output classically by all the algorithms known so far, although in the limit of the infinite depth the output distribution is known and becomes uniform).
SUMMARY OF THE MAJOR RESULTS
We model the error for each gate in the quantum circuit by a generalized type of depolarization noise. For a density operator ρ, the noise is modeled by a composition of Pauli errors E 3 • E 2 • E 1 (ρ), where E i (ρ) ≡ (1 − i )ρ + i σ i ρσ i and σ 1 = Z, σ 2 = X, σ 3 = Y represent the Pauli operators along the z, x, y directions. As shown in the Methods section, this error model allows arbitrary mixture of Pauli errors including the depolarizing noise. It is important to have at least two i nonzero for the noise model to be generic, and we denote the second largest i (i = 1, 2, 3) as , which is a key noise parameter for our following theorems. The noise channels are denoted as red circles in Fig. 1 .
Instead of analyzing a specific circuit, we consider noisy quantum circuits randomly chosen from an ensemble and investigate what portions of the circuits in this ensemble can be efficiently simulated classically. Two types of circuit ensembles are illustrated in Fig. 1 . In Fig. 1a , we consider an ensemble where all the gates are subject to noise. To describe this ensemble, for each output qubit of arbitrary quantum gates, we apply a single-bit operation randomly chosen from the set of Pauli matrices {X y2 Z y1 } y1y2 , where the indices y 1 , y 2 with values of 0, 1 are uniformly chosen from the four possible combinations. We use the blue boxes in Fig. 1a to represent this random Pauli operation. After the Pauli operation, each qubit is subject to the noise channel which is denoted by the red circle in Fig. 1a . A specific quantum circuit in this ensemble therefore can be parameterized by the sequence of chosen indices denoted by the vector y = y 1 y 2 . In Fig. 1b , we consider an ensemble where part of the gates in the circuit, denoted by the grey block, are noise-free. The gate set in the grey-block by itself allows an efficient classical simulation. For instance, we may assume all the Clifford gates are perfect and thus in the grey block. This assumption is well motivated as the Clifford gates are easier to be protected from noise by quantum error correction [11] or topological computation [12, 13] and the set of Clifford gates can be efficiently simulated classically [23] . Non-Clifford gates for universal quantum computation, such as the T-gates (π/8-rotations), are subject to noise after the random Pauli operation, and they are denoted by the white squares in Fig. 1b .
Our major results are summarized by the following two theorems. The first theorem applies to the circuit ensemble represented by Fig. 1a where each gate is subject to noise.
Theorem 1 Consider the ensemble of noisy quantum circuits represented by Fig. 1a with circuit depth d and measurement in any local basis on either a constant number of qubits or all the n qubits with the ensemble satisfying the anti-concentration condition. For at least 1 − η fraction of the circuits in the ensemble with η = e −2 d , the output distribution from the measurement is approximately a uniform distribution with additive error smaller than δ = ce − d , where c is a constant independent of n, d and .
In the above theorem, we assume the anti-concentration condition when we consider the distribution of all the qubits, which is a standard assumption in the literature on quantum supremacy [5, 19, 21, [24] [25] [26] . Roughly speaking, this condition means that the population is distributed over the whole Hilbert space of 2 n -dimensions and no components dramatically stand out among the 2 n possibilities. The precise statement is specified in the Methods section. Theorem 1 means that when all the gates are subject to noise of a depolarization nature, almost all the circuits (except for an exponentially small fraction) will lead to nearly uniform distributions (with exponentially small additive errors) for the measured qubits when d, the product of the gate error rate and the circuit depth, is large enough. Our second theorem applies to the ensemble shown in Fig. 1b where part of the gates in the circuit are noise free. In this case, the output distribution is far from being uniform, however, it can still be classically simulated within a polynomial time by the following theorem:
Theorem 2 Consider the ensemble of quantum circuits shown in Fig. 1b and measurement on a constant number of qubits. For at least 1 − η fraction of the circuits in this ensemble, there exists a classical algorithm to approximate the output probability of the noisy circuits with additive error bounded by δ which runs in polynomial time
where m is the number of noisy gates, poly(n) comes from the simulation cost of noiseless part of the circuit and
where r is the number of qubits being measured and , δ, η can be any positive constants.
Theorem 2 implies that many nontrivial quantum circuits can be efficiently simulated classically. For instance, even when all the gates are perfect in the universal gate-set except for the single-bit T gate, which is subject to a small constant level of error rate, most of universal quantum circuits composed by these gates are classically simulatable except for an arbitrarily small constant fraction of subsets. This result is quite surprising and it has seemingly contradiction with the threshold theorem for fault-tolerant quantum computation, where we know that the gates below a small constant level of error rate (threshold) are capable for reliable universal quantum computing. The result here is actually consistent with the threshold theorem: it shows generic quantum circuits (except for a η-small subset) are classically simulatable under a constant level of error rate per physical gate. Fault-tolerant quantum error correction requires a particular circuit structure of physical gates for its implementation, which is non-generic in the space of all randomly chosen quantum circuits and belongs to the exceptional small subset that cannot be efficiently simulated classically. If one takes the logic gates as the basic unit of the circuits, universal quantum computation means that we can of course realize any generic quantum circuits of logic qubits. The error rate per logic qubit, however, is not a constant but required to approach zero inversely with the system size, so again it is outside of the application region of our theorems here for classical simulatability. Therefore, our result has no contradiction with the threshold theorem. Instead, it reveals the subtle boundary between classical simulatability and the power of quantum computing: although generic noisy quantum circuits are classically simulatable as indicated by the theorems here, the fault-tolerant quantum error correction implements a particular (non-generic) type quantum circuit of physical gates that escapes the curse of noise and thus is essential for the power of quantum computing.
The proof of our theorems has three steps: First, we develop the tensor network tool to represent the ensemble of noisy quantum circuits and their Fourier spectrum. Second, we show that the probability distribution from measurement on the final state can be written as a sum of Fourier series, where the noise in quantum gates leads to exponential decay of the terms in this series, so a good approximation can be obtained by truncating the series. Finally, we show that the tensor network representation of the Fourier spectrum of quantum circuits breaks into separable pieces, which makes it possible to efficiently calculate the Fourier series and their summation. The following three sections are devoted to detailed explanations of the above three steps one by one. For theorems 1 and 2 with different circuit ensembles, the proofs only differ in the last step. For simplicity of the notation, we focus on the noise model E 2 • E 1 for the proof in the main text. The more general noise model is discussed in the Methods section.
TENSOR NETWORK REPRESENTATION OF NOISY QUANTUM CIRCUITS
Each particular sample from the quantum circuit ensemble considered in Theorem 1 or 2 is described by the bit string y 1 y 2 of 2m bits, representing the sequential choice of the Pauli matrices, where m denotes the total number of noisy gates in the circuit. For this particular circuit, if we measure r output qubits, the conditional output distribution can be described as q x|y1y2 = q x,y1y2 /q y1y2 , where x denotes the bit string of r measured qubits, and q x,y1y2 (q y1y2 ) denotes respectively the joint output distribution (the marginal probability to choose this circuit). In our case, the Pauli matrix indices y 1 y 2 are chosen uniformly for the ensemble, so q y1y2 = 2 −2m . If all the gates are perfect (in the case of = 0), the ideal unitary transformation represented by the whole quantum circuit is denoted by U y1y2 . With
FIG. 2:
Tensor network representation of the noise channel. a, Illustration of a tensor network, where the shared edges represent summation over the corresponding indices (i, j, k, l) and the remaining edges represent free indices (p, q, r). b, Basic tensors and notations used in our construction: rank-2 tensors M, A, B with two indices, which are actually matrices (notice that to match the convention of drawing quantum circuits, the left/right index in the horizontal line corresponds respectively to the right/left index for the matrix; rank-3 identity tensor which constraints all the indices to be equal; rank-1 tensors with one index representing quantum states; a unitary transformation on a density matrix. c, Basic transformations of a tensor network that are frequently used in our construction, where X, Z are Pauli matrices and |+ = (|0 + |1 )/ √ 2. d, Tensor network representation of a unitary transformation Z z (with a factor 1/2, z = 0, 1) on the right side, which is equivalent to the network on the left side using the above basic transformation rules. e, Tensor network representation of a quantum noise channel Ez(Z y ρZ y ) = (1 − )Z y ρZ y + Z y+1 ρZ y+1 (with a factor 1/2), which is a combination of a unitary transformation Z y and a dephasing noise channel Ez with the error probability (the phase-flip rate). This representation can be derived from noise for the gates, the corresponding transformation is denoted by the quantum channel super-operator Φ y1y2 . We then define two conditional distributions with
and
where |0 ⊗n denotes the initial state of n qubits. Tensor network provides a powerful diagrammatic method to represent quantum states and their evolution under noisy quantum circuits. For the distribution q x,y1y2 , it only involves unitary transformations. In Fig. 2 , we show
In the case
Tensor network representation of the basic units of noisy quantum circuits. a, Representation of the Pauli matrix ensemble (the blue box) followed by the noise channel (the red dot). The blue box denotes the ensemble of gates {X y 2 Z y 1 } with y1, y2 chosen randomly from {0, 1} with equal probability. The red dot denotes the noise channel Ex(Ez(ρ)), a combination of phase flip and bit-flip errors. The tensor network representation of this noise channel is derived from Fig.  2e by noticing that the additional bit flip channel is obtained through the Hadamard transformation H with HZH = X and HEz(Z y ρZ y )H = Ex(X y HρHX y ). We assume the noisy quantum circuit starts at an initial state denoted as |0 and ends with a measurement in the computational basis |x , and the contraction of the tensor network gives the joint probability distribution q x,y 1 ,y 2 . b, Representation of the noiseless Pauli matrix ensemble (the blue box only). Contraction of the tensor network in this case gives the joint probability distribution qx,y 1 ,y 2 for the corresponding noiseless circuit.
some basic notations of tensor network units and their composition rules. As a noiseless quantum circuit is composed of elementary unitary gates, it is straightforward to represent the distribution q x,y1y2 with a tensor network. Different from q x,y1y2 , to represent q x,y1y2 , we also need to have a tensor network representation of the dephasing and the bit flip error channels. Using the tensor network diagrammatic method, we derive in Fig. 2d and 2e the representation for the dephasing error channel E 1 (Z y ρZ y ) (y = 0, 1). Similarly, with additional Hadamard gates, we have a tensor network representation for the bit flip error channel. The noise in our circuit can be composed from these basic units. In Fig. 3 , we show the tensor network representation of the random gate set X y2 Z y1 (Fig. 3b) as well as this gate set followed by a noise channel E 2 • E 1 (Fig. 3a) . By the composition of these units, we get the representation for the probability distribution q x|y1y2 .
FOURIER ANALYSIS OF NOISY QUANTUM CIRCUITS AND ITS TENSOR NETWORK REPRESENTATION
Each sample from the ensemble of noisy quantum circuits depends on a sequence of binary variables y ≡ y 1 y 2 that specify its choice of Pauli gates. For the probability distributions q x,y1y2 and q x,y1y2 , one can define a binary Fourier transformation with respect to their y variables as follows [16, 17] :
where s = s 1 s 2 of 2m bits are the dual variables of y = y 1 y 2 and s · y = s 1 · y 1 + s 2 · y 2 denotes the binary inner product. The Fourier transformationq x,s1s2 is defined in the same way. An important observation here is that the binary Fourier transformation has a very natural tensor network representation as shown in Fig. 4a . By identifying the variables of a boolean function as tensor indices, the binary Fourier transformation is simply contraction with the s |s , we immediately get that the Fourier spectrum of the noisy circuit is related to the spectrum of the noiseless circuit by a simple multiplication factor (1 − 2 )
s .
property [16, 17] q
where |s 1,2 | denotes the Hamming weight of the bit string s 1,2 , i.e., the number of 1s in s 1,2 . So the noise in gates makes the Fourier components exponentially decay with |s 1,2 |, which suggests that the summation can be approximated by truncating the Fourier series under noisy gates. We define the pseudo probability p x,y1y2 through truncating the Fourier series ofq x,y1y2 to the Hamming weight l withp x,s1s2 =q x,s1s2 if |s 1 | + |s 2 | < l andp x,s1s2 = 0 otherwise. Assuming eachp x,s1s2 can be efficiently computed classically within a time t (we will prove this in the next section), then computing p x,y1y2 through the Fourier inverse transformation is t(2m) l since there are at most (2m) l non-zero terms in the summation. The quantity we need is q x|y1y2 = 4 m q x,y1y2 , which is approximated by p x|y1y2 = 4 m p x,y1y2 . To quantify this approximation, we use the additive error defined as δ y1y2 ≡ x |p x|y1y2 − q x|y1y2 |. Instead of analyzing each individual δ y1y2 , we analyze the average behavior through the expectation value δ 0 ≡ E y1y2 [δ y1y2 ] and the variance ∆ ≡ E y1y2 [δ 2 y1y2 ] − δ 2 0 , where y 1 y 2 are chosen from the uniform distribution. By direct calculation shown in the Methods section, we find that
where = min( 1 , 2 ) and c is a constant. By using the Chebyshev inequality, we can then bound δ y1y2 ≤ δ for at least 1 − η fraction of y 1 y 2 as long as
By choosing arbitrarily small η and δ, we conclude that almost all δ y1y2 are well bounded and the approximation is valid for most of the random quantum circuits.
PROOF OF THEOREMS THROUGH ANALYZING THE FOURIER SPECTRUM
Through the above analysis, we reduce the problem of calculating the conditional distribution q x|y1y2 to computing of the Fourier spectrumq x,s1s2 . To prove theorems 1 and 2, the remaining task is to find a method to efficiently computeq x,s1s2 . In Fig. 5 , using the diagrammatic method, we derive the tensor network representation of the Fourier spectrumq x,s1s2 . The final representation is shown in Fig. 5a , with the derivation steps illustrated in Fig.  5 (b-d). The tensor network representation ofq x,s1s2 shows a crucial property: it breaks into separable pieces at every places of the random Pauli gates. This property allows us to efficiently calculate the Fourier spectrumq x,s1s2 for the whole circuit.
First, we prove Theorem 1 by calculating the Fourier spectrumq x,s1s2 for the ensemble of the noisy circuits shown in Fig. 1a . The Fourier componentq x,s1s2 breaks into product of many independent fragments, separated by the blue boxes shown in Fig. 6a (see also Figs. 1a, 3a, and 5a for the representation). This product is nonzero if and only if all the fragments are nonzero. The fragment of a single-bit gate is shown in Fig. 6a . To make this fragment nonzero, if σ ab = I (i.e., the dual variables a = b = 0 in the Fourier index s 1 s 2 ), we should also have σ cd = I. Similarly, as shown in Fig. 6b , to make the Fourier fragment of an entangling gate nonzero, if σ ab = σ a b = I, we have to choose σ cd = σ c d = I. Using this property, we can prove that the Fourier spectrumq x,s1s2 = 0 for all the components s 1 s 2 with 0 < |s 1 | + |s 2 | < d. To prove this, we cut the circuit in Fig. 1a into d vertical layers, where d is the circuit depth. If we have the Fourier index |s 1i | + |s 2i | = 0 for any ith layer (corresponding to choice of the I matrix for all the cuts in this layer), with the property shown in Fig. 6a and 6b, we have to choose |s 1j | + |s 2j | = 0 for all the other layers j to make the productq x,s1s2 nonzero (otherwise one of its Fourier fragments will be zero). So, to makeq x,s1s2 nonzero, we either have the Hamming weight |s 1 | + |s 2 | = 0, or have |s 1i | + |s 2i | > 0 for each of the d layers which means |s 1 | + |s 2 | ≥ d. This proves the above statement.
To finish the proof of theorem 1, we just need to take l = d in Eq. (7). This leads top x,s1s2 = 0 for |s 1 | + |s 2 | > 0, which gives a uniform distribution p x|y1y2 after the Fourier transformation. In combination with the Chebyshev inequality, we thus have proved theorem 1 by choosing δ ∼ e
. Now we prove theorem 2 by considering the ensemble of noisy quantum circuits shown in Fig. 1b . The Fourier spectrum of this circuit is illustrated in Fig. 6c , where the grey part denotes the Clifford gates. The Fourier circuit breaks up at each place of the non-Clifford gates (the white and blue boxes in Fig. 2a ), but due to the connection by the Clifford gates, it does not break into independent pieces. In Fig. 6c , we write the matrix at the breaking points into an equivalent Clifford gates. So the whole circuit for the Fourier spectrum becomes almost Clifford except for the non-Clifford gates (white boxes) at the breaking points. We can decompose the non-Clifford gates into a summation of 4 l terms where each term is a tensor product of Pauli matrices. Only l white boxes have non-trivial effect because the non-Clifford gate U in Fig. 6c cancels through U † IU = I if the corresponding dual variables in s 1 s 2 are both 0 The computing rule for the Fourier spectrum through the tensor network representation. a, The computing rule for the Fourier spectrum of noisy quantum circuits: after the transformation, the tensor network breaks into two separated pieces at the position of the basic unit of Paul ensemble (the blue box and the red dot), so we denote the breaking point by the two red triangles, which correspond to a product of the tensor networks shown on the right side. b, An important property for contraction of the tensor network used for proof of Theorem 1. When we contract a piece of tensor network with an arbitrary two-qubit gate V in the between, if σ cd = σ c d = I on one side of the network, the contraction leads to a tensor network shown on the right side which is proportional to trσ ab · trσ a b and non-zero only when σ ab = σ a b = I. c, A property of the tensor network used for proof of Theorem 2. The grey part represents any Clifford quantum circuits and the lower grey part denotes the complex conjugate of the upper one. The matrices σ ab and σ cd can be represented as the Clifford gates (the Hadamard H and the CNOT gate) acting on the computational basis-vectors |a , |b (on the left) or measured in the computational basis |c , |d (on the right). The whole equivalent circuit shown on the right figure is then of Clifford type and can be efficiently simulated classically.
(i.e., a = b = 0 in Fig. 6c ). The Fourier spectrum is therefore expressed as a summation of a constant number (4 l ) of Clifford circuits, and by the Gottesman-Knill theorem [23] , each Clifford circuits can be efficiently simulated.
To count the time complexity of computingp x|y1y2 , suppose we truncate the Fourier series to the Hamming weight l. The time complexity of computing each Fourier component is 4 l t, where 4 l originates from the Pauli decomposition of the non-Clifford gates as we have discussed above and t = poly(n) is the time complexity of computing the remaining Clifford circuits. Then there are at most (2m) l terms to be summarized, so the time complexity is poly(n)(8m) l . Given the required precision of the output 1 − δ and the probability of failure η, we have δ ∆/ √ η + δ 0 (1 + 1/ √ η)ce −2 l according to the Chebyshev inequality, where c = √ 2 r is a constant and r is the number of qubits being measured. This requires l ≈ ln(cδ −1 (1 + η −1 ))/2 , which gives the expression in theorem 2. This completes the proof of the theorem 2.
SUMMARY AND OUTLOOK
In summary, we have proved that most of noisy quantum circuits can be efficiently simulated classically under any constant level of error rate per gate. The result holds even if a subset of quantum gates, such as all the Clifford gates, can be done perfectly. The seemingly contradiction between this surprising result and the threshold theorem for fault tolerant quantum computation is resolved by noting that the quantum error correction circuit is required to be highly structured and thus may take only a zero-measure subspace under random choice of quantum circuits. The theorems derived in this paper show that for noisy quantum circuits the dividing lines between classical simulatability, quantum supremacy, and universal quantum computing are very subtle. What are the characteristic features of noisy quantum circuits to make them either classically simulatable or noise-resilient for universal quantum computing? It remains an important open question and further studies along this line will surely deepen our understanding of the power and limitation of quantum computation.
To prove our theorems, we have developed a powerful tool based on tensor network representation of noisy quantum circuits and their measurement outcomes. We discover that the tensor network representation of the Fourier spectrum of quantum circuits always breaks into many independent pieces. This separability of its Fourier spectrum is a surprising and nice property, which greatly simplifies our analyses of complicated dynamics of quantum circuits. Besides its use in analyzing the structure of large-scale quantum circuits, this property of separable Fourier spectrum may find applications in other fields, such as for understanding of many-body quantum dynamics under open environments [2] [3] [4] , a key problem on the physics frontier.
