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Abstract
Biodiesel from algae provides several benefits over current biodiesel feedstocks, but the energy requirements
of processing algae into a useable fuel are currently so high as to be prohibitive. One route to improving
this is via disruption of the cells prior to lipid extraction, which can significantly increase energy recovery.
Unfortunately, several obvious disruption techniques require more energy than can be gained.
This dissertation examines the use of microbubbles to improve mechanical disruption of algal cells using
experimental, theoretical, and computational methods. New laboratory experiments show that effective
ultrasonic disruption of algae is achieved by adding microbubbles to an algal solution. The configuration
studied flows the solution through a tube and insonifies a small section with a high-pressure ultrasound wave.
Previous biomedical research has shown effective cell membrane damage on animal cells with similar methods,
but the present research is the first to extend such study to algal cells. Results indicate that disruption
increases with peak negative pressure between 1.90 and 3.07 MPa and with microbubble concentration up
to 12.5 × 107 bubbles/ml. Energy estimates of this process suggest that it requires only one-fourth the
currently most-efficient laboratory-scale disruption process. Estimates of the radius near each bubble that
causes disruption (i.e. the disruption radius) suggest that it increases with peak negative pressure and is
near 9–20 µm for all cases tested.
It is anticipated that these procedures can be designed for better efficiency and efficacy, which will
be facilitated by identifying the root mechanisms of the bubble-induced disruption. We therefore examine
whether bubble expansion alone creates sufficient cell deformation for cell rupture. The spherically-symmetric
Marmottant model for bubble dynamics allows estimation of the flow regime under experimental conditions.
Bubble expansion is modeled as a point source of mass at the bubble center, and if the bubble-to-cell spacing
is much larger than the cell radius, the flow around the cell is approximately extensional in the cell’s frame
of reference. It is known that the present algae are quasi-spherical with cytoplasmic viscosity approximately
100 times that of water, so the cell is approximated as a viscous sphere. Thus, conditions that cause cell
disruption from an expanding microbubble are modeled as either steady inviscid extensional flow or steady
point source flow over a viscous sphere.
ii
In the inviscid extensional flow model, the flow inside the sphere is dominated by viscous forces so the
Stokes equation is solved with matched stresses at the sphere surface from the exterior inviscid extensional
flow. The short-time deformation of the sphere surface suggests that inviscid extensional flow is insufficient
to disrupt cells. This indicates that asymmetry of the flow over the sphere may be required to provide
sufficient surface areal strain to rupture the cell.
In a more detailed model, the bubble expansion is modeled as an expansion near a viscous sphere using
finite element software. For conditions similar to those seen in the experiment, deformation shows similar
scaling to disruption. The deformation in this model is significantly higher than predicted from the inviscid
extensional flow model due to the effect of asymmetric flow on the cell membrane. Estimates suggest 21%
average areal strain on the algal membrane is required to disrupt algal cells, and this result agrees well with
areal strains typically required to disrupt cell membranes although the actual value would be lessened by the
effect of an elastic membrane, which is neglected in the present model. The local areal strain on the sphere
surface is a maximum closest to the point source, and there is compressive strain near θ = ±π/4 with θ the
angle from the line between the cell center and the point source. The maximum local areal strain shows less
sensitivity to the viscosity of the interior fluid than the average areal strain.
Overall, the dissertation lays the groundwork for more efficient algal disruption through the judicious
use of microbubbles. Separation of bubble generation and bubble growth provides the ability to improve
the efficiency of each process and localize energy. Results suggest that effective disruption can occur by
pulsing high-pressure ultrasound waves to a solution of cells co-suspended with microbubbles. The models
are thought to represent basic phenomenological mechanisms of disruption that could be exploited to improve
the overall energy efficiency of schemes. Analysis suggests that extensional flow alone cannot be the cause
of cell disruption near an expanding microbubble. Additionally, this work provides an estimate of the areal
strain required disrupt an algal cell membrane. This research suggests a couple routes toward reducing the
energy required for production of algal biodiesel.
iii
To Allyson.
iv
Acknowledgments
This dissertation would not be possible without the help of many people. My adviser Jonathan Freund
provided countless hours of discussion, suggestions, and motivation for this work. His patience and technical
knowledge have helped me to overcome any problems I brought to him. His keen eye improved every word
of this dissertation, and I thank Prof. Freund for his support on this project for the last four years.
I want to thank Lance Schideman for his willingness to advise me. He provided guidance on algae growth,
disruption, and energy requirements. His encouragement and support helped me grow by exploring research
outside my area of expertise.
It has been wonderful to have the support of Daniel King as a collaborator, colleague, and true friend
through my graduate studies. Discussions with him illuminated my work, and our collaboration has only
furthered my respect for him as a scientist.
Thanks are also due to Sascha Hilgenfeldt, Randy Ewoldt, and William O’Brien, Jr. for their meaningful
discussions. I offer thanks to Harley Johnson for the use of the finite element software. I also thank all
members of both the Freund and Schideman research groups who provided answers to my questions and
continued motivation.
I am thankful for the support of family and friends during my graduate studies. My dad provided me
with the love for numbers that is evident in these pages, and my mom gave me a love of language that aided
all my writing. I am grateful to have been blessed by so many friends at FMC these last years and thank
them for their humor, their joy, and their support.
Finally, I thank my wife Allyson for her patience and caring attitude during our entire time together.
She has supported me with a listening ear and thoughtful words each day. Allyson’s love is never-ending
and I thank her so much.
v
Table of Contents
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
List of Symbols and Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Review of previous work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.1 Ultrasonic disruption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.2 Viscous drop deformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.3 Models of cell-bubble interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.4 Mechanical properties of algae and other cells . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Present work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
Chapter 2 Algal Cell Disruption using Microbubbles to Localize Ultrasonic Energy . . . 8
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Materials and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1 Algae . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.2 Microbubbles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.3 Ultrasound setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.4 SYTOX fluorescence diagnostic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.5 Disruption radius: Monte Carlo analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.1 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.2 Disruption radius: Monte Carlo analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.3 Energy relative to other cell disruption methods . . . . . . . . . . . . . . . . . . . . . 14
2.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Chapter 3 Fluid Flow near a Microbubble . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Spherical model of bubble dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 Radial expansion and source strength . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.4 Flow regime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.4.1 Reynolds number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.4.2 Weber number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.4.3 Capillary number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.5 Strain rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
vi
Chapter 4 Deformation of a Viscous Sphere in an Inviscid Extensional Flow . . . . . . . 30
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.2 Model configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.2.1 Interior flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.2.2 Exterior flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2.3 Matched stress boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2.4 Detailed coefficient matching conditions . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2.5 Cell deformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2.6 Material parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.3 Flow solution and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3.1 Streamlines and stresses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3.2 Shape change and areal strain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4 Conclusions and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Chapter 5 Deformation of a Viscous Sphere near an Expanding Microbubble . . . . . . 49
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.2 The model system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.2.1 Physical details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.2.2 Governing equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.2.3 Numerical solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.2.4 Distortion of the model cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.2.5 Cell deformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.2.6 Model parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.3 Results and discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.3.1 Effect of viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3.2 Discussion in regard to experiment data . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
Chapter 6 Conclusions and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.1 Review of conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.2 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.3 Future studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.4 Final statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
Appendix A Energy for Lipid Membrane Disruption . . . . . . . . . . . . . . . . . . . . . 72
Appendix B Monte Carlo Domain Size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Appendix C Energy Exposure in Ultrasound Experiment . . . . . . . . . . . . . . . . . . 74
Appendix D Energy for Sonication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Appendix E Energy for Microbubble Generation . . . . . . . . . . . . . . . . . . . . . . . . 77
Appendix F General Solution of Stokes Equation . . . . . . . . . . . . . . . . . . . . . . . 78
F.1 Velocities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
F.2 Radial stresses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
F.3 Tangential stresses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
Appendix G Stress Coefficients from Inviscid Point Source Flow near a Rigid Sphere . 83
G.1 Point source streamfunction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
G.2 Source at z = b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
G.3 Source at z = b with rigid sphere with radius a . . . . . . . . . . . . . . . . . . . . . . . . . . 84
G.4 Velocities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
G.5 Legendre and Gegenbauer coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
vii
Appendix H Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
H.1 Point source of mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
H.1.1 Numerical approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
H.1.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
H.2 Point source of momentum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
H.2.1 Problem setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
H.2.2 Numerical approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
H.2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
Appendix I Independence of Solution on Model Parameters . . . . . . . . . . . . . . . . . 98
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
viii
List of Figures
2.1 Waveforms with 3.07 MPa peak negative pressure. (a) 10 kHz continuous wave, (b) 0.9 MHz
ten-cycle pulsed wave with 1000 pulses per second, and (c) measured waveform of one 0.9
MHz ten-cycle pulse. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Experimental setup schematic for treating algal solutions with a 0.9 MHz transducer controlled
by a pulser-receiver system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Photographs of Chlamydomonas reinhardtii with shelled microbubbles. (a) Before ultrasound
and (b) after ultrasound. Microbubble concentration: 7.5 × 107/ml, peak rarefactional pres-
sure: 1.90 MPa. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 Change in cell disruption as a function of microbubble concentration at different pressures.
Average and standard error of three to ten samples at each pressure and concentration. . . . 13
2.5 Disruption radius at each concentration. (a) Present data and (b) comparisons with Guzman
[41]. The applied energy reported in that study is ◦ = 2, ▽ = 49, 2 = 221, and ⋄ = 817 J/cm2. 15
2.6 Comparison of specific energy requirements for algal cell disruption using previously reported
methods and the proposed method with ultrasound and pre-loaded microbubbles. The thick
dashed line is the typical heat of combustion of algal biomass [67]. Citations: ∗ Balasundaram
and Pandit [7], † Halim et al. [43], ‡ Lee et al. [68]. . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1 Modeled ten-cycle pressure wave. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Bubble radius versus time for four peak negative pressures. . . . . . . . . . . . . . . . . . . . 21
3.3 Source strength versus time for four peak negative pressures. . . . . . . . . . . . . . . . . . . 22
3.4 Reynolds numbers (a) inside and (b) outside the cell. . . . . . . . . . . . . . . . . . . . . . . . 24
3.5 Weber number. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.6 Capillary number. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.7 Average strain rate γ˙ during the bubble expansion. . . . . . . . . . . . . . . . . . . . . . . . . 28
4.1 A sphere with radius a and viscosity µ¯ in an inviscid flow axisymmetric about the z-axis with
strain rate γ˙ and density ρ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.2 Spherical coordinate system [44]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.3 Deformation of a membrane in principal axes. Dotted lines show the original lengths lx,i and
ly,i, which deform to lengths lx,f and ly,f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.4 Deformed and reference configuration of an axisymmetric surface. Note that r2 = x2 + y2 is
the radial cylindrical coordinate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.5 Streamlines for a viscous sphere in an inviscid extensional flow with. Streamlines are plotted
as ψ/(γ˙a3) = 10−3+0.4j and ψ¯/(ργ˙2a5/µ¯) = 10−6+0.5j with j = −10, 9, . . .9, 10. . . . . . . . . 42
4.6 Velocity magnitude scaled by γ˙a for a viscous sphere in an inviscid extensional flow. . . . . . 43
4.7 (a) σrr and (b) σrθ scaled by ργ˙
2a2 for a viscous sphere in an inviscid extensional flow. . . . 43
4.8 Representative (a) short-time distortion and (b) local areal strain for ργ˙a2/µ¯ = 0.1 and
tγ˙ = 1.56. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.9 Total areal strain versus nondimensional time at different values of ργ˙a2/µ¯. Comparisons
are made with the critical strain to disrupt a red-blood cell, and the time at which the
outward deformation is greater than 10% of the initial sphere radius, 2. . . . . . . . . . . . . 45
ix
4.10 Nondimensional disruption time and critical strain rate with t = 0.5 µs at different values of
ργ˙a2/µ¯. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.11 Average strain rate versus ργ˙a2/µ¯: critical strain rate from inviscid extensional flow
over viscous sphere at 0.5 µs; ◦ experimental cases with Cb > 2.5 × 107 bubbles/ml; and
× experimental cases with Cb ≤ 2.5× 107 bubbles/ml so that the extensional flow assumption
(Rcell0 ≫ a in table 3.3) is accurate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.1 System schematic. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.2 Velocity on sphere from unsteady and average values with Pr = 3.07 MPa and b = 25 µm. . . 51
5.3 Representative mesh. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.4 The shape change for the viscous sphere was obtained by calculating values of ρˆ along the
line specified by angle β until |ρˆ− a| < ǫ. ∗: ρˆ < a; ▽: ρˆ > a. This process was repeated for
nP = 100 values of β to produce the shape change shown. . . . . . . . . . . . . . . . . . . . . 55
5.5 Sphere surface data in the deformed (r and z) and reference (R and Z) configurations. • • •:
original data; : smoothed data using (5.11)-(5.14) and nM = 8 with nP = 20. . . . . . . . 56
5.6 Streamlines for representative case for b = 15 µm and m = 7.97× 10−8 m3/s at t = 0. The
red line is the ρˆ = a contour. Note: streamlines begin at z = 10 µm and rj = 10
0.177j−1 µm
for j = 0, 1 . . . 14. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.7 Streamlines and vorticity magnitude for representative case for b = 15 µm and m = 7.97 ×
10−8 m3/s at different times. The red line is the ρˆ = a contour. Note: streamlines begin at
z = 10 µm and rj = 10
0.177j−1 µm for j = 0, 1 . . .14. . . . . . . . . . . . . . . . . . . . . . . . 59
5.8 Principal stretches and local areal strain versus θ for a representative case: t = 0.5 µs,
b = 15 µm and m = 7.97× 10−8 m3/s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.9 Maximum principal stretches and local areal strain versus time for m = 7.97× 10−8 m3/s and
b = 15 µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.10 (a) Maximum local and (b) average areal strain versus cell-to-bubble spacing for various source
strengths. Source strength m units in the legend are 10−8 m3/s. . . . . . . . . . . . . . . . . 60
5.11 Maximum areal strain versus ρUa/µ¯ at different source strengths. Source strength units in the
legend are 10−8 m3/s. Data from the extensional flow model with µ¯ = 0.1 Pa·s and t = 0.5 µs. 61
5.12 (a) Maximum and (b) average areal strain versus asymmetry. For all cases Re = 100 and
κ = 100. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.13 (a) Maximum and (b) average areal strain versus exterior Reynolds number at different source
strengths. Source strength units in the legend are 10−8 m3/s. . . . . . . . . . . . . . . . . . . 62
5.14 (a) Maximum and (b) average areal strain versus viscosity ratio when the exterior viscosity is
changed. Here Re=100, µ¯ = 0.1 Pa s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.15 Maximum and average areal strain versus viscosity ratio when the interior viscosity is altered
for b = 15 µm, µ = 0.001 Pa s, and m = 7.97× 10−8 m3/s. . . . . . . . . . . . . . . . . . . . . 63
5.16 Change in disruption versus average areal strain at different peak negative pressures. The
gray box denotes a linear relationship with spread of one-half an order of magnitude. Here
the model assumes that µ¯ = 0.1 Pa s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.17 Critical (a) local and (b) average areal strain versus microbubble concentration at different
peak negative pressures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.18 Distance between cell edge and bubble center (∆) versus time. Comparison with bubble radius
(Rb) versus time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
D.1 Schematic showing volume insonified by the ultrasound pulse. The -6 dB beamwidth is l, the
tube inner diameter is d, and the volume insonified by a pulse is V . The flow rate of the
algal/microbubble solution is Q. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
G.1 Coordinate transform from original (r1, θ1) coordinate system to (r, θ) coordinates. . . . . . . 84
G.2 Legendre coefficients of radial stress for n ≤ 10. . . . . . . . . . . . . . . . . . . . . . . . . . . 87
H.1 Converged mesh for the point source of mass model. . . . . . . . . . . . . . . . . . . . . . . . 89
H.2 Streamlines from point mass source problem. Comparison between numerical and analytical
results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
x
H.3 Radial velocity along z = 0: (a) linear r-axis and (b) log r-axis. . . . . . . . . . . . . . . . . . 91
H.4 Shape change after 0.5 µs for matched viscosity case. . . . . . . . . . . . . . . . . . . . . . . . 91
H.5 Areal strain after 0.5 µs for matched viscosity case. . . . . . . . . . . . . . . . . . . . . . . . . 91
H.6 Streamlines for the point source of momentum with k = 0.1. . . . . . . . . . . . . . . . . . . . 92
H.7 An ‘Extra coarse’ mesh generated with COMSOL for the point source of momentum problem. 94
H.8 Streamlines for the flow with k = 0.1. Comparison between analytical and numerical results. 95
H.9 Comparison of analytical and numerical velocities parallel to the axis of symmetry versus
radius location along lines at four different values of z. Here k = 0.1. (a) z = 1, (b) z = 2,
(c) z = 3, (b) z = 4, and (e) z = 5 m. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
H.10 Streamline plots for different values of k with corresponding Reynolds numbers. Comparison
between analytical and numerical calculations. . . . . . . . . . . . . . . . . . . . . . . . . . . 97
I.1 Maximum areal strain versus mesh. C: Coarser; N: Normal; F: Finer; Ef: Extra fine; EF:
Extremely fine, with mesh properties given in table 5.1. Here σ = 10. . . . . . . . . . . . . . . 99
I.2 Maximum areal strain versus sharpness of viscosity interface, σ. . . . . . . . . . . . . . . . . . 99
I.3 Maximum areal strain versus sharpness of ξ interface, τ . . . . . . . . . . . . . . . . . . . . . . 99
I.4 Maximum areal strain versus number of fitted Fourier modes nM . . . . . . . . . . . . . . . . . 100
I.5 Maximum areal strain versus number of points to identify interface, nP . . . . . . . . . . . . . 100
I.6 Maximum areal strain versus maximum error, ǫ. . . . . . . . . . . . . . . . . . . . . . . . . . 100
I.7 Maximum areal strain versus geometry inner radius, rin. Here b = 40 µm. . . . . . . . . . . . 101
I.8 Maximum areal strain versus geometry outer radius, rout. . . . . . . . . . . . . . . . . . . . . 101
xi
List of Symbols and Abbreviations
Abbreviations
AFM Atomic force microscopy, page 1
DAF Dissolved air flotation, page 15
HPH High-pressure homogenization, page 5
UCA Ultrasound contrast agent, page 8
Greek Symbols
α Asymmetry of flow, page 58
β Angle between sphere center and point on deformed sphere interface, page 54
χ Shell elastic compression modulus, page 18
∆df Change in fraction cells disrupted, page 11
∆ Distance between cell edge and bubble center, page 66
γ˙ Strain rate, page 27
γ˙c Critical strain rate for disruption, page 44
ǫ Maximum error between ρˆ and a, page 54
γ Polytropic gas exponent, page 18
ρˆ Initial distance from the origin, page 53
κ Viscosity ratio µ¯/µ, page 62
κs Shell surface viscosity, page 18
λ1,max, λ2,max Maximum principal stretches, page 38
xii
λ1, λ2 Principal stretches, page 38
(
∆A
A
)
Areal strain, page 38
(
∆A
A
)
ave,crit
Critical average areal strain, page 64
(
∆A
A
)
ave
Average areal strain on sphere surface, page 41
(
∆A
A
)
max,crit
Critical maximum areal strain, page 64
(
∆A
A
)
max
Maximum areal strain on sphere surface, page 38
µ Dynamic viscosity, page 18
µ(ξ) Dynamic viscosity parameterized by ξ, page 52
ν Kinematic viscosity, page 90
ψ Streamfunction, page 34
ψ0 streamfunction without sphere, page 84
ρ Density, page 18
σ Sharpness of viscosity interface, page 52
σ(Rb) Bubble surface tension, page 18
σn Legendre coefficients of radial stress, page 32
σwater Surface tension of water, page 19
σrθ Angular stress, page 35
σrr Radial stress, page 35
τ Sharpness of initial ξ interface, page 53
τl Pulse duration, page 75
τn Gegenbauer coefficients of radial stress, page 32
θ1 Original angular coordinate of point source, page 83
ξ Parameter denoting the boundary between viscous regions, page 52
ζ Cosine of angle θ, page 32
xiii
Roman Symbols
Eˆ Energy exposure of ultrasound wave, page 74
E Specific energy, page 72
F Body force, page 94
I Identity tensor, page 52
u Velocity vector, page 52
Hn Gegenbauer function of second kind, degree -1/2, and order n, page 78
In Gegenbauer function of first kind, degree -1/2, and order n, page 32
A Area, page 92
a Sphere radius, page 23
A′n, B
′
n, C
′
n, D
′
n, Bn, Dn Coefficients of general Stokes streamfunction, page 78
An, Cn Coefficients of streamfunction with finite velocity and pressure at the origin, page 32
Afinal Final sphere surface area, page 41
Ainit Initial sphere surface area, page 41
B Half-breadth of drop, page 3
b Distance between sphere and point source, page 49
c Speed of sound, page 75
Cb Microbubble concentration, page 10
Cc Cell concentration, page 23
Cg Given concentration of microbubbles, page 77
Cp Microbubble concentration produced, page 77
D Drop deformation, page 3
d Tube inner diameter, page 75
ds Duty cycle, page 74
xiv
E Energy deposited on algae in one second, page 75
e Energy density per ultrasound pulse, page 75
Eb Required microbubble generation energy per bubble, page 77
F Force, page 92
FD Drag force, page 93
fp Pulse repetition frequency, page 10
Fr Maximum SYTOX fluorescence relative to an untreated control, page 11
k Arbitrary constant in jet problem, page 90
KA Dilatation modulus of cell membrane, page 24
L Half-length of drop, page 3
l Distance between point on sphere and point source, page 85
m Point source strength, page 19
nM Number of Fourier modes, page 54
nP Number of points used to define the sphere surface, page 54
Ncells Number of cells in Monte Carlo model, page 73
p Pressure, page 35
P (t) Time-varying dynamics pressure, page 18
p0 Ambient pressure, page 18
P1 Power during first step of microbubble generation, page 77
P2 Power during second step of microbubble generation, page 77
p∞(t) Far-field pressure, page 18
pf Probability of disruption from Monte Carlo model, page 73
Pn Legendre function of first order and degree n, page 32
Pr Peak rarefaction pressure amplitude, page 10
xv
Q Flow rate, page 10
Qn Legendre function of second order and degree n, page 78
r1 Original radial coordinate of point source, page 83
Rb Bubble radius, page 18
Ri Reference r coordinate, page 40
ri Deformed r coordinate, page 40
rn Legendre coefficients of radial velocity, page 32
rp Location of specified pressure in finite element geometry, page 49
Rcell0 Initial cell-to-bubble spacing, page 23
Rbreak-up Bubble break-up radius, page 19
Rbuckling Bubble buckling radius, page 19
Rcell Cell-to-bubble spacing, page 23
rin Inner radius of finite element geometry, page 49
rout Outer radius of finite element geometry, page 49
Rruptured Bubble rupture radius, page 19
Rb0 Initial bubble radius, page 18
S Initial arc length, page 38
s Deformed arc length, page 38
st Total suspended solids, page 77
t Time, page 42
t1 Duration of first step of microbubble generation, page 77
t2 Duration of second step of microbubble generation, page 77
td Time for average areal strain to reach critical value, page 44
tm Membrane thickness, page 72
xvi
tn Gegenbauer coefficients of angular velocity, page 32
U Velocity scale, page 23
usphere Velocity at b from the bubble center, page 50
uθ Angular velocity, page 34
ur Radial velocity, page 34
ur,out Radial velocity at outer radius of finite element geometry, page 49
ur,in Radial velocity at inner radius of finite element geometry, page 49
V Volume, page 75
V1 Volume of microbubble solution produced after first step of microbubble generation, page 77
Vg Given volume of algae, page 77
Vp Volume of microbubble solution produced, page 77
w Pulse width, page 75
Y Young’s modulus, page 5
Zi Reference z coordinate, page 40
zi Deformed z coordinate, page 40
Reiner Inertial Reynolds number for jet problem, page 92
Revisc Viscous Reynolds number for jet problem, page 93
Superscripts and Subscripts
()fit Fourier fit position functions, page 54
()i The ith term in the given list, page 39
(¯) Quantity inside sphere, page 31
xvii
Chapter 1
Introduction
1.1 Motivation
Current use of fossil fuels is unattractive due to their increasing costs and environmental impacts. Alternative
sustainable fuel sources are needed, and biofuels derived from renewable biological feedstocks are one of
the most promising alternatives to fossil fuels [125]. Biodiesel fuels have progressed from first generation
feedstocks such as soybean and corn, to second generation feedstocks such as jatropha and jojoba oil, to
third generation feedstocks such as microalgae [3]. Benefits of microalgae include their high lipid content
and the ability to double their biomass rapidly, reducing land requirements [23, 80]. Algae have the ability
to purify wastewater or remove carbon dioxide from power plant flue gas [120, 125]. Additionally, use of
algae as a biodiesel feedstock does not compete with a food supply as other feedstocks do.
Despite the apparent advantages of biodiesel from microalgae, several challenges impede full-scale adop-
tion of this feedstock. The current technologies involve growth of a pure culture to ensure consistent pro-
cessing requirements and a stable product. However, this method of cultivation is difficult and requires
significant expense [125]. The water required to grow algae on a commercial scale could also drive up the
cost of the fuel [77]. Recent studies suggest that algal biodiesel is energy efficient only if coupled with
wastewater treatment [25], and currently only economically beneficial if producers are granted federal money
or the renewable fuel tax credit is reinstated [5]. Therefore, research must focus on reducing the cost and
energy requirements for algal biodiesel.
One method for improving the energy recovered from algae is to disrupt the cells prior to lipid extraction.
Disrupting the cell has been shown to improve the recovery of lipids by up to a factor of four [66, 96]. Cell
disruption methods can rely on mechanical, biological, or chemical processes to break the cell membrane, but
mechanical methods are preferred due to ease of scaling up these processes and the lower potential for further
downstream processing [66]. Unfortunately, the disruption energy of these techniques is typically higher than
the energy of combustion of algal biomass, leading to net negative energy gained when mechanical disruption
processes are used [26, 67].
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However, there is no expectation that the energy is applied efficiently in these devices. For example,
when algae are disrupted with an atomic force microscopy (AFM) tip, the specific energy of disruption
is only 6.73 × 102 J/kg, approximately 105 times smaller than the current state-of-the-art hydrodynamic
cavitation [67], which requires 3.3× 107 J/kg.
Theoretical estimates based upon individual cell properties also suggest significantly lower specific dis-
ruption energy than current processes. Estimates of membrane mechanical properties and microscopic mea-
surements of cell size, elongation, and percent of the membrane damaged provide a means of calculating the
energy of disruption for Saccharomyces cerevisiae [6]. With the assumption that damage to 25% of the cell
wall constitutes complete disruption, the result is a specific disruption energy of 2.26×102 J/kg dry biomass
[66]. A similar energy estimates results if based upon anticipated bonding energy in the cell walls. The
assumptions that the cell wall is entirely formed by hydrogen bonding, and that 25% of the bonds in the
cell wall must be broken for complete disruption, result in a predicted disruption energy of 3.32× 102 J/kg
[66]. For comparison, an estimate of the energy for cell disruption is given in appendix A using the critical
tension to rupture a lipid membrane: 1.3× 10−1 J/kg of cell biomass.
The overall energy balance of algal biodiesel production could improve significantly if cell disruption were
more efficient, since more energy could be harvested. Thus, the motivation of this work is to better under-
stand the mechanism for mechanical algal cell disruption with the aim of reducing its energy requirements.
1.2 Review of previous work
Despite the importance of cell disruption in algal biodiesel, it has received relatively little attention [66].
Thus, in reviewing relevant literature, we will also include work on cell disruption of other species or model
cells in addition to the limited algal disruption research.
1.2.1 Ultrasonic disruption
Ultrasonic disruption, involving a cell near an expanding or collapsing microbubble, shows significant promise
as an effective algal disruption technique [96]. Current ultrasonic disruption operates in the 10–100 kHz
range to increase the probability of bubble generation during the low pressure portion of the wave [7, 10, 68].
However, these devices are inefficient, and heat generated during disruption must be dissipated [46]. Im-
provements could be made if disruption were tightly controlled and the energy could be localized near the
cell. The biomedical industry has investigated controlled membrane permeability from ultrasound (i.e. sono-
poration) for several applications, including including drug delivery [22], cell lysis [41], and gene therapy [31],
but acoustically driven disruption has not been studied for algal cells.
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The efficacy of bubble action in cell membrane permeabilization, whether in biomedical or algal appli-
cations, is expected to depend upon the intensity of the ultrasound, the character and dynamics of the
bubble, and the relative proximity of the cells to the bubble, though the relative importance of these factors
is unclear. Different studies of biomedical cell disruption indicate that all might be important in cases, but
suggest that their relative importance depends on many factors. For example, studies of human prostate
cancer and aortic smooth muscles cells indicate that the energy exposure of ultrasound correlates with cell
disruption [42]. In contrast, average cell-to-bubble spacing seems to better correlate with the poration of
jurkat lymphocytes [121]. Another study on human prostate cancer cells suggests that the distance over
which biological effects occur decreases as the microbubble concentration increases from 3× 104 to 108 bub-
bles/ml [41]. Bubble collapse is generally thought to be important, but in some cases bubbles can collapse
without increasing cell permeability [52], and in other cases, cell permeability can be increased without bub-
ble collapse [35]. These studies are typically in confined geometries and the aim is a mild transient disruption
rather than the irreparable disruption sought for algae. Thus, it is challenging to anticipate even the basic
mediating factors for algal disruption, or how this method might be used to improve the net energy balance
for algal biodiesel production.
The exact mechanism for cell disruption or membrane permeabilization from ultrasound is not known,
although several mechanisms have been proposed. High-speed visualization shows liquid jets are produced
during asymmetric bubble collapse, and this is suggested to be responsible for the damage of cervix cancer
and endothelial cells [62, 88]. However, jet formation is rare [36], so it is considered unlikely to explain all
sonoporation [35]. The oscillation of bubbles near a boundary also causes microstreaming, potentially leading
to rupture the cell membrane from high shear [35]. However, microstreaming causes only a small portion of
overall cell lysis; encounters between free cells and bubbles are the primary cause [82]. The strong collapse
of microbubbles also generates shock waves [51], and a single shock wave from a shock tube can effectively
permeate the cell membrane of some cancer cells [60], so shocks are considered a possible mechanism for
membrane permeabilization [75, 76, 112]. The membrane shear and strain from fluid flow near the expanding
and collapsing bubble is thought to be the primary mechanism for sonoporation [35, 75]. Here we specifically
investigate the strain due to bubble expansion as a possible mechanism for algal cell disruption.
1.2.2 Viscous drop deformation
The disruption of cells in microbubble-generated flows is also informed by literature on the deformation and
breakup of viscous drops in extensional or shear flows. We refer the reader to review articles by Acrivos [1],
Rallison [97], and Stone [109] for a full overview of this field of study and present the relevant results here.
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G. I. Taylor [113, 114] presented the first analytical solution and experimental verification for equilibrium
drop shapes in spherical coordinates and showed that the drop deformation (defined as D ≡ (L−B)/(L+B)
with L and B the half-length and half-breadth of the drop, respectively) is proportional to the Capillary
number of the flow. T. D. Taylor [115] later extended slender-body theory to problems in low-Reynolds-
number flows, and specifically the deformation of a drop. It is often important to know the shear rate
required to break apart the drop, and results show that this critical value is a function of viscosity ratio,
Capillary number, and flow type [12]. For a given viscosity ratio, drop breakup occurs at a lower critical
Capillary number in hyperbolic flow than simple shear [38]. Experimental results also indicate that simple
shear is incapable of inducing breakup if the viscosity ratio is above four [12, 114].
This previous analysis assumes that the drop is small so that the Reynolds number is low in both phases.
This assumption does provide considerable simplification of the flow equations, but the Reynolds number
near an expanding microbubble is near 100 (see chapter 3), so inertia cannot be neglected in our analysis.
Inertia has been shown to affect the deformation of small viscous drops in simple shear [56, 71], extensional
flow [2, 17], and vortical flow [72]. In all these cases it is assumed that the length scale of velocity variations is
smaller than the drop diameter. Since the velocity close to an expanding microbubble may vary considerably
on opposite sides of a viscous cell, new analysis is needed to extend this work to the flow of interest.
1.2.3 Models of cell-bubble interaction
Theoretical models are lacking for cell deformation during bubble expansion. Lokhandwalla and Sturte-
vant [75] developed a model to describe tension in the cell membrane near a bubble subjected to a shock
wave lithotripsy pulse. They approximated flow around a disk-shaped cell as spherically-symmetric around
the bubble center and incompressible. The tension in the cell membrane was calculated with a force balance,
with pressures based on Bernoulli’s equation. While their analysis does provide a first step for understanding
cell damage near expanding microbubbles, several assumptions limit the present applicability of their model.
Perhaps most importantly, the microbubble is far from the cell. Our experimental results (see chapter 2)
suggest that the bubbles must be within a few cell radii of the cell to be effective, so that the uniform strain
in that study is expected to be inaccurate. Further, they modeled the cell as a disc, which is well-motivated
for red-blood cells, but the present algae (Chlamydomonas reinhardtii) are nearly spherical [45, 50], which
will alter the calculation of force in the membrane.
More recently, Gracewski et al. [39] extended the work of Lokhandwalla and Sturtevant [75] by placing
the cell closer to the bubble and solving for the flow field with a boundary element method. They compared
the effect of a rigid or deformable spherical cell had on the flow field and pressure on the cell. In order to
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approximate a deformable cell, they allowed the fluid interior to the cell to be compressible, although it it is
expected to be essentially incompressible, and varied the surface tension in the cell linearly with the areal
expansion. However, this model is limited in its applicability due to the compressible nature of the interior
fluid and the matched viscosity of the interior and exterior fluid.
An additional model by Doinkov and Bouakaz [30] estimated the shear stress on a cell near an oscillating
shelled microbubble, but their analysis required a small change in the bubble radius and approximated the
cell as an infinite rigid wall. Their assumptions are valid for the case of a microstreaming bubble near a
human cell, but not accurate for the large bubble expansions and small algal cells in the present setup.
1.2.4 Mechanical properties of algae and other cells
Very few studies have quantified the mechanical properties of microalgae; we summarize the limited literature
here. A study by Carpita [20] found that 50% of the microalgae Chlamydomonas eugametos were disrupted
when they experienced a sudden decompression of 9.6 MPa. Based on the cell radius and wall thickness,
Carpita estimated a hoop stress for disruption of 838 MPa. It requires 48 MPa of pressure to disrupt the
microalgaeChlorella by flowing them through a disruption apparatus similar to high-pressure homogenization
(HPH) where high shear acts [54]. However, this pressure is not the mechanism that destroys the cells; it
is only the pressure drop required for the cells to move into the high-shear area. The Young’s modulus
of the complete algal cell has recently been estimated from AFM measurements, and for dry Scenedesmus
dimorphus it is Y = 57.0±7.2 MPa compared with 2.21±0.40 MPa for aqueous cells of the same species [122].
Mechanical properties of macroalgae (multi-cellular, plantlike species that are visible to the naked eye) have
been reported [47, 118], but provide little insight into the behavior of microalgae under similar conditions.
Estimates of the critical areal strain at membrane failure for algal cells are lacking, but this value is
reported for red-blood cells and lipid-shelled vesicles. The critical areal strain for red-blood-cell membrane
rupture was identified through a classic experiment by Evans et al. [32]. These micropipette measurements of
isotropic tension in pre-swollen cells showed a mean critical areal strain of 3±0.7%. In a similar manner it was
shown that the critical areal strain for Palmitoyl oleoyl phosphatidylcholine lipid vesicles is 3.7± 0.6% [104].
Unilamellar and bilamellar lipid vesicles exhibit a critical strain of 4.7% [104]. Needham and Nunn [85]
showed that critical areal strain of lipid bilayer membranes increases with addition of cholesterol. For the
cases studied, the critical areal strain was 2-5% in these membranes. The micropipette method allowed
calculation of the strain to rupture sarcolemmal vesicles shed from rabbit muscle; the reported critical areal
strain is 2.6± 0.5% [87]. Li et al. [70] disrupted red-blood cells at a constant hematocrit with laser-induced
cavitation bubbles with bubble lifetimes from 40–60 µs. They found that areal strain above 40% was required
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to disrupt more than half of the cells. They suggest that the brief exposure time does not allow the cells to
respond biochemically and lessens the chance that the cellular material can exit the cell through a membrane
pore. Estimating the critical areal strain for algal cells could significantly improve the development of efficient
disruption techniques, since methods should not apply energy after the cell has ruptured.
1.3 Present work
The present study is of ultrasound disruption of algae co-suspended with microbubbles. An experimental
ultrasonic setup is developed to disrupt an algal solution with added microbubbles. Fluorescent measure-
ments of treated algae allow calculation of disruption in this setup. The energy use is estimated by knowing
the acoustic energy acting on the bubble solution and the energy for microbubble generation.
To investigate bubble expansion as a possible cell disruption mechanism, we develop two models of a
cell near an expanding bubble. In the experiment, the flow outside the cell is shown to be dominated by
inertial forces while viscous forces are dominant inside the cell. The analysis leading to these estimates is
based on a spherically-symmetric model of shelled bubble motion. Since expanding flow from the bubble
is approximately extensional in the cell reference frame if the cell is far from the bubble, the first model
analyzes the deformation of a viscous sphere in inviscid extensional flow. The viscous interior flow is governed
by Stokes equation, and the exterior stresses at the sphere boundary are therefore conveniently expressed
as summations of Legendre or Gegenbauer functions. By equating the stresses at the sphere boundary, we
explore the conditions for cell disruption (actually large deformation in this model) from extensional flow.
Since bubble expansion causes spherically symmetry flow about the bubble center, we also model the flow
field near a viscous sphere from an expanding microbubble as a point source and show that cell deformation is
significant. Finite element software is used to solve the flow equations with this model, and the deformation of
the cell is calculated for conditions similar to the experiment. A simple indirect comparison of the estimated
strains and successful disruption in the corresponding experiments for different microbubble loadings allows
estimation of the required areal strain to break apart algal cells.
1.4 Overview
The key findings of our work below present an overview of the dissertation.
• Ultrasound exposure of algae with pre-loaded microbubbles shows significant disruption of up to 58%
of the cells. Disruption increases with peak negative ultrasound pressure between 1.90 and 3.07 MPa
and added microbubble concentration up to 12.5× 107 bubbles/ml.
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• Adding microbubbles to a solution of algae prior to ultrasonic disruption localizes energy relative to
current methods. The energy is localized to the microbubble locations and in time by pulsing the
applied wave, leading to energy requirements one-fourth of current methods.
• Estimates of the minimal algae–bubble distance to cause cell disruption (i.e. the disruption radius) are
in agreement with previous work on other cells and show that this radius increases with peak negative
ultrasound pressure.
• Models of the bubble dynamics suggest that the flow outside the cell is dominated by inertial forces,
while the Reynolds number in the cell indicates that viscous forces dominate in the cell for low bubble
concentrations in the experiment.
• Inviscid extensional flow provides insufficient areal strain to disrupt algal cell membranes in the exper-
iment, suggesting asymmetry of the flow is required for cell disruption to occur.
• A finite element model suggests that the areal strain is a maximum on the point of the cell closest to
the bubble. This areal strain increases with increasing source strength and decreasing cell-to-bubble
spacing, showing qualitative agreement with the experimental results.
• Estimates of the total areal strain required to disrupt the algal cells are close to 21%, although an
increased cell viscosity and the membrane would reduce the predicted required strain.
The dissertation is organized as follows. Chapter 2 presents the development of an experiment to disrupt
algae co-suspended with microbubbles by applying a high pressure ultrasound wave. Estimates of the bubble
response to the applied pressure wave made in chapter 3 suggest that some of experimental conditions
represent high bubble-cell spacing, with exterior flow dominated by inertial forces and interior cellular flow
dominated by viscous forces. Since the flow near a point source of mass is approximately extensional in
the cell frame of reference if the cell–bubble spacing is large compared with the cell radius, we develop an
analytical model for flow near an expanding microbubble in chapter 4: steady inviscid extensional flow over
a viscous sphere. In chapter 5 we solve the problem of steady point source flow near a viscous sphere with
the aid of finite element software. These simulations are used to estimate the deformation for cases similar
to the experiment. The conclusions of this work are discussed in chapter 6 with limitations and options for
future work. The appendices provide calculations used in the body of the dissertation and verification of the
numerical model.
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Chapter 2
Algal Cell Disruption using
Microbubbles to Localize Ultrasonic
Energy
2.1 Introduction
There are several aspects of current ultrasonic disruption techniques that offer opportunities to increase
the energy efficiency substantially. Ultrasonic disruption typically operates with a continuous low-frequency
(about 10 kHz) wave [7, 68], which is designed to increase the probability of microbubble generation during a
low pressure portion of the wave [10]. The fluid motion due to the bubble growth and collapse and the shock
wave accompanying the strong collapse of a microbubble disrupt the cells with shear, heat, or free radical
formation [46, 66]. The dissipation associated with these mechanisms is evidenced by the need to remove
heat from sonicators [46]. A low probability of strong interaction with nearby cells decreases efficiency [67].
Significant flexibility would be afforded by separating the bubble loading from the insonification. In
this case, the frequency and bubble sizes could be set near resonance to amplify its efficacy. Similarly,
the probability of cell-bubble interactions could be specified by changing the concentration of pre-loaded
microbubbles. The bubbles have the potential to localize the ultrasonic energy in space, near the algal cells.
Their presence, however, also facilitates localization in time. Since the bubble response will be rapid with
properly tuned ultrasound, it can then be applied in pulses rather than continuously. As shown in figure 2.1,
this application will further reduce energy required because the ultrasound can be off most of the time.
Furthermore, the energy of bubble formation in sonication processes is inefficient [66], but bubbles could be
generated in a separate stage much more efficiently.
Ultrasound contrast agents (UCAs) provide readily available means to assess the potential of this pre-
loading approach. These microbubbles were initially introduced to enhance diagnostic ultrasound by increas-
ing the acoustic impedance mismatch. They are made of thin protein or lipid shells with typical diameters
between 1 and 10µm [110]. It has been established in biomedical applications that when these microbub-
bles collapse due to strong acoustic forcing, the resulting pressure gradients and microjets disrupt cellular
membranes [110]. It has been demonstrated that they can be used to transiently disrupt cell membranes
so that molecules, such as drug molecules, can be transported into cells [42]. Here, their potential for total
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Figure 2.1: Waveforms with 3.07 MPa peak negative pressure. (a) 10 kHz continuous wave, (b)
0.9 MHz ten-cycle pulsed wave with 1000 pulses per second, and (c) measured waveform of one 0.9
MHz ten-cycle pulse.
disruption of algal cells is investigated.
The overall objective of this chapter is to examine the potential of pre-loading with microbubbles to
significantly advance the efficiency of ultrasonic algae disruption. Ultrasound contrast agents are used to
provide a controlled microbubble geometry and pre-loaded concentration.
2.2 Materials and methods
2.2.1 Algae
Chlamydomonas reinhardtii colonies were cultivated on Petri dishes and then transferred to 250 ml Erlen-
meyer flasks with 150 ml TAP medium. They were subsequently grown on a shaker table with continuous
lighting (110 ± 30 µmol photons m−2 s−1) at 24◦C. Tests were initiated during exponential growth phase,
and a cell count (with hemocytometer) showed 8.9× 106 cells/ml. Total suspended solids were 0.76 mg/ml.
2.2.2 Microbubbles
The contrast agent used for these experiments was DefinityTM (Lantheus Medical Imaging, N. Billerica, MA,
USA). These are lipid-shelled microbubbles with a diameter in the range of 1.1-3.3 µm with a reported mean
of 1.98 µm [58]. The experimentally-measured resonant frequency is between 4.0 and 4.5 MHz for 2 µm
diameter DefinityTM microbubbles [111].
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2.2.3 Ultrasound setup
The experimental configuration is shown in figure 2.2. The algal solution flowed through a clear vinyl tube
with inner diameter 1.6 mm and wall thickness 0.79 mm. The tube was insonified by a 0.9 MHz transducer
with f-number of 2 (Valpey Fisher, Hopkinton, MA). This frequency provides a beamwidth that covers the
cross section of the tube: the -6 dB beamwidth of the pulse is 4.6 mm [24]. The alignment of the transducer
relative to the tube was determined by transmitting a pulse to an air-filled tube; the point of peak amplitude
reflection in pulse-echo mode was selected.
Ultrasound Pulser-
Receiver System
Transducer
Syringe Pump
Tubing
Water Tank
Support
Centrifuge Tube 
Sample Collection
Suspended Algal Cell/ 
Microbubble Solution
Figure 2.2: Experimental setup schematic for treating algal solutions with a 0.9 MHz transducer
controlled by a pulser-receiver system.
Ten-cycle tone bursts were generated at a pulse repetition frequency of fp = 1000 Hz using a pulse-
receiver system (RITEC RAM5000, Warwick, RI). Solutions with microbubble concentrations (Cb) between
0 and 15 × 107 UCAs/ml were prepared by pipetting the appropriate volume of a stock solution of 1010
UCAs/ml into a 20 ml algae-filled syringe. Uniform distribution of the UCAs in the syringe was ensured
by gently rolling the syringe vertically and horizontally for 30 seconds prior to each test. The solution was
visually well-mixed and the rise times based on Stokes drag of the microbubbles (16 min) far exceeds the
testing time. Peak acoustic rarefaction pressures (Pr) of 0, 1.90, 2.38, 2.83, and 3.07 MPa were measured
with a polyvinylidene fluoride hydrophone following established procedures [98].
For each test, 3.0 ml of the solution of algae and microbubbles was pumped through the tube at a rate
of Q = 40 ml/hr (0.67 ml/min) with a syringe pump, though only the final 1.5 ml were collected in a 2.0
ml centrifuge tube to ensure that only samples treated with the selected test conditions were collected. For
each test condition, four 180 µl samples were analyzed in a microplate reader, and each test condition was
repeated three to ten times.
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2.2.4 SYTOX fluorescence diagnostic
To quantify cell viability, SYTOX green fluorescent probe was used (Molecular Probes Inc. Eugene, OR,
USA). To do this, a 10 µM solution was prepared by diluting the 5 mM stock solution in deionized water,
and 20 µl were mixed with 180 µl of treated algal solution in each well of a 96-well plate. This produced a
final SYTOX concentration of 1.0 µM in accordance with recommendations for eukaryotes [73].
The well plate (and cover) were placed in a microplate reader (Infinite 200 series, Tecan Group Ltd.
Ma¨nnedorf, Switzerland). The samples were shaken for 10 seconds with a 1 mm orbital amplitude and
then excited with 488 nm light. Fluorescent emission was measured at 534 nm with gain set at 80%. This
measurement was repeated for 30 minutes. Maximum fluorescence values during the 30 minutes are reported.
While it is has been shown that SYTOX fluorescence correlates well with disruption for many species [65,
100], levels have not been calibrated for Chlamydomonas reinhardtii. To do this, the algal cells were made
to be permeable with 70% isopropyl alcohol as proposed by Roth et al. [100] with the modification that
the sterile dilute medium was replaced with deionized water. The disrupted cells were then combined with
untreated cells, and three separate calibration samples with 0, 20, 40, 60, 80, and 100% of disrupted cells
were analyzed. The measured relationship between fraction disrupted (∆df ) and maximum fluorescence
relative to an untreated control (Fr) was well fitted by
∆df = 0.338ln(Fr) (2.1)
with an R2 value of 0.975.
2.2.5 Disruption radius: Monte Carlo analysis
The distance from a contrast agent over which disruption occurs (i.e. the disruption radius) has been shown
to play key role in predicting bioeffects in previous sonoporation experiments [41]. Here, Monte Carlo analysis
with Matlab (MathWorks, Natick, MA) allowed estimation of the disruption radius for the bubbles in this
experiment. We simulated the bubble and cell concentrations in the experiment and varied the disruption
radius until the percentage of cells within the disruption radius was equivalent to the disruption determined
from the SYTOX readings.
Simulated cells and bubbles were randomly placed within a cubic domain with edge length 300µm and
repeating boundary conditions. This domain size is shown to accurately predict disruption to within 0.5% in
appendix B, which, due to the variation in experimental results, is sufficiently accurate to compare model and
experiment results. Concentrations of the cells and bubbles matched those in the disruption experiment.
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(a) (b)
Figure 2.3: Photographs of Chlamydomonas reinhardtii with shelled microbubbles. (a) Before
ultrasound and (b) after ultrasound. Microbubble concentration: 7.5× 107/ml, peak rarefactional
pressure: 1.90 MPa.
Chlamydomonas sp. is known to be quasi-spherical with average radius of 8.0 µm [20, 45], and Definity
microbubbles have an average radius of 0.99 µm [58], so the cells and bubbles were approximated as spheres
with radii of 8.0 and 0.99 µm, respectively. The placement ensured a gap between all cell and bubble surfaces.
After the random placement of cells and bubbles, we calculated the number of cells within a given disrup-
tion radius of a bubble. The average probability of disruption was calculated after 200 random placements
at each bubble concentration and disruption radius. By doing so, we were able to estimate the percentage of
cells disrupted at the bubble concentrations in the experiment when the disruption radius was 9.0–20.0 µm.
For a given bubble concentration and peak negative ultrasound pressure, we found the disruption radius
that caused equivalent disruption percentage from Monte Carlo analysis and SYTOX readings.
2.3 Results and discussion
2.3.1 Experimental results
Figure 2.3 shows images of the cells with and without ultrasound treatment in the presence of microbubbles.
Without treatment the cell appears intact, and the contrast agent bubbles are clearly visible. After sonication
at Pr = 1.90 MPa, the cells are visibly damaged, confirming that cell disruption occurred with this setup. No
UCA microbubbles are observed in treated samples, confirming their destruction by insonification. Reported
results suggest that Pr of 2 MPa caused postexcitation collapse of Definity
TM contrast agents when insonified
with a three-cycle tone burst of 0.9 MHz [58], which also indicates that complete bubble disruption would
occur under the present operating conditions.
Measured fluorescence intensities relative to a control without ultrasound treatment were converted to
percent change in disrupted algae ∆df using (2.1). Figure 2.4 shows that the samples without contrast
12
0 2 4 6 8 10 12 14 16
−10
0
10
20
30
40
50
60
70
 
 
C
h
a
n
g
e
in
D
is
ru
p
ti
o
n
,
∆
d
f
(%
)
Microbubbble Concentration, Cb (10
7/ml)
Pr = 1.90 MPa
Pr = 2.38 MPa
Pr = 2.83 MPa
Pr = 3.07 MPa
Figure 2.4: Change in cell disruption as a function of microbubble concentration at different
pressures. Average and standard error of three to ten samples at each pressure and concentration.
agents showed no significant increase in disruption, indicating that insonification without microbubbles did
not disrupt the cells. For concentrations above 0.1×107 UCAs/ml, cell disruption increases with microbubble
concentration and ultrasound intensity up to Cb = 12.5×107 UCAs/ml for most testing pressures. However,
the maximum ∆df is 58% at Cb = 10× 107 UCAs/ml and Pr = 3.07 MPa.
For all the pressures tested, disruption was lower for Cb = 15 × 107 UCAs/ml than Cb = 12.5 × 107
UCAs/ml, suggesting an inhibitory effect at these highest concentrations. This would be consistent with
attenuation of the sound waves by scattering from the bubbles which would shield a portion of the bubbles
in the tube from the incident sound waves.
At low concentrations, there is an unintuitive but repeatable larger ∆df at 1.0 × 107 than 2.5 × 107
UCAs/ml. This was confirmed with multiple samples tested on multiple days. It is interesting to note that
this maximum occurs near the cell concentration for which there are equal numbers of microbubbles and cells,
though any particular importance of this is as yet unclear. It might reflect a balance of low shielding, due
to low microbubble concentration, but still sufficiently close average bubble-cell spacing to yield significant
disruption. In general, this suggests that different phenomena could affect disruption at low versus high
bubble concentrations.
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2.3.2 Disruption radius: Monte Carlo analysis
Monte Carlo analysis provided an estimate of the disruption radius at each pressure and concentration,
and these values are given in figure 2.5. The disruption radius is between 9.2 and 19.1 µm for all the
pressures and concentrations in the experiment. The highest disruption radius occurred at microbubble
concentration of 1.0 × 107/ml, which also showed a local maximum in the disruption. For concentrations
above 1.0 × 107 bubbles/ml, increasing the bubble concentration did not significantly alter the disruption
radius. Increasing the pressure caused an increase in disruption radius for all bubble concentrations.
Figure 2.5 (b) shows the current results compared with data from Guzman [41]. In that study, suspensions
of prostate cancer cells were co-suspended with Optison R© microbubbles and were disrupted with 60 ms pulses
of a 500 kHz wave. The peak negative pressure and exposure time were altered so that the energy density
of exposure was 2, 49, 221, or 817 J/cm2. The peak negative pressure for these cases was either 0.64 or 2.96
MPa. They showed a decrease in the disruption radius with increasing concentration of Optison R© bubble
concentration up to 8×107 bubbles/ml. We calculate the energy exposure in our experiments in appendix C.
Our results agree very closely with their normalized disruption radius. The normalized disruption radius is
between 9 and 17 for concentrations between 107 and 108 bubbles/ml in their experiment and it is between
9.2 and 19.1 for our experiment as well. The present study estimates the disruption radius at slightly
higher concentrations than the previous work and indicates that little decrease in the disruption radius
is expected as the bubble concentration increases above 108 bubbles/ml. Our results also agree with the
previous experiment in that higher energy causes a higher disruption radius. The good agreement between
these two measures of disruption radius indicates that the disruption radius may be independent of cell and
bubble type.
2.3.3 Energy relative to other cell disruption methods
The acoustic energy required to disrupt algae in the current setup is estimated in appendix D and shows a
specific disruption of 112 J/kg of dry algal biomass. It should be recognized that only the acoustic energy
is accounted for, not the entire energy of the tone burst or the electrical energy to create the pulse, though
contributions from such factors are expected to be small. Modern transducers have reported efficiencies
above 95% [9], so the electrical energy to create the acoustic pulse approximately equals the acoustic energy.
Figure 2.6 shows that the energy of disruption compares favorably with the other disruption-only esti-
mates. It is somewhat less than the estimates based upon stress analysis of cell walls and AFM measurements
but significantly more than estimates of energy required to disrupt lipid membranes. To compare with full
disruption energy requirements of established processes, the energy budget needs to include an estimate of
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Figure 2.5: Disruption radius at each concentration. (a) Present data and (b) comparisons with
Guzman [41]. The applied energy reported in that study is ◦ = 2, ▽ = 49, 2 = 221, and ⋄ = 817
J/cm2.
the energy required to form the contrast agents microbubbles, as provided in appendix E, which shows a
bubble formation energy of 6.17× 106 J/kg of dry biomass. Alternatively, if microbubbles are generated for
dissolved air flotation (DAF) for harvesting algae, the energy for bubble generation ranges from 3.1 × 106
to 7.1 × 106 J/kg of dry algal biomass [123]. Even with the microbubble generation energy included, the
proposed cell disruption method is estimated to use less than one fourth of the specific energy required for
hydrodynamic cavitation, E = 3.3 × 107 J/kg [43], which is the lowest of the currently used commercial
methods.
The apparent energy advantage of the current approach relative to other insonification methods can be
explained by several aspects of the respective methods. The energy is localized near the cell by increasing the
concentration of microbubbles and decreasing the average cell-to-bubble spacing. Pulsing the wave decreases
the energy use and reduces heating. Finally, the frequency of the acoustic wave is close to the microbubble
resonant frequency to improve the efficiency, since less energy is required if the bubble responds strongly to
the incident sound waves.
It is somewhat surprising that the present method seems to require less energy than the direct application
of force via an AFM tip, and there are several aspects of the respective methods that might yield this
difference. For one, the microbubble disruption is more rapid and dynamic. The cells experience forces that
vary over microseconds, whereas the AFM experiment was so slow it might be approximated as quasistatic.
Even a pure mechanical response of a viscoelastic body varies considerably based upon the character of the
force, even before any rate-dependent biological response might become important. The algal species are
also different, so no close agreement would even be expected even for AFM. The Tetraselmis suecica studied
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in the AFM experiments has a cell wall composed mainly of 3-deoxy-manno-2-octulosonic acid, which is
different from the glycoprotein cell wall of the present Chlamydomonas [67, 119].
It is consistent that the current technique is between energy anticipated by models based on algal mem-
brane tension and bond energy and the energy expected by the critical lipid membrane tension. The the-
oretical models assume that damage to 25% of the cell membrane is required to disrupt the cells, whereas
the present method only requires sufficient damage to allow SYTOX to enter the cell and fluoresce. The
disruption energy for typical lipid bilayers is provided as a lower-bound reference for the energy required for
cell disruption. However, the cell walls of algae are stronger than typical lipid bilayers, so the ultrasound
energy requirements are expected to be above this lower bound.
If the bubble formation occurred with DAF, the energy required for cell harvesting could be shared with
the energy for bubble formation. Other disruption methods require additional energy for cell harvesting,
while integrating DAF with the present disruption technique would not. Thus, the energy benefit of this
method would be even greater than the difference between bubble generation and full system disruption.
2.4 Conclusions
Ultrasound exposure of algae with pre-loaded microbubbles shows significant cell membrane disruption,
up to 58%. Disruption increases with both peak negative ultrasound pressure and bubble concentration.
Estimates of the disruption radius from Monte Carlo calculations are in good agreement with previous
disruption radius calculations. The energy advantage of this process derives from flexibility afforded in
separating bubble generation from insonification and the localization of energy in space and time. The
result is disruption energy many times lower than current scaled-up methods and comparable to theoretical
estimates. Estimates of the disruption radius in this process are in line with previous estimates using different
cells and contrast agents. This process could significantly improve the energy balance for production of algal
biofuels, especially if it can be synergistically combined with dissolved air flotation to efficiently harvest and
disrupt algal cells for lipid extraction. Additionally, if the bubbles were attached to the cells, all cells would
be expected to be within a disruption radius of a bubble and considerably lower concentrations of bubbles
could be used than in the current setup. This method could localize the energy even more than the current
setup.
These results are encouraging, however at this point we can only speculate the precise mechanism(s) that
might cause the bubbles to disrupt the cells. The following chapters examine whether bubble expansion is
a mechanism for cell disruption.
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Chapter 3
Fluid Flow near a Microbubble
3.1 Introduction
In this chapter we estimate the bubble dynamics in the ultrasound experiment using the Marmottant
model [78] for spherical shelled microbubble dynamics from the time-varying pressure in an unbounded fluid.
While neighboring cells or other surfaces can cause nonspherical bubble collapse [11, 14, 15, 51, 61, 88, 93],
the goal of the present model was not to accurately replicate the full bubble growth, collapse, and frag-
mentation of all bubbles in our experiment, but to isolate the response of a single bubble near a cell and
estimate the flow regime for models in chapters 4 and 5 that describe phenomenological mechanisms for cell
disruption in the experiment. Estimates of the Reynolds number suggest that the flow outside the cell is
dominated by inertial forces, whereas viscous forces dominate inside the cell for low bubble concentrations.
3.2 Spherical model of bubble dynamics
Micron-sized bubbles will respond to a megahertz pressure wave by expanding and contracting with the rar-
efactional and compressional phases, respectively. Since UCAs are significantly smaller than the wavelength
of typical ultrasonic frequencies, the far-field pressure is assumed uniform over the bubble and the bubble
response is spherically symmetric [57].
There are several models for the forced behavior of a bubble. The Rayleigh–Plesset model is perhaps
the most common; it assumes the exterior fluid is an inviscid incompressible Newtonian liquid [94, 99] and
that the bubble pressure is balanced by surface tension and viscous forces at the bubble surface. This model
has been useful in describing the characteristics of a free bubble even when the model assumptions are
no longer accurate, such as single-bubble sonoluminescence [48]. The dynamics in a weakly compressible
liquid are incorporated in the Keller–Miksis equation [55]. Coated microbubbles exhibit phenomenologically
different responses than unshelled bubbles, including an increased resonance frequency of albumin-shelled
UCAs [27]. Thus, the Marmottant model has been shown to represent a wide range of nonlinear shelled-
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bubble responses [57, 78]. With this model the bubble radius Rb is given by
RbR¨b +
3
2
R˙b =
1
ρ
[(
2σ(Rb0)
Rb0
+ p0
)(
Rb0
Rb
)3γ (
1− 3γ
c
R˙b
)
− p∞(t)− 4µR˙b
Rb
− 2σ(Rb)
Rb
− 4κsR˙b
R2b
]
, (3.1)
where ρ is the density of the surrounding fluid, Rb0 is the initial bubble radius, p0 is the ambient pressure,
γ is the polytropic gas exponent, c is the speed of sound in the liquid, µ is the dynamic liquid viscosity, and
κs is the dilatational viscosity from the monolayer shell. Here it is assumed the gas inside the bubble obeys
the polytropic gas law. The far-field pressure is the sum of the static pressure and the time-varying dynamic
pressure P (t):
p∞(t) = p0 + P (t). (3.2)
A particular feature of this model is that the effective surface tension σ(Rb) varies as a function of the value
of Rb [78, 102]:
σ(Rb) =


0 if Rb ≤ Rbuckling
χ
(
R2b
R2
buckling
− 1
)
if Rbuckling ≤ Rb ≤ Rbreak-up
σwater = 0.073 N/m if broken and Rb ≥ Rruptured,
(3.3)
with χ is the shell elastic compression modulus. We use the Marmottant model to represent the bubble
dynamics of the shelled UCAs in the disruption experiment due to the model’s efficacy in describing the
response of shelled microbubbles. The values used in the model are given in table 3.1 and the solution to
(3.1) for Rb provides the bubble radius at conditions representative of the experiment.
Since the flow outside the bubble is incompressible and spherically-symmetric, it is convenient to describe
this flow resulting from a point source with strength m located at the bubble center [13–15]. We use this
description in chapter 5 to approximate the bubble dynamics near the cell. Here we evaluate the strength
of the source by noting that the bubble surface area 4πR2b expands at a rate of R˙b so that
m = 4πR2bR˙b. (3.4)
The 10-cycle pressure pulse P (t) in the experimental setup was determined by reflection of the signal
off a wire target and is given in figure 2.1 (c). We model P (t) with the pressure wave in figure 3.1. The
solution to the Marmottant equation (3.1) was obtained with the use of a stiff Runge–Kutta solver (ode23s)
in Matlab (MathWorks, Natick, MA). This code was used previously to estimate postexcitation (broadband
pressure peaks detected after microbubble excitation) of two different UCAs and showed good agreement
with experiment data [58]. The bubble response was calculated as a function of time for the four peak
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Table 3.1: Parameters used for bubble expansion model.
Parameter Value Citation
ρ 1000 kg/m3
p0 101.325 kPa
c 1480 m/s
µ 0.001 Pa s
σwater 0.073 N/m
γ (C3F8) 1.06 [37]
Rbuckling 0.99Rb0 [57, 78]
Rbreak-up Rruptured, 1.5Rb0 [78, 92]
κs 2.4 ×10−9 kg/s [57, 102]
χ 0.38 N/m [57, 102]
Rb0 0.99 µm [58]
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Figure 3.1: Modeled ten-cycle pressure wave.
rarefactional pressures in our experiment (1.90, 2.38, 2.83, and 3.07 MPa).
3.3 Radial expansion and source strength
The radial expansion versus time is shown in figure 3.2 for all pressures tested. We note that the maximum
bubble radius is 18.4–24.5 µm during the first expansion and increases with peak rarefaction pressure.
The onset of transient cavitation, which describes the fragmentation and destruction of the bubble during
inertially-dominated bubble contraction, correlates with the maximum bubble radius. The reported values
of radial expansion required for transient cavitation varies [33, 57], but Flynn and Church [34] suggested
transient cavitation occurs if the bubble radius reaches twice its original size, and this has gained widespread
adoption. Thus, we expect all bubbles shown in figure 3.2 to fragment after a single pulse. For this reason,
we focus our models for cell disruption in chapters 4 and 5 on the first pulse.
The source strength was calculated with (3.4) and is plotted in figure 3.3. Since we want to know whether
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Figure 3.2: Bubble radius versus time for four peak negative pressures.
bubble expansion could be a mechanism for cell disruption, we calculate the average source strength as the
bubble expands for the first time. The values are given in table 3.2 and are used to estimate the flow regime
for different experimental cases. We note that the average source strength increases with the peak negative
pressure.
3.4 Flow regime
To determine the dominating forces on the cell under experimental conditions, we calculate several nondi-
mensional numbers in this section.
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Figure 3.3: Source strength versus time for four peak negative pressures.
Table 3.2: Average value of the source strength during first bubble expansion.
Pr (MPa) m (10
−8 m3/s)
1.90 3.42
2.38 5.14
2.83 6.94
3.07 7.97
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3.4.1 Reynolds number
The Reynolds number outside the cell is
Re =
ρUa
µ
, (3.5)
with ρ = 1000 kg/m3 the fluid density, U a representative velocity, a = 8 µm the cell radius [20], and
µ = 0.001 Pa s the fluid viscosity. The density, viscosity and radius are easily found in the literature, but
the velocity scale requires more derivation. If we assume that the bubble acts as a steady point source, the
fluid velocity will scale with the inverse of the distance between the bubble and cell. The average initial
cell-to-bubble spacing Rcell0 based on a uniform hexagonal packing scheme is
Rcell0 =
(
13
24
√
2(Cc + Cb)
)1/3
, (3.6)
with Cc the cell concentration and Cb the bubble concentration [81]. Table 3.3 shows the spacings for the
concentrations used in the experiment. With the source strengths given in table 3.2, we estimated the
velocity for the concentrations given with
U =
m
4πR2cell0
. (3.7)
The Reynolds number inside the cell is
ĎRe =
ρU¯a
µ¯
, (3.8)
with U¯ and µ¯ the representative velocity and viscosity of the cell. The density and length scale are equal
to the exterior Reynolds values. We use U¯ = U , with the understanding that in fact the velocity in the cell
is expected to be significantly lower than the exterior flow, so the actual ratio of inertia and viscous forces
inside the cell is lower than the present estimate. It is anticipated that the viscosity of the fluid in the cell
is significantly different from the water’s viscosity. Keith and Snipes [53] used spin labels to show that the
rotational correlation times of the protoplasm of Chlamydomonas are 70 times that of than water. Here we
assume the viscosity of the cells is µ¯ = 100 cP (or 0.1 Pa s), and we expect the cell membrane, wall, and
organelles to increase the effective viscosity so that our estimate of the interior Reynolds number is actually
an expected upper bound for ĎRe.
The Reynolds numbers inside and outside the cell are plotted in figure 3.4 and clearly indicate that inertial
forces dominate the flow outside the cell. The values of the interior Reynolds number in the experimental
conditions are given in table 3.4. Since the interior Reynolds number is estimated with the exterior velocity,
and we expect the interior fluid to move slower than the exterior, we anticipate the present Reynolds number
is an upper limit of the ratio of inertia to viscous forces inside the cell. A portion of the parameter space
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Table 3.3: Bubble concentration and average cell-to-bubble spacing.
Cb (10
7 UCAs/ml) Rcell0 (µm)
0.0 35.0
0.1 33.8
1.0 27.2
2.5 22.4
5.0 18.7
7.5 16.6
10.0 15.2
12.5 14.2
15.0 13.4
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Figure 3.4: Reynolds numbers (a) inside and (b) outside the cell.
shows a maximum interior Reynolds number above unity, while at lower concentrations and pressures viscous
forces dominate the flow. In the region with ĎRe ≪ 1, the cell may be modeled as a viscous sphere in an
inviscid fluid.
The modeled bubble expansion predicts that the bubble radius grows to 24.5 µm during its first expansion
for Pr = 3.07 MPa. The average cell–bubble spacings for most experimental conditions in table 3.3 are lower
than this value, suggesting that the bubble might cross the cell during its expansion. However, the cell is
expected to move away from bubble. We discuss the cell–bubble spacing versus time in section 5.3 (see
figure 5.18) and show that the cell does indeed move away from the bubble, although the steady model
provided there does not include enough details to say for certain whether the bubble will cross the cell. An
unsteady boundary element method simulation of bubble expansions near a cell shows that the cell moves
away from the bubble so that the bubble never crosses the cell [39].
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Table 3.4: Upper limit of interior Reynolds number of flow during experiment.
Cb (10
7 UCAs/ml) Pr = 1.90 MPa Pr = 2.38 MPa Pr = 2.83 MPa Pr = 3.07 MPa
0.1 0.19 0.29 0.39 0.44
1.0 0.29 0.44 0.60 0.69
2.5 0.43 0.65 0.88 1.01
5.0 0.62 0.94 1.26 1.45
7.5 0.79 1.19 1.60 1.84
10.0 0.94 1.42 1.91 2.52
12.5 1.08 1.62 2.19 2.46
15.0 1.21 1.82 2.46 2.83
Table 3.5: Weber number of flow during experiment.
Cb (10
7 UCAs/ml) Pr = 1.90 MPa Pr = 2.38 MPa Pr = 2.83 MPa Pr = 3.07 MPa
0.1 0.18 0.36 0.65 0.86
1.0 0.38 0.85 1.55 2.04
2.5 0.82 1.85 3.37 4.44
5.0 1.68 3.80 6.93 9.14
7.5 2.71 6.12 11.16 14.72
10.0 3.85 8.71 15.87 20.93
12.5 5.06 11.43 20.84 27.48
15.0 6.38 14.41 26.28 34.66
3.4.2 Weber number
In the same way, the ratio of inertial to membrane tension forces (i.e. the Weber number) can be calculated
for each experimental case. The Weber number is defined as
We =
ρU2a
KA
, (3.9)
with KA the membrane’s resistance to tension. The inertial forces are estimated as for the Reynolds number,
and we use the dilatation modulus in a red blood cell membrane as an estimate of KA since it represents the
membrane’s resistance to areal strain. It is reported that the red blood cells have a dilatation modulus of
KA = 0.288 N/m [32]. The dilatation modulus is not reported for the present algae, although it is anticipated
that it is higher than the red blood cell modulus since the algae has a protein cell wall [119].
The Weber number is plotted in figure 3.5 and values at experimental cases are given in table 3.5. For
the majority of cases, the Weber number is at least unity, suggesting that the inertial forces are equal or
greater than the membrane elasticity forces. For high bubble concentrations and pressures, disruption is
greatest, and in this case the Weber number is O(10). Thus, the tension in an algal membrane would need
to be ten times greater than the red blood cell tension for tension effects to be O(1).
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Figure 3.5: Weber number.
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Figure 3.6: Capillary number.
3.4.3 Capillary number
The ratio of the viscous forces in the cell to the membrane tension forces is the cell capillary number. It is
Ca =
µ¯U¯
KA
. (3.10)
Again we use U¯ = U from (3.7) and values of the capillary number are plotted in figure 3.6 and in given
in table 3.6. For almost all experimental cases, the capillary number is greater than 1, although never greater
than 12.26. Thus, the viscous forces are stronger than the membrane tension forces in the cell, although the
separation of scales is small, suggesting that the membrane would be able to resist the viscous deformation,
especially for a stiffer algal cell membrane or smaller cell velocity.
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Table 3.6: Capillary number of flow during experiment.
Cb (10
7 UCAs/ml) Pr = 1.90 MPa Pr = 2.38 MPa Pr = 2.83 MPa Pr = 3.07 MPa
0.1 0.83 1.24 1.68 1.93
1.0 1.28 1.92 2.59 2.98
2.5 1.88 2.83 3.82 4.39
5.0 2.70 4.06 5.48 6.30
7.5 3.43 5.15 6.96 7.99
10.0 4.09 6.15 8.30 9.53
12.5 4.69 7.04 9.51 10.92
15.0 5.26 7.91 10.68 12.26
3.5 Strain rate
In chapter 4 we model the flow near the cell as extensional, and we estimate the strain rate acting on the
cell from the bubble dynamics as well. The strain rate is calculated with [75]
γ˙ =
R˙cell
Rcell
(3.11)
where Rcell is the cell-to-bubble spacing. The relationship between bubble radius and cell–bubble spacing is
found by assuming volume conservation of the incompressible fluid between the cell and bubble. In this case
R3cell = R
3
cell0 −R3b0 +R3b , (3.12)
with Rcell the cell-to-bubble spacing as a function of time, Rcell0 the initial cell-to-bubble spacing, Rb the
bubble radius from (3.1), and Rb0 the initial bubble radius. We differentiate (3.12) to obtain
R˙cell = R˙b
(
Rb
Rcell
)2
, (3.13)
For a given Pr, we use (3.1) to calculate Rb and R˙b then calculate the strain rate with (3.11) and (3.12)
with Rcell0 known. The average strain rate during the bubble expansion for experimental cases with Rcell0
values in table 3.3 is given in figure 3.7 and in table 3.7. For all cases given, the strain rate is between
5.2× 104 and 8.65× 105/s. The literature shows significantly lower strain rates are required to disrupt other
algae species during different exposure times. Moisander et al. [84] reported that shear rates between 2.2 and
18/s had a negative effect on on Nitrogenase activity and CO2 fixation for the cyanobacterium Nodularia
in a Taylor-Couette apparatus for experiments of 1-72 hours. Twelve hours of a shear rate of 2.2/s was
sufficient to fragment Aphanizomenon and Anabaena filaments, while Nodularia filaments were unaffected.
The dinoflagellates Protoceratium reticulatum were damaged after 4-6 days of shaking with an equivalent
27
0 5 10 15
2
2.2
2.4
2.6
2.8
3
× 105
0
1
2
3
4
5
6
7
8
9
Microbubble concentration, Cb (10
7/ml)
P
r
(M
P
a
)
Figure 3.7: Average strain rate γ˙ during the bubble expansion.
Table 3.7: Average strain rate on a cell (105) during the bubble expansion.
Cb (10
7 UCAs/ml) Pr = 1.90 MPa Pr = 2.38 MPa Pr = 2.83 MPa Pr = 3.07 MPa
0.1 0.52 0.76 0.99 1.12
1.0 0.96 1.37 1.76 1.98
2.5 1.62 2.26 2.87 3.18
5.0 2.58 3.51 4.33 4.75
7.5 3.41 4.53 5.51 6.00
10.0 4.13 5.41 6.49 7.03
12.5 4.78 6.17 7.33 7.90
15.0 5.35 6.83 8.05 8.65
shear rate of 0.12/s [19]. Since there is an inverse relationship between critical shear stress and time of
exposure for other cell types [69], we expect the high strain rate present in the ultrasound experiment is
necessary to disrupt the cells where the exposure time is 8.2 ms (see appendix C).
3.6 Conclusions
The Marmottant model of a spherically-symmetric shelled bubble under an applied pressure field provided
an estimate of the flow conditions experienced by the cells in our experimental conditions. Results suggest
that the Reynolds number in the bulk fluid ranges from 2 to 283. Estimates of the Reynolds number of the
fluid in the cell were based on the exterior velocity and the viscosity of the cellular cytoplasm, and thus
provided an upper bound of the actual Reynolds number. For low bubble concentrations the maximum
interior Reynolds number is less than unity, indicating that viscous forces dominate over inviscid forces.
The Weber and Capillary number estimates suggest that the cell membrane elasticity is significant, but not
expected to be a dominant effect for experimental cases. The average strain rate and source strength from
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the bubble expansion are estimated and are used in chapters 4 and 5 to develop models of the deformation
of the cell.
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Chapter 4
Deformation of a Viscous Sphere in
an Inviscid Extensional Flow
4.1 Introduction
In the experiments of chapter 2, algal cells were disrupted due to expanding and collapsing microbubbles.
Here we investigate whether the flow field from bubble expansion is sufficient to disrupt cells far from the
bubble. As shown in section 3.2, the bubble expansion is spherically symmetric about the bubble center and
is described by a point source with strength m. The streamfunction for a point source at z = b is given by
(G.7). In the frame of reference of a point moving with the flow at the origin the streamfunction is
ψ =
m
4π
(
1 +
r cos θ − b
(r2 + b2 − 2rb cos θ)1/2 −
r2
2b2
sin2 θ
)
. (4.1)
In terms of the nondimensional r coordinate (r′ = r/b), the streamfunction is
ψ =
m
4π
(
1 +
r′ cos θ − 1
(r′2 + 1− 2′ cos θ)1/2 −
r′2
2
sin2 θ
)
(4.2)
In the limit of r′ ≪ 1 (the point source far from the point of interest), this reduces to
ψ =
m
4π
r′3 sin2 θ cos θ +O(r′4), (4.3)
which is the streamfunction for axisymmetric extensional flow. Thus, extensional flow accurately describes
bubble expansion flow in the cell frame of reference if the cell is far from the bubble. The cell-to-bubble
spacing is at least three times the cell radius when Cb ≤ 2.5 × 107/ml (table 3.3 with cell radius of 8 µm),
and estimates of the experimental flow regime made in chapter 3 based on spherically symmetric bubble
simulations show that the exterior Reynolds number is 1.9-101 when Cb ≤ 2.5 × 107/ml. In this same
regime, the maximum Reynolds number inside the cell is 0.19–1.01 (see table 3.4). This interior Reynolds
number estimate used the exterior velocity and we anticipate the interior velocity is significantly lower in the
viscous cell so that ĎRe≪ 1. Thus, our model of an expanding bubble near an algal cell is that of a viscous
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sphere in inviscid extensional flow.
The present model is based on several assumptions to simplify the analysis. The bubble and cell are
assumed spherical (good approximations for the initial bubbles and cells used in the experiment) so that
the line between their centers provides an axis of symmetry for this flow. The spacing between the cell and
bubble is assumed large for now compared with the cell radius so the flow field in the cell frame of reference
is approximately extensional. Since the cell is far from the bubble, we assume the cell does not affect the
bubble motion. The radial strain for unsteady extensional flow is proportional to [75]
∫ tf
0
γ˙(t)dt, (4.4)
with tf a time of interest. An assumption of steady flow with γ˙ equal to the average strain rate from t = 0
to tf will produce the same strains as the full unsteady flow. This assumption of steady flow also allows
considerable simplification of the analysis. Unsteady flow in the boundary layer may cause flow separation,
which occurs when t = 0.423a/U for a sphere with radius a in impulsively started flow with velocity U [21].
For values representative of the experiment conditions, t = 0.27 µs; in figure 5.7 we show that vortex
shedding occurs after 30 µs. Since the current model does not include this effect, its accuracy is limited to
to times less than approximately 30 µs. Even so, we will use it to evaluate deformation after 0.5 µs since
this time represents the duration of the bubble expansion, and we use the current model to establish trends
in deformation rather than describe the full flow during bubble expansion. While the gas in the bubble
is compressible, we assume the exterior fluid and cell fluid are incompressible. We evaluate the short-time
deformation of the cell during which the sphere remains nearly spherical. For simplicity, we ignore the effect
of the membrane elasticity on the cell deformation, and our results suggest that adding the membrane would
not modify our conclusions regarding the anticipated disruption from inviscid extensional flow.
In order to determine whether bubble expansion is sufficient to disrupt distant cells, we develop an
analytical model for this flow in section 4.2 and evaluate the deformation at different flow conditions in
section 4.3. The areal strain is compared with the known areal strain to disrupt other cell membranes to
determine if the flow from bubble expansion is likely to disrupt algal cells. The overall conclusions and
limitations of the present model are discussed in section 4.4.
4.2 Model configuration
The configuration is shown in figure 4.1. We examine the flow created inside a viscous sphere of radius a
by an irrotational extensional flow outside the sphere with density ρ, while the flow inside has ĎRe≪ 1 with
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Figure 4.1: A sphere with radius a and viscosity µ¯ in an inviscid flow axisymmetric about the
z-axis with strain rate γ˙ and density ρ.
viscosity µ¯ as discussed in section 3.4.1. Axisymmetric extensional flow with a strain rate of γ˙ acts on the
sphere. We use the spherical coordinate system shown in figure 4.2.
Several boundary conditions were investigated for the present model, but only matching the stresses at
the surface of the sphere allowed for deformation of the sphere surface. Matching the velocities from the
potential flow solution over a rigid sphere provides no deformation, so we match the tangential and radial
stress at the sphere surface in the current model.
It is common to define the sphere surface as r = a(1 + f(θ)) with f(θ) = βmIm(ζ) [91, 107]. Here Im
are the Gegenbauer functions (defined in (4.7)), ζ = cos θ, and βm ≪ 1 for an approximate sphere. In the
present analysis we set βm = 0 and assume the viscous cell remains spherical during the deformation so the
exterior flow is unchanged. This assumption also allows us to apply the boundary conditions at r = a for
the entire deformation. We evaluate the time for the deformation to equal 10% of the cell radius to illustrate
the limits of this spherical assumption.
4.2.1 Interior flow
The general solution to Stokes equation inside the viscous sphere we employ is attributed to Samson [101].
The solution here follows the formulation of Happel and Brenner [44], which is restricted to realistically finite
velocities in appendix F. This simplified general streamfunction is
ψ¯(r, θ) =
∞∑
n=2
(
Anr
n+2 + Cnr
n
)
In(ζ), (4.5)
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Figure 4.2: Spherical coordinate system [44].
where ζ = cos θ and In is the Gegenbauer function of degree −1/2 and order n. These functions are defined
in terms of the Legendre functions Pn(ζ) as
In(ζ) =
Pn−2(ζ) − Pn(ζ)
2n− 1 . (4.6)
The values of Gegenbauer’s function are given explicitly for n = 0 and 1:
I0(ζ) = 1, I1(ζ) = −ζ. (4.7)
The orthogonality property of Gegenbauer functions is [44]
∫ 1
−1
Im(ζ)In(ζ)
1− ζ2 dζ =


0 for m 6= n
2
n(n−1)(2n−1) for m = n.
(4.8)
Likewise, the Legendre functions have the orthogonality relationship
∫ 1
−1
Pm(ζ)Pn(ζ)dζ =


0 for m 6= n
2
2n+1 for m = n.
(4.9)
There are two classes of coefficients in the streamfunction expansion: An and Cn, so two boundary
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conditions are necessary for any n and we match the stresses in the present analysis. The stresses at the
sphere surface are readily obtained from the streamfunction (full derivation in sections F.1, F.2, and F.3)
and take the forms
σ¯rr(a, θ) =
∞∑
n=1
σ¯nPn(ζ) (4.10)
σ¯rθ(a, θ) =
∞∑
n=2
τ¯n
sin θ
In(ζ), (4.11)
where
σ¯n = µ¯
(
2(−n2 + n+ 3)
n
An+1a
n − 2(n− 1)Cn+1an−2
)
, (4.12)
τ¯n = µ¯
(
2(n+ 1)(n− 1)Anan−1 + 2n(n− 2)Cnan−3
)
. (4.13)
These forms follow directly from the general streamfunction solution for axisymmetric Stokes flow. Writing
the exterior boundary conditions in forms similar to (4.10) and (4.11) (i.e. in terms of their Legendre or
Gegenbauer functions) allows considerable simplification of application of the boundary conditions.
4.2.2 Exterior flow
The exterior flow is modeled as that around a rigid sphere (i.e. ur = 0 for r = a). In spherical coordinates,
the streamfunction for irrotational axisymmetric extensional flow with strain rate γ˙ is [79]
ψ(r, θ) = −r3γ˙ sin2 θ cos θ. (4.14)
Using Butler’s sphere theorem [18], we obtain the streamfunction for axisymmetric extensional irrotational
flow around a rigid sphere with radius a:
ψ(r, θ) = −γ˙ sin2 θ cos θ
(
r3 − a
5
r2
)
. (4.15)
The corresponding velocities are
ur(r, θ) = − 1
r2 sin θ
∂ψ
∂θ
= γ˙(2 cos2 θ − sin2 θ)
(
r − a
5
r4
)
(4.16)
and
uθ(r, θ) =
1
r sin θ
∂ψ
∂r
= −γ˙ sin θ cos θ
(
3r +
2a5
r4
)
. (4.17)
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Since the exterior flow is irrotational, pressure follows from Bernoulli’s equation,
p(r, θ) = p0 − ρ
2
u2(r, θ), (4.18)
where u2(r, θ) = u · u and p0 is the stagnation pressure. Taking p0 = 0, without loss of generality,
p(r, θ) = −ρ
2
u2(r, θ), (4.19)
and for the velocity defined in (4.16) and (4.17), the pressure is
p(r, θ) = −ρ
2
[
γ˙2(2 cos2 θ − sin2 θ)2
(
r − a
5
r4
)2
+ γ˙2 sin2 θ cos2 θ
(
3r +
2a5
r4
)2]
. (4.20)
The stress tensor for a Newtonian fluid is defined so that
σrθ(r, θ) = µ
[
−uθ
r
+
∂uθ
∂r
+
1
r
∂ur
∂θ
]
, (4.21)
σrr(r, θ) = −p(r, θ) + 2µ∂ur
∂r
=
ργ˙2
2
[
(2 cos2 θ − sin2 θ)2
(
r − a
5
r4
)2
+ sin2 θ cos2 θ
(
3r +
2a5
r4
)2]
. (4.22)
Since the exterior fluid is inviscid,
σrθ(r, θ) = 0, (4.23)
σrr(r, θ) =
ργ˙2
2
[
(2 cos2 θ − sin2 θ)2
(
r − a
5
r4
)2
+ sin2 θ cos2 θ
(
3r +
2a5
r4
)2]
, (4.24)
which at r = a are
σrθ(a, θ) = 0, (4.25)
σrr(a, θ) =
25ργ˙2a2 sin2 θ cos2 θ
2
. (4.26)
For this axisymmetric exterior flow, we seek to write the stresses at radius a in terms of coefficients of
Legendre and Gegenbauer functions:
σrr(a, θ) =
∞∑
n=0
σnPn(ζ) (4.27)
σrθ(a, θ) =
∞∑
n=2
τn
sin θ
In(ζ) (4.28)
so that they are identical to the form of the interior boundary conditions: (4.10) and (4.11). The coefficients
σn and τn are found using the orthogonality of the Gegenbauer and Legendre polynomials. For example, to
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find the radial stress coefficients, we want
σrr(a, θ) =
∞∑
m=0
σmPm(cos θ). (4.29)
We multiply both sides by Pn(cos θ) and integrate from -1 to 1 with respect to cos θ.
∫ 1
−1
σrr(a, θ)Pn(cos θ)d cos θ =
∫ 1
−1
∞∑
m=0
σmPm(cos θ)Pn(cos θ)d cos θ (4.30)
By (4.9) the right side simplifies to
2
2n+ 1
σn. (4.31)
Changing the integration variable on the left side from cos θ to θ yields
∫ pi
0
σrr(a, θ)Pn(cos θ) sin θdθ =
2
2n+ 1
σn, (4.32)
or
σn =
2n+ 1
2
∫ pi
0
σrr(a, θ)Pn(cos θ) sin θdθ. (4.33)
Using the same relations the tangential stress coefficients can be determined as follows. We begin by
writing
σrθ(a, θ) =
∞∑
m=2
τm
sin θ
Im(cos θ). (4.34)
After multiplication by In(cos θ)/ sin θ and integration from -1 to 1 with respect to cos θ we obtain
∫ 1
−1
σrθ(a, θ)In(cos θ)
sin θ
d cos θ =
∫ 1
−1
∞∑
m=2
τm
sin2 θ
Im(cos θ)In(cos θ)d cos θ. (4.35)
Changing the integration variable on the left side from cos θ to θ and using (4.8) for the right side, we obtain
τn =
n(n− 1)(2n− 1)
2
∫ pi
0
σrθ(a, θ)In(cos θ)dθ. (4.36)
The integrals (4.33) and (4.36) provide an explicit way to determine the coefficients of the stress conditions
at the boundary. Once these coefficients are obtained, they may be matched with the corresponding interior
coefficients, and the streamfunction coefficients (An and Cn) may be solved.
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4.2.3 Matched stress boundary conditions
We match the stresses at the sphere surface to solve for the interior flow. By writing the exterior stresses in
the forms given in (4.27) and (4.28), we can write the matched stress conditions as σn = σ¯n and τn = τ¯n.
Using (4.33), we obtain the radial stress coefficients σn:
σn =
2n+ 1
2
∫ pi
0
σrr(a, θ)Pn(cos θ) sin θdθ =
2n+ 1
2
∫ pi
0
25ργ˙2a2 sin2 θ cos2 θ
2
Pn(cos θ) sin θdθ. (4.37)
With the help of Mathematica (Wolfram Research, Champaign, IL), this integral is evaluated to find
σ0 =
5
3
ργ˙2a2, (4.38)
σ2 =
25
21
ργ˙2a2, (4.39)
σ4 = −20
7
ργ˙2a2. (4.40)
For all other n, σn = 0.
The angular stress coefficients τn are easily obtained with (4.36) and are
τn = 0. (4.41)
4.2.4 Detailed coefficient matching conditions
Now that we have the forms of σn and τn, we can solve for the streamfunction coefficients with (4.12) and
(4.13):
σ¯n = µ¯
(
2(−n2 + n+ 3)
n
An+1a
n − 2(n− 1)Cn+1an−2
)
(4.42)
and
τ¯n = µ¯
(
2(n+ 1)(n− 1)Anan−1 + 2n(n− 2)Cnan−3
)
. (4.43)
To solve for A3 and C3, we analyze σ¯2 and τ¯3.
σ¯2 = µ¯
(
A3a
2 − 2C3
)
= σ2 =
25
21
ργ˙2a2 (4.44)
τ¯3 = µ¯
(
16A3a
2 + 6C3
)
= τ3 = 0 (4.45)
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Solving these two equations yields
A3 =
25ργ˙2
133µ¯
C3 = −200ργ˙
2a2
399µ¯
. (4.46)
In order to solve for A5 and C5, we evaluate σ¯4 and τ¯5.
σ¯4 = µ¯
(
−9
2
A5a
4 − 6C5a2
)
= σ4 = −20
7
ργ˙2a2 (4.47)
τ¯5 = µ¯
(
48A5a
4 + 30C5a
2
)
= τ5 = 0 (4.48)
These two equations have the solution
A5 = − 200ργ˙
2
357µ¯a2
C5 =
320ργ˙2
357µ¯
. (4.49)
Since σn = τn = 0 for all other n, An and Cn are zero for all n except 3 and 5.
The inner streamfunction is then
ψ¯(r, θ) =
(
25ργ˙2
133µ¯
r5 − 200ργ˙
2a2
399µ¯
r3
)
I3(ζ) +
(
− 200ργ˙
2
357µ¯a2
r7 +
320ργ˙2
357µ¯
r5
)
I5(ζ), (4.50)
which is simplified to
ψ¯(r, θ) =
ργ˙a2
µ¯
γ˙a
[(
25
133
r5
a3
− 200
399
r3
a
)
I3(ζ) +
(
−200
357
r7
a5
+
320
357
r5
a3
)
I5(ζ)
]
. (4.51)
Writing the streamfunction this way shows a velocity scale γ˙a, and an interesting nondimensional group of
terms (ργ˙a2/µ¯) appears in this solution. It is the ratio of inertial forces in the inviscid flow to the viscous
forces in the sphere, so its interpretation is not obvious, but we show the importance of this parameter in
our results.
To match completely the radial stress at the boundary, it is necessary write
σ¯rr(a, θ) = σ0 +
∞∑
n=1
σ¯nPn(ζ). (4.52)
4.2.5 Cell deformation
In this dissertation four primary metrics are used for quantifying the cell deformation: maximum principal
stretches, λ1,max and λ2,max, maximum local areal strain (∆A/A)max, and average areal strain (∆A/A)ave
on the cell membrane. The principal stretches quantify the deformation along specific axes, while the areal
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Figure 4.3: Deformation of a membrane in principal axes. Dotted lines show the original lengths
lx,i and ly,i, which deform to lengths lx,f and ly,f .
stains show how the membrane’s area changes either locally (maximum areal strain) or over the entire sphere
surface (average areal strain).
An appropriate model for the cell membrane is a thin rectangular membrane, which simplifies the expres-
sions for quantifying the strains. In response to stress, the membrane deforms from initial lengths lx,i and
ly,i to deformed lengths lx,f and ly,f along the principal axes as shown in figure 4.3. The principal stretches
are [105]
λ1 =
lx,f
lx,i
, λ2 =
ly,f
ly,i
. (4.53)
The areal strain is defined as the change in area divided by initial area, and is thus
∆A
A
=
lx,f ly,f − lx,ily,i
lx,ily,i
, (4.54)
which simplifies to
∆A
A
= λ1λ2 − 1. (4.55)
Since the definitions of these metrics depend only on the deformed and initial positions of points on a
membrane, they are independent of the strain energy function or the scale of the deformation [105].
The deformed and reference configurations of the cell surface are given by points x = (ri, zi) and X =
(Ri, Zi), respectively in figure 4.4. Here we calculate the deformed points after time t with
x = X+ u(X)t. (4.56)
For axisymmetric extensional flow in cylindrical coordinates uz = 2γ˙z, ur = −γ˙r [79]. The streamlines are
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Figure 4.4: Deformed and reference configuration of an axisymmetric surface. Note that r2 =
x2 + y2 is the radial cylindrical coordinate.
defined by dr/ur = dz/z [59], so streamlines fall on the lines |z/zi|1/2 = |r/ri|. The method used in (4.56)
to describe the deformed position gives
∣∣∣∣ zzi
∣∣∣∣ = 1 + 2γ˙t,
∣∣∣∣ rri
∣∣∣∣ = 1− γ˙t, (4.57)
which accurately describes the position of points on streamlines provided γ˙t≪ 1.
For an axisymmetric surface, the principal stretch directions are the meridional and circumferential
directions [49]. In this case the principal stretches when θ = θi are
λ1,i =
dsi
dSi
, (4.58)
λ2,i =
ri
Ri
, (4.59)
where si is the deformed arc length and Si is the undeformed arc length shown in figure 4.4 [49].
The deformed and undeformed arc lengths are
dsi =
√
1 +
(
∂ri
∂zi
)2
dzi, (4.60)
dSi =
√
1 +
(
∂Ri
∂Zi
)2
dZi. (4.61)
The derivative ∂ri/∂zi is evaluated using a finite-difference approximation, so that
(
∂ri
∂zi
)
i
=
ri+1 − ri
zi+1 − zi , (4.62)
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and likewise for ∂Ri/∂Zi. The first principal stretch is then
λ1,i =
√√√√√√ 1 +
(
ri+1−ri
zi+1−zi
)2
1 +
(
Ri+1−Ri
Zi+1−Zi
)2 zi+1 − ziZi+1 − Zi , (4.63)
which simplifies to
λ1,i =
√
(zi+1 − zi)2 + (ri+1 − ri)2
(Zi+1 − Zi)2 + (Ri+1 −Ri)2 . (4.64)
Since the local areal strain is [105] (
∆A
A
)
i
= λ1,iλ2,i − 1, (4.65)
we have (
∆A
A
)
i
=
ri
Ri
√
(zi+1 − zi)2 + (ri+1 − ri)2
(Ri+1 −Ri)2 + (Zi+1 − Zi)2 − 1. (4.66)
The average areal strain around the sphere surface is found by evaluating the initial and final areas. The
final area is
Afinal =
∫
2πrds, (4.67)
which, using (4.60) and the finite difference approximation in (4.62), is
Afinal =
Np−1∑
i=1
2πri
√
(zi+1 − zi)2 + (ri+1 − ri)2. (4.68)
The initial area is simply 4πa2, but to use the same method for evaluating initial and deformed areas, we
use
Ainit =
Np−1∑
i=1
2πRi
√
(Zi+1 − Zi)2 + (Ri+1 −Ri)2, (4.69)
which is accurate since |Ainit − 4πa2|/(4πa2) < 0.0003. Then, the average areal strain on the sphere surface
is (
∆A
A
)
ave
=
Afinal
Ainit
− 1. (4.70)
4.2.6 Material parameters
To compare the model to the experiment, we identify material parameters representative of the algal
cell. Chlamydomonas cells are quasi-spherical with radius a = 8 µm [20], and cytoplasmic viscosity near
µ¯ = 0.1 Pa s [53], so we use these values of for our simulations. Additionally, we set ρ = 1000 kg/m3 since
41
-2 -1 0 1 2
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
z/a
y
/
a
Figure 4.5: Streamlines for a viscous sphere in an inviscid extensional flow with. Streamlines are
plotted as ψ/(γ˙a3) = 10−3+0.4j and ψ¯/(ργ˙2a5/µ¯) = 10−6+0.5j with j = −10, 9, . . .9, 10.
the fluid and the cell have density near that of water.
4.3 Flow solution and discussion
4.3.1 Streamlines and stresses
The contours of the streamfunctions are streamlines and these are plotted for a typical case in figure 4.5.
While the internal streamlines terminate on the sphere, it is important to note that the velocity inside the
sphere is considerably lower than the velocity outside the sphere (figure 4.6), so that the solution will be
accurate for the short times of interest. The formation of vortices near θ = 0 and θ = π is noted, and the
strength of these vortices is so small that their effect on the overall cell deformation will be small. The
vortices are reminiscent of Moffatt vortices, which also have very small strength [83].
The stresses for this case are plotted in figure 4.7 and match as they should at the sphere surface. The
maximum radial stress inside the sphere is along the lines defined by θ = π/4 and θ = 3π/4. The maximum
internal radial stress is at the surface and is σrr(a, π/4) = 25ργ˙
2a2/12, so we expect extension of the sphere
surface there. Even though there is zero angular stress σrθ outside the sphere since there is inviscid flow,
nonzero angular stress develops in the viscous sphere with maxima and minima near θ = π/8 + nπ/4 for
integers n. The maximum of |σ¯rθ| = 0.889ργ˙2a2.
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Figure 4.6: Velocity magnitude scaled by γ˙a for a viscous sphere in an inviscid extensional flow.
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Figure 4.7: (a) σrr and (b) σrθ scaled by ργ˙
2a2 for a viscous sphere in an inviscid extensional
flow.
43
4.3.2 Shape change and areal strain
We varied γ˙ and determined the distortion for cases with ργ˙a2/µ¯ between 0.01 and 100 and nondimensional
time tγ˙ between 10−3 and 103. A representative shape change is shown in figure 4.8. The areal strain
was evaluated on the sphere surface using (4.66). There is tensile strain on the sphere surface near θ =
±π/4, ±3π/4 and compressive strain near θ = ±π/2 as expected from the stress contours.
Since experiments on red-blood cells or lipid vesicles show that the membrane will be disrupted due to an
average areal strain above a critical limit [32, 85], we calculated the average areal strain for each of the cases
tested. The average areal strain (∆A/A)ave is plotted in figure 4.9 versus nondimensional time for the cases
of interest. It is important to recall that our estimate of the shape follows streamlines accurately for γ˙t≪ 1,
so we should not expect accurate strain estimates in the right half of the figure. Since the streamfunction is
linear with ργ˙a2/µ¯, the average areal strain also scales with that value.
Although the sphere changed shape during deformation, with this model we applied the boundary con-
ditions at r = a throughout the simulation, a simplifying assumption we examine here. We use this model
to determine if inviscid extensional flow is a possible mechanism for disruption, so we are most interested
whether the strain exceeds the a critical value for the experimental cases. For the purposes of comparison,
we calculate the time at which the cell does not deform radially by more than 10% of its initial radius. This
time was calculated from the maximum radial velocity on the sphere surface and is plotted in figure 4.9
along with the areal strain at this time. For all cases, this finite deformation occurs when the areal strain
is approximately 2%, near the critical areal strain to disrupt a red-blood cell: 2.5% [32], a convenient point
of comparison since the critical areal strain for algal cells is not known. Since the assumption that the cell
remained spherical is inaccurate near the time to reach critical areal strain, we do not anticipate significant
variation in results had we not used the spherical assumption.
From figure 4.9 we can estimate the time required to disrupt a cell: td = tγ˙ when (∆A/A)ave = 2.5%,
the critical areal strain for red-blood cell disruption [32, 75]. The critical strain rate to disrupt the sphere
within 0.5 µs (representative of the expanding microbubble flow) is γ˙c = td/(0.5× 10−6). These values are
plotted in figure 4.10 versus ργ˙a2/µ¯. From the form of the streamfunction, we expect the linear relationship
between ργ˙a2/µ¯ and disruption time shown in the figure. The strain rate required to disrupt cells within 0.5
µs varies between 103 and 108/s for ργ˙a2/µ¯ values between 0.01 and 100.
To compare with experimental data, we estimated the value of ργ˙a2/µ¯ in our corresponding experiments.
This value uses the exterior flow velocity and the interior viscosity, as we do in chapter 3 to estimate an
upper bound of the Reynolds number of the flow inside the cell. The average strain rate for the experimental
cases is given in table 3.7 and is plotted versus ĎRe in figure 4.11. The extensional flow approximation is only
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Figure 4.8: Representative (a) short-time distortion and (b) local areal strain for ργ˙a2/µ¯ = 0.1
and tγ˙ = 1.56.
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Figure 4.9: Total areal strain versus nondimensional time at different values of ργ˙a2/µ¯. Compar-
isons are made with the critical strain to disrupt a red-blood cell, and the time at which the
outward deformation is greater than 10% of the initial sphere radius, 2.
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Figure 4.10: Nondimensional disruption time and critical strain rate with t = 0.5 µs at different
values of ργ˙a2/µ¯.
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Figure 4.11: Average strain rate versus ργ˙a2/µ¯: critical strain rate from inviscid extensional
flow over viscous sphere at 0.5 µs; ◦ experimental cases with Cb > 2.5 × 107 bubbles/ml; and
× experimental cases with Cb ≤ 2.5 × 107 bubbles/ml so that the extensional flow assumption
(Rcell0 ≫ a in table 3.3) is accurate.
accurate when the cell-to-bubble spacing is greater than the cell radius; the average spacing in the experiment
is 3 times the cell radius for Cb ≤ 2.5× 107 bubbles/ml, so we indicate which experimental data fall in this
region in the figure. The critical strain rate to reach critical areal strain in 0.5 µs is also presented. While
some of the experimental data does have a strain rate higher than this critical value, the cases with high
cell-to-bubble spacing show a much lower strain rate, suggesting that inviscid extensional flow is insufficient
to disrupt the viscous algal cells. Membrane elasticity, ignored in the present model, would reduce the areal
strain even further, making it even more unlikely that extensional flow could rupture the cells. This agrees
with our experimental results showing very low disruption for low bubble concentrations (see figure 2.4).
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4.4 Conclusions and discussion
The flow in the viscous sphere is obtained by matching stresses from the inviscid extensional flow over a
sphere. The strain rate to disrupt the cells varies linearly with the parameter ργ˙a2/µ¯. Based on the estimates
for red-blood-cell membrane disruption, we show that inviscid extensional flow in our experiment is likely
insufficient to cause algal cell disruption.
The matching conditions for the purely extensional flow lead to a solvable mathematical system, which
we have taken advantage of for the analysis in this chapter, but this is not always the case. In general, the
necessary relationship between the stress coefficients that must be satisfied for a solution fails to produce a
solvable system. Using (4.12) and (4.13), we write the stress boundary conditions as
τn = µ¯
(
2(n+ 1)(n− 1)Anan−1 + 2n(n− 2)Cnan−3
)
forn ≥ 2, (4.71)
σn = µ¯
(
2(−n2 + n+ 3)
n
An+1a
n − 2(n− 1)Cn+1an−2
)
forn ≥ 1. (4.72)
The C2 term corresponds to uniform flow, and as such imposes no stress. Thus, the coefficient of the C2
term is zero in both equations, leaving two conditions for A2 to satisfy:
6µ¯aA2 = τ2 (4.73)
and
6µ¯aA2 = σ1, (4.74)
which is only possible if τ2 = σ1.
Therefore, a solution to the general Stokes equation with imposed boundary stress at the surface of a
sphere is not solvable if σ1 6= τ2. This relation provides an easy way to determine if matched stress boundary
conditions will be able to be satisfied by the viscous sphere: one only needs to calculate the σ1 and τ2
terms. If they are equivalent, a solution may exist; if not, a solution certainly does not exist. In the previous
example σ1 = τ2 = 0, so a solution was found.
The extensional flow approximation is accurate for spheres at a large distance from the bubble. If the
cell is close to the bubble, the flow is more closely approximated by a sphere near a point source. As shown
in appendix G, the inviscid point source flow has τ2 = 0 and σ1 6= 0, so the present method of solving for
the interior flow will not work.
The difficulty in solving Stokes equation for a point source near a sphere is related to matching viscous
and inviscid solutions at the sphere surface. In this case a boundary layer develops over the sphere surface
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that modifies the tangential stress. The value of the tangential stress in a boundary layer was investigated
using several different simplifying assumptions (constant cell velocity, constant exterior velocity, impulsively-
started flow), but all estimates provided inconsistent cell motion when applied to the point source problem.
For example, we derived the relationship between the tangential stress and velocity due to an impulsively
started plate. This relationship provided a second boundary condition in addition to matched radial stresses.
In this case, the velocity of the sphere (assumed constant in the derivation) changed significantly, so we
disregarded that as a possibility. Other derived relationships between stress and velocity exhibited similar
inconsistencies. Without knowing the exact form of the tangential stress in the boundary layer, another
method must be sought to model this situation.
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Chapter 5
Deformation of a Viscous Sphere near
an Expanding Microbubble
5.1 Introduction
The previous model showed that inviscid extensional flow is likely insufficient to disrupt the algal cell mem-
brane. That model required several simplifying assumptions, including an inviscid flow around the cell and
high cell-to-bubble spacing. In this chapter we expand on the model to explore the fluid flow with finite
viscosity near an expanding bubble. The principal question we ask with the model is whether the fluid
motion near the expanding bubble could be a mechanism for algal cell disruption. Analysis in chapter 4
suggests that inviscid extensional flow in the regime that could be analyzed is insufficient to disrupt the
algal cell membrane. However, that model was restricted to cell–bubble spacing much larger than the cell
radius and inviscid exterior flow; both of these restrictions are eliminated in the more detailed model of this
chapter. We consider viscosity in the exterior fluid, place the cell closer to the bubble, and solve for the flow
using finite element software.
The model is developed in section 5.2 and allows estimation of the areal strains on the cell membrane
for conditions similar to the corresponding experiments. The simulation results are analyzed and discussed
in section 5.3. The relationship between cell–bubble spacing and areal strain is similar to the relationship
between measured disruption and cell–bubble spacing in experimental analysis. We show that the predicted
areal strains are greater than that expected to be required to disrupt lipid membranes. A summary of key
results is provided in section 5.4.
5.2 The model system
5.2.1 Physical details
The specific configuration is shown schematically in figure 5.1: a viscous fluid model of a cell near an
expanding microbubble, which is represented as a spherically symmetric source flow at a finite radius near a
viscous sphere. The sphere with radius a, viscosity µ¯, and density ρ is centered at a distance b from a point
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source which has strengthm. The exterior fluid has viscosity µ and the same density ρ. To avoid the singular
velocity at the source, we impose a normal velocity boundary condition at rin ≪ b, where ur,in = m/(4πr2in).
The value of rin was chosen so that results do not show a strong dependence on its values (see figure I.7).
Likewise, we set the normal velocity ur,out = m/(4πr
2
out) so that results are not significantly affected by
the value of rout (see figure I.8). The simulation software requires an absolute pressure at one point in the
domain, so we specify the pressure at rp:
p = − ρm
2
32π2r4out
+
µm
12πr3out
, (5.1)
which is the pressure at that point from the analytical solution of a point source at the bubble center.
The velocity that the viscous sphere experiences changes in time due to the bubble expansion. The
velocity at a distance b from the bubble center is
usphere =
R2bR˙b
b2
, (5.2)
where Rb = Rb(t) is the unsteady bubble radius estimated from the Marmottant model in chapter 3. The
average value during the bubble expansion is 〈usphere〉. Figure 5.2 shows the difference between using the
unsteady and average velocities. Since the strain after a finite time is the integration of velocity, using
the average velocity during the bubble expansion will produce an equivalent strain to the unsteady velocity
during expansion. Thus, we assume the source strength is steady and equivalent to the average source
strength from the expansion phase of the bubble, calculated in chapter 3.
We ignore the effect of the membrane elasticity in this model since we use the model to identify trends
in the areal strain in experimental conditions and adding the membrane complicates and overburdens the
model. The Weber number and Capillary number are estimated in sections 3.4.2 and 3.4.3 and are both O(1)
in the experimental conditions suggesting that tension affects are potentially important but not dominant.
The membrane will mollify the deformations estimated in this model, so the areal strains presented here
should be interpreted as a maximum value under given conditions.
It is also assumed that the viscous sphere does not significantly alter the bubble expansion since boundary
element method simulations show a 5.5 µm diameter rigid sphere whose surface is 3.6 to 4.5 µm from a 1.5 µm
radius bubble changes the field pressure by less than 5 kPa (≈ 5%) during the bubble expansion [39].
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Figure 5.1: System schematic.
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Figure 5.2: Velocity on sphere from unsteady and average values with Pr = 3.07 MPa and
b = 25 µm.
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5.2.2 Governing equations
A level-set method is used to represent an interface [86, 89], with level-set function ξ = ξ(R,Z, t) = 0.5
indicating the interface between these two fluids and (R,Z) the reference (t = 0) coordinates. The parameter
ξ takes the value of 1 inside the sphere, 0 outside the sphere, and 0.5 on the interface.
In reality the viscosity interface is sharp; however, we wish to represent it by partial differential equations
that are solved numerically on a mesh. An established and convenient means of doing this is to smear it out
across several mesh points [89, 90, 117]. We use
µ(ξ) = µ+ (µ¯− µ)1
2
[1 − tanh(σ(ξ − 0.5))], (5.3)
where µ is the viscosity outside the sphere, µ¯ is the sphere’s viscosity, and σ is a model parameter that
dictates the sharpness of the interface. We confirm in figure I.2 that results changed by less than 0.02% as
sigma increased from 20 to 30.
With this formulation the entire domain is governed by the unsteady incompressible Navier–Stokes equa-
tions:
ρ
∂u
∂t
+ ρ(u · ∇)u = ∇ · [−pI+ µ(ξ) (∇u+ (∇u)T )] (5.4)
∇ · u = 0. (5.5)
Additionally, the level-set parameter is advected with the fluid so that
∂ξ
∂t
+ u · ∇ξ = 0. (5.6)
To calculate the strains at points (r, z) in the deformed (t > 0) configuration, we require the reference
coordinates (R,Z) of these points. We advect these coordinates
∂R
∂t
+ u · ∇R = 0, (5.7)
and
∂Z
∂t
+ u · ∇Z = 0, (5.8)
so that the deformed coordinates are a function of their reference coordinates and time: r = r(R,Z, t) and
z = z(R,Z, t).
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Table 5.1: Mesh parameters.
Mesh Name Max. Element Min. Element Max. Growth Rate Curvature Factor Resolution
(µm) (µm)
Extra coarse 35.2 1.12 1.4 1 0.9
Coarser 13.9 0.64 1.25 0.6 1
Normal 7.2 0.32 1.15 0.3 1
Finer 4.8 0.064 1.1 0.25 1
Extra fine 1.3 0.015 1.08 0.25 1
Extremely fine 1.07 0.0032 1.05 0.2 1
5.2.3 Numerical solution
For a converged, mesh-independent solution, a smooth function is used for the initial level-set parameter
ξ(R,Z, 0) =
1
2
[1− tanh(τ(ρˆ − a))] , (5.9)
with ρˆ =
√
R2 + Z2 being the initial distance from the sphere center and τ = 10/µm a model parameter
denoting the sharpness of the interface. A model length scale is introduced as 1/(στ) with the exact
discontinuous interface corresponding to στ → ∞. Doubling τ changed the maximum areal strain on the
sphere surface by less than 0.2% (see figure I.3).
A solution was obtained for times up to 0.5µs using the finite element software COMSOL (COMSOL,
Inc., Burlington, MA) with a generalized minimal residual method and an adaptively refined mesh. The
initial domain was discretized with an unstructured mesh with triangular elements. Default meshes are
generated in COMSOL and are named ‘Extremely Coarse’ to ‘Extremely Fine’ based on the maximum
element size, i.e. the edge length of a triangular element. The exact settings in COMSOL for different
meshes are given in table 5.1. The maximum growth rate limits the ratio of sizes of adjacent elements. The
curvature factor limits the element size along a curved boundary. The resolution controls the number of
mesh elements in narrow regions [40]. We used the ‘Extra fine’ mesh for the current analysis; this mesh
had 28,004 domain elements and 429 boundary elements for the case with b = 15µm. For some cases, the
‘Extremely fine’ setting was used to ensure convergence (although the maximum areal strain on the sphere
surface changed by less than 3% with this mesh, see figure I.1), which had 103,184 domain elements and 816
boundary elements. A representative mesh (coarser than used for calculations) is shown in figure 5.3 and
indicates that the finest elements are positioned near rin and around the viscous sphere surface.
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Figure 5.3: Representative mesh.
5.2.4 Distortion of the model cell
The shape change of the viscous sphere is visualized in figure 5.4. To quantify the deformation, we required
the deformed coordinates of the interface (i.e. r and z). The sphere surface is identified by ρˆ =
√
R2 + Z2 = a;
we approximated the interface with
|ρˆ− a| ≤ ǫ, (5.10)
where ǫ = 1 nm. Reducing ǫ by a factor of ten changed the results by less than 0.02% (see figure I.6).
Using a triangle-based cubic interpolation scheme in Matlab (griddata), we interpolated the deformed and
reference coordinates (i.e. r, z, R, and Z) onto a structured mesh with spacing of 0.25 µm. For a given angle
β between the z-axis and the sphere center, we interpolated ρˆ data onto this line using Matlab’s bicubic
interpolation scheme (interp2). Then, the deformed coordinates (r(β), z(β)) that satisfied (5.10) were found
using a bisection algorithm to increase the speed this calculation. The reference coordinates at this angle and
on the surface (R(β), Z(β)) were also obtained by interpolating the reference coordinates in the structured
mesh to (r(β), z(β)) during this process. This method was repeated for nP uniformly distributed angles β
from 0 to π to define the entire sphere surface. The calculated maximum areal strain changed by less than
0.7% when nP was increased from 100 to 1000 (see figure I.5), so nP = 100 was deemed to be sufficient for
all calculations.
This interpolation procedure is fundamentally limited by the resolution of the underlying numerical
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Figure 5.4: The shape change for the viscous sphere was obtained by calculating values of ρˆ along
the line specified by angle β until |ρˆ − a| < ǫ. ∗: ρˆ < a; ▽: ρˆ > a. This process was repeated for
nP = 100 values of β to produce the shape change shown.
discretization. Since the strain calculation is particularly sensitive to this, data were smoothed by
rfit(β) = a0 +
nM∑
j=1
aj sin(2πjβ) (5.11)
zfit(β) = b0 +
nM∑
j=1
bj cos(2πjβ) (5.12)
Rfit(β) = c0 +
nM∑
j=1
cj sin(2πjβ) (5.13)
Zfit(β) = d0 +
nM∑
j=1
dj cos(2πjβ) (5.14)
for making the strain calculations. The coefficients in (5.11) through (5.14) were fitted using a least-squares
method. Results changed by less than 0.4% if nM = 5 was increased to nM = 8 (see figure I.4). The
continuous functions in (5.11) through (5.14) were evaluated at nP evenly-spaced angles θ = arctan(R/Z)
between 0 and π in the reference configuration. These r(θ), z(θ), R(θ), and Z(θ) are a list of values
ri, zi , Ri, Zi, with i ranging from 1 to nP . Figure 5.5 shows the sphere surface data fit with (5.11) through
(5.14) with nM = 8, and the fit is very good.
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Figure 5.5: Sphere surface data in the deformed (r and z) and reference (R and Z) configurations.
• • •: original data; : smoothed data using (5.11)-(5.14) and nM = 8 with nP = 20.
5.2.5 Cell deformation
Cell deformation was evaluated through maximum principal stretches (4.59) and (4.64), the maximum areal
strain (4.66), and the average areal strain (4.70) on the sphere surface.
5.2.6 Model parameters
Five geometric and material parameters specify our system: µ, µ¯, ρ, a, and b. The fluid outside the sphere
is water, so its density is set to ρ = 1000 kg/m3. We use the reported average radius (a = 8 µm) for
Chlamydomonas in our model [20].
The main parameters we varied in our simulations were the cell-to-bubble spacing b, the source strength
m, and the viscosities µ and µ¯. In the disruption experiment in chapter 2, the bubble concentration and
peak negative ultrasound pressure were varied. To compare the present simulation with the experimental
results, we estimated the average cell-to-bubble spacing using a uniform hexagonal packing scheme (table
3.3). The Marmottant model for an acoustically-driven, spherically-symmetric, shelled bubble in an infinite
domain [78] was used to compute m during bubble expansion, as shown in detail in chapter 3, with the
predicted average m values during the expansion given in table 3.2. To represent the cell–bubble spacings
Rcell0 in table 3.3, we consider b between 13 and 40 µm in our simulations. Keith [53] estimated that the
rotational correlation time of an organic spin label in the cytoplasm of Chlamydomonas is approximately
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Table 5.2: Parameters for point source model.
Parameter Name Value
nM Number of fitting Fourier modes 8
nP Number of points used to define the sphere surface 100
ǫ Maximum error between ρˆ and a 1 nm
rin Geometry inner radius 4 µm
rout Geometry outer radius 100 µm
µ Fluid viscosity 0.001–0.1 Pa s
µ¯ Sphere viscosity 0.01–1.0 Pa s [53]
ρ Density 1000 kg/m3
σ Sharpness of viscosity interface 20
τ Sharpness of initial ξ interface 10/µm
a Cell radius 8 µm [20]
b Cell-to-bubble spacing 13–40 µm
m Source strength 3.42–7.97×10−8 m3/s
70 times that of the same spin label in water. With the assumption that viscosity is linearly related to the
correlation time, one would expect algal cell cytoplasm to have a viscosity of 0.07Pa s, so we set µ¯ = 0.1Pa s
for the majority of the simulations, though we vary the cell viscosity between 0.01 and 1.0 Pa s to examine
a broader range of possible behaviors. The effect of viscosity in the exterior fluid is examined by varying µ
between 0.001 and 0.1 Pa s in the present model, although we use the viscosity of water and set µ = 0.001 Pa s
for most cases.
Seven parameters associated with the finite-domain discrete model have been introduced: nM , nP , ǫ, rin,
rout, σ, and τ . Independence of the results on model parameters is shown in appendix I. A complete list of
the values of all parameters used in the model is given in table 5.2.
5.3 Results and discussions
Figure 5.6 shows the initial (t = 0) streamlines for a standard case. The flow field for a steady point
source is independent of the viscosity of the fluid, so the initial flow field matches that solution. Figure 5.7
show the streamlines and vorticity magnitude, respectively, for this standard case during the first 0.5 µs of
deformation. Vorticity is generated at the sphere surface and is initially confined to a thin layer over the
sphere surface before it is shed from the surface. Deformation is most significant initially. The streamlines
in the sphere are approximately horizontal after 20 µs, suggesting that the uniform advection dominates the
sphere response after that time and we expect little deformation of the sphere.
Note that the origin here is initially at the cell center as in the extensional flow model in chapter 4.
However, that model illustrated deformation in the frame of reference of the cell; here we present the
deformation in the frame of reference of the bubble.
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Figure 5.6: Streamlines for representative case for b = 15 µm and m = 7.97× 10−8 m3/s at t = 0.
The red line is the ρˆ = a contour. Note: streamlines begin at z = 10 µm and rj = 10
0.177j−1 µm
for j = 0, 1 . . .14.
The deformation of the sphere is obvious, and figure 5.8 shows the principal stretches and local areal
strain at t = 0.5µs versus θ, with θ the initial angle between the z axis and the point on the sphere. There
is tensile strain at θ = 0 and compressive strain near θ = π/4. The principal strains are equal and maximum
at θ = 0, closest to the point source. We plot the maximum principal stretches and areal strain versus time
for this case in figure 5.9. The deformation rate is fastest during the first 0.05 µs. No forces act to restore
the sphere shape in the simulation, so it continues deforming, although at a slower rate, during the entire
simulation.
The maximum and average areal strains at t = 0.5 µs for cases with different cell-to-bubble spacings
and point source strengths are given in figure 5.10. As expected, the areal strain increases with increasing
point source strength and decreasing cell-to-bubble spacing, and boundary element simulations of a bubble
oscillating near an elastic membrane also show a similar decrease in deformation versus cell–bubble spacing
[124]. A comparison is made with the inviscid extensional flow model in chapter 4 with t = 0.5 µs, µ¯ = 0.1,
a = 8 µm, ρ = 1000 kg/m3 in figure 5.11 where we plot the maximum areal strain versus the ratio of external
inertial forces to internal viscous forces: ρUa/µ¯, with U = m/(4πb2) a representative velocity of the external
flow. Both models show the same trend with respect to ρUa/µ¯. The inviscid extensional model predicts a
significantly lower areal strain than the present point-source model due to several factors.
The extensional flow model neglected any front-back asymmetry of the flow over the sphere, which is
clearly present in the current model (see figure 5.7). This causes high extensional strain at θ = 0, compared
to the small negative strain predicted from the extensional flow model. To quantify the effect of asymmetry
α, we write
α =
(
b+ a
b− a
)2
− 1, (5.15)
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Figure 5.7: Streamlines and vorticity magnitude for representative case for b = 15 µm and
m = 7.97 × 10−8 m3/s at different times. The red line is the ρˆ = a contour. Note: streamlines
begin at z = 10 µm and rj = 10
0.177j−1 µm for j = 0, 1 . . .14.
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Figure 5.8: Principal stretches and local areal strain versus θ for a representative case: t = 0.5 µs,
b = 15 µm and m = 7.97× 10−8 m3/s.
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Figure 5.9: Maximum principal stretches and local areal strain versus time for m = 7.97 ×
10−8 m3/s and b = 15 µm.
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Figure 5.10: (a) Maximum local and (b) average areal strain versus cell-to-bubble spacing for
various source strengths. Source strength m units in the legend are 10−8 m3/s.
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Figure 5.11: Maximum areal strain versus ρUa/µ¯ at different source strengths. Source strength
units in the legend are 10−8 m3/s. Data from the extensional flow model with µ¯ = 0.1 Pa·s and
t = 0.5 µs.
0 5 10 15
0
0.2
0.4
0.6
0.8
1
1.2
1.4
( ∆A A
) ma
x
α
0 5 10 15
0
0.002
0.004
0.006
0.008
0.01
0.012
0.014
0.016
0.018
0.02
( ∆A A
) ave
α
(a) (b)
Figure 5.12: (a) Maximum and (b) average areal strain versus asymmetry. For all cases Re = 100
and κ = 100.
which is the ratio of the velocity on the front and back of the sphere minus one. To estimate the effect of
asymmetry, the exterior Reynolds number was held at Re=100, and the areal strain evaluated for cases with
m between 3.42 and 34.15 × 10−8 m3/s. The results shown in figure 5.12 suggest that the areal strain is
linearly related to the asymmetry.
Additionally, the extensional flow model assumed that the exterior flow was inviscid; the present model
includes viscosity in the exterior flow, so we expect the exterior shear stress to deform the sphere in this
model. The effect of viscosity in both the interior and exterior flow is examined in the next section.
We plot areal strain versus exterior Reynolds number in figure 5.13. Since inertial factors drive the
deformation, principal stretches are anticipated to be dependent upon the velocity and density. For the
deformations we observe, the surface velocities are proportional to the source velocity, hence the linear
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Figure 5.13: (a) Maximum and (b) average areal strain versus exterior Reynolds number at
different source strengths. Source strength units in the legend are 10−8 m3/s.
relationship between stretch and velocity. The areal strain is thus U2. Since the density, viscosity, and cell
size are kept constant in these simulations, Re2 is proportional to U2 and thus to the areal strain, which we
observe.
5.3.1 Effect of viscosity
The interior flow is predominantly viscous, so here the viscosity should have an O(1), though linear effect.
The exterior flow is high Re, so only its shear stress should depend significantly on the exterior viscosity.
To evaluate the overall influence of the viscosity of the exterior fluid, we estimated the areal strain with
different viscosity ratios: κ = µ¯/µ by varying µ. Results are presented in figure 5.14 and show that the areal
strain is proportional to κn, where n is approximately -0.5 for the average areal strain and near -0.25 for
the maximum areal strain. The average areal strain is the summation of local areal strains, so there is no
expectation that the maximum and average areal strains show similar scaling with viscosity. The effect of
the interior viscosity was also tested by altering µ¯ and results are given in figure 5.15. Again the maximum
strain is less affected by the viscosity than the average areal strain. Since the interior flow is viscous, the
effect of viscosity is more significant than in the inertially-dominated exterior flow, and results show that
when the interior viscosity is varied, the maximum areal strain is proportional to κ−0.5, and the average
areal strain is proportional to κ−1. In the limit of no exterior viscosity, (µ → 0), the boundary layer on
the sphere vanishes and no shear stress exists on the sphere surface; however, normal stress can still cause
the sphere to deform. As µ¯ → ∞, the sphere becomes rigid, and no deformation should occur. Thus, it is
not surprising that we see different scaling between the strain and the viscosity ratio depending upon which
viscosity is altered.
62
100 101 102
10-3
10-2
10-1
100
101
( ∆A A
) ma
x
b = 14.8 µm
b = 22.5 µm
b = 46.6 µm
κ
100 101 102
10-3
10-2
10-1
100
101
b = 14.8 µm
b = 22.5 µm
b = 46.6 µm
( ∆A A
) ave
κ
(a) (b)
Figure 5.14: (a) Maximum and (b) average areal strain versus viscosity ratio when the exterior
viscosity is changed. Here Re=100, µ¯ = 0.1 Pa s.
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Figure 5.15: Maximum and average areal strain versus viscosity ratio when the interior viscosity
is altered for b = 15 µm, µ = 0.001 Pa s, and m = 7.97× 10−8 m3/s.
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5.3.2 Discussion in regard to experiment data
For each experimental case in the disruption experiment of chapter 2, mean values of equivalent point source
strength and cell-to-bubble spacing are given in tables 3.2 and 3.3. We ran the simulations at convenient
cell-to-bubble spacings b representative of the Rcell0 spacings. The average areal strain in figure 5.10 for a
given m was interpolated to the spacings Rcell0 in table 3.3 using a piecewise cubic spline interpolation to
estimate the average areal strain on the cell for all experimental test conditions.
A comparison between disruption (estimated from STYOX readings in the experiment, see figure 2.4)
versus average areal strain is plotted in figure 5.16. It is clear that the simulation model predicted areal
strain reflects the same general trends seen in the experiment. Below approximately 1% average strain, the
deformation appears sublethal. The high variability in the disruption below 1% is explained by the local
maximum in the experimentally measured disruption at the bubble concentration of 1.0 × 107 bubbles/ml,
which we suggested was a result of greater sphere of influence around each bubble at low concentrations. The
data are well fitted by a linear correlation for strains above 1% and the spread is half an order of magnitude.
The disruption does not increase above 60% since high bubble concentrations shield the dynamic pressure
from affecting all bubbles in the entire tube width.
In section 3.4.1 we estimated the mean bubble–cell spacing and based on the experimental data in
section 2.3.2 we estimated the corresponding disruption radius. We do not know what strain is essential
to disrupt a cell, but we can determine if the simulation model shows a similar trend to the disruption-
ranges deduced from the experiments. Thus we compare how areal strains in the simulations correlate with
deduced disruption radii for the configuration parameters. The areal strain at b values in figure 5.10 was
interpolated and extrapolated with a piecewise cubic spline to the disruption radii in table 5.3. Extrapolation
was required since the some kill radii values were lower than the simulated b values. The deduced maximum
and average areal strains required for complete disruption at all the experimental cases is given in figure 5.17.
The average areal strain has a mean value of (∆A/A)ave,crit = 21% for the cases of interest. These results
are comparable with research showing that areal strain of 40% was required to disrupt half of the red-blood
cells in solution within 40 µs [70]. However, the present model neglected any effect of membrane elasticity,
which would reduce the critical areal strain.
The experimental data had standard error up to 51% of the average disruption values (see figure 2.4)
because the tests were made on different days with different cultures of algae and small differences in the
cell size or cell–bubble spacing significantly affect the strain on the cell. Since the disruption radii estimates
are evaluated based on the mean disruption value, they too have large uncertainty. The critical areal strain
values are linearly related to the disruption radii, so the high variability in these estimates is to be expected.
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Table 5.3: Disruption radius (in µm) at given bubble concentrations and peak negative pressures.
Cb (10
7 UCAs/ml) Pr = 1.90 MPa Pr = 2.38 MPa Pr = 2.83 MPa Pr = 3.07 MPa
0.1 NA NA NA 15.6
1.0 11.0 12.5 16.2 19.1
2.5 10.1 10.4 11.3 11.4
5.0 9.6 10.1 10.7 13.3
7.5 9.2 10.3 11.4 12.3
10.0 9.6 10.9 11.3 14.1
12.5 10.8 11.4 12.9 12.9
15.0 10.1 10.5 11.2 12.1
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Figure 5.16: Change in disruption versus average areal strain at different peak negative pressures.
The gray box denotes a linear relationship with spread of one-half an order of magnitude. Here the
model assumes that µ¯ = 0.1 Pa s.
Results suggest the maximum areal strain at the disruption radius is near (∆A/A)ave,crit = 1000% for
most cases. Of course, this would be resisted by the membrane strain, which we assume would distribute
the high local strain around the cell to reduce the peak strain more than the average strain. The details of
pore formation are unclear and known to close up for short times and under a critical value [29, 74, 75, 116].
If we assume that the membrane is initially flat with lipid spacing of 5 nm [103], this 1000% areal strain
suggests that the lipids create an opening with spacing 15.8 nm. For comparison, we evaluate the minimum
pore size for lipid membrane damage. It is known that a lipid pore in red-blood-cell membranes with spacing
10 nm cannot repair itself [74, 75]. The spacing we estimate is thus 58% higher than that required for lipid
membrane damage. The cell wall of the algae Chlamydomonas is primarily glycoproteins [119], but we lack
the details to estimate the exact response of the present algae.
An additional possible mechanism for membrane disruption is that the bubble expands so quickly that
it overtakes the cell, and the cell ends up inside the bubble, further increasing the likelihood of asymmetric
bubble collapse destroying the cell membrane due to jetting. This situation is similar to the bubble growth
and asymmetric collapse over an adherent cell layer that caused cell detachment described by Ohl et al. [88].
65
0 5 10 15
0
5
10
15
20
25
30
3.07 MPa
2.83 MPa
2.38 MPa
1.90 MPa
( ∆A A
) ma
x
,c
ri
t
Microbubble concentration, Cb (10
7/ml)
0 5 10 15
0
0.1
0.2
0.3
0.4
0.5
0.6
3.07 MPa
2.83 MPa
2.38 MPa
1.90 MPa
( ∆A A
) ave
,c
ri
t
Microbubble concentration, Cb (10
7/ml)
(a) (b)
Figure 5.17: Critical (a) local and (b) average areal strain versus microbubble concentration at
different peak negative pressures.
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Figure 5.18: Distance between cell edge and bubble center (∆) versus time. Comparison with
bubble radius (Rb) versus time.
The distance between the cell edge and the bubble center is compared with the bubble radius in figure 5.18
for a representative case and shows that the bubble does expand beyond the cell edge after 0.45 µs. However,
the present model assumed the bubble produced a constant source strength and therefore we cannot say
with certainty that the bubble crosses the cell during expansion.
5.4 Conclusions
The present model supports the trends observed in the experiments, and might represent a realistic mech-
anism underlying those observations. We note that areal strains are highest on the point of cell closest to
the bubble. The predicted areal strains are significantly higher than the strains required to disrupt other
membranes, so it is anticipated that the deformation from an expanding bubble could play a significant
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role in disruption of algal cells. The model shows the anticipated relationships between areal strain and
nondimensional terms that govern the physical problem. Areal strain is proportional to Re2, and linearly
proportional to the asymmetry of the flow. Areal strain scales with κn, with n negative and dependent upon
which fluid’s viscosity is changed. The strain is most affected by changes in the interior viscosity than the
exterior viscosity. Results from the present simulation suggest that the areal strain for algal cell disruption
is approximately 21%. Although this model neglected the effect of a cell membrane, this strain agrees well
with other estimates of critical areal strain from bubble-induced cell rupture for red-blood cells.
The model is based on several assumptions which are clearly described here. The point source strength
is estimated from the average effective point source strength from an individual bubble expansion. As
such, we use a steady value for the source strength, although the point source does increase during the
bubble expansion (see figure 3.3). However, the cumulative areal strain is the integration in time of the
velocity, so the steady assumption should produce equal strains to the unsteady values. The bubble will be
influenced by other bubbles and cells, but to isolate the effect of one bubble on one cell, the present model
also assumes that the presence of other bubbles or cells does not alter the effective source strength created
by one unbounded bubble. Another limitation of the model is the lack of a membrane to resist the motion.
This was neglected since our estimates of Capillary and Weber numbers indicate that inertia and viscosity
dominate over the red cell tension. The current analysis only thus describes the kinematics of the flow,
since addition of a membrane would overburden the model. Further study is required to estimate the effect
of membrane elasticity on the cell deformation; this will require experimental determination of the algal
cell membrane elasticity in addition to further modeling. The cell is almost entirely water, so its density is
assumed to be equal to water. The effective viscosity of the algal cell was estimated from experiments on the
cell cytoplasm; the viscosity of the entire cell is unknown, and its properties are likely not uniform, but we
investigated a broad range of cell viscosities in the current model and show the effect of viscosity. Overall,
this model describes a possible mechanism for cell disruption and shows good agreement with experiment
data, suggesting that bubble expansion could be a significant source of algal cell areal strain.
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Chapter 6
Conclusions and Future Work
6.1 Review of conclusions
This dissertation presented research on enhanced ultrasound disruption, with the goal of guiding the design
of more efficient means of extracting lipids for the production of biodiesel. Our experimental results indicate
that adding microbubbles to a solution of suspended algae improves the efficacy of ultrasonic disruption.
Estimates of energy requirements suggest that this method requires one-fourth of the energy available in algal
oil. For controlled concentrations of algae and microbubbles, our estimate of the maximum cell-to-bubble
spacing required for disruption is in line with previous estimates.
With the efficacy of microbubbles at focusing ultrasonic energy to yield disruption established, we sought
to understand the root mechanisms. Representing the bubble response with the Marmottant equation
provided estimates of key parameters expected to be important in the bubble-cell interactions: the bubble
expansion and collapse as it is driven ultrasonically, which intern provided estimates of flow regime by
facilitating calculations of the Reynolds number and the strain rates expected to be important for cell
disruption. For high cell–bubble spacing compared with the cell radius, the flow in the cell frame of reference
is approximated by inviscid extensional flow. In this limit we estimated the short-time deformation by
matching the stresses at the sphere surface. The results depend directly on the ratio of exterior inertial
forces to interior viscous forces and suggest the areal strain caused by this flow field is insufficient to disrupt
the cell membrane. However, this particular model entailed several approximations, some of which are
expected to be fundamentally limiting for making quantitative predictions of cell distortion.
To further understand the possible mechanisms of the ultrasonic cell disruption, we developed a second
model of the cell as a viscous sphere near an expanding microbubble since the extensional approximation is
only valid if the cell is far from the bubble. We estimated the average point source strength created by bubble
expansion and calculated surface strain on the cell. Results indicate that the local deformation is highest
on the side of the cell closest to the bubble. The maximum and average areal strain show similar scalings
with point source strength and cell-to-bubble spacing as the disruption estimates from the experiment. It
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is shown that the average areal strain is more sensitive to the viscosity ratio than the maximum local areal
strain and that the viscosity of the interior fluid plays a more significant role in altering the strain than
the exterior fluid viscosity. Comparisons with experiment and estimates of mean disruption radius suggest
that average areal strains must reach approximately 21% for the cell membrane to be completely destroyed
although a membrane, neglected in this model, would mollify the deformation.
6.2 Limitations
The present models for bubble and cell motion rely on several simplifications that limit the scope of their
application. The Marmottant model describes the response for a bubble in an unbounded liquid; in the
experiment, cells and other bubbles restrict the expansion of the bubble. If the bubble expands near a cell,
we expect a nonspherical bubble response which would alter the cell deformation from the present model.
We measure the bulk response of a solution of cells and then attempt to garner individual cell properties
based on models of average cell properties. In reality the cell properties are not constant, so the effect of cell
deformation on individual cells will vary from the present predictions. Additionally, we use the viscosity of
an algal cell based on a single study of molecular spin rates in the cell cytoplasm. The equivalent viscosity
of the entire cytoplasm, organelles, and cell membrane is expected to be higher than the viscosity studied
here and is expected to reduce the deformation. Furthermore, the present models lack membrane elasticity
or surface tension that would also reduce the deformation from the values reported here. Thus, the current
models only illustrate trends between disruption and deformation, but still provide a useful description of
the possible mechanisms involved in cell disruption.
The models for cell deformation are also based on the average bubble motion during its expansion. While
the constant velocity assumption should produce equal strain after a finite time, the exact motion of the cell
will be different from the present models. Even with the current simplifying assumptions and limitations,
the results presented here provide a benchmark for future comparison of disruption of algal cells.
Similarly, the experiments were significantly limited due to the indirect measurement of disruption and
average estimate of cell–bubble spacings. Throughout this dissertation it is assumed that increasing disrup-
tion will increase recoverable lipids and so we only measured disruption and not actual lipids extracted after
the proposed disruption technique. Thus, we do not know how many more lipids will be recovered after
the current ultrasonic disruption. Further, the experiments processed only small volumes at a time; more
research is needed to study the possibility of scaling up microbubble-coupled ultrasound disruption.
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6.3 Future studies
This research presents several directions for future work. We suggest that the energy for dissolved air
flotation coupled with ultrasound disruption would be significantly lower than current ultrasonic disruption
methods. Future work should experimentally verify the effectiveness and efficiency of such a process. Lipid
extraction after ultrasonic disruption of dissolved air flotation-harvested algae would provide a good link
between disruption and energy in this setup.
Present results indicate that localizing the bubbles near the cells increases disruption. In this case,
maximum disruption is expected if the bubbles are attached to the cells. Then, the bubble generation
energy could be further minimized due to reduced numbers of bubbles required. Thus, future study should
investigate bubble–cell attachment prior to ultrasonic disruption.
As noted previously, cellular properties can vary significantly, and the current model assumed constant cell
radius and effective viscosity. The effect of viscosity was examined briefly, but future work could investigate
the effect of cell radius on cell deformation. The addition of a membrane or surface tension to the model is
essential to provide accurate estimates of cell deformation. Future work should also study the effect of an
unsteady source strength on cell deformation and investigate whether the bubble overtakes the cell during
expansion. This could include visualization of the ultrasonically-excited bubble and its interaction with
nearby algal cells.
Experimental investigation of individual algal cell mechanical properties is critical to inform the defor-
mation and disruption of these species. AFM measurements have been investigated for some cell lines, but
the diversity of algal cells makes comparisons for different species difficult. Thus, we recommend individual
cell studies of the present Chlamydomonas algae to gather mechanical properties of these cells.
The present laboratory experiments disrupted small volumes (40 ml/hr) of algae; a significant increase in
the scale of this process is required before it will be considered viable for full-scale production of energy from
algae. This will require many focused transducers or fewer unfocused transducers whose efficacy must be
studied. The high cost of ultrasound contrast agents make them unreasonable for commercial-scale processes,
so other microbubbles should be investigated.
6.4 Final statement
This dissertation presents theoretical, experimental, and numerical evidence for disruption of algae cells near
ultrasonically-excited microbubbles. The knowledge gained in these studies provide a basis for further work
in the area of algal cell disruption. Our results present the first known discussion of ultrasonic disruption of
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microalgae with added microbubbles and the first estimate of critical areal strain in algal membranes. This
work informs future research on efficient and effective methods for mechanical algal disruption for biodiesel
extraction.
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Appendix A
Energy for Lipid Membrane
Disruption
Evans et al. [32] report that the lipid membrane disruption energy is 13 J/mol for a red blood cell in tension.
The average phospholipid has a molecular weight of 0.8 kg/mol [4], so that the disruption energy of a lipid
membrane is 16.3 J/kg of membrane. To convert this value to whole cell mass, it is assumed that the cell
membrane density is similar to its contents. Then the conversion factor is the volume fraction of the cell
wall to the whole cell: 4πa2tm/(4/3πa
3) = 3tm/a for a spherical cell with radius a and membrane thickness
tm. For a red blood cell, the equivalent radius of a spherical cell is a = 2.82 µm [95], and the membrane
thickness is tm = 7.5 nm [108]. With the values given, the specific energy density for disruption of a lipid
membrane is E = 1.3× 10−1 J/kg of cell biomass.
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Appendix B
Monte Carlo Domain Size
Since the cell concentration is kept constant in our estimates of mean disruption radius, we have a direct
relationship between domain volume and number of cells:
Ncells = CcV, (B.1)
where Cc is the cell concentration (8.9 × 106/ml) and V is the volume of the domain. The domain used in
the Monte Carlo calculations is a cube with edge length h, so that V = h3.
The Monte Carlo calculations have a minimum disruption probability based on the number of cells:
min(pf ) =
1
Ncells
. (B.2)
Table B.1 shows the number of cells present in a box of different sizes at the cell concentration tested in
the experiment. We would like our model to predict disruption accurately to less than 0.5%, so the length
should be at least 300 µm.
Table B.1: Number of cells and minimum disruption probability versus domain edge length.
h (µm) Ncells min(pf )
100 9 11.11%
150 30 3.33%
200 71 1.41%
250 139 0.72%
300 240 0.42%
350 382 0.26%
400 570 0.18%
450 811 0.12%
500 1113 0.09%
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Appendix C
Energy Exposure in Ultrasound
Experiment
The energy exposure during the disruption experiment is [41]
Eˆ =
P 2r
ρc
t, (C.1)
with Pr the peak negative pressure, ρ the density, c the speed of sound in water, and t the time of exposure.
The time of exposure is
t =
V
Q
ds =
πd2w
4Q
ds, (C.2)
where d is the diameter of the tube, w is the -6 dB pulse width, Q is the flow rate, and ds is the duty cycle.
In the experimental setup the time of exposure is then t = 8.2 ms. We estimate the energy exposure at
different peak negative pressures in table C.1.
Table C.1: Energy of exposure at different peak negative pressures.
Pr (MPa) Eˆ (J/cm
2)
1.90 2.01
2.38 3.15
2.83 4.45
3.07 5.24
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Appendix D
Energy for Sonication
The incident energy is estimated by assuming the acoustic wave is planar, which is a good approximation
within the focal volume, and that the intensity is uniform over the width of the tube. In a more detailed
approach, in which it might be assumed that the pressure drops off as a Gaussian [24], the average pressure
within the tube width is 97% of the peak pressure, which supports the uniform wave approximation. Since
the vinyl tubing is thin (0.79 mm), and the attenuation coefficient of a vinyl plastic is approximately 0.2
dB/mm at 1 MHz [28], attenuation in the tube wall will only be 0.16 dB, or 2% of the peak pressure, and
it is therefore neglected.
The energy density per pulse is [24]
e =
∫ τl
0
P (t)2
ρc2
dt,
where ρ is the fluid density (1000 kg/m3), c is the speed of sound (1480 m/s), P (t) is the measured waveform
(figure 2.1 (c)), and τl is the pulse duration. This integral is numerically evaluated in Matlab (The Math-
Works, Natick, MA) using trapezoidal integration. The insonified algae, shown schematically in figure D.1,
has approximate volume
V =
πd2w
4
,
where w is the -6 dB pulse width of the wave (4.6 mm) and d is the inner diameter of the tube (1.6 mm).
Each pulse is delivered with a pulse repetition frequency fp, so the net energy deposited is
E = fpV e.
To compare the energy of this process with the energy of other mechanical disruption methods, such as
hydrodynamic cavitation or high-pressure homogenization, the energy is normalized by the mass flow rate
of suspended algal cells, yielding
E =
E
Qst
(J/kg),
where Q is the flow rate (40 ml/hr), st is the total suspended solids (dry mass per unit volume) of algal
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d
V
Q
Microbubbles
Figure D.1: Schematic showing volume insonified by the ultrasound pulse. The -6 dB beamwidth
is l, the tube inner diameter is d, and the volume insonified by a pulse is V . The flow rate of the
algal/microbubble solution is Q.
cells (0.76 mg/ml). At the bubble concentration used in the microbubble generation energy estimates
(Cb = 1.0 × 107/ml), 23% of the cells were disrupted with Pr = 3.07 MPa. With the assumption that
percent disruption is proportional to energy use, the specific energy for complete disruption is E = 112 J/kg.
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Appendix E
Energy for Microbubble Generation
One type of shelled microbubble is produced by insonifying solutions of serum albumin and dextrose in a
two-step process at powers P1 and P2 for durations t1 and t2 as described by Borrelli et al. [16]. This process
produces a volume Vp and concentration Cp of microbubble solution.
To treat a given volume Vg of algae requires a certain microbubble concentration Cg. The dry mass
present in this volume is stVg , where st is the total suspended solids (dry mass concentration) of algae. The
number of bubbles required to treat this volume of algae is VgCg.
The energy per bubble produced is
Eb =
P1t1 + P2t2
VpCp
.
This value is multiplied by the number of bubbles required and divided by the dry mass present in that
volume to give the specific energy of microbubble generation
E =
(P1t1 + P2t2)Cg
VpCpst
.
To create Vp = 16 ml of 5 µm microbubbles at a concentration of Cp = 1.8 × 109 UCAs/ml requires
P1 = 300 W, t1 = 25 s, P2 = 200 W, and t2 = 30 s [16]. At the bubble concentration of Cg = 10
7 UCAs/ml,
with st = 0.76× 10−6 kg/ml (representative of experimental conditions), E = 6.17× 106 J/kg.
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Appendix F
General Solution of Stokes Equation
When Re≪ 1, the incompressible Navier-Stokes equations of a Newtonian fluid reduce to
∇p = µ∇2u, (F.1)
which is often called Stokes equation. In axisymmetric spherical coordinates, Stokes equation takes the form
E4ψ¯ = 0, (F.2)
with
E2 =
∂2
∂r2
+
sinθ
r2
∂
∂θ
(
1
sinθ
∂
∂θ
)
, (F.3)
and ψ¯ the streamfunction. The general solution for axisymmetric Stokes flow was first presented by Sam-
son [101] and we use the formulation of Happel and Brenner [44]:
ψ¯(r, θ) =
∞∑
n=0
(
Anr
n+2 +Bnr
−n+3 + Cnr
n +Dnr
−n+1
)
In(ζ)
+
∞∑
n=2
(
A′nr
n+2 +B′nr
−n+3 + C′nr
n +D′nr
−n+1
)
Hn(ζ),
(F.4)
where ζ = cosθ and In and Hn are the first and second type of Gegenbauer functions of degree −1/2 and
order n, respectively. These functions are defined in terms of the Legendre functions of first and second
order as
In(ζ) =
Pn−2(ζ) − Pn(ζ)
2n− 1 , (F.5)
Hn(ζ) =
Qn−2(ζ)−Qn(ζ)
2n− 1 . (F.6)
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These solutions come from Gegenbauer’s equation, which is degenerate for n = 0 and n = 1. Thus, the
values are defined as
I0(ζ) = 1, I1(ζ) = −ζ, (F.7)
H0(ζ) = −ζ, H1(ζ) = −1. (F.8)
F.1 Velocities
The velocities are obtained by differentiating the streamfunction:
u¯r(r, θ) =− 1
r2sinθ
∂ψ¯
∂θ
, (F.9)
u¯θ(r, θ) =
1
rsinθ
∂ψ¯
∂r
. (F.10)
Using the following relationships
dIn(ζ)
dζ
= −Pn−1(ζ), (F.11)
dHn(ζ)
dζ
= −Qn−1(ζ), (F.12)
the velocities are written as
u¯r(r, θ) =−
∞∑
n=1
(
Anr
n +Bnr
−n+1 + Cnr
n−2 +Dnr
−n−1
)
Pn−1(ζ)
−
∞∑
n=2
(
A′nr
n +B′nr
−n+1 + C′nr
n−2 +D′nr
−n−1
)
Qn−1(ζ),
(F.13)
and
u¯θ(r, θ) =
∞∑
n=0
[
(n+ 2)Anr
n − (n− 3)Bnr−n+1 + nCnrn−2 − (n− 1)Dnr−n−1
] In(ζ)
sinθ
+
∞∑
n=2
[
(n+ 2)A′nr
n − (n− 3)B′nr−n+1 + nC′nrn−2 − (n− 1)D′nr−n−1
] Hn(ζ)
sinθ
. (F.14)
The first summation in the radial velocity equation begins at n = 1 since the derivative of I0(ζ) with respect
to θ is 0. The unprimed coefficients for n = 0 and n = 1 lead to infinite tangential velocities at θ = 0 and
π, so they will be set equal to zero.
Since the Gegenbauer and Legendre polynomials of the second order (Hn and Qn) are infinite along
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ζ = ±1, and finite velocities are required, the primed coefficients are eliminated. Additionally, for the
velocities to be bounded at the origin, Bn = Dn = 0. Thus, the streamfunction is simplified to
ψ¯(r, θ) =
∞∑
n=2
(
Anr
n+2 + Cnr
n
)
In(ζ). (F.15)
The velocities are
u¯r(r, θ) = −
∞∑
n=2
(
Anr
n + Cnr
n−2
)
Pn−1(ζ), (F.16)
or
u¯r(r, θ) = −
∞∑
n=1
(
An+1r
n+1 + Cn+1r
n−1
)
Pn(ζ), (F.17)
with
u¯θ(r, θ) =
∞∑
n=2
[
(n+ 2)Anr
n + nCnr
n−2
] In(ζ)
sinθ
. (F.18)
The pressure is obtained by integrating the Stokes equation and gives
p¯(r, θ) =− µ¯
∞∑
n=2
[
2(2n+ 1)
n− 1 Anr
n−1
]
Pn−1(ζ). (F.19)
F.2 Radial stresses
The radial stresses for a Newtonian fluid are calculated from the general equation
σ¯rr(r, θ) = −p¯(r, θ) + 2µ¯∂u¯r
∂r
. (F.20)
Combining (F.16), (F.19), and (F.20) yields
σ¯rr(r, θ) = µ¯
∞∑
n=2
[
2(2n+ 1)
n− 1 Anr
n−1
]
Pn−1(ζ)− 2µ¯
∞∑
n=2
(
nAnr
n−1 + (n− 2)Cnrn−3
)
Pn−1(ζ), (F.21)
σ¯rr(r, θ) = µ¯
∞∑
n=2
[
2(−n2 + 3n+ 1)
n− 1 Anr
n−1 − 2(n− 2)Cnrn−3
]
Pn−1(ζ). (F.22)
This equation may be written simply as
σ¯rr(r, θ) = µ¯
∞∑
n=1
σ¯nPn(ζ), (F.23)
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with
σ¯n = µ¯
(
2(−n2 + n+ 3)
n
An+1r
n − 2(n− 1)Cn+1rn−2
)
. (F.24)
F.3 Tangential stresses
The Newtonian fluid tangential stresses are
σ¯rθ(r, θ) = µ¯
[
− u¯θ
r
+
∂u¯θ
∂r
+
1
r
∂u¯r
∂θ
]
. (F.25)
The first term is
− u¯θ
r
= −
∞∑
n=2
[
(n+ 2)Anr
n−1 + nCnr
n−3
] In(ζ)
sinθ
. (F.26)
The second term is
∂u¯θ
∂r
=
∞∑
n=2
[
n(n+ 2)Anr
n−1 + n(n− 2)Cnrn−3
] In(ζ)
sinθ
. (F.27)
The third term requires more work. It is given as
1
r
∂u¯r
∂uθ
= −
∞∑
n=2
(
Anr
n−1 + Cnr
n−3
) ∂
∂θ
Pn−1(ζ). (F.28)
The derivative
∂
∂θ
Pn−1(ζ) (F.29)
must be evaluated.
First, the derivative ∂/∂θ is written as
∂
∂θ
=
∂
∂ζ
∂ζ
∂θ
= −sinθ ∂
∂ζ
. (F.30)
The relationship of the derivatives of Legendre functions allow is also useful:
ζ2 − 1
n− 1
∂
∂ζ
Pn−1(ζ) = ζPn−1(ζ) − Pn−2(ζ), (F.31)
so that
∂
∂ζ
Pn−1(ζ) =
(n− 1)(ζPn−1(ζ)− Pn−2(ζ))
ζ2 − 1 . (F.32)
Then
∂
∂θ
Pn−1(ζ) = − sinθ(n− 1) (ζPn−1(ζ)− Pn−2(ζ))
ζ2 − 1 . (F.33)
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Since ζ2 − 1 = −sin2θ, simplification yields
∂
∂θ
Pn−1(ζ) =
(n− 1) (ζPn−1(ζ) − Pn−2(ζ))
sinθ
. (F.34)
Then the following relationship
ζPn−1(ζ) =
nPn(ζ) + (n− 1)Pn−2(ζ)
2n− 1 , (F.35)
is used to write
∂
∂θ
Pn−1(ζ) =
(n− 1) (nPn(ζ) + (n− 1)Pn−2(ζ)− (2n− 1)Pn−2(ζ))
sinθ(2n− 1) , (F.36)
or
∂
∂θ
Pn−1(ζ) =
(n− 1) (nPn(ζ) − nPn−2(ζ))
sinθ(2n− 1) . (F.37)
This can be written in terms of the Gegenbauer function In(ζ):
∂
∂θ
Pn−1(ζ) = −n(n− 1)In(ζ)
sinθ
. (F.38)
Finally, this result is combined with the previous two terms of the tangential stress condition and simplified.
σ¯rθ(r, θ) = µ¯
(
−
∞∑
n=2
[
(n+ 2)Anr
n−1 + nCnr
n−3
] In(ζ)
sinθ
+
∞∑
n=2
[
n(n+ 2)Anr
n−1 + n(n− 2)Cnrn−3
] In(ζ)
sinθ
+
∞∑
n=2
(
Anr
n−1 + Cnr
n−3
)
n(n− 1)In(ζ)
sinθ
)
(F.39)
σ¯rθ(r, θ) = µ¯
(
∞∑
n=2
[
2(n+ 1)(n− 1)Anrn−1 + 2n(n− 2)Cnrn−3
] In(ζ)
sinθ
)
(F.40)
The tangential stress is written as
σ¯rθ(r, θ) =
∞∑
n=2
τ¯n
sinθ
In(ζ) (F.41)
with
τ¯n = µ¯
(
2(n+ 1)(n− 1)Anrn−1 + 2n(n− 2)Cnrn−3
)
. (F.42)
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Appendix G
Stress Coefficients from Inviscid Point
Source Flow near a Rigid Sphere
Here we discuss whether solving the axisymmetric Stokes equation inside a viscous sphere with matched
stress boundary conditions is possible near a steady inviscid point source. The problem involves a sphere
with radius a, viscosity µ¯, and density ρ at a distance b from a point source with strength m. The exterior
flow is inviscid with µ = 0 and ρ given. If the viscosity of the cell is high enough, the exterior flow will
be similar to inviscid flow over a rigid sphere. Here we derive the streamfunction for the exterior flow. As
shown in section 4.4, a solution is possible only if a relationship exists between coefficients of the Legendre
and Gegenbauer coefficients of stress, so we evaluate and compare these coefficients.
G.1 Point source streamfunction
The streamfunction for a point source at the origin is [79]
ψ =
m
4π
(1 + cos θ). (G.1)
G.2 Source at z = b
To represent a point source at z = b (see figure G.1), we change coordinates. Imagine that in the original
coordinates (r1 and θ1) we define
ψ =
m
4π
(1 + cos θ1). (G.2)
However, we would like to represent this in coordinates centered around the origin (r and θ). We relate the
two equations by noting that
z = r cos θ = r1 cos θ1 + b, (G.3)
y = r sin θ = r1 sin θ1 = r1
√
1− cos2 θ1. (G.4)
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Figure G.1: Coordinate transform from original (r1, θ1) coordinate system to (r, θ) coordinates.
Solving for cos θ1 gives
cos θ1 =
r cos θ − b
r1
=
√
1− r
2 sin2 θ
r21
. (G.5)
Then we solve for r1
r1 =
√
r2 + b2 − 2rb cos θ, (G.6)
so that the streamfunction with point source at z = b can be represented by
ψ =
m
4π
(
1 +
r cos θ − b
(r2 + b2 − 2rb cos θ)1/2
)
. (G.7)
G.3 Source at z = b with rigid sphere with radius a
The general equation for the streamfunction around a rigid sphere is given by the Butler sphere theorem:
ψ(r, θ) = ψ0(r, θ)− r
a
ψ0
(
a2
r
, θ
)
, (G.8)
where ψ0 is the streamfunction in the absence of the sphere [18].
Using (G.7) as the streamfunction without the sphere, we obtain the streamfunction for a point source
at z = b near a sphere of radius a centered at the origin [79]:
ψ =
m
4π
(
1 +
r cos θ − b
(r2 + b2 − 2rb cos θ)1/2
)
− mr
4πa

1 + a2r cos θ − b(
a4
r2 + b
2 − 2a2br cos θ
)1/2

 . (G.9)
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G.4 Velocities
With this streamfunction we now calculate the radial velocity
ur = − 1
r2 sin θ
(
m
4π
( −r sin θ
(r2 + b2 − 2rb cos θ)1/2 −
(r cos θ − b)(2rb sin θ)
2(r2 + b2 − 2rb cos θ)3/2
)
− mr
4πa
(
−a2
r sin θ
(a
4
r2 + b
2 − 2a2br cos θ)1/2
− (
a2
r cos θ − b)(2a
2b
r sin θ)
2(a
4
r2 + b
2 − 2a2br cos θ)3/2
))
, (G.10)
which simplifies to
ur =
m
4πr2
((
r
(r2 + b2 − 2rb cos θ)1/2 +
rb(r cos θ − b)
(r2 + b2 − 2rb cos θ)3/2
)
−
(
a
(a
4
r2 + b
2 − 2a2br cos θ)1/2
+
(a
2
r cos θ − b)(ab)
(a
4
r2 + b
2 − 2a2br cos θ)3/2
))
. (G.11)
Likewise the tangential velocity is
uθ =
m
4πr sin θ
(
cos θ
(r2 + b2 − 2rb cos θ)1/2 −
(r cos θ − b)(2r − 2b cos θ)
2(r2 + b2 − 2rb cos θ)3/2
)
− m
4πr sin θ
(
1
a
+
−b/a
(a
4
r2 + b
2 − 2a2br cos θ)1/2
− (a cos θ −
br
a )(− 2a
4
r3 +
2a2b
r2 cos θ)
2(a
4
r2 + b
2 − 2a2br cos θ)3/2
)
, (G.12)
or
uθ =
m
4πr sin θ
(
cos θ
(r2 + b2 − 2rb cos θ)1/2 −
(r cos θ − b)(r − b cos θ)
(r2 + b2 − 2rb cos θ)3/2
− 1
a
+
b/a
(a
4
r2 + b
2 − 2a2br cos θ)1/2
+
(a cos θ − bra )(−a
4
r3 +
a2b
r2 cos θ)
(a
4
r2 + b
2 − 2a2br cos θ)3/2
)
. (G.13)
The velocities at the sphere surface are
ur(a, θ) = 0, (G.14)
uθ(a, θ) =
m
4πa sin θ
(
b/a+ cos θ
(a2 + b2 − 2ab cos θ)1/2 − 2
(a cos θ − b)(a− b cos θ)
(a2 + b2 − 2ab cos θ)3/2 −
1
a
)
. (G.15)
We simplify the tangential velocity with the substitution l2 = a2 + b2 − 2ab cos θ, which is the distance
between the point (a, θ) and the point source location at (b, 0).
uθ(a, θ) =
m
4πa2l3 sin θ
(
l2(b + a cos θ)− 2a(a cos θ − b)(a− b cos θ)− l3) (G.16)
Since we assume the outer flow is inviscid, the shear stress is zero everywhere in the fluid and the pressure
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comes from Bernoulli’s equation. The radial stress at the boundary is
σrr(a, θ) =
ρ
2
u2θ(a, θ). (G.17)
Substituting the tangential velocity into the above equation yields
σrr(a, θ) =
ρm2
32π2a4l6 sin2 θ
(
l2(b+ a cos θ)− 2a((a2 + b2) cos θ − ba2(1 + cos2 θ)) − l3)2 . (G.18)
G.5 Legendre and Gegenbauer coefficients
We seek to write the boundary stresses as
σrr(a, θ) =
∞∑
n=0
σnPn(ζ), (G.19)
σrθ(a, θ) =
∞∑
n=2
τn
sin θ
In(ζ), (G.20)
so that the boundary conditions may easily be applied to the interior Stokes flow.
The coefficients σn and τn are found by evaluating the integrals in (4.33) and (4.36), shown here again:
σn =
2n+ 1
2
∫ pi
0
σrr(a, θ)Pn(cos θ) sin θdθ, (G.21)
τn =
n(n− 1)(2n− 1)
2
∫ pi
0
σrθ(a, θ)In(cos θ)dθ. (G.22)
Since the flow is inviscid with µ = 0, zero tangential stress exists and τn = 0 for all n. With the form
of σrr(a, θ) as given, it is impossible to calculate the σn integral analytically, so we use an adaptive Gauss-
Kronrod quadrature (quadgk) in Matlab to solve for the σn. The values of the parameters used are shown
in table G.1 and are representative of the physical situation.
With these values, we calculate the values of σn for n ≤ 10 and plot them in figure G.2. We know from
section 4.4 that a solution does not exist if σ1 6= τ2. Unfortunately, σ1 6= 0, so a solution may not be obtained
with this method.
The current function is written in the frame of reference of the point source, if we write it in the cell
frame of reference, we subtract out the uniform velocity at the cell center. The velocity on a rigid sphere in
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Table G.1: Summary of values used in velocity and stress calculations.
Variable Parameter Value
a Sphere radius 8 µm
b Position of point source 2a
m Point source strength 10−7 m3/s
ρ Exterior fluid density 1000 kg/m3
0 2 4 6 8 10
-1.5
-1
-0.5
0
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n
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Figure G.2: Legendre coefficients of radial stress for n ≤ 10.
an inviscid uniform flow with velocity U is [63]
uθ(r, θ) = −U
[
1 +
1
2
(a
r
)3]
sin θ. (G.23)
By (G.17) the radial stress is
σrr(a, θ) =
9ρU2
8
sin2 θ. (G.24)
so that
σn =


3
4ρU
2 if n = 0
− 34ρU2 if n = 2.
0 if n 6= 0, 2
(G.25)
To write the stress coefficients in the frame of reference of the sphere, we subtract (G.25) from the coefficients
in figure G.2 and note that σ1 is still nonzero, so we cannot find a solution of Stokes equation with matched
stress boundary conditions for an inviscid point source flow over a viscous sphere.
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Appendix H
Verification
The numerical code is verified with two analytic solutions: point sources of mass and momentum. The point
source flow is similar to the flow from an expanding bubble. The momentum source jet is Reynolds-number
dependent, so we may test in both viscosity- and inertia-dominated limits.
H.1 Point source of mass
We first verify the code with a steady point source of mass since this is also the model for an expanding
bubble. The streamfunction for this axisymmetric problem is [79].
ψ(r, θ) =
m
4π
(1 + cos θ), (H.1)
with m representing the point source strength. The velocities are
ur =
m
4πr2
, (H.2)
uθ = 0. (H.3)
H.1.1 Numerical approach
In order to show that our numerical approach agrees with the analytical solution, we solve a similar problem
using the Laminar Flow physics module in COMSOL (COMSOL, Inc., Burlington, MA). We solve the
steady-state incompressible Navier-Stokes equations:
ρ(u · ∇)u = ∇ · [−pI+ µ (∇u+ (∇u)T )] , (H.4)
ρ∇ · u = 0. (H.5)
An axisymmetric geometry is chosen for this problem. A sphere with radius rout = 160 µm sets the outer
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Figure H.1: Converged mesh for the point source of mass model.
boundary of the domain; the inner boundary is set by rin = 5 µm. Material properties are those for water,
and we set ρ = 1000 kg/m3 and µ = 0.001 Pa s.
The axis of symmetry is r = 0. Our version of COMSOL does not allow us to create a point source
directly, so we apply a known velocity (inlet) at the boundary of the inner circle. The velocity is set as
ur,in = m/(4πr
2
in) m/s. The outlet velocity is ur,out = m/(4πr
2
out). We use a source strength representative
of the bubble expansion: m = 10−7 m3/s.
The initial values of the velocity and pressure are set to zero. A pressure point constraint at r = rout,
z = 0 is
p = − ρm
2
32π2r4out
+
µm
12πr3out
, (H.6)
which is the pressure from the analytical solution at that point.
A triangular mesh was used and refined by changing the mesh properties until it converged. The converged
mesh had maximum element size of 5 µm, minimum element size 0.32 µm, maximum growth rate 1.08,
curvature factor 0.001 and resolution 1 and is shown in figure H.1.
H.1.2 Results
The streamlines are given in figure H.2. The streamlines produced by COMSOL are in excellent agreement
with the analytical streamlines. The agreement is also evident from the radial velocity along z = 0, plotted
in figure H.3.
To verify the unsteady code, we implemented unsteady Navier-Stokes and advected parameters that
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Figure H.2: Streamlines from point mass source problem. Comparison between numerical and
analytical results.
denote the reference coordinates (R, Z). The equations are:
ρ
∂u
∂t
+ ρ(u · ∇)u = ∇ · [−pI+ µ (∇u+ (∇u)T )] , (H.7)
ρ∇ · u = 0, (H.8)
∂R
∂t
+ u · ∇R = 0, (H.9)
∂Z
∂t
+ u · ∇Z = 0. (H.10)
We compared the position of the advected ρˆ =
√
R2 + Z2 = a contour with the analytic location of the
deformed sphere boundary. Figure H.4 shows that the ρˆ = a contour agrees very well with the analytic pre-
diction of the sphere boundary. Additionally, the areal strain was calculated with the method in section 4.2.5
and the areal strain is plotted versus θ in figure H.5 and shows excellent agreement between analytical and
numerical methods. The error between the maximum areal strain with two methods is 1.06%; the aver-
age strain error is 4.94 × 10−15, suggesting that the numerical method will produce accurate estimates of
deformation.
H.2 Point source of momentum
H.2.1 Problem setup
The flow near a steady momentum source jet also allows for easy verification of the code over a wide range of
Reynolds numbers. The analytical solution for a steady jet created by a point source of momentum is derived
previously [64, 106] and we present the important equations here. The streamfunction for this axisymmetric
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Figure H.3: Radial velocity along z = 0: (a) linear r-axis and (b) log r-axis.
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Figure H.4: Shape change after 0.5 µs for matched viscosity case.
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Figure H.5: Areal strain after 0.5 µs for matched viscosity case.
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Figure H.6: Streamlines for the point source of momentum with k = 0.1.
problem is
ψ(r, θ) =
−2rν sin2 θ
1 + k − cos θ , (H.11)
with k a constant related to the Reynolds number and ν the kinematic viscosity. It is shown that with the
edge of the jet defined as the place where the streamlines are closest to the origin, this edge occurs along a
line with θ = θ0 where
cos θ0 =
1
1 + k
. (H.12)
The streamlines are shown in figure H.6 for a flow with k = 0.1. For a given value of k, all streamlines have
the same shape, only scaled by 1/r.
The axial force acting on the fluid to cause this motion is [8]
F = 2πρν2
[
32
3
1 + k
k(2 + k)
+ 4(1 + k)2 log
(
k
2 + k
)
+ 8(1 + k)
]
. (H.13)
If the force on the fluid is large, the jet becomes very fast. Under these assumptions, k ≪ 1, inertial
forces dominate, and (H.13) is dominated by the first term on the right hand side. An estimate of the force
on a fluid flowing with velocity U through area A is
F
2πρν2
≈ 1
2π
AU2
ν2
. (H.14)
For large values of F , the parameter
√
F/2πρν2 is the Reynolds number of the flow [8]. Thus when inertial
forces dominate, the Reynolds number is
Reiner =
√
F
2πρν2
, (H.15)
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Table H.1: Reynolds numbers at different values of k.
k Reiner Revisc
0.001 72.9 1771
0.01 22.9 174
0.1 7.1 16.6
1.0 2.35 1.84
10 0.85 0.245
100 0.28 0.0264
or
Reiner =
√
32
3
1 + k
k(2 + k)
+ 4(1 + k)2 log
(
k
2 + k
)
+ 8(1 + k). (H.16)
The Reynolds number only depends on k, which describes the spread of the jet.
For the other limit k ≫ 1, viscous forces dominate and the streamfunction is
ψ = − F
8πµ
r sin2 θ, (H.17)
which is equivalent to the flow pattern at large distances from a moving body exerting a force on the fluid.
The analysis used to calculate the Reynolds number in (H.16) assumed inertial forces dominate the flow.
When k ≫ 1, viscous forces dominate, so we use an alternate analysis to estimate the Reynolds number.
When viscous forces dominate, the drag force is FD = 6πaµU . By equating F and FD, we are able to solve
for the unknown velocity and length scales.
Ua =
F
6πµ
(H.18)
We then find the Reynolds number when viscous forces dominate:
Revisc =
ρUa
µ
=
ρF
6πµ2
=
F
6πρν2
. (H.19)
With (H.13) we have
Revisc =
1
3
[
32
3
1 + k
k(2 + k)
+ 4(1 + k)2 log
(
k
2 + k
)
+ 8(1 + k)
]
. (H.20)
Table H.1 shows the Reynolds numbers at different values of k using these different assumptions.
H.2.2 Numerical approach
In order to show agreement between the numerical solution of COMSOL and the analytic solution, we
solve a similar problem using the Laminar Flow physics module. The governing equations are the steady
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Figure H.7: An ‘Extra coarse’ mesh generated with COMSOL for the point source of momentum
problem.
incompressible Navier-Stokes equations with body force F used to apply the constant force at the origin.
ρ(u · ∇)u = ∇ · [−pI+ µ (∇u+ (∇u)T )]+ F (H.21)
ρ∇ · u = 0 (H.22)
An axisymmetric geometry is chosen for this problem. We are interested in comparing the results close
to the origin, like in figure H.6. The geometry involves a square and a circle. The square is 60 m on a side
and its left edge is the axis of symmetry; its lower corner is at (0,-30) m. The circle is centered at the origin
and has a radius of 0.01 m. Material properties are given by ρ = 1 kg/m3 and µ = 1 Pa s.
To set a constant force at the origin, we apply a body force F to the fluid in the small sphere of fluid.
The force in (H.13) is converted to a body force by knowing the volume over which it acts. This domain has
volume V = 4πr3/3 with r = 0.01 m so that V = 4.19× 10−6 m3. For k = 0.1 the body force F = F/V is
7.49× 107 N/m3.
The free triangular mesh calibrated for fluid dynamics was generated using the predefined ‘Extremely
fine’ setting in COMSOL. Coarser meshes did not provide the accuracy we require. An example of the mesh
generated with the ‘Extra coarse’ setting is given in figure H.7 to show the geometry. The right and left
boundaries z = ±30m have zero normal stress and the top boundary has a no slip boundary condition.
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Figure H.8: Streamlines for the flow with k = 0.1. Comparison between analytical and numerical
results.
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Figure H.9: Comparison of analytical and numerical velocities parallel to the axis of symmetry
versus radius location along lines at four different values of z. Here k = 0.1. (a) z = 1, (b) z = 2,
(c) z = 3, (b) z = 4, and (e) z = 5 m.
H.2.3 Results
The streamlines were calculated both analytically and numerically with COMSOL for k = 0.1 and they are
shown in figure H.8. While there is good agreement close the the origin, it appears that the streamlines do
not agree farther away from the origin. This is due to small errors getting compounded when plotting the
streamlines; small differences in velocity get magnified. The velocities themselves show excellent agreement,
plotted in figure H.9. Here the velocities in the z direction are calculated along the vertical lines for z = 1
to 5 m.
The same procedure is used to determine the flow for k between 0.001 and 100 and the streamlines
are shown in figure H.10. Good agreement is seen for all cases, especially considering the difficulties in
matching streamlines discussed previously. The change from the inertial to viscous domain is clear; for the
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low Reynolds number flow the streamlines are nearly symmetric about the line z=0 as expected. Results
indicate that COMSOL can provide an accurate to the Navier-Stokes equations. The numerical results match
the analytical solutions very well for a wide range of Reynolds numbers.
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Figure H.10: Streamline plots for different values of k with corresponding Reynolds numbers.
Comparison between analytical and numerical calculations.
97
Appendix I
Independence of Solution on Model
Parameters
Many model parameters were introduced into the model for deformation of a viscous sphere near a point
source in chapter 5. Here we demonstrate what parameter values are required for deformation to be inde-
pendent of the mesh size and these model parameters. In all the cases presented material parameters are
a = 8 µm, b = 15 µm, ρ = 1000 kg/m3, µ = 0.001 Pa s, and µ¯ = 0.1 Pa s with flow strength m = 10−7 m3/s.
One model parameter was varied at a time, and unless otherwise specified, the mesh size was ‘Extra fine’,
and other model parameters were kept constant with values given in table I.1. The dependence on mesh size
and model parameters are shown in figures I.1–I.8 and indicates that the maximum areal strain after 0.5µs
does not show strong dependence on the model parameters when we choose the values in table I.1.
Table I.1: Parameters for point source model.
Parameter Name Value
σ Sharpness of viscosity interface 20
τ Sharpness of initial ξ interface 10/µm
nM Number of fitting Fourier modes 8
nP Number of points used to define the sphere surface 100
ǫ Maximum error between ρˆ and a 1 nm
rin Geometry inner radius 4 µm
rout Geometry outer radius 100 µm
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Figure I.1: Maximum areal strain versus mesh. C: Coarser; N: Normal; F: Finer; Ef: Extra fine;
EF: Extremely fine, with mesh properties given in table 5.1. Here σ = 10.
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Figure I.2: Maximum areal strain versus sharpness of viscosity interface, σ.
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Figure I.3: Maximum areal strain versus sharpness of ξ interface, τ .
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Figure I.4: Maximum areal strain versus number of fitted Fourier modes nM .
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Figure I.5: Maximum areal strain versus number of points to identify interface, nP .
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Figure I.6: Maximum areal strain versus maximum error, ǫ.
100
0 5 10 15 20
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
( ∆A A
) ma
x
Geometry inner radius, rin (µm)
Figure I.7: Maximum areal strain versus geometry inner radius, rin. Here b = 40 µm.
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