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I. Introduction
Fractional programming (FP) problem is a special class of nonlinear programming which optimizes one or some ratio objective functions over a feasible region. FP problems usually arise for modelling real life problems such as production planning, financial, health care, and engineering (see for instance Frenk and Schaible (2005) ). Motivated by the interest on FP in the literature (see for instance the extensive bibliography in Stancu-Minasian (2006) ), this paper considers a class of generalized fractional programming problems whose feasible region is a polyhedron and whose objective is the ratio of an affine function and the power p of an affine one. With the aim of solving the problem, we will give an algorithm based on the so called optimal level solutions method. This approach has been proposed, for the first time, for solving a linear fractional problem Cambini and Martein (1990) , and then, it has been used for generalized class of FP (see for istance Cambini (1994) , Carosi and Martein (2008) , Cambini and Martein (2012) , Ellero (1996) ). Even if the analyzed problem may have several local optimum points which are not global, the theoretical results stated in the paper allow us to solve it by means of a simplex-like algorithm. The paper is organized as follows: in Section II. the problem is stated, Section III. is devoted to determine the maximal domain of pseudoconcavity of the objective function; according with the different specification of problem parameters, different theoretical properties and sequential methods are proposed in Section IV. and in Section V. In order to clarify how the algorithm works, in Section 6 some easy examples are illustrated.
II. Statement of the problem
We consider the following optimization problem:
where D = {x ∈ R n : d
A is a real m × n matrix, with rank[A] = m < n. We aim to establish conditions under which Problem P has optimal solutions and to propose sequential methods for finding them. A key tool of our analysis is the pseudoconcavity of the objective function. It is well known that if the objective function is pseudoconcave, then local maximum points are global ones and therefore, Problem P can be solved more easily with respect to the general case. Since f is not in general pseudoconcave (see Example 4), in Section III. we will characterize the maximal domain of pseudoconcavity. Regardless the parameter specifications of function f , if an optimal solution exists, it belongs to a feasible edge. Furthermore, if the supremum is not attained as a maximum, then there exists an extreme direction along which the function converges to the supremum. With this regards, the following theorem holds. We omit its proof since it is similar to the one given for Theorem 3.1 in Carosi and Martein (2008) .
Theorem 1 Let L be the supremum of Problem P .
i) L is attained as a maximum if and only if there exists a feasible point x
0 belonging to an edge of
ii) If L is not attained as a maximum, then there exists an extreme direction u and a feasible point x 0 such that L = lim t→+∞ f (x 0 + tu).
III. On the maximal domain of pseudoconcavity
We study the pseudoconcavity of the function
on the domain
Throughout the paper, we will assume p = 1 and c ∈ R n \ {0} since it is well known that, when p = 1 or c = 0, f is both pseudoconvex and pseudoconcave on D.
In what follows ∇f (x) and H(x) will denote the gradient and the Hessian matrix of f evaluated at x, respectively. For the sake of completeness, we recall the definition of a pseudoconcave function.
f is said to be pseudoconcave on C if and only if
In order to characterize the maximal domain of pseudoconcavity of f , we will use the following second order characterization (see for all Cambini and Martein (2009) 
According to Theorem 3, we have to analyze the behavior of the Hessian matrix on the directions which are orthogonal to the gradient and we have to establish whether the critical points are maximum points. The gradient and Hessian matrix are as follows: 
the following theorem characterizes the maximal domain of pseudoconcavity of f . 
Consequently, taking into account Definition 2, the proof is complete.
The particular structure of the function allows us to easily characterize the maximal domain of the pseudoconvexity too.
Proof Since f has no critical points, f is pseudconvex on an open convex set A if and only if for every
the proof is obtained along the lines of the previous theorem.
Consider now the case rank[c, d] = 1, i.e, c = γd, γ = 0. Then, we have
and the gradient and Hessian matrix can be specified as follows:
The following theorem characterizes the pseudoconcavity of f on D.
Theorem 7 
Since η is a single variable function, η is pseudoconcave if and only if its critical points are maximum points. If γ(1 − p) < 0, then either η is decreasing on (0, +∞) or it has a critical point which is a maximum point. If γ(1 − p) > 0 and c 0 − γd 0 > 0, then η has a feasible critical point which is a minimum point. If γ(1 − p) > 0 and c 0 − γd 0 ≤ 0, then η is increasing on (0, +∞). Consequently, η is pseudoconcave in (0, +∞) if and only if i) or ii) holds. The proof is complete.
Remark 8 Taking into account (6), it is easy to verify that if ii) of Theorem 7 holds, then f is concave on D.
As a direct conseguence of Theorem 7, we are able to characterize the pseudoconvexity of the function. 
IV. Case rank[c, d] = 2. Theoretical properties and sequential method
We consider the case rank[c, d] = 2. First some theoretical properties of problem P are established and, successively, a simplex-like sequential method is suggested for solving the problem. Proof From ii) of Theorem 1, we have to study the behaviour of f along every extreme direction u of X, i.e., d
We are going to prove i) and ii) separately. i) Without loss of generality, we can assume that c
Consequently, L = +∞ if and only if there exists an extreme direction u such that d When rank[c, d] = 2 and f is not pseudoconcave, the following theorem shows that if Problem P takes the maximum, then it is attained at a vertex.
Theorem 12 Assume rank[c, d] = 2, and one of the following conditions holds:
If the supremum of problem P is attained as a maximum, then there exists a vertex of X which is a maximum point.
Proof From Theorem 6, f is pseudoconvex. The result follows from the properties of pseudoconvex functions (see for all Cambini and Martein (2009) ). Nevertheless, for sake of completeness we provide an independent proof for the case i). Let x 0 be an optimal solution. Since ∇f (x) = 0, ∀x ∈ X, x 0 belongs to the boundary of X. If x 0 is a vertex, then there is nothing to prove. Otherwise consider the restriction ϕ(t) of f on an edge containing x 0 , i.e., x = x 0 + tu, t ∈ (−ǫ, ǫ). We have
is an optimal solution, then t = 0 is a local maximum point for ϕ so that ϕ
Since p > 1, necessarily we have (1 − p)c
Consequently, f is constant on the edge so that there exists a vertex which is optimal.
• Sequential method
We are going to propose a sequential method which allows to solve the problem either the objective function is pseudoconcave on the feasible set X or not. Referring to Theorems 5 and 6, we have to analyze four different cases. Note that, when function f is not pseudoconcave on X, solving problem P on X means to look for a maximum of a pseudoconvex function or, eqivalently, to look for a minimum of a pseudoconcave function. This last problem, like finding a minimum for a concave function, is a hard problem. Nevertheless, taking into account the particular structure of f , we can suggest a simple sequential method for solving P also in this case. The proposed solution method extends the so called "optimal level solutions" approach (see Cambini and Martein (1990) ). First observe that the denominator function d T x+d 0 is lower bounded on X. Thus, the linear problem
has optimal solutions. Let θ min be the minimum value of P d . Consider the linear program
Assume that the supremum of P c is finite and let x 0 be a vertex of X which is an optimal solution of P c (note that if P c does not have solutions, then the supremum of problem P is +∞). Starting from x 0 , we suggest an algorithm for determining a local maximum point (if one exists) of problem P . Consider the linear parametric problem
, where θ max may be +∞. We have max
Setting h(θ) = max
If h(θ) increases (decreases), then the function f (x) increases (decreases) so that a local maximum of h(θ) corresponds to a local maximum of f (x). The following sequential method determines (if one exists) a local maximum point for h(θ). The idea is the following: corresponding to the vertex x 0 , which is an optimal solution of P (θ 0 ), θ 0 = 0, denote by B 0 the set of indices associated with the basic variables and set x 0 = (x B 0 , 0). Applying sensitivity analysis, we find (x B 0 (θ), 0) = (x B 0 + θu B 0 , 0) which is optimal for P (θ) for every θ belonging to the stability interval
to a local maximum point of P . If there exists θ ∈ [θ 0 , θ 1 ] such that h ′ ( θ) = 0, then (x B 0 ( θ), 0) corresponds to a local maximum point of P which belongs to an edge of X. In any other case, for θ > θ 1 the feasibility is lost and it is restored by applying an iteration of the dual simplex algorithm. We find a new stability interval and we repeat the analysis. Proceeding in this way, we develop a finite sequence of basis B k , k = 0, 1, ... and a finite number of stability intervals [θ k , θ k+1 ], k = 0, 1, .... With the usual notations, corresponding to the basis B k , we have:
where
. A local maximum point θ k of h(θ) corresponds to a global maximum for P if f is pseudoconcave, or when f is pseudoconvex and h ′ (θ) < 0 for every θ ≥ θ k . In the other cases, we have to look for another value θ k of θ such that h( θ k ) = h(θ k ). The uniqueness of θ k > 0 is guaranteed by the pseudoconvexity of h(θ), together with lim
We make a jump setting d T x + d 0 = θ min + θ k + θ and we find a new optimal level solution by solving the problem
Observe that if P (θ) does not have solutions, then x(θ k ) is a global maximum point for P . As a final remark, let us observe that, with respect to the original problem P , the parametric problem P (θ) has the additional constraint d
This leads to the introduction of an additional slack variable x n+1 . According to the idea of the optimal level solution method, for any value of θ, every optimal solution of P (θ) is binding to the parametric constraint, so that there exists a basic optimal solution (x B 0 , 0) such that x n+1 is a non-basic variable. Therefore, with a little abuse of notation, we will refer to (x B 0 , 0) as a basic solution of the original Problem P. As it has been outlined before, we have to deal with four different cases, i.e., we have four different procedures inside the main algorithm. With respect to the case p > 1, Procedure A is related to the pseudoconcave case, while Procedure B to the pseudocovex case; with respect to the case 0 < p < 1, Procedure C is related to the pseudoconcave case, while Procedure D to the pseudocovex case.
The main algorithm
Step 0. Compute C max = sup Step 1. If C max ≥ 0, then Procedure A, else Procedure B.
Step 2. If C max = +∞, then STOP: the supremum of Problem P is +∞ too, otherwise go to Step 3.
Step 3. If C max ≤ 0, then Procedure C, else Procedure D.
Procedure A: pseudoconcave case, p > 1
Step 0. Solve problem P d and let θ min be its optimal value. Solve Problem P c ; if P c does not have solutions, STOP: the supremum of P is +∞. Otherwise let x 0 be an optimal solution of P c which is also an optimal solution of Problem P (θ 0 ) with θ 0 = 0. Set k = 0 and go to Step 1.
Step 1. Determine the stability interval [θ k , θ k+1 ] associated with the optimal solution x(θ k ) = (
is the optimal solution of P otherwise go to Step 2.
Step 2.
x(θ) is the optimal solution of P ; otherwise let i be such that x B k i + θ k+1 u B k i = 0. Perform a pivot operation by means of the dual simplex algorithm, set k = k + 1 and go to Step 1.
Procedure B: pseudoconvex case, p > 1
Step 0. Determine θ max = sup
the supremum of Problem P is 0. Otherwise go to Step 1
Step 1. Solve problem P d and let θ min be its optimal value. If
. Solve problem P c and let x 0 be an optimal solution of Problem P c which is also an optimal solution of Problem P (θ 0 ) with θ 0 = 0. Set k = 0, X M = ∅, and Val f = −∞. Go to Step 2.
Step 2. Determine the stability interval [θ k , θ k+1 ] associated with the optimal solution
Step 3.
Step 3. Solve h(θ) = h(θ k ), and letθ k > θ k be the solution.
Ifθ k > θ max , then STOP: X M is the set of optimal solutions. Otherwise ifθ k ≤ θ k+1 , go to Step 4, else if θ k+1 <θ k ≤ θ max , set θ = θ +θ k , θ max = θ max − θ k ; by means of an iteration of the dual simplex algorithm find a new feasible solution for Problem P (θ), compute the associated stability interval [θ k , θ k+1 ] and go to Step 4.
Step 4. If θ k+1 = θ max then k = k + 1 and go to Step 5. Otherwise, let i be such that x B i +θ k+1 u B k i = 0. Perform a pivot operation by means of dual simplex algorithm. Set k = k + 1 and go to
Step
is the set of optimal solutions Procedure C, pseudoconcave case, 0 < p < 1
Step 0. Solve problem P d and let θ min be its optimal value. Solve problem P c and let x 0 be an optimal solution of Problem P c which is also an optimal solution of Problem P (θ 0 ) with θ 0 = 0. Set k = 0 and go to Step 1.
Step 1. Determine the stability interval [θ k , θ k+1 ] associated with the optimal solution
is the optimal solution of P , otherwise go to Step 2.
Step 2. If h
] and θ k+1 < +∞, then let i be such that x B k i + θ k+1 u B k i = 0. Perform a pivot operation by means of the dual simplex algorithm, set k = k + 1 and go to Step 1. If there existsθ ∈ (θ k , θ k+1 ] such that h ′ (θ) = 0, then STOP: x(θ) is an optimal solution of P .
Procedure D: pseudoconvex case, 0 < p < 1
Step 0. Determine optimal value θ max of problem max x∈X d T x. Solve problem P d and let θ min be its optimal value. If
. Suppose x 0 be an optimal solution of Problem P c which is also an optimal solution of Problem P (θ 0 ) with θ 0 = 0. Set k = 0 and X M = ∅, Val f = −∞ and go to Step 1.
Step 1. Determine the stability interval [θ k , θ k+1 ] associated with the optimal solution 
whose derivative is
The particular structure of the function allows us to establish when the supremum of problem P is not attained as a maximum and, when this is not the case, it allows us to completely characterize the set of the optimal solutions. The results are provided regardless the objective function is pseudoconcave or not.
where z max may be also equal to +∞. The following theorems hold.
and it is not attained as a maximum. ii) If z max = +∞, 0 < p < 1, γ > 0 then, the supremum of Problem P is L = +∞.
In any other case, the supremum is attained as a maximum.
Proof Consider first the case γ(1 − p) > 0 and c 0 − γd 0 < 0. From (12), the pseudoconcavity of f implies that η(z) is increasing in (0, +∞). If z max = +∞, then lim z→+∞ η(z) is equal to +∞ when 0 < p < 1 or it is equal to zero when p > 1, consequently i) and ii) hold. If z max < +∞, then the optimal solutions of P correspond to the optimal solutions of the problem max
In the case γ(1 − p) < 0, function η(z) has a maximum point at z * and the supremum of problem P is attained as a maximum.
The proof of Theorem 15 allows us to specify the set of optimal solutions when the supremum of Problem P is attained as a maximum.
i) If γ(1 − p) > 0 and z max < +∞, then the optimal solutions of P correspond to the optimal solutions of the problem max
ii) If γ(1 − p) < 0 and z * ∈ [z min , z max ] then optimal solutions of P are the intersection between X and the set {x ∈ R n : d
iii) If γ(1 − p) < 0 and z * < z min , then the optimal solutions of P correspond to the optimal solutions of the problem min
iv) If γ(1 − p) < 0 and z * > z max , then the optimal solutions of P correspond to the optimal solutions of the problem max
Theorem 17 
In this case C max = θ max = +∞. By applying Procedure A, we obtain that the optimal value is attained at the vertex (0, 2, 0, 0, 5).
Example 19 Consider the following problem P
Since C max = − 1 2 < 0 and p > 1, function f is pseudoconvex on the feasible set and, according to the algorithm, we apply procedure B. 
