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Abstract. We show that for the hard edge ensemble with power potential, the
limiting law of the spectral radius with a proper rescaling follows an exponential
distribution and prove this edge universality for radially symmetric subharmonic
potentials. We also obtain the order statistics of the moduli of eigenvalues.
1. Introduction and results
In the random matrix theory, there have been numerous studies of the spectral
radius of large size matrices. A limiting behavior of the largest eigenvalue of some
classical random hermitian matrix ensembles, Gaussian orthogonal, unitary, and
symplectic ensembles, was studied by Tracy and Widom [11], [12]. More generally,
universality for Wigner random matrices was proved by Soshnikov [10]. An univer-
sality result about the scaling limit of correlation at the edge of the spectrum led
the universality of the largest eigenvalue distribution for some invariant ensembles
[3].
On the other hand, the edge behavior of the spectrum of a random normal matrix
is different from that of a random hermitian matrix. The limit law of the spectral
edge of the Ginibre ensemble follows the Gumbel distribution [7]. Also, this re-
sult was generalized to power potentials and a certain type of radially symmetric
potentials [2].
We study random normal matrix ensembles with hard edge. By localizing a
potential to the droplet, we obtain an eigenvalue system contained completely in
the droplet. The localization of a potential is introduced in [5], a study of the two
dimensional Coulomb gas and Laplacian growth. The hard edge Ginibre ensemble,
which is the model case, was discussed in [1]. In this paper, we study scaling
properties of the spectral radius for the Ginibre and the power case with hard
edge by finding a suitable rescaling rate and giving a proof based on the Central
limit theorem. We also prove the universality of this edge behavior for a radially
symmetric subharmonic potential applying the Laplace method from [2].
1.1. Random normal matrix and potential theory. We consider the normal
matrix model with a probability measure on the space of n×n normal matrices M
of the form
dPn(M) = 1Zn e
−ntrQ(M)dM.
2010 Mathematics Subject Classification. 60B20; 60G55.
Key words and phrases. random normal matrix; eigenvalues; hard edge; spectral radius.
1
ar
X
iv
:1
50
8.
06
59
1v
1 
 [m
ath
.PR
]  
26
 A
ug
 20
15
2 SEONG-MI SEO
Here, Q : C→ R∪{+∞} is an external potential which is smooth with logarithmic
growth
lim inf
z→∞
Q(z)
log |z| > 2(1)
and Zn is the normalizing constant. The eigenvalues {zk}n1 of this model have the
distribution with joint probability density
dPn(z1, · · · , zn) = 1
Zn
∏
j 6=k
|zj − zk|e−n
∑n
j=1Q(zj)
n∏
j=1
dA(zj),(2)
where dA(z) = 1pidxdy is the normalized area measure on C and Zn is the normal-
izing constant. It is well known that the eigenvalues {zj}n1 form a determinantal
point process on C with correlation kernel
Kn(z, w) =
n−1∑
k=0
pk(z)pk(w)e
−n
2
Q(z)−n
2
Q(w),
where pk is an orthonormal polynomial of degree k with respect to the inner product
〈p, q〉 =
∫
C
p(z)q(z)e−nQ(z)dA(z).
We call a potential Q admissible if Q(z) : C → (−∞,∞] satisfies the following
conditions:
(i) Q is lower continuous.
(ii) Q(z) <∞ on a set of positive capacity.
(iii) Q(z)− 2 log |z| → ∞ as |z| → +∞.
We define the weighted logarithmic energy IQ(µ) of a probability measure µ by
IQ(µ) =
∫∫
log
1
|z − ζ|dµ(ζ)dµ(z) +
∫
Qdµ.
Then, there is a unique probability measure σQ which minimizes the weighted
logarithmic energy. We call σQ the equilibrium measure associated with Q. We set
the logarithmic potential U(z) of σQ as
U(z) =
∫
log
1
|z − ζ|dσQ(ζ)
and the modified Robin constant FQ as
FQ = IQ(σQ)− 1
2
∫
Q dσQ.
Then, the equilibrium measure has the following properties, see [9].
(i) S = supp(σQ) is compact and has positive capacity.
(ii) 2U(z) +Q(z) = 2FQ holds for quasi-every z in S.
(iii) For smooth Q, dσQ = ∂∂¯QdA on S.
Here, we write ∂ = 12(
∂
∂x − i ∂∂y ) for z = x+ iy and ∆ = 4∂∂¯ = ∂
2
∂x2
+ ∂
2
∂y2
. We call
the compact set S droplet. It is a well known result that eigenvalues of the random
normal ensemble with potential Q tend to condensate on the droplet as the size of
matrix n goes to infinity. See [5].
31.2. Main results. We consider the localized weight function QS defined by
QS(z) =
{
Q(z), z ∈ S
+∞, z ∈ Sc.
There still exists the equilibrium measure σQS associated with QS and it satisfies
σQS = σQ.
In particular, σQS is also absolutely continuous with respect to the Lebesgue mea-
sure,
dσQS = ∂∂¯QdA, z ∈ intS.
For more detail, see [5].
We call the random matrix model with the localized QS the hard edge ensemble
and the one with Q the free boundary ensemble. In contrast to the free boundary
case, eigenvalues of the hard edge ensemble tend to condensate completely inside
the droplet. Thus, we rescale the spectral radius at the boundary of the droplet in
the inward direction. Let {zj}n1 be the eigenvalues for the hard edge ensemble with
regard to QS and |z|n be the maximal modulus of the eigenvalues, max1≤j≤n |zj |.
We first consider the case of the power potential Q(z) = |z|2d(d ≥ 1). The
corresponding droplet is S = {z ∈ C ; |z| ≤ (1d) 12d }. Then, we obtain a limit law
of the rescaled spectral radius in Section 2.
Theorem 1.1. Let {ωn} be the rescaled spectral radius of the hard edge ensemble
with regard to Q(z) = |z|2d for some d ≥ 1, which is defined by
ωn = nd(d
1
2d |z|n − 1) log 4.
Then, the following limit holds,
lim
n→∞Pn[ωn ≤ ξ] = e
ξ
uniformly for ξ in a compact subset of (−∞, 0].
We extend this result to more general potential. The following theorem is proved
in Section 3.
Theorem 1.2. We assume that a radially symmetric potential Q is subharmonic
in C and strictly subharmonic in a neighborhood of ∂S. Let R0 be the radius of the
outer boundary of S and δ = ∂∂¯Q(R0). Let {ωn} be a sequence of random variables
defined by
ωn = R0nδ(|z|n −R0) log 4.
Then, the following limit holds,
lim
n→∞Pn[ωn ≤ ξ] = e
ξ
uniformly for ξ in a compact subset of (−∞, 0].
We generalize this result to the l-th modulus of eigenvalues. For an eigenvalue
system {zk}n1 , we denote by |z|(l)n the l-th largest |zk|. We write the limit law of the
rescaled spectral radius as follows:
Fhard(ξ) := e
ξ for ξ ≤ 0.
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For the limit law Fhard, define
F
(l)
hard(ξ) := Fhard(ξ)
l−1∑
k=0
1
k!
[− logFhard(ξ)]k = eξ
l−1∑
k=0
(−ξ)k
k!
for ξ ≤ 0.
Theorem 1.3. Let Q be subharmonic on C, strictly subharmonic on the boundary
of the droplet and radially symmetric. Let R0 be the radius of the outer boundary
of the droplet and δ = ∂∂¯Q(R0). Let {zk}n1 be the eigenvalues of the hard edge
ensemble with regard to QS. Then, for ξ ≤ 0,
lim
n→∞Pn
[
R0nδ
(
|z|(l)n −R0
)
log 4 ≤ ξ
]
= F
(l)
hard(ξ).
The proof is given in Section 4.
1.3. Preliminary. We compute the gap probability to obtain the distribution
function of the spectral radius. The following basic computation is based on [4],[6].
Let Ω = Ωx = {z ∈ C ; |z| > x} for x ≥ 0. We have
Pn[no eigenvalue in Ω]
=
1
Zn
∫  n∏
j=1
(1− 1Ω(zj))
 e−n∑Q(zj) ∏
j 6=k
|zj − zk|
n∏
j=1
dA(zj)
= det
(∫
C
pj(z)pk(z)(1− 1Ω(z))e−nQ(z)dA(z)
)n−1
j,k=0
,
where pj is an orthonomal polynomial of degree j with respect to e
−nQdA. We
note that each pj can be chosen to be a monomial of degree j since Q is radially
symmetric. Then, the gap probability has a simplified form such that
Pn[|z|n ≤ x] = det
(
δj,k −
∫
{|z|>x}
pj(z)pk(z)e
−nQdA
)
=
n−1∏
j=0
(
1−
∫ ∞
x
|pj(r)|2e−nQ(r)2rdr
)
since each pj is a monomial. In the hard edge case, we take QS instead of Q.
To prove the preceding theorems, we seek to find the limit of logPn[|z|n ≤ x] as
n→∞. We need a simple but essential lemma.
Lemma 1.4. Let {Xn} be a subset of C such that Xn = {xn,1, · · · , xn,n} with
0 < |xn,j | < 1. If {Xn} satisfies the following conditions:
(a)
n∑
j=1
xn,j = O(1)
(b) xn,j = o(1) uniformly for all 1 ≤ j ≤ n
as n→∞, then
n∑
j=1
log (1− xn,j) = −
n∑
j=1
xn,j + o(1) as n→∞.
5Proof. It is a direct result from the Taylor series approximation such that
n∑
j=1
log (1− xn,j) = −
n∑
j=1
(xn,j + xn,jf(xn,j))
for some f(x) = o(|x|) when |x| tends to 0. Now the assumptions (a) and (b) imply
n∑
j=1
xn,jf(xn,j) = o(1) as n→∞.

2. The hard edge power case
In this section, we prove Theorem 1.1. The proof is mainly based on the normal
approximation to the gamma distribution. This approach is also found on the study
of the free boundary power case in [2].
2.1. Hard edge Ginibre ensemble. We first examine the hard edge Ginibre
ensemble, which is a special case of the hard edge power case with d = 1. We give a
short proof of Theorem 1.1 for the case d = 1 using the scaling limit of correlation
kernel of the ensemble and the Poisson method from [1].
Let QS(z) = |z|2 when z is contained in the droplet D = {z ∈ C ; |z| ≤ 1}
and QS(z) = +∞ otherwise. Let {zj}n1 be the eigenvalues of the corresponding
ensemble and Rn(z) = Kn(z, z) be the one point function, where Kn(z, w) is the
correlation kernel. Then, the following scaling limit holds.
Theorem 2.1 ([1]). If we define a rescaled one point function by
Rn(ζ) = 1
n
Rn(z), where ζ =
√
n(z − 1),
then
Rn(ζ)→ H(2 Re ζ)
uniformly on subsets of L as n→∞, where H(x) is the hard edge plasma function
H(x) =
∫ x
−∞
e−t2/2∫∞
t e
−ξ2/2dξ
dt.
Using Theorem 2.1, we prove Theorem 1.1 for the Ginibre case. Let |z|n be the
spectral radius max1≤j≤n|zj | and ωn = n(|z|n− 1) log 4 be the rescaled one. We set
Fn(ξ) = Pn[ωn ≤ ξ] and x = 1 + ξ/(n log 4). Then,
logFn(ξ) = log
n−1∏
j=0
(
1−
∫
x<|z|≤1
|pj(z)|2e−n|z|2dA(z)
)
.
Here, pj is the j th orthonormal polynomial
√
nj+1
γ(j+1,n)z
j . To apply Lemma 1.4, we
need to show the uniform convergence to 0 of the following terms∫
x<|z|≤1
|pj(z)|2e−n|z|2dA(z) =
∫ n
nx2
tj
γ(j + 1, n)
e−tdt for 0 ≤ j ≤ n− 1.
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We note that γ(j + 1, n)/j! = P[Xn > j], where Xn
d
= Po(n), the Poisson distribu-
tion with intensity n. We here write “A
d
= B” if A has the same distribution as B.
The central limit theorem implies that
γ(j + 1, n)
j!
≥ P[Xn > n] = P[Z > 0] + o(1) = 1
2
+ o(1)
holds for all 0 ≤ j ≤ n − 1, where Z d= N(0, 1), the standard normal distribu-
tion. Thus, j!/γ(j + 1, n) are uniformly bounded for all j. Denoting Xλ a Poisson
distributed random variable with intensity λ = t + n and Y = (X − λ)/√λ, the
following approximation holds:
(t+ n)j
j!
e−(t+n) = P[Xλ = j] = P [j ≤ Xλ < j + 1]
= P
[
j − (n+ t)√
n+ t
≤ Y < j + 1− (n+ t)√
n+ t
]
= P
[
j − n√
n
≤ Z < j − n√
n
+
1√
n
]
+ o(1) = o(1)
uniformly for 0 ≤ j ≤ n− 1 as n→∞. Hence,∫ n
nx2
tj
γ(j + 1, n)
e−tdt =
∫ 0
ξ/ log 2+O(1/n)
(t+ n)j
γ(j + 1, n)
e−(t+n)dt→ 0
uniformly for 0 ≤ j ≤ n− 1.
On the other hand, we have
n−1∑
j=0
∫
x<|z|≤1
|pj(z)|2e−n|z|2dA(z)∫
x<|z|≤1
Rn(z)dA(z) =
∫ 0
ξ/ log 4
2
(
1 +
s
n
)
Rn
(
s√
n
)
ds.
Integration by parts gives us
H(0) = −
∫ 0
−∞
d
dt
log
(∫ ∞
t
e−ξ
2/2dξ
)
dt = log 2.(3)
Hence, by Theorem 2.1, we obtain
lim
n→∞
n−1∑
j=0
∫
x<|z|≤1
|pj(z)|2e−n|z|2dA(z) = −ξ
and by Lemma 1.4, we prove the theorem for the Ginibre case.
2.2. Proof of Theorem 1.1. With regard to the hard edge power potential
QS(z) =
{
|z|2d, |z| ≤ (1d) 12d
+∞, |z| > (1d) 12d ,
the orthonormal polynomial of degree j is
pj(z) =
d
1
2n
j+1
2d zj√
γ( j+1d ,
n
d )
,
7where γ(j + 1, α) =
∫ α
0 t
je−tdt is a lower incomplete gamma function. For the
rescaled spectral radius
ωn = dn
(
d
1
2d |z|n − 1
)
log 4
and ξ ≤ 0, we set Fn(ξ) = Pn[ωn ≤ ξ] and x =
(
1
d
) 1
2d
(
1 + ξdn log 4
)
. Using the
following approximation:
nx2d =
n
d
(
1 +
ξ
dn log 4
)2d
=
n
d
+
ξ
d log 2
+ o(1) as n→∞,
we calculate logFn(ξ) as follows:
logFn(ξ) = logPn[ωn ≤ ξ] = logPn[|z|n ≤ x]
= log
n−1∏
j=0
(
1−
∫
x<|z|≤( 1d)
1
2d
|pj(z)|2e−n|z|2ddA(z)
)
= log
n−1∏
j=0
1− ∫ nd
nx2d
t
j+1
d
−1
γ
(
j+1
d ,
n
d
)e−tdt

=
n−1∑
j=0
log
1− ∫ 0
ξ
d log 2
+o(1)
(
t+
n
d
) j+1
d
−1 e−(t+
n
d )
γ
(
j+1
d ,
n
d
)dt
 .
We consider the following sum by dividing it into three parts:
n−1∑
j=0
(
t+
n
d
) j+1
d
−1 e−(t+
n
d )
γ
(
j+1
d ,
n
d
) = n−1∑
k=0
(
t+
n
d
)n−k
d
−1 e−(t+
n
d )
γ
(
n−k
d ,
n
d
)
=
α√n∑
k=0
+
n/2∑
k=α
√
n
+
n−1∑
n/2
( Γ (n−kd )
γ
(
n−k
d ,
n
d
) (t+ n
d
)n−k
d
−1 e−(t+
n
d )
Γ
(
n−k
d
))
=: Sn + n,1 + n,2,
where α is sufficiently large but α = o(
√
n).
We show the following lemma prior to computing the summations.
Lemma 2.2. For 0 ≤ k < (1− )n, the following approximations hold.
γ
(
n−k
d ,
n
d
)
Γ
(
n−k
d
) = 1√
2pi
∫ k√
(n−k)d
−∞
e−
s2
2 ds+O
(
n−1/2
)
,
(
t+
n
d
)n−k
d
−1 e−(t+
n
d )
Γ
(
n−k
d
) = √ d
n− k
 1√
2pi
e
− 1
2
(
k√
(n−k)d
)2
+O
(
n−1/2
)
as n → ∞. Here, O(n−1/2) depends only on n. Furthermore, Γ (n−kd ) /γ (n−kd , nd )
is uniformly bounded for all 0 ≤ k ≤ n− 1.
Proof. Let Un−k be a random variable which follows a Gamma distribution Γ
(
n−k
d , 1
)
.
Then, we note that
γ
(
n−k
d ,
n
d
)
Γ
(
n−k
d
) = Gn−k (n
d
)
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and (
t+
n
d
)n−k
d
−1 e−(t+
n
d )
Γ
(
n−k
d
) = gn−k (t+ n
d
)
,
where gn−k and Gn−k are the probability density function and the cumulative dis-
tribution function of Un−k respectively.
For 0 ≤ k ≤ (1− )n, using the fact that Y =
√
d
n−k
(
Un−k − n−kd
)
is asymptoti-
cally normal, we have the following approximation by Berry-Esseen theorem.
Gn−k
(n
d
)
= P
[√
n− k
d
Y <
k
d
]
=
1√
2pi
∫ k√
(n−k)d
−∞
e−
s2
2 ds+O
(
n−1/2
)
(4)
By Edgeworth expansion, we obtain
gn−k
(
t+
n
d
)
(5)
=
√
d
n− k
 1√
2pi
e
− 1
2
(
td+k√
(n−k)d
)2(
1 +
c√
n
H3
(
td+ k√
(n− k)d
))
+ o
(
n−1/2
) ,
where H3 is the Hermite polynomial of order 3 and c is a constant which depends
only on d.
To show the uniform boundedness, we note that the following inequality holds:
for 1 ≤ j ≤ n− 1,
P
[
Uj <
n
d
]
≥ P
[
Uj+1 <
n
d
]
.
Thus, by (4),
lim
n→∞P
[
Un <
n
d
]
= P[Z < 0] =
1
2
holds and so, we have an asymptotic upper bound
Γ
(
n−k
d
)
γ
(
n−k
d ,
n
d
) ≤ 2 + o(1)
which is uniform for 0 ≤ k ≤ n− 1. 
We write “A ∼ B” if A is asymptotically equal to B as n→∞.
Lemma 2.3. We have
Sn → d log 2 and n,1, n,2 → 0
as α, n→∞ with α ∼ log n.
We first prove Theorem 1.1 using Lemma 2.3 and then present the proof of
Lemma 2.3 later.
Proof of Theorem 1.1. We claim that
logFn(ξ) = −
n−1∑
j=0
∫ 0
ξ
d log 2
(
t+
n
d
) j+1
d
−1 e−t−
n
d
γ
(
j+1
d ,
n
d
)dt+ o(1).
9It follows from Lemma 1.4. The condition (a) in Lemma 1.4 follows from Lemma
2.3. Indeed, Lemma 2.3 implies that
n−1∑
j=0
∫ 0
ξ
d log 2
(
t+
n
d
) j+1
d
−1 e−t−
n
d
γ
(
j+1
d ,
n
d
)dt = ∫ 0
ξ
d log 2
(Sn + n,1 + n,2)dt→ −ξ
as n→∞. We need to show that the condition (b) holds, i.e.∫ 0
ξ
d log 2
(
t+
n
d
) j+1
d
−1 e−t−
n
d
γ
(
j+1
d ,
n
d
)dt→ 0
uniformly for 0 ≤ j ≤ n − 1 as n → 0. With k = (n − 1) − j, Lemma 2.2 implies
that (
t+
n
d
) j+1
d
−1 e−(t+
n
d )
γ
(
j+1
d ,
n
d
) = (Gn−k (n
d
))−1
gn−k
(
t+
n
d
)
= o(1)
holds uniformly for n/2 ≤ j ≤ n− 1, and for 0 ≤ j < n/2, the uniform convergence
to 0 is a direct result of the estimate of the error term n,1 + n,2 in Lemma 2.3.
Therefore, we conclude that
logFn(ξ)→ ξ
uniformly on compact subsets in (−∞, 0] as n goes to ∞.

Proof of Lemma 2.3. We let Φ(ζ) denote 1√
2pi
∫ ζ
−∞ e
− t2
2 dt. If α ∼ log n, then
lim
n→∞Sn = limn→∞
α
√
n∑
k=0
(
Γ
(
n−k
d
)
γ
(
n−k
d ,
n
d
) (t+ n
d
)n−k
d
−1 e−(t+
n
d )
Γ
(
n−k
d
))
= lim
n→∞
α
√
n∑
k=0
1
Φ( k√
nd
)
(
1√
2pi
e
− 1
2
(
k√
nd
)2
+O
(
1√
n
))√
d
n
=
d√
2pi
∫ ∞
0
e−
x2
2
Φ(x)
dx
by Lemma 2.2. Thus, integration by parts gives us
d√
2pi
∫ ∞
0
e−
x2
2
Φ(x)
dx = d
∫ ∞
0
d
ds
log Φ(s)ds = d log 2.
For α
√
n ≤ k ≤ n2 , it follows from Lemma 2.2 and (5) that(
t+
n
d
)n−k
d
−1 e−(t+
n
d )
Γ
(
n−k
d
) ≤ (Cne−c(logn)2 + o(n−1/2))n− 12
for some constants c and C which are positive and independent of n. Thus, n,1 → 0
as n→∞.
For n2 < k ≤ n− 1, the following inequality(
t+
n
d
) k
d
− n
2d
∫ ∞
0
x
n−k
d
−1e−x
Γ
(
n
2d
) dx ≥ ∫ t+nd
0
x
n
2d
−1e−x
Γ
(
n
2d
) dx = P [Un
2
< t+
n
d
]
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and central limit theorem imply for sufficiently large n,
gn
2
(
t+
n
d
)
≥
(
1
2
+ o(1)
)
gn−k
(
t+
n
d
)
where o(1) is uniform for n2 < k < n− 1. By (5), we have
gn
2
(
t+
n
d
)
≤
(
Cn
1
2 e−cn + o
(
n−1/2
))
n−
1
2
for some constants c and C which are positive and independent of n. Therefore, we
obtain n,2 → 0. 
3. Universality for the hard edge ensembles
In this section, we consider a radially symmetric potential Q(z) = Q(|z|) with
the following assumptions:
(i) Q is subharmonic on C;
(ii) Q is strictly subharmonic on a neighborhood of ∂S.
Since ∆Q(r) = 1r (rQ
′(r))′ ≥ 0 on (0,∞), rQ′(r) is increasing on (0,∞). Let r0 be
the smallest number that Q′(r) > 0 for all r > r0 and R0 be the smallest solution
to RQ′(R) = 2. With this choice, the droplet S is the ring
S = {z ∈ C ; r0 ≤ |z| ≤ R0}
and {rQ′(r) | r0 ≤ r ≤ R0} = [0, 2]. See [9].
To prove Theorem 1.2, we set Fn(ξ) = P[ωn ≤ ξ] and x = R0 + ξ/(nC0), where
C0 = R0δ log 4 and δ = ∂∂¯Q(R0) > 0. For each k = (n− 1)− j, let
Vk(r) = Q(r)−
(
2− 2k + 1
n
)
log r,
V (r) = Q(r)− 2 log r.
Then, we have
Fn(ξ) =
n−1∏
j=0
(
1−
∫ R0
x
|pj(r)|2e−nQ(r)2rdr
)
=
n−1∏
k=0
(
1−
∫ R0
x e
−nVk(r)dr∫ R0
r0
e−nVk(r)dr
)
.
We let
xn,k =
∫ R0
x e
−nVk(r)dr∫ R0
r0
e−nVk(r)dr
(6)
and show {xn,k} satisfies the conditions (a), (b) in Lemma 1.4.
Proof of (a). We observe
V ′k(r) =
1
r
(
rQ′(r)−
(
2− 2k + 1
n
))
,
V ′′k (r) = ∆Q(r)−
1
r2
(
rQ′(r)−
(
2− 2k + 1
n
))
.
We set f(r) = rQ′(r). Then, f is increasing on (0,∞) and f ′ > 0 on a neighborhood
of R0.
11
For 0 ≤ k ≤ k0 with k0 =
√
n log n, we claim that there is a unique tk ∈ [r0, R0]
such that f(tk) = 2− 2k+1n and that tk satisfies
R0 − tk = 1
4δR0
2k + 1
n
+O
(
(log n)2
n
)
,(7)
where the error bound is uniform for k ≤ k0. Since f ′(R0) = 4δR0 > 0, there exists
 > 0 such that for 0 ≤ s ≤ ,
f(R0 − s) ≤ f(R0)− f
′(R0)
2
s and f ′(R0 − s) > 0.
Since f is continuous, tk exists in [r0, R0]. For large n, R0 − tk <  holds and so,
R0 − tk ≤ c 2k + 1
n
≤ c 2k0 + 1
n
for some constant c > 0. Since f is strictly increasing in a neighborhood of R0,
for each k ≤ k0, tk is unique and tk ≥ tk0 . Hence, the Taylor series expansion
f(tk)− f(R0) = f ′(R0)(tk −R0) +O(|tk −R0|2) implies (7).
We now approximate (6) for 0 ≤ k ≤ k0. Taylor’s theorem gives us that
Vk(r) = Vk(tk) +
1
2
∆Q(tk)(r − tk)2 + 1
3!
V ′′′k (t(k,r))|r − tk|3(8)
for some t(k,r) ∈ (r, tk). Here, we note that
∆Q(tk) = ∆Q(R0) +O
(
log n√
n
)
,(9)
where the error bound is uniform for k ≤ k0. Since
V ′′′k (r) = V
′′′(r) +
(
2k + 1
n
)
2
r3
,
we can choose sufficiently small  > 0 such that there exists a constant M which is
unifom for k ≤ k0 and
sup
t∈[R0−,R0]
|V ′′′k (t)| < M.(10)
By (8), (9), and (10), we obtain that for k ≤ k0,∫ R0
tk− logn√n
e−n(Vk(r)−Vk(tk))dr =
∫ √n(R0−tk)
− logn
e−
1
2
(4δ+o(1))r2 dr√
n
(1 + o(1))(11)
=
∫ 2k+1
R0
√
4nδ
− logn
e−
1
2
s2 ds√
4δn
(1 + o(1)).
Since V ′k(tk) = 0 and V
′
k(r) ≤ 0 for r ≤ tk, there exist constants c and C such that∫ tk− logn√n
r0
e−n(Vk(r)−Vk(tk))dr ≤ Ce−n
(
Vk
(
tk− logn√n
)
−Vk(tk)
)
(12)
≤ Ce−c(logn)2 .
We also observe that for γ(t) = e−t2/2 and a = O(log n),∫ a
a+ x√
n
γ(t)dt = −γ(a) x√
n
(1 + x),
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where
|x| ≤ C√
n
sup
t∈[a+x/√n, a]
|γ′(t)|
γ(a)
= o(1).
Thus, we obtain∫ R0
R0+
ξ
nC0
e−n(Vk(r)−Vk(tk))dr =
∫ √n(R0−tk)
√
n(R0−tk)+ ξ√nC0
e−
1
2
(4δ+o(1))r2 dr√
n
(1 + o(1))(13)
= − ξ
nC0
e
− 1
2
(
2k+1
R0
√
4δn
)2
(1 + o(1)) .
By (11), (12), (13), we obtain
lim
n→∞
k0∑
k=0
xn,k = − lim
n→∞
k0∑
k=0
e−
1
2
ζ2k∫ ζk
−∞ e
− 1
2
s2ds
√
4δξ√
nC0
,
where ζk =
2k+1
R0
√
4δn
, and hence by (3),
lim
n→∞
k0∑
k=0
xn,k = −2δR0
C0
ξ
∫ ∞
0
e−
1
2
t2∫ t
−∞ e
− 1
2
s2ds
dt = −ξ.
To estimate the error term, for k ≥ k0, we put
tk = sup{t ∈ [0, 2] ; tQ′(t) = 2− 2k + 1
n
}.
Then, by (7),
tk ≤ tk0 = R0 −
1
4δR0
2k0 + 1
n
+O
(
(log n)2
n
)
≤ R0 − c log n√
n
for some c > 0 which is uniform for k ≥ k0. Let t∗ ≡ t∗(n) be the unique solution
to f(t) = 2− logn√
n
. Then, tk0 ≤ t∗ and
R0 − t∗ = 1
4δR0
log n√
n
+O
(
(log n)2
n
)
.
Since V ′k(t) ≥ 0 for t > tk, we have
Vk(R0)− Vk(tk) =
∫ R0
tk
V ′k(t)dt ≥
∫ R0
t∗
V ′k(t)dt.
Also for t∗ ≤ t ≤ R0, the following inequality holds:
V ′k(t) ≥
1
R0 + o(1)
(
f(t∗)− 2 + 2k + 1
n
)
≥ 1
R0 + o(1)
log n√
n
.
Let M = sup{∆Q(t) ; t ∈ [r0, R0]}. We obtain∫ R0
R0− sn
e−nVk(r)dr∫ R0
r0
e−nVk(r)dr
≤
s
ne
−n(Vk(R0)−Vk(tk))+O(1)∫ tk+ c logn√n
tk
e−n(Vk(r)−Vk(tk))dr
≤ s√
n
e−C(logn)2+O(1)∫ c logn
0 e
− 1
2
Mr2+o(1)dr
= O
(
n−1/2
)
e−C(logn)
2
.
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Thus, we have
n−1∑
k≤k0
xn,k = o(1).

Proof of (b). Let V (r) = Q(r)−2 log r. Since V ′(R0) = 0 and V ′′(R0) > 0, we have
a uniform error bound for all 0 ≤ k ≤ n− 1,
xn,k =
∫ R0
R0− sn
e−nV (r)r−2k−1dr∫ R0
r0
e−nV (r)r−2k−1dr
≤
∫ R0
R0− sn
e−
n
2
V ′′(R0)(r−R0)2+o(1)dr∫ R0
R0− logn√n
e−
n
2
V ′′(R0)(r−R0)2+o(1)dr
(
R0
R0 − sn
)2k+1
= O(n−1/2).

4. Order statistics
In this section, we examine the limit law of the l-th modulus of eigenvalues of
random normal ensembles with hard edge. Our approach is inspired by the earlier
work in [8], where the order statistics for the free boundary Ginibre ensemble was
studied.
Proof of Theorem 1.3. We observe that the probability of the l-th eigenvalue is
written as the sum of some gap probabilities.
Pn
[
|z|(l)n ≤ x
]
=
l−1∑
k=0
Pn [ exactly k eigenvalues in {z ; |z| > x}]
=:
l−1∑
k=0
pn,k(x)
Then, the gap probability in the right-hand side is computed as follows:
pn,k(x) =
1
k!
(
d
dλ
)k ∣∣∣∣
λ=−1
En
 n∏
j=1
(
1 + λ1{|z|>x}(zj)
) .
See [4]. By the computation in Section 1.3, we obtain
En
 n∏
j=1
(
1 + λ1{|z|>x}(zj)
) = n−1∏
j=0
(
1 + λ
∫
{|z|>x}
|pj(z)|2e−nQS(z)dA(z)
)
,
where pj is an orthonormal polynomial of degree j with regard to QS .
For fixed ξ ≤ 0 and x = R0 + ξ/(nC0) with C0 = R0δ log 4, we write
xn,j(ξ) =
∫
{|z|>x}
|pj(z)|2e−nQS(z)dA(z)
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and gn(λ) =
∏n−1
j=0 (1 + λxn,j) as a function of λ in C. Then, it is sufficient to show
that
lim
n→∞
(
d
dλ
)k ∣∣∣∣
λ=−1
gn(λ) = Fhard(ξ) [− logFhard(ξ)]k .(14)
In Section 3, we have shown that such {xn,j} satisfies the conditions (a), (b) in
Lemma 1.4 and
∑n−1
j=0 xn,j converges to − logFhard(ξ). Thus, applying Lemma 1.4
to {−λxn,j}, we obtain
gn(λ) → e−λ logFhard(ξ)
uniformly on every compact subset in C as n→∞. Since gn is an analytic function,
Cauchy integral formula implies
g(k)n (λ)→ [− logFhard(ξ)]k e−λ logFhard(ξ)
uniformly on every compact subset of C. Taking λ = −1, we prove (14).

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