With the help of topological necessary conditions for continuous stabilization it is shown that, in general, in order to stabilize continuous-and discrete-time systems one has to use time-dependent or discontinuous feedback controls. On the other hand, the criterion of stabilization in the class of piecewise-constant feedbacks is established. In the context of this paper a piecewise-constant feedback is associated with a piecewise-constant function of the form u = u(x); where x 2 R n x : The piecewise-constant feedback synthesis outlined here has several attractive features. First, it can be e ectively applied to design feedback stabilizers subjected to control constraints. Second, the designed feedback laws do not cause sliding mode and /or chattering behavior in the closed loop system, i.e., on a nite interval of time the control in the closed loop system may have only nite number of jump discontinuities.
1. Introduction. Stabilization of dynamical systems is one of the basic problems in systems theory. In 9], 10] and 11] it is shown that many nonlinear systems are not stabilizable by any continuous feedback of the form u = u(x): For the purpose of illustration we give a geometrical interpretation of the results presented in 9], 10] and 11]. In particular, one can see from these geometrical illustrations that on a compact simply-connected manifold a nonlinear system can not be globally stabilized at any of its equilibria by a continuous feedback of the form u = u(x): We use this fact as a motivation for our work over the main contribution of this paper, criterion of stabilization by means of piecewise-constant feedbacks that do not cause sliding mode and/or chattering behavior. In other words, on a nite interval of time the control in the closed loop system may have only a nite number of jump discontinuities.
This paper is dealing with a dynamical nonlinear system having either the form _ x = f(x; u) (1) or x k+1 = f(x k ; u k );
where x 2 R n (R n denotes n-dimensional Euclidean space) and u 2 U R m : Let pr x denote the projection of R n x R n u onto R n x ; i.e., pr x (x; u) = x: It will be shown that (1) (or (2) ) is stabilizable at an equilibrium (x ; u ) 2 f ?1 (0) = f(x; u) 2 R n U : f(x; u) = 0g for system (1), or (x ; u ) 2 (pr x ? f) ?1 (0) = f(x; u) 2 R n U : f(x; u) = xg for system (2) , over a compact set K R n if, and only if, one can steer the system from any initial point x 2 K into x with the help of piecewise-constant control inputs and system (1)(or (2)) satis es the following condition (of some sort of stability) at (x ; u ) 2 f ?1 (0): For any neighborhood W of x (open connected set containing x ) there exists another neighborhood V of x ; such that one can move the system (1)(or (2)) from any point in V into x without leaving the neighborhood W: Although, we prove all our results for systems de ned on R n ; their reformulation for systems on a smooth manifold is straightforward and does not seem to bring anything new except some changes in phraseology.
The use of continuous stationary feedbacks of the form u = u(x) does not allow to solve the problem of stabilization for many nonlinear systems. This fact was understood by many system researchers (see, e.g. 1], 2], 7]). Thus, in order to stabilize a nonlinear system in many practical and theoretical situations one needs to design time-dependent or discontinuous feedbacks instead of continuous feedbacks of the form u = u(x). The idea of using discontinuous stabilizers instead of continuous is not new and was broadly discussed in the framework of variable structure systems (see, e.g., 5]). The mathematical foundation of variable structure systems was developed in 15].
Necessary conditions of smooth stabilization underline the fact that the use of non-stationary and discontinuous feedback stabilizers is unavoidable in many applications of control theory. The commonly accepted starting point for the discussion on necessary conditions of smooth stabilization is the classical result of 2]. (bii) there exists some neighborhood Q of x 2 R such that for each y 2 Q one can nd a control u y (t) : 0; 1) ! R m which steers the system from y at t = 0 to x at t = 1; (biii) the mapping f(x; u) : R n x R m u ! R n maps every neighborhood of (x ; u ) onto a neighborhood of zero. Theorem 1 was one of the rst necessary conditions for smooth stabilizability of nonlinear systems. It played an outstanding role in the development of nonlinear control theory. For example, Theorem 1 was successfully used to establish that many of drift-free nonholonomic nonlinear control systems can not be continuously stabilized. Nevertheless, necessary condition (biii) su ers de ciency of being generic, i.e., (biii) is almost always satis ed. The result obtained in 3] strengthens (biii), but nevertheless it is still generic, and therefore, ful lled for almost every smooth nonlinear system (1).
In 10], 11] the rst non-generic topological necessary conditions have been obtained. Here we give geometrical illustration of these conditions and generalize them to the class of discrete-time systems having form (2) . These necessary conditions imply that on a smooth compact manifold neither any continuous nor discrete-time system is globally stabilized by a continuous feedback of the form u = u(x): We also prove the criterion of stabilization in the class of piecewise-constant feedbacks and discuss synthesis procedures for this class of feedback control laws. The motivation for studying piecewise-constant feedbacks is threefold. First, a piecewise-constant feedback is meant to be implemented on digital processors and does not require quantization of input-output signals. Second, the control theory ideology and, in particular, piecewise-constant feedback stabilization may serve as a framework for software development projects where a software package is treated as a feedback control. Third, as you can see from the results of this paper, any system, which is stabilized by a continuous feedback u = u(t; x); can be stabilized by a piecewise-constant feedback.
We hope that we have convinced our reader that, in some situations where stabilization of a nonlinear system is concerned, a piecewise-constant feedback could be preferable to continuous one.
The structure of the paper is as follows. The rst section is introductory. The second section presents geometrical interpretation of the necessary conditions obtained in 11] and generalizes them to the class of discrete-time systems of the form (2) . The third section contains the criterion of stabilization in the class of piecewise-constant feedbacks. The fourth section is reserved for conclusion. e tf x = x 8 x 2 K R n where e tf is the ow generated by the vector eld f(x; u(x)). We 
We will need the following properties of degree. 2.1.2. Geometrical illustrations of necessary conditions. We start with the following necessary condition of continuous stabilization. where (x; u) 2 R 2 x R u : If f ?1 (0) is bounded, then Theorem 3 asserts that the system can not be continuously stabilizable. The reason is that the graph of any continuous feedback u = u(x) stabilizing the system has at least two points of intersection with the equilibrium set f ?1 (0). Fig.1 depicts a geometrical illustration of this fact. The equilibrium set for this system is de ned by f(x 1 ; x 2 ; u) : u = 0; x 2 1 + x 2 2 = n; where n = 0; 1; 2; : : :g:
The system is locally continuously stabilizable at any point of its equilibrium set with x 2 6 = 0 (see 10] for further details). But it is not continuously stabilizable at (x 1 ; x 2 ; 0) (with (x 1 ) 2 + (x 2 ) 2 = n) over any compact set containing the entire circle (x 1 ) 2 + (x 2 ) 2 = n: It happens because on a compact set containing the circle the graph of any continuous feedback locally stabilizing the system at (x 1 ; x 2 ) has at least two points of intersection with this circle (Fig.2) .
As illustrated by Example 1, system (1) is not continuously stabilizable at any point of a connected bounded component of its equilibrium set. This leads us to the following theorem. If the system _ x = f(x; u) is smoothly stabilizable in the large at a point (x ; u ) 2 !; then ! is unbounded.
The proof of this theorem is given in 10] and 11]. Theorems 3 and 4 give us the topological necessary conditions that are stable under perturbations which are small in ne Whitney topology. Moreover, these conditions remain valid for a system on a compact smooth simply connected manifold, and since on the compact manifold the equilibrium set f ?1 (0) is evidently bounded, we conclude that the system can not be continuously stabilizable over this manifold. Thus a smooth generic system is never globally continuously stabilizable on a compact simply connected manifold.
Theorems 3 and 4 may give an impression that the topological barrier for continuous stabilization is provided only by the fact that either the equilibrium set or one of its connected components is bounded. However, stabilization also depends upon the way in which one connected component of the equilibrium set loops around another. Let us consider a single-input nonlinear system. We introduce the normal parameterization of f ?1 (0) as follows. Taking these inequalities into account and using the fact that! is a connected component of the equilibrium set we conclude that under the conditions of Theorem 5 the graph of the feedback u = u(x) has at least two points of intersection with the equilibrium set f ?1 (0): One of these points of intersection is (x ; u ) and another one is on the connected component! de ned in Theorem 5. A geometrical illustration of this fact is Fig.3 . The equilibrium set of this system is de ned by (x 1 ? cos(u)) u = 0; x 2 ? sin(u) = 0:
It is easy to show that the system is locally stabilizable at the origin by a linear feedback law. On the other hand, our topological considerations, in particular Theorem 5, show that this system is not continuously stabilizable over any set containing the unit disk centered at the origin (Fig.4) . The discussion presented in this subsection shows that many systems are not continuously stabilizable. Hence, it is reasonable and even sometimes necessary to design piecewise-constant stabilizers.
2.2. Discrete-time systems. This subsection shows that many discrete-time systems are not continuously stabilizable. Consider a discrete-time system of the form x k+1 = f(x k ; u); (4) where u 2 R m ; k 2 N = f0; 1; 2; : : :g; and for any k 2 N x k 2 R n : Let pr x denote the projection of R n x R m u onto R n x ; i.e., pr x (x; u) = x: (pr x ? f) ?1 (0) denotes the equilibrium set of system (4), (pr x ? f) ?1 (0) = f(x; u) 2 R n x R m u ; x = f(x; u)g: System (4) is said to be continuously stabilizable at (x ; u ) 2 (pr x ? f) ?1 (0) over a set K R n if there exists a continuous function u = u(x), such that u(x ) = u and x is an asymptotically stable singular point of the closed loop system x k+1 = f(x k ; u(x k )); e kf x = x 8 x 2 K R n ; where e kf x is the solution of the closed loop system (5) with the initial condition x 0 = x: We say that x is stable if for any neighborhood W of x (open connected set containing x ) there is a neighborhood V of x ; such that 8 k 2 N e kf V W; where e kf V = fe kf x; x 2 V g:
A system, which is continuously stabilizable at (x ; u ) 2 (pr x ?f) ?1 (0) over R n ;
is said to be continuously stabilizable in the large. The analogue of Theorem 3 for discrete-time systems is as follows. d(x ? f(x; u(x)); P x (B r (0)); 0) = 1; whenever u = u(x) is a continuous feedback stabilizing the system in the large. Thus the system can not be continuously stabilized in the large at any point (x ; u ) 2 (pr x ? f) ?1 (0); hence the theorem is proved.
The analogue of Theorem 4 for discrete-time systems is as follows.
Theorem 7. Let f : R n x R m u ! R n be a smooth function, and let ! be a connected component of (pr x ? f) ?1 (0) such that rank(Id n ? @ @x f(x; u); @ @u f(x; u)) = n 8 (x; u) 2 !; where Id n is the identity matrix with n columns and n rows.
If the system x k+1 = f(x k ; u) is continuously stabilizable in the large at (x ; u ) 2 !; then ! is unbounded.
Proof. If u = v(x) is a continuous feedback stabilizing in the large the system x k+1 = f(x k ; u) at a point (x ; u ) 2 ! and ! is bounded, then there is B r (0) such Thus making use of Lemma 1, we obtain the contradiction which proves the theorem.
Theorems 6 and 7 have the same geometrical sense as Theorems 3 and 4 ( Fig.1) . In order to formulate the analog of Theorem 5 for discrete-time systems we need to change the de nition of natural parameterization. where 2 R and x ( ) = x ; u ( ) = u :
The proof and geometrical illustration for this theorem coincide with that of Theorem 5 (Fig.3) .
After a few technical modi cations all topological necessary conditions of continuous stabilization also remain valid for discrete-time systems. Thus, many discrete-time systems are not continuously stabilizable, and therefore, we need to consider either piecewise-continuous or non-stationary stabilizing feedbacks. This fact serves as one of the main motivations for establishing the result presented in the next section. Moreover, the approach outlined in the next section can be e ectively applied to design feedbacks subjected to state and control constraints.
Piecewise constant stabilization criterion. The goal of this section is to
give the criterion of piecewise-constant stabilization. The proof of this criterion is constructive and can be used for feedback synthesis. Moreover, it is based on the general topology, and therefore, valid both for discrete-and continuous-time systems. For the sake of brevity, only the criterion for continuous-time systems is presented.
Consider the system _ x = f(x; u);
where x 2 R n ; u 2 U R m ; U is a subset in R m : f(x; u) is a complete C 1 vector eld on R n for every u 2 U R m xed.
PC ( x u (t; x 0 ) is a continuous function of time; 8 T > 0 the derivative d dt x u (t; x 0 ) exists and d dt x u (t; x 0 ) = f(x u (t; x 0 ); u(x u (t; x 0 ))) either for all t 2 0; T] or for all t 2 0; T] excluding a nite number of points. 13 Having xed the feedback u = u(x) such that u(x) 2 PC(U) and the solution for (7) exists for all x 0 2 R n we obtain the ow e tf generated by the closed loop system _ x = f(x; u(x)) evolving over R n . e tf x 0 denotes the point into which the ow e tf steers x 0 and e tf (V ) = fe tf x 0 ; x 0 2 V g. V is called an invariant set of the system, i e tf V V for all t 0. Definition 6. A system _ x = f(x; u) is said to be piecewise-constantly stabilizable at (x ; u ) 2 f ?1 (0) over a domain K R n , if there exists a piecewise-constant feedback u = u(x) from PC(U); such that u(x ) = u ; x is an asymptotically stable equilibrium of (8) A control u : 0; T] ! U is said to be piecewise constant, if there exist time points 0 = t 0 < t 1 < t 2 < ::: < t N = T and u 1 ; :::; u N 2 U, such that u(t) = u i for t i?1 t < t i (i < N) and u(t) = u N for t N?1 t t N . Definition 7. We say that a point p can be piecewise-constantly steered into a point q, if there exist 0 < T < 1 and a piecewise-constant control u : 0; T] ! U, such that the solution x u (t; p) of the initial value problem _ x = f(x; u(t)) x(0) = p exists on the time interval 0; T], is unique and x u (T; p) = q. If for every point p 2 K R n there exists q 2 V R n ; such that p is piecewise-constantly steered into q; then the set V is called piecewise-constantly accessible from the set K:
The piecewise-constant accessibility has a very important property formulated in the following lemma. Lemma 2. . Let K be a compact subset in R n : Let To formulate the main result of this paper we need the following analogue of the Liapunov asymptotic stability. Roughly speaking, the main idea of the proof is to design piecewise constant feedbacks u 0 (x); u 1 (x); u 2 (x); : : : which steer the systems in accordance with the arrows marked in Fig. 5 .
The point x is piecewise-constantly accessible from K; and therefore, for any n = 0; 1; 2; : : :; B "n (x ) is piecewise constantly accessible from K: Lemma The feedback u 0 (x) 2 PC(U) which steers any point of K n B "2 (x ) into the interior of the set B "1 (x ) n B "2 (x ) can be designed in the following way in the same way as it has been done on the set 2 .
The existence of a natural number , such that K n B "2 (x ) follows from (9) .
Thus the construction of u 0 (x) is completed after a nite number of steps. Let 0 be the domain where u 0 (x) is de ned. By construction, if a trajectory of the system closed by u 0 (x) starts at a point of 0 ; then it will reach the set B "1 (x )nInt(B "2 (x )) in a nite time.
The set B "1 (x ) n Int(B "2 (x )) is compact, and therefore, we can employ the method used to construct u 0 (x) for designing u 1 (x) 2 PC(U) which steers any point from B "1 (x ) nInt(B "2 x )) into Int(B "2 (x )) nB "3 (x ): We denote by 1 the domain where u 1 (x) is de ned. Since (x ; u ) is Liapunov asymptotically stable one can construct u 1 (x) 2 PC(U) so that 1 B "0 (x ). Moreover, if a trajectory of the
