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Abstract
Bo´na conjectured that the descent polynomials on (n−2)-stack sortable permu-
tations have only real zeros. Bra¨nde´n proved this conjecture by establishing a more
general result. In this paper, we give another proof of Bra¨nde´n’s result by using the
theory of s-Eulerian polynomials recently developed by Savage and Visontai.
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1 Introduction
Suppose that w = w1 · · ·wn is a permutation of a set of distinct numbers and wi is the
maximal number of {w1, . . . , wn}. The stack sorting operation s on w can be recursively
defined as
s(w) = s(w1 · · ·wi−1)s(wi+1 · · ·wn)wi.
Let Sn denote the set of permutations of [n] = {1, 2, . . . , n}. We say that σ ∈ Sn is
t-stack sortable if st(σ) is the identity permutation. For more information on t-stack
sortable permutations, see Bo´na [1], Knuth [7], and West [13].
For σ = (σ1, σ2, . . . , σn) ∈ Sn, let
Desσ = {i ∈ [n− 1] : σi > σi+1}
denote the set of descents of σ, and let desσ = |Desσ|. The Eulerian polynomial An(x)
is usually defined as the descent generating function over Sn, namely,
An(x) =
∑
σ∈Sn
xdes σ. (1)
Let Wt(n, k) be the number of t-stack sortable permutations in Sn with k descents,
and let
Wn,t(x) =
n−1∑
k=0
Wt(n, k)x
k
1
be the descent polynomial over t-stack sortable permutations. Bo´na [1] showed that for
fixed n and t the descent polynomial Wn,t(x) is symmetric and unimodal, and proposed
the following conjecture.
Conjecture 1.1 ([1]). The descent polynomial Wn,t(x) has only real zeros for any integer
1 ≤ t ≤ n− 1.
The above conjecture is true for t = 1, 2, n−2, or n−1, see Bra¨nde´n [2] and references
therein. In fact, Wn,1(x) are the Narayana polynomials and Wn,n−1(x) are the Eulerian
polynomials, both of which are known to be real-rooted. Based on a compact and simple
form of W2(n, k) due to Jacquard and Schaeffer [6],
W2(n, k) =
(n+ k)!(2n− k − 1)!
(k + 1)!(n− k)!(2k + 1)!(2n− 2k − 1)!
,
Bra¨nde´n proved the real-rootedness of Wn,2(x) by using the tool of multiplier sequences.
For t = n− 2, it is easy to show that
Wn,n−2(x) = An(x)− xAn−2(x).
By using certain real-rootedness preserving linear operator, Bra¨nde´n proved the real-
rootedness of Wn,n−2(x). Remarkably, Bra¨nde´n [2] obtained the following result.
Theorem 1.2 ([2]). For any n ≥ 3 and k ≥ −2, the polynomial
Kn(x) = An(x) + kxAn−2(x) (2)
has only real zeros.
The main objective of this paper is to give another proof of the above result by using
the theory of s-Eulerian polynomials recently developed by Savage and Visontai [10]. The
classical Eulerian polynomials An(x) are the s-Eulerian polynomials corresponding to the
sequence s = (1, 2, . . .). The s-Eulerian polynomials have proven to be a powerful tool for
studying the real-rootedness of Eulerian-like polynomials, see also Yang and Zhang [14].
Instead of directly proving Theorem 1.2, we shall prove a slightly general result as shown
below.
Theorem 1.3. For any n > 3 and k ≥ −n, the polynomial An(x) + kxAn−2(x) has only
real zeros.
The remainder of the paper is organized as follows. In Section 2, we shall review some
related concepts and results, and then give a proof of Theorem 1.3. In Section 3, we shall
present one open problem.
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2 Proof of Theorem 1.3
The aim of this section is to prove Theorem 1.3. The key ingredient of our proof is the
interlacing property of some refined Eulerian polynomials, due to Savage and Visontai
[10].
Let us first recall the definition of pairwise interlacing. Given two real-rooted poly-
nomials f(z) and g(z) with positive leading coefficients, we say that g(z) interlaces f(z),
denoted g(z)  f(z), if
· · · ≤ s2 ≤ r2 ≤ s1 ≤ r1,
where {ri} and {sj} are the sets of zeros of f(z) and g(z), respectively. We say that a se-
quence of real polynomials (f1(x), . . . , fm(x)) with positive leading coefficients is pairwise
interlacing if fi(x)  fj(x) for all 1 ≤ i < j ≤ m. For more information on the theory of
pairwise interlacing, see Fisk [4, Chapter 3] and Bra¨nde´n [3, Section 7.8].
During their study of the real-rootedness of s-Eulerian polynomials, Savage and Vi-
sontai [10] introduced certain refinement of these polynomials and obtained the pairwise
interlacing property of the refined s-Eulerian polynomials. For the purpose here, we need
the following refinement of the Eulerian polynomials An(x):
An,i(x) =
∑
σ∈Sn
σn=n−i
xdes σ, for 0 ≤ i ≤ n− 1. (3)
It is clear that
An(x) =
n−1∑
i=0
An,i(x).
We would like to mention that An,i(x) are just those refined s-Eulerian polynomials
considered by Savage and Visontai, which correspond to the case of s = (1, 2, . . . ). (For
this correspondence, see [10, Section 3.1].) Consequently, we have the following result.
Lemma 2.1 ([10, Lemma 2.1]). For n ≥ 2 and i = 0, 1, . . . , n− 1,
An,i(x) = x
i−1∑
j=0
An−1,j(x) +
n−2∑
j=i
An−1,j(x) (4)
with the initial condition A1,0(x) = 1. Furthermore, the polynomial sequence {An,i(x)}
n−1
i=0
is pairwise interlacing.
As remarked in [10], the polynomials An,i(x) and their recurrence relation also ap-
peared in [8] in a slightly different form. With the aid of this recurrence, we can give an
expression of An(x) in terms of An−1,j(x), which plays an important role in our proof of
Theorem 1.3.
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Lemma 2.2. For any integer n ≥ 2, we have
An(x) =
n−2∑
j=0
(
(n− j − 1)x+ j + 1
)
An−1,j(x). (5)
Proof. The recurrence relation (4) can be expressed in a matrix form as follows:


An,0(x)
An,1(x)
An,2(x)
...
An,n−1(x)


=


1 1 · · · 1
x 1 · · · 1
x x · · · 1
...
...
...
x x · · · x


·


An−1,0(x)
An−1,1(x)
An−1,2(x)
...
An−1,n−2(x)


. (6)
It is readily to see that
An(x) =
n−1∑
i=0
An,i(x) = (1, 1, . . . , 1) ·


An,0(x)
An,1(x)
An,2(x)
...
An,n−1(x)


=(1, 1, . . . , 1) ·


1 1 · · · 1
x 1 · · · 1
x x · · · 1
...
...
...
x x · · · x


·


An−1,0(x)
An−1,1(x)
An−1,2(x)
...
An−1,n−2(x)


=
(
(n− 1)x+ 1, (n− 2)x+ 2, . . . , x+ (n− 1)
)
·


An−1,0(x)
An−1,1(x)
An−1,2(x)
...
An−1,n−2(x)


=
n−2∑
j=0
(
(n− j − 1)x+ j + 1
)
An−1,j(x),
as desired. This completes the proof.
To prove Theorem 1.3, we also need the following result due to Haglund, Ono, and
Wagner [5].
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Theorem 2.3 ([5, Lemma 8]). Let f1(x), . . . , fm(x) be real-rooted polynomials with non-
negative coefficients, and let a1, . . . , am ≥ 0 and b1, . . . , bm ≥ 0 be such that aibi+1 ≥ biai+1
for all 1 ≤ i ≤ m− 1. If the sequence (f1(x), . . . , fm(x)) is pairwise interlacing, then
m∑
i=1
aifi(x) 
m∑
i=1
bifi(x).
We would like to point out that the above result can be taken as a special case of [3,
Corollary 7.8.6], and the corresponding matrix is
G =
(
a1 a2 · · · am
b1 b2 · · · bm
)
.
In fact, the conditions ai ≥ 0, bi ≥ 0, aibi+1 ≥ biai+1 imply that all minors of G are
nonnegative.
Now we are in the position to prove the main result of this paper.
Proof of Theorem 1.3. By (5), we have
Kn(x) = An(x) + kxAn−2(x)
=
n−2∑
j=0
(
(n− j − 1)x+ j + 1
)
An−1,j(x) + kxAn−2(x)
=
(
(n− 1)x+ 1
)
An−1,0(x) +
n−3∑
j=1
(
(n− j − 1)x+ j + 1
)
An−1,j(x)
+
(
x+ n− 1
)
An−1,n−2(x) + kxAn−2(x).
Note that
An−1,0(x) = An−2(x) and An−1,n−2(x) = xAn−2(x).
By the definition of the refined Eulerian polynomials given by (3), these two identities can
be easily derived from the following facts: given a permutation σ = (σ1, σ2, . . . , σn−1) ∈
Sn−1, if σn−1 = n− 1, then n− 2 can not be a descent of σ; while if σn−1 = 1, then n− 2
must be a descent of σ. With these identities, we get that
Kn(x) =
(
(n+
k
2
− 1)x+ 1
)
An−1,0(x)
+
n−3∑
j=1
(
(n− j − 1)x+ j + 1
)
An−1,j(x)
+
(
x+ n +
k
2
− 1
)
An−1,n−2(x).
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Now we shall use Theorem 2.3 to obtain the real-rootedness of Kn(x). To this end,
let m = n− 1, fi(x) = An−1,i−1(x) for 1 ≤ i ≤ m and
ai =


n + k
2
− 1, i = 1,
n− i, 2 ≤ i ≤ m− 1,
1, i = m,
and
bi =


1, i = 1,
i, 2 ≤ i ≤ m− 1,
n + k
2
− 1, i = m.
By Lemma 2.1, we see that the polynomial sequence {fi(x)}
m
i=1 is pairwise interlacing.
Moreover, the numbers ai and bi satisfy the conditions of Theorem 2.3, since, by our
hypothesis,
a1b2 − b1a2 = (n +
k
2
− 1)2− (n− 2) = n + k ≥ 0,
am−1bm − bm−1am = 2(n+
k
2
− 1)− (n− 2) = n + k ≥ 0,
and, for 2 ≤ i ≤ m− 2,
aibi+1 − biai+1 = (n− i)(i+ 1)− i(n− i− 1) = n > 0.
Therefore, we have
m∑
i=1
aifi(x) 
m∑
i=1
bifi(x).
Since all the zeros of these two polynomials are real and nonpositive, we get that
m∑
i=1
bifi(x)  x
m∑
i=1
aifi(x).
Thus, the polynomial
Kn(x) =
m∑
i=1
(aix+ bi) fi(x)
has only real zeros, as the sum of interlacing polynomials must be real-rooted. This
completes the proof.
3 One open problem
We have shown that, for any n > 3 and k ≥ −n, the polynomial Kn(x) in (2) has only
real zeros. Stanley [12] advised us to further study under what conditions the polynomial
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Kn(x) has only real zeros. Inspired by his suggestion, we first considered when the
polynomial Kn(x) has all its zeros both distinct and real.
Let us first recall a useful criterion for determining whether a polynomial of degree n
has n distinct real zeros. Suppose that
f(x) =
n∑
i=0
an−ix
i
and
g(x) =
n∑
i=0
bn−ix
i
are two polynomials with a0 6= 0. For any 1 ≤ k ≤ n, let
∆2k (f(x), g(x)) = det


a0 a1 a2 . . . a2k−1
b0 b1 b2 . . . b2k−1
0 a0 a1 . . . a2k−2
0 b0 b1 . . . b2k−2
...
...
...
...
0 0 0 . . . bk


2k×2k
.
These determinants are known as the Hurwitz determinants of f(x) and g(x). The fol-
lowing result, essentially due to Borchardt and Hermite [9, pp. 349], shows that we
can determine whether f(x) has only real and distinct zeros by inspecting the signs of
∆2k(f(x), f
′(x)).
Theorem 3.1. Suppose that f(x) is a real polynomial of degree n with a0 > 0. Then f(x)
has n distinct real zeros if and only if the corresponding Hurwitz determinants satisfy
∆2k(f(x), f
′(x)) > 0, for every 1 ≤ k ≤ n. (7)
When n is not too large, we can use the above characterization to find the range of
admissible values of k for which the polynomial Kn(x) has all its zeros both real and
distinct. For small n, we found that there exist two real numbers ωn and Ωn such that the
polynomial Kn(x) has all its zeros both real and distinct if and only if k ∈ (−∞, ωn) ∪
(Ωn,+∞). In the following table, we list the values of ωn and Ωn for 3 ≤ n ≤ 18.
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n ωn Ωn
3 −6 −2
4 −12 −8
5 −20 −8
6 −30 −17
7 −42 −17
8 −56 −496/17
9 −72 −496/17
10 −90 −1382/31
11 −110 −1382/31
12 −132 −43688/691
13 −156 −43688/691
14 −182 −929569/10922
15 −210 −929569/10922
16 −240 −102473312/929569
17 −272 −102473312/929569
18 −306 −443861162/3202291
For 3 ≤ n ≤ 18, we observed that ωn = −n(n−1). Although Ωn are rational numbers,
the consecutive product
∏n
i=1Ω2i+1 turns out to be an integer number, which coincides
with the (n + 1)-th tangent number up to a sign, see [11, A000182]. It is known that
the n-th tangent number Tn counts the number of up-down (or down-up) permutations
of [2n− 1]. More computer evidence suggests the following conjecture.
Conjecture 3.2. For any n ≥ 3, the polynomial Kn(x) has only real and distinct zeros
if and only if k ∈ (−∞,−n(n− 1)) ∪ (−a(⌊n/2⌋),+∞), where a(n) = Tn+1/Tn.
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