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a b s t r a c t
Two widely used methods for computing matrix exponentials and matrix logarithms are,
respectively, the scaling and squaring and the inverse scaling and squaring. Both methods
become effective when combined with Padé approximation. This paper deals with the
computation of exponentials of skew-symmetric matrices and logarithms of orthogonal
matrices. Ourmain goal is to improve these twomethods by exploiting the special structure
of skew-symmetric and orthogonal matrices. Geometric features of thematrix exponential
and logarithm and extensions to the special Euclidean group of rigid motions are also
addressed.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Given a square matrix X ∈ Rn×n, the exponential of X is given by the absolute convergent power series
eX =
∞∑
k=0
Xk
k! .
Reciprocally, given a nonsingular matrix A ∈ Rn×n, any solution of the matrix equation eX = A is called a logarithm of A.
In general, a nonsingular real matrix may have an infinite number of real and complex logarithms. However, if A has no
eigenvalues on R−0 then there exists a unique real logarithm of A whose eigenvalues lie on the open strip {z ∈ C : −pi <
Im z < pi} of the complex plane [1, ch. 1]. This unique logarithm is the one we are interested in this work. Hereafter, it will
be referred as the principal logarithm (or just as the logarithm) of A and denoted by log A.
Exponentials of skew-symmetric matrices and logarithms of orthogonal matrices arise in many areas of engineering and
control theory, namely in problems related with dynamical systems and rigid body dynamics (see, for instance, [2–5]).
The algebra of skew-symmetric matrices is denoted by
so(n) = {S ∈ Rn×n : S> = −S}
and the group of orthogonal matrices by
O(n) = {Q ∈ Rn×n : Q> = Q−1}.
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The eigenvalues of skew-symmetric and orthogonal matrices allow nice representations. If λ is an eigenvalue of S ∈ so(n)
then λ = α i, for some α ∈ R; if λ is an eigenvalue of Q ∈ O(n), then λ = eθ i, for some θ ∈ R. The orthogonal matrices
with determinant one also form a group, called the special orthogonal group or group of rotations:
SO(n) = {Q ∈ Rn×n : Q> = Q−1, det(Q ) = 1}.
There is an important connection between so(n) and SO(n) by means of the exponential and logarithm functions: the
exponential of a matrix in so(n) belongs to SO(n) and every special orthogonal matrix has a skew-symmetric logarithm.
The latter property reflects the surjectivity of the exponential mapping and plays an important role in the description of
rotational motions. In Section 2 we point out some geometric issues concerning to exponentials and logarithms of rotation
matrices.
The major part of this paper is devoted to the computation of the exponential of a skew-symmetric matrix and the
principal logarithm of an orthogonal matrix with no negative eigenvalues. We provide effective methods for performing
these computations. In Section 3 we analyze the behavior of the classical scaling and squaring method with diagonal Padé
approximants (see [6,7] and the references therein), when applied to the particular case of skew-symmetric matrices.
Our aim is to show that this classical method provides an effective way to compute the exponential of these matrices.
By exploiting the special properties of the matrices in so(n), we are able to obtain the exact Padé error and minimize the
computational cost of themethod. Similarly, we proceed in Section 4with the problem of computing the principal logarithm
of an orthogonal matrix. We base our analysis on previous work developed in [8] and improve the well-known inverse
scaling and squaring method (combined with Padé approximation) when restricted to orthogonal matrices. In particular,
we show that two square roots suffice to guarantee a Padé error close to the unit roundoff in IEEE double precision arithmetic
(u ≈ 1.1× 10−16).
One important feature of themethods based ondiagonal Padé approximants is that they are structure preserving (in exact
arithmetic), that is, they respect the properties of the exponential and logarithm functions: diagonal Padé approximants of
the exponential of a skew-symmetric matrix produce special orthogonal matrices and diagonal Padé approximants to the
logarithm of a matrix in SO(n) belong to so(n).
The configuration space for rigid body motions in Rn is the special Euclidean group, defined by
SE(n) =
{[
Q u
0 1
]
: Q ∈ SO(n),u ∈ Rn×1
}
.
While SE(n) describes configurations, its Lie algebra se(n), defined by
se(n) =
{[
S v
0 0
]
: S ∈ so(n), v ∈ Rn×1
}
,
measures velocities. The case n = 3 is particularly important in Robotics, since the configuration of a robot can be described
by rotations and translations in R3 (see, for instance, [9,2]). Elements in se(3) are called ‘‘twists’’ in the Robotics literature.
In Section 5 we make some remarks on the computation of exponentials and logarithms of matrices belonging to se(n) and
SE(n), respectively.
Throughout the paper we use the 2-norm ‖.‖ of a matrix, which is given by its largest singular value.
2. Geometric aspects of the exponential and logarithm
To any vector u = (u1, u2, u3) ∈ R3 one can associate the 3× 3 skew-symmetric matrix
Su =
[ 0 −u3 u2
u3 0 −u1
−u2 u1 0
]
.
It is easy to see that, for every v ∈ R3,
u× v = Su v,
where× stands for the cross product.
Now consider the following problem: given a unit vector u ∈ R3 and an angle θ ∈ R, find the rotation matrix R that
rotates any vector through the angle θ about an axis with direction u. The matrix exponential gives the elegant solution:
R = eSuθ .
The exponential of a skew-symmetric 3× 3 matrix may be computed by means of the well-known Rodrigues formula
eSuθ = I + sin θ Su + (1− cos θ) S2u.
Conversely, given R ∈ SO(3) (with no negative eigenvalues) consider the problem of finding the axis direction u and the
angle θ of rotation. Using the matrix exponential, we can formulate this problem as follows: determine a unitary vector u
and θ ∈] − pi, pi [ such that
R = eSuθ .
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The matrix logarithm provides the simple answer
Su θ = log(R), (1)
or equivalently,
Su = 1
θ
log(R),
whenever θ 6= 0. This means that the direction of the rotation axis is given by the logarithm of the matrix associated with
u. Moreover, taking norms in (1) yields
‖ Su ‖ |θ | = ‖ log(R)‖,
and, since ‖ Su ‖ = 1, the angle of rotation is related with the norm of log(R) by
|θ | = ‖ log(R)‖.
This relationship between skew-symmetric and rotation matrices by means of exponentials and logarithms are the key
to explain the importance of these matrix functions in robotics [9,2]. There are many other geometric problems involving
exponentials and logarithms of matrices; the references [10,3–5] include some applications to the design of trajectories for
rigid bodies in the 3D space.
A widely used formula for computing the logarithm of a 3× 3 rotation matrix is
log R = θ
2 sin θ
(R> − R),
where θ satisfies 1+ 2 cos θ = trace(R), θ 6= 0,−pi < θ < pi . When θ = 0 one has the trivial case R = I and log R = 0.
3. Computing the exponential in so(n)
In this section we consider the problem of computing the exponential of a general n × n skew-symmetric matrix. It
is worth emphasizing that this topic has already been addressed in [11], where the authors proposed a generalization of
the Rodrigues formula for a general n, yet they have not provided implementing issues. Although the proposed method is
interesting from a theoretical point of view, its computational cost seems to be prohibitive, unless n is small. It involves at
least the solution of a pn2 × pn2 linear system, with p being the number of distinct pairs of complex eigenvalues.
The diagonal Padé approximant of orderm of ex, x ∈ C, is the rational function
rm(x) = pm(x)pm(−x) ,
with
pm(x) =
m∑
k=0
(2m− k)!m!
(2m)!k!(m− k)!x
k.
It satisfies the relationship
ex − rm(x) = O(xm+1),
whichmeans that rm gives accurate results onlywhen x lies in a small neighborhood of the origin. Padé approximants inherit
many properties of the exponential function. For instance, [rm(x)]−1 = rm(−x).
In the matrix case, we can write
eA ≈ rm(A) = pm(A) [pm(−A)]−1,
for any A ∈ Rn×n with norm sufficiently close to zero.
The standard scaling and squaring technique, combined with Padé approximants, may be described by the following
three steps (see [12,7]):
1. Find a positive integer k such that ‖A‖
2k
≤ δ < 1
(δ is a tolerance).
2. Evaluate rm
(
A
2k
)
.
3. eA ≈
[
rm
(
A
2k
)]2k
.
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Fig. 1. Graphic of the function f7(α).
The numbers k in step 1 and m in step 2 must guarantee the accuracy in step 3. There are several upper bounds for the
Padé error proposed in the literature (see, for instance, [13,14]). Unfortunately, when these bounds give weak estimates we
may have an overscaling that leads to the computation of unnecessary squarings.
Assuming that S is a skew-symmetric matrix, rm(S) is a matrix function because the polynomial pm does not have zeros
at the eigenvalues of S [15]. Moreover the eigenvalues of rm(S) lie on the unit circle, because they are of form rm(αi), for
some α ∈ R.
Now, we derive a scalar expression for the error of the approximation
eS ≈ rm(S).
Consider the matrix function
Em(S) = eS − rm(S).
The eigenvalues of Em(S) are given by Em(αi) = eαi − rm(αi), for some α ∈ R. Since [Em(S)]> = Em(−S), it is easy to prove
that the matrix Em(S) is normal (that is, it commutes with its transpose). Note that the 2-norm of a normal matrix satisfies
‖X‖ = ρ(X), where ρ(X) denotes the spectral radius of X , i.e., the largest absolute value of the eigenvalues of X ([16, p. 365]).
Therefore the absolute Padé error
‖Em(S)‖ = ‖eS − rm(S)‖,
can be written as
‖Em(S)‖ = max
α i∈σ(S)
|eαi − rm(α i)|
(σ(S) stands for the spectrum of S). Now consider the real function of real variable
fm(α) = |eα i − rm(α i)|.
This function is even, for all α ∈ R, because
fm(−α) = |e−α i − rm(−α i)|
=
∣∣∣e−α i − rm(−α i)∣∣∣
=
∣∣∣e−α i − rm(−α i)∣∣∣
= fm(α)
but is not monotone. However, there exists η ∈ R such that f is concave up in the interval [−η, η] and increasing in [0, η].
It has a minimum at α = 0 (see Fig. 1 for the particular case f7). Therefore, if ‖S‖ ≤ η, the maximal value of fm on the
spectrum of S is attained at α = ρ(S) = ‖S‖ and consequently
‖Em(S)‖ = fm(‖S‖) =
∣∣e‖S‖ i − rm(‖S‖ i)∣∣ . (2)
This result allows us to understand the behavior of the absolute Padé error and to compute its exact value by means of a
scalar function.
We note that the relative Padé error
‖eS − rm(S)‖
‖eS‖
and the absolute Padé error
‖eS − rm(S)‖
coincide because ‖eS‖ = 1 (recall that eS is orthogonal).
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Table 1
Largest values of ‖S‖ satisfying fm(‖S‖) ≈ u.
m 4 7 9 13
‖S‖ 0.1 1.0 2.0 5.5
Table 2
Numerical experiments for Algorithm 1.
‖S‖ k Error
Matrix 1 32.03 6 6.36e−015
Matrix 2 88.74 7 8.87e−015
Matrix 3 370.30 9 4.94e−014
One important feature of the error formula (2) is that it provides a criterion to find the minimum number of scalings
needed to guarantee the accuracy of Padé approximants. Table 1 displays the approximates for the largest values allowed
for ‖S‖ to guarantee an absolute error near the unit roundoff (u = 2−52 ≈ 1.1 × 10−16). We only consider the cases m =
4, 7, 9, 13 because these Padé approximants have optimal properties with respect to the computational cost (see [6]).
Based on theprevious discussion,we suggest the following algorithm for computing the exponential of a skew-symmetric
matrix, using the scaling and squaring together with Padé approximants. One uses the Padé approximant of order 7,
r7(x) = p7(x)/p7(−x),
where
p7(x) = x7 + 56x6 + 1512x5 + 25200x4 + 277200x3 + 1995840x2 + 8648640x+ 17297280
because it states a good compromise between simplicity and minimization of the computational cost.
Algorithm 1. Given S ∈ so(n), this algorithm computes eS .
1. Find the smallest positive integer k such that ‖S‖
2k
≤ 1.0 (see Table 1);
2. B = S
2k
;
3. B1 = B2, B2 = B1B1, B3 = B1B2
P1 = 17297280 I + 1995840 B1 + 25200 B2 + 56 B3
P2 = B(8648640 I + 277200 B1 + 1512 B2 + B3);
4. Solve the linear system with n right-hand sides
(P1 − P2) r7(B) = P1 + P2
to compute r7(B);
5. eS ≈ [r7(B)]2k .
We have optimized the computation of r7(B) by using the method of [12, p. 574] to compute the polynomials P1 and P2
and by avoiding the explicit computation of the inverse (P1− P2)−1. Computing r7(B) requires 4 matrix multiplications plus
the solution of a linear system with n right-hand sides. The overall cost of the algorithm is about 2
(
4+ k+ 43
)
n3 flops.
Since A is normal, the effects of rounding errors in the squaring phase (step 5) do not represent a difficulty. According to
the discussion in [12, p. 576], the rounding error that contaminates the computation of the powers [r7(B)]2
k
is of order
γ ≈ u‖eS‖ = u.
In addition, whenever ‖S‖ ≤ 1, the condition number of P1 − P2 in the linear system in step 4 is small.
To illustrate the algorithm above we have generated three randomized skew-symmetric matrices in Matlab, by
subtracting to amatrix its transpose. Matrix 1 is 7×7,Matrix 2 is 20×20 andMatrix 3 is 50×50. The results are displayed in
Table 2, where k denotes the number of scalings and the error concerns to the absolute (or relative) error after the squaring
phase (step 5). This error has been estimated by the formula∥∥∥eS − [r7(B)]2k∥∥∥ = max
λ∈σ(S)
∣∣∣∣eλ − [r7(λ/2k)]2k ∣∣∣∣
≈
∣∣∣∣e‖S‖i − [r7(‖S‖i/2k)]2k ∣∣∣∣ .
We note that the matrix under the norm in the left-hand side is normal.
We have also tested the three matrices above with Algorithm 2.1 in [6]. The results are quite similar to those of our
algorithm. For matrices 2 and 3 our algorithm requires one less matrix multiplication, which is due to the property that the
2-norm of any matrix can be much smaller than the 1-norm. This means that Algorithm 2.1 in [6] approximately minimizes
the number of scalings. Although both algorithms work with different errors (we have used direct error analysis while [6]
used inverse), it is interesting to observe that the estimative of the number of scalings uses similar values (compare the
values of Table 1 with the values of θn in [6, Table 2.1]).
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Table 3
Cost of computing Padé approximants to the matrix logarithm.
m 2 3 4 5 6 7 8 9 10 11 12 13
Cost 1M+ 2L 2M+ 2L 3M+ 2L 4M+ 2L 5M+ 2L 6M+ 2L
4. Computing the logarithm in SO(n)
Padé approximants method together with the inverse scaling and squaring is a widely used method for computing the
logarithm of a matrix with no eigenvalues on R−0 . In this section, we restrict this method to orthogonal matrices, having in
mind possible simplifications on the standard method. Using some results previously stated in [8], we will show that the
number of square roots (the bulk of expense of themethod) can be bounded to amaximum of two, thusminimizing the cost
and increasing the accuracy.
A method with the same purpose was addressed in [11]. Similarly to the exponential case, we do not find that method
appropriate to compute the logarithm of a general orthogonal matrix efficiently, thoughwe recognize its theoretical appeal.
The diagonal Padé approximant of order m of the function f (x) = log((1− x)/(1+ x)) is the rational function Rm(x) =
Pm(x)/Qm(x), where the polynomials Pm and Qm are given by the recursive formulae
Pm+1 = Pm − m
2x2Pm−1
4m2 − 1
Qm+1 = Qm − m
2x2Qm−1
4m2 − 1 ,
with the initial conditions P0 = 0, P1 = 2x,Q0 = 1,Q1 = 1. Polynomials in numerator (respectively, in the denominator)
have only odd (resp., even) powers.
Let A be a matrix with no nonpositive eigenvalues and let B = (A− I)(A+ I)−1. If ‖B‖ is sufficiently close to zero then
log A ≈ Rm(B) = Pm(B) [Qm(B)]−1 .
The approximates given by Rm(B) becomemore accurate as the orderm increases. However, the computational cost and the
size of its coefficients also increase. For convenience we restrictm to the set of integers between 2 and 13. Table 3 displays
the computational cost of Rm(B), whereM stands for the cost of a matrix multiplication and L for the cost of solving a linear
system with n right-hand sides. Any Padé approximant involves the solution of two linear system with n right-hand sides:
one for the computation of B, which requires the solution of the matrix equation (A + I)B = A − I , and the other one for
computing Rm(B); this explains the number 2L in Table 3. Regarding the computational cost of each Padé approximant, there
is no advantage of using, for instance, approximants of orders 6 or 8.
An important feature of Padé approximants to the logarithm is that they are structure preserving in the sense that they
satisfy the skew-symmetry property of the logarithm of an orthogonal matrix.
Since Padé approximants are only accurate when ‖B‖ is sufficiently small, one needs to compute square roots to bring it
close to zero. This is the reason why Padé approximants are combined with the inverse scaling and squaring technique [17].
The following steps give a summarized description of this technique; A is a given matrix with no eigenvalues on R−0 .
1. Bk = (A1/2k − I)(A1/2k + I)−1; compute k0 square roots so that ‖Bk0‖ ≤  < 1.
2. Approximate log(A1/2
k0
) ≈ Rm(Bk0), where Rm denotes the Padé approximant to f (x) = log((1− x)/(1+ x)) of orderm.
3. Recover log A by means of the identity
log A = 2k0 log
(
A1/2
k0
)
.
It is the number of square roots in step 1 that guarantees the accuracy of the approximation in step 3. When the Padé error
is estimated by upper bounds, poor estimates may lead to the computation of unnecessary square roots. Fortunately, this
does not occur for orthogonal matrices, because the Padé error can be given exactly by the scalar function
‖log(Q )− Rm(B)‖ =
∣∣∣2 arctan(‖B‖)− Rˆm(‖B‖)∣∣∣ , (3)
where Q is an orthogonal matrix with no negative eigenvalues, B = (Q − I)(Q + I)−1, with ‖B‖ < 1, and Rˆm is the Padé
approximant of orderm of the function 2 arctan(x) (see [8, Th. 7.5]). This enable us to find the right values of ‖B‖ that ensure
the required accuracy of Padé approximants. Table 4 lists the largest values of ‖B‖ that guarantee an absolute Padé error
close to the unit roundoff. We can observe that if ‖B‖ > 0.5 one has to compute square roots of Q ; otherwise we would
have to permitm > 13. In the lines below we prove that there is no need to compute more than two square roots.
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Table 4
For eachm, bm denotes the largest value of ‖B‖ for which the error (3) is less than u.
m 3 5 7 9 13
bm 0.01 0.06 0.16 0.27 0.5
If λ is an eigenvalue of Q then λ = eθ i, for some θ ∈] − pi, pi [. Let θ˜ be the largest positive angle of the eigenvalues of
Q . Since the eigenvalues of Q − I are of the form λ = eθ i − 1 and the eigenvalues of B = (Q − I)(Q + I)−1 are of the form
λ = (eθ i − 1)/(eθ i + 1), with θ ∈] − pi, pi [, it is straightforward to prove that
‖Q − I‖ = 2 sin
(
θ˜
2
)
and ‖B‖ = tan
(
θ˜
2
)
.
The latter identity shows that ‖B‖ can be arbitrarily large. However, if we compute one square root then
‖Q 1/2 − I‖ = 2 sin
(
θ˜
4
)
and ‖B1‖ = ‖(Q 1/2 − I)(Q 1/2 − I)−1‖ = tan
(
θ˜
4
)
;
computing one more square root yields
‖Q 1/4 − I‖ = 2 sin
(
θ˜
8
)
< 0.77 and ‖B2‖ = ‖(Q 1/4 − I)(Q 1/4 − I)−1‖ = tan
(
θ˜
8
)
< 0.42.
Since ‖B2‖ < 0.42 < 0.5, Table 4 shows that it is possible to choose anm such that the Padé absolute error ‖ logQ −Rm(B)‖
does not exceed the unit roundoff.
The computation of square roots is accessible in Matlab by means of the function sqrtm, which implements a method
based on the Schur decomposition of a matrix. However, here we use a different approach. As proved in [8], the sequence
Yk+1 = Yk + Y
−T
k
2
, Y1 = Q + I2
converges quadratically to Q 1/2, the principal square root of Q . Two important properties of this iteration are the following:
it has nice stability properties and converges to the closest orthogonal matrix to (Q + I)/2. This latter property is important
for the sake of preserving the structure. SinceQ 1/2 is orthogonal, wemust compute approximates that are nearly orthogonal.
Based on theprevious discussionwe suggest the following algorithm for computing the logarithmof an orthogonalmatrix
with no negative eigenvalue.
Algorithm 2. Let Q ∈ O(n)with no negative eigenvalue.
1. By computing square roots, find the smallest k0 ∈ {0, 1, 2} such that ‖I − Q 1/2k0 ‖ < 0.77;
2. Find Bk0 by solving the linear system with n right-hand sides
(Q 1/2
k0 + I) Bk0 = Q 1/2
k0 − I;
3. Compute ‖Bk0‖ and find the smallestm ∈ {3, 5, 7, 9, 13} such that
‖Bk0‖ ≤ bm;
(see Table 4)
4. logQ ≈ 2k0Rm(Bk0).
5. Exponentials and logarithms in SE(n)
Let T =
[
S u
0 0
]
∈ se(n). This (n+ 1)× (n+ 1)matrix is (2× 2)-block upper triangular whose exponential is given by
eT =
[
eS Vu
0 1
]
,
where V =∑∞k=0 Sk(k+1)! = ∫ 10 eSt dt . A natural procedure for computing eT would be the separated computation of the (1, 1)
and (1, 2) blocks. The problem of computing eS is solved, because S is skew-symmetric. On the other hand, the matrix V
could be computed by partial sums or quadratures. Unfortunately, the computation of V would increase considerably the
global computational cost. For this reasonwe analyze the direct application of Padé approximantswith scaling and squaring.
According to [13], the accuracy of Padé approximation is guaranteed whenever the norm of each diagonal block of T (S
and 0) is sufficiently close to zero. Rephrasing, the number of scalings needed to compute eT does not depend on the norm
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of the whole matrix T but instead on the norm of its diagonal blocks. This means that Algorithm 1 can be used to compute
eT with one or two trivial modifications. The computational cost is slightly increased just because S is n × n while T is
(n+ 1)× (n+ 1).
For the particular case n = 3,which hasmany applications in robotics, there are several closed formulae (see for instance,
[18] and [2, p. 42]) that can be used for computing exponentials in se(3).
Now we focus on the computation of the logarithm of a matrix in SE(n). This problem is easy to solve if n = 3. Indeed,
let
R =
[
Q v
0 1
]
∈ SE(n),
where R ∈ SO(3), v ∈ R3×1, and assume that Q has no real negative eigenvalue. The logarithm of R is given by
log R =
[
logQ w
0 0
]
∈ se(n),
for somew ∈ R3×1. Denoting the angle associated with R by
θ = arccos
(
trace(R)− 2
2
)
6= 0,
we can use the Lagrange–Hermite interpolation formula (see [1]) to conclude that some algebraic calculations give rise to
the closed formula
log R = (R− I)+ (aI + bR)(R− I)2,
where
a = (1+ cos θ)(sin θ − θ cos θ)
2 sin3 θ
b = (1+ cos θ)(sin θ − sin(2θ)+ θ cos(2θ))
2 sin3 θ
.
(For a different closed formula for logarithms in SE(3), see [2, p. 414].)
For a general n, we may use Algorithm 2 with minor changes. The matrix B is now given by
B = (R− I)(R+ I)−1 =
[
(Q − I)(Q + I)−1 w˜
0 0
]
,
for some w˜ ∈ Rn×1.
Similarly to the exponential case, it is the norm of the diagonal blocks of B that determines the accuracy of Padé
approximants and not the norm of the entire matrix (see [19]). Therefore, the Padé approximant used to approximate logQ
can also be used to compute log R.
6. Conclusions
Estimating the right number of matrix scalings (resp. matrix square roots) in the scaling and squaring (resp. inverse
scaling and squaring) method for the matrix exponential (resp. matrix logarithm) has been a very hard question whenever
we deal with a general matrix. However, for the particular case of skew-symmetric (resp. orthogonal) matrices, some error
analysis enabledus to overcome this problem. In our point of view there is an important gap in the literature inwhat concerns
the effective computation of exponentials in so(n) and logarithms in SO(n). We believe that our analysis and improvements
summarized in algorithms 1 and 2 contribute to fill this gap. As shown before, our analysis also has implications on the
computation of exponentials in se(n) and logarithms in SE(n), and consequently also in many engineering applications.
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