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Abstract
This paper considers the consensus performance improvement problem of
networked general linear agents subject to external disturbances over Marko-
vian randomly switching communication topologies. The consensus control
laws can only use its local output information. Firstly, a class of full-order
observer-based control protocols is proposed to solve this problem, which
depends solely on the relative outputs of neighbours. Then, to eliminate
the redundancy involved in the full-order observer, a class of reduced-order
observer-based control protocols is designed. Algorithms to construct both
protocols are presented, which guarantee that agents can reach consensus
in the asymptotic mean square sense when they are not perturbed by dis-
turbances, and that they have decent H∞ performance and transient perfor-
mance when the disturbances exist. At the end of this manuscript, numerical
simulations which apply both algorithms to four networked Raptor-90 heli-
copters are performed to verify the theoretical results.
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1. Introduction
The coordination control of networked agents, for example, unmanned
aerial vehicles (UAVs), has gained increasing attention thanks to its paramount
importance in both civilian applications like monitoring oil fields and pipelines,
and applications to homeland security like border patrol. Due to this, nu-
merous control protocols have been constructed to address various control
problems, e.g., [1, 2]. Though these works have provided a theoretical un-
derpinning to the application of coordination control, there is still a critical
request for coordination control laws which are uncomplicated to implement
in practice and designed for hazardous environments.
In practice, agents, for example, UAVs, when they are required to con-
duct tasks like monitoring oil fields and pipelines, are usually exposed to
complicated environments. Under such circumstance, the wind in the out-
door space and other sources of external disturbances may deteriorate the
control performance and even threaten the life of agents. For example, small
fixed-wing UAVs are highly susceptible to wind. Moreover, agents are also
suffering from disturbances cased by issues like un-modeled high-order dy-
namics, which arise quite often in practice and are to be found, for instance, in
aircraft control systems and large scale flexible structures for space stations
(such as antenna, solar arrays, etc.). Thus, guaranteeing good robustness
performance of agents is highly valued in the design of control laws. To im-
prove the robustness performance of agents, great efforts have been devoted
and hence there are a large amount of references on this topic in the published
literature. According to the number of agents, results on this topic can be
classified into robust control design for single agent and robust control design
for a group of agents. For the single agent case, the novel publication [2] pro-
vides benchmark solutions, like H∞ optimal control and H2 optimal control,
to deal with various external disturbance attenuation problems. For the net-
worked agents case, there are also many researchers who have endeavored to
improve the H∞ and H2 consensus performances of multi-agent systems with
linear dynamics. To name a few, [3, 4, 5, 6, 7, 8, 9, 10]. Note that a com-
mon assumption is adopted in the above references, i.e., the communication
graph is time-invariant or fixed and even known previously. However, this
assumption has limited the application of the proposed control algorithms
in [3, 4, 5, 6, 7, 8, 9, 10]. In fact, the communication topologies are usually
randomly switching, because of many practical backgrounds including gossip
algorithms and communication patterns (for example, [11, 12]). In addition,
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during the information transmission, packet drop and node failure phenom-
ena can be described as random switching graph process. Furthermore, the
importance of the multi-agent consensus with various random graph has at-
tracted a lot of interest recently. Results related to this include but not
limited to [13, 14, 15, 16, 17].
To the best of our knowledge, there are only a few works investigating the
robustness performance of multi-agent systems with the randomly switching
communication topologies. In [18], the L2-L∞ containment control problem
of second-order multi-agent systems with Markovian switching topologies and
external disturbances is investigated. In [19], we proposed a class of state-
feedback control protocols to improve the H∞ and transient performances of
agents with linear dynamics over randomly switching topologies. We mainly
focused on improving the transient performance of agents in networks, i.e.,
reducing the big overshoot and large oscillation, which are caused by the
initial-state uncertainty. The reason of improving the transient performance
is that, as pointed out in [20], because of the initial-state uncertainty, the
transient performance might be unacceptable or might deteriorate the distur-
bance rejection level of H∞ control. Following this pattern, we also studied
the target containment control problem of multi-agent systems under the
Markovian randomly switching topologies in [21]. It is worth noting that
the control laws in [18, 19, 21] rely on the relative states of neighbouring
agents. In fact, the state information might be unavailable in many circum-
stances. Instead, each agent can access the local output information, i.e., the
output of itself and the outputs from its neighbours. Moreover, the relative
outputs of neighbours can be measured by sensor networks, i.e., a variety of
sonar sensors. Therefore, designing control laws which solely depend on local
output information is more practical.
Motivated by the aforementioned works, we study the H∞ consensus con-
trol integrated with transient performance problem of general linear multi-
agent systems with Markovian randomly switching interconnections. Here,
we first propose a class of distributed control protocols which uses an observer
to estimate the entire state information. The main advantage of this class
of control protocols is that it solely requires the relative output information
of neighbouring agents. However, the main drawback of these protocols is
that estimating the entire state information may involve a certain degree of
redundancy, since actually part of the state information is available in the
output. To eliminate the redundancy, we design a class of reduced-order
observer to estimate the missing state information and then design the con-
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sensus control laws based on the relative states of observers and the relative
outputs of neighbouring agents. The main difficulty of constructing the above
two classes of control laws lies in that each possible communication graph
is directed, which implies that the Laplacian matrices of these graphs are
generally asymmetric, rendering the constructing of the consensus protocols
and the selection of appropriate Lyapunov function far from being easy.
The reminder of this paper is as follows. Section II presents some pre-
liminary results which are key to solve the concerned problems. Sections
III and IV are dedicated to address the H∞ stochastic consensus integrated
with transient performance problem. Section V shows the effectiveness of
the proposed control laws with a simulation example.
Notation: let Rn×n be the set of n × n real matrices. Let Lr2[0,∞)
denote the space of square integrable vector functions over [0,∞), which are
of r dimension. And let IN denote the identity matrix of order N . Represent
the L2 norm of the corresponding function with ‖ · ‖.
2. Preliminaries
Denote by σ(t), t ∈ R+, a right-continuous time-homogeneous Markov
process based on the probability space. σ(t) takes values in a finite state space
S = {1, 2, . . . , s}. Its infinitesimal generator matrix is denoted by Q= [qij],
where qij denotes the transition rate from state i to state j with qij ≥ 0 if
i 6= j; qii =
N∑
j6=i
qij otherwise. Thus, matrix Q is a transition matrix with row
summation being zero and all off-diagonal elements non-negative.
At time t, denote the communication graph among all agents (nodes)
by Gσ(t) , (V , Eσ(t)), where V , {1, 2, . . . , N} and Eσ(t) are respectively
the node set and the edge set. The associated adjacency matrix is A(σ(t)),
[aij(σ(t))] ∈ RN×N , where aij(σ(t))>0 if (j, i) ∈ Eσ(t); aij(σ(t))=0 otherwise.
The Laplacian matrix associated with Gσ(t) can thus be defined, i.e., Lσ(t),
[lij(σ(t))]∈RN×N , where lij(σ(t))=−aij(σ(t)) if i 6=j; lii(σ(t))=
∑N
j6=i aij(σ(t))
otherwise. We say the communication graph at time t is balanced, if each
node’s in-degree equals to its out-degree.
Represent the union of the s graphs Gi=(V , Ei), i = 1, 2, . . . , s, by Gun ,
∪si=1Gi=(V , ∪si=1Ei). The Laplacian matrix associated with the union graph
Gun is denoted by Lun, which is the sum of Li, i = 1, 2, . . . , s.
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Lemma 1. For any vectors p, q ∈ Rn and positive definite matrix Φ ∈ Rn×n,
the following matrix inequality holds:
2pT q ≤ pTΦp+ qTΦ−1q. (1)
3. Problem Formulation and Full-Order Observer-Based Control
Protocol
This section focuses on formulating the H∞ consensus control integrated
with transient performance improvement problem and then constructing the
distributed control protocol to deal with it.
3.1. Problem Formulation
Consider the following N agents:
x˙i(t) = Axi(t)+Bui(t)+Dωi(t),
yi(t) = C1xi(t), i = 1, 2, . . . , N, (2)
where xi(t) ∈ Rn, ui(t) ∈ Rm, ωi(t) ∈ L`2[0, ∞] and yi(t) ∈ Rq1 are the state,
the control input, the external disturbance and the measured output of the
i-th agent, respectively; A ∈ Rn×n, B ∈ Rn×m, C1 ∈ Rq1×n and D ∈ Rn×`
are constant matrices.
In this paper, we consider the network of agents described by (2) with
Markovian switching communication graph Gσ(t). The switching process is
defined in Section 2 and satisfies the following assumption:
Assumption 1. The continuous-time Markov process with a transition rate
matrix Q governing the switching process of the communication topologies is
ergoic.
As a result of Assumption 1, for the time-homogeneous Markov process,
its invariant distribution is unique pi = [ pi1 pi2 . . . pis ]
T , where pii ≥ 0, for
all i ∈ S; thus the distribution of σ(t) equals to pi for all t ∈ R+.
Herein the union Gun of the s graphs satisfies the following assumption:
Assumption 2. There exists a directed spanning tree in the union graph
Gun of all the possible topologies, and each possible topology is directed and
balanced.
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Now we proceed to present the concerned problem.
Considering the fact that only local outputs are available, we introduce
the following observer for each agent to estimate its state information:
˙ˆxi(t) = Axˆi(t)+Bui(t)+L(C1xˆi(t)
−
N∑
j=1
aij(σ(t))(yi(t)−yj(t))), i = 1, 2, . . . , N, (3)
where L ∈ Rn×q1 is the observer gain to be designed.
Now let ztr,i(t) =C2(xi(t)− 1N
N∑
j=1
xj(t)), i = 1, 2, . . . , N, be the transient
part of the concerned states, where C2 ∈ Rq2×n is a constant matrix. With
the above notation, we are ready to define the H∞ consensus integrated with
transient performance improvement problem.
Definition 1. The H∞ consensus integrated with transient performance im-
provement problem is to design a class of controllers for the networked agents
described by (2) such that
1. when agents are not perturbed by external disturbance, i.e., wi(t) ≡
0, i = 1, 2, . . . , N , all agents can reach consensus, i.e., E[‖xi(t) −
xj(t)‖2]=0, i, j =1, 2, . . . , N ;
2. given γ > 0, when the external disturbance exists, i.e., wi(t) 6= 0, i =
1, 2, . . . , N , the following measure index is less than γ2, which mea-
sures the disturbance attenuation performance of the concerned output
ztr,i(t), i = 1, 2, . . . , N :
Jtr, sup
‖ω(t)‖2+xT0 R¯x0+xˆT0 R¯xˆ0 6=0
E[zTtr(t)ztr(t)]
‖ω(t)‖2+xT0 R¯x0+xˆT0 R¯xˆ0
, (4)
where ztr(t)=[ z
T
tr,1(t) z
T
tr,2(t) ... z
T
tr,N (t) ]T , ω(t) = [ ωT1 (t) ωT2 (t) ... ωTN (t) ]
T , x0 =
[ xT1 (0) xT2 (0) ... xTN (0) ]
T and xˆ0 = [ xˆT1 (0) xˆT2 (0) ... xˆTN (0) ]
T ; R¯ , IN ⊗ R, where
⊗ denotes the Kronect product and R is a previously given positive-
definite matrix.
Based on the observed state information, we introduce a class of con-
trollers for each agent, which is in the following form:
ui(t) = −τKxˆi(t), i = 1, 2, . . . , N, (5)
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where τ ∈ R and K ∈ Rm×n are to be designed. Hereafter, we call controller
(5) the full-state observer-based consensus protocol, since it is constructed
based on the observer (3).
Remark 1. The full-state observer-based consensus protocol (5) solely relies
on the relative outputs of neighbouring agents; hence it is distributed.
Let x(t) , [ x1(t) x2(t) ... xN (t) ] and xˆ(t) , [ xˆ1(t) xˆ2(t) ... xˆN (t) ]. Substituting
(5) into (2) and rewriting them in a compact form yield
x˙(t) = (IN ⊗ A)x(t)− τ(IN ⊗BK)xˆ(t) + (IN ⊗D)ω(t). (6)
Similarly, we have the trajectory of xˆ(t) yielding
˙ˆx(t) = (IN ⊗ (A+ LC1 − τBK))xˆ− (Lσ(t) ⊗ LC1)x. (7)
Now, we introduce the consensus error variable ζi(t) , xi(t)− 1N
N∑
j=1
xj(t)
for each agent i = 1, 2, . . . , N , which denotes the distance of agent i’s states
from the average of all agents’. Note that ζ(t) , [ ζT1 (t) ζT2 (t) ... ζTN (t) ]T =
(M⊗ In)x(t), where M , IN − 1N 11T . Also, let δi(t) , (xˆi(t) − xi(t)) −
1
N
N∑
j=1
(xˆj(t) − xj(t)) for each agent i = 1, 2, . . . , N . We also have δ(t) ,
[ δT1 (t) δT2 (t) ... δTN (t) ]
T = (M⊗ In)(xˆ(t)− x(t)).
Write ζ(t) and δ(t) in a column vector and denote it by e(t) , [ ζT (t) δT (t) ]T .
With equations (6) and (7), we can write the evolution trajectory of e(t) into
a compact form, i.e.,
e˙(t)=F (t)e(t) + D¯ω(t) (8)
where F (t) =
[
IN ⊗ (A− τBK) −τIN ⊗ (BK)
(IN − τLσ(t))⊗ (LC1) IN ⊗ (A+ LC1)
]
, and D¯ =
[
IN ⊗D
0
]
.
3.2. Controller Design
To address the H∞ consensus control integrated with transient perfor-
mance improvement problem, we design the following algorithm to construct
the observer (3) and the distributed controller (5):
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Algorithm 1. Step 1 Given γ > 0, solve the following inequalities to get
a pair of feasible solution (P1, r1)

P1AT +AP1−r1BBT D P1CT1 P1CT2
DT − γ2
2
I` 0 0
C1P1 0 − 1ρ(1+p¯i2λmax) Iq1 0
C2P1 0 0 −Iq2
 < 0, (9)
[
γ2
2κ
R In
In P1
]
> 0, (10)
r1 > 0, (11)
where λmax is the largest eigenvalue of matrix LTunLun; κ denotes the
largest eigenvalue of matrix M2.
Step 2 Get (P2, Q, r2) satisfying the following inequalities: ATP2+P2A+CT1 QT +QC1+r2P
−1
1 BB
TP−11 −P2D QT
−DTP2 − γ
2
2
I` 0
Q 0 ρ
8
In
 < 0, (12)
P2 <
γ2
2κ
R, (13)
r2 > 0, (14)
where P1 has been obtained from Step 1.
Step 3 Choose a small enough positive constant ρ such that ρ< 2. If r1
2−ρ <
ρr2
4
, choose the coupling strength τ to satisfy r1
2−ρ < τ <
ρr2
4
, and let
K=BTP−11 and L=P
−1
2 Q, otherwise go back to Step 1.
Next we will show that the full-order observer-based consensus protocol
(5) designed according to Algorithm 1 enables all agents to solve the H∞
consensus control integrated with transient performance improvement prob-
lem.
Theorem 1. Under Assumptions 1 and 2, given a constant γ > 0, the full-
order observer-based consensus protocol (5) enables the group of agents de-
scribed by (2) to solve the H∞ consensus control integrated with transient
performance improvement problem if the control gains K, L and the cou-
pling gain τ are chosen as in Algorithm 1.
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Proof. Consider the following Lyapunov function candidate
V (t)=
s∑
i=1
Vi(t) (15)
where Vi(t)=E[eT (t)diag(IN ⊗P−11 , IN ⊗P2)e(t)1σ(t)=i], in which matrices P1
and P2 are positive-definite.
Given i = 1, 2, . . . , s, taking the derivative of function Vi(t) along the
trajectory (8) yields
dVi(t) = E[deT (t)diag(IN ⊗ P−11 , IN ⊗ P2)e(t)1σ(t)=i]
+
s∑
i=1
E[eT (t)diag(IN ⊗ P−11 , IN ⊗ P2)de(t)1σ(t)=i]
+
s∑
j=1
qjiVj(t)+o(dt). (16)
Since σ(t) has a unique invariant distribution pi = [pi1 pi2 . . . pis]
T and
pii ≥ p¯i, for all i ∈ S, we have
V˙ (t) ≤ E[(
[
IN ⊗ (A− τBK) −τIN ⊗ (BK)
(IN − τ p¯iLun)⊗ (LC1) IN ⊗ (A+ LC1)
] [
ζ(t)
δ(t)
]
+
[
IN ⊗D
0
]
ω(t))T
[
IN ⊗ P−11 0
0 IN ⊗ P2
] [
ζ(t)
δ(t)
]
+
[
ζ(t)
δ(t)
]T [
IN ⊗ P−11 0
0 IN ⊗ P2
]
(
[
IN ⊗ (A− τBK) −τIN ⊗ (BK)
(IN − τ p¯iLun)⊗ (LC1) IN ⊗ (A+ LC1)
] [
ζ(t)
δ(t)
]
+
[
IN ⊗D
0
]
ω(t))]
= E[ζT (t)(IN ⊗ (ATP−11 +P−11 A−2τP−11 BBTP−11 ))ζ(t)
+ 2ζT (t)(IN ⊗ (−τP−11 BBTP−11 +CT1 LTP2)
+ p¯iLTun ⊗ (−CT1 LTP2))δ(t)
+ δT (t)(IN ⊗ ((A+LC1)TP2 + P2(A+LC1)))δ(t)
+ 2ζT (t)(M⊗ (P−11 D))ω(t)
+ 2δT (t)(M⊗ (P2D))ω(t)], (17)
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where the last equality holds by letting K=BTP−11 .
By using Lemma 1, it gives that
2ζT (t)(IN ⊗ (−τP−11 BBTP−11 )δ(t)
= 2τζT (t)(IN ⊗ (−P−11 B))(IN ⊗ (BTP−11 ))δ(t)
≤ ρτζT (t)(IN ⊗ (P−11 BBTP−11 ))ζ(t)
+
4
ρ
τδT (t)(IN ⊗ (P−11 BBTP−11 ))δ(t), (18)
where ρ is a positive constant satisfying ρ<2. Similarly, we have
2ζT (t)(IN ⊗ (CT1 LTP2))δ(t)
≤ ρζT (t)(IN ⊗ (CT1 C1))ζ(t)
+
4
ρ
δT (t)(IN ⊗ (P2LLTP2))δ(t), (19)
and
2p¯iζT (t)(LTun ⊗ (−CT1 LTP2)δ(t)
≤ ρp¯i2ζT (t)((LTunLun)⊗ (CT1 C1))ζ(t)
+
4
ρ
δT (t)(IN ⊗ (P2LLTP2))δ(t). (20)
Substituting inequalities (18), (19) and (20) into (17) yields
V˙ (t) ≤ E[ζT (t)(IN ⊗ (ATP−11 +P−11 A
− τ(2−ρ)P−11 BBTP−11 +ρ(1 + p¯i2λmax)CT1 C1))ζ(t)
+ δT (t)(IN ⊗ ((A+LC1)TP2 + P2(A+LC1)
+
4
ρ
τP−11 BB
TP−11 +
8
ρ
P2LL
TP2))δ(t)
+ 2ζT (t)(M⊗ (P−11 D))ω(t)
+ 2δT (t)(M⊗ (P2D))ω(t)]. (21)
Let ζ˜(t) = (UT ⊗ In)ζ(t), δ˜(t) = (UT ⊗ In)δ(t) and ω˜(t) = (UT ⊗ In)ω(t),
where U is a unitary matrix of matricesM such that UTMU = diag{0, 1, . . . , 1},
where the first column of U is set as 1√
N
. With the above variable changes,
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we have
V˙ (t) ≤
N∑
i=2
E[ζ˜Ti (t)(ATP−11 +P−11 A
− τ(2−ρ)P−11 BBTP−11 +ρ(1 + p¯i2λmax)CT1 C1)ζ˜i(t)
+ δ˜Ti (t)((A+LC1)
TP2 + P2(A+LC1)
+
4
ρ
τP−11 BB
TP−11 +
8
ρ
P2LL
TP2)δ˜i(t)
+ 2ζ˜Ti (t)P
−1
1 Dω˜i(t)+2δ˜
T
i (t)P2Dω˜i(t)], (22)
where to get the last inequality, we have used the fact that ζ˜1(t) =
1T√
N
δ(t) ≡ 0
and λmax , max
i=1,...,N
λi(LTunLun).
When ω(t)≡0, also ω˜(t)≡0, we have
V˙ (t) ≤
N∑
i=2
E[ζ˜Ti (t)(ATP−11 +P−11 A
− τ(2−ρ)P−11 BBTP−11 +ρ(1 + p¯i2λmax)CT1 C1)ζ˜i(t)
+ δ˜Ti (t)((A+LC1)
TP2 + P2(A+LC1)
+
4
ρ
τP−11 BB
TP−11 +
8
ρ
P2LL
TP2)δ˜i(t)]. (23)
If
ATP−11 +P
−1
1 A−τ(2−ρ)P−11 BBTP−11
+ ρ(1 + p¯i2λmax)C
T
1 C1 < 0 (24)
and
(A+LC1)
TP2 + P2(A+LC1)
+
4
ρ
τP−11 BB
TP−11 +
8
ρ
P2LL
TP2 < 0, (25)
we have V˙ (t) ≤ 0, which implies that all agents can reach consensus when
the external disturbance does not exist. Next we will prove that Algorithm
1 guarantees that inequalities (24) and (25) are always true. In light of Step
1 in Algorithm 1, we get
P1A
T +AP1 − r1BBT +ρ(1 + p¯i2λmax)P1CT1 C1P1 < 0. (26)
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Multiplying both sides of (26) by P−11 , considering that r1 < τ(2−ρ), and
using Schur’s Complement Lemma we have inequality (24) holds. Then,
substituting Q=P2L into (12) and using the assertion that (10) and r2>
4
ρ
τ
yield that (25) is true. Thus, the first condition in Definition 1 is satisfied,
which implies that the full-order observer-based control protocol enables the
agents described by (2) to reach consensus in the asymptotic mean square
sense when they are not perturbed by external disturbances.
When ω(t) 6= 0, we note that the last inequality of (22) still holds by
adding
N∑
i=2
E[z˜Ttr,i(t)z˜tr,i(t)]−γ2
N∑
i=2
E[ω˜Ti (t)ω˜i(t)] to the right-hand side of it
and then subtracting it. In light of this, we can get the following inequality
after some mathematical calculations:
V˙ (t) ≤
N∑
i=2
E[ξ˜Ti (t)Σ1ξ˜i(t)+δ˜Ti (t)Σ2δ˜i(t)]
−
N∑
i=2
E[z˜Ttr,i(t)z˜tr,i(t)]+γ2
N∑
i=2
E[ω˜Ti (t)ω˜i(t)],
where z˜tr(t)=[ z˜
T
tr,1(t) z˜
T
tr,2(t) ... z˜
T
tr,N (t) ], z˜tr(t)=(U
T ⊗ In)ztr(t), and z˜tr,1(t) ≡ 0;
matrix Σ1 is[
ATP−11 +P
−1
1 A−τ(2−ρ)P−11 BBTP−11 +ρ(1 + p¯i2λmax)CT1 C1+CT2 C2 P−11 D
DTP−11 −γ
2
2 I`
]
;
(27)
matrix Σ2 is[
(A+LC1)
TP2 + P2(A+LC1)+
4
ρτP
−1
1 BB
TP−11 +
8
ρP2LL
TP2 −P2D
−DTP2 −γ
2
2 I`
]
. (28)
If the following inequalities hold,
Σ1<0, (29)
Σ2<0, (30)
we have
V˙ (t) ≤ −
N∑
i=2
E[z˜Ttr,i(t)z˜tr,i(t)]+
N∑
i=2
E[ω˜Ti (t)ω˜i(t)]. (31)
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Taking similar steps to prove inequalities (24) and (25), we can verify that
inequalities (29) and (30) are satisfied under Algorithm 1.
Integrating both sides of inequality (31) from zero to infinity yields
N∑
i=2
E[‖z˜i(t)‖2] ≤ ζT (0)(IN ⊗ P−11 )ζ(0)+δT (0)(IN ⊗ P2)δ(0)
+ γ2
N∑
i=2
E[ω˜Ti (t)ω˜i(t)]
= ζT (0)(M2 ⊗ P−11 )ζ(0)+δT (0)(M2 ⊗ P2)δ(0)
+ γ2
N∑
i=2
E[ω˜Ti (t)ω˜i(t)]
≤ ζT (0)(M2 ⊗ P−11 )ζ(0)+δT (0)(M2 ⊗ P2)δ(0)
+ γ2
N∑
i=1
E[ω˜Ti (t)ω˜i(t)]
= ζT (0)(M2 ⊗ P−11 )ζ(0)+δT (0)(M2 ⊗ P2)δ(0)
+ γ2‖ω˜(t)‖2
≤ γ2xT (0)(IN ⊗R)x(0)+γ2xˆT (0)(IN ⊗R)xˆ(0)
+ γ2‖ω˜(t)‖2, (32)
where the last equality is true because the external disturbance considered
herein is deterministic and thus
N∑
i=1
E[ω˜Ti (t)ω˜i(t)] = ‖ω˜(t)‖2; the last inequal-
ity also holds since
κP−11 <
γ2
2
R, (33)
and
κP2<
γ2
2
R<γ2R. (34)
Since z˜tr,1(t)≡0, we have
N∑
i=2
E[‖z˜tr,i(t)‖2]=
N∑
i=1
E[‖z˜tr,i(t)‖2]=E[‖ztr(t)‖2].
It follows from (32) that
Jtr<γ
2, (35)
which means that the second condition in Definition 1 is satisfied. That
is, the H∞ consensus integrated with transient performance improvement
problem is solved. The proof is completed.
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Remark 2. The main advantages of the full-order observer-based consensus
protocol (5) are two-fold. Firstly, as mentioned in Remark 1, it solely require
the relative output of neighbours which are measurable by a set of sensor net-
works in practice. Note that consensus protocols in [7, 10], which deal with
the H∞ consensus for general linear multi-agent systems over fixed communi-
cation graph, need the exchange of the protocol’s internal states or virtual out-
puts, apart from the relative outputs, to maintain “the separation principle”.
In fact, the states of the observers are internal information for the agents,
which have to be transmitted via some communication networks. Thus, com-
pared with protocols in [7, 10], the control law (5) can reduce or even remove
the communication burden imposed on the communication networks. Sec-
ondly, to the best of our knowledge, most of the references [18, 16, 19, 21]
related to the consensus control of multi-agent systems over Markovian ran-
domly switching graphs assume that each possible graph is balanced. If we
relax this assumption and let each possible graph be strongly connected, then
there is no guarantee that protocols in [18, 16, 19, 21] can serve their pur-
pose. However, the control law (5) can be used to deal with this problem by
slightly modifying the consensus error variable.
3.3. Reduced-Order Observer-Based Controller
Though the full-order observer-based consensus protocol (5) is effective
to solve the H∞ consensus integrated with transient performance problem, it
still possesses a certain degree of redundancy, which is caused by the fact that
the entire state is estimated by the observer (3), but actually part of the state
information is available in the output. In this subsection, we will eliminate
the redundancy and thus reduce the dimension of the protocol, especially
for the case that agents are described by multi-input multi-output dynamics.
To solve the problem mentioned in Section 3.1, we introduce a reduced-order
observer-based consensus protocol which is based on the relative information
between neighbouring nodes. The reduced-order observer-based consensus
protocol is given by
v˙i(t) = F¯ vi(t)+Gyi(t)+TBui(t)+TDωi(t),
ui(t) = −τK[
N∑
j=1
aij(σ(t))(Q1(yi(t)−yj(t))+Q2(vi(t)−vj(t)))],
i = 1, 2, . . . , N, (36)
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where F¯ is a Hurwitz matrix and has no eigenvalues in common with those
of matrix A. Matrices G and T are the unique solution to the following
Sylvester equation
TA−F¯ T =GC1 (37)
which further satisfies that matrix [ CT1 TT ]
T is non-singular. Q1 and Q2 are
given by [Q1 Q2 ]=[ CT1 TT ]
T .
Now we can present the algorithm to design the reduced-order observer-
based consensus protocol (36).
Algorithm 2. Step 1 Choose matrices F¯ , G, T, Q1 and Q2 to satisfy the
requirements given above.
Step 2 Given a positive constant γ, solve the following inequalities to get a
pair of feasible solution (P1, r1)[ P1AT +AP1−r1BBT D P1CT2
DT −γ2I` 0
C2P1 0 −Iq
]
< 0, (38)
[
γ2
κ
R In
In P1
]
> 0, (39)
r1 > 0. (40)
Step 3 Get (P2, r2) from the following inequalities:
F¯ TP2+P2F¯+r2Q2P
−1
1 BB
TP−11 Q
T
2 < 0, (41)
P2 <
γ2
κ
R, (42)
r2 > 0, (43)
where P1 has been obtained from Step 1.
Step 4 Choose a small enough positive constant ρ such that ρ<λmin, where
λmin is the second smallest eigenvalue of matrix L˜un = LTun +Lun. If
r1
p¯i(λmin−ρ) <
ρr2
4p¯iλmax
, let r1
p¯i(λmin−ρ) <τ <
ρr2
4p¯iλmax
, and K=BTP−11 , where λmax
is the largest eigenvalue of matrix LTunLun; otherwise go back to Step 1.
Remark 3. A necessary and sufficient condition for the feasibility of Algo-
rithms 1 and 2 is that (A, B, C) is stabilizable and detectable.
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Theorem 2. Under Assumptions 1 and 2, given a constant γ > 0, the
reduced-order observer-based consensus controller (36) enables agents de-
scribed by (2) to solve the H∞ consensus integrated with transient perfor-
mance improvement problem if the control gain K and the coupling gain τ
are chosen as in Algorithm 2.
Proof. Theorem 2 can be proved by taking similar steps as in the proof of
Theorem 1.
4. Simulation Results
In this section, we illustrate the effectiveness of Algorithms 1 and 2 with
the following example.
Consider a network of four Raptor-90 helicopters whose dynamics are
given by (2) where A is given by (44) and
A =

−0.1778 0 0 0 0 −9.7807 −9.7807 0 0 0 0
0 −0.3104 0 0 9.7807 0 0 9.7807 0 0 0
−0.3326 −0.5353 0 0 0 0 75.7640 343.8600 0 0 0
0.1903 −0.2940 0 0 0 0 172.6200 −59.9580 0 0 0
0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0
0 0 0 −1 0 0 −8.1222 4.6535 0 0 0
0 0 −1 0 0 0 −0.0921 −8.1222 0 0 0
0 0 0 0 0 0 17.1680 7.1018 −0.6821 −0.1070 0
0 0 −0.2834 0 0 0 0 0 −0.1446 −5.5561 −36.6740
0 0 0 0 0 0 0 0 0 2.7492 −11.1120

(44)
B =

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0.0632 3.3390 0
3.1739 0.2216 0
0 0 0
0 0 −74.364
0 0 0

, D =

−0.1778 0
0 −0.3104
−0.3326 −0.5353
0.1903 −0.2940
0 0
0 0
0 0
0 0
0 0
0 0
0 0

,
C1 = C2 =
 0 0 0 0 1 0 0 0 0 0 00 0 0 0 0 1 0 0 0 0 00 0 0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0
.
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Table 1: Helicopter variables.
Variables
q Pitch rate in the body frame components
p Roll rate in the body frame components
r Yaw rate in the body frame components
U Velocity along the body frame x-axis
V Velocity along the body frame y-axis
W Velocity along the body frame z-axis
θ Pitch angle
φ Roll angle
as Longitudinal blade angle
rfb Yaw rate feedback
bs Lateral blade angle
This linear state-space model at a hovering point is established by Chen in
[22]. The state vector is x =
[
UT V T pT qT φT θT aTs b
T
s W
T rT rTfb
]T
. All the
above variables are described in Table 1.
The communication topology randomly switches between graphs G1 and
G2 shown in Figs. 1a and 1b, respectively, both of which are directed and
balanced. Fig. 1c shows the union of G1 and G2. Thus, Assumption 2 is
satisfied since the graph Gun contains a directed spanning tree. Moreover, let
the generator matrix of the continuous-time Markov process be
Q=
[ −1 1
2 −2
]
. (45)
We assume that the Markov process satisfies Assumption 1 and has a unique
invariant distribution pi=[ 2/3 1/3 ].
L =

−1.9899 −4.3140 −0.3230 −3.4616 10.0917
−15.0381 3.0932 4.1833 −116.8244 −6.1682
−6.1358 −347.6558 6.5180 35.7853 −297.0615
−10.0725 2.4948 5.9756 496.4880 −7.8850
−1.9442 3.7207 1.7848 18.6331 −1.5905
−4.0505 −3.9455 5.7071 −113.7605 0.0654
5.3483 −0.1549 −5.8315 −38.6820 −43.9203
2.1099 −3.0888 −5.7404 −99.2847 16.7910
−2.6503 −5.1248 1.6962 7.1855 −6.5478
9.4013 30.0619 −2.2568 −21.8266 −12.6670
2.3712 7.4457 0.6638 −120.5388 −3.0863

(47)
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Figure 1: The communication graphs: (a) G1; (b) G2; (c) Gun=G1 ∪ G2.
Kl =
 0.5701 2.6510 2.4895 −0.9451 16.5745 −3.3893 3.5827 59.2827 0.8457 −0.2882 −0.4985−3.3829 1.0260 0.9998 3.3994 4.2455 20.5977 48.2969 6.9465 −2.2794 0.3203 1.2511
−14.7402 −2.8399 0.0330 −0.9026 −14.5324 4.7567 −7.5918 6.9036 0.7930 −17.3624 −16.0586

(46)
F¯ =

0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−8.2944 −40.0896 −77.2416 −75.3600 −38.9200 −10
 (48)
G =

0.3435 0.2485 0.6139 0.1746 0.3182
0.6631 0.9087 0.6521 0.0599 0.9556
0.5162 0.8895 0.6013 0.1524 0.0290
0.7967 0.9898 0.7978 0.3834 0.3972
0.5766 0.3237 0.6104 0.0131 0.2728
0.0669 0.9874 0.3772 0.9654 0.3619
 (49)
Kr =
 0.5701 2.6510 2.4895 −0.9451 16.5745 −3.3893 3.5827 59.2827 0.8457 −0.2882 −0.4985−3.3829 1.0260 0.9998 3.3994 4.2455 20.5977 48.2969 6.9465 −2.2794 0.3203 1.2511
−14.7402 −2.8399 0.0330 −0.9026 −14.5324 4.7567 −7.5918 6.9038 0.7930 −17.3624 −16.0856

(50)
Q1 =

−0.0241 0.015 1.0730 −0.0456 −0.1051
−0.0037 0.6453 −0.4305 0.0460 0.1019
0.0368 0.4588 1.1349 0.9725 −0.0056
0.2473 −0.5468 −0.6403 0.0862 1.1512
0.2296 −0.6722 −1.4509 0.0494 0.1288
0.0247 0.4824 1.1776 −0.0276 −0.0637
−0.0368 −0.4588 −1.1349 0.0275 0.0056
−0.2264 0.6745 1.3874 −0.0678 −0.1130
0.0241 −0.0105 −0.0730 0.0456 0.1051
0.7944 0.6617 0.3779 −0.0037 −0.0237
−0.0209 −0.1277 −0.7471 −0.0184 −0.0382

(52)
18
T =

79.3 −314.7 −103.7 −351.4 3.2 × 103 1.7 × 103 1.4 × 103 3.1 × 103 4.7 × 103 −34.8 122.2
−47.4 256.3 48.9 268.6 −3.0 × 103 −776.5 −587.7 −3.0 × 103 −3.2 × 103 23.6 −83.2
41.9 −185.6 −23.9 −189.7 2.5 × 103 463.1 337.8 2.4 × 103 2.1 × 103 −16.1 56.7
−36.7 125.3 14.4 125.3 −1.8 × 103 −411.4 −330.3 −1.8 × 103 −1.4 × 103 10.9 −38.5
23.9 −84.4 −10.4 −81.4 1.2 × 103 358.2 301.7 1.2 × 103 1.0 × 103 −7.6 26.2
−17.4 55.4 7.5 56.2 −826.5 −235.0 −200.2 −822.2 −692.5 5.2 −11.3

(51)
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Figure 2: The roll angles of four agents under the full-state observer-based consensus
protocol (5).
Q2 =

−0.0085 −0.0389 −0.0747 −0.0716 −0.0144 0.0209
0.0049 0.0163 0.0065 −0.0348 −0.1162 −0.1174
−0.0181 −0.0465 0.0168 0.2096 0.1630 −0.0654
0.1151 0.5554 1.0613 1.0445 0.3863 −0.1240
0.1371 0.6288 1.1174 0.9338 0.3509 0.0482
−0.0250 −0.0795 −0.0464 0.1556 0.1525 −0.0582
0.0181 0.0465 −0.0168 −0.2096 −0.1630 0.0654
−0.1351 −0.6186 −1.1013 −0.9237 −0.3500 −0.0516
0.0085 0.0389 0.0747 0.0716 0.0144 −0.0209
−0.1286 −0.5899 −1.0427 −0.8622 −0.3365 −0.0691
0.0200 0.0632 0.0400 −01209 −0.0363 0.1757

(53)
Choose R = I and let γ = 4. Using the Yalmip toolbox, we can obtain
the control gain matrices Kl and L of the full-state observer-based consensus
protocol through Algorithm 1, given by (46) and (47), respectively. Since
Algorithm 1 has the feature of decoupling the design of the agent dynam-
ics from the communication topologies, we can select the coupling gain by
following Step 3 of Algorithm 1. And we set it as 1.4 in this example.
Also, choosing the same R and γ, we can get the control protocol gain
matrices F¯ , G, Kr, T , Q1, and Q2 of the reduced-order observer-based con-
sensus protocol through Algorithm 2, which are presented in (48), (49), (50),
(51), (52), and (53), respectively. The coupling gain is also taken as 1.4.
We show that both the full-state observer-based consensus protocol and
the reduced-order observer-based consensus protocol enable four agents to
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Figure 3: The pitch angles of four agents under the full-state observer-based consensus
protocol (5).
achieve consensus when agents are perturbed by external disturbances in the
form of square wave with period 2pi. Figs. 2 and 3 show the roll angles and
pitch angles of these agents driven by the full-state observer-based consensus
protocol with control gain matrices described by (46) and (47). And Figs. 4
and 5 present the corresponding trajectories of four agents driven by the
reduced-order observer-based consensus protocol with control gain matrices
given by (48), (49), (50), (51), (52), and (53). It can be seen from these
figures that all agents can reach consensus though they are perturbed by the
external disturbances.
Now we make a comparison of the performance of grouped agents under
the above two protocols. Fist, we are interested in the consensus time re-
quired by the grouped agents, which also reflects the convergence rate. It
follows from Figs. 2 and 3 that agents need almost 4 seconds to reach con-
sensus driven by the full-state observer-based consensus protocol, while they
cost almost 6 seconds under the reduced-order observer-based consensus pro-
tocol, which can be seen from Figs. 4 and 5. Next, we move our attention
to the transient performance of agents under both protocols. We draw the
trajectories of the same state of some agent in one picture to achieve our goal.
We choose the first agent’s roll angle and the fourth agent’s pitch angle to
illustrate that reduced-order observer-based consensus protocol allow agents
to have better transient behaviour, which are respectively shown in Figs. 6
and 7. It can be seen from Fig. 7 that the overshoot of the forth agent’s pitch
angle under the full-state observer-based consensus protocol is almost three
times larger than that under the reduced-order observer-based consensus pro-
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Figure 4: The roll angles of four agents under the reduced-order observer-based consensus
protocol (36).
tocol. What is more, the trajectory of the pitch angle under the full-state
observer-based consensus protocol is much more oscillatory than that under
the reduced-order observer-based consensus protocol. Precisely, the full-state
observer-based consensus protocol makes the agent to eliminate the oscilla-
tion in almost 4 seconds, while the reduced-order observer-based consensus
protocol just costs the agent almost 1 second. Figs. 6 shows that the first
agent behaves similarly. Thus, we can conclude that compared with the full-
state observer-based consensus protocol, the reduced-order observer-based
consensus protocol brings better transient performance to agents, but con-
verges in a relatively slower rate. By analysing the poles of the closed-loop
system, we find that the reduced-order observer-based consensus protocol
places the poles closer from the real axis in the left half s-plane, which re-
sults in less oscillation cycles. Therefore, we can conclude that both protocols
guarantee robustness against external disturbance, while the reduced-order
observer-based consensus protocol constructed here performs better in terms
of the transient performance.
5. Conclusions
This paper has considered the H∞ consensus control integrated with tran-
sient performance improvement problem for agents with general linear dy-
namics. Two classes of observer-based protocols, which have been proposed
to deal with this problem, solely require the output information of nodes.
Thus, they are immune to the absence of entire state information. Algo-
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Figure 5: The pitch angles of four agents under the reduced-order observer-based consensus
protocol (36).
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Figure 6: The roll angles of the fist agent under the full-state observer-based consensus
protocol (blue line) and the reduced-order observer-based control protocol (red line).
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Figure 7: The pitch angles of the forth agent under the full-state observer-based consensus
protocol (blue line) and the reduced-order observer-based control protocol (red line).
rithms have been designed to construct these protocols, which are applicable
in large-scale networks. At the end of this manuscript, numerical simula-
tions have been presented to show the effectiveness of these algorithms. In
the future work, we will investigate the robust stochastic consensus control
problem of networked agents with uncertainties in their dynamics.
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