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Actualmente las ima´genes digitales desempen˜an un papel importante en nuestra so-
ciedad. La presencia de dispositivos mo´viles con ca´maras fotogra´ficas integradas crece a
un ritmo imparable, provocando que la mayor´ıa de las ima´genes digitales provengan de
este tipo de dispositivos. El desarrollo tecnolo´gico no so´lo facilita la generacio´n de estas
ima´genes, sino tambie´n la manipulacio´n intencionada de e´stas. Las te´cnicas de ana´lisis
forense de ima´genes de dispositivos mo´viles cobran, pues, especial importancia. En este
trabajo se propone una serie de algoritmos basados en el ruido del sensor y en la transfor-
mada wavelet que permiten identificar el dispositivo mo´vil (marca y modelo) que genero´ la
imagen, eliminar la posibilidad de identificacio´n del mismo y falsificar la identidad de una
imagen dada.
Palabras clave: Ana´lisis Forense, Clasificacio´n, Identificacio´n de Fuente, Ima´genes
Digitales, Ma´quina de Soporte Vectorial, PRNU, Respuesta Foto´nica No Uniforme, Ruido
del Sensor, SVM, Transformada Wavelet.

Abstract
Nowadays digital images play an important role in our society. The mobile device
camera presence is growing at an unstoppable rate, causing that most of digital images
come from this kind of devices. While the developing technology makes image generation
process easier, at the same time it facilitates forgery; therefore, image forensics is gaining
relevance. This work proposes a group of algorithms based on sensor noise and the wavelet
transform that allows identifying the mobile device (brand and model), which has gener-
ated a picture; eliminate the possibility of identifying the source mobile device camera;
and finally forge the identity of an image.
Keywords: Classification, Digital Image, Forensics Analysis, Photo Response Non
Uniformity, PRNU, Sensor Imperfection, Source Model Identification, Support Vector
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Con frecuencia las fotograf´ıas son consideradas como una parte de la verdad al ser
hechos reales capturados por dispositivos electro´nicos (ca´maras). Sin embargo, con el desa-
rrollo de la tecnolog´ıa han surgido herramientas potentes y sofisticadas que facilitan de
una manera impresionante la alteracio´n de las ima´genes digitales, incluso para quienes no
tienen conocimientos te´cnicos o especializados en el a´rea [GKWB07].
El desarrollo de las tecnolog´ıas digitales ha estado y continu´a avanzando a un ritmo
imparable. Cada d´ıa el nu´mero de ca´maras digitales va creciendo, as´ı como la facilidad
de acceso a ellas. Las ca´maras digitales de mo´viles merecen especial atencio´n, ya que
estudios realizados indican que al final del an˜o 2012 el nu´mero total de dispositivos mo´viles
activos alcanzo´ los 6,7 billones y en este verano (2013) se vivira´ lo que algunos llaman “El
momento del mo´vil” ya que por primera vez una tecnolog´ıa de consumo igualara´ al total
de la poblacio´n del planeta (7,1 billones).
El 83 % de estos mo´viles cuentan con ca´mara digital integrada, las cuales a diferencia
de las ca´maras digitales convencionales son llevadas por sus duen˜os todo el tiempo a la
mayor´ıa de lugares que asiste y, en muchos casos, estos dispositivos tienen conexio´n a
internet.
Debido al incremento en sus capacidades de almacenamiento, de procesamiento, de
usabilidad y de portabilidad as´ı como a su bajo coste, los dispositivos mo´viles esta´n pre-
sentes en diversidad de actividades, lugares y eventos de la vida diaria. Algunos datos que
permiten hacerse una idea de la magnitud de la presencia de este tipo de dispositivos son
los siguientes [AM12]:
• Ma´s del 90 % de las personas que alguna vez ha tomado una fotograf´ıa lo ha hecho
u´nicamente con ca´maras de dispositivos mo´viles.
• Un gran nu´mero de personas tienen y usan ma´s de un dispositivo mo´vil.
• Las estad´ısticas globales arrojan que un usuario t´ıpico en promedio mira su mo´vil
150 veces al d´ıa y 8 de ellas es para hacer uso de la funcionalidad de la ca´mara.
A causa del extenso uso de las ca´maras digitales de dispositivos mo´viles se han generado
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pole´micas, discusiones y normas sobre la prohibicio´n de su uso en lugares como escuelas,
oficinas de gobierno, eventos empresariales, conciertos, empresas, etc.
Una consecuencia ma´s de su extenso uso es que las ima´genes digitales en la actualidad
son utilizadas como testigos silenciosos en procesos judiciales, siendo una pieza crucial
de la evidencia del crimen [AZ06]. Es por ello que contar con herramientas que permitan
identificar a los dispositivos que han generado una cierta imagen digital cobra importancia
ya que podr´ıa servir en diversas a´reas como la lucha contra la pornograf´ıa infantil, la
prevencio´n de robo de tarjetas de cre´dito, el combate a la pirater´ıa, la prevencio´n de
secuestros, etc.
De manera ana´loga a la bal´ıstica que trata de relacionar una pistola con sus balas, el
ana´lisis forense de ima´genes digitales trata de identificar la imagen con la ca´mara digital
con la que fue generada [WGKM09].
1.1 Objeto de la Investigacio´n
La fuente de una imagen digital se puede identificar a trave´s de los rasgos que el
dispositivo que la genera impregna en ella durante el proceso de su generacio´n.
La mayor´ıa de las investigaciones realizadas en los u´ltimos an˜os sobre te´cnicas de
identificacio´n de fuente se han enfocado u´nicamente en la identificacio´n de ca´maras tra-
dicionales Digital Still Camera (DSC). Considerando que hoy en d´ıa las ca´maras de los
dispositivos mo´viles pra´cticamente han sustituido a las DSCs se detecto´ la necesidad de
realizar investigacio´n sobre las te´cnicas para identificar la fuente de ima´genes generadas
por dispositivos mo´viles.
Las ima´genes digitales generadas por un dispositivo (mo´vil o no) contienen intr´ınseca-
mente un patro´n del ruido del sensor que se puede usar como medio de identificacio´n de la
fuente [LFG06]. Espec´ıficamente, las ca´maras digitales de dispositivos mo´viles cuentan en
su mayor´ıa con un tipo de sensor que deja rasgos caracter´ısticos en la imagen. La presente
investigacio´n se centra en las te´cnicas de identificacio´n de fuente basadas en el ruido del
sensor.
Este trabajo propone un algoritmo que mejora la identificacio´n de los dispositivos
mo´viles fuente de una imagen. Asimismo, propone un algoritmo para falsificar la huella
de una imagen que no requiere acceso a la ca´mara del dispositivo fuente.
1.2 Trabajos Relacionados
Las tareas de ana´lisis forense de ima´genes digitales se dividen, de acuerdo a su objetivo,
en las siguientes ramas: verificacio´n de integridad, recuperacio´n de la historia de procesa-
miento, clasificacio´n basada en la fuente, agrupacio´n por dispositivo fuente e identificacio´n
de la fuente [CFGL08].
Para el disen˜o de te´cnicas y algoritmos en cualquiera de estas ramas se aprovechan
algunas caracter´ısticas especiales de las ima´genes creadas con mo´viles que sirven como
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herramienta para el ana´lisis forense. En [VCEK07, TNC10] se realiza un estudio de las
caracter´ısticas que pueden ser objeto de ana´lisis forense en dispositivos mo´viles.
Existe una gran variedad de trabajos que hacen referencia a los distintos tipos de
metadatos en las ima´genes con fines de bu´squeda de informacio´n, clasificacio´n de ima´genes
e identificacio´n de la fuente [BL04, BL05, Tes05, RCC+08, Are11]. Estos trabajos buscan
patrones en los metadatos de las fotograf´ıas que arrojen datos de intere´s para el ana´lisis
forense.
La gran desventaja del uso de metadatos es su facilidad de manipulacio´n. Existen
aplicaciones que adema´s de permitir la consulta de los metadatos tambie´n posibilitan su
edicio´n y eliminacio´n de una forma sencilla.
Debido a la vulnerabilidad de los metadatos es necesario ir ma´s alla´ disen˜ando te´cnicas
y algoritmos que utilicen el contenido de la imagen. Al igual que ocurre con los metadatos,
las ima´genes pueden ser modificadas malintencionadamente para evitar las te´cnicas foren-
ses que se les apliquen. Sin embargo, las te´cnicas y algoritmos basados en el contenido de
la imagen son ma´s robustos ya que se requiere de un mayor nivel de conocimientos para
impedir el ana´lisis que se les realiza.
Para el disen˜o y creacio´n de estos algoritmos es necesario tener un amplio conocimiento
del proceso de generacio´n de ima´genes por parte de este tipo de dispositivos. En [MSGW08]
se describe el proceso de adquisicio´n de ima´genes en ca´maras de dispositivos mo´viles
haciendo asimismo una comparativa de este proceso frente al existente en DSCs y en
esca´neres.
Este trabajo se centra en la rama de la identificacio´n de la fuente con la que se genera
una imagen, y pretende obtener la marca y modelo del dispositivo que genera una imagen
dada. Los estudios realizados hasta el momento en este a´rea se dividen ba´sicamente en
cuatro grupos dependiendo de la informacio´n que se utiliza como base para identificar la
fuente [VCEK07].
El primer grupo utiliza la informacio´n de la aberracio´n de las lentes en la ca´mara
[Cho06, CLW06].
El segundo grupo tiene en cuenta el proceso de interpolacio´n propio de cada dispositivo
que se da a partir de su matriz Color Filter Array (CFA) [BSM06, CAS+06, LH06, BSM08,
CK09].
El tercer grupo se basa en caracter´ısticas de las ima´genes va´lidas para el estudio fo-
rense, separando e´stas en tres grandes grupos: caracter´ısticas del color (color features),
caracter´ısticas de la calidad (quality features) y caracter´ısticas de la imagen en el dominio
de la frecuencia (image characteristics of frequency domain). Existen referencias concretas
sobre el tratamiento de cada conjunto de caracter´ısticas [AMS03, AKMS05, LF06, TLL07,
MSGW08, MKY08, WGKM09, OA11, LLC+12].
El cuarto grupo, y objeto de investigacio´n en este trabajo, utiliza las caracter´ısticas
basadas en el ruido del sensor y en la informacio´n de la matriz del sensor Charge Coupled
Device (CCD) o Complementary Metal Oxide Semiconductor (CMOS) [GBK+01, LFG06,
CESR12].
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Una vez seleccionada el tipo de informacio´n que se va a utilizar para el ana´lisis, se ha
de elaborar un algoritmo que dada una imagen nos ofrezca la identificacio´n de la fuente
con el mayor grado de fiabilidad posible.
Existen distintos algoritmos utilizados para DSCs que pueden adaptarse a nuestra
investigacio´n [GBK+01, MSM04, BL05, CLW06, LH06, Cho06, LFG06, BSM08, LH06,
BSM06, LFG06, DSM07, MKY08, WGKM09, OA11].
Asimismo, existen algoritmos y te´cnicas espec´ıficos para dispositivos mo´viles [TLL07,
TLL07, CSA08, MSGW08, LC09, LLC+12]. Sin embargo, estas te´cnicas no hacen uso de la
informacio´n proveniente de las imperfecciones del sensor que, debido a las caracter´ısticas
de los dispositivos mo´viles, resultan ser las ma´s adecuadas.
1.3 Estructura del Trabajo
El resto del trabajo esta´ organizado en 6 cap´ıtulos y 4 anexos con la estructura que se
comenta a continuacio´n: El Cap´ıtulo 2 introduce algunos conceptos que son elementales
para comprender el ana´lisis forense en ima´genes. As´ı, se describe el proceso de formacio´n de
una imagen digital, los elementos de la ca´mara que sirven de base para las te´cnicas forenses
en ima´genes, los tipos de sensores y el ruido que generan en las ima´genes. Por u´ltimo, se
remarcan las diferencias entre las ca´maras tradicionales y las ca´maras de dispositivos
mo´viles.
El Cap´ıtulo 3 comienza mostrando las diferentes tareas que engloba el ana´lisis forense
de ima´genes. A continuacio´n, se presenta un estado del arte de las te´cnicas forenses en
ima´genes para la identificacio´n de la fuente, agrupa´ndolas de acuerdo a las caracter´ısticas
que usan para realizar esta tarea. De cada grupo se incluye en orden cronolo´gico una
descripcio´n de las diferentes propuestas que han surgido. En este cap´ıtulo se incluye una
tabla comparativa que resume las principales caracter´ısticas de cada propuesta analizada.
Asimismo, se presentan los ataques a las te´cnicas forenses de ima´genes, clasifica´ndolas
de acuerdo a sus objetivos. As´ı, se describe en primer lugar una te´cnica utilizada para
ocultar cuando una imagen se ha procesado despue´s de su formacio´n. Posteriormente, se
muestran dos ataques a las te´cnicas de identificacio´n de fuente describiendo un algoritmo
para destruir la huella del sensor y otro para suplantar una huella en una imagen v´ıctima.
Se finaliza con la descripcio´n de un me´todo para detectar cuando se ha llevado a cabo la
falsificacio´n de identidad de una imagen.
El Cap´ıtulo 4 presenta las contribuciones de este trabajo. As´ı, en primer lugar, se pre-
senta un algoritmo basado en los rasgos del sensor y en la transformada wavelet para la
identificacio´n de la marca y modelo del dispositivo mo´vil fuente de una imagen. Posterior-
mente, se especifica un algoritmo para llevar a cabo la falsificacio´n de la identidad de una
imagen.
El Cap´ıtulo 5 describe los experimentos realizados para evaluar la efectividad de los
algoritmos propuestos en el cap´ıtulo 4 y presenta los resultados obtenidos.
El Cap´ıtulo 6 muestra las principales conclusiones de este trabajo, las l´ıneas futuras
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de investigacio´n y las publicaciones derivadas del presente trabajo.
El Anexo A contiene una breve introduccio´n a la Transformada Wavelet y a sus apli-
caciones en el ana´lisis forense de ima´genes.
En el Anexo B se describe la librer´ıa Support Vector Machine (SVM) utilizada para la
implementacio´n de la identificacio´n de la fuente.
El Anexo C describe los lenguajes y librer´ıas utilizados para la implementacio´n de los
algoritmos.
Por u´ltimo, el Anexo D estudia los sistemas de clasificacio´n. En la primera parte se
describen los elementos que componen un sistema de clasificacio´n y los diferentes tipos
de aprendizaje. Despue´s, se muestra la taxonomı´a de los clasificadores. Finalmente, se
describen detalladamente las ma´quinas de soporte vectorial SVM pues han sido de gran
importancia en el proceso de identificacio´n de la fuente de ima´genes digitales.
6 Cap´ıtulo 1. Introduccio´n
Cap´ıtulo 2
Ana´lisis Forense de Ima´genes
Digitales
El objetivo de este cap´ıtulo es mostrar co´mo se genera una imagen digital, as´ı como
describir los componentes que participan en este proceso. Estos conceptos son la base de
las te´cnicas de ana´lisis forense descritas en los siguientes cap´ıtulos.
2.1 Formacio´n de una Imagen Digital
labelsection21 Para comprender el ana´lisis forense de las ima´genes digitales lo primero
que se requiere conocer es co´mo esta´ compuesta una ca´mara fotogra´fica y cua´l es el proce-
dimiento que realiza para generar una imagen (a menudo llamado pipeline). Las ca´maras
fotogra´ficas se componen de un sistema de lentes, un grupo de filtros, una matriz de filtro
de colores o CFA, un sensor de imagen y un procesador de imagen o Digital Image Pro-
cessor (DIP) [BSM08]. A pesar de que muchos de los detalles del pipeline se mantienen
como informacio´n confidencial de los fabricantes este proceso es muy similar en la mayor´ıa
de las ca´maras digitales. La estructura ba´sica se muestra en la Figura 2.1.
Figura 2.1: Proceso de adquisicio´n de ima´genes en ca´maras digitales
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Como primer paso para generar una imagen el sistema de lentes captura la luz de la
escena controlando la exposicio´n, el foco y la estabilizacio´n de la imagen. Despue´s, la luz
que entra en la ca´mara a trave´s del sistema de lentes pasa por un grupo de filtros que
mejora la calidad visual de la imagen. Este grupo incluye al menos un filtro infrarrojo
y un filtro anti-aliasing. El filtro infrarrojo absorbe o refleja la luz permitiendo que so´lo
la parte visible del espectro pase a la siguiente fase, evitando que la radiacio´n infrarroja
ocasione pe´rdida de nitidez en la imagen. El filtro anti-aliasing se encarga de limpiar la
sen˜al produciendo ima´genes con contornos ma´s suaves.
A continuacio´n la luz pasa al sensor de la imagen que es una matriz de elementos
sensibles a la luz llamados p´ıxeles. Cada elemento de esta matriz de p´ıxeles integra la luz
incidente y genera una sen˜al analo´gica proporcional a la intensidad de la luz recibida. Esta
sen˜al se convierte en una sen˜al digital y se transmite al procesador de imagen. Debido a que
el sensor de la imagen es monocroma´tico, para capturar una imagen a color se requieren
diferentes sensores. Idealmente, un sensor para cada color. Sin embargo, debido al coste
que esto implica, en la mayor´ıa de las ca´maras so´lo se usa un sensor de imagen junto a
una matriz de filtros de color que se coloca antes del sensor para producir los colores.
Una vez que el procesador de imagen recibe la sen˜al digital generada por el sensor
elimina el ruido y otras anomal´ıas introducidas en las sen˜ales digitales (artifacts), con
la finalidad de obtener una imagen visualmente agradable. Uno de los procesos que se
realizan sobre la sen˜al es la llamada interpolacio´n croma´tica (demosaicing) encargada de
calcular los valores de los colores faltantes debido a que el sensor u´nicamente proporciona
informacio´n sobre una cierta cantidad de colores (los que permite pasar la matriz de
filtros de color). Un proceso adicional es la correccio´n de p´ıxeles defectuosos originados
por imperfecciones en el sensor, que corrige estos p´ıxeles mediante interpolacio´n.
Otro proceso al que se somete la imagen es el balanceo de blancos, que permite una
reproduccio´n ma´s fiel del color, evitando que haya colores dominantes. Por u´ltimo, el
proceso de correccio´n gamma ajusta los valores de intensidad de la imagen. Aunque los
algoritmos para llevar a cabo estos procesos esta´n presentes en todas las ca´maras, los
detalles exactos de la forma de realizarlos pueden variar entre los diferentes fabricantes e,
incluso, entre los modelos de un mismo fabricante.
Finalmente, la imagen generada por el procesador de imagen se comprime. En las
ca´maras de dispositivos mo´viles normalmente se utiliza el algoritmo Joint Photographic
Experts Group (JPEG) [Ham] para ahorrar espacio, almacena´ndose en la memoria del
dispositivo junto con la informacio´n de la imagen en formato Exchangeable Image File
Format (EXIF) [RSYD05].
2.1.1 Filtros de Color
La matriz de filtros de color es una de las partes ma´s importantes de la cadena de
procesamiento para la generacio´n de una imagen de las ca´maras de un solo sensor [APS98].
La CFA se encuentra sobre el sensor monocromo, y su funcio´n es adquirir la informacio´n del
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color de la escena. Cada celda del filtro de color deja pasar la luz de acuerdo a un rango
de longitudes de onda, de tal manera que las intensidades filtradas separadas incluyen
informacio´n sobre el color de la luz. Como se ilustra en la Figura 2.2, la intensidad de la
luz que pasa por cada una de las celdas forma una imagen en escala de grises y, dependiendo
de la configuracio´n del filtro CFA, se interpreta como una imagen a color (considerando
que cada p´ıxel corresponde a un valor de intensidad).
Figura 2.2: Matriz de filtros de color (CFA)
En este punto el proceso la interpolacio´n croma´tica se lleva a cabo para obtener los
valores que faltan para cada uno de los colores del filtro CFA. Este proceso es el ma´s
complejo en cuanto a co´mputo se refiere. Su algoritmo utiliza los valores de los p´ıxeles
vecinos para obtener todos los valores que no han sido medidos.
Es posible que los tipos de filtros de color y la forma de realizar la interpolacio´n
croma´tica var´ıen entre fabricantes. Adema´s, existe la posibilidad de que la imagen se al-
macene en formato CFA y el proceso de interpolacio´n croma´tica se realice en un ordenador,
extendiendo au´n ma´s la posibilidad de variaciones en este proceso.
El disen˜o de la matriz CFA utilizada influye en la imagen resultante de la ca´mara,
tanto en la nitidez y apariencia de los bordes como en los pequen˜os detalles. A veces, el
proceso de interpolacio´n croma´tica puede generar anomal´ıas en la imagen tales como el
aliasing (efecto que produce el aspecto desagradable de l´ıneas escalonadas “sierras” en los
contornos de las ima´genes), ruido y distorsiones en el color. El uso de otro filtro puede
eliminar la presencia de estas imperfecciones en determinadas a´reas de la imagen a costa
de degradar la calidad en otras [LP05].
Generalmente, las ca´maras usan el modelo Green-Red-Green-Blue (GRGB) del patro´n
CFA de Bayer. La salida de un sensor de este tipo es un mosaico de p´ıxeles rojos, verdes
y azules de diferentes intensidades. Como se observa en la Figura 2.2, este filtro captura
el 25 % de los p´ıxeles en el canal rojo, el 50 % en el canal verde y el 25 % restante en el
canal azul. Otras alternativas de filtros CFA son los patrones Cyan-Yellow-Yellow-Magenta
(CYYM), Red-Green-Blue-Emerland (RGBE) y Cyan-Magenta-Yellow (CMY).
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2.1.2 Tipos de Sensores
El sensor de la imagen es la parte ma´s importante de las ca´maras digitales. General-
mente, se considera el corazo´n de la ca´mara. E´ste es una matriz de elementos sensibles a la
luz llamados p´ıxeles. Los p´ıxeles esta´n hechos de silicio y capturan la luz convirtiendo los
fotones en electrones utilizando el efecto fotoele´ctrico. Cada p´ıxel se encarga de acumular
la carga inducida por la luz durante un determinado tiempo de exposicio´n para luego ser
le´ıdo y procesado. La sen˜al de salida del sensor es proporcional a la carga acumulada,
dependiendo de la cantidad de luz que incida sobre el p´ıxel y del tiempo de exposicio´n a
ella.
Existe una extensa literatura sobre el desarrollo y tecnolog´ıas de los sensores [HL07,
Nak05, HKT07, AP13]. Sin embargo, para el propo´sito de este trabajo basta con tener una
visio´n general para comprender el ruido que el sensor puede introducir en las ima´genes
que genera.
Los sensores de la imagen se agrupan de acuerdo a sus procesos de fabricacio´n en CCD
y CMOS [HL07]. Los dos tipos de sensores esta´n formados esencialmente por semiconduc-
tores de metal-o´xido Metal Oxide Semiconductor (MOS) distribuidos en forma de matriz
y funcionan de una manera muy similar. Sin embargo, hay caracter´ısticas que diferencian
a estas tecnolog´ıas.
2.1.2.1 Sensores CCD
La diferencia clave entre las dos tecnolog´ıas de sensores es el lugar en el que se digita-
lizan los p´ıxeles y la forma en la que se lleva a cabo la lectura de las cargas.
En el caso de los sensores CCD cada una de las cargas de las celdas de la matriz se
transforman en voltajes y se entrega una sen˜al analo´gica como salida para que posterior-
mente se digitalice por la ca´mara. La estructura de este tipo de sensores es muy sencilla,
pero tiene como inconveniente la necesidad de contar con un chip adicional que trate la
informacio´n de salida del sensor (implicando equipos ma´s grandes y costosos).
A diferencia de los sensores CMOS que soportan la lectura de la matriz de p´ıxeles
de una manera aleatoria, en los sensores CCD todos los p´ıxeles comienzan y finalizan
la integracio´n de carga al mismo tiempo. Esto propicia una salida uniforme (resultado
que se espera de un p´ıxel sometido al mismo nivel de excitacio´n de los dema´s sin que se
presenten cambios notables en la sen˜al obtenida). A este tipo de exposicio´n se le conoce
como global shutter. Es posible an˜adir circuitos en los sensores de CMOS para hacer que
den un resultado similar. Sin embargo, siguen estando sobre ellos los sensores de tipo CCD.
Los sensores del tipo CCD son, por mucho, mejores que los de tipo CMOS en cuanto
al rango dina´mico (coeficiente entre la saturacio´n de los p´ıxeles y el umbral por debajo
del cual no captan sen˜al), puesto que al ser menos sensibles toleran mejor los extremos
de luz. Asimismo, los sensores CCD son superiores a los CMOS en te´rminos de ruido en
la imagen, puesto que el procesado de las sen˜ales se lleva a cabo en un chip externo que
puede optimizarse para el desarrollo de esta funcio´n. En contraste, los sensores CMOS
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realizan el procesamiento de la sen˜al dentro del mismo sensor dejando menos espacio para
colocar los foto-diodos encargados de recolectar la luz.
2.1.2.2 Sensores CMOS
Los sensores CMOS son sensores con un disen˜o de p´ıxeles activos e independientes. Se
denominan p´ıxeles activos debido a que la digitalizacio´n se realiza en ellos internamente en
unos transistores que ofrecen mejor velocidad de procesamiento, elimina´ndose la necesidad
de un chip externo que realice esta funcio´n, lo que reduce el coste y el taman˜o de los
equipos.
La caracter´ıstica de independencia se refiere a la flexibilidad que este tipo de sensores
ofrece para la lectura de la matriz de p´ıxeles, ya que es posible acceder a cada celda
mediante la posicio´n de su fila y columna. Generalmente, la lectura de la matriz se realiza
en forma de barrido progresivo. A este esquema se le conoce como roolling shutter (no es
necesario leer la matriz completa en un solo tiempo como en los sensores CCD). Adema´s,
al estar formados por celdas independientes, los sensores CMOS no presentan el efecto
blooming. Este efecto se produce cuando un p´ıxel se satura por la luz que incide sobre e´l
y a continuacio´n comienza a saturar a los que se encuentran a su alrededor.
Una ventaja ma´s es que los sensores CMOS son ma´s sensibles a la luz y en condiciones
de poca iluminacio´n se comportan mejor. Adicionalmente, debido a que los amplificadores
de la sen˜al se encuentran dentro de la misma celda, no se genera un consumo extra de
alimentacio´n a diferencia de los sensores CCD.
En sus inicios los sensores CMOS no eran considerados tan buenos como los senso-
res CCD. Sin embargo, la tecnolog´ıa CCD ha llegado a su l´ımite y ahora es cuando se
esta´ desarrollando la tecnolog´ıa CMOS superando sus deficiencias [CCD]. La mayor´ıa de
las ca´maras utilizan sensores CCD, aunque en dispositivos mo´viles es ma´s comu´n el uso
de sensores CMOS.
2.1.3 Imperfecciones y Ruido de la Imagen
2.1.3.1 Imperfecciones del Sensor
Durante el proceso de generacio´n de una imagen es posible que se introduzcan algunos
defectos que se vean reflejados como ruido en la imagen final.
Teniendo una nocio´n ba´sica del funcionamiento de los sensores, se pueden analizar los
defectos que generan ruido en las ima´genes finales. Estos defectos son de gran ayuda para
identificar la ca´mara que genero´ una imagen determinada.
Se consideran defectos los p´ıxeles que tienen una respuesta lo suficientemente anormal
como para ser descartados y no formar parte de los datos de la imagen final. A pesar de
que en la cadena de procesamiento de la imagen se realizan procedimientos para tratar
de mitigar estos defectos, las correcciones pueden no ser del todo perfectas y es posible
inyectar defectos ocultos en la imagen; incluso algunos defectos son tolerados por los
fabricantes con tal de mantener o mejorar el rendimiento de las ca´maras.
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De acuerdo a los factores que los ocasionan, los defectos se pueden agrupar en:
• Defectos de fila y columna: Pueden ser ocasionados durante el proceso de transfe-
rencia de carga. Debido a la forma en que los sensores CMOS direccionan los p´ıxeles
se pueden generar errores parciales o totales en filas o columnas de p´ıxeles.
• Defectos de grupo : Este tipo de defectos afectan a un conjunto de p´ıxeles. Pueden
ser ocasionados por defectos en la superficie del sensor como suciedad o rayas. Tam-
bie´n pueden ser causados por fallos ele´ctricos como es el caso de algunos sensores de
tipo CMOS en los que mu´ltiples p´ıxeles (generalmente 3 o´ 4) comparten circuiter´ıa
para convertir la carga en voltaje, y al haber un fallo en alguno de estos p´ıxeles se
produce un defecto en grupo.
• P´ıxeles calientes: Son los p´ıxeles que generan altas salidas de voltaje bajo cierto
tipo de condiciones, especialmente en exposiciones largas. Los puntos que se obtie-
nen en la imagen final son siempre muy brillantes y puede ser de cualquier color,
dependiendo del punto del patro´n Bayer que este´ precisamente frente al p´ıxel en
cuestio´n.
• P´ıxeles muertos: Son los p´ıxeles que tienen una respuesta muy pobre a la luz,
apareciendo como puntos negros en las ima´genes finales.
• Diferencias entre salidas mu´ltiples: En los sensores que tienen ma´s de una salida
pueden presentarse variaciones entre las diferentes salidas, especialmente si utilizan
un convertidor analo´gico/digital para cada una de las salidas. Los rasgos creados
en la imagen por la falta de coincidencia tendra´n una textura dependiendo de la
disposicio´n geome´trica de los p´ıxeles canalizados a trave´s de cada salida.
• Interferencia: Este defecto se produce cuando los fotones que deber´ıan de ser reco-
lectados por un p´ıxel se recogen por un p´ıxel vecino. La mayor´ıa de sensores sufren
este tipo de defecto que puede ser causado por problemas de reflexio´n en el sistema
de lentes o por la difusio´n de la carga durante exposiciones a la luz prolongadas.
• Saturacio´n: Sucede cuando un p´ıxel acumula ma´s carga de la que puede contener
y el exceso de la carga es pasada a los p´ıxeles vecinos generando el efecto blooming.
• Rolling Shutter: La te´cnica de rolling shutter utilizada en los sensores CMOS puede
crear distorsiones en la imagen cuando la escena cambia significativamente mientras
esta´ siendo capturada como cuando hay movimientos en la escena (deformando la
imagen) o cambios de iluminacio´n (introduciendo l´ıneas en la misma).
• Corriente de oscuridad: Surge de las impurezas del cristal de silicio de los sensores.
Es la sen˜al acumulada en cada p´ıxel incluso en la ausencia de luz y que var´ıa adema´s
con la temperatura [Nak05]. En los sensores pequen˜os estas variaciones son muy
pequen˜as, pero en los sensores de mayor taman˜o suelen ser ma´s significativas.
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2.1.3.2 Ruido en la Imagen
Existen diversas fuentes de imperfecciones y ruido introducidas en las diferentes etapas
del proceso de generacio´n de la imagen en la ca´mara. Incluso si se toma una fotograf´ıa
uniforme y completamente iluminada es posible observar pequen˜os cambios de intensidad
entre los p´ıxeles. Esto se debe al ruido de disparo que es aleatorio y, en gran parte, al
patro´n de ruido que es determinista y se mantiene aproximadamente igual si se toman
varias fotograf´ıas de la misma escena.
El patro´n de ruido en una imagen se refiere a cualquier patro´n espacial que no cambia
de una imagen a otra y esta´ compuesto por el ruido espacial que es independiente de la
sen˜al o ruido de patro´n fijo Fixed Pattern Noise (FPN) y el ruido espacial debido a la
diferencia de respuesta de cada p´ıxel a la sen˜al incidente o ruido de respuesta no uniforme
Photo Response Non Uniformity (PRNU) [KMC+06, LFG06, AP13]. La estructura del
patro´n de ruido se ilustra en la Figura 2.3.
Figura 2.3: Patro´n de ruido del sensor
El ruido FPN se genera por la corriente de oscuridad y tambie´n depende de la exposi-
cio´n y de la temperatura. Debido a que el ruido del patro´n fijo es un ruido independiente
aditivo, algunas ca´maras lo eliminan automa´ticamente restando un marco oscuro a las
ima´genes que generan.
El ruido PRNU es la parte dominante del patro´n de ruido de las ima´genes y es un
ruido dependiente multiplicativo. El ruido PRNU esta´ formado principalmente por la
uniformidad de pixel Pixel Non-Uniformity (PNU) y los defectos de baja frecuencia como
la configuracio´n del zoom y la refraccio´n de la luz en las part´ıculas de polvo y lentes.
El ruido PNU es la diferencia de sensibilidad a la luz entre los p´ıxeles de la matriz del
sensor. Se genera por la falta de homogeneidad de las obleas de silicio y las imperfecciones
durante el proceso de fabricacio´n del sensor. Debido a su naturaleza y origen es muy
poco probable que incluso los sensores procedentes de la misma oblea presenten patrones
PNU correlacionados. Este ruido no se ve afectado por la temperatura ambiente ni por la
humedad.
El ruido PNU es normalmente ma´s comu´n, complejo y significativo en los sensores de
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tipo CMOS debido a la complejidad de la circuiter´ıa de la matriz de p´ıxeles.
2.1.4 Diferencia entre Ca´maras Digitales y Ca´maras de Dispositivos
Mo´viles
A pesar de que las cadenas de procesamiento de la imagen entre las ca´maras digitales
tradicionales y las ca´maras de dispositivos mo´viles son muy parecidas, existen algunas
diferencias significativas en cuanto a calidad entre las ca´maras [CSA08].
Las ca´maras de dispositivos mo´viles generan ima´genes de menor calidad debido a
varios factores relacionados principalmente con el hardware que utilizan dada la naturaleza
compacta de este tipo de dispositivos. Estos factores son:
• Apertura de la lente: Restringida a tener valores pequen˜os para la apertura de la
lente.
• Resolucio´n: Las resoluciones son menores.
• Distancia focal: Tienen una distancia focal fija y restringida a valores pequen˜os
que limita las condiciones de iluminacio´n.
• Flash: Muchos de los dispositivos mo´viles no cuentan con flash y, en caso de tenerlo,
no es muy robusto debido a las limitaciones de potencia. La sensibilidad a la luz del
sensor de acuerdo a su tipo afecta directamente a la velocidad de obturacio´n, y esto
se relaciona con la falta de definicio´n de la imagen.
• Conversio´n Analo´gica Digital: Los dispositivos mo´viles esta´n limitados al uso de
Analog Digital Conversion (ADC) de 10 bits mientras que las ca´maras tradicionales
t´ıpicamente usan uno de 12 bits.
Como se muestra en [CSA08] las caracter´ısticas generadas por las ca´maras digitales
tradicionales y las de dispositivos mo´viles son diferentes. En los resultados de los expe-
rimentos realizados so´lo un 49,5 % de las caracter´ısticas resultaron ser comunes y, por lo
tanto, no son intercambiables.
Las huellas CFA son ma´s prominentes en las ca´maras digitales tradicionales mientras
que las ca´maras de dispositivos mo´viles tienen una mayor contaminacio´n de ruido debido
a los factores mencionados anteriormente y a la diferencia de calidad entre los sensores
CMOS y CCD. Es por ello que las te´cnicas de identificacio´n de fuente basadas en el ruido
del sensor y las que se basan en la transformada wavelet resultan ser ma´s adecuadas en
dispositivos mo´viles.
Cap´ıtulo 3
Te´cnicas de Ana´lisis Forense en
Ima´genes
En este cap´ıtulo se describen las principales te´cnicas de ana´lisis forense de ima´genes
digitales haciendo e´nfasis en las te´cnicas de identificacio´n de la fuente de la imagen, ya
que es la rama del ana´lisis forense en la que se centra este trabajo.
Segu´n [CFGL08] las tareas de ana´lisis forense de ima´genes digitales se pueden dividir
en las siguientes categor´ıas:
• Verificacio´n de integridad o deteccio´n de falsificaciones: Busca descubrir
procedimientos maliciosos que se hayan aplicado a las ima´genes como, por ejemplo,
recorte o adicio´n de objetos a una imagen.
• Recuperacio´n de la historia de procesamiento: Tiene como objetivo recuperar
la cadena de procesamientos que han sido aplicados a una imagen de una manera no
maliciosa como, por ejemplo, recortes, filtrados, contrastes, etc.
• Clasificacio´n basada en la fuente: Tiene como objetivo clasificar las ima´genes
de acuerdo a su origen en ca´maras digitales o esca´neres.
• Agrupacio´n por dispositivos fuente: Dado un grupo de ima´genes se buscan los
grupos de ima´genes que fueron obtenidas utilizando la misma ca´mara.
• Identificacio´n de la fuente: Busca determinar el dispositivo que genero´ una ima-
gen determinada.
3.1 Te´cnicas de Identificacio´n de la Fuente
La investigacio´n en este campo estudia el disen˜o de te´cnicas para identificar las carac-
ter´ısticas, especialmente marca y modelo, de los dispositivos utilizados para la generacio´n
de ima´genes digitales.
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El e´xito de estas te´cnicas depende del supuesto de que todas las ima´genes adquiridas
por un mismo dispositivo presentan caracter´ısticas intr´ınsecas del dispositivo. Las carac-
ter´ısticas que se usan para identificar marca y modelo de las ca´maras digitales se derivan
de las diferencias que existen entre las te´cnicas de procesamiento de las ima´genes y las tec-
nolog´ıas de los componentes que se utilizan. El mayor problema con este enfoque es que los
diferentes modelos de las ca´maras digitales usan componentes de un nu´mero reducido de
fabricantes, y que los algoritmos que usan tambie´n son muy similares entre modelos de la
misma marca. Es por ello que la fiabilidad de la identificacio´n de la ca´mara fuente depen-
de en gran parte de la identificacio´n de varias caracter´ısticas independientes del modelo.
Segu´n [VCEK07] se pueden establecer cuatro grupos de te´cnicas para este fin: utilizacio´n
de la aberracio´n de las lentes, interpolacio´n de la matriz CFA, uso de las caracter´ısticas
de la imagen e imperfecciones del sensor. Esta u´ltima constituye el objeto de este trabajo.
Adema´s de las anteriores existe otro grupo de te´cnicas basadas en los metadatos.
3.1.1 Te´cnicas Basadas en Metadatos
Las ca´maras digitales cuentan con una poderosa fuente de informacio´n que son los
metadatos embebidos en los archivos de las ima´genes digitales que generan. Los metadatos
o “datos sobre datos” registran informacio´n relacionada con las condiciones de captura
de la imagen, como fecha y hora de generacio´n, presencia o ausencia de flash, distancia
de los objetos, tiempo de exposicio´n, apertura del obturador, Global Positioning System
(GPS), entre otros. En otras palabras, informacio´n de intere´s que complementa el contenido
principal de un documento digital. Los metadatos pueden llegar a ser una potente ayuda
para la organizacio´n y bu´squeda a lo largo de librer´ıas de ima´genes.
Las ima´genes digitales son almacenadas en una gran variedad de formatos como Tag-
ged Image File Format (TIFF) [Ass],JPEG [Ham] y Photoshop Data file (PSD) u otros
propietarios como RAW. Algunos de los distintos contenedores de metadatos para los
distintos formatos son: Image File Directorys (IFDs) EXIF/TIFF, Adobe eXtensible Me-
tadata Platform (XMP) [XMP] e IPTC-IIM [IPT]. La especificacio´n EXIF [Comb] es la
ma´s utilizada para identificacio´n de la fuente por ser el contenedor de metadatos ma´s
comu´n en las ca´maras digitales [Bae10]. La especificacio´n EXIF incluye cientos de etique-
tas, entre las que se encuentran marca y modelo. Desafortunadamente, el seguimiento del
esta´ndar no es preceptivo.
Las te´cnicas basadas en el ana´lisis de los metadatos de la imagen son las ma´s sencillas
y existen gran cantidad de trabajos enfocados en los diferentes tipos de metadatos tanto
para la bu´squeda de informacio´n como para la clasificacio´n de ima´genes e identificacio´n
de la fuente [BL04, BL05, Tes05, RCC+08, Are11].
Sin embargo, estas te´cnicas dependen en gran medida de los metadatos que los fa-
bricantes deciden insertar cuando la imagen es generada. Asimismo, este me´todo es el
ma´s vulnerable a modificaciones malintencionadas e incluso a la eliminacio´n total de los
metadatos ya sea intencionalmente o de manera inconsciente. Ejemplo de ello son algu-
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nos programas de edicio´n fotogra´fica que al editar o comprimir una imagen actualizan
incorrectamente los metadatos o provocan la pe´rdida de los mismos.
A pesar de las debilidades de este tipo de te´cnicas, si existe el archivo de metadatos y
de alguna manera se logra comprobar que no ha sufrido modificaciones externas, su uso es
de gran utilidad para los analistas forenses, ya que del contenido de la imagen no se puede
inferir toda la informacio´n contenida en los metadatos como es el caso de la informacio´n
de GPS.
Un ejemplo del aprovechamiento de la informacio´n contenida en los metadatos es
[Pla00] donde las etiquetas de tiempo han sido utilizadas satisfactoriamente para agru-
par ima´genes por eventos.
Un ejemplo ma´s de la utilidad de los metadatos se presenta en [BL05] que mejora el
proceso de clasificacio´n de escenarios de ima´genes con el apoyo del ana´lisis de los me-
tadatos. En el citado trabajo se presenta un me´todo probabil´ıstico para la fusio´n de las
evidencias de los metadatos con la informacio´n proveniente de un clasificador del contenido
de la imagen.
En los experimentos se consideran tres problemas para la clasificacio´n de ima´genes:
interiores y exteriores, escenas de la naturaleza y de objetos creados por el hombre (esto
es, naturales y artificiales) y, por u´ltimo, la deteccio´n de puestas de sol. El ana´lisis de las
estad´ısticas de los metadatos de cada una de estas clases revela que algunas etiquetas como
el tiempo de exposicio´n, el flash y la distancia de los objetos son las ma´s representativas
para cada problema.
3.1.2 Te´cnicas Basadas en la Aberracio´n de las Lentes
Durante el proceso de generacio´n de la imagen en la parte del sistema de lentes se
pueden introducir aberraciones. Existen diferentes tipos de aberraciones: esfe´rica, coma,
astigmatismo, curvatura de campo, distorsio´n radial y distorsio´n croma´tica. La distorsio´n
radial es la que ma´s consecuencias tiene sobre la imagen, especialmente en las ca´maras
que usan lentes baratas de gran angular (wide angle). La mayor´ıa de ca´maras digitales
usan este tipo de lentes por cuestiones de coste.
En [Cho06] se propone la distorsio´n radial de la lente como la mejor te´cnica para la
identificacio´n de la fuente. La distorsio´n radial produce que las l´ıneas rectas aparezcan
como curvas en la imagen. Los autores concluyen que los diferentes fabricantes emplean
disen˜os diferentes en los sistemas de lentes para compensar este efecto, dando como resul-
tado que cada modelo de ca´mara exprese un u´nico patro´n de distorsio´n radial que ayuda a
identificarla de manera u´nica. El grado de distorsio´n radial de cada imagen se puede medir
mediante un procedimiento que consta de tres fases: Deteccio´n de bordes, extraccio´n de
segmentos distorsionados y medicio´n del error de la distorsio´n. En los experimentos se
utilizaron tres ca´maras diferentes y obtuvieron como resultado una precisio´n del 91,28 %
en la identificacio´n de la fuente.
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3.1.3 Te´cnicas Basadas en la Interpolacio´n de la Matriz CFA
Algunos autores consideran que la eleccio´n de la matriz de colores CFA y la especifica-
cio´n de los algoritmos de interpolacio´n croma´tica generan algunas de las diferencias ma´s
marcadas entre los diferentes modelos de ca´maras [BSM06, CAS+06, LH06, BSM08].
Como se ha comentado en la seccio´n ??, en las ca´maras comerciales que tienen un solo
sensor en lugar de tener sensores separados para cada componente del color
es crucial utilizar la matriz CFA y los algoritmos de interpolacio´n croma´tica para
capturar correctamente los detalles de la imagen. Estos algoritmos tienen un gran impacto
en la calidad de los colores y en los contornos de la imagen resultante. En esencia, la
interpolacio´n croma´tica introduce un tipo espec´ıfico de correlacio´n entre los valores de
colores de los p´ıxeles de la imagen. La forma espec´ıfica de estas dependencias (de estas
“huellas dactilares”) se puede extraer de las ima´genes para diferenciar los algoritmos de
interpolacio´n croma´tica y as´ı determinar marca y modelo de la ca´mara que genero´ una
imagen.
Dentro de este tipo de te´cnicas se pueden diferenciar tres grupos:
• Huellas en la Interpolacio´n del Color: En [BSM08] se presenta un algoritmo
para identificar y clasificar las operaciones de interpolacio´n croma´tica. La propuesta
se basa en dos me´todos para realizar el proceso de clasificacio´n: el primer me´todo
utiliza un algoritmo Expectation-Maximization (EM) para analizar la correlacio´n del
valor de cada p´ıxel con los valores de sus vecinos; el segundo me´todo realiza un
ana´lisis de las diferencias entre p´ıxeles (inter-pixel). Los experimentos se realizaron
en dos fases: la primera fase ten´ıa como objetivo evaluar la precisio´n del me´todo de
identificacio´n de marca y modelo; la segunda evaluaba la precisio´n del me´todo de
identificacio´n individual de la ca´mara cuando estas eran de la misma marca y modelo.
Los resultados obtenidos en la identificacio´n de la fuente de una imagen entre cuatro
y cinco modelos diferentes tuvieron una precisio´n del 88 % y 84,8 % respectivamente.
En los experimentos se utilizaron ima´genes con ajustes automa´ticos y con el ma´s
alto nivel de calidad de compresio´n.
• Modelo de Correlacio´n Cuadra´tica de P´ıxeles: En [LH06] se utilizan las corre-
laciones entre p´ıxeles en el proceso de identificacio´n de la fuente. Definen un modelo
de correlacio´n cuadra´tica de los pixeles y obtienen una matriz de coeficientes pa-
ra cada banda de color. Para la clasificacio´n utilizan redes neuronales. Se probo´ el
me´todo para cuatro ca´maras con ima´genes de dibujos animados y el e´xito fue de
un 95 % para una ca´mara, del 98 % para dos ca´maras y del 100 % para el resto de
las ca´maras. Tambie´n se realizaron pruebas para ima´genes modificadas (incluyen-
do compresio´n) con resultados de un 80 % de e´xito para una compresio´n JPEG del
80 %. Dado que las ca´maras del mismo fabricante utilizan el mismo algoritmo de
interpolacio´n croma´tica, esta te´cnica no es eficiente entre distintos modelos del mis-
mo fabricante. Asimismo, como demuestran los experimentos, no obtienen buenos
resultados cuando las ima´genes han sido modificadas o comprimidas.
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• Medidas de Similitud Binarias: En [CAS+06] se utiliza un conjunto de medidas
de similitud binarias como me´tricas para estimar la semejanza entre los planos de
bits de una imagen. El supuesto fundamental de este trabajo es que el algoritmo de
interpolacio´n CFA de cada fabricante deja correlaciones a lo largo de los planos de
bits de una imagen y pueden ser representados por este conjunto de medidas. En
este estudio se utilizaron 108 medidas de similitud binarias que se obtienen para el
propo´sito de la clasificacio´n de ima´genes.
Los experimentos realizados con la te´cnica de medidas de similitud binaria para cla-
sificar 3 grupos de ca´maras obtuvieron un porcentaje de e´xito entre el 81 % y el
98 %, mientras que para un grupo de 9 ca´maras la precisio´n descendio´ al 62 % reco-
lectando 200 ima´genes de cada una de las ca´maras. Las fotograf´ıas utilizadas en los
experimentos fueron tomadas con las siguientes configuraciones: ma´xima resolucio´n
con un taman˜o de 640 x 480 p´ıxeles, a la luz del d´ıa y modo de enfoque automa´tico.
Claramente se puede apreciar que los resultados del me´todo dependen del nu´mero
de ca´maras utilizadas en los experimentos.
3.1.4 Te´cnicas Basadas en las Caracter´ısticas de las Ima´genes
Estas te´cnicas utilizan un conjunto de caracter´ısticas extra´ıdas del contenido de la
imagen para hacer la identificacio´n de la fuente. Estas caracter´ısticas se dividen en tres
grupos: caracter´ısticas de color, me´tricas de calidad de la imagen Image Quality Metrics
(IQM) y estad´ısticas del dominio wavelet.
En [TLL07] se propone un me´todo de identificacio´n de la fuente utilizando las siguien-
tes caracter´ısticas: color, calidad de la imagen y dominio de la frecuencia. En el estudio
adoptan la transformada wavelet como me´todo para calcular las estad´ısticas del domi-
nio wavelet y utilizan SVM [HCL03] para la clasificacio´n. En los experimentos realizados
se usaron ca´maras digitales y dispositivos mo´viles. Los resultados obtenidos para cuatro
modelos diferentes de dos fabricantes dieron una precisio´n cercana al 92 %.
En [MSGW08] se extiende la identificacio´n de la fuente a diferentes dispositivos tales
como tele´fonos mo´viles con ca´mara integrada, ca´maras digitales, esca´neres y computado-
ras. Para ello se identifican en primer lugar las fuentes de variacio´n entre los diferentes
tipos de dispositivos y, posteriormente, entre diferentes modelos de los mismos.
En esta propuesta se usan las diferencias en el proceso de adquisicio´n de la imagen
de los dispositivos para formar dos grupos de caracter´ısticas: coeficientes de interpolacio´n
de color y caracter´ısticas de ruido. En los experimentos se utilizaron cinco modelos de
tele´fonos mo´viles, cinco modelos de ca´maras digitales y cuatro modelos de esca´neres para
identificar el tipo de fuente. En los resultados globales se obtuvo un 93,75 % de precisio´n.
En el ana´lisis de identificacio´n de marca y modelo de tele´fonos mo´viles obtuvieron una
precisio´n del 97,7 % para los cinco modelos.
En [MKY08] se propone un me´todo que emplea las fases y las magnitudes de las
estad´ısticas de bi-coherencia junto a las estad´ısticas de los coeficientes wavelet. Este me´todo
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captura las distorsiones u´nicas no lineales en el dominio wavelet producidas por las ca´maras
cuando realizan operaciones de procesamiento sobre las ima´genes.
En primer lugar, para obtener la caracterizacio´n de las distorsiones no lineales se ex-
traen las caracter´ısticas de bi-coherencia: el bi-espectro de las sen˜ales se calcula dividiendo
la sen˜al en N segmentos (posiblemente traslapados). Posteriormente, se calcula la Trans-
formada de Fourier para cada segmento, y se promedian las estimaciones individuales. La
magnitud (la media de la magnitud de la bi-coherencia) y la fase (la entrop´ıa negativa de
la fase de la bi-coherencia) se calculan como caracter´ısticas estad´ısticas. Para reducir la
memoria y la sobrecarga computacional implicada en el ca´lculo total de la bi-coherencia
de cuatro dimensiones de las ima´genes, restringen su ana´lisis a filas, columnas y rodajas
radiales a trave´s del centro de la imagen de una sola dimensio´n.
Es interesante observar que en este trabajo no hay restricciones rigurosas en cuanto a la
seleccio´n de las ima´genes de muestra, debido a que con la aplicacio´n de las estad´ısticas de
bi-coherencia no es necesario extraer la informacio´n asociada con el contenido de la imagen
(por ejemplo, segmentos de l´ınea). A continuacio´n, se emplea la descomposicio´n wavelet
en cuatro niveles para dividir el espacio de la frecuencia en cuatro escalas y orientaciones.
Despue´s se calculan cuatro estad´ısticas (media, varianza, asimetr´ıa y curtosis) de cada
coeficiente de la sub-banda as´ı como los errores de prediccio´n lineal para cada orientacio´n,
nivel y canal de color.
Estas estad´ısticas componen el segundo grupo de vectores de caracter´ısticas estad´ısti-
cas utilizadas para la identificacio´n de la ca´mara fuente. Una vez que las estad´ısticas de
bi-coherencia y wavelet se calculan, el algoritmo Sequential Forward Featured Selection
(SFFS) [PNK94] se utiliza para reducir la correlacio´n entre las caracter´ısticas y la carga
computacional manteniendo la misma precisio´n de la clasificacio´n. El me´todo SFFS anali-
za todas las caracter´ısticas y construye el conjunto ma´s representativo de ellas, an˜adiendo
y quitando caracter´ısticas hasta que no haya ma´s mejoras disponibles.
Por u´ltimo, las caracter´ısticas ma´s representativas son clasificadas por una SVM uti-
lizando un kernel Radial Basis Function (RBF). Se realizaron experimentos bajo las si-
guientes condiciones: 6 modelos de ca´mara de 4 fabricantes, ima´genes de diferentes resolu-
ciones, formato JPEG, un total de 2.100 (350 de cada ca´mara) ima´genes de tomas t´ıpicas
variando la naturaleza de las escenas. Como resultado obtuvieron un notable porcentaje
de precisio´n en la identificacio´n de la fuente que supera el 97 % distinguiendo diferentes
modelos del mismo fabricante. Caben posibles mejoras mediante la incorporacio´n de otras
caracter´ısticas como las utilizadas en [WGKM09].
En [WGKM09] se propone un me´todo para la identificacio´n de la ca´mara fuente me-
diante la extraccio´n y clasificacio´n de las estad´ısticas de las caracter´ısticas wavelets. Este
me´todo esta´ compuesto por tres fases: extraccio´n, seleccio´n y clasificacio´n de caracter´ısti-
cas wavelet. Las caracter´ısticas sobresalientes de dominio wavelet se extraen para integrar
un modelo estad´ıstico de imagen a partir de los coeficientes wavelet, incluyendo 216 carac-
ter´ısticas wavelet de primer orden y 135 caracter´ısticas de co-ocurrencia de segundo orden.
En este estudio las caracter´ısticas del dominio wavelet se consideran ma´s representativas
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y son preferidas a las caracter´ısticas espaciales (color de la imagen e IQM) y matrices de
filtros de color CFA. De manera ana´loga a [MKY08] se realiza una descomposicio´n wavelet
en 4 niveles basada en Separable Quadrate Mirror Filters (QMF) para dividir el espacio de
la frecuencia, se extraen las mismas cuatro estad´ısticas (media, varianza, asimetr´ıa y cur-
tosis) junto a los errores de prediccio´n lineal. Ya que estas cuatro estad´ısticas no brindan
informacio´n sobre la correlacio´n de la textura se usan las caracter´ısticas de co-ocurrencia
para la extraccio´n de caracter´ısticas de textura de la imagen ya que segu´n [RH99] son
las ma´s adecuadas para este propo´sito. A partir de las caracter´ısticas de co-ocurrencia se
extraen las caracter´ısticas de segundo orden (energ´ıa, entrop´ıa, contraste, homogeneidad
y correlacio´n).
Por u´ltimo, y al igual que en [MKY08], se seleccionan las caracter´ısticas ma´s represen-
tativas utilizando un algoritmo SFFS y se clasifican utilizando una SVM con un kernel no
lineal. Bajo las mismas condiciones que en los experimentos realizados en [MKY08] logran
distinguir entre diferentes modelos del mismo fabricante de ca´maras Canon.
Este trabajo puede mejorarse evaluando la robustez del sistema de identificacio´n pro-
puesto por el vector de caracter´ısticas, as´ı como ampliando la base de datos de ima´genes
para realizar las pruebas incluyendo dispositivos mo´viles, adema´s de cubrir ma´s marcas,
modelos, texturas y contenidos.
En [OA11] se plantea una te´cnica para diferenciar ima´genes usando las transforma-
ciones de la familia wavelet. Proponen modelos estad´ısticos para ridgelet y sub-bandas
contourlet, que se describen seguidamente.
• La Transformada Ridgelet: Ba´sicamente, la Transformada Wavelet es buena para
la representacio´n de singularidades de cero dimensiones o puntos. Sin embargo, las
sen˜ales de 2-D (ima´genes) por lo general contienen singularidades 1-D (bordes y
esquinas). Para resolver la debilidad de la Transformada Wavelet en dos o ma´s
dimensiones en [CD99] se desarrollo´ un nuevo sistema de representaciones llamado
ridgelet que puede cubrir eficazmente las singularidades de l´ıneas en dos dimensiones.
La idea es utilizar la Transformada Rado´n o Radon Transform (RAT) para mapear
las singularidades de l´ınea a singularidades punto, y as´ı luego poder manejarlas de
una manera ma´s efectiva mediante el uso de la Transformada Wavelet.
• Transformada Contourlet: En la pintura se utilizan l´ıneas y contornos en lugar
de puntos para crear ima´genes. La representacio´n wavelet de una imagen es el equi-
valente a usar puntos en lugar de l´ıneas; en este caso la imagen no es clara y su
construccio´n es ma´s dif´ıcil, como se puede observar en la Figura 3.1(a). Del mismo
modo, la representacio´n llamada contourlet [DV05] es el equivalente a usar l´ıneas, lo
que simplifica la construccio´n de la imagen y le da un aspecto ma´s realista como se
aprecia en la Figura 3.1(b).
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(a) Representacio´n Wavelet (b) Representacio´n Contourlet
Figura 3.1: Representacio´n wavelet vs representacio´n contourlet
De acuerdo a los resultados de estudios previos [DV05], la representacio´n eficiente de
una imagen deber´ıa satisfacer las siguientes caracter´ısticas:
• Resolucio´n Mu´ltiple: La representacio´n debe ser una aproximacio´n satisfactoria
de la imagen, teniendo en cuenta las resoluciones altas y bajas.
• Localizacio´n: Los elementos ba´sicos debera´n estar localizados en ambos dominios,
tanto el espacial como el espectral (de frecuencia).
• El Muestreo Cr´ıtico (Critical Sampling): La representacio´n debe formar un
marco o una base con bajo nivel de redundancia.
• Direccionalidad: Una buena representacio´n debe tener elementos base en diferentes
direcciones.
• Anisotrop´ıa: Para capturar contornos suaves en las ima´genes, la representacio´n
debe contener elementos base usando una variedad de formas alargadas con diferentes
relaciones de aspecto.
Las transformadas wavelet cubren las primeras tres propiedades, las transformadas
ridgelet las primeras cuatro, y las transformadas contourlet las cinco, esto es, cubren
todas las propiedades.
Despue´s de definir los modelos estad´ısticos para los coeficientes ridgelet y contourlet,
se realiza la extraccio´n de caracter´ısticas. Para cada sub-banda de la transformada wavelet
se calculan ocho caracter´ısticas estad´ısticas a partir de coeficientes, as´ı como la prediccio´n
de error entre los coeficientes mediante el uso de los modelos estad´ısticos propuestos.
Por u´ltimo, se aplica un algoritmo Sequential Floating Search (SFS) para seleccio´n de
caracter´ısticas y una SVM para la clasificacio´n.
El me´todo basado en wavelets considera 216 caracter´ısticas u´tiles so´lo para la repre-
sentacio´n de una dimensio´n, el enfoque basado en ridgelets toma 48 caracter´ısticas, y la
aproximacio´n de contourlets contempla un total de 768 caracter´ısticas.
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La mejora de los resultados aplicando tanto las transformaciones ridgelet como las
transformaciones contourlet es razonable debido al hecho de que se cuenta con las es-
tad´ısticas de ma´s de tres direcciones, teniendo en cuenta las cinco propiedades de una
representacio´n de imagen eficiente.
Los contourlets y ridgelets no so´lo son efectivos para diferenciar entre modelos de
ca´maras, sino tambie´n para diferenciar entre ima´genes producidas por diferentes ca´maras
o esca´neres del mismo modelo. De cualquier manera los autores consideran que podr´ıan
implementar mejoras experimentando con diferentes algoritmos de seleccio´n como es el
caso de SFFS.
Los estudios basados en las te´cnicas wavelet tienen buenos resultados. Sin embargo, los
experimentos que se han realizado se enfocan a ca´maras digitales tradicionales, dejando a
un lado los dispositivos mo´viles que es uno de los campos que esta´ ganando ma´s terreno
cada d´ıa como ya se ha mencionado anteriormente. En el Anexo A se describen algunas
generalidades de la transformada wavelet.
En [LLC+12] se propone un me´todo que emplea la densidad marginal de los coeficientes
de la Transformada Coseno Discreta o Discrete Cosine Transform (DCT) en las coordena-
das de frecuencia baja y las caracter´ısticas de densidad del vecindario (neighbouring joint
density) en el domino DCT. Adicionalmente, se utiliza la agrupacio´n jera´rquica (hierar-
chical clustering) y una ma´quina de soporte vectorial SVM con kernel RBF lineal para
detectar los tele´fonos inteligentes fuente y los procesamientos aplicados a las ima´genes. En
los experimentos realizados con ima´genes de diferentes factores de escala pertenecientes a
cinco modelos de tele´fonos inteligentes de cuatro fabricantes se obtuvo entre el 86,36 % y
el 99,91 % de exactitud, alcanzando mejores resultados con un kernel lineal. A pesar de
los resultados satisfactorios, esta propuesta puede mejorarse mediante la optimizacio´n de
los para´metros del kernel, el aumento el taman˜o del conjunto de ima´genes de prueba y la
adopcio´n de un algoritmo sofisticado para la seleccio´n de las caracter´ısticas.
3.1.5 Te´cnicas Basadas en el Uso de las Imperfecciones del Sensor
Estas te´cnicas se basan en el estudio de las huellas que los defectos del sensor descritos
en la seccio´n 2.1.3.2 pueden dejar sobre las ima´genes. Estas te´cnicas se dividen en dos
ramas: defectos de p´ıxel y patro´n de ruido del sensor Sensor Pattern Noise (SPN). En
la primera se estudian los defectos de p´ıxel, los p´ıxeles calientes, los p´ıxeles muertos, los
defectos de fila o columna, y los defectos de grupo. En la segunda se construye un patro´n
del ruido promediando los mu´ltiples residuos de ruido obtenidos mediante algu´n filtro de
eliminacio´n de ruido. La presencia del patro´n se determina utilizando algu´n me´todo de
clasificacio´n como correlacio´n o ma´quinas SVM.
En [GBK+01] se estudian los defectos de los p´ıxeles en los sensores de tipo CCD,
centra´ndose en la evaluacio´n de diferentes caracter´ısticas para examinar las ima´genes e
identificar la fuente: defectos del sensor CCD, formato de los archivos usados, ruido in-
troducido en la imagen y marcas de agua introducidas por el fabricante de la ca´mara.
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Entre los defectos del sensor CCD considerados se encuentran los puntos calientes, los
p´ıxeles muertos, los defectos en grupo y los defectos de fila o columna. En sus resultados
se observa que cada una de las ca´maras tiene un patro´n de defecto diferente. Sin embargo,
tambie´n se sen˜ala que el nu´mero de defectos en los p´ıxeles para una ca´mara es diferente
entre fotos y var´ıa demasiado en funcio´n del contenido de la imagen. Asimismo, se revela
que el nu´mero de defectos cambia con la temperatura. Por u´ltimo, el estudio encontro´ que
las ca´maras con CCD de alta calidad no tienen este tipo de problema. Tambie´n es cierto
que la mayor´ıa de las ca´maras tienen mecanismos adicionales para compensar este tipo de
problemas. Al considerar u´nicamente los defectos de los sensores de tipo CCD este estudio
no es aplicable al ana´lisis de ima´genes generadas por dispositivos mo´viles.
En [LFG06] se analiza el patro´n de ruido del sensor de un conjunto de ca´maras, el cual
funciona como una huella dactilar, permitiendo la identificacio´n u´nica de cada ca´mara.
Para obtener este patro´n se realiza un promedio del ruido obtenido a partir de diferentes
ima´genes utilizando un filtro de eliminacio´n de ruido. Para identificar la ca´mara a partir
de una imagen dada, se considera el patro´n de referencia como una marca de agua cuya
presencia en la imagen es establecida mediante un detector de correlacio´n. El estudio
se realizo´ con 320 ima´genes procedentes de 9 modelos distintos de ca´maras. Tambie´n se
demuestra que este me´todo esta´ afectado por algoritmos de procesamiento de la imagen
como la compresio´n JPEG y la correccio´n gamma. Los resultados para fotograf´ıas con
diferentes taman˜os y recortadas no son satisfactorios [VCEK07].
En [CESR12] se propone un enfoque para la identificacio´n de la ca´mara fuente con-
siderando escenarios abiertos, donde a diferencia de los escenarios cerrados no se da por
sentado contar con acceso a todas las posibles ca´maras de origen de la imagen. Esta pro-
puesta comprende tres fases: definicio´n de las regiones de intere´s, determinacio´n de las
caracter´ısticas e identificacio´n de la ca´mara fuente. Las diferentes regiones de las ima´ge-
nes pueden contener informacio´n distinta sobre la huella digital de la ca´mara fuente. Este
enfoque, en contraste con otros, considera diferentes a´reas de intere´s Region Of Interest
(ROI) y no so´lo la regio´n central de la imagen. Para cada imagen se definen nueve ROIs
como se puede ver en la Figura 3.2.
Se asume que estas regiones coinciden con el eje principal de la lente y, por lo tanto,
deben tener ma´s detalles de la escena porque los foto´grafos aficionados por lo general
centran el objeto de intere´s en el centro de la lente. Adema´s, las regiones de la 6 a la 9
proporcionan informacio´n importante debido a que las simetr´ıas del sistema de lentes de
algunas ca´maras generan un efecto de bordes oscuros en las fotograf´ıas, lo que implica
una ca´ıda de la intensidad radial desde el centro de la imagen provocando una pe´rdida de
brillo o saturacio´n en la periferia.
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Figura 3.2: Regiones de intere´s
El uso de las regiones de intere´s permite trabajar con ima´genes de diferentes resolu-
ciones sin la necesidad de rellenar con ceros las ima´genes y sin el uso de artefactos de
interpolacio´n de color. Para determinar las caracter´ısticas se calcula el SPN para cada uno
de los canales R, G y B. Asimismo, se calcula el SPN para el canal Y (luminancia), que es
una combinacio´n de los tres canales Red-Green-Blue (RGB) (como una versio´n en escala
de grises de la imagen), genera´ndose un total de 36 caracter´ısticas para representar cada
imagen. Despue´s, las ima´genes tomadas por la ca´mara bajo investigacio´n son etiquetadas
como la clase positiva y las tomadas por las ca´maras disponibles restantes como las clases
negativas. Despue´s de la fase de entrenamiento de la SVM en la que se calcula el hiper-
plano que separa los casos positivos y negativos toman en cuenta las clases desconocidas
del escenario abierto moviendo el hiper-plano generado por un valor dado ya sea hacia
adentro (hacia las clases positivas) o hacia afuera (las clases negativas).
Mediante el movimiento del hiper-plano se puede variar que tan estricto se desea ser
para determinar si una imagen pertenece a una clase o no. A este proceso se le denomina
modelado de l´ımites de decisio´n o Decision Boundary Carving (DBC). En los experimentos
se utiliza un conjunto de 25 ca´maras digitales de 9 fabricantes, 150 ima´genes en formato
JPEG de cada ca´mara con diferentes configuraciones de luz, zoom y flash. Los resultados
de los experimentos mostraron una precisio´n del 94,49 %, del 96,77 % y del 98,10 %, uti-
lizando conjuntos abiertos con 2/25, 5/25, y 15/25 ca´maras, respectivamente, definiendo
un conjunto abierto x/y como el conjunto de y ca´maras donde x ca´maras son usadas pa-
ra entrenar y probar las ima´genes que pueden pertenecer a cualquiera de las ca´maras x
conocidas, as´ı como a las otras y-x ca´maras desconocidas.
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3.1.6 Resumen
En la Tabla 3.1 se muestran los resultados de la evaluacio´n de las diferentes te´cnicas
de identificacio´n de la ca´mara fuente. La informacio´n que no se detallaba en los art´ıculos
correspondientes ha sido cumplimentada con las letras ND (No Detallado).
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3.2 Ataques al Ana´lisis Forense de Ima´genes
En comparacio´n con el destacado papel de las ima´genes digitales en la sociedad mul-
timedia de hoy en d´ıa, la investigacio´n en el campo de la autenticidad de la imagen se
encuentra todav´ıa en un estadio muy preliminar. La mayor´ıa de las publicaciones en este
campo emergente todav´ıa carece de discusiones rigurosas y robustas contra los falsificado-
res estrate´gicos, que preve´n la existencia de te´cnicas forenses [GKWB07].
El a´rea que se encarga de estudiar ataques a las te´cnicas de ana´lisis forense de ima´ge-
nes es conocida como counter-forensics. Los ataques contra los algoritmos forenses de
ima´genes digitales son aquellas te´cnicas cuyo objetivo es confundir sistema´ticamente a los
procedimientos de identificacio´n de la fuente de la imagen o de deteccio´n de manipulaciones
maliciosas en las ima´genes. Estos ataques pueden tener uno de los siguientes objetivos:
1. Camuflaje de post-procesamientos maliciosos sobre la imagen.
2. Destruccio´n de la identificacio´n correcta del origen de la imagen.
3. Falsificacio´n del origen de imagen.
El ana´lisis forense de ima´genes digitales se ha convertido en un tema de intere´s en los
u´ltimos an˜os. En sus inicios la parte acade´mica encontro´ utilidad del ana´lisis forense de
ima´genes en a´mbitos como aplicacio´n de la ley, inteligencia, investigaciones privadas y me-
dios de comunicacio´n. El ana´lisis forense surge con la idea de restablecer la confiabilidad
en las ima´genes digitales que de otro modo se consideraban muy fa´cilmente modificables.
Como en la mayor´ıa de campos de estudio existe una contracorriente, en este caso, perso-
nas como esp´ıas o estafadores hacen esfuerzos para manipular las ima´genes en su propio
beneficio usando el conocimiento del ana´lisis forense de ima´genes para borrar o incluso su-
plantar las huellas o rastros que se utilizan para determinar la identidad de las ima´genes.
Muchos de los algoritmos forenses existentes en la literatura no fueron disen˜ados teniendo
en cuenta ese tipo de comportamiento y como consecuencia son fa´ciles de engan˜ar.
La posibilidad de copiar las huellas digitales de una imagen se puede convertir en
un ciclo infinito que puede permitir que personas inocentes sean inculpadas, tambie´n que
criminales aseguren que las pruebas son resultados de una falsificacio´n. Al final, la confianza
en las te´cnicas forenses de ima´genes se podr´ıa ver comprometida. Es por esto que surge
la necesidad considerar los posibles ataques en el momento de disen˜ar te´cnicas de ana´lisis
forense en ima´genes digitales.
As´ı como en el a´rea de seguridad el estudio de los ataques permite mejorarla, los
me´todos forenses de ima´genes se pueden beneficiar del estudio de las te´cnicas de ataque
para robustecer los algoritmos de las pro´ximas generaciones.
3.2.1 El Camuflaje de Post-Procesamientos
Estas te´cnicas tienen como objetivo ocultar la existencia de algu´n proceso aplicado a
una imagen analizando los rasgos que e´stos dejan sobre la imagen durante su aplicacio´n
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para as´ı poder contrarrestarlos.
Entre las investigaciones realizadas sobre los rasgos de los algoritmos en las ima´genes
se encuentran el estudio de las dependencias introducidas durante el re-dimensionamiento
o la rotacio´n de las ima´genes [PF05], el estudio de los coeficientes estad´ısticos de los JPEG
para detectar la re-compresio´n [LF03], y el ana´lisis de la fase de congruencia para detectar
la composicio´n de ima´genes a trave´s del recortado y pegado de diferentes ima´genes [CSS07].
Para ejemplificar este tipo de te´cnicas se describe a continuacio´n la propuesta presen-
tada en [GKWB07] para ocultar el proceso de re-muestreo (resampling).
El re-muestreo es el redimensionamiento con interpolacio´n de las ima´genes. Este proce-
so es muy comu´n en las operaciones primitivas de ima´genes como escalamiento y rotacio´n.
Los algoritmos detectores de re-muestreo se basan en la bu´squeda de las dependencias
sistema´ticas y perio´dicas entre p´ıxeles vecinos insertadas cuando se aplica la operacio´n de
re-muestreo. Esta periodicidad se debe a la matriz de muestreo equidistante utilizada para
realizar dicha operacio´n [PF05].
Para ocultar el re-muestreo es necesario romper las equidistancias perio´dicas introdu-
ciendo distorsiones geome´tricas conocidas como ataques de marca de agua. En este caso
se superpone un vector de distorsio´n aleatoria a las posiciones de cada p´ıxel donde un
para´metro determina el grado de distorsio´n introducido. Para evitar generar caracter´ısti-
cas visibles en la imagen como ruido se debe modular la fuerza de la distorsio´n empleando
dos detectores de bordes: uno en direccio´n vertical y otro en direccio´n horizontal.
El ataque para generar una imagen y˜ a partir de la imagen x aplicando el re-muestreo
sin dejar rastro de dicha operacio´n consiste en los siguientes pasos:
1. Calcular el componente de baja frecuencia: A la imagen x de entrada se le aplica el
re-muestreo y a este resultado se le aplica el filtro de la mediana.
2. Calcular el componente de alta frecuencia: Restar a la imagen x el resultado de
aplicarle el filtro de la mediana, aplicar a este resultado el re-muestreo con una
distorsio´n geome´trica y una modulacio´n de los bordes; la informacio´n de los bordes
es extra´ıda de la imagen con muestro aplicado del paso 1 antes de aplicar el filtro de
la mediana.
3. Obtener la imagen final y˜ sumando los resultados del paso 1 y 2.
En la Figura 3.3 se puede observar el diagrama de bloques del ataque.
Los resultados que obtuvieron en los experimentos realizados con este ataque apun-
tan a que es una propuesta prometedora ya que tiene una tasa de falsos positivos False
Acceptance Rate (FAR) inferior al 1 %.
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Figura 3.3: Diagrama de bloques enfoque de doble v´ıa para ocultar re-muestreo
3.2.2 Manipulacio´n de la Identificacio´n de la Fuente
As´ı como para el proceso de identificacio´n de la fuente se usa la extraccio´n del ruido del
sensor en la imagen, un contraataque lo´gico para esta te´cnica consta en la eliminacio´n del
ruido del sensor. Dando un paso ma´s adelante se puede pensar tambie´n en la posibilidad
de eliminar el ruido del sensor de la imagen y sustituirlo por el ruido del sensor que le
pertenezca a otra ca´mara.
3.2.2.1 Destruccio´n de la Identidad de una Imagen
En [GKWB07] se demostro´ que la resta de las caracter´ısticas del dominio wavelet
de las ima´genes no es suficiente para eliminar el ruido de una imagen, adema´s de que
este procedimiento deja rastros visibles sobre la imagen. Existe otro me´todo bastante
conocido para la eliminacio´n del ruido de una imagen llamado correccio´n de sensibilidad o
flatfielding. Este me´todo es usado t´ıpicamente en astronomı´a o en el proceso de escaneado
de planos para mejorar la calidad de las ima´genes.
La correccio´n de sensibilidad se realiza en base a los principales componentes del ruido
de la imagen: el ruido de patro´n fijo FPN y el ruido de respuesta no uniforme PRNU.
El ruido FPN se calcula con la ecuacio´n 3.1 en te´rminos de un marco oscuro d pro-
mediando K ima´genes xoscura capturadas en un ambiente completamente oscuro que se






El ruido PRNU se calcula con la ecuacio´n 3.2 en te´rminos de un marco plano (flatfield)
f promediando L ima´genes xiluminada de una escena iluminada homoge´neamente. A las







(xiluminada − d) (3.2)
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Como se describe en [LFG06, GKWB07], los atacantes pueden intentar evitar la iden-
tificacio´n correcta de la fuente ya que existe la posibilidad de eliminar y extraer la huella
de una imagen. La destruccio´n de la huella de una imagen x generada con una ca´mara
espec´ıfica se realiza con la ecuacio´n 3.3 restando a la imagen original x el marco oscuro d





A pesar que los resultados obtenidos con esta te´cnica son buenos, se presentan algunos
inconvenientes:
• Llevar a cabo una correccio´n de sensibilidades perfecta en un gran nu´mero de fotos
es dif´ıcil ya que los para´metros para calcular el PRNU y el FPN deben coincidir con
los de la imagen a atacar.
• En la propuesta se asume que el atacante puede tener acceso a la ca´mara fuente
de la imagen x para generar los marcos oscuros y planos y e´ste no es un escenario
pro´ximo a la realidad.
Existen otras posibilidades menos robustas para destruir la identidad que en ciertos
casos podr´ıan ser efectivas ya que no necesitan contar con ima´genes procedentes de la
ca´mara origen para generar el marco oscuro y el marco plano, pero a cambio de esta
facilidad la calidad de la imagen puede verse reducida y podr´ıan introducirse algunos
rasgos visuales. Por ejemplo, es posible rotar la imagen unos pocos grados, escalar la
imagen, o aplicar un filtro de desenfoque gaussiano.
3.2.2.2 Falsificacio´n de la Identidad de una Imagen
De igual forma que se puede eliminar el ruido en una imagen haciendo uso de la te´cnica
de correccio´n de sensibilidad, se puede inyectar el ruido de la imagen de otra ca´mara
diferente mediante la correccio´n de sensibilidad inversa con la ecuacio´n 3.4 [GKWB07].
y˜ = x˜ · ffalsa + dfalsa (3.4)
Donde, ffalsa y dfalsa corresponden a la ca´mara que se pretende plagiar y x˜ es la
imagen original sin ruido.
En [SLFK10] se propone un algoritmo para falsificar la identidad de una ca´mara, a
continuacio´n se describen los pasos a seguir:
1. Calcular el promedio de las huellas F(C1) de la ca´mara C1 con la que se atacara´..
2. Tomar una fotograf´ıa P con la segunda ca´mara C2.
3. Sumar F(C1) a la fotograf´ıa P.
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En el caso de que las dimensiones de F(C1) y P no coincidan, es necesario aplicar un
recorte o una reconstruccio´n para igualar el taman˜o de las ima´genes.
Tambie´n se propone una mejora al algoritmo de falsificacio´n anterior para enmascarar
los rasgos de la ca´mara C2. Esta te´cnica se presenta en el siguiente algoritmo.
1. Calcular el promedio de las huellas F(C1) de la ca´mara C1 con la que se atacara´.
2. Calcular el promedio de las huellas F(C2) de la ca´mara C2.
3. Tomar una fotograf´ıa P con la ca´mara C2.
4. Restar F(C2) a P.
5. Sumar F(C1) a la fotograf´ıa P.
Al restar F(C2) se trata de eliminar la correlacio´n entre la fotograf´ıa P y la ca´mara
C2.
3.2.3 Deteccio´n de Falsificacio´n de la Identidad de una Imagen
Una vez estudiada la te´cnica de falsificacio´n de la huella de una imagen y la inyeccio´n
de e´sta en otra imagen, surge la pregunta de si es posible detectar cua´ndo se ha sufrido un
ataque de este tipo. La respuesta a esta pregunta es s´ı, y se puede lograr mediante el ana´lisis
de las diferencias entre las propiedades de un patro´n de ruido copiado [SLFK10, GFC11].
Para explicar la deteccio´n de la falsificacio´n de la identidad de una imagen se presenta
el siguiente escenario de ataque:
1. Alicia, la v´ıctima, sube algunas fotograf´ıas adquiridas con su ca´mara C a una red
social en internet.
2. Eva, la atacante, obtiene N de esas fotograf´ıas y calcula la huella K’E perteneciente
a la ca´mara de Alicia.
3. Eva implanta la huella K’E en una imagen J tomada con una ca´mara C’ con el
propo´sito de hacer parecer que Alicia fue la autora de esa imagen falsificada J’.
Entonces, surge la siguiente pregunta: ¿La imagen J’ fue falsificada? Para resolver esta
pregunta Alicia en su defensa puede hacer uso de su ca´mara C y un conjunto F de foto-
graf´ıas compuesto por las fotograf´ıas que Eva robo´ ma´s algunas extras que le pertenezcan.
El escenario de defensa de Alicia propuesto en [GFC11] ser´ıa:
1. Calcular la huella de su ca´mara K’A utilizando ima´genes planas inocentes que no
hayan sido manipuladas por Eva (para obtener una mejor estimacio´n de la huella).
2. Calcular el ruido residual PRNU WJ’ de la imagen J’.
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3. Calcular el ruido residual PRNU WI de una de las ima´genes I utilizadas por Eva
para realizar el ataque. Debido a que WI participo´ en el ca´lculo de K’E contiene
una versio´n escalada del ruido residual total compartiendo rasgos caracter´ısticos con
WJ’.




5. Evaluar si J’ fue atacada realizando la prueba del tria´ngulo como se muestra en la
Figura 3.4 con las correlaciones calculadas en el paso 4.
Figura 3.4: Correlaciones de la prueba del tria´ngulo
Esta prueba se basa en el hecho de que el valor de correlacio´n CI,J’ de las ima´genes I
que no fueron utilizadas para falsificar J’ puede ser estimado de las correlaciones CI,K’A y
CJ’,K’A. En caso de que la imagen I haya sido utilizada para la falsificacio´n la correlacio´n
CI,J’ tendr´ıa un valor mayor que CI,K’A y CJ’,K’A.
Por supuesto este contraataque tambie´n es vulnerable ya que al poder distinguir entre
las huellas originales y las que son copias los atacantes podr´ıan comenzar a generar ima´ge-
nes ilegales con caracter´ısticas que se ajusten a las de las fotograf´ıas encontradas de la
persona a la que se pretende atacar. Sin embargo, esta propuesta incrementa los esfuerzos
requeridos para culpar a alguien inocente.
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Cap´ıtulo 4
Contribuciones
El objetivo de este cap´ıtulo es presentar las contribuciones de este trabajo. Por un lado,
se presenta un algoritmo para realizar la identificacio´n de la marca y modelo del dispositivo
mo´vil fuente de una imagen, describiendo co´mo se realiza la extraccio´n de la huella del
sensor de una imagen de manera individual, la estimacio´n del patro´n del ruido del sensor
cuando se cuenta con varias ima´genes y la extraccio´n de caracter´ısticas requeridas para
la clasificacio´n y la identificacio´n de la fuente. Por otro lado, se detalla un algoritmo para
falsificar la identidad de una imagen.
4.1 Consideraciones Generales
Antes de nada, conviene resen˜ar que los algoritmos que se proponen tienen como ven-
taja el hecho de no requerir acceso a la ca´mara del dispositivo mo´vil fuente, siempre y
cuando se cuente con ima´genes procedentes del mismo.
Cada una de las te´cnicas estudiadas en el cap´ıtulo 3 para la identificacio´n de la fuente
tiene sus fortalezas y debilidades. Asimismo, unas son ma´s apropiadas que otras en un
escenario particular como se explica en la seccio´n 2.1.4.
Las anteriores te´cnicas han sido realizadas en su mayor´ıa teniendo en cuenta las carac-
ter´ısticas concretas de las DSCs y no de las ca´maras incorporadas en dispositivos mo´viles.
En base al ana´lisis realizado de las diferentes te´cnicas de identificacio´n de la fuente se
detecto´ que para el caso particular de los dispositivos mo´viles las te´cnicas ma´s adecuadas
son las basadas en el ruido del sensor por el tipo de sensor que usan y las basadas en
las caracter´ısticas wavelet por su efectividad. Estas dos te´cnicas son las que han obtenido
mejores resultados. Sin embargo la mayor´ıa de los trabajos realizados se han enfocado
u´nicamente en ca´maras tradicionales olvida´ndose de las ca´maras de dispositivos mo´viles.
Como se menciono´ en la seccio´n 1.1, las ca´maras de dispositivos mo´viles constituyen un
a´rea de estudio que hoy en d´ıa requiere atencio´n. Algunos trabajos incluyen experimentos
con ca´maras de tele´fonos mo´viles sin considerar otro tipo de dispositivos mo´viles utilizando
adema´s un nu´mero muy reducido de tele´fonos mo´viles y la mayor´ıa no considera diferentes
modelos de la misma marca aleja´ndose de escenarios reales (ve´ase Tabla 3.1).
35
36 Cap´ıtulo 4. Contribuciones
A la vista de las consideraciones anteriores, este trabajo propone mejorar la identifi-
cacio´n de dispositivos mo´viles fuente combinando dos te´cnicas: las imperfecciones en el
sensor y la transformada wavelet.
4.2 Algoritmo de Identificacio´n de la Fuente
Para poder identificar la marca y el modelo de la ca´mara digital de un dispositivo
mo´vil se requiere de un algoritmo que nos permita extraer la huella del sensor y otro que
nos permita obtener las caracter´ısticas de las huellas obtenidas para as´ı poder clasificarlas
e identificarlas.
4.2.1 Algoritmo de Extraccio´n de la Huella y Patro´n de la Huella del
Sensor
A continuacio´n se muestra el algoritmo que se debe seguir para extraer la huella del
sensor, tambie´n conocida como ruido residual:
Entrada: m ima´genes de las que se extraera´ el ruido del sensor.
Salida: huella del sensor en caso de m = 1 o el patro´n de la huella del sensor en caso
de m > 1.
Para cada imagen de entrada In donde n ∈ {1, . . . ,m}
Paso 1. Estimar la imagen sin ruido del sensor Inlimpia
Paso 1.1. Realizar una descomposicio´n wavelet de 4 niveles de In
Para cada nivel de la descomposicio´n wavelet
Para cada componente wavelet c donde c ∈ {H,V,D}:
Paso 1.1.1. Calcular la varianza local:
En caso de varianza adaptativa:
− Calcular la varianza local para las ventanas de taman˜o W ×W
para W ∈ {3, 5, 7, 9} de vecindario N con:





c2 (i, j)− σ20

− Tomar como valor final de la varianza la mı´nima de las cuatro
varianzas estimadas en el paso anterior mediante:
σˆ2 (i, j) = mı´n
(
σ23 (i, j) , σ
2
5 (i, j) , σ
2




En caso de varianza no adaptativa:
− Calcular la varianza local para una ventana de taman˜o W ×W
para W = 3 de vecindario N con:





c2 (i, j)− σ20

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Paso 1.1.2. Aplicar el filtro de Wiener mediante:
climpio (i, j) = c (i, j)
σˆ2(i,j)
σˆ2(i,j)+σ20
Paso 1.2. Aplicar la Transformada Inversa Wavelet con los componentes
limpios de ruido calculados.
Paso 2. Calcular el ruido residual con:
Inruido = In − Inlimpia
Paso 3. Aplicar a Inruido un promediado a cero.
Paso 4. Aumentar en Inruido el peso del canal verde:
Inruido = 0.3 · InruidoR + 0.6 · InruidoG + 0.1 · InruidoB








El algoritmo de extraccio´n de la huella propuesto se basa en las ideas principales de
[LFG06]. A continuacio´n se describen detalladamente cada uno de los pasos del algoritmo
propuesto.
En el paso 2 se calcula la huella o ruido residual Iruido de una imagen I eliminando el
contenido de la escena de la imagen mediante un filtro de eliminacio´n de ruido F.
Iruido= I − F (I) (4.1)
Entre los diferentes filtros que existen para la eliminacio´n del ruido de las ima´genes los
que usan la transformada wavelet dan mejor resultado debido a que el ruido residual que
se obtiene con este filtro contiene la menor cantidad de rasgos de la escena. Generalmente,
las a´reas alrededor de los bordes son mal interpretadas cuando se utilizan u´nicamente
filtros de eliminacio´n de ruido menos robustos, tales como el filtro de Wiener o el filtro
de mediana. Por este motivo se selecciono´ el filtro de eliminacio´n de ruido basado en la
transformada wavelet.
En el paso 1 del algoritmo para la eliminacio´n del ruido se descompone la imagen en
sus canales de color R, G y B. Para cada canal de color se realiza una descomposicio´n
wavelet en cuatro niveles de la imagen utilizando QMF Daubechies 8-tap. El nu´mero de
niveles de la descomposicio´n se puede variar modificando de esta manera el procesamiento
requerido y tambie´n la calidad de la informacio´n extra´ıda de las ima´genes.
Una vez aplicada la descomposicio´n wavelet de la imagen, para cada nivel de la des-
composicio´n se obtienen los componentes de alta frecuencia H, V y D. Se denota a los
componentes de alta frecuencia como c(i, j) donde c ∈ {H,V,D} y donde (i, j) corre a
trave´s de un conjunto de ı´ndices J que depende del nivel de descomposicio´n.
Para cada componente de alta frecuencia se calcula la varianza local usando la estima-
cio´n Maximum A-Posteriori Probability (MAP). La informacio´n estad´ıstica de las ima´ge-
nes puede diferir mucho entre ellas e incluso entre las diferentes regiones de una misma
imagen, para combatir esta diferencia se utilizan estimadores adaptativos con diferentes
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taman˜os de ventana de vecindad y no so´lo un taman˜o de ventana.
En el algoritmo propuesto se plantea calcular la varianza local de forma adaptativa o
no, dependiendo de las necesidades y/o restricciones computacionales.
En caso de requerir estimadores adaptativos para cada componente de alta frecuencia
se calcula la varianza local para cuatro taman˜os de ventana W ×W de vecindario N con
W ∈ {3, 5, 7, 9}. El para´metro σ0, que controla que´ tan fuerte sera´ la supresio´n de ruido,
toma el valor de 5 (ampliamente recomendado en la literatura).





c2 (i, j)− σ20
, (i, j) ∈ J (4.2)
A continuacio´n, se toma el mı´nimo de las 4 varianzas como la estimacio´n final:
σˆ2 (i, j) = mı´n
(
σ23 (i, j) , σ
2
5 (i, j) , σ
2




, (i, j) ∈ J (4.3)
En el caso de no requerir la utilizacio´n de estimadores adaptativos que requieren de ma´s
procesamiento se calcula la varianza local para un solo taman˜o de ventana considerando
W = 3.
Despue´s, se calculan los componentes wavelet sin ruido utilizando el filtro de Wiener:
climpio (i, j) = c(i, j)
σˆ2 (i, j)
σˆ2 (i, j) + σ20
(4.4)
Por u´ltimo, la imagen final sin ruido se obtiene aplicado la transformada wavelet inversa
a los componentes wavelet sin ruido de cada uno de los niveles.
Teniendo la imagen sin ruido se obtiene la huella del sensor.
La huella calculada Iruido contiene todos los elementos que se presentan sistema´ticamente
en cada una de las ima´genes, incluyendo algunos que no son causados por el sensor como
las caracter´ısticas causadas por la interpolacio´n de colores o la compresio´n JPEG. La
mayor´ıa de estas caracter´ısticas son generadas por el proceso de interpolacio´n croma´tica
dependiendo de la CFA utilizada por la ca´mara. Debido a que estas caracter´ısticas tienen
una naturaleza perio´dica se pueden eliminar mediante el paso 3.
En el paso 3 del algoritmo se limpia la huella de las caracter´ısticas que no son intr´ınsecas
al sensor aplicando un promediado a cero de filas y columnas como se sugiere en [CFGL08],
de tal manera que los promedios de las filas y de las columnas sean iguales a cero. Esto
se logra restando el promedio de la columna a cada p´ıxel de la columna y posteriormente
restando el promedio de la fila a cada p´ıxel de la fila. Esta operacio´n se aplica a todas las
filas y columnas de la imagen.
En el paso 4 utilizando la ecuacio´n 4.5 se le da un mayor peso al canal verde ya que
debido a la configuracio´n de la matriz de color este contiene ma´s informacio´n sobre la
imagen que el resto de los canales de color [CSA08, McK07, APS98].
Iruido = 0.3 · IruidoR + 0.6 · IruidoG + 0.1 · IruidoB (4.5)
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Cuando se cuenta con N ima´genes de la misma ca´mara es posible estimar el patro´n
del ruido del sensor, tal y como se hace en el paso 5 del algoritmo.
Recordando lo visto en la seccio´n 2.1.3.2, la parte dominante del patro´n del ruido
es el ruido PRNU compuesto por el ruido PNU y los defectos de baja frecuencia. Dado
que los componentes de baja frecuencia no son una caracter´ıstica propia del sensor, so´lo
se debe considerar el ruido PNU para la identificacio´n del sensor ya que es una de sus
caracter´ısticas intr´ınsecas.








Debido a la propiedad determinista del patro´n de ruido del sensor que esta´ presente en cada
imagen capturada, se puede usar este patro´n como huella para identificar el dispositivo
que genero´ la imagen objeto en investigacio´n [LFG06]. Haciendo una analog´ıa, se puede
decir que el patro´n del ruido del sensor es para una ca´mara lo que la huella para un ser
humano.
4.2.2 Algoritmo de Extraccio´n de Caracter´ısticas de la Imagen
Como se detalla en el Anexo B la ma´quina SVM requiere de una serie de caracter´ısticas
que representan los datos a clasificar. Es necesario extraer una serie de caracter´ısticas de
las huellas de ima´genes de fuente conocida a priori para entrenar a la ma´quina SVM y de
las ima´genes de las que se requiere identificar la fuente. El algoritmo a seguir para extraer
dichas caracter´ısticas es el siguiente.
Entrada: huella del sensor.
Salida: 81 caracter´ısticas representativas de la huella del sensor.
Paso 1. Separar los canales de color la huella del sensor.
Para cada canal de color:
Paso 2. Hacer una descomposicio´n wavelet de un nivel de la huella del sensor
de la imagen.
Para cada componente wavelet ci donde c ∈ {H,V,D}:







En este algoritmo los momentos centrales de los valores absolutos de cada componente
de alto nivel de la huella del sensor son tomados como una medida de la distribucio´n del
ruido.
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En el paso 1 se separa la huella del sensor en los 3 canales de color R, G y B. A
continuacio´n en el paso 2 se realiza una descomposicio´n wavelet con 8-tap Daubechies
para obtener los componentes de alta frecuencia H, V y D de los que se extraera´n las
caracter´ısticas.
En el paso 3 para cada componente wavelet ci se calcula el k-e´simo momento central






|ci − c|k (4.7)
Para cada componente wavelet H, V y D de cada canal de color se calculan 9 momentos
resultando en un total de 3× 3× 9 = 81 caracter´ısticas como se ilustra en la Tabla 4.1.
Tabla 4.1: Momentos centrales caracter´ısticos de la huella del sensor
Canal de color Componente wavelet Momentos centrales
R
H m1 m2 m3 m4 ... m9
V m1 m2 m3 m4 ... m9
D m1 m2 m3 m4 ... m9
G
H m1 m2 m3 m4 ... m9
V m1 m2 m3 m4 ... m9
D m1 m2 m3 m4 ... m9
B
H m1 m2 m3 m4 ... m9
V m1 m2 m3 m4 ... m9
D m1 m2 m3 m4 ... m9
4.3 Algoritmo de Falsificacio´n de la Identidad de una Ima-
gen
Una vez que se tiene la posibilidad de eliminar el ruido del sensor y de extraer el patro´n
del ruido del sensor se puede plantear la falsificacio´n de la identidad de una imagen. El
algoritmo a seguir es el siguiente:
Entradas:
– Imagen v´ıctima I.
– N ima´genes de superficies uniformemente iluminadas de la ca´mara suplantado-
ra.
Salida: Imagen falsificada Ifalsa.
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Paso 1. Calcular Ilimpia eliminando el ruido del sensor de la imagen v´ıctima I.
Paso 2. Calcular el patro´n del ruido del sensor Pruido de N ima´genes de la ca´mara
suplantadora.
Paso 3. Realizar una descomposicio´n wavelet de un nivel de Ilimpia obteniendo los
componentes LI , HI , VI y DI .
Paso 4. Realizar una descomposicio´n wavelet de un nivel de Pruido obteniendo los
componentes HP , VP y DP .
Paso 5. Calcular los componentes wavelet falsificados mediante:
cF = cI + cP donde c ∈ {H,V,D}
Paso 6. Obtener Ifalsa aplicando la transformada wavelet inversa con LI , HF , VF y DF .
A continuacio´n se describe detalladamente cada paso del algoritmo. En el paso 1 se
calcula la Imagen Ilimpia aplicando el paso 1 del algoritmo de la seccio´n 4.2.1 a la imagen
v´ıctima I para eliminar los rastros de la ca´mara con la que fue adquirida.
A continuacio´n, en el paso 2 con el algoritmo de la seccio´n 4.2.1 se extrae el patro´n
Pruido de N ima´genes tomadas con la ca´mara con la que se desea llevar a cabo la suplan-
tacio´n.
Para tener una huella de mejor calidad y obtener mejores resultados en la falsificacio´n
se recomienda que el nu´mero N de ima´genes sea superior a 50, y que las ima´genes se hayan
adquirido de superficies planas sin textura iluminadas uniformemente. Como superficies
planas se pueden considerar fotograf´ıas del cielo despejado o de un papel blanco.
Despue´s en el paso 3 se realiza una descomposicio´n wavelet a la imagen v´ıctima sin
ruido Ilimpia para obtener sus componentes wavelet de alta frecuencias LI , HI , VI y DI .
Asimismo en el paso 4 se descompone la imagen P del patro´n a implantar obteniendo los
componentes wavelet HP , VP y DP .
En el paso 5 se calculan los componentes wavelet de alta frecuencia que formara´n la
imagen falsificada sumando uno a uno los componentes wavelet H, V y D de la imagen
Ilimpia y de Pruido.
Por u´ltimo en el paso 6 se construye la imagen Ifalsa con el componente de baja
frecuencia de la imagen a atacar LI y los componentes de alta frecuencia calculados en el
paso 5.
Este proceso se ilustra en la Figura 4.1.
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Figura 4.1: ffalsa Resultado de la suma de los componentes wavelet
El Anexo C contiene los detalles de implementacio´n de estos algoritmos.
Cap´ıtulo 5
Experimentos y Resultados
En este cap´ıtulo se describen los experimentos realizados para evaluar la eficacia de
los algoritmos propuestos y los resultados obtenidos.
5.1 Experimentos
5.1.1 Evaluacio´n del Algoritmo de Identificacio´n de la Fuente
Para evaluar la efectividad del algoritmo de identificacio´n de la fuente de dispositivos
mo´viles se realizaron los experimentos que a continuacio´n se detallan.
5.1.1.1 Experimento 1
En este experimento se probo´ con un grupo de 3 ca´maras digitales de dispositivos
mo´viles cuya marca y modelo se muestran en la Tabla 5.1.






De cada uno de los dispositivos se obtuvieron un conjunto de fotograf´ıas naturales, es
decir, de cualquier tipo de escena sin ninguna restriccio´n. Para este experimento uso´ la
configuracio´n por defecto del algoritmo de extraccio´n de la huella. La tabla 5.2 resume los
principales para´metros utilizados.
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Tabla 5.2: Para´metros utilizados en el experimento 1
Para´metro Valor
Tipo de Fotos Naturales
Dimensiones 1024× 1024
Nu´mero de Ca´maras 3
Fotos entrenadas x Ca´mara 60, 60, 60, 70, 70, 70, 80, 80, 80, 90, 90, 90, 100, 100, 100
Fotos Probadas x Ca´mara 10, 20, 30, 10, 20, 30, 10, 20, 30, 10, 20, 30, 10, 20, 30
Promediado a Cero S´ı
Taman˜o de Vecindario 3
Los resultados obtenidos en la identificacio´n de la fuente se muestran en la Tabla 5.3,
como se puede observar en la tabla el nu´mero de fotograf´ıas utilizadas para entrenar y
probar afecta directamente el porcentaje de acierto. El nu´mero de fotograf´ıas para entre-
nar que arrojo´ mejores resultados fue 90 con las diferentes combinaciones de fotograf´ıas
para probar. Al utilizar 100 fotograf´ıas para el entrenamiento se redujo la tasa de aciertos
obteniendo pra´cticamente los mismos resultados que cuando se entreno´ so´lo con 60 foto-
graf´ıas. De lo anterior se puede concluir que el hecho de entrenar con el mayor nu´mero de
fotograf´ıas posibles no siempre implicara´ mejores resultados. En cuanto al nu´mero de fo-
tograf´ıas para entrenar se puede concluir que a pesar de que con 10 fotograf´ıas se obtienen
los mejores resultados, e´ste es un nu´mero muy pequen˜o como para representar escenarios
reales completamente.
Tabla 5.3: Matriz de confusio´n con resultados del experimento 1
Fotos entrenadas
60 70 80 90 100
Tasa de aciertos 91,39 % 90,24 % 90,21 % 91,36 % 91,39 %
Fotos 10 88,33 % 88,33 % 90 % 90 % 88,33 %
Probadas 20 87,5 % 81,67 % 82,5 % 88,33 % 87,5 %
30 82,78 % 78,89 % 80,56 % 84,44 % 82,78 %
5.1.1.2 Experimento 2
En este experimento se probo´ con un grupo de 8 ca´maras digitales de dispositivos
mo´viles de 4 diferentes fabricantes cuya marca y modelo se muestran en la Tabla 5.4.
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En la Tabla 5.5 se resumen los para´metros principales utilizados en este experimento.
Tabla 5.5: Para´metros utilizados en el experimento 2
Para´metro Valor
Tipo de Fotos Naturales
Dimensiones 1024× 1024
Nu´mero de Ca´maras 8
Fotos entrenadas x Ca´mara 100
Fotos Probadas x Ca´mara 100
Promediado a Cero S´ı
Taman˜o de Vecindario 3
En este experimento los algoritmos propuestos obtuvieron un total de porcentaje de
acierto del 93,625 % al identificar entre marca y modelo. Los resultados de este experi-
mento se muestran en la Tabla 5.6 donde se puede apreciar que es posible la identificacio´n
entre diferentes modelos de la misma marca.































































































































































































































































































































En este experimento se probo´ con un grupo de 14 ca´maras digitales de dispositivos
mo´viles de 7 diferentes fabricantes cuya marca y modelo se muestran en la Tabla 5.7.




















En la Tabla 5.8 se resumen los para´metros principales utilizados en este experimento.
Tabla 5.8: Para´metros utilizados en el experimento 3
Para´metro Valor
Tipo de Fotos Naturales
Dimensiones 1024× 1024
Nu´mero de Ca´maras 14
Fotos entrenadas x Ca´mara 100
Fotos Probadas x Ca´mara 100
Promediado a Cero S´ı
Taman˜o de Vecindario 3
En este experimento los algoritmos propuestos obtuvieron un total de porcentaje de
acierto del 87,214 % al identificar entre marca y modelo. Los resultados de este experi-
mento se muestran en la Tabla 5.9.
































































































































































































































































































































































































































































































































































































5.1.2 Evaluacio´n de Algoritmos de Falsificacio´n de la Identidad
En esta seccio´n describen los experimentos realizados con los algoritmos de eliminacio´n
de la huella del sensor (paso 1 del algoritmo 4.2.1) y de falsificacio´n de la huella de la ca´mara
fuente (algoritmo 4.3).
En estos experimentos se realizo´ la eliminacio´n y la falsificacio´n de las huellas con
las implementaciones propuestas y con la herramienta “PRNU Decompare” [DEC]. Esta
herramienta permite la eliminacio´n y la suplantacio´n del patro´n del sensor [DEC], para
llevar a cabo la eliminacio´n y la suplantacio´n de la huella este programa requiere como
entrada una fotograf´ıa de un marco oscuro y un nu´mero N de ima´genes de superficies
planas iluminadas uniformemente (se recomienda un mı´nimo de 30 ima´genes).
Los resultados obtenidos se compararon haciendo uso la herramienta “NFI PRNU
Compare” [COMa], esta herramienta permite comparar los patrones del ruido del sensor
de varias ima´genes.
A continuacio´n se detallan cada uno de los experimentos con sus resultados.
5.1.2.1 Experimento de Eliminacio´n de la Identidad de una Imagen
Para este experimento se utilizaron las fotograf´ıas de 3 ca´maras digitales de dispositivos
mo´viles cuya marca y modelo se muestran en la Tabla 5.10.






De cada uno de los dispositivos se obtuvieron 50 fotograf´ıa de ima´genes planas uni-
formemente iluminadas, 1 fotograf´ıa totalmente oscura cubriendo totalmente el lente de
la ca´mara y 1 fotograf´ıa seleccionada al azar de la base de datos de fotograf´ıas. Todas las
fotograf´ıas fueron recortadas a un taman˜o de 1024 x 1024.
A continuacio´n se procedio´ a generar el primer grupo de ima´genes sin huella, haciendo
uso de la implementacio´n de eliminacio´n del ruido del sensor propuesto con los para´metros
de configuracio´n por defecto. Cabe remarcar que para realizar esta eliminacio´n no se
requirio´ de fotograf´ıas adicionales a la fotograf´ıa de la que se pretend´ıa eliminar el ruido
del sensor.
Despue´s se genero´ el segundo grupo de ima´genes sin huella con la herramienta “PRNU
Decompare”, dando como entrada a este programa las 50 ima´genes planas y la del marco
oscuro.
Para evaluar la efectividad del algoritmo de eliminacio´n y falsificacio´n de la huella se
compararon los dos grupos de ima´genes con la herramienta “NFI PRNU Compare”, los
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resultados se muestran en la Tabla 5.11.
Tabla 5.11: Comparativa entre patrones e ima´genes sin ruido
Patro´n LG-E510f Rojo Verde Azul Suma
Patro´n LG-E510f 1 1 1 3
Foto original -0,014645672 -0,0017777978 -0,007864626 -0,024288096
Foto sin ruido - Propuesta -0,015506644 -0,003044259 -0,008411303 -0,026962206
Foto sin ruido - Decompare -0,018929206 -0,0023383496 -0,012027217 -0,033294775
Patro´n Samsung-GTI8160P Rojo Verde Azul Suma
Patro´n Samsung GT-I8160P 1 1 1 3
Foto sin ruido - Propuesta 0,0051651257 0,005551344 0,0042196396 0,01493611
Foto original 0,004623602 0,0050348267 0,0030041975 0,012662627
Foto sin ruido - Decompare -0,0012833464 -0,001952231 -0,0026684676 -0,005904045
Patro´n LG-E400 Rojo Verde Azul Suma
Patro´n LG-E400 1 1 1 3
Foto original 0,011481647 0,010190065 0,01825918 0,039930895
Foto sin ruido - Propuesta 0,010315191 0,008225861 0,017940063 0,036481116
Foto sin ruido - Decompare 0,010638827 0,009045472 0,016430777 0,036115076
En la Tabla 5.11 se muestran los resultados de comparar cada patro´n del ruido del
sensor de cada una de las ca´maras con las ima´genes sin ruido generadas por las dos
herramientas y contra la fotograf´ıa original. La herramienta “PRNU Decompare” nos
permite hacer comparaciones midiendo que tanto se parece un patro´n a otro, las filas que
esta´n ma´s cerca del patro´n con el que se compara son las que ma´s se le asemejan.
En las 3 pruebas las ima´genes sin ruidos generadas con “Decompare” resultaron ser
las menos parecidas al patro´n, esto era de esperarse ya que consideran mayor nu´mero de
informacio´n para eliminar la huella.
De manera sorprendente para la ca´mara Samsung-GTI8160P la fotograf´ıa sin ruido
generada por la propuesta de este trabajo resulto´ ser ma´s parecida al patro´n que la misma
fotograf´ıa original. Posiblemente en el caso de esta fotograf´ıa el contenido de la fotograf´ıa
tenga alguna influencia.
En el caso de la ca´mara LG-400, los resultados de las comparaciones de las ima´genes
sin ruido tuvieron resultados muy similares, lo que indica que en este caso el algoritmo
propuesto obtuvo buenos resultados acerca´ndose al resultado del programa “Decompare”
pero sin la necesidad de usar la fotograf´ıa del marco oscuro, ni las 30 ima´genes planas.
5.1.2.2 Experimento de Falsificacio´n de la Identidad de una Imagen
Para este experimento utilizaron el mismo conjunto de fotograf´ıas que en el experi-
mento de la eliminacio´n del ruido en la seccio´n 5.1.2.1. De forma similar al experimento
anterior se extrajo la huella de una de las ca´maras y se inyecto´ a las otras dos haciendo
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uso del algoritmo propuesto y de la herramienta “Decompare”, despue´s se compararon los
resultados con la herramienta “NFI PRNU Compare”.
Los roles que jugaron cada una de las ca´maras se muestran en la Tabla 5.12.
Tabla 5.12: Dispositivos utilizados para la falsificacio´n de la identidad
Marca Modelo Rol
LG E510f Suplantadora
Samsung GT-I8160P Vı´ctima 2
LG 400 Vı´ctima 1
Para realizar la falsificacio´n del patro´n del ruido del sensor con el algoritmo propuesto
en este trabajo u´nicamente se requirieron las 50 ima´genes planas uniformemente ilumina-
das pertenecientes a la ca´mara suplantadora.
En caso de la herramienta “Decompare” para realizar la falsificacio´n el programa re-
quiere como entrada las 50 fotograf´ıas planas y la fotograf´ıa totalmente oscura tanto de
la ca´mara suplantadora como de la ca´mara v´ıctima. Despue´s de realizar la falsificacio´n en
las dos ca´maras v´ıctimas se compararon los resultados que esta´n resumidos en la Tabla
5.13.
Tabla 5.13: Comparativa entre patrones, ima´genes originales y v´ıctimas
Comparacio´n con Patro´n Suplantadora Rojo Verde Azul Suma
Patro´n suplantadora 1 1 1 3
Vı´ctima1 Falsificada -Decompare 0,009219962 0,0054620425 0,009098741 0,023780745
Vı´ctima1 Falsificada -Propuesta 0,007900867 0,0046529872 0,0083521 0,020905953
Vı´ctima1 Original 0,0073570074 0,004183661 0,0075896666 0,019130334
Comparacio´n con Patro´n Suplantadora Rojo Verde Azul Suma
Patro´n suplantadora 1 1 1 3
Vı´ctima2 Falsificada -Decompare 0,01418404 0,013986045 0,013574668 0,041744754
Vı´ctima2 Original 0,011300047 0,013949845 0,0125216115 0,0377715
Vı´ctima2 Falsificada -Propuesta 0,008964902 0,0066337977 0,004440412 0,020039111
En el caso de la v´ıctima 1 en la Tabla 5.13 se puede observar que las dos suplantaciones
resultaron tener mayor similitud con el patro´n de la ca´mara suplantadora y el resultado
de “Decompare” se acerca ma´s aunque la diferencia no es muy significativa considerando
que ellos utilizan un nu´mero mucho mayor de ima´genes como fuente de informacio´n.
En el caso de la v´ıctima 2 el resultado del algoritmo propuesto fue el que menos
similitud tuvo con el patro´n de la ca´mara suplantadora.
Los resultados obtenidos hasta el momento eran esperados, debido a que el algoritmo
propuesto en este trabajo no sume que se tiene acceso a la ca´mara fuente y en el trabajo
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de “Decompare” s´ı. Es importante notar que en escenarios reales normalmente no se tiene
acceso a la ca´mara v´ıctima.
Cap´ıtulo 6
Conclusiones y Trabajo Futuro
6.1 Conclusiones
En el presente trabajo se han estudiado las diferentes te´cnicas del ana´lisis forense de
ima´genes digitales con especial atencio´n en las orientadas a la identificacio´n de la fuente
de una imagen. Luego de realizar un ana´lisis comparativo de los trabajos realizados para
la identificacio´n de la fuente en los u´ltimos an˜os, se detecto´ la necesidad de enfocar e´stas a
las te´cnicas de identificacio´n de fuente en ca´maras digitales de dispositivos mo´viles, debido
a que el nu´mero de este tipo de dispositivos esta´ en constante crecimiento y pra´cticamente
han remplazado a las ca´maras digitales tradicionales. Para disen˜ar los algoritmos enfocados
a las ca´maras integradas en dispositivos mo´viles se estudiaron las diferencias entre este tipo
de ca´maras y las ca´maras tradicionales, analizando los componentes que permiten obtener
las caracter´ısticas que identifican de manera u´nica a una ca´mara digital. Se encontro´ que de
acuerdo a la estructura y funcionamiento de las ca´maras digitales de dispositivos mo´viles
las te´cnicas ma´s adecuadas para realizar ana´lisis forense en ellas son las que se basan en
el ruido del sensor y las que utilizan las transformadas wavelet. Estas te´cnicas utilizan
como medio de identificacio´n la informacio´n que esta´ presente con mayor fuerza en los
dispositivos mo´viles.
En virtud de lo anteriormente expuesto se propuso un algoritmo para la identificacio´n
de los dispositivos mo´viles fuente combinando las te´cnicas basadas en la huella del sensor
y en la transformacio´n wavelet.
Este algoritmo se compone, a su vez, de diversos algoritmos.
As´ı, primero se propuso un algoritmo que permite obtener la huella de una imagen de
manera individual a trave´s de eliminacio´n de ruido generado por el sensor de la ca´mara
fuente en la imagen.
A continuacio´n se disen˜o´ un segundo algoritmo que permite extraer el patro´n de la
huella de una serie ima´genes pertenecientes a la ca´mara del dispositivo mo´vil fuente.
Despue´s se propuso un algoritmo basado en la transformacio´n wavelet para extraer
las caracter´ısticas tanto de la huella como del patro´n de la huella y as´ı poder clasificarlas
mediante el uso de las ma´quinas SVM.
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Al estudiar las diferentes te´cnicas de ana´lisis forense se encontro´ que al disen˜arlas en
su mayor´ıa no consideran los posibles ataques que personas mal intencionadas podr´ıan
realizar para evitar que logren su objetivo o para falsificar sus resultados. Por este motivo
se realizo´ un estudio de las diferentes te´cnicas de ataques a las te´cnicas de identificacio´n de
la fuente as´ı como la forma de identificarlos. De este ana´lisis y del disen˜o de los algoritmos
propuestos para la identificacio´n de la fuente en dispositivos se derivo´ el desarrollo de
un algoritmo ma´s que permite falsificar la identidad una imagen inyectando el patro´n de
huellas o la huella de una imagen en una imagen v´ıctima.
La caracter´ıstica ma´s importante de los algoritmos propuestos es que no requieren
tener acceso a la ca´mara fuente con la que se genero´ una imagen para poder identificarla
o para poder falsificarla de una manera efectiva. Una aplicacio´n de utilidad al algoritmo
de la eliminacio´n de la huella del sensor es la posibilidad de ocultar la identidad de las
fotograf´ıas de las personas, de esta manera antes de publicar sus fotograf´ıas en las redes
sociales podr´ıan ejecutar este algoritmo y as´ı evitar ser v´ıctimas al robo de identidad y la
posibilidad de ser culpados injustamente.
6.2 Trabajo Futuro
Como posibles trabajos futuros pueden sen˜alarse los siguientes:
• Realizar experimentos de identificacio´n de la fuente utilizando diferentes regiones de
intere´s de la imagen. En los experimentos realizados se utilizaron los 1024 x 1024
p´ıxeles centrales de las ima´genes. Existe la posibilidad de obtener mejores resultados
considerando diferentes a´reas de la imagen como el a´rea central ma´s las a´reas de las
esquinas o u´nicamente el a´rea de alguna de las esquinas en lugar de la central.
• Robustecer los algoritmos de identificacio´n de la fuente disen˜ados contra posibles
ataques. Como se probo´ en los experimentos de eliminacio´n y falsificacio´n de la
huella es posible inhabilitar o engan˜ar a las te´cnicas de identificacio´n de la fuente,
por lo que un a´rea a desarrollar es el disen˜o de estrategias para detectar cuando una
huella ha sido eliminada o suplantada.
• Extender la clasificacio´n de la fuente haciendo uso de te´cnicas de correlacio´n basadas
en me´tricas Peak to Correlation Energy (PCE) que al ser una medida de similitud
entre dos sen˜ales permitir´ıan realizar la identificacio´n si la necesidad de un entrena-
miento con las clases conocidas a priori.
• Extender el algoritmo de identificacio´n de la fuente a te´cnicas de agrupacio´n en las
que dado un conjunto de ima´genes se agrupan y generan clases de acuerdo a la fuente
de la que provienen, siendo e´sta una posibilidad ma´s para evitar el entrenamiento
previo.
6.3 Publicaciones
Adema´s de los resultados obtenidos de los experimentos, la elaboracio´n de este trabajo
dio lugar a dos publicaciones. Del estudio del estado del arte se origino´ la publicacio´n:
• “Techniques for Source Camera Identification” (con Ana Lucila Sandoval
Orozco, David Manuel Arenas Gonza´lez, Luis Javier Garc´ıa Villalba, Julio Ce´sar
Herna´ndez Castro), in proceedings of the 6th International Conference on In-
formation Technology . Amman, Jordan, May 8-10, 2013 [SOAGRC+13b].
Y de la propuesta del algoritmo para la identificacio´n de la fuente se derivo´ la publi-
cacio´n:
• “Source Identification for Mobile Devices, based on Wavelet Transforms
Combined with Sensor Imperfections” (con Ana Lucila Sandoval Orozco, Da-
vid Manuel Arenas Gonza´lez, Luis Javier Garc´ıa Villalba, Julio Ce´sar Herna´ndez
Castro), Computing , 2013:1-11, February, 2013 [SOAGRC+13a].
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En esta seccio´n se da una introduccio´n a las transformadas wavelet y su uso en el
a´rea del tratado de ima´genes digitales, ya que e´stas juegan un papel importante en los
algoritmos propuestos.
La descomposicio´n wavelet permite separar sen˜ales en diferentes frecuencias, de esta
manera se puede analizar y/o modificar so´lo la informacio´n de las frecuencias que son
de algu´n intere´s en particular. Una de las caracter´ısticas ma´s interesantes y u´tiles de las
transformadas wavelet es que son reversibles, de esta manera una vez que se modifican las
frecuencias deseadas se puede reconstruir la sen˜al.
En el a´rea de ima´genes digitales la informacio´n de la imagen se descompone en dife-
rentes frecuencias que contienen distintos niveles de detalle sobre la imagen. En particular
para la eliminacio´n del ruido, e´ste se a´ısla del resto de la imagen para poder atacarlo
directamente sin alterar los detalles significativos de la imagen.
Como se puede observar en la Figura A.1(b) el componente wavelet de la esquina su-
perior izquierda es una reproduccio´n exacta de la imagen original A.1(a) en una menor
resolucio´n, a este componente se le llama componente de baja frecuencia L. El resto de
los componentes son llamados componentes de alta frecuencia y como su nombre lo indi-
ca contienen la informacio´n de las frecuencias altas. Los componentes de alta frecuencia
llamados H, V, y D representan los cambios locales en diferentes direcciones horizontal,
vertical y diagonal respectivamente. Para generar los diferentes niveles de la descompo-
sicio´n wavelet se aplica la funcio´n recursivamente como se puede observar en la Figura
A.1(d).





Figura A.1: Descomposicio´n wavelet de una imagen
Los componentes wavelet de alta frecuencia de una imagen con ruido se modelan como
una mezcla aditiva de una sen˜al Independent and Identically Distributed random variable
(IID) localmente estacionaria con media cero (La imagen libre de ruido) y el ruido blanco
gausiano estacionario (El componente del ruido).
Anexo B
Libsvm
Existen muchas implementaciones de la Ma´quina de Vectores de Soporte. Sin embargo,
en este trabajo se opto´ por utilizar la librer´ıa libSVM para realizar el proceso de clasi-
ficacio´n de las ima´genes ya que incluye una Application Programming Interface (API)
para cada uno de los lenguajes de programacio´n ma´s populares y ma´s utilizados en el
procesamiento de ima´genes digitales, tales como C, Python y Matlab [CL].
libSVM proporciona al usuario diferentes herramientas para la clasificacio´n, e incluye
utilidades que permiten la clasificacio´n en mu´ltiples clases. Una tarea de clasificacio´n
incluye las siguientes etapas.
• Preparar datos caracter´ısticos de los ı´tems a clasificar.
• Separar datos de entrenamiento y prediccio´n.
• Transformar los datos en formato de entrada adecuado para LIBSVM.
• Escalar los datos.
• Probar diferentes kernels (el ma´s habitual RBF).
• Usar validacio´n cruzada para encontrar los para´metros C y γ.
• Utilizar los para´metros o´ptimos C y γ para entrenar SVM.
• Predecir los datos.
Las caracter´ısticas que se proponen seleccionar, corresponden a la aplicacio´n de los
diferentes filtros a la imagen, explicados en la seccio´n 4.3, teniendo as´ı los valores carac-
ter´ısticos para los cuales se aplicara´ la clasificacio´n.
B.1 Preprocesamiento de la Informacio´n
Cada instancia de datos, esta´ representada por un vector de nu´meros reales, tanto los
valores caracter´ısticos como el valor de la clase en s´ı.
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B.2 Escalado
Es importante tener en cuenta este punto, el objetivo de escalar los datos es evitar
que los atributos este´n en un rango nume´rico grande, en vez de uno menor, ya que los
ca´lculos son ma´s complicados. Se utiliza el mismo me´todo de escalado para los datos de
entrenamiento y los de testeo.
B.3 Kernel RBF
El kernel realiza la separacio´n y traslado de las muestras al espacio de caracter´ısticas ≈
producto escalar gene´rico. El kernel RBF hace corresponder de un modo no lineal ejemplos
en un espacio de dimensio´n mayor, tiene menos hiperpara´metros (C y γ) que el polinomial
(menor complejidad de modelo) y menos problemas nume´ricos.
0 < Kij≤1 (B.1)
Los polinomiales esta´n entre 0 e infinito y el sigmoideo no es va´lido bajo algunos
para´metros.
B.4 Validacio´n Cruzada y Bu´squeda en Rejilla
Se trata de buscar los mejores C y γ para clasificar con precisio´n datos de testeo. Por
ello, es conveniente usar validacio´n cruzada sobre los datos de entrenamiento, y as´ı se evita
el sobreentrenamiento.
Anexo C
Implementacio´n de los Algoritmos
C.1 Lenguajes y Librer´ıas
Para la implementacio´n de los algoritmos se ha utilizado el lenguaje Python y poste-
riormente se paso´ en su mayor´ıa a C para conseguir las caracter´ısticas de las ima´genes en
un menor tiempo ya que Python era lento, sobre todo cuando se trataba con ima´genes
grandes.
Para la implementacio´n se utilizaron las siguientes librer´ıas de Python:
• Numpy: librer´ıa Python para la realizacio´n de ca´lculos matema´ticos. Proporciona
una potente clase para manejar arrays multidimensionales compatible con C.
• Scipy: extensio´n a Numpy que proporciona funciones de diferentes campos cient´ıficos.
Contiene funciones u´tiles como la varianza y la media.
• Pywavelets: librer´ıa Python usada para descomponer la imagen en sus componentes
wavelet. necesarias para la funcio´n de eliminacio´n de ruido y para la extraccio´n de
las caracter´ısticas de la imagen.
• PythonImaging Library: librer´ıa que facilita el manejo de ima´genes en python. Admi-
te diversos formatos de imagen e incluye funciones para el procesamiento de ima´ge-
nes.
• libSVM: implementacio´n de SVM muy ra´pida y robusta que permite trabajar con
ma´s de dos clases (ver Anexo B ).
C.2 Mejora de Rendimiento con Lenguaje C
Durante la implementacio´n del co´digo para la extraccio´n de las caracter´ısticas de las
ima´genes se observo´ que debido a la gran cantidad de datos que hay que manipular para la
obtencio´n de dichas caracter´ısticas (para cada caracter´ıstica hay que procesar todos y cada
uno de los p´ıxeles, por ejemplo, en una foto de 5 mega p´ıxeles tenemos que hacer ca´lculos
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con 5 millones de p´ıxeles) Python se demoraba en exceso. Esto se debe a la lentitud del
lenguaje al realizar ca´lculos en los que hay ciclos anidados.
La solucio´n a este problema es el uso del lenguaje C en aquellas partes del co´digo con
gran complejidad de co´mputo, ya que este lenguaje al ser co´digo compilado y no utilizar
un inte´rprete como Python consigue un rendimiento muy superior en cuanto a velocidad
de ca´lculo.
A todo esto y para incrementar au´n ma´s el rendimiento se paralelizaron la obtencio´n
de caracter´ısticas, aprovechando los sistemas multinu´cleo actuales.
Para combinar co´digo C y co´digo Python es necesario realizar cuatro pasos:
1. Crear el co´digo Python desde el que se llamara´ a la funcio´n o funciones implemen-
tadas en C.
2. Mandar los datos al mo´dulo C haciendo una llamada a las funciones de dicho mo´dulo.
3. Dentro del mo´dulo se debe tener el algoritmo para procesar los datos.
4. Una vez que se han procesado los datos y generado una solucio´n, enviar el resultado
de regreso a Python.
C.2.1 Implementacio´n del Mo´dulo
A continuacio´n se muestra un ejemplo de un mo´dulo implementado en C:
#include < Python.h >
#include < numpy/arrayobject.h >
#include < math.h >
static PyObject *funcionesC structuralContent(PyObject *self,PyObject *args){
PyObject *imOObject,*imSObject;
PyArrayObject *imagenO,*imagenS;
PyArg ParseTuple(args,“OO”, &imOObject, &imSObject);
imagenO = (PyArrayObject *)imOObject;
imagenS = (PyArrayObject *)imSObject;
int alto = PyArray DIMS(imagenO)[1];
int ancho = PyArray DIMS(imagenO)[2];
int i,j;
double sumRO=0, sumGO=0, sumBO=0, sumRS=0, sumGS=0, sumBS=0;
for(i=0;i¡alto;i++){
for(j=0;j¡ancho;j++){
sumRO = sumRO + pow((*(unsigned char*)PyArray GETPTR3(imagenO,0,i,j)),2);
sumGO = sumGO + pow((*(unsigned char*)PyArray GETPTR3(imagenO,1,i,j)),2);
sumBO = sumBO + pow((*(unsigned char*)PyArray GETPTR3(imagenO,2,i,j)),2);
sumRS = sumRS + pow((*(unsigned char*)PyArray GETPTR3(imagenS,0,i,j)),2);
sumGS = sumGS + pow((*(unsigned char*)PyArray GETPTR3(imagenS,1,i,j)),2);
sumBS = sumBS + pow((*(unsigned char*)PyArray GETPTR3(imagenS,2,i,j)),2);
}
}
double scR = sumRO / sumRS;
double scG = sumGO / sumGS;
double scB = sumBO / sumBS;
return Py BuildValue(“ddd”,scR,scG,scB);
}
static PyMethodDef funcionesCMethods[] = {
{“structuralContent”, funcionesC structuralContent, METH VARARGS,
“Structural Content”},
{NULL, NULL, 0, NULL}
};
void initfuncionesC(void){
(void) Py InitModule(“funcionesC”, funcionesCMethods);
}
Este co´digo es obtiene lo que se le env´ıa desde Python en la funcio´n funciones structural
Content a trave´s del para´metro args, que es una tupla de Python con todos aquellos
para´metros que se desean mandar a la funcio´n. Para separar los datos contenidos en esta
tupla se utiliza la funcio´n PyArg ParseTuple(), que tiene como entrada a args, una cadena
de texto con los tipos de las variables y finalmente un puntero a las variables de C donde
queremos almacenar los para´metros de entrada. En este caso, al tratarse de dos objetos de
tipo ndarray de la librer´ıa numpy se pone como tipo la cadena “OO” (‘O’ es para objetos,
‘i’ para enteros, ‘d’ para doubles, etc.) y los se almacenan en variables de tipo PyObject
para posteriormente hacer un casting a PyArrayObject. Una vez hecho es posible utilizar
las funciones de la clase ndarray con los datos de entrada.
Posteriormente se tiene el co´digo C que ejecuta el algoritmo con los datos.
Finalmente se manda el resultado a Python. Para ello se usa la funcio´n Py BuildValue()
que toma como para´metros una cadena de texto con los tipos de los datos a devolver y
las variables que contienen dichos datos, ana´logo a como se hac´ıa con PyArg ParseTuple
pero al reve´s, esta vez lo que devuelve es un objeto (PyObject) de tipo tupla. En el co´digo
de ejemplo se devuelve una tupla con tres valores de tipo double.
Dentro del mo´dulo tambie´n se debe an˜adir la tabla de me´todos, en la cual se incluyen
todos los me´todos que se desean ejecutar desde Python de la siguiente manera:
{“Nombre de funcio´n que usaremos en Python”, Nombre de la funcio´n en C,
METH VARARGS, “Comentario para explicar el uso de la funcio´n”}
Finalmente, se tiene que crear una funcio´n con nombre initNombreDelModulo(), que
se encarga de inicializar el mo´dulo con la tabla de me´todos que se ha creado antes.
C.2.2 Compilacio´n del Mo´dulo y Uso en Python
Para poder utilizar el mo´dulo antes se debe compilar. Para ello se crea un archivo
setup.py como se muestra a continuacio´n:
from distutils.core import setup, Extension
module = Extension(’funcionesC’, sources = [’funcionesC.c’])
setup(name = ’Prueba C’, version = ’1.0’, ext modules = [module])
Dentro de este archivo se introduce el nombre del mo´dulo (“funciones”) y el nombre
del archivo a compilar (“funcionesC.c”). Ahora desde la consola, con el co´digo C en el
mismo directorio se escribe:
python setup.py build
Esta instruccio´n creara´ una carpeta “build” en el directorio, y dentro una carpeta
llamada “lib.SO-VerPython” donde SO es el SO con el que se cuenta y VerPython es
la versio´n de Python para la que esta compilado nuestro mo´dulo. En esta carpeta se
encontrara´ el archivo .pyd. Hasta este punto so´lo resta importar el mo´dulo desde el co´digo
python.
Para importar el mo´dulo desde python se hace un import. En este caso “importfuncio-




En este cap´ıtulo se estudian los elementos que componen un sistema de clasificacio´n
y los tipos de aprendizaje existentes, centra´ndonos en el aprendizaje supervisado. Poste-
riormente se presentan las diferentes te´cnicas de clasificacio´n para la distincio´n de clases
mediante caracter´ısticas y se describe en detalle en que´ consiste la Ma´quina de Vectores
de Soporte (SVM) que es la ma´s utilizada en el ana´lisis forense de ima´genes.
D.1 Introduccio´n
La clasificacio´n consiste en predecir el valor de un atributo (clase) basa´ndose en los
valores de otros atributos (los atributos predictores). La clasificacio´n puede ser formalizada
como la tarea de aproximar una funcio´n objetivo desconocida [DHS01].
Los principales componentes de un sistema de clasificacio´n general son:
• Clase: Conjunto de entidades que comparten alguna caracter´ıstica que las diferencia
de otras.
• Clase de rechazo: Conjunto de entidades que no se pueden etiquetar como ninguna
de las clases del problema.
• Extractor de caracter´ısticas: Subsistema que extrae informacio´n relevante para
la clasificacio´n a partir de las entidades cuantificables.
• Clasificador: Subsistema que utiliza un vector de caracter´ısticas de la entidad cuan-
tificable y lo asigna a una de las clases.
• Evaluacio´n de error de clasificacio´n: Error que se comete al realizar la clasifi-
cacio´n.
• Falso negativo y Falso positivo: es el error producido cuando el sistema diag-
nostica una clase siendo la otra la correcta. Para problemas con dos clases, estas
definiciones reflejan la importancia de una decisio´n contra la opuesta.
El disen˜o de un clasificador comprende dos pasos:
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• Definir el conjunto de etiquetas
• Definir que´ salidas debe proporcionar el sistema
Una vez establecido el conjunto de clases se procede a la construccio´n del clasificador.
Esto conlleva las siguientes etapas:
1. Eleccio´n del modelo
2. Aprendizaje o entrenamiento del clasificador
3. Verificacio´n de los resultados
Formalmente, un clasificador es un elemento que proporciona una clase etiquetada
como salida a partir de un conjunto de caracter´ısticas tomadas como entradas. Una manera
de construir un clasificador es coger un conjunto de ejemplos etiquetados y tratar de definir
una regla que pueda asignar una etiqueta a cualquier otro dato de entrada.
El Aprendizaje automa´tico es la parte ba´sica que tienen en comu´n los diferentes tipos
de clasificadores que existen. La idea ba´sica del aprendizaje consiste en utilizar las per-
cepciones no so´lo para actuar, sino tambie´n para mejorar la habilidad de un agente para
actuar en el futuro. Existen diferentes tipos de te´cnicas de aprendizaje.
D.1.1 Aprendizaje Supervisado
El aprendizaje supervisado consiste en aprender una funcio´n, a partir de ejemplos
etiquetados anteriormente, que establezca una correspondencia entre las entradas y las
salidas deseadas del sistema. No siempre es posible hacer este tipo de entrenamiento ya
que tiene que disponer de la salida esperada en la funcio´n de entrada. El sistema de
aprendizaje trata de etiquetar (clasificacio´n) una serie de vectores utilizando una entre
varias categor´ıas (clases).
D.1.2 Aprendizaje no Supervisado
El aprendizaje no supervisado consiste en aprender a partir de patrones de entradas
para los que no se especifiquen los valores de sus salidas. El principal problema de esta
te´cnica es la toma de decisiones a la hora de escoger un patro´n entre todos los proporcio-
nados. El sistema trata los objetos de entrada como un conjunto de variables aleatorias,
construyendo un modelo de densidad para el conjunto de datos.
D.1.3 Aprendizaje Semi-Supervisado
Actualmente existen te´cnicas que combinan las dos anteriores, ya que en algunos casos
puede resultar muy costoso asignar etiquetas o clases a todos los datos. La finalidad es
combinar datos etiquetados y no etiquetados para mejorar la construccio´n de modelos.
Aunque no siempre es u´til y existen varios me´todos para llevarlo a cabo.
D.1.4 Aprendizaje por Refuerzo
El aprendizaje por refuerzo consiste en aprender observando el entorno. La idea del
aprendizaje consiste en construir una funcio´n que tenga el comportamiento observado en
sus datos de entrada y de salida. Los me´todos de aprendizaje se pueden entender como la
bu´squeda de un espacio de hipo´tesis para encontrar la funcio´n adecuada.
D.2 Taxonomı´a de los Clasificadores
A continuacio´n se describen los diferentes tipos de clasificadores existentes:
D.2.1 Clasificadores Basados en Distancias
Estos clasificadores se basan en el concepto de distancia entre los vectores de carac-
ter´ısticas. Los ma´s destacados son:
• Clasificador de distancia eucl´ıdea determinista a priori: Es un clasificador
determin´ıstico, supervisado y a priori. Esta´ basado en el ca´lculo de un prototipo
(tambie´n denominado “centroide”) para cada una de las K clases en las que se divide
el universo de trabajo. Este prototipo puede verse como un representante “ejemplar”
de co´mo deber´ıa de ser un vector de caracter´ısticas de esa clase. As´ı, ante un patro´n
desconocido se calcula la distancia eucl´ıdea del patro´n que se desea clasificar a cada
uno de los K prototipos. Un patro´n desconocido X se clasificara´ como correspon-
diente a la clase cuyo prototipo este´ a menor distancia segu´n la distancia eucl´ıdea.
As´ı, el clasificador eucl´ıdeo divide el espacio de caracter´ısticas en regiones mediante
“hiperplanos” equidistantes de los centroides.
• Clasificador estad´ıstico a priori: Este clasificador ofrece ma´s garant´ıas al tratar
de separar patrones para los que no se encuentra una separacio´n lineal. Adema´s el
clasificador estad´ıstico proporciona probabilidades de pertenencia a las clases, por lo
que se debe incluir en el grupo de los clasificadores no deterministas. En situaciones
en donde los vectores de alguna clase presenten una dispersio´n significativa respecto
a la media, o en aque´llas en las que no existe posible separacio´n lineal entre las
clases, puede ofrecer mejores resultados la sustitucio´n de la distancia eucl´ıdea por
la distancia de Mahalanobis. Esta medida, que tiene en cuenta la desviacio´n t´ıpica
de los vectores de caracter´ısticas de los patrones de la muestra, puede proporcionar
regiones de separacio´n entre clases que sigan curvas co´nicas.
• Clasificador con aprendizaje supervisado: En este clasificador, el problema de
la clasificacio´n de un vector X en una de K clases se plantea como un problema
de optimizacio´n. Ma´s formalmente, para un conjunto de K clases ?1, ?2, ...?K la
solucio´n al problema de clasificar un vector X desconocido consiste en asociarlo a
aquella clase cuya funcio´n discriminante fdi(X) de´ un resultado ma´ximo.
D.2.2 Clasificadores Bayesianos
Estos clasificadores se fundamentan en la regla de Bayes del mı´nimo error. Un objeto,
con unas caracter´ısticas determinadas, pertenece a una clase si la probabilidad de perte-
necer a e´sta clase es mayor que la probabilidad de pertenecer a cualquier otra clase, como
se muestra en la ecuacio´n (D.1).












ω es el espacio de caracter´ısticas que esta´ dividido en regiones, ωi, i = 1, 2, ..., N , siendo
N el nu´mero de clases.






es la funcio´n de probabilidad condicional de la clase ωi para X.
En la pra´ctica, las funciones de probabilidad no se conocen y por lo tanto se deben
estimar. Para estimarlas, primero se asume la forma de la funcio´n de probabilidad, y luego
se hallan sus para´metros a partir del conjunto de entrenamiento.
D.2.3 Clasificadores de Redes Neuronales
Las redes neuronales son una te´cnica de aproximacio´n parame´trica u´til para construir
modelos de densidad. Esta red presenta una capa de entrada con n neuronas y una capa
de salida con m neuronas y al menos una capa de neuronas ocultas internas. Cada neurona
(menos en la capa de entrada) recibe entrada de todas las neuronas de la capa previa y
genera salida hacia todas las neuronas de la capa siguiente (salvo las de salida). No hay
conexiones hacia atra´s (feedback) ni laterales o autorrecurrentes.
El funcionamiento de la red consiste en un aprendizaje de un conjunto predefinido de
pares de entradas-salidas dados como ejemplo, empleando un ciclo propagacio´n-adaptacio´n
de dos fases. Primero se aplica un patro´n de entrada como est´ımulo para la primera capa de
las neuronas de la red, e´ste patro´n se va propagando a trave´s de todas las capas superiores
hasta generar una salida. Se compara el resultado obtenido en las neuronas de salida con
la salida que se desea obtener y se calcula un valor del error para cada neurona de salida.
Estos errores se transmiten hacia atra´s, partiendo de la capa de salida, hacia todas las
neuronas de la capa intermedia que contribuyan directamente a la salida, recibiendo el
porcentaje de error aproximado a la participacio´n de la neurona intermedia en la salida
original. Este proceso se repite capa por capa, hasta que todas las neuronas de la red
hayan recibido un error que describa su aportacio´n relativa al error total. Basa´ndose en
el valor del error recibido, se reajustan los pesos de conexio´n de cada neurona, de manera
que en la siguiente vez que se presente el mismo patro´n, la salida este´ ma´s cercana a la
deseada, es decir, que el error disminuya.
Esta te´cnica requiere el uso de neuronas cuya funcio´n de activacio´n sea continua y por
tanto diferenciable.
D.2.4 Algoritmos de Agrupamiento (Clustering)
En ocasiones no existe la figura del maestro que determina los patrones que pertenecen
a una clase o a otra. En estos casos los algoritmos de agrupamiento o clustering permiten
realizar esta tarea de manera automa´tica. Estos algoritmos tambie´n se conocen como
algoritmos de clasificacio´n autoorganizados.
Los algoritmos de agrupacio´n de clases se suelen utilizar cuando no existe conocimiento
a priori de las clases en que se pueden distribuir los objetos, cuando las clases no son
interpretables por un humano, o cuando el nu´mero de clases es muy elevado para un
procesado no automa´tico.
Algunos ejemplos de algoritmo son:
• Algoritmo de distancias encadenadas: Construye una cadena partiendo de un
patro´n al azar y encadenando cada vez el patro´n que este´ ma´s cerca del extremo de
dicha cadena. El algoritmo crea automa´ticamente nuevas clases cuando la distancia
entre dos patrones consecutivos supera cierto umbral. Para fijar la sensibilidad en
la determinacio´n de las clases, este algoritmo necesita del ajuste previo de dicho
umbral.
• Algoritmo MaxMin: Elige paulatinamente representantes de entre los patrones
de muestra, determinando la distancia a la que se encuentran el resto de patrones
de los mismos. Si para algu´n patro´n esta distancia supera cierto umbral se crea una
nueva clase con ese patro´n como representante. El proceso se repite hasta que no se
producen cambios.
• Algoritmo de las K-medias: Permite determinar la posicio´n de k centroides que
distribuyan de manera equitativa un conjunto de patrones. Debe notarse que, a dife-
rencia de los algoritmos anteriores, este algoritmo tiene la particularidad de necesitar
conocer a priori el nu´mero k de clases existentes.
D.3 Ma´quina de Vectores de Soporte SVM
Los algoritmos SVM pertenecen a la familia de los clasificadores lineales. En estos
clasificadores tienen la caracter´ıstica de que, a priori, se conocen las clases a las que
pertenecen nuestros individuos, no se trata de una agrupacio´n por similitudes, sino que se
tiene las clases bien definidas [DHS01, Sch12].
Dado un conjunto de ejemplos de entrenamiento (muestras) se pueden etiquetar las
clases y entrenar una SVM para construir un modelo que prediga la clase de una nueva
muestra. Intuitivamente, una SVM es un modelo que representa a los puntos de muestra en
el espacio, separando las clases por un espacio lo ma´s amplio posible. Cuando las nuevas
muestras se ponen en correspondencia con dicho modelo, en funcio´n de su proximidad
pueden ser clasificadas a una u otra clase, dependiendo de la proximidad a cada una.
Ma´s formalmente, una SVM construye un hiperplano o conjunto de hiperplanos en
un espacio de dimensionalidad muy alta (o incluso infinita) que puede ser utilizado en
problemas de clasificacio´n o regresio´n. Una buena separacio´n entre las clases permitira´ una
clasificacio´n ma´s correcta.
Fue disen˜ada en principio para tratar problemas de clasificacio´n binarios (en dos gru-
pos), se trata de una ma´quina de aprendizaje que implementa la siguiente idea: cuando
no sea posible separar los datos en el espacio de entrada con un hiperplano lineal, tras-
ladar, mediante una aplicacio´n no lineal, los vectores de entrada a un nuevo espacio de
dimensio´n ma´s alta. En este nuevo espacio se construira´ una superficie de decisio´n lineal.
Las especiales propiedades que poseera´ esta superficie garantizara´n que la capacidad de
generalizacio´n de la ma´quina de aprendizaje sea alta. Aunque esta idea se empleo´ en los
primeros experimentos para datos que pod´ıan separarse sin errores, se puede extender
para el caso no separable con notable e´xito. La parte conceptual del problema la resol-
vio´ Vapnik para el caso de hiperplanos o´ptimos para clases separables. En este contexto,
Vapnik definio´ un hiperplano o´ptimo como una funcio´n de decisio´n lineal con el margen
de separacio´n ma´ximo entre los vectores de las dos clases. Se observo´ entonces que para
construir el hiperplano, uno so´lo deb´ıa tener en cuenta una cantidad pequen˜a de los datos
de entrenamiento, los llamados vectores soporte, quienes determinaban ese margen [CL].
El la Figura D.1 se puede observar (IRn → {+1,−1}) gra´ficamente.
Figura D.1: Representacio´n gra´fica de ma´quinas de soporte vectorial
Para tener una ma´quina bien adaptada, debe ser entrenada con datos que pertenezcan
a clases conocidas (datos de entrenamiento). Matema´ticamente:
Sea X, tal que:
X = {(x1, y1), ..., (xl, yl) : xi IRn, yi{−1,+1}} (D.2)
Suponiendo que es posible separar este conjunto de entrenamiento mediante un hiper-
plano lineal. Los puntos x que pertenecen al hiperplano satisfacen la ecuacio´n:
En D.2, xi son los puntos-dato e yi su etiqueta o clase (puede ser −1 o 1). La funcio´n
de decisio´n
fx : IRn → {−1, +1} (D.3)
Una forma sencilla e intuitiva para separar los datos-puntos en 2 clases de IR2 es la
construccio´n de una l´ınea recta de separacio´n y un plano de separacio´n en IR3. En el
espacio de dimensiones superiores se habla de hiperplanos.
Suponiendo que es posible separar este conjunto de entrenamiento mediante un hiper-
plano lineal. Los puntos x que pertenecen al hiperplano satisfacen la ecuacio´n:
w · x+ b = 0 (D.4)
donde w es un vector normal al hiperplano, y:
|b|
||w|| (D.5)
es la distancia perpendicular del hiperplano al origen (se toma || · || como la norma
eucl´ıdea). De entre todos los hiperplanos capaces de separar los datos, existe un u´nico
hiperplano o´ptimo, en el sentido de que es capaz de separar los puntos con el mayor
margen de separacio´n entre cada elemento del conjunto de entrenamiento y el hiperplano.
En este sentido, el algoritmo de aprendizaje disen˜ado por Vapnik y Chervonenkis, las
ma´quinas de soporte de vectores, resuelve el siguiente problema:





Sujeto a la condicio´n:
yi (wT · xi+ b) ≥ 1 ∀ i = 1, . . . , l (D.7)
Cuando se hallen w y b, la regla de clasificacio´n sera´, simplemente:
sign(wT · xi+ b) (D.8)
y el error de clasificacio´n cometido vendra´ dado por R:
ent(w, b) (D.9)
Por otro lado, aquellos puntos que verifican la igualdad en la inecuacio´n
yi (wT · xi+ b) ≥ 1 (D.10)
La eliminacio´n de los puntos que verifican D.7 cambiar´ıa la solucio´n que se encuentre,
son los que se llamara´ vectores soporte. Estos vectores, pertenecera´n a uno de los dos
posibles hiperplanos o´ptimos de separacio´n de los que se hablaba antes, representados
para los dos hiperplanos por las ecuaciones:
wt · xi+ b = 1 (D.11)
wt · xi+ b = −1 (D.12)
Si se trata de aplicar el algoritmo anterior a datos no separables, no se encontrara´ nin-
guna solucio´n factible, pues la funcio´n objetivo crece desmesuradamente. La formulacio´n
del problema, en este caso, ser´ıa:








Sujeto a la condicio´n:
wt · xi+ b ≥ −1− ξi y ξi > 0 ∀i = 1, . . . , l (D.14)
Donde C es un para´metro que el clasificador debera´ estimar.
Por u´ltimo, en el caso de la SVM no lineal, se proyectan las variables de entrada en
un espacio de dimensio´n mayor (normalmente de dimensio´n infinita) que aquel al que
pertenec´ıan dichas variables, y se aplica la SVM descrita anteriormente en este nuevo
espacio, conocido como espacio de caracter´ısticas. De este modo, la SVM no lineal es
capaz de clasificar con una probabilidad de error dada por R ent(w, b).Esa proyeccio´n se
realiza utilizando las funciones nu´cleo (kernel).
La funcio´n kernel realiza la separacio´n y traslado de las muestras al espacio de carac-
ter´ısticas. Es como un producto escalar gene´rico.
Las funciones kernel extienden la clase de funciones de decisio´n al caso no lineal. Se
mapean los datos del espacio de entrada X a un amplio espacio de caracter´ısticas X
mediante la funcio´n φ y resolviendo el problema de aprendizaje lineal en X:
φ : X → X (D.15)
La funcio´n real φ, no necesita ser conocida, es suficiente tener una funcio´n de kernel k
que calcule el producto interno en el espacio de caracter´ısticas.
K(x, y) = φ(x) · φ(y) (D.16)
El llamado “problema de seleccio´n de caracter´ısticas”, esto es, la seleccio´n de los fac-
tores o rasgos que permitan desechar aquellos elementos que se revelen como irrelevantes
para el estudio que se desea realizar, ha resultado ser de especial importancia en la mayor´ıa
de los problemas de aprendizaje supervisado.
Entre los distintos modos de tratar la seleccio´n de caracter´ısticas, el ma´s frecuente
es el siguiente: dado un conjunto de datos (x1, y1), . . . , (xl, yl), con x ∈ n, y yi ∈ {−1, 1}
extraer un subconjunto de m variables (m < n) que posean el error de clasificacio´n menor.
Matema´ticamente, la funcio´n kernel se define:
K(xi, xj) ≡ [φ(xi) · φ(xj)] (D.17)
Las funciones “kernel” ma´s comunes son:
• Lineal K (xi, xj) = (xi · xj)
• Tangente hiperbo´lica K (xi, xj) = tanh (kxi · xj + c) para algu´n k > 0 y c < 0
• Polinomial (homogeneo) K (xi, xj) = (xi · xj)d
• Polinomial(heteroge´neo) K (xi, xj) = (xi · xj + 1)d
• Gaussiana RBF K (xi, xj) = exp
(
−γ ‖xi − xj‖2
)
