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Abstract
Rayleigh monotonicity in Physics has a combinatorial interpretation. In this paper we give a combinatorial proof of the Rayleigh
formula using the Jacobi Identity and the all-minors matrix tree Theorem. Motivated by the fact that the edge set of each spanning
tree of G is a basis of the graphic matroid induced by G, we define the Rayleigh monotonicity of the generating polynomial for the
set of bases of a matroid and suggest a few related problems.
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1. Introduction
Rayleigh monotonicity originated from the Rayleigh theorem [11,17] in physics. A matroid is called a Rayleigh
matroid if its basis-generating polynomial satisfies Rayleigh monotonicity [9]. Rayleigh matroids have nice relations
to Probability and Random Graph Theory [13,14] as well as half-plane property [7,8,11]. There are many interesting
open problems which may reveal the connections between the above topics. Let G = (V, E) be a connected graph
with vertex set V and edge set E . Assign to every edge a ∈ E a weight xa and pick an edge e with end vertices u and
v. We use e to denote a connection of u, v to the poles of an electrical source. Suppose we drive 1 A of current across
e. The graph G can be viewed as an electrical network in which each edge a ∈ E is given the resistance, xa . The
conductance ya of a ∈ E is the reciprocal of the resistance xa . We denote the effective conductance of the network
between u, v by Yuv . The effective resistance between u, v is the reciprocal of the effective conductance Yuv .
In 1847 Kirchhoff showed that the effective conductance can be expressed as a combinatorial formula [15,17]
consisting of a ratio of generating functions of spanning trees. We define TG(x) by
∑
T xT , where the sum is over all
spanning trees T (⊆ E) of G and xT is the shorthand of ∏a∈T xa . The Kirchhoff’s formula is as follows:
Yuv(y) = TG(y)TG/e(y) , (1)
where G/e is the graph obtained from G by contracting the edge e and ya = 1/xa for any a ∈ E .
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The Rayleigh theorem says that increasing the resistance of any edge f in G does not decrease the effective
resistance [17]. It is equivalent to saying that for any edge f ,
∂
∂y f
Yuv(y) ≥ 0. (2)
Using (1), we can easily show that (2) is equivalent to
TG/e(y)TG/ f (y)− TG(y)T(G/e)/ f (y) ≥ 0. (3)
Note that any spanning tree T ′ of G/e can be obtained from a spanning tree T of G which contains the edge e by
contracting the edge e in the tree, i.e., T ′ = T/e. Hence we have xeTG/e(x) = ∑T xT , where the sum is over all
spanning trees of G that contain e. We use Te as shorthand of the sum xeTG/e. Likewise, we have xex f TG/e/ f (x) =∑
T xT, where the sum is over all spanning trees of G containing both e and f . We denote this sum by Te f .
Theorem 1 (Rayleigh Monotonicity). Let G be a connected graph and e, f be its edges. For any nonnegative
variables {xa : a ∈ E}, we have
TeT f − T Te f ≥ 0. (4)
In electrical network theory, it is known that the left side of the inequality (4) equals the following formula [3]:
xex f (C+e f − C−e f )2, (5)
which immediately shows the nonnegativity in (4).
In (5), the polynomials C+e f and C−e f are defined as follows: We give arbitrary directions to the edges e and f and
consider any spanning forest H with two trees such that both H ∪ e and H ∪ f make spanning trees. Then H ∪ {e, f }
makes a unique cycle C which contains e and f . When the directions e and f are consistent along C we say that H
has the positive sign. Otherwise, H has the negative sign. C+e f (x) is the sum of all xH such that H has a positive sign
and C−e f (x) is the sum of all xH with negative sign.
In this paper, we give a combinatorial proof of the Rayleigh formula for graphs, that is:
Theorem 2 ([3,6,10]). Let G = (V, E) be a connected graph. Then for any two edges e, f ∈ E, we have
Te(x)T f (x)− T (x)Te f (x) = xex f (C+e f (x)− C−e f (x))2. (6)
To prove (6), we need two identities, one of which is the all-minors matrix tree theorem, the other, the Jacobi Identity.
We introduce those identities in Section 2 before giving a detailed proof in the following section. Since spanning trees
of a graph G are the bases of the graphic matroid of G, we can define Rayleigh Monotonicity for the set of bases of a
matroid. Rayleigh matroids are a special kind of balanced matroids which Feder and Mihail introduced in 1992 [10,
13]. In Section 4, Rayleigh monotonicity for some collection of matroids and open problems will be discussed.
2. All-minors matrix tree theorem and Jacobi identity
Let A be an m × n matrix over a field F. Suppose that rows are indexed by the elements in Zm := {1, 2, . . . ,m}
and columns are indexed by the elements in Zn := {1, 2, . . . , n}. For W ⊆ Zm and U ⊆ Zn , let A[W,U ] denote
the submatrix of A obtained by taking the rows and columns indexed by the integers in W and U , respectively. We
define A(W,U ) by A[Zm \ W, Zm \ U ]. Similarly, A(W,U ] and A[W,U ) are A[Zm \ W,U ] and A[W,Zm \ U ],
respectively.
For any pair (S, T ) of subsets in a linearly ordered set, we define ε(S, T ) to be (−1)n(S,T ) where n(S, T ) =
|{(i, j) : i ∈ S, j ∈ T \ S, i > j}|. When |S| = |T | and pi : S → T is a bijection, {i, j} is called an inversion in pi if
i < j and pi(i) > pi( j). The sign ε(pi) of pi is defined by (−1)n(pi) where n(pi) is the number of inversions in pi .
Let G := (V, D) be a connected digraph with vertex set V := Zn . The arc set D is a set of some ordered pairs of
V . Suppose we give a weight xa(∈ C) to each arc a ∈ D. The weighted Laplacian matrix L(G) of G is the n × n
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matrix whose (i, j)th entry is defined as follows:
L i j :=

−
∑
xa if i 6= j and a = (i, j),∑
xa if i = j and a is incident with i,
0 otherwise.
(7)
The matrix tree theorem [5,12] says that any principal cofactor of L(H) of an undirected graph H is the sum of the
weights of all the spanning trees of H , i.e. TH (x). Chaiken [4] proved by combinatorial means the generalized matrix
tree theorem stated as follows:
Theorem 3 (All-Minors Matrix Tree Theorem [4,6]). Let G be a connected directed graph with vertex set V and arc
set D. For W,U ⊂ V with |W | = |U | = k, we have
det L(W,U ) = ε(W,U )ε(U, V )
∑
F
ε(pi∗)xF , (8)
where ε( · ) denotes the sign which we have defined above and the sum is over all spanning forests F such that
(1) F contains exactly k connected components all of which are trees.
(2) Each component of F contains exactly one vertex in U and exactly one vertex in W .
(3) Each arc in F is directed away from the vertex in U of the component containing the arc.
Any forest F in the sum defines a bijection pi∗ : W → U by pi∗( j) = i if and only if i and j are in the same tree
of F.
Given a square matrix A, we call A(W,U ) a principal minor of A when W = U . Besides principal minors, there
are various types of matrices [1] which can be derived from A using minors of A and we review some of them here.
Definition 4 (Lexicographic Order). Let V be a totally ordered set and let W := {a1, a2, . . . , an} and U := {b1, b2,
. . . , bn} be subsets of V such that ai < ai+1 and bi < bi+1 for i = 1, 2, . . . , n − 1. Then we say that W precedes U
in lexicographic order if for some k, 1 ≤ k ≤ n, a1 = b1, a2 = b2, . . . , ak−1 = bk−1 and ak < bk .
Definition 5 (Compound Matrix). Given an n×m matrix A and a positive integer k ≤ min{m, n}, we define a matrix
A(k) whose rows and columns are indexed by the k-subsets of Zn and Zm , respectively in lexicographic order. The
(W,U )-entry of A(k) is defined by det A[W,U ]. We call A(k) the kth compound matrix of A.
The entry of A(k) corresponding to the row indexed by S and the column indexed by T is therefore det A[S, T ].
Example 6. Let A be the 3× 4 matrix given as follows:
A :=
a11 a12 a13 a14a21 a22 a23 a24
a31 a32 a33 a34
 .
The second-compound matrix A(2) of A is a 3 × 6 matrix whose columns are indexed by all 2-element subsets of
{1, 2, 3, 4}, i.e., ({1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}) and whose rows are indexed by ({1, 2}, {1, 3}, {2, 3}). For
example, the ({2, 3}, {1, 4})-entry (or (3, 3)th entry) of A(2) is A[{2, 3}, {1, 4}], i.e.,∣∣∣∣a21 a24a31 a34
∣∣∣∣ .
Recall that the adjugate matrix adj A has as its (i, j)th entry the cofactor of the ( j, i)th entry in A.
Definition 7 (Adjugate Compound Matrix). Let A be a square matrix of order n×n. A matrix of the same order as A(k)
is called the kth adjugate compound of A, if its ( S, T )-entry is the corresponding signed cofactor, (−1)` det A(T, S),
where ` =∑i∈S i +∑ j∈T j . We denote the kth adjugate compound of A by adj(k)A.
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Example 8. In Example 6 consider a square matrix A′ which is obtained by removing the fourth column from A.
Then the ({2, 3}, {1, 3})-entry of adj(2)A′ is (−1)(2+3+1+3)a21 = −a21.
There exists a nice formula which shows a relation between the aforementioned matrices.
Theorem 9 (Jacobi Identity [1]).
(adj A)(k) = (det A)k−1adj(k)A.
In Section 3, we consider the Jacobi identity for k = 2 and compare an entry of (adj A)(2) to the corresponding
entry of the right-hand side in the identity. We then use the all-minors matrix tree theorem to interpret the entries of
each resulting matrix.
3. Rayleigh monotonicity of graphs
Let G := (V, E) be a connected undirected graph with no loops with n vertices and m edges. To apply the all-
minors matrix tree theorem, we construct a directed graph G ′ := (V, D) from G by giving each edge a in E two
opposite directions and denoting the directed arcs by a+ and a−, i.e., D := {a+, a− : a ∈ E}. Both e+ and e− are
given the same weight xe. Then the weighted symmetric Laplacian matrix L of G ′ is as follows:
L i j :=

−
∑
e
xe if i 6= j and the endpoints of e are i and j,∑
e
xe if i = j and i is an endpoint of e,
0 otherwise.
(9)
The all-minors matrix tree theorem implies the following analogous result for undirected graphs and symmetric
Laplacians.
Corollary 10. Let G := (V, E) be a connected undirected graph and let W,U ⊂ V and |W | = |U | = k.
det L(W,U ) = ε(W, V )ε(U, V )
∑
F
ε(pi∗)xF ,
where ε( · ) denotes the sign defined in Section 2. The sum is over all forests F such that
(1) F contains exactly k trees,
(2) Each tree in F contains exactly one vertex of U and exactly one vertex of W .
F defines a bijection pi∗ : U → W by pi∗(i) = j if and only if i and j are in the same tree of F.
Before we start the proof, we restate the main theorem:
Theorem 11 (Rayleigh Monotonicity Theorem [2]). Let G be a connected undirected graph. For any two edges e and
f of G we have
TeT f − T Te f = xex f (C+e f − C−e f )2. (10)
Hence, when all the variables {xa : a ∈ E} are nonnegative (or nonpositive), we have
TeT f − T Te f ≥ 0. (11)
Proof. There are three possible cases for the choice of e and f : the two edges may be disjoint, adjacent or parallel.
Case I First, we assume that e and f are labelled as e = {1, 3} and f = {2, 4}. Let us consider the Jacobi identity for
k = 2 for a square matrix M :
(adj M)(2) = |M | adj(2)M. (∗)
Recall that the matrix A(W,U ) denotes the submatrix of A obtained by removing the rows indexed by the elements
of W and columns indexed by the elements of U . For convenience, we will use A(w, u) instead of A({w}, {u}).
In (∗), we replace M by L(k, `), some minors of the weighted Laplacian matrix of G defined in (9).
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(1) Let M = L(1, 2).
Consider the (n − 1, n − 1)th entry of (adj M)(2) in (∗). Since the rows and columns are indexed in lexicographic
order, the (n − 1)th row and column are both labelled as {2, 3}. Hence the (n − 1, n − 1)th entry of the left-hand
side of the Jacobi identity (∗) is∣∣∣∣ M(2, 2) −M(3, 2)−M(2, 3) M(3, 3)
∣∣∣∣ = ∣∣∣∣|L({1, 3}, {2, 3})| |L({1, 4}, {2, 3})||L({1, 3}, {2, 4})| |L({1, 4}, {2, 4})|
∣∣∣∣ . (12)
The corresponding entry on the right-hand side of (∗) is
|M | |M({2, 3}, {2, 3})| = |L(1, 2)| |L({1, 3, 4}, {2, 3, 4})|. (13)
Hence, by combining (12) and (13), we have
|L({1, 3}, {2, 3})||L({1, 4}, {2, 4})| − |L({1, 4}, {2, 3})||L({1, 3}, {2, 4})|
= |L(1, 2)| |L({1, 3, 4}, {2, 3, 4})|. (14)
(2) This time, let M = L(2, 3) and consider the (2, 2)th entry of (∗).
Then we get,
|L({1, 2}, {1, 3})||L({2, 4}, {3, 4})| − |L({2, 4}, {1, 3})||L({1, 2}, {3, 4})|
= |L(2, 3)| |L({1, 2, 4}, {1, 3, 4})|. (15)
(3) When M = L(3, 4), from the (1, 1)th entry of the Jacobi Identity, we get
|L({1, 3}, {1, 4})||L({2, 3}, {2, 4})| − |L({2, 3}, {1, 4})||L({1, 3}, {2, 4})|
= |L(3, 4)| |L({1, 2, 3}, {1, 2, 4})|. (16)
(4) When M = L(4, 1), by considering the (1, n − 1)th entry, we have
|L({2, 4}, {1, 2})||L({3, 4}, {1, 3})| − |L({3, 4}, {1, 2})||L({2, 4}, {1, 3})|
= |L(4, 1)| |L({2, 3, 4}, {1, 2, 3})|. (17)
Before applying Corollary 10, let us define the notations for some generating polynomials. Let Fa1a2···am |b1b2···b`
denote
∑
F x
F where the sum is over all forests F with two trees such that the vertices {a1, a2, . . . , am} are contained
in one tree and the vertices {b1, b2, . . . , b`} are contained in the other tree. The generating polynomial of the forests
with three trees, Fa1a2···am |b1b2···b`|c1c2···ck , is defined similarly. From now on we denote L({a1, a2}, {a3, a4}) simply
by La1a2|a3a4 .
By Corollary 10, we have:
|L13|23| = ε({1, 3}, V )ε({2, 3}, V )
∑
F
ε(pi∗)xF
= (−1)(+1)F12|3
= −F12|3,
where pi∗ : {1, 3} → {2, 3} defined by pi∗(1) = 2 and pi∗(3) = 3 and hence there is no inversion;
|L14|24| = ε({1, 4}, V )ε({2, 4}, V )
∑
F
ε(pi∗)xF
= (+1)(−1)F12|4
= −F12|4,
where pi∗(1) = 2 and pi∗(4) = 4;
|L14|23| = ε({1, 4}, V )ε({2, 3}, V )
∑
F
ε(pi∗)xF
= (+1)(+1)(ε(pi∗1 )F12|34 + ε(pi∗2 )F13|24)
= F12|34 − F13|24,
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Fig. 1. T = T1 ∪ T2 ∪ T3 ∪ {e, f }.
where pi∗1 (1) = 2, pi∗1 (4) = 3 and pi∗2 (1) = 3, pi∗2 (4) = 2 and hence pi∗1 has no inversion and {1, 4} is an inversion of
pi∗2 ;
and we have
|L13|24| = ε({1, 3}, V )ε({2, 4}, V )
∑
F
ε(pi)xF
= (−1)(−1)(F12|34 − F14|23)
= F12|34 − F14|23.
Hence we have the following formula as the left-hand side of Eq. (14):
|L13|23||L14|24| − |L14|23||L13|24| = F12|3F12|4 − (F12|34 − F13|24)(F12|34 − F14|23). (18)
Likewise, by applying Corollary 10 to the right-hand side of Eq. (14), we get
|L1|2||L134|234| = (−T )(ε({1, 3, 4}, V )ε({2, 3, 4}), V )
∑
F
ε(pi)xF
= (−T )(+1)(−1)F12|3|4
= T F12|3|4. (19)
Therefore, we have the following interpretation of (14) from (18) and (19):
F12|3F12|4 − (F12|34 − F13|24)(F12|34 − F14|23) = T F12|3|4. (14′ )
Similarly, we get the following three equations:
F1|23F23|4 − (F12|34 − F14|23)(F13|24 − F14|23) = T F23|1|4. (15′ )
F34|1F34|2 − (F12|34 − F13|24)(F12|34 − F14|23) = T F1|2|34. (16′ )
F14|2F14|3 − (F13|24 − F14|23)(F12|34 − F14|23) = T F14|2|3. (17′ )
Add the four equations, (14
′
), (15
′
), (16
′
) and (17
′
) and multiply both sides of the resulting equation by xex f . Let us
call this equation by (R). Then the right side of the equation is,
T (F12|3|4 + F23|1|4 + F1|2|34 + F14|2|3)xex f . (20)
For T ∈ Te f , T \ e \ f has three components. Hence two of {1, 2, 3, 4} must be in the same component. However, 1
and 3 are in different components and so are 2 and 4. Therefore, as is illustrated in Fig. 1, xex f (F12|3|4 + F23|1|4 +
F1|2|34 + F14|2|4) is the generating polynomial of the set of all spanning trees which contain both e and f . So (20) is
simplified to
T Te f . (21)
Then, the left-hand side of the equation is as follows:
xex f {F12|3F12|4 + F1|23F23|4 + F34|1F34|2 + F14|2F14|3 − 2(F12|34 − F14|23)(F13|24 − F14|23)
− 2(F12|34 − F13|24)(F12|34 − F14|23)}. (22)
For {`,m, p, q} = {1, 2, 3, 4} we replace Fmp|q by F`mp|q + Fmp|`q . Let us denote F12|34 by X , F14|23 by Y and
F13|24 by Z . Then the above formula is expressed as follows:
xex f [(F3|124 + X )(F4|123 + X )+ (F1|234 + Y)(F4|123 + Y)+ (F1|234 + X )(F2|134 + X )
+ (F2|134 + Y)(F3|124 + Y)− 2(X − Y)(Z − Y)− 2(X − Z)(X − Y)]
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Fig. 2. Te = T1 ∪ T2 ∪ {e}.
Fig. 3. T = T1 ∪ T2 ∪ { f }.
= xex f [(F3|124 + X )(F4|123 + X )− (X − Z)(X − Y)+ (F1|234 + Y)(F4|123 + Y)− (X − Y)(Z − Y)
+ (F1|234 + X )(F2|134 + X )− (X − Z)(X − Y)+ (F2|134 + Y)(F3|124 + Y)− (X − Y)(Z − Y)]
= xex f [{X 2 + (F3|124 + F4|123)X + F3|124F4|123 − X 2 + (Z + Y)X − ZY}
+ {Y2 + (F1|234 + F4|123)Y + F1|234F4|123 − Y2 + (Z + X )Y − ZX }
+ {X 2 + (F1|234 + F2|134)X + F1|234F2|134 − X 2 + (Y + Z)X − YZ}
+ {Y2 + (F2|134 + F3|124)Y + F2|134F3|124 − Y2 + (Z + X )Y − ZX }]
= xex f {(2X 2 + 2Y2)+ (X + Y)(F1|234 + F2|134 + F3|124 + F4|123)
+F1|234F2|134 + F2|134F3|124 + F3|124F4|123 + F4|123F1|234
− 2X 2 + 4XY − 2Y2 + 2Z(X + Y)− 2Z(X + Y)}
= xex f {(X + Y)2 + (X − Y)2 + (X + Y)(F1|234 + F2|134 + F3|124 + F4|123)
+ (F1|234 + F3|124)(F2|134 + F4|123)− 2(X − Y)2}.
By rearranging the formula, we get
xex f [(X + Y)2 + (X + Y){(F1|234 + F3|124)+ (F2|134 + F4|123)}
+ (F1|234 + F3|124)(F2|134 + F4|123)− (X − Y)2]
= xex f [{(X + Y)+ (F1|234 + F3|124)}{(X + Y)+ (F2|134 + F4|123)} − (X − Y)2]. (23)
Let Te be a spanning tree which contains e = {1, 3}. If we delete e from Te, we get a forest with two trees, one
containing the vertex 1, and the other containing 3. As is seen in Fig. 2, there are four possible ways of the distribution
of {2, 4}. Hence, we have
Te = xe(F3|124 + F1|234 + F12|34 + F14|23)
= xe(F3|124 + F1|234 + X + Y). (24)
In the same way from Fig. 3, we have
T f = x f (F4|123 + F2|134 + F12|34 + F14|23)
= x f (F4|123 + F2|134 + X + Y). (25)
Moreover, by the definition of Ce f ,
(X − Y)2 = (F12|34 − F14|23)2 = (C+e f − C−e f )2. (26)
Hence by (24)–(26), the formula (23) can be expressed as
TeT f − xex f (C+e f − C−e f )2. (27)
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Together with (21), (27) implies the following equation.
TeT f − xex f (C+e f − C−e f )2 = T Te f .
Therefore, we have proved
TeT f − T Te f = xex f (C+e f − C−e f )2.
Case II Let e and f be adjacent edges.
Let e = {1, 2} and f = {1, 3} be two edges in G. We set M to be L(1, 1) and apply the Jacobi identity (∗). The
(1, 1)th entry on the left side of (∗) is∣∣∣∣ M(1, 1) −M(2, 1)−M(1, 2) M(2, 2)
∣∣∣∣ = ∣∣∣∣ |L({1, 2}, {1, 2})| −|L({1, 3}, {1, 2})|−|L({1, 2}, {1, 3})| |L({1, 3}, {1, 3})|
∣∣∣∣ . (28)
The right side of (∗) is
|M | |M({1, 2}, {1, 2})| = |L(1, 1)| |L({1, 2, 3}, {1, 2, 3})|. (29)
Interpreting each determinant in Eq. (28) by all-minors matrix tree theorem, we get the following:
|L({1, 2}, {1, 2})| = F1|2 (30)
|L({1, 3}, {1, 3})| = F1|3 (31)
|L({1, 3}, {1, 2})| = −F1|23 (32)
|L({1, 2}, {1, 3})| = −F1|23. (33)
Therefore, (28) is equal to
F1|2F1|3 − F1|232. (34)
The two factors in Eq. (29) can be expressed as follows
|L(1, 1)| = T (35)
|L({1, 2, 3}, {1, 2, 3})| = F1|2|3. (36)
Now we multiply both (28) and (29) by xex f . Let (R′) be the resulting equation. Then the left-hand side of (R′) is
(xeF1|2)(x fF1|3)− xex f (F1|23)2 = TeT f − xex f (C+e f − C−e f )2. (37)
Note that in this case, we have either C+e f = 0 or C−e f = 0.
Then the right-hand side of (R′) is
T (xex fF1|2|3) = T Te f . (38)
Therefore from Eqs. (37) and (38), we get
TeT f − xex f (C+e f − C−e f )2 = T Te f , (39)
and the theorem follows.
Case III Now we only need to show the theorem for parallel edges e and f . Since e and f are parallel, N ∪ e is a
spanning tree if and only if N ∪ f is a spanning tree. Hence, Te/xe = T f /x f and Te f = 0. Moreover, this implies that
Te/xe = Ce f . Since e and f alone make a cycle, we also have either C+e f = 0 or C−e f = 0. Therefore, we have
TeT f − T Te f = (xeCe f )(x f Ce f )− 0
= xex f Ce f 2
= xex f (C+e f − C−e f )2. (40)
Therefore we covered all the three cases and the proof is complete. 
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4. Rayleigh matroids
Matroids were defined by Whitney as abstractions of graphs and matrices [19]. In short, a matroid is defined by a
finite set E and a collection of its subsets B satisfying the following conditions [16,18]:
(1) B 6= ∅.
(2) If B1, B2 ∈ B and e ∈ B1 \ B2, then there exists f ∈ B2 \ B1 such that B1 \ e ∪ f ∈ B.
The elements in B are called the bases of the matroid M := (E,B). We define a polynomial P(B; x) by the
sum
∑
B∈B xB and call it the basis-generating polynomial for M. We say that M is a Rayleigh matroid if its basis-
generating polynomial P(B; x) satisfies the Rayleigh monotonicity, i.e., for any e, f ∈ E ,
Pe P f − P Pe f ≥ 0,
where P is shorthand for P(B; x) and Pe is defined as the sum ∑B xB over all bases B which contain e. (P f , Pe f are
defined analogously.) For a connected graph G = (V, E), if we let B be the collection of all edge sets of spanning
trees, then (E,B) is the well-known graphic matroid and Theorem 11 implies that it is a Rayleigh matroid. Besides
graphic matroids, the class of Rayleigh matroids includes regular matroids, 6
√
1-matroids, uniform matroids and some
matching matroids [9,11].
In the joint paper with Wagner [10], we showed that all the half-plane property matroids [7,8] are Rayleigh and
that Rayleigh matroids are balanced matroids [13]. Hence, one natural question that might be asked is:
Question 12. Are there any other classes of matroids with Rayleigh Monotonicity? What kind of proof can be used?
Given a connected undirected graph G, let T f be the spanning tree generating polynomial of G \ e. Te f and Te f
are defined in the same way as Te f . Let Be f , Be f , Be f , and Be f be the subsets of the set of all spanning trees of G
which correspond to the polynomials Te f , Te f , Te f , and Te f . Let the set system on E , D+e f and D−e f correspond to
Ce f + and Ce f −, respectively.
Question 13. Can we find a bijection from (Be f × Be f ) ∪ (D+e f × D−e f ) ∪ (D−e f × D+e f ) to (Be f × Be f ) ∪ (D+e f ×
D+e f ) ∪ (D−e f ×D−e f ) such that the Rayleigh monotonicity property can be shown directly from it?
There also exist set systems which are not the sets of bases of matroids but satisfy Rayleigh monotonicity. Then,
Question 14. What are the necessary conditions for a set system to have Rayleigh Monotonicity?
Acknowledgement
This paper is supported by Com2MaC-KOSEF.
References
[1] A.C. Aitken, Determinants and Matrices, Oliver and Boyd, Edinburgh, 1956.
[2] N. Balabanian, T.A. Bickart, Electrical Network Theory, John Wiley & Sons, Inc., 1969.
[3] R.L. Brooks, C.A.B. Smith, A.H. Stone, W.T. Tutte, The dissection of rectangles into squares, Duke Math. J. 7 (1940) 312–340.
[4] S. Chaiken, A combinatorial proof of the all minors matrix tree theorem, SIAM J. Alg. Disc. Math. 31 (1983) 319–329.
[5] S. Chaiken, D.J. Kleitman, Matrix tree theorems, J. Combin. Theory Ser. A 24 (1978) 377–381.
[6] W.-K. Chen, Applied Graph Theory-Graphs and Electrical Networks, North Holland Publishing Company, 1976.
[7] Y.B. Choe, J.G. Oxley, A.D. Sokal, D.G. Wagner, Homogeneous multivariate polynomials with the half-plane property, Adv. Appl. Math.
32 (2004) 88–187.
[8] Y.B. Choe, Polynomials with the half-plane property and the support theorems, J. Combin. Theory Ser. B 94 (2005) 117–145.
[9] Y.B. Choe, 6
√
1-matroids are Rayleigh (in preparation).
[10] Y.B. Choe, D.G. Wagner, Rayleigh matroids, Combin. Probab. Comput. 15 (2003) 765–781.
[11] Y.B. Choe, Polynomials with the half-plane property and Rayleigh Monotonicity, Ph.D. Thesis, University of Waterloo.
[12] D.M. Cvetkovic, M. Doob, H. Sachs, Spectra of Graphs, Academic Press, New York, 1980.
[13] T. Feder, M. Mihail, Balanced matroids, in: Proceedings of the 24th Annual ACM, STOC, Victoria, British Columbia, ACM Press, New York,
1992, pp. 26–38.
Y. Choe / Discrete Mathematics 308 (2008) 5944–5953 5953
[14] G. Grimmet, S. Winkler, Negative association in uniform forests and connected graphs, Random Structures Algorithms 24 (2004) 444–460.
[15] G. Kirchhoff, On the solution of the equation obtained from the investigation of the linear distribution of galvanic currents, IRE Trans. Circuit
Theory 5 (1958) 4–7.
[16] J.G. Oxley, Matroid Theory, Oxford University Press, New York, 1992.
[17] D.G. Wagner, Physical Graph Theory, CO739 Lecture Notes, University of Waterloo, 2003.
[18] D.J.A. Welsh, Matroid Theory, Academic Press, London, 1976.
[19] H. Whitney, On the abstract properties of linear dependence, Amer. J. Math. 57 (1935) 509–533.
