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We report a transition from a homogeneous steady state (HSS) to inhomogeneous steady states
(IHSSs) in a network of globally coupled identical oscillators. We perturb a synchronized population
of oscillators in the network with a few local negative or repulsive mean field links. The whole
population splits into two clusters for a certain number of repulsive mean field links and a range
of coupling strength. For further increase of the strength of interaction these clusters collapse into
a HSS followed by a transition to IHSSs where all the oscillators populate either of the two stable
steady states. We analytically determine the origin of HSS and its transition to IHSS in relation
to the number of repulsive mean-field links and the strength of interaction using a reductionism
approach to the model network. We verify the results with numerical examples of the paradigmatic
Landau-Stuart limit cycle system and the chaotic Rssler oscillator as dynamical nodes. During the
transition from HSS to IHSSs, the network follows the Turing type symmetry breaking pitchfork or
transcritical bifurcation depending upon the system dynamics.
PACS numbers:
Quenching of oscillation by coupling
of oscillators is a well known fact; it
has two different manifestations, HSS
or amplitude death (AD) and IHSSs
or oscillation death (OD). It is re-
cently reported that a transition from
a HSS to IHSSs in two diffusively os-
cillatory units occurs via the Turing
type pitchfork bifurcation, in a similar
fashion, as noted in a spatio-temporal
medium. It attracted attention of many
researchers in recent time. However,
most of the previous works deals with
Landau-Stuart limit cycle systems. We
extend the premises of the phenomenon
of transition from HSS to IHSS to a net-
work of oscillators, and furthermore use
both limit cycle and chaotic systems.
In a synchronized network of globally
coupled oscillators, the HSS emerges
due to additional repulsive interaction
or link as it may arise with time due
to an evolving fault or defect and in-
curs a transition to IHSSs due to the
increasing number of repulsive links as
a process of spreading of the fault in the
network. We explore analytically and
numerically as well the regions of HSS
and IHSS and demarcate their bound-
aries in a parameter space of coupling
strength and number of repulsive links
and, the bifurcation processes during
these transitions.
I. INTRODUCTION
An emergent and intriguing phenomenon in coupled
nonlinear dynamical systems is the oscillation quenching
[1, 2] due to coupling interaction. This suppression of
oscillation was first observed as an effect of a large pa-
rameter mismatch in diffusively coupled oscillators [3, 4]
whereas Reddy et al [5] later observed this in identical
oscillators with time-delayed interactions. Such a cessa-
tion of oscillation in dynamical systems was also found
to appear for different other forms of coupling, namely,
dynamic coupling [6], conjugate coupling [7], and for in-
troducing a damping effect by the environment [8] or a
repulsive mean field interaction [9, 27].
There are two distinct manifestations of the quench-
ing effect, namely, amplitude death (AD) and oscillation
death (OD) which are distinguished [2] by their dynam-
ical properties. Amplitude death (AD) appears in a cou-
pled system via the reverse Hopf bifurcation (HB) [10]
and induces a homogeneous behavior in a coupled system
when all the oscillators populate a stable homogeneous
steady state (HSS) [2, 11]. In the OD state, the cou-
pled systems form at least two groups when each group
populates different stable steady states known as stable
inhomogeneous steady states (IHSS) [12–14]. More re-
cently, the borderline between the AD and the OD has
been exemplified [9, 11, 15, 16] by showing a transition
from a HSS (AD) to the IHSSs (OD) by a symmetry-
breaking instability in two coupled oscillators. Such a
transition was originally introduced by Turing in a sem-
inal paper [17] where he explained the origin of stable
patterns in a homogeneous medium due to a growing in-
stability created by a symmetry-breaking diffusion pro-
cess intrinsic to the system. Koseska et al [11] exte nded
this fundamental process of transition from HSS (AD) to
IHSS (OD) via the Turing type symmetry breaking pitch-
fork (PF) bifurcation to a simple model of two diffusively
2coupled limit cycle Landau-Stuart (LS) system [11] with
a parameter mismatch. Subsequently, this transition was
reported [16] in two LS systems for different other types
of diffusive coupling. In another context, Hens et al [9]
reported this transition in two diffusively coupled syn-
chronized oscillators, both limit cycle and chaotic, for
additional repulsive mean-field interaction.
We attempt here to extend the previous results [9, 27]
to a network of oscillators and to explore the origin of
AD and its transition to OD in a network of oscillators.
We probe a natural question if an instability arises in
a synchronized network of oscillators due to an evolving
repulsive interaction, how the AD may originate and if
it transits to the OD states? A direct transition from
oscillatory to either AD or OD was reported [4, 12, 18–
21] in networks of oscillators, however, a transition from
AD to OD was not explored in networks of oscillators
so far, until recently, this issue has been discussed briefly
[15] in a network of LS systems. Exploring the possibility
of this transition is especially important in relation to
testing robustness of the AD or HSS, in real systems,
such as a cell signaling network [22] under perturbation.
A growth of inhibitory links may destabilize the HSS to
transit to IHSS. It is a deeper question of understanding
the dynamics of a network how it is affected by repulsive
interactions that may originate with time as a disease
in a biological network [22], a fault in a synchronized
power grid [23], an awareness campaign for arresting a
spreading epidemics [25]. It is not an easy task to develop
an understanding of this behavior in such networks of
complex topologies.
In this paper, instead we consider a simpler network
of globally coupled identical oscillators, limit cycle and
chaotic. We first establish a synchrony of the network
and then perturb it by adding a repulsive mean-field link
(Np) between any two oscillators. We continue to add on
the repulsive links to the other nodes and search for when
the AD originates and transits to possible OD states. We
mention that a repulsive mean-field coupling either in a
global linear form [24] or a local nonlinear form [22] was
used earlier in realistic models. In our network model, we
consider the linear repulsive mean-field links that spread
into the local nodes only. We have tested earlier [9] that
AD emerges in a globally coupled network for additional
repulsive links but fewer than the total number of nodes.
However, the transition from AD to OD was not inves-
tigated there. We are now able to find the AD to OD
transition which we demonstrate here using both analyt-
ical and numerical techniques.
II. TRANSITION IN GLOBAL NETWORK OF
LIMIT CYCLE OSCILLATORS
We start with the globally coupled network separated
into two groups: a group of unperturbed nodes and a
group of perturbed nodes by the repulsive links. The
first population with attractive diffusive coupling is,
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FIG. 1: (Color online) AD and OD in globally coupled net-
work of LS oscillators (N = 20, Np = 11). A bifurcation
diagram plot in upper panel (extrema of x1,2 with coupling
strength ǫ) using MATCONT software [26], shows AD in gray
line and OD in dark lines (brown and green lines). Lower
panel plots r1 (blue line) and r2 (red line) with ǫ for ω = 3.0.
X˙l = f(Xl ) +
ǫ
N
Γ1
N∑
j=1
(Xj −Xl ). (1)
where f : Rm → Rm, Γ1 is a m×m matrix that includes
the variables of the diffusive coupling and l = p+1, ..., N .
The second population with perturbed nodes is described
by,
X˙k = f(Xk) +
ǫ
N
Γ1
N∑
j=1
(Xj −Xk)− ǫΓ2(Xk +X
∗.) (2)
where Γ2 is a m×m matrix that includes the variables of
the repulsive coupling; k = 1, 2, ..., p is the node number
and X∗ represents any node of the first population. The
ǫΓ2(Xk +X
∗) represents the additional repulsive link for
a positive ǫ. As example, we consider the LS system
representing the dynamics of each node of the network.
Two groups of LS oscillators are written as,
x˙l = [1− (x
2
l + y
2
l )]xl − ωyl +
ǫ
N
N∑
j=1
(xj − xl ), (3)
y˙l = [1− (x
2
l
+ y2
l
)]yl + ωxl ,
and
x˙k = [1− (x
2
k + y
2
k)]xk − ωyk +
ǫ
N
N∑
j=1
(xj − xk), (4)
y˙k = [1− (x
2
k + y
2
k)]yk + ωxk − ǫ(yk + yN ).
The attractive global coupling is applied through the x-
variable while the repulsive link is applied via the y-
variable. The network is divided into p− and q− sub-
populations such that p number of oscillators are con-
nected by repulsive links in addition to the global attrac-
tive coupling and q = N−p number of oscillators are not
perturbed by any repulsive link. Now consider a smaller
3network of identical LS oscillators of N = 20 (natural
frequency ω = 3.0) and add Np = 11 repulsive links and,
assume a symmetric coupling, ǫ1 = ǫ2 = ǫ for further
reduction of complexity. We make a bifurcation analysis
using the MATCONT software [26] as well as the numer-
ical simulations which are shown in Figs. 1(a) and (b)
respectively. Figure 1(a) shows the onset of AD via HB
at ǫ = 2 when a stable limit cycle (LC) in solid black line
becomes a stable HSS at equilibrium origin (gray line).
The AD transits to OD at a larger coupling (ǫ = 5.2) via
the PF bifurcation as usually found [2] in two diffusively
coupled LS oscillators with a mismatch, which gives rise
to two stable branches of the OD (online brown and green
line) and a coexisting unstable equilibrium origin (gray
dashed line). For further characterization of the AD and
OD regimes, we define two order parameters, r1 and r2,
r1 =
1
N
N∑
i=1
|max(xi(t)) −min(xi(t))|.
and
r2 =
1
N
N∑
i=1
<
√
((xi(t)− x1(t))2 + (yi(t)− y1(t)2)2 > .
where < · > denotes the time average over all the nodes
of the network. We make a look-up table for characteri-
zation of the LC, AD and OD states explicitly by the r1
and r2 measures plotted in Fig. 1(b),
LC HSS IHSS
r1 6= 0 0 0
r2 6= 0 0 6= 0
Figure 1(b) confirms the AD and OD regimes with vary-
ing coupling strengths ǫ. r1 → 0 for a critical coupling
ǫ >= 2.0 that marks the onset of AD and it remains
zero for larger ǫ values. The r2 measures the average dis-
tance of all the nodes in the network from the first node
(i = 1), and signifies an AD (HSS) for 2 < ǫ < 5.2. For
ǫ > 5.2, the OD (IHSS) sets in the network when only
r2 6= 0. Figures 2(a), 2(c) and 2(e) show the superim-
posed time-series of xi of all the nodes (N = 20) of the
network for three different coupling strengths where dis-
tinctly different dynamical regimes are identified. Figure
2(a) for ǫ = 1.8 shows that all the nodes are oscillatory
but synchronized to form two clusters of dynamical units
in an out-of-phase mode. For a larger ǫ = 4.0, all the
nodes converge to a single cluster state basically indicat-
ing a stable HSS in Fig. 2(c), while two stable HSS states
arrive at ǫ = 6.0 as shown in Fig. 2(e). Figures 2(b), 2(d)
and 2(f) plot the respective spatio-temporal evolution of
all the N = 20 nodes, which reconfirm the signatures of
the panels at immediate left: two oscillatory clusters in
Fig. 2(b), single HSS in Fig. 2(d) and two IHSSs in Fig.
2(f).
Noteworthy that we start with a globally synchro-
nized coupled network where the synchronization mani-
fold is given by x1 = x2 = ... = xN for a certain threshold
FIG. 2: (Color online) Network of LS oscillators (N=20, Np =
11). Superimposed time series of xi of all (i=20) nodes at left
column, (a) two clustered states in out-of-phase oscillatory
mode for ǫ = 1.8, (b) one HSS line for ǫ = 4.0 and (c) two
IHSS lines for ǫ = 6.0. Time-series xi for all the nodes in
spatio-temporal plots in (d), (e) and (f) at right column that
corroborates their immediate left plots.
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FIG. 3: Phase diagram in ǫ − p plane of the reduced model
of the network of LS units (N = 200, ω = 3.0). For different
values of p, k = 1, 2, . . . , p and l = p + 1, p+ 2, . . . , N . Limit
cycle (LC), AD and OD regions are delineated. The gray, light
gray (cyan) and black (red) regions denote the LC, AD and
OD states respectively. Black circles and triangles represent
AD and OD respectively as obtained from a direct numerical
simulation of the full model with N = 200. Numerical results
perfectly matches with the boundaries of LC to AD and the
AD to OD transitions.
of ǫ. A fraction (say, p oscillators) of the total popula-
tion is then perturbed by the additional repulsive mean-
field links which splits the synchronized network into
two populations (two oscillatory clusters) in an out-of-
phase mode. More explicitly, we can express this splitting
by two out-of-phase manifolds, x1 = x2 = · · · = xp; and
4xp+1 = xp+2 = · · · = xN where q = N − p. We make
an assumption here that a repulsive mean field link does
not connect two oscillators from the same population.
Hence, one can easily reduce the eqs. (3) and (4) to rep-
resent two populations of oscillators by their dynamical
variables (X1,2, Y1,2),
X˙2 = [1− (X
2
2 + Y
2
2 )]X2 − ωY2 +
pǫ
N
(X1 −X2), (5)
Y˙2 = [1− (X
2
2 + Y
2
2 )]Y2 + ωX2,
X˙1 = [1− (X
2
1 + Y
2
1 )]X1 − ωY1 +
qǫ
N
(X2 −X1), (6)
Y˙1 = [1− (X
2
1 + Y
2
1 )]Y1 + ωX1 − ǫ(Y1 + Y2).
The reduced system has a trivial equilibrium origin. The
stability of the origin is determined by the Jacobian J of
the reduced model,
J =


pǫ
N
0 1− pǫ
N
−ω
0 0 ω 1
1− qǫ
N
−ω qǫ
N
0
ω 1− ǫ 0 −ǫ


We make an eigenvalue analysis of the J using the MAT-
LAB tool and plot a phase diagram in the ǫ− p plane in
Fig. 3. Regimes of LC, AD and OD are clearly delineated
by white, gray (cyan online) and dark gray (red online)
regions with clear boundary lines. In the LC region, the
origin is unstable and two pairs of complex conjugate
eigenvalues exist with positive real part. A negative sign
change of the largest real part of the complex conjugate
eigenvalue across the LC to AD boundary line, indicates a
transition to the AD regime via HB: a stabilization of the
equilibrium origin. On the other hand, a pure real pos-
itive eigenvalue appears across the AD to OD boundary
where the stable origin becomes unstable. We note that
we have already identified the origin of two new stable
equilibrium points at this boundary. Each of the vertical
dashed lines shows a transition from LC to OD via an
intermediate AD for increasing ǫ values and a fixed num-
ber of repulsive links. If the repulsive links are smaller
than p = 100 for our example network of N = 200, no
transition to OD is possible and it is clearly understood
when we look at the meeting point of the LC, AD and OD
boundaries for ǫ = 10, p = 100. We have checked that
this is valid for larger N values. At least Np = p = N/2
repulsive links are necessary to induce a transition from
LC to OD state via AD or a direct transition to OD state.
This information guides us to start with Np = N/2 re-
pulsive links to draw the bifurcation diagram in Fig. 1.
However, the AD can appear for lower coupling strength
and lower number of repulsive links, which we have re-
ported earlier [9]. We verify the analytical results by
simulating the full model with N=200 units of coupled
(both attractive and repulsive links) LS oscillators and
denote the onset of AD by black circles and OD by black
triangles which exactly fall on the respective borderlines.
They are determined by using the two order parameters
(r1, r2).
III. NETWORK OF CHAOTIC OSCILLATORS
We extend our observation on AD-OD transition to a
network of chaotic Ro¨ssler oscillators. We separate all the
globally coupled Ro¨ssler oscillators once again into two
sub-populations, one perturbed by repulsive links and
another unperturbed,
x˙l = −yl − zl +
ǫ
N
N∑
j=1
(xj − xl ), (7)
y˙l = xl + ayl ,
z˙l = bxl + zl(xl − c).
and
x˙k = −yk − zk +
ǫ
N
N∑
j=1
(xj − xk ), (8)
y˙k = xk + ayk − ǫ(yk + yN),
z˙k = bxk + zk (xk − c).
where k = 1, 2....p and l = p + 1, p + 2....N . To investi-
gate the origin of AD and its transition to OD, we first
take a network of N = 10 and Nl = 6. We perform
the bifurcation analysis of the coupled network using the
MATCONT. The bifurcation diagram in Fig. 4 shows
that for very low ǫ, network displays a chaotic dynamics.
As ǫ value is increased, quasiperiodic solutions appear fol-
lowed by the AD/HSS state via inverse HB at ǫ = 0.27.
AD/HSS state observed in the range 0.27 ≤ ǫ ≤ 1.52 and
it transits to OD (two stable steady states x1 in black line
and x7 in green line) via transcritical bifurcation (TB)
at ǫ = 1.52. The mechanism process of transition from
AD to OD is thus found different from PF bifurcation,
however, similar to the process reported earlier [27] for
two chaotic oscillators. Now we verify the results, once
again, using numerical simulation of a network of Ro¨ssler
oscillators of size N = 10 and Np = 6 that two synchro-
nized clusters in out-of-phase mode, indeed, appear for
this system too before the transition to the AD state.
Once confirmed about this 2-cluster effect, we can use a
reduced system of the large network of Ro¨ssler oscillators
where we introduce the variable X1,2, Y1,2 and Z1,2,
X˙2 = −Y2 − Z2 +
pǫ
N
(X1 −X2), (9)
Y˙2 = X2 + aY2,
Z˙2 = bX2 + Z2(X2 − c),
X˙1 = −Y1 − Z1 +
qǫ
N
(X2 −X1), (10)
Y˙1 = X1 + aY1 − ǫ(Y1 + Y2),
Z˙1 = bX1 + Z1(X1 − c).
The attractive coupling is applied via the x−variable
and the repulsive interaction is introduced in the
y−variable. A phase diagram (Fig. 5) is constructed
using eigenvalue analysis of the reduced system of the
5FIG. 4: Globally coupled network of Ro¨ssler oscillators (N =
10, Np = 6) with k = 1, 2, . . . , 6 and l = 7, 8, 9, 10. Extrema
of x1 and x7 are plotted with ǫ. Solid and dashed light gray
lines respectively represent the stable and unstable AD states.
Stable AD state (solid light gray line) appears via inverse HB
at ǫ = 0.27. AD transits to OD via TB at ǫ = 1.52. Parameter
values are: a = 0.36, b = 0.4, c = 4.5.
N = 200 network. The reduced system has a trivial equi-
librium origin whose stability is analyzed to draw this
phase diagram. In Fig. 5, three distinct regimes namely
oscillatory (OS), AD and OD with clear boundaries are
identified using eigenvalue analysis similar to what is ob-
served for the LS network. Note that the OS regime
consists of three different oscillatory regimes, chaotic,
quasiperiodic and periodic, which we do not elaborate
here since it is beyond the target of this work. We now
perform a numerical simulation of the full network of
N = 200 for different number of negative links and ǫ val-
ues. The AD and OD points obtained from the numerical
simulations are plotted with black dots and triangles re-
spectively in the Fig. 5 and they perfectly fall on the
respective AD and OD boundaries.
IV. CONCLUSIONS
In summary, we observed an emergence of AD and
its transition to OD in networks of synchronized oscilla-
tors when perturbed by repulsive interaction. A simple
network of globally coupled oscillators was considered.
Both analytical and numerical approaches were adopted
to identify the AD and OD regimes and their transitions.
A smaller size network was first taken to recognize the
AD and the OD regimes using the MATCONT software
and then v erified the result using a direct numerical
simulation of larger networks. We identified that a syn-
chronous regime of two clusters in out-of-phase mode first
appears for increasing coupling strength followed by a
transition to the AD state for a larger coupling and then
to the OD state. Based on this clustering information,
we proposed a reduced model of the large network that
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FIG. 5: (Color online) Phase diagram in ǫ − p plane of the
reduced model of the network of Ro¨ssler units (N = 200,
a = 0.36, b = 0.4, c = 4.5). For different values of p,
k = 1, 2, . . . , p and l = p+1, p+2, . . . , N . OS, AD and OD re-
gions are delineated by gray, light gray (cyan) and black (red)
lines respectively. Solid black circles and triangles represent
AD and OD respectively from numerical simulation of the
full system. For a fixed number of repulsive links more than
N/2, an AD-OD transition is possible for increasing coupling
strength ǫ. On the other hand, for a fixed coupling strength
ǫ, such a transition can be incurred by increasing the number
of repulsive links.
allowed us to make an eigenvalue analysis to delineate the
OS, AD and OD regimes in a phase plane of the number
of repulsive links and the coupling strength. Secondly,
we verified the AD and OD boundaries by numerically
simulating the full network for selected number repul-
sive links and coupling strength that perfectly matched
with the analytically drawn boundary lines. We checked
the result for networks of both limit cycle LS systems
and chaotic Ro¨ssler systems. However, the mechanism of
transition from AD to OD for a network of limit cycle
system is PF bifurcation as usual [9] while it is TB for
a network of chaotic oscillators as reported for a simple
model of two chaotic oscillators [27]. The fundamental
nature of the transitions did not change with an increase
of the size of the network. We make a future plan to
study on more realistic complex dynamical networks such
as the power-grid using simple model [28]
to investigate how they could be affected by additional
repulsive interaction as a local fault evolves in time and
spread into the network to induce a death like situation
analogous to the AD regime. Further we investigate the
effect of repulsive or inhibitory links in a cell signaling
network to test how robust a HSS and if it breaks into
IHSSs.
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