We explore the high-temperature dynamics of the disordered, one-dimensional XXZ model near the many-body localization (MBL) transition, focusing on the delocalized (i.e., "metallic") phase. In the vicinity of the transition, we find that this phase has the following properties: (i) Local magnetization fluctuations relax subdiffusively; (ii) the a.c. conductivity vanishes near zero frequency as a power law; (iii) the distribution of resistances becomes increasingly broad at low frequencies, approaching a power law in the zero-frequency limit. We argue that these effects can be understood in a unified way if the metallic phase near the MBL transition is a Griffiths phase. We establish scaling relations between the associated exponents, using exact linear-response arguments as well as a phenomenological resistor-capacitor model.
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Noninteracting electrons in a disordered potential configuration display a uniquely quantum phenomenon known as Anderson localization [1] ; when all electrons are Anderson localized, dc transport is absent, and the ac conductivity vanishes at low frequencies as ∼ ω 2 log 2 (ω) [2] . There is now a mounting body of evidence, from perturbative [3] [4] [5] , numerical [6] [7] [8] [9] , and rigorous mathematical approaches [10] , that the main features of Anderson localization (in particular, the absence of diffusion and dc transport) persist in the presence of interactions. The resulting phase, known as the manybody localized (MBL) phase [11] , has a number of remarkable features: in particular, a system in the MBL phase is non-ergodic-i.e., its many-body eigenstates violate the eigenstate thermalization hypothesis [9, 12, 13] and supports extensively many local conserved quantities [14] [15] [16] [17] [18] [19] . Several exotic features including the characteristic logarithmic growth of entanglement [14, [20] [21] [22] , finite temperature phase transitions in one dimension [23] [24] [25] [26] [27] [28] [29] [30] , and the coupling to an environment [31] [32] [33] have been analyzed and their experimental implications discussed [34] [35] [36] .
While there has been a great deal of recent work establishing the existence and properties of the MBL phase, little is known about the transition between the MBL and delocalized phases. It is expected that, for sufficiently weak disorder and strong interactions [4, 5] , eigenstates should remain ergodic and transport should be diffusive, as in clean nonintegrable systems [37] . However, it has been proposed that diffusivity and/or ergodicity may break down as the MBL transition is approached [38, 39] , even before transport vanishes: thus, there might be an intermediate phase, or phases, between the conventional metallic phase and the MBL phase.
In this Letter, we provide numerical evidence that an intermediate, non-diffusive phase, indeed exists. To this end, we examine the dynamical properties of the random-field, spin-1/2 XXZ chain at intermediate disorder strengths (i.e., in the vicinity of the MBL transition), using exact diagonalization. In particular, we examine the infinite-temperature, low-frequency behavior of the optical conductivity σ(ω), and the long-time dependence of the return probability C zz (t). These probes are complementary: σ(ω) probes long-wavelength behavior, while C zz (t) is a local probe.
Our numerical results indicate that both these quantities exhibit anomalous power laws that vary smoothly as a function of the disorder and interactions in this intermediate regime. Specifically, σ(ω) ∼ ω α and C zz (t) ∼ t −β , with α + β ≈ 1 [ Fig. 1 ]. Furthermore, we compute the full distribution D[ρ(ω)] of resistances ρ at a fixed sample size as a function of frequency; we find that the width FIG. 1. The phase diagram of the XXZ model with disordered local magnetic fields for Jz = 1. hmax characterizes disorder strength. As the disorder is increased, the system transitions smoothly into a sub-diffusive Griffiths-like phase with an anomalous diffusion exponent β (return probability Czz(t) ∼ 1/t β ) and exponent α characterizing low-frequency optical conductivity (σ(ω) ∼ ω α ), which satisfy the scaling relation α + β = 1. The MBL transition is predicted to occur where σ(ω) ∼ ω. The level statistics parameter r (see main text) changes from r = 0.53 in the delocalized phase, to r = 0.39 in the MBL phase. We mark the phase boundary where we find r to be halfway between these extremal values.
of this distribution diverges in the low-frequency limit, with a power law α ≈ α. Such behavior is characteristic of a Griffiths phase (for a review, see [40] ), in which the power-law dynamical correlations emerge due to the interplay between the exponential rareness of large insulating regions and their exponentially large resistance. We account for these scaling relations using both exact linear-response arguments and a phenomenological model with shunted resistor-capacitor (RC) pairs, where the resistors are assumed to be selected from a power-law distribution.
As our work was nearing completion, a related numerical study by Bar-Lev et al. [41] appeared. While our numerical results are consistent with those of Ref. [41] , we are also able to provide an analytic understanding of the subdiffusive phase [42] .
Numerical Simulations We work with the XXZ model given by the Hamiltonian
where ij implies sites i and j are nearest neighbors. The local magnetic field values h i are chosen randomly from a uniform distribution of values in the range [−h max , h max ] and h max characterizes the strength of the disorder. For all of the presented results we consider systems of size L = 14, use J = 1 as unit of energy, and choose the interaction strength to be close to the Heisenberg point, i.e., J z 1, since the Hilbert-space becomes increasingly fractured when the free particle limit at J z = 0 is approached and finite size effects become more prevalent. The Heisenberg chain is expected to exhibit an infinite-temperature transition to the MBL phase at strong enough disorder strength h max [6] . In what follows, we will therefore restrict ourselves to the limit of infinite temperature and choose the subspace of total magnetization i S z i = 0. All computed quantities are averaged over ∼ 5000 disorder realizations.
The (real part of the) optical conductivity σ(ω) in linear response reads
where m, n are the many-body eigenstates of the system, which we evaluate numerically using exact diagonalization, E m , E n are their respective energies, and ω mn = E m − E n . The first line of Eq. (2) is the Lehmann representation of σ(ω), given in terms of a sum over local current operators j i , which are related to the spin operators using the continuity equations,
. The second line of Eq. (2) is the infinitetemperature limit and can be interpreted as the rate of energy absorption due to the application of a uniform electric field that couples to the system via the operator i iS z i , which is equivalent to applying a chemical potential gradient in the concomitant picture of fermions on a disordered lattice. In our numerics, we perform a coarse-graining of the delta-function, over a typical frequency that is of the order of the expected level spacing,
for the system size L = 14 and disorder strengths h max ∼ 1 − 3.5 that we explore. Note that, besides looking at the average values of the conductivity σ(ω), to characterize the Griffiths nature of the system, we also analyze the full distribution D[ρ(ω)] of the resistivities ρ(ω) = 1/σ(ω) obtained at fixed frequencies from our different disorder realizations.
The return probability, C i zz (t), is defined by the rela-
where Z is the partition function, which is simply the size of the Hilbert space at infinite temperature, i is a randomly picked site on the chain, and the factor of 4 ensures that C zz (t = 0) = 1. In a diffusive phase in d = 1, the return probability vanishes in the long time limit as C i zz (t) ∼ 1/ √ t, while in the localized phase C i zz (t) remains finite in the long-time limit, as we expect the particle to return to its original position with finite probability.
Since we are interested in describing the phase that exists at the boundary of the MBL transition, we also require an additional, independent, method to identify the transition point. For this purpose, we look at the level statistics parameter r m = δ The average over all eigenstates m, r = r m , is then known to take on two different values, r ∼ 0.39 and r ∼ 0.53 in the cases of the MBL and the non-insulating phase, respectively. We identify the MBL transition as the point when r is halfway between these values (solid line in Fig. 1) .
Numerical results Our main numerical results are summarized in Fig. 2 . Both the optical conductivity and the return probability obey clear power-law behavior over multiple decades in their respective arguments. The optical conductivity σ(ω) ∼ ω α at frequencies ω J, while the return probability C zz (t) ∼ 1/t β . Moreover, we find the scaling relation α + β ≈ 1; the physical origin of this relation is discussed below. This scaling relation also holds deep in the diffusive regime, where one expects that
A finite diffusion constant implies finite dc conductivity via the Einstein relation, but we expect σ(ω) to retain the √ ω singularity [37] . Our results approach the diffusive values at small disorder h max ≈ 1, but we are unable to extract reliable power laws in this
Behavior of (a) optical conductivity at frequencies ωmin < ω < J = 1, where ωmin is the estimated average level gap in the spectrum; and (b) the return probability Czz(t) with time; and (c) width ∆ρ(ω) of the distribution of resistivities as a function of frequency. All plots are for Jz = 0.8, and some disorder strengths. The fits are power laws of the form Czz ∼ 1/t
The inset in (c) shows the relative power γ = α − α governing the scaling of the ratio ∆ρ(ω)/ ρ(ω) of the width and the mean of the resistivity distribution.
limit. As the system approaches the MBL transition, α continuously increases toward 1 and β decreases to 0; β = 0 implies the absence of relaxation, and marks the transition into the MBL phase. At the MBL transition, we find that σ(ω) ∼ ω; this differs sharply from the expectation for a noninteracting Anderson insulator [2] , viz. σ(ω) ∼ ω 2 log 2 (ω). To within statistical error bars, the β = 0 and α = 1 point coincides with the MBL transition as determined above from level statistics.
Next, we look at the full distribution D[ρ(ω)] of resistivities ρ, at a fixed frequency ω. We find that the distribution of resistances at a fixed sample size (L = 14) grows increasingly broad at low frequencies. In particular, the standard deviation of sample resistances at a fixed frequency ω diverges as ω −α , where α ≈ α. The scaling relationship between the standard deviation and the mean suggests that the distribution of resistivities is of an exponential form D[ρ(ω)] ∼ e −ρω α , which is what we observe in our data. At low frequencies, all moments of the resistance distribution become ill-defined. We expect that the distribution approaches a power law P (R) ∼ R −τ in this limit. While we are unable to extract the exponent τ directly from the data, owing to the difficulty of taking the dc limit in a finite system, we will argue below that our numerical results can be explained using a resistor-capacitor network which predicts that τ = 1/α. Finally, we note [ Fig. 2 (c) inset] that the scaling relation α ≈ α begins to fail in the low-disorder limit, where we find that the width of D[ρ(ω)] scales more slowly than the mean. This marks the onset of a normal diffusive regime.
Origin of scaling relation α + β = 1. We now discuss how the scaling relations can be understood in general. To motivate this explanation, we first explain heuristically how the magnetization decay and the lowfrequency conductivity are intimately related. In the Griffiths phase, the long-time relaxation of S z i involves tunneling through insulating regions, while on shorter timescales, the local currents oscillate between these insulating regions. Thus, on a timescale t, the magnetization is trapped between insulating regions through which the tunneling time is t; these insulating regions are generically far from the initial site i where the magnetization was injected. Now, these insulating regions also dominate the conductivity at frequencies 1/t: conducting islands surrounding the insulating regions have eigenstates that are repelled in energy space only due to the weak hybridization (∼ 1/t) across these insulating regions. Thus, the long-time decay of S z i at a typical site is dominated by distant insulating regions, which also dominate the low-frequency global optical conductivity.
It is also important to note that this picture is qualitatively distinct from the situation where only certain rare sites show sub-diffusive decay, while on most sites magnetization diffuses -in such a picture, the sub-diffusive behavior would only show up in the average and not typical return probability. Indeed, we find sub-diffusive decay in both typical and average correlations (see Supplementary Information for more details) which supports our picture, and as we show next, is crucial to explaining the observation of the scaling relations. (Below, we explicitly show how this scenario is realized in a classical resistor-capacitor model.)
This picture of the Griffiths phase can be shown to imply the relation α + β = 1, invoking linear-response theory. In particular, we use the recursion approach pioneered by Mori [43] , according to which all autocorrelation functions (e.g., the return probability) can be expressed as a continued partial fraction -
where, M 1 is a separate autocorrelation function, which, by generality, can be similarly expanded. Note that the autocorrelation functions generated in this ladder, involve operators at increasingly distant sites (see Supplementary Information). We now apply this approach to determine C i zz (z). In the Laplace domain, C i zz (z) = 1/[z + φ i (z)] (see, for instance [44, 45] ), where φ i (z) can be identified with the auto-correlation function of the divergence of the local current operator, (j i − j i+1 ). Since the system is disordered, we expect the current to vary considerably from site to site, and the correlations of this divergence to possess the same singular behavior at low frequencies as the autocorrelation functions of the local currents j i , j i+1 . As before, we can iterate the procedure and express the autocorrelation function of j i in terms of autocorrelation functions of currents and densities at increasingly distant sites, until we hit an insulating region where the current-current correlator vanishes as z α (based on the expectation that these insulating regions also dominate the low-frequency global conductivity) in the low-frequency limit. Crucially, if |α| < 1, this singularity simply traverses up the ladder of the continued fraction and dominates C i zz (z) at sufficiently low frequencies, regardless of how far site i is from the insulating regions. Therefore, φ(z) ∼ z α at sufficiently small z. To complete our argument, we note that, at low frequencies,
, and consequently, the scaling relation α + β = 1.
RC model. We now present a classical RC network [46] that reproduces the primary features of our numerical data. The model consists [ Fig. 3 (a) ] of a chain of resistors with a distribution P (R) ∼ R −τ , each connected to the ground by a capacitor with a constant capacitance C. A power-law distribution of resistances can arise naturally in the physical system, as follows. Suppose the resistance is dominated by randomly distributed but identical tunneling barriers, such that each site has a probability p of being a barrier. The probability of finding a string of N consecutive barriers is then p N . Standard semiclassical arguments suggest that, if the tunneling rate through any barrier is e −T , then the tunneling rate through a string of N barriers scales as e −N T ; consequently, if R is the (dimensionless) resistance of a single barrier, the resistance of a string of N barriers is R N . Together, these observations imply that the distribution of resistances must satisfy the relation
} N , and hence that P [R] ∼ R −τ for some τ (the value of τ depends on microscopic details).
We now relate this RC model to our numerical results. To this end, we note that, for 1 < τ < 2, the average resistance of the chain in the dc limitρ(ω = 0) = ∞ 0 P (R)RdR is divergent. At any nonzero frequency, however, the capacitors have a finite impedance 1/(ωC), and an ac voltage applied at one end of the chain will penetrate a finite length N (ω) into the series of resistors before being shorted by a capacitor. Previous numerical investigations and scaling arguments [46, 47] have established that N (ω) ∼ ω −x with x = 1 − 1/τ for 1 < τ < 2, The width of the finite frequency resistivity distribution ∆ρ(ω) plotted as a function of frequency: we find ∆ρ(ω) ∼ 1/ω α where for 1 < τ < 2, α ≈ α, while for τ > 2, the difference γ = α − α becomes negative (inset); and (c) ατ as a function of τ , where α is deduced from the average resistivity, ρ(ω) ∼ 1/ω α . For 1 < τ < 2, α ∼ 1/τ , while for τ > 2, α saturates to α = 1/2 (diffusive), and the product τ α is seen to increase linearly. and x = 1/2 for τ > 2. We now relate x to the exponents α and β and show that the RC model obeys the scaling relation α + β = 1.
First, we show that β = x. The frequency-dependent penetration depth implies that charge fluctuations disperse over a region N (1/t) on a timescale ∼ t; thus, the return probability
Therefore, β = x; moreover, the RC model exhibits subdiffusive relaxation (i.e., β = 1 − 1/τ < 1/2) whenever 1 < τ < 2, and diffusive relaxation when τ > 2.
We now discuss the optical conductivity. At a given frequency ω, the effective length of the RC network is given by N (ω), and its resistance,ρ(ω), is dominated by the largest resistor that is expected in a segment of length N (ω). This largest expected resistance R N (ω) is given by the criterion
which states that, in a chain of the length N (ω), a resistance greater than R N (ω) occurs at most once, probabilistically. For 1 < τ < 2, we find
; substituting in the previous result for
In the subdiffusive regime, therefore, α = 1/τ . Combining this with our previous result that β = 1 − 1/τ , we find that the RC model obeys the scaling relation α + β = 1 throughout the subdiffusive regime.
Finally, we estimate the variance of the optical conductivity. Using the fact that the resistance distribution is cut off at R N (ω), we can express the variance as
Thus, both the standard deviation ∆ρ(ω) and the mean resistanceρ(ω) scale as ω −1/τ , reproducing our numerical observation that α ≈ α.
We have verified these scaling arguments by numerically solving the RC model [ Fig. 3 ]. Our numerical solution also accesses the diffusive regime τ > 2, and shows how the scaling relations are modified as we approach this regime. We note that, while α = 1/2 throughout the diffusive regime [ Fig. 3 (c) ], the scaling relation α+β = 1 is satisfied in both the diffusive and sub-diffusive regimes. Also, while the exponent α = 1/2 describes a nonanalytic finite frequency resistivity even in the diffusive regime, the dc conductance is non-zero: average resistance is finite for τ > 2. Finally, it is interesting to note that the RC model predicts a second intermediate regime: for 2 < τ < 3, the exponents α, β are both 1/2, as in the diffusive case, but the ratio of the width of the resistivity distribution to the mean scales to zero (towards the dc limit) slower than that expected from central-limit considerations.
Conclusions. In this work we have numerically established the following facts about the delocalized phase near the MBL transition in the disordered XXZ chain.
(1) The conductivity vanishes at low frequencies with the power law σ(ω) ∼ ω α . (2) Spin transport is subdiffusive, and the return probability at long times decays as C i zz (t) ∼ 1/t β , where α + β = 1. As the localized phase is approached, β → 0. (3) The distribution of resistances of a fixed-sized sample grows increasingly broad at low-frequencies, and the width of this distribution diverges as a power law with exponent α ≈ α at low frequencies. The distribution of resistances becomes scale-free and presumably power-law in the d.c. limit. These general observations allow us to identify the phase as a Griffiths phase. In the limit of low-disorder, we observe that the width starts to diverge slower than the mean, indicating a return to a regular diffusive phase. We also derived the central scaling relation α + β = 1 from general linear-response considerations, and showed how a phenomenological RC model allows us to describe the various features of the intermediate phase in a unified manner. Three intriguing aspects of the intermediate phase that remain to be addressed in future work are: (i) whether it is ergodic; (ii) when and how it transitions into a regular diffusive metal; and (iii) whether any such phase exists in more than one dimension, where single bottlenecks cannot block global transport.
second term is a current, f 1 = ∂ t S i z = j i − j i+1 (exactly), and the third term behaves, as a density, owing to the fact that f 2 = ∂ 2 t S i z + ∆ 1 S i z also has a component parallel to f 0 = S i z . In general, even terms behave as densities, while odd terms behave as currents.
Let us now discuss the case of current and density autocorrelations in an insulating region in the sub-diffusive regime. As our physical picture of the Griffiths phase suggests, the current-current correlator φ(z) in this insulating region will have the same power-law singularity as a the global ac conductivity, that is, φ(z) ∼ z α . This implies, that the charge decay autocorrelator in such an insulating region, which can be expressed as C(z) = 1/(z + φ(z)) ∼ z −α in the low-frequency limit.
We now examine the consequence of this singularity structure for the correlations at a typical site. The argument is as follows : as we go along down this chain of fractions, we generate terms that are conjugate to the currents and densities at farther and farther sites, until we eventually hit an insulating region. Here, we know that charge autocorrelations (which occur at even steps of the continued fraction expansion) go as z −α while current autocorrelations (which occur at odd steps of the expansion) go as z α . For |α| < 1 (as in our case), in the low frequency limit ( z → 0), we expect this singularity to simply translate upwards (albeit changing its sign from z α to z −α ) to the top of the continued fractionthus the singularity structure of charge and current autocorrelators at a typical site i, which may have reasonably fast 'local' relaxation, will still be dominated, in the long time limit, by relaxation across the insulating regions which are the origin of the power law singularity in the first place. In this sense, power-law singularities naturally generate self-similarity, and the scaling relations we find in our system are a direct consequence of this.
RC MODEL SIMULATIONS
To calculate local charge correlations |q(ω)| 2 , we wrote standard Kirchoff-curent equations for each RClink [ Fig. ?? (a) ]. The general form of the equations is
where the local resistor noise V N,i exhibits Johnson noise |V i (ω)| 2 ∝ R i , The equations were solved to give the results shown in Fig. ? ?. 
TYPICAL DECAY VS. AVERAGE DECAY
It is important to note that both average and typical quantities show a power law behavior. This crucial information allows us to distinguish between two alternative pictures of relaxation in our system -i) the local density typically relaxes diffusively, but on rare sites, it relaxes sub-diffusively owing to a proximity to an insulating region. This gives rise to a sub-diffusive behavior of relaxation, on average, but the typical relaxation will still be diffusive vs. ii) the local density at any site relaxes subdiffusively, because the relaxation process is determined by possibly faraway insulating regions. Thus, both typical and average relaxation is sub-diffusive. In our system, we find the second case to be true, and this is, as the arguments of the Mori approach suggest, crucial to explaining the scaling relations and power-law dynamics that we observe. Fig. 1 shows the behavior of the average return probability ( {D} C i zz (t)/N D , where {D} is the set of quenched disorder configurations we perform averaging over, and N D is the number of disorder realizations) and typical return probability (exp {D} log C i zz (t)/N D ).
INFINITE-TIME DECAY
In Fig. (2) we plot the infinite-time return probability C zz (t = ∞), as a function of disorder h max for the Heisenberg case, J z = 1 across the MBL transition. Fig. (2) shows that, as β → 0, the infinite-time return probability becomes appreciably greater than the inverse system size, marking the onset of the MBL phase. * agarwal@physics.harvard.edu [1] 
