In this paper, we study new Ramanujan continued fraction and establish some new modular identities of their and some explicit values.
Introduction
In Chapter 16 of his second notebook [2] , Ramanujan develops the theory of theta-function and is defined by Ramanujan recorded many q-continued fractions and some of their explicit values in his second notebook [9] and in his lost notebook [10] . The following beautiful continued fraction identity was recorded by Ramanujan in his second notebook and can be found in [1, p. 11, Entry 11]:
where either q, a, and b are complex numbers with mod q < 1, or q, a, and b are complex numbers with a = bq m for some integer m. Several elegant q-continued fractions can be expressed in terms of Ramanujan's thetafunctions. The most famous of them is the celebrated Rogers-Ramanujan continued fraction R(q) is defined as
On page 365 of his Lost Notebook [10] , Ramanujan recorded five identities showing the relationships between R(q) and five continued fractions
, and R(q 5 ). He also recorded these identities at the scattered places of his Notebooks [9] . L. J. Rogers [11] established the modular equations relating R(q) and R(q n ) for n=2,3,5, and 11. The last of these equations cannot be found in Ramanujan's works. The Ramanujan's cubic continued fraction G(q) is defined as
The continued fraction (1.8) was first introduced by Ramanujan in his second letter to G. H. Hardy [7] . He also recorded the continued fraction (1.8) on page 365 of his Lost Notebook [10] and claimed that there are many results for G(q) similar the results obtained for the famous Rogers-Ramanujan continued fraction (1.7).
The Ramanjuan Göllnitz-Gordon continued fraction [7, p. 44] , [5] , [10] is defined as follows:
Motivated by the above cited works on the continued fractions, changing q to q 2 in (1.7), we obtain
If a = q and b = −q in the above equation (1.10), we get
In this paper, we study the Ramanujan's continued fraction U(q) defined by
which is the right hand side of the equality (1.11). In section 3, we establish some modular relations connecting U(q) and U(q n ). In section 4, we find the some explicit evaluations of U(q).
Preliminary results
In this section, we collect the necessary results required to prove our main results.
Lemma 2.1.
For the proofs of (2.1) and (2.2), see [2, Entry 12(v) ,(vi), p.124]. 
Lemma 2.2. If β is of degree 2 over α, then
(1 − √ 1 − α)(1 − β) = 2 β(1 − α). (2.3)
Lemma 2.3. If β has degree 3 over α, then
For a proof of (2.4), see [2, Entry 5(ii), p.230].
Lemma 2.4. If β has degree 4 over alpha, then
For a proof of (2.5), see [ 
For a proof of (2.6), see [2, Entry 13(i), p.280].
Lemma 2.6. If β has degree 7 over α, then
For a proof of (2.7), see [2, Entry 19(i), p.314].
Lemma 2.7. If β has degree 8 over α, then
For a proof of (2.8), see [2] . 
For the proofs of (2.9) and (2.10), see [2, Entry 3(x),(xi), p.352].
Lemma 2.9. If β has degree 11 over α, then
For a proof of (2.11), see [2, Entry 7, p.363].
3. Relation Between U(q) and U(q n ) Theorem 3.1. We have
Proof. From the equations (1.11) and (1.12), weget
Employing the equation (1.5) in the above equation (3.2) , we obtain
the above equation can written as (3.1).
Corollary 3.1. We have
Proof. Easily from the equations (3.1).
Theorem 3.2. If x := U(q), and y
Proof. From the equations (2.1) and (2.2), we get
The equation (2.3) can be written as
Employing the equations (3.4) and (3.6) in the above equation (3.7), we obtain
By examining the behavior of the above factors near q = 0, we can find a neighborhood about the origin, where the first factor is zero; whereas other factor are not zero in this neighborhood. By the Identity Theorem first factor vanishes identically. This completes the proof. Proof. The equation (2.4) can be written as
Employing the equations (3.4) and (3.6) in the above equation (3.10), we obtain (3.9). 
Proof. The equation (2.5) can be written as
Employing the equations (3.4) and (3.6) in the above equation (3.12), we obtain (3.11). Proof. The equation (2.6) can be written as
Employing the equations (3.4) and (3.6) By examining the behavior of the above factors near q = 0, we can find a neighborhood about the origin, where the first factor is zero; whereas other factors are not zero in this neighborhood. By the Identity Theorem first factor vanishes identically. This completes the proof. 
Employing the equations (3.4) and (3.6) Proof. The equations (2.9) and (2.10) can be written as 
